ABSTRACT. In this paper we prove an abstract homomorphism theorem for bilinear multipliers in the setting of locally compact Abelian (LCA) groups. We also provide some applications. In particular, we obtain a bilinear abstract version of K. de Leeuw's theorem for bilinear multipliers of strong and weak type.
INTRODUCTION
The study of multilinear multipliers is motivated by their natural appearance in analysis, such as in the work of R. Coifman and Y. Meyer on singular integral operators and commutators [10] . The proof of M. Lacey and C. Thiele (see [22] ) on the boundedness of the bilinear Hilbert transform, ignited interest in questions related to multilinear operators, which lead to the study of the validity of multilinear counterparts to classical linear results. In particular, and of direct relevance to this paper, there has been quite a few studies in establishing multilinear versions of K. de Leeuw's type theorems (see [13] ) on the Lebesgue spaces [6, 7, 14, 16, 26] . The proofs in the existing literature, rely either on the dilation structure of R n or on duality arguments that use the Banach space structure of the target space.
Roughly speaking, de Leeuw's results state that if m is a Fourier multiplier for L p (R n ), with 1 ≤ p ≤ ∞, then if π is either the natural injection of Z n in R n or that of R d in R n for d < n, the composition m • π is also a multiplier for L p (T n ), respectively for L p (R d ), with norm bounded by the norm of m. These results were generalised to the context of LCA groups first by S. Saeki [24] , and later reproved, using transference techniques, by R. Coifman and G. Weiss [12] . Applying these transference ideas, N. Asmar [1] and E. Berkson, T.A. Gillespie and P. Muhly [4] obtained a proof of R. Edwards and G. Gaudry's homomorphism theorem for multipliers [15, Theorem B.2.1] , which allows to recover de Leeuw's result as a special case.
The aim of this work is to obtain, in the abstract setting of LCA groups, a homomorphism theorem for bilinear multipliers (see Theorem 2.3 below), which is the bilinear counterpart of Edwards and Gaudry's. Roughly speaking, we show that if G and Γ are two LCA groups, m is a bilinear multiplier on G and π is a homomorphism between the dual group of Γ and G, then the composition m • π ⊗ π is also a bilinear multiplier on Γ, with operator norm bounded by the norm of m.
In contrast to the linear case, interesting multilinear operators, such as the bilinear Hilbert transform, or bilinear Calderón-Zygmund operators, map Banach Lebesgue spaces to L p spaces with 0 < p < 1. Thus duality is precluded in proving the most general results.
The two main difficulties to develop the abstract theory are the lack of duality for target spaces and of dilation structure in the general setting. The main achievements of this work are to provide proofs that rely only on the underlying group structure (avoiding dilation arguments), using the bilinear transference techniques developed by L. Grafakos and G. Weiss [19] (see also O. Blasco, M. Carro and T. A. Gillespie's work [6] for a related approach), and moreover, to develop a method of approximating bilinear Fourier multipliers between general rearrangement invariant function spaces, in particular Lebesgue spaces, to tackle the technical difficulties of dealing with non-Banach target spaces (Theorem 2.5 below).
As application of our study, we recover several known results and present some new ones. In particular, we obtain an abstract de Leeuw's type theorem (Theorem 5.1) that allows us to extend D. Fan and S. Sato's results (see Corollary 5.3 below) for anisotropic dilations, and to extend G. Diestel and L. Grafakos's [14, Proposition 2] for p < 1 and for weak type multipliers. Furthermore, inspired by N. Asmar and E. Hewitt's approach in the linear setting [2] , we define a Generalised Bilinear Hilbert Transform on certain groups with ordered dual, and obtain an abstract version of Lacey and Thiele's result for it (see Theorem 5.9 below). As another application we obtain necessary conditions, in terms of the Boyd indices, on multipliers on non-compact LCA groups to be bounded on products of rearrangement invariant spaces (see Theorem 5.12 below). This is a bilinear counterpart of the classical result of L. Hörmander [21, The paper is organised as follows: In Section 2 we introduce the basic notations and state our main results, which we prove in sections 3 and 4 respectively. Applications derived from our main theorems are collected in Section 5.
It is worth mentioning that the results of this work easily extends to the setting of m-linear operators when m ≥ 3 but, for the sake of simplicity in the exposition, we restrict our discussion to the bilinear case as it contains the major ideas of this investigation.
BASIC NOTATION AND MAIN RESULTS
Here G denotes a locally compact Hausdorff, σ -compact, Abelian topological group and we shall abbreviate it to LCA group. We adopt the additive notation for the group inner operation. We shall denote by G the group of characters and we write ξ , x for the value of ξ ∈ G at x ∈ G, and ξ , x for its complex conjugate. We shall use the letters x, y for denoting elements in G, and ξ , η, ζ , γ for elements in G. We reserve the symbol e G for the identity element of G. In order to avoid technical conditions, we will assume that the group G is metrisable which is equivalent for G to be σ -compact.
From now on, L 1 (G) stands for the space of integrable functions on G with respect the Haar measure, and we denote by L 1 c (G) the subspace of compactly supported integrable functions. Let f be the Fourier transform of a function f defined by
We choose the Haar measure in G in such a way that the following Fourier inversion formula holds,
We shall denote by f ∨ the inverse Fourier transform defined by f ∨ (ξ ) = f (−ξ ). We write G 2 for denoting the group G × G endowed with the product measure. For any functions f , g on G we introduce another function
For more information about topological groups and their properties we refer the reader to [20] .
By a quasi-Banach function space (QBFS for short) on a totally σ -finite measure space (Ω, Σ, µ), we denote a complete linear subspace X of the space of µ-measurable functions, L 0 (Ω), endowed with a (quasi-)norm · X with the following properties:
Observe that bounded functions supported in sets of finite measure belong to every QBFS. If · X is a norm, and for any finite measure set E, there exists a constant C E such that,
we say that X is a Banach function space (BFS for short). The following Fatou's property holds:
Lemma 2.1. [3, Lemma I.1.5] Let X be a QBFS, and, for n ∈ N, f n ∈ X . If f n → f a.e., and if lim inf n f n X < ∞, then f ∈ X and
We say that a QBFS (or a BFS) X is rearrangement invariant (RI for short) if there exists a quasi-norm (respectively a norm) · X * defined on L 0 [0, µ(Ω)) endowed with the Lebesgue measure, such that f X = f * X * . Here f * stands for the non-increasing rearrangement of f , defined, for t > 0, by
be the dilation operator, and denote by h X (s) its norm. That is,
Lebesgue L p spaces, Classical Lorentz spaces and Orlicz spaces are examples of RI QBFSs. We refer the reader to [3] for further information on non-increasing rearrangement, BFS and RI spaces. It is is easy to see for that any BFS X on G equipped with the Haar measure, such that · X is absolutely continuous (see [ 
In such case, we will assume that the quasi-norm in X is given by |.| A BFS X is p-concave (see [23] ) if there exists a constant M < ∞ so that
Throughout the paper, we shall assume that X 1 , X 2 are RIBFS and X is a RI QBFS on G endowed with the Haar measure.
for the space of bilinear multipliers for (X 1 , X 2 , X ), and we denote by
Here and subsequently, c stands for a universal constant that depends only on 0 < p, p 1 , p 2 < ∞, which value is given by
where, A q and B q denotes the best constant on Khintchine's inequality (see [23, 
Here {r j } stands for the Rademacher's system. Our main results can be stated as follows.
Theorem 2.3 (Homomorphism theorem for bilinear multipliers). Let G, Γ be LCA groups and let
The following holds: The proof of the previous results rely on a general approximation property of bilinear multipliers, that is the bilinear analogue of [8, Lemma 2] .
3. PROOF OF THEOREM 2.5
In order to prove the Theorem we need first to prove some technical lemmas.
is uniformly continuous (uniformly on x). Moreover, for any n, there exists a symmetric relatively compact open neighbourhood U n of e G , such that
Since Haar measure is invariant under translations, it holds
where τ ζ stands for the translation operator. Then,
The result easily follows by the uniform continuity of translations in L 1 ( G) [20, (20.4) ].
Lemma 3.2 (Marcinkiewicz-Zygmund's bilinear inequality). Let X 1 , X 2 be BFSs and let X be a QBFS. Assume that for some 0 < p ≤ 1 ≤ p 1 , p 2 < ∞, X is the pconvexification of a BFS and X j is p j -concave j = 1, 2. If T is a bounded bilinear operator such that
Proof. Observe that is suffices to prove the result for { f j } and {g k } with a finite number of elements. The assumption on X implies that
Y where Y is a BFS. Khintchine's bilinear inequality [25, Appendix D] , and the p-convexity of the space X yield 
This finishes the proof because a similar inequality holds for the other term.
The following result extends [5, Lemma 2.2] for the case where the target space is not Banach and it is the bilinear unweighed analogue of [9, Lemma 3.6]. Before we discuss it, we introduce some notation. We denote by M( G) the space of complex measures λ defined on G, with finite total variation λ M(
The convolution of a complex measure and a function is defined in the usual way as in [20, (20.12) ]. We say that a bounded function m is a Fourier multiplier for X if the operator defined on SL 1 (G) by
extends to a Bounded operator on X . We write M X (G) for denoting the space of linear multipliers acting on X and m M X (G) denotes the norm of the associated operator T m . 
Proof. The fist assertion is almost direct, so we omit the proof. We shall prove the second one. Observe first that for any f , g ∈ SL 1 (G),
where M ζ f (x) = ζ , x f (x). If X is Banach, the result follows by Minkowski's integral inequality. So, it remains to prove the case when X is quasi-Banach and p < 1.
Assume first that there exists a compact set K such that λ and µ are supported in K . By the Lemma 3.1, there exists a sequence of symmetric relatively compact open neighbourhood {U n } n of e G , satisfying that U n +U n ⊂ U n−1 and that for every n ≥ 1 and ζ , ζ ′ ∈ U n ,
If we define, for j = 2, . . . , N n ,
we obtain a disjoint covering of
By (3.1), it follows that
For any n, the inner integral in the right hand side can be bounded by
where a
Repeating the argument with each integral appearing on the right hand side, we can find a family of disjoint subsets {ϒ k n } M n k=1 , and a family {γ k } M n k=1 ⊂ K satisfying that K ⊂ ⊎ϒ k n , and that
In this way, if we define
Thus, using that ∑
Cauchy-Schwarz inequality yields
Since B m is a bounded bilinear operator, Lemma 3.2 implies
So, for any compact set R ⊂ G, and any n ≥ 1, (3.3) yields
(3.4)
Hence, taking first limit in n → ∞ we have that for any compact set R ⊂ G
Taking a family of compact sets R ↑ G and using the monotonicity of the norm the result follows. For general case, consider an increasing sequence on compact sets K n ↑ G . Monotone convergence implies
Using Fatou's property of X and arguing as before, we obtain that for any compact set R ⊂ G,
Arguing as before, the monotone convergence theorem yields the result.
Having proved the previous result we are now in a position to continue the proof of Theorem 2.5. So we need to give the countable family of multipliers {m j } j satisfying(P 1 )-(P 4 ). To this end, let consider ϕ j ∈ C c (G) such that (I 1 ) For every j ≥ 0, ϕ j ≥ 0; (I 2 ) For every j ≥ 0, G ϕ j = 1;
In other words, { ϕ j } j is an approximate identity for L 1 ( G), which existence is ensured by [11, Lemma 3.4] . Consider
Consider h j ∈ C c (G) such that 0 ≤ h j ≤ 1, h j = 1 and such that, for any ξ ∈ G lim j h j (ξ ) = 1. Define
A similar argument to [11, Lemma 3.5] for the group G ⊗ G, implies properties (P 1 ) and (P 3 ) for {m j } j . On the other hand, since X 1 and X 2 are RI BFS, Minkowski integral inequality yields that, for any j,
Thus, Proposition 3.3 yields that the sequence {m j } j satisfies (P 4 ). In order to finish the proof of Theorem 2.5 we need to prove (P 2 ) and (P ′ 2 ). We are going first to recall the concept of normalized function [12, Chapter 3] .
It follows from properties
, then it is a normalized function (with respect to { ϕ j ⊗ ϕ j }). Above all, if m ∈ C b ( G), then the sequence m j j given in (3.5) satisfies (P ′ 2 ).
where * 1 indicates the convolution for functions in G and φ (z) = φ (−z). Therefore, if M is a normalized function on G with respect to {ϕ j }, so it is m on G 2 with respect to {ϕ j ⊗ ϕ j }. That is the case, for instance, of the function m(ξ , η) = −i sign (η − ξ ), which is the multiplier associated to the Bilinear Hilbert Transform.
We have proved that m j j defined in (3.5) satisfies (P 1 ),(P 3 ),(P 4 ) and observe that, any partial sequence also does. Then, for the general case, it suffices to ensure the a.e. convergence property for a partial sequence of m j j . To this end, we need the following technical lemma. Lemma 3.6. Let Γ be a LCA group and let { Φ j } j be an approximate identity for
Proof. Suppose first that Γ is a compact group. Then L ∞ (Γ) ⊂ L 1 (Γ) and, since Φ j is an approximate identity, lim j b j = b in the L 1 (Γ) norm. In particular, there exits a partial sequence of {b j } j , such that we have the desired a.e. convergence.
Suppose now that Γ is a non-compact group. Let H n be a sequence of relatively compact, symmetric open neighbourhoods of the identity element in Γ, such that H n ⊂ H n + H n ⊂ H n+1 and Γ = ∪ n H n . Observe that this family {H n } n satisfies that for any n ≥ 1, there exists m(n) > n such that H n + (Γ \ H m(n) ) ⊂ (Γ \ H n ). Note that any partial sequence of {Φ j } is also an approximate identity for L 1 (Γ).
Then, fixed n,
converges to bχ H n in the L 1 norm, when j tends to infinity. On the other hand, for any ξ ∈ H n ,
which converges to zero when j tends to infinity. Then, by an induction argument we can construct a partial sequence {b j k } k satisfying that, for any n ≥ 1, there exists a set of measure zero N n , such that, for any ξ ∈ H n \ N n , lim n b j k (ξ ) = b(ξ ). A standard measure argument yields the desired result.
For a general m ∈ L ∞ ( G 2 ), the previous lemma with Γ = G 2 provide us with a partial sequence { Φ j k * m} k which satisfies (P 2 ). In particular, {m j k } k , which is a partial sequence of that given in (3.5), that we rename as the new {m j } j , satisfies (P 1 )-(P 4 ).
PROOF OF THEOREM 2.3
Lets consider the case m ∈ M p p 1 ,p 2 (2, Γ). The weak case is proved analogously, so we omit the details. We want to prove that m
In this case, it is easy to see that the multiplier operator coincides with the operator given by
which by assumption on m, is a bounded operator from
that, by [20, (24.38) ] it is a continuous homomorphism, which induces a strongly continuous, measure preserving representation of Γ in L q (G) for any 0 < q < ∞ given by R z f 1 (x) = f 1 ( π(z) + x). This representation satisfies, for any z 0 , z 1 , z 2 ∈ Γ,
APPLICATION AND CONSEQUENCES
5.1. Applications of Theorem 2.3. In this section we will restrict our attention to indices p 1 , p 2 , p satisfying 1 ≤ p 1 , p 2 < ∞, 0 < p < ∞ such that 
Proof. It suffices to consider the linear form given by the scalar product A y x = x · y and apply Corollary 5.4.
Bilinear Hilbert transform in groups with ordered dual.
In this section, following the spirit of [2] , we define a Generalised Hilbert transform on groups with ordered dual by using the original version in R, and obtain its boundedness.
To this end we shall assume that, G is a LCA group such that G has a measurable order P. That is, there exists P ⊂ G measurable satisfying P + P = P, P ∩ (−P) = {0}; P ∪ (−P) = G. The group G = T is an example of such class of groups (see [2] and the references therein for more information on ordered groups). With P we associate the function sign P given by 
Proof. By density, it is enough to prove the result for f , g such that the support of f , g is compact, with constants independently on these supports. Let K f , K g be the support of f and g respectively. By [2, Theorem (5.14)], there exists a homomorphism π from G to R such that the equality sign P (ξ ) = sign (π(ξ )) holds for a.e. ξ ∈ K g − K f . Thus, since π is an homomorphism
Hence, since by Remark 3.5 sign is a normalized multiplier, we can apply Theorem 2.3 (see Remark 2.4), jointly with Lacey and Thiele's results in [22] to conclude the proof. Then (5.7) yields
which implies,
where recall that (E t f )(s) = f * (ts) denotes the dilation operator (see (2.2) above). By (5.5) and (5.6) the term on the right hand is equal to
Therefore, by (2.3),
Hence, since f , g are fixed, this implies that there exists a constant c > 0 such that for any N As an application of the previous theorem we can obtain an extended version of L. Grafakos and J. Soria's result [17, Theorem 1] to RI QBFSs. Corollary 5.14. Let G be a non-compact LCA group and let X 1 , X 2 , X 2 RI QBFS on G. If there exists K ∈ L 1 (G 2 ) \ {0}, K ≥ 0, such that K ∈ M X X 1 ,X 2 (2, G), then α X ≤ α X 1 + α X 1 .
Proof. Since K ≥ 0, the boundedness of B K is equivalent to the boundedness of the operator
and in particular, for any compact set in K ⊂ G 2 such that K is not zero on K , P Kχ K defines a bounded operator from X 1 × X 2 → X . Then Kχ K ∈ L 1 c (G 2 ) and Kχ K ∈ M X X 1 ,X 2 (2, G). Thus the previous remark and Theorem 5.12 yield the result.
If we particularise Theorem 5.12 to the case of classical Lorentz-spaces, we obtain, is the following extension of F. Villarroya's result [26, Proposition 3.1 ] to arbitrary non compact LCA groups.
Corollary 5.15. Let G be a non-compact LCA group and let
1 < p 1 , p 2 < ∞, 1 ≤ q 1 , q 2 ≤ ∞. If there exists m ∈ M L p,q L p 1 ,q 1 ,L p 2 ,q 2 (2, G), m = 0, then 1 p ≤ 1 p 1 + 1 p 2 .
