Abstract-This paper studies the performance of the recursive least squares (RLS) algorithm in the presence of a general chirped signal and additive white noise. The chirped signal, which is a moving average (MA) signal deterministically shifted in frequency at rate , can be used to model a frequency shift in a received signal. General expressions for the optimum Wiener-Hopf coefficients, one-step recovery and estimation errors, noise and lag misadjustments, and the optimum adaptation constant ( opt ) are found in terms of the parameters of the stationary MA signal. The output misadjustment is shown to be composed of a noise ( 0 M=2) and lag term (=( 2 2 )), and the optimum adaptation constant is proportional to the chirp rate as 2=3 . The special case of a chirped first-order autoregressive (AR1) process with correlation () is used to illustrate the effect the bandwidth (1=) of the chirped signal on the adaptation parameters. It is shown that unlike for the chirped tone, where the opt increases with the filter length (M ), the adaptation constant reaches a maximum for M near the inverse of the signal correlation (1=). Furthermore, there is an optimum filter length for tracking the chirped signal and this length is less than (1=).
I. INTRODUCTION
A DAPTIVE filters have been extensively studied for diverse applications including adaptive equalization, adaptive prediction, channel estimation, and interference suppression in a variety of stationary environments. For nonstationary environments, two different classes of inputs have been studied for adaptive filtering algorithms. It has been shown that the optimum Wiener solution has a time-varying characteristic that enables the filter to track the minimum point of the error performance surface. In contrast to adaptive filter convergence, which is a transient phenomenon, the tracking characteristics of an adaptive filter are shown to be a steady-state property of the filter. Consequently, good convergence properties do not ensure good tracking performance, and a compromise between the two properties are required for applications in a nonstationary environment [1] .
The first class of nonstationary environments considered in [1] arises when the frame of reference provided by the desired response is time varying. This situation occurs in system identification applications when an adaptive transversal filter is used to model a time-varying system. In this case, the correlation matrix of the adaptive filter input is time invariant, but the cross-correlation vector between the filter input and the desired response is time varying. This problem has been analyzed in detail for the case where the unknown dynamic system is modeled as a transversal filter with a time-varying impulse response that is described by a firstorder Markov process [1] - [4] . This problem was also analyzed using a frequency domain analysis by Lin et al. [5] for the condition that the optimum filter weights have a known power spectrum. This approach is useful when the statistics of the model are known, such as cases where the Jakes model is used to characterize the fading statistics of a communications channel.
The second class of nonstationary environments that has been analyzed in detail consists of a nonstationary stochastic input to the adaptive filter [1] . This situation arises when an adaptive filter is tracking a signal with a time-varying power spectrum for channel equalization, interference suppression, or other applications. This case is more complex to analyze because both the input correlation matrix and the cross-correlation vector are time varying. This class of nonstationarities has only been analyzed for the adaptive predictor application where the input signal consists of a chirped sinusoid in white noise [1] , [6] - [10] . These results define how the algorithm performance is determined by the signal parameters.
It was shown in [7] and [8] that there exist optimal adaptation parameters (LMS) and (RLS), which minimize the mean square prediction error for a particular chirp rate and that the improved convergence performance of the RLS over the LMS for stationary inputs does not translate into improved tracking performance for the chirped signal [9] . It was shown by Haykin et al. [6] how the unknown signal parameters can be estimated directly from the data and used to improve performance. The advantages of the extended-RLS over the exponentially windowed RLS for this application are discussed in [6] . For lattice implementations, the PARCOR coefficients for the deterministic chirp have been determined analytically for the stochastic gradient lattice and the RLS lattice [10] , [11] . It was shown that with the proper choice of the adaptation parameter, the error in the weights can be reduced to a negligible level, within a range of , which becomes increasingly restrictive as the chirp rate is increased. This work extends the previous studies for the chirped tone to the more general chirped signal with a defined power spectrum. The importance of having a nonzero bandwidth signal is that it more closely resembles a communications signals and other more realistic signals since a zero bandwidth signal is deterministic and contains no information. In this paper, the comparative performance for the RLS filter is obtained analytically for a stationary and chirped input signal. The correspondence between the stationary input and chirped input results of the RLS adaptive filter are shown to be related by a chirp matrix and a signal direction vector. These two components define the time-varying properties of the power spectrum.
It is shown that for a chirped first order auto-regressive (AR1) signal, the optimum adaptation constant increases with the filter length until it reaches a maximum for near the inverse of the signal correlation length ( ), rather than increasing linearly with the filter length as occurs for the chirped tone. Furthermore, in addition to an optimum adaptation constant, there is also an optimum filter length for tracking the chirped signal, and this length is less than . This indicates that in nonstationary environments, the reduced correlation between the signal at the end of the filter with the current input signal results in a shorter optimal filter length. The analytical results obtained for the AR1 signal model are shown via simulation to describe the tracking performance of the RLS filter for a BPSK input signal.
In Section II, the signal model is defined, which extends the chirped tone from [7] to the chirped signal considered here. In Section III, the optimum Wiener filter weights for the chirped signal input are derived and related to the optimum weights for the stationary signal. The filter decomposition used to derive RLS tracking performance is summarized in Section IV. This decomposition is then applied to the case of the chirped signal where the elements of the signal correlation must be kept throughout the derivation. In Section V, the noise and lag misadjustments are derived, and the differences between the chirp input nonstationarity (class II) and the filter weight nonstationarity (class I) are discussed. This illustrates the difference between the Markov filter weight model and the results obtained here. The optimum adaptation constant ( is derived in Section VI. In Section VII, analytical results are obtained for a chirped AR1 process, which can be used to model a narrowband communications signal. Finally, in Section VIII, simulations are performed to compare the performance of the RLS for a chirped AR1 process and a BPSK signal. It is shown that for , the prediction error is dominated by the stationary filter error components and for , the prediction error is dominated by the tracking error.
II. PRELIMINARIES
Consider a stationary baseband communications signal modeled by a moving average (MA) process (1) where is a unit variance white noise process, and the are the MA coefficients. The order-covariance matrix of a signal vector is given by (2) where is the covariance matrix normalized by the signal power ( ). The elements of are given by , where (3) is the normalized autocorrelation function of the stationary MA signal.
In a nonstationary mobile communication environment, the signal spectrum may be frequency offset and shifted with time. Using this representation, the signal can be frequency shifted and chirped by multiplying each term by a time dependent frequency shift and chirp term to give (4) where defines the initial center frequency of the spectrum, and linearly shifts the center frequency with time. This simplifies to the deterministic chirp [7] when the stationary signal is a constant DC signal (i.e., , and ), and (4) reduces to
The signal correlation is (6) It is easy to see from (6) that the correlation function of the chirped signal consists of the correlation function of the stationary process multiplied by the terms representing the signal direction and chirp, respectively. Using the element by element multiplication operator , which is known as the Hadamard product operator, the input signal correlation can be written in matrix notation as D D (7) where is the input signal vector, and is the correlation matrix of the stationary MA process with elements given by . The matrix is the chirp matrix, and D is the signal direction given by diag D
At the receiver, the signal is given by (9) where is a white noise process with power . Using from above, the input autocovariance matrix can be written as (10) where D D (11) and is the input signal to noise ratio (SNR). For the deterministic chirp, the stationary signal being chirped is a constant DC signal. Thus, setting the elements of the normalized correlation matrix gives the chirped result in [7] .
Similarly, defining the cross correlation vector ( ) for the one-step forward predictor by (12) the cross correlation can be written as D (13) where (the second column of ) is the normalized one-step cross correlation vector of the stationary process. The deterministic chirp result is obtained when .
III. OPTIMUM WIENER WEIGHTS
In this section, the Wiener-Hopf equations are solved to find the optimum filter. The optimum Wiener weights are found by solving the Wiener-Hopf equations using the definitions of and defined in Section II to give (14) Unlike the deterministic chirp, the covariance matrix of the chirped signal ( ) cannot be easily inverted, as was done in [7] . However, the Wiener weights can be related those of the stationary signal by substituting (10) and (13) into (14) to give
where is the Wiener weight vector when the signal is stationary. This can be verified by using the identities in Appendix G. It can be seen that the optimum weights are also related to the input spectrum through the chirp matrix term ( ), and thus, the power spectrum of the prediction filter tracks the input spectrum. (An example of the power spectrum produced by the Wiener weights is plotted, at two distinct values of , in Fig. 8 for a chirped AR1 process.)
The minimum recovery error is (16) It follows that the estimation error is (17) and the output recovery SNR is
These results are identical to the case when the signal is stationary. Note that both and are independent of and . Thus, the performance of the optimal filter is equivalent for a stationary signal and for the same signal chirped.
With the weights and performance of the optimum filter established, we are ready to begin the analysis for the weights obtained by the RLS algorithm.
IV. FILTER DECOMPOSITION
Decomposition of the RLS algorithm is required to analyze the contributions of the lag and noise components of the algorithm from the optimum estimation errors. We will use the same decomposition as [7] , which we have summarized below. This decomposition separates the filter update into three components:
1) the transient, 2) the mean, 3) the lag components. The filter output error is then expressed in terms of these three components and examined in steady state.
The RLS algorithm solves for the optimum filter weights using an exponentially weighted estimate of the input autocorrelation and cross correlation. The algorithm estimates the autocorrelation with (19) and the cross correlation with (20) Finally, the Wiener-Hopf equation is solved using these estimates to find the optimum weights (21) Equivalently, the optimum filter can be expressed in the recursive form (22) where is the output error
This error at time is the a priori error, which is calculated using . This is the error most commonly generated by recursive filters and provides an easier analysis due to the assumption on the independence of the , which makes independent of . For a stationary signal, the a priori and a posteriori errors are the same since the filter coefficients .
The difference between the RLS implementation of the filter and the optimum filter is often measured by the output prediction error. For the optimum Wiener filter, this is (24) where the optimum coefficients are used. Thus, the difference in the output error power is a result of the difference between the filter weights of the optimum filter and the RLS filter (25) The output error can be rewritten as (26) and because of the orthogonality property of the prediction error with the signal [1] ( 27) where (28) is the "misadjustment." We shall now introduce several quantities to allow for the recursive calculation of the "misadjustment" filter: (29) and (30) This allows the weight difference vector to be written recursively as (31) Now, the RLS filter can be separated in three components: the Wiener ( ) filter, which produces the minimum prediction error ( ), and the noise and lag misadjustment filters ( ), which produces the noise and lag misadjustments. Since is a linear function of , the misadjustment can be further decomposed into the following: 1) a transient ( ) to account for the difference between the initial difference between and , 2) a lag ( ), which is introduced because of the nonstationary signal, 3) a noise term ( ). The decomposition of is thus
where the components are updated using
The lag term ( ) consists of a mean lag term plus a random fluctuation (34) where (35) We will show that the random fluctuation is small under the "slow variation"
and "slow adaptation" conditions defined by Macci and Bershad [7] . The explicit expansions of can be obtained by noting that from the definition of (30) where the noise and lag misadjustment are (40) These quantities will reflect the degraded performance and sensitivity of the RLS algorithm to the chirp nonstationarity. In the following section, the noise and lag misadjustments will be derived.
V. FILTER MISADJUSTMENT
It was previously shown in [7] that for the sinusoidal chirp at time , the covariance matrix estimate is quasideterministic under the assumption of "slow adaptation"
and "slow variation" , i.e.,
In Appendix E, this is also shown to be true for a generalized chirped signal under the above assumptions. This greatly simplifies the analysis, allowing to be moved outside of the expectation operator. A similar approach was used in [3] to show this property for a general nonstationary input when is sufficiently small. In the following sections, the noise, the mean lag, and the lag fluctuation misadjustments will be derived using the quasideterministic property of .
A. Noise Misadjustment
First, the noise misadjustment is given by
where from (38)
Assuming that the error is independent of past inputs , (
where is the minimum estimation error. Using the trace (Tr ) allows the rearrangement of the products to give Tr Finally, after using the approximations on and , it is shown in Appendix B that (45) where . This is the same form as in the deterministic chirp case [7] . For a chirped nonzero bandwidth signal, will be larger than for a deterministic chirped signal. A derivation of applicable over a wider range of can be found in [3] , which is given by (46) For small , the two forms are nearly identical.
B. Mean Lag Misadjustment
Second, the misadjustment from the mean lag is given by (47) where from (35) and (37) (48) Because of the summation over , the first order "slow variation" approximation for cannot be used. In Appendix C, the exact expression is evaluated in steady state ( ) to give 
The slow variation assumption implies that
and from the definition of (A3)
1 This is approximately true when the filter length is sufficiently long to remove most of the signal, thus leaving e 0 (k) n k [7] .
Thus, we have
This reduces to (54) where . Using the steady-state value of from (A8), the mean weight error due to lag is (55)
Here, we have used the slow variation approximation ( ) to reduce the term . Thus, the mean lag misadjustment is given by (56) This is essentially the same as (4.23) in [7] , where, for the deterministic chirp, the term D corresponds to , the inside is the matrix of ones, and the approximation has been applied using the slow variation approximation.
This can be rewritten in terms of the stationary process components using the matrix relations (G1) and (G2) to give (57) where (58) is the "normalized lag misadjustment" 2 for a chirped process. In addition, since is a correlation matrix (positive definite), it can be seen that , i.e., the lag misadjustment is proportional to the magnitude squared of the optimum Wiener weights. It is important to keep this in mind as it will explain much of the behavior of the lag misadjustment. This will have the effect of reducing the lag misadjustment as the filter/signal bandwidth increases and will be illustrated with a chirped AR1 process in Section VII.
C. Lag Fluctuation Misadjustment
Last, the lag misadjustment is derived in [12] and is shown to be Tr (59) 2 The term 2 is isolated because for small the matrix 3 is proportional to .
where are the eigenvalues of the normalized signal correlation matrix . The ratio of the fluctuation with respect to the mean lag misadjustment is (60) and can be neglected. This can be compared with the chirp case, where this ratio is given by . 3 Thus, the ratio of fluctuation misadjustment to mean lag misadjustment remains relatively constant when the stationary signal being chirped is changed.
D. Discussion
The lag misadjustment arises from the weight difference between optimum and the RLS filter weights and is proportional to the magnitude of the weight difference vector. In the chirped signal case, the time-variant weights in (15) are seen to obey a first-order Markov difference equation with no white noise forcing term (61) This is similar to the weight behavior of the tracking model studied in [3] where the weights are given by (62) and is a zero mean Gaussian random vector. There, the tracking analysis was performed for , where the weight update is dominated by the noise . At time , the weight difference is (63)
Because the updates are white, they do not sum coherently, and the squared magnitude of the weight difference vector is approximately . In the chirped signal case defined by (61), the weight updates sum coherently to give the difference in (55) Thus, in this case, the squared magnitude of the weight difference vector is . Thus, when the nonstationary weights can be written as a first order Markov model, two cases arise: 1) When weight updates are dominated by the white noise term, the lag misadjustment is of order , and 2) when weight updates are dominated by previous weight, the lag misadjustment is of order .
Using the previous results for the misadjustment, the adaptation parameter can now be optimized to reduce the filter misadjustment. The total misadjustment is the sum of the noise (45) and lag (57) misadjustments (64) Since the noise and lag components behave oppositely as is changed, there exists an optimum that minimizes . Solving for the minimum with respect to , the optimum adaptation constant can be shown to be (65) The parameters of the stationary process are contained in the ratio , and this ratio is the only quantity that needs to be recalculated when a different signal is chirped. Note that increases with the chirp rate in order to put more emphasis on the current data.
The minimum misadjustment is
When , the mean lag misadjustment is half of the noise misadjustment. Thus, for a given chirp rate, if , then the total misadjustment will only increase by a factor of 3/2 from the stationary cases when the signal is chirped at rate .
The "slow variation" assumption on the input is primarily used to derive a manageable solution in the region of interest, i.e., where the filter is able to track well. The interested reader can derive the misadjustments without the slow variation assumption using (A5) for . The simulation results in Section VIII will illustrate that the provided by the "slow variation" assumption is a good choice for the adaptation constant . In the following section, we apply these results to an AR1 process to illustrate their applicability. The correspondence to the deterministic chirp result is discussed in Appendix D.
VII. CHIRPED AR1 PROCESS
To illustrate the performance of the RLS algorithm for a chirped nonzero bandwidth signal, these results are applied to a chirped AR1 process. The AR1 process can be used to model many narrowband processes, and in Section VIII, it will be shown that these results provide a reasonable approximation to those of a chirped BPSK input signal. The first-order autoregressive process has the recurrence equation (67) where is a white noise process, with . The corresponding moving average coefficients for (1) are (68) and the normalized covariance matrix in (2) is (69) In a mobile environment, the baseband signal is modulated for transmission and may be Doppler shifted due to the relative motion between the transmitter and receiver. At the receiver, this frequency-shifted signal can be modeled as a chirped AR1 process with (4) to give (70) which corresponds to the autoregressive form (71)
The normalized one step cross-correlation vector of the stationary AR1 process is given by (72) and the cross-correlation vector of the chirped signal is found from (13) D A sample stationary AR1 process is shown in Fig. 1 , and a chirped version of the same signal is shown in Fig. 2 . The optimum weights for the stationary AR1 process were studied in [13] for interference suppression applications and are reproduced below for convenience. It is seen that the transfer function of the optimum filter moves with the input signal spectrum. (A sample Wiener filter power spectrum at two time instants is plotted in Fig. 8 for a chirped AR1 process.)
Because the chirp does not change the performance of the Wiener filter, the output recovery SNR is the same as that of the stationary signal derived in [13] , i.e., (77) However, unlike the deterministic chirp, the output recovery SNR is bounded as the filter length is increased. Using the minimum prediction error ( ) for the AR1 process from [13] in (45), the noise misadjustment is (78) Finally, the lag misadjustment can be obtained in closed form using (57) and is derived in Appendix D. Here, we show a more tractable form of in the limit as for is the lag misadjustment normalized by . This term illustrates the effects of various parameters on the lag misadjustment, notably, the lag misadjustment increases with the signal power and the ratio of the chirp rate over the adaptation constant . Fig. 3 plots the "normalized lag misadjustment" of the above expression Lim . It can be seen from Fig. 3 that the lag misadjustment increases with the SNR and decreases as the signal bandwidth increases. This is because with the decrease in correlation, both the magnitude of the optimum weights and the lag misadjustment (58) decreases. This result satisfies the intuitive notion that the lag misadjustment is zero when tracking a white (unpredictable) signal since the optimum filter is zero, and the signal is present at all frequencies. The main difference between this result and the deterministic chirp case is that as the number of filter taps increases, there is an upper bound on the lag error for finite bandwidth signals, whereas for the deterministic chirp, the lag error increases as . This is because the magnitude of the weights for deterministic chirp do not decay, and the lag error increases without bound as in (57). In other respects, the performance with respect to ( ) is the same, regardless of the signal bandwidth. Fig. 4 plots the optimum adaptation constant normalized by the chirp rate ( ) for SNR 3 dB at various filter lengths ( ) and signal correlation ( ). It can be seen that the adaptation constant increases with . However, for the chirped nonzero bandwidth signals, reaches a maximum near , after which, additional increase in the filter length essentially requires reduction of the update size. For the chirped tone, increase with . Fig. 5 plots ( ) for at various SNR's and signal correlations. It can be seen that the adaptation constant increases with both SNR and signal correlation ( ).
Finally, Fig. 6 plots the normalized estimation error of the RLS algorithm using the optimum adaptation constant ( ) when the input is a chirped AR1 process with input SNR 3 dB and chirped at . It can be seen that in addition to a for a given filter length, there is an optimum filter length that achieves the minimum prediction error. As compared with Fig. 4 , the minimum error occurs before the optimum adaptation constant reaches a maximum. Note also that as the signal bandwidth decreases, the prediction error is more sensitive to the filter length.
VIII. SIMULATIONS
To demonstrate the validity of the analysis, namely, the existence of the optimum and the agreement between the theoretical to the experimental results, several simulations have been performed using the chirped AR1 process. The stationary and chirped signal was generated using (71) with and , respectively, with the same noise sequence . This is then added to the white noise to give the input sequence for the stationary and chirped signal. A RLS filter was applied to both sequences, and the misadjustment ratio was calculated using , where 5 (80) 5 The 0 used for normalization in the plots was measured using the stationary input sequence and the optimum Wiener filter computed from the data sequence. This is used instead of (17) to smooth the variations caused by the short run lengths that were chosen to prevent the spectrum from wrapping around. Simulations were performed with combinations of parameters shown in Table I . Since all results were qualitatively similar, the case is used to illustrate the results. The weights were first initialized to the optimum weights, and the simulation was performed for 10 000 iterations. The value of can be obtained from Fig. 4 using and using in (65) to give . The minimum recovery error, minimum estimation error, and output recovery SNR are , , and . Fig. 8 plots the transfer function of the RLS filter. It can be seen that as is decreased from to , the magnitude of lag filter increases. This introduces an increased lag in the overall RLS transfer function. Fig. 7 plots the first two weights of the RLS filter over time for . It can be seen that when , the filter easily tracks the optimum weights. The small mean lag here is covered by the weight fluctuations. As is decreased, the weight fluctuation can be seen to decrease at the cost of increased lag. This illustrates the tracking speed versus estimation noise in the filter weights.
Finally, Fig. 9 plots the misadjustment of the RLS filter for both a stationary and a chirped AR1 signal, averaged over 10 simulation runs. 6 The symbols denote the simulation results, the vertical bars are the error bars, and the solid lines are the theoretical results. The effect of the adaptation parameter 6 The theoretical noise misadjustment used in Figs. 9 and 10 is taken from (46), which is more accurate for large values of . ( ) on the misadjustment is evident as varied from . There are two main regions on the plots:
• When , the filter tracks the chirped signal. Here, the lag is negligible, and the error output is dominated by the noise misadjustment. Thus, from Fig. 9 , the chirped and stationary results lie on top of one another.
• When , the filter is unable to track the input changes, and the output error caused by the lag misadjust- ment is evident in Fig. 9 . From Fig. 9 , as is decreased, the error is seen to increase, whereas for the stationary case, the error decreases. In all cases, the simulations were very close to the theoretical results near . Two points to note are that 1) when the adaptation parameter becomes large, the simulation results tends to be larger than the theory for both the stationary and chirped signal, and 2) when is too small and no longer satisfies the slow variation assumption , the actual misadjustment is smaller than this analysis predicts.
A. Communication Signals (BPSK)
One use of these results will be to track communication signals using adaptive filters. Here, a BPSK signal is used to demonstrate the applicability of these results.
(81) where is the binary information sequence. When demodulated with an I and Q channel, the autocorrelation is of the form (6), and preceding results can be used to determine the optimum adaptation parameter. A BPSK signal with corresponding to the previous AR1 signal with is chosen. Using the same parameters as before, the optimum adaptation constant is . The minimum recovery error, minimum estimation error, and output recovery SNR are , , and . Although in this example the recovery error powers are significantly different from those predicted by the AR1 model, the adaptation constant ( ) is very similar. The adaptation constant is slightly larger for the BPSK signal process because the BPSK signal correlation falls off linearly, whereas the AR1 decreases exponentially. This translates to an increased normalized lag for the BPSK signal and, thus, a larger adaptation constant. The recovery error powers predicted by the AR1 model of the BPSK signal improves as increases ( ) [14] . The output misadjustment versus the for the BPSK signal is plotted in Fig. 10 . This plot shows the same behavior as the previous plot for the AR1 process.
IX. CONCLUSION
This paper studied the performance of the RLS algorithm for a generalized chirped signal by decomposing the filter into the Wiener, lag, and noise misadjustment filters. The optimum Wiener weights were derived for a general chirped signal and are shown to be a chirped version of the weights for the stationary signal. The filter spectrum essentially tracks the input spectrum. The lag misadjustment filter is shown to increase in magnitude as and is centered on the chirped signal. However, when added to the Wiener filter, the phases of the filter coefficients are shifted to produce a mean filter spectrum that lags the input signal.
The nonstationary weight model for the chirp is shown to be similar to the first order Markov model studied in [3] , however, with a chirping forcing function. In this case, the updates sum coherently to give a factor in the lag misadjustment rather than the factor in [3] . Expressions for the optimum adaptation constant , which minimizes the mean squared output error (MSE), were derived for a general chirped signal and given analytically for the AR1 process. Furthermore, there is an optimum filter length (less than ) that minimizes the MSE for a given chirp rate. Simulations were performed to demonstrate the validity of the analysis for both the chirped AR1 and chirped BPSK signals. For , the lag misadjustment is shown to be half the noise misadjustment, and hence, it is possible to optimize the filter for a maximum chirp rate and have approximately the same performance when the signal is chirped at a equal or slower rate. 
From above, even when the filter is able to track the input correlation, the RLS estimate of the correlation matrix is biased as compared with (10) . However, for slow chirp rates, it is nearly identical. 
This approximation is extremely good for and in these cases, the exact evaluation of using the exact and approximate produced very little difference. The appropriate limits can be taken on , , , , , and for the limiting case , and use of the large SNR assumption used in [7] ( ) gives results that correspond to the deterministic chirp result. The square of the correlation matrix is (E6)
Thus, for the quasideterministic property of the correlation matrix to hold , the following inequality must be satisfied (E7)
The magnitude of the above matrices can be measured by the trace to give (E8) Thus, the above inequality and the quasideterministic property of is satisfied when
This is the same result as found in [7] for the chirp case.
However, for our model, this constraint is slightly tighter since the quasideterministic property for the chirp must satisfy the inequality The first term of (F1) is the input correlation at time multiplied by the correlation at time .
The second term evaluates to zero since the input is composed of circularly complex Gaussian random variables, and the nonconjugated terms evaluate to zero.
Using the independence of the signal and noise, the third term of (F1) can be expanded as where is defined in (11) .
APPENDIX G DERIVATION OF IDENTITIES USED IN SECTION III
Given , which is a diagonal matrix, , which is a matrix, , which is a vector, and , which has elements , then
The first equality (G1)
is easily verified by writing the elements of the matrices. The second equality G2
can be derived by expanding in terms of its singular value decomposition (
) and noting that , where . The form above is obtained after some simplification.
