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Re´sume´
On calcule les polynoˆmes caracte´ristiques des posets des hyperarbres.
On montre que la se´rie ge´ne´ratrice de ces polynoˆmes fait intervenir les
hyperarbres cycliques. On donne aussi une conjecture pour l’action du
groupe syme´trique sur l’homologie de Whitney de ces posets. Par ailleurs,
on montre que le poset des partitions pointe´es de Vallette est e´quivalent
homotopiquement au poset des foreˆts d’arbres enracine´s de Pitman. Le
the`me commun implicite a` tous ces objets est la combinatoire de l’ope´rade
PreLie.
Abstract
We compute the characteristic polynomials of the posets of hypertrees.
We show that the generating series of the polynomials can be expressed
using cyclic hypertrees. We also propose a conjecture on the action of the
symmetric groups on the homology of these posets. On the other hand,
we show that Vallette’s poset of pointed partitions is homotopy equivalent
to Pitman’s poset of forests. The implicit common thema of the article is
the combinatorics of the PreLie operad.
0 Introduction
Les hyperarbres sont des objets combinatoires relativement nouveaux, no-
tamment par rapport aux arbres. Ils ont e´te´ introduits par Berge dans sa
ge´ne´ralisation de la the´orie des graphes aux hypergraphes [2]. Plus re´cemment,
ils ont e´te´ utilise´s pour e´tudier certains sous-groupes d’automorphismes du
groupe libre [13]. L’objet de cet article est d’esquisser un rapport possible avec
la the´orie des ope´rades, plus pre´cise´ment avec l’ope´rade anticyclique PreLie.
Cet article comprend deux parties principales. La premie`re e´tudie le poset
des hyperarbres sur n sommets. Le re´sultat principal est le calcul du polynoˆme
caracte´ristique, suivant une me´thode inspire´e par le calcul par McCammond et
Meier du nombre de Mo¨bius du poset obtenu par l’ajout d’un maximum. Cette
description fait intervenir la notion nouvelle d’hyperarbre cyclique. On propose
ensuite une conjecture de´crivant l’action naturelle du groupe syme´trique sur
l’homologie de Whitney de ce poset. On montre que si cette conjecture est
ve´riﬁe´e, alors l’homologie est fortement lie´e a` l’ope´rade anticyclique de´crivant
les alge`bres pre´-Lie [6, 5].
La seconde partie est plutoˆt consacre´e aux arbres enracine´s. On montre que
le poset des partitions pointe´s (introduit par Vallette en the´orie des ope´rades)
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Fig. 1 – Un exemple d’hyperarbre sur {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A,B,C,D,E, F}.
est e´quivalent par homotopie au poset des foreˆts (introduit par Pitman en prob-
abilite´s). En utilisant les me´thodes de Sundaram, on donne une description de
l’action du groupe syme´trique sur l’homologie de Whitney de ces posets. Dans
ce contexte, l’ope´rade PreLie joue un roˆle explicite et mieux compris que dans
le cadre des hyperarbres.
1 Ordre partiel sur les hyperarbres
Un hypergraphe sur un ensemble ﬁni de sommets I est un ensemble non
vide de parties de I de cardinal au moins 2. Ces parties sont appele´es les areˆtes
de l’hypergraphe. On peut de´ﬁnir une notion de chemin entre deux sommets
dans un hypergraphe : formellement c’est une suite alterne´e d’areˆtes et de som-
mets ou` chaque areˆte contient les deux sommets adjacents. On peut donc parler
d’hypergraphe connexe et de cycle dans un hypergraphe.
Un hyperarbre sur un ensemble ﬁni de sommets I est un hypergraphe con-
nexe sur I qui ne contient pas de cycle. Ceci entraˆıne que deux areˆtes distinctes
se rencontrent en au plus un sommet.
On va de´ﬁnir un ordre partiel sur l’ensemble des hyperarbres sur I. Ce poset
a e´te´ e´tudie´ par J. McCammond and J. Meier [13] en relation avec la cohomolo-
gie ℓ2 de certains groupes d’automorphismes des groupes libres ; ils montrent
notamment que le poset des hyperarbres est Cohen-Macaulay.
La relation d’ordre sur les hyperarbres est de´ﬁnie comme suit. Un hyperarbre
S est infe´rieur ou e´gal a` un hyperarbre T si chaque areˆte de S est la re´union
d’une ou plusieurs areˆtes de T .
Le rang Rg(T ) d’un hyperarbre T est le nombre d’areˆtes de T moins un. Le
poset des hyperarbres est gradue´ par le rang. L’unique e´le´ment 0ˆ de rang 0 est
l’hyperarbre dont la seule areˆte est l’ensemble I tout entier. Les e´le´ments de
rang maximal (e´gal a` |I|−2) sont les |I||I|−2 arbres sur I, dont toutes les areˆtes
ont cardinal 2.
2 Se´ries ge´ne´ratrices des hyperarbres
On conside`re ici des se´ries ge´ne´ratrices classiques pour les hyperarbres, voir
[9, 13] pour des travaux ante´rieurs.
Soit HAn l’ensemble des hyperarbres sur l’ensemble {1, . . . , n}. On de´ﬁnit
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le poids d’un hyperarbre T comme le produit
Poids(T ) =
1
t
∏
a
(t u|a|), (1)
ou` a parcourt les areˆtes de T . Autrement dit, le poids d’un hyperarbre est un
monoˆme en les variables t et (ui)i≥2. La puissance de t est le rang de T . La
puissance de ui est le nombre d’areˆtes de cardinal i dans T .
On introduit alors une se´rie ge´ne´ratrice HA des hyperarbres selon le poids,
de´ﬁnie comme suit :
HA =
∑
n≥2
∑
T∈HAn
Poids(T )
xn
n!
=
x2
2
u2 +
x3
6
(u3 + 3u
2
2) + . . . (2)
Soit HAp la se´rie ge´ne´ratrice similaire des hyperarbres pointe´s en un sommet,
HA
a celle des hyperarbres pointe´s en une areˆte et HApa celle des hyperarbres
pointe´s en un drapeau, c’est-a`-dire munis d’une paire forme´e d’un sommet dis-
tingue´ et d’une areˆte distingue´e contenant ce sommet.
On peut facilement obtenir une description re´cursive de ces se´ries ge´ne´ratrices.
Tout d’abord, un hyperarbre pointe´ en un sommet se de´compose naturellement
selon les areˆtes contenant le sommet distingue´. On obtient ainsi que la se´rie HAp
est caracte´rise´e par la relation
HA
p =
x
t
(exp(tY)− 1), (3)
ou` la se´rie auxiliaire Y, de´ﬁnie par
Y =
∑
n≥1
un+1
(x + tHAp)n
n!
, (4)
est la se´rie ge´ne´ratrice des hyperarbres sur l’ensemble {1, . . . , n} ⊔ {•}, ou` le
sommet • appartient a` une seule areˆte.
Par ailleurs, on peut de´composer un hyperarbre pointe´ en une areˆte selon les
composantes connexes de l’hypergraphe obtenu en enlevant cette areˆte. Chacune
de ces composantes est un hyperarbre pointe´ en un sommet. On obtient ainsi la
relation
HA
a =
∑
n≥1
un+1
(x+ tHAp)n+1
(n+ 1)!
. (5)
De meˆme, on de´crit un hyperarbre pointe´ en un drapeau en utilisant la se´rie
auxiliaire Y. On obtient l’e´quation
HA
pa = xY exp(tY). (6)
Enﬁn, par le principe de dissyme´trie (voir [3, Chap. 4.1] pour le cas des
arbres) qui consiste a` utiliser l’existence d’un centre naturel pour un hyperarbre
(qui est soit une areˆte soit un sommet), on a
HA
pa + HA = HAp + HAa. (7)
Toutes ces relations permettent le calcul par re´currence de ces se´ries ge´ne´ratrices.
On a de plus la relation
HA
p = x∂xHA, (8)
qui est la traduction habituelle du pointage en un sommet au niveau des se´ries
ge´ne´ratrices.
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3 Se´ries ge´ne´ratrices des hyperarbres cycliques
Un hyperarbre cyclique est un hyperarbre muni en chaque sommet d’un
ordre cyclique sur les areˆtes contenant ce sommet.
3.1 Version comple`te
Soit HACn l’ensemble des hyperarbres cycliques sur l’ensemble {1, . . . , n} et
soit HAC la se´rie ge´ne´ratrice des hyperarbres cycliques de´ﬁnie par
HAC =
∑
n≥2
∑
T∈HACn
Poids(T )
xn
n!
=
x2
2
u2 +
x3
6
(u3 + 3u
2
2) + . . . , (9)
avec la meˆme de´ﬁnition du poids que pre´ce´demment.
Soit HACp la se´rie ge´ne´ratrice des hyperarbres cycliques pointe´s en un som-
met, HACa celle des hyperarbres cycliques pointe´s en une areˆte et HACpa celle
des hyperarbres cycliques pointe´s en un drapeau.
Remarque : on peut aussi voir les hyperarbres cycliques pointe´s en un
drapeau comme des hyperarbres pointe´s en un sommet (la racine) et munis
d’un ordre total sur les areˆtes entrantes en chaque sommet (l’areˆte sortante
est l’areˆte la plus proche de la racine). On appelle hyperarbre ordonne´ ce
type d’hyperarbre. Pour la bijection entre ces deux types d’objets, on utilise
la structure arborescente et le drapeau initial pour de´ﬁnir pour chaque sommet
(sauf le sommet pointe´) une areˆte sortante, celle qui est la plus proche du sommet
ﬁxe´. Les ordres cycliques sont alors e´quivalents a` des ordres totaux, en utilisant
le drapeau initial (pour la racine) ou l’areˆte sortante (pour les autres sommets)
pour eﬀectuer la conversion entre les deux types d’ordres.
Comme pre´ce´demment pour les hyperarbres, on a une description de ces
se´ries ge´ne´ratrices par des e´quations fonctionnelles d’origine combinatoire.
En utilisant la description par les hyperarbres ordonne´s, on voit que la se´rie
HAC
pa est caracte´rise´e par la relation
HAC
pa =
xYC
1− tYC
, (10)
ou` la se´rie auxiliaire YC, de´ﬁnie par
YC =
∑
n≥1
un+1
(x+ tHACpa)n
n!
, (11)
est la se´rie ge´ne´ratrice des hyperarbres ordonne´s sur l’ensemble {1, . . . , n}⊔{•}
ou` le sommet • est la racine et est contenu dans une seule areˆte.
Quand on pointe un hyperarbre cyclique en une areˆte, on obtient un ensemble
(de cardinal au moins 2) d’hyperarbres ordonne´s. On a donc
HAC
a =
∑
n≥1
un+1
(x+ tHACpa)n+1
(n+ 1)!
. (12)
Quand on pointe en un sommet, on obtient un cycle d’hyperarbres ordonne´s
ayant un sommet racine en commun. Ceci entraˆıne la relation
HAC
p = −
x
t
ln(1− tY ). (13)
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Enﬁn, a` nouveau par le principe de dissyme´trie, on a
HAC
pa + HAC = HACp + HACa. (14)
Toutes ces relations permettent le calcul par re´currence de ces se´ries ge´ne´ratrices.
On a de plus la relation
HAC
p = x∂xHAC, (15)
qui exprime comme pre´ce´demment le pointage en un sommet.
3.2 Version simplifie´e
On spe´cialise les re´sultats de la section pre´ce´dente en posant ui = 1 pour
tout i ≥ 2. Le poids d’un hyperarbre devient simplement la variable t a` la
puissance la rang de T . Par abus de notation, on garde le meˆme nom pour les
se´ries ge´ne´ratrices, dont les versions comple`tes ne seront pas utilise´es.
La se´rie HACpa est de´termine´e par
HAC
pa = x(exp(x+ tHACpa)− 1)/(1− t(exp(x+ tHACpa)− 1)). (16)
On a la relation suivante :
HAC
p = −
x
t
ln(1− t(exp(x+ tHACpa)− 1)). (17)
On a aussi
HAC
a = exp(x+ tHACpa)− 1− (x+ tHACpa). (18)
Enﬁn, on a
HAC = HACp + HACa − HACpa. (19)
Bien suˆr, on a encore
HAC
p = x∂xHAC. (20)
4 Calcul du polynoˆme caracte´ristique
Dans cette section, on calcule les polynoˆmes caracte´ristiques des posets des
hyperarbres a` l’aide des se´ries ge´ne´ratrices des hyperarbres cycliques.
Soit χn le polynoˆme caracte´ristique du poset HAn, en la variable s :
χn =
∑
T∈HAn
µ(0ˆ, T )sn−2−Rg(T ), (21)
ou` µ(0ˆ, T ) est le nombre de Mo¨bius de l’intervalle [0ˆ, T ].
Soit χT le polynoˆme caracte´ristique du poset HA
≥T
n forme´ par les e´le´ments
de HAn supe´rieurs a` T :
χT =
∑
U≥T
µ(T, U)sn−2−Rg(U). (22)
Comme le poset HA≥Tn est isomorphe au produit
∏
aHA|a| ou` a parcourt les
areˆtes de T (voir [13, Lemme 2.5]), on a la relation
χT =
∏
a
χ|a|. (23)
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Par conse´quent,
χT
s
=
1
s
∏
a
(
s
χ|a|
s
)
. (24)
On sait de plus, par la de´ﬁnition des polynoˆmes caracte´ristiques, que∑
T∈HAn
χT = s
n−2. (25)
Donc on a ∑
T∈HAn
1
s
χT = s
n−3. (26)
On de´ﬁnit des se´ries HA,Y, . . . en remplac¸ant ui par χi/s et t par s dans
HA, Y, etc. On obtient alors
HA =
∑
n≥2
sn−3
xn
n!
=
1
s3
(exp(sx)− 1− sx). (27)
On en de´duit donc, par la relation (8), que
HA
p
=
x
s2
(exp(sx)− 1). (28)
Par ailleurs, en inversant la relation (3), on montre que
s2Y = s ln
(
1 +
sHA
p
x
)
. (29)
On a donc obtenu les e´quations suivantes :
A := s2Y = s
∑
n≥1
χn+1
(x+ sHA
p
)n
n!
= s ln
(
1 +
sHA
p
x
)
, (30)
et
B := sx+ s2 HA
p
= sx+ x(exp(sx)− 1). (31)
Ces relations caracte´risent les polynoˆmes χn de la variable s.
On eﬀectue ensuite le changement de variables s = −1/t et x = −tz. Soit
τn+1 le polynoˆme (−t)
n−1χn+1(−1/t) en la variable t. On a alors les relations
suivantes :
A =
∑
n≥1
τn+1
Bn
n!
, (32)
et {
A = − 1
t
ln(B/z),
B = z − tz(exp(z)− 1).
(33)
Ces relations caracte´risent les polynoˆmes τn.
The´ore`me 4.1 La solution unique du syste`me (33) en fonction de B est donne´e
par {
A = ∂BHAC(B),
z = B + tHACpa(B).
(34)
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Preuve. L’unicite´ est claire. Il suﬃt donc de ve´riﬁer la solution propose´e.
Soient A et B comme dans l’e´nonce´ du the´ore`me. En utilisant les relations
(16),(17) et (20) entre les se´ries ge´ne´ratrices d’hyperarbres cycliques, on a
BA = HACp(B) = −
B
t
ln(1− t(exp(z)− 1)), (35)
(z −B)/t = HACpa(B) = B(exp(z)− 1)/(1− t(exp(z)− 1)). (36)
On obtient en simpliﬁant
A = −
1
t
ln(1− t(exp(z)− 1)), (37)
B = z − tz(exp(z)− 1). (38)
Ceci entraˆıne que
A = −
1
t
ln(B/z). (39)
Corollaire 4.2 Le polynoˆme τn = (−t)
n−2χn(−1/t) est la se´rie ge´ne´ratrice des
hyperarbres cycliques sur n sommets selon le nombre d’areˆtes. En particulier,
le polynoˆme caracte´ristique χn du poset HAn a des coefficients alterne´s.
La seconde partie du corollaire est de´ja` connue, car elle re´sulte du fait que
le poset HAn est Cohen-Macaulay.
Pour retrouver les re´sultats de McCammond et Meier [13] sur le nombre de
Mo¨bius du poset ĤAn obtenu en rajoutant artiﬁciellement un e´le´ment maximal
a` HAn, on doit faire t = −1 dans le syste`me (33), qui se simpliﬁe en{
A = ln(B/z),
B = z exp(z).
(40)
La solution est bien connue, donne´e par z = A = W (B), ou` W est la fonction
W de Lambert de´ﬁnie par
W (B) = −
∑
n≥1
nn−1
(−B)n
n!
. (41)
On obtient donc
µ(ĤAn+1) = −χn+1(1) = (−1)
nnn−1, (42)
comme attendu.
5 Homologie de Whitney des hyperarbres
5.1 Rappels sur les fonctions syme´triques
Comme re´fe´rence sur les fonctions syme´triques, on renvoie le lecteur au livre
classique de Macdonald [12].
On note ch le caracte`re de Frobenius qui associe a` un module sur le groupe
syme´trique une fonction syme´trique.
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Le ple´thysme des fonctions syme´triques sera note´ ◦. La suspension d’une
fonction syme´trique f = f(p1, p2, p3, . . . ) exprime´e en termes de sommes de
puissances est la fonction syme´trique Σtf de´ﬁnie par
Σtf = −
1
t
f(−tp1,−t
2p2,−t
3p3, . . . ). (43)
On a clairement ∂p1Σt = (−t)Σt∂p1 . Par convention, Σ de´signe la suspension en
t = 1.
Introduisons quelques fonction syme´triques associe´es a` des ope´rades. On con-
fond, par abus de notation, une ope´rade avec la fonction syme´trique associe´e.
Pour l’ope´rade associative, on a
Assoc = p1/(1− p1), (44)
qui correspond a` la somme des repre´sentations re´gulie`res des groupes syme´triques.
Soit Comm la fonction syme´trique suivante :
Comm = exp
∑
k≥1
pk/k
− 1. (45)
Cette fonction syme´trique correspond a` la somme des repre´sentations triviales.
Le fait que les ope´rades Lie et Comm soient de Koszul et duales implique la
relation
ΣLie ◦Comm = p1, (46)
ou` Lie est la fonction syme´trique associe´e a` l’ope´rade Lie.
On a la relation classique
Comm ◦Lie = Assoc . (47)
Soit enﬁn Perm la fonction syme´trique de´ﬁnie par
Perm = p1(1 + Comm). (48)
Le fait que les ope´rades PreLie et Perm soient de Koszul et duales implique la
relation
ΣPreLie◦Perm = Perm ◦ΣPreLie = p1, (49)
ou` PreLie est la fonction syme´trique associe´e aux arbres enracine´s [6]. Par l’in-
terpre´tation usuelle de l’action de p1∂p1 comme le pointage en un sommet, la
fonction p1∂p1 PreLie correspond donc aux arbres doublement pointe´s. Un tel
objet se de´compose de fac¸on unique (en utilisant l’unique chemin joignant les
deux points marque´s) en une liste d’arbres enracine´s. On a donc la relation
p1∂p1 PreLie = Assoc ◦PreLie . (50)
Des relations (48) et (49), on de´duit la relation
ΣPreLie (Comm ◦ΣPreLie) = p1 − ΣPreLie . (51)
Lemme 5.1 On a
p1∂p1ΣPreLie+∂p1(Comm ◦ΣPreLie) = 1. (52)
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Preuve. Ceci e´quivaut a`
Σ(p1∂p1 PreLie) + ∂p1(Comm ◦ΣPreLie) = 1. (53)
En utilisant la relation (50), le membre de gauche devient
ΣAssoc ◦ΣPreLie+(∂p1ΣPreLie)(1 + Comm ◦ΣPreLie). (54)
En utilisant l’expression (44) de Assoc et les relations (51) et (50), ceci devient
ΣPreLie
1 + ΣPreLie
− Σ
(
PreLie
p1(1− PreLie)
)( p1
ΣPreLie
)
, (55)
ce qui donne bien 1.
5.2 Quelques fonctions syme´triques nouvelles
Introduisons de nouvelles fonctions syme´triques, inspire´es de celles associe´es
aux hyperarbres cycliques, mais distinctes.
Soit HALpa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAL
pa = p1[ΣtAssoc] ◦ Comm ◦[p1 + (−t)HAL
pa]. (56)
Notons qu’ici et dans toute la suite, le ple´thysme agit de fac¸on non triviale
sur la variable t : on a pk ◦ t = t
k. La variable t peut donc seulement eˆtre
spe´cialise´e en 0 ou 1.
Soit HALp la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAL
p = p1[Σt Lie] ◦ Comm ◦[p1 + (−t)HAL
pa]. (57)
Soit HALa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAL
a = [Comm−p1] ◦ [p1 + (−t)HAL
pa]. (58)
Soit enﬁn HAL la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAL = HALp + HALa − HALpa. (59)
Ces relations permettent de calculer ces fonctions syme´triques par re´currence.
Par les formules (47),(56) et (57), on a aussi la relation suivante :
HAL
pa
p1
= [ΣtComm] ◦
HAL
p
p1
. (60)
Proposition 5.2 On a la relation
HAL
p = p1∂p1HAL. (61)
Preuve. On pose C = Comm ◦(p1 − tHAL
pa). On calcule d’abord, en util-
isant la relation (56), la de´rive´e ∂p1HAL
pa en fonction de C. On obtient
∂p1HAL
pa =
C
1 + tC
+ p1(1− t∂p1HAL
pa)
1 + C
(1 + tC)2
. (62)
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En simpliﬁant les de´nominateurs, ceci donne la relation
(1 + 2tC + t2C2 + tp1 + tp1C)∂p1HAL
pa = C + tC2 + p1 + p1C. (63)
On utilise ensuite la relation (59) pour calculer p1∂p1HAL. On obtient
HAL
p + p21(1− t∂p1HAL
pa)
1 + C
1 + tC
+ p1(1− t∂p1HAL
pa)C − p1∂p1HAL
pa. (64)
Pour de´montrer la proposition, il faut donc ve´riﬁer la relation
∂p1HAL
pa = p1(1− t∂p1HAL
pa)
1 + C
1 + tC
+ (1− t∂p1HAL
pa)C. (65)
Mais ceci re´sulte imme´diatement de la relation (63) obtenue plus haut.
5.3 Description de l’homologie de Whitney
Soit P un poset gradue´ avec un e´le´ment minimum 0ˆ et dont toutes les chaˆınes
maximales ont la meˆme longueur. Les groupes d’homologie de Whitney de P ,
de´note´s WHi(P ), ont e´te´ introduits par Baclawski [1] et e´tudie´s par Bjo¨rner
[4]. Si le poset P est Cohen-Macaulay, alors on a la relation suivante avec le
polynoˆme caracte´ristique :
r∑
i=0
sr−i(−1)i dimWHi(P ) = χP (s), (66)
ou` r est le rang maximal dans P .
Les groupes d’homologie de Whitney ont la description suivante :
WHi(P ) =
⊕
x∈P
H˜i−2(0ˆ, x), (67)
ou` les H˜ sont les groupes d’homologie re´duite des intervalles de P .
Soit WH la fonction syme´trique ge´ne´ratrice des caracte`res de l’action des
groupes syme´triques sur l’homologie de Whitney des posets HAn :
WH :=
∑
n≥2
n−2∑
i=0
ch(WHi(HAn))(−t)
i. (68)
On propose la conjecture suivante de´crivant l’action du groupe syme´trique
sur l’homologie de Whitney du poset des hyperarbres.
Conjecture 5.3 On a la relation suivante
WH = HAL. (69)
Cette conjecture est vraie au niveau des dimensions. Pour le ve´riﬁer, il suﬃt
de comparer l’expression des polynoˆmes caracte´ristiques obtenue plus haut en
fonction de HAC (en ui = 1 pour i ≥ 2) et la spe´cialisation en pk = 0 pour k ≥ 2
des fonctions syme´triques HAL.
Cette comparaison utilise notamment le fait que la spe´cialisation de la fonc-
tion syme´trique Lie est − ln(1 − p1).
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5.4 Caracte´ristiques d’Euler et relation avec PreLie
On substitue t = 1 dans les formules de la section 5.2. Les fonctions syme´triques
obtenues sont note´es HAL, etc.
On sait ([17, Lemme 1.1]) que si la conjecture 5.3 est ve´riﬁe´e, alors HAL
correspond (aux signes pre`s) a` l’action sur l’homologie du poset ĤAn obtenu
en ajoutant un maximum artiﬁciel au poset HAn.
Soit HAL
pa
la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAL
pa
= p1
[
p1
1 + p1
]
◦Comm ◦[p1 − HAL
pa
]. (70)
Ceci se simpliﬁe en la relation
HAL
pa
= (p1 − HAL
pa
)Comm ◦(p1 − HAL
pa
). (71)
Par comparaison avec la relation (51), on a donc
HAL
pa
= p1 − ΣPreLie . (72)
On obtient ensuite
HAL
p
= p1[Σ Lie ◦Comm] ◦ [p1−HAL
pa
] = p1[p1−HAL
pa
] = p1ΣPreLie . (73)
On a aussi la relation
1
p1
HAL
p
= ∂p1HAL = ΣPreLie . (74)
On calcule
HAL
a
= (Comm−p1) ◦ [p1 − HAL
pa
] = Comm ◦ΣPreLie−ΣPreLie . (75)
Enﬁn, on obtient
HAL = −p1 +ΣPreLie+p1ΣPreLie+Comm ◦ΣPreLie−ΣPreLie, (76)
ce qui donne
HAL = −p1 + p1ΣPreLie+Comm ◦ΣPreLie . (77)
Mais on sait, par la relation (51), que
Comm ◦ΣPreLie = −1 + p1/ΣPreLie . (78)
Donc on a
1 + HAL = p1(−1 + ΣPreLie+1/ΣPreLie). (79)
On rappelle que l’action des groupes syme´triques sur l’ope´rade anticyclique
PreLie est donne´e par la fonction syme´trique M caracte´rise´e par la relation
suivante (voir [5, Eq. (50)]) :
M + 1 = p1(1 + PreLie+1/PreLie). (80)
Comme la suspension est anti-multiplicative,
ΣM − 1 = −p1(−1 + ΣPreLie+1/ΣPreLie). (81)
Donc
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Proposition 5.4 On a la relation
HAL = −ΣM. (82)
Si la conjecture 5.3 est ve´riﬁe´e, ceci devrait fournir une relation entre la
suspension de l’ope´rade anticyclique PreLie et l’homologie du poset ĤAn.
6 Partitions pointe´es et foreˆts d’arbres enracine´s
6.1 Partitions pointe´es
Le poset des partitions pointe´es PPI d’un ensemble I, introduit par Val-
lette dans [18] et e´tudie´ ensuite dans [7], est une variante inte´ressante du poset
classique des partitions.
Une partition pointe´e de I est la donne´e d’une partition de I et d’un e´le´ment
distingue´ (“pointe´”) dans chaque part de cette partition. Par abus de notation,
on note par la meˆme lettre une partition pointe´e et la partition sous-jacente.
La relation d’ordre est la suivante : une partition pointe´e ν est infe´rieure a` π
si la partition ν raﬃne la partition π (chaque part de π est l’union de parts
de ν) et si les e´le´ments pointe´s dans π sont aussi pointe´s dans ν. Le poset des
partitions pointe´s a un e´le´ment minimal donne´ par la partition en singletons, et
|I| e´le´ments maximaux correspondant aux diﬀe´rents pointages de la partition
de I en une seul part.
6.2 Foreˆts d’arbres enracine´s
Le poset des foreˆts FI a e´te´ introduit par Pitman dans [14], pour des moti-
vations en probabilite´. Il est aussi utile en combinatoire, voir [15, Ex. 5.29].
Une foreˆt d’arbres enracine´s sur I est un graphe sur l’ensemble de sommets I
dont les composantes connexes sont simplement connexes (des arbres) et munies
chacune d’un e´le´ment distingue´ appele´ la racine. On peut alors orienter les areˆtes
vers les racines. Un point de vue e´quivalent est de conside´rer un foreˆt comme
un ensemble d’areˆtes oriente´es ayant les proprie´te´s ade´quates (absence de cycles
et de fourches divergentes).
La relation d’ordre est la suivante : une foreˆt G est infe´rieure a` une foreˆt F si
on peut obtenir G en enlevant des areˆtes oriente´s a` F . Le poset des foreˆts a un
unique e´le´ment minimal donne´ par la foreˆt dont les arbres sont des singletons,
et |I||I|−1 e´le´ments maximaux qui correspondent aux arbres enracine´s sur I.
Les intervalles dans FI sont des posets boole´ens. La fonction de Mo¨bius est
donc −1 a` la puissance le rang. On voit aussi que le poset FI provient d’un
complexe simplicial sur l’ensemble des areˆtes oriente´es. Ceci entraˆıne que sa
re´alisation ge´ome´trique est la subdivision barycentrique de ce complexe simpli-
cial.
6.3 Comparaison
On a un morphisme de poset φ de FI dans PPI qui associe a` une foreˆt la
partition de I forme´e par les arbres et le pointage de chaque part donne´ par
la racine de chaque arbre. Cette application est e´quivariante pour l’action du
groupe syme´trique.
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The´ore`me 6.1 L’application φ induit une e´quivalence en homotopie.
Preuve. On utilise le crite`re suivant : il suﬃt de ve´riﬁer que la ﬁbre de
chaque e´le´ment est contractile (Lemme ﬁbre de Quillen, voir [19]). On choisit
de regarder la ﬁbre vers le bas.
Comme la ﬁbre d’une partition pointe´e en plusieurs morceaux est isomorphe
comme poset au produit des ﬁbres des morceaux, il suﬃt de montrer que la ﬁbre
d’une partition pointe´e en un seul bloc est contractile. On ﬁxe donc un ensemble
ﬁni I et un e´le´ment pointe´ i dans I. On note pi cette partition pointe´e.
Par la de´ﬁnition de la relation d’ordre de FI par enle`vement d’areˆtes, la
re´alisation ge´ome´trique de FI est naturellement une subdivision barycentrique
du complexe simplicial X sur l’ensemble I2 (une paire (a,b) est vue comme
une areˆte (a ← b)) dont les simplexes sont les ensembles d’areˆtes de foreˆts. Ce
complexe simplicial est pur et les simplexes maximaux sont en bijection avec les
arbres enracine´s sur I.
La ﬁbre par φ de la partition pointe´e pi correspond alors au sous-complexe
simplicial X1 dont les simplexes sont les ensembles d’areˆtes contenant au moins
une areˆte de la forme (i ← j). Les simplexes correspondent aux foreˆts ayant i
parmi leurs racines et les simplexes maximaux correspondent aux arbres ayant
i pour racine. Ce complexe simplicial est pur.
On de´ﬁnit, pour 1 ≤ r ≤ |I| − 1, un complexe simplicial Xr comme le sous
complexe simplicial de X dont les simplexes sont les ensembles d’areˆtes con-
tenant au moins r areˆtes de la forme (i← j). Ce sont des complexes simpliciaux
purs. Les simplexes maximaux correspondent aux arbres ayant i pour racine et
tels que la valence de i est au moins r.
On a des inclusions naturelles X|I|−1 ⊂ · · · ⊂ X1.
On va montrer que Xr est contractile par re´currence descendante sur r.
Conside´rons le cas r = |I|−1. Il y a un seul simplexe maximal, correspondant
a` la corolle de racine i, forme´ par les areˆtes (i← j) pour j ∈ I \{i}. Ce complexe
est e´videmment contractile.
Supposons maintenant queXr est contractile, pour un certain 2 ≤ r ≤ |I|−1.
On va montrer que Xr−1 se re´tracte sur Xr, donc est aussi contractile.
Soit C un simplexe maximal deXr−1 correspondant a` un arbre dont la racine
i est de valence exactement r− 1. Ceci signiﬁe que C contient exactement r− 1
areˆtes de type (i ← j) et donc |I| − 1 − (r − 1) autres areˆtes. Conside´rons les
simplexes de codimension 1 au bord de C qui contiennent r − 2 areˆtes de type
(i← j). Chacun de ces simplexes est contenu dans un seul simplexe maximal de
Xr−1, qui est C. On peut donc e´craser C sur le reste de son bord. Cette partie
restante du bord de C est forme´e de simplexes contenant r − 1 areˆtes de type
(i← j). Ce bord est donc contenu dans le sous complexe Xr.
Ceci montre que Xr−1 se re´tracte sur Xr qui est contractile par re´currence,
donc Xr−1 aussi. Ceci termine la re´currence.
On a donc montre´ que la ﬁbreX1 est contractile. Ceci termine la de´monstration.
Comme corollaire du the´ore`me 6.1, on obtient que les groupes d’homologie
de PPI et FI sont isomorphes comme modules sur les groupes syme´triques, de
par l’invariance de l’homologie par e´quivalence homotopique [19, Th. 5.2.2].
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7 Homologie de Whitney
7.1 Calcul pour les partitions pointe´es
On sait ([7, Th. 1.3]) que le polynoˆme caracte´ristique du poset PPI est
(s− |I|)|I|−1. (83)
On ve´riﬁe aussi (voir [15, 11]) que ce polynoˆme est e´galement le polynoˆme
caracte´ristique du poset FI , par la proprie´te´ que tous les intervalles dans FI
sont des posets boole´ens et en utilisant la se´rie ge´ne´ratrice connue (s+ |I|)|I|−1
pour les foreˆts.
On obtient ici une description de l’action du groupe syme´trique sur l’ho-
mologie de Whitney des partitions pointe´es.
On se place pour ce qui suit dans la cate´gorie des espaces vectoriels gradue´s
avec la re`gle des signes de Koszul (i.e. la cate´gorie des complexes avec diﬀe´rentielle
nulle).
Proposition 7.1 Le caracte`re de l’homologie de Whitney du poset des parti-
tions pointe´es est donne´ par
Comm ◦Σt PreLie . (84)
Preuve. Les orbites du groupe syme´trique Sn sur PPn sont indexe´es par les
partitions de n. Soit xλ un repre´sentant de l’orbite λ. On note λi le nombre de
parts de taille i dans une partition λ.
Le stabilisateur de xλ est le sous-groupe
Stab(xλ) =
∏
i
Sλi [Si−1], (85)
ou` Sλi [Si−1] est un produit en couronne. On introduit aussi le groupe un peu
plus gros de´ﬁni par
Gλ =
∏
i
Sλi [Si]. (86)
Alors, on a la description suivante, voir [4, Th. 5.1],[17, Th. 1.2], de l’action
de Sn sur l’homologie de Whitney :
WH(PPn) ≃
⊕
λ
IndSnStab(xλ) H˜(0ˆ, xλ). (87)
On de´compose l’induction en deux e´tapes :⊕
λ
IndSnGλ Ind
Gλ
Stab(xλ)
H˜(0ˆ, xλ). (88)
Par l’isomorphisme de Ku¨nneth, on de´compose l’homologie re´duite en pro-
duit selon la taille des parts de λ (voir [16, Prop. 2.1]) et on de´compose l’induc-
tion en produit d’inductions :⊕
λ
IndSnGλ
⊗
i
Ind
Sλi
[Si]
Sλi
[Si−1]
H˜(0ˆ, x(iλi )). (89)
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Par la description de l’homologie pour les puissances d’un poset (voir [16,
Prop. 2.3]), on a
H˜(0ˆ, x(iλi )) ≃ Sym
λi H˜(0ˆ, x(i)), (90)
ou` Sym de´signe la puissance syme´trique.
On obtient alors (par compatibilite´ entre produit en couronnes et puissance
syme´trique) ⊕
λ
IndSnGλ
⊗
i
Symλi
(
IndSi
Si−1
H˜(0ˆ, x(i))
)
. (91)
Or, par un cas particulier (terme de degre´ maximal) de la formule (87) et
les re´sultats de [18] sur l’homologie de PPn, on a
Sgn(n)⊗Sn PreLie(n) = WHn−1(PPn) = Ind
Sn
Sn−1
H˜(0ˆ, x(n)), (92)
ou` ces espaces sont place´s en degre´ n− 1 et Sgn(n) est la repre´sentation signe.
Donc on a obtenu⊕
λ
IndSnGλ
⊗
i
Symλi (Sgn(i)⊗Si PreLie(i)) . (93)
Au niveau des caracte`res, on reconnaˆıt dans cette expression le ple´thysme
Comm ◦Σt PreLie . (94)
On a aussi une description explicite du caracte`re de ce module. Par com-
modite´, on donne plutoˆt le re´sultat e´quivalent pour une suspension.
Proposition 7.2 La fonction caracte´ristique de ΣtComm ◦PreLie est∑
λ,|λ|≥1
(λ1 − t)
λ1−1
∏
k≥2
(
(fk(λ)− t
k)λk − kλk(fk(λ) − t
k)λk−1
) pλ
zλ
, (95)
ou` la somme porte sur les partitions non vides λ, λk est le nombre de parts de
taille k dans la partition λ et fk(λ) est le nombre de points fixes de la puissance
keme d’une permutation de type cyclique λ. Les pλ sont les fonctions syme´triques
sommes de puissances et les zλ des constantes classiquement associe´es aux par-
titions.
Preuve. On a la relation
ΣPerm ◦PreLie =
p1 exp
−∑
k≥1
pk/k
 ◦ PreLie = p1 (96)
On introduit de nouvelles variables
yℓ = pℓ ◦ PreLie . (97)
On a alors la relation inverse
pℓ = yℓ exp
(
−
∑
k
ykℓ/k
)
. (98)
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Soit λ une partition. Pour calculer le coeﬃcient de pλ dans la fonction
syme´trique ΣtComm ◦PreLie, il faut calculer le re´sidu∫∫∫
(ΣtComm ◦PreLie)
r∏
i=1
dpi
pλi+1i
. (99)
On peut supposer sans restriction que toutes les variables yj et pj pour j > r
sont nulles. La suspension de Comm est
ΣtComm =
−1
t
exp
−∑
k≥1
tkpk/k
− 1
 . (100)
On eﬀectue le changement de variables pour obtenir une inte´grale en les variables
y. On a
r∏
i=1
dpi = exp
(
−
∑
i
∑
k
yik/k
)
r∏
i=1
(1− yi)dyi. (101)
A un facteur −t et au terme constant pre`s, on a donc a` calculer le re´sidu∫∫∫
exp
−∑
k≥1
tkyk/k
 exp(∑
i
λi
∑
k
yik/k
)
r∏
i=1
(1 − yi)
yλi+1i
dyi. (102)
En regroupant les exponentielles et en inversant les sommations, on trouve∫∫∫
exp
∑
k≥1
(fk(λ)− t
k)yk/k
 r∏
i=1
(1− yi)
yλi+1i
dyi. (103)
Cette inte´grale se de´compose en un produit de re´sidus en chaque variable yi.
On obtient facilement le re´sultat attendu.
7.2 Relation avec l’ope´rade PreLie
A une fonction syme´trique f =
∑
n≥1 fn correspond une suite de modules
Fn sur les groupes syme´triques et un foncteur F qui associe a` un espace vec-
toriel V l’espace vectoriel
F (V ) = ⊕n≥1Fn ⊗Sn V
⊗n. (104)
Les foncteurs ainsi obtenus sont appele´s foncteurs analytiques. Re´ciproquement,
on peut retrouver la suite de modules (Fn)n a` partir du foncteur F .
La fonction syme´trique Comm ◦Σt PreLie sert ainsi a` de´crire le complexe de
Chevalley-Eilenberg calculant la cohomologie des alge`bres pre´-Lie libres vues
comme alge`bres de Lie. En eﬀet, la fonction syme´trique PreLie correspond au
foncteur qui associe a` V l’alge`bre pre´-Lie libre sur V . La suspension et la com-
position avec Comm correspondent a` prendre l’alge`bre exte´rieure.
Comme on sait que les alge`bres pre´-Lie libres sont des alge`bres de Lie libres
[8], la cohomologie du complexe de Chevalley-Eilenberg est concentre´e en un
seul degre´ et correspond aux ge´ne´rateurs. La caracte´ristique d’Euler
Comm ◦ΣPreLie (105)
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correspond donc aux ge´ne´rateurs des alge`bres pre´-Lie libres comme alge`bres de
Lie.
Bien suˆr, comme dans le cas des hyperarbres, cette caracte´ristique d’Euler
de´crit aussi l’homologie du poset obtenu en rajoutant un e´le´ment maximal au
poset des partitions pointe´es.
On obtient ci-dessous une description de cette fonction syme´trique a` l’aide
des fonctions syme´triques HAL. Si la conjecture 5.3 est vraie, ceci donne une
relation homologique non triviale entre le poset des hyperarbres et le poset des
partitions pointe´es.
Proposition 7.3 On a la relation suivante :
Comm ◦ΣPreLie = p1 − (p1∂p1HAL− HAL). (106)
Preuve. On va calculer
Comm ◦ΣPreLie+p1∂p1HAL− HAL. (107)
En utilisant (77) et (74), on obtient
Comm ◦ΣPreLie+p1ΣPreLie+p1 − p1ΣPreLie−Comm ◦ΣPreLie . (108)
Remarque : Les composantes homoge`nes de Comm ◦Σt PreLie apparaissent
aussi implicitement dans les travaux de McCammond et Meier comme de´crivant
l’action du groupe syme´trique sur l’alge`bre de cohomologie du groupe des au-
tomorphismes syme´triques du groupe libre [10].
8 Annexe
Pour e´ventuelle re´fe´rence ulte´rieure, on rassemble ici les formules essentielles
qui de´crivent l’action des groupes syme´triques sur les hyperarbres et les hyper-
arbres cycliques. Les preuves, essentiellement base´es sur les descriptions combi-
natoires des sections 2 et 3, sont omises.
8.1 Caracte`re des hyperarbres
Soit HAp la fonction syme´trique avec un parame`tre t de´ﬁnie par
HA
p = p1[ΣtComm] ◦ Comm ◦[p1 + tHA
p]. (109)
Soit HApa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HA
pa = p1 (Comm ◦[p1 + tHA
p]) [1 + tΣtComm] ◦Comm ◦[p1 + tHA
p]. (110)
Soit HAa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HA
a = [Comm−p1] ◦ [p1 + tHA
p]. (111)
Soit enﬁn HA la fonction syme´trique avec un parame`tre t de´ﬁnie par
HA = HAp + HAa − HApa. (112)
Ces relations permettent de calculer ces fonctions syme´triques par re´currence.
On a la relation
HA
p = p1∂p1HA. (113)
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8.2 Caracte`re des hyperarbres cycliques
Soit HACpa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAC
pa = p1[ΣtAssoc] ◦ Comm ◦[p1 + tHAC
pa]. (114)
Soit HACp la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAC
p = p1[Σt Cyc] ◦ Comm ◦[p1 + tHAC
pa], (115)
ou` Cyc est la fonction syme´trique dont le terme en degre´ n correspond a` l’action
du groupe syme´trique sur l’ensemble des ordres cycliques sur n symboles.
Soit HACa la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAC
a = [Comm−p1] ◦ [p1 + tHAC
pa]. (116)
Soit enﬁn HAC la fonction syme´trique avec un parame`tre t de´ﬁnie par
HAC = HACp + HACa − HACpa. (117)
Ces relations permettent de calculer ces fonctions syme´triques par re´currence.
On a la relation
HAC
p = p1∂p1HAC. (118)
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