We discuss relationships between reaction coordinates, normal coordinates, and symmetry coordinates, defined at an arbitrary point on an adiabatic energy surface. Using simple group theoretical arguments, we prove that the points representing nuclear configurations with symmetry elements other than the identity element are located in valleys (or on ridges or shelves; all abbreviated as BGV) of the adiabatic electronic energy surface. We illustrate with examples complexities such as the bifurcation of a BGV or a transition from a valley into a ridge, for which motion along the reaction coordinate is not totally symmetric at every point, nor is the symmetry of nuclear configuration necessarily conserved during the reaction.
I. INTRODUCTION
The importance of symmetry rules for estimating the rates and mechanism of chemical reactions has been established. Various approaches based on symmetry, 1 perturbation theory, 2 aromaticity, 3 nodal properties of wavefunctions,4 properties of activated complex,5 or of the force constants,6 predict the order of magnitude of the rates with an amazing degree of success if one considers the complexity of the problem and the simplicity of the various approaches. Although certain formulations of the rules, based on quantum scattering theo.ry, are available,7 there are still many problems to be clarified. This article is concerned with one of them, namely the relationShip between the symmetry and the shape of the adiabatic electronic surface, which in turn determines the properties of the reaction path, reaction coordinate, and the dynamics of the reaction. We thus need to analyze the relations among symmetry coordinates, normal coordinates, and reaction coordinates. We prove that nuclear configurations of high symmetry are always to be found at regions of the surface having a special topological structure, which we call bottoms of generalized valleys (BGV). Through such topological structures, the symmetry imposes certain restrictions upon the reaction paths and reaction coordinates; however, we find these to be less severe than those derived in previous work. 8 We begin with definitions of various types of coordinates.
Consider an adiabatic electronic energy surface and the nuclear motion on that surface from reactants to products. In claSSical mechanics, this motion is described by a trajectory and the height of the trajectory above the surface is the sum of the kinetic and internal energy.9,10 As the initial conditions are varied over ranges of chosen initial internal states of reactants, energy, total angular momentum, a set of trajectories is generated. We may choose anyone of these trajectories for further investigation; or if most of the trajectories that go from reactants to products cluster in some region of configuration space, it is possible to define a representative reaction path, at least for some stated initial conditions (like energy and internal states). It is then this set of trajectories, or the representative reaction path, that contributes predominantly to the reaction rate.
At any point, on any trajectory or reaction path, one can define a local coordinate system, ·other than the one used to describe the potential surface and the reaction path. [For instance, Marcus ll uses a system of coordinates (for two-dimensional systems) in which the position of a point in configuration space is specified by the distance to a given reaction path and the distance along that path to a given point on it. ]
The displacement along the path is called the reaction coordinate. If the local coordinate system is such that the matrix of second order derivatives of the electronic energy surface (at the point of interest) is diagonal, then the corresponding coordinates are called normal coordinates. 12 If the symmetry group of the nuclei in the configuration Ro corresponding to a given point on the reaction path is G(R o ), then the coordinates belonging to the irreduCible representations of G(Ro) are called symmetry coordinates. 13
Obviously both symmetry and normal coordinates, in general, change from point to point on any trajectory and on the reaction path.
The adiabatic potential surface has a deep minimum with respect to certain coordinates at places corresponding to reactants or products. It is frequently assumed that the projection of the reaction path onto the adiabatic potential surface closely follows a line connecting the reactant valley to the product valley. (Trajectory calculations on simple systems have at times shown the need to forgo that assumption.) The configuration at the highest potential energy point on that line is commonly referred to as the activated complex. Activated complex theory assumes that the reaction rate, and therefore its symmetry properties as well, are determined by the motion of the nuclei of the activated complex. The vibrational motion of the activated complex is assumed to be such that one vibrational mode is separable and leads to reaction. Moreover, such a mode (normal coordinate) is a symmetry coordinate and is a natural choice for a reaction coordinate.
The method based on correlation diagrams attempts to predict which reaction path in the reactant region may connect with a given path in the product region. It does so by symmetry arguments concerning the electronic wavefunctions of reactants and products and by assuming that certain symmetry properties are conserved. This conservation leads to a correlation between the states of the reactants and products and this in turn leads to predictions about the reaction being symmetry allowed or not. Symmetry rules like Woodward-Hoffmann rules are frequently discussed with the aid of correlation dia-' gram, but this is not necessary. 7
While the activated complex theory attempts to predict the rate by analyzing the behavior of the system in the vicinity of one configuration, and the method of correlation diagrams uses symmetry properties of reactants and products, the complete dynamics of the reaction is described by the entire trajectory or reaction path. Hence, we inquire about symmetry properties at arbitrary points on the reaction path. Such a study has been made previously8 in order to provide a basis for the method of correlation diagrams as well as to establish conditions for thermally allowed reactions.
Pearson has proposed three statements: Proposition I: "All reaction coordinates belong to the totally symmetric representation". 15 Proposition II: "Once a reaction embarks on a particular reaction path it must stay within the same point group until it reaches an energy maximum or minimum. ,,16 PropoSition ill: "For a chemical reaction to occur with a reasonable activation energy, there must be lOW-lying excited states for the reacting system of the same symmetry as the ground state." 17
We first investigate the relation between symmetry and normal coordinates on an arbitrary point on the reaction path which is not necessarily at a configuration corresponding to an extremum of the potential energy. 18,19 The analysiS is based on a theorem which provides a connection between the existence of a symmetrical nuclear configuration and the topology of the adiabatic energy hypersurface. Based on this, we show that exceptions may be found to Pearson's propositions.
II. SYMMETRY COORDINATES AND NORMAL COORDINATES
We are interested in finding the symmetry properties of any point on a given reaction path and in seeing if symmetry is conserved along a reaction path. In order to do this, it is necessary to find criteria that indicate which points of the energy surface have a high symmetry (most of the points correspond to a nonsymmetric nuclear configuration). Here again, a contrast with the activated complex (a. c. ) theory is useful. The region of interest in a. c. theory is usually around the lowest point for which (aE/ aRj ) = 0 for all i, and the second order derivative matrix is not positive or negative definite (saddle point). The first requirement suffices to have the normal coordinates be symmetry coordinates. However, this property does not hold at any point of the surface for which (aE/aRi);<O for some or all Rh and we proceed now to discuss this issue.
Let R be a point in the configuration space of the nuclei. In a given system of coordinates that specifies the nuclear configuration, we have R = (Rl' ••• ,R,,). If a small displacement oR'" (OR1' "', oRn) is made away from R, the potential energy for the nuclear motion changes and
Since the second order derivative matrix is symmetric, there is an orthogonal matrix A which generates a new set of coordinates oQ= AoR, in which the quadratic term is diagonal. We call the set {OQ1' .•• , oQn} the normal coordinates at R. The set of normal coordinates is local and changes with R; however, at the point R, the set is independent of the coordinate system chosen for R, being an invariant property of the second order derivative matrix. Because Ql, .
•• , Q n are eigenvectors of a symmetric matrix, they form a basis set in the configuration space of the nuclei. Any displacement away from R can be written as a linear combination of
Now let us consider the symmetry group GV(R) of the small displacements from R. zo
We show in the Appendix that
(1) For any set of symmetry coordinates {Q1J ..• ,Qn} with respect to GV(R) the derivatives of the energy must obey (2) for each Q/ which is not totally symmetric. No restriction exists for the totally symmetric coordinates.
(2) For any given point R, the set of normal coordinates {Ql, ••• , QJ are symmetry coordinates if the conditions in (1) are satisfied by all the coordinates that are not totally symmetric.
(3) If {Ql, .•• , Qn} is a given set of symmetry coordinates at the point R, the symmetry coordinates belonging to an irreducible representation r of GV(R) can be linearly combined to give a normal coordinate (the linear combinations will of course belong to r). As any system of symmetry coordinates satisfies the conditions in (1), the third statement is the reverse of the second.
The first point (which we use the most) is easily understood intuitively.
Consider a system ABC of C zv symmetry, as presented in Fig. 1 . The symmetry elements are G v (reflection in a plane perpendicular to the page), a~ (reflection in the plane of the page), C z , and E. The displacement OQl (with the points A, B kept fixed) is obviously totally symmetric (and if C is close enough to A and B, the energy increases along OQ1)' Therefore, we have (aE/aQl);< 0 in general. On the other hand, oQz has the properties avoQz = -oQ&, CzoQ& = -oQz, a~oQ = oQ& and thus belongs to the irreducible representation Bz. The distances AC' and BC' are equal to BC" and C"A, re- spectively, and therefore t.E(flQ2) = t.E(-flQ2); (flQ 1 = 0). UsingthisinEq. (1), we obtain (BE/aQ2) = 0, which is what the theorem tells us. flQ2 is not totally symmetric but destroysthe symmetry in a symmetric way, and hence the energy surface has a valley or a ridge [(BE/ aQ2)R= OJ.
One of the conclusions to be drawn from the above theorem is that if R is such that (8E/ 8Q;)R ;< ° for all Qh then the configuration R has no symmetry in the sense that the symmetry group has only the identity element and hence all displacements are totally symmetric. Indeed, according to the theorem, due to (8E/8Qi)R;< 0, all flQ; must be totally symmetric. Therefore, any arbitrary displacement fiR away from R, being a linear combination of all OQi, is totally symmetric. That means that no arbitrary displacement oR,. away from R, can lower the symmetry of the system. 21 Therefore, the symmetry in R is the lowest poSSible, and the symmetry group contains only the identity operation. This proves our statement, which in fact means that we can find symmetrical configurations only in those points R of the surface in which some of (8E/8Qj) The connection to the usual nomenclature, in two-dimensional systems, is obvious. If (8E/8Q1)R;<0 and (8E/8Q2)R=0, then R is on the bottom of a valley, or the crest of a ridge, or a shelf. Q2 is perpendicular to the valley and Q1 is along it. The conclusion of this section can be formulated now as follows: configurations from which nontotally symmetric displacements can be made must be located on the bottom of generalized valleys (BGV).
III. SYMMETRY PROPERTIES OF REACTION PATH AND COORDINATES
In general there are no symmetry restrictions on the nuclear motion on an adiabatic energy surface. Internal motions of reactants in the entrance valley (and products in the exit valley) give rise to a reaction path which crosses the BGV -s with attending changes of the point group. The energy of the system may be such that the projection of the reaction path onto the adiabatic surface is close to the BGV and then to some approximation symmetry restrictions appear. 8 We have shown in the previous section that points on the potential energy surface belonging to symmetrical nuclear configurations must be located on the bottom of generalized valleys (BGV). The topological structure is not uniquely determined by this restriction and we discuss four different possibilities, three of which lead to violation of Pearson's first two propositions. We start by enumerating these possibilities with the aid of a simple example, discuss computational and experimental evidence for each case, and show why the postulates of Pearson's derivation may not hold (exceptions to the rules were anticipated by Pearson in Footnote 5 of Ref. For any system with symmetrical configurations there is a BGV such that a displacement along it does not lower the symmetry. In the illustrative example of Fig. 2 (a) (which is a triatomic M2N system), this BGV is the line ABC.
Case A. If a reaction path goes along such a BGV then the reaction coordinate (OQ1) must be totally symmetric and motion along the reaction coordinate occurs with symmetry conservation (in the example of Fig. 2 (a) the corresponding reaction path is ABC and the reaction coordinate is flQ1)' For this case, Pearson's first two propositions are valid. If we use the widely accepted view that the reaction path lies in regions of low potential energy then Case A will appear when the BGV is a deep, narrow valley.
Case B. The symmetry preserving BGV might be a valley at large separation of the reactants, and might become a ridge as the molecules come close. This is schematically depicted in Fig. 2(b) , where the BGV is a ridge from B to C (wavy line) and a valley from AB. Somewhere between A and C [(point E in Fig. 2(b) ] the reaction path may go off in the BGV and the reaction coordinate oQ is no longer a symmetry coordinate (point E need not be confined to the ridge BC). The symmetry is thus changed from C Zv to Cs. The proof given by Pearson assumes that (1) the reaction coordinate oQ is a symmetry coordinate, and (2) (8E/8Q);< 0, in order to show that 8Q is totally symmetric. However, in our example, the reaction coordinate oQ (which goes along the path ABD) is a linear combination of i5Q1 (totally symmetric) and i5Q2 (of B2 symmetry) and therefore cannot be a symmetry coordinate; Condition (1) is thus not satisfied, and this explains why Pearson's first two propositions do not hold in this case.
Case C. We assume that the symmetry preserving BGV is a valley which at a given point bifurcates, forming new valleys. Such a case is schematically represented in Fig. 2(c) , where a bifurcation occurs at Band two new generalized valleys, BE and BD, are found. These two valleys must have lower symmetry, because the displacement from the initial BGV (ABC) into the new BGV (BE) must have a non-totally symmetric component (i5Q2) which destroys some of the symmetry elements. However, some symmetry elements (like U v in Case D. Let us consider a situation in which reactants and products have the same symmetry, but there is no totally symmetric displacement that takes reactants into products. In this case, there are two BGV's, each corresponding to totally symmetric displacements of reactants or products, respectively [ Fig. 2(d) , the paths AB and CD], and they do not have to meet. A nontotally symmetric displacement (along the paths of type AEC) mu~t be made in order to go from one BGV to another in violation of Pearson's propositions. It is interesting to note that such a possibility is met in an example computed to extraordinary detail by Dewar and Kirschner. 22 We have shown that, in principle, symmetry imposes fewer restrictions on the topology of the electronic en-• ergy surface and on the symmetry of the reaction paths than predicted by Pearson. We now turn to some examples of the cases just discussed.
Let us first consider the surfaces for systems such as Li3.23 The equilibrium configuration of the system is an isoceles triangle ABC l (Fig. 3) . Obviously ABC 2 is also an equilibrium configuration. If A and Bare held fixed and the third atom is at C, then the displacement 6Ql is totally symmetric and 6Q2 is not. We must have (IlEIIlQ2)R =0 for any R on the line MN. Therefore, MN is a BG V. It is unimportant if MN is a valley or a ridge around C; however, as the displacement 6Q is performed, somewhere along MN the reaction path becomes a ridge (wavy line) owing to the fact that it has lower energy points C l and C 2 at the right and left. If we are interested in the "reaction" Li + Li 2 , the reaction path starting in the direction MN may go off the BGV ridge, thus destroying the C 2v symmetry (Case B).
An example for Case C is provided by the work of Bodor et al. 24 They calculated the electronic energy surface for the case when a singlet carbene is approaching the middle of the double bond of ethylene along a path of symmetry C 2v • The path MD (Fig. 4) requires activation energy, while MCA does not; the experimental evidence favors MCA. 24 It is obvious that such a path violates Pearson's propositions. Another similar example is the reaction of cyclopropyUdene with ethylene to give spiropentane.
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A further example of an energy surface exhibiting a bifurcation point (Case C) is that of N~. 26 The system has a minimum for a rectangular configuration ABCD (Fig. 5 ) and another one for the staggered configuration with respect to l J! with the bottom at lJ! = O. As d becomes smaller than d h the point lJ! = 0 becomes a ridge and two new valleys appear at points denoted l J! 1 and -lJ! l' As d -3. 2 A, we have lJ! 1-90°. Obviously, the point (d 1 = 3.6 A, l J! = 0) is a bifurcation point in which the single valley which existed for d> 3. 6 A becomes a ridge and also branches into two valleys, with bottoms symmetrically located with respect to the ridge. The symmetry conserving path is the one along the ridge, while the path along any of the valleys reduces the symmetry. This example illustrates Case C, and shows that there are surfaces on which the branching valleys have lower energy and lower symmetry. They would favor a reaction path that violates Pearson's propositions.
Another example in which Pearson's propositions are violated is provided by recent calculations of H4 systems by Silver and Stevens. 27 Let us push the two H2 molecules together such as to form a rectangle. If Pearson's propositions are correct, then the molecules come together preserving this symmetry, forming a square, and then dissociating into two H2 molecules [ Fig. 7(a) ]. This would correspond to an exchange reaction HIH2 +H3H4 = HIH3 +H 2 H 4 • The calculated activation energy along such a path is about 142 kcal/mole, and this reaction, which follows Pearson's restrictions, is not likely.
However, if the rectangle is allowed to become a regular trapezoid, as in Fig. 7 (b) (in violation of Pearson's propositions, because a C 2 axis and a symmetry plane are lost as symmetry elements), the system goes into H2 + 2H. The predicted barrier is now slightly above the dissociation limit (4-6 kcal).
An interesting example for Case D is provided by Dewar and Kirschner; 22 who calculated the energy surface for the dis rotatory ring opening of cyclobutene to butadiene. Both the reactants and the products have C 2v symmetry. When the distance R (between carbon 1 and carbon 4) was increased in small steps and the energy minimized (after each step) with respect to all other geometrical parameters except R (though forCing the rotation of CH 2 groups to be disrotatory), they discovered that a valley exists which preserves the symmetry C 2v (the CH 2 groups would not rotate though allowed to do so) but does not go into the produc ts. The energy increases up to 170 kcal/mole , without a ring opening occurring. The same thing happens if the distance R in butadiene is lowered. The symmetry C 2v is preserved (CH 2 groups do not rotate); the valley climbs to reach very high energies but no cycle is formed. In both these cases, the symmetry conserving paths are "blind alleys" and do not lead to reactions. A reaction path for the dis rotatory ring opening must cross the ridge separating the two valleys described above, and this gives a reasonable activation energy of 90 kcal/mole. Here again, the reaction path breaks the symmetry from C 2v to C 2 (the CH 2 groups rotate 90° while going from one valley to another and this destroys a C 2 symmetry axis). The energy surface for dis rotatory ring opening of cyclopropyl cation, anion, and radical behaves in a similar manner. 22 Though no such detailed calculations were published for the conrotatory ring opening for cyclobutene, it is obvious that the path must involve a symmetry change from C 2v to C 2 and then from C 2 to C 2v ' The activated state is known to have a C 2 symmetry.
We see that these examples substantiate our theoretical conclusions. The cases B-D do occur, and for them, the first two of Pearson's propositions do not hold. coordinate need not be a normal coordinate. 8
Consider a collinear triatomic system in which the reaction AB +C -A + BC takes place. The dotted line in Fig. 8 is an arbitrary reaction path, not at the bottom of the valley, and M is an arbitrary point on that path. The position of M is given by the numbers p and s (Marcus coordinates)l1; p is the distance from M to the path at the bottom of the valley (broken line), and s is the distance on that path, from 0 to an arbitrary point 0', respectively. The same is true for the system H +D2' but the angles are 137 0 and 310. The fact that the reaction coordinate is almost parallel with the normal coordinates is probably due to the fact that H and D are very similar atoms. For the reaction F +H2' the saddle point is at the entrance of the valley and (aslar HH ) =0, which shows that s cannot be parallel to any normal coordinate. 29 Moreover, an analysis of the examples given previously shows that in the cases Band C, the symmetry breaking displacements are not normal coordinates.
IV. SYMMETRY OF THE EXCITED STATE AND THE

REACTION RATE
Previous work 8 has predicted that the properties of the ground adiabatic electronic energy surface are also determined by the symmetry of the low lying excited states (Proposition ill quoted in the Introduction). We wish to separate the issues and discuss two problems. First, is it possible that the symmetry of the adiabatic excited states can be of importance in determining the energy of the ground state? Secondly, is the rate of the reaction determined by the symmetry of the excited adiabatic states? Pearson's answer to these questions is given in his Proposition ill (see Introduction). He uses Schrodinger perturbation theory to calculate the change in electronic energy 0 V due to a change Qo-Qo+ oQ in the reaction coordinate: o V(Qo) = oQ (<Po( r, Qo) I a~l (r, Qo) I <po(r, Qo) ) r + ' Q+ .,(r. Q,,) I Ii' H.;~ 9,,) I .,(r. Q,»,
He uses this expression to prove that (a) when <Pk has the same symmetry as <Po, the second order term is small. Then he claims that (b) this implies a small activation energy. Obviously, the second order term determines the curvature of the surface (in the direction Q) at Qo, and this is a local quantity displaying the shape of the surface around Qo; it may possibly serve as a clue but cannot determine the height of the barrier between the reactants and products.
The assumptions needed in order to prove (a) are unrealistic; they are (A) the sum in (3) can be approximated by its first few terms, (B) the reaction coordinate is totally symmetric, and (C) if symmetry conditions do not force (<p k I aHel1 aQ I <Po) to be zero, then it is large. The first assumption need not hold, and we have shown in the previous chapter that exception may occur for Point (B). Therefore, we do not find the proof given by Pearson to be convincing. However, it may be possible that it is a correct empirical rule for determining the influence of the symmetry of the excited state upon the rate of a reaction occurring in the ground state. We doubt that for the following reasons: If we write down the total Hamiltonian and we use an adiabatic basis set 30 for the electronic part of the wavefunction, then, if the Born-Oppenheimer approximation is valid and the spin-orbit coupling terms are neglected, the reaction occurring on the ground surface is completely independent of the properties of the excited surface. Because in some cases 31 these approximations are correct, especially at thermal energies, we expect that the rate does not depend on the properties of the excited surface.
It may be argued that one can always expand the lowest adiabatic wavefunction about a given point (with high symmetry) on the surface. This then leads to symmetry arguments abOut the mixing of higher states (at the high symmetry point) similar to those of Pearson. However, one must in principle take into account all higher states and go beyond quadratic terms in order to accurately determine the height of a barrier on the surface. Moreover, if the coupling through non-Born-Oppenheimer terms and spin-orbit interaction is strong and the excited state must be taken into account in the calculation of the rate, then the symmetry of the excited surface is of no consequence. This is due to the fact that the coupling operator has no symmetry properties with respect to the group generated by the nuclear positions, and therefore matrix elements of the type (1/Jo I coupling I ~l> are not zero if the symmetry of 1/Jo and 1/Jl is different. (The operator that does the coupling may come from the translational, 32 the vibrational, 33 or the rotational part of the kinetic energy or it may be the spin-orbit coupling. 34 ) Finally, in one of the few computations available,35 we see that the influence of the excited surface is opposite to what Pearson's rule predicts. For the system F +H2' the rate has been calculated with and without the excited state. Though the excited state is low lying (1 kcal) and has the same symmetry as the ground state, the rate for the computation which takes the excited state into account is lower than the one for the process in which the excited state is ignored.
AC KNOWLEDGM ENT
We wish to express our gratitude to Professor Ralph Pearson for stimulating correspondence which helped us in developing this article. We do so, of course, without implying thereby his agreement with the conclusions presented. We are also very grateful to Dr. N. Bodor and Dr. A. Gelb for useful discussions.
APPENDIX
We prove here the statements made in Sec. II by simple extensions of the proofs valid at potential minima found in standard texts on group theory. For the first, let us use the Hellmann-Feynman theorem. If Qi is a symmetry coordinate of the group GV(R), then In order to prove the other two, we analyze the connection between normal coordinates and symmetry coordinates for an arbitrary nuclear configuration ~, which does not necessarily correspond to an extremum of the electronic energy surface. We characterize the nuclear positions with the help of a Cartesian coordinate system, in which the nuclear configuration of the system is given by Xo= (Xl' .•• ,X3n)' If we make a very small displacement of the nuclei, the potential energy variation is The nuclear configuration defines a symmetry group G(Qo). Every coordinate that belongs to a certain irreducible representation of G(Qo) is called a symmetry coordinate. We shall prove here the second statement made in Sec. II. Let R be a symbol for a symmetry operation of the group G(Qo). We denote by Before proceeding further, let us change the indexing of the matrices and vectors in order to take into account explicitly the degeneracy of the eigenvalues AI of the matrix M. We shall use Latin subscripts to indicate quantities associated with a given normal force constant AI and Greek letters as subscripts to eigenvectors corresponding to the same normal force constant Ai. Thus, the force constants Ai are relabeled as As.
s=I,2, ••• ,m,m$;3N; (AI4)
m is the number of distinct eigenvalues and it is smaller or equal to the dimension of the space. Due to the presence of the translational and rotational degrees of freedom, six Ai are zero. We eliminate the corresponding coordinates, retaining only the remaining 3N-6. oQSI" is the JJ.th eigenvector of M corresponding to the eigenvalue As. The degeneracy of the sth eigenvalue As is denoted We stress that the presence of two indexes is necessary in order to have a proper accounting of degeneracy; the matrices are all square 3n-6 by 3n-6 despite the appearance of double indices, and all the vectors are 3n-6 dimensional. We emphasize that so far we have only used the definition (AI2), and we have forced the set {oQpJ to be normal coordinates by the use of (AI5). As a consequence of this, we obtain (AI9) and (A20), which must be valid simultaneously. We shall show now that (A20) implies that every normal coordinate is a symmetry coordinate for those Qo's for which (AI9) is valid. Furthermore, we show that (AI9) cannot be valid for every Qo on the surface. where Qpv must be totally symmetric: this equation is an identity. Therefore, the Hellmann-Feynman theorem together 'with (A20) forces Q o to be such that all (a v/aQpv)Qo are zero except for the totally symmetric coordinate, when any value is possible. If this condition is satisfied, the normal coordinates are symmetry coordinates.
Finally, let us prove the reverse proposition: if an orthonormal set of symmetry coordinates {Qh ••• , Qn} is given, in a point Ro of the surface, then the symmetry coordinates belonging to the same irreducible representation (i. r.) can be linearly combined to give normal coordinates.
Let us relabel the symmetry coordinates such that Qi belongs to the ith row of the irreducible representation (11. We have 
