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1 Introduction
Let K be a local field with residue field k of characteristic p > 0; that is, K is a
finite extension of the p-adic field Qp, or it is Fq((T )) where q is a power of p.
Write G for the absolute Galois group of K, and g for the absolute Galois group
of the residue field. Let C be a smooth, proper, geometrically integral curve
over K with genus g ≥ 2. Letting C be the minimal proper regular model for
C over the discrete valuation ring OK of K, we write Ck for the special fiber.
Let Ck be the base-extension of the special fiber to k, the algebraic closure of
the residue field; it equals the special fiber of the minimal proper regular model
for C over Ku, the maximal unramified extension of K. We will assume that C
has totally degenerate semi-stable reduction; that is, Ck is connected, reduced
and consists of a finite collection of P1s such that a formal neighborhood of each
singularity is isomorphic to Spec k[[x, y]]/(xy).
Let PicC/K denote the Picard scheme of C/K, and PicC the Picard group,
with PicC ⊆ PicC/K(K). (These are equal if C(K) 6= ∅, but not gener-
ally.) Let r be a positive integer. As PicC/K is an abelian scheme, we have a
multiplication-by-r morphism
[r] : PicC/K → PicC/K
which induces group homomorphisms [r] : PicC/K(K) → PicC/K(K) and [r] :
PicC → PicC. Little is known in general about the image of these maps. The
canonical sheaf defines a canonical element in PicC, and it is natural to wonder
whether this element is in the image of any of the maps [r]. In this article, we
investigate this problem in the case p ∤ r (which we henceforth assume), and
provide a method for answering this type of question when the reduction of
the Jacobian of the curve is purely toric. Under certain conditions on the Ck,
we will define a subgroup Pic{r}C ⊂ PicC, a finite set of classes Di, a finite
collection of finite cyclic groups µi, and maps γi : Pic
{r}C → µi which satisfy
the following condition:
∗Acknowledgments to Dino Lorenzini and Wayne Aitken for many helpful comments.
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Theorem 1.1. Given L ∈ Pic{r} C, we have L ∈ rPicC if and only if there is
some Dj such that L+Dj ∈ ker γi for every i.
The above result, phrased more explicitly, appears as Corollary 3.13 below.
The strength of the theorem lies in the explicit description of the γi. Recall
that a theta characteristic (also called spin structure) is an invertible sheaf L
whose square L⊗2 equals the canonical class. As examples we will show, for C
lying in certain families of hyperelliptic curves, or in a specific family of genus
4 curves, how to determine if C has a rational theta characteristic, and we will
also show how to compute the prime-to-p rational torsion in the Jacobian of
C.1 Note that there is no known algorithm to determine in general either the
reduction type or the size of the rational torsion in the Jacobian of curves of
genus g ≥ 3.
We will prove the following results:
Theorem 4.5. Let K be a local field with discrete valuation ring OK , uni-
formizer π, and residue field k of characteristic p. Let g ∈ OK [x] be monic of
degree d ≥ 3 and such that p ∤ 2d. Let h ∈ OK [x] be a polynomial of degree e
with e ≤ 2d. Suppose that (π, g, g′) and (π, g, h) are both the unit ideal in OK [x].
Let C be the nonsingular projective curve with affine piece given by
y2 = g2 + πh.
For x ∈ OK , write x for the reduction of x (mod π). Similarly for f ∈ OK [x],
write f for the reduction in k[x].
1. Suppose d is odd and g factors over k as
g(x) = (x− α0)g1(x) · · · gs(x)
where α0 ∈ k and each of the gi is irreducible over k. Let αi ∈ k be a
root of gi(x). Then C has a rational theta characteristic if and only if
Nm h(α0)h(αi) ∈ k×2 for all i; here h(αi) 6= 0 for all i, and the norm is
computed from k(αi) to k.
2. If d is even or g is irreducible, then C has a rational theta characteristic.
Given C/K, we construct its Jacobian J/K and the Ne´ron model J over
OK . Recall that if C has totally degenerate semi-stable reduction, then the
special fiber of J is an extension of a finite group by a torus T .
Theorem 4.7. Let C be as in the previous theorem, but now suppose g splits
into linear factors over k. Suppose q = #k. Let J(K)(p′) be the largest subgroup
of the K-rational torsion on the Jacobian of C which has order prime to p. Let
αi be the roots of g. Let H be the subgroup of k
× generated by the numbers
h(αi)/h(α0). Let n be the order of
H·k×d
k×d
and let m = d/n. Then
J(K)(p′) ∼=
(
Z
(q − 1)Z
)d−2
⊕ Z
n(q − 1)Z ⊕
Z
mZ
.
1In practice, if K = Qp then our method often gives the full rational torsion on the
Jacobian; see Remark 3.10.
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We prove stronger versions of the above two results when d = 3; see Theo-
rems 4.2 and 4.6.
In § 5, there are similar results for the family of nonhyperelliptic genus 4
curves given in P3K as the intersection of the quadric XY = ZW and the cubic
(X − Y )(Z − W )(Z + W ) = πε, where ε varies in a Zariski open subset of
the set of all homogeneous cubic forms in OK [X,Y, Z,W ]. In Theorem 5.8, we
calculate the prime-to-p K-rational torsion on the Jacobian of such a curve, and
in Theorems 5.9 and 5.10 we determine whether there exists a rational theta
characteristic and a rational cube root of the canonical class. (The literature
sometimes refers to rth roots of the canonical class as r-spin structures.)
The methods described below so far only work when the normalizations of
the components of Ck are all isomorphic over k to P
1
k. In particular, the index
of such C/K, the gcd of degrees of K-rational divisors on C, is 1. The idea is
simple: suppose we wish to determine if L ∈ PicC is r-divisible. We translate
L by a rational divisor which is known to be r-divisible, and such that the class
of the translate represents a point on the toric part of the Jacobian. We then
apply the theory of algebraic tori. There are a number of technical difficulties
to resolve along the way, one of which involves computation of the K-rational
prime-to-p torsion on the Jacobian—see Propositions 3.8 and Corollary 3.9.
Results for determining rationality of theta characteristics, but with other
methods, were proven by a number of different authors. Atiyah [1] showed that
if the Galois action on the 2-torsion of the Jacobian factors through a cyclic
group, then C has a rational theta characteristic; when char k 6= 2 and C has
good reduction, this immediately implies the existence of a rational theta char-
acteristic, and motivates our study of degenerating curves. Mumford [11] in the
case of hyperelliptic curves gave explicit representations of the theta character-
istics in terms of the Weierstrass points of C; thus, knowing the Galois action on
the Weierstrass points enables one to determine if there is a rational theta char-
acteristic. Parimala and Scharlau [14] in results extended by Suresh [17] found
a condition for the rationality of theta characteristics of hyperelliptic curves
involving the splitting of a particular quaternion algebra. Suresh also gives a
method for computing the order of the 2-torsion subgroup of the Jacobian.
Given a curve C as above, a related question is whether all of the r-torsion
on the Jacobian of C, or more generally all of the rth roots of a given line bundle
on C, are rational over Ku. This is essentially a geometric question, and has
been answered by Chiodo [4]. Pacini gives a more explicit answer for the case
of theta characteristics [13]. See also Gross-Harris [6] for a description of the
rational points on the moduli space of curves all of whose theta characteristics
are rational.
Finally, see Poonen-Rains [15] for a relationship of the rationality of theta
characteristics to a certain cup product over an abelian variety.
3
2 Basic facts on algebraic tori over finite fields
In the following, we let q = #k, let T be a g-dimensional algebraic torus defined
over k, and let X(T ) be the character group of Tk. Let σ be the Frobenius
automorphism acting on k with fixed field k. The character group X(T ) is a
free Z-module of rank g equipped with an action of g. In this section we will
compute the group of rational points T (k) based on knowledge of X(T ) as a
Z[g]-module.
Henceforth, unless otherwise stated, all modules are Z[g]-modules. For ex-
ample, “X(T ) is generated by χ” means generated over Z[g].
Definition 2.1. Let X be a Z[g]-module. We say X is principal if it can be
generated by a single element. We say X is principally decomposable if it can
be written as a direct sum of principal submodules.
If X = X(T ), the character group of an algebraic torus, we use the above
terms to describe X and T interchangeably. We say that T =
∏
Tj is a principal
decomposition of T if T is the fiber product over k of the Tj, and each Tj is a
principal torus.
Example 2.2. Let ℓ/k be the unique degree g extension. Let T be the Weil
restriction of scalars Rℓ/kGm. Recall that T has the universal property that for
any k-scheme S, we have a functorial isomorphism
T (S) = Gm(Sℓ)
where Sℓ means the base-extension S ×Spec k Spec ℓ. Explicitly, Tℓ ∼= (Gm,ℓ)g,
and the usual action of σ is twisted by the automorphism which cyclically per-
mutes the factors; that is,
σ(x1, . . . , xg) = (σxg , σx1, . . . , σxg−1).
Alternatively, we can characterize T by setting X(T ) = Z[χ]/(χg − 1), and σ
acts as multiplication by χ. We observe that T is principal.
Remark 2.3. Suppose T =
∏
Ti is a principal decomposition of T . The projec-
tion T → Ti induces an inclusion X(Ti) ⊂ X(T ). This inclusion will be used
without comment from here on.
From now on, we will assume that unless otherwise stated all tori under
discussion are principally decomposable.
Definition 2.4. If T is the restriction of scalars Rℓ/kGm for some finite exten-
sion ℓ/k, then we say that T is a norm torus, or ℓ-norm torus for clarity. If T
is a product of norm tori, we say it is a normal torus.
Proposition 2.5 (Ono [12], Prop. 1.2.2). T (k) = Homg(X(T ), k
×
).
The map is given by evaluation; that is, for x ∈ T (k), we associate the
homomorphism ex given by ex(χ) = χ(x).
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If the action of g is trivial, we see that T (k) = Hom(X(T ), k×). If the action
of g factors through Gal(ℓ/k), since T (k) →֒ T (ℓ), we observe that we may
replace k
×
in the proposition with ℓ×.
Given a Z-basis of X(T ), the action of σ may be represented by an element
of GL(g,Z). We let f(x) be the characteristic polynomial of the matrix obtained
this way; it is independent of the choice of basis.
Given a positive integer n for which (n, q) = 1, let µn denote the e´tale sheaf
over k of nth roots of unity.
Proposition 2.6. Suppose T is principal. Then T (k) ∼= µf(q)(k×).
Since f(q) ≡ ±1 (mod q), µf(q) is an e´tale sheaf over k.
We give some simple examples to demonstrate the proposition. If T = Gm,
then f(x) = x − 1 and f(q) = q − 1. The right hand side above becomes
µq−1(k
×
) = k×.
Now suppose that T is an ℓ-norm torus, where [ℓ : k] = g. Our description of
X(T ) as a Z[g]-module shows that f(x) = xg−1. Then T (k) ∼= µqg−1(k×) = ℓ×.
We verify this by the universal property of Weil restriction of scalars: T (k) =
Gm(ℓ) = ℓ
×.
Proof. Since T is principal, there is some χ ∈ X(T ) such that χ is a Z[g]-
generator for X(T ). We will show that the map
T (k)→ µf(q)(k×)
x 7→ χ(x)
is an isomorphism.
First observe that χ, χσ, . . . , χσ
g−1
form a Z-basis for X(T ). Thus, the
values of these characters uniquely characterize points in T (k). Given x ∈ T (k),
by Proposition 2.5 we must have
χσ
i
(x) = σiχ(x) = χ(x)q
i
for every i. Therefore the value χ(x) determines all of the values χσ
i
(x) for
i = 1, . . . , g − 1. This tells us that χ : T (k)→ k× is injective.
Now choose ω ∈ µf(q)(k×). We will construct a g-equivariant homomorphism
ex : X(T ) → k× for which ex(χ) = ω. In order for ex to be g-equivariant, we
must have
ex(χ
σi) = ex(χ)
qi
for all i. For 0 ≤ i ≤ g − 1, these are independent constraints. The only
additional constraint is given by the characteristic polynomial; that is, we have
the identity of characters
χf(σ) = 0,
or ex(χ)
f(q) = 1. This holds by our choice of ω, and so the proposition follows.
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Theorem 2.7. Suppose T =
∏
Ti is a principal decomposition of T over k. Let
fi(x) be the characteristic polynomial of Frobenius acting on X(Ti). Let χi be
a Z[g]-generator for X(Ti). Then the map
⊕χi : T (k)→ ⊕µfi(q)(k
×
)
is an isomorphism.
Proof. This is an immediate consequence of the previous proposition.
We will often write µ(Ti) in place of µfi(q)(k
×
). Note that fi(q), and hence
µ(Ti), depend on the base field.
Corollary 2.8. Let T be principally decomposable torus over k, and let f(x) be
the characteristic polynomial of Frobenius acting on X(T ). Then #T (k) = f(q).
The corollary in fact holds for general algebraic tori; see Ono [12, eq. (1.2.6)].
3 The descent map
Recall that C is a smooth, proper, geometrically integral curve over K with
minimal proper model C having totally degenerate semi-stable reduction and
special fiber Ck. In this situation, the Jacobian J of Ck has a Ne´ron model J
whose special fiber Jk lies in a short exact sequence of group schemes
0→ T → Jk → Φ→ 0,
where T is an algebraic torus and Φ is a finite e´tale group scheme. The scheme
Φ is the component group of Jk.
3.1 Overview
Starting in § 3.3, we will assume that the normalization of every irreducible
component of Ck is isomorphic to P
1
k. This implies that PicC = (PicC)
G; that
is, any divisor linearly equivalent to its Galois conjugates is linearly equivalent
to a rational divisor. In the remainder of this overview, we will operate under
this assumption.
Let Div{1} C be the group of divisors D on C supported away from points
with singular reduction. Note that for any L ∈ PicC, there exists some D ∈
Div{1} C which represents it by [5, Theorem 3.3]. Let
τ : Div{1} C → DivCk
be the specialization map; that is, given D ∈ Div{1} C, let D be the Zariski
closure of D in C under the canonical inclusion C →֒ C . Then τ(D) is D ∩Ck.
(See for example [2, §2.1] or [10, ch. 10.1.3].) If Ci is an irreducible component
of Ck, the intersection pairing (τ(D) · Ci) is well-defined; by abuse of notation,
we will also write it (D · Ci).
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Given L ∈ PicC, we wish to determine if L lies in rPicC. Evidently it
is necessary that L lie in Picr C. We will define a group Pic{r} C lying in a
filtration
Picr C ⊃ Pic{r} C ⊃ rPicC. (1)
In Proposition 3.1 below, we show how to determine if L ∈ Picr C lies in
Pic{r} C. Then, in the following sections, we will show how to determine if
L ∈ Pic{r} C lies in rPicC. The two quotients defined by the filtration may
be viewed as giving, respectively, geometric and arithmetic obstructions to r-
divisibility.
Our first step is to define a degree map
deg : DivCk → Zv
where v is the number of irreducible components of Ck. Now letting C1, . . . , Cv
be the irreducible components of Ck, the degree map is defined by
deg(D) = ((D · Ci))
where · denotes the intersection pairing. Then Pic{r} C is defined to be the
set of divisor classes containing a divisor D ∈ Div{1} C such that deg(τ(D)) ∈
rZv. (For D ∈ Div{1} C, we will usually write deg(D) in place of deg(τ(D)).)
Furthermore, we certainly have the filtration (1).
We now show how to determine if a given L ∈ Picr C lies in Pic{r} C. Let
Mfib be the subgroup of Z
v generated by the vectors vi = ((Ci · Cj)).
Proposition 3.1. Suppose L ∈ Picr C. Let D ∈ Div{1} C represent L. Then
L ∈ Pic{r} C if and only if deg(D) lies in rZv +Mfib.
Remark 3.2. Observe that the equivalent conditions of the theorem are geomet-
ric, hence we may base-extend to Ku to prove the theorem.
Proof. Certainly if L ∈ Pic{r} C, we may find a divisor E with class L such
that deg(E) ∈ rZv . Since D is linearly equivalent to E, if we consider D
and E as horizontal divisors on C via the inclusion C →֒ C , then (D − E) is
linearly equivalent to a fibral divisor F . Therefore deg(D) = deg(E)+deg(F ) ∈
rZv +Mfib.
Suppose now that deg(D) ∈ rZv+Mfib. Then there exists a divisor D′ such
that deg(D − rD′) ∈Mfib. Replacing D with D − rD′, we see that we wish to
show that if degD ∈Mfib, then L ∈ Pic{r} C.
Let F ∈ DivC be a fibral divisor for which degF = degD. We wish
to replace F with a linearly equivalent horizontal divisor. On each irreducible
component Ci of Ck, choose a smooth closed point xi ∈ Ci(k). By [5, Prop. 6.1],
there is a divisor F ′ linearly equivalent to F which avoids each of the xi; this
latter condition forces F ′ to be horizontal. Observe that deg(F ′) = deg(F ).
Furthermore, if we consider F ′ as a divisor on C by restricting to the generic
fiber of C , one sees that F ′ must be principal. Thus D is linearly equivalent to
D−F ′. But deg(D−F ′) = deg(D−F ) = 0, from which the claim follows.
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Therefore to determine if L ∈ PicC is divisible by r, we may assume that
L ∈ Pic{r} C. In this section, we will associate to every character of T a homo-
morphism γ from
Pic{r} C
rPicC
to a finite cyclic group, so that the intersection of
the kernels of the γs is trivial. The idea behind the homomorphism is as follows.
Given L ∈ Pic{r} C, choose D ∈ Div{r} C representing it. We may translate
D to Div{0} C via an r-divisible divisor, map the resulting divisor to some
x ∈ T (k), then evaluate characters of T on x to determine if it lies in rT (k). If
it does, then L was r-divisible. But even if x /∈ rT (k), L may still be r-divisible
in J(k)! Under our hypotheses, Φ is a constant group scheme (see Prop. 3.7).
We have a short exact sequence
Φ[r]→ T (k)
rT (k)
→ J(k)
rJ(k)
.
In order for L to be r-divisible, we must test if the resulting x ∈ T (k) lies in
rT (k) + im(Φ[r]). As we will see, determining im(Φ[r]) will have the pleasant
consequence of telling us the prime-to-p torsion in J(K).
Theta characteristics. We will be particularly interested in the case where
L is the canonical class and r = 2; that is, we wish to know when C has a
rational theta characteristic. When charK = 2, Mumford [11] showed that C
always has a rational theta characteristic, regardless of the reduction type of
the minimal proper regular model for C. When p ≥ 3, work of Atiyah [1] shows
that C has a rational theta characteristic over Ku. In particular, under our
hypotheses on the reduction of C, we have that the canonical class must lie in
Pic{2} C in all cases except possibly when charK = 0 and chark = 2.
3.2 One-cycles on Γ
Let Γ be the dual graph of Ck; that is, the graph whose vertices correspond to
the irreducible components of Ck, and whose edges correspond to the nodes of
Ck. The graph Γ comes equipped with a natural g-action.
Let H1(Γ,Z) be the group of closed, oriented 1-cycles on Γ; it is a g-module.
Define a group F1(Γ) as the set of pairs (γ, (ti)) where γ ∈ H1(Γ,Z) and (ti) is
a collection of functions, each ti being a function on the irreducible component
Ci ⊂ Ck such that the zeroes and poles of ti occur only at nodes. (If any Ci is
itself a nodal curve, construct ti on its normalization.) The group structure is
(γ1, (si)) · (γ2, (ti)) = (γ1 + γ2, (si · ti)).
The group F1(Γ) comes equipped with a natural g-action; namely,
σ(γ, (ti)) = (σγ, (t
σ
i ))
where tσi (x) = σti(σ
−1x). There is a canonical Galois-equivariant projection
F1(Γ)→ H1(Γ,Z).
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We define a subset F1(Γ)(1) ⊂ F1(Γ) as follows. Let γ ∈ H1(Γ,Z) be an
oriented 1-cycle. On Ck, γ corresponds to a chain of components C0, . . . , Cn
connected by nodes xj , so that xj ∈ Cj ∩Cj+1. The orientation is given by the
order of the components as given; observe that there may be some repetition in
the Cj and/or xj . Then F1(Γ)(1) consists of pairs (γ, (ti)), where ti is given as
follows:
1. if Ci does not appear in γ, then ti = 1;
2. if Ci appears with multiplicity one, then ti is a degree 1 local parameter
on Ci such that ti(xi−1) = 0 and ti(xi) =∞; and
3. if Ci appears with higher multiplicity, compute a degree 1 local parameter
as above for each occurrence of Ci, then let ti be their product.
3.3 Evaluation of divisors on 1-cycles
In this section, we will assume that the normalization of every irreducible com-
ponent of Ck is isomorphic to P
1
k.
Recall from § 3.1 that Div{1} C is the group of divisors D on C supported
away from points with singular reduction, and that
τ : Div{1} C → DivCk
is the specialization map.
Let γ ∈ H1(Γ,Z) be an oriented 1-cycle, and let tγ be an element of F1(Γ)(1)
lying over γ. We now define a homomorphism
tγ : Div
{1} C → k×
by
tγ(D) :=
∏
ti(τ(D) ∩ Ci)
where the product is over all ti appearing in tγ . By abuse of notation, we will
often write D ∩ Ci for τ(D) ∩ Ci, or more concisely just Di.
Recall the degree map from § 3.1, and that Div{r}C ⊂ Div{1} C is the
subgroup of divisors D with degD ∈ rZv. Let Pic{r} C be the set of divisor
classes L such that L contains some divisor in Div{r} C.
Lemma 3.3. For γ ∈ H1(Γ,Z), choose some tγ lying over it and consider the
homomorphism tγ : Div
{0} CKu → k×. Then the latter homomorphism factors
through Pic{0} Ck. Via the identification of Pic
{0} Ck with T (k), the map γ 7→ tγ
induces a well-defined Galois-equivariant isomorphism
H1(Γ,Z)→ X(T )
where X(T ) is the character group of the torus T .
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Proof. First, observe that if tγ = (γ, (ti)), t
′
γ = (γ, (t
′
i)) are two lifts of γ to
F1(Γ)(1), that t
′
i = αiti for some αi ∈ k
×
. For L ∈ Div{0} C, since (L ·Ci) = 0,
we have ti(L ∩ Ci) = t′i(L ∩Ci). Thus the homomorphism Div{0} CKu → k
×
is
independent of the choice of tγ .
Now base-extend to Ku. We recall the definition of the character χγ as-
sociated to γ. Suppose γ consists of the components C0, . . . , Cn−1, where Ci
is connected to Ci+1 via a node xi (viewing subscripts modulo n). The ori-
entation of γ is given by ordering the components with increasing subscripts.
Choose tγ ∈ F1(Γ)(1) lying over γ, and let ti be the corresponding functions.
Given L ∈ Div{0} C supported away from the nodes, let L ∩ Ci =
∑
j eijyij ,
where eij ∈ Z and yij ∈ Ci(k). Observe that
∑
j eij = 0 for every i. Let
fi =
∏
j
(ti − ti(yij))eij
be a function on Ci; we see that f is regular at xi−1 and xi. Also,
fi(xi−1) =
∏
j
ti(yij)
eij
fi(xi) = 1
where the first equality uses the fact that
∑
j eij = 0. Then
χγ([L]) =
∏
i
fi+1(xi)
fi(xi)
=
∏
ij
ti(yij)
eij
= tγ(L).
The lemma follows.
Suppose T =
∏
Ti is a principal decomposition of T , and let χ be a generator
for X(Ti). Suppose that γ ∈ H1(Γ,Z) corresponds, via Lemma 3.3, to χ. We
define a subset F1(γ, µ) ⊂ F1(Γ)(1) as follows. Let γ consist of components
C0, C1, . . . such that Ci and Ci+1 are connected by the node xi. Since P
1
k(k) has
at least 3 elements, we can always find a point bi ∈ Ci(k) such that bi 6= xi−1, xi.
(Of course, bi might itself be a node.) Choose bi for each Ci in the list of
components in γ; note that if a component appears more than once, then the
corresponding base points bi may be different. Then F1(γ, µ) consists of the
set of tγ = (γ, (ti)) ∈ F1(Γ)(1) such that ti(bi) ∈ µ(Ti). (If Ci appears with
multiplicity higher than 1, then this condition must hold for each local parameter
which is a factor of ti.) If T is a split torus and no Ci appears with higher
multiplicity, this condition is equivalent to ti ∈ k(Ci)× for all i.
Lemma 3.4. Let T =
∏
Ti be a principal decomposition, and let γ ∈ H1(Γ,Z)
be such that χγ is a generator for X(Ti). Suppose that tγ = (γ, (ti)), t
′
γ =
10
(γ, (t′i)) ∈ F1(γ, µ) lie over γ. Then there exist αi ∈ µ(Ti) such that t′i = αiti
for every i.
One consequence of the lemma is that F1(γ, µ) does not depend on the choice
of base-points bi.
Proof. It suffices to consider the case where Ci appears in γ with multiplicity 1.
Let bi, b
′
i ∈ Ci(k) be the base-points corresponding to ti, t′i, respectively. Then
ti(b
′
i) = ti(bi)
ti(b
′
i)
ti(bi)
= ti(bi)tγ((b
′
i)− (bi)),
where (b′i) − (bi) means the natural divisor on Ck. But this divisor lies in the
reduction of Div{0} C, hence by Lemma 3.3 and Theorem 2.7, tγ((b
′
i) − (bi)) ∈
µ(Tj). The claim follows from setting αi = tγ((b
′
i)− (bi)).
3.4 Torsion and descent
Given a principal decomposition T =
∏
Ti, and χ a generator for X(Ti), let
γ ∈ H1(Γ,Z) be a one-cycle such that, via the isomorphism of Lemma 3.3,
χγ = χ. Write rµ(Ti) for the group of all α
r, α ∈ µ(Ti). We define a map
Div{r}C → µ(Ti)
rµ(Ti)
which, by abuse of notation, we also denote γ. This map is defined by
γ(D) = tγ(D) (mod rµ(Ti))
where tγ is any element of F1(γ, µ) lying over γ.
Lemma 3.5. γ is a well-defined homomorphism.
Proof. For convenience, we assume that T is itself principal, so that T = Ti.
We need to show that the image of the map γ lies in µ(T )/rµ(T ), and that the
map does not depend on the choice of tγ . Lemma 3.4 implies that tγ(D) ∈ µ(T )
for any tγ ∈ F1(γ, µ), D ∈ Div{r}C. Also by that lemma, choosing a different
tγ is the same as replacing the ti with αiti, where αi ∈ µ(T ). But since Di has
degree divisible by r, (αiti)(Di) differs from ti(Di) by a power of α
r
i , hence an
element of rµ(T ).
Finally, the fact that γ is a homomorphism is clear from the definition.
Lemma 3.6. Let f, g ∈ K(C)×, and suppose div f, div g ∈ Div{1} C. If
deg(div f) = deg(div g),
then for any tγ ∈ F1(Γ)(1)
tγ(div f) = tγ(div g).
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Proof. It suffices to show that
tγ
(
div
(
f
g
))
= 1.
This follows from Lemma 3.3.
Recall that Φ denotes the component group of Jk; it is a finite e´tale group
scheme on Spec k. Recall also the exact sequence of group schemes
0→ T → Jk → Φ→ 0.
(Note that Φ depends on the base field K, and in particular becomes larger
upon ramified base change.) The group Φ(k) is effectively computable; see [16,
Proposition 8.1.2] or [2, Appendix A]. The rational component group, Φ(k), can
be computed via Theorem 1.11 of [3].
Proposition 3.7. 1. If every component of Ck is geometrically irreducible,
then Φ is a constant group scheme.
2. For every field extension ℓ/k, the map Jk(ℓ)→ Φ(ℓ) is surjective.
The two statements are respectively Corollary 1.8 and Lemma 2.1b of [3].
As the hypothesis of part 1 holds for us, by abuse of notation Φ will denote
Φ(k) as well as its usual meaning.
Consider the commutative diagram
0 // T (k) //
r

Jk(k) //
r

Φ //
r

0
0 // T (k) // Jk(k) // Φ // 0,
(2)
where the vertical maps are multiplication by r and the horizontal sequences
are exact by the last proposition. Applying the Snake Lemma, we obtain the
exact sequence
Jk(k)[r] → Φ[r] ν→ T (k)
rT (k)
→ Jk(k)
rJk(k)
. (3)
We now show how to compute ν.
Proposition 3.8. Let D ∈ Div{1} C represent δ ∈ Φ[r]. Choose any f ∈
K(C)× such that deg(div f) = −r deg(D). Let γ ∈ H1(Γ,Z), be any 1-cycle such
that the corresponding element of the character group, χγ ∈ X(T ), generates
X(Ti). Then
χγ(ν(δ)) ≡ γ(div f) (mod rµ(Ti)),
where by abuse of notation we write χγ for the induced homomorphism
T (k)
rT (k) →
µ(Ti)
rµ(Ti)
.
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It is not hard to show that f may be taken to be the product of defining
equations for components of Ck.
Proof. For convenience, we will append the subscript t or b to the groups in (2)
to distinguish objects in the top row from objects in the bottom row; e.g., T (k)t
refers to the top left object in (2). Also, for a divisor D, write [D] for the divisor
class of D.
We proceed with an explicit diagram-chase: start with δ ∈ Φ[r], and consider
it as an element of Φt. Choose D ∈ Div{1} C so that the class [τ(D)] ∈ Jk(k)t
maps to δ. Then [rτ(D)] ∈ Jk(k)b maps to 0 in Φb, and so lies in the subgroup
T (k)b; the class of this element in T (k)/rT (k) is none other than ν(δ).
Now [rD] = [rD + div f ]. But by our choice of f , rD + div f is an element
of Div{0} C. Lemma 3.3 tells us that
χγ(ν(δ)) = tγ(rD + div f)
for any choice of tγ ∈ F1(γ, µ) lying over γ. The first claim now follows by
observing that
tγ(rD + div f) ≡ γ(div f) (mod rµ(Ti)).
Corollary 3.9. Fix the notation of Prop. 3.8. If δ˜ ∈ J(k) maps to δ, then
ν(δ) ≡ rδ˜ (mod rT (k)).
Proof. One observes that δ˜ is identical to [τ(D)] in the proof of Prop. 3.8. From
this observation and the snake lemma argument in the above proof, the claim
follows.
Remark 3.10. If M is an abelian group, write M(p′) for the torsion in M with
order prime to p. Hensel’s Lemma and the r-divisibility of the kernel of reduction
((r, p) = 1) shows that J(K)(p′) = J(k)(p′). Thus by varying r and applying
the theory of elementary divisors, one can use Proposition 3.8 and Corollary 3.9
to effectively compute the torsion subgroup J(K)(p′). For example, if for all r
(p ∤ r) we find that ν is the zero map, then J(K)(p′) ∼= T (k)⊕ Φ(p′).
If K = Qp with p 6= 2, then the kernel of reduction is torsion-free [9, Ap-
pendix]; if in addition Φ[p] = 0, then we are able to compute the full torsion
subgroup of J(K).
Even when K 6= Qp but Φ[p] = 0, one can still compute J(K)(p) by
Mumford-Tate uniformization. This will be explored in future work.
Theorem 3.11. Let T =
∏
Tj be a principal decomposition of T . Let γj ∈
H1(Γ,Z) be such that χγj is a Z[g]-generator for X(Tj). Given D ∈ Div{r}C,
[D] ∈ rPicC if and only if there exists some δ ∈ Φ[r] such that
γj(L) ∈ χγj (ν(δ)) · rµ(Tj)
for all j.
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Proof. Let D′ ∈ Div{1} C satisfy r(D′ ·Ci) = (D ·Ci) for all i. Then D ∈ rPicC
if and only if D − rD′ ∈ rPicC. Furthermore
γj(D) ≡ γj(D − rD′) (mod rµ(Tj))
for all j. Therefore we may assume that D ∈ Div{0} C. In particular, the
reduction of the class of [D] to the special fiber of the Jacobian Jk lies in the
torus T (k). Let x ∈ T (k) be the point corresponding to [D]. From the exact
sequence (3), [D] is divisible by r in Jk(k) if and only if x lies in the subgroup
generated by rT (k) and im ν. The claim follows.
Remark 3.12. The proof, together with Lemma 3.6, shows that for L ∈ PicC,
we may use any D ∈ Div{r} CKu which represents L; then γi(D) ∈ µ(Ti), and
the above theorem holds.
Corollary 3.13. For each δ ∈ Φ[r], let Dδ ∈ Div{1} CKu represent it, and
choose fδ so that deg(div fδ) = −r deg(Dδ). Given D ∈ Div{r}CKu with [D] ∈
PicC, we have [D] ∈ rPicC if and only if there exists some δ such that γi(D+
div fδ) ∈ rµ(Ti) for every i.
Proof. Combine Theorem 3.11, Remark 3.12, and Proposition 3.8.
3.5 Simplifications for normal tori
We suppose that T is a principal torus with X(T ) generated by χ. Let γ ∈
H1(Γ,Z) correspond to χ. Consider tγ ∈ F1(γ, µ). Let m be the smallest
positive integer such that σmγ = γ. We define Nm tγ to be
Nm tγ =
m−1∏
i=0
σitγ
where the product is computed in F1(Γ). The projection of Nm tγ lies over the
1-cycle Nm γ :=
∑m−1
i=0 σ
iγ, which generates H1(Γ,Z)
g. Given a torus with a
fixed principal decomposition, extend Nm in the obvious way to generators γi
for each principal subtorus. For γ ∈ H1(Γ,Z)g, we may write it as
γ =
∑
eiNm γi
for some integers ei; if T is a normal torus, this representation is unique. We
then define F1(γ, µ) to be the set of elements in F1(Γ) of the form
tγ =
∏
(Nm tγi)
ei
where tγi ∈ F1(γi, µ(Ti)). Note that the map
tγ : Div
{r} C → k×
induces a well-defined map
γ : Pic{r} C → k
×
k×r
.
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Corollary 3.14. Suppose T is a normal torus and r | (q − 1). Given D ∈
Div{r} CKu with [D] ∈ PicC, we have [D] ∈ rPicC if and only if there exists
some δ ∈ Φ[r] such that
γ(D) ∈ χγ(ν(δ)) · k×r
for all γ ∈ H1(Γ,Z)g.
Proof. It suffices to consider the case where T is a norm torus; say X(T ) ∼=
Z[χ]/(χg−1), with Frobenius acting as multiplication by χ. Let ℓ be the unique
degree g extension of k. Then χ : T (k)→ ℓ× is an isomorphism. Furthermore,
X(T )g is generated by
Nmχ := 1 + χ+ χσ + · · ·+ χσg−1 .
Observe that the diagram
T (k)
χ

Nmχ
""❉
❉
❉
❉
❉
❉
❉
❉
ℓ×
Nm // k×
commutes. Now we tensor everything in the diagram with Z/rZ and observe
that since r | (q − 1), the induced norm map
Nm :
ℓ×
ℓ×r
→ k
×
k×r
is an isomorphism. The claim follows.
4 Curves with Γ = Bd
The graph Bd is the so-called banana graph; it consists of 2 vertices connected
to each other by d edges:
• •
...
1
2
d
Equivalently, the special fiber of a curve C having dual graph Bd consists of two
P1s which intersect transversely at d points; the involution swapping the two
components shows that such a curve must be hyperelliptic. For certain families
of curves with dual graph Bd, we determine rationality of theta characteristics
and then compute the order of the prime-to-p rational torsion on the Jacobian.
4.1 Rationality of theta characteristics when Γ = Bd
We apply Theorem 3.11 in this section to determine if certain curves with dual
graph Bd have rational theta characteristics. We first deal with the case d = 3
for clarity, then repeat the computation for higher d under weaker hypotheses.
Recall that a theta characteristic is a square root of the canonical class.
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The case d = 3. Suppose we are given a genus 2 curve C over a field K with
affine piece
y2 = g(x)2 + πh(x)
which satisfies the following hypotheses:
• K is a local field with residue characteristic p ≥ 5, and uniformizer π;
• g(x) ∈ OK [x] is a monic cubic polynomial such that (π, g, g′) ⊂ OK [x] is
the unit ideal (so the reduction of g(x) modulo π is separable); and
• h(x) ∈ OK [x] is a polynomial of degree e ≤ 6 such that (π, g, h) ⊂ OK [x]
is the unit ideal.
We will say that any such C satisfies hypothesis (H). As we shall see, such a
curve has dual graph B3.
Lemma 4.1. Let C satisfy hypothesis (H), and let C be the associated arith-
metic surface over OK ; i.e., use the same equation and adjoin the usual two
points at infinity.2 Then C is minimal and regular, the special fiber has dual
graph B3, and the component group Φ of the Jacobian of C over K is Z/3Z.
Proof. We first show regularity. One checks that the special fiber of C at infinity
is smooth. Then for the given affine piece, we obtain the equation y2 = g2, which
looks like two rational curves intersecting 3 times, once at each root of g. We
need only check that C is regular at these nodes. But (π, g, h) = OK [x] implies
that the reduction of h modulo π does not vanish at any of the nodes; regularity
follows. One also observes that the dual graph is B3.
Minimality follows from checking Castelnuovo’s criterion.
For the component group, we follow the standard method (see [16] or [2]).
Since every component of Ck possesses a k-rational point, the component group
is unchanged upon base-extension to the maximal unramified extension Ku.
One checks that the intersection matrix M for Ck is
M =
[ −3 3
3 −3
]
.
Then Φ is the homology of Z2
M→ Z2 → Z, where the first map is multiplication
by M and the second is (x, y) 7→ x+ y. We obtain Φ ∼= Z/3Z.
Let α0, α1, α2 be the roots of g(x), where the αi lie in k.
Theorem 4.2. Let C be a curve satisfying hypothesis (H).
1. If g(x) splits over k, then C has a rational theta characteristic if and only
if h(α0)h(α1) and h(α0)h(α2) lie in k
×2.
2That is, use the same equation to obtain C 0 ⊂ A2
OK
, let C˜ be the projective closure, and
let C be the desingularization at infinity of C˜ .
2. If g(x) has a single root over k—say, α0—then C has a rational theta
characteristic if and only if h(α1)h(α2) lies in k
×2.
3. If g(x) is irreducible, then C has a rational theta characteristic.
Our hypotheses on g and the characteristic of k, together with Hensel’s
Lemma, imply that any factorization of g(x) over k lifts to one for g(x) over K.
Proof. The special fiber Ck has 2 components C
+ and C− meeting transversely
at 3 points, given by the αi. Label the components so that the point at infinity
on C given by yx3 = 1 lies on C
+; we call this point ∞+, and the other point
at infinity ∞−. Observe that C+ is given by y = g(x), π = 0 and C− by
y = −g(x), π = 0. That means the coordinate x may be used to specify points
on each of C+ and C−. Given α ∈ k ∪ {∞}, we write α+ for the point P ∈ C+
such that x(P ) = α, and similarly α− for the point P ∈ C− such that x(P ) = α;
this is consistent with our labeling of∞±. Also, α+ = α− if and only if g(α) = 0.
We have Γ is the banana graph B3, and the set of edges is isomorphic as a
g-set to the set of roots of g.
By Lemma 4.1, Φ[2] = 0 and im ν = 0.
In order to apply Theorem 3.11, we must find L ∈ Div{2} C which is a
canonical divisor. The usual choice,∞++∞−, meets each component in degree
1. Additionally, every Weierstrass point reduces to a node.
Let D˜ = div(y− g) and D the specialization of D˜ to Ck; that is, D = τ(D˜),
where τ is the specialization map described at the beginning of § 3.3.
To compute D we first consider the divisor of y−g as a function on C . Write
divC (y−g) = D˜+Df , where D˜ is horizontal and agrees with the generic divisor
divC(y − g), and Df is fibral. As observed earlier, Df = C+. Since D˜ +Df is
principal, we have
(D˜ · C+) = −(Df · C+) = 3
(D˜ · C−) = −(Df · C−) = −3.
Thus we may write D = D+ −D−, where D± is a degree 3 divisor supported
on C±, respectively.
To compute the x-coordinates of the points in the support of D, we solve
g2 = y2
which yields
h(x) ≡ 0 (mod π).
Recall that deg h = e. Let β1, . . . , βe be the roots of h taken modulo π, possibly
with repetition. Since g and h are relatively prime, none of these roots is equal
to any of the αi. Furthermore, the points (βi, g(βi)) lie on C
+. Therefore
D+ =
∑
β+i + (3− e)∞+
and so
D =
∑
β+i + (3− e)∞+ − 3∞−.
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Then
L := D +∞+ +∞− =
∑
β+i + (4− e)∞+ − 2∞−
is the specialization of a canonical divisor. Furthermore, (L·C+) = 4, (L·C−) =
−2, and so L ∈ Div{2} C.
Suppose we are in the first case: g(x) splits. Then T is a split torus and we
may apply Corollary 3.14. In this case, H1(Γ,Z) is a trivial Galois-module, so
we must choose a Z-basis for it. Let γ1 be the loop given by
C+
α1
&&
C−
α0
bb
Let γ2 be the loop given by replacing α1 with α2 above. We construct functions
ti on each component; we call these instead t± in accordance with the labeling
on the components of Ck. They may be chosen to be
γ1
{
t+ =
x−α0
x−α1
t− =
x−α1
x−α0
γ2
{
t+ =
x−α0
x−α2
t− =
x−α2
x−α0
.
For convenience, we consider only the case of γ1. Clearly
t±(∞−) = t±(∞+) = 1.
It remains to evaluate ∏
i
(βi − αj)
for j = 0, 1. Since the βi are the roots of h(x),
∏
(βi − αj) is the constant term
of −h(x+ αj) divided by the lead coefficient of h, or just −h(αj)/he, where he
is the lead coefficient. Therefore
γ1(L) ≡
(
− h(α0)
he
)(
− he
h(α1)
)
≡ h(α0)h(α1) (mod k×2).
A similar calculation shows that γ2(L) ≡ h(α0)h(α2). The theorem follows for
the first case.
In the second case, T is a principal norm torus. Observe that H1(Γ,Z)
g is
generated by γ := γ1 + γ2. One sees that γ(L) ≡ γ1(L) · γ2(L) ≡ h(α1)h(α2)
(mod k×2); the conclusion now follows from Corollary 3.14.
In the last case, the action of Frobenius on X(T ) with respect to the basis
γ1, γ2 is [
0 −1
1 −1
]
.
According to Corollary 2.8, #T (k) = q2 + q + 1. In particular, T (k) has odd
order, and so T (k)/2T (k) = 0. The conclusion follows from Theorem 3.11.
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Example 4.3. If C is given by
y2 = (x3 − x)2 + π,
then h ≡ 1, and C has a rational theta characteristic. The Weierstrass points are
all rational over K(
√
π), so the Galois action on J [2] factors through a cyclic
group of order 2. Atiyah [1] showed that if the Galois action on J [2] factors
through a cyclic group, then C has a rational theta characteristic; this verifies
our result.
On the other hand, if C is given by
y2 = (x3 − x)2 + πx+ 2π,
then h(x) = x + 2, αi = 0,±1, and h(0)h(1) = 6, h(0)h(−1) = 2. Therefore
given p ≥ 5, the curve C has a rational theta characteristic over Qp if and only
if p ≡ ±1 (mod 24).
The case of general d. Fix an integer d ≥ 3. Suppose that C is given by
y2 = g2 + πh subject to the following:
• K is a local field with uniformizer π and residue characteristic p, with
p ∤ 2d;
• g(x) ∈ OK [x] is a monic polynomial of degree d such that (π, g, g′) ⊂ OK [x]
is the unit ideal; and
• h(x) ∈ OK [x] is a polynomial of degree e ≤ 2d such that (π, g, h) ⊂ OK [x]
is the unit ideal.
We say such a curve satisfies hypothesis (Hd).
Lemma 4.4. Let C satisfy hypothesis (Hd), and let C be the associated arith-
metic surface over OK ; i.e., use the same equation and adjoin the usual two
points at infinity. Then C is minimal and regular, the special fiber has dual
graph Bd, and the component group Φ of the Jacobian of C over K is Z/dZ.
Proof. The reasoning is the same as in Lemma 4.1, except in this case the
special fiber consists of two P1s intersecting at d nodes; thus, the dual graph Γ
associated to C is the banana graph Bd. Furthermore, the intersection matrix
for Ck is [ −d d
d −d
]
from which we deduce Φ ∼= Z/dZ.
By the comments at the start of § 4, the curve C is a genus d−1 hyperelliptic
curve.
Theorem 4.5. Let C satisfy hypothesis (Hd).
19
1. Suppose d is odd and g factors over k as
g(x) = (x− α0)g1(x) · · · gs(x)
where α0 ∈ k and each of the gi is irreducible. Let αi ∈ k be a root of gi(x).
Then C has a rational theta characteristic if and only if Nm h(α0)h(αi) ∈
k×2 for all i; here h(αi) 6= 0 for all i, and the norm is computed from
k(αi) to k.
2. If d is even or g is irreducible, then C has a rational theta characteristic.
Proof. Suppose we are in the first case. As in the set-up of Theorem 4.2, the
equation describes a regular arithmetic scheme whose special fiber consists of 2
components, C+ and C−, intersecting at d nodes given by the roots of g. Let
βi be the roots, counted with multiplicity, of h over k. Then as before,
L :=
∑
β+i + (2g − e)∞+ − 2∞−
is a divisor representing the canonical class, and such that (L · C±) are both
divisible by 2.
By Lemma 4.4, Φ[2] = 0. Thus we need only evaluate L on the relevant
1-cycles.
We now show that the toric part of the special fiber of the Jacobian is in fact
a normal torus. Write ei for the edge on the dual graph Γ of C corresponding
to the node at x = αi, oriented from C
+ to C−. Let γi be the 1-cycle given by
ei − e0. Observe that the γi form a Z[g]-basis for X(T ). Let di = deg gi. The
subtorus Ti corresponding to Z[g] · χγi is a norm torus, as the latter module
is isomorphic to Z[Y ]/(Y di − 1)—the isomorphism is given by χγi 7→ Y , and
Frobenius acts as multiplication by Y . But T =
∏
Ti, which proves that T is a
normal torus.
It remains to apply Corollary 3.14. The group H1(Γ,Z)
g is generated by the
elements
Nm γi := (1 + σ + σ
2 + · · ·+ σdi−1)γi.
By a similar argument as in Theorem 4.2, we see that
(Nm γi)(L) ≡ Nmh(α0)h(αi) (mod k×2),
and the first case of the theorem is proved.
Let us now consider the case where g(x) is irreducible and d is odd. Let α
be any root of g(x), and let e be the edge on the dual graph corresponding to
α, oriented in either direction. Then the 1-cycles σi+1e− σie form a Z-basis for
X(T ). The characteristic polynomial of Frobenius may then be calculated to
be xd−1 + xd−2 + · · ·+ 1 = 0. Via Proposition 2.6,
#T (k) = qd−1 + qd−2 + · · ·+ 1
which is odd ; therefore T (k)/2T (k) = 0, and there is a rational theta character-
istic.
If d is even, the proof is even easier: in this case, g−12 (∞+ +∞−) is already
a rational theta characteristic.
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When d is even, C is an odd genus hyperelliptic curve, and the above ar-
gument shows that such curves always have a rational theta characteristic, re-
gardless of the shape of the special fiber.
4.2 Calculating torsion on Jacobians when Γ = Bd
We now apply Proposition 3.8 and the calculations in the proofs of Theorems 4.2
and 4.5 to compute the prime-to-p rational torsion on Jacobians of curves sat-
isfying hypothesis (H) or (Hd).
Theorem 4.6. Let C satisfy hypothesis (H). Let α0, α1, α2 be the roots of g(x)
in k. Suppose the order of k is q. Let J(K)(p′) be the largest torsion subgroup
of the rational points on the Jacobian of C with order coprime to p.
1. Suppose g(x) splits over k. If h(α0)
h(α1)
, h(α0)
h(α2)
both lie in k×3, then
J(K)(p′) ∼=
(
Z
(q − 1)Z
)2
⊕ Z
3Z
.
Otherwise,
J(K)(p′) ∼= Z
3(q − 1)Z ⊕
Z
(q − 1)Z .
2. Suppose g(x) has a single root in k, say α0. If q ≡ 1 (mod 3) and
h(α0)
2
h(α1)h(α2)
lies in k×3, or if q ≡ 2 (mod 3) and
h(α1)
q2−1
3 = 1,
then
J(K)(p′) ∼= Z
(q2 − 1)Z ⊕
Z
3Z
.
Otherwise
J(K)(p′) ∼= Z
3(q2 − 1)Z
3. Suppose g(x) is irreducible over k. If q ≡ 2 (mod 3), or both q ≡ 1
(mod 3) and
h(α0)
q3−1
3 = 1,
then
J(K)(p′) ∼= Z
(q2 + q + 1)Z
⊕ Z
3Z
.
Otherwise
J(K)(p′) ∼= Z
3(q2 + q + 1)Z
.
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Proof. Let δ be a generator for Φ such that δ is represented by a divisor D
with (D · C−) = −(D · C+) = 1. In each of the three cases, we will apply
Proposition 3.8 with r = 3 to compute ν(δ). Letting γi and χγi be as in the
proof of Theorem 4.2, we will repeatedly use the fact that
χγi(ν(δ)) = γi(div(y − g)).
In the first case, T is a split torus. We have an isomorphism of groups
(χγ1 , χγ2) : T (k)
∼−→ k× ⊕ k× ∼= Z
(q − 1)Z ⊕
Z
(q − 1)Z .
From the proof of part 1 of Theorem 4.2,
χγ1(ν(δ)) = γ1(div(y − g))
=
h(α0)
h(α1)
and similarly for γ2. The conclusion now follows from Proposition 3.8.
In the second case, T is an ℓ-norm torus, where ℓ/k is the unique quadratic
extension. Then χγ1 yields an isomorphism
χγ1 : T (k)
∼−→ ℓ× ∼= Z
(q2 − 1)Z
Observe that 3 | (q2 − 1). By Proposition 3.8, ker ν ∼= Z/3Z if and only if
γi(div(y − g)) lies in ℓ×3 for i = 1, 2, and ker ν = 0 otherwise. We know that
γi(div(y − g)) = h(α0)/h(αi). If 3 | (q − 1), then the map induced by the norm
ℓ×
ℓ×3
→ k
×
k×3
is an isomorphism, and the claim follows. If 3 ∤ (q− 1), then h(α0) ∈ k× = k×3,
and since h(αi) for i = 1, 2 are conjugate over k, it suffices to determine whether
h(α1) lies in ℓ
×3. But ℓ× is cyclic of order q2 − 1, so the second case is proved.
In the third case, T is principal, but not a norm torus. As stated in the proof
of Theorem 4.2, the characteristic polynomial of Frobenius acting on X(T ) is
f(x) = x2 + x+ 1, and by Proposition 2.6,
T (k) ∼= Z
(q2 + q + 1)Z
If q ≡ 2 (mod 3), then 3 ∤ (q2 + q + 1) and T (k)/3T (k) = 0. Therefore ker ν =
Z/3Z, and we obtain the corresponding conclusion.
Now suppose q ≡ 1 (mod 3). Then γ1(div(y − g)) = h(α0)/h(α1); since
µ(T ) is cyclic, this lies in 3µ(T ) if and only if
(
h(α0)
h(α1)
) q2+q+1
3
= 1.
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Observe that
h(α0)
h(α1)
· σ
(
h(α0)
h(α1)
)
=
h(α0)
h(α2)
and so h(α0)/h(α1) ∈ 3µ(T ) if and only if h(α0)/h(α2) ∈ 3µ(T ).
Without loss of generality, α1 = σα0 = α
q
0. Then(
h(α0)
h(α1)
) q2+q+1
3
=
(
h(α0)
q+1
)− q2+q+1
3
= h(α0)
− q
3
−1
3 .
This completes the proof.
Theorem 4.7. Let C satisfy hypothesis (Hd), and suppose that g(x) splits com-
pletely. Let αi be the roots of g. Let q = #k. Let H be the subgroup of k
×
generated by the numbers h(αi)
h(α0)
. Let n be the order of H·k
×d
k×d and let m = d/n.
Then
J(K)(p′) ∼=
(
Z
(q − 1)Z
)d−2
⊕ Z
n(q − 1)Z ⊕
Z
mZ
.
Proof. Since g splits completely, T is a split torus of dimension d − 1. By
Lemma 4.4, Φ ∼= Z/dZ. Then there is a generator δ for Φ represented by a divisor
D with (D · C−) = −(D · C+) = 1. Observe that deg(div(y − g)) = (−d, d).
Let γi and χγi be as in the proof of Theorem 4.5. Observe that we have an
isomorphism
⊕χγi : T (k) ∼−→ (k×)d−1 ∼=
(
Z
(q − 1)
)d−1
.
Applying Proposition 3.8 with r = d, we have that χγi(ν(δ)) equals γi(div(y −
g)). Furthermore
γi(div(y − g)) = h(α0)
h(αi)
.
It follows that the order of ν(δ) is n, and the order of ker ν is m. The claim now
follows from Proposition 3.8 and Remark 3.10
5 A genus 4 nonhyperelliptic family
In this section, we obtain similar results as in § 4 on a family of nonhyperelliptic
genus 4 curves. As 2g− 2 = 6, one can also speak of cube roots of the canonical
class (also called 3-spin structures); we determine if any of these are rational as
well.
Let the base field K be a local field with discrete valuation ring OK , uni-
formizer π, and residue characteristic p with p ≥ 5. For any “integral” element
(x ∈ OK , f ∈ OK [X ], etc.), we use a bar to denote reduction modulo π (x,
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f , etc.). Our family will then be the intersection in P3K of the quadric surface
XY = ZW and the family of cubics
(X − Y )(Z −W )(Z +W ) = πε
where ε varies in a subset of integral homogeneous cubic forms.
Given a projective variety V over K defined by integral equations, we will
use script V to denote the model of V over OK obtained by using the same
equations. We also write Vk for the special fiber of V .
The recipe is as follows. We first record some general facts about our curves,
including the shape of the special fiber. Then we compute the prime-to-p ra-
tional torsion on the Jacobian of our curves. Finally, we will determine if there
are any rational square roots and cube roots of the canonical class.
5.1 General facts
A nonhyperelliptic genus 4 curve may be given as the intersection of an irre-
ducible quadric surface and an irreducible cubic surface in P3; this in fact gives
the curve in its canonical embedding (see for example [7, IV.5.2.2 and IV.5.5.2]).
Our quadric Q will be given in projective coordinates [X : Y : Z :W ] by
Q : XY = ZW.
Let Q be the corresponding arithmetic scheme in P3
OK
; i.e. we use the same
equation. Set
LXY = X − Y
LZW = Z −W
L−ZW = Z +W.
Let ε be a homogeneous cubic form in OK [X,Y, Z,W ]. Let S be the cubic surface
given by LXY ·LZW ·L−ZW = πε. Let S be the corresponding arithmetic scheme
in P3
OK
. Let C be the (scheme-theoretic) intersection Q ∩S with generic fiber
C.
Lemma 5.1. If ε ∈ k[X,Y, Z,W ] does not vanish at any of the points
[1 : 1 : 1 : 1], [−1 : −1 : 1 : 1]
[i : i : −1 : 1], [−i : −i : −1 : 1]
[1 : 0 : 0 : 0], [0 : 1 : 0 : 0]
where i denotes any fixed square root of −1 in k, then C is a minimal regular
arithmetic surface such that the components of the special fiber are geometri-
cally integral, and such that the dual graph of the special fiber is as pictured in
Figure 1.
As an example of such an ε when p ≥ 7, let
ε0 = X
3 + Y 3 +WZ2.
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CZW • •C−ZW
CXY•
γ1 γ˜
γ2
γ3
[1:1:1:1]
[−1:−1:1:1] [−i:−i:−1:1]
[i:i:−1:1]
[1:0:0:0]
[0:1:0:0]
Figure 1: Dual graph of Ck
Proof. We first compute the dual graph. The special fiber of C is given by
XY = ZW, LXY · LZW · L−ZW = 0.
Write CXY for the intersection of Qk and LXY = 0 on the special fiber; define
CZW and C−ZW similarly. Then the special fiber has 3 components: CXY , CZW ,
and C−ZW . These are each type (1, 1) divisors on the quadric, and so every
pair intersects in two points. Solving for these intersections, we obtain the dual
graph in the figure.
For regularity, we need only check that C is regular at the nodes of the
special fiber. By hypothesis, ε does not vanish at any of the nodes, whence the
claim follows.
Minimality follows from checking Castelnuovo’s criterion.
In the figure, four loops are labeled γ1, γ2, γ3 and γ˜, where γ3 is the loop
consisting of the three outside edges; we orient each loop counterclockwise. We
define a fifth loop γ4 as γ3 − γ˜.
Henceforth, we will assume that ε satisfies the lemma.
The Jacobian J of C is an extension of a torus T by the component group
Φ; see Lemma 5.3 for the computation of Φ. The torus T is a normal torus: if
i ∈ k×, then T is split, and γ1, γ2, γ3, γ4 form a basis for H1(Γ,Z)g = H1(Γ,Z).
If i /∈ k×, then T is the product of G2m with the k(i)-norm torus. We have
σγ3 = γ4 and H1(Γ,Z)
g is generated by γ1, γ2, and γ3 + γ4.
25
5.2 Setup for descent
Given a divisor D ∈ Div{1} C, we wish to determine how to evaluate γi(D) for
each i. For each loop, we construct on each component a local parameter which
is supported on the nodes. The specific support is determined by the loop.
Furthermore, each function must be normalized so as to lie in F1(γ, µ) for the
appropriate choice of γ. An easy, if lengthy, calculation yields Table 1 below.
Loop Component Divisor Local function
γ1 CXY [−1 : −1 : 1 : 1]− [1 : 1 : 1 : 1] Z +X
Z −X ≡
X +W
X −W
CZW [1 : 1 : 1 : 1]− [−1 : −1 : 1 : 1] Z −X
Z +X
γ2 CZW [1 : 0 : 0 : 0]− [0 : 1 : 0 : 0] Z − Y
Z −X
C−ZW [0 : 1 : 0 : 0]− [1 : 0 : 0 : 0] Z −X
Z + Y
≡ X + Z
Y − Z
γ3 CXY [i : i : −1 : 1]− [1 : 1 : 1 : 1] Z − iX
Z −X ≡
X − iW
X −W
CZW [1 : 1 : 1 : 1]− [0 : 1 : 0 : 0] Z − Y
Z
C−ZW [0 : 1 : 0 : 0]− [i : i : −1 : 1] X
Z − iX
γ3 + γ4 CXY − Z
2 +X2
(Z −X)2
CZW − (Z − Y )
2
Z2
C−ZW − X
2
Z2 +X2
Table 1: Local functions for a basis of H1(Γ,Z)
g
Each function is written as one on P3k, which we then restrict to the appro-
priate component. When two functions are listed, they agree on an open dense
set; one can go from one to the other by using the equations for the given com-
ponent. For example, on CXY one has X
2 = ZW . We have omitted γ4; it can
be obtained from γ3 by applying the substitution i 7→ −i. (Warning: this map
is not in general a homomorphism on k×; for example, let k = F5, i = 2, and
compare 1+ i with 1− i.) The functions for γ3 + γ4 are obtained by computing
Nm(γ3, (ti)). As every component in γ3 + γ4 appears with multiplicity 2, it
makes sense that the functions are of degree 2 (when interpreted as maps from
the relevant component to P1k). The divisors for γ3 + γ4 are omitted, but may
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be obtained by taking the norm of the divisors for γ3.
Each function must also be normalized properly. If i ∈ k, then every node is
rational over k, and the normalization condition is simply that each function is
also defined over k. Clearly, this is satisfied. If i /∈ k, then we will use evaluation
on the cycles γ1, γ2, and γ3 + γ4. Our construction of the functions for γ3 + γ4
guarantees that the normalization is correct.
5.3 Calculation of torsion on Jacobian
As observed in Remark 3.10, the prime-to-p rational torsion in the Jacobian
J(K)(p′) contains a subgroup isomorphic to T (k); we now compute this latter
group.
Lemma 5.2. Let i be any square root of −1 in k. If i ∈ k×, then
T (k) ∼=
(
Z
(q − 1)Z
)4
.
If i /∈ k×, then
T (k) ∼=
(
Z
(q − 1)Z
)2
⊕ Z
(q2 − 1)Z .
Proof. As observed in the end of §5.1, if i ∈ k×, then T is a split torus, and so
T ∼= G4m; the first claim follows. Note that if we fix an identification of k× with
Z/(q − 1)Z, then by abuse of notation the isomorphism is given by
⊕χi : T (k)→
(
Z
(q − 1)Z
)4
.
We also observed that if i /∈ k×, then T ∼= G2m×Rk(i)/kGm. As Rk(i)/kGm(k) ∼=
Gm(k(i)) ∼= Z/(q2−1)Z, the second assertion follows. The isomorphism is given
by
(χ1, χ2, χ3) : T (k)→ Z
(q − 1)Z ⊕
Z
(q − 1)Z ⊕
Z
(q2 − 1)Z .
We now use the descent map to compute the remaining factor in the prime-
to-p torsion. Let
τ : Div{1} C → DivCk
be the specialization map, as in § 3.1. We define our degree map by
deg : DivCk → Z3
D 7→ ((D · CXY ), (D · CZW ), (D · C−ZW )).
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Lemma 5.3. The component group of the Jacobian of C over K is
Φ ∼= Z
6Z
× Z
2Z
.
There are generators δ1, δ2 for the respective cyclic subgroups represented by
divisors D1, D2 ∈ Div{1} C respectively such that
deg τ(D1) = (0, 1,−1)
deg τ(D2) = (1,−1, 2).
Proof. The intersection matrix for Ck is −4 2 22 −4 2
2 2 −4
 .
One then verifies the claims via [16, Proposition 8.1.2].
Consider the pullback of O(1) to C. Given a linear form L in X,Y, Z,W ,
we write divL to mean the divisor of the corresponding section of the pullback
sheaf; as observed earlier, this is a section of the canonical bundle ofC. Similarly,
for any function f on P3, div f means the divisor of the restriction of f to C.
Lemma 5.4. We have
deg
(
τ
(
div
Z −W
Z +W
))
= (0, 6,−6)
deg
(
τ
(
div
X + Y
Z +W
))
= (2, 2,−4).
Proof. The divisor of each linear section is effective of degree 6. Clearly the
specialization of the divisor of Z −W lies entirely on CZW , and similarly for
Z + W and C−ZW . As for X + Y , we consider the special fiber Ck as the
intersection of Qk with the degenerate cubic form LXY LZWL−ZW = 0. Each
of LXY , LZW , L−ZW gives rise to a type (1, 1) divisor on Qk, as does X+Y = 0.
Thus the divisor of X + Y intersects each component of Ck in two points (up
to multiplicity). The claim follows.
To now calculate the prime-to-p torsion of J(K), we will evaluate the func-
tions in Table 1 on the specializations of the divisors of X + Y , Z −W , and
Z +W .
Lemma 5.5. The specialization of the divisor div(X + Y ) on Ck is
[0 : 0 : 1 : 0] + [0 : 0 : 0 : 1]
+[i : −i : 1 : 1] + [−i : i : 1 : 1]
+[−1 : 1 : −1 : 1] + [1 : −1 : −1 : 1].
The first pair lies on CXY , the second on CZW , and the third on C−ZW .
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Proof. As mentioned earlier, the hyperplane X + Y = 0 in P3k intersects every
component transversely in two points, and so the calculation of div(X + Y ) is
straightforward. The second claim is easily verified.
Let
hZW (x) = x
3ε
(
x,
1
x
, 1, 1
)
h−ZW (x) = x
3ε
(
x,− 1
x
,−1, 1
)
Let α1, · · · , α6 be the roots of hZW (x) counted with multiplicity, and similarly
let β1, · · · , β6 be the roots of h−ZW (x).
Lemma 5.6. The specialization of the divisor of Z −W is∑[
αi :
1
α i
: 1 : 1
]
.
The specialization of the divisor of Z +W is∑[
βi : − 1
β i
: −1 : 1
]
.
Proof. We first consider Z −W . Generically, we wish to solve the system
XY = ZW, Z =W, ε(X,Y, Z,W ) = 0.
Lemma 5.1 implies that ε = aX3 + bY 3 + · · · , where a, b ∈ OK are units. If
Z =W = 0, this implies thatX = Y = 0, which does not occur in P3. Therefore
we may assume that Z = W = 1. Together with the fact that the coefficient
b 6= 0, the claim for Z −W now follows.
Similar reasoning holds for the divisor of Z +W .
Lemma 5.7. For c 6= 0, the following equalities hold:∏
(c− αi) =
∏
(αi − c) = c3
ε
(
c, 1c , 1, 1
)
ε(1, 0, 0, 0)∏
(c− βi) =
∏
(βi − c) = c3
ε
(
c,− 1c ,−1, 1
)
ε(1, 0, 0, 0)∏
αi = −
∏
βi =
ε(0, 1, 0, 0)
ε(1, 0, 0, 0)
Proof. Observe that the lead coefficients of hZW and of h−ZW are the coeffi-
cient of X3 in ε, which equals ε(1, 0, 0, 0). From this, the first two claims are
trivial. To evaluate
∏
αi, we see that the product equals hZW (0) divided by its
lead coefficient, which is the constant term of x3ε(x, 1x , 1, 1) divided by its lead
coefficient. Since ε is a homogeneous cubic, the constant term is the coefficient
of Y 3, which equals ε(0, 1, 0, 0). The argument for
∏
βi is similar.
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We now evaluate the γi on the divisors discussed above, as well as on certain
linear combinations of these divisors. For convenience, we only summarize the
results in Table 2 below—the calculations are routine. The only two “tricks”
are liberal use of Lemma 5.7 and that, for each point in the support of the given
divisor, one should choose the local parameter in Table 1 which is regular and
nonvanishing at that point. (The Table 1 is constructed so that there is always
such a choice for the divisors below.) In Table 2, we write ε in place of ε for
convenience. In the interests of space, we omit γ4(D), which can be obtained
by replacing i with −i in γ3(D).
D γ1(D) γ2(D) γ3(D) γ4(D)
divX + Y −1 −1 −i −
divZ −W ε(1, 1, 1, 1)
ε(−1,−1, 1, 1)
ε(1, 0, 0, 0)
ε(0, 1, 0, 0)
ε(1, 1, 1, 1)
ε(0, 1, 0, 0)
−
divZ +W 1 −ε(0, 1, 0, 0)
ε(1, 0, 0, 0)
i
ε(0, 1, 0, 0)
ε(i, i,−1, 1) −
div Z−WZ+W
ε(1, 1, 1, 1)
ε(−1,−1, 1, 1) −
ε(1, 0, 0, 0)2
ε(0, 1, 0, 0)2
−i ε(1, 1, 1, 1)ε(i, i,−1, 1)
ε(0, 1, 0, 0)2
−
div X+YZ+W −1
ε(1, 0, 0, 0)
ε(0, 1, 0, 0)
−ε(i, i,−1, 1)
ε(0, 1, 0, 0)
−
div Z−WX+Y −
ε(1, 1, 1, 1)
ε(−1,−1, 1, 1) −
ε(1, 0, 0, 0)
ε(0, 1, 0, 0)
i
ε(1, 1, 1, 1)
ε(0, 1, 0, 0)
−
div Z
2−W 2
X+Y −
ε(1, 1, 1, 1)
ε(−1,−1, 1, 1) 1 −
ε(1, 1, 1, 1)
ε(i, i,−1, 1) −
div (Z+W )
2
Z−W
ε(−1,−1, 1, 1)
ε(1, 1, 1, 1)
ε(0, 1, 0, 0)3
ε(1, 0, 0, 0)3
− ε(0, 1, 0, 0)
3
ε(i, i,−1, 1)2ε(1, 1, 1, 1) −
Table 2: Evaluation of loops on certain divisors
Theorem 5.8. Let K be a local field with uniformizer π and residue field k of
characteristic p ≥ 5 and order q. Let i ∈ k× be a fixed square root of −1. Let
C be the locus in P3K given by XY = ZW and
(X − Y )(Z −W )(Z +W ) = πε
with ε ∈ OK [X,Y, Z,W ] a homogeneous cubic satisfying Lemma 5.1. Let J
be its Jacobian, J(K)(p′) the largest torsion subgroup of J(K) with order not
divisible by p, and T the toric part of the reduction of a Ne´ron model for J over
OK . Then J(K)(p′) lies in a short exact sequence
0→ T (k)→ J(K)(p′)→ Z
6Z
⊕ Z
2Z
→ 0.
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More precisely, we have the following.
1. Suppose i ∈ k×. Then J(K)(p′) is isomorphic to
Z
a0Z
⊕ Z
b0Z
⊕ Z
a1(q − 1)Z ⊕
Z
b1(q − 1)Z ⊕
(
Z
(q − 1)Z
)2
where a0a1 = 6, b0b1 = 2, and these constants are computed as follows:
Let H1 ⊂ k× be the subgroup generated by the entries in the row div Z−WZ+W
of Table 2, let H2 be the group generated by the entries in the row div
X+Y
Z+W ,
and let H3 be the group generated by the entries in the row div
Z−W
X+Y .
(Recall that the last entry γ4(D) is obtained from γ3(D) by replacing i
with −i.)
Then a1 is the order of
H1·k
×6
k×6 and a0 = 6/a1.
If H3 ⊂ k×2, set b1 = 1 and b0 = 2. Otherwise, b1 is the order of H2·k
×2
k×2
and b0 = 2/b1.
2. Suppose i /∈ k×. Then J(K)(p′) is isomorphic to
Z
a0Z
⊕ Z
c0Z
⊕ Z
a1(q − 1)Z ⊕
Z
b1(q − 1)Z ⊕
Z
b3c3(q2 − 1)Z
where a0a1 = b1b3 = 2, c0c3 = 3, and these constants are computed as
follows:
Let ℓ = k(i). Let H1 ⊂ k× be the subgroup generated by the first two
entries of row div Z−WZ+W of Table 2 and the norm from ℓ to k of the third
entry. Let H3 ⊂ k× be the subgroup generated by the first two entries of
row div Z−WX+Y and the norm from ℓ to k of the third entry.
If 3 | (q − 1) and H1 ⊂ k×3, or 3 ∤ (q − 1) and
ε(i, i,−1, 1)(q2−1)/3 = 1,
then c0 = 3. Otherwise c0 = 1. In either case, c3 = 3/c0.
If Nmℓ/k ε(i, i,−1, 1) ∈ k×2, then b1 = 2 and b3 = 1. Otherwise, b1 = 1
and b3 = 2.
If H3 ⊂ k×2, then a0 = 2 and a1 = 1. Otherwise, a0 = 1 and a1 = 2.
A word about the notation: letting δ1 and δ2 be generators for Φ as in
Lemma 5.3, the aj give the contribution of δ1 to J(K)(p
′) and the bj give
the contribution of δ2 in the case i ∈ k×. When i /∈ k×, the aj give the
contribution of 3δ1 while the cj give the contribution of 2δ1. The subscripts
on the constants roughly refer to the subscript on the corresponding one-cycle,
except the subscript 0 refers to contributions coming from the kernel of ν as in
Proposition 3.8. For example, letting r = 2 in that proposition, if γ1(3δ1) is
nontrivial, then a1 = 2. This is not quite correct in all cases; for example, when
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i ∈ k×, we use a1 = 2 if γj(3δ1) is nontrivial for any j. By the symmetry of the
factors in T (k) (according to Lemma 5.2), it doesn’t matter which γj yields a
nontrivial value.
Proof. The short exact sequence follows from Proposition 3.7 and the calculation
of the component group Φ in Lemma 5.3.
Suppose i ∈ k×. Let r = 2 in Proposition 3.8. Note that the nontrivial
elements of Φ[2] are 3δ1, δ2, and 3δ1 − δ2, with notation as in Lemma 5.3. By
Lemma 5.4, the relevant functions in Proposition 3.8 are div Z−WZ+W , div
X+Y
Z+W ,
and div Z−WX+Y respectively. The conditions on the bj and the 2-part of the aj now
follow from the latter proposition and Corollary 3.13. For example, ν(δ2) = 0
if and only if γj
(
div X+YZ+W
) ≡ 1 (mod k×2) for all j, which is equivalent to
[H2 · k×2 : k×2] = 1.
For r = 3, we wish to determine whether ν(2δ1) is trivial or not; if it is,
3 | a0 and 3 ∤ a1. If it is not, then 3 | a1 and 3 ∤ a0. The determination of ν(2δ1)
proceeds in a similar way as in the r = 2 case above.
The i 6∈ k× case is similar, but with the following additional complications.
First, suppose r = 2. Observe that neither γ2
(
div Z−WZ+W
)
nor γ1
(
div X+YZ+W
)
lie
in k×2 in this case. Next, the factors µ(Tj) := χγj (T (k)) for j = 1, 2, 3 are
not all isomorphic to each other by Lemma 5.2. Let x ∈ J(k) be any element
mapping to 3δ1 ∈ Φ[2]. Then even though ν(3δ1) 6= 0, the 2-part of the order
of x depends on whether γ3
(
div Z−WZ+W
)
lies in 2µ(T3) or not. Since µ(T3) = ℓ
×
and the norm gives an isomorphism
ℓ×
ℓ×2
→ k
×
k×2
one sees that γ3
(
div Z−WZ+W
)
lies in 2µ(T3) if and only if Nmℓ/k ε(i, i,−1, 1) ∈ k×2.
This explains the condition on the bj ; the condition on the aj follows easily.
Lastly, let r = 3. If 3 ∤ (q − 1), then γ1 and γ2 automatically take values in
k×3 = k×. Therefore in order to determine if ν(2δ1) = 0, we need to determine
if γ3
(
div Z−WZ+W
)
lies in ℓ×3. The condition for the cj now follows from the
observations that i3 = −i and k× ⊂ ℓ×3.
5.4 Rationality of theta characteristics and cube roots of
the canonical class
Theorem 5.9. Let C be as in the hypotheses of Theorem 5.8. Let i ∈ k× be a
fixed square root of −1. Define groups Tj ⊂ k× for j = 1, . . . , 4 as follows.
If i ∈ k×, let T1 be the subgroup generated by the entries in row div(X+Y ) of
Table 2. Similarly, let T2, T3, T4 be the subgroups generated by rows div(Z−W ),
div(Z +W ), and div Z
2−W 2
X+Y respectively.
If i /∈ k×, let ℓ = k(i), and let each Tj be computed for the corresponding
row as above, but this time taking the subgroup generated by the first two entries
of the row, plus the norm from ℓ to k of the third entry.
Then C has a rational theta characteristic if and only if some Tj lies in k
×2.
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Proof. We apply Corollary 3.13. The canonical divisor may be given by divX+
Y , which lies in Div{2} C. There are 4 elements in Φ[2]; the corresponding
functions as in Corollary 3.13 are 1, Z−WX+Y ,
Z+W
X+Y , and
Z2−W 2
(X+Y )2 . Observe that
γi
(
div(X + Y ) + div
Z −W
X + Y
)
= γi(divZ −W );
one does similar calculations for the other functions.
When i /∈ k×, by Corollary 3.14 we need to evaluate γ1, γ2, and γ3 + γ4.
This explains why we take the norm of the third entry.
Theorem 5.10. Let C be as in Theorem 5.8. If i ∈ k×, let S1 ⊂ k× be the
subgroup generated by the entries of row div(Z − W ) in Table 2. Similarly,
let S2, S3 be the subgroups generated by the rows divZ +W and div
(Z+W )2
Z−W
respectively. If i 6∈ k× and 3 | (q − 1), let Si be the subgroups generated by the
first two entries of the corresponding rows and the norm from ℓ to k of the third
entry. In these two cases, C has a rational cube root of the canonical class if
and only if some Si lies in k
×3.
If i 6∈ k× and 3 ∤ (q − 1), then C has a rational cube root of the canonical
class if and only if ε(i, i,−1, 1)(q2−1)/3 = 1.
Proof. The proof is analogous to that of Theorem 5.9. Here, we use div(Z −
W ) as our canonical divisor, observing that it lies in Div{3} C. We have Φ[3]
has 3 elements with corresponding functions 1, Z+WZ−W , and
(Z+W )2
(Z−W )2 . Thus in
Theorem 3.11, we set r = 3 and use the divisors of the sections in the statement
above. The case when i ∈ k× follows from Theorem 3.11. The case when i 6∈ k×
but 3 | (q − 1) follows from Corollary 3.14.
Now suppose that i 6∈ k× and 3 ∤ (q− 1). Since k×3 = k×, we automatically
have γ1(D) = γ2(D) = 1 for D the three relevant divisors. Therefore C has a
rational cube root of the canonical class if and only if γ3(D) and γ4(D) lie in
ℓ×3. Since these are conjugate, it suffices that γ3(D) ∈ ℓ×3. The claim now
follows from the observations that k× ⊂ ℓ×3 and i3 = −i.
Example 5.11. If K = Qp with p ≡ 5 (mod 12), then i ∈ F×p and
F
×
p
F
×3
p
= 1.
Therefore C has a rational cube root of the canonical class for every ε satisfying
Lemma 5.1.
6 Closing remarks
For C as in the hypotheses of § 3.3, I hope to extend the above methods to
compute the full rational torsion on the Jacobian of C. This requires knowing
the torsion in the kernel of reduction; the existence of a p-adic uniformization
for the Jacobian leads me to believe that such a computation is tractable. How-
ever, if Φ[p] 6= 0, one must also determine if the p-primary torsion in J(k) lifts
to torsion in J(K); this could be resolved if, for example, one knew how to
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determine if an element in the associated formal group of J is divisible by p.
Another goal is determining the representation of the absolute Galois group of
K on the torsion. In the prime-to-p case, the action of the inertia group on the
torsion under our hypotheses is well-known via the Picard-Lefschetz formula.
Combining with the descent map described in this paper should be enough to
deduce the Galois representation on the torsion.
It is unfortunate that the above methods do not, as is, work for general
curves with totally degenerate reduction. One obstruction to generalizing the
map in Theorem 3.11 is that an algebraic torus need not be principally de-
composable. To start, a robust structure theory for the character group of tori
over k is needed. However, for most cyclic groups G, there are infinitely many
isomorphism classes of indecomposable Z[G]-modules [8].
Another problem arises when g permutes the vertices of Γ in a nontrivial
way. In this case, the construction Nm γ gives a way of generalizing the method
in § 3, but in practice it is not quite satisfactory. For example, if α ∈ O×K is a
nonsquare, then one cannot at present use this method to determine if
C : y2 = αg2 + πh,
where g and h are as in hypothesis (H), has a rational theta characteristic.
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