The general theory of surface NMR imaging of large electromagnetically active systems is considered, motivated by geophysical applications. A general imaging equation is derived for the NMR voltage response, valid for arbitrary transmitter and receiver loop geometry and arbitrary conductivity structure of the sample. When the conductivity grows to the point where the electromagnetic skin depth becomes comparable to the sample size, significant diffusive retardation effects occur that strongly affect the signal. Accounting for these now allows more accurate imaging than previously possible. It is shown that the time constant T 1 may in principle be inferred directly from the diffusive tail of the signal.
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The general theory of surface NMR imaging of large electromagnetically active systems is considered, motivated by geophysical applications. A general imaging equation is derived for the NMR voltage response, valid for arbitrary transmitter and receiver loop geometry and arbitrary conductivity structure of the sample. When the conductivity grows to the point where the electromagnetic skin depth becomes comparable to the sample size, significant diffusive retardation effects occur that strongly affect the signal. Accounting for these now allows more accurate imaging than previously possible. It is shown that the time constant T 1 may in principle be inferred directly from the diffusive tail of the signal. The nuclear magnetic resonance (NMR) technique provides a method for measuring the nuclear magnetic moment of a sample in a static magnetic field B 0 . The nuclear spins are pulsed with an ac magnetic field that is tuned to oscillate at the Larmor frequency v L ϵ 2pn L gB 0 , where g ( 4258 Hz͞G for a free proton) is the gyromagnetic ratio. This causes the spins to tip away from and then precess about B 0 at frequency v L . The ac voltage generated in the NMR receiver loop by the precessing spins then may be used to determine the original nuclear magnetic moment [1] . Free induction decay characteristics of the signal also carry information about inhomogeneities in B 0 and microscopic interactions.
In many applications it is only part of the sample, e.g., hydrogen nuclei in water or in certain organic molecules, that contains free (i.e., unpinned by internal fields) nuclear spins, and it is of interest to obtain a spatially resolved image of this active region. There are two common ways of doing this. The first, used, e.g., in medical imaging, is to apply a small linear gradient to the static field. The Larmor frequency then varies in space, and only on some surface does it match the frequency of the ac field. Only spins close to this surface will then be tipped and contribute to the voltage signal. By varying the field gradient and the ac frequency different regions of the sample are resolved, and by performing an appropriate transform on these variables, the position dependent nuclear spin number density n N ͑r͒ is obtained.
In the second technique [2] , known as surface NMR (or rotating frame imaging, using surface coils, in medicine), the placement of the transmitter loop that generates the ac field is geometrically limited, e.g., by physical or economic considerations. Such is the case in geophysical applications where the NMR apparatus is confined to the earth's surface or inside a bore hole. The ac field then has a nontrivial spatial distribution, and spins will be tipped by different angles at different points in space. Controlled gradients in the applied field are then impossible as well, and imaging may be accomplished only by varying the pulse length t p and the relative sample position x 0 . The inverse problem to obtain n N ͑r͒ then becomes highly nontrivial [3, 4] , and uniformity of B 0 is greatly desirable. In geophysical applications this is accomplished by using the earth's field as B 0 .
In typical laboratory (nongeophysical) applications, experimental parameters are chosen so that the transmitted and received magnetic fields are at most weakly perturbed by the bulk electromagnetic properties of the sample. Generally this requirement places an upper bound on the Larmor frequency, and hence on the magnitude of the static field B 0 itself. The NMR signal is directly proportional to the equilibrium nuclear magnetization M
͑0͒
N ͑r͒ x N ͑T ͒n N ͑r͒B 0 , where x N is the single spin static susceptibility [5] , which increases with the static field, and an upper bound is then also placed on the measurement sensitivity.
In certain geophysical applications, such as groundwater exploration [3, 4] , one has a complementary problem. The active volume is roughly the same size L 50 100 m as the transmitter loop. The proton Larmor frequency in the earth's field is about 2 kHz, and the skin depth d s at this frequency falls into range L or less for ground resistivities below about 10 V m. The latter typically vary from 2 V m for very salty soils to 50 V m for clean soils. Quantitative analysis of data from depths of order d s then requires that one account for the distortion effects of the ground on the electromagnetic signal propagating to and from the nuclear spins.
We present in this Letter a quantitative theory that fully accounts for the effects of sample conductivity, assumed known or inferred from other measurements, on the measured NMR signal. We consider here only the case of uniform B 0 [6] . The resulting imaging equation, (15) and (16) below, has quite a remarkable structure, is quite different from any used previously in the literature, and will have a significant impact on the interpretation of a number of experiments [3] . Let B T ͑r, t͒ be the ac transmitter loop field, and let B N ͑r, t͒ = 3 A N ͑r, t͒ be the field, and associated vector potential, generated by the nuclear spins [7] . The corresponding receiver loop voltage (in Gaussian units, which are used throughout unless explicitly stated otherwise) is then V ͑t͒ 2͑1͞c͒ dF͑t͒͞dt, where
is the magnetic flux through any surface S spanning the receiver loop C. Let this loop be parametrized by a curve g͑s͒, 0 # s , l, with g͑0͒ g͑l͒. It is convenient to define a fictitious current density,
living on the curve C. A current I in the receiver loop would yield a physical current density IJ R . The flux may then be written in the form
Choosing a gauge in which the static potential vanishes, A N satisfies the frequency domain equation
where k v͞c, and j N c= 3 M N is the microscopic current density associated with M N . The frequency dependent dielectric function has the low frequency form e͑r, v͒ 4pis͞v, where s͑r͒ is the local dc conductivity. The magnetic permeability m is also in general frequency and position dependent. Now, let A R be defined to satisfy (4) with J R ͑r͒ replacing j N . Even though J R is frequency independent, A R ͑r, v͒ will gain frequency dependence from e and m. The inverse Fourier transform of (4) then shows that A R ͑r, t͒ is the field produced by a delta-function current pulse J R ͑r͒d͑t͒ in the receiver loop. Causality requires that A R ͑r, t͒ vanish for t , 0. Substituting the equation for A R into (3) and integrating by parts, one obtains
representing a kind of reciprocity theorem. Finally, substituting the nuclear magnetization and integrating by parts one more time, one obtains for the voltage
where B R = 3 A R is the fictitious magnetic field due to the delta-function pulse in the receiver loop. The field B R encodes the sensitivity of the receiver loop to M N ͑r, t͒ at a particular space-time point, and its t 0 dependence encodes delay effects due to the transit time of the signal from r to the receiver loop. At low frequencies this delay is dominated by diffusive, not speed of light, effects. Thus, e.g., with m 1 and e 4pis͞v, Eq. (4) 
where r 1͞s is the resistivity. The earlier estimates follow from this formula. On the other hand, in the 
in which B 0 R ͑r͒ R0 dt B R ͑r, t͒ is the static field generated by a steady current J R in the receiver loop.
During the tipping pulse, 0 # t # t p , the transmitter loop current is given by I T 
in whichb T ͑r, v L ͒ is the semimajor axis of the ellipse,
T j are the magnitudes of the two circular components, and z T ͑r, v L ͒ is the phase delay (due to diffusive retardation) between the transmitter current and B
in whichB T at rate v T [1] . For t . t p the spins continue to precess at a fixed tipping angle u T v T t p , but dissipation and dephasing effects will also cause slow reequilibration. This is accounted for phenomenologically with time constants T 1 ͑r͒ and T 2 ͑r͒ describing, respectively, the recovery of the magnetization along B 0 , and the decay of the precessing in-plane magnetization:
in whichB 1 T continues to be defined by (9) 
, the time derivative of the magnetization is dominated by the Larmor precession, and one obtains
Substituting (12) into (6) one obtains
where c.c. stands for complex conjugate, and the upper limit t 2 t p , t max , t stands as a reminder that (12) is valid only for t . t p and that the signal vanishes identically for t , 0. This cutoff is important at large times because the delay function B R ͑r,
decays as a power law p 5͞2 at large times (see below). The e t 0 ͞T 2 factor then dominates at large time and the response is determined by the cutoff. The signal is then determined by the late arrival of the diffusive tail of the field that was generated at early times. This effect will be considered quantitatively below. Of primary interest, however, is the NMR signal at early times, t p 1 t d ø t ø T 1 , T 2 . In this regime one may drop the exponential decay factors. The cutoff is no longer needed for convergence and one obtains V ͑t͒ ReV 0 e 2iv L t with complex amplitude
It is therefore only the Larmor frequency Fourier component of B R ͑r, t͒ that enters the early time signal. It is, in fact, (the real and imaginary parts of) V 0 that are output directly from the standard NMR quadrature detection scheme [1] . To put (14) into a more convenient form, decompose the in-plane projection of B R ͑r, v L ͒ in the form (9) with corresponding parameters r 6 R , z R , andb R . Substituting the result into (14) one obtains finally the fundamental imaging equation
in which we have now explicitly displayed the experimentally controllable pulse moment q ϵ I 0 T t p , and sample position x 0 , relative to the transmitter and receiver loops. The kernel is given by
Equations (15) and (16) are our basic results. The factor r 2 R indicates that it is the counterrotating part of the receiver loop field that enters K. This is due to the fact that the latter enters as a memory effect, i.e., in a time reversed fashion. The phase factor e i͑z R 1z T ͒ shows that phase delay effects arise from the propagation of the transmitted signal both to and from the sample. In many applications the receiver and transmitter loops coincide, the voltage measurement being made only a suitable delay time after the end of the tipping pulse. In this case one may simplify (16) to the form
Kernels resembling (17) have been used in the geophysical literature [3, 4, 9] , but the distinction between B
1

T and B
2
T , and the presence of the crucial phase factor z T has not been previously recognized. Previous kernels either implicitly assumed the validity of the adiabatic limit, where z T 0 and jB 1 T j jB 2 T j are both exactly half the amplitude of the total transmitted signal, or were based on naive incorrect generalizations of this limit.
Consider now an application to a geophysically motivated imaging problem. Let the ground have uniform conductivity s 0.05 S͞m, yielding a skin depth d s Ӎ 50 m at the Larmor frequency corresponding to the earth's field, and a single unbounded horizontal layer of saturated water of various thicknesses placed at various depths: 10-20, 30-45, and 60-80 m. In the left-hand side of Fig. 1 we plot the complex NMR voltage amplitude calculated from (17) for coincident 100 m diameter circular transmitter and receiver loops over a range of q designed to significantly tip spins as deep as 100 m. Notice that the largest response occurs at larger q as the depth of the water layer increases. In the right-hand side of Fig. 1 we show the results of inverting the conducting voltage data using (i) both real and imaginary parts of the data, (ii) only the real part of the data, and (iii) only the real part of the data along with the (incorrect) insulating kernel. The inversion accuracy progressively degrades, with (iii) even predicting dominantly negative water content in the case of the deepest layer. Only (i) provides an accurate reconstruction. This exercise demonstrates convincingly that even qualitatively correct inversions at depths comparable to d s require the new theory.
Finally, consider the decay characteristics of the NMR signal. From (13) it follows that the v L Fourier component of the signal is obtained simply by multiplying the kernel K by e 2͑t2t p ͒͞T 2 ͑r͒ . The later time signal, t͞T 2 O͑1͒, is then a linear superposition of exponential decays reflecting strengths of the various dephasing processes throughout the sample. This is, in fact, the basis for T 1 and T 2 contrast imaging in medical applications. In the application to imaging water in porous rock, 1͞T 2~nimp S͞V , where n imp is the density of paramagnetic impurities on the pore surfaces and S͞V is their surface-to-volume ratio [10] . If one uses the early time data to invert (15) for n N ͑r͒, the later time data may then be inverted to give information about the pore size distribution. The latter directly reflects the diffusivity of the fluid through the rock and is crucial, e.g., in oil recovery and toxic contaminant containment.
At very late times, t ¿ T 1 , T 2 , the Larmor Fourier component disappears and the overall signal becomes dominated by the upper cutoff t max in (13). In this limit B R varies slowly on the scales of T 1 and T 2 , and one may factor it out of the time integral. Starting from the original form (6), one obtains then the decaying dc signal
in which M N R2`d s ͓M͑r, s͒ 2 M ͑0͒ N ͑r͔͒ is the total integrated magnetization pulse, and B`was introduced below (13). Since the in-plane magnetization oscillates rapidly, it averages essentially to zero and makes a negligible contribution to M N . The main contribution then comes from the T 1 decay of the parallel magnetization that was neglected in (12). Using (10) and (11) , and assuming that T 1 ¿ t p , as is typically the case, one obtains
The amplitude of the decaying signal (18) then directly reflects the distribution of time constants T 1 , which in laboratory measurements are obtained by pulsing the static field [1] . Unfortunately, since T 2 ¿ t d by 3 orders of magnitude or more, the power law prefactor in (18) is extremely small, and this amplitude will be very difficult to extract.
In conclusion, Eqs. (15)- (17) provide explicit, compact forms for analyzing NMR data in the presence of a known electromagnetically active environment. Recent and planned geophysical measurements fall into a regime where accounting for environmental conductivity effects is crucial. In future work [11] the corresponding inverse problem will be analyzed in greater detail and quantitatively compared to experimental data.
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