Admissible modules and normality of classical nilpotent orbits by Barbasch, Dan & Wong, Kayue Daniel
ar
X
iv
:1
80
1.
06
90
9v
4 
 [m
ath
.R
T]
  2
3 D
ec
 20
19
ADMISSIBLE MODULES AND NORMALITY OF CLASSICAL
NILPOTENT ORBITS
DAN BARBASCH AND KAYUE DANIEL WONG
Abstract. In the case of complex symplectic and orthogonal groups, we find (g,K)-
modules with the property that their K-structure matches the structure of regular func-
tions on the closures of nilpotent orbits.
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1. Introduction
Let G = Sp(2n,C) or O(n,C) be a complex classical Lie group, with Lie algebra g.
Classical nilpotent varieties O, i.e. Zariski closures of nilpotent orbits O ⊂ g are of interest
in algebraic geometry and representation theory. In this paper we study the relation
between regular functions on closures of such orbits and representation theory in detail.
Consequences are new proofs of the classification of normal nilpotent orbits, and relations
to the “Orbit Method”.
In [Br], Ranee Brylinski associates to each closure of a classical nilpotent orbit O ⊂ g a
Dixmier algebra B(O). In particular, B(O) has a (gc,Kc)-module structure. Its Kc ∼= G
spectrum is isomorphic to R(O), the ring of regular functions of O viewed as a module
for Kc ∼= G. We write down the composition factors of B(O) for all nilpotent orbits of
Type B,C,D, orthogonal and symplectic groups. We provide complete proofs for type C.
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The prooffs of the analogous results for types B,D are essentially the same. We state the
results, but omit the proofs.
There are representation theoretic perspectives on this topic. A standard fact about the
geometry of complex nilpotent orbits is that R(O) ⊂ R(O), and
O is normal if and only if R(O) = R(O).
Put a different way, O is not normal if and only if there exist regular functions of O which
do not extend to its boundary. It is natural to ask which nilpotent varieties O are not
normal, and to make the discrepancy between R(O) and R(O) explicit.
The classification of normal classical nilpotent varieties is given by Kraft-Procesi [KP].
In fact, the construction of B(O) given by R. Brylinski is based on that of Kraft and
Procesi. On the other hand, a corollary of our main result allows us to compute the
multiplicities of any Kc-type appearing in B(O) and therefore also R(O) (see Example
8.5). More precisely, in Corollary 8.4, we express the Kc-spectrum of R(O) and R(O)
in terms of (gc,Kc)−modules with diminutive lowest K-types (Definition 2.12). This
implies the normality criterion of O in [KP].
From another perspective, the non-normality of O affects the quantizations of certain
complex nilpotent orbits, which amounts to “attaching” a unitarizable (gc,Kc)-module to
the orbits. Work of Vogan, [V1, Section 5 and 6], suggests that the lack of normality of
certain nilpotent varieties complicates the quantization scheme of these orbits. A conse-
quence of our main result is that when O is not normal, then the (gc,Kc)-module B(O)
has more than one composition factor. Informally speaking, the number of composition
factors of B(O) increases with the ‘non-normality’ of O.
Our techniques apply to all classical nilpotent varieties. For clearness of exposition we
focus on generic nilpotent orbits (Definition 2.3) in Type C. They exhibit all the difficulties
in the study of B(O). We observe that the composition factors of B(Q) for an orthogonal
nilpotent orbit Q correspond to the factors of B(O) via the dual pair correspondence Θ as
defined by Howe. On the level of orbits, O is the symplectic nilpotent orbit with one extra
column added to Q. It would be of interest to give a more conceptual explanation of this
observation.
2. Preliminaries
2.1. Langlands Parameters. We recall the Langlands parametrization of irreducible
(gc,Kc)-modules for a complex Lie group G viewed as a real Lie group. Fix a maxi-
mal compact subgroup K, and a pair (B,H = TA) where B is a real Borel subgroup and
H is a θ−stable Cartan subgroup such that T = B ∩H, and A the complement stabilized
by θ.
The Langlands parameter of any irreducible module is a pair (λL, λR) such that µ :=
λL − λR is the parameter of a character of T in the decomposition of the θ−stable Car-
tan subalgebra H = T · A, and ν := λL + λR the A−character. The principal series
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representation associated to (λL, λR) is the (gc,Kc)-module
X(λL, λR) = Ind
G
B(e
µ ⊗ eν ⊗ 1)K−finite.
The symbol Ind refers to Harish-Chandra induction. The infinitesimal character, when gc
is identified with g× g, is (λL, λR). Since e
(λL,λR)|T = e
µ,
X(λL, λR) |K= Ind
K
T (e
µ).
LetX(λL, λR) be the unique irreducible subquotient ofX(λL, λR) containing theK−type
with extremal weight µ = λL − λR. This is called the Langlands subquotient.
Proposition 2.1 (Parthasarathy-Rao-Varadarajan, Zhelobenko). Let (λL, λR) and (λ
′
L, λ
′
R)
be parameters. The following are equivalent:
• (λL, λR) = (wλ
′
L, wλ
′
R) for some w ∈W.
• X(λL, λR) and X(λ
′
L, λ
′
R) have the same composition factors with same multiplic-
ities.
• The Langlands subquotient of X(λL, λR), written as X(λL, λR), is the same as that
of X(λ′L, λ
′
R).
Furthermore:
• Every irreducible (gc,Kc)-module is equivalent to some X(λL, λR).
• When Re ν is dominant with respect to the roots in B, X(λL, λR) has a unique
irreducible quotient identical to X(λL, λR); it is the image of the long intertwining
operator given by integration (see [Kn] for details).
If we need to specify the group, the standard module and Langlands quotient will acquire
a subscript, e.g. XG(λL, λR) or XG(λL, λR). If G is omitted in the notation, G is assumed
Type C.
We will often write (λL, λR) in matrix notation (λL, λR) ∼=
(
λL
λR
)
.
2.2. Nilpotent Orbits in Type C. A nilpotent orbit O in type Cn is denoted by its
Young diagram of size 2n, with every odd size occurring an even number of times. We
specify O by the columns of its Young diagram. This parametrization is already employed
in Kraft and Procesi, [KP]. Our results are best phrased in these terms as well.
We denote the columns of the Young diagram by (c0 ≥ · · · ≥ c2p+1) (set c2p+1 = 0 if
necessary). The condition that O is type C, translates into c2i + c2i+1 is even. A special
nilpotent orbit in the sense of [L] satisfies the additional condition that if c2i is odd, then
c2i = c2i+1.
We will break down the columns of O into smaller parts called chains:
Definition 2.2.
(a) A chain C is a sequence of integers of the form
[b0 ≥ (b1 = b2) ≥ · · · ≥ (b2k−1 = b2k) ≥ b2k+1].
We call C odd or even if all the entries of C are odd or even respectively.
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(b) An odd or even chain [b0(b1 = b2) . . . (b2k−1 = b2k)b2k+1] is called generic if it satisfies
one of the following:
• k = 0, in which case it consists of [b0 = b1];
or
• k > 0, and b2i > b2i+1 for i = 0, . . . , k.
Definition 2.3. To each nilpotent orbit O ←→ (c0, c1, . . . , c2p+1), we associate a union of
chains by the following algorithm:
(1) Let q be the largest integer such that [c0, c1, . . . , c2q+1] form a chain. That is, 2q+1
is the first odd index so that c2q+1 > c2q+2.
(2) Perform Step (1) on the remaining entries (c2q+2, c2q+3, . . . , c2p+1), until there are
no coordinates left.
Let C1, . . . , Cl be the chains of O arranged so that the entries of Ci are strictly larger than
those of Cj whenever i < j. We write the chains of O as
C(O) := C1 ∪ C2 ∪ · · · ∪ Cl.
We call an orbit O odd, even, or generic if all Ci are odd, even or generic respectively.
Remark 2.4.
(a) If C(O) = C1 ∪ C2 ∪ · · · ∪ Cl are the chains of an orbit O, then its fundamental group is
A(O) ∼= (Z/2Z)l.
(b) Suppose furthermore that O is special, i.e. each Ci is either an even chain, or Ci is of
the form Ci = [2k + 1(2k + 1, 2k + 1) . . . (2k + 1, 2k + 1)2k + 1], Then the Lusztig quotient
(see [L] for the definition) satisfies A(O) ∼= (Z/2Z)l
′
, where l′ ≤ l is the number of chains
which end in positive even integer.
Example 2.5. The orbit O = (10, 8, 8, 4, 4, 4, 3, 3, 2, 0) has three chains
C1 : [10 ≥ 8 = 8 ≥ 4 = 4 ≥ 4], C2 : [3 = 3], C3 : [2 ≥ 0].
In this case, A(O) ∼= (Z/2Z)3 and A(O) ∼= Z/2Z.
We recall the necessary and sufficient conditions for an orbit O of Type C to be non-
normal:
Theorem 2.6 (Kraft-Procesi, [KP]). A nilpotent orbit O of Type C has non-normal closure
if and only if one of the chains, [b0(b1b2) . . . (b2k−1b2k)b2k+1], satisfies
b2i−2 > (b2i−1 = b2i) = · · · = (b2j−1 = b2j) > b2j+1
for some 1 ≤ i ≤ j ≤ k (for instance, the first example is the chain [4(22)0]).
Proof. This is a rephrasing of the main result in [KP]. Let O have chains of the form
C(O) = · · · ∪ [b2i−2 > b2i−1 = b2i = · · · = b2j−1 = b2j > b2j+1] ∪ · · · .
The orbit O′ with chains
C(O′) = · · · ∪ [b2i−2, b2i−1 + 2] ∪ [b2i = · · · = b2j−1] ∪ [b2j − 2, b2j+1] · · ·
ADMISSIBLE MODULES AND NORMALITY OF CLASSICAL NILPOTENT ORBITS 5
occurs in the closure of O. Table I of [KP], states that O′ is a minimal ǫ-degeneration of
type A2n−1 ∪A2n−1 with n = 2(i− j + 1). By Theorem 2 of [KP], this is the only type of
non-normal singularity that can occur in O. 
Example 2.7. The closure of O = (8, 8, 6, 6, 6, 4, 4, 2) in sp(44,C) is not normal, since
C(O) = [88][6(66)(44)2], and the second chain has entries b2 = 6 > b3 = 4 = b4 = 4 > b5 =
2.
In fact, under the setting of Definition 3.3(a) of [KP] and the main results therein, the
singularity type of the orbit
O′ = (8, 8, 6, 6, 6, 6, 2, 2) ⊂ O = (8, 8, 6, 6, 6, 4, 4, 2)
is equivalent to that of
(6, 2, 2) ⊂ (4, 4, 2)
in o(10,C) by removing the common columns of O′ and O on the left, which in turn is
equivalent to that of
(4) ⊂ (2, 2)
in o(4,C) by removing the first two common rows. This becomes a minimal irreducible
ǫ-degeneration by Definition 3.3(b) of [KP], whose singularity is of type A1∪A1 from Table
I of [KP], which is not normal.
2.3. Langlands Parameters for the Main Results.
Definition 2.8. We employ the following shorthand for the Langlands parameter
(
λL
λR
)
:
(a→ A) :=
(
a, a+ 1, . . . , A− 1, A
a, a+ 1, . . . , A− 1, A
)
(a→ A) :=
(
a, a+ 1, . . . , A− 1, A
a− 1, a, . . . , A− 2, A− 1
)
.
(a→ A) :=
(
a, a+ 1, . . . , A− 1, A
a+ 1, a+ 2, . . . , A, A+ 1
)
.
In order to better relate the Langlands parameters with nilpotent orbits, we also intro-
duce the following notations:
Definition 2.9. Let 0 ≤ y ≤ x be two integers of the same parity. We denote by {x, y}+
the spherical Langlands parameter
{x, y}+ := (−
y
2
+ 1→
x
2
)
If y ≥ 1, we denote by {x, y}− the non-spherical parameter
{x, y}− := (−
y
2
+ 1→
y
2
;
y
2
+ 1→
x
2
).
Moreover, we denote 〈x, x〉+ the spherical parameter
〈x, x〉+ := (−
x− 1
2
→
x− 1
2
).
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Remark 2.10. There are the situations we will use the above notations:
(a) XGL({x, y}
±), XGL(〈x, x〉
+) are one dimensional modules, where
(1) XGL({x, y}
+)|K , XGL(〈x, x〉
+)|K = V(0x); XGL({x, y}
−)|K = V
(1y0
x−y
2 )
,
where Vµ is the irreducible K-type with highest weight µ; the abbreviation is
(1u, 0v) = (1, . . . , 1︸ ︷︷ ︸
u
, 0, . . . , 0︸ ︷︷ ︸
v
).
(b) Let
c0 ≥ c1 > c2 ≥ c3 > · · · > c2p ≥ c2p+1
be non-negative integers such that O = (c0, . . . , c2p+1) is a nilpotent orbit of Type
C. By Definition 2.3, C(O) = [c0, c1][c2, c3] . . . [c2p, c2p+1]. All unipotent represen-
tations attached to O are obtained by the Θ-correspondence, [B5, Section 2.3], and
are of the form
X({c0, c1}
ǫ0 . . . {c2p, c2p+1}
ǫp).
(c) More generally, if c2i = c2i+1, one can replace some {c2i, c2i+1}
ǫi with 〈c2i, c2i+1〉
+
in the above formula to get other irreducible modules. Such modules satisfy (1)
and (3) in Section 2.3 of [B5], and in the case when O is special, they include
all special unipotent representations attached to O. Note that the total number of
special unipotent representations (= |Â(O)|) can be less than |Â(O)|.
A comparison between {3, 3}± and 〈3, 3〉+ is given in [B5, Example 2.3.3]. Nev-
ertheless, both modules are unipotent in the sense of [BV].
We also introduce some shorthand notation for induced modules:
Definition 2.11. Let G′ be the Lie group with the same type as G of lower rank, and Ψ
be a representation of G′. We write
IG(
(
λL
λR
)
. . .
(
λ′L
λ′R
)
Ψ) := IndGGL×···×GL×G′(XGL
(
λL
λR
)
⊠ · · ·⊠XGL
(
λ′L
λ′R
)
⊠Ψ).
Similarly, we write
IG(
(
λL
λR
)
. . .
(
λ′L
λ′R
)
) := IndGGL×···×GL(XGL
(
λL
λR
)
⊠ · · ·⊠XGL
(
λ′L
λ′R
)
).
2.4. Diminutive K-types. Since diminutive K-types are of utmost importance in this
manuscript, we make the following definition:
Definition 2.12. Let G be a classical complex Lie group, and Vµ be the irreducible, finite-
dimensional K-type with highest weight µ. We use the notation for irreducible represen-
tations of the orthogonal groups introduced by Hermann Weyl (see page 6 of [AB]). The
diminutive K-types of G are:
O(2n+ 1,C) : V(1k ,0n−k;±), 0 ≤ k ≤ n
O(2n,C) : V(1k ,0n−k;±), 0 ≤ k ≤ n
Sp(2n,C) : V(1k ,0n−k), 0 ≤ k ≤ n
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Let X, Y be two admissible (gc,Kc)-modules. We write
X ≈ Y if [X : µ] = [Y : µ] for all diminutive µ.
3. Summary and Statement of Results
We summarize the details of the results. We separate them into the cases of “generic
orbits for type C”, “general orbits for type C”, and “orbits of types B,D”.
3.1. Generic Orbits of Type C. Recall that a generic orbit O has chains of the form
(2) C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ · · · ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1],
where each chain in C(O) satisfies Definition 2.2(b).
In Section 4, we recall some results on intertwining operators given in [B4], which is
essential in our work. Section 5 begins with recalling the construction of B(O) in [Br].
The construction involves the dual pair correspondence. The results in [AB] imply the
following:
Theorem 3.1 (Corollary 5.10). Let O be a generic orbit given by Equation (2). There is
a non-trivial (gc,Kc)-equivariant map
B(O) −→ B(O)
where
B(O) := IG({c1c2}
+ . . . {c2p−1c2p}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+X({c0c2p+1}
+ · · · {d0d2q+1}
+)).
with the spherical vector in its image. In particular, B(O) contains all the factors of the
spherical cyclic submodule (i.e. the submodule generated by the trivial K-type) of B(O).
Using the ideas in [BV], we compute all possible composition factors of B(O) and B(O)
in Section 6. The precise result is Proposition 6.9, which implies that all these modules
have diminutive lowest K-type. These factors are parametrized by a set of nilpotent orbits
Norm(O); in particular, every composition factor of B(O) and B(O) must have associated
variety O′ for some O′ ∈ Norm(O). These factors were determined in [Wo1].
In Section 7, we define a sub-collection of the factors obtained in Section 5 called distin-
guished modules. More precisely, for each auxiliary orbit O′ ∈ Norm(O), there is a unique
distinguished module ΠO′ attached to it. The main result of the section is the following:
Theorem 3.2 (Proposition 7.4). Let O be a generic orbit given by Equation (2). Then
the sum of the distinguished modules satisfies the following:⊕
O′∈Norm(O)
ΠO′ ≈ I
G({c0c1}
+ . . . {c2pc2p+1}
+ · · · {d0d1}
+ . . . {d2qd2q+1}
+).
In Section 8, we prove the main result of the manuscript:
Theorem 3.3 (Theorem 8.3). Let O be a generic orbit. The composition factors appearing
in B(O) are precisely the distinguished modules {ΠO′ | O
′ ∈ Norm(O)}.
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The key observation is that the composition factors of the cyclic submodule of B(O) are
equal to {ΠO′ | O
′ ∈ Norm(O)} (Proposition 8.2). Then Theorem 3.1 implies that the
composition factors of B(O) must contain these modules as well. Therefore, Theorem 3.2
gives a lower bound on the diminutive K-type multiplicities of B(O). On the other hand,
we define
O# = (
c0 + c1
2
,
c0 + c1
2
, . . . ,
c2p + c2p+1
2
,
c2p + c2p+1
2
, · · · ,
d0 + d1
2
,
d0 + d1
2
, . . . ,
d2q + d2q+1
2
,
d2q + d2q+1
2
)
with the following properties:
1. O# is normal and O ⊂ O#;
2. R(O#) and IG({c0c1}
+ . . . {c2pc2p+1}
+ · · · {d0d1}
+ . . . {d2qd2q+1}
+) have the same
K-spectrum.
The first point implies that R(O#) = R(O#) gives an upper bound on the K-type multi-
plicities of B(O) ∼= R(O). The second point says this upper bound is exactly equal to the
lower bound for diminutive K-types. So the main theorem follows from the fact that all
possible composition factors of B(O) have diminutive K-types.
3.2. General Orbits, Type C. In Section 9, we explain how the results for all nilpotent
orbits O can be obtained from that of the generic orbit. Namely, for all such orbits, we
extract as few column pairs (ci, ci) from O as possible such that O = Ogen ∪
⋃r
i=1(ci, ci),
where Ogen is generic (see the example after Equation (29)). Then Theorem 9.1 gives:
B(O) ∼= IG({c1, c1}
+ . . . {cr, cr}
+ B(Ogen)).
3.3. General Orbits, Type B, D. The case of orthogonal orbitsQ can easily be obtained
from those of symplectic orbits. Let Q = (c1, c2, . . . , c2p+1) be an orthogonal nilpotent
orbit (we insist there is an odd number of columns by making c2p+1 = 0 if necessary),
then the partition (c0, c1, c2, . . . , c2p+1) with the column c0 = c1 + 2 added to Q defines
a symplectic orbit Qc. The results in Section 9.2 imply that if the symplectic orbit Qc is
generic, then the composition factors of B(Q) can be obtained from those of B(Qc) through
Θ-correspondence given in [AB].
For general orthogonal orbits, one can define Q = Qgen ∪
⋃r
i=1(ci, ci) analogously as in
the previous subsection such that Qcgen gives a generic symplectic orbit, and
B(Q) ∼= IO({c1, c1}
+ . . . {cr, cr}
+ B(Qgen))
as in the case of symplectic orbits.
4. Intertwining Operators
A careful study of various intertwining operators was done in Section 6 of [B4]. There
are two types of intertwining operators that play a role in this manuscript: Let a ≤ A,
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b ≤ B be such that A− a, B − b ∈ N. Define
ι : IG(. . . (a→ A)(b→ B) . . . ) −→ IG(. . . (b→ B)(a→ A) . . . )
σ : IG(. . . (b→ B)) −→ IG(. . . (−B → −b))
We begin the study of intertwining operators in Type A.
Let (a → A) and (b → B) be two strings of Langlands parameters. Following [B4,
Section 2], we say that the strings are nested, if one of the following conditions hold:
• a− b /∈ N+; or
• b ≤ a ≤ A ≤ B; or
• a− b ∈ N+ and B + 1 < a.
For example, the following strings
(a, . . . , B, B + 1, B + 2, . . . , A)
(b, . . . , a− 2, a− 1, a, . . . , B)
and
(a = B + 1, . . . , A)
(b, . . . , B)
are not nested.
Lemma 4.1. Consider the intertwining operator
IGL ((a→ A)(b→ B))
ι
−→ IGL ((b→ B)(a→ A)) .
(a) If the parameter is nested, then ι is an isomorphism for K-types whose highest
weights consisting of 1, 0 and −1 only.
(b) If a − b ∈ N+ and a ≤ B + 1 ≤ A, then the kernel of ι is the irreducible module
with parameter
(b→ a− 2); (a − 1→ B); (a→ B + 1); (B + 2→ A).
The image of ι is equal to
IGL ((b→ A)(a→ B))
Proof. Detailed calculations for intertwining operators an diminutive K−types can be
found in [B4]; they exploit the relations between diminutive K−types and Weyl group
representations. The composition factors of modules of GL(m + n) induced from charac-
ters on GL(m)×GL(n) can be obtained from the techniques employed in [BSS]. We omit
further details. 
For the rest of this section, we will focus on ι and σ in Type C. Indeed, the intertwining
operator ι in Type C can be computed directly from the above Lemma and parabolic
induction. As for σ, we have the following:
Proposition 4.2. The kernel of σ does not contain any diminutive K−types.
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Proof. This follows from a special case in Section 6 of [B4]. 
The following proposition (and its proof) will be used in several places in this manuscript.
An alternative proof of (a special case of) it is given by Proposition 4.3 of [Wo3].
Proposition 4.3. Let c0 ≥ c1 > c2 ≥ c3 > · · · > c2p ≥ c2p+1 be non-negative integers
such that O = (c0, c1, . . . , c2p+1) form a nilpotent orbit of Type C. Then the unipotent
representations attached to O defined in [B5] satisfy the following:
(3) X({c0, c1}
ǫ0 . . . {c2p, c2p+1}
ǫp) ≈ IG({c0, c1}
ǫ0 . . . {c2p, c2p+1}
ǫp).
Proof. First of all, we show the result holds for all ci having the same parity by presenting
the proof for the parameter {c0, c1}
−{c2, c3}
+{c4, c5}
− where all ci’s are even:
Consider the induced module
(4)
IG
(
XGL
(
−
c1
2
+ 1→
c1
2
;−
c5
2
+ 1→
c5
2
)
X
(c1
2
+ 1→
c0
2
;−
c3
2
+ 1→
c2
2
;
c5
2
+ 1→
c4
2
))
which contains X({c0, c1}
−{c2, c3}
+{c4, c5}
−) as its lowest K-type subquotient. Note that
all diminutive K-types are bottom-layer ([B1], Section 2.7), hence Proposition 2.7 of [B1]
implies that (4) and its irreducible quotient has the same diminutive K-type multiplicities.
Therefore, we can study the induced module (4) instead of X({c0, c1}
−{c2, c3}
+{c4, c5}
−).
Note that the GL part of (4) is equal to
XGL
(
−
c1
2
+ 1→
c1
2
;−
c5
2
+ 1→
c5
2
)
= Ind
GL(c1+c5)
GL(c1)×GL(c5)
(det⊠ det)
= IGL
(
(−
c1
2
+ 1→
c1
2
)(−
c5
2
+ 1→
c5
2
)
)
Now consider the spherical part of the induced module in (4):
X
(c1
2
+ 1→
c0
2
;−
c3
2
+ 1→
c2
2
;
c5
2
+ 1→
c4
2
)
.
We rearrange its infinitesimal character into the form
λ0 = (
c0
2
, . . . , r, . . . , r, . . . , 1, . . . , 1, 0, . . . , 0).
This is the dominant form of the parameter. Consider the principal series
X(λ0;λ0) = I
G(
−→
λ0),
where
−→
λ0 := (
c0
2
→
c0
2
) . . . (r → r) . . . (r → r) . . . (1→ 1) . . . (1→ 1) . . . (0→ 0) . . . (0→ 0).
By applying the intertwining operators ι and σ making λ0 anti-dominant, the image of
X(λ0;λ0) −→ X(−λ0;−λ0) is precisely the irreducible module X(λ0;λ0).
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Repeated use of ι on IG(
−→
λ0) on chains of the form (a→ A)(a− 1→ a− 1) implies that
IG
(
(
c1
2
+ 1→
c0
2
)
−→
λ1
)
is a homomorphic image of X(λ0;λ0), where λ1 = (
c2
2 ,
c2
2 −1, . . . ) is obtained from λ0 by re-
moving one copy of { c12 +1, . . . ,
c0
2 } from λ0. Similarly, we have I
G
(
( c12 + 1→
c0
2 )(1→
c2
2 )
−→
λ2
)
as a homomorphic image of X(λ0;λ0).
Repeating the process with λ2, we find
IG
(
(
c1
2
+ 1→
c0
2
)(1→
c2
2
)
−→
λ3(0→
c3
2
− 1)
)
σ
≈ IG
(
(
c1
2
+ 1→
c0
2
)(1→
c2
2
)
−→
λ3(−
c3
2
+ 1→ 0)
)
as a homomorphic image ofX(λ0;λ0) with λ3 = (
c4
2 ,
c4
2 −1, . . . ,
c5
2 +1). Now pass (−
c3
2 +1→
0) past
−→
λ3 by ι. Since the chains are all nested, one concludes that
IG
(
(
c1
2
+ 1→
c0
2
)(1→
c2
2
)(−
c3
2
+ 1→ 0)
−→
λ3
)
is a homomorphic image of X(λ0;λ0). Then we apply ι on (1 →
c2
2 )(−
c3
2 + 1 → 0) to
conclude that IG(( c12 + 1 →
c0
2 )(−
c3
2 + 1 →
c2
2 )
−→
λ3) is a homomorphic image of X(λ0;λ0).
Finally, we apply ι to
−→
λ3 to get
(5) IG
(
(
c1
2
+ 1→
c0
2
)(−
c3
2
+ 1→
c2
2
)(
c5
2
+ 1→
c4
2
)
)
as a homomorphic image of X(λ0;λ0). Beyond this point, any further applications of the
operators ι and σ is an isomorphism on diminutive K-types (this relies on the fact that
the chains in (5) are nested). Hence we have
X(λ0;λ0) ≈ I
G
(
(
c1
2
+ 1→
c0
2
)(−
c3
2
+ 1→
c2
2
)(
c5
2
+ 1→
c4
2
)
)
Combining the results for the non-spherical and spherical part of (4), we have:
(6)
X({c0, c1}
−{c2, c3}
+{c4, c5}
−)
≈IG
(
(−
c1
2
+ 1→
c1
2
)(−
c5
2
+ 1→
c5
2
)(
c1
2
+ 1→
c0
2
)(−
c3
2
+ 1→
c2
2
)(
c5
2
+ 1→
c4
2
)
)
≈IG
(
(−
c1
2
+ 1→
c1
2
)(
c1
2
+ 1→
c0
2
)(−
c3
2
+ 1→
c2
2
)(−
c5
2
+ 1→
c5
2
)(
c5
2
+ 1→
c4
2
)
)
,
where the first ≈ follows from induction in stages, and the last ≈ comes from rearranging
the GL-factors. Moreover, the modules
IGL
(
(−
c′
2
+ 1→
c′
2
)(
c′
2
+ 1→
c
2
)
)
, XGL({c, c
′}−)
have the same bottom-layer K-type multiplicities. In particular, their multiplicities agree
on K-types whose highest weights consist of 1, 0 or −1 only (recall that the right module
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has a single K-type V
(1c′0
c−c′
2 )
). Hence Equation (6) and induction in stages imply that
X({c0, c1}
−{c2, c3}
+{c4, c5}
−) ≈ IG({c0, c1}
−{c2, c3}
+{c4, c5}
−).
The same argument holds if there are more than three {c2i, c2i+1}
ǫi of the same parity,
which we omit the details. Finally, if (c0, c1, . . . , c2p+1) contain both odd or even entries,
then the parameters of odd {c2i, c2i+1}
ǫi whose coordinates are half-integral, and even
{c2j , c2j+1}
ǫj whose coordinatess are integral, are nested. Hence one can use the intertwin-
ing operator ι to group the odd parameters on the left and even parameters to the right,
and the result follows from induction in stages. 
Remark 4.4. The results in Proposition 4.3 still hold if one replaces {c2i, c2i+1}
ǫ with
〈c2i, c2i+1〉
+ when c2i = c2i+1. One can therefore compute the diminutive K-type multi-
plicities of all special unipotent representations, along with the unipotent representations
defined in [B5].
We now rephrase the kernel and image of ι using the notations in Definition 2.9:
Corollary 4.5. Let a ≤ A, b ≤ B be all integers or half-integers. Consider the intertwining
operator
IG ((a→ A)(b→ B))
ι
−→ IG ((b→ B)(a→ A)) .
(a) If the parameter is nested, then ker ι has no composition factors with diminutive lowest
K-type.
(b) If b < a ≤ B + 1 ≤ A and −a,B ≥ −1, the only composition factor in ker ι with
diminutive lowest K-type is

X({2A, 2B + 2}−{−2b,−2a+ 2}−) if − a,B > −1;
X({2A, 2B + 2}−{−2b,−2a+ 2}+) if a = 1;
X({2A, 2B + 2}+{−2b,−2a+ 2}−) if B = −1.
The image of ι is equal to
IG ((b→ A)(a→ B))
Proof. Part (a) and the second statement of part (b) follow directly from the discussion
after Lemma 4.1. For the first statement of (b), Lemma 4.1 implies that ker ι is equal to
(7) IG
(
XGL(b→ a− 2; a− 1→ B; a→ B + 1; B + 2→ A)
)
,
which contains the irreducible module
(8) X(b→ a− 2; a− 1→ B; a→ B + 1; B + 2→ A)
as a composition factor. By Proposition 2.1, this is equal to
X(−B → B + 1; B + 2→ A; a→ −a+ 1; −a+ 2→ −b).
=


X({2A, 2B + 2}−{−2b,−2a + 2}−) if − a,B > −1;
X({2A, 2B + 2}−{−2b,−2a + 2}+) if a = 1;
X({2A, 2B + 2}+{−2b,−2a + 2}−) if B = −1
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(in the last two cases, one of the underline parameters are non-existent). Therefore we
need to show the two modules (7) and (8) have the same diminutive K-type multiplicities.
Indeed, the diminutive K-type multiplicities of (7) can be computed by the difference
between
IG ((a→ A)(b→ B)) ∼= Ind
Sp
GL(A−a+1)×GL(B−b+1)(triv)
and
IG ((b→ A)(a→ B)) ∼= Ind
Sp
GL(A−b+1)×GL(B−a+1)(triv).
On the other hand, by the proof of Proposition 4.3, the diminutive K-type multiplicities of
(8) is given by IndGGL(2B+2)×GL(−2a+2)×GL(A−B−1)×GL(a−b−1)(det⊠ det⊠triv ⊠ triv). One
can check that their multiplicities coincide with each other, hence the result follows. 
The intertwining operators of induced modules with more than two strings are induced
from the operators in the above corollary. If we only keep track on diminutive K-types, the
composition factors of the kernel and image of the intertwining operators with diminutive
lowest K-types can be deduced from the above Corollary.
5. Dual Pairs and the Kraft-Procesi Model
5.1. The Kraft-Procesi Model B(O). The Kraft Procesi model, introduced in Definition
6.1 in [Br], is an admissible (gc,Kc)−module whose K−structure matches R(O).
Given a nilpotent orbit in type C with columns (c0, c1, . . . c2p, c2p+1), let G2i be Sp(c2i+
· · · + c2p+1,C) and G2i+1 = O(c2i+1 + · · · + c2p+1,C). We denote G = G0. Let gj be the
corresponding Lie algebras, and Kj the maximal compact subgroups. Let Gj ×Gj+1 be a
reductive dual pair, and Ωj+1 be the oscillator representation as in [AB].
Let K1 := K1 × . . .×K2p+1, and (K
1)0 be the connected component of the identity.
Definition 5.1 (Kraft-Procesi Model). Let
Ω(O) := Ω1 ⊗ Ω2 ⊗ · · · ⊗ Ω2p+1/(g1 × · · · × g2p+1)(Ω1 ⊗ · · · ⊗ Ω2p+1).
This is a (g,K)−module. Then (K1)0 acts trivially on Ω(O). So K1/(K1)0 acts on
Ω(O).
Theorem 5.2 ([Br], Theorem 6.3). Let B(O) := Ω(O)K
1/(K1)0 , then
B(O) ∼= R(O)
as K0−modules. We have identified the complex group G0 with the complexification of K0.
5.2. The Induction Principle for Dual Pairs. Since the definition of B(O) involves
oscillator representations, we first recall some results in [AB] on the dual pair correspon-
dence:
Theorem 5.3 ([AB], Corollary 3.21). Let H1 × H2 be a reductive dual pair, and P =
MN = P1 × P2 =M1N1 ×M2N2 ⊂ H1 ×H2 a real parabolic subgroup:
H1 = O(2m+ τ), M1 = GL(k)×O(2m+ τ − 2k);
H2 = Sp(2n), M2 = GL(ℓ)× Sp(2n− 2ℓ);
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with τ = 0, 1. Suppose there is a nontrivial M−equivariant map ΩM −→ σ1 ⊠ σ2. Then
there is a nontrivial map
Ω −→ IndH1P1 [α1σ1]⊠ Ind
H2
P2
[α2σ2], where
α1(g1) = |det g1|
2n−2m−τ+k−ℓ+1, α2(g2) = |det g2|
−2n+2m+τ−k+ℓ−1.
Remark 5.4. The exponents in α1, α2 are reversed because the parabolic subgroups in
[AB] are opposite from the ones used here.
The following corollary is an almost direct consequence of Theorem 5.3:
Corollary 5.5.
(a) Let Ω be the oscillator representation corresponding to the dual pair O(2n + 2M) ×
Sp(2n). Then there is a non-trivial map
Ω −→IO(2n+2M)((a→ A) . . . (b→ B)(−M + 1→ L))
⊠ ISp(2n)((−A→ −a) . . . (−B → −b)X(1→ L))
with the spherical vector in its image.
(b) Let Ω be the oscillator representation corresponding to the dual pair O(2m)×Sp(2m+
2L). Then there is a non-trivial map
Ω −→ IO(2m)((−A→ −a) . . . (−B → −b))⊠ ISp(2m+2L)((a→ A) . . . (b→ B)X(1→ L))
with the spherical vector in its image.
Proof. We prove (a) by induction on the number of GL-factors. When there are no GL-
factors, i.e. n = L, consider the dual pairs
H1 = O(2L+ 2M), M1 = GL(L+M)×O(0);
H2 = Sp(2L), M2 = GL(0) × Sp(2L);
and ΩM → triv ⊠ triv = XGL(−
L+M−1
2 →
L+M−1
2 )⊠X(1→ L). Then
2n− 2m− τ + k − ℓ+ 1 = 2L− (2L+ 2M)− 0 + (L+M)− 0 + 1 = L−M + 1
and Theorem 5.3 implies there is a non-trivial map
Ω −→ IO(2L+2M)(−
L+M − 1
2
+
L−M + 1
2
→
L+M − 1
2
+
L−M + 1
2
)⊠X(1→ L)
= IO(2L+2M)(−M + 1→ L)⊠X(1→ L).
Therefore the corollary holds for k = 0.
Now suppose (a) holds when there are k GL-factors, i.e. there is a non-trivial map
Ω′ −→IO(2m
′)
(
(a′ → A′) . . . (b→ B)(−M + 1→ L)
)
⊠
ISp(2n
′)
(
(−A′ → −a′) . . . (−B → −b)X(1→ L)
)
with image containing the spherical vector. We denote the above correspondence by
Ω′ −→ θ(Π)⊗Π,
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and consider the dual pairs
H1 = O(2m), M1 = GL(A − a+ 1)×O(2m
′);
H2 = Sp(2n), M2 = GL(A− a+ 1)× Sp(2n
′),
where m−m′ = n− n′ = (A− a+ 1) and ΩM −→ (χ⊗ θ(Π))⊠ (χ
∗ ⊗Π), with
χ = XGL(a−
2n′ − 2m′ + 1
2
→ A−
2n′ − 2m′ + 1
2
);
χ∗ = XGL(−A+
2n′ − 2m′ + 1
2
→ −a+
2n′ − 2m′ + 1
2
)
are some characters of GL(A− a+1). Then Theorem 5.3 implies the existence of the map
Ω −→IO(2m) ((a→ A) θ(Π))⊠ ISp(2n) ((−A→ −a) Π)
with image containing the spherical vector. So the result follows from induction in stages.
For part (b), we give details when there is only one GL−factor. Consider the dual pairs
H1 = O(2m), M1 = GL(m)×O(0);
H2 = Sp(2m+ 2L), M2 = GL(m)× Sp(2L)
where m = A − a + 1, and ΩM → χ
∗
⊠ (χ ⊗ triv), with χ = |det g|x for some suitable x.
We obtain a non-trivial map
Ω −→ IO(2m)(−A→ −a)⊠ ISp(2m+2L)
(
(a→ A)X(1→ L)
)
.
The rest of the proof of part (b) is omitted. 
5.3. A Non-trivial Map to an Induced Module. We apply the results in the previous
section to construct a non-trivial (gc,Kc)-equivariant map from B(O) to an induced module
when O is an even orbit. As before, the spherical vector is in the image.
Lemma 5.6. Let O be an even orbit of Type C with only one chain
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1].
There is a non-trivial (gc,Kc)-equivariant map
Ω(O) −→ IG
(
(−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(0→
c2p+1
2
− 1)X(1→
c0
2
)
)
with the spherical vector in its image.
Proof. We do an induction on the number of columns of O. First of all, consider the case
when p = 0, i.e. C(O) = [c0, c1].
If c1 = 0, the result is obvious. Suppose c1 6= 0. There are non-trivial maps
Ω1 −→ I
O(c1)(−
c1
2
+ 1→ 0)⊠ ISp(c0+c1)
(
(0→
c1
2
)X(1→
c0
2
)
)
−→ XO(c1)(−
c1
2
+ 1→ 0)⊠ ISp(c0+c1)
(
(0→
c1
2
)X(1→
c0
2
)
)
,
where the first map comes from Corollary 5.5(b) with the dual pair O(c1) × Sp(c0 + c1),
and the second map is the quotient map to the Langlands quotient.
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Note that XO(c1)(−
c1
2 + 1 → 0) is the trivial G1-module, so the above map factors
through g1Ω1, i.e.
Ω1/g1Ω1 −→ I
Sp(c0+c1)
(
(0→
c1
2
)X(1→
c0
2
)
)
.
Suppose the Proposition holds for O′ = (c2, c3, . . . , c2p+1), i.e. there is a non-trivial map
Ω3 ⊗ · · · ⊗Ω2p+1/(g3 × · · · × g2p+1)(Ω3 ⊗ · · · ⊗ Ω2p+1) −→
Π2 := I
G2
(
(−
c3
2
+ 1→
c4
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(0→
c2p+1
2
− 1)X(1→
c2
2
)
)
Consider the oscillator representation Ω2 with dual pair G1 ×G2. By Corollary 5.5(a)
with 2M = c1, there is a non-trivial map
Ω2 −→ Π1 ⊠Π
∗
2
with Π1 equal to
Π1 := I
G1
(
(−
c3
2
+ 1→
c4
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(0→
c2p+1
2
− 1)(−
c1
2
+ 1→
c2
2
)
)
Therefore, we have a non-trivial map
Ω2 ⊗ (Ω3 ⊗ · · · ⊗ Ω2p+1/(g3 × · · · × g2p+1)(Ω3 ⊗ · · · ⊗ Ω2p+1)) −→ (Π1 ⊠Π
∗
2)⊗Π2
−→ Π1 ⊠ trivG2 ,
where the last map is given by projecting Π∗2⊗Π2 onto the trivial representation. Note that
the final image does not depend on the G2-module structure, so the map factors through
g2Ω2, and we obtain a non-trivial map
Ω2 ⊗ · · · ⊗ Ω2p+1/(g2 × · · · × g2p+1)(Ω2 ⊗ · · · ⊗ Ω2p+1) −→ Π1.
Finally, Corollary 5.5(b) with 2L = c0 implies that there is a non-trivial map
Ω1 −→ Π0 ⊠Π
∗
1,
where Π0 is the induced module
Π0 := I
G
(
(−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(0→
c2p+1
2
− 1)X(1→
c0
2
)
)
as in the proposition. Then the above contraction argument applies again to give the result.
We omit the details about the spherical vector. 
Remark 5.7. The proof of the above lemma also yields the analogous result to Proposition
5.6 for the closure of the nilpotent orbit Q, corresponding to Q = (c1, . . . , c2p+1) in the
orthogonal case.
Before stating an analogous result of Proposition 5.6 for multiple chains, we rewrite our
results using the notations in Definition 2.9:
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Corollary 5.8. Let O be an even nilpotent orbit with only one chain
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1].
There is a non-trivial (gc,Kc)-equivariant map
Ω(O) −→ IG({c1c2}
+ . . . {c2p−1c2p}
+X({c0c2p+1}
+)).
with the spherical vector in its image.
Proof. By Proposition 5.6, there is a non-trivial G-equivariant map
Ω(O) −→ IG
(
(−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(0→
c2p+1
2
− 1)X(1→
c0
2
)
)
.
with the same properties. The result follows from the fact that one has a surjection
IG
′
(
(0→
c2p+1
2
− 1)X(1→
c0
2
)
)
։ X(−
c2p+1
2
+ 1→
c0
2
) = X({c0c2p+1}
+).

Proposition 5.9. Let O be an even orbit satisfying
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ · · · ∪ [d0{d1d2) . . . {d2q−1d2q)d2q+1].
Then there is a (gc,Kc)−equivariant map Ω(O) −→ B(O) with the spherical vector in its
image, where
B(O) :=
IG({c1c2}
+ . . . {c2p−1c2p}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+X({c0c2p+1}
+ · · · {d0d2q+1}
+))
Note that by Remark 2.10, X({c0c2p+1}
+ · · · {d0d2q+1}
+)) is the spherical special unipo-
tent representation attached to the orbit (c0, c2p+1, . . . , d0, d2q+1), therefore B(O) has as-
sociated variety equal to the closure of O by construction. This observation is essential in
our following work (see beginning of Section 8).
Proof. We give details of the proof when O has two chains, i.e.
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1].
The results in Proposition 5.6 can be generalized such that there exists a non-trivial map
Ω(O) −→ IG

 (−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(−
c2p+1
2
+ 1→
d0
2
)
(−
d1
2
+ 1→
d2
2
) . . . (−
d2q−1
2
+ 1→
d2q
2
)(0→
d2q+1
2
− 1)X(1→
c0
2
)


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The intertwining operator
(9)
IG

 (−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(−
c2p+1
2
+ 1→
d0
2
)
(−
d1
2
+ 1→
d2
2
) . . . (−
d2q−1
2
+ 1→
d2q
2
)(0→
d2q+1
2
− 1)X(1→
c0
2
)

 −→
IG

 (−
c1
2
+ 1→
c2
2
) . . . (−
c2p−1
2
+ 1→
c2p
2
)(−
d1
2
+ 1→
d2
2
) . . .
(−
d2q−1
2
+ 1→
d2q
2
)(−
c2p+1
2
+ 1→
d0
2
)(0→
d2q+1
2
− 1)X(1→
c0
2
)


is an isomorphism on the diminutiveK-types since the strings are nested (Corollary 4.5(a)).
The quotient map
IG
′
(
(−
c2p+1
2
+ 1→
d0
2
)(0→
d2q+1
2
− 1)X(1→
c0
2
)
)
q
։ X
(
−
c2p+1
2
+ 1→
c0
2
; −
d2q+1
2
+ 1→
d0
2
)
= X({c0c2p+1}
+{d0d2q+1}
+)
and all the other intertwining operators are nonzero on the trivial K-type. Hence the
last module in Equation (9) maps to IG({c1c2}
+ . . . {c2p−1c2p}
+ {d1d2}
+ . . . {d2q−1d2q}
+
X({c0c2p+1}
+{d0d2q+1}
+)) with the trivial K-type in its image, and the result follows. 
Corollary 5.10. Under the setting of Proposition 5.9, there is a (gc,Kc)−equivariant map
B(O) −→ B(O) with the spherical vector in its image.
Proof. The inclusion map
B(O) := Ω(O)K
1/(K1)0 →֒ Ω(O)
has the trivialK-type in its image. Then the result follows directly from the above inclusion
and Proposition 5.9. 
Remark 5.11.
(a) Proposition 5.9 and Corollary 5.10 hold for odd orbits of Type C as well. Indeed, an
analogous result of Corollary 5.5 holds for half-integral infinitesimal characters given by
Ω −→IO(2n+2M+1)
(
(a→ A) . . . (b→ B)(−
2M − 1
2
→
L− 1
2
)
)
⊠
ISp(2n)
(
(−A→ −a) . . . (−B → −b)X(
1
2
→
L− 1
2
)
)
Ω −→IO(2m+1)((−A→ −a) . . . (−B → −b))⊠
ISp(2m+2L)
(
(a→ A) . . . (b→ B)X(
1
2
→
2L− 1
2
)
)
(this relies on the fact that there is a non-trivial morphism ΩM → triv⊠X(
1
2 →
2L−1
2 ) on
the dual pair O(1) × Sp(2L), where X(12 →
2L−1
2 ) is the spherical metaplectic representa-
tion).
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(b) Once we have established Corollary 5.10 for both odd and even orbits, one can study
the general case when C(O) consists of both odd and even chains. In fact, the arguments
in Proposition 5.9, or more precisely, Equation (9), implies that whenever the chains are
nested, one can combine the results for each chain to come to the conclusion. Since the
chains with half-integral coordinates (coming from the odd columns of O) and the chains
with integral coordinates (coming from the even columns of O) are nested, Corollary 5.10
holds for O.
(c) We also present the case when Q = (c1, c2, . . . ) is an orthogonal nilpotent orbit. Writing
O = (c0, c1, c2, . . . ) as the symplectic nilpotent orbit by adding a column c0 := c1 + 2
on the left of Q, and writing C(O) as in Proposition 5.9, then there exists a morphism
B(Q) −→ B(Q) that is isomorphic on the trivial K-type, where
B(Q) :=
IO({c1c2}
+ . . . {c2p−1c2p}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+XO({c2p+1}
+ · · · {d0d2q+1}
+))
with XO({c2p+1}
+ · · · {d0d2q+1}
+) being a spherical unipotent representation attached to
the orthogonal nilpotent orbit (c2p+1, . . . , d0, d2q+1).
6. The module B(O)
From now on, we assume O is a generic orbit. We list the possible Langlands parameters
that can appear in the composition series of B(O).
For any orbit O = (c0, c1, . . . , c2p+1), the infinitesimal character attached to B(O) is
(10) c2i −→ (
c2i
2
, . . . , 1); c2i+1 −→ (
c2i+1
2
− 1, . . . , 1, 0).
This is implicit from the constructions in the previous section. Moreover, it also matches
the dual pair correspondence in, for example, [Pz].
Fix a generic orbit O, and let λ be as in Equation (10). There is a unique maximal prim-
itive ideal I(λ) ⊂ U(g) with a given infinitesimal character λ. This determines a nilpotent
orbit Oλ such that any admissible irreducible (gc,Kc)−module will have at least Oλ as
its associated variety. In particular, the spherical irreducible module with infinitesimal
character λ has associated variety precisely the closure of Oλ (see [BV2] for details). The
composition factors of B(O) are irreducible (gc,Kc)-modules with infinitesimal character
λ and associated varieties contained in O and containing Oλ.
6.1. Definition of Norm(O). In this section, we describe all nilpotent orbits O′ lying
between Oλ and O for generic orbits O, i.e. C(O) = C1 ∪ · · · ∪ Ck, where each chain Ci is
generic.
Definition 6.1. Let (b0 ≥ b1 = b2 ≥ b3) be four positive integers of the same parity. A
fundamental degeneration is defined by:
• (b0 > b1 = b2 > b3)→ (b0, b1 + 2, b2 − 2, b3).
• (b0 = b1 = b2 > b3)→ (b0 + 1, b1 + 1, b2 − 2, b3).
• (b0 > b1 = b2 = b3)→ (b0, b1 + 2, b2 − 1, b3 − 1).
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• (b0 = b1 = b2 = b3)→ (b0 + 1, b1 + 1, b2 − 1, b3 − 1).
In the first two cases, we omit the columns b2 − 2, b3 if both terms are equal to zero.
Note that when b0 > b1, the size of b0 remains unchanged after degeneration. Similarly, if
b2 > b3, the size of b3 is the same after degeneration.
Definition 6.2. Let O = (c0, c1, . . . , d2q, d2q+1) be a generic orbit. We construct a collec-
tion of orbits as follows:
(1) For each · · · ∪ [. . . b2i(b2i+1 = b2i+2)b2i+3 . . . ] ∪ · · · appearing in C(O), perform
fundamental degeneration on the corresponding columns b2i ≥ b2i+1 = b2i+2 ≥ b2i+3
of O and get a new orbit:
(c0, . . . , b
′
2i, b
′
2i+1, b
′
2i+2, b
′
2i+3, . . . , d2q+1).
(2) For each new orbit obtained in Step (1), repeat Step (1) on them until there are no
more (b2j+1 = b2j+2)’s.
Denote the collection of all such orbits by Norm(O). They are precisely the orbits between
Oλ and O.
Note that in order for the above definition makes sense, one needs O to be generic so
that the coordinates after fundamental degeneration are in descending order.
Example 6.3. Let O = (8, 6, 6, 4, 4, 2, 2, 0). Then the chains C(O′) of all O′ ∈ Norm(O)
are given by
(11)
[8(66)(44)(22)0]
[88] ∪ [4(44)(22)0] [8(66)6] ∪ [2(22)0] [8(66)(44)4]
[88] ∪ [55] ∪ [2(22)0] [88] ∪ [4(44)4] [8(66)6] ∪ [33]
[88] ∪ [55] ∪ [33]
.
As another example, let O = (12, 10, 10, 8, 7, 5, 5, 3, 3, 1) so that C(O) has two chains C1 =
[12(10, 10)8] and C2 = [7(55)(33)1]. Then the chains of all O
′ ∈ Norm(O) are given by
(12)
[12(10, 10)8][7(55)(33)1]
[12(10, 10)8][77][3(33)1] [12, 12][88][7(55)(33)1] [12(10, 10)8][7(55)5][11]
[12, 12][88][77][3(33)1] [12(10, 10)8][77][44][11] [12, 12][88][7(55)5][11]
[12, 12][88][77][44][11]
.
Note that the chains in O′ ∈ Norm(O) may not be generic, and may have different parity
than the original chains of C(O).
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6.2. Parameters Attached to a Generic Orbit. For each O′ ∈ Norm(O) defined
in the previous section, we now define the Langlands parameters attached to O′. Their
corresponding irreducible modules are the candidates of the composition factors of B(O).
We begin with generic orbits O consisting of a single (generic) chain:
Definition 6.4. Let O be a generic orbit such that
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1]
consists of a single generic chain with parity δ ∈ {0, 1}, i.e. δ = 0 if all ci are even, and
δ = 1 otherwise. Suppose O′ ∈ Norm(O) with
C(O′) = [u′0(u
′
1u
′
2) . . . (u
′
2x−1u
′
2x)u
′
2x+1] ∪ · · · ∪ [v
′
0(v
′
1v
′
2) . . . (v
′
2y−1v
′
2y)v
′
2y+1].
For each chain [b′0(b
′
1b
′
2) . . . (b
′
2k−1b
′
2k)b
′
2k+1] appearing in C(O
′):
• If b′2k+1 > 0 and b
′
0, b
′
2k+1 ≡ δ(mod 2), we assign two parameters
[b′0(b
′
1b
′
2) . . . (b
′
2k−1b
′
2k)b
′
2k+1]
+
δ := {b
′
1b
′
2}
− . . . {b′2k−1b
′
2k}
−{b′0b
′
2k+1}
+;
[b′0(b
′
1b
′
2) . . . (b
′
2k−1b
′
2k)b
′
2k+1]
−
δ := {b
′
1b
′
2}
− . . . {b′2k−1b
′
2k}
−{b′0b
′
2k+1}
−.
• If b′2k+1 = 0 (which happens only when δ = 0), assign one parameter
[b′0(b
′
1b
′
2) . . . (b
′
2k−1b
′
2k)0]
+
δ := {b
′
1b
′
2}
− . . . {b′2k−1b
′
2k}
−{b′00}
+.
• If b′0 = b
′
1 with b
′
0, b
′
1 6≡ δ(mod 2), assign one parameter
[b′0b
′
1]
+
δ := 〈b
′
0b
′
1〉
+.
Then a parameter attached to O′ ∈ Norm(O) is defined as
[u′0(u
′
1u
′
2) . . . (u
′
2x−1u
′
2x)u
′
2x+1]
ǫu
δ ∪ · · · ∪ [v
′
0(v
′
1v
′
2) . . . (v
′
2y−1v
′
2y)v
′
2y+1]
ǫv
δ ,
where ǫu, . . . , ǫv ∈ {+,−} are chosen such that the above rules are satisfied for all chains.
Example 6.5. Let O = (8, 6, 6, 4, 4, 2, 2, 0). By looking at (11), the 17 parameters attached
to each O′ ∈ Norm(O) are given by
(13)
[8(66)(44)(22)0]+0
[88]±0 [4(44)(22)0]
+
0 [8(66)6]
±
0 [2(22)0]
+
0 [8(66)(44)4]
±
0
[88]±0 [55]
+
0 [2(22)0]
+
0 [88]
±
0 [4(44)4]
±
0 [8(66)6]
±
0 [33]
+
0
[88]±0 [55]
+
0 [33]
+
0
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Using the notations of Definition 2.9, these parameters can be expressed as:
{66}−{44}−{22}−{80}+
{88}±{44}−{22}−{40}+ {66}−{86}±{22}−{20}+ {66}−{44}−{84}±
{88}±〈55〉+{22}−{20}+ {88}±{44}−{44}± {66}−{86}±〈33〉+
{88}±〈55〉+〈33〉+
.
If the generic orbit O has multiple (generic) chains, we have the following:
Definition 6.6. Let O be a generic orbit with C(O) =
⋃l
i=1 Ci, where each Ci is a generic
chain. Suppose Oi be such that C(Oi) = Ci. Then for all O
′ ∈ Norm(O), we have
(14) C(O′) =
l⋃
i=1
C(O′i)
for some O′i ∈ Norm(Oi). We define the parameters attached to O
′ as the concatena-
tion of parameters attached to O′i ∈ Norm(Oi) for all O
′
i appearing in Equation (14).
Remark 6.7. Suppose O is even and generic, then our construction of Norm(O) guar-
antees that each O′ ∈ Norm(O) is a special nilpotent orbit, and the number of parameters
attached to O′ is precisely equal to |A(O′)|.
Example 6.8. Let O = (12, 10, 10, 8, 7, 5, 5, 3, 3, 1) as in Equation (12). The parameters
attached to each O′i ∈ Norm(Oi), i = 1, 2 are
[12(10, 10)8]±0 [7(55)(33)1]
±
1
; [77]±1 [3(33)1]
±
1 [7(55)5]
±
1 [11]
±
1
[12, 12]±0 [88]
±
0 [77]
±
1 [44]
+
1 [11]
±
1
Therefore, the parameters attached to each O′ ∈ Norm(O) are given by
(15)
[12(10, 10)8]±0 [7(55)(33)1]
±
1
[12(10, 10)8]±0 [77]
±
1 [3(33)1]
±
1 [12, 12]
±
0 [88]
±
0 [7(55)(33)1]
±
1 [12(10, 10)8]
±
0 [7(55)5]
±
1 [11]
±
1
[12, 12]±0 [88]
±
0 [77]
±
1 [3(33)1]
±
1 [12(10, 10)8]
±
0 [77]
±
1 [44]
+
1 [11]
±
1 [12, 12]
±
0 [88]
±
0 [7(55)5]
±
1 [11]
±
1
[12, 12]±0 [88]
±
0 [77]
±
1 [44]
+
1 [11]
±
1
.
6.3. Construction of Irreducible Modules. The following proposition gives an ex-
plicit construction of the irreducible modules corresponding to each parameter attached
to O′ ∈ Norm(O) in Definition 6.6. In particular, the lists exhaust all possibilities of the
composition factors of B(O). In Section 8, we will determine which of them appear in
B(O).
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Proposition 6.9. Let O be a generic orbit, and a parameter attached to O′ ∈ Norm(O)
(Definition 6.6) is given by
[c′0(c
′
1c
′
2) . . . (c
′
2p′−1c
′
2p′)c
′
2p′+1]
ǫc′
δc′
∪ · · · ∪ [d′0(d
′
1d
′
2) . . . (d
′
2q′−1d
′
2q′)d
′
2q′+1]
ǫd′
δd′
.
Then the irreducible module with this parameter equals the induced module
(16)
X([c′0(c
′
1c
′
2) . . . (c
′
2p′−1c
′
2p′)c
′
2p′+1]
ǫc′
δc′
∪ · · · ∪ [d′0(d
′
1d
′
2) . . . (d
′
2q′−1d
′
2q′)d
′
2q′+1]
ǫd′
δd′
) =
IG({c′1c
′
2}
− . . . {c′2p′−1c
′
2p′}
− · · · {d′1d
′
2}
− . . . {d′2q′−1d
′
2q′}
−X([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
)),
where each [b′0b
′
2k′+1]
ǫb′
δb′
appearing in the rightmost module satisfies
[b′0b
′
2k′+1]
ǫb′
δb′
=
{
{b′0b
′
2k′+1}
ǫb′ if b′0, b
′
2k+1 ≡ δb′(mod 2)
〈b′0b
′
2k′+1〉
+ otherwise
.
In either case, X([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
) is a unipotent representation attached to
the orbit (c′0, c
′
2p′+1, · · · , d
′
0, d
′
2q′+1), whose diminutive K-type multiplicities are known by
Proposition 4.3 and Remark 4.4.
Moreover, the irreducible modules constructed above exhaust all irreducible modules hav-
ing associated variety contained in O′, and infinitesimal character given by Equation (10).
Its proof will be postponed to Section 10. Note that since the modules B(O) and B(O)
constructed in Section 5 have infinitesimal character given by Equation (10) and associated
variety O, the last paragraph of the above Proposition says all composition factors of B(O)
and B(O) must be of the form given by Equation (16). In particular, the lowest K-types
of the composition factors of B(O) and B(O) are diminutive.
Remark 6.10. Using the same arguments in Proposition 4.3, one obtains the following:
X([c′0(c
′
1c
′
2) . . . (c
′
2p′−1c
′
2p′)c
′
2p′+1]
ǫc′
δc′
∪ · · · ∪ [d′0(d
′
1d
′
2) . . . (d
′
2q′−1d
′
2q′)d
′
2q′+1]
ǫd′
δd′
)
≈ IG({c′1c
′
2}
− . . . {c′2p′−1c
′
2p′}
− · · · {d′1d
′
2}
− . . . {d′2q′−1d
′
2q′}
−[c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
).
By applying Proposition 4.3 again on IG
′
([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
), the induced module
above have the same diminutive K-type multiplicities as
IG({c′1c
′
2}
− . . . {c′2p′−1c
′
2p′}
− · · · {d′1d
′
2}
− . . . {d′2q′−1d
′
2q′}
−X([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
)).
Therefore, the two modules in Equation (16) agree on the level of diminutive K-types. So
one of the main content of Proposition 6.9 is to show they are exactly equal to each other.
7. Distinguished Parameters
In the previous section, we have defined the set Norm(O) and listed the parameters
attached to each O′ ∈ Norm(O) for all generic O. They are the candidates of the parame-
ters of the composition factors of B(O). We now define a distinguished parameter for each
O′ ∈ Norm(O). It will be proved in Section 8 that they are precisely the composition
factors of B(O).
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Definition 7.1. Let O be a generic nilpotent orbit, and
[c′0(c
′
1c
′
2) . . . (c
′
2p′−1c
′
2p′)c
′
2p′+1]
ǫc′
δc′
∪ · · · ∪ [d′0(d
′
1d
′
2) . . . (d
′
2q′−1d
′
2q′)d
′
2q′+1]
ǫd′
δd′
be a parameter attached to O′ ∈ Norm(O) (Definition 6.6). Then the parameter is dis-
tinguished in O′ if each of the [b′0(b
′
1b
′
2) . . . (b
′
2k−1b
′
2k)b
′
2k+1]
ǫb′
δb′
appearing in the above pa-
rameter satisfies the following condition:
whenever b′0 > 0 and b
′
0, b
′
2k+1 ≡ δb′(mod 2), ǫb′ = sgn(−1)
k.
One can check directly from the definition that each O′ ∈ Norm(O) contains exactly
one distinguished parameter. Therefore we can make the following definition:
Definition 7.2. In the setting of Definition 7.1, the irreducible module ΠO′ corresponding
to the distinguished parameter in O′ ∈ Norm(O) is called the distinguished module in
O′.
Example 7.3. Let O = (8, 6, 6, 4, 4, 2, 2, 0) with C(O) = [8(66)(44)(22)0]. Among all
parameters given in Equation (13), the distinguished ones are given by:
[8(66)(44)(22)0]+0
[88]+0 [4(44)(22)0]
+
0 [8(66)6]
−
0 [2(22)0]
+
0 [8(66)(44)4]
+
0
[88]+0 [55]
+
0 [2(22)0]
+
0 [88]
+
0 [4(44)4]
−
0 [8(66)6]
−
0 [33]
+
0
[88]+0 [55]
+
0 [33]
+
0
As another example of O = (12, 10, 10, 8, 7, 5, 5, 3, 3, 1) with C(O) = [12(10, 10)8]∪[7(55)(33)1],
the distinguished parameters are given by
[12(10, 10)8]−0 [7(55)(33)1]
+
1
[12(10, 10)8]−0 [77]
+
1 [3(33)1]
−
1 [12, 12]
+
0 [88]
+
0 [7(55)(33)1]
+
1 [12(10, 10)8]
−
0 [7(55)5]
−
1 [11]
+
1
[12, 12]+0 [88]
+
0 [77]
+
1 [3(33)1]
−
1 [12(10, 10)8]
−
0 [77]
+
1 [44]
+
1 [11]
+
1 [12, 12]
+
0 [88]
+
0 [7(55)5]
−
1 [11]
+
1
[12, 12]+0 [88]
+
0 [77]
+
1 [44]
+
1 [11]
+
1
.
7.1. Sum of distinguished modules. The following proposition gives the multiplicities
of the diminutive K-types in the sum of ΠO′ :
Proposition 7.4. Let O be a generic nilpotent orbit of Type C with chains
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ · · · ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1].
Then the sum of distinguished modules has diminutive K-type multiplicities equal to that
of the induced module⊕
O′∈Norm(O)
ΠO′ ≈ I
G({c0c1}
+ . . . {c2pc2p+1}
+ · · · {d0d1}
+ . . . {d2qd2q+1}
+).
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Corollary 7.5. Let O be a nilpotent orbit given by 7.4. Then for any diminutive K-type
V , we have [
⊕
O′∈Norm(O)
ΠO′ : V ] = [R(O#) : V ], where
O# := (
c0 + c1
2
,
c0 + c1
2
, . . . ,
c2p + c2p+1
2
,
c2p + c2p+1
2
, · · · ,
d0 + d1
2
,
d0 + d1
2
, . . . ,
d2q + d2q+1
2
,
d2q + d2q+1
2
).
Proof. By construction, O# is a Richardson orbit whose closure is normal (Theorem 2.6).
Using the main result of [McG] for instance, the K−spectrum of R(O#) = R(O#) equals
that of
IndG
GL(
c0+c1
2
)×···×GL(
c2p+c2p+1
2
)×···×GL(
d0+d1
2
)×···×GL(
d2q+d2q+1
2
)
(triv)
Also, by Equation (1), this is isomorphic to the K−spectrum of
IG({c0c1}
+ . . . {c2pc2p+1}
+ · · · {d0d1}
+ . . . {d2qd2q+1}
+).

7.2. Proof of Proposition 7.4 - Single Chain. As in the construction of Norm(O) in
the previous section, we begin by proving the proposition when C(O) consists of a single
chain of parity δ ∈ {0, 1}.
First of all, we study the case for C(O) = [c0(c1c2)c3]:
Lemma 7.6. Let O = (c0 ≥ c1 = c2 ≥ c3) be an orbit of parity δ ∈ {0, 1} (we do
not assume C(O) to be generic here), and O′ = (c′0, c
′
1, c
′
2, c
′
3) is obtained from O by a
fundamental degeneration (Definition 6.1). Then
IG({c0c1}
+{c2c3}
+) ≈


X([c0(c1c2)c3]
−
δ )⊕X([c
′
0c
′
1]
+
δ [c
′
2c
′
3]
+
δ ) if c3 > 0;
X([c0(c1c2)c3]
+
δ )⊕X([c
′
0c
′
1]
+
δ [c
′
2c
′
3]
+
δ ) if c2 > 2, c3 = 0;
X([c0(c1c2)c3]
+
δ )⊕X([c
′
0c
′
1]
+
δ ) if c2 = 2, c3 = 0.
In particular, if O is generic, then Norm(O) = {O,O′}, and the two summands on the
above equation are precisely the distinguished modules ΠO and ΠO′ . Hence Proposition 7.4
holds for O.
Proof. Consider the intertwining operators
(17)
IG({c0c1}
+{c2c3}
+) = IG
(
(−
c1
2
+ 1→
c0
2
)(−
c3
2
+ 1→
c2
2
)
)
σ
−→
IG
(
(−
c1
2
+ 1→
c0
2
)(−
c2
2
→
c3
2
− 1)
)
ι
−→
IG
(
(−
c2
2
→
c3
2
− 1)(−
c1
2
+ 1→
c0
2
)
)
.
By Proposition 4.2, the first map of (17) is an isomorphism on the diminutive K−types.
So we keep track on the kernel and image of the second map ι on the level of diminutive
K-types.
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By Corollary 4.5(b) (with a = −c1/2 + 1, A = c0/2, b = −c2/2, B = c3/2 − 1), ker ι in
(17) is equal to: {
X({c0c3}
−{c1c2}
−) = X([c0(c1c2)c3]
−
δ ) if c3 > 0
X({c0c3}
+{c1c2}
−) = X([c0(c1c2)c3]
+
δ ) if c3 = 0
on the level of diminutive K-types. This accounts for the first summand in the lemma.
Moreover, Corollary 4.5(b) also implies that im ι is equal to
IG
(
(−
c2
2
→
c0
2
)(−
c1
2
+ 1→
c3
2
− 1)
)
σ
≈ IG
(
(−
c2
2
→
c0
2
)(−
c3
2
+ 1→
c1
2
− 1)
)
=


IG({c0, c1 + 2}
+{c2 − 2, c3}
+) if c0 > c1 = c2 > c3
IG(〈c0 + 1, c1 + 1〉
+{c2 − 2, c3}
+) if c0 = c1 = c2 > c3
IG({c0, c1 + 2}
+〈c2 − 1, c3 − 1〉
+) if c0 > c1 = c2 = c3
IG(〈c0 + 1, c1 + 1〉
+〈c2 − 1, c3 − 1〉
+) if c0 = c1 = c2 = c3
= IG([c′0c
′
1]
+
δ [c
′
2c
′
3]
+
δ ),
(if c′2 = c
′
3 = 0 then the {c
′
2c
′
3}
+ term is non-existent). By Proposition 4.3, the last module
satisfies IG([c′0c
′
1]
+
δ [c
′
2c
′
3]
+
δ ) ≈ X([c
′
0c
′
1]
+
δ [c
′
2c
′
3]
+
δ ), which is precisely the second summand in
the lemma. So the result follows. 
Remark 7.7. By a similar argument as above, we can also get the composition factors of
IG({c0c1}
+{c2c3}
−). More precisely, when [c0(c1c2)c3] is generic and c3 6= 0, then
(18) IG({c0c1}
+{c2c3}
ǫ) ≈ X([c0(c1c2)c3]
−ǫ
δ )⊕X([c
′
0c
′
1]
+
δ [c
′
2c
′
3]
ǫ
δ).
for ǫ ∈ {+,−}. Moreover, since c2 > c3 by the genericity of [c0(c1c2)c3], we have c
′
3 = c3
by the paragraph after Definition 6.1.
We now prove Proposition 7.4 in the single chain setting by induction on the length of
a chain, i.e. suppose the Proposition holds for C(Ok) = [c2(c3c4) . . . (c2k−1c2k)c2k+1], then
it also holds for C(Ok+1) = [c0(c1c2)(c3c4) . . . (c2k−1c2k)c2k+1].
Firstly, we study the relation between Norm(Ok) and Norm(Ok+1). Let
Ok = (c2, c3, c4, . . . , c2k+1) −→ Pk = (b2, b3, b4, . . . , b2k+1) ∈ Norm(Ok)
be obtained by ‘degenerating’ some (c2i−1c2i) in Ok. Note that b2 = c2 by the definition
of generic chain (Definition 2.2) and the paragraph after Definition 6.1. Consider the two
orbits
Puk := (c0, c1, c2, b3, b4, . . . , b2k+1), P
d
k := (c
′
0, c
′
1, c
′
2, b
′
3, b4, . . . b2k+1),
where Puk is obtained by concatenating Pk with (c0, c1) on the left, and P
d
k is obtained by
performing the fundamental degeneration on (c0 > c1 = c2 ≥ b3) of P
u
k . Then
Norm(Ok+1) =
⋃
Pk∈Norm(Ok)
{Puk ,P
d
k}.
In particular, the cardinality of Norm(Ok+1) is twice of that of Norm(Ok).
Consider the two possibilities of Ok = (c2, c3, c4, c5 . . . ) −→ Pk = (c2, b3, b4, b5, . . . ):
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(1) No fundamental degeneration occurs at c3 = c4 for Pk, i.e. b3 = b4(= c3 = c4).
Then
C(Pk) = [c2(b3b4) . . . b2l+1] ∪ · · · ⇒
{
C(Puk ) = [c0(c1c2)(b3b4) . . . b2l+1] ∪ . . .
C(Pdk ) = [c
′
0c
′
1] ∪ [c
′
2(b
′
3b4) . . . b2l+1] ∪ . . .
with b′3 = b3 by the paragraph after Definition 6.1 again.
(2) Fundamental degeneration occurs at c3 = c4 for Pk, i.e. b3 > b4. In this case,
C(Pk) = [c2b3] ∪ [b4 . . . ] ∪ · · · ⇒
{
C(Puk ) = [c0(c1c2)b3] ∪ [b4 . . . ] ∪ . . .
C(Pdk ) = [c
′
0c
′
1] ∪ [c
′
2b
′
3] ∪ [b4 . . . ] ∪ . . . .
We now consider Case (1) first: Let C(Pk) = [c2(b3b4) . . . b2l+1] ∪ . . . and
ΠPk = X([c2(b3b4) . . . (b2l−1b2l)b2l+1]
ǫ
δ ∪ · · · )
be the distinguished module in Pk, where ǫ ∈ {+,−} is determined by Definition 7.1. Note
that the chain [c2(b3b4) . . . (b2l−1b2l)b2l+1] can be non-generic when Pk 6= Ok, but it must
have the same parity as δ since c2 ≡ c0 ≡ δ(mod 2). Consider the induced module
(19)
IG({c0c1}
+ΠPk) = I
G({c0c1}
+X([c2(b3b4) . . . (b2l−1b2l)b2l+1]
ǫ
δ ∪ · · · ))
≈ IG({c0c1}
+IG
′
({b3b4}
− . . . {b2l−1b2l}
−[c2b2l+1]
ǫ
δ · · · ))
= IG({c0c1}
+{b3b4}
− . . . {b2l−1b2l}
−[c2b2l+1]
ǫ
δ · · · )
≈ IG({b3b4}
− . . . {b2l−1b2l}
− · · · {c0c1}
+[c2b2l+1]
ǫ
δ)
= IG({b3b4}
− . . . {b2l−1b2l}
− · · · IG
′
({c0c1}
+{c2b2l+1}
ǫ)),
where the first ≈ comes from the first ≈ in Remark 6.10, second = comes from induction
in stages, second ≈ comes from rearranging the order of GL-modules, and the last equality
follows again from induction in stages and the fact that c2, b2l+1 ≡ δ(mod 2).
By applying Equation (18) on IG
′
({c0c1}
+{c2b2l+1}
ǫ) with when c0 > c1 = c2 > b2l+1 6=
0 (the study of the b2l+1 = 0 case is easier, and is left to the reader), the induced module
in Equation (19) contains exactly two diminutive lowest K-type modules
IG({b3b4}
− . . . {b2l−1b2l}
− · · ·X([c0(c1c2)b2l+1]
−ǫ
δ ))
(6.10)
≈ IG({b3b4}
− . . . {b2l−1b2l}
− · · · IG
′
({c1c2}
−{c0b2l+1}
−ǫ))
= IG({b3b4}
− . . . {b2l−1b2l}
− · · · {c1c2}
−{c0b2l+1}
−ǫ)
≈ IG({c1c2}
−{b3b4}
− . . . {b2l−1b2l}
−{c0b2l+1}
−ǫ · · · )
(6.10)
≈ X([c0(c1c2)(b3b4) . . . (b2l−1b2l)b2l+1]
−ǫ
δ ∪ · · · ) = ΠPuk
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and
IG({b3b4}
− . . . {b2l−1b2l}
− · · ·X([c′0c
′
1]
+
δ [c
′
2b2l+1]
ǫ
δ))
(6.10)
≈ IG({b3b4}
− . . . {b2l−1b2l}
− · · · IG
′
({c′0c
′
1}
+{c′2b2l+1}
ǫ))
= IG({b3b4}
− . . . {b2l−1b2l}
− · · · {c′0c
′
1}
+{c′2b2l+1}
ǫ)
≈ IG({c′0c
′
1}
+{b3b4}
− . . . {b2l−1b2l}
−{c′2b2l+1}
ǫ · · · )
(6.10)
≈ X([c′0c
′
1]
+
δ ∪ [c
′
2(b3b4) . . . (b2l−1b2l)b2l+1]
ǫ
δ ∪ · · · ) = ΠPd
k
,
where ΠPu
k
and ΠPd
k
are the distinguished modules corresponding to Puk , P
d
k ∈ Norm(Ok+1)
respectively.
For Case (2), let C(Pk) = [c2b3] ∪ [b4 . . . ] ∪ . . . and
ΠPk = X([c2b3]
+
δ ∪ · · · ).
As in Equation (19), we have
IG({c0c1}
+ΠPk) = I
G({c0c1}
+X([c2b3]
+
δ ∪ · · · ))
≈ IG(· · · IG
′
({c0c1}
+{c2b3}
+))
≈ IG(· · ·X([c0(c1c2)b3]
−
δ ))⊕ I
G(· · ·X([c′0c
′
1]
+
δ [c
′
2b
′
3]
+
δ ))
≈ IG({c0b3}
−{c1c2}
− · · · )⊕ IG({c′0c
′
1}
+{c′2b
′
3}
+ · · · )
(6.10)
≈ X([c0(c1c2)b3]
−
δ ∪ · · · )⊕X([c
′
0c
′
1]
+
δ ∪ [c
′
2b
′
3]
+
δ ∪ · · · )
= ΠPu
k
⊕ΠPd
k
In both cases, one has
(20) IG({c0c1}
+ΠPk) ≈ ΠPuk ⊕ΠPdk
,
and hence ⊕
Pk+1∈Norm(Ok+1)
ΠPk+1 =
⊕
Pk∈Norm(Ok)
(ΠPu
k
⊕ΠPd
k
)
≈
⊕
Pk∈Norm(Ok)
IG({c0c1}
+ΠPk)
≈ IG({c0c1}
+IG
′
({c2c3}
+ . . . {c2kc2k+1}
+))
= IG({c0c1}
+{c2c3}
+ . . . {c2kc2k+1}
+).
The first ≈ comes from Equation (20), and the second ≈ comes from induction hypothesis,
and the last equality comes from induction in stages. 
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7.3. Proof of Proposition 7.4 - Multiple Chains. Suppose now C(O) has multiple
chains. Since the parameters attached to odd chains are half-integral, and the parameters
corresponding to even chains are integral, therefore their corresponding parameters are
nested in the sense of Section 4. By grouping the parameters according to their parity
using the intertwining operator ι, one can focus on the case when C(O) has multiple chains
of the same parity δ ∈ {0, 1}.
We will show how Proposition 7.4 holds when C(O) has two chains of the same parity
δ, and the general case is analogous.
Assume C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1]. Also, let
O1 = (c0, c1, . . . , c2p+1) and O2 = (d0, d1, . . . , d2q+1). Then for all O
′ ∈ Norm(O), the
chains of O′ is of the form
C(O′) = C(O′1) ∪ C(O
′
2), O
′
i ∈ Norm(Oi) for i = 1, 2
By the results in the previous section,
(21) IG
′
({c0c1}
+ . . . {c2pc2p+1}
+) ≈
⊕
O′
1
∈Norm(O1)
ΠO′
1
,
(22) IG
′′
({d0d1}
+ . . . {d2qd2q+1}
+) ≈
⊕
O′
2
∈Norm(O2)
ΠO′
2
,
where each ΠO′i is of the form
(23)
ΠO′
1
= X([r0(r1r2) . . . (r2i−1r2i)r2i+1]
ǫr
δ ∪ · · · ∪ [s0(s1s2) . . . (s2j−1s2j)s2j+1]
ǫs
δ )
(6.10)
≈ IG
′
({r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ )
(24)
ΠO′
2
= X([t0(t1t2) . . . (t2l−1t2l)t2l+1]
ǫt
δ ∪ · · · ∪ [u0(u1u2) . . . (u2k−1u2k)u2k+1]
ǫu
δ )
(6.10)
≈ IG
′′
({t1t2}
− . . . {t2l−1t2l}
− · · · {u1u2}
− . . . {u2k−1u2k}
−[t0t2l+1]
ǫt
δ · · · [u0u2k+1]
ǫu
δ ).
Now consider⊕
O′∈Norm(O)
ΠO′
=
⊕
O′i∈Norm(Oi),
i=1,2
X
(
[r0(r1r2) . . . (r2i−1r2i)r2i+1]
ǫr
δ ∪ · · · ∪ [s0(s1s2) . . . (s2j−1s2j)s2j+1]
ǫs
δ ∪
[t0(t1t2) . . . (t2l−1t2l)t2l+1]
ǫt
δ ∪ · · · ∪ [u0(u1u2) . . . (u2k−1u2k)u2k+1]
ǫu
δ
)
(6.10)
≈
⊕
O′i∈Norm(Oi),
i=1,2
IG
(
{r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ
{t1t2}
− . . . {t2l−1t2l}
− · · · {u1u2}
− . . . {u2k−1u2k}
−[t0t2l+1]
ǫt
δ · · · [u0u2k+1]
ǫu
δ
)
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=
⊕
O′i∈Norm(Oi),
i=1,2
IG
(
{r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ
IG
′′
({t1t2}
− . . . {t2l−1t2l}
− · · · {u1u2}
− . . . {u2k−1u2k}
−[t0t2l+1]
ǫt
δ · · · [u0u2k+1]
ǫu
δ )
)
(24)
≈
⊕
O′i∈Norm(Oi),
i=1,2
IG
(
{r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ ΠO′2
)
(22)
≈
⊕
O′
1
∈Norm(O1)
IG
(
{r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ
IG
′′
({d0d1}
+ . . . {d2qd2q+1}
+)
)
≈
⊕
O′
1
∈Norm(O1)
IG
(
{d0d1}
+ . . . {d2qd2q+1}
+
{r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ
)
=
⊕
O′
1
∈Norm(O1)
IG
(
{d0d1}
+ . . . {d2qd2q+1}
+
IG
′
({r1r2}
− . . . {r2i−1r2i}
− · · · {s1s2}
− . . . {s2j−1s2j}
−[r0r2i+1]
ǫr
δ · · · [s0s2j+1]
ǫs
δ )
)
(23)
≈
⊕
O′
1
∈Norm(O1)
IG({d0d1}
+ . . . {d2qd2q+1}
+ΠO′
1
)
(21)
≈ IG({d0d1}
+ . . . {d2qd2q+1}
+{c0c1}
+ . . . {c2pc2p+1}
+)
≈ IG({c0c1}
+ . . . {c2pc2p+1}
+{d0d1}
+ . . . {d2qd2q+1}
+)
Consequently, the result follows. 
8. The Main Theorem
We begin this section by studying the induced module in Proposition 7.4 more carefully:
Lemma 8.1. Let O be a generic orbit with
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ · · · ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1].
Consider the induced module Ξ := IG({c0c1}
+ . . . {c2pc2p+1}
+ · · · {d0d1}
+ . . . {d2qd2q+1}
+)
appearing in Proposition 7.4. The following holds:
(a) Ξ is cyclic.
(b) Ξ is a submodule of
IG({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+{d0d2q+1}
+).
Proof. (a) The proof follows exactly as in the treatment of the spherical part at the proof
of Proposition 4.3. Namely, we rearrange the infinitesimal character of the above induced
module into the dominant form λ0 = ( c02 ,
c0
2 − 1, . . . , r, . . . , r, . . . 1, . . . , 1, 0, . . . , 0), and
consider the principal series X(λ0;λ0). By applying the intertwining operators ι and σ as
in the proof, one can see that the induced module
IG((−
c1
2
+ 1→
c0
2
) . . . (−
c2p+1
2
+ 1→
c2p
2
) . . . (−
d1
2
+ 1→
d0
2
) . . . (−
d2q+1
2
+ 1→
d2q
2
))
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is the homomorphic image of some intertwining operators on X(λ0;λ0), hence it is cyclic.
This module is exactly equal to Ξ.
(b) We will prove (b) for G = GL, and the result for G = Sp follows by induction in stages.
Firstly, consider the case when there are only ci’s and apply induction on the length of
C(O): The result is automatic if C(O) = [c0c1]. Now suppose C(O) = [c0(c1c2)c3], consider
the intertwining operator
IGL({c0c3}
+{c1c2}
+)
ι
−→ IGL({c1c2}
+{c0c3}
+).
By Lemma 4.1(b), its image is equal to IGL({c0c1}
+{c2c3}
+) ⊂ IGL({c1c2}
+{c0c3}
+).
Suppose the result holds for C(Op) = [c0(c1c2) . . . (c2p−1c2p)c2p+1], i.e.
(25) IGL({c0c1}
+ . . . {c2pc2p+1}
+) ⊂ IGL({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+).
Consider C(Op+1) = [c0(c1c2) . . . (c2p+1c2p+2)c2p+3] and the intertwining operator
IGL({c1c2}
+ . . . {c0c2p+3}
+{c2p+1c2p+2}
+)
ι
−→ IG({c1c2}
+ . . . {c2p+1c2p+2}
+{c0c2p+3}
+)
which has image
IGL({c1c2}
+ . . . {c0c2p+1}
+{c2p+2c2p+3}
+) ⊂ IGL({c1c2}
+ . . . {c2p+1c2p+2}
+{c0c2p+3}
+).
By Equation (25), we also have
IGL({c0c1}
+ . . . {c2pc2p+1}
+{c2p+2c2p+3}
+) ⊂ IGL({c1c2}
+ . . . {c0c2p+1}
+{c2p+2c2p+3}
+)
⊂ IGL({c1c2}
+ . . . {c2p+1c2p+2}
+{c0c2p+3}
+).
Consequently, the claim is proved when there are only ci’s, and the result for multiple
chains will follow from studying the intertwining operators ι given by:
IG({c0c2p+1}
+{c1c2}
+ . . . {c2p−1c2p}
+ · · · {d0d2q+1}
+{d1d2}
+ . . . {d2q−1d2q}
+)
ι
→ IG({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+ · · · {d0d2q+1}
+{d1d2}
+ . . . {d2q−1d2q}
+)
ι
→ · · ·
ι
→ IG({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+{d0d2q+1}
+)

Proposition 8.2. For the generic orbit O be given by Lemma 8.1, the composition factors
of the cyclic submodule of B(O) given in Corollary 5.10 are precisely the distinguished
modules {ΠO′ | O
′ ∈ Norm(O)} given in Definition 7.2.
Proof. By the above Lemma, we have
Ξ ⊂ IG({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+{d0d2q+1}
+)
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is a cyclic submodule. Now consider the (g,K)-module maps:
(26)
IG({c1c2}
+ . . . {c2p−1c2p}
+{c0c2p+1}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+{d0d2q+1}
+)
→ IG({c1c2}
+ . . . {c2p−1c2p}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+{c0c2p+1}
+ · · · {d0d2q+1}
+)
։ IG({c1c2}
+ . . . {c2p−1c2p}
+ · · · {d1d2}
+ . . . {d2q−1d2q}
+X({c0c2p+1}
+ · · · {d0d2q+1}
+))
= B(O),
where the first map is a composition of the intertwining operator ι’s, and the second map
is induced from the (surjective) quotient map
IG
′
({c0c2p+1}
+ · · · {d0d2q+1}
+)։ X({c0c2p+1}
+ · · · {d0d2q+1}
+).
Note that all ι’s appearing on the first map are intertwining operators between nested
strings, so it is an isomorphism on diminutive K-types by Corollary 4.5(a). Also, the
second map is an isomorphism on diminutive K-types by Proposition 4.3. Consequently,
the cyclic submodule of B(O) is given by the image of Ξ of the two maps. By Proposition
7.4,
Ξ ≈
⊕
O′∈Norm(O)
ΠO′ ,
and the maps in Equation (26) are isomorphic on diminutive K-types, this implies the
ΠO′ ’s are precisely the composition factors of the cyclic submodule of B(O). 
We are now in the position to state and prove the main theorem of this manuscript:
Theorem 8.3. Let O be a generic nilpotent orbit of Type C. Then composition factors of
B(O) are precisely the distinguished modules given in Definition 7.1.
Proof. Recall from Section 5 that the (gc,Kc)-module morphism
B(O) −→ B(O)
is an isomorphism on the trivial K-type, therefore the factors of the cyclic module of B(O)
must appear in B(O) as well. Therefore, the composition factors of B(O) contains the
distinguished modules ΠO′ by Proposition 8.2.
Now suppose on the contrary that B(O) has a factor other than ΠO′ . Let Ψ be one of
such factor; its lowest K-type, Vγ , must be diminutive by the discussions after Proposition
6.9. Then
(27)
[R(O) : Vγ ] = [B(O) : Vγ ] ≥ [Ψ⊕
⊕
O′∈Norm(O)
ΠO′ : Vγ ] > [
⊕
O′∈Norm(O)
ΠO′ : Vγ ] = [R(O#) : Vγ ],
where O# is given in Corollary 7.5. On the other hand, O →֒ O# as G-varieties. This
implies that there is a G-module surjection R(O#) ։ R(O). In particular, [R(O) : V ] ≤
[R(O#) : V ] for all K-types V . This contradicts Equation (27), and consequently there
are no composition factors of B(O) other than the ones listed in Theorem 8.3. 
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Corollary 8.4. Let O be a generic nilpotent orbit. The diminutive K-type multiplicity of
R(O) is equal to that of R(O#), where O# ⊃ O is given in Corollary 7.5. Moreover, O
is not normal iff R(O) and R(O) have different multiplicities on the level of diminutive
K-types.
Proof. The statement on diminutive K-type multiplicities are precisely Theorem 8.3 and
Corollary 7.5. For the second statement, let O be a generic orbit with
C(O) = [c0(c1c2) . . . (c2p−1c2p)c2p+1] ∪ · · · ∪ [d0(d1d2) . . . (d2q−1d2q)d2q+1].
By the first statement of the corollary and [B5], the diminutive K-type multiplicities of
R(O) and R(O) are given by
(28)
IndG
GL(
c0+c1
2
)×···×GL(
c2p+c2p+1
2
)×···×GL(
d0+d1
2
)×···×GL(
d2q+d2q+1
2
)
(triv); and
IndG
GL(
c1+c2
2
)×···×GL(
c2p−1+c2p
2
)×GL(
c0+c2p+1
2
)×···×GL(
d1+d2
2
)×···×GL(
d2q−1+d2q
2
)×GL(
d0+d2q+1
2
)
(triv)
respectively. These two induced modules have the same multiplicities iff they are induced
from the same Levi type, which forces each chain in C(O) to be of length 2. By Theorem
2.6, this implies O is normal. 
More generally, the character formula of the sum of distinguished modules is given in
[Wo1]. One can therefore compute the multiplicities of any K-type appearing in R(O).
Example 8.5. We present the character formula of B(O) when O = (c0, c1, . . . , c2p, c2p+1)
is even and generic. For i = 0, 1, . . . , p+ 1, let
µi := (
c2i
2
, . . . , 2, 1;
c2i+1
2
− 1, . . . , 1, 0); νi := (
c2i+1
2
− 1, . . . , 2, 1;
c2i
2
, . . . , 1, 0).
For any subset I ⊂ {0, 1, . . . , p+ 1}, we define
WI :=
∏
j /∈I
[W (Cc2j/2)×W (Dc2j+1/2)]×
∏
i∈I
[W (Cc2i+1/2−1)×W (Dc2i−1/2+1)],
so that for each w = (wj , wi) ∈ WI , we have wj ∈ W (Cc2j/2) ×W (Dc2j+1/2) acting on
µj, and wi ∈W (Cc2i+1/2−1)×W (Dc2i−1/2+1) acting on νi. Then the character formula for
B(O) is given by
B(O) ∼=
1
2p+1
∑
I⊂{0,1,...,p+1}
∑
w∈WI
sgn(w)IndGT ((
⋃
j /∈I
µj ;
⋃
i∈I
νi)−w(
⋃
j /∈I
µj;
⋃
i∈I
νi)).
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For example, if O = (6, 4, 4, 2), then the infinitesimal character of B(O) is equal to λ =
(321; 10; 21; 0) by Equation (10), and
R(O) ∼=
1
4
(
∑
w∈C3×D2×C2×D1
sgn(w)IndGT ((321; 10; 21; 0) − w(321; 10; 21; 0))
+
∑
w∈C3×D2×D3
sgn(w)IndGT ((321; 10; 210) − w(321; 10; 210))
+
∑
w∈C1×D4×C2×D1
sgn(w)IndGT ((1; 3210; 21; 0) − w(1; 3210; 21; 0))
+
∑
w∈C1×D4×D3
sgn(w)IndGT ((1; 3210; 210) − w(1; 3210; 210))).
9. General Structure of B(O)
9.1. All Symplectic Orbits. In this section, we consider all symplectic orbits O. We
extract as few column pairs (ci, ci) from O as possible such that:
(29) O = Ogen ∪
r⋃
i=1
(ci, ci),
where Ogen is generic. For example, if O = (9, 9, 9, 9, 8, 6, 6, 6, 5, 5, 4, 2, 2, 2, 2, 0) with
C(O) = [9(99)9][8(66)6][55][4(22)(22)0], then
O = (9, 9, 8, 6, 5, 5, 4, 2, 2, 0) ∪ (9, 9) ∪ (6, 6) ∪ (2, 2),
i.e. Ogen = (9, 9, 8, 6, 5, 5, 4, 2, 2, 0).
Theorem 9.1. Let O be a symplectic orbit with O = Ogen ∪
⋃r
i=1(ci, ci) as in Equation
(29), then
B(O) = IG({c1, c1}
+ . . . {cr, cr}
+B(Ogen)).
Consequently, the formula in (28) for diminutive K-type multiplicities of R(O) also holds
for all symplectic orbits.
The example below shows how the general proof of the above theorem is like for any
nilpotent orbits:
Example 9.2. Let O = (6, 4, 4, 4, 4, 4, 4, 4, 4, 2, 2, 2) with C(O) = [6(44)(44)(44)(44)(22)2],
then
O = (6, 4, 4, 2) ∪ (4, 4) ∪ (4, 4) ∪ (4, 4) ∪ (2, 2)
i.e. Ogen = (6, 4, 4, 2). Using the notations in Section 8, we have
Ξ = IG({6, 4}+{4, 4}+{4, 4}+{4, 4}+{4, 2}+{2, 2}+)
cyclic
⊂ IG({4, 4}+{4, 4}+{4, 4}+{4, 4}+{2, 2}+{6, 2}+)
։ B(O) = IG({4, 4}+{4, 4}+{4, 4}+{2, 2}+X({6, 2}+)).
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So the composition factors of the cyclic submodules of B(O) and also B(O) can be under-
stood by studying:
Ξ = IG({6, 4}+{4, 4}+{4, 4}+{4, 4}+{4, 2}+{2, 2}+)
≈ IG({4, 4}+{4, 4}+{4, 4}+{2, 2}+{6, 4}+{4, 2}+)
≈ IG({4, 4}+{4, 4}+{4, 4}+{2, 2}+B(Ogen)).
To show the first ≈ holds, we use the fact that the strings {4, 4}+ are nested with {6, 4}+,
and that the string {2, 2}+ is nested with {6, 4}+ and {4, 2}+.
As in the proof of Theorem 8.3, the composition factors of Ξ having diminutive lowest
K-types appear in composition series of B(O). Moreover, the sum these factors have the
same diminutive K-type multiplicities as R(O#), which implies that they are the only
composition factors in B(O) with diminutive lowest K-types.
In order to prove they exhaust the whole composition series of B(O), one needs to show
that all modules attached to O′ ∈ Norm(O) have diminutive K-types. This is indeed the
case by some easy generalizations of the constructions given in Section 6, the details are
given in Section 7 of [Wo1]. In our example, the chains of O′ ∈ Norm(O) are given by
[6(44)(44)(44)(44)(22)2]
[66][4(44)(44)4][2(22)2] [6(44)(44)(44)(44)4][11]
[66][55][44][33][2(22)2] [66][4(44)(44)4][33][11]
[66][55][44][3333][11]
and the parameters attached to each O′ ∈ Norm(O) are given by
{44}−{44}−{44}−{44}−{22}−{62}±
{66}±{44}−{44}−{44}±{22}−{22}± {44}−{44}−{44}−{44}−{64}±〈11〉+
{66}±〈55〉+{44}±〈33〉+{22}−{22}± {66}±{44}−{44}−{44}±〈33〉+〈11〉+
{66}±〈55〉+{44}±〈33〉+〈33〉+〈11〉+
(c.f. [Wo1, Example 7.5]). Note that the number of parameters attached to each O′ ∈
Norm(O) is still equal to |A(O′)|. Using the same arguments in Section 8, one has
B(O) ≈ IG({4, 4}+{4, 4}+{4, 4}+{2, 2}+B(Ogen)).
9.2. All Orthogonal Orbits. We end our discussions on the generalizations of Theorem
8.3 by looking at the orthogonal orbits Q.
As mentioned in Remark 5.11, one can construct a (g,K)-morphism B(Q) −→ B(Q)
which is isomorphic on the trivial K-type. So we follow Sections 6 – 8 to compute the
composition factors of the cyclic submodules of B(Q) and B(Q).
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As in the case of symplectic orbits, we first describe our results on B(Q) for generic
orthogonal orbits defined as follows:
Definition 9.3. Let Q = (c1, c2, . . . , c2p+1) be an orthogonal nilpotent orbit (we insist
there is an odd number of columns by making c2p+1 = 0 if necessary). Then the partition
(c0, c1, c2, . . . , c2p+1) with the column c0 = c1+2 added to Q defines a symplectic orbit Q
c.
We say Q is generic if the corresponding symplectic orbit Qc is generic.
Suppose now Q is generic with Qc being its corresponding symplectic orbit given by
the above definition, then it is easy to describe Norm(Q) and the parameters attached to
attached to Q′ ∈ Norm(Q) using Θ-correspondence. More precisely, each Q′ ∈ Norm(Q)
is obtained from (Qc)′ ∈ Norm(Qc) by removing the longest column in (Qc)′ (which is
always of size c0). Also, the parameters attached to Q
′ ∈ Norm(Q) are also related to
the parameters attached to (Qc)′ ∈ Norm(Qc) under Θ-correspondence. Their Langlands
parameters are explicitly given by Theorem 2.8 of [AB].
For instance, if all the irreducible modules attached to (Qc)′ ∈ Norm(Qc) are given by:
IG({c′1c
′
2}
− . . . {c′2p′−1c
′
2p′}
− · · · {d′1d
′
2}
− . . . {d′2q′−1d
′
2q′}
−X([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
))
as in Equation (16), then all irreducible modules attached Q′ ∈ Norm(Q) are of the form
IO({c′1c
′
2}
− . . . {c′2p′−1c
′
2p′}
− · · · {d′1d
′
2}
− . . . {d′2q′−1d
′
2q′}
−XO([c
′
2p′+1]
ǫc′ · · · [d′0d
′
2q′+1]
ǫd′
δd′
)),
where [c′2p′+1]
ǫc′ represents the Langlands parameter
[c′2p′+1]
ǫc′ :=


(
c′
2p′+1
2 − 1, . . . , 1, 0; ǫc′
)
if c′2p′+1 ≡ 0(mod 2)(
c′
2p′+1
2 − 1, . . . ,
3
2 ,
1
2 ; ǫc′
)
if c′2p′+1 ≡ 1(mod 2)
By [AB], these two modules are related under Θ-correspondence. Moreover, if we just focus
on the unipotent representations of their inducing modules, i.e.
XO([c
′
2p′+1]
ǫc′ · · · [d′0d
′
2q′+1]
ǫd′
δd′
), X([c′0c
′
2p′+1]
ǫc′
δc′
· · · [d′0d
′
2q′+1]
ǫd′
δd′
),
they are also related under Θ-correspondence by the same result of [AB]. In the special
case when all c′0 ≡ δc′ , . . . , d
′
0 ≡ δd′ , these modules are given by Theorem 3.5.1 of [B5] with
O1 = (c
′
2p′+1, . . . , d
′
0, d
′
2q′+1), O0 = (c
′
0, c
′
2p′+1, . . . , d
′
0, d
′
2q′+1).
Here is a couple of observations:
• Under the above perspective, the number of parameters attached to Q′ ∈ Norm(Q)
is equal to the number of parameters attached to (Qc)′ ∈ Norm(Qc). This is in line
with the construction of unipotent representations using dual pair correspondence
given in [B5].
• One can observe that all the irreducible modules have diminutive lowest K-types.
This is needed in the proof of the composition factors of B(O).
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As in Section 7, one can define distinguished modules ΠQ′ for each Q
′ ∈ Norm(Q′) such
that θ(ΠQ′) = Π(Qc)′ under the dual pair correspondence. Mimicking the proofs in Sections
7 – 8, one can see that ΠQ′ are precisely the composition factors of B(Q).
Finally, for the general orthogonal orbits, we can follow Section 9.1 to extract the column
pairs Q = Qgen ∪
⋃r
i=1(ci, ci) such that Qgen is a generic orthogonal orbit, and we have
B(Q) = IG({c1, c1}
+ . . . {cr, cr}
+B(Qgen))
for all orthogonal nilpotent orbits.
10. Proof of Proposition 6.9
10.1. Integral Case. We first prove Proposition 6.9 for even O, where the infinitesimal
character λ in Equation (10) is integral.
Given the integral infinitesimal character (λ, λ) in Equation (10), we study the left cone
representation corresponding to the orbit Oλ as described in the beginning of Section 4:
V
L
(w0wλ) = Ind
W
W (λ)(triv),
whereW (λ) is the largest Weyl Levi subgroup ofW fixing λ, and wλ is the longest element
in W (λ).
For any special orbit O′, the number of irreducible representations with infinitesimal
character (λ, λ) and associated variety O′ is given by
[V
L
(w0wλ) : V (O
′)] = [IndWW (λ)(triv) : V (O
′)],
where V (O′) is the left cell representation corresponding to the orbit O′. In partic-
ular, each V (O′) contains |A(O′)| distinct irreducible representations of W (see [BV2],
Proposition 5.28 for instance).
The decomposition of V
L
(w0wλ) = Ind
W
W (λ)(triv) into irreducible representations can
be easily computed using the Robinson-Schensted algorithm. In particular, one can check
that for any even O and any O′ ∈ Norm(O), each irreducible factor of V (O′) appears in
IndWW (λ)(triv) exactly once.
Example 10.1. Consider O = (6, 4, 4, 2, 2, 0) with λ = (322111100). Then
Norm(O) = {O,O1 := (6, 4, 4, 4),O2 := (6, 6, 2, 2, 2, 0),Oλ = (6, 6, 3, 3)}
and W (λ) =W (A0)×W (A1)×W (A3)×W (C2).
The left cell representation for each O′ ∈ Norm(O) is given by the following:
• O: (21 × 321).
• O1: (22 × 32), (43 × 11).
• O2: (31 × 311), (41× 211).
• Oλ: (32 × 31), (42 × 21).
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Note that the Young diagrams are all described in terms of columns, i.e.
(43× 11) = ( , ) .
One can easily show that each irreducible representation above shows up exactly once
in IndWW (λ)(triv). In other words, there is only one way to fill up the Young diagrams
into semi-standard Young tableaux using the coordinates of λ with the first row of the left
Young diagram filled with zeros. For example, the only way to fill up (43× 11) is given by
0 0 1 1
(
1 1
, )
2 2
3
.
For an arbitrary orbit O with even columns, there is a systematic way of describing the
left cell representations for all O′ ∈ Norm(O) (c.f. [L, Chapter 4]) and the same results
hold. We omit the details here.
Consequently, the number of irreducible modules with infinitesimal character (λ, λ) and
associated variety O′ for each O′ ∈ Norm(O) is equal to |A(O′)|. By our definition
of fundamental degeneration and Norm(O), one can check that all O′ ∈ Norm(O) are
special orbits. Moreover, by Remark 2.4, one can check that the number of parameters
attached to each O′ ∈ Norm(O) is also equal to |A(O′)|. So we are left to show that the
induced module in Equation (16) is irreducible, has the correct associated variety and is of
multiplicity one. In fact, the last two properties follow directly from the definition of the
module, so we only need to check that it is irreducible.
Writing the irreducible and induced module appearing in Equation (16) as XO′,ǫ′ and
IO′,ǫ′ respectively, then
(30) XO′,ǫ′ ≈ IO′,ǫ′ .
by Remark 6.10. We now prove Proposition 6.9, i.e. the ≈ in (30) is indeed an equality,
by induction on the closure ordering of the orbits in Norm(O):
Consider the smallest orbit Oλ ∈ Norm(O), its chains C(Oλ) = [c
λ
0c
λ
1 ] ∪ · · · ∪ [d
λ
0d
λ
1 ]
are all of length 2. Therefore, the module IOλ,ǫλ in Equation (16) is equal to a special
unipotent representation IOλ,ǫλ = X([c
λ
0c
λ
1 ]
ǫ
cλ
0 . . . [d
λ
0d
λ
1 ]
ǫ
dλ
0 ), which is irreducible.
Now consider any nilpotent orbit O′ ∈ Norm(O). We proceed by induction; assume
that for all O′′ ( O′, all the induced modules IO′′,ǫ′′ = XO′′,ǫ′′ are irreducible.
Suppose on the contrary that Φ is a composition factor of IO′,ǫ′ other than XO′,ǫ′ ,
then Φ must have associated variety O′′ ( O′ since IO′,ǫ′ is of multiplicity one. Hence
Φ = XO′′,ǫ′′ = IO′′,ǫ′′ for some ǫ
′′, which has diminutive lowest K-type Vω. So we have
[IO′,ǫ′ : Vω] ≥ [XO′,ǫ′ : Vω] + [Φ : Vω] > [XO′,ǫ′ : Vω]
(30)
= [IO′,ǫ′ : Vω],
which gives a contradiction. So IO′,ǫ′ = XO′,ǫ′ , and the result follows. 
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10.2. Non-integral Case. When λ is not integral, it is formed of integers and half-
integers. The Kazhdan-Lusztig conjectures reduce this case to the one considered in the
previous section for an endoscopic group. Let
∆(λ) := {α ∈ R : (αˇ, α) ∈ Z}.
This root system is again of classical type. Then ∆ˇ(λ) = {αˇ : α ∈ ∆(λ)} forms a root
system. As in [V6], for instance, the character theory of (g,K)−modules at infinitesimal
character (λ, λ) can be deduced via translation functors from a corresponding (λreg, λreg)
with the same “integral roots”. The category of representations with this infinitesimal
character decomposes into a sum of “blocks” each with a coherent continuation action of
the Weyl group W (λ) generated by the root reflections coming from ∆(λ). The Kazhdan-
Lusztig conjectures for non-integral infinitesimal character state that the character theory
of each block is equivalent to the character theory of an endoscopic group G(λ) with roots
δ(λ). The induced module in Proposition 6.9 corresponding to an even nilpotent orbit. We
omit further details.
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