ness in management (Joiner, Leveson, & Langfield-Smith, 2002) , posttraumatic stress disorder among Vietnam veterans (King, King, Fairbank, Keane, & Adams, 1998) , budget goal commitment in accounting (Chong & Chong, 2002) , and motivation and math achievement (Whang & Hancock, 1994) . The first or measurement step in this process allows all factors to covary, thus temporarily inserting a saturated latent structure to assess and possibly improve through respecification the data-model fit within the measurement model. Given satisfactory data-model fit in the first step, the second or structural step assesses the hypothesized relations between the latent variables, usually the focal point of the investigation.
If, however, the initial measurement model does not meet accepted standards of data-model fit, a frequent strategy is to turn toward model modification information (e.g., residuals or Lagrange multiplier [LM] tests) that may assist in the "improvement" of one's measurement model. In fact, in the commonly recommended two-step process for latent variable path models, data-driven model modification is an explicit part of the initial measurement step. Specifically, data-model misfit existing in the temporary, structurally saturated confirmatory factor analysis (CFA) model is often ameliorated through the addition of cross-loadings and/or error covariances prior to proceeding to the second structural step. Such modifications are seldom held to any more stringent criteria than statistical significance at α = .05 and some level of hindsightguided theoretical palatability. As a result, it is not uncommon for measurement model modifications to be made in abundance, as exemplified in work by Newcomb and Bentler (1988) in which one cross-loading and 77 error covariances were added prior to any structural analyses.
The liberal manner in which modifications are made to measurement models does not appear to be because of a prevailing belief that the "true" measurement model will be found as a result. Indeed, it is well demonstrated that sample-based respecifications seldom arrive at the true population model with any consistency (see, e.g., MacCallum, Roznowski, & Necowitz, 1992) . Rather, the assumption (or hope) may be that modifications to the measurement model are largely benign in their impact on the all-important structure in the second step of the typical modeling process. Assessing such an assumption, Newcomb and Bentler (1988) 
stated,
To test whether adding the correlated residuals and additional factor loading disturbed the fundamental associations among latent constructs, the factor intercorrelations between the initial and final CFA models were correlated. The resultant correlation was higher than .98, indicating that the model modifications did not alter the basic pattern of factor intercorrelations and thus did not disturb this fundamental feature of the model. (p. 69) Whether measurement model modifications are indeed structurally benign, however, is not known, as no systematic investigation has been conducted into the integrity of the structural relations following measurement model modifications. Given that the primary purpose of latent variable path models is to assess theoretical relations between latent variables (e.g., Kerlinger, 1986) and that the measurement model is generally treated as a vehicle to facilitate that assessment, a methodological investiga-tion would shed light on current practice in the two-step modeling process. In particular, the current investigation will help to inform the extent to which caution must be exercised in measurement model modification prior to structural model evaluation. Of course, adding incorrectly omitted relations such as cross-loadings and error covariances would be expected to be structurally beneficial; however, the more interesting question is what happens when relations are added to the model that do not exist in the population, thus constituting Type I error capitalizations on random sample covariation.
This study uses Monte Carlo simulation within a five-factor CFA model to examine the structural impact of three different types of measurement model respecifications: adding cross-loadings, adding intrafactor error covariances, and adding interfactor error covariances. As detailed below, conditions manipulated include magnitude of loadings, number of indicators per factor, and sample size. Note that the true population models will not contain any cross-loadings or error covariances, and thus all measurement model modifications are overspecifications capitalizing on chance covariation. The structural impact of these overspecifications in the measurement model is the focus of this investigation.
It might seem odd for the current study to employ a CFA model, which lacks causal structural relations, as a vehicle to make general inference regarding modifications' impact on relations that could be of a structural nature. The rationale for using a CFA model is that the integrity of a latent variable path model's structural relations (as assessed in a second/structural step) depends directly on the integrity of the latent relations in the measurement portion of such a model (as assessed in a first/measurement step). Thus, if the impact on interfactor covariances φ ij is negligible, then the estimation of any structural parameters that exist in a latent variable path model (and that imply those covariances) would be expected to retain integrity, whatever the model. On the other hand, if measurement model modifications have an adverse effect on the latent relations in the measurement portion of the model, then a structural impact of some kind would surely be expected; the exact nature of the impact on structural parameter estimates, however, would depend entirely on the model structure at hand, and as such no single model or set of models could serve adequately as representative to characterize the impact on estimates of parameters specific to that model. For these reasons, a CFA model was selected for this investigation. Of particular interest were the potential changes in estimates of the 10 φ ij structural parameters in the above matrix after post hoc measurement model overspecification.
Because the integrity of a latent variable path model's structural relations (as assessed in a second/structural step) depends directly on the integrity of the latent relations in the measurement portion of such a model (as assessed in a first/measurement step), the φ ij values in the current CFA measurement model served as a useful framework for studying structural parameter integrity in general in the face of post hoc measurement model overspecification.
The population conditions for which data were simulated included c = 3, 5, and 7 indicators per factor; λ = .4, .6, and .8 for all 5c loadings in each model (where each variable's population error variance was 1 -λ 2 ); and sample sizes of n = 200, 400, and 800. All conditions were crossed, yielding 27 between-group conditions in total. Within-cell conditions are described below.
Data Generation and Modeling
Within each of the 27 conditions, multivariate normal data were generated and modeled with maximum likelihood estimation using EQS 5.7b (Bentler, 1998) as described by, for example, Paxton, Curran, Bollen, Kirby, and Chen (2001) . For each replication within each cell, first the correct CFA model was imposed on the sample data, fixing φ ij = 1 for i = j = 1 to 5 (to achieve scale identification) and yielding structural estimates of φ ij for i ≠ j = 1 to 5 (as well as of loadings and error variances). Second, measurement model modifications of a specified type (described below), as suggested by EQS's multivariate LM test with cumulative statistical significance p < .05, were added to the measurement model, and new structural estimates of φ ij were obtained. (Note again that all modifications suggested are merely the result of chance fluctuation; no such parameters existed in the population measurement model.)
The study examined three types of measurement model respecifications separately: cross-loadings, error covariances within factors (intrafactor error covariances), and error covariances between factors (interfactor error covariances). That is, the multivariate LM test was restricted to suggesting only cross-loadings in one respecification of each initial model, to suggesting only intrafactor error covariances in a different respecification of each initial model, and to suggesting only interfactor error covariances in yet another respecification of each initial model. Thus, each initial solution was subjected to three separate respecifications; in no case were modifications of multiple types made. As the purpose of this study is to diagnose the potential impact of each type of measurement model overspecification on structural parameters, each type of modification was made in isolation.
To summarize, in each of the 27 cells of the design, each replication's data were analyzed four times: initially without modification, with suggested cross-loadings added, with suggested intrafactor error covariances added, and with suggested interfactor error covariances added. (Note that because all conditions had simple structure as the true population model, some respecification attempts could actually yield no suggestions for respecification from the multivariate LM test with p < .05.) In each cell, 250 convergent replications were achieved, in which a convergent replication reached convergence within 50 iterations in all four analyses of the same data set and did so without yielding any offending estimates (e.g., Heywood cases). The number of replications required to achieve 250 in each cell with satisfactory convergences is provided later in the results.
Analyses
All analyses are based on the 250 convergent replications. For each replication on the same sample, the 10 structural parameters of interest (i.e., φ ij for i ≠ j = 1 to 5) were estimated (a) for the initial model before any respecification, (b) after adding to the initial model any cross-loadings suggested by the multivariate LM test (p < .05), (c) after adding to the initial model any intrafactor error covariances suggested by the multivariate LM test (p < .05), and (d) after adding to the initial model any interfactor error covariances suggested by the multivariate LM test (p < .05). As a result, within each of a given cell's 250 replications, there were four estimates of each of the 10 structural parameters φ ij .
After initial examinations of general convergence and respecification behavior, three primary analyses were conducted on these 250 sets of four structural parameter estimates. First, for each replication within each study condition cell, each of the 4 sets of 10 φ ij estimates was correlated with the 10 true parameter values in Φ. This yielded four correlation coefficients for each replication, each of which was transformed using the Fisher's Z′ transformation. The correlation of initial parameter estimates with the true values served as a baseline correlation against which each of the three remaining correlations (from measurement model overspecifications) was separately compared. Specifically, the 250 transformed correlations of parameter estimates after cross-loading overspecification with true parameter values were compared using a dependent-sample t test to the 250 corresponding transformed correlations of initial parameter estimates with true parameter values. This comparison was repeated for the transformed correlations of parameter estimates after intrafactor error covariance overspecification with true parameter values and then for the transformed correlations of parameter estimates after interfactor error covariance overspecification with true parameter values. In addition, three dependent-sample t tests were used to compare the transformed correlations from the different modification conditions. Identical analyses were performed in all 27 cells.
Second, because the correlations above only tell about relative correspondence of parameter estimates with true population values, parameter estimate bias was next examined. Specifically, for each replication, the deviation ( ) ( ) φ φ ij ij after before − was com-752 Educational and Psychological Measurement puted for each parameter estimate comparing the estimate after overspecification to that before. Thus, for each parameter estimate within a replication, three such deviations were computed-comparing the parameter estimate after each of the three modification types back to the initial estimate. These values are treated as relative biases due to measurement model overspecification and are equivalent to the difference in bias with respect to the true parameter value:
. There were 250 relative biases of each modification type in each cell. For each parameter φ ij , three one-sample t tests were conducted comparing the average relative bias (across the 250 replications) to zero; note that these are equivalent to dependent sample t tests comparing biases before ( ( ) φ ij before -φ ij ) and after ( ( ) φ ij after -φ ij ) overspecification. Identical analyses were performed for all 10 structural parameters in all 27 cells. Whereas the second analysis described above addressed relative bias of parameter estimates, the third analysis attempted to examine parameter estimate variability. That is, because relative bias estimates can be positive or negative, their average could be quite near zero, and yet the experimental condition under scrutiny might actually (or additionally) be inducing instability in those estimates. Thus, to be able to evaluate variability in the cells, we did the following. Recall that each cell has 250 sets of bias estimates, including those before overspecification, those after cross-loadings, those after intrafactor error covariances, and those after interfactor error covariances. Within each cell, the 250 bias estimates prior to overspecification were mean centered using their cell mean; this was repeated for the bias estimates from the cross-loadings, intrafactor error covariances, and interfactor error covariances, using their respective cell means in each case. This within-cell centering removed any bias and allowed a focus specifically on variability. All centered values were then squared to eliminate sign, and these squared values were used in the following analysis.
Each cell now had 250 squared centered biases for the initial, cross-loading, intrafactor error covariance, and interfactor error covariance conditions. Mirroring the analyses of bias described above, three dependent-sample t tests were conducted comparing squared centered biases before and after overspecification. Given the centering and squaring, this is tantamount to dependent-sample tests of variance of the bias estimates. Identical analyses were performed for all 10 structural parameters in all 27 cells.
Results

Convergence
In 26 of the 27 cells, precisely 250 replication attempts were required to obtain 250 convergent replications. In the remaining cell, additional replications were required. For the condition with λ = .4, c = 3, and n = 200, the case with the smallest loading, smallest number of indicators, and smallest sample size, a total of 255 replication attempts were required to yield 250. Thus, even under the most challenging conditions, the rate of converge was still excellent. Table 1 shows the average number of modifications of each type made under the different study conditions. Overall, interfactor error covariances were added most, a distant second was cross-loadings, with intrafactor error covariances being only slightly less frequent. This is precisely as expected for this five-factor model, given that the total number of potential interfactor error covariances can be shown to be 10c 2 , the total number of potential cross-loadings can be shown to be a much smaller 20c, and the total number of potential intrafactor error covariances can be shown to be 5c(c -1)/2. Given these relations, c is obviously a key determinant of the number of modifications made; this is corroborated by the results in Table 1 . Magnitude of loading appears to have a small but systematic influence, such that increases in loading magnitude lead to a slight increase in number of cross-loading respecifications made, whereas, conversely, increases in loading magnitude lead to a slight 754 Educational and Psychological Measurement Note: "Cross" refers to the cross-loading condition, "intra" refers to the intrafactor error covariance condition, and "inter" refers to the interfactor error covariance condition.
Description of Modifications
decrease in number of error covariance respecifications (intrafactor or interfactor). One explanation for this result, which although systematic is quite small, is that larger loadings have smaller standard errors, and thus we might expect less additional covariability with other factors. Conversely, with larger loadings come smaller error variances, and smaller error variances have larger error variance parameter standard errors; hence, additional covariation among errors, within or between factors, might be expected.
Correlations With True Parameter Values
Using dependent t tests, within each cell the 250 Fisher-transformed correlations of parameter estimates with true parameter values were compared across the four withincell conditions (i.e., initial, cross-loading, intrafactor error covariance, and interfactor error covariance). These average transformed correlations for each cell were transformed back to the correlation (r) metric for representation in Table 2 , where a superscript a on a value from the overspecified conditions indicates a statistically significantly smaller (p < .05) transformed correlation than the initial value, and a superscript b indicates a rare transformed correlation value from the overspecified conditions that is statistically significantly higher (p < .05) than the initial value.
Some expected general trends seen in Table 2 are that the correlations (from initial and overspecified conditions) tend to get stronger as sample size, number of indicators, and loading magnitude all increase. Also notable is that although many statistically significant differences between overspecified and initial values exist, in which virtually all indicate smaller correlation after overspecification, the differences are truly miniscule correlationally speaking-never more than hundredths and more often only thousandths.
Relative Bias
Concerning the impact of each of the three types of overspecification on relative bias of estimates of each of the 10 parameters, 3 × 10 = 30 one-sample t tests were conducted within each of the 27 cells comparing the average relative bias in overspecified conditions to zero. Given that two of each parameter value appear in each cell, one may think of there being 15 t test pairs in each cell, with each of the five parameter values being tested twice within a model for each modification type. In Tables 3, 4 , and 5, results are presented for cross-loadings, intrafactor error covariances, and interfactor covariances, respectively. Specifically, in each table, the average relative bias (magnified by 1,000) appears for the pair of estimates of the common parameter value within a model; statistical significance of the first and second values' difference from zero is reported using the superscripts and corresponding table notes.
With regard to cross-loading overspecification, Table 3 shows all relative biases to be no larger than hundredths. Very few were statistically significant, and in only one case were both values in a pair significant. In all but one significant case, the relative bias was negative, indicating an occasional propensity for cross-loading overspecification to cause a parameter estimate to become slightly smaller than it was prior to modification. In Table 4 , relative biases associated with intrafactor error covariance overspecification are again seen to be quite small on average, although far more cells show statistical significance. Whereas in the cross-loading case the propensity was for negative relative bias, in this case virtually all show positive relative bias. That is, intrafactor error covariance overspecification has an occasional propensity to cause a parameter estimate to become slightly larger than it was prior to modification; again, however, the magnitude is practically infinitesimal. Finally, concerning the interfactor covariance overspecification, Table 5 shows very few statistically significant relative biases, all of which were no larger than thousandths. Note: "Cross" refers to the cross-loading condition, "intra" refers to the intrafactor error covariance condition, and "inter" refers to the interfactor error covariance condition. a. Indicates a statistically significantly lower (p < .05) average value in the overspecified condition as compared to the initial condition. b. Indicates a statistically significantly higher (p < .05) average value in the overspecified condition as compared to the initial condition.
(text continues on p. 762) c. The average relative bias value for the first parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero. d. The average relative bias value for the second parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero. c. The average relative bias value for the first parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero. d. The average relative bias value for the second parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero. c. The average relative bias value for the first parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero. d. The average relative bias value for the second parameter estimate contained in this cell average was statistically significantly different (p < .05) from zero.
Relative Variability
Within each cell, the 250 bias estimates prior to overspecification were mean centered using their cell mean; this was repeated for the bias estimates from the crossloadings, intrafactor error covariances, and interfactor error covariances, using their respective cell means in each case. All centered values were then squared to eliminate sign; thus, the average value for a cell was the empirical parameter estimate variance. In Tables 3, 4 , and 5, the statistical significance of the difference between the original empirical parameter estimate variance and that after each overspecification are reported for each parameter estimate pair for cross-loadings, intrafactor error covariances, and interfactor error covariances, respectively. Also shown in the tables is each pair's average percentage change in empirical standard errors following overspecification, computed as the square root of the empirical parameter estimate variance after overspecification minus the square root of the empirical parameter estimate variance before overspecification, divided by the square root of the empirical parameter estimate variance before overspecification, and then multiplied by 100 to create a percentage.
The percentage change results in Tables 3, 4 , and 5 can be summarized together. First, in general, overspecification appears to lead to an increase in variability of the parameter estimates relative to those prior to modification. Second, empirical standard errors are typically inflated by less than 5%. The largest values appear under crossloading overspecification, with inflation occasionally reaching between 7% and 17%. The next largest empirical standard error values are those from the interfactor error covariance conditions, often inflating between 4% and 7%. The case of intrafactor error covariances generally yielded the smallest inflation in empirical standard errors, although with the smallest number of indicators (c = 3), lowest loadings (λ = .4), and largest parameter value (φ = .60), the inflations reached 13.5%. These were, however, atypical for intrafactor modifications.
Conclusions
In the current study, five-factor CFA models were used that contained a range of interfactor relations, surrounded by measurement models with indicators of varying number and strength. These models facilitated a systematic examination of the structural impact of three different types of measurement model overspecifications: adding cross-loadings, adding intrafactor error covariances, and adding interfactor error covariances. Overall, the impact of the different types of overspecification was found to be quite minimal. Specifically, only in the case with the smallest loading, smallest number of indicators, and smallest sample size was model convergence rate affected at all, but even then the rate of convergence was an excellent 98%. Under conditions of satisfactory convergence, all parameter estimates correlated virtually identically with the true parameter values before and after overspecification in the measurement model. With regard to bias induced by measurement model overspecification, it was generally quite small-cross-loading overspecification occasionally reduced parame-762 Educational and Psychological Measurement ter estimates slightly, whereas intrafactor error covariance overspecification occasionally inflated parameter estimates slightly, and interfactor error covariance overspecification appeared generally benign. Finally, some additional variability in parameter estimates appears to result from overspecification; however, the magnitude of the increase in empirical standard error was never more than 18% and typically was much smaller than 5%.
Thus, in short, the impact of measurement model overspecification on the integrity of the structural relations appears to be quite minimal. This is not to say that researchers should liberally saturate their measurement models with additional parameters. Certainly, if the purpose of the modeling endeavor is to assess the nature of a measurement model rather than latent variable structural relations, then model modifications are tantamount to theory modifications as they pertain to the a priori hypothesized nature of measurement. But even more generally speaking, the role of theory in model respecification as well as the control over Type I error are highly relevant issues for all model types, as discussed at length elsewhere (see, e.g., Hancock, 1999) . Also, practically speaking, in latent variable models with fewer indicator variables, for example, concerns of local underidentification may become extremely pertinent as measurement model modifications consume valuable degrees of freedom throughout the model. Furthermore, the current study focused on models that were properly specified; the extent to which measurement model overspecification alters structural parameter estimates under conditions of structural misspecification remains to be seen. Similarly, how such overspecification might affect parameters within a mean structure, such as latent means and intercepts, is also left to further investigation. Until then, although the current investigation has provided a modicum of security, we urge researchers to continue exercising prudence in measurement model modification.
