We use the k-th order nonparametric causality test at monthly frequency over the period of 1984:1 to 2015:12 to analyze whether aggregate country risk, and its components (economic, financial and political) can predict movements in stock returns and volatility of eighty-three developed and developing economies. The nonparametric approach controls for the existing misspecification of a linear framework of causality, and hence, the weak evidence of causality obtained under the standard Granger tests cannot be relied upon. When we apply the nonparametric test, we find that, while there is no evidence of predictability of squared stock returns barring one case, at times, there are nearly 50 percent of the countries where the aggregate risks and its components tend to predict stock returns and realized volatility.
Introduction
Stock returns and its volatility, with the latter often associated with uncertainty, are among the most important indicators for practitioners in finance o one hand. This is because it helps them in capital budgeting and portfolio management decisions, which in turn, directly reflect companies' financial health and future prospects (Poon and Granger, 2003; Rapach et al., 2008; Bekiros et al., 2016a) . For academics, on the other hand, predictability of financial market movements challenges the idea of market efficiency, and thus, assists in building realistic asset pricing models (Rapach and Zhou, 2013) . Hence, predicting returns and volatility is of tremendous importance to both practitioners and academics alike. However, predicting financial market movements is highly challenging, since it inherently comprises of stochastic as well as nonlinear components (Bekiros et al., 2016b) . Not surprisingly, a wide array of linear, nonlinear and nonparametric predictive models with variety of predictors related to domestic and international financial, macroeconomic, institutional, behavioural, and financial and economic uncertainty have been used (see Rapach and Zhou (2013) and Aye et al., (2015) for detailed literature reviews in this regard). The empirical evidence of predictability on returns and volatility is, however, mixed.
In the literature, we find a longstanding relationship between country risk and the financial markets. Risk rating agencies like Standard and Poor's, Moody's, Euromoney, Institutional Investor, Economist Intelligence Unit, and the ICRG analyze qualitative and quantitative information regarding alternative measures of political, economic and financial risk into associated composite risk ratings. These agencies provide ratings that reflect the risk inherent in a country and a reliable method of risk assessment. In the literature we find researchers (e.g., Erb, Harvey & Viskanta (1995) ; Diamonte, Liew & Stevens (1996) ; Bilson, Brailsford, and Hooper (2002; Hassan, Maroney, Monir El-Sady & Telfah (2003) ; Suleman & Daglish (2015) ) used these ratings as a proxy of country risk e.g., ICRG and IICCR (Institutional Investor Country Credit Rating).
The relationship between country risk and stock market returns was initially examined by Erb, Harvey, and Viskanta (1995) using a country's credit rating from institutional investor's semiannual survey of bankers. Their results suggest that higher credit risk countries are associated with higher expected returns. They also validate that country credit ratings have considerable predictive power in discriminating between high expected returns and low expected returns countries. Erb, Harvey, and Viskanta (1996) investigated the four country risk components from International Country risk guide and one from Institutional Investors' rating. They examined the relationship between these ratings and future expected returns. They conclude that higher expected returns are associated with higher risk components. Bilson et al. (2002) extended the political risk literature in two ways. First, they presented a model of return variation that incorporates political risk after taking into account both the global and local influence on returns. Second, they tested the impact of country risk at both individual and aggregated portfolio levels. They found that political risk is important in explaining return variation in the individual emerging markets, particularly in the Pacific Basin, but not in the developed markets. However, economic risk and financial risk are more important for developed markets as compare to political risk. Ramcharran (2003) extended this literature by using the data from European Credit Ratings to estimate the effect of political, economic and credit risk on equity returns, dividend yield, price-to-earnings ratio and price-to-book ratios from 21 emerging equity markets. For analysis purposes a panel model was used to estimate over a shorter period from 1992 to 1999 and concluded that these ratings has a significant impact on emerging market returns. Hassan, et al. (2003) used the data from the ICRG of political risk services. They examined the effect of local factors by utilizing the country's political, financial and economic risk on the stock market volatility in the context of ten emerging markets in the Middle East and Africa (MEAF).
They used the GARCH-M model by allowing the country's risk shocks in local factors to affect conditional variance. They found that the shocks in the political, economic and financial risk rating transfer the volatility constraints in the MEAF emerging markets. Further, only three out of ten markets significantly determine stock market volatility using political risk. However, five out of ten countries have only three years of data, which might raise questions on the findings.
Most recently Suleman and Randal (2016) proposes a framework for predicting market returns and volatility using changes in the country's political and composite risk. They identify the appropriate lag to calculate changes over, and how the changes should be included in mean and volatility equations. By analysing 47 emerging and 21 developed markets, they find predictive power primarily for volatility of emerging markets. Further, Cermeño and Suleman (2014) studied the link between country risk -measured by economic, financial, political as well as composite risk indexes-and volatility of stock market returns. They used a panel-GARCH model with both asymmetric and GARCH-in-mean effects as an adequate tool to characterize the dynamics of volatility by using the data of five major Latin American markets, over the period February 1992 to December 2015. They found significant and persistent, conditional volatility as well as high, positive and highly significant cross-correlation among these stock markets. Their results confirm higher country risk increases stock market volatility.
Against this backdrop, the objective of this paper is to analyze for the first time in the literature on country risks and stock markets, the role played by aggregate country risk (CR), and its three components: economic risk (ER), financial risk (FR) and political risk (PR) in predicting movements in stock returns and volatility of 83 developed and developing countries. For our purpose, we use the k-th order nonparametric causality test of Nishiyama et al. (2011) at monthly frequency over the period of 1984:1 to 2015:12. This test is developed to incorporate higherorder interrelationships inherently based on a nonlinear dependence structure between the investigated variables in question, i.e., between returns and squared returns (with the latter measuring volatility) and country risks. Besides squared returns to capture volatility, we also use measure of realized volatility, given that we have daily data on the stock prices of these countries.
Our decision to use a nonparametric approach, besides accounting for predictability in returns and volatility, also controls for any possible misspecification of a linear framework of causality, which is likely to (and as we show does) exist in the relationship between stock returns vis-à-vis aggregate and various components of country risks. The remainder of the paper is organized as follows: Section 2 outlines the methodology, while Section 3 discusses the data. Section 4 presents the results of the predictability analysis for returns and volatility, with Section 5 concluding the paper.
Methodology
In this section, we briefly describe the methodology proposed by Nishiyama et al. (2011) , with the test restricted to the case when the examined series follow a stationary nonlinear autoregressive process of order one under the null. Nishiyama et al. (2011) motivated the highorder causality by using the following nonlinear dependence between series
where * + and * + are stationary time series (i.e., returns and the alternative measures of total risk, and its components: economic, political or financial, which are used in turn as predictors) and ( ) and ( ) are unknown functions which satisfy certain conditions for stationarity. In general, has information in predicting for a given integer K. Consequently, the null hypothesis of non-causality in the K th moment is given by
where is abbreviation for "with probability one". Formally, we say that does not cause up to the K th moment if
For k = 1, this definition reduces to non-causality in mean. Nishiyama et al. (2011) note that, it is easy to construct the test statistic ̂ ( ) for each . We implement the test for k = 1 to test for causality in the 1 st moment (non-causality in mean), and for k = 2 in the 2 nd moment (non-causality in variance). The five percent critical value of the test statistic is 14.38.
Note that our various measures risks are monthly, hence our causality tests must also be based on monthly returns and squared returns. However, given that we have daily data for stock indices of the countries under consideration, we are able to compute a measure of realized volatility, which in turn, allows us to check the robustness of our findings related to the measure of market volatility (squared returns). The measure that we consider is the classical estimator of realized volatility, i.e. the sum of squared daily returns (Andersen and Bollerslev, 1998) , expressed as:
where is the daily return vector and the number of daily returns.
Data

Stock market
We used data from emerging and developed markets for empirical analysis. The data from the 22 developed and 61 developing markets were used. The stock market data were downloaded from Further, the difference between the minimum and the maximum monthly returns is fairly large, which is further evidence of the higher volatility in the emerging markets. The skewness of the series indicates that the majority of emerging and all of the developed market series are negatively skewed. The kurtosis for the majority of the markets is high showing the distribution of returns has a high peak. This is not surprising as the financial return's distribution has a tendency of be leptokurtic due to volatility clustering (Table 1b) .. Pakistan. Overall we find higher standard deviation for emerging markets than developed markets. This shows that there is more uncertainty in emerging markets. Since our methodology requires stationary data, and the country risk-ratings were non-stationary, we work with the firstdifferences of their natural logs to ensure that the ratings are mean reverting. 
Empirical Results
Though our objective is to analyse the k-th order causality running from the various risk measures on stock returns and volatility of the 83 countries, for the sake of completeness and comparability, we also conducted the standard linear Granger causality test based on a VAR (1) model. The results have been reported in Table 2a . The decision to use a model of order one is to be not only consistent with the lag-length choice of the Nishiyama et al., (2011) test, but also, we are in line with the stock returns predictability literature (see Rapach et al., 2005) . As can be seen, barring seven cases under the aggregate country risk, four under economic risks, ten under financial risks and six under political risks, there is no evidence of causality running from the various risks on stock returns of the 83 economies at the conventional 5 percent level of significance. The names of the countries which show predictability have been summarized in Table 2b . volatility based on sum of squared returns of daily data over the number of trading days in a month, there is much stronger evidence of predictability. We find that aggregate and political risks predict realized volatility in 41 countries, economic risks in 34 countries and financial risks in 33 countries. The names of the countries which show predictability for returns, squared returns and realized volatility have been summarized in Table 4b . Table 2a ; * represents rejection of the null of non-causality due to risk measures on stock returns, squared returns and realized volatility at the 5% level of significance, which has a critical value of 14.380. In sum, our results indicate that while aggregate risk and its various components is a quite strong predictor of returns and realized volatility, when we allow for nonlinearity. From a general perspective, we highlight the importance of accounting for possible misspecifications in a linear model, which in turn, might lead to erroneous inferences.
Conclusions
There exists a literature which has shown that country risks affect stock market returns and volatility. Against this backdrop, the objective of this paper is to analyze the role played by aggregate risks, as well as its components, namely economic, financial and political, in predicting movements in stock returns and volatility of 83 developed and developing economies. For our purpose, we use the k-th order nonparametric causality test of Nishiyama et al., (2011) at monthly frequency over the period of 1984:1 to 2015:12. This test is developed to incorporate higher-order interrelationships inherently based on a nonlinear dependence structure between the investigated variables in question. Besides squared returns to capture volatility, we also use measure of realized volatility, given that we have daily data on the stock prices of these countries.
Our decision to use a k-th order nonparametric approach, besides allowing us to for higherorder predictability, controls for the misspecification of a linear framework of causality, which as we show does exist in the relationship between stocks returns and the various measues of country risks. Hence, the weak evidence of causality obtained under the linear Granger tests cannot be relied upon. When we apply the nonparametric test, we find that, while there is no evidence of predictability of squared stock returns except for Chile, at times, there are nearly 50 percent of the cases where the aggregate risks and its components tend to predict stock returns and realized volatility. Hence, our results highlight the importance of modelling nonlinearity in causal relationships between the stock markets and credit risks to avoid drawing incorrect conclusions. As part of future research, given that the stock returns depict skewed distributions, one could apply nonparametric quantiles-based test of causality as in Balcilar et al., (2016) , which has an advantage over the conditional-mean based test of Nishiyama et al., (2011) , in the sense that the causality-in-quantiles method covers the entire conditional distribution of stock returns and volatility. In addition, it would be interesting to see if our results hold over an out-of-sample period, since in-sample predictability (as conducted here), does not necessarily guarantee forecasting gains (Rapach and Zhou, 2013) .
