The vibration signals of rolling bearings are often nonlinear and non-stationary. Multiscale entropy (MSE) has been widely applied to measure the complexity of nonlinear mechanical vibration signals, however, at present only the single channel vibration signals are used for fault diagnosis by many scholars. In this paper multiscale entropy in multivariate framework, i.e., multivariate multiscale entropy (MMSE) is introduced to machinery fault diagnosis to improve the efficiency of fault identification as much as possible through using multi-channel vibration information. MMSE evaluates the multivariate complexity of synchronous multi-channel data and is an effective method for measuring complexity and mutual nonlinear dynamic relationship, but its statistical stability is poor. Refined composite multivariate multiscale fuzzy entropy (RCMMFE) was developed to overcome the problems existing in MMSE and was compared with MSE, multiscale fuzzy entropy, MMSE and multivariate multiscale fuzzy entropy by analyzing simulation data. Finally, a new fault diagnosis method for rolling bearing was proposed based on RCMMFE for fault feature extraction, Laplacian score and particle swarm optimization support vector machine (PSO-SVM) for automatic fault mode identification. The proposed method was compared with the existing methods by analyzing experimental data analysis and the results indicate its effectiveness and superiority.
Introduction
At present most mechanical fault diagnosis methods are constructed based on the vibration signals collected from single channel or direction, while the vibration information signals of other channels or directions are often ignored. For example, in the gearbox fault diagnosis, generally only the vibration signals in the vertical body direction of gearboxes are measured and used by many scholars. Due to the complexity of the transmission paths of gearbox vibrations, signals collected by sensors in many directions all contain important fault information. Although information from single direction or channel vibration signals can effectively identifying the fault location, integrating the fault information of multi-channel vibration signals would undoubtedly provide more information related with faults and allow much more accurate fault diagnoses. With the development of multiple sensor measurement technology, the dynamic relationship evaluation between or within one or more sensor synchronous multi-channel data has increasingly become an effective data analysis method and has begun to receive more attention from many researchers [1] .
Rolling bearing vibration signals are often nonlinear and non-stationary when the rolling bearing works with faults [2] [3] [4] [5] . Many nonlinear dynamics methods including approximate entropy (AppEn) [6, 7] , sample entropy (SampEn) [8, 9] and MSE [10] [11] [12] have been widely applied to mechanical fault diagnosis due to their ability to effectively extract the fault feature information hidden in the vibration signals that cannot be well extracted by linear analysis methods. However, in MSE (SampEn) the step function used for measuring similarity will cause the mutation of similarity measurements for shorter time series. Aimed at resolving this problem, multiscale fuzzy entropy (MFE) was proposed [13, 14] by using fuzzy entropy [15, 16] replacing sample entropy in MSE and the research indicates that MFE can get much better stability and consistency than MSE.
Based on traditional univariate complex measurement methodology (MSE and MFE) and multidimensional embedding reconstruction theory, multivariate sample entropy (MSampEn) was put forward by Ahmed et al. [17] and later extended to the multiscale process, i.e., MMSE to measure the complexity of each sequence in multi-channel data with taking into account their mutual predictability. MMSE evaluates dynamic relationship of multi-channel time series from the perspective of complexity, mutual correlation prediction and long-range correlation and exhibits the nonlinear internal coupling characteristic of multi-channel time series. MMSE has been used in complex physiologic time series and center of pressure signals analysis [18, 19] . However, the sample entropy used in MMSE, as described above, often has mutations when the time series is not long enough. Then the multivariate multiscale fuzzy entropy (MMFE) is proposed by using fuzzy entropy to replace sample entropy. However, MMFE still has some problems. For example, with the increasing of scale factor, the obtained multivariate fuzzy entropies (MvFE) will have some fluctuations at the larger scale factor. Recently, the refined composite multivariate generalized multiscale fuzzy entropy (RCMvGMFE) was proposed by Azami and Escudero [20] to improve the performance of MMFE in complexity analysis of multi-channel signals.
In this paper the RCMMFE was introduced to enhance MMFE for analyzing mechanical fault vibration signals and extract the complexity information from vibration signals of faulty rolling bearings. Generally, fault features consisting of multi-scale RCMMFEs often display high dimensionality and not all of them are really related with fault information, and some are even redundant for fault diagnosis. It is therefore necessary to implement feature dimension reduction for improving the fault mode identification rate. The Laplacian score (LS) method estimates the importance of features according to their locality preserving power and is an effective supervised and unsupervised feature selection method and it can get much more better feature reduction effect than the often used principal component analysis, linear discriminant analysis, locally linear embedding and Laplacian eigenmaps methods [21, 22] . In this paper, LS is employed to select the most important features from the initial fault features to reflect the fault information. After that the PSO-SVM is used to fault mode classification [23, 24] . A new fault diagnosis method for rolling bearings was proposed based on RCMMFE, LS and PSO-SVM and applied to the experiment data of rolling bearing by comparing with MSE-, MFE-, MMSE-and MMFE-based fault diagnosis methods. The analysis results show that RCMMFE can get much better stability and higher fault recognition rate than the above existing methods.
The rest of this paper is organized as follows: the theories of multivariate fuzzy entropy and multivariate multiscale fuzzy entropy methods are introduced in Section 2. Refined composite multivariate multiscale fuzzy entropy is described in details in Section 3. The proposed fault diagnosis method for rolling bearings and its application analysis to experiment data are given in Section 4. Finally, conclusions are given in the final section.
Multivariate Multiscale Fuzzy Entropy

Multivariate Fuzzy Entropy
It is necessary to generate the multivariate embedding vector according to the Takens embedding theorem for calculating MvFE. The detailed steps of MvFE is described as follows [20, 25] .
(1) For a p variate time series
, k = 1, 2, . . . , p the multivariate composite delay vectors X m (i) can be obtained by the multidimensional time delay embedding reconstruction as: 
(5) We extend the dimensionality of multivariate delay vector from m to (m + 1) and since the multivariate time series contains p time series, it can be performed in p different ways. Thus, totally, p × (N − n) reconstruction vectors X m+1 (i) can be obtained. Similarly, we can define:
In fact, ϕ m (r) represents the probability that any two multivariate composite delay vectors are similar in the dimension m, whereas ϕ m+1 (r) stands for the probability that any two multivariate composite delay vectors will be similar in the dimension (m + 1). (6) The MvFE is defined by:
When N is a finite number, MvFE can be computed by:
MvFE in fact is an extension of fuzzy entropy to multivariate framework and it mainly is used to the complexity and mutual correlation prediction of multi-channel data. However, MvFE is only in the single scale of original data, which often is not accurate in the complexity measurement. Then the MMFE is developed.
Multivariate Multiscale Fuzzy Entropy
(1) For a given normalized p variate multi-channel time series x k,i N i=1
(k = 1, 2, . . . , p), the p variate coarse graining data can be obtained by:
where τ = 1, 2, . . . , is the scale factor. MMFE actually is an evaluation of the relative complexity of normalized multi-channel time series. Its geometric interpretation is as follows: (1) if the entropies of a multivariate time series X in most scales are larger than that of Y, we generally think that the dynamic behavior of X is more complex than Y; (2) if the entropy of X is decreasing with the increasing of scale factor, it means that the mainly useful information contained in X only distribute in the smallest scale. The typical examples are the random white noise or predictable signals. MMFE considers not only the mode self-similarity of each time series in multi-channel data, but also interaction prediction between multiple channel sequence. Therefore, MMFE in fact evaluates dynamic relationship of multi-channel data from the perspective of complexity, mutual prediction and long-range correlation.
Refined Composite Multivariate Multiscale Fuzzy Entropy
RCMMFE Algorithm
The key of refined composite multivariate multiscale entropy is generating multivariate coarse-grained time series. 
It should be mentioned that since multi-channel signals often have different amplitude ranges, the distances calculated on embedded vectors will be biased toward the largest amplitude range variate. So each data channel is normalized to the unit standard deviation so that the total variation becomes equal to the number of channels or variables.
Next, we discuss the parameter selection of RCMMFE. The parameters mainly contains multi-time delay λ = λ 1 , λ 2 , . . . , λ p , embedding dimension M = m 1 , m 2 , . . . , m p and r that controls the width of fuzzy membership function. There is no proven criterion for choosing the time delay λ = λ 1 , λ 2 , . . . , λ p for RCMMFE. Based on the univariate embedding theorem and MMSE, generally, we set m k = 2, λ k = 1 (k = 1, 2, . . . , p) that will have small influence on the result of RCMMFE. In references [20, 25] , it is recommended to set λ k = 1 (k = 1, 2, . . . , p). The embedding dimension vector M = m 1 , m 2 , . . . , m p is usually set m k = 2 (k = 1, 2, . . . , p). The similarity tolerance r is set 0.15 multiplying standard deviation (SD) of original time series.
Comparison Analysis of Synthetic Signals
White Gaussian noise and 1/f noise are two most important signals to evaluate the multiscale entropy-based methods for univariate and multivariate time series. The most important reason is that the complexity of 1/f noise is higher than white Gaussian noise while the irregularity of the former is lower than the latter one, which results in that though the entropy of original data of 1/f noise in the first scale is smaller than that of white Gaussian noise, but in most scale factors the entropies of the former are larger than that of the latter one. Generally, with the increasing scale factor, the entropies of white Gaussian noise decrease monotonously, while that of 1/f noise tends to a constant and is greater than that of white noise in the larger scale factors, which is consistent with the fact accept by many scholars that the 1/f noise is more complex than white Gaussian noise in structure. Therefore, for multi-channel data there also should be a result that the more the channel containing 1/f noise, the more complex the multivariate complexity of the data. The simulation results of multivariate entropies-based methods should support this conclusion [1, 25] . We take the white Gaussian noise (WGN) and 1/f noise signals for examples.
In the following example three channel data (i.e., p = 3) consisting of WGN and 1/f noise are used to verify the above simulation results for comparison purposes. The synthetic signals consisting of white noise and 1/f noises are divided into four groups, i.e., 
RCMMFE, LS and PSO-SVM Based Fault Diagnosis for Rolling Bearing
Laplacian Score for Feature Selection
Generally, the obtained high dimension RCMMFE values are not all really related with fault information and parts of the entropies are redundant. It is necessary to reduce the fault feature dimensionality to improve the efficiency of fault diagnosis. Laplacian Score (LS) is a both supervised and unsupervised feature selection method, which is mainly founded on Laplacian eigenmaps and locality preserving projection and estimate the features according their locality preserving power. By using LS the fault features are resorted according to their Laplacian score from low to high, which corresponds to their importance, namely, those features with the lowest scores as the most ones. In this paper, LS is employed to select the most important features from the initial fault features to reflect the fault information. After that SVM suitable for dealing with classification problems of small samples is employed for fault mode classification. Besides, the particle swarm optimization algorithm is used to optimize the parameters of SVM, i.e., the PSO-SVM method is used to automatically identify fault category and severity. 
RCMMFE, LS and PSO-SVM Based Fault Diagnosis for Rolling Bearing
Laplacian Score for Feature Selection
Generally, the obtained high dimension RCMMFE values are not all really related with fault information and parts of the entropies are redundant. It is necessary to reduce the fault feature dimensionality to improve the efficiency of fault diagnosis. Laplacian Score (LS) is a both supervised and unsupervised feature selection method, which is mainly founded on Laplacian eigenmaps and locality preserving projection and estimate the features according their locality preserving power. By using LS the fault features are resorted according to their Laplacian score from low to high, which corresponds to their importance, namely, those features with the lowest scores as the most ones. In this paper, LS is employed to select the most important features from the initial fault features to reflect the fault information. After that SVM suitable for dealing with classification problems of small samples is employed for fault mode classification. Besides, the particle swarm optimization algorithm is used to optimize the parameters of SVM, i.e., the PSO-SVM method is used to automatically identify fault category and severity.
The extracted MFE features in 20 scales, theoretically, are able to identify the fault type. However, a feature vector with high dimension will be time-consuming and even information inefficient for fault diagnosis. Therefore, it is necessary to select the most interrelated feature with fault information from the 20 features, which will avoid the dimension disaster and improve the performance of classification and the efficiency of rolling bearing automatically fault diagnosis.
Laplacian Score mainly is inspired by Laplacian eigenmaps and locality preserving projection and its key thought is to estimate the features according their locality preserving power and a detailed description of LS can be found in [17, 18] . Laplacian score algorithm chooses those features with the lowest scores. Since, LS has not been widely used in rolling bearing fault diagnosis for fault feature selection, in this paper it is employed to select the features with most close relationship with fault information from the initial features.
The Proposed Method
The proposed fault diagnosis method for rolling bearing is described as follows:
(1) RCMMFE is employed to extract the complexity information related with fault from vibration signals of rolling bearing for construction of initial fault features. The initial fault features are divided into training and testing data sets. The flowchart of the proposed method is given in Figure 2 . The extracted MFE features in 20 scales, theoretically, are able to identify the fault type. However, a feature vector with high dimension will be time-consuming and even information inefficient for fault diagnosis. Therefore, it is necessary to select the most interrelated feature with fault information from the 20 features, which will avoid the dimension disaster and improve the performance of classification and the efficiency of rolling bearing automatically fault diagnosis.
(1) RCMMFE is employed to extract the complexity information related with fault from vibration signals of rolling bearing for construction of initial fault features. The initial fault features are divided into training and testing data sets. The flowchart of the proposed method is given in Figure 2 . Next, the experiment data of rolling bearing offered by Case Western Reserve University Bearing data center are used to verify the effectiveness of proposed method. As shown in Figure 3 above, the test stand consists of a motor, a torque transducer/encoder (center), a dynamometer, and control electronics. Single point faults were introduced into SKF bearings using electro-discharge machining with local fault diameters of 0.1778 mm and 0.3556 mm and fault depths of 0.2794 mm. Vibration data were collected using accelerometers attached to the housing with magnetic bases. Accelerometers were placed at the 12 o'clock position at both the drive end and fan end of the motor housing. Digital data was collected with sample frequency 12,000 Hz. Experiments were conducted for both fan and drive end bearings with outer raceway faults located at 6 o'clock (orthogonal to the load zone). In this paper, the data we used include seven classes, i.e., normal bearing (noted as Norm), faults located in inner raceway (IR), outer raceway (OR) and ball element (BE) with fault diameters of 0.1778 mm and 0.3556 mm (label as IR1 IR2, OR1, OR2, BE1 and BE2, respectively). The states of rolling bearing are divided into seven classes and the label description is shown in first and second columns of Table 1 . Generally, only the single channel data of rolling bearing in drive end or fan end were used to verify their fault diagnosis methods by many scholars. However, the method that synthesizes all three channel data collected from different location and accelerometers, i.e., the drive end (DE), fan end (FE) and base accelerometers for the same fault category may get much more fault information and higher fault identifying rate than that of the single channel data based fault diagnosis methods. Next, the experiment data of rolling bearing offered by Case Western Reserve University Bearing data center are used to verify the effectiveness of proposed method. As shown in Figure 3 above, the test stand consists of a motor, a torque transducer/encoder (center), a dynamometer, and control electronics. Single point faults were introduced into SKF bearings using electro-discharge machining with local fault diameters of 0.1778 mm and 0.3556 mm and fault depths of 0.2794 mm. Vibration data were collected using accelerometers attached to the housing with magnetic bases. Accelerometers were placed at the 12 o'clock position at both the drive end and fan end of the motor housing. Digital data was collected with sample frequency 12,000 Hz. Experiments were conducted for both fan and drive end bearings with outer raceway faults located at 6 o'clock (orthogonal to the load zone). In this paper, the data we used include seven classes, i.e., normal bearing (noted as Norm), faults located in inner raceway (IR), outer raceway (OR) and ball element (BE) with fault diameters of 0.1778 mm and 0.3556 mm (label as IR1 IR2, OR1, OR2, BE1 and BE2, respectively). The states of rolling bearing are divided into seven classes and the label description is shown in first and second columns of Table 1 . Generally, only the single channel data of rolling bearing in drive end or fan end were used to verify their fault diagnosis methods by many scholars. However, the method that synthesizes all three channel data collected from different location and accelerometers, i.e., the drive end (DE), fan end (FE) and base accelerometers for the same fault category may get much more fault information and higher fault identifying rate than that of the single channel data based fault diagnosis methods. In the following the proposed method and related ones are employed to the above experiment data analysis of rolling bearing. Firstly, MSE-, MFE-, MMSE-, MMFE-and RCMMFE-based methods for fault extraction are used to extract the complexity information related with faults from vibration signals of rolling bearings for comparison purpose. For each class 30 samples with data length 2048 are selected, i.e., in total 210 samples belonging to seven classes are used in the experimental analysis. Besides, for the single channel based MSE and MFE methods, only the DE channel data are used for comparison. The entropy results of the above five methods are given in Figure 4a -e, respectively. From Figure 4 it can be found that the MSE and MFE curves of vibration signals of rolling bearings in a single channel are mixed together at most scales, while the MMSE, MMFE and RCMMFE curves of rolling bearings of different classes are obviously divided at most scales. In the following the proposed method and related ones are employed to the above experiment data analysis of rolling bearing. Firstly, MSE-, MFE-, MMSE-, MMFE-and RCMMFE-based methods for fault extraction are used to extract the complexity information related with faults from vibration signals of rolling bearings for comparison purpose. For each class 30 samples with data length 2048 are selected, i.e., in total 210 samples belonging to seven classes are used in the experimental analysis. Besides, for the single channel based MSE and MFE methods, only the DE channel data are used for comparison. The entropy results of the above five methods are given in Figure 4a -e, respectively. From Figure 4 it can be found that the MSE and MFE curves of vibration signals of rolling bearings in a single channel are mixed together at most scales, while the MMSE, MMFE and RCMMFE curves of rolling bearings of different classes are obviously divided at most scales. In order to fulfill the fault diagnosis of rolling bearing automatically, 10 samples of each class are randomly selected as training samples while the remaining 20 ones are taken as testing samples. Correspondly, the initial training data set can be obtained with dimension 70 × 20, the initial testing data set with dimension 140 × 20 as well. We firstly study the proposed method on the experiment data. The RCMMFEs of vibration signals of rolling bearing of the seven classes with totally 210 In order to fulfill the fault diagnosis of rolling bearing automatically, 10 samples of each class are randomly selected as training samples while the remaining 20 ones are taken as testing samples. Correspondly, the initial training data set can be obtained with dimension 70 × 20, the initial testing data set with dimension 140 × 20 as well. We firstly study the proposed method on the experiment data. The RCMMFEs of vibration signals of rolling bearing of the seven classes with totally 210 samples are computed. Ten samples of each class are randomly selected as training samples and the remaining 20 are as testing ones. Correspondingly, the initial training data set with dimension 70 × 20 can be obtained as well as the initial testing data set with dimension 140 × 20.
Secondly, the LS for feature selection is used to the training samples to sort the 20 entropy values according to their importance, where the cosine value of two vectors is used to evaluate the 'closeness' between them and assign weights for each edge in the graph and k nearest neighbors (KNN) method is used to construct the graph with parameter k = 5. Then the first five ones are selected to construct sensitive fault training data set with dimension 70 × 5. Correspondingly, the features of initial testing data set also can be reordered according to the order of sensitive fault training data set with obtaining sensitive testing ones with dimension 140 × 5.
Next, the sensitive training data sets are used to train the PSO-SVM based multi-classifier (for seven classes). After that the sensitive testing data sets are used to test the trained multi-classifier and the outputs of proposed methods are given in Figure 5 , from which it can be found that all testing samples are correctly classified and the corresponding fault identifying rate of the proposed method is 100%. This indicates the effectiveness of the proposed method.
For comparison purposes, MSE, MMSE, MFE and MMFE are used to replace RCMMFE in the proposed method to extract the fault information from vibration signals of rolling bearings. Similar to the above proposed method, LS is used for fault feature selection and PSO-SVM used for fault mode classification when the construction of training and testing data set are the same as the proposed fault diagnosis method. The outputs of testing samples by using these four methods are shown in Figure 6a -d, respectively, and the corresponding identifying rates are shown in Table 2 . From Figure 6 and Table 2 it can be found that all the testing samples are correctly classified by the MFE-, MMFE-and RCMMFE-based fault diagnosis methods with 100% identification rates, while there 40 and 10 testing samples are respectively classified by the MSE-and MMSE-based methods. To sum up, the above analysis result shows that the proposed methods can get an accurate identifying rate when analyzing the classification problem including fault category and severity of rolling bearing. Most of all, it can be found the fuzzy entropy-based nonlinear dynamic methods-MFE, MMFE and RCMMFE-get much higher fault identifying rates than that of sample entropy-based MSE and MMSE methods. For comparison purposes, MSE, MMSE, MFE and MMFE are used to replace RCMMFE in the proposed method to extract the fault information from vibration signals of rolling bearings. Similar to the above proposed method, LS is used for fault feature selection and PSO-SVM used for fault mode classification when the construction of training and testing data set are the same as the proposed fault diagnosis method. The outputs of testing samples by using these four methods are shown in Figure 6a -d, respectively, and the corresponding identifying rates are shown in Table 2 . From Figure 6 and Table 2 it can be found that all the testing samples are correctly classified by the MFE-, MMFE-and RCMMFE-based fault diagnosis methods with 100% identification rates, while there 40 and 10 testing samples are respectively classified by the MSE-and MMSE-based methods. To sum up, the above analysis result shows that the proposed methods can get an accurate identifying rate when analyzing the classification problem including fault category and severity of rolling bearing. Most of all, it can be found the fuzzy entropy-based nonlinear dynamic methods-MFE, MMFE and RCMMFE-get much higher fault identifying rates than that of sample entropy-based MSE and MMSE methods. In the above case, the proposed and its related methods are applied to distinguish the fault category and severity of rolling bearings. However, in some case, we only want to know the fault locations without considering the fault severity. Under this consideration, the above seven classes can be redivided into four class problems described in Table 3 , when IR1 and IR2, OR1 and OR2, BE1 and BE2 are amalgamated into single IR, OR and BE. Next, 70 samples (20 of each fault classes and 10 of Norm) are randomly selected as training samples that used for input of LS to select the most important features and then the first five ones are used to construct sensitive fault training data sets. Also the selected feature orders are used to reorder the feature orders of testing data sets. Finally, the sensitive fault features of training data are used to train the PSO-SVM based multi-classifier (for four classes) and those of testing data are used to test the four class multi-classifier. Correspondingly, the outputs of all testing data obtained by the four methods are given in Table 4 , respectively, from which it can be concluded that all testing samples are correctly classified by the MFE and RCMMFE combining LS and PSO-SVM-based fault diagnosis methods and the fault identifation rate is 100%, while there are respectively one, six and one testing samples misclassified by the MSE-, MMSE-and MMFE-based fault diagnosis methods with corresponding identification rates of 99.2857%, 95.7143% and 99.2857%. This indicates that the fault diagnosis effects of fuzzy entropy based methods-MFE, MMFE and RCMMFE-have better distinguishing capability than the sample entropy-based ones, both in dealing with four or seven classes problems of rolling bearings. Also, the MMFE-and RCMMFE-based fault diagnosis methods using three channel data have higher fault identification rates and stronger robustness than the single channel data-based methods. In the above case, the proposed and its related methods are applied to distinguish the fault category and severity of rolling bearings. However, in some case, we only want to know the fault locations without considering the fault severity. Under this consideration, the above seven classes can be redivided into four class problems described in Table 3 , when IR1 and IR2, OR1 and OR2, BE1 and BE2 are amalgamated into single IR, OR and BE. Next, 70 samples (20 of each fault classes and 10 of Norm) are randomly selected as training samples that used for input of LS to select the most important features and then the first five ones are used to construct sensitive fault training data sets. Also the selected feature orders are used to reorder the feature orders of testing data sets. Finally, the sensitive fault features of training data are used to train the PSO-SVM based multi-classifier (for four classes) and those of testing data are used to test the four class multi-classifier. Correspondingly, the outputs of all testing data obtained by the four methods are given in Table 4 , respectively, from which it can be concluded that all testing samples are correctly classified by the MFE and RCMMFE combining LS and PSO-SVM-based fault diagnosis methods and the fault identifation rate is 100%, while there are respectively one, six and one testing samples misclassified by the MSE-, MMSE-and MMFE-based fault diagnosis methods with corresponding identification rates of 99.29%, 95.71% and 99.29%. This indicates that the fault diagnosis effects of fuzzy entropy based methods-MFE, MMFE and RCMMFE-have better distinguishing capability than the sample entropy-based ones, both in dealing with four or seven classes problems of rolling bearings. Also, the MMFE-and RCMMFE-based fault diagnosis methods using three channel data have higher fault identification rates and stronger robustness than the single channel data-based methods. Finally, to verify the indispensability of LS for feature selection, all obtained 20 fuzzy entropy values are taken as the fault features and input to the PSO-SVM-based multi-classifier for training and testing. The features are respectively divided into seven and four classification problems and the corresponding identifying rates of the MSE, MFE, MMSE, MMFE and RCMMFE methods for these two classification problems are shown in Table 5. From Tables 2, 4 and 5 it can be found that the identification rates of most methods without using LS feature selection are lower than those of methods using LS for both seven and four classification. Also it can be seen that all the methods get higher identification rates for four class problems than that for seven class, which means that it is more difficult to distinguish the fault severity by comparing with fault class. Lastly, the comparison result indicate that the MFE-, MMFE-and RCMMFE-based methods can reflect the fault information better and get higher identifying rates than the MSE-and MMSE-based ones no matter whether using LS is used for feature selection. 
Conclusions
In this paper, a nonlinear dynamics parameter termed multivariate refined composite multivariate multiscale fuzzy entropy (RCMMFE) was introduced to measure the complexity, mutual predictability and long-term correlation of multivariate time series. RCMMFE was compared with MMSE and MMFE by analyzing multi-channel synthetic signals and the results show the superiority of RCMMFE. Based on that, RCMMFE was applied to the fault diagnosis of rolling bearings by combining LS for feature selection and PSO-SVM for intelligent fault classification. The proposed fault diagnosis method was also applied to the multi-channel experiment data analysis by comparing it with MMSE-and MMFE-based multi-channel signal analysis methods, as well as MSE-and MFE-based single channel data analysis ones. The results show that the proposed fault diagnosis method based on RCMMFE gets the highest fault identification rate among the mentioned methods. In conclusion, though multivariate multiscale entropy-based complexity theories have developed fast with applications in EMG, brain and physiological complexity analysis, they haven't been applied widely in mechanical fault diagnosis and there are still some problems that need to be discussed, such as parameter presettings and the influence and number selection of features. We will study these factors in our future work.
