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Abstract
We study quasiminimal classes, i.e. abstract elementary classes (AECs) that arise
from a quasiminimal pregeometry structure. For these classes, we develop an
independence notion, and in particular, a theory of independence in Meq. We
then generalize Hrushovski’s Group Configuration Theorem to our setting. In an
attempt to generalize Zariski geometries to the context of quasiminimal classes,
we give the axiomatization for Zariski-like structures, and as an application of our
group configuration theorem, show that groups can be found in them assuming
that the pregeometry obtained from the bounded closure operator is non-trivial.
Finally, we study the cover of the multiplicative group of an algebraically closed
field and show that it provides an example of a Zariski-like structure.
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Chapter 1
Introduction
In [7] and [8], E. Hrushovski and B. Zilber introduced the concept of Zariski
geometry, a structure that generalizes the Zariski topology of an algebraically
closed field. One of the results in [8] is that in a non locally modular, strongly
minimal set in a Zariski geometry, an algebraically closed field can be interpreted.
This result plays an important role in Hrushovski’s proof of the geometric Mordell-
Lang Conjecture ([6], see also e.g. [3]), where model-theoretic ideas were applied to
solve a problem from arithmetic geometry. The field is acquired by first finding an
Abelian group and then using it to construct the field. At both steps, the Group
Configuration Theorem originally presented by Hrushovski in his Ph.D. thesis (see
e.g. [19]) is utilized. This theorem roughly states that whenever a certain kind of
configuration of elements can be found, there exists a group.
The origin of this thesis was the question whether Zariski geometries, and the
theorem from [8] stating the existence of a group, could be generalized from the
context of first-order logic to that of quasiminimal classes, i.e. abstract elemen-
tary classes (AECs) that arise from a quasiminimal pregeometry structure (see
[1]). The results presented here will be included in joint papers with T. Hyttinen.
From the beginning, we had the idea that covers of the multiplicative group of
an algebraically closed field together with the PQF-topology (see [4]) should serve
as an example of the generalized Zariski geometries. This eventually led to the
axiomatization of Zariski-like structures, presented in Chapter 4. The road was
not completely straightforward, as we first had to generalize Hrushovski’s Group
Configuration Theorem to the context of quasiminimal classes. For this, we de-
veloped an independence calculus that has all the usual properties of non-forking
and works in our context.
Quasiminimal classes are uncountably categorical. They have both the amal-
gamation property (AP) and the joint embedding property (JEP), and thus also
have a model homogeneous universal monster model, which we will denote by M.
These classes are also excellent in the sense of B. Zilber (this is different from the
original notion of excellence due to S. Shelah). In the second chapter, we develop
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the independence notion for them. We first isolate some properties of AECs (ax-
ioms AI-AVI presented in Chapter 2) and prove that under them the class has a
perfect theory of independence (ideas used here originate from [15] and [12]). This
somewhat resembles the elementary case of strongly minimal structures, where
the independence notion and Morley ranks can be obtained from the pregeometry
associated to the model theoretic algebraic closure operator (acl). In the quasi-
minimal case, we replace the algebraic closure operator by the bounded closure
operator (bcl).
In our context, we cannot construct Meq so that it would be both ω-stable
(in the sense of AECs) and have elimination of imaginaries. Since ω-stability is
vital, we build the theory so that we can always move from M to Meq and then,
if needed, to (Meq)eq and so on. We then show that the properties expressed by
axioms AI-AVI are preserved when moving from M to Meq, and finally that the
axioms are satisfied by quasiminimal classes.
In Chapter 3, we show, generalizing Hrushovski, that from a group configuration
a Galois definable rank 1 group can be constructed. Since Meq does not necessarily
have elimination of imaginaries in our setting, this group is found in (Meq)eq rather
than in Meq. Essentially the first trick used in Hrushovski’s original proof does
not work in our context (we would need to take rather arbitrary countable sets as
elements of Meq, which is not possible), but otherwise the proof generalizes nicely
to our context. To overcome the problem, we move from the pregeometry to the
canonical geometry associated to it and work there. This is possible since for all
(singletons) a ∈M, bcl(a)\bcl(∅) is indeed in our Meq (note that in the elementary
case, acl(a) \ acl(∅) need not be in Meq).
In Chapter 4, we look at possibilities of generalizing Zariski geometries to our
context. We give the axioms (ZL1)-(ZL9) for a Zariski-like structure, and then
apply our group configuration theorem to show that a group can be found there.
We also point out that Zariski geometries satisfy our axioms, so we indeed have
a generalization. We work with quasiminimal classes and formulate the axioms
within this context. In the original context of Zariski geometries, a single structure
is used as a starting point. It is assumed that a collection of topologies arises from
the structure, and the axiomatization is given for the closed sets in these topologies.
Then, a saturated elementary extension of the original structure is taken and the
work is carried out there. Unlike in the elementary case, we do not start from
a single structure, but formulate our axioms to generalize the setting obtained
after moving into the elementary extension. Thus, we are able to use properties of
quasiminimal classes to our advantage.
Instead of arbitrary closed sets, we have decided to look at irreducible closed
sets (which, for simplicity, we call just irreducible sets) and state our axioms
for them. In the case of Zariski geometries, the irreducible ∅-closed sets satisfy
the axioms. The notion of a closed set could also be useful, as can be seen in
4
the example of covers of the multiplicative group of an algebraically closed field,
treated in Chapter 5, where there is a natural notion of a closed set. However,
we don’t feel our insight is strong enough to formulate the axioms for arbitrary
closed sets. In [23], B. Zilber has given one axiomatization for closed sets in a non-
elementary case, which he calls analytic Zariski structures, but we have chosen a
somewhat different route. Partially because of not using the more general concept
of a closed set, some of our axioms come from Assumptions 6.6. in [8] rather than
from the axiomatization (Z0)-(Z3) for Zariski geometries. In our axiomatization,
axioms (ZL1)-(ZL6) give meaning to the key axioms (ZL7)-(ZL9). If, in (ZL9),
we take κ to be finite and choose S = {κ}, then we get just the axiom (Z3) of
Zariski geometries (the dimension theorem). In the elementary case, (ZL9) is the
immediate consequence of (Z3) and Compactness. Axioms (ZL7) and (ZL8) come
from Assumptions 6.6 in [8].
In Chapter 5, we study the cover of the multiplicative group of an algebraically
closed field, a class originally introduced by Zilber. It can be obtained from com-
plex exponentiation exp : (C,+) → (C∗,×), or more precisely, from the exact
sequence 0→ Z→ (V,+)→ (F ∗,×)→ 1, where F is an algebraically closed field
of characteristic 0, and V is a vector space over Q. In particular, we show that
the irreducible ∅-closed sets in the PQF-topology (see [4]) satisfy our axioms for
Zariski-like structures, and thus the cover provides an example of such a structure.
This class is quasiminimal by [21]. Prior to [1], the uncountable categoricity of the
class was known by [2].
The main result of [8] is that every very ample Zariski geometry arises from the
Zariski topology of a smooth curve over an algebraically closed field. In addition to
improving our axiomatization, the final goal in our study of Zariski-like structures
might be to prove an analogue to this theorem, i.e. that all non-trivial Zariski-
like structures resemble in some sense the cover presented in Chapter 5. This
would mean that on the level of the canonical geometry we would be back in the
elementary case (pregeometries can be very complicated). A result like this would
be in line with the existing studies of geometries in non-elementary cases. However,
since the existence of a non-classical group (see [13] and [14] for locally modular
cases) is still open, to prove something like this seems very difficult, and if it turns
out that there are non-classical groups, the playground is completely open.
Since Zariski geometries serve as the starting point of our work, and since some
results on them are needed in Chapter 5, we now provide a brief introduction to
them.
1.1 Zariski geometries
Zariski geometries were introduced by Hrushovski and Zilber in [7] and [8]. In this
section we present the definiton of a Zariski geometry and some basic properties
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of Zariski geometries. All results on Zariski geometries that are presented in this
section can be found in [8]. More information on Zariski geometries can also be
found in [18] or [23]. The former reference contains some illustrative and relatively
easily approachable material.
Zariski geometries are structures that generalize the idea of the Zariski topology
on an algebraically closed field. Let F be an algebraically closed field. Then, we
can define a topology on F n for each n as follows. Let S ⊂ F [x1, . . . , xn]. We say
that the set
{x ∈ F n | f(x) = 0 for all f ∈ S}
is the vanishing set of the polynomial set S. We say that a set V ⊂ F n is Zariski
closed if it is the vanishing set of some set of polynomials. The Zariski closed
sets form a topology on F n called the Zariski topology. The Zariski topology is
Noetherian, i.e. there are no infinite descending sequences of closed sets. (see e.g.
[9] for details.)
Definition 1.1. Let X be a topological space, and let C ⊆ X be a closed set. We
say C is irreducible if there are no closed sets C1, C2 ( C such that C = C1 ∪C2.
The proof of the following lemma can be found from e.g. [9].
Lemma 1.2. Let X be a Noetherian topological space, and let C ⊂ X be closed.
Then, there are finitely many irreducible closed sets C1, . . . , Cn such that C =
C1 ∪ . . . ∪ Cn. Moreover, if we choose C1, . . . , Cn so that Ci 6⊆ Cj for i 6= j, then
C1, . . . , Cn are unique up to permutation.
Definition 1.3. The sets C1, . . . , Cn from the lemma are called the irreducible
components of C.
For a Noetherian topology, we define the dimension of a set as follows.
Definition 1.4. If X is a Noetherian space and C ⊆ X is irreducible, closed and
nonempty, then we define the dimension of C inductively as follows:
• dim(C) ≥ 0,
• dim(C) = sup {dim(F ) + 1 |F ( C,F closed, irreducible and nonempty }.
If C ⊆ X is an arbitrary closed set, then the dimension of C is the maximum
dimension of its irreducible components.
If A ⊆ X is an arbitrary set, then the dimension of A is the dimension of its
closure.
In the following, we use the concept of dimension in the sense of the definition.
Definition 1.5. A Zariski geometry is an infinite set D together with a family of
Noetherian topologies on D,D2, D3, . . . such that the following axioms hold:
(Z0) Coherence and separation:
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(i) If f : Dn → Dm is defined by f(x) = (f1(x), . . . , fm(x)), where fi : Dn → D
is either constant or a coordinate projection for each i = 1, . . . ,m, then f is
continuous.
(ii) Each diagonal ∆ni,j = {(x1, . . . , xn) ∈ Dn |xi = xj} is closed.
(Z1) Weak quantifier elimination: If C ⊆ Dn is closed and irreducible, and
pi : Dn → Dm is a projection, then there is a closed F ( pi(C) such that pi(C)\F ⊆
pi(C).
(Z2) Uniform one-dimensionality:
(i) D is irreducible.
(ii) Let C ⊆ Dn × D be closed and irreducible. For a ∈ Dn, let C(a) = {x ∈
D | (a, x) ∈ C}. There is a number N such that for all a ∈ Dn, either
|C(a)| ≤ N or C(a) = D. In particular, any proper closed subset of D is
finite.
(Z3) Dimension theorem: Let C ⊆ Dn be closed and irreducible. Let W be a
non-empty irreducible component of C ∩∆ni,j. Then, dim C ≤ dim W + 1.
The Dimension theorem (Z3) is the key structural condition that allows us to
interpret an algebraically closed field in a non locally modular Zariski geometry.
Remark 1.6. (i) It follows from (Z0) that if C1, C2 are closed, then C1 ×C2 is
closed. Indeed, C1 × C2 = pi−11 (C1) ∩ pi−12 (C2) where pi1, pi2 are the suitable
projections.
(ii) If C ⊂ Dn ×Dm is closed, and a ∈ Dn, then C(a) = f−1(C), where f(x) =
(a, x) for x ∈ Dm. Thus, C(a) is closed by (Z0). Also, if a ∈ D, then
g : D → D2, g(x) = (a, x) is a continuous function. Since the diagonal of
D2 is closed, g−1(∆21,2) = {a} is closed. Thus singletons are closed.
(iii) It can be shown that dim C1 × C2 = dim C1 + dim C2, so in particular
dim Dn = n (see [8], Chapter 2). Thus, every set has finite dimension.
An algebraically closed field F together with the Zariski topology for each F n
satisfies the axioms, and even a more general result can be proved: If D is a smooth
quasi-projective algebraic curve, then D, equipped with the Zariski topologies on
Dn, is a Zariski geometry. (see [18] for details).
The following lemma is proved completely similarly as Lemma 2.2. in [8]. In
Chapter 5, present the same result for the so-called PQF-topology on a cover of
the multiplicative group of an algebraically closed field (Lemma 5.17). The proof
is essentially similar also in this case.
Lemma 1.7. Let C1, C2 be closed and irreducible. Then, C1 × C2 is irreducible.
In particular, Dn is irreducible.
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Now we can look at the irreducible components of cartesian products.
Lemma 1.8. Let C and F be two closed sets, and let C1, . . . , Cn be the irreducible
components of C, and F1, . . . , Fm the irreducible components of F . Then, the
irreducible components of C × F are Ci × Fj (1 ≤ i ≤ n, 1 ≤ j ≤ m).
Proof. By Lemma 1.7, Ci × Fj is closed and irreducible for 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Clearly,
C × F =
⋃
1≤i≤n,1≤j≤m
Ci × Fj,
and Ci × Fj 6= Ci′ × Fj′ for (i, j) 6= (i′, j′).
We also have a stronger version of (Z3):
Theorem 1.9. Let C1, C2 be closed, irreducible subsets of D
n. Then, every irre-
ducible component of C1∩C2 has dimension at least dim C1+dim C2−n. (Lemma
2.5 in [8])
By Lemma 1.7, Dk is irreducible for every k, and by (Z0) (i), the set ∆ni,j is
isomorphic with Dn−1. Thus, (Z3) follows from Theorem 1.9: If C is a closed set
and W an irreducible component of C ∩∆ni,j, then
dim W ≥ dim C + dim ∆ni,j − n = dim C + (n− 1)− n = dim C − 1.
Suppose now D is a countable Zariski geometry. Let LD be the language where
we have an n-ary predicate for each closed subset of Dn. Let TD be the LD-theory
of D. We note that since singletons are closed sets, each element of D has its own
predicate.
Theorem 1.10. (i) TD admits elimination of quantifiers.
(ii) TD is ω-stable, and the Morley rank of a definable set X equals the dimension
of its closure. In particular, D is strongly minimal. ([8], section 2)
Let M be an elementary extension of D. Define a topology on M so that the
basic closed sets are those sets X for which there is a closed C ⊆ Dm × Dn for
some m,n, and a ∈Mm such that X = C(a), i.e.
X = {b ∈Mn |M |= C(a, b)}.
It turns out that with respect to this topology, M is a Zariski geometry ([8],
Proposition 4.1).
From now on, we will replace D by a saturated elementary extension. Thus, we
assume that there is a Zariski geometry D0 such that D is a saturated elementary
extension of D0 in the language LD0 and that the topology on D is obtained from
the topology on D0 as described above. It is this situation that we generalize when
presenting our axioms for Zariski-like structures in Chapter 4. There, we give a
more general framework with axioms that are satisfied by the irreducible closed
sets of D0 after moving into the saturated elementary extension.
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Definition 1.11. Let A ⊂ D. We say that a set X is A-closed if X = C(a) for
some C ∈ LD0 and some a ∈ An for some n. For x ∈ Dn, we define the locus of
x over A to be the smallest A-closed set containing x.
If C is an irreducible closed set, we say that an element a ∈ C is generic (over
A) if C is the locus of a (over A).
Remark 1.12. We note that the Morley rank of a tuple a over a set A coincides
with the dimension of the locus of a over A:
MR(a/A) = dim(C),
where C is the locus of a over A.
Suppose A ⊂ B ⊂ D, and let a ∈ Dn. We say that a is independent from
B over A if MR(a/A) = MR(a/B). In Chapter 2, we will present a notion of
independence that can be applied in a more general setting.
1.1.1 Regular points
In the Zariski geometry context, we often need to work inside some closed set
C ⊂ Dn rather than inside Dn itself. When doing so, we use a generalized version
of Theorem 1.9 that states that if C1 and C2 are closed, irreducible subsets of C,
then all “nice enough” irreducible components of C1 ∩C2 have dimension at least
dim C1 + dim C2 − dim C. Unfortunately, this does not hold for all irreducible
components of C1 ∩ C2, but it holds for components that pass through a regular
point of C (Lemma 5.4 in [8]). In a sense, regular points are the Zariski geometry
analogue of smooth points on a variety.
Definition 1.13. Let C ⊂ Dn be a closed set. We define the codimension of C
in Dn, denoted codimDnC, to be the number
codimDnC = dim D
n − dim C = n− dim C.
Definition 1.14. Let C ⊆ Dn be an irreducible closed set and let p ∈ C. Denote
∆C = {(x, y) ∈ C × C : x = y}. We say that p is a regular point of C if there is
a closed irreducible set G ⊆ Dn ×Dn such that
(i) codimDn×DnG = dim C
(ii) ∆C is the unique irreducible component of G∩C ×C passing through (p, p).
Lemma 1.15. Any a ∈ D is regular on D.
Proof. Now codimD×D(∆D) = 1 = dim D, so we may choose G = ∆D.
Lemma 1.16. Any point is regular on its own locus.
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Proof. Let a ∈ Dn, and let C be the locus of a. We prove that a is regular on
C. Let Let k = dim(C), and suppose for the sake of convenience that the first
k coordinates of a generic point of C are independent. Denote ∆C = {(x, y) ∈
C × C |x = y}. Let
G = {(x1, . . . , xn, y1, . . . , yn) ∈ Dn ×Dn |x1 = y1, . . . , xk = yk}.
Now dim(G) = 2n − k and codimDn×Dn = k. We have to prove that ∆C is
the unique irreducible component of G ∩ C × C passing through (a, a). Clearly
dim(G ∩ C × C) = k = dim(∆C), so ∆C is indeed an irreducible component of
G ∩ C × C.
Suppose now there is some other irreducible component F of G ∩ C × C such
that (a, a) ∈ F . Then, F ∩∆C 6= ∅. Moreover, as F 6= ∆C , there is some b ∈ C
such that (b, b) ∈ (G ∩ C × C) \ F . Denote
C ′ = {x ∈ C | (x, x) ∈ F ∩∆C}.
Then, b ∈ C \ C ′, and C ′ is closed as C ′ = f−1(F ∩ ∆C), where f is such that
f(x) = (x, x) (continuous by (Z0)). But then a ∈ C ′ ( C which contradicts the
fact that C is the locus of a.
While the definition of regular points is non-intuitive, we will show that if V is
an irreducible variety, then every non-singular point is regular in the sense defined
above ([18], section 2). We first remind that a point p on an irreducible variety V
is non-singular if the dimension of the tangent space at p equals the dimension of
the variety V . The dimension of the tangent space at p can be calculated as the
dimension of the linear subspace defined by Jp, the Jacobian matrix of the partial
derivatives at p of any defining equations for V chosen so that the corresponding
polynomials generate the ideal of all polynomials vanishing on V (see e.g. [5] or
[9] for details).
To illustrate the idea, we first consider the case where our variety is a plane
curve C defined by the equation F (X, Y ) = 0. Let (x, y) be a regular point of C.
Then, at least one of the partial derivatives of F at p is nonzero, so we may assume
∂F
∂Y
6= 0. Let G = {(X, Y, Z,W ) |X = Z}. Now G∩ (C ×C) has dimension 1, and
thus ∆C is an irreducible component. We claim that it is the unique component
containing (x, y, x, y). For this, it suffices to show that (x, y, x, y) is non-singular on
G∩ (C×C), as any point on two components is singular. The (possibly reducible)
variety G ∩ (C × C) is given by the equations
F (X, Y ) = 0,
F (Z,W ) = 0,
X − Z = 0.
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The Jacobian matrix at (x, y, x, y) is
J =
 ∂F∂X (x, y) ∂F∂Y (x, y) 0 00 0 ∂F
∂X
(x, y) ∂F
∂Y
(x, y)
1 0 −1 0
 .
Since ∂F
∂X
6= 0, the rows are linearly independent. Thus, the tangent space at
(x, y, x, y) has dimension 4− 3 = 1 and (x, y, x, y) is non-singular as desired.
Let now V ⊆ Kn be an irreducible variety of dimension m. Suppose V is defined
by the equations
F1(X) = . . . = Fl(X) = 0,(1.1)
where the polynomials F1, . . . , Fl generate the ideal of all polynomials vanishing
on V . If p = x is a smooth point of V , then the matrix
J =
(
∂Fi
∂Xj
(x)
)
has rank n−m.
Renumbering equations and variables if necessary, we may assume that the
minor
M =
(
∂Fi
∂Xj
)
(x) 1 ≤ i ≤ n−m, m+ 1 ≤ j ≤ n
is a nonsingular matrix.
Let G = {(x, y) ∈ K2n xi = yi for 1 ≤ i ≤ m}. Now G∩ (V ×V ) has dimension
m unless there are algebraic dependencies between the first m coordinates. If such
dependencies exist, we may without loss of generality assume that the list (1.1)
contains equations in the variables x1, . . . , xm only, giving these dependencies. If
Fi is one of the corresponding polynomials, then
∂Fi
∂xj
= 0 for m + 1 ≤ j ≤ n.
Thus, Fi gives a row in J that has zeros at the indices m + 1 ≤ j ≤ n. Clearly
we cannot have 1 ≤ i ≤ m − n, as the nonsingular minor M would then contain
a zero row. On the other hand, the nonsingularity of M implies that the first
m − n rows of J are linearly independent. Thus, as J has rank m − n, all the
other rows are linear combinations of the first m− n rows. But this means that if
we would have i > m− n, then the rows of M would be linearly dependent which
is also impossible. Thus, there are no algebraic dependencies between the first m
coordinates, and G ∩ (V × V ) has dimension m.
As before, ∆V is an irreducible component of G∩ (V ×V ). We show that (p, p)
is a nonsingular point of G∩ (V × V ) which again proves that G∩ (V × V ) is the
unique component containing it.
To calculate the dimension of the tangent space at (p, p), we must consider the
(2l +m)× 2n matrix J ′ where
• For 1 ≤ i ≤ l, the i:th row of J ′ is(
∂Fi
∂X1
(x¯) . . . ∂Fi
∂Xn
(x¯) 0 . . . 0
)
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and the (l + i):th row is(
0 . . . 0 ∂Fi
∂X1
(x¯) . . . ∂Fi
∂Xn
(x¯)
)
,
• For i ≤ m, the (2l+i):th row has 1 in the i:th column and −1 in the (n+i):th
column.
The rows 1, . . . , n − m, l + 1, . . . , l + n − m, 2l + 1, . . . , 2l + m form a maximal
linearly independent set, and thus J has rank 2(n−m) +m = 2n−m. Hence, the
tangent space at (p, p) has dimension 2n− (2n−m) = m, as desired.
1.1.2 Specializations
The concept of a specialization plays an important role in finding an algebraically
closed field from a non locally modular strongly minimal set in a Zariski geometry,
and we will also be using it in our framework of Zariski-like structures.
Definition 1.17. Let D be a Zariski geometry. If A ⊂ D, we say that a function
f : A → D is a specialization if for any a1, . . . , an ∈ A and for any ∅-closed set
C ⊆ Dn, it holds that if (a1, . . . , an) ∈ C, then (f(a1), . . . , f(an)) ∈ C.
If A = (ai : i ∈ I), B = (bi : i ∈ I) and the indexing is clear from the context,
we write A→ B if the map ai 7→ bi, i ∈ I, is a specialization.
Remark 1.18. It is easy to see that the following hold (tp denotes the first-order
type):
• If tp(a/∅) = tp(a′/∅), then a→ a′.
• If a→ a′ and a′ → a′′, then a→ a′′.
• Let a = (ai : i ∈ I), ι : I → I a permutation of the index set, aι = (aι(i) : i ∈
I). If a→ a′, then aι→ a′ι.
• If a ∈ D is a generic singleton, then a→ a′ holds for any singleton a′ ∈ D.
• If a→ a′, then either tp(a/∅) = tp(a′/∅) or MR(a/∅) > MR(a′/∅).
Definition 1.19. We define rk(a→ a′) = MR(a/∅)−MR(a′/∅).
The Dimension Theorem (Z3) can be reformulated in terms of specializations
as follows (Lemma 4.13 in [8]).
Lemma 1.20. Let a = (a1, . . . , an), a
′′ = (a′′1, . . . , a
′′
n), a → a′′, and suppose a1 6=
a2, a
′′
1 = a
′′
2. Then there exists a
′ = (a′1, . . . , a
′
n) such that a
′
1 = a
′
2, a → a′ → a′′,
and rk(a→ a′) = 1.
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Proof. Let C be the locus of a. Then, a′′ ∈ C ∩∆n12. Hence, a′′ must lie on some
irreducible component W of C∩∆n12. By (Z3), dim(W ) ≥ dim(C)−1. As a1 6= a2,
we have C ∩∆12 ( C, and thus dim(W ) < dim(C). Thus, dim(W ) = dim(C)− 1.
Choose a′′ to be a generic point of W . Then, a′′ is as wanted.
It is this version of the Dimension Theorem that is used (together with Com-
pactness) when finding in a non locally modular Zariski geometry the configuration
that yields a group. In the more general setting in which we will be working, we
don’t have Compactness. There, the axiom (ZL9) captures Lemma 1.20 and the
traces of compactness needed for the argument. Also, (ZL9) implies Lemma 1.20.
In the Zariski geometry setting, the concepts of regular and good specializations
allow us to take regular points into account when working with specializations. In
Chapter 4, we will present the concepts of strongly regular and strongly good
specializations that generalize these notions. We first recall the definition of the
model theoretic algebraic closure.
Definition 1.21. Let b ∈ Dn. We say b is algebraic over A if there is some
formula φ(x, a), where a ∈ Am for some m, such that the set {x ∈ Dn |φ(x, a)} is
finite and φ(b, a) holds.
For A ⊆ D, the algebraic closure of A, denoted acl(A), is the set of all elements
of D algebraic over A.
If D is an algebraically closed field, then the model theoretic notions of an
algebraic element and the algebraic closure of a set coincide with the field theoretic
ones (see e.g. [17]).
Definition 1.22. A specialization a → a′ is called regular if a′ is regular on the
locus a.
A good specialization is defined recursively as follows. Regular specializations
are good. Let a = (a1, a2, a3), a
′ = (a′1, a
′
2, a
′
3), and a→ a′. Suppose:
(i) (a1, a2)→ (a′1, a′2) is good.
(ii) a1 → a′1 is an isomorphism.
(iii) a3 ∈ acl(a1).
Then, a→ a′ is good.
We now list some properties of regular specializations that will be utilized when
forming the definition of a strongly regular specialization in Chapter 4.
Lemma 1.23. (i) If aa′ → bb′ is a specialization, and a → b, a′ → b′ are
regular specializations, and if a is independent from a′ over ∅, then aa′ → bb′
is regular.
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(ii) If a is a generic element of D, then a→ a′ is always regular.
(iii) Isomorphisms are regular.
Proof. For (i), we need to prove that (b, b′) is regular on the locus of (a, a′). Let C1
be the locus of a and C2 be the locus of a
′. Suppose C1 ⊆ Dn, C2 ⊆ Dm, dim(C1) =
r1, and dim(C2) = r2. As a is independent from a
′ over ∅, it holds that the locus
of a over a′ is C1. The independence relation is symmetric (see e.g. [17]), so the
locus of a′ over a is C2. Thus, the locus of (a, a′) is C1 ×C2. By our assumptions,
there are closed, irreducible sets G1 ⊆ Dn × Dn and G2 ⊆ Dm × Dm such that
codim(G1) = r1, codim(G2) = r2, ∆C1 is the unique irreducible component of
G1∩(C1×C1) passing through (b, b), and ∆C2 is the unique irreducible component
of G2 ∩ (C2 × C2) passing through (b′, b′). Now
codim(G1 ×G2) = r1 + r2 = dim(C1 × C2).
As coordinate permutations are isomorphisms, it suffices to show that G1 × G2
is the unique irreducible component of (C1 × C1) × (C2 × C2) passing through
(b, b, b′, b′), but this follows from Lemma 1.8.
Parts (ii) and (iii) follow directly from Lemmas 1.15 and 1.16, respectively.
The concept of a good specialization is used in the following two lemmas that
are utilized when proving that a group can be interpreted in a non locally modular
Zariski geometry. In our setting, the analogues of these lemmas will be the axioms
(ZL7) and (ZL8).
Lemma 1.24. Let a → a′ be a good specialization of rank ≤ 1. Then any spe-
cializations ab→ a′b′, ac→ a′c′ can be amalgamated: there exists b∗, independent
from c over a such that tp(b∗/a) = tp(b/a), and ab∗c → a′b′c′. (Lemma 5.14 in
[8])
Lemma 1.25. Let (ai : i ∈ I) be independent over b and indiscernible over b,
where the set I is infinite. Suppose (a′i : i ∈ I) is indiscernible over b′, and
aib → a′ib′ for each i ∈ I. Further suppose rk(b → b′) ≤ 1 and b → b′ is good.
Then, (bai : i ∈ I)→ (b′a′i : i ∈ I). (Lemma 5.15 in [8])
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Chapter 2
Independence in Abstract
Elementary Classes
In this chapter, we will develop an independence notion within the context of
abstract elementary classes satisfying certain axioms. We will then show that it
has all the usual properties of non-forking. The ideas used originate from [15] and
[12].
First, we need to present some basic definitions.
Definition 2.1. Let L be a countable language, let K be a class of L structures
and let 4 be a binary relation on K. We say (K,4) is an abstract elementary
class (AEC for short) if the following hold.
(1) Both K and 4 are closed under isomorphisms.
(2) If A,B ∈ K and A 4 B, then A is a substructure of B.
(3) The relation 4 is a partial order on K.
(4) If δ is a cardinal and 〈Ai | i < δ〉 is an 4-increasing chain of structures, then
a)
⋃
i<δAi ∈ K;
b) for each j < δ, Aj 4
⋃
i<δAi;
c) if B ∈ κ and for each i < δ, Ai 4 B, then
⋃
i<δAi 4 B.
(5) If A,B, C ∈ K, A 4 C, B 4 C and A ⊆ B, then A 4 B.
(6) There is a Lo¨wenheim-Skolem number LS(K) such that if A ∈ K and B ⊆ A,
then there is some structure A′ ∈ K such that B ⊆ A′ 4 A and |A′| =
|B|+ LS(K).
If A 4 B, we say that A is an elementary substructure of B.
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It is easy to see that the class (K,4) of all models of some first-order theory T ,
where 4 is interpreted as the elementary submodel relation, is an AEC.
We also consider the following example, presented in [16].
Example 2.2. Let K be the class of all models M = (M,E) such that E is an
equivalence relation on M with infinitely many classes, each of size ℵ0. For any
set X, we define the closure of X to be
cl(X) =
⋃
{x/E |x ∈ X}.
We define 4 so that A 4 B if and only if A ⊆ B and A = cl(A). Then, it is easy
to see that (K,4) is an AEC.
Definition 2.3. Let A,B ∈ K. We say a function f : A → B is an elementary
embedding, if there is some C ∈ K such that C 4 B and f is an isomorphism from
A to C.
Definition 2.4. We say a class of structures K has the amalgamation property
(AP for short) if for all A,B ∈ K and any map f : A → B such that f : A′ → B
is an elementary embedding for some A′ 4 A, there exists some C ∈ K such that
B ⊆ C and an elementary embedding g : A → C such that f ⊆ g.
Definition 2.5. We say a class of structures K has the joint embedding property
(JEP for short) if for all A,B ∈ K, there is some C ∈ K such that B 4 C and an
elementary embedding f : A → C.
Definition 2.6. Let M ∈ K, and let δ be a cardinal. We say M is δ- model
homogeneous if whenever A,B 4 M are such that |A|, |B| < δ and f : A → B is
an isomorphism, there is some automorphism g of M such that f ⊆ g.
Definition 2.7. Let M ∈ K, and let δ be a cardinal. We say M is δ-universal if
for every A ∈ K such that |A| < δ there is an elementary embedding f : A →M.
We note that if M ∈ K is both δ- model homogeneous and δ-universal, then
for any A,B ∈ K such that A 4 B and |B| < δ, and any elementary embedding
f : A →M, there is an elementary embedding g : B →M such that f ⊆ g. Indeed,
by δ-universality, there is some elementary embedding g′ : B → M. Then, g′(A)
and f(A) are isomorphic, so let h : g′(A)→ f(A) be an isomorphism. By δ -model
homogeneousness, h extends to an automorphism h′ of M. Thus, g = (h′  B) ◦ g′
is as wanted.
From the above observation it follows that if all the structures we are considering
are small compared to some cardinal δ and our class K contains a structure M of
size δ that is both δ- model homogeneous and δ-universal, we can view all the
other structures we are considering as elementary substructures of M. Let now
δ be a cardinal bigger than any structure we will be considering, and let us call
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a δ- model homogeneous and δ-universal structure M ∈ K of size δ a monster
model for K. We may now think we are always working inside the monster model
M. This means that every structure we will be considering will be an elementary
substructure of M of cardinality less than δ, every set we will be considering will
be a subset of M of cardinality less than δ, and every tuple we will be considering
will be a tuple of elements of M.
From now on we suppose that (K,4) is an AEC with AP and JEP and with
arbitrarely large structures, LS(K) = ω and K does not contain finite models.
Moreover, we suppose that K has a monster model which we will denote by M.
Then, every time we use the term model, we mean a structure A ∈ K such that
A 4M. Also, whenever we write A ∈ K, we assume that actually A 4M. If A is
a set, we usually write “a ∈ A” as shorthand for “a ∈ An for some natural number
n”. If a and b are finite tuples, we will write ab for the concatenation a _ b. Also,
for a set A and a tuple a, we will write Aa for A ∪ a.
It is easy to see that in Example 2.2, all closed models of the same cardinality
are isomorphic. Indeed, two models of the same cardinality have the same number
of classes in the equivalence relation E. When constructing the isomorphism, you
just map equivalence classes onto equivalence classes. It is then easy to see that
(K,4) satisfies the requirements listed above. For a monster model, one can just
choose any closed structure that is large enough.
We will list six axioms (AI-AVI) and show that if these axioms hold for K, then
Lascar non-splitting will satisfy the usual properties of an independence notion.
Definition 2.8. Suppose A ⊂ M. We denote by Aut(M/A) the subgroup of the
automorphism group of M consisting of those automorphisms f that satisfy f(a) =
a for each a ∈ A.
We say that a and b have the same Galois type over A if there is some f ∈
Aut(M/A) such that f(a) = b. We write tg(a/A) = tg(a/A;M) for the Galois-type
of a over A.
We say that a and b have the same weak type over A if for all finite subsets
B ⊆ A, it holds that tg(a/B) = tg(b/B). We write t(a/A) for the weak type of a
over A.
We often denote types by letters p, q, etc, and write e.g. p = t(a/A). Then, we
say that the element a realizes the type p, or that a is a realization of p.
Definition 2.9. Let A and B be sets such that A ⊆ B and A is finite. We say
that t(a/B) splits over A if there are b, c ∈ B such that t(b/A) = t(c/A) but
t(ab/A) 6= t(ac/A).
We write a ↓nsB C (“a is free from C over B in the sense of non-splitting”) if
there is some finite A ⊆ B such that t(a/B∪C) does not split over A. By A ↓nsB C
we mean that a ↓nsB C for each a ∈ A.
We note that if A ⊆ B ⊆ C for some finite B, and t(a/C) does not split over A,
then t(a/C) does not split over B either. Indeed, if t(a/C) would split over B, then
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we could find b, c ∈ C such that t(b/B) = t(c/B) but t(ab/B) 6= t(ac/B). Since
B is finite, there is some tuple d ∈ B such that B = Ad. Now, t(bd/A) = t(cd/A)
but t(abd/A) 6= t(acd/A), so the tuples bd and cd witness the splitting of t(a/C)
over A, a contradiction.
It is now easy to see that ↓ns is monotone, i.e. that if A ⊆ B ⊆ C ⊆ D, then
a ↓nsA D implies a ↓nsB C.
In the context of Example 2.2, a ↓nsB C means that if a = (a1, . . . , an) and if for
some 1 ≤ i ≤ n there is some c ∈ C such that (ai, c) ∈ E, then there is also some
b ∈ B such that (ai, b) ∈ E. Moreover, if ai = c for some 1 ≤ i ≤ n and some
c ∈ C, then c ∈ B.
2.1 Our axioms
For the sake of readability, instead of first presenting all the definitions needed
and then giving the axioms AI-AVI in the form of a simple list, we will now start
listing the axioms and give the related definitions, lemmas and remarks in midst
of them.
AI: Every countable model A ∈ K is s-saturated, i.e. for any b ∈ M
and any finite A ⊆ A, there is a ∈ A such that t(a/A) = t(b/A).
We note that the AEC (K,4) of Example 2.2 satisfies AI. Indeed, for a tuple
b = (b1, . . . , bn) ∈ M and a finite set A ⊆ A, we find a tuple b′ = (b′1, . . . , b′n) ∈ A
such that t(b′/A) = t(b/A) as follows. Let 1 ≤ i ≤ n. If (bi, a) ∈ E for some a ∈ A,
then bi ∈ A since A contains cl(A) =
⋃{a/E | a ∈ A}, and we may choose b′i = bi.
If it holds for every a ∈ A that (bi, a) /∈ E, then choose b′i ∈ A so that (b′i, a) /∈ E
holds for all a ∈ A (such an element can be found since A is finite and E has
infinitely many classes). Moreover, one needs to take care that for 1 ≤ i < j ≤ n,
b′i = b
′
j if and only if bi = bj.
Lemma 2.10. Let B be a model. If a ↓nsB A, b ↓nsB A and t(a/B) = t(b/B), then
t(a/A) = t(b/A).
Proof. Let c ∈ A be arbitrary. We need to show that t(ac/∅) = t(bc/∅). Let
Ba ⊂ B be a finite set such that t(a/B∪A) does not split over Ba, and let Bb ⊂ B
be a finite set such that t(b/B∪A) does not split over Bb. Then, neither t(a/B∪A)
nor t(b/B ∪ A) splits over B = Ba ∪ Bb. By AI, there is some d ∈ B such that
t(d/B) = t(c/B). We have
t(ac/∅) = t(ad/∅) = t(bd/∅) = t(bc/∅),
where the first and the last equality follow from non-splitting. The middle equality
holds since d ∈ B and t(a/B) = t(b/B).
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Lemma 2.11. Suppose A and B are countable models, t(a/A) does not split over
some finite A ⊆ A, and A ⊆ B. Then there is some b such that t(b/A) = t(a/A)
and b ↓nsA B.
Proof. As both A and B are countable and contain A, we can, using AI and
back-and-forth methods, construct an automorphism f ∈ Aut(M/A) such that
f(A) = B. Choose b = f(a).
Definition 2.12. We say that a model B = Aa ∪⋃i<ω ai, where ai is a singleton
for each i, is s-primary over Aa if for all n < ω, there is a finite An ⊂ A such
that for all (a′, a′0, . . . , a
′
n) ∈M such that t(a′/A) = t(a/A), t(a′, a′0, . . . , a′n/An) =
t(a, a0, . . . , an/An) implies t(a
′, a′0, . . . , a
′
n/A) = t(a, a0, . . . , an/A)
AII: For all a and countable A, there is an s-primary model B =
Aa ∪⋃i<ω ai (≤M) over Aa.
We denote a countable s-primary model B = Aa ∪⋃i<ω ai over Aa that is as
above by A[a].
Also AII is satisfied in Example 2.2. Indeed, for a model A and a tuple b =
(b1, . . . , bm), we choose
A[b] = A ∪
⋃
{bi/E | 1 ≤ i ≤ m}
with any enumeration. Then, for An, we choose {b1, . . . , bm, a0, . . . , an}∩A. (Note
that A is closed and that the type of an element is determined by identity and its
E -equivalence class.)
Lemma 2.13. Let A be a countable model, and let t(b/A) = t(a/A). Then, there
is an isomorphism f : A[a]→ A[b] such that f  A = id and f(a) = b.
Proof. Let A[a] = Aa ∪ ⋃i<ω ai and A[b] = Ab ∪ ⋃i<ω bi. Now there is some
finite A0 ⊂ A such that it holds for any a′, a′0 that if t(a/A) = t(a′/A) and
t(a′, a′0/A0) = t(a, a0/A0), then t(a, a0/A) = t(a′, a′0/A). As t(b/A) = t(a/A),
there is an automorphism F ∈ Aut(M/A) such that F (a) = b. Let a′0 = F (a0). By
AI, there is some i such that t(bi/A0b) = t(a
′
0/A0b), and in particular t(bi, b/A0) =
t(a0, a/A0). Thus, t(bi, b/A) = t(a0, a/A). Moreover, choose i so that it is the least
possible. Let f0 : A ∪ {a, a0} → A ∪ {b, bi} be such that f0  A = id, f0(a) = b
and f0(a0) = bi.
Construct inductively functions fk for k ∈ ω such that Aa ⊆ dom(fk) ⊆ A[a],
Ab ⊆ ran(fk) ⊆ A[b], fk  A = id, fk(a) = b, dom(fk) \ A is finite and for
all c ∈ dom(fk), it holds that t(c/∅) = t(fk(c)/∅). Moreover, take care that
t(A/A) = t(B/A), where A = dom(fk) \ A and B = ran(fk) \ A.
This is done as follows. Suppose we have constructed fk. Let i be least such
that ai /∈ dom(fk). If bj ∈ ran(fk) for all j < i, we start looking for an image for
ai. Otherwise, we will consider bj for the least j such that bj /∈ ran(fk) and start
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looking for a pre-image. Here we treat the former case, the latter is similar. Let
n be greatest possible such that an ∈ dom(fk). Let An ⊂ A be the finite subset
such that if t(a//A) = t(a′/A) and t(a, a0, . . . , an/An) = t(a′, A′0, . . . , a′n/An), then
t(a′, a′0, . . . , a
′
n/A) = t(a, a0, . . . , an/A). Denote A′ = A \ {a, a0, . . . , ai−1}. Choose
now the least j such that
t(a, a0, . . . , ai−1, ai, A′/An) = t(fk(a), fk(a0), . . . , fk(ai−1), bj, f(A′)/An).
Then, also
t(a, a0, . . . , ai−1, ai, A′/A) = t(fk(a), fk(a0), . . . , fk(ai−1), bj, f(A′)/A),
and we may set fk+1 = fk ∪ {(ai, bj)}.
Denote f =
⋃
k<ω fk. Then, f is the desired isomorphism.
In particular, it follows from the above lemma that for a countable model A,
t(a/A) determines tg(a/A).
Definition 2.14. We say a dominates B over A if the following holds for all C:
If there is a finite A0 ⊆ A such that t(a/AC) does not split over A, then B ↓nsA C.
Lemma 2.15. If A is a countable model, then the element a dominates A[a] over
A.
Proof. Let A ⊂ A be finite, and let B be such that t(a/AB) does not split over
A. It suffices to show that for each n, it holds that
a, a0, . . . , an ↓nsA B.
We make a counterassumption and suppose that n is the least number such that
a, a0, . . . , an 6↓nsA B.
Let C ⊂ A be a finite set so that A ⊆ C, Aγ ⊆ C for each γ ≤ n, and
t(a, a0, . . . , an−1/AB) does not split over C. By the counterassumption, there are
c, d ∈ A∪B such that t(c/C) = t(d/C) but t(c, a, a0, . . . , an/C) 6= t(d, a, a0, . . . , an/C).
By AI, there is some d′ ∈ A so that t(d′/C) = t(d/C). Then, either t(d′, a, a0, . . . , an/C) 6=
t(d, a, a0, . . . , an/C) or t(d
′, a, a0, . . . , an/C) 6= t(c, a, a0, . . . , an/C). We may with-
out loss suppose the latter. Since t(a, a0, . . . , an−1/AB) does not split over C, we
have that
t(c/C, a, a0, . . . , an−1) = t(d′/C, a, a0, . . . , an−1)
(otherwise c and d′ would witness the splitting of t(a, a0, . . . , an−1/AB) over C).
Thus, there is some f ∈ Aut(M/C, a, a0, . . . , an−1) such that f(c) = d′. De-
note a′n = f(an). Then, t(a
′
n, a0, . . . , an−1/An) = t(an, a0, . . . , an−1/An), and thus
t(a′n/A, a, a0, . . . , an−1) = t(an/A, a, a0, . . . , an−1). In particular,
t(an, d
′/C, a, a0, . . . , an−1) = t(a′n, d
′/C, a, a0, . . . , an−1),
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as d′ ∈ A. But
t(an, d
′/C, a, a0, . . . , an−1) 6= t(an, c/C, a, a0, . . . , an−1) = t(a′n, d′/C, a, a0, . . . , an−1),
a contradiction.
Definition 2.16. Let α be a cardinal and Ai 4M for i < α, and let A =
⋃
i<αAi.
We say that f : A→M is weakly elementary if for all a ∈ A, t(a/∅) = t(f(a)/∅)
and for all i < α, f(Ai) 4M.
Definition 2.17. We say a model A is s-prime over A = ⋃i<αAi, where α is
a cardinal and Ai is a model for each i, if for every model B and every weakly
elementary f : A → B, there is an elementary embedding g : A → B such that
f ⊆ g.
AIII: Let A,B, C be models. If A ↓nsB C and B = A ∩ C, then there is
a unique (not only up to isomorphism) s-prime model D over A ∪ C.
Furthermore, if C ′ is such that C ⊆ C ′ and A ↓B C ′, then D ↓C C ′.
It follows that if also A′,B′, C ′ and D′ are as in AIII, f : A → A′ and g : C → C ′
are isomorphisms and f  B = g  B, then there is an isomorphism h : D → D′
such that f ∪ g ⊆ h.
Remark 2.18. Note that if A, B and C are models such that A ↓nsB C and B ⊆
A ∩ C, then we must have B = A ∩ C: Suppose not, and let a ∈ A ∩ C \ B and let
B ⊂ B be a finite subset. Then, there is some a′ ∈ B such that t(a′/B) = t(a/B).
However, t(a/A) 6= t(a′/A) and so t(a/C) splits over B with a and a′ as the
witnesses. This contradicts the assumption that A ↓nsB C.
The class K of Example 2.2 satisfies AIII. Indeed, since both A and C are closed,
also A ∪ C is closed, so A ∪ C ∈ K. Then, A ∪ C is s-prime over A ∪ C. Suppose
now C ′ is such that C ⊆ C ′ and A ↓B C ′. We claim that A∪C ↓nsC C ′. Suppose not.
Then, there is some d ∈ A∪C such that d 6↓nsC C ′. This means that d = (d1, . . . , dn)
and there is some c ∈ C ′ \C such that for some 1 ≤ i ≤ n, di = c (note that since C ′
is closed, (di, c) ∈ E implies di ∈ C ′). Clearly we must then have d /∈ C, so d ∈ A.
But since A ↓B C ′, we have d ∈ B ⊆ C, a contradiction.
Definition 2.19. Let A be a model, A ⊆ A finite and a ∈ M. The game
GI(a,A,A) is played as follows: The game starts at the position a0 = a and A0 =
A. At each move n, player I first chooses an+1 ∈M and a finite subset A′n+1 ⊆ A
such that t(an+1/An) = t(an/An), An ⊆ A′n+1 and t(an+1/A′n+1) 6= t(an/A′n+1).
Then player II chooses a finite subset An+1 ⊆ A such that A′n+1 ⊆ An+1. Player
II wins if player I can no longer make a move.
AIV: For each a ∈ M, there is a number n < ω such that for any
countable model A and any finite subset A ⊂ A, player II has a winning
strategy in GI(a,A,A) in n moves.
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Also AIV is satisfied in Example 2.2. Consider GI(a,A,A), and suppose a =
(a01, . . . , a0m). Assume player I has succeeded in his first move and played a tuple
a1 = (a11, . . . , a1m) such that t(a1/A) = t(a/A) and a set A
′
1 such that A ⊆ A′1 ⊂ A
and t(a/A′1) 6= t(a1/A′1). The model A is closed, and thus, if for some 1 ≤ i ≤ m
there is an element a′1i ∈ A such that (a1i, a′1i) ∈ E, then a1i ∈ A. We may
without loss suppose that there is a number k ≤ m so that for i ≤ k, we can
find some a′1i ∈ A such that (a1i, a′1i) ∈ E, and that for i > k, there is no such
element. As her first move, player II plays the set A1 = A
′
1 ∪ (A∩ a1). After this,
player I must play some element a2 = (a21, . . . , a2m) and some set A
′
2 ⊂ A so that
t(a2/A1) = t(a1/A1), A1 ⊆ A′2 and t(a2/A′2) 6= t(a1/A′2). For this to be possible, he
must choose a2i = a1i for i ≤ k. The only way to ensure that t(a2/A′2) 6= t(a1/A′2) is
to for some i > k choose a2i so that there is some a
′
2i ∈ A′2 such that (a2i, a′2i) ∈ E.
Now, II plays using the same strategy as before. Thus, after his first move, Player
I can survive at most m− k moves.
Lemma 2.20. Let a ∈M be arbitrary, and let A be a model. Then, a ↓nsA A.
Proof. It suffices to show that there is a finite A ⊆ A such that t(a/A) does not
split over A. Suppose not. Assume first that A is countable. We claim that
then player I can survive ω moves in GI(a,A,A) for any finite subset A ⊂ A,
which contradicts AIV. Suppose we are at move n and that t(an/A) splits over
every finite subset of A containing An. In particular, it splits over An. Let b, c
be tuples witnessing this splitting. Let f ∈ Aut(M/An) be such that f(b) = c
and f(A) = A (note that we may find such an automorphism as all countable
models are s-saturated). Now player I chooses an+1 = f(an) and An+1 = An∪{c}.
Then, t(an/An) = t(an+1/An) but t(an+1c/An) = t(anb/An) 6= t(anc/An) and
thus t(an+1/An+1) 6= t(an/An+1). As t(an/A) splits over every finite subset of A
containing An, the same is true for t(an+1/A).
Let now A be arbitrary and suppose that t(a/A) splits over every finite A ⊂ A.
Let B be a countable submodel of A. Then, B contains only countably many
finite subsets. For each finite B ⊂ B, we find some tuples b, c ∈ A witnessing
the splitting of t(a/A) over B. We now enlarge B into a countable submodel of
A containing all these tuples. After repeating the process ω many times we have
obtained a countable counterexample.
Lemma 2.21. For all models A, the number of weak types t(a/A) for a ∈ M, is
|A|.
Proof. We prove this first for countable models. Suppose, for the sake of contra-
diction, that there is a countable model A and elements ai ∈ M, i < ω1 so that
t(ai/A) 6= t(aj/A) if i 6= j. As countable models are s-saturated, there are only
countably many types over a finite set. In particular, by the pigeonhole principle,
we find an uncountable set J ⊆ ω1 so that t(ai/∅) is constant for i ∈ J . After
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relabeling, we may set J = ω1. For each i, there is a number n < ω such that
player II wins GI(ai, ∅,A) in n moves. Using again the pigeonhole principle, we
may assume that the number n is constant for all i < ω1.
Now we start playing GI(ai, ∅,A) simultaneously for all i < ω1. Since the ai
have different weak types over A, for each i of the form i = 2α for some α < ω1,
we can find a finite set Aα ⊂ A such that t(a2α/Aα) 6= t(a2α+1/Aα). We write
Ai0 = Aα for i = 2α and i = 2α + 1. As there are only countably many finite
subsets of A, we find an uncountable I ⊆ ω1 so that for all i ∈ I, Ai0 = A for some
fixed, finite A ⊂ A. In GI(ai, ∅,A) for i ∈ I, on his first move player I plays a2α+1
and A if i = 2α for some α < ω1, and a2α and A if i = 2α + 1 for some α < ω1.
All the rest of the games he gives up. Now, in each game GI(ai, ∅,A) player II
plays some finite Ai1 ⊂ A such that A ⊆ Ai1. Again, there is an uncountable
I ′1 ⊆ I such that for i ∈ I ′1, we have Ai1 = A1 for some fixed, finite A1. As there
are only countably many types over A1, we find an uncountable I1 ⊂ I ′1 so that
t(ai/A1) = t(aj/A1) for all i, j ∈ I1. Again, player I gives up on all the games
except for those indexed by elements of I1. Continuing like this, he can survive
more than n moves in uncountably many games. This contradicts AIV.
Suppose now A is arbitrary. Denote X = P<ω(A). Then, |X| = |A|. For each
A ∈ X, choose a countable model AA 4 A such that A ⊂ AA. By Lemma 2.20,
for each weak type p = t(a/A), there is some Ap ∈ X so that a ↓nsAp A, and hence
also a ↓nsAAp A. By Lemma 2.10, t(a/AAp) determines t(a/A) uniquely. As there
are only countably many types over countable models, the number of weak types
over A is
|X| · ω = |A|.
Lemma 2.22. For any a ∈M and any model A, the weak type t(a/A) determines
the Galois type tg(a/A).
Proof. Suppose t(a/A) = t(b/A). By Lemma 2.20, we can find a countable sub-
model B of A so that a ↓nsB A and b ↓nsB A. By Lemma 2.13, there is some
f ∈ Aut(M/B) such that f(B[a]) = B[b] and f(a) = b. Moreover, by Lemma
2.15, B[a] ↓nsB A and B[b] ↓nsB A. We claim that the map g = (f  B[a]) ∪ idA is
weakly elementary. For this, it suffices to show that t(c/A) = t(f(c)/A) for every
c ∈ B[a]. But t(c/B) = t(f(c)/B), c ↓nsB A, and f(c) ↓nsB A. Thus, by Lemma 2.10,
t(c/A) = t(f(c)/A).
By AIII, there are unique s-prime models Da and Db, over B[a]∪A and B[b]∪A,
respectively. The map g extends to an automorphism h ∈ Aut(M/A) so that
h(Da) ⊆ Db. The s-prime models are unique and preserved by automorphisms,
thus we must have h(Da) = Db. Since h(a) = b, we have tg(a/A) = tg(b/A).
AV: If A and B are countable models, A ⊆ B and a ∈ M, and B ↓nsA a,
then a ↓nsA B.
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We note that AV is satisfied in Example 2.2. Indeed, suppose B ↓nsA a but
a 6↓nsA B and write a = (a1, . . . , an). Then, there is some b ∈ B and some 1 ≤ i ≤ n
so that (b, ai) ∈ E but (ai, c) /∈ E for all c ∈ A. But now b 6↓nsA a, since otherwise
there would exist some c ∈ A such that (b, c) ∈ E and hence (ai, c) ∈ E as E is
an equivalence relation. Thus, we must have a ↓nsA B, as wanted.
Lemma 2.23. Let A,C ⊆ M and let B ⊆ A ∩ C be a model. If A ↓nsB C, then
C ↓nsB A.
Proof. We note first that for any finite tuples a, c ∈ M, and for any countable
model B it holds that if a ↓nsB c, then c ↓nsB a. Indeed, then by dominance in
s-primary models, it holds that B[a] ↓nsB c, and thus by AV, c ↓nsB B[a], and in
particular, c ↓nsB a.
Let now B be arbitrary, and suppose a ↓nsB c but c 6↓nsB a. Then, there is some
finite B ⊂ B so that t(a/Bc) does not split over B. However, t(c/Ba) splits over B.
Let b, d ∈ Ba be tuples witnessing this. If B′ 4 B is a countable model containing
B, b ∩ B and d ∩ B, then a ↓nsB′ c but c 6↓nsB′ a, which contradicts what we have just
proved.
Suppose now A ↓nsB C but C 6↓nsB A. Then, there is some c ∈ C so that c 6↓nsB A,
and this is witnessed by some finite a ∈ A, i.e. c 6↓nsB a. But we have a ↓nsB C and
hence a ↓nsB c, a contradiction.
Remark 2.24. Note that from Lemma 2.23 it follows that for any a, b ∈ M and
any model A, it holds that a ↓nsA b if and only if b ↓nsA a.
AVI: For all models A,B and D such that A ⊆ B ∩D, there is a model
C such that t(C/A) = t(B/A) and C ↓nsA D.
It follows that AVI holds also without the assumption that B and D are models,
as we can always find models extending these sets.
We also note that the class K in Example 2.2 satisfies AVI. Let {bi | i < κ}
contain exactly one representative for each E-class that intersects B \ A. Let
B = {b′i | i < κ} be such that B ∩ D = ∅ and (b′i, b′j) /∈ E for i < j < κ. Then, we
may choose C = cl(A ∪B).
Lemma 2.25. If B is a model, A ⊆ B and B ⊆ C, then a ↓nsA C if and only if
a ↓nsA B and a ↓nsB C.
Proof. If a ↓nsA C, then a ↓nsA B and a ↓nsB C follow by monotonicity.
Suppose now a ↓nsA B and a ↓nsB C. Let A0 ⊂ A and B0 ⊂ B be finite sets so
that A0 ⊆ B0, t(a/B) does not split over A0 and t(a/C) does not split over B0.
Suppose a 6↓nsA C. Then, t(a/C) splits over A0. Let b, c ∈ C witness the splitting,
i.e. t(b/A0) = t(c/A0) but t(ab/A0) 6= t(ac/A0). By AI, there are b′, c′ ∈ B so that
t(b′/B0) = t(b/B0) and t(c′/B0) = t(c/B0). Since t(a/C) does not split over B0,
we have t(ab′/B0) = t(ab/B0) and t(ac′/B0) = t(ac/B0). Thus,
t(ab′/A0) = t(ab/A0) 6= t(ac/A0) = t(ac′/A0),
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a contradiction since t(a/B) does not split over A0.
Lemma 2.26. Suppose A is a model, t(a/A) does not split over some finite A ⊂ A
and B is such that A ⊆ B. Then, there is some b such that t(b/A) = t(a/A) and
b ↓nsA B.
Proof. Let B be a model such that B ⊆ B. Let C be a model containing Aa. By
AVI, there is a model C ′ such that t(C/A) = t(C ′/A) and C ′ ↓nsA B. In particular,
there is some b ∈ C ′ such that t(b/A) = t(a/A) and b ↓nsA B. Let A′ ⊆ A be a
finite set such that A ⊆ A′ and b ↓nsA′ B. Then, by Lemma 2.25, b ↓nsA B.
Lemma 2.27. For all a ∈ M, there is a number n < ω such that there are no
models A0 ⊆ A1 ⊆ ... ⊆ An so that for all i < n, a 6↓nsAi Ai+1.
Proof. Suppose models Ai, i ≤ n, as in the statement of the lemma, exist.
Then, the same conditions hold also for some countable submodels, so we may
assume each Ai is countable. We will show that player I can survive n moves in
GI(a, ∅,A0). Then, the lemma will follow from AIV.
On the first move, player I chooses some finite B1 ⊂ A0 so that t(a/A0) does
not split over B1. Then, there is some finite set C1 ⊂ A1 so that B1 ⊆ C1 and
t(a/C1) splits over B1 and some f1 ∈ Aut(M/B1) such that f(A1) = A0. Now
player I plays a1 = f(a) and A
′
1 = f1(C1). As t(a/f1(C1)) does not split over B1
and t(f1(a)/f1(C1)) splits over B1, we have t(a/f1(C1)) 6= t(f1(a)/f1(C1)), and
this is indeed a legitimate move.
On her move, player II chooses some finite A1 ⊂ A0 such that A′1 ⊆ A1. On
his second move, player I chooses some finite B2 ⊂ A0 = f1(A1) so that A1 ⊂ B2
and t(a1/B2) does not split over A0. Now there is some finite set C2 ⊂ f1(A2)
so that t(a/C2) splits over B2 and some automorphism f2 ∈ Aut(M/B2) so that
f2(f1(A2)) = A0. Player I plays a2 = f2(a1) and A′2 = f2(C2). Continuing in this
manner, he can survive n many moves.
Definition 2.28. For a and a model A, we define the U -rank of a over A, denoted
U(a/A), as follows:
• U(a/A) ≥ 0 always;
• U(a/A) ≥ n + 1 if there is some model B so that A ⊆ B, a 6↓nsA B and
U(a/B) ≥ n;
• U(a/A) is the largest n such that U(a/A) ≥ n.
For finite A we write U(a/A) for max({U(a/A) | A is a model s.t. A ⊂ A}).
Lemma 2.29. Let A ⊆ B be models. Then a ↓nsA B if and only if U(a/B) =
U(a/A).
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Proof. From right to left the claim follows from the definition of U -rank.
For the other direction, suppose a ↓nsA B. It follows from the definition of U -rank
that U(a/B) ≤ U(a/A). We will prove U(a/A) ≤ U(a/B).
Let n = U(a/A), and choose models A′i, i ≤ n so that A′0 = A and for each
i < n, A′i ⊆ A′i+1 and a 6↓nsA′i A
′
i+1. Choose a model C so that A′na ⊆ C. By AVI,
there is a model B′ so that t(B′/A) = t(B/A) and B′ ↓nsA C. Let f ∈ Aut(M/A) be
such that f(B′) = B. Denote f(a) = b and f(A′i) = Ai for i ≤ n. Then, A0 = A,
t(b/A) = t(a/A) and b 6↓nsAi Ai+1 for all i < n, and B ↓nsA Anb.
Let B1 be the unique s-prime model over B ∪ A1 (It exists by AIII since A ⊆
B ∩ A1 and B ↓nsA A1). Suppose now that for 1 ≤ i < n, Bi−1 ↓nsAi−1 Ai, and that
we have defined Bi as the unique s-prime model over Bi−1 ∪ Ai (taking B0 = B).
Then, we let Bi+1 be the unique s-prime model over Bi∪Ai+1. It exists, since from
the ”Furthermore” part in AIII it follows that Bi ↓nsAi Ai+1.
By Lemma 2.10, t(b/B) = t(a/B). Thus, to show that U(a/B) ≥ U(a/A), it is
enough that b 6↓nsBi Bi+1 for all i < n. Suppose for the sake of contradiction that
b ↓nsBi Bi+1 for some i < n. Using induction and the ”Furthermore” part in AIII,
we get that Bi ↓nsAi Anb, and hence by monotonicity and AV, b ↓nsAi Bi. On the
other hand, the counterassumption and monotonicity give b ↓nsBi Ai+1. But from
these two and Lemma 2.25, it follows that b ↓nsAi Ai+1, a contradiction.
2.2 Indiscernible and Morley sequences
Definition 2.30. We say that a sequence (ai)i<α is indiscernible over A if ev-
ery permutation of the sequence {ai| i < α} extends to an automorphism f ∈
Aut(M/A).
We say that a sequence (ai)i<α is weakly indiscernible over A if every permu-
tation of a finite subset of the sequence {ai| i < α} extends to an automorphism
f ∈ Aut(M/A).
We say a sequence (ai)i<α is strongly indiscernible over A if for all cardinals
κ, there are ai, α ≤ i < κ, such that (ai)i<κ is indiscernible over A.
Let A be a model. We say a sequence (ai)i<α is Morley over A, if for all i < α,
t(ai/A) = t(a0/A) and ai ↓nsA ∪j<iaj.
In the rest of this chapter, we will assume that all indiscernible sequences and
Morley sequences that we consider are non-trivial, i.e. they do not just repeat the
same element.
Lemma 2.31. Let A be a finite set and κ a cardinal such that κ = cf(κ) > ω. For
every sequence (ai)i<κ, there is a model A ⊃ A and some X ⊂ κ cofinal so that
(ai)i∈X is Morley over A.
Proof. For i < κ, choose models Ai so that for each i, A ⊂ Ai, ai ∈ Ai+1, Aj ⊂ Ai
for j < i, Aγ =
⋃
i<γ Ai for a limit γ, and |Ai| = |i| + ω. Then, for each limit
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i, there is some αi < i so that ai ↓nsAαi Ai (By Lemma 2.20, there is some finite
Ai ⊂ Ai so that ai ↓nsAi Ai; just choose αi so that Ai ⊂ Aαi). By Fodor’s Lemma,
there is some X ′ ⊂ κ cofinal and some α < κ so that αi = α for all i ∈ X ′.
Choose A = Aα. By Lemma 2.21, there are at most |A| < κ many weak types
over A, and thus by the pigeonhole principle, there is some cofinal X ⊆ X ′ so that
t(ai/A) = t(aj/A) for all i, j ∈ X.
Lemma 2.32. If (ai)i<α is Morley over a countable model A, then for all i < α,
ai ↓nsA ∪{aj| j < α, j 6= i}.
Proof. The claim holds if ai ↓nsA S for every finite S ⊂ ∪{aj| j < α, j 6= i}.
Since we can always relabel the indices, it thus suffices to show that for all n < ω,
ai ↓nsA {aj | j 6= i, j ≤ n}. We will prove that for any n < ω, if n = I ∪ J , where
I ∩ J = ∅, then ⋃i∈I ai ↓nsA ⋃i∈J ai, and the lemma will follow. We do this by
induction on n. If n = 1, the claim holds trivially, and if n = 2, it follows directly
from Remark 2.24. Suppose now the claim holds for n, and consider the partition
of n+ 1 into the sets I and J ∪ {n}. Let a′n be such that t(a′n/A) = t(an/A) and
a′n ↓nsA A[ai | i ∈ J ] ∪
⋃
i<n
ai.
Then, in particular, a′n ↓A
⋃
i<n ai, so t(a
′
n/A∪
⋃
i<n ai) = t(an/A∪
⋃
i<n ai). Now,
a′n ↓A[ai | i∈J ]
⋃
i∈I
ai,
and by Remark 2.24 and monotonicity,⋃
i∈I
ai ↓A[ai | i∈J ] a′n ∪
⋃
i∈J
ai.
By the inductive assumption, we have
⋃
i∈I ai ↓nsA
⋃
i∈J ai, and thus, by Remark
2.24 and Lemma 2.15, ⋃
i∈I
ai ↓nsA A[ai | i ∈ J ].
Hence, by Lemma 2.25, ⋃
i∈I
ai ↓nsA a′n ∪
⋃
i∈J
ai,
and since t(a′n/A ∪
⋃
i<n ai) = t(an/A ∪
⋃
i<n ai), we have⋃
i∈I
ai ↓nsA
⋃
i∈J
ai ∪ {an},
as wanted.
Lemma 2.33. If A is a countable model, then Morley sequences over A are
strongly indiscernible over A.
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Proof. We show first that Morley sequences are weakly indiscernible. If a sequence
(ai)i<α is Morley over some model A, then also every finite subsequence is Morley
over A. Thus, as we may relabel any finite subsequence, it suffices to show that if
a sequence (ai)i≤n, where n ∈ ω, is Morley over a model A, then it is indiscernible
over A, i.e. that every permutation extends to an automorphism f ∈ Aut(M/A).
We do this by induction on n. The case n = 0 is clear. Suppose now n = m + 1,
where m ≥ 0. We can obtain any permutation of the ai, i ≤ m + 1, by first
permuting the m first elements, then changing the place of the two last elements
and permuting the m first elements again. Thus, it is enough to find some f ∈
Aut(M/A) so that f(ai) = ai for i < m, f(am) = am+1 and f(am+1) = am.
Since t(am/A) = t(am+1/A), am ↓nsA (ai)i<m and am+1 ↓nsA (ai)i<m, we have
by Lemma 2.10 that t(am/A(ai)i<m) = t(am+1/A(ai)i<m) and thus there is some
g1 ∈ Aut(M/A(ai)i<m) such that g1(am) = am+1. By Lemma 2.32, we have
am ↓nsA (ai)i<mam+1.
Since am+1 ↓nsA (ai)i≤m, we have
g1(am+1) ↓nsA (ai)i<mg1(am),
so
g1(am+1) ↓nsA (ai)i<mam+1
since g1(am) = am+1. Thus, by Lemma 2.10, there is some g2 ∈ Aut(M/A(ai)i<mam+1)
such that g2(g1(am+1)) = am. Then, f = g2 ◦ g1 is the desired automorphism.
Next, we show that Morley sequences are indiscernible. Let (ai)i∈I be a Morley
sequence over A, and let pi ∈ Sym(I) be a permutation. We need to show that
pi extends to some F ∈ Aut(M/A). This is done by constructing models Ai for
i < κ so that A0 = A, for each i, Ai+1 is the unique s-prime model over Ai∪A[ai],
and unions are taken at limit steps. For this we need to show that these s-prime
models exist, i.e. that for each i, Ai ↓nsA A[ai].
By Lemmas 2.23 and 2.15, it suffices to show that ai ↓nsA Ai. For this, we
will show that ai0 , ai1 , . . . , ain ↓nsA Ai for i ≤ i0 < . . . < in (the claim then clearly
follows). We prove this by induction on i. The claim holds for i = 0, since A0 = A.
Suppose now it holds for j. We show it holds for j + 1. For this, we will need two
auxiliary claims.
Claim 2.34. The element aj dominates A[aj] over Aj.
Proof. Let c be such that c ↓nsAj aj. By the inductive assumption, we have aj ↓nsA Aj,
and thus, by symmetry and transitivity, Ajc ↓nsA aj. By Lemma 2.15, Ajc ↓nsA A[aj],
and hence c ↓nsAj A[aj], as wanted.
Claim 2.35. Let B be a model such that A ⊆ B. Suppose a ↓nsA b and ab ↓nsA B.
Then, a ↓nsB b.
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Proof. Suppose not. Choose some finite A ⊂ A such that ab ↓nsA B and a ↓nsA Ab.
Since t(a/Bb) splits over A, there is some c ∈ B so that a 6↓nsA bc. Choose c′ ∈ A
so that t(c′/A) = t(c/A). If we would have t(c′/Aab) 6= t(c/Aab), then the pair
c, c′ would witness that ab 6↓A B. Hence, t(c/Aab) = t(c′/Aab). But now we have
a 6↓nsA bc′, so a 6↓nsA Ab, a contradiction.
Let now j < i0 < . . . < in. By the inductive assumption, aj, ai0 , . . . , ain ↓nsA Aj.
Thus, by Lemma 2.32 and Claim 2.35,
ai0 , . . . , ain ↓nsAj aj,
and hence, by Remark 2.24 and Claim 2.34,
A[aj] ↓nsAj Ajai0 , . . . , ain .
By the inductive assumption we have A[aj] ↓nsA Aj. This, and Lemma 2.25 give
A[aj] ↓nsA Ajai0 , . . . , ain ,
and hence by the domination part in AIII,
Aj+1 ↓nsAj Ajai0 , . . . , ain ,
so
ai0 , . . . , ain ↓nsAj Aj+1.
By applying the inductive assumption and transitivity, we get ai0 , . . . , ain ↓nsA Aj+1,
as wanted.
Let now i be a limit ordinal. Then, Aj ↓nsA ai, ai0 , . . . , ain for all successor
ordinals j < i and i < i0 < . . . < in. Since Ai =
⋃
j<iAi, we have Ai ↓nsA
ai, ai0 , . . . , ain .
Thus, we have shown that the s-prime models required for the construction
indeed exist. Now, we construct models Apii so that Api0 = A, for each i, Apii+1 is
the unique s-prime model over Apii ∪A[api(i)], and at limit stages unions are taken.
We have already shown that any permutation of finitely many elements of the
sequence (ai)i∈I extends to an automorphism of M fixing A. Since being a Morley
sequence is a local property (i.e. determined by finite subsequences of a sequence),
also the sequence (api(i))i∈I is Morley. Thus, the models Apii exist for each i ∈ I.
We claim that for each i, there is an isomorphism Fi : Ai → Apii fixing A
pointwise. Since (api(i))i∈I is a Morley sequence, we have A[api(i)] ↓A Apii .
Clearly we may choose F0 = id  A. Suppose now the claim holds for i.
Now, Apii is isomorphic to Ai over A, and by Lemma 2.13, there is some mapping
fi ∈ Aut(M/A) such that fi(A[ai]) = A[api(i)].
Now A[api(i)] ↓nsA fi(Ai), and similarly as in the proof of Lemma 2.22, on sees
that the map Fi ∪ fi : Ai ∪ A[ai] → Apii ∪ A[pi(i)] is weakly elementary. Thus, it
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extends to an elementary map Fi+1 : Ai+1 → Apii+1. If i is a limit, then we set
Fi =
⋃
j<i Fj.
Now F =
⋃
i∈I Fi is as wanted.
Clearly a Morley sequence can be extended to be arbitrarily long. Thus, Morley
sequences are strongly indiscernible.
2.3 Lascar types and the main independence no-
tion
In this section, we will present our main independence notion and prove that it has
all the usual properties of non-forking. The notion will be based on independence
in the sense of Lascar splitting.
Definition 2.36. Let A be a finite set, and let E be an equivalence relation on
Mn, for some n < ω. We say E is A-invariant if for all f ∈ Aut(M/A) and
a, b ∈ M, it holds that if (a, b) ∈ E, then (f(a), f(b)) ∈ E. We denote the set
of all A-invariant equivalence relations that have only boundedly many equivalence
classes by E(A).
We say that a and b have the same Lascar type over a set B, denoted Lt(a/B) =
Lt(b/B), if for all finite A ⊆ B and all E ∈ E(A), it holds that (a, b) ∈ E.
Lemma 2.37. If (ai)i<ω is strongly indiscernible over B, then Lt(ai/B) = Lt(a0/B)
for all i < ω
Proof. For each κ, there are ai, ω ≤ i < κ, so that (ai)i<κ is indiscernible over
B. If E ∈ E(A) for some finite A ⊂ B, then E has only boundedly many classes,
and thus, for a large enough κ, there must be some indices i < j < κ so that
(ai, aj) ∈ E. But this implies that (ai, aj) ∈ E for all i, j < κ, and the lemma
follows.
Lemma 2.38. Let A be a model and let t(a/A) = t(b/A). Then, Lt(a/A) =
Lt(b/A).
Proof. Since the equality of Lascar types is determined locally (i.e. it depends on
finite sets only), we may without loss assume that A is countable.
Since t(a/A) = t(b/A), there is a sequence (ai)i<ω such that (a) _ (ai)i<ω
and (b) _ (ai)i<ω are Morley over A. Because Morley sequences are strongly
indiscernible, Lt(a/A) = Lt(b/A) by Lemma 2.37.
In particular, by Lemma 2.21, for any finite set A, the number of Lascar types
Lt(a/A) is countable. It follows that every equivalence relation E ∈ E(A) has only
countably many equivalence classes.
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Lemma 2.39. Let A be a countable model, A a finite set such that A ⊂ A and
b ∈M. Then, there is some a ∈ A such that Lt(a/A) = Lt(b/A).
Proof. Since there are only countably many Lascar types over A, there is some
countable model B containing A and realizing all Lascar types over A. By AI,
we can construct an automorphism f ∈ Aut(M/A) such that f(B) = A. Let
b′ = f−1(b). Then, there is some a′ ∈ B such that Lt(a′/A) = Lt(b′/A). Let
a = f(a′). Then, a ∈ A and Lt(a/A) = Lt(f(b′)/A) = Lt(b/A).
Lemma 2.40. Let A be a finite set and let a, b ∈M. Then, Lt(a/A) = Lt(b/A) if
and only if there are n < ω and strongly indiscernible sequences Ii over A, i ≤ n,
such that a ∈ I0, b ∈ In and for all i < n, Ii ∩ Ii+1 6= ∅.
Proof. The implication from right to left follows from Lemma 2.37 and the fact
that all the strongly indiscernible sequences intersect each other.
For the other direction, we note that ”there are n < ω and strongly indiscernible
sequences Ii over A, i ≤ n, such that a ∈ I0, b ∈ In and for all i < n, Ii∩ Ii+1 6= ∅”
is an A-invariant equivalence relation. Since we assume that Lt(a/A) = Lt(b/A), it
is enough to prove that this equivalence relation has only boundedly many classes.
Suppose, for the sake of contradiction, that it has unboundedly many classes.
Then, there is a sequence (ai)i<ω1 where no two elements are in the same class.
By Lemma 2.31, there is some X ⊆ ω1, |X| = ω1, and a model A ⊃ A such that
(ai)i∈X is a Morley sequence over A and thus strongly indiscernible over A. But
now by the definition of our equivalence relation, all the elements ai, i ∈ X are in
the same equivalence class, a contradiction.
Now we are ready to introduce our main independence notion.
Definition 2.41. Let A ⊂ B be finite. We say that t(a/B) Lascar splits over A,
if there are b, c ∈ B such that Lt(b/A) = Lt(c/A) but t(ab/A) 6= t(ac/A).
We say a is free from C over B, denoted a ↓B C, if there is some finite A ⊂ B
such that for all D ⊇ B ∪ C, there is some b such that t(b/B ∪ C) = t(a/B ∪ C)
and t(b/D) does not Lascar split over A.
Remark 2.42. Note that it follows from the above definition that if ab ↓A B, then
a ↓A B.
Also, the independence notion is monotone, i.e. if A ⊆ B ⊆ C ⊆ D and
a ↓A D, then a ↓B C. Indeed, let A0 ⊆ A be a finite set witnessing that a is free
from D over A. We claim that it also witnesses that a is free from C over B.
Let E be an arbitrary set such that C ⊆ E. Since D ⊆ D ∪ E, there is some a′
such that t(a′/D) = t(a/D) and t(a′/D ∪ E) does not Lascar split over A0. In
particular, t(a′/C) = t(a/C) and t(a′/E) does not Lascar split over A0. Thus,
a ↓B C.
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Lemma 2.43. Let a ∈ M, let A be a model and let B ⊇ A. The following are
equivalent:
(i) a ↓A B,
(ii) a ↓nsA B ,
(iii) t(a/B) does not Lascar split over some finite A ⊆ A.
Proof. ”(i)⇒ (iii)” follows from Definition 2.41 by choosing D = B.
For ”(ii) ⇒ (i)”, suppose a ↓nsA B. Then, there is some finite A ⊂ A so that
t(a/B) does not split over A, and in paricular t(a/A) does not split over A. Let
D ⊃ B be arbitrary. By Lemma 2.26, there is some b such that t(b/A) = t(a/A)
and t(b/D) does not split over A. Since a ↓nsA B and b ↓nsA B, we have by Lemma
2.10 that t(b/B) = t(a/B). Now, t(b/D) does not Lascar split over A. Indeed, if
it would Lascar split, then we could find c, d ∈ D so that Lt(c/A) = Lt(d/A) but
t(bc/A) 6= t(bd/A). By Lemma 2.21, the equivalence relation “t(x/A) = t(y/A)”
has only boundedly many classes, and thus Lascar types imply weak types, so
t(b/D) would split over A, a contradiction.
For (iii) ⇒ (ii), suppose that t(a/B) does not Lascar split over A. We may
without loss assume that t(a/A) does not split over A (just enlarge A if necessary).
We claim that t(a/B) does not split over A. If it does, then there are b, c ∈ B
witnessing the splitting. Let B ⊆ A be a countable model containing A. By Lemma
2.39, we find (b′, c′) ∈ B so that Lt(b′, c′/A) = Lt(b, c/A). Since Lt(b/A) = Lt(b′/A)
and Lt(c/A) = Lt(c′/A), we must have t(ab/A) = t(ab′/A) and t(ac/A) = t(ac′/A)
(otherwise t(a/B) would Lascar split over A). But since t(ab/A) 6= t(ac/A), we
have
t(ab′/A) = t(ab/A) 6= t(ac/A) = t(ac′/A),
which means that t(a/A) splits over A, a contradiction.
Remark 2.44. Note that from the proof of ”(ii)⇒ (i)” for Lemma 2.43, it follows
that if A is a model such that A ⊆ B and A ⊂ A is a finite set so that a ↓nsA B,
then a ↓A B. In particular, for all models A and all a ∈ M, there is some finite
A ⊂ A such that a ↓A A.
Lemma 2.45. Suppose A is a model, A ⊆ A is finite and U(a/A) = U(a/A).
Then a ↓A A.
Proof. We claim that it is enough to show that t(a/A) does not Lascar split over A.
Indeed, suppose so. Choose a finite set B such that A ⊆ B ⊂ A and t(a/A) does
not split over B. For an arbitrary D ⊇ A, there is some b so that t(b/A) = t(a/A)
and t(b/D) does not split over B. We will show that t(b/D) does not Lascar split
over A. Suppose it does. Then, we can find c ∈ A and d ∈ D such that Lt(c/A) =
Lt(d/A) but t(bc/A) 6= t(bd/A). By Lemma 2.39, there is some d′ ∈ A such that
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Lt(d′/B) = Lt(d/B). Then, either t(d′b/A) 6= t(cb/A) or t(d′b/A) 6= t(db/A). In
the first case t(b/A) Lascar splits over A, and in the second case, t(b/D) splits
over B. Both contradict our assumptions.
Suppose now, for the sake of contradiction, that t(a/A) does Lascar split over
A. We enlarge the model A as follows. First we go through all pairs b, c ∈ A
so that Lt(b/A) = Lt(c/A). For each such pair, we find finitely many strongly
indiscernible sequences over A of length ω1 as in Lemma 2.40. We enlarge A to
contain all these sequences. After this, we repeat the process ω many times. Then,
for every permutation of a sequence of length ω1 that is strongly indiscernible over
A and contained in the model, we choose some automorphism f ∈ Aut(M/A) that
extends the permutation. We close the model under all the chosen automorphisms.
Next, we start looking again at pairs in the model that have same Lascar type over
A and adding A-indiscernible sequences of length ω1 witnessing this. After repeat-
ing the whole process sufficiently long, we have obtained a model A∗ ⊇ A such that
for any b, c ∈ A∗ with Lt(b/A) = Lt(c/A), A∗ contains A-indiscernible sequences
witnessing this, and moreover every permutation of a sequence of length ω1 that
is strongly indiscernible over A and contained in A∗ extends to an automorphism
of A∗.
Choose now an element a∗ so that t(a∗/A) = t(a/A) and a∗ ↓nsA A∗. Then,
U(a∗/A∗) = U(a∗/A) by Lemma 2.29. Let f ∈ Aut(M/A) be such that f(a∗) = a,
and denote A′ = f(A∗). Now, U(a/A′) = U(a/A) and t(a/A′) Lascar splits over
A.
Let b, c ∈ A′ witness the splitting. Then, Lt(b/A) = Lt(c/A) and inside A′ there
are for some n < ω, strongly indiscernible sequences Ii, i ≤ n, over A of length
ω1 so that b ∈ I0, c ∈ In and Ii ∩ Ii+1 6= ∅ for i < n. Since t(ab/A) 6= t(ac/A),
in at least one of these sequences there must be two elements that have different
weak types over Aa. Since there are only countably many weak types over Aa, this
implies that there is inside A′ a sequence (ai)i<ω1 strongly indiscernible over A such
that t(aa0/A) 6= t(aa1/A) but t(aa1/A) = t(aai/A) for all 0 < i < ω1. Moreover,
every permutation of (ai)i<ω1 extends to an automorphism f ∈ Aut(A′/A).
For each i < ω1, let fi ∈ Aut(M/A) be an automorphism permuting the se-
quence (ai)i<ω1 so that fi(a0) = ai and fi(A′) = A′. Denote bi = fi(a) for each
i < ω1. Then, U(bi/A′) = U(bi/A) and for all j < i < ω1, t(bi/A) = t(bj/A), but
t(bi/A′) 6= t(bj/A′) since
t(biai/A) = t(fi(a)fi(a0)/A) = t(aa0/A) 6= t(af−1j (ai)/A) = t(fj(a)ai/A) = t(bjai/A).
Let B ⊆ A be countable model such that A ⊆ B. Then for all i < ω,
U(bi/A′) = U(bi/B),
so bi ↓nsB A′ by Lemma 2.29. Thus, for all i < j < ω1, t(bi/B) 6= t(bj/B), a
contradiction by Lemma 2.10 since there are only countably many types over
B.
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Corollary 2.46. For every a ∈ M, every finite set A and every B ⊇ A, there is
some b ∈M such that t(a/A) = t(b/A) and b ↓ B.
Proof. Let A be a model such that U(a/A) = U(a/A). Let B be a model such
that A ∪ B ⊆ B, and let b be such that t(b/A) = t(a/A) and b ↓nsA B. Then, by
Lemma 2.29,
U(b/B) = U(b/A) = U(a/A) = U(a/A) = U(b/A).
By Lemma 2.45, b ↓A B, and thus b ↓A B.
Lemma 2.47. Suppose A ⊆ A ⊆ B. Then a ↓A B if and only if a ↓A A and
a ↓A B.
Proof. ”⇒”: a ↓A A is clear and a ↓A B follows from Lemma 2.43.
”⇐”: Since a ↓A A, there is by definition some finite A0 ⊆ A and some b such
that t(b/A) = t(a/A) and t(b/B) does not Lascar split over A0. By Lemma 2.43,
b ↓nsA B and a ↓nsA B. Thus, by Lemma 2.10, t(b/B) = t(a/B). Hence a ↓A B, as
wanted.
Lemma 2.48. Let A be finite. Then, a ↓A b if and only if b ↓A a.
Proof. Suppose a ↓A b. Let A0 be a model such that A ⊂ A0. By Corollary 2.46,
there exists some b′ such that t(b′/A) = t(b/A) and b′ ↓A A0. Let f ∈ Aut(M/A)
be such that f(b′) = b, and denote A = f(A′). Then, A ⊂ A and b ↓A A. By
Definition 2.41, there is some a′ such that t(a′/Ab) = t(a/Ab) and a′ ↓A Ab. Then,
a′ ↓A b, and by Lemma 2.43 and Remark 2.24, b ↓A a′. By Lemma 2.47, b ↓A a′,
and thus b ↓A a.
Lemma 2.49. For every a, every finite set A and every B ⊇ A, there is b such
that Lt(b/A) = Lt(a/A) and b ↓A B.
Proof. Let A0 be a countable model such that A ⊂ A0. By Corollary 2.46, there
is some element a′ so that t(a′/A) = t(a/A) and a′ ↓A A0. Let f ∈ Aut(M/A) be
such that f(a′) = a. Denote A = f(A0). Now, A ⊂ A and a ↓A A.
Choose now b so that t(b/A) = t(a/A) and b ↓nsA B. Then, b ↓A B. By Lemma
2.47, b ↓A B. Moreover, by Lemma 2.38, Lt(b/A) = Lt(a/A).
Lemma 2.50. If A ⊆ B, a ↓A B, b ↓A B and Lt(a/A) = Lt(b/A), then Lt(a/B) =
Lt(b/B).
Proof. Clearly it is enought to prove this under the assumption that A and B are
finite (if Lt(a/B0) = Lt(b/B0) for every finite B0 ⊂ B, then Lt(a/B) = Lt(b/B)).
Suppose the claim does not hold and choose countable models Aa and Ab so that
Aa ⊂ Aa, Ab ⊂ Ab, B ↓A Aa and B ↓A Ab. By Lemma 2.49, there is some c
such that Lt(c/A) = Lt(a/A) and c ↓A Aa ∪ Ab ∪ B. By monotonicity, we have
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c ↓Aa B, and thus by Lemma 2.48, B ↓Aa c. Hence, by Lemma 2.47, B ↓A Aac
and so ac ↓A B.
By the counterassumption, we may without loss assume that Lt(c/B) 6= Lt(a/B).
Choose a model B ⊇ B so that ac ↓A B. By Lemma 2.38, t(a/B) 6= t(c/B). So there
is some b′ ∈ B that withesses this, i.e. t(ab′/A) 6= t(cb′/A). As Lt(c/A) = Lt(a/A),
this means t(b′/Aac) Lascar splits over A, a contradiction since b′ ↓A ac.
Lemma 2.51. Suppose A ⊆ B ⊆ C, a ↓A B and a ↓B C. Then a ↓A C.
Proof. Clearly it is enough to prove this for finite A. Choose b so that Lt(b/A) =
Lt(a/A) and b ↓A C. Then, by monotonicity, b ↓A B, and thus by Lemma
2.50, Lt(b/B) = Lt(a/B). Again by monotonicity, b ↓B C, and by Lemma 2.50,
Lt(b/C) = Lt(a/C). The claim follows.
Lemma 2.52. Suppose A ⊂ B and a 6↓A B. Then there is some b ∈ B such that
a 6↓A b.
Proof. Choose a finite C ⊆ A such that a ↓C A and an element c such that
Lt(c/C) = Lt(a/C) and c ↓C A ∪ B (they exist by Corollary 2.59 and Lemma
2.49). Then, by Lemma 2.50, Lt(c/A) = Lt(a/A). We have a 6↓C B, and thus
t(c/B) 6= t(a/B). Hence, there is some b ∈ B so that t(cb/C) 6= t(ab/C). By
monotonicity, we have c ↓A B, and in particular c ↓A b. If a ↓A b, then a ↓C b by
Lemma 2.47. Since t(a/Cb) 6= t(c/Cb), this contradicts Lemma 2.50.
Definition 2.53. Let A be a finite set and let f ∈ Aut(M/A). We say that f is
a strong automorphism over A if it preserves Lascar types over A, i.e. if for any
a, Lt(a/A) = Lt(f(a)/A). We denote the set of strong automorphisms over A by
Saut(M/A).
Lemma 2.54. Suppose A is finite and Lt(a/A) = Lt(b/A). Then there is f ∈
Saut(M/A) such that f(a) = b.
Proof. Choose a countable model A ⊇ A such that ab ↓A A. In particular, by
Remark 2.42, a ↓A A and b ↓A A. By Lemma 2.50, Lt(a/A) = Lt(b/A). Thus,
there is some f ∈ Aut(M/A) such that f(a) = b. By Lemma 2.38, f ∈ Saut(M/A).
Lemma 2.55. Suppose A is a model, A ⊆ A is finite and t(a/A) does not split
over A. Then U(a/A) = U(a/A).
Proof. Suppose not. If we choose some countable model A′ such that A ⊂ A′ ⊆ A,
then a ↓nsA′ A, and thus, by Lemma 2.29, U(a/A′) = U(a/A). Hence, we may
assume that A is countable.
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Choose a countable model B such that A ⊂ B and U(a/B) = U(a/A). Now,
there is some f ∈ Aut(M/A) so that f(B) = A. Let a′ = f(a). We have
U(a/A) 6= U(a/A) = U(a/B) = U(a′/A),
and thus t(a/A) 6= t(a′/A). Hence there is some c ∈ A such that t(ac/A) 6=
t(a′c/A). Let b ∈ B be such that f(b) = c (and thus t(b/A) = t(c/A)). Then,
t(a′c/A) = t(ab/A), so t(ac/A) 6= t(ab/A). Let c′ ∈ A be such that Lt(c′/A) =
Lt(b/A), and thus t(c′/A) = t(b/A) = t(c/A). Since t(a/A) does not split over A,
we have t(ac′/A) 6= t(ab/A).
We note that since a ↓nsA A, we have by Remark 2.44 a ↓A A, and thus in
particular a ↓A c′. Choose g ∈ Saut(M/A) so that g(b) = c′. Let a′′ = g(a). By
Lemma 2.45, we have a ↓A b, and thus a′′ ↓A c′. But now Lt(a′′/A) = Lt(a/A),
a ↓A c′ and a′′ ↓A c′, yet
t(ac′/A) 6= t(a′c′/A) = t(ab/A) = t(a′′c′/A),
so in particular t(a/Ac′) 6= t(a′′/Ac′), a contradiction.
Corollary 2.56. Let A be a model. Then,
U(a/A) = min({U(a/B) |B ⊂ A finite }.
Proof. By Definition 2.28, for each finite B ⊂ A, it holds that U(a/B) ≥ U(a/A).
On the other hand, by Lemma 2.20, there is some finite A ⊂ A so that t(a/A)
does not split over A. By Lemma 2.55, U(a/A) = U(a/A).
Corollary 2.56 allows us to define U(a/A) for arbitrary A as follows.
Definition 2.57. Let A be arbitrary. We define U(a/A) to be the minimum of
U(a/B), B ⊆ A finite.
Lemma 2.58. For all A ⊆ B and a, a ↓A B if and only if U(a/A) = U(a/B).
Proof. Suppose first B is finite.
”⇐”: Choose a model A ⊇ B such that U(a/A) = U(a/B). Then U(a/A) =
U(a/A) and thus by Lemma 2.45, a ↓A A, and in particular a ↓A B.
”⇒”: Choose a model A ⊇ A such that U(a/A) = U(a/A) and a model
B ⊇ AB. By Lemma 2.11, there is some a′ such that t(a′/A) = t(a/A) and
a′ ↓nsA B. Then, by Lemma 2.29,
U(a′/A) = U(a′/A) = U(a′/B),
so by Lemma 2.45, a′ ↓A B. By Lemma 2.38, Lt(a′/A) = Lt(a/A), and thus by
Lemma 2.50, t(a′/B) = t(a/B). Thus
U(a/B) = U(a′/B) = U(a′/A) = U(a/A).
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We now prove the general case. Let A,B be arbitrary such that A ⊆ B.
”⇐”: Suppose a ↓A B. There are some finite sets A0, A′0 ⊆ A such that
a ↓A0 B and some U(a/A) = U(a/A′′0). We may without loss assume that A0 = A′0.
Indeed, this follows from monotonicity and the fact that if A′′0 is any set such that
A′0 ⊆ A′′0 ⊆ A, then U(a/A′′0) = U(a/A). Let B0 ⊆ B be a finite set such that
U(a/B0) = U(a/B). By similar argument as above, we may without loss suppose
that A0 ⊆ B0. Thus, since the result holds for finite sets, we have
U(a/A) = U(a/A0) = U(a/B0) = U(a/B).
”⇒”: Suppose U(a/A) = U(a/B), but a 6↓A B. Let A0 ⊆ A and B0 ⊆ B be
finite sets such that
U(a/A0) = U(a/A) = U(a/B) = U(a/B0).
By monotonicity, we have a 6↓A0 B, and by Lemma 2.52, there is some b ∈ B such
that a 6↓A0 b. Then, also a 6↓A0 B0b. But
U(a/B0b) = U(a/B) = U(a/A0),
a contradiction.
Corollary 2.59. For all A and a there is finite B ⊆ A such that a ↓B A.
Corollary 2.60. For all a and all sets A ⊆ B, there is some b such that Lt(b/A) =
Lt(a/A) and b ↓A B.
Proof. Let A0 ⊆ A be a finite set such that U(a/A0) = U(a/A). Then, a ↓A0 A by
Lemma 2.58. By Lemma 2.49, there is some b such that Lt(b/A0) = Lt(a/A0) and
b ↓A0 B. By Lemma 2.50, Lt(b/A) = Lt(a/A).
Lemma 2.61. Let A be arbitrary. If a ↓A b, then b ↓A a.
Proof. Suppose not. Choose some finite B ⊆ A such that a ↓B Ab and b ↓B A
(such a set can be found by Corollary 2.59). Since b 6↓A a, we have b 6↓B Aa. By
Lemma 2.52, there is some finite set C such that B ⊆ C ⊆ A and b 6↓B Ca. By
transitivity, b 6↓C a. On the other hand, a ↓B Ab, and thus a ↓B Cb, so a ↓C b,
which contradicts Lemma 2.48.
Lemma 2.62. For any a, b and A, it holds that
U(ab/A) = U(a/bA) + U(b/A).
Proof. We first note that it suffices to prove the lemma in case A is finite. Indeed,
by definition 2.57, we find finite A1, A2, A3 ⊂ A so that U(ab/A) = U(ab/A1),
U(a/bA) = U(a/bA2) and U(b/A) = U(b/A3). Denote A0 = A1 ∪ A2 ∪ A3. Since
the above ranks are minimal, we have U(ab/A) = U(ab/A0), U(a/bA) = U(a/bA0)
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and U(b/A) = U(b/A0). Thus it suffices to show that the lemma holds for A0, a
finite set.
Next, we show that for any c and any finite set B, U(c/B) is the maximal
number n such that there are sets Bi, i ≤ n so that B0 = B, and for all i < n,
Bi ⊆ Bi+1 and c 6↓Bi Bi+1. By Lemma 2.58, U(c/Bi) > U(c/Bi+1) for all i < n,
and thus, U(c/B) ≥ n. On the other hand, by the definition of U -rank (Definition
2.28), there are models Bi, i ≤ m = U(c/B), so that B ⊂ B0, and for each i < m,
Bi ⊂ Bi+1 and c 6↓Bi Bi+1. Write B0 = B. By Lemma 2.52, for each 1 ≤ i < m, we
find some finite Bi ⊂ Bi so that c 6↓Bi−1 Bi. Thus, n ≥ m = U(c/B).
To show U(ab/A) ≤ U(a/bA) + U(b/A), we let n = U(ab/A) and Ai, i ≤ n be
as above for U(ab/A). Then, for each i < n, we must have either a 6↓bAi Ai+1 or
b 6↓Ai Ai+1. Indeed, if we would have both a ↓bAi Ai+1 and b ↓Ai Ai+1, then by
Lemma 2.48, we would have Ai+1 ↓Ai b and Ai+1 ↓bAi a, and thus by applying first
Lemma 2.51 and monotonicity, then Lemma 2.48 again, we would get ab ↓Ai Ai+1.
Thus, U(a/bA) + U(b/A) ≥ n.
Let now U(b/A) = m and let A′i, i ≤ m be the sets witnessing this (here
A′0 = A). Choose a
′ so that t(a′/Ab) = t(a/Ab) and a′ ↓bA A′m. Using a suitable
automorphism, we find Ai, i ≤ m, also witnessing U(b/A) = m so that a ↓bA Am.
Thus, by Lemma 2.58, U(a/bAm) = U(a/bA). Let U(a/bAm) = k and choose Bi,
i ≤ k witnessing this. Now, A = A0, . . . , Am−1, B0, . . . , Bk witness that U(ab/A) ≥
m+ k (note that we may without loss assume that Am = B0).
Lemma 2.63. Suppose A is a model, A a finite set such that A ⊂ A, B is such
that A ⊆ B, b ↓nsA B, b′ ↓nsA B and t(b/A) = t(b′/A). Then, t(b/B) = t(b′/B).
Proof. By Lemma 2.50, it suffices to show that Lt(b/A) = Lt(b′/A). By Lemma
2.38, this follows after we have shown that t(b/A) = t(b′/A). Suppose not. Then,
there is some a ∈ A such that t(ab/A) 6= t(ab′/A). Let f ∈ Aut(M/A) be such
that f(b′) = b, and let a′ = f(a). Since b′ ↓nsA A, we have b′ ↓A A by Remark
2.44, and in particular, b′ ↓A a. Thus, b ↓A a′. By Lemma 2.39 there is some
a′′ ∈ A such that Lt(a′′/A) = Lt(a′/A). Since b ↓nsA A, we have b ↓A a′′. Then,
Lt(a′′/Ab) = Lt(a′/Ab) by Lemmas 2.61 and 2.50. Now,
t(ab/A) 6= t(ab′/A) = t(a′b/A) = t(a′′b/A),
a contradiction since t(b/A) does not split over A.
Definition 2.64. We say that a set A is bounded if |A| < δ = |M|.
Definition 2.65. We say a is in the bounded closure of A, denoted a ∈ bcl(A),
if t(a/A) has only boundedly many realizations.
Lemma 2.66. Let A be a model. Then, bcl(A) = A.
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Proof. Clearly A ⊆ bcl(A). For the converse, suppose towards a contradiction
that a ∈ bcl(A) \ A. By Lemma 2.20, there is some finite A ⊂ A so that a ↓nsA A.
Choose now an element a′ such that t(a′/A) = t(a/A) and a′ ↓nsA bcl(A). Then,
a′ ∈ bcl(A). By Axiom I, there is some b ∈ A such that t(b/A) = t(a′/A) and
thus b 6= a′. In particular, t(a′a′/A) 6= t(ba′/A). Thus, a′ and b witness that
t(a′/bcl(A)) splits over A, a contradiction.
Lemma 2.67. If a ∈ bcl(A), then there is some finite B ⊆ A so that a ∈ bcl(B).
Proof. There is some finite B ⊆ A such that a ↓B A. We claim that a ∈ bcl(B).
Suppose not. Let A be a model such that A ⊆ A. Now there is some a′ so that
Lt(a′/A) = Lt(a/A) and a′ ↓B A. By Lemma 2.66, a′ ∈ bcl(A) ⊆ bcl(A) =
A. Since a /∈ bcl(B), the weak type t(a/B) has unboundedly many realizations.
Hence, by Lemma 2.31, there is a Morley sequence (ai)i<ω over some model B ⊃ B
so that a0 = a
′ (just use a suitable automorphism to obtain this). By Axiom AI,
there is an element a′′ ∈ A so that t(a′′/a′B) = t(a1/a′B), and by Lemma 2.37
, Lt(a1/B) = Lt(a
′/B). Thus, there is an automorphism f ∈ Aut(M/B) such
that f(a′′) = a1 and f(a′) = a′. Using Lemma 2.40, one sees that automorphisms
preserve equality of Lascar types. Hence, the fact that Lt(a1/B) = Lt(a
′/B)
implies Lt(a′′/B) = Lt(a′/B). But we have a′ = a0 6= a1, and thus also a′′ 6= a′,
so t(a′a′/B) 6= t(a′a′′/B), which contradicts Lemma 2.50 since we assumed a′ ↓B
A.
Lemma 2.68. For every A, bcl(bcl(A)) = bcl(A).
Proof. By Lemma 2.67, we may assume that A is finite. Suppose now a ∈
bcl(bcl(A))\bcl(A). By Lemma 2.67, there is some b ∈ bcl(A) so that a ∈ bcl(Ab).
Let κ be an uncountable cardinal such that κ > |bcl(bcl(A))|. Since a /∈ bcl(A),
there are ai, i < κ so that ai 6= aj when i 6= j and t(ai/A) = t(a/A) for all i < κ.
For each i, there is some bi ∈ bcl(A) such that t(biai/A) = t(ba/A). By the pi-
geonhole principle, there is some b′ and some X ⊆ κ so that |X| = κ and bi = b′
for i ∈ X. Hence, for any i ∈ X, t(ai/Ab′) has unboundedly many realizations, a
contradiction since ai ∈ bcl(Ab′).
Lemma 2.69. Let A ⊂ B. If a ∈ bcl(A), then a ↓A B.
Proof. By Lemma 2.67, we may assume that A is finite. Choose a′ so that
Lt(a′/A) = Lt(a/A) and a′ ↓A B. Then, a′ ∈ bcl(A). Consider the equivalence
relation E defined so that (x, y) ∈ E if either x, y /∈ bcl(A) or x = y ∈ bcl(A).
This is an A-invariant equivalence relation. Moreover, since A is finite, we may
choose a countable model A so that A ⊂ A. By Lemma 2.66, bcl(A) ⊂ A, so E
has boundedly many classes, and thus (a, a′) ∈ E. It follows that a = a′.
Lemma 2.70. If a ∈ bcl(B) \ bcl(A), then a 6↓A B.
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Proof. Suppose a ↓A B. Choose a model A so that B ⊆ A and a′ so that t(a′/B) =
t(a/B) and a′ ↓A A. By Lemma 2.66, a′ ∈ A. Now we proceed as in the proof of
Lemma 2.67 to obtain a contradiction.
Now we have shown that our main independence notion ↓ has all the properties
of non-forking.
Theorem 2.71. Suppose A ⊆ B ⊆ C ⊆ D. Then, the following hold.
(i) For each a, there is some finite A0 ⊆ A such that a ↓A0 A.
(ii) If a 6↓A B, then there is some b ∈ B so that a 6↓A b.
(iii) Suppose that Lt(a/A) = Lt(b/A), a ↓A B and b ↓A B. Then, Lt(a/B) =
Lt(b/B).
(iv) For every a, there is some b such that Lt(b/A) = Lt(a/A) and b ↓A B.
(v) If a ↓A D, then a ↓B C.
(vi) If a ↓A B and a ↓B C, then a ↓A C.
(vii) If a ↓A b, then b ↓A a.
(viii) a ↓A B if and only if U(a/B) = U(a/A).
(ix) For all a, U(a/∅) < ω.
(x) For all a, b, U(ab/A) = U(a/bA) + U(b/A).
(xi) If a ∈ bcl(A), then a ↓A B.
(xii) If a ∈ bcl(B) \ bcl(A), then a 6↓A B.
(xiii) If a ∈ bcl(A), then there is some finite A0 ⊆ A so that a ∈ bcl(A0).
(xiv) bcl(bcl(A)) = bcl(A).
(xv) If A is a model, then bcl(A) = A.
Proof. (i) This is Corollary 2.59.
(ii) Lemma 2.52.
(iii) Lemma 2.50.
(iv) Corollary 2.60.
(v) Remark 2.42.
(vi) Lemma 2.51
(vii) Lemma 2.61.
(viii) Lemma 2.58.
(ix) This follows from Definition 2.28 and Lemmas 2.29 and 2.27.
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(x) Lemma 2.62.
(xi) Lemma 2.69.
(xii) Lemma 2.70.
(xiii) Lemma 2.67.
(xiv) Lemma 2.68.
(xv) Lemma 2.66.
2.4 Meq and canonical bases
Let E be a countable collection of ∅-invariant equivalence relations E such that
E ⊆Mn×Mn for some n. By this we mean that if E ∈ E , then E is an equivalence
relation on some model in K (note that from this it follows that E is an equivalence
relation on every model in K; indeed, it takes at most three tuples to prove that a
relation is not an equivalence relation, and by axiom AI all models are s-saturated)
and there is some countable collection GE of Galois-types so that (a, b) ∈ E if and
only if tg(ab/∅) ∈ GE. We assume that the identity relation is in E , =∈ E (note
that there are only countably many Galois types over ∅). For every A ∈ K we
let Aeq be the set {a/E| a ∈ A, E ∈ E}. We identify each element a with a/ =.
For each E ∈ E , we add to our language a predicate PE with the interpretation
{a/E| a ∈ A} and a function FE : An → Aeq (for a suitable n) such that FE(a) =
a/E. Then, we have all the structure of A on P=. We let Keq = {Aeq| A ∈ K}.
We write Aeq 4eq Beq if Aeq is a submodel of Beq and A 4 B.
We will show that (Keq,4eq) is an AEC with AP, JEP and arbitrary large
models, that LS(Keq) = ω and that Keq does not contain finite models. Moreover,
if K satisfies the axioms AI-AVI listed in the first section, then also Keq satisfies
them.
Notice first that for each model A, the model Aeq is unique up to isomorphism
over A and that every automorphism of A extends to an automorphism of Aeq.
Thus it is easy to see that (Keq,4eq) is an AEC with AP, JEP and arbitrary large
models, that LS(Keq) = ω and that Keq does not contain finite models. It is also
easily seen that if the axioms AI, AIII, and AVI hold for K, they hold also for Keq.
We now show that also AII holds.
Lemma 2.72. Suppose the axioms AI-AVI hold for K. Then, axiom AII holds for
Keq.
Proof. Let Aeq ∈ Keq be countable, and let a be arbitrary. We need to con-
struct an s-primary model over Aeqa. Let b1, . . . , bn ∈ M be such that a =
(FE1(b1), . . . , FEm(bn)) for some E1, . . . , Em ∈ E , and denote b = (b1, . . . , bn). We
will first show that we may choose b so that there is some finite A ⊂ A such that
for all b′, t(b′/Aa) = t(b/Aa) implies t(b′/Aa) = t(b/Aa).
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We note first that for this it suffices to find some b = (b1, . . . , bm) so that
a = (FE1(b1), . . . , FEm(bn)) and a finite set A such that t(b/A) = t(b′/A) when-
ever t(b/A) = t(b′/A) and (FE1(b
′
1), . . . , FEm(b
′
n)) = a. Indeed, suppose we have
found such a tuple b and such a set A. Let b′ be such that t(b′/Aa) = t(b/Aa).
Then, a = (FE1(b
′
1), . . . , FEm(b
′
n)), and thus t(b/A) = t(b′/A). We claim that
moreover, t(b′/Aa) = t(b/Aa). If not, then there is some finite set A′ ⊂ A such
that t(b′a/A′) 6= t(ba/A′). Since t(b′/A′) = t(b/A′), there is some f ∈ Aut(M/A′)
such that f(b) = b′. But f extends to an automorphism f ′ ∈ Aut(Meq/A), and
f ′(a) = (FE1(f(b1)), . . . , FEm(f(bm)) = (FE1(b
′
1), . . . , FEm(b
′
n) = a,
where for each i, f(bi) denotes the relevant projection of the tuple f(b). Thus,
t(b′a/A′) = t(ba/A′), a contradiction.
To simplify notation, denote now by F the function from M to Meq that is given
by (FE1 , . . . , FEm). Let A0 = ∅ and let b0 be such that F (b0) = a. If b0 and A0 are
not as wanted, then there is some finite A1 ⊂ A and some b1 so that F (b1) = a,
t(b0/A0) = t(b1/A0) and t(b1/A1) 6= t(b0/A1). Now we check if A1 and b1 are as
wanted. By AIV, we cannot continue this process infinitely, so at some step we
have found b = bn and A = An as wanted.
Let now B = A[b] = Ab ∪ ⋃i<ω bi ≤ M. We claim that Beq is s-primary over
Aeqa. For this, we need to enumerate the elements of Beq so that we may write
Beq = Aeqa ∪ ⋃i<ω ci. Let b = (b0, . . . , bk), where each bi is a singleton. For
0 ≤ i ≤ k, we denote ci = bi. By the above argument, the required isolation
property is satisfied. After this, we list the elements so that whenever i < j,
we have bi = ci′ and bj = cj′ for some i
′ < j′. Moreover, we take care that for
each singleton c ∈ Beq \ (B ∪ Aeq), the elements of some tuple d ∈ B such that
c = FE(d) for some E ∈ E are listed before c (i.e. if d = (d0, . . . , dk), then,
d0 = ci0 , . . . , dk = cik and c = cj for some i0 < . . . < ik < j). Then, the required
isolation properties are satisfied and we see that Beq is indeed as wanted.
Lemma 2.73. Suppose the axioms AI-AVI hold for K. Then, axiom AIV holds
for Keq.
Proof. Let a ∈ Meq. Again, there is some tuple b ∈ M so that a = F (b) for some
definable function F . Then, there is a number n < ω so that for any countable
A ∈ K and finite A′ ⊂ A, player II wins GI(b, A′,A) in n moves. Let now
Aeq ∈ Keq be countable and A ⊂ Aeq finite. We claim that player II will win
GI(a,A,Aeq) in n moves. Let A′ ⊂ A be such that every element x ∈ A can be
written as x = F (y) for some y ∈ A′ where F is a definable function. Now, player
II wins GI(b, A′,A) in n moves. If there are some tuples a′, a′′ ∈ Meq and some
finite sets C ⊂ B ⊂ Aeq such that t(a′/C) = t(a′′/C) but t(a′/B) 6= t(a′′/B),
then there are tuples b′, b′′ ∈ M and a definable function F so that a′ = F (b′),
a′′ = F (b′′), and some B′ ⊂ A and a definable function H so that B ⊆ H(B′) and
t(b′/B′) 6= t(b′′/B′). Thus, the claim follows.
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Lemma 2.74. Suppose the axioms AI-AVI hold for K. Then, axiom AV holds for
Keq.
Proof. Suppose Aeq,Beq ∈ Keq are countable models, Aeq ⊂ Beq, a ∈ Meq and
Beq ↓nsAeq a. We need to prove a ↓nsAeq Beq. Suppose this does not hold. Then, there
is some b ∈ B such that
a 6↓nsAeq b.
Let a′ ∈ M be such that a = F (a′) for some definable function F . Choose some
b′ ∈ M such that t(b′/Aeq) = t(b/Aeq) and b′ ↓nsAeq aa′ (note that we may apply
Lemma 2.11 since we needed only axiom AI to prove it). Since Beq ↓nsAeq a, we have
b ↓nsAeq a, and thus t(b′/Aeqa) = t(b/Aeqa) (note that also Lemma 2.10 requires
only axiom AI). Thus, to obtain a contradiction, it suffices to show that a ↓nsAeq b′.
But b′ ↓nsAeq aa′ implies that b′ ↓nsA a′ (in M), and thus by Lemma 2.23, a′ ↓nsA b′. It
follows that a′ ↓nsAeq b′.
Let M′ ∈ K be a |M′| -model homogeneous and universal structure such that
M 4 M′ and |M′| > |M|. We call M′ the supermonster. Then, every f ∈ Aut(M)
extends to some f ′ ∈ Aut(M′). In the following, we will abuse notation and write
just f for both maps.
By a global type p, we mean a maximal collection {pA |A ⊂M finite } such that
pA is a Galois type over A, and whenever A ⊆ B and b ∈ M realizes pB, then b
realizes also pA. We denote the collection of global types by S(M). Moreover, we
require that global types are consistent, i.e. that for each p ∈ S(M), there is some
b ∈M′ such that b realizes pA for each finite set A ⊂M.
Let f ∈ Aut(Meq), p ∈ S(M). We say that f(p) = p if for all finite A,B ⊂ M
such that f(B) = A and all b realizing pB, it holds that t(b/A) = pA.
Definition 2.75. Let p ∈ S(M). We say that α ∈ Meq is a canonical base for p
if it holds for every f ∈ Aut(Meq) that f(p) = p if and only if f(α) = α.
Lemma 2.76. Suppose p ∈ S(M). Then, there is some α ∈ Meq so that α is a
canonical base for p.
Proof. Let p ∈ S(M) be a global type that does not split over a ∈ M. Suppose
b ∈M′ realizes p. Consider an arbitrary c ∈M and let q = t(b, c/∅). Since t(b/M)
does not split over a, there are types qi, i < ω, over ∅, so that for all d ∈ M the
following holds: bd realizes q if and only if ad realizes qi for some i < ω. Indeed,
there are only countably many types over the empty set, and from the non-splitting
it follows that if t(d1a/∅) = t(d2a/∅), then t(bd1a/∅) = t(bd2a/∅). Thus, we may
choose the types qi as wanted.
For c ∈ M, denote qc = t(b, c/∅), and let qci , i < ω be such that for all d ∈ M,
bd realizes qc if and only if ad realizes q
c
i for some i < ω. Define the equivalence
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relation E as follows: (a0, a1) ∈ E if the following holds for all c, d ∈ M: a0d
realizes
∨
i<ω q
c
i if and only if a1d realizes
∨
i<ω q
c
i .
We claim that a/E is a canonical base for p. Suppose first that f ∈ Aut(M)
is such that f(p) = p. We will show that (a, f(a)) ∈ E, which implies that
f(a/E) = f(a)/E = a/E. As f is an automorphism, we have t(a/∅) = t(f(a)/∅).
Let now c ∈M be arbitrary. Since f(p) = p, we have
qc = t(bc/∅) = t(bf(c)/∅).
for every c ∈ M Thus, we may choose qci = qf(c)i for all i < ω, and moreover we
have
f(a)f(d) realizes
∨
i<ω
qci ⇐⇒ ad realizes
∨
i<ω
qci ⇐⇒ af(d) realizes
∨
i<ω
qci ,
where the first equivalence follows from f being an automorphism, and the second
one from the fact that t(bd/∅) = t(bf(d)/∅). Since this holds for every d and
automorphisms are surjective, we may, for arbitrary d′ ∈M, choose d ∈M so that
d′ = f(d) to obtain
f(a)d′ realizes
∨
i<ω
qci ⇐⇒ ad′ realizes
∨
i<ω
qci .
Suppose now f(a/E) = a/E. Then, (a, f(a)) ∈ E. We will show that t(bc/∅) =
t(bf(c)/∅) for all c ∈ M. Then, clearly f(p) = p. Let c be arbitrary. Denote
qc = t(bc/∅). Then, ac, and thus also f(a)f(c), realizes ∨i<ω qci . But now, since
(a, f(a)) ∈ E, we have that also af(c) realizes ∨i<ω qci . From this it follows that
bf(c) realizes qc, i.e.
t(bc/∅) = qc = t(bf(c)/∅).
So, we have shown that a/E is a canonical base for p, as wanted.
We note that from the proof of Lemma 2.76 it follows that there are only
countably many equivalence relations needed to get the canonical bases of all
global types. Indeed, for each global type p realized by an element b ∈ M′, there
is some tuple a ∈ M such that t(b/M) does not split over a. Now the tuple ba
determines the equivalence relation E from the proof of the lemma, and we claim
that E depends only on t(ba/∅). Indeed, let b′ ∈M′, a′ ∈M be such that b′ ↓a′ M
and t(b′a′/∅) = t(ba/∅). Then, there is some f ∈ Aut(M/∅) such that f(a) = a′,
and some F ∈ Aut(M′/∅) extending f (and in particular, F (m) ∈ M for every
m ∈ M). Let b′′ = F (b). Then, since b ↓nsa M, we have b′′ ↓nsa′ M. On the other
hand, we have
t(b′a′/∅) = t(ba/∅) = t(b′′a′/∅),
so t(b′/a′) = t(b′′/a′) and by Lemma 2.63, t(b′/M) = t(b/M). Thus, there is
an automorphism G of M′ such that G(ab) = a′b′ and G(M) = M (we first take
44
ab 7→ a′b′′ and then fix M and take b′′ 7→ b′). Then, the global type p′ = t(G(b)/M)
can be determined from f(a) = a′ in the same way as p was determined from a,
and the definition of E stays the same.
Definition 2.77. Let a ∈M and let A ⊂M. By Theorem 2.71, (iv), there is some
b ∈M′ such that Lt(a/A) = Lt(b/A) and b ↓A M. Let p = t(b/M). By a canonical
base for a over A, we mean a canonical base of p. We write α = Cb(a/A) to
denote that α is a canonical base of a over A.
Next, we prove some important properties of canonical bases.
Lemma 2.78. Let a ∈M and let A ⊂M be a finite set. Then, Cb(a/A) ∈ bcl(A).
Proof. Let b ∈ M′ be such that Lt(a/A) = Lt(b/A) and b ↓A M, and let p =
t(b/M). Then, there is some finite A0 ⊆ A such that b ↓A0 M. We may without
loss assume A = A0. Denote α = Cb(a/A), and suppose α /∈ bcl(A). Then,
t(α/A) has unboundedly many realizations. By the proof of Lemma 2.76, each
one of them defines a global type, and by the definition of a canonical base, the
global types defined by these unboundedly many elements are pairwise distinct.
Let f ∈ Aut(M/A) and let α′ = f(α). Then f extends to an automorphism g of
M′, and we have g(b) = b′ for some b′ ∈M′\M. Since g(M) = M, we have b′ ↓A M.
Let A ⊂ M be a countable model such that A ⊂ A. Then, by (v) in Theorem
2.71, we have b ↓A M and b′ ↓A M. Since t(b/M) 6= t(b′/M), by Lemmas 2.43
and 2.10, we must have t(b/A) 6= t(b′/A). This means that we have uncountably
many distinct types over the countable model A, a contradiction against Lemma
2.21.
Remark 2.79. Let a ∈ M, and let A and B be sets such that A ( B, and let
α ∈Meq If a ↓A B, then α = Cb(a/A) if and only if α = Cb(a/B).
Lemma 2.80. Let a ∈M and let α = Cb(a/A). Then, a ↓α A.
Proof. Let b ∈ M′ be such that Lt(a/A) = Lt(b/B) and b ↓A M, and let p =
t(b/M). Then, α is a canonical base of p.
We note first that b ↓nsα M. Indeed, if there were some b, c ∈ M that would
witness the splitting, then there would be some automorphism f fixing α such that
f(b) = c. Let b′ = f(b). Now, we have
t(bd/α) 6= t(bc/α) = t(b′d/α),
so t(b/dα) 6= t(b′/dα), which is a contradiction since f fixes the type p (since it
fixes α).
In particular, this implies b ↓α A. Since α ∈ bcl(A), we have b ↓A α and a ↓A α,
so t(a/Aα) = t(b/Aα), and thus a ↓α A.
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Definition 2.81. Let p = t(d/B) for some d ∈ M and B ⊂ M. Suppose B ⊂ C.
We say that p′ = t(d′/C) is a free extension of p into C if t(d/B) = t(d′/B) and
d′ ↓B C. We call a type stationary if it has a unique free extension to any set. If
p is a stationary type, we will denote the free extension of p into C by p|C.
Lemma 2.82. Let α = Cb(a/A). Then, t(a/α) is stationary.
Proof. Let b ∈ M′ be such that Lt(a/A) = Lt(b/A) and b ↓A M, and let p =
t(b/M). Then, α is a canonical base of p. As in the proof of the previous Lemma,
b ↓nsα M, so b ↓nsα Meq and thus b ↓α Meq. Also, we have (as seen in the proof of
the previous lemma) t(b/α) = t(a/α). Suppose now α ∈ B ⊂ Meq and there is
some c ∈M such that t(c/α) = t(a/α) = t(b/α), c ↓α B but t(c/B) 6= t(b/B). Let
b′ ∈ M′ be such that Lt(b′/α) = Lt(c/α) and b′ ↓α M. Then, b′ ↓ns Meq, so by
Lemma 2.63, t(b′/M) = t(b/M), which is a contradiction, since
t(b/B) 6= t(c/B) = t(b′/B).
2.5 The axioms in quasiminimal classes
We have seen that the model class K of Example 2.2 satisfies the axioms AI-
AVI. In this section, we will show that something more general is true: If K is
a quasiminimal class in the sense of [1] (which is the same as in [16], but with-
out finite-dimensional structures), then K satisfies the axioms, given that K only
contains infinite-dimensional models. We first present some definitions.
Definition 2.83. Let X be a set and let cl : P(X)→ P(X) be an operator on the
power set of X. We say (X, cl) is a pregeometry if the following hold:
(i) If A ⊆ X, then A ⊆ cl(A) and cl(cl(A)) = cl(A);
(ii) If A ⊆ B ⊆ X, then cl(A) ⊆ cl(B);
(iii) (exchange) If A ⊆ X, a, b ∈ X, and a ∈ cl(A ∪ {b}), then a ∈ cl(A) or
b ∈ cl(A ∪ {a});
(iv) (local character) If A ⊂ X and a ∈ cl(A), then there is a finite A0 ⊆ A such
that a ∈ cl(A0).
We call cl the closure operator on X and we say a set A ⊆ X is closed if
cl(A) = A.
Definition 2.84. If (X, cl) is a pregeometry, we say that A is independent if
a /∈ cl(A\{a}) for any a ∈ A. We say B is a basis for Y if B ⊆ Y is independent
and Y ⊆ cl(Y ).
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If (X, cl) is a pregeometry, Y ⊆ X, B1, B2 ⊆ Y and both B1 and B2 are bases
for Y , then |B1| = |B2| (see e.g. [17]).
Definition 2.85. Let B be a basis for Y . We say that |B| is the dimension of Y
with respect to cl, and write dimcl(Y ) = |B|.
Definition 2.86. We say that a and b have the same quantifier-free type over
the set A if they satisfy exactly the same quantifier-free first-order formulae with
parameters from A. This is denoted tp(a/A) = tp(b/A). We write just tp(a) for
tp(a/∅). For two sets A and B of the same cardinality, we say tp(A) = tp(B) if
the elements satisfy exactly the same quantifier-free first order formulae given a
suitable enumeration.
In [1], a quasiminimal pregeometry structure and a quasiminimal class are de-
fined as follows.
Definition 2.87. Let M be an L-structure for a countable language L, equipped
with a pregeometry cl (or clM if it is necessary to specify M). We say that M is
a quasiminimal pregeometry structure if the following hold:
1. (QM1) The pregeometry is determined by the language. That is, if a and a′
are singletons and tp(a, b) = tp(a′, b′), then a ∈ cl(b) if and only if a′ ∈ cl(b′).
2. (QM2) M is infinite-dimensional with respect to cl.
3. (QM3) (Countable closure property) If A ⊆M is finite, then cl(A) is count-
able.
4. (QM4) (Uniqueness of the generic type) Suppose that H,H ′ ⊆M are count-
able closed subsets, enumerated so that tp(H) = tp(H ′). If a ∈ M \ H and
a′ ∈ M \ H ′ are singletons, then tp(H, a) = tp(H ′, a′) (with respect to the
same enumerations for H and H ′).
5. (QM5) (ℵ0-homogeneity over closed sets and the empty set) Let H,H ′ ⊆M
be countable closed subsets or empty, enumerated so that tp(H) = tp(H ′),
and let b, b′ be finite tuples from M such that tp(H, b) = tp(H ′, b′), and let a
be a singleton such that a ∈ cl(H, b). Then there is some singleton a′ ∈ M
such that tp(H, b, a) = tp(H ′, b′, a′).
We say M is a weakly quasiminimal pregeometry structure if it satisfies all the
above axioms except possibly QM2.
It is easy to see that the class K from Example 2.2 satisfies the axioms.
Definition 2.88. Suppose M1 and M2 are weakly quasiminimal pregeometry L-
structures. Let θ be an isomorphism from M1 to some substructure of M2. We say
that θ is a closed embedding if θ(M1) is closed in M2 with respect to clM2, and
clM1 is the restriction of clM2 to M1.
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Given a quasiminimal pregeometry structure M , let K−(M) be the smallest
class of L-structures which contains M and all its closed substructures and is
closed under isomorphisms, and let K(M) be the smallest class containing K−(M)
which is also closed under taking unions of chains of closed embeddings.
From now on, we suppose that K = K(M) for some quasiminimal pregeometry
structure M, and that we have discarded all the finite-dimensional structures from
K. For A,B ∈ K, we define A 4 B if A is a closed submodel of B. It is well known
that (K,4) is an AEC with LS(K) = ω. We may without loss assume that M is
a monster model for K. In [1], it is shown that K is totally categorical and has
arbitrarily large models (Theorem 2.2). We will show that K has AP and JEP and
satisfies the axioms AI-AVI.
Lemma 2.89. K has AP and JEP.
Proof. Let A,B ∈ K, let A′ 4 A, and let f : A′ → B be an elementary embedding.
We may without loss assume that dim(B) ≥ dim(A). Let B be a basis for A′ =
dom(f). Then, B′ = f(B) is a basis for ran(f). We may extend B to C, a basis
for A, and B′ to C ′, a basis for B. Let ψ : C \ B → C ′ \ B′ be an injection. By
Theorem 3.3. in [16], f ∪ ψ extends to an embedding of A into B. Thus, K has
AP.
For JEP, let A,B ∈ K, and let B be a basis for A. Again, we may without loss
assume dim(B) ≥ dim(A). Let B′ be a basis for B. By Theorem 3.3. in [16], A
embeds into B.
We now note that we may reformulate the conditions QM4 and QM5 so that the
concept of Galois type is used instead of the concept of quantifier-free type. This
will be useful in the arguments we later present. Indeed, for QM4, let H,H ′ ⊂M
be countable and closed, let tg(H) = tg(H ′), and let a, a′ be singletons such that
a /∈ cl(H) and a′ /∈ cl(H ′). As H and H ′ are closed, they are models. Since H and
H ′ are countable, there is some isomorphism f : H → H ′. Using QM4, we may
extend f to a map g0 : Ha → H ′a′ that preserves quantifier-free formulae. Let
A = cl(Ha) and B = cl(H ′a′). We will extend g0 to an isomorphism g : A → B.
Indeed, if b ∈ A = cl(Ha), then by QM5 and QM1, there is some b′ ∈ B = cl(H ′a′)
such that tp(H, a, b) = tp(H, a′, b′), so f0 extends to a map f1 : H, a, b→ H ′, a′, b′
preserving quantifier-free formulae. Since both A and B are countable, we can
do a back-and-forth construction to obtain an isomorphism g : A → B. Then,
g(H, a) = (H ′, a′) and g extends to an automorphism ofM, so tg(H, a) = tg(H ′, a′),
as wanted.
For QM5, suppose H,H ′ ⊂ M are either countable and closed or empty, let
tg(H) = tg(H ′), and let b, b′ ∈ M be such that tg(H, b) = tg(H ′, b′) and let
a ∈ cl(H, b). Again, there is a map f such that f(H) = H ′, f(b) = b′ and f pre-
serves quantifier-free formulae. As in the case of QM4, we may extend f to an iso-
morphism g : cl(Hb)→ cl(H ′b′). If a ∈ cl(Hb), then tg(H, b, a) = tg(H ′, b′, g(a)).
48
Lemma 2.90. K satisfies the axioms AI-AVI.
Proof. For AI, suppose a ∈M, A ∈ K and A is a finite set such that A ⊂ A. Since
A is closed and infinite-dimensional, we have cl(A) ( A. If a /∈ A, then a /∈ cl(A).
Let b ∈ A \ cl(A). By QM4, tg(cl(A), b) = tg(cl(A), a), and hence there is some
f ∈ Aut(M/A) such that f(a) = b.
AII follows directly from Proposition 5.2 in [1].
For AIII, suppose A ↓nsB C, where B = A ∩ C. Then, D = cl(A ∪ C) is the
desired s-prime model over A∪C. Indeed, let E be a model and let g : A∩C → E
be weakly elementary. To extend g to an elementary map f : D → E , we do the
same construction as in the proof of Theorem 3.3 in [16], with A in place of G
and taking care that for every finite X ⊆ B, where B is a pregeometry basis for
D over A, we have fX  A ∪ C = g.
It is also easy to see that there are no other s-prime models over A∪C. Indeed,
any model containing A∪C must contain its closure, D. Suppose D ( E for some
model E . The identity map id : A ∪ C → D is clearly weakly elementary, but it
does not extend to an elementary map from E → D. Thus, E is not s-prime over
A ∪ C.
Suppose now C ′ is a model such that C ⊆ C ′ and A ↓nsB C ′. We need to prove
that D ↓nsC C ′. Let d ∈ D be arbitrary, and let a ∈ A, c ∈ C be such that
d ∈ cl(ac). Let B ⊂ B be a finite set such that a ↓nsB C ′. Then, we have also
a ↓nsBc C ′. We claim that d ↓nsBc C ′ and thus d ↓nsC C ′. By the proof of Proposition
5.2 in [1], t(d/Bac) determines t(d/C ′a). Suppose d 6↓nsBc C ′. Then, there are some
e, f ∈ C ′ such that t(e/Bc) = t(f/Bc) but t(de/Bc) 6= t(df/Bc). We note that we
have t(e/Bac) = t(f/Bac), since otherwise e and f would witness the splitting of
t(a/C ′) over Bc. Let σ be an automorphism fixing Bac such that σ(f) = e. Then,
t(σ(d)/Bce) 6= t(d/Bce) although t(σ(d)/Bac) = t(d/Bac), a contradiction.
For AIV, on move n in GI(a,A,A), let player II choose the set An+1 so
that t(an+1/A) does not split over An+1 (such a set exists by Proposition 4.2
in [1]). Then, player I plays some tuple an+2 and some set A
′
n+2 = An+1b so
that t(an+2/An+1) = t(an+1/An+1) but t(an+2/A
′
n+2) 6= t(an+1/A′n+2). We claim
that dimcl(an+2/A) < dimcl(an+1/A), which means that player I can only move
dimcl(a/A) many times.
Let m = dimcl(an+1/A). By Lemma 4.3 in [1], dimcl(an+1/An+1) = m, and
thus dimcl(an+2/An+1) = m, so dimcl(an+2/A) ≤ m. Suppose dimcl(an+2/A) =
m. Then, in particular, dimcl(an+2/An+1b) = dimcl(an+1/An+1b) = m. For i =
1, 2, write an+i = a
′
n+ia
′′
n+i, where a
′
n+i is an m-tuple free over An+1b and a
′′
n+i ∈
cl(An+1ba
′
n+i). By QM4, there is some automorphism σ fixing An+1b pointwise so
that σ(a′n+2) = a
′
n+1. Since t(an+2/An+1) = t(an+1/An+1), we have
t(σ(a′′n+2)/An+1a
′
n+1) = t(a
′′
n+1/An+1a
′
n+1).
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On the other hand, t(an+2/A
′
n+2) 6= t(an+1/A′n+2), so
t(a′′n+1/Aa
′
n+1b) 6= t(σ(a′′n+2)/Aa′n+1b),
which contradicts the fact that t(a′′n+1/An+1a
′
n+1) determines t(a
′′
n+1/Aa′n+1) by the
proof of Proposition 5.2 in [1].
Before proving AV and AVI, we first show that if A ⊆ B for some model B,
then a ↓nsA B if and only if dimcl(a/B) = dimcl(a/A).
Suppose first a ↓nsA B. Let A ⊂ A be such that t(a/B) does not split over A. By
Lemma 4.3 in [1], dim(a/A) = dim(a/B), so in particular dim(a/A) = dim(a/B).
Suppose now dimcl(a/A) = dimcl(a/B). Write a = a′a′′, where a′ is a tuple
independent over A and a′′ ∈ cl(Aa′). By the proof of Proposition 5.2. in [1] there
is a finite set A ⊂ A such that t(a′′/Aa′) determines t(a′′/Aa′). We now show that
t(a′′/Aa′) also determines t(a′′/Ba′). Suppose not. Then, there is some c′′ and some
b ∈ B so that t(a′′/Aa′) = t(c′′/Aa′) but t(a′′/Aa′b) 6= t(c′′/Aa′b). Let b′ ∈ A be
such that t(b′/A) = t(b/A), and let σ be an automorphism fixing A such that σ(b) =
b′. Since a′ is independent over A, QM4 implies that t(σ(a′)/Ab′) = t(a′/Ab′),
and thus we may without loss assume that σ(a′) = a′. Then, t(σ(a′′)/Aa′) =
t(σ(c′′)/Aa′) = t(a′′/Aa′), but t(σ(a′′)/Aa′b′) 6= t(σ(c′′)/Aa′b′), a contradiction.
Next, we show that a′ ↓nsA B. Suppose not. Then, there are b, c ∈ B such that
t(b/A) = t(c/A) but t(a′b/A) 6= t(a′c/A). Let σ be an automorphism fixing A and
mapping b to c. Then, t(σ(a′)/Ac) 6= t(a′/Ac). Since we assumed dimcl(a/A) =
dimcl(a/B), the tuple a′ is independent over B (in the pregeometry sense), so in
particular it is independent over Abc. Thus, σ(a′) is independent over Aσ(b) = Ac.
But then, by QM4, t(σ(a′)/Ac) = t(a′/Ac), a contradiction.
Assume now a 6↓nsA B, and let b, c ∈ B witness the splitting over A. Let σ be an
automorphism fixing A so that σ(c) = b. Since a′ ↓nsA B, we may assume σ(a′) = a′.
Thus, t(a′′/Aa′) = t(σ(a′′)/Aa′) but t(a′′/Aa′b) 6= t(σ(a′′)/Aa′b), which contradicts
the fact that t(a′′/Ba′) is determined by t(a′′/Aa′). Thus, we have seen that if
A ⊆ B, then a ↓nsA B if and only if dimcl(a/B) = dimcl(a/A).
We now prove AV. Suppose B ↓nsA a but a 6↓nsA B. Then, dim(a/B) < dim(a/A),
so there is some b ∈ B such that dim(a/Ab) < dim(a/A). But now, applying
exchange, we see that dimcl(b/Aa) < dimcl(b/A). Choose a model A′ such that
Aa ⊆ A′ and b ↓nsA A′. Now, dimcl(b/A) = dimcl(b/A′), a contradiction.
For AVI, let BA be a pregeometry basis for A, BB a basis for B over A and BD
a basis for D over A. Let B′B be a set of the same cardinality as BB, independent
over BA∪BD. Then, by Theorem 3.3 in [16], there is a model C with basis BA∪B′B
and t(C/A) = t(B/A). We are left to show that C ↓nsA D. Let c ∈ C be arbitrary.
Since the pregeometry is determined by the language, it follows from the theory
of pregeometries that dimcl(c/A) = dimcl(c/D), and thus c ↓nsA D.
Remark 2.91. Note that from QM1, QM3 and QM4 it follows that in a quasi-
minimal pregeometry structure, cl(A) = bcl(A) for any set A. Thus, from now on
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we will use bcl for cl.
We next remark that in a quasiminimal pregeometry structure, U(a/A) =
dimbcl(a/A).
Lemma 2.92. U(a/A) = dimbcl(a/A).
Proof. We prove the lemma by induction on dimbcl(a/A). Suppose first dimbcl(a/A) =
0, i.e. a ∈ bcl(A). Then, by Theorem 2.71, (xi), a ↓A A for every model A ⊃ A.
By (viii) of the same theorem, U(a/A) = U(a/A) for every such model. Assume
towards a contradiction that U(a/A) = n > 0. Then, by the definition of U -rank,
there are some models B, C such that A ⊆ B ⊆ C, U(a/A) = U(a/B), a 6↓nsB C and
U(a/C) ≥ n− 1. But U(a/C) = n, which implies U(a/B) = n+ 1, a contradiction.
Suppose next that dimbcl(a/A) = 1. We will show that U(a/A) = 1. We
may assume a = (a1, . . . , am), where a1 /∈ bcl(A) and a2, . . . , am ∈ bcl(Aa1). By
Theorem 2.71 (x),
U(a/A) = U(a1/A) + U(a2, . . . , am/Aa1) = U(a1/A),
so it suffices to show that U(a1/A) = 1. Let A be a model such that U(a1/A) =
U(a1/A), and B a model containing Aa. Then, U(a/B) = 0 and a 6↓nsA B, so
U(a1/A) ≥ 1. Suppose now U(a1/A) = n > 1. Then, there are some models B, C
such that A ⊆ B ⊆ C, U(a/A) = U(a/B), a 6↓nsB C and U(a/C) ≥ n − 1 > 0. By
Lemmas 2.26 and 2.29, there is some a′ such that t(a′/B) = t(a/B) and a′ ↓nsB C.
Since a, a′ /∈ C, we have t(a/C) = t(a′/C) by QM4, a contradiction.
Now suppose n ≥ 2 and for all m ≤ n it holds that if a′ and A′ are such that
dimbcl(a
′/A′) = m, then U(a′/A′) = m. Assume dimbcl(a/A) = n + 1. We may
without loss write a = (a1, . . . , an+1, . . . , ar), where dimbcl(a1, . . . , an+1) = n + 1
and an+2, . . . , ar ∈ bcl(A, a1, . . . , an+1). By the inductive assumption, U(a1, . . . , an/A) =
n and U(an+1, . . . , ar/A, a1, . . . , an) = 1, so by Theorem 2.71 (x), we have U(a/A) =
n+ 1, as wanted.
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Chapter 3
The Group Configuration
In this chapter, we adapt E. Hrushovski’s group configuration for the setting of
quasiminimal classes. We assume that K = K(M) for some quasiminimal prege-
ometry structure, as in the last section of Chapter 2. We may without loss of
generality assume that M is a monster model for the class K. The group config-
uration was originally presented for stable first-order theories in E. Hrushovski’s
Ph. D. Thesis. There, he proved that if a certain kind of configuration of tuples
can be found in a model, then there is a group interpretable there. The proof can
be found in e.g. [19]. In the original context, properties of algebraic closures and
the forking calculus for stable theories were used. Doing a similar construction in
our setting, we will make use of the independence calculus developed in Chapter
2. We will prove that if a certain kind of configuration of tuples can be found in
M, then there is a group interpretable in (Meq)eq such that its generic elements
have U -rank 1.
We will be working in Meq and occasionally in (Meq)eq. To avoid confusion, we
will write bcleq(A) for the bounded closure of A in Meq. In this case, A might
contain some element a ∈Meq \M.
We will say a set A is independent over B if a ↓B (A \ {a}) for each a ∈ A.
Definition 3.1. We say x and y are interbounded over a set A if x ∈ bcl(Ay)
and y ∈ bcl(Ax).
We are now ready to present the configuration that will yield a group.
Definition 3.2. By a strict bounded partial quadrangle over a finite set A we
mean a 6-tuple of elements (a, b, c, x, y, z) in Meq, each of U-rank 1 over A, such
that
(i) any triple of non-collinear points is independent over A (see the picture), i.e.
has U-rank 3 over A;
(ii) every line has U-rank 2 over A (see the picture).
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Remark 3.3. If each of a,b,c,x,y,z is replaced by an element interbounded with
it over A, then the new 6-tuple (a′, b′, c′, x′, y′, z′) is also a strict bounded partial
quadrangle over A. We see this as follows: First of all, a′ /∈ bcl(A), since otherwise
we would have a ∈ bcl(A) which would mean U(a/A) = 0. Thus, U(a′/A) ≥ 1.
Suppose U(a′/A) > 1. Then,
U(aa′/A) = U(a/Aa′) + U(a′/A) = 0 + U(a′/A) > 1.
On the other hand,
U(aa′/A) = U(a′/Aa) + U(a/A) = 0 + 1 = 1,
a contradiction. Thus, U(a′/A) = 1. Similarly one shows that
U(b′/A) = U(c′/A) = U(x′/A) = U(y′/A) = U(z′/A) = 1.
For (i), we show that U(a′, b′, x′/A) = 3. The rest of the non-collinear triples
are treated similarly. We note first that b′ /∈ bcl(Aa′), since then we would have
b ∈ bcl(b′A) ⊆ bcl(Aa′) ⊆ bcl(Aa).
Thus, U(b′/Aa′) ≥ 1. Since U(b′/A) = 1, we have U(b′/Aa′) = 1. Similarly, one
shows that U(x′/Aa′b′) = 1, and it follows that U(a′, b′, x′/A) = 3.
For (ii), it suffices to show that bcl(A, a, b) = bcl(A, a′, b′), bcl(A, a, c) = bcl(A, a′, c′)
and bcl(A, b, c) = bcl(A, b′, c′). Since a′, b′ ∈ bcl(A, a, b), we have bcl(A, a′, b′) ⊆
bcl(A, a, b). On the other hand, a, b ∈ bcl(A, a′, b′), so bcl(A, a, b) ⊆ bcl(A, a′, b′).
The other equalities are similar.
We say that this new partial quadrangle is boundedly equivalent to the first
one.
Remark 3.4. If we have a strict bounded partial quadrangle, as in Definition 3.2,
then a is interbounded with Cb(xy/Aa), b is interbounded with Cb(yz/Ab), and c
is interbounded with Cb(zx/Ac). We show that a is interbounded with Cb(xy/Aa).
The other statements are similar. Denote α = Cb(xy/Aa). Clearly α ∈ bcl(Aa).
For the other part, we first note that α /∈ bcl(A). Indeed, we have xy ↓α Aa,
and thus
U(xy/α) = U(xy/Aaα) = U(xy/Aa) = 1.
Hence α ∈ bcl(A) would imply U(xy/A) = 1, a contradiction. Thus, α ∈ bcl(Aa) \
bcl(A), and hence α 6↓A Aa. This implies a 6↓A α, so U(a/Aα) < U(a/A) = 1, and
thus a ∈ bcl(Aα).
Definition 3.5. We say that a tuple a is Galois definable from a set A, if it holds
for every f ∈ Aut(M/A) that f(a) = a. We write a ∈ dcl(A), and say that a is in
the definable closure of A.
We say that a and b are interdefinable if a ∈ dcl(b) and b ∈ dcl(a). We say
that they are interdefinable over A if a ∈ dcl(Ab) and b ∈ dcl(Aa).
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Definition 3.6. We say that a set B is Galois definable over a set A, if f(B) = B
for all f ∈ Aut(M/A).
Definition 3.7. We say that a group G is Galois definable over A if G and the
group operation on G are both Galois definable over A as sets.
Definition 3.8. Let B ⊂ M. We say an element b ∈ B is generic over some set
A if U(b/A) is maximal (among the elements of B). The set A is not mentioned
if it is clear from the context. For instance, if B is assumed to be Galois definable
over some set D, then we usually assume A = D.
Let p = t(a/A) for some a ∈ M and A ⊂ A′. We say b ∈ M is a generic
realization of p (over A′) if U(b/A′) is maximal among the realizations of p.
We are now ready to state the main theorem of this chapter. We will prove it
as a series of lemmas.
Theorem 3.9. Suppose A is a finite set, (a, b, c, x, y, z) is a strict bounded partial
quadrangle over A and t(a, b, c, x, y, z/A) is stationary. Then, there is a group G
in (Meq)eq, Galois definable over some finite set A′ ⊂ M. Moreover, a generic
element of G has U-rank 1.
Proof. We note first that if we replace the closure operator cl with the closure
operator clA defined by clA(B) = cl(A ∪ B), we get from M a new quasiminimal
class that is closed under isomorphisms and consists of models containing the set
A. We may think of this new class as obtained by adding the elements of A
as parameters to our language. Then, A ⊆ cl(∅). Thus, to simplify notation, we
assume from now on that A = ∅. When using the independence calculus developed
in Chapter 2, we will write A ↓ B for A ↓∅ B.
We begin our proof by replacing the tuple (a, b, c, x, y, z) with one boundedly
equivalent with it so that z and y become interdefinable over b. For each n we first
define an equivalence relation En on M so that xEny if and only if bcl(x) = bcl(y).
Similarly, define an equivalence relation E∗ on Meq so that xE∗y if and only if
bcleq(x) = bcleq(y).
Lemma 3.10. For each u ∈Mn, the element u/En is interdefinable with (u/En)/E∗
in (Meq)eq.
Proof. Clearly (u/En)/E∗ ∈ dcl(u/En). Suppose now a ∈ Mn is such that
(a/En)/E∗ = (u/En)/E∗. We note that for each x ∈ Mn, (bcleq(x/E)) ∩M =
bcl(x) and ((bcleq)eq((x/E)/E∗))∩Meq = bcleq(x/E). Thus, (bcleq)eq((x/E)/E∗)∩
M = bcl(x). Hence, bcl(a) = bcl(u), so a/En = u/En. We have thus seen that
(u/En)/E∗ determines u/En, so u/En ∈ dcl((u/En)/E∗).
We also note that if U(u) = 1, then U(u/En) = U((u/En)/E∗) = 1. Indeed,
u/En is interbounded with u and thus has U -rank 1. As ((u/En)/E∗) is inter-
bounded with u/En, it also has U -rank 1.
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Replace now x with x/En, y with y/En and z with z/En. The new elements are
interbounded with the old ones, so we still have a strict bounded partial quadrangle
over A. From now on, denote this new 6-tuple by (a, b, c, x, y, z).
Let a′ ∈ M be such that Lt(a′/b, z, y) = Lt(a/b, z, y) and a′ ↓ abcxyz. Then,
there are tuples c′, x′ such that Lt(a′, c′, x′/b, z, y) = Lt(a, c, x/b, z, y) and in par-
ticular, t(a′, b, c′, x′, y, z/∅) = t(a, b, c, x, y, z/∅). Thus, (a′, b, c′, x′, y, z) is a strict
bounded partial quadrangle over ∅. Similarly, we find an element c′′ ∈M such that
c′′ ↓ abcxyza′c′x′ and elements a′′, x′′ so that (a′′, b, c′′, x′′, y, z) is a strict bounded
partial quadrangle over ∅. The below picture may help the reader.
cc′′ c′
b
a
a′
a′′
z
y
x
x′′
x′
1
We will add the elements a′ and c′′ as parameters in our language, but this will
affect the closure operator and the independence notion. In our arguments, we
will be doing calculations both in the set-up we have before adding these param-
eters and the one after adding them. We will use the notation cl and ↓ for the
setup before adding the parameters, and cl∗ and ↓∗ for the setup after adding the
parameters, i.e. for any sets B,C,D, cl∗(B) = cl(B, a′, c′′) and B ↓∗C D if and only
if B ↓Ca′c′′ D. Similary, we write u ∈ dcl∗(B) if and only if u ∈ dcl(Ba′c′′) and use
the notation Cb∗(u/B) for Cb(u/Ba′c′′).
Lemma 3.11. The tuples yx′ and zx′′ are interdefinable over a′′bc′ in Meq after
adding the parameters a′ and c′′ to the language.
Proof. We first prove an auxiliary claim.
Claim 3.12. If t(z′/byc′x′) = t(z/byc′x′), then bcleq(z) = bcleq(z′) in Meq.
Proof. We will show that both z and z′ are interbounded (with respect to bcl) with
Cb(b, y/c′, x′) and thus interbounded with each other. Denote α = Cb(b, y/c′, x′).
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The set {b, c′, z} is independent. In particular, b ↓z c′. But y ∈ bcl(b, z) and
x′ ∈ bcl(c′, z). Thus, by ↓z c′x′, so α ∈ bcl(z). We also have by ↓α c′x′, so
U(by/α) = U(by/αc′x′) = U(by/c′x′) = 1,
where the second equality follows from the fact that α ∈ bcl(z) and z ∈ bcl(c′, x′).
Now α /∈ bcl(∅), since then we would have U(by/∅) = 1, contradicting our assump-
tions. Thus, α 6↓ z, and hence z 6↓ α, so z ∈ bcl(α). Hence we have seen that z is
interbounded with α = Cb(b, y/c′, x′). Since t(z′/byc′x′) = t(z/byc′x′), the same
holds for z′. Thus, z and z′ are interbounded.
By Claim 3.12, u = z/E∗ if and only if there is some w such that t(w/byc′x′) =
t(z/byc′x′) and w/E∗ = u. From this, it follows that z/E∗ ∈ dcl(byc′x′). Thus, by
Lemma 3.10, z ∈ dcl(byc′x′) ⊆ dcl(a′′bc′yx′).
For zx′′ ∈ dcl∗(a′′bc′yx′), it suffices to show that x′′ ∈ dcl∗(a′′bc′yx′z). If
t(x∗/a′′yzc′′) = t(x′′/a′′yzc′′), then bcl(x∗) = bcl(x′′) (this is proved like Claim
3.12), and thus x′′/E∗ ∈ dcl(a′′c′′yz) ⊆ dcl∗(a′′bc′x′yz) (note that dcl∗ is defined
with c′′ as a parameter). By Lemma 3.10, x′′ ∈ dcl∗(a′′bc′x′yz).
Similarly, one proves that yx′ ∈ dcl∗(a′′bc′zx′′).
Let q1 = t(yx
′/a′c′′), q2 = t(zx′′/a′c′′). We will consider Cb(yx′, zx′′/a′′bc′) as
a function from q1 to q2. To see precisely how this is done, we need to introduce
some concepts.
Suppose p and q are stationary types over some set B. By a germ of an invertible
definable function from p to q, we mean a Lascar type r(u, v) over some finite set
C, such that
• Lt(u, v) = r implies t(u/B) = p and t(v/B) = q;
• Suppose Lt(u, v) = r and D ⊂M is such that C ⊆ D. If (u′, v′) realizes r|D,
then u′ ↓B D, v′ ↓B D, v′ ∈ dcl(u′, D) and u′ ∈ dcl(v′, D).
We will denote germs of functions by the Greek letters σ, τ , etc. We note
that the germs can be represented by elements in Meq. Just represent the germ
determined by some Lascar type r, as above, by some canonical base of r. If σ
is this germ and u realizes p|σ, then σ(u) is the unique element v such that (u, v)
realizes r|σ. Note that if a realizes p|B and σ ∈ B, then σ(a) realizes q|σ, and as
σ(a) ↓σ B, the element σ(a) realizes q|B.
We note that the germs can be composed. Suppose q′ is another stationary
type over B, σ is a germ from p to q and τ is a germ from q to q′. Then, by
τ.σ we denote a germ from p to q′ determined as follows. Let u realize p|σ,τ .
Then, we may think of τ.σ as some canonical base of Lt((u, τ(σ(u)))/σ, τ). We
note that t(u, τ(σ(a)))/σ, τ) is stationary since t(u/Bστ) is stationary as a free
extension of a stationary type and since τ(σ(u)) is definable from u, σ and τ . Thus,
τ.σ ∈ dcl(σ, τ) (see the proof of Lemma 2.76), and the notation is meaningful.
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We wish to apply the above methods to the types q1 and q2, and thus we
will do a small trick to make them stationary. To simplify notation, denote for
a while d = (a, b, c, x, y, z, c′, x′, a′′, x′′). Choose now a tuple d′ ∈ Meq such that
Lt(d′/a′c′′) = Lt(d/a′c′′) and d′ ↓a′c′′ d. Now, there is some d′′ ∈ M such that
d′ = F (d′′) for some definable function F and d′′ ↓a′c′′ d. We claim that for
any subsequence e ⊆ d, the type t(e/a′c′′d′′) is stationary. Indeed, there is some
subsequence e′ ⊂ d′′ such that Lt(F (e′)/a′c′′) = Lt(e/a′c′′) for some definable
function F . Thus, t(e/a′c′′e′) (and hence t(e/a′c′′d′′)) determines Lt(e/a′c′′). Let
a′c′′d′′ ⊆ B and f1, f2 are such that t(f1/a′c′′d′′) = t(f2/a′c′′d′′) = t(e/a′c′′d′′) and
fi ↓a′c′′d′′ B for i = 1, 2. Then, Lt(f1/a′c′′) = Lt(f2/a′c′′). Since fi ↓a′c′′ d′′ for
i = 1, 2, we have by transitivity fi ↓a′c′′ B, and thus Lt(f1/B) = Lt(f2/B). So the
type is indeed stationary.
Now, we add the tuple d′′ as parameters to our language. Since it is independent
over a′c′′ from everything that we will need in the independence calculations that
will follow, the calculations won’t depend on whether we have added d′′ or not.
Thus, we may from now without loss assume d′′ = ∅ to simplify notation.
Now, we may assume q1 and q2 are stationary. We will consider Cb(yx
′, zx′′/a′′bc′)
as a germ of an invertible definable function from q1 to q2, and show that we may
without loss suppose that b = Cb(yx′, zx′′/a′′bc′). Then, we will prove that for
independent b1, b2 realizing tp(b/a
′c′′), b−11 .b2 is a germ of an invertible definable
function from q1 to q1.
Note first that as a′′ ∈ bcl(bc′′) ⊆ bcl∗(b) and c′ ∈ bcl(a′b) ⊆ bcl∗(b), we have
Cb(yx′, zx′′/a′′bc′) = Cb∗(yx′, zx′′/b). Thus, from Lemma 3.11, it follows that
the tuples yx′ and zx′′ are interdefinable over Cb∗(yx′, zx′′/b) after adding the
parameters. We will then view Cb∗(yx′, zx′′/b) as a germ of a function taking
yx′ 7→ zx′′.
We claim that after adding the parameters, b is interbounded with Cb∗(yx′, zx′′/b).
Denote now α = Cb∗(yx′, zx′′/b). Clearly, α ∈ bcl∗(b). We have yx′zx′′ ↓∗α b and
thus b ↓∗α yx′zx′′. Since b ∈ bcl∗(y, z), we have b ∈ bcl∗(α) by Theorem 2.71, (xii).
Thus, we may without loss assume that b = Cb∗(yx′, zx′′/b).
Let r = t(b/a′, c′′). If b1, b2 realize r, then by b−11 .b2 we mean the germ of
the invertible definable function from q1 to q1 obtained by first applying b2, then
b−11 . In other words, let y1x
′
1 realize q1|b1b2 , and let z1x′′1 = b2.(y1x′1). So z1x′′1
realizes q2|b1b2 . Let y2x′2 = b−11 .(z1x′′1) (i.e. z1x′′1 = b1.(y2x′2)). We may code the
germ b−11 .b2 by some canonical base of t(y1x
′
1, y2x
′
2/b1, b2, a
′, c′′), i.e. we will have
b−11 .b2 = Cb
∗(y1x′1, y2x
′
2/b1, b2). At this point, we fix the type of this canonical
base. As noted before, we have b−11 .b2 ∈ dcl∗(b1, b2).
Lemma 3.13. Let b1, b2 realize r (= tp(b/a
′c′′)), and let b1 ↓∗ b2. Then, b−11 .b2 ↓∗
bi for i = 1, 2. In particular, U(b
−1
1 .b2/a
′c′′) = 1.
Proof. Without loss of generality, b2 = b and b1 ↓∗ a, b, c, x, y, z, c′, x′, a′′, x′′. In-
deed, if the lemma holds for these tuples and b′1, b
′
2 are arbitrary realizations of
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r such that b′1 ↓∗ b′2, then there is some automorphism f ∈ Aut(M/a′c′′) such
that f(b1) = b
′
1. Then, b
′
1 ↓∗ f(b2). The type r is stationary due to the trick we
have done above, so this implies t(f(b2)/a
′c′′b′1) = t(b
′
2/a
′c′′b′1). Hence there is an
automorphism g ∈ Aut(M/a′c′′) such that g(b′1, f(b2)) = (b′1, b′2). Then, g ◦ f is an
automorphism taking (b1, b2) to (b
′
1, b
′
2) so the claim holds also for b
′
1, b
′
2.
We have a′ ↓ bzx, and thus b ↓zx a′. Since b ↓ zx, we get b ↓ a′zx. On
the other hand, c′′ ↓ a′bzx, and thus (since b ↓ a′zx) b ↓ a′c′′zx. This implies
b ↓∗ zx. Since, x′′ ∈ bcl∗(z) and c ∈ bcl∗(zx), we have b ↓∗ cxzx′′. Hence,
t(b/a′c′′cxzx′′) = t(b1/a′c′′cxzx′′) (remember that r is stationary), and there are
elements a1, y1, c
′
1, x
′
1, a
′′
1 so that
t(a1, b1, c, x, y1, z, c
′
1, x
′
1, a
′′
1, x
′′/a′c′′) = t(a, b, c, x, y, z, c′, x′, a′′, x′′/a′c′′).
To visualize this, think of the picture just before Lemma 3.11. In the picture,
keep the lines (c, x, z) and (c′′, z, x′′) fixed pointwise and move b to b1 by an au-
tomorphism fixing a′c′′. As a result, we get another similar picture drawn on top
of the first one, with new elements a1, y1, c
′
1 and a
′′
1 in the same configuration with
respect to the fixed points as a, y, c and a′′ in the original picture.
Claim 3.14. aa1bb1 ↓∗ yx′.
Proof. By similar arguments as before, one sees that y ↓a′c′′abc b1 and y ↓ a′c′′abc,
so y ↓a′c′′ abcb1 by transitivity. As a1 ∈ bcl∗(b1, c), we have (by symmertry)
aa1bb1c ↓∗ y and thus aa1bb1 ↓∗ y. As x′ ∈ bcl∗(y), we have aa1bb1 ↓∗ yx′.
Claim 3.15. y1x
′
1 ∈ bcl∗(a, a1, y)
Proof. x ∈ bcl∗(a, y), y1 ∈ bcl∗(a1, x) and x′1 ∈ bcl∗(y1).
Claim 3.16. y1x
′
1 = (b
−1
1 .b)(yx
′).
Proof. By Claim 3.14, yx′ ↓∗ bb1, so it realizes q1|bb1 . On the other hand, t(b1y1x′1/a′c′′) =
t(byx′/a′c′′) so y1x′1 ↓∗ b1. By similar arguments that were used to show that
we may assume b = Cb∗(yx′, zx′′/b), we also see that we may assume b1 =
Cb∗(y1x′1, zx
′′/b1). Thus, b : yx′ 7→ zx′′ and b1 : y1x′1 7→ zx′′.
Claim 3.17. aa1 ↓ b.
Proof. abc ↓∗ b1, and thus ab ↓∗c b1. As a1 ∈ bcl∗(b1, c), we have ab ↓∗c a1. By
similar type of calculations that we have done before, we see that a ↓ a′c′′c. Since
t(a1/a
′c′′c) = t(a/a′c′′c), we have that a1 ↓ a′c′′c. Together with ab ↓∗c a1, this
implies ab ↓∗ a1. Using the independence calculus, one can verify that b ↓ a′c′′ and
a ↓∗ b, and thus
U(aa1b/a
′c′′) = U(b/a′c′′) + U(a/ba′c′′) + U(a1/aba′c′′) = 1 + 1 + 1 = 3,
so aa1 ↓∗ b, as wanted.
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Claim 3.18. aa1 ↓ b1.
Proof. Like Claim 3.17.
Denote σ = b−11 .b. Now by Claim 3.14, yx
′ ↓∗aa1 aa1bb1. Thus, by Claim 3.15,
yx′y1x′1 ↓∗aa1 aa1bb1. On the other hand, by Claim 3.14, yx′ ↓∗bb1 aa1bb1. By Claim
3.16, y1x
′
1 ∈ bcl∗(yx′, b, b1), so yx′y1x′1 ↓∗bb1 aa1bb1. Since σ = Cb∗(yx′, y1x′1/b, b1),
we also have
σ = Cb∗(yx′, y1x′1/a, a1, b, b1).
So, σ ∈ bcl∗(a, a1) since yx′y1x′1 ↓∗aa1 aa1bb1. By Claims 3.17 and 3.18, σ ↓∗ b and
σ ↓∗ b1.
Denote now σ = b−11 .b2 (from Lemma 3.13) and let s = t(σ/a
′c′′) (note that
t(σ−1/a′c′′) = s also).
Lemma 3.19. Let σ1, σ2 be realizations of s such that σ1 ↓∗ σ2. Then, σ1.σ2
realizes s|σi for i = 1, 2.
Proof. Choose some β so that β realizes r|σ1σ2 (remember that r = tp(b/a′c′′)). As
σ1 realizes s, there are some β1, β2 realizing r such that σ1 = β
−1
1 .β2. By Lemma
3.13, σ1 ↓∗ βi for i = 1, 2. Thus, there is an automorphism fixing σ1 and mapping
β2 7→ β. Hence, there is some τ realizing r so that σ1 = τ−1.β. Similarly, we find
τ ′ realizing r so that σ2 = β−1.τ ′. Since β ↓∗ σ1, σ2 and σ1 ↓∗ σ2, we have σ1 ↓∗β σ2.
Thus, τ ↓∗β τ ′. (as τ ∈ bcl∗(σ1, β), τ ′ ∈ bcl∗(σ2, β)). On the other hand, τ ↓∗ β,
and thus τ ↓∗ τ ′. Hence, σ1.σ2 = τ−1.τ ′ which realizes s.
We still need to prove τ−1.τ ′ ↓ σi for i = 1, 2. By Lemma 3.13, τ ↓∗ σ1. Since
σ1 ∈ bcl∗(τ, β), we have τ ↓∗ β. Thus, one sees easily the set {τ, τ ′, β} is indepen-
dent over a′c′′. By Lemma 3.13, τ−1.τ ′ ↓∗ τ , so τ−1.τ ′ ↓∗ τβ. Indeed, if we would
have τ−1.τ ′ ∈ bcl∗(τ, β), then it would hold that τ ′ ∈ bcl∗(τ−1.τ ′, τ) ⊆ bcl∗(τ, β),
which contradicts the independence of the set {τ, τ ′, β}. As σ1 ∈ bcl∗(τ, β), it
follows that τ−1.τ ′ ↓∗ σ1. Similarly, τ−1.τ ′ ↓∗ σ2.
LetG be the group of germs of functions from q1 to q1 generated by {σ |σ realizes s}
(note that this set is closed under inverses and thus indeed a group).
Lemma 3.20. For any τ ∈ G, there are σ1, σ2 realizing s such that τ = σ1.σ2.
Proof. It is enough to show that if τi realize s for i = 1, 2, 3 then there are σ1, σ2
realizing s so that τ1.τ2.τ3 = σ1.σ2. Let σ realize s|τ1τ2τ3 . By Lemma 3.19, σ−1.τ2
realizes s|τ2 . Now, στ2 ↓∗τ2 τ1τ2τ3, and thus σ−1.τ2 ↓∗τ2 τ1τ2τ3. As σ−1.τ2 ↓∗ τ2,
we get σ−1.τ2 ↓∗ τ1τ2τ3. Thus, by Lemma 3.19, (σ−1.τ2).τ3 realizes s. Again by
Lemma 3.19, τ1.σ realizes s. By choosing σ1 = τ1.σ and σ2 = σ
−1.τ2.τ3, we get
σ1.σ2 = τ1.τ2.τ3.
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Consider the set
G′ = {(σ1.σ2) |σ1, σ2 are realizations of s}.
It is clearly Galois definable over a′c′′. Let E be the equivalence relation such that
for γ1, γ2 ∈ G′, (γ1, γ2) ∈ E if and only if γ1(u) = γ2(u) for all u realizing q1|γ1γ2 .
Then, G = G′/E, and G is Galois definable over a′c′′.
It remains to prove that for a generic σ1.σ it holds that U(σ1.σ2/a
′c′′) = 1. We
note first that for σ = b−11 .b2, we have U(σ/a
′c′′) = 1. Indeed, since σ ↓∗ b1, we
have
U(σ/a′c′′) = U(σ/a′c′′b1) ≤ U(b2/a′c′′b1) = 1,
where the inequality follows from the fact that σ ∈ dcl∗(b1, b2), and the last equality
from the fact that b1 ↓∗ b2. On the other hand, we cannot have σ ∈ bcl(a′c′′), since
b2 ∈ dcl(b1, σ). Thus, U(σ/a′c′′) = 1. If σ1 ↓∗ σ2, then by Lemma 3.19, σ1.σ2
realizes s, and thus U(σ1.σ2/a
′c′′) = 1. If σ1 6↓∗ σ2, then U(σ1.σ2/a′c′′) ≤ 1. This
proves the theorem.
From now on, we will use the term group configuration for a configuration as in
Definition 3.2. We will next give an example of a situation where the configuration
arises - that of a non-trivial locally modular pregeometry. For this, we need some
definitions.
Definition 3.21. Let (S, cl) be a pregeometry.
We say it is modular, if it holds for all closed sets A,B ⊆ S that
dim(A ∪B) = dim(A) + dim(B)− dim(cl(A ∩B)).
If there exists some tuple a ∈ S such that the pregeometry (S, cla) is modular,
where the operator cla is defined so that cla(A) = cl(Aa) for any A ⊆ S, then we
say the pregeometry (S, cl) is locally modular.
If a pregeometry is not locally modular, we say it is non locally modular.
It is easy to see that if V is a vector space and span is the linear span operator,
then (V, span) is modular. On the other hand, affine geometry is not modular, but
once you add the point of origin, it becomes a vector space. Thus, it is locally
modular. An algebraically closed field together with the algebraic closure operator
provides an example of a non locally modular pregeometry. For more details on
these, see e.g. [17].
Definition 3.22. Let (S, cl) be a pregeometry. We say it is trivial if it holds for
every A ⊆ S that
cl(A) =
⋃
a∈A
cl(a).
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Lemma 3.23. Suppose (M, bcl) is a non-trivial locally modular pregeometry. Then,
there exists a group configuration in M.
Proof. We may without loss assume that we have added the necessary param-
eters in our language so that (M, bcl) is modular. Let a1, . . . , an be such that
dim(a1, . . . , an) = n− 1 and every n− 1 -element subset also has dimension n− 1.
Such elements exist by non-triviality. Suppose moreover that n is the least number
so that such elements can be found. The modularity of the pregeometry is pre-
served in further localizations, so we now localize at (a3, . . . , an). Again, we may
simplify notation by assuming that these elements are parameters in our language.
Write now a = a1 and b = a2. Then, a and b are independent of each other and
bcl(a) ∪ bcl(b) ( bcl(a, b). Next, pick some element x such that it is independent
from {a, b} and t(x/a) = t(b/a).
Choose now some c ∈ bcl(a, b) \ (bcl(a) ∪ bcl(b)). We note that then, c /∈
bcl(a, x)∪ bcl(b, x). Indeed, if we had c ∈ bcl(a, x), we would have x ∈ bcl(a, c) ⊆
bcl(a, b), a contradiction. Similarly, one sees that c /∈ bcl(b, x).
Next, we choose some y ∈ bcl(a, x) \ (bcl(a) ∪ bcl(x)). Then, it will hold that
y /∈ bcl(a, b) ∪ bcl(b, c) ∪ bcl(a, c) ∪ bcl(x, b) ∪ bcl(x, c).
This is again easily seen by using the exchange property of the pregeometry.
Since the pregeometry is modular, we have
dim(bcl(x, c)∪bcl(b, y)) = dim(bcl(x, c))+dim(bcl(b, y))−dim(bcl(x, c)∩bcl(b, y)).
But
dim(bcl(x, c) ∪ bcl(b, y)) ≤ dim(x, c, b, y) = dim(x, c, b) = 3,
so dim(bcl(x, c) ∩ bcl(b, y)) ≥ 1. Let z ∈ bcl(x, c) ∩ bcl(b, y)) \ bcl(∅). Using
exchange, one shows first that
z /∈ bcl(x) ∪ bcl(c) ∪ bcl(b) ∪ bcl(y).
Then, again using exchange, one shows that
z /∈ bcl(a, x)∪bcl(a, y)∪bcl(x, y)∪bcl(a, b)∪bcl(a, c)∪bcl(b, c)∪bcl(b, x)∪bcl(c, y).
Now, (a, b, c, x, y, z) is a group configuration.
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Chapter 4
Groups in Zariski-like structures
In this chapter, we suppose that M is a monster model for a quasiminimal class
as introduced in Chapter 2. As an attempt to generalize Zariski geometries to
this context, we will present axioms for a Zariski-like structure. These axioms
capture some of the properties of the irreducible closed sets in Zariski geometries
that are needed for finding a group in that context. We then apply the group
configuration theorem from Chapter 3 to show that if M satisfies these axioms and
the pregeometry obtained from the bounded closure operator is non-trivial, then
a 1-dimensional group can be found in (Meq)eq. The argument is a modification of
the one presented for Zariski geometries in [8].
To simplify notation, we often write a ↓ b for a ↓∅ b and U(a) for U(a/∅). In
the following definition, when speaking about indiscernible sequences, we don’t
assume that they are non-trivial.
Definition 4.1. We say that an infinite-dimensional quasi-minimal pregeometry
structure (in the sense of [1] and [16]) M is Zariski-like if for each n, there is
a countable collection of subsets of Mn, called the irreducible sets satisfying the
following nine axioms:
(ZL1) The irreducible sets are Galois definable, i.e. if C ⊂ Mn is irreducible,
then f(C) = C for every f ∈ Aut(M/∅).
(ZL2) For each n and each a ∈Mn, there is some irreducible C ⊂Mn such that
a is a generic point of C (over ∅).
(ZL3) The generic elements (i.e. elements of maximal U-rank over ∅) of an
irreducible set have the same Galois type.
(ZL4) If C1, C2 are irreducible, a ∈ C1 generic and a ∈ C2, then C1 ⊆ C2.
(ZL5) If C1, C2 are irreducible, (a, b) ∈ C1 is generic, a is a generic element of
C2 and (a
′, b′) ∈ C1, then a′ ∈ C2.
(ZL6) If C ⊂Mn is irreducible and f is a coordinate permutation on Mn, then
f(C) is irreducible.
Before we can continue listing the axioms, we have to adapt the definition of
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specialization from the Zariski geometry context (Definition 1.17) to our setting.
Definition 4.2. If A ⊂ M, we say that a function f : A→ M is a specialization
if for any a1, . . . , an ∈ A and for any irreducible set C ⊆ Mn, it holds that if
(a1, . . . , an) ∈ C, then (f(a1), . . . , f(an)) ∈ C. If A = (ai : i ∈ I), B = (bi : i ∈ I)
and the indexing is clear from the context, we write A → B if the map ai 7→ bi,
i ∈ I, is a specialization.
If a and b are finite tuples and a→ b, we denote rk(a→ b) = U(a/∅)−U(b/∅).
We also present the definitions of strongly regular and strongly good specializa-
tions as generalizations of the regular and good specializations of Definition 1.22.
Definition 4.3. We define a strongly regular specialization as follows:
• Isomorphisms are strongly regular;
• If a → a′ is a specialization and a ∈ M is generic over ∅, then a → a′ is
strongly regular;
• aa′ → bb′ is strongly regular if a ↓∅ a′ and the specializations a → b and
a′ → b′ are strongly regular.
Definition 4.4. We define strongly good specializations recursively as follows.
Strongly regular specializations are strongly good. Let a = (a1, a2, a3), a
′ = (a′1, a
′
2, a
′
3),
and a→ a′. Suppose:
(i) (a1, a2)→ (a′1, a′2) is strongly good.
(ii) a1 → a′1 is an isomorphism.
(iii) a3 ∈ bcl(a1).
Then, a→ a′ is strongly good.
(ZL7) Let a→ a′ be a strongly good specialization such that U(a)− U(a′) ≤ 1.
Then any specializations ab→ a′b′, ac→ a′c′ can be amalgamated: there exists b∗,
independent from c over a, such that tg(b∗/a) = tg(b/a), and ab∗c→ a′b′c′.
(ZL8) Let (ai : i ∈ I) be independent and strongly indiscernible over b. Suppose
(a′i : i ∈ I) is strongly indiscernible over b′, and aib→ a′ib′ for each i ∈ I. Further
suppose b → b′ is a strongly good specialization and U(b) − U(b′) ≤ 1. Then,
(bai : i ∈ I)→ (b′a′i : i ∈ I).
To be able to state the last axiom, we need to recall the concept of an unbounded
set.
Definition 4.5. Denote by P<ω(I) the set of finite subsets of I.
We say that S ⊆ P<ω(I) is unbounded if for every A ∈ P<ω(I), there is some
B ∈ S such that A ⊆ B.
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(ZL9) Let κ be a (possibly finite) cardinal. Let ai, bi ∈ M with i < κ, such that
a0 6= a1 and b0 = b1. Suppose (ai)i<κ → (bi)i<κ is a specialization. Assume there
is some unbounded S ⊂ P<ω(κ) satisfying the following conditions:
(i) 0, 1 ∈ X for all X ∈ S;
(ii) For all X, Y ∈ S such that X ⊆ Y , and for all sequences (ci)i∈Y from M, the
following holds: If c0 = c1, (ai)i∈Y → (ci)i∈Y → (bi)i∈Y , and rk((ai)i∈Y →
(ci)i∈Y ) ≤ 1, then rk((ai)i∈X → (ci)i∈X) ≤ 1.
Then, there are (ci)i<κ such that
(ai)i∈κ → (ci)i∈κ → (bi)i∈κ,
c0 = c1 and rk((ai)i∈X → (ci)i∈X) ≤ 1 for all X ∈ S.
The axioms (ZL1)-(ZL6) state some general properties of the irreducible closed
sets in the Zariski geometry context. Axioms (ZL7) and (ZL8) restate Lemmas
1.24 and 1.25 in our context. Axiom (ZL9) captures Lemma 1.20 and the traces
of Compactness needed in finding the group configuration.
Remark 4.6. We note that (ZL9) implies Lemma 1.20, i.e. the usual dimension
theorem of Zariski geometry. Indeed, suppose κ = n, a finite cardinal and a =
(a0, . . . , an−1) and b = (b0, . . . , bn−1) are such that a→ b, a0 6= a1 and b0 = b1. Let
S = {n}. Then, conditions (i) and (ii) in (ZL9) hold, so we find an n-tuple c such
that a→ c→ b, U(a)− U(c) ≤ 1 and c0 = c1.
In the following, we note that Zariski-like structures are indeed generalizations
of Zariski geometries.
Example 4.7. Let D be a Zariski geometry. Since D is strongly minimal, it is also
quasiminimal. Consider the collection of closed sets in the language. Then, the
irreducible (in the topological sense) ones among them satisfy the axioms (ZL1)-
(ZL9). Indeed, the axioms (ZL1)-(ZL6) are clearly satisfied. It is well known that
on a strongly minimal structure, U-ranks and Morley ranks coincide. On a Zariski
geometry, first-order types imply Galois types. Moreover, every strongly regular
specialization is regular, and every strongly good specialization is good. Hence,
(ZL7) is Lemma 1.24 and (ZL8) is Lemma 1.25. (ZL9) holds by Compactness.
Example 4.8. Consider the model class from Example 2.2. For each n, define
the irreducible sets of Mn to be those definable with finite conjunctions of formulae
of the form xi = xj or E(xi, xj) ∧ ¬xi = xj. In addition, we require that if
E(xi, xj) ∧ ¬xi = xj belongs to the conjunction, then also E(xj, xi) ∧ ¬xi = xj
belongs there, that if both E(xi, xj) ∧ ¬xi = xj and E(xj, xk) ∧ ¬xj = xk belong
to the conjunction, then either xi = xk or E(xi, xk) ∧ ¬xi = xk belongs there, and
that if both E(xi, xj) ∧ ¬xi = xj and xi = xk belong to the conjunction, then also
E(xk, xj) ∧ ¬xk = xj belongs there.
Now, it is quite easy to verify that the class satisfies the axioms (ZL1)-(ZL9).
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4.1 Families of plane curves
We will show that in a quasiminimal structure with a non-trivial pregeometry, sat-
isfying the axioms (ZL1)-(ZL9), we can find the group configuration from Chapter
3. When doing this for non locally modular structures, families of plane curves
will play an important role.
Definition 4.9. Let C ⊂Mn+m be an irreducible set. We say an element a ∈Mn
is good for C if there is some b ∈Mm so that (a, b) is a generic element of C.
Definition 4.10. Let M be a Zariski-like structure, let E ⊆Mn be irreducible, and
let C ⊆ M2 × E be an irreducible set. For each e ∈ E, denote C(e) = {(x, y) ∈
M2 | (x, y, e) ∈ C}. Suppose now e ∈ E is a generic point. If e is good for C and
the generic point of C(e) has U-rank 1 over e, then we say that C(e) is a plane
curve. We say C is a family of plane curves parametrized by E.
We say that α is the canonical parameter of the plane curve C(e) if α =
Cb(x, y/e) for a generic element (x, y) ∈ C(e). We define the rank of the family to
be the U-rank of Cb(x, y/e) over ∅, where e ∈ E is generic, and (x, y) is a generic
point of C(e).
Definition 4.11. We say a family of plane curves C ⊂M2 ×E is relevant if for
a generic e ∈ E and a generic point (x, y) ∈ C(e) it holds that x, y /∈ bcl(e).
When proving that a one-dimensional group can be found from a Zariski-like
structure, the non locally modular case will be the difficult one. In this case,
finding the group configuration will lean heavily on the fact that not being locally
modular implies the existence of a relevant family of plane curves of rank at least
2. This fact is stated in the following lemma that is essentially the same as (ii) ⇒
(iii) of Lemma 3.4. in [11].
Lemma 4.12. Suppose M is a Zariski-like structure, and every relevant family of
plane curves on M has rank 1. Then, M is locally modular.
Proof. We prove first the following claim and then show that local modularity
follows.
Claim 4.13. If B is a finite subset of M, e is a tuple of elements of M, b, c ∈
M\bcl(∅), U((b, c)/e) = 2 and U((b, c)/Be) = 1, then there is some d ∈ (bcl(bce)∩
bcl(Be)) \ bcl(e).
Proof. We suppose first that e is a singleton. If we have b ∈ bcl(Be) or c ∈ bcl(Be),
then we may choose d = b or d = c, respectively. Assume now b, c /∈ bcl(Be).
Let f = Cb((b, c)/Be). Then, f ∈ bcl(Be) and U(bc/f) = 1. We claim that
U(f/∅) = 1. Suppose for the sake of contradiction that U(f/∅) > 1. Let C be the
locus of (b, c, Be) and let E be the locus of Be. Then, applying (ZL5), we see that
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C is a relevant family of plane curves parametrized by E. This family has rank
greater than 1, which contradicts our assumptions.
Since U(b, c/∅) = 2, we have bc 6↓ f , and thus, by symmetry, f 6↓ bc. Hence,
f ∈ bcl(bc). Since we have bc ↓ e, it follows that f ↓ e. We note that we also have
f ↓ b. Indeed, otherwise we would have f ∈ bcl(b), and thus c ∈ bcl(f, b) ⊂ bcl(b),
contradicting the fact that U(b, c/∅) = 2. Hence, by the uniqueness of the generic
type, we have t(e/f) = t(b/f), and thus there is some d ∈M such that t(ed/f) =
t(bc/f). Since c ∈ bcl(bf), we have d ∈ bcl(ef) ⊆ bcl(Be). Since f ∈ bcl(bc), we
also have d ∈ bcl(bce). Moreover, t(ed/f) = t(bc/f) implies t(ed/∅) = t(bc/∅), so
d /∈ bcl(e). So, the claim holds in the case that e is a singleton.
Suppose now e = (e0, . . . , en) is a finite tuple from M, U((b, c)/e) = 2 and
U((b, c)/Be) = 1. We now have bc 6↓e0 Be, and thus, by what we have proved
above, there is some d ∈ (bcl(bce0) ∩ bcl(Be)) \ bcl(e0). Since U((b, c)/e) = 2, we
have bc ↓e0 e. Since d ∈ bcl(bce0), this implies d ↓e0 e, so d /∈ bcl(e).
We now claim that M becomes modular after a localization. For any finite tuple
e of elements of M, denote bcle(X) = bcl(Xe) and dime(X) = dimbcle(X). We
need to prove that there is some e such that for any finite sets A and B, it holds
that
dime(A ∪B) = dime(A) + dimeB − dime(bcle(A) ∩ bcle(B)).
Our auxiliary claim expresses that if we have dime(b, c) = 2, dime(b/B) =
dime(c/B) = 1 and dime(b, c/B) = 1, then there is some d ∈ bcle(b, c) ∩ bcle(B)
such that dime(d) = 1. In other words, d proves that modularity holds in case that
A is a two-element set, A = {b, c}. Indeed, in this case, we have dime(bcle(b, c) ∩
bcle(B)) ≤ 1 since dime(b, c) = 2 and dime(b, c/B) = 1, so at most one of these
elements is in bcle(B). The existence of d proves that this dimension is actually
1, as needed for the local modularity.
In Claim 4.13, the tuple e was arbitrarily chosen, so we know that the local
modularity condition holds whenever A is a two-element set, no matter where we
localize. Suppose now the pregeometry is not locally modular. Let now A =
{a1, . . . , an}, independent over e, and suppose e, B are such that A 6↓e B forms a
counterexample which shows that the pregeometry does not become modular when
localizing at e. Moreover, assume that n is the least possible number for which we
can find sets A, B and e forming a counterexample (then, of course, n > 2). We
note that if we localize again at some finite tuple, then our assumption concerning
one-dimensionality of all plane curves still holds. Thus, we may assume that
bcl(Ae) ∩ bcl(Be) = bcl(e) (if this does not hold, then enlarge e so that it holds).
It now follows that a1 . . . an−1 6↓ean B. Indeed, if we had a1 . . . an−1 ↓ean B, then
we would have an 6↓e B (otherwise, we would get A ↓e B by transitivity), so
an ∈ bcl(Ae) ∩ bcl(Be) \ bcl(e).
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But this contradicts the assumption that A and B form a counterexample for the
modularity when localizing at e So, we have a1 . . . an−1 6↓ean B.
Localize at an. But then, since the local modularity condition holds for sets of
size n − 1, there is some k ∈ (bcl(a1, . . . , ane) ∩ bcl(B, an, e)) \ bcl(an, e). Since
k ∈ bcl(B, an, e) \ bcl(an, e), we get kan 6↓e B , which implies that there is some
d ∈ (bcl(kane) ∩ bcl(Be)) \ bcl(e) ⊆ (bcl(Ae) ∩ (Be)) \ bcl(e) = ∅,
a contradiction.
4.2 Groups from indiscernible arrays
In the non locally modular case, we are going to use a relevant family of plane
curves of rank at least 2 to build the group configuration from Chapter 3. In our
setting, it will be useful to reformulate this configuration in terms of indiscernible
arrays.
Definition 4.14. We say that f = (fij : i ∈ I, j ∈ J), where I and J are ordered
sets, is an indiscernible array over A if whenever i1, . . . , in ∈ I, j1, . . . , jm ∈ J ,
i1 < . . . < in, j1 < . . . < jm, then t((fiνjµ : 1 ≤ ν ≤ n, 1 ≤ µ,≤ m)/A) depends
only on the numbers n and m.
If at least the U-rank of the above sequence depends only on m,n, and U((fiνjµ :
1 ≤ ν ≤ n, 1 ≤ µ,≤ m)/A) = α(m,n), where α is some polynomial of m and n,
we say that f is rank-indiscernible over A, of type α, and write U(f ;n,m/A) =
α(n,m).
If (cij : i ∈ I, j ∈ J) is an array and I ′ ⊆ I, J ′ ⊆ J , we write cI′J ′ for
(cij : i ∈ I ′, j ∈ J ′). If |I ′| = m and |J ′| = n, we call cI′J ′ an m×n -rectangle from
cij.
Lemma 4.15. Let f = (fij : i, j ∈ κ) be an indiscernible array over A, and let
κ ≥ ω1. Then, for all m,n, all the m × n rectangles of f have the same Lascar
type over A.
Proof. Suppose not. Let m,n be such that all the m×n -rectangles don’t have the
same Lascar type over A. Let (Bk)k<κ be a sequence of disjoint m× n -rectangles
such that if fij ∈ Bk1 and fi′j′ ∈ Bk2 , where k1 < k2, then i < i′ and j < j′.
There is some I ⊂ κ, |I| = κ such that (Bk)k∈I is Morley over some model A ⊃ A.
Relabel the indices so that I = κ. By the counterassumption, there is some m×n
rectangle B such that t(B/A) 6= t(B0/A). Let 0 < λ < κ be such that whenever
fij ∈ B and fi′j′ ∈ Bλ, then i < i′ and j < j′. Now, B0B and B0Bλ are both
2m × 2n -rectangles, so t(B0B/A) = t(B0Bλ/A). This is a contradiction, since
Lt(B0/A) 6= Lt(B/A), Lt(B0/A) = Lt(Bλ/A) and automorphisms preserve the
equality of Lascar types.
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The following lemma will yield the connection between the indiscernible arrays
and the group configuration from Chapter 3.
Lemma 4.16. Let (fij : i, j < ω1) be an indiscernible array of elements of M, of
type α(m,n) = m + n − 1 over some finite parameter set B. Then there exists a
Galois definable 1-dimensional group in (Meq)eq.
Proof. We will show that there is in M a group configuration as in Definition
3.2, and thus a Galois definable 1-dimensional group by Theorem 3.9. Let A be a
countable model such that B ⊂ A and f ↓B A (note that we can find such a model
by constructing a sequence (ai)i<ω independent from f over B, and then taking
A = bcl(B, (ai)i<ω)). We write bclA(X) for bcl(A ∪X). To simplify notation, we
assume that B = ∅.
We prove first an auxiliary claim.
Claim 4.17. Suppose U(c/d1d2A) = U(c/d1A) = U(c/d2A). Then there exists
e ∈ bclA(d1) ∩ bclA(d2) such that U(c/eA) = U(c/d1d2A).
Proof. Let E = bclA(d1) ∩ bclA(d2). Let c = (c1, . . . , cm) and suppose c1, . . . , ck
are independent over A from d1d2 while c ∈ bclA(c1, . . . , ck, d1, d2). Then
c ∈ bclA(c1, . . . , ck, di, E)
for i = 1, 2. We will show that c ∈ bclA(c1, . . . , ck, E). Let e ∈ E be a finite tuple
such that E = bclA(e). Suppose U(d2/Ad1) = r and U(d2/A ∪ E) = r + l. We
may assume without loss of generality that d2 = e∪{d2,1, . . . , d2,r, d2,r+1, . . . , d2,r+l}
where d2,1, . . . , d2,r are independent overAd1 and d2,r+1, . . . , d2,r+l ∈ bclA(d1, d2,1, . . . , d2,r).
Now
c ∈ bcl(c1, . . . , ck, d2,1, . . . , d2,r, . . . , d2,r+l, e, a)
for some a ∈ A such that d2,r+1, . . . , d2,r+l ∈ bcl(d1, d2,1, . . . , d2,r, a). We will show
that we can move the parameters d2,1, . . . , d2,r, . . . , d2,r+l one by one to E using
automorphisms. We do this first for d2,1.
We note first that c ↓Ad1,d2,2,...,d2,r d2,1. Indeed,
U(c/Ad1) ≥ U(c/A, d1, d2,2, . . . , d2,r) ≥ U(c/A, d1, d2,1, d2,2, . . . , d2,r) = U(c/A, d1, d2) = U(c/Ad1),
so U(c/A, d1, d2,2, . . . , d2,r) = U(c/A, d1, d2,1, d2,2, . . . , d2,r).
We have d2,1 /∈ bclA(d1, d2,2, . . . , d2,r), and thus, d2,1 ↓A d1d2,2, . . . d2,r. Hence,
by transitivity,
d2,1 ↓A d1d2,2 . . . , d2,rc.
Then, there is some finite set A ⊂ A such that a ∈ A, d2,1 ↓A d1d2,2 . . . , d2,rc and
d1d2,2 . . . , d2,rc ↓A A. Let d′2,1 ∈ A be such that Lt(d′2,1/A) = Lt(d2,1/A). Now,
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there is some f ∈ Aut(M/Ad1d2,2 . . . , d2,rc) such that f(d2,1) = d′2,1. For 1 ≤ i ≤ l,
denote d′2,r+i = f(d2,r+i). Then, we have
c ∈ bcl(c1, . . . , ck, d2,2, . . . , d2,r, d′2,r+1 . . . , d′2,r+l, e, d′2,1, a).
We now repeat the above argument with d2,2 in place of d2,1. When choosing
a finite set A′ ⊂ A such that d2,2 ↓A′ d1d2,3 . . . , d2,rc and d1d2,3 . . . , d2,rc ↓A′ A, we
take care that a, d′2,1 ∈ A. After doing the argument r times, we have obtained
elements d∗2,r+1 . . . , d
′∗
2,r+l ∈ bclA(d1) such that
c ∈ bclA(c1, . . . , ck, d∗2,r+1 . . . , d∗2,r+l, e).
If d∗2,r+1 . . . , d
∗
2,r+l ∈ E, we are done.
If not, there are some numbers 0 < n ≤ m ≤ l such that (after renaming the ele-
ments in {d∗2,r+1, . . . , d∗2,r+l}\(E∪A)) we have U(d∗2,1, . . . , d∗2,n, d∗2,n+1, . . . , d∗2,m/E∪
A) = m, U(d∗2,1, . . . , d∗2,n/Ad2) = n, and d∗2,n+1, . . . , d∗2,m ∈ bclA(d2, d∗2,1, . . . , d∗2,n).
As d∗2,1, . . . , d
∗
2,n ∈ bclA(d1), we have n ≤ U(d1/E ∪ A). Thus
U(c/Ad2) ≥ U(c/A, d2, d∗2,1, . . . , d∗2,n) ≥ U(c/A, d1, d2) = U(c/Ad2),
so
c ↓Ad2 d∗2,1 . . . d∗2,n,
and thus e.g. d∗2,1 ↓A,d2,d∗2,2,...,d∗2,n c. Hence we may move d∗2,1, . . . , d∗2,n to E with the
same process as before with d2 in place of d1. We keep repeating the process, and
as at every step we move one element to E, we will eventually have moved them
all, so we get c ∈ bclA(c1, . . . , ck, E) as wanted.
From now on, we will simplify the notation by assuming that the elements of
A are symbols in our language.
Let a = f1,2, c = f2,2, y = f1,3, z = f2,3. We will find elements x and b so that
{a, b, c, x, y, z} will form a group configuration.
Let d = (f3,2, f3,3). One can compute using the type α of the array that
U(d/ay) = U(d/cz) = U(d/aczy) = 1.
Thus, by Claim 4.17, there exists x ∈ bcl(ay)∩ bcl(cz) such that U(d/x) = 1. We
prove that U(x) = 1. We have U(x) ≥ 1 since U(d) = 2. Now
3−U(x) = U(aycz/x) ≤ U(ay/x)+U(cz/x) = U(ay)+U(cz)−2U(x) = 4−2U(x),
where we use the type of the array and the fact that x ∈ bcl(ay) ∩ bcl(cz). Thus,
U(x) ≤ 1.
Let a′ = f1,1, c′ = f2,1. By the type of the array,
U(yz/ac) = U(yz/a′c′) = U(yz/aca′c′) = 1.
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By Claim 4.17, there exists b ∈ bcl(ac) ∩ bcl(a′c′) such that U(yz/b) = 1. We
prove that U(b) = 1. By the type of the array, U(yz) = 2, and thus we must have
U(b) ≥ 1. On the other hand, we have
3− U(b) = U(aca′c′/b) ≤ U(ac) + U(a′c′)− 2U(b) = 4− 2U(b),
so U(b) ≤ 1.
It is clear from the type of the array that
U(z) = U(y) = U(c) = U(a) = 1,
and
U(z, y) = U(a, c) = U(a, y) = U(c, z) = 2.
Also,
U(a, b, c) = U(a, y, x) = U(z, y, b) = U(z, c, x) = 2,
and
U(z, x, y, a, b, c) = U(z, y, a, c) = 3
by the type of the array and the choice of x and y. Thus, we are left to prove that
the rest of the pairs have U -rank 2 and that the rest of the triples have U -rank 3.
We prove first that U(a, c, y) = U(a, c, z) = 3 (and it of course follows that
U(y, c) = U(z, a) = 2). Suppose that y ∈ bcl(a, c). Consider the concatenated
sequence (fi,2fi,3)i<ω1 . Now, there is some stationary set S ⊆ ω1 and some model
B such that the sequence (fi,2fi,3)i∈S is Morley over B. Let j, k ∈ S be such
that j < k. Since the sequence (fi,2fi,3)i<ω1 is order indiscernible, there is some
automorphism g of M such that g(f1,2f1,3) = fj,2fj,3 and g(f2,2f2,3) = fk,2fk,3.
Since (fi,2fi,3)i∈S is Morley over B, there is an automorphism pi ∈ Aut(M/B) such
that pi(fj,2fj,3) = fk,2fk,3 and pi(fk,2fk,3) = fj,2fj,3. The map g
−1 ◦ pi ◦ g is an
automorphism taking f1,2f1,3 7→ f2,2f2,3, and f2,2f2,3 7→ f1,2f1,3. Hence
t(f1,3f1,2f2,2/∅) = t(f2,3f2,2f1,2/∅).
So, z ∈ bcl(a, c) and U(a, c, y, z) = 2 which is a contradiction (by the type of the
array it should be 3). One proves similarly that z /∈ bcl(a, c).
Now we prove U(c, y, z) = 3. Suppose that y ∈ bcl(z, c). Considering the con-
catenated sequence (f1,jf2,j)j<ω1 , we notice that there is an automorphism mapping
f1,2f2,2 7→ f1,3f2,3 and f1,3f2,3 7→ f1,2f2,2, and thus
t(f1,2f2,2f2,3/∅) = t(f1,3f2,3f2,2/∅).
Hence a ∈ bcl(c, z) and we get a contradiction. Similarly, U(a, y, z) = 3.
Now we prove U(x, z) = 2. Suppose not. Then, x ∈ bcl(z). We chose x so
that U(d/x) = 1. As U(d) = 2, we have U(d/z) = 1 and thus U(d, z) = 2. So,
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z ∈ bcl(d) = bcl(f3,2, f3,3). By the indiscernibility of the array, y ∈ bcl(c, z), and
we already proved this is not the case. Similarly, U(x, y) = 2.
Next we prove that U(x, y, z) = 3. If not, then z ∈ bcl(x, y) ⊆ bcl(y, a), and we
already proved this is not the case. By similar arguments, U(z, x, a) = U(x, y, c) =
U(x, a, c) = 3, and it follows that U(x, a) = U(x, c) = 2.
Now we prove that
U(a, b) = U(b, c) = U(z, b) = U(y, b) = 2.
If U(a, b) 6= 2, we would have a ∈ bcl(b) ⊆ bcl(z, y) (note that U(z, y, b) = 2),
contradicting the fact that U(a, y, z) = 3. The fact that the U -rank of the three
other pairs is also 2 is proved similarly.
We are left to prove that the rest of the triples have U -rank 3. Suppose
U(a, b, z) = 2. Then z ∈ bcl(a, b) ⊆ bcl(a, c), and we have already proved this is
not the case. One proves similarly that U(z, b, c) = U(y, a, b) = U(y, b, c) = 3.
Suppose U(b, z, x) = 2. Then, b ∈ bcl(x, z) ⊆ bcl(c, z) which is again a contra-
diction. Thus, U(b, x, z) = 3 and it follows that U(x, b) = 2. One proves similarly
that U(x, a, b) = U(x, y, b) = U(x, b, c) = 3.
Thus, we have obtained a group configuration over A. There is some finite
A ⊂ A so that the configuration is over A. Hence, we may apply Theorem 3.9 to
see that the group exists.
4.3 Finding the group
In this section we will prove that the group exists. Before doing it, we still need
to present the following technical lemma.
Lemma 4.18. Let (Aij : 1 ≤ i ≤ M, 1 ≤ j ≤ N), M,N ≥ 2, be a subarray of an
indiscernible array of size ω1×ω1 over some finite tuple b. Assume U(A;m,n/b) =
m+n for any m ≤M , n ≤ N , and that dimbclb(dcl(A12A22b)∩dcl(A11A21b)) = 2.
Let b(Aij) → b(aij) be a rank-1 specialization. Suppose Lt(aij/b) is constant
with i, j, U(aij/b) = 1 for each pair i, j, and U(a; 2, 1/b) = 2. Also assume
bAijAi′j → baijai′j is strongly good for any i, i′, j. Then a is a rank-indiscernible
array of type m+ n− 1 over b.
Proof. To simplify notation, we assume b = ∅. All the arguments are similar in
the more general case.
We prove the lemma as a series of auxiliary claims.
Claim 4.19. Let cij (i, j = 1, 2) be a 2× 2 -rectangle from a. Assume
(Aij : i, j = 1, 2)→ (cij : i, j = 1, 2)
is a rank-1 specialization. Then, U(c21c22/c11c12) ≤ 1.
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Proof. Suppose for the sake of contradiction that
U(c21c22/c11c12) = 2.(4.1)
By our assumptions on a and A, we have U(c11c21) = 2 and U(c12c22) = 2, and
U((Aij : i, j = 1, 2)) = 4. Thus, as we have a rank-1 specialization, U((cij : i, j =
1, 2)) = 3, so U(c12c22/c11c21) = 1.
By our assumptions, c11 ↓ c21 and Lt(c11) = Lt(c21). We claim that Lt(c11c21) =
Lt(c21c11) Indeed, there is some strong automorphism f1 such that f1(c11) = c21.
Let c′21 = f1(c21). We have c
′
21 ↓ c21, and thus Lt(c′21/c21) = Lt(c11/c21), so there
is some strong automorphism f2 such that f2(c
′
21c21) = c11c21. Then, f = f2 ◦ f1 is
a strong automorphism, and f(c11c21) = c21c11.
Denote c′22 = f(c22) and c
′
12 = f(c12). Let c10 and c20 be such that Lt(c10c20/c11c21) =
Lt(c′22c
′
12/c11c21) and
c10c20 ↓c11c21 c12c22.
Then, there is some strong automorphism g such that g(c′22, c
′
12, c11, c21) = (c10, c20, c11, c21).
Now g ◦ f(c22, c12, c21, c11) = (c10, c20, c11, c21), and thus
Lt(c10c20c11c21/∅) = Lt(c22c12c21c11/∅).
By ZL1, we have
c21c11c22c12 → c11c21c10c20.
Since A is an indiscernible array, we have t(A11A21A12A22) = t(A21A11A22A12) (see
the proof of Lemma 4.16), so
A11A21A12A22 → A21A11A22A12.
By our assumptions, we also have
A21A11A22A12 → c21c11c22c12.
By composing these three specializations, we get
A11A21A12A22 → c11c21c10c20.(4.2)
Of course, we also have
A11A21A12A22 → c11c21c12c22.(4.3)
By our assumptions, A11A21 → c11c21 is a strongly good specialization, and since
U(c11c21) = 2 and U(A; 2, 1) = 3, it has rank 1. Applying ZL7 to the specializations
4.2 and 4.3, we find A10 and A20 with
t(A10A20/A11A21) = t(A12A22/A11A21)
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and
A10A20 ↓A11A21 A12A22
such that (Aij : i = 1, 2, j = 0, 1, 2)→ (cij : i = 1, 2, j = 0, 1, 2), and in particular
(Aij : i = 1, 2, j = 0, 2)→ (cij : i = 1, 2, j = 0, 2).(4.4)
Next, we prove that the specialization 4.4 is actually an isomorphism. This will
lead to a contradiction, since U(A12A22) = 3 but U(c12c22) ≤ 2.
We prove first that U(Aij : i = 1, 2, j = 0, 2) = 4. Denote
X = dcl(A12A22) ∩ dcl(A11A21).
By our assumptions, dimbcl(X) = 2, and thus U(A12A22/X) = 1. As t(A10A20/A11A21) =
t(A12A22/A11A21) and X ⊆ dcl(A11A21), we have also U(A10A20/X) = 1. More-
over, U(A10A20/A11A21) = U(A12A22/A11A21) = 1, so
A10A20 ↓X A11A21.
On the other hand,
A10A20 ↓A11A21 A12A22,
so by transitivity,
A10A20 ↓X A11A21A22A12,
and therefore U(A10A20/A22A12) = U(A10A20/X) = 1, so U(Aij : i = 1, 2, j =
0, 2) = 4.
To get the contradiction, we have to prove that also U(cij : i = 1, 2, j =
0, 2) = 4. Now, we have chosen c10 and c20 so that c10c20 ↓c11c21 c12c22. By the
counterassumption (4.1), we have U(c21/c11c12c22) = 1 = U(c21), so
c12c22 ↓c11 c21,
and thus,
c10c20 ↓c11 c12c22.(4.5)
From (4.1), it follows that U(c21/c12) = 1. Thus, c21 ↓ c12, so by symmetry
c12 ↓ c21 and U(c12/c21) = 1. As Lt(c11c21c10c20) = Lt(c21c11c22c12), we have
U(c20/c11) = U(c12/c21) = 1. Thus c20 ↓ c11, and from this together with (4.5)
it follows that U(c20/c12c22) = 1. As U(c12c22) = 2, we are left to prove that
U(c10/c20c12c22) = 1, i.e. c10 ↓ c12c22c20. From (4.5) it follows that
c10 ↓c11c20 c12c22.(4.6)
Now
U(c10/c20c11c21) = U(c22/c12c21c11) = 1,(4.7)
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where the second equality follows from (4.1), so
c10 ↓c11 c20.(4.8)
From (4.6) and (4.8) it follows by transitivity that
c10 ↓c11 c12c22c20.
But now by (4.7), c11 ↓ c10, and hence c10 ↓ c12c22c20 as wanted. Thus, U(cij : i =
1, 2, j = 0, 2) = 4, so we get the contradiction and the claim is proved.
Claim 4.20. For any set ∗ of i-indices and j ≥ 2, U(a∗,j/a∗,<j) ≤ 1.
Proof. Suppose not. Then, there are some indices i 6= i′ in the index set ∗ such
that U(aijai′j/a∗,<j) = 2. In particular, U(aijai′j/ai1ai′1) = 2. Since U(a; 2, 1) = 2,
we have U(aijai′jai1ai′1) = 4 = U(A; 2, 2). Thus, AijAij′Ai1Ai′1 → aijaij′ai1ai′1 is
an isomorphism. But this contradicts the fact that U(A; 2, 1) = 3.
Claim 4.21. For any set ∗ of j-indices and i ≥ 2, U(ai,∗/a<i,∗) ≤ 1.
Proof. Suppose otherwise. Then there exist j < j′ such that U(aijaij′/a1ja1j′) = 2.
Write c11 = a1j, c12 = a1j′ , c21 = aij and c22 = aij′ . As U(c11) = 1, we have
U(c21c22c11c12) ≥ 3. Thus, (Aij : i, j = 1, 2) → (cij : i, j = 1, 2) is either an
isomorphism or a rank-1 specialization. In the first case we get a contradiction
because U(c11c21) = 2 but U(A11A21) = 3. In the second case, Claim 4.19 gives us
U(c21c22/c11c12) ≤ 1 which is also a contradiction.
Using the Claims 4.20 and 4.21 one proves by induction on m and n that any
m× n -rectangle from a has U -rank at most m + n− 1. Suppose, for the sake of
contradiction, that the inequality is strict for some m × n -rectangle. Then, by
Claim 4.20 the inequality remains strict for the m × (n + 1) rectangle obtained
by adjoining an m × 1 -array. Similarly, by Claim 4.21 it remains strict for the
(m + 1) × (n + 1) -rectangle obtained by further adjoining a 1 × (n + 1) array.
Continuing this way one finds that the inequality is strict for m = M , n = N . But
we assumed U(A;M,N) = M +N and that the specialization A→ a has rank 1,
so this is a contradiction.
Now we are ready to present our main theorem.
Theorem 4.22. Let M be a Zariski-like structure with a non-trivial pregeometry.
Then, there exists a Galois definable one-dimensional group in (Meq)eq.
Proof. If M is locally modular, then the theorem follows from Lemma 3.23.
So suppose M is non locally modular. By Lemma 4.12, there exists a relevant
family of plane curves that has rank r ≥ 2. Let α be the canonical parameter for
one of the curves in this family, and suppose U(α) = r. Let (x, y) be a generic
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point on this curve, i.e. α = Cb(x, y/α). Since the family is relevant, we have
x ↓ α, y ↓ α. We also have x ↓ y, because otherwise 1 = U(xy/∅) = U(xy/α), so
xy ↓∅ α, which would imply α ∈ bcl(∅) since α is a canonical parameter.
Let c1, . . . , cr, d1, . . . , dr be such that t(ci, di/α) = t(x, y/α) for 1 ≤ i ≤ r, and
the sequence x, c1, . . . , cr is independent over α. We claim that U(c1, d1, . . . , cr, dr) =
2r. For this, we first show that α ∈ bcl(c1, d1, . . . , cr, dr). We have c1 ∈ bcl(d1, α),
so c1 6↓α d1, and thus
U(c1/d1) = U(c1) = U(c1/α) > U(c1/d1α),
so c1 6↓d1 α. Hence, U(α/d1) > U(α/c1d1). Thus, U(α/c1d1) ≤ r − 1.
Suppose now 0 < U(α/c1d1, . . . , ckdk) ≤ r − k for some k < r. We claim that
U(α/c1d1, . . . , ckdk, ck+1dk+1) ≤ r − k − 1. Suppose towards a contradiction that
U(α/c1d1, . . . , ckdk) = U(α/c1d1, . . . , ckdk, ck+1dk+1).
Then,
ck+1dk+1 ↓c1d1,...,ckdk α.(4.9)
We have
α = Cb(ck+1dk+1/α) = Cb(ck+1dk+1/α, c1d1, . . . , ckdk),(4.10)
where the second equality follows from the fact that ck+1dk+1 ↓α c1d1, . . . , ckdk.
From (4.9) and and (4.10), it follows that α ∈ bcl(c1d1, . . . , ckdk), a contradiction.
Thus, α ∈ bcl(c1, d1, . . . , cr, dr). On the other hand,
U(α) + U(c1d1/α) + . . .+ U(crdr/α) = r + r = 2r,
so U(c1, d1, . . . , cr, dr) = 2r.
Next, we show that for 1 ≤ k ≤ r, U(α/c1, . . . , cr, d1, . . . , dk) = r − k. Indeed,
2r = U(α, c1, . . . , cr, d1, . . . , dk) = U(c1, . . . , cr, d1, . . . , dk) + U(α/c1, . . . , cr, d1, . . . , dk)
= (r + k) + U(α/c1, . . . , cr, d1, . . . , dk).
Let now C be the locus of (x, y, c1, . . . , cr, d1, . . . , dr) andE the locus of (c1, . . . , cr, d1, . . . , dr).
Then, C is a family of plane curves parametrized by E, and C(c1, . . . , cr, d1, . . . , dr)
is a curve in this family. Denote d = (c1, . . . , cr, d1, . . . , dr−2) and e0 = (dr−1, dr).
Since xy ↓α cidi for each i, we have α = Cb(x, y/c1, . . . , cn, d1, . . . , dn). It is inter-
bounded with e0 over d, and U(e0/d) = 2.
Let e ∈ E(d) be a generic element. We now write C(e; a, b) for ”(a, b) is a
generic point of C(ed)”. We write C2(e; ab, a′b′) if the following hold:
1. C(e; a, b) and C(e; a′, b′);
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2. ab ↓de a′b′;
3. Lt(ab/de) = Lt(a′b′/de).
Claim 4.23. (i) If a 6= a′ and b 6= b′, then C2(e; ab, a′b′) implies that U(aba′b′/d) =
4.
(ii) If a 6= a′ and b 6= b′, and C2(e; ab, a′b′), then deaba′b′ → deabab.
Proof. Since e is interbounded with Cb(a, b/de), we see using similar arguments
as above, that (i) holds.
For (ii), we will apply (ZL8). Let A be a model such that de ∈ A and aba′b′ ↓de
A. Then, ab ↓dea′b′ A, and since ab ↓de a′b′, we get by transitivity that ab ↓de a′b′A,
which implies ab ↓A a′b′. On the other hand, we have Lt(ab/de) = Lt(a′b′/de),
ab ↓de A and a′b′ ↓de A, so Lt(ab/A) = Lt(a′b′/A). Thus, we may extend (ab, a′b′)
to a Morley sequence over A. It follows that a′b′ and ab are strongly indiscernible
over de. Of course also ab and ab are strongly indiscernible over de (just repeat
ab arbitrarily many times to extend the sequence). Clearly dea′b′ → deab and
deab→ deab, rk(de→ de) = 0 ≤ 1, and de→ de is strongly good. Hence, we may
apply (ZL8) to get deaba′b′ → deabab.
Pick some generic point e ∈ E(d), and independent generics a0, b0, a, b ∈M such
that C2(e; ab, a0b0). Let κ be some cardinal large enough and let ai, bj, i, j < κ be a
sequence of generic elements of M independent over d such that Lt(aibj/da0b0) =
Lt(ab/da0b0) for all i, j. For each pair i, j, let fij be an automorphism fixing
a0, b0, d such that fij(a, b) = (ai, bj). Denote eij = fij(e). Then, C
2(eij; aibj, a0b0)
holds for each pair i, j. Let Aij = (ai, bj, eij), A = (Aij)i,j≥1. We will next show
that if we choose κ to be large enough, then we can find an indiscernible array of
size ω1 × ω1 such that each one of its finite subarrays is isomorphic to some finite
subarray of A.
Let λ < κ be a cardinal large enough (but not too large) for the argument
that follows. For each i < κ, denote Ai,<λ = (Aij|j < λ). Using Erdo¨s-Rado
and an Ehrenfeucht-Mostowski construction, one finds a sequence (A′i,<λ)i<ω1 such
that every finite permutation of the sequence preserving the order of the indices i
extends to some f ∈ Aut(M/da0b0). Moreover, an isomorphic copy of every finite
subsequence can be found in the original sequence (Ai,<λ)i<κ. This construction is
due to Shelah, and the details can be found in e.g. [10], Proposition 2.13. There
it is done for a sequence of finite tuples (whereas we have a sequence of sequences
of length λ), but the proof is similar in our case.
We may now without loss assume that (A′i,<λ)i<ω1 are the ω1 first elements in
the sequence (Ai,<λ)i<κ. Since we have chosen λ to be large enough, we may now
apply the same argument to (A′<ω1,j)j<λ to obtain an array (A
′′
<ω1,j
)j<ω1 . This is an
array of size ω1×ω1, indiscernible over da0b0, and we may assume it is a subarray
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of the original array A. From now on, we will use A to denote this indiscernible
array of size ω1 × ω1.
We write x→ ∗y for (x, d, a0, b0)→ (y, d, a0, b0).
Claim 4.24. Let A′ij = Ai1 for j ≥ 1. Then, A→ ∗A′.
Proof. For each i < ω1, consider the the sequence (Aij)j<ω1 . Now, there is some
cofinal set Xi ⊂ ω1 such that (Aij)j∈Xi is Morley, and thus strongly indiscernible,
over da0b0. For each j, we have Aijda0b0 → Ai1da0b0. Moreover, rk(da0b0 →
da0b0) = 0 ≤ 1 and da0b0 → da0b0 is a strongly good specialization. Also, (A′ij)j∈Xi
is strongly indiscernible (since it just repeats the same entry). Thus, by (ZL8),
there is, for each i, a specialization (Aij)j∈Xi → ∗(A′ij)j∈Xi . If we enumerate the
set Xi again, using the order type of ω1, then we get (we still use the notation
with the index set Xi to denote that the sequence so indexed is the Morley one)
(Aij)j∈ω1 → ∗(Aij)j∈Xi → ∗(A′ij)j∈Xi → ∗(A′ij)j∈ω1 ,
so in particular (Aij)j∈ω1 → ∗(A′ij)j∈ω1 .
To prove that A → ∗A′, it suffices to show (Aij)i<ω1,j∈J → ∗(A′ij)i<ω1,j∈J for
all finite J ⊂ ω1. So, let J ⊂ ω1 be finite. Since (Aij)j∈ω1 → ∗(A′ij)j∈ω1 holds
for every i, we have (Aij)j∈J → ∗(A′ij)j∈J for every i ∈ ω1. Thus, applying (ZL8)
similarly as we did above, we obtain (Aij)i<ω1,j∈J → ∗(A′ij)i<ω1,j∈J , as wanted. It
then follows that A→ ∗A′.
Claim 4.25. Let A′′ij = (a0, b0, ei1). Then, A
′ → ∗A′′.
Proof. As A′ij and A
′′
ij do not depend on j and as specializations respect repeated
entries, it suffices to show that (A′i1 : i)→ ∗(A′′i1 : i). By Claim 4.23 (ii), da0b0b1 →
da0b0b0. By Claim 4.23 (i), we have U(a0b0a1b1/d) = 4, so (d, a0, b0, b1) is a generic
point of M2r+1, and this is a strongly good specialization. It is also clearly of rank
1. By Claim 4.23 (ii), (ai, b1, ei1, d, a0, b0) → (a0, b0, ei1, d, a0, b0) for every given i.
Thus, we may apply (ZL8) similarly as in the proof of the previous claim.
Claim 4.26. If (i, j) 6= (i′, j′), then eij ↓da0b0 ei′j′.
Proof. Suppose not. By the same arguments that we used to prove Claim 4.23
(i), U(eij/da0b0) = 1, and eij ∈ bcl(da0b0aibj). From the first of these statements
it follows that eij ∈ bcl(da0b0ei′j′), since U(eij/da0b0ei′j′) < U(eij/da0b0) by the
counterassumption. From the second statement it follows that aibj dominates eij
over da0b0. Similarly, ai′bj′ dominates ei′j′ over da0b0. Suppose first i 6= i′ and
j 6= j′. Then, aibj ↓da0b0 ai′bj′ (the sequence was chosen to consist of elements
independent over d), and by domination eij ↓da0b0 ei′j′ , a contradiction.
Suppose now i = i′ and j 6= j′ (the other case is symmetric). Similarly as before,
we get that bj dominates eij over da0b0ai and bj′ dominates eij′ over da0b0ai. As
bj ↓da0b0ai bj′ , we get that eij ↓da0b0ai eij′ . Thus, to get a contradiction it suffices
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to show that ai ↓a0b0 eij, since eij ↓da0b0 ei′j′ then follows by transitivity. Suppose
not. As U(eij/da0b0) = 1, we must now have eij ∈ bcl(da0b0ai). But then we
have bj ∈ bcl(daieij) ⊆ bcl(da0b0ai) which is a contradiction since the sequence
a0, b0, ai, bj was chosen to be independent over d.
By claims (4.24) and (4.25), A → ∗A′′. We will apply (ZL9) to this special-
ization and eventually obtain an infinite rank-indiscernible array A∗ such that
A→ A∗ → A′′. The array A∗ will be of type m+n− 1 over the parameters da0b0,
as desired.
Let now A0 be a finite subarray of A containing the entry A11, and let A
′′
0 be
the corresponding finite subarray of A′′. Then, there is a specialization A0 → ∗A′′0.
After suitably rearranging the indices, we may assume that the tuple on the left
begins with “a0a1 . . .”, whereas the tuple on the right begins with “a0a0 . . .”. By
Remark 4.6, the dimension theorem holds, and thus there is a finite array A∗0 such
that da0b0A0 → d′a′0b′0A∗0 → da0b0A′′0 for some d′, a′0, b′0, A∗011 = a′0b∗1e∗11 for some
b∗1, e
∗
11, and U(A0) − U(A∗0) ≤ 1. In particular, we have da0b0 → d′a′0b′0 → da0b0.
By (ZL3) this implies that tg(da0b0/∅) = tg(d′a′0b′0/∅). Thus, we may assume that
d′a′0b
′
0 = da0b0 (if it is not, then just apply to the array A
∗
0 an automorphism
taking d′a′0b
′
0 7→ da0b0). In particular, we may assume A0 → ∗A∗0 → ∗A′′0 and
A∗011 = a0b
∗
1e
∗
11 for some b
∗
1 and e
∗
11. We next show that the assumptions of Lemma
4.18 hold for A0 and A
∗
0 over the parameters da0b0.
By the calculations made for Claim 4.23 (i), eij ∈ bcl(da0b0aibj). Thus, as
the elements ai, bj were chosen to be independent over d for i, j ≥ 0, we have
U(A; 1, 1/da0b0) = 2, and it is easy to show by induction that U(A;m,n/da0b0) =
m+n. Write C = A11A21 and C
′ = A12A22. Now U(C/da0b0) = U(C ′/da0b0) = 3,
and U(C ∩C ′/da0b0) = 2. Thus, 2 ≤ dimbcl(dcl(Cda0b0)∩ dcl(C ′da0b0)/da0b0) ≤
3. Denote X = dcl(Cda0b0) ∩ dcl(C ′da0b0), and suppose dimbcl(X/da0b0) = 3.
Since X ⊆ bcl(Cda0b0), we must have bcl(X) = bcl(Cda0b0). But this is impossi-
ble since b1 ∈ bcl(Cda0b0) \ bcl(X). Thus, dimbcl(X/da0b0) = 2.
Consider now A∗0. We will show that the assuptions posed for the array a in
the statement of Lemma 4.18 hold for A∗0 over the parameters da0b0, and it will
then follow that A∗0 is of type m+ n− 1 over the parameters. We prove first that
for any indices i, j, A∗0ij = (a0b0e
∗
ij) for some e
∗
ij.
Denote A∗0ij = (a
∗
i b
∗
je
∗
ij). Since A0 → ∗A∗0, we have a1e1jd → a∗1e∗1jd for each
j, and thus 3 = U(a1e1j/d) ≥ U(a∗1e∗1j/d) for each j. On the other hand, we
have a∗1b
∗
je
∗
1jda0b0 → a0b0e11da0b0, and thus U(a∗1e∗1j/d) ≥ U(a0e11/d) = 3, so
U(a∗1e
∗
1j/d) = 3. Similarly one shows that U(a
∗
1b
∗
je
∗
1j/d) = 3, so b
∗
j ∈ bcl(da∗1e∗1j).
Hence,
U(a∗1b
∗
je
∗
1ja0b0/d) = U(a
∗
1e
∗
1ja0b0/d) = U(a0e
∗
1ja0b0/d) = U(e
∗
1ja0b0/d),
where the second equality follows from the fact that a∗1 = a0 (this holds by
the choice of our enumeration for the specialization). As we have e1jda0b0 →
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e∗1jda0b0 → e11da0b0, we get U(e∗1ja0b0/d) = 3. Thus, a∗1b∗je∗1jda0b0 → a0b0e11da0b0
is an isomorphism for each j. Hence, for each j, b∗j = b0.
In particular, b∗1 = b0. By applying similar arguments as above to the specializa-
tion a∗i b
∗
1e
∗
i1da0b0 → a0b0ei1da0b0, we get that U(a∗i b∗1e∗i1a0b0/d) = U(e∗i1a0b0/d) = 3
for each i, so the specialization is an isomorphism for each i. Thus, a∗i = a0 for
each i.
We next show that Lt(A∗0ij/da0b0) does not depend on i, j and has U -rank 1.
The specialization A∗ → ∗A′′ also gives
e∗ije
∗
i′j′ → ∗ei1ei′1.(4.11)
Suppose i 6= i′. We have U(e∗ije∗i′j′/da0b0) ≥ U(ei1ei′1/da0b0). By Claim 4.26,
U(ei1ei′1/da0b0) = 2. As eijei′j′ → ∗e∗ije∗i′j′ , we also have U(e∗ije∗i′j′/da0b0) ≤
2. Thus, equality holds, and the specialization (4.11) is an isomorphism, so
t(e∗ije
∗
i′j′/da0b0) = t(ei1ei′1/da0b0).
We note that Lt(ei1/da0b0) = Lt(ei′1/da0b0). Indeed, there is some cofinal
subset X ⊂ ω1 such that (Ak1)k∈X is Morley over da0b0. We may without loss
assume i < i′. Let k, k′ ∈ X be such that k < k′. As (Ak1)k∈X is Morley over
da0b0, we have Lt(ek1/da0b0) = Lt(ek′1/da0b0). By the indiscernibility of the array
A over da0b0, there is some automorphism fixing da0b0 and taking (ei1, ei′1) to
(ek1, ek′1). Thus, Lt(ei1/a0b0) = Lt(ei′1/a0b0).
Hence Lt(e∗ij/da0b0) = Lt(e
∗
i′j′/da0b0), and this of course remains true if i = i
′.
It follows that Lt(A∗0ij/da0b0) does not depend on i, j. It has U -rank 1 since
t(e∗ij/da0b0) = t(ei1/da0b0).
From the above calculations we see that U(A∗0; 2, 1/da0b0) = 2. Thus, the fact
that A∗0 is of type m + n − 1 follows from Lemma 4.18 as soon as we verify that
the specialization A0ijA0i′j → ∗A∗0ijA∗0i′j is strongly good for any i, i′, j. In other
words, we must show that
(d, a0, b0, ai, ai′ , bj, eij, ei′j)→ (d, a0, b0, a0, a0, b0, e∗ij, e∗i′j)(4.12)
is strongly good. Now U(a0b0bjeijei′j/d) ≥ 5 since ai ∈ bcl(bjeijd) and ai′ ∈
bcl(bjei′jd), and the elements a0, b0, ai, ai′ , bj form an independent sequence over d
and are each independent from d. By Claim 4.26, U(a0b0eijei′j/d) = 4. Thus, bj
is independent from (d, a0, b0, eij, ei′j) and
(a0, b0, bj, eij, ei′j)→ (a0, b0, b0, e∗ij, e∗i′j)
is strongly regular because (a0, b0, eij, ei′j)→ (a0, b0, e∗ij, e∗i′j) is an isomorphism and
bj → b0 is a strongly regular specialization (bj is a generic element of M). Also
(d, bj, eij)→ (d, b0, e∗ij) is an isomorphism, and ai ∈ bcl(d, bj, eij). Thus,
(d, a0, b0, ai, bj, eij, ei′j)→ (d, a0, b0, a0, b0, e∗ij, e∗i′j)
79
is strongly good. Similarly, (d, bj, ei′j) → (d, b0, e∗i′j) is an isomorphism, and ai′ ∈
bcl(d, bj, ei′j), so the specialization 4.12 is strongly good by the recursive definition.
Hence, by Lemma 4.18, A∗0 is of type m+ n− 1 over da0b0.
Next, we apply (ZL9) to the specialization A → ∗A′′ to eventually obtain an
infinite indiscernible array of type m+ n− 1 over da0b0. Enumerate the elements
on the left side of the specialization so that a0 is the element enumerated by 0
and a1 the element enumerated by 1, and use a corresponding enumeration on the
right side (there, both the element enumerated by 0 and the element enumerated
by 1 will be a0). Let S be a collection of index sets corresponding to all m × n
subarrays of A containing the entry A11 for all natural numbers m,n. Moreover,
we add 0 to every X ∈ S. The set S is unbounded and directed, and by what
we just proved, every X ∈ S corresponds to an array A∗X of type m + n − 1 over
da0b0 (we get the correspondence by removing the element indexed by 0 from each
X). Thus, the conditions of (ZL9) hold for the set S, and hence we obtain an
infinite array A∗ where each m×n -subarray containing the entry A∗11 has U -rank
m+ n− 1 over da0b0.
We claim that A∗ is actually of type m+n− 1 over da0b0. To prove this, let A∗0
be an arbitrary m0 × n0 subarray of A∗. Then, there is some (m0 + 1)× (n0 + 1)
subarray A∗1 of A
∗ such that A∗1 contains the entry A
∗
11 and A
∗
0 is a subarray of
A∗1. We have already shown that A
∗
1 is of type m + n − 1 over da0b0. Hence,
U(A∗0/da0b0) = m0 + n0 − 1, as wanted.
If we have chosen the cardinals κ and λ large enough when starting to construct
the array A, we may assume that A and thus A∗ is big enough that we may apply
the Shelah trick again. Thus, we may without loss suppose that A∗ is indiscernible.
By Lemma 4.16, there is a 1-dimensional Galois-definable group in (Meq)eq.
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Chapter 5
An example: covers of the
multiplicative group of an
algebraically closed field
In this chapter, we show that curves on a cover of the multiplicative group of an
algebraically closed field satisfy the axioms for a Zariski-like structure. In sections
1-4 we give some results about the cover structures equipped with a topology
obtained by taking positive quantifier-free definable sets as basic closed sets. In
section 5, we develop dimension theory for these sets and discuss the connection
with the dimension on the Zariski topology of the field sort. Most of the results
in these sections have been presented previously in [4].
In section 6, we discuss bounded closures and show that the dimension given by
the pregeometry obtained from the bounded closure coincides with the dimension
obtained from the closed sets. In section 7, we apply the results to show that
a cover of the multiplicative group of an algebraically closed field is Zariski-like.
Most of the arguments are similar as those in [8].
Definition 5.1. Let V be a vector space over Q and let F be an algebraically
closed field of characteristic 0. A cover of the multiplicative group of F is a 2-
sorted structure (V, F ∗) represented by an exact sequence
0→ K → V → F ∗ → 1,
where the map V → F ∗ is given by exp, a surjective group homomorphism from
(V,+) onto (F ∗, ·) with kernel K.
We will consider a cover as a structure V in the language L = {0,+, fq, R+, R0}q∈Q,
where V consists of the elements in the vector space, 0 is a constant symbol de-
noting the zero element of the vector space V , + is a binary function symbol de-
noting addition on V , and for each q ∈ Q, fq is a unary function symbol denoting
scalar multiplication by the number q. The symbol R+ is a ternary relation sym-
bol interpreted so that R+(v1, v2, v3) if and only if exp(v1) + exp(v2) = exp(v3),
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and R0 is a binary relation symbol interpreted so that R0(v1, v2) if and only if
exp(v1) + exp(v2) = 0. Note that field multiplication is definable using vector
space addition.
However, for the sake of readability, we will be using the concepts of a vector
space V (called the cover) and a field F together with the usual algebraic notation
when expressing statements about the structure. If v = (v1, . . . , vn) ∈ V n, we
write exp(v) for (exp(v1), . . . , exp(vn)) ∈ F n.
The first-order theory of this type of cover structures is complete, submodel
complete, superstable and admits elimination of quantifiers ([22], [21]). Moreover,
with an additional axiom (in Lω1ω) stating K
∼= Z, the class is categorical in
uncountable cardinalities. This was originally proved in [21] but an error was later
found in the proof and corrected in [1]. Throughout this presentation, we will
make the assumption K ∼= Z.
5.1 Varieties and tori
We will eventually define a topology on the cover and show that the irreducible
sets of that topology satisfy our axioms. To be able to do this, we first need to
look at some properties of varieties. When using the word variety, we always mean
a Zariski closed subset of F n for some n, defined as the zero locus of some set of
polynomials (as in Chapter 1). That is, we only consider affine varieties, and we
don’t require them to necessarily be irreducible.
To be able to understand the behaviour of first-order types on the cover struc-
ture, we need to understand some properties of roots.
Definition 5.2. Let W be an irreducible variety. For any natural number n, we
say that an irreducible variety X is an n:th root of W if Xn = W .
Suppose now W is an arbitrary variety with a decomposition W = W1∪ . . .∪Wr
into irreducible components. Then, we define the n:th roots of W to be all the
unions of the form
⋃r
i=1Wi
1
n
(j), where each Wi
1
n
(j) is an n:th root of Wi.
We note that every variety has only finitely many n:th roots. Also, if W is any
variety and X is a n:th root of W , then Xn = W .
Remark 5.3. For any variety W and any nonzero natural number m, we have
log Wm =
⋃
i
mlog(Wm)
1
m
(i)
and
1
m
log(W ) =
⋃
i
log W
1
m
(i) .
To see that the first equation holds, suppose first u ∈ mlog(Wm)
1
m
(i) for some
i. Then, u = mv for some v ∈ log(Wm)
1
m
(i) and exp(u) = exp(mv) ∈ Wm. On
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the other hand, suppose u ∈ log Wm. Then, exp(u) = x for some x ∈ Wm, and
thus exp( u
m
) = x
1
m
(i) ∈ (Wm)
1
m
(j) for some m:th roots x
1
m
(i) and (W
m)
1
m
(j) of x and W
m,
respectively. Thus, u ∈ mlog((Wm)
1
m
(j)).
For the second equation, suppose first u = v
m
for some v ∈ log(W ). Then,
exp(u) is an m:th root of x for some x ∈ W . Thus, exp(u) ∈ W
1
m
(i) for some i.
On the other hand, suppose u ∈ log W
1
m
(i) for some i. Then, exp(mu) ∈ W , so
u ∈ 1
m
log W .
Let W ⊂ F n be an irreducible variety with m:th roots W
1
m
(i) . We say that an
element x ∈ F n is an m:th root of unity if each of its coordinates is an m:th root of
unity in F . We note that multiplication by m:th roots of unity permutes the m:th
roots of W . Suppose x ∈ W
1
m
(i) for some i. Then, x
m ∈ W . If ζ ∈ F n is an m:th
root of unity, then (ζx)m = xm ∈ W . Hence, ζx ∈ W
1
m
(j) for some j. Now we must
have ζW
1
m
(i) = W
1
m
(j) because W
1
m
(i) is irreducible (if different elements were mapped
into different roots in multiplication by ζ, then we could write W
1
m
(i) =
⋃
j{x | ζx ∈
W
1
m
(j)}). Note also that the image consists of the whole of W
1
m
(j) as multiplication
by ζ is an injection and the different m:th roots have the same dimension.
Suppose now W
1
m
(i) and W
1
m
(j) are two different m:th roots of W . Let x ∈ W
1
m
(i) \
W
1
m
(j). Then, there is some y ∈ W
1
m
(j) such that x
m = ym. Hence, y = ζx for some
root of unity ζ. Now, ζW
1
m
(i) = W
1
m
(j).
We can now determine quantifier-free types on the cover. One easily sees that
the following lemma holds.
Lemma 5.4. [[22]] Let (V, F ) be a cover and A ⊂ V . Let v ∈ V n with linearly
independent coordinates. Then, the quantifier free type of v over A is determined
by the formulae
exp
(v
l
)
∈ W 1l l ∈ N,
exp(v) /∈ Y Y ⊂ W, dim(Y ) < dim(W ),
mv 6= 0 m ∈ Zn,m 6= 0,
where W is the locus of exp(v) over Q(exp(A)) (the smallest field containing
exp(A)) and each W
1
l is an l:th root of W .
5.1.1 Linear sets and tori
Definition 5.5. Let a subset L of the cover sort be called linear if it can be defined
by Q-linear equations only.
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Remark 5.6. We note that for any linear set L ⊂ V n and any k = (k1, . . . , kn) ∈
Kn, it holds that L ∩ (L+ k) 6= ∅ if and only if L+ k = L. Indeed, if L+ k 6= L,
then one of the equations defining L is of the form
q1v1 + . . .+ qnvn + b = 0, qi ∈ Q, b ∈ V,
where for some 1 ≤ i ≤ n, qi 6= 0 and ki 6= 0. Now every element of L+ k satisfies
q1v1 + . . .+ qnvn + b = (q1k1, . . . , qnkn) 6= 0.
No element can satisfy both equations.
In our analysis of the definable sets on the cover it will be very useful that
every linear set will correspond to a torus on the field sort and that we can thus
use linear sets to analyze tori. Many of the definable sets on the cover are obtained
as inverse images of varieties under the map exp. Since the field element 0 does
not have an inverse image, we can do the same analysis by thinking of our varieties
as the Zariski closed subsets of the Zariski open set (F ∗)n. Thus, every time we
will be considering a variety, we will mean the Zariski closure of some such set. For
instance, we would not consider the variety W given by the polynomial xy−x = 0,
since W ∩ (F ∗)2 will already be given by the Zariski closure W ∩ (F ∗)2 which is
given by the polynomial y − 1 = 0.
We give (F ∗)n group structure by taking coordinate-wise multiplication as the
group operation. Then, we will think of any coset of a subgroup as a torus. This
gives the following definition.
Definition 5.7. Call a set T ⊆ (F ∗)m a torus if it can be defined using equations
of the form ∏
i
xi
zi = c zi ∈ Z c ∈ F ∗
If T ⊆ (F ∗)m is a torus such that T 6= (F ∗)m, we say that T is a proper torus.
We will sometimes view a torus as a variety. Then, we mean the Zariski closure
of a set that is defined as above. The ideal corresponding to this kind of a variety
is generated by polynomials of the form∏
i∈I
xi
ni − c
∏
i∈J
xi
ni ,
where c ∈ F ∗, ni ∈ N \ {0} for each i, and I, J are finite index sets such that
I ∩ J = 0.
We will say that a torus T is irreducible, if the Zariski closure of T is irreducible
as a variety (in the usual sense).
A basic property of irreducible tori is that they can be transformed in a canon-
ical form by a birational coordinate change on (F ∗)n. Namely, if T ⊆ F ∗n is an
irreducible torus, then there is a natural number k such that T can be expressed
as xi = ci for 1 ≤ i ≤ k, where ci ∈ F ∗ for each i. To show this, we first prove the
following auxiliary lemma.
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Lemma 5.8. Let z1, . . . , zn be integers and suppose 1 is the greatest integer that
divides each one of the zi. Then, there exists an n× n integer matrix A such that
the first row of A is (z1, . . . , zn) and det(A) = ±1.
Proof. We use induction on n to show that the matrix A exists. If n = 1, this is
clear as we must have z1 = ±1. Suppose now n = 2. Since gcd(z1, z2) = 1, there
are d1, d2 ∈ Z \ {0} such that d1z1 + d2z2 = 1, and we may choose
A =
(
z1 z2
−d2 d1
)
.
Suppose now the claim holds for n, and consider n+ 1. Let m = gcd(zn, zn+1).
Write z′n =
zn
m
and z′n+1 =
zn+1
m
. Let dn, dn+1 ∈ Z \ {0} be such that dnz′n +
dn+1z
′
n+1 = 1, and let
M =

1 0 . . . 0
0 1 . . . 0
...
. . .
...
0 0 . . . z′n z
′
n+1
0 0 . . . −dn+1 dn
 .
Then, det(M) = 1. Now 1 is the greatest integer dividing each one of z1, . . . , zn−1,m,
and thus by the inductive assumption, there is an integer matrix (A′)ij with
det(A′) = 1 and first row (z1, . . . , zn−1,m). Let (B)ij be the (n + 1) × (n + 1)
-matrix such that Bij = A
′
ij for 1 ≤ i, j ≤ n and Bij = δij otherwise. Then,
det(B) = det(A′) = 1, and the matrix A = BM is as wanted.
Lemma 5.9. Let T ⊂ (F ∗)m be an irreducible torus given in the coordinates
x1, . . . , xm. Then, there is a birational coordinate change given by
yi =
m∏
j=1
x
zij
j , xi =
m∏
j=1
y
z′ij
j , 1 ≤ i ≤ m, zij, z′ij ∈ Z,(5.1)
such that in the new coordinates, T is of the form
yi = ci, di ∈ Z, ci ∈ F ∗, 1 ≤ i ≤ k,
where 1 ≤ k ≤ m, and ci ∈ F ∗ for each i.
Proof. Suppose the torus T is given by the equations
m∏
i=1
x
nji
i = cj,(5.2)
where 1 ≤ j ≤ k for some k, nij ∈ Z and cj ∈ F ∗.
85
To prove the lemma, we will view the multiplicative group (F ∗)m as a Z-module
where Z acts by exponentiation. Then we look for invertible endomorphims that
would give a suitable coordinate change.
We start looking at the first one of the equations (5.2). Since T is irreducible,
1 is the greatest integer that divides each one of the n1i for 1 ≤ i ≤ m. By Lemma
5.8, there exists an integer matrix A such that the first row of A is (n11, . . . , n1m)
and det(A) = ±1. Then, the coordinate change given by A is of the form (5.1)
and transforms our equation into y1 = c1. Using Cramer’s rule, we see that A
−1
is also an integer matrix, and thus the reverse coordinate change is also given in
the form (5.1).
Since the coordinate change we have done is given by equations of the form
(5.1), all the equations in (5.2) are still in the torus form after the transformation.
Consider the second equation. After substituting y1 = c1, it will be given by
yz22 · · · yzmm = c′2
for some z2, . . . , zm ∈ Z, c′2 ∈ F ∗. Let d be the greatest integer dividing each one
of the numbers z2, . . . , zm. Then, an integer matrix with determinant ±1 and first
row ( z2
d
, . . . , zm
d
) transforms the equation into
yd2 = c
′
2,
which gives us
y2 = ζ
ia, i = 0, . . . , d− 1,
where a is a number such that ad = c′2 and ζ is a primitive d:th root of unity.
We substitute these values to the third equation to get at most d distinct
equations. Then, we deal with each one of them as we did with the second equation
above. Proceeding this way and going through all the equations, we will get T in
the new coordinates as a union of smaller tori, each given by equations of the form
yi = ci, 1 ≤ i ≤ k
for ci ∈ F ∗ and some k ≤ n. Since our coordinate change and its inverse are both
given by rational functions, it is a homeomorphism in the Zariski topology, and
thus maps irreducible sets to irreducible sets. Since we assumed T to be irreducible,
only one of the components listed is nonempty. This proves the lemma.
Remark 5.10. We note that since the coordinate change in Lemma 5.9 and its
inverse are both given by equations of the form (5.1), it maps a variety W to a
torus if and only if W is a torus.
Now it is easy to prove the following properties of tori.
Lemma 5.11. The following hold:
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(a) If T1, T2 are tori, then T1 ∩ T2 is a torus.
(b) If T is a torus, then every irreducible component of T is a torus.
(c) If T is a torus, then T has distinct m:th roots for any m. Moreover, any m:th
root of T is a torus.
(d) If T is an irreducible torus, then Tm is a torus for every natural number m.
Proof. (a) is clear from the definition.
(b) Consider an equation of the form
xz11 · · ·xznn = c, c ∈ F ∗, zi ∈ Z for 1 ≤ i ≤ n.
If the greatest integer dividing each one of the numbers z1, . . . , zn is 1, then we
may birationally transform the equation into y1 − c = 0 as in the proof of Lemma
5.9. On the other hand, if it is some d > 1, then we get
yd1 − c =
d−1∏
i=0
(y1 − ζ ia) = 0,
where ζ is a primitive d:th root of unity and a is a number such that ad = c.
From this, we see that the corresponding polynomial is irreducible if and only if
the greatest number dividing each one of the numbers z1, . . . , zn is 1. So every
polynomial in the torus form divides into irreducible factors that are also in the
torus form. This proves (b).
(c) It is enough to show this for irreducible T . Let m be a non-zero natural
number. By Lemma 5.9, the variety T
1
m (union of all roots) is defined by equations
of the form xmi − ci = 0, where ci ∈ F ∗, and is thus clearly reducible. Also, T
1
m is
clearly a torus, so the m:th roots are tori by (b).
(d) T is (without loss of generality) given by equations xi = ci for 1 ≤ i ≤ k
where k ≤ n. Now, Tm is given by the equations xi = cmi for 1 ≤ i ≤ k, and is
clearly a torus.
Remark 5.12. We note that if L ⊂ V n is linear, then exp(L) ⊂ F n is a torus.
Also, using Lemma 5.9, it is easy to see that any irreducible torus T ⊂ F n can be
written as T = exp(L) for some linear set L ⊂ V n (note that the matrix giving the
coordinate change on F ∗ can also be applied on V ).
Now we can state the following theorem that follows from Theorem 2.3. in [2].
Theorem 5.13. Let (V, F ) be a cover with (K = Z). Let (G, exp(G)) be a count-
able submodel such that G = log(exp(G)), and let h ∈ V m. Let W be the locus of
exp(h) over exp(G). Suppose W is not contained in a torus. Then the subtype of
h over G consisting of formulae exp(h
l
) ∈ W 1l is finitely determined.
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5.2 PQF-topology
By positive, quantifier free formulae, we mean first-order formulae that don’t con-
tain any negation symbols or any quantifiers. In our context this means that we
obtain all the sets definable by positive, quantifier-free formulae by first taking all
the sets defined by equations of the form
∑
i qivi = a, where qi ∈ Q and a ∈ V, or
of the form exp(v
l
) ∈ W , where W is a variety and l ∈ N, and then closing this
collection with respect to finite unions and finite intersections.
Definition 5.14. Define a topology on our structure by taking the sets definable
by positive quantifier-free first-order formulae as the basic closed sets. Call this
the PQF-topology.
We define the notion of an irreducible set in the usual way.
Definition 5.15. We say a nonempty closed set is irreducible if it cannot be
written as the union of two proper closed subsets.
Remark 5.16. We note that the PQF-topology is not Noetherian. Indeed, let
C0 = {u ∈ V | exp(u) = 1}. For i = 1, 2, . . ., denote
Ci =
{
u ∈ V | exp
( u
2i
)
= 1
}
.
Then, C0 ) C1 ) . . . is an infinite descending chain of PQF-closed sets.
The proof of the following lemma is similar to the one presented in [8] for Zariski
geometries.
Lemma 5.17. Let C1, C2 be irreducible closed sets in the PQF-topology. Then,
C1 × C2 is irreducible.
Proof. Suppose C1 × C2 = F1 ∪ F2 where F1, F2 are closed. For i = 1, 2, let
F ∗i = {a ∈ C1 | (a, x) ∈ Fi for every x ∈ C2}.
We note that F ∗1 is PQF-closed. Indeed, for each b ∈ C2, the set Db = {a ∈
C1 | (a, b) ∈ F1} is PQF-closed, and thus F ∗1 =
⋂
b∈C2 Db is closed. Similarly, F
∗
2
is closed. Let a ∈ C1. For i = 1, 2, the set Fi(a) = {x ∈ C2 | (a, x) ∈ Fi} is
PQF-closed. Now C2 = F1(a) ∪ F2(a), and thus, as C2 is irreducible, we have
either C2 = F1(a) or C2 = F2(a). Hence, for each a ∈ C1, there is an i ∈ {1, 2}
such that (a, x) ∈ Fi for every x ∈ C2. So, C1 = F ∗1 ∪F ∗2 , and as C1 is irreducible,
C1 = F
∗
i for some i. Thus, C1 × C2 = Fi.
Definition 5.18. Let W be a variety. If W has distinct n:th roots for some natural
number n, we say that W branches. We say that W stops branching at the finite
level if there is a natural number l such that the l:th roots W
1
l no longer branch.
We say W branches infinitely if it does not stop branching at the finite level.
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Suppose W is a variety, v ∈ log W . For any l, denote by W
1
l
(v) the l:th root of
W such that exp(v
l
) ∈ W
1
l
(v). If W is a variety not contained in any torus, then,
Theorem 5.13 implies that there is some number m such that for any m′ > m, the
m′:th root W
1
m′
(v) is determined by the m:th root W
1
m
(v).
Lemma 5.19 ([4]). Any set definable by a positive quantifier free formula is a
finite union of sets of the form
m · (L ∩ log W )
for some linear set L, a variety W and some m ∈ N.
Proof. On the cover sort, a basic PQF-closed subset of V m is defined by some
positive boolean combination of equations∑
i
qivi = a, exp(
v
l
) ∈ W,
where a ∈ V , W is a variety and l ∈ N.
To see this, suppose that v = (v1, . . . , vm) ∈ V m satisfies
(exp(q11v1 + . . .+ q1mvm + a1), . . . , exp(qn1v1 + . . .+ qnmvm + an)) ∈ W0
for qij ∈ Q and some variety W0 ⊂ F n. Now, qij = kijlij for some kij ∈ Z, lij ∈ N,
and we may write for each i
exp(qi1v1 + . . .+ qimvm + ai) = exp
(
v1
li1
)ki1
· · · exp
(
v1
lim
)kim
exp(ai).
By suitably changing the kij and lij (by expanding the fractions) we may assume
that lij = l for each i, j. When we substitute these values in the equations of
the variety W0 and clear the denominators (note that some of the kij might be
negative), we get equations for a new variety W such that (exp(v1
l
), . . . , exp(vm
l
)) =
exp(v
l
) ∈ W .
For any l,
exp(v) ∈ W ⇔ exp(v
l
) ∈
⋃
i
W
1
l
(i),
where the union is taken over all possible choices of the l:th root W
1
l . Hence,(
exp
(
v
l1
)
∈ W1
)
∧
(
exp
(
v
l2
)
∈ W2
)
⇔ v ∈ l1 · l2logW,
where W =
⋃
(W
1
l2
1 ∩W
1
l1
2 ) and the union is again over all possible roots. Since
we also have v ∈ L ⇔ v
l
∈ 1
l
L, this proves the lemma (note that if we have two
linear sets L1 and L2, then L1 ∩ L2 is linear).
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Corollary 5.20. [[4]] Let C be a set on the cover sort, definable by a positive,
quantifier-free first-order formula (i.e. a basic closed set in the PQF-topology).
Then exp(C) is a Zariski closed set on the field sort.
Proof. By Lemma 5.19, it suffices to consider sets of the form C = m(L∩ log W ),
where L is a linear set and W is a variety. Let T = exp(L). Then, exp(C) =
(T ∩W )m. But (T ∩W )m is the image of the Zariski closed set T ∩W under the
finite map x 7→ xm. Hence, it is Zariski closed by the Corollary of Lemma I.5.2 in
[20].
5.3 Irreducible Sets
In this section we present some basic properties of the sets irreducible on the cover.
We will show that all irreducible sets are actually definable by positive quantifier-
free formulae. First, we give a canonical way to write any irreducible variety W
as W = T ∩W ′, where T is a torus and W ′ is not contained in any proper torus.
Lemma 5.21. [[4]] Any irreducible variety W ⊂ F n can be written as W ′ ∩ T
where T is the minimal torus containing W (note that this could be F n) and W ′
is a variety not contained in any proper torus.
Proof. By Lemma 5.9, we may assume T is (without loss of generality) given by
equations xi = ci for 1 ≤ i ≤ k where k ≤ n. Let a be a generic point of W
and let I ⊆ F [xk+1, . . . , xkn ] be the ideal consisting of all polynomials f such that
f(a) = 0. Let J = 〈I〉 ⊆ F [x1, . . . , xn], the ideal generated by I in F [x1, . . . , xn].
Let W ′ be the variety associated to J . Since the ideal J does not contain any of
the polynomials xi − ci for 1 ≤ i ≤ k and since T is the minimal torus containing
W , the variety W ′ is not contained in any torus.
Remark 5.22. The variety W ′ given in the proof of Lemma 5.21 is irreducible.
Indeed, since W is irreducible, also the variety V (I) given by the ideal I is irre-
ducible. Now, W ′ = F k × V (I) which is irreducible as a Cartesian product of two
irreducible varieties.
We still need two lemmas before being able to show that irreducible sets are
definable by positive, quantifier-free formulae.
Lemma 5.23. Let T be an irreducible torus and let L ⊂ V n be a linear set such
that exp(L) = T . Then, for each m, exp( L
m
) = T
1
m
(i) for a single m:th root of T .
Proof. As T is a torus, we may, by Lemma 5.9, assume it is given by a finite set
of equations of the form
xi − ci = 0,
90
where ci ∈ F ∗. Consider the m:th roots of T for some arbitrary m. The torus
equations give us equations of the form
xi − ζij = 0,
where each ζij is an m:th root of ci (j = 1, . . . ,m). Then, each m:th root of T
satisfies exactly one of these equations for each i.
The set L
m
is given by a set of linear equations in the variables u1, . . . , un. If
it were to contain some elements a
m
and b
m
that would map into distinct roots,
then we would have for some i that exp
(
ai
m
)
= ζij but exp
(
bi
m
)
= ζij′ where
j 6= j′. This is impossible, as the linear equations defining L
m
cannot imply both
ui = dj and ui = dj′ , where dj 6= dj′ (if we choose dj, dj′ so that exp(dj) = ζij and
exp(dij′) = ζj′ , then clearly dj 6= dj′).
Lemma 5.24. Let C ⊂ V n be irreducible, and let L ⊂ V n be linear. Suppose
C ⊂ ⋃k∈Kn L+ k. Then, C ⊂ L+ k for a single k.
Proof. Suppose there are a, b ∈ C such that a ∈ L + h1, b ∈ L + h2 for some
h1, h2 ∈ Kn such that L + h1 6= L + h2. For simplicity of notation, we denote
L + h1 by L
′ and set k = h2 − h1 which allows us to denote L + h2 by L′ + k.
Denote T = exp(L′). Now T is an irreducible torus and thus, by lemma 5.9, we
may assume it is given by equations of the form
xi − ci = 0, 1 ≤ i ≤ m
for some m ≤ n.
Write k = (k1z, . . . , knz), where z is the generator of the kernel and ki ∈ Z for
each i. We may without loss suppose that k1 6= 0. Let M > 1 be a natural number
such that gcd(k1,M) = 1. By Lemma 5.23,
L′
M
maps to a single M :th root of T ,
and so does L
′+k
M
. Use coordinates u1, . . . , un for the cover sort. Then, there is an
element ζ ∈ V such that exp(ζ) = c1, every point of L′M satisfies the equation
u1 − ζ
M
= 0(5.3)
and every point of L
′+k
M
satisfies the equation
u1 − ζ + k1z
M
= 0.(5.4)
By the equation (5.3), every point of exp(L
′
M
) satisfies the equation
x1 = exp
(
ζ
M
)
,
and by the equation (5.4), every point of exp(L
′+k
M
) satisfies the equation
x1 = exp
(
ζ + k1z
M
)
.
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Since k1 is not divisible by M , we have
k1z
M
/∈ K and thus exp( ζ
M
) 6= exp( ζ+k1z
M
).
Hence, L
′
M
and L
′+k
M
map to distinct M :th roots of T .
Now, we may write
C ⊂
⋃
i
{
x | exp
( x
M
)
∈ T
1
M
i
}
,
where T
1
M
i are the distinct M :th roots of T . Since a and b are in different members
of the union, C is not contained in any single one of them. This contradicts the
irreducibility of C.
The following lemma gives a canonical form for the irreducible sets. It also
implies that in particular, they are definable.
Lemma 5.25. [[4]] An irreducible PQF-closed subset of V n has the form
L ∩m · log W,
for a linear L, a variety W which does not branch and m ∈ N.
Proof. A general PQF-closed set C is an intersection of basic PQF-closed sets. If
C is to be irreducible, we may, by Lemma 5.19, assume that each of these basic
PQF-closed sets is of the form L∩mlog W for some linear set L and some variety
W . Thus, we may write
C =
⋂
i<κ
(Li ∩milog Wi)
for some cardinal κ. By Noetherianity of the linear topology on V n, the linear
part stabilizes, so writing L =
⋂
i<κ Li, we get
C = L ∩
⋂
i<κ
milog Wi.(5.5)
By Lemma 5.21, each Wi can be written as Wi = W
′
i ∩ Ti where Ti is a torus and
W ′i is not contained in any torus. As log(W1 ∩W2) = log W1 ∩ log W2 for any
varieties W1,W2, we may assume that each Wi is itself either a torus or contained
in no torus.
If Wi is a torus for some i, then log Wi =
⋃
k∈Kn(L
′+ k), where K is the kernel
of the map exp and L′ is a linear set such that exp(L′) = Wi. Now milog Wi =⋃
k∈Kn(miL
′ + mik), and by Lemma 5.24, C ⊂ miL′ + mik for a single k. The
set miL
′ + mik is linear, so we may without loss assume it is contained in the
intersection L =
⋂
i∈I Li. Thus, we only need to consider the Wi that are not
contained in any torus.
If Wi is contained in no torus, we may assume that Wi is irreducible and that
Wi does not branch at all. Indeed, if Wi would be reducible, we could write
log Wi =
⋃
j
{x | exp(x) ∈ W ji },
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where the W ji are the irreducible components of Wi, and if it would branch for
some m, we could write
log Wi =
⋃
j
{x | exp( x
m
) ∈ W
1
m
i (j)},
where the W
1
m
i (j) are the m:th roots of W . For any varieties W1,W2 which don’t
branch at all, we have that both exp( v
m1
) ∈ W1 and exp( vm2 ) ∈ W2 if and only if
exp
(
v
m1m2
)
∈ W
1
m2
1 ∩W
1
m1
2
for the unique roots W
1
m2
1 , W
1
m1
2 of W1 and W2, respectively.
Consider now the representation (5.5). If we have W
1
m2
1 = W
1
m2
1 ∩W
1
m1
2 , then
m1log W1 ∩m2log W2 = m1log W1,
and we may drop m2log W2 from the representation (5.5). If not, then there is
some irreducible component W1,2 of W
1
m2
1 ∩ W
1
m1
2 such that exp(
C
m1m2
) ⊆ W1,2.
Write W1,2 = W
′
1,2 ∩ T1,2 where T1,2 is a torus and W ′1,2 is not contained in any
torus. Then, there is a linear set L1,2 such that C ⊂ L1,2 and exp(L1,2) = T1,2.
Now, we may replace L by L ∩ L1,2 in the representation (5.5) and only consider
W ′1,2 from now on. As W
′
1,2 is not contained in any torus, there is a number n
such that the n:th roots of W ′1,2 no longer branch. Moreover, for one of these n:th
roots, say W ∗1,2, we have that exp(
C
nm1m2
) ⊆ W ∗1,2. Thus, we may write
C = L ∩ L1,2 ∩ nm1m2log W ∗1,2 ∩
⋂
3≤i<κ
milog Wi.
We note that since W1 is irreducible and does not branch, also W
1
m2
1 is irreducible.
Thus, since definable finite-to-one maps preserve Morley ranks,
MR(W
1
m2
1 ∩W
1
m1
2 ) < MR(W
1
m2
1 ) = MR(W1),
and in particular,
MR(W ∗1,2) < MR(W1).
Now, we repeat the above process for W ∗1,2 and W3 to obtain W
∗
1,2,3 (in case we
ended up discarding m2log W2 from the representation (5.5), we do this for W1
and W3).
We claim that we can go on this way for at most finitely many steps (meaning
that we may discard all but finitely many of the milog Wi). Suppose not. Then,
we may define W ∗1,...,n for arbitrary large n (after relabeling the indices to account
for sets that were discarded from the representation (5.5)), and we always have
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MR(W ∗1,...,n) > MR(W
∗
1,...,n+1). Moreover, for each W
∗
1,...,n, there is some number
Mn so that
W1 ⊇ (W ∗1,2)M2 ⊇ . . . ⊇ (W ∗1,...,n)Mn ⊇ (W ∗1,...,n+1)Mn+1 ⊇ . . .
Since definable finite-to-one maps preserve Morley ranks, we see that the rank
drops at each inclusion above, and thus all the inclusions must be proper. This
contradicts the Noetherianity of the Zariski topology on the field sort F .
So the process eventually terminates, and we get for C a representation that is
as wanted.
Corollary 5.26. If C is a closed irreducible subset of the cover sort, then exp(C)
is an irreducible variety.
Proof. By Corollary 5.20, exp(C) is a variety. If it were reducible, then also C
would be reducible.
5.4 Irreducible Components
Since the PQF-topology is not Noetherian, we cannot speak about irreducible
components in the classical sense. However, we give a more general definition of
irreducible components that makes sense in the context of PQF-closed sets. We
then prove some basic properties of the irreducible components of sets of the form
log(W ), where W is a variety. The results in this section were presented in [4].
Definition 5.27. If C is a PQF-closed set, we say that the irreducible components
of C are the maximal irreducible subsets of C.
We will eventually prove that for any irreducible PQF -closed C and any variety
W , it holds that C is an irreducible component of log(W ) if and only if exp(C)
is an irreducible component of W . We first show that for an irreducible variety
W , the irreducible components of log(W ) are of a certain form (Theorem 5.30).
When we study a variety W , we will from now on write it as W = T ∩W ′ where
T is the minimal torus containing W and W ′ is a variety not contained in a torus.
Moreover, we will always assume the variety W ′ is obtained as in the proof of
Lemma 5.21.
We will now prove a couple of auxiliary results before proving Theorem 5.30,
which will give us more information of the irreducible components of log W for
any variety W .
Lemma 5.28. Let C,D ⊂ V n be irreducible sets. Suppose C ⊂ ⋃k∈Kn D + k.
Then, C ⊂ D + k for a single k.
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Proof. By Lemma 5.25, D = L∩mlog W for some linear set and some variety W
that does not branch. If D = L for some linear set L, then this is Lemma 5.24.
Suppose now D = mlog W for some variety W . Let k ∈ Kn. We claim that
log W +
k
m
= log(ζW ),
where ζ = exp( k
m
) is an m:th root of unity. Indeed, exp(log(W ) + k
m
) = ζW ,
so log W + k
m
⊆ log(ζW ). On the other hand, suppose u ∈ log(ζW ). Then,
exp(u) = ζx for some x ∈ W . Let u′ ∈ log(W ) be such that exp(u′) = x. Then,
there is some k′ ∈ Kn such that
u = u′ +
k
m
+ k′ = (u′ + k′) +
k
m
∈ log(W ) + k
m
,
as wanted. Thus, log W + k
m
= log(ζW ), and
mlog W + k = mlog(ζW ).
Since there are only finitely many distinctm:th roots of unity ζ, the union
⋃
k∈Kn D+
k has only finitely many distinct members. Since C is irreducible, it must be con-
tained in one of them.
Suppose next D = L ∩ mlog W for a linear set L and a variety W . We may
without loss assume the union
⋃
k∈Kn D+ k does not contain any members D+ k
such that C∩(D+k) = ∅. By the two above results, there are some k1, k2 ∈ Kn such
that C ⊆ L+k1 and C ⊆ mlog W+k2. If L+k1 6= L+k2, then (L+k1)∩(L+k2) = ∅
and hence C ∩ (D + k2) = ∅, a contradiction. Thus,
C ⊆ (L+ k1) ∩ (mlog W + k2) = (L+ k2) ∩ (mlog W + k2) = D + k2,
which proves the lemma.
Lemma 5.29. Let W = T ∩W ′ ⊂ F n be an irreducible variety, and let m be a
natural number. Then, the m:th roots of W are exactly the varieties T
1
m
(i) ∩W
′ 1
m
(j) ,
where T
1
m
(i) goes through the m:th roots of T and W
′ 1
m
(j) goes through the distinct m:th
roots of W ′.
Proof. Let X be a m:th root of W . Write X = T ′ ∩ Y , where T ′ is the minimal
torus containing X and Y is a variety not contained in any torus, obtained as in
the proof of Lemma 5.21.
Since we have Xm ⊂ T , there is some m:th root T
1
m
(i) of T such that X∩T
1
m
(i) 6= ∅.
Then,
(T
1
m
(i) ∩X)m = T ∩W = T ∩ (T ∩W ′) = T ∩W ′ = W.
Hence,
MR(T
1
m
(i) ∩X) = MR(W ) = MR(X),
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so X ∩ T
1
m
(i) = X by irreducibility of X. By minimality of T
′, we have T ′ ⊆ T
1
m
(i) .
On the other hand,
T ′m ∩ Y m = (T ′ ∩ Y )m = Xm = W,
so W ⊆ T ′m and hence T ⊆ T ′m. Thus, we must have T ′ = T
1
m
(i) .
Next, we prove that Y is a m:th root of W ′. Since Y is irreducible, it suffices to
show that Y m = W ′. By Lemma 5.9, we may assume T is given by the equations
xi = ci, 1 ≤ i ≤ k
for some k ≤ n, where ci ∈ F ∗ for each i. Then, as in the proof of Lemma 5.21,
W ′ is given by the ideal J ′W = 〈IW ′〉, where IW ′ consists of all the polynomials
f ∈ F [xk+1, . . . , xn] such that f(a) = 0 for a generic point a of W . Let JY be the
ideal corresponding to Y , obtained similarly.
Suppose b = (b1, . . . , bn) ∈ T ′ ∩ Y . Then, bm ∈ T ∩W ′, and in particular bm ∈
W ′. Thus, the tuple (bmk+1, . . . , b
m
n ) is a zero of every polynomial in IW ′ . Hence,
for every f ∈ IW ′ , the ideal IY contains the polynomial f ∗ = f(xmk+1, . . . , xmn ), so
Y m ⊆ W ′.
On the other hand, suppose Y m ( W ′, and denote by I(Y m) the ideal cor-
responding to Y m. Then, there is some polynomial g ∈ I(Y m) \ JW ′ . We may
assume g is a generator of I(Y m) and thus g ∈ F [xk+1, . . . , xn] (note that since
the projection of Y on the first k coordinates is F k, also the projection of Y m
is F k). For each b ∈ Y , g(bm) = 0, and thus g(xmk+1, . . . , xmn ) ∈ I(Y ) ⊆ I(X).
Since W = Xm, we have g(c) = 0 for a generic point c ∈ W , and hence by the
construction of W ′, g ∈ IW ′ ⊆ JW ′ , a contradiction.
Let now T
1
m
(i) be an m:th root of T and W
′ 1
m
(j) an m:th root of W
′. We will show
that T
1
m
(i) ∩W
′ 1
m
(j) is an m:th root of W . As (T
1
m
(i) ∩W
′ 1
m
(j) )
m = T ∩W ′ = W, there is
some m:th root X of W such that X ∩ (T
1
m
(i) ∩W
′ 1
m
(j) ) 6= ∅. Since
(X ∩ T
1
m
(i) ∩W
′ 1
m
(j) )
m = W ∩ T ∩W ′ = W,
we have
MR(X ∩ T
1
m
(i) ∩W
′ 1
m
(j) ) = MR(W ) = MR(X).
As X is irreducible, we must have X ⊆ T
1
m
(i) ∩W
′ 1
m
(j) . We have already proved that
X = T
1
m
(i′) ∩W
′ 1
m
(j′) for some m:th roots T
1
m
(i′) and W
′ 1
m
(j′) of T and W
′, respectively. If
T
1
m
(i′) 6= T
1
m
(i) , then T
1
m
(i′) ∩ T
1
m
(i) = ∅. Thus, we must have T
1
m
(i′) = T
1
m
(i) .
Suppose now X ( T
1
m
(i) ∩W
′ 1
m
(j) . There is some m:th root of unity ζ = (ζ1, . . . , ζn)
such that W
′ 1
m
(j) = ζW
′ 1
m
(j′). By the choice of W
′, we know that the first k coordinates
of both W
′ 1
m
(j) and W
′ 1
m
(j′) get all possible values in F . Thus, we may assume ζ1 =
96
. . . = ζk = 1. On the other hand, the n− k last coordinates of T
1
m
(i) get all possible
values in F ∗, and hence ζT
1
m
(i) = T
1
m
(i) . Thus, by multiplying the equation
T
1
m
(i) ∩W
′ 1
m
(j′) ( T
1
m
(i) ∩ ζW
′ 1
m
(j′)
successively by powers of ζ, we get
T
1
m
(i) ∩W
′ 1
m
(j′) ( T
1
m
(i) ∩ ζW
′ 1
m
(j′) ( T
1
m
(i) ∩ ζ2W
′ 1
m
(j′) ( . . . ( T
1
m
(i) ∩ ζmW
′ 1
m
(j′) = T
1
m
(i) ∩W
′ 1
m
(j′),
a contradiction.
Theorem 5.30. Let W be an irreducible variety in the field sort, and let W =
W ′ ∩ T where T is the minimal torus containing W , and W ′ is contained in no
torus. Let m be the level at which W ′ stops branching and let W
′ 1
m
(i) be the m:th roots
of W ′. Let L be linear such that exp(L) = T . Then, the irreducible components of
log W ⊂ V n are
(L+ k) ∩m · (log W ′
1
m
(i) ) k ∈ Kn.
Proof. To show that a set X is irreducible, it suffices that if X ⊂ C1∪C2 for some
closed C1, C2, then X ⊆ C1 or X ⊆ C2. We will show that if this holds whenever
C1, C2 are basic closed sets, then X is irreducible. Indeed, suppose this holds, and
let C1, C2 be arbitrary closed sets. Let C1 =
⋂
iAi and C2 =
⋂
j Bj where each Ai
and Bj is a basic closed set. Then, C1∪C2 =
⋂
i,j(Ai∪Bj). Thus, if X ⊆ C1∪C2,
we must have X ⊆ Ai ∪Bj for each pair (i, j). Suppose now X 6⊆ C1. Then, there
is some index i0 such that X 6⊆ Ai0 . But we have X ⊆ Ai0 ∪ Bj for each j, and
thus, as the claim holds for basic closed sets, we must have X ⊆ Bj for each j,
and hence X ⊆ C2.
We divide the analysis into three cases:
(a) W = T , a torus.
(b) W is not contained in any torus
(c) W = T ∩ W ′, where T is the minimal torus containing W and W ′ is not
contained in any torus.
(a)
Suppose W = T , a torus. We must show that L is irreducible and that it is
maximal irreducible in log T . By Lemma 5.19, basic closed sets are finite unions
of sets of the form L′ ∩ mlog W where L′ is a linear set and W is a variety. So
suppose L ⊂ ⋃ri=1 Li ∩milog Wi for some linear sets Li and varieties Wi. We may
assume that L ∩ (Li ∩milog Wi) 6= ∅ for each i.
Denote m =
∏r
i=1mi. Now, for each i,
milog Wi = mlog W
1∏
j 6=i mj
i ,
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where on the right hand side we have the union of all possible (
∏
j 6=imj):th roots.
Denote now W
1∏
j 6=i mj
i = W
′
i (note that again we have the union of all roots). Now
we have
L ⊂
r⋃
i=1
Li ∩mlog W ′i ,
and so
L
m
⊂
r⋃
i=1
Li
m
∩ log W ′i ,
which gives us
exp
(
L
m
)
⊂
r⋃
i=1
exp
(
Li
m
)
∩W ′i .
By Lemma 5.23, exp( L
m
) = T
1
m
(j) for some single m:th root T
1
m
(j) of T . Denote from
now on this m:th root simply by T
1
m . For each Li, there is a torus Ti such that
exp(Li) = Ti. Again, exp(
Li
m
) is a single m:th root of this torus, and we denote it
simply by T
1
m
i .
Since T is irreducible, T
1
m is also irreducible, and thus we must have
exp
(
L
m
)
= T
1
m ⊂ T
1
m
i ∩W ′i
for some single i. This means that
L
m
⊂ log T 1m ⊂
( ⋃
k∈Kn
Li
m
+ k
)
∩ log W ′i ,
so L
m
⊂ ⋃k∈Kn Lim + k and Lm ⊂ log W ′i .
Now, as L
m
⊂ ⋃k∈Kn Lim + k and Lm is irreducible in the linear topology of the
vector space, we must have L
m
⊂ Li
m
+ k for a single k (note that the vector space
is a compact structure). But now Li
m
+ k = Li
m
. Indeed, if Li
m
+ k 6= Li
m
, then by
Remark 5.6, (Li
m
+k)∩ Li
m
= ∅. But then, as L
m
⊂ Li
m
+k, we must have L
m
∩ Li
m
= ∅,
which is a contradiction since we assumed that L∩ (Li ∩milog Wi) 6= ∅. Thus, we
must have Li
m
+ k = Li
m
and so L ⊂ Li. Moreover, we have
L ⊆ mlog W ′i = milog Wi,
and hence L ⊆ Li ∩milog Wi, as wanted.
As for the maximality of L, suppose
L ( I ⊂ log T =
⋃
k∈Kn
L+ k,
where I is a closed set. Now there is some k such that L+k 6= L and I∩(L+k) 6= ∅.
By Lemma 5.28, I is reducible.
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(b)
Suppose nowW is not contained in any torus. We need to prove thatmlog(W
1
m )
is a maximal irreducible subset of log W , where W
1
m is a choice of the m:th root of
W for m the level where W stops branching. Since m·log(W 1m ) is irreducible if and
only if log W
1
m is irreducible, we only need to show that the latter is irreducible.
From now on, denote X = W
1
m . We note that X is not contained in any torus as
it does not branch.
Suppose now log X ⊆ ⋃ri=1 Li∩milog Wi, for linear Li and varieties Wi. Again,
we find a number m′ and varieties W ′i such that m
′log W ′i = milog Wi for each i.
Then, we get
X
1
m′ ⊆
r⋃
i=1
T
1
m′
i ∩W ′i ,
where T
1
m′
i = exp(
Li
m′ ) (note that by Lemma 5.23 this is just one single m:th root).
As X
1
m′ is irreducible, we must have X
1
m′ ⊂ T
1
m′
i ∩W ′i for a single i. But now, as
X does not branch, X
1
m′ cannot branch either so it cannot be contained in any
(proper) torus. Hence, we must have T
1
m′
i = (F
∗)n which means Li = V n. Thus,
we have X
1
m′ ⊂ W ′i , so
1
m′
log X = log X
1
m′ ⊆ log W ′i ,
where the equality holds because X does not branch. This gives us
log X ⊆ m′log W ′i = milog Wi = V n ∩milog Wi = Li ∩milog Wi.
For maximality, suppose
W
1
m
(i) ( I ⊂ log W =
⋃
i
mlog W
1
m
(i) .
Now I ∩ (W
1
m
(j) \W
1
m
(i) ) 6= ∅ for some j 6= i. Thus,
I =
⋃
i
{
x ∈ I | exp
( x
m
)
∈ W
1
m
(i)
}
,
where at least two of the sets are distinct, so I is not irreducible.
(c)
Suppose now W = T ∩W ′ where T is the minimal torus containing W and W ′
is a variety not contained in any torus, obtained as in the proof of Lemma 5.21.
Let L be such that exp(L) = T , and let W ′
1
m be a choice of the m:th root of W ′
for m the level where W ′ stops branching. We will prove that L ∩mlogW ′ 1m is a
maximal irreducible subset of log W .
We note first that L∩mlogW ′ 1m is irreducible if and only if L
m
∩ logW ′ 1m is. We
denote X = W ′
1
m and prove that L
m
∩ log X is irreducible. (Note that X does not
branch.)
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Suppose L
m
∩ logX ⊂ ⋃ri=1 Li ∩ milog Wi for linear Li and varieties Wi. As
before, we find a number m′ and varieties W ′i so that milog Wi = m
′log W ′i for
each i. We get that
L
mm′
∩ 1
m′
logX ⊂
r⋃
i=1
Li
m′
∩ log W ′i ,(5.6)
and thus
T
1
mm′ ∩X 1m′ ⊂
r⋃
i=1
T
1
m′
i ∩W ′i ,
where T
1
mm′ = exp( L
mm′ ) is a single mm
′:th root of T and for each i, T
1
m′
i = exp(
Li
m′ )
is a single m′:th root of Ti (by Lemma 5.23). As X does not branch, also X
1
m′ is
a single m′:th root of X, and thus a single mm′:th root of W ′. By Lemma 5.29,
T
1
mm′ ∩X 1m′ is a single mm′:th root of T ∩W ′, and thus irreducible. Hence,
T
1
mm′ ∩X 1m′ ⊆ T
1
m′
i ∩W ′i(5.7)
for a single i.
As W ′ is not contained in any torus, X
1
m′ is not contained in any torus either
(otherwise it, and thus W ′, would branch infinitely). Moreover, T
1
mm′ is a torus.
We claim that it is the minimal torus containing T
1
mm′ ∩X 1m′ . Suppose T ′ is some
torus such that T
1
mm′ ∩ X 1m′ ⊆ T ′. Then, T ∩W ′ ⊆ T ′mm′ , and thus T ⊆ T ′mm′
as T is the minimal torus containing W = T ∩W ′. Hence, T 1mm′ ⊆ (T ′mm′)
1
mm′
(i) for
some mm′:th root (T ′mm
′
)
1
mm′
(i) of T
′mm′ . The torus T ′ is one of the mm′:th roots
of T ′mm
′
, and as T
1
mm′ ∩ X 1m′ ⊆ T ′, we have T ′ ∩ T 1mm′ 6= ∅. Since the distinct
mm′:th roots of the torus T ′ do not intersect, we must have T
1
mm′ ⊆ T ′. Thus,
T
1
mm′ is the minimal torus containing T
1
mm′ ∩X 1m′ .
Since X does not branch, we have log X
1
m′ = 1
m′ log X, and thus by taking
logarithms we get from (5.7)
L
mm′
∩ 1
m′
logX ⊆
( ⋃
k∈Kn
Li
m′
+ k
)
∩ logW ′i .
Since T
1
mm′ is the minimal torus containing T
1
mm′ ∩X 1m′ , (5.7) also gives T 1mm′ ⊆
T
1
m′
i and hence
L
mm′
⊆
⋃
k∈Kn
Li
m′
+ k.
Since the vector space is a compact structure and linear sets are irreducible there,
we must have L
mm′ ⊂ Lim′ + k for a single k. We may assume that the union
in the representation (5.6) does not contain any redundant members and thus
L
mm′ ∩ Lim′ 6= ∅. Then, Lim′ + k = Lim′ and thus Lmm′ ⊂ Lim′ . It follows that
L
mm′
∩ 1
m′
logX ⊂ Li
m′
∩ logW ′i ,
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and hence
L
m
∩ logX ⊂ Li ∩milogWi,
as wanted.
For maximality, let L ∩mlogW ′
1
m
(i) ( I ⊆ log W , where I is a closed set. Then,
there either is some k ∈ Kn such that L + k 6= L and (L + k) ∩ I 6= ∅, or
I ∩ (mlog W ′
1
m
(j) \mlog W
′ 1
m
(i) ) 6= ∅ for some j 6= i. In both cases, I is reducible.
Corollary 5.31. If W ⊆ F n is a variety and C ⊆ V n is an irreducible subset of
the cover sort, then C is an irreducible component of log W if and only if exp(C)
is an irreducible component of W .
Proof. Suppose firstW is irreducible. If {Ci | i ∈ ω} are the irreducible components
of log W, then by Theorem 5.30, exp(Ci) = W for each Ci.
Assume now exp(C) = W . Then, log W =
⋃
k∈Kn C + k. Let X be an irre-
ducible component of log(W ). By Lemma 5.28, X ⊆ C+k for some k ∈ Kn. Since
X is a maximal irreducible subset of log(W ), we must have X = C + k. If there
were some irreducible set Y such that C ( Y ⊆ log(W ), then X ( Y +k ⊆ log(W ),
a contradiction. Thus, C is an irreducible component of log(W ).
Suppose now
W = W1 ∪ . . . ∪Wr,
written as the union of its irreducible components. Then,
log W = log W1 ∪ . . . ∪ log Wr.
We will show that C is an irreducible component of log W if and only if it is
an irreducible component of log Wi for some i. Indeed, if C is an irreducible
component of log Wi for some i and not an irreducible component of log W , then
there is some irreducible C ′ ⊂ log W so that C ( C ′ and C ′ 6⊆ log Wi. But now
we may write C ′ =
⋃r
i=1(C
′ ∩ log Wi), where at least two members of the union
are distinct. This contradicts the irreducibility of C ′.
On the other hand, any irreducible component of log W must be contained in
log Wi for some i, and is hence an irreducible component of log Wi. Thus, C is
an irreducible component of log W if and only if C is an irreducible component of
log Wi for some i. Since we assumed the claim holds for irreducible varieties, this
is equivalent to the statement that exp(C) = Wi for some i.
Remark 5.32. Note that from Corollary 5.31 it follows that any irreducible PQF-
closed set C on the cover sort is an irreducible component of log(exp(C)).
5.5 Dimension Analysis
In this section, we define dimensions for the PQF-closed sets much in the same way
that they are defined in the Noetherian case. We then prove that the dimension
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of a PQF-closed set is equal to the dimension of its image under the map exp
(where the latter is defined as in Chapter 1), and that the axiom (Z3) of Zariski
geometries holds for PQF-closed sets on the cover.
Lemma 5.33. There are no infinite descending chains of irreducible closed subsets
of the cover sort V .
Proof. Suppose C1 ) C2 ) . . . is an infinite descending chain of irreducible closed
sets on V . Denote Wi = exp(Ci). Then, Wi is an irreducible variety, and we get
that
W1 ⊇ W2 ⊇ . . .
Since there are no infinite descending chains of closed sets on the field sort F , there
is a number m such that
Wm = Wm+1 = Wm+2 = . . . .
Thus, exp(Cm) = exp(Cm+1). Both Cm and Cm+1 are irreducible, and thus, by
Remark 5.32, they both are irreducible components of log(Wm). But this is im-
possible as Cm+1 ( Cm and irreducible components were defined to be maximal
irreducible subsets.
Definition 5.34. If C is an irreducible, closed and nonempty set on the cover
sort, we define the dimension of C inductively as follows:
• dim(C) ≥ 0,
• dim(C) = sup {dim(F ) + 1 |F ( C,F closed, irreducible and nonempty }.
We define the concepts of locus and rank the same way as it was done for Zariski
geometries in Chapter 1.
Definition 5.35. Let a ∈ V n, A ⊂ V . By the locus of a over A, we mean the
smallest PQF-closed subset definable over A containing a. When not specified, we
assume the set A to be empty.
We define rk(a/A) = dim(C), where C is the locus of a over A. We write rk(a)
for rk(a/∅).
We now prove that the dimension of an irreducible PQF-closed set equals the
dimension of its image under the map exp (where the latter is calculated as in
Chapter 1).
Lemma 5.36. Let C ⊂ V n be an irreducible PQF-closed subset of the cover sort.
Then,
dim(C) = dim(exp(C)).
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Proof. Let dim(C) = n, and let C0 ( C1 ( . . . ( Cn = C be a maximal chain of
irreducible closed sets in C. Then,
exp(C1) ( . . . ( exp(Cn) = exp(C),
where the fact that the inclusions are proper is shown similarly as in the proof of
Lemma 5.33. Thus, dim(C) ≤ dim(exp(C)).
We prove the other inequality by induction on dim(exp(C)). Suppose first
dim(exp(C)) = 0. Then, exp(C) = {x} for some x ∈ (F ∗)n. Let v ∈ V n be such
that exp(v) = x. By Corollary 5.31, C is an irreducible component of log({x}).
Hence, C = {v + k} for some k ∈ K, so dim(C) = 0.
Suppose now dim(exp(C)) ≤ dim(C) whenever dim(exp(C)) = n. Assume
dim(exp(C)) = n + 1. Denote exp(C) = W . There is some irreducible W ′ ( W
such that dim(W ′) = n. Since W ′ ( W , there is some irreducible Y ( C such
that exp(Y ) = W ′. By the inductive hypothesis,
dim(Y ) ≥ dim(W ′) = n.
As Y ( C, we have dim(C) ≥ n+ 1.
In a Noetherian topology, closed sets have finitely many irreducible compo-
nents. We now prove that in our context the PQF-closed sets have countably
many irreducible components.
Lemma 5.37. Any basic PQF-closed set has countably many irreducible compo-
nents.
Proof. Let D be basic a PQF-closed set. We will do a construction that yields
all the irreducible components of D. Let W0 = exp(D). For each irreducible
component W ′0 of W0, let C0i, i < ω, be the irreducible components of log W
′
0 (by
Theorem 5.30, there are countably many of these). For each i, consider C0i ∩D.
If C0i ∩ D = C0i, then C0i is an irreducible component of D. Indeed, C0i is
irreducible, and if we have C0i ⊆ C ′0i for some irreducible set C ′0i ⊂ D, then we
must have C ′0i ⊆ log W ′0 (otherwise we could write C ′0i =
⋃n
j=1{x | exp(x) ∈ W ′j},
where W ′1, . . . ,W
′
n are the irreducible components of W0). Since C0i is a maximal
irreducible set in log W ′0, we have C0i = C
′
0i.
If C0i∩D 6= C0i, then W1 = exp(C0i∩D) ( W ′0, and hence dim(W1) < dim(W ′).
We now repeat the process with C0i ∩D in place of D, looking at the irreducible
components W ′1 of W1. At each iteration step, the dimension of the image under
the exponential map drops, so eventually the process must terminate. Thus, at
some point we will have found an irreducible variety W ′n such that D ∩ Cni = Cni
for some irreducible component Cni of log W
′
n. We claim that Cni is an irreducible
component of D.
Suppose there is some irreducible set Y such that Cni ⊆ Y ⊆ D. Since Y is
irreducible, we have Y ⊂ (D ∩ C0i) for one of the irreducible components C0i of
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log W ′0. Since Cni ⊆ Y , the component C0i must be the one containing Cni. By
the construction, we have either Y = C0i, in which case n = 0 and D = C0i, or
Y ⊆ C0i ∩ D ( C0i. In the latter case, Y ⊆ log W ′1, where W ′1 is the irreducible
component of W1 containing exp(Cni), and thus Y ⊆ C1i for some irreducible
component C1i of log W
′
1. Now we repeat the process. Going down like this, we
eventually get Y = Cni.
At each step, we need to consider the finitely many irreducible components of
some variety X and the countably many irreducible components of log X. There-
fore, in the process, we have obtained countably many irreducible components
of D. We will show that these are all the irreducible components. For this, it
suffices that an arbitrary irreducible set C ⊆ D is included in one of the com-
ponents obtained in the construction. We have C ⊆ log W ′r for some r. Assume
moreover that r is the largest possible such number. By Theorem 5.30, log W ′r
can be written as the union of its irreducible components, which are of the form
(L + k) ∩ mlog(W
1
m
(i) ), where L is a linear set, k ∈ K, and W is a variety not
contained in any torus. By Lemma 5.28, C ⊆ L + k for a single k. Since W has
only finitely many m:th roots, we also have C ⊂ mlog(W
1
m
(i) ) for a single i. Thus, C
is contained in a single irreducible component Crj of log W
′
r. Since r was assumed
to be maximal, Crj ∩D = Crj, and thus Crj is an irreducible component of D.
Remark 5.38. Let D be a PQF-closed set, and let C be an irreducible component
of D. Then, exp(C) ⊆ exp(D), so
dim(C) = dim(exp(C)) ≤ dim(exp(D)).
Definition 5.39. For an arbitrary PQF-closed set C, we define dim(C) to be the
maximum dimension of the irreducible components of C (by Remark 5.38, this is
a finite number).
For any PQF-closed set C, we say that an element a ∈ C is generic if rk(a/log F0) =
dim(C), where F0 is the smallest algebraically closed subfield of F such that C is
definable over log(F0).
It is now easy to see that for an arbitrary PQF-closed set D, it holds that
dim(D) = dim(exp(D)).
In the context of Chapter 3, we gave a different definition for generic elements
(in the context of a quasiminimal class). We will later show that we can assume
that our structure V is a monster model for a quasiminimal class and that the
above definition actually coincides with the one given in Chapter 3.
Now we can prove that the Dimension Theorem (i.e. axiom (Z3) of Zariski
geometries) holds on the cover sort.
Theorem 5.40 (Dimension Theorem, [4]). Let C1, C2 ⊂ V n be closed and irre-
ducible. Let X be a non-empty irreducible component of C1∩C2. Then, dim(X) ≥
dim(C1) + dim(C2)− n.
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Proof. Let C1, C2 ⊂ V n be closed and irreducible. Let X be a non-empty irre-
ducible component of C1 ∩ C2. The theorem holds on the field sort, and thus,
by Lemma 5.36, it suffices to show that exp(X) is an irreducible component of
exp(C1) ∩ exp(C2). For i = 1, 2, denote Ci = Li ∩ milog Wi, where Li is linear,
Wi does not branch. By Corollary 5.31 and Theorem 5.30, we may assume that
Ti = exp(Li) is the minimal torus containing exp(Ci) = Ti ∩Wmii and that Wmii
is chosen as in the proof of Lemma 5.21. Now,
exp(C1) ∩ exp(C2) = T1 ∩ T2 ∩Wm11 ∩Wm22 .
Let Wm11 ∩Wm22 = T3∩W where T3 is a torus and W is a variety not contained
in any torus, chosen as in the proof of Lemma 5.21. Set T = T1 ∩ T2 ∩ T3 so that
T1 ∩ T2 ∩Wm11 ∩Wm22 = T ∩W.
Let X1, . . . , Xr be the irreducible components of T ∩W . For each i, we may write
Xi = T ∩ T ′i ∩ Yi, where T ′i is the minimal torus containing Xi and Yi is not
contained in any torus, again chosen as in the proof of Lemma 5.21. Let L3 be
a linear set so that exp(L3) = T3 and L1 ∩ L2 ∩ L3 6= ∅. By Theorem 5.30, the
irreducible components of log(T ∩W ) are the sets
((L ∩ L′i) + k) ∩m′ilog Y
1
m′
i
i (j),
where L = L1∩L2∩L3, and L′i is a linear set such that exp(L′i) = T ′i and L′i∩L 6= ∅,
and m′i is such that the m
′
i:th roots of Yi no longer branch.
Let W
1
m2
1 and W
1
m1
2 be the unique m2:th and m1:th roots of W1 and W2, re-
spectively. Then,
C1 ∩ C2 = L1 ∩ L2 ∩m1m2log(W
1
m2
1 ∩W
1
m1
2 ),
where
W
1
m2
1 ∩W
1
m1
2 = (W
m1
1 ∩Wm22 )
1
m1m2 = (T3 ∩W )
1
m1m2
for a suitable choice of the m1m2:th root. Thus, for suitable choices of the m1m2:th
roots,
C1 ∩ C2 = L1 ∩ L2 ∩m1m2log((T3 ∩W )
1
m1m2 )
= L1 ∩ L2 ∩m1m2log((T1 ∩ T2 ∩ T3 ∩W )
1
m1m2 )
= L1 ∩ L2 ∩m1m2log(T
1
m1m2 ∩
r⋃
i=1
(T
′ 1
m1m2
i ∩ Y
1
m1m2
i )).
Hence, by Theorem 5.30, irreducible components of C1 ∩ C2 are of the form
((L1 ∩ L2 ∩ L3 ∩ L′i) + k) ∩m′ilog Y
1
m′
i
i (j),
and thus each one of them is an irreducible component of log(T ∩ W ). (Note
that for each i, we have T ′i ∩ Yi ⊆ T ∩ T ′i ∩ Yi.) By Corollary 5.31, exp(X) is an
irreducible component of T ∩W = exp(C1 ∩ C2), as wanted.
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5.6 Bounded closures
Definition 5.41. Define a closure operator, cl, on P(V ) so that for any A ⊂ V ,
cl(A) = log(acl(exp(A))).
It is easy to see that P(V ) forms a pregeometry with respected to cl. In this
section we will we see that after adding countably many symbols to our language,
(V, cl) will be a quasiminimal pregeometry structure in the sense of Definition 2.87
and [1]. Then, we will show that the closure operator defined will coincide with
the bounded closure, i.e. that for any A ⊂ V ,
cl(A) = bcl(A).
Remark 5.42. Now it is easy to see that (V, cl) forms a pregeometry determined
by the language (i.e. if a ∈ V , b ∈ V n for some n and (a, b) and (a′, b′) have
the same quantifier-free type, then a ∈ cl(b) if and only if a′ ∈ cl(b′)) and that V
is infinite-dimensional with respect to cl. Also, if A ⊂ V is finite, then cl(A) is
countable.
Moreover, V has a unique generic (quantifier-free) type with respect to this pre-
geometry. Suppose that H,H ′ ⊂ V are countable subsets closed with respect to the
pregeometry (we write “cl-closed” for this, to avoid confusion with “PQF-closed”),
enumerated so that tpq.f (H) = tpq.f (H
′), where tpq.f. denotes the quantifier free
type. Suppose a ∈ V \H and a′ ∈ V \H ′. As H is cl-closed, a cannot satisfy any
linear dependencies over H and exp(a) must be transcendental over exp(H). Also,
exp( a
n
) must be transcendental over exp(H) for every n, as otherwise we would
have exp( a
n
) ∈ exp(H), and thus exp(a) = (exp( a
n
))n ∈ exp(H). The same holds
with respect to a′ and H ′. Thus, tpq.f.(H, a) = tpq.f.(H
′, a′).
Also, V is ℵ0-homogeneous over closed sets. Let H,H ′ ⊂ V be countable cl-
closed sets enumerated so that tpq.f (H) = tpq.f.(H
′), and let b¯, b¯′ be finite tuples
from V such that tpq.f.(H, b¯) = tpq.f.(H
′, b¯′), and let a ∈ cl(H, b¯). Then, in partic-
ular, exp(H) and exp(H ′) are algebraically closed fields. Suppose first a satisfies
some Q-linear equation over Hb¯. Then, a is the unique solution of that equation
and we may find a unique a′ ∈ V so that a′ satisfies the same equation over H ′b¯′.
Then, tpq.f.(H, b¯, a) = tpq.f.(H
′, b¯′, a′).
If a does not satisfy any Q-linear equation over Hb¯, then W , the locus of
exp(b¯, a) over exp(H) is not contained in any torus definable over exp(H). Since
exp(H) is an algebraically closed field, it follows from Model Completeness that
W is not contained in any torus. Thus, by Theorem 5.13, there is some nat-
ural number m such that the m:th roots of W (over exp(H)) no longer branch.
Let W
1
m
(i) be such that exp(
1
m
(b¯, a)) ∈ W
1
m
(i) . Then, there is a variety W
′, a m:th
root W
′ 1
m
(i) defined over exp(H
′) using the same equations that define W and W
1
m
(i)
over exp(H) such that W
′ 1
m
(i) doesn’t branch, and there is some a
′ ∈ V such that
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exp(b¯′, a′) is a generic point of W ′ and exp( 1
m
(b¯′, a′)) ∈ W ′
1
m
(i) . Now, tpq.f.(H, b¯, a) =
tpq.f.(H
′, b¯′, a′).
If we add constants for the elements of log(Q) to our language (here Q stands
for the field of algebraic numbers), we can use similar arguments to show that V
is ℵ0-homogeneous over the empty set (using the ∅-definable algebraically closed
field Q in place of exp(H)). Thus, after adding countably many symbols to our
language, V will be a quasiminimal pregeometry structure as defined in [1]. From
now on we will assume we have added these symbols.
As in Chapter 2, section 5, we can construct an AEC K(V ) from some model
V of the theory of the covers. Moreover, we may view V as the monster model for
the class. Then, by the results of Chapter 2, we have an independence calculus
for K(V ). From now on, when we write V , we always assume it to be the monster
model for an AEC constructed this way.
Lemma 5.43. For any A ⊂ V ,
bcl(A) = cl(A).
Proof. Clearly cl(A) = log(acl(exp(A))) ⊆ bcl(A).
On the other hand, suppose v /∈ cl(A). As in Remark 5.42, we see that v has
the same quantifier-free type with any other element not in cl(A). From quantifier
elimination and [1] it follows that if v′ /∈ cl(A), then tg(v/A) = tg(v′/A). Since
there are uncountably many such v′, we have v /∈ bcl(A).
From now on we will always write “bcl” for “cl” and “bcl-closed” for “cl-closed”.
Remark 5.44. The dimension obtained from the pregeometry agrees with the one
defined topologically with respect to the PQF-closed sets, i.e. for any a ∈ V n,
A ⊂ V , it holds that
rk(a/A) = dimbcl(a/A).
To see this, let X ⊂ V n be the smallest A-definable PQF-closed set containing a.
Then, exp(X) is definable by some first-order formula φ(x1, . . . , xn) in the field
language over exp(A). By Corollary 5.20, the set exp(X) is Zariski closed, and
thus there is some set of polynomials S = {p1, . . . , pm} such that exp(X) is the
zero locus of S.
Let a1, . . . , ar ∈ F be the coefficients of the polynomials p1, . . . , pm that are in
F \acl(exp(A)). Replacing these by the variables y1, . . . , yr, we may write a formula
in the field language with parameters from exp(A) expressing
∃y1 · · · ∃yr(φ(x1, . . . , xn)↔
m∧
i=1
pi(y1, . . . , yr, x1, . . . , xn) = 0).
This formula holds in F . By Model Completeness in algebraically closed fields,
it holds already in acl(exp(A)). Thus there are some polynomials p′1, . . . , p
′
m over
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acl(exp(A)) such that exp(X) is the zero locus of the set consisting of these poly-
nomials.
Hence, we have seen that exp(X) is definable as a variety over acl(exp(A)), the
smallest algebraically closed field containing A. This implies that exp(X) is the
locus (in the field sense) of exp(a) over acl(exp(A)), so
dim(X) = dim(exp(X)) = dimacl(exp(a)/acl(exp(A))) = dimbcl(a/A),
where the second equality follows form the fact that in algebraically closed fields,
the dimension in Zariski topology, Morley rank, and the dimension with respect to
the pregeometry defined by acl are all equal (see e.g. [17], [8]). The last equality
follows from the definition of the closure operator cl and from Lemma 5.43.
Note that since U(a/A) = dimbcl(a/A), this also gives us
rk(a/A) = U(a/A).
It also follows that the definition of generic elements of a PQF-closed set given
in 5.39 coincides with the one given in Definition 3.8
5.7 Axioms for irreducible sets in the general
framework
In this section we show that the cover satisfies the axioms for Zariski-like struc-
tures if we take the irreducible (in the topological sense) PQF-closed sets that are
PQF-closed already over ∅ to be the irreducible sets in the definition of a Zariski-
like structure (Definition 4.1). Note that we have added the elements of log(Q)
as constants in our language, so in practice this means that we are allowed to use
parameters from bcl(∅) when defining these sets with positive, quantifier free for-
mulae. In the rest of the section, when we say “irreducible”, we mean irreducible
in the sense of the PQF-topology (and not necessary PQF-closed over ∅). If we
mean irreducible and PQF-closed over ∅ (i.e. “irreducible” in the sense of Defi-
nition 4.1), we always specify it. Since all irreducible sets PQF-closed over ∅ are
irreducible (in the topological sense), all the results proved in the more general
framework of irreducible sets hold for them.
We recall the axioms:
(1) The irreducible sets PQF-closed over ∅ are Galois definable.
(2) For each n and each v ∈ V n, there is some irreducible C ⊂ Mn, PQF-closed
over ∅, such that v is generic in C, i.e. of all elements in C, v has the maximal
U -rank over ∅.
(3) The generic elements of an irreducible set that is PQF-closed over ∅ have the
same Galois type.
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(4) If C,D are irreducible and PQF-closed over ∅, a ∈ C generic and a ∈ D, then
C ⊆ D.
(5) If C1, C2 are irreducible and PQF-closed over ∅, (a, b) ∈ C1 is generic, a is a
generic element of C2 and (a
′, b′) ∈ C1, then a′ ∈ C2.
(6) If C ⊂ Dn is irreducible and PQF-closed over ∅, and f is a coordinate permu-
tation on V n, then f(C) is irreducible and PQF-closed over ∅.
(7) Let a→ a′ be a strongly good specialization and let U(a)− U(a′) ≤ 1. Then
any specializations ab → a′b′, ac → a′c′ can be amalgamated: there exists b∗,
independent from c over a such that tg(b∗/a) = tg(b/a), and ab∗c→ a′b′c′.
(8) Let (ai : i ∈ I) be independent and indiscernible over b. Suppose (a′i : i ∈ I) is
indiscernible over b′, and aib → a′ib′ for each i ∈ I. Further suppose (b → b′)
is a strongly good specialization and U(b)− U(b′) ≤ 1. Then, (bai : i ∈ I) →
(b′a′i : i ∈ I).
(9) Let κ be a (possibly finite) cardinal and let ai, bi ∈ V with i < κ, such that
a0 6= a1 and b0 = b1. Suppose (ai)i<κ → (bi)i<κ is a specialization. Assume
there is some unbounded and directed S ⊂ P<ω(κ) satisfying the following
conditions:
(i) 0, 1 ∈ X for all X ∈ S;
(ii) For all X, Y ∈ S such that X ⊆ Y , and for all sequences (ci)i∈Y from
V , the following holds: If c0 = c1, (ai)i∈Y → (ci)i∈Y → (bi)i∈Y , and
rk((ai)i∈Y → (ci)i∈Y ) ≤ 1, then rk((ai)i∈X → (ci)i∈X) ≤ 1.
Then, there are (ci)i<κ such that
(ai)i∈κ → (ci)i∈κ → (bi)i∈κ,
c0 = c1 and rk((ai)i∈X → (ci)i∈X) ≤ 1 for all X ∈ S.
Remark 5.45. Let W be a Zariski closed set on the field sort F . Note that if W
is irreducible on some algebraically closed subfield F ′ ⊂ F (e.g. over Q), then it
is irreducible also on F . This follows from Model Completeness for algebraically
closed fields or from the fact that if an ideal 〈f1, . . . , fr〉 ⊂ F ′[x1, . . . , xn] is prime,
then also the ideal 〈f1, . . . , fr〉 ⊂ F [x1, . . . , xn] is prime.
Remark 5.46. Let C be a PQF-closed subset of the cover sort, definable (by
a positive quantifier-free formula) over A ⊂ V . By Corollary 5.20, exp(C) is
a variety. By Corollary 5.20 and Model Completeness, exp(C) is definable by
polynomials with coefficients in the smallest algebraically closed field containing A
(see the arguments in Remark 5.44). Thus, in particular, if C is definable over ∅,
then exp(C) is definable by polynomials with coefficients in Q.
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Remark 5.47. Note that from Remark 5.44, it follows that any element is generic
on its locus.
Lemma 5.48. Let v ∈ V n. Then there is some irreducible set C, PQF-closed over
∅, such that C is the locus of v.
Proof. Let W be the smallest variety definable over Q containing exp(v). Then,
W is irreducible on Qn and thus on F n by Remark 5.45. There is a torus T and a
variety W ′ not contained in any torus, both definable (as varieties) over Q so that
W = T ∩W ′ (this is proved similarly as Lemma 5.21). There is a linear L ⊂ V
definable over log(Q) (and thus over ∅) such that T = exp(L). Also, the m:th
roots of W ′ are definable over Q for all m. Now the irreducible components of
log W are the sets
(L+ k) ∩mlog W ′
1
m
(i)
for m such that the m:th roots of W ′ no longer branch (this can be proved com-
pletely similarly as Lemma 5.30). They are clearly PQF-closed over ∅.
The element v must lie on one of these components. Denote this component by
C. Now C is the locus of v. Indeed, v cannot be contained in any irreducible set
C ′ ( C, PQF-closed over ∅, as then we would have exp(v) ∈ exp(C ′) ( exp(C) =
W , where the equality holds by Corollary 5.31. This is a contradiction, as W was
taken to be the locus of exp(v).
Also, (4) is satisfied:
Suppose C is irreducible and PQF closed over ∅, and a ∈ C is generic, i.e.
U(a/∅) is maximal. Then, by Remark 5.44, U(a/∅) is the dimension of the locus
of a over ∅, so C must be the locus of a. Thus, if a ∈ D, we must have C ⊆ D.
(5) is satisfied:
As C2 is PQF-closed, also the set {(x, y) |x ∈ C2} is PQF-closed. Since the
intersection of two PQF-closed sets is PQF-closed, the set D = {(x, y) | (x, y) ∈
C1 and x ∈ C2} is PQF-closed. Since C1, C2 are PQF-closed over ∅, also D is
PQF-closed over ∅. As (a, b) is a generic element of C1 and (a, b) ∈ D, we have
that C1 ⊆ D. Thus, a′ ∈ C2.
Also (1) and (6) clearly hold. Now, we prove (3)
Lemma 5.49. The generic elements of an irreducible set PQF-closed over ∅ have
the same Galois type over ∅.
Proof. Let C ⊂ V n be irreducible and PQF-closed over ∅, a = (a1, . . . , an), b =
(b1, . . . , bn) ∈ C generic. We may without loss assume that there is some k ≤ n
such that a1, . . . , ak are linearly independent and ak+1, . . . , an ∈ span(a1, . . . , ak).
Let L be the linear set given by the equations expressing this. Then, we have
a ∈ L, and thus, as a is generic on C, also C ⊆ L. Hence, b ∈ L, so bk+1, . . . , bn ∈
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span(b1, . . . , bk). In particular, ak+1, . . . , an ∈ dcl(a1, . . . , ak) and bk+1, . . . , bn ∈
dcl(b1, . . . , bk). This implies that
U(a1, . . . , ak) = U(a) = U(b) = U(b1, . . . , bk).
Denote a′ = (a1, . . . , ak) and b′ = (b1, . . . , bk). Let D be the locus of a′. Since
a is generic on C, we have b′ ∈ D, and thus also b′ is generic on D as it has the
same U -rank as a′. Since there are no linear dependencies between the elements
a1, . . . , ak, we have D = mlog W for some variety W that does not branch. Then,
Wm is the locus of exp(a′). Let l ∈ N be arbitrary. We have exp( a′
m
) ∈ W. Since
W does not branch, it has a unique l:th root, W
1
l . Now, a
′
ml
∈ 1
l
log W , and thus
exp( a
′
ml
) ∈ W 1l . Then,
exp
(
a′
l
)
=
(
exp
(
a′
lm
))m
∈ (W 1l )m,
where (W
1
l )m is a single l:th root of Wm. Thus, for each l, we are able to determine
in which l:th root of Wm the element exp(a
′
l
) lies. Since Wm is the locus of exp(a′),
we have exp(a′) /∈ Y for all Y ⊂ W such that dim(Y ) < dim(W ), and since
a1, . . . , ak are linearly independent, za
′ 6= 0 for every z ∈ Zn \ {0}. Hence, by
Lemma 5.4, the set D determines the quantifier-free type of a′ over ∅.
The element b′ is also generic on D, so the same argument applies to it (note
that b1, . . . , bk must be linearly independent; if they weren’t, there would be some
set L′ determined by the equations giving the dependencies, and by the genericity
of b′ we would then have a′ ∈ L′). By [1] and [16], quantifier free types determine
Galois types. Hence tg(a′/∅) = tg(b′/∅).
There is an automorphism taking a′ = (a1, . . . , ak) to b′ = (b1, . . . , bk). Since
the elements bk+1, . . . , bn are determined from the elements b1, . . . , bk by exactly
the same linear equations that determine the elements ak+1, . . . , an from a1, . . . , ak,
it must map (ak+1, . . . , an) to (bk+1, . . . , bn), and hence t
g(a/∅) = tg(b/∅).
Next, we prove (7). This can be done essentially in the same way as for Zariski
geometries ([8]).
We note first that if u→ v is a strongly regular specialization on the cover sort,
then exp(u) → exp(v) is a strongly regular specialization on the field sort (we
consider the field as a Zariski-like structure where we take the irreducible, ∅-closed
sets to be the irreducible sets of Definition 4.1). It follows that exp(u) → exp(v)
is a regular specialization on the field sort (as defined in [8]), in particular that
exp(v) is regular on the locus of exp(u).
In Chapter 3, Definition 4.9, we defined what it means for an element to be
good for an irreducible set. Although in the context of that chapter, we meant
irreducible sets in the sense of the definition of Zariski-like, the concept can be
defined similarly for all sets that are irreducible in the sense of the PQF-topology.
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Definition 5.50. Let C ⊂ V n+m be an irreducible set. We say an element a ∈ V n
is good for C if there is some b ∈ V m so that (a, b) is a generic element of C.
We now prove a couple of lemmas needed for (7).
Lemma 5.51. Suppose C ⊂ V n+m is irreducible, a ∈ V n is good for C, a → a′
and U(a)− U(a′) ≤ 1. Then, dim(C(a′)) ≤ dim(C(a)).
Proof. We present the argument in the case that C is PQF-closed over ∅. If it is
not, then there are some parameters needed in defining C, and we have to take
them into account in the calculations that will follow. However, the calculations
will remain similar to the ones we present here.
Suppose r1 = dim(C(a
′)) > dim(C(a)) = r2. It follows from the assumptions
that exp(a)→ exp(a′) and MR(exp(a))−MR(exp(a′)) ≤ 1. By [8], Lemma 4.12,
the result holds for Zariski geometries, in particular algebraically closed fields.
Thus, applying the result to exp(C), exp(a) and exp(a′), we get
dim(exp(C)(exp(a′))) ≤ dim(exp(C)(exp(a))).(5.8)
Let b′ ∈ C(a′) be such that U(b′/a′) = r1. As (a′, b′) ∈ C, we have (exp(a′), exp(b′)) ∈
exp(C), so exp(b′) ∈ exp(C)(exp(a′)). By Remark 5.44 and Lemma 5.36, dim(exp(b′)/exp(a′)) =
r1, and thus dim(exp(C)(exp(a
′))) ≥ r1. By the inequality (5.8), there is some el-
ement x ∈ exp(C)(exp(a)) such that MR(x/exp(a)) ≥ r1. Hence there is some
k ∈ Kn and some b ∈ V m such that (a + k, b) ∈ C and x = exp(b). Since
U(a+ k) = U(a), we have
U(b/a+ k) ≤ dim(C)− U(a) = r2,
a contradiction since we also have
U(b/a+ k) = MR(exp(b)/exp(a)) ≥ r1 > r2.
Lemma 5.52. Suppose C is irreducible and a is good for C. Suppose (Ci)i<ω is a
collection of irreducible sets such that it is permuted by all automorphisms. Let b
be an element such that ab is good for each Ci and that for any c ∈ C(a) generic
over b it holds that c ∈ Ci(ab) for some i. Assume (a, b) → (a′, b′), a → a′ is a
strongly regular specialization, U(a)− U(a′) ≤ 1, and c′ is such that (a′, c′) ∈ C.
Then, there is some i < ω so that (a′, b′, c′) ∈ Ci.
Proof. Let D be the locus of (a, b), and let m = lg(c). Denote
C∗ = {(x, y, z) ∈ D × V m | (x, z) ∈ C}.
Let E be the locus of a.
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We first show that the irreducible components of C∗ not contained in
X = {(x, y, z) ∈ D × V m |U(a)− U(x) > 1 or exp(x) is not regular on exp(E)}
all have same dimension dim(D) +U(c/a). (Note that the set X is not definable.)
Suppose (d, e, f) is a generic element in some such irreducible component. Then,
we have U(d) ≥ U(a)− 1, and thus by Lemma 5.51, U(f/d) ≤ U(c/a). Hence,
U(d, e, f) ≤ dim(D) + U(c/a).
On the other hand, let Y be an irreducible component of C∗ not contained in X.
Denote ∆E = {(x, y) ∈ E × E |x = y}. We note first that in the PQF-topology,
C∗ is isomorphic to (D × C) ∩ (∆E × V n+m), where n = lg(b). Both D × C and
∆E × V n+m are Cartesian products of irreducible sets and thus irreducible. As
in the proof of Theorem 5.40, one sees that if Y ′ is an irreducible component of
(D × C) ∩ (∆E × V n+m), then exp(Y ′) is an irreducible component of exp((D ×
C) ∩ (∆E × V n+m)). Hence also exp(Y ) is an irreducible component of exp(C∗).
On the field sort F , we may obtain a copy of exp(C∗) by intersecting exp(D)×
exp(C) with a suitable exp(E)-diagonal. Indeed, if we have (x, y, c1, c2) ∈ exp(D)×
exp(C), where (x, y) ∈ exp(D) and (c1, c2) ∈ exp(C), then the diagonal ∆ express-
ing “x = c1” is as wanted. As Y is not contained in X, the isomorphic copy of
exp(Y ) obtained in the above procedure contains some point (c1, y, c1, c2) where c1
is a regular point of exp(E). Thus, using Lemma 5.4 in [8] to calculate dimensions
in W = exp(E)×F n× exp(E)×Fm and keeping in mind that for any PQF-closed
set C, dim(C) = dim(exp(C)) (Lemma 5.36), we obtain
dim(Y ) ≥ dim(D) + dim(C) + dim(∆)− dim(W )
= dim(D) + dim(C)− dim(E)
= dim(D) + U(c/a),
since ∆ is of codimension dim(E) in W and dim(C)− dim(E) = U(c/a).
Let C ′ be the irreducible component of C∗ containing (a′, b′, c′). Then, C ′ is
not included in X. Indeed, U(a′) ≥ U(a)− 1 and the fact that a→ a′ is strongly
regular implies that exp(a) → exp(a′) is regular, i.e. exp(a′) is regular on the
locus of exp(a) which is exp(E). Let (d, e, f) be a generic point of C ′. Then,
(d, f) ∈ C and U(d) ≥ U(a) − 1. By Lemma 5.51, U(f/d) ≤ U(c/a), and hence
U(f/d, e) ≤ U(c/a). As U(d, e, f) = dim(D) + U(c/a), this implies that (d, e)
is a generic point of D. It also follows that U(c/a) = U(f/d, e) = U(f/d), so
in particular f ↓d e. There is some automorphism taking (d, e) 7→ (a, b). This
automorphism then takes f to some element c ∈ C(a) such that c ↓a b. By our
assumptions, (a, b, c) ∈ Ci for some i < ω. Since automorphisms permute the
collection of the sets Ci, we have that (d, e, f) ∈ Cj for some j < ω. Hence,
C ′ ⊂ Cj, so in particular (a′, b′, c′) ∈ Cj.
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Lemma 5.53. Let C, D be irreducible, a ∈ D generic, and suppose a is good for
C. Let r = dim(C(a)) ≥ 0. Let c and c′ be such that (a, c) → (a′, c′) and a → a′
is strongly regular and U(a)− U(a′) ≤ 1. Let b′ ∈ C(a′).
Then, there exists b ∈ C(a) such that U(b/ac) = r and (a, b, c)→ (a′, b′, c′).
Proof. Let E be the locus of (a, c), C∗ = {(x, z, y) | (x, z) ∈ E, (x, y) ∈ C}. Let
Ci, i < ω be the irreducible components of C
∗ satisfying dim(Ci(a, c)) = r. We
claim that
C(a) ⊆
⋃
i<ω
Ci(a, c).
We note first that every irreducible component of C(a) is of dimension r. Let
m = lg(b′). Then, C ⊂ D × V m and C(a) = C ∩ ({a} × V m) As a is generic
in D, exp(a) is regular on exp(D). Hence, applying the dimension theorem on
exp(D×V m) similarly as in the proof of Lemma 5.52, we get that every nonempty
irreducible component of C(a) has dimension at least dim(C)+m−dim(D)−m = r.
So in every such component, there is an element x such that U(x/ca) = r. Then,
(a, c, x) ∈ C ′ for some irreducible component C ′ of C∗, and thus x ∈ ⋃i<ω Ci(a, c).
Hence, the irreducible component of C(a) containing x is included in
⋃
i<ω Ci(a, c).
We conclude that C(a) ⊆ ⋃i<ω Ci(a, c).
Now, by Lemma 5.52, b′ ∈ Ci(a′, c′) for some i. Let b be a generic point of
Ci(a, c). Since Ci is irreducible and (a, b, c) is a generic point of Ci, we have
(a, b, c)→ (a′, b′, c′).
Now we are ready to prove Axiom (7).
Theorem 5.54. Let a→ a′ be a strongly good specialization and let U(a)−U(a′) ≤
1. Then any specializations ab→ a′b′, ac→ a′c′ can be amalgamated: there exists
b∗, independent from c over a such that tg(b∗/a) = tg(b/a), and ab∗c→ a′b′c′.
Proof. We prove the Lemma by induction, using Definition 4.4. If a → a′ is
strongly regular, this follows from Lemma 5.53: Let D1 be the locus of a, m = lg(b)
and C the locus of (a, b) in D1×V m. By Lemma 5.53, there is some b∗ ∈ C(a) such
that U(b∗/ac) = dim(C(a)) with ab∗c → a′c′b′. In particular, U(b∗/a) = U(b/a),
and b∗ is independent from c over a. Since C is the locus of (a, b), both (a, b) and
(a, b∗) are generic on C. By Lemma 5.49, tg(ab/∅) = tg(ab∗/∅), so in particular
tg(b∗/a) = tg(b/a).
Suppose now a = (a1, a2, a3), a
′ = (a′1, a
′
2, a
′
3), a → a′ are as in Definition 4.4,
and the lemma holds for the specialization (a1, a2) → (a′1, a′2). Amalgamating
over (a1, a2) → (a′1, a′2), we see that there exist b∗, a∗3 such that tg(b∗a∗3/a1a2) =
tg(ba3/a1a2), b
∗a∗3 is independent from c over a1a2, and a1a2a
∗
3b
∗a3c→ a′1a′2a′3b′a′3c′.
Now, by Definition 4.4, a3 ∈ bcl(a1), and as tg(b∗a∗3/a1a2) = tg(ba3/a1a2), also
a∗3 ∈ bcl(a1). By Definition 4.4, a1 → a′1 is an isomorphism. From these facts
together it follows that a1a3a
∗
3 → a′1a′3a′3 is of rank 0 and thus an isomorphism.
Hence, a3 = a
∗
3, so we get ab
∗c→ a′b′c′ as wanted.
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Axiom (8) is proved as follows:
Theorem 5.55. Let (ai : i ∈ I) be independent and strongly indiscernible over b,
with I infinite. Suppose (a′i : i ∈ I) is strongly indiscernible over b′, and aib→ a′ib′
for each i ∈ I. Further suppose rk(b→ b′) ≤ 1. Then, (bai : i ∈ I)→ (b′a′i : i ∈ I).
Proof. Since the sequences are strongly indiscernible, we may without loss assume
that I = ω1. By Theorem 5.54 and induction, there exist elements a
∗
i , i < ω,
independent over b such that tg(a∗i /b) = t
g(ai/b) and b(a
∗
i )i<ω → b′(a′i)i<ω. Then,
also (exp(a∗i ))i<ω are independent over exp(b). Moreover, we have for all i, j ∈ ω,
that tp(exp(a∗i /exp(b)) = tp(exp(a
∗
j/exp(b)) (for complete first-order types). Since
algebraically closed fields are ω-stable, there are only finitely many free extensions
for each complete type. Thus, there is an infinite I0 ⊂ ω so that (exp(a∗i ))i∈I0 are
indiscernible (in the field language) over exp(b).
Let θ be a theory consisting of the first-order formulae that express the following
(note that we have added the elements of log (Q) to our language):
• The sequence (exp(xi))i<ω1 satisfies the same first-order formulae over Q ∪
exp(b) as the sequence (exp(a∗i ))i∈I0 (note that this is possible as the latter
sequence is indiscernible over exp(b));
• For each i < ω1, xi has the same complete first-order type over bcl(∅) ∪ {b}
as a∗j for some (and thus every) j ∈ I0, i.e. tp(xi/bcl(∅)b) = tp(a∗j/bcl(∅)b);
• For each n and each positive, quantifier free first-order formula φ such that
¬φ(b′, a′1, . . . , a′n) holds, the theory θ contains the formula ¬φ(b, xj1 , . . . , xjn)
for all j1 < . . . < jn < ω1;
• For any n and any i1 < . . . < in < ω1, it holds that if exp(q1xi1 + . . .+qnxin +
c) = 1, where q1, . . . , qn ∈ Q and c is some linear combination of elements in
log(exp(Q)) ∪ b, then
q1xi1 + . . .+ qnxin + c = q1a
∗
1 + . . .+ qna
∗
n + c.
(Note that this can be expressed since q1a
∗
1 + . . . + qna
∗
n + c ∈ K and K ⊂
log(exp(Q)).)
This theory is consistent as every finite fragment is realized by the sequence
(a∗i )i∈I0 . Thus, in a saturated elementary extension (V,F) of the monster model
(V, F ), we find a sequence (ci)i<ω1 realizing θ (note that since (V,F) is saturated,
it is not a model of T + (K = Z)). From now on, we denote by K the kernel of
exp in V (then, K ∼= Z) and by K∗ the kernel of exp in V.
Since the ci satisfy the theory θ, we have span(ci)i<ω1 ∩K∗ ⊆ K. Denote now
X = span((ci)i<ω ∪ log(Q)). We claim that exp(X) is closed under multiplication
and inversion and that if for some a ∈ F, amn ∈ exp(X) for some choice of the n:th
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root a
1
n , where m
n
∈ Q, then a ∈ exp(X). Let x, y ∈ exp(X). Then, there are
u, v ∈ X such that exp(u) = x, exp(v) = y. Now, u+ v ∈ X and exp(u+ v) = xy,
so xy ∈ exp(X). Also, x−1 = exp(−u) ∈ exp(X). Let c ∈ exp(X) be such that
a = cm (i.e. c is a choice of a m:th root for a). Let u ∈ X be such that exp(u) = c.
Then, exp(mu) = a. Suppose now a ∈ exp(X) and let c be a choice for the m:th
root of a. Now, let u ∈ X be such that exp(u) = a. Then, exp( u
m
+ k
m
) = c for
some k ∈ K. As K ⊂ X, we have c ∈ exp(X).
Let now A = acl(exp(X)). Choose d0 ∈ A \ exp(X) and x0 ∈ V so that
exp(x0) = d0. Denote X1 = span(X ∪ {x0}). We claim that X1 ∩ K∗ ⊂ K.
Suppose not. Let X0 ⊂ X be finite and
exp(
∑
v∈X0
qvv + qx0) = 1
for qv, q ∈ Q, and suppose
∑
v∈X0 qvv + qx0 /∈ K. Then, we must have q 6= 0, as
otherwise we would have
∑
v∈X0 qvv + qx0 =
∑
v∈X0 qvv ∈ K (as
∑
v∈X0 qvv ∈ X
and X ∩ Z∗ = K). This gives us
dq0
∏
v∈X0
(exp(v))qv = 1,
and hence
dq0 =
∏
v∈X0
(exp(v))−qv
(for some suitable choices of the roots in question). But now d0 ∈ exp(X) which
is against our assumptions.
We may now repeat the argument, and eventually we will get a set X ′ ⊂ V such
that exp(X ′) = A and X ′ ∩K∗ = K. We have thus constructed a model (X ′, A)
for the theory T + (K ∼= Z). As this theory is categorical, (X ′, A) is isomorphic
to some elementary submodel of our monster model (V, F ), and thus we can find
the sequence (ci)i<ω1 already in V .
The sequence (exp(a∗i ))i∈I0 is independent over exp(b). The sequence (exp(ci))i<ω1
satisfies the same first-order formulae over exp(b) as the sequence (exp(a∗i ))i∈I0 , and
independence is a local property. Thus, the sequence (exp(ci))i<ω1 is independent
over exp(b). As all ranks are calculated on the field sort, the sequence (ci)i<ω1 is
independent over b.
Since the sequence (ci)i<ω1 is uncountable, there is some uncountable J ⊂ ω1
such that the sequence (ci)i∈J is Morley over b and thus strongly indiscernible
over b. Since the (a′i)i<ω1 are strongly indiscernible over b
′ (note that by strong
indiscernibility, we may extend the sequence to be arbitrarily long), we have
b(ci)i∈J → b′(a′i)i<ω1 .
Relabel the indices so that from now on (ci)i<ω1 stands for (ci)i∈J . The sequence
(ci)i<ω1 is independent and strongly indiscernible over b, and so is (b, ai)i<ω1 . For
(b, ai)i<ω1 → (b′, a′i)i<ω1 , it suffices to show that t(ai1 , . . . , ain/b) = t(ci1 , . . . , cin/b)
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for all i1, . . . in ∈ ω1. As the sequences are strongly indiscernible, we may assume
i1 = 1, . . . , in = n. We have t(c1/b) = t(a1/b). Let f ∈ Aut(M/b) be such that
f(a1) = c1, and let a
′
2 = f(a2). Then, c1 ↓b a′2, and thus a′2 ↓b c1. Since also
c2 ↓b c1, we have t(c2/bc1) = t(a′2/bc1), so
t(c1c2/b) = t(c1a
′
2/b) = t(a1a2/b).
Inductively, one shows that t(a1, . . . , an/b) = t(c1, . . . , cn/b).
For (9), we still need the following lemma. The Zariski geometry version was
presented originally in [8]. Although the basic idea of the proof is the same, we
have to do a bit more work.
Lemma 5.56. Let a = (a1, . . . , an), a
′′ = (a′′1, . . . , a
′′
n) ∈ V n, a → a′′, and suppose
a1 6= a2, a′′1 = a′′2. Then there exists a′ = (a′1, . . . , a′n) ∈ V n such that a′1 = a′2,
a→ a′ → a′′, and U(a)− U(a′) = 1.
Proof. Denote ∆n12 = {(v1, . . . , vn) ∈ V n | v1 = v2}. Let C be the locus of a. Then,
a′′ ∈ C ∩ ∆n12. Hence, a′′ must lie on some irreducible component D of C ∩ ∆n12.
By Lemma 5.36, dim(∆n12) = n− 1. Thus, Theorem 5.40 yields
dim(D) ≥ dim(C) + dim(∆n12)− n = dim(C)− 1.
As a1 6= a2, we have C ∩∆n12 ( C, and thus dim(D) < dim(C). Hence, dim(D) =
dim(C)− 1.
Next, we will show that D can be defined by a positive, quantifier-free formula
over the empty set, in other words that it is in our collection of irreducible sets. We
have exp(a′′) ∈ exp(C) ∩∆n12, where by ∆n12 we denote, abusing the notation, the
corresponding diagonal on the field sort. Then, exp(a′′) lies on some irreducible
component X of exp(C)∩∆n12. By the Dimension Theorem for Zariski geometries,
dim(X) ≤ dim(exp(C))− 1 = dim(C)− 1,
where the last equality holds by Lemma 5.36.
Denote b = exp(a). We claim that b1 6= b2. If not, then we would have a1 =
a2 + k for some 0 6= k ∈ K. Then, there is an element 0 6= h = (h1, . . . , hn) ∈ Kn
such that h1 = k and a ∈ ∆n12 + h. Since we have added the elements of K into
the language, ∆n12 + h is PQF-closed over the empty set. As a is generic on C
(over the empty set), this means that C ⊂ ∆n12 + h. But this is impossible, as
a′′ ∈ C \ (∆n12 + h). Thus, b1 6= b2.
Hence, we have exp(a) /∈ exp(C) ∩ ∆n12, so X ( exp(C), and thus dim(X) =
dim(C) − 1. We have exp(D) ⊆ X, and thus exp(D) = X. By Corollary 5.31,
D is an irreducible component of log(exp(C) ∩∆n12). The variety exp(C) ∩∆n12 is
definable over the empty set, and as in the proof of Lemma 5.48, we see that also
D is definable over the empty set.
Choose a′ to be a generic point of D. Then a′ is as wanted.
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And finally, we prove (9):
Theorem 5.57. Let ai, bi ∈ V with i < κ, such that a0 6= a1 and b0 = b1.
Denote by K the kernel of exp in V . Suppose (ai)i<κ → (bi)i<κ is a specialization.
Assume there is some unbounded and directed S ⊂ P<ω(κ) satisfying the following
conditions:
(i) 0, 1 ∈ X for all X ∈ S;
(ii) For all X, Y ∈ S such that X ⊆ Y , and for all sequences (ci)i∈Y from V , the
following holds: If c0 = c1, (ai)i∈Y → (ci)i∈Y → (bi)i∈Y , and rk((ai)i∈Y →
(ci)i∈Y ) ≤ 1, then rk((ai)i∈X → (ci)i∈X) ≤ 1.
Then, there are (ci)i<κ such that
(ai)i∈κ → (ci)i∈κ → (bi)i∈κ,
c0 = c1 and rk((ai)i∈X → (ci)i∈X) ≤ 1 for all X ∈ S.
Proof. Let ai, bi ∈ V with i < κ, such that a0 6= a1 and b0 = b1. Suppose
(ai)i<κ → (bi)i<κ is a specialization. If S ⊂ P<ω(κ) is such that 0, 1 ∈ X for all
X ∈ S, then, by Lemma 5.56 and Remark 5.44, for each X ∈ S, there is some
sequence (ci)i∈X ∈ V so that
(ai)i∈X → (ci)i∈X → (bi)i∈X ,
c0 = c1 and rk((ai)i∈X → (ci)i∈X) ≤ 1.
Suppose now that S is unbounded and directed and satisfies condition (ii) from
the theorem. By Compactness, there is a saturated elementary extension (V,F) of
(V, F ) and elements ci ∈ V for i < κ such that (ai)i<κ → (ci)i<κ → (bi)i<κ, c0 = c1
and rk((ai)i∈X → (ci)i∈X) ≤ 1 for all X ∈ S. From now on, we denote by K the
kernel of exp in V (then, K ∼= Z) and by K∗ the kernel of exp in V.
We now show, using Compactness, that we may choose the ci so that span(ci)i<κ∩
K∗ ⊂ K. Let J ⊂ κ be finite. Then, by Lemma 5.56, there are c′i ∈ V such that
(ai)i∈J → (c′i)i∈J → (bi)i∈J and rk((ai)i∈X → rk(c′i)i∈X) ≤ 1 for all X ∈ S ∩ P(J).
If for some I0 ⊆ J , we have exp(
∑
i∈I0 qic
′
i) = 1, where qi ∈ Q, then, since the c′i
are in V , we have
∑
i∈I0 qic
′
i = k for some k ∈ K. As there is a specialization from
the c′i to the bi, we must have
∑
i∈I0 qibi = k. Thus, for any finite J ⊂ κ, we may
choose the sequence (ci)i∈J so that whenever I0 ⊆ J and exp(
∑
i∈I0 qici) = 1, then∑
i∈I0 qici =
∑
i∈I0 qibi. Hence, by Compactness, we may choose the ci for i < κ so
that whenever I0 ⊂ κ is finite and exp(
∑
i∈I0 qici) = 1, then
∑
i∈I0 qici =
∑
i∈J qibi.
In particular, span(ci)i∈I ∩K∗ ⊂ K.
Now we can show that the sequence (ci)i<κ is in V using the same argument as
in the proof of Theorem 5.55.
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5.7.1 Curves on the cover
Definition 5.58. We say that an irreducible, one-dimensional PQF-closed set D
on V n is a curve on V n. Note that if D is a curve on V n, then exp(D) is an
algebraic curve on F n.
For each m, define the closed sets on Dm to be the restrictions of the PQF-
closed sets on V mn. Again, we say that a closed set is irreducible if it cannot be
written as a union of two proper closed subsets.
We first note that if D ⊂ V n is a curve, then each point x ∈ Dm is also a point
of V nm and the locus of x on Dm coincides with the locus of x on V nm. It follows
that also ranks coincide and that a map on D is a specialization if and only if the
corresponding map on V is one. From these observations it follow that the axioms
(1)-(8) hold for the irreducible closed sets on each D.
Axiom (9) is more complicated. Although it holds on the cover, it does not
necessary imply that this holds on an arbitrary curve. If we have a specialization
(ai)i<κ → (bi)i<κ where for each i, ai, bi ∈ D ⊂ V n and b0 = b1, then we can convert
this into a specialization on V by setting ai = (ai1, . . . , ain) and bi = (bi1, . . . , bin)
and viewing the sequences of the tuples ai and bi as sequences of their elements.
Suppose, moreover, that the conditions of the axiom hold. After reorganizing the
indices so that b00 is labeled the 0:th element and b10 the 1:th, we may also think
of the set S as a subset of the new index set satisfying the conditions in the axiom
in the context of the cover. Then, Theorem 5.57 (that is Axiom (9) on the cover)
gives us a sequence (ci1, . . . , cin)i<κ with c01 = c11 where
(ai1, . . . , ain)i<κ → (ci1, . . . , cin)i<κ → (bi1, . . . , bin)i<κ
and rk((ai1, . . . , ain)i∈X → (ci1, . . . , cin)i∈X) ≤ 1 for all X ∈ S. However, for the
statement to hold on D, we would need c0j = c1j for each 1 ≤ j ≤ n. We can of
course obtain such a sequence of suitable elements ci but then the rank might drop
too much for some X ∈ S. The problem is that the Dimension Theorem does not
necessarily hold on arbitrarily curves.
We may, however, remedy the situation by making the extra assumption of
exp(D) being a smooth algebraic curve. Indeed, if exp(D) is a smooth curve, then
the Dimension Theorem holds on exp(D) and exp(D) is a Zariski geometry (see
[18]). As any closed, irreducible sets on Dm are closed, irreducible on V mn, we may
prove Theorem 5.40, Lemma 5.56 and Theorem 5.57 using the same arguments as
in the case of the cover.
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