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a b s t r a c t
In this paper, we consider explicit Euler methods which recover the rate of growth to
infinity of a highly nonlinear autonomous delay differential equation. The success of the
methods rely on the step size changing in response to the state, as it has been shown that
Euler methods with constant step size will systematically underestimate the growth rate.
It is also shown that the computed solution converges to the true solution on any compact
time interval, when a parameter which controls the step size is sent to zero. A second
method, which applies to a related ordinary differential equation, and which requires less
computational effort, is also presented.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we develop a simple explicit Euler scheme which recovers the rate of growth to infinity of the solution of
the delay-differential equation
x′(t) = f (x(t))+ g(x(t − τ)), t > 0; x(t) = ψ(t), t ∈ [−τ , 0]. (1)
There are crucial features of the equation which render schemes with constant step sizes unreliable: f grows to infinity
faster than any linear function, and it also dominates g . These features cause the solution of (1) to grow in a manner similar
to the ordinary equation x′(t) = f (x(t)), whose solutions grow faster than exponentially. However, by choosing a time
step of size h(x) > 0 which depends on the state of the approximate solution x according to h(x) = ∆/f (x), the correct
rate of growth can be recovered. Intuitively, this happens because h(x) → 0 as x → ∞, so the adaptive method expends
greater computational effort as the numerical solution gets larger, leading to a corresponding improvement in the qualitative
agreement between the asymptotic behaviour of the true and computed solutions. Such schemes have been shown to be
effective in analysing the finite time blow-up of stochastic differential equations [1] and partial differential equations [2–4];
however, we believe that the analysis is novel for delay differential equations. Examples of work which extend the methods
in this paper to cover explosions of delay differential equations include [5].
The paper is organised as follows. In Section 2,wedemonstrate that the solution x of (1) exists on all [0,∞) and x(t)→∞
as t →∞. Section 3 discusses results from the literature which give the rate of growth of x(t) as t →∞ and demonstrate
that a constant step size explicit Euler scheme will not reproduce this growth rate. In Section 4, a scheme with a state-
and parameter-dependent step size is developed, and it is shown that a continuous-time extension X∆ (which is itself a
continuous function) of this scheme exists on [0,∞) and obeys X∆(t)→∞ as t →∞ for all values of the parameter∆. In
Section 5, we prove that X∆ inherits the rate of growth of x, for all values of∆. Section 6 sketches a proof that X∆ converges
✩ The first author was partially funded by the Science Foundation Ireland grant 07/MI/008 ‘‘Edgeworth Centre for Financial Mathematics’’. The second
author was supported by the Irish Research Council for Science, Engineering and Technology under the Embark Initiative grant.∗ Corresponding author.
E-mail addresses: john.appleby@dcu.ie (J.A.D. Appleby), michael.mccarthy29@mail.dcu.ie (M.J. McCarthy).
0898-1221/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2012.01.077
2252 J.A.D. Appleby, M.J. McCarthy / Computers and Mathematics with Applications 64 (2012) 2251–2261
to x uniformly on any compact interval [0, T ] as ∆ → 0+. Section 7, which concludes the paper, shows for the ordinary
differential equation y′(t) = f (y(t)) (i.e., (1) with g set to zero) that a less computationally intensive mesh can be employed
for which the continuous-time interpolant y∆ recovers the rate of growth of y, modulo some ∆-dependence, where once
again∆ controls the step size. Moreover, as∆→ 0+, the rate of growth of y is recovered entirely.
Before proceeding further, we recall the definition of a regularly varying functions (cf. e.g.,[6]), which will be employed
frequently in the paper.
Definition 1.1. A function f : [0,∞)→ (0,∞) is regularly varying at infinitywith index α ∈ R if limx→∞ f (λx)/f (x) = λα
for each λ > 0. We write f ∈ RV∞(α).
We note that if f ∈ RV∞(α) for α ∈ R, then 1/f ∈ RV∞(−α).
2. Non-explosion of continuous solution
Suppose
f ∈ C([0,∞); (0,∞)) is locally Lipschitz continuous (2)
and obeys ∞
1
1
f (u)
du = +∞, f is non-decreasing on [0,∞). (3)
Suppose also that
g ∈ C([0,∞); (0,∞)). (4)
Let τ > 0 and suppose that
ψ ∈ C([−τ , 0]; (0,∞)). (5)
and consider the delay-differential equation
x′(t) = f (x(t))+ g(x(t − τ)), t > 0; x(t) = ψ(t), t ∈ [−τ , 0]. (6)
The following result then holds.
Theorem 2.1. Let f obey (2) and (3), g obey (4), and ψ ∈ C([−τ , 0]; (0,∞)) where τ > 0. Then there is x ∈ C([−τ ,∞);
(0,∞)) which is the unique continuous solution of (6) and which moreover obeys limt→∞ x(t) = ∞.
Proof. It is evident that there is a unique continuous solution of (6) on [−τ , T )where T ∈ (0,∞] is such that limt→T− x(t) =∞. We exclude the possibility that T < +∞. Suppose that T ∈ (0, τ ]. Clearly, if g1 = maxs∈[−τ ,0] g(x(s)) ≥ 0, we have
x′(t) ≤ f (x(t))+ g1 for t ∈ [0, T ). Define f1(x) := f (x)+ g1 for x ≥ 0. Then, as x(t)→∞ as t → T−, we have ∞
x(0)
1
f1(x)
dx = lim
t→T−
 t
0
x′(s)
f1(x(s))
ds ≤ T .
However, using both statements in (3), we see that f1 obeys
∞
x(0) 1/f1(u) du = ∞, which gives a contradiction. Hence T > τ .
Suppose now that x does not explode in [0, nτ ], but does explode in (nτ , (n + 1)τ ]. Clearly, if gn = maxs∈[(n−1)τ ,nτ ]
g(x(s)) ≥ 0, we have x′(t) ≤ f (x(t)) + gn for all t ∈ [nτ , T ). Define fn(x) := f (x) + gn for x ≥ 0. Then, as x(t) → ∞ as
t → T−, we have ∞
x(nτ)
1
fn(x)
dx = lim
t→T−
 t
nτ
x′(s)
fn(x(s))
ds ≤ T − nτ .
However, (3) implies that
∞
x(nτ) 1/fn(u) du = ∞, which gives a contradiction. Hence T > (n+ 1)τ . Since this is true for any
n ∈ N, it follows that T = ∞. 
3. Non-preservation of growth rates by uniformmesh
In [7], it was shown that when f grows superlinearly and dominates g , the solution of (6) behaves asymptotically as the
non-exploding solution of the equation x′(t) = f (x(t)). We suppose that
There existsΛ ∈ [0,∞) such thatΛ := lim sup
x→∞
g(x)
f (x)
. (7)
It is convenient to introduce the function F , defined by
F(x) =
 x
1
1
f (u)
du. (8)
The next result is Theorem 2.3 in [7].
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Theorem 3.1. Suppose that f obeys (2) and (3), and also
f ∈ RV∞(1), lim
x→∞
f (x)
x
= ∞. (9)
Let g obey (4) and suppose that f and g obey (7). Let τ > 0 and ψ ∈ C([−τ , 0]; (0,∞)). Then the unique continuous solution
x of (6) satisfies
lim
t→∞
F(x(t))
t
= 1, (10)
where F is defined by (8).
Functions obeying all the hypotheses of Theorem 3.1 include those asymptotic to φ1(x) = x logβ x for β ∈ (0, 1] (but not
β > 1) or to φ2(x) = x(log log x)β for β > 0 (but not β ≤ 0).
It is instructive to ask whether a uniform Euler scheme can reproduce the growth and rate of growth in (10), and this
question was answered in the negative in [7]. To make our discussion precise, let N ≥ 1 be an integer and let∆ = τ/N > 0.
Define ψn = ψ(n∆) for n = −N, . . . , 0. Discretising (6) on a uniform mesh of length∆ > 0 then yields
xn+1(∆) = xn(∆)+∆f (xn(∆))+∆g(xn−N(∆)), n ≥ 0; xn(∆) = ψ(n∆), n ∈ {−N,−N + 1, . . . , 0}. (11)
The delay is built into (11) by requiring N ≥ 1, which forces∆ ≤ τ . If (xn) obeys (11), define x¯∆ ∈ C([−τ ,∞), (0,∞)) by
x¯∆(t) = ψ(t), t ∈ [−τ , 0],
x¯∆(t) = xn(∆)+ xn+1(∆)− xn(∆)
∆
(t − n∆), t ∈ [n∆, (n+ 1)∆], n ≥ 0, (12)
so x¯∆ takes the value xn(∆) at time n∆ for n ≥ 0 and interpolates linearly between the values of (xn(∆)) at the times
{0,∆, 2∆, . . .}. The following result is Theorem 2.6 in [7].
Theorem 3.2. Suppose that f obeys (2) and (3), and let f obey (9). Let g obey (4) and suppose that f and g obey (7). Suppose
further that there is a function f1 such that
x → f0(x) = f1(x)/x is positive, non-decreasing on (X1,∞), lim
x→∞
f1(x)
f (x)
= 1. (13)
Let τ > 0 and ψ ∈ C([−τ , 0]; (0,∞)). Let N ≥ 1 be an integer, ∆ = τ/N and suppose that (xn(∆))n≥−N obey (11). If H is
defined by
H(x) =
 x
1
1/{u log(1+ f (u)/u)} du, x > 1 (14)
and X¯∆ ∈ C([−τ ,∞), (0,∞)) is defined by (12), then
lim
n→∞H(xn(∆))/n = 1, limt→∞H(X¯∆(t))/t = 1/∆. (15)
As pointed out in [7], we have that H(x) → ∞ as x → ∞, because H(x) ≥ F(x) and f obeys (3). Indeed as H(x)/F(x)
→∞ as x →∞, the Euler scheme underestimates the growth rate of the solution of (6), as the second limit in (15) implies
F(x¯h(t))/t → 0 as t →∞, but x obeys F(x(t))/t → 1 as t →∞.
4. A non-uniform state-dependent mesh
In order to prevent the underestimate of the growth rate of the solution of (6) seen in Theorem 3.2, we now construct
a parameterised sequence (xn(∆)) and an associated continuous interpolating function X¯∆ which will approximate the
solution x of (6) andmimic its asymptotic behaviour. Our choice for the state-dependent step sizemesh is inspired by Davila
et al. [1]; our construction of continuous-time extensions borrows heavily from those presented for stochastic differential
equations presented by Mao et al. [8], and Mao [9].
Let ∆ ∈ (0, τ f (ψ(0))), and define N∆ ∈ N so that N∆∆/f (ψ(0)) ≤ τ and (N∆ + 1)∆/f (ψ(0)) > τ . Note that ∆ <
τ f (ψ(0)) ensures that N∆ ≥ 1; thus, we have at least two mesh points on the initial interval [−τ , 0], at −τ and 0. If
N∆ > 1, there is in addition at least one mesh point on (−τ , 0). Now define t−N∆(∆) = −τ and tn(∆) = n∆/f (ψ(0)) for
n = −N∆ + 1, . . . , 0, 1. Then
t−N∆+1(∆)− t−N∆(∆) = −
(N∆ − 1)∆
f (ψ(0))
+ τ < (N∆ + 1)∆
f (ψ(0))
− (N∆ − 1)∆
f (ψ(0))
= 2∆
f (ψ(0))
,
2254 J.A.D. Appleby, M.J. McCarthy / Computers and Mathematics with Applications 64 (2012) 2251–2261
and
t−N∆+1(∆)− t−N∆(∆) = −
(N∆ − 1)∆
f (ψ(0))
+ τ ≥ − (N∆ − 1)∆
f (ψ(0))
+ N∆ ∆f (ψ(0)) =
∆
f (ψ(0))
.
Also define
xn(∆) = ψ(tn(∆)), n = −N∆, . . . , 0; X¯∆(t) = ψ(t), t ∈ [−τ , 0], (16)
and
X∆(t) = ψ(tn(∆)), t ∈ [tn(∆), tn+1(∆)), n = −N∆, . . . , 0. (17)
Next we extend (tn(∆)) for n ≥ 0 by
tn+1(∆) = tn(∆)+ ∆f (xn(∆)) , (18)
where (xn(∆))n≥0 and X∆ are defined by
xn+1(∆) = xn(∆)+ f (xn(∆))(tn+1(∆)− tn(∆))+
 tn+1(∆)
tn(∆)
g(X∆(s− τ)) ds, n = 0, 1, 2, . . . (19)
and
X∆(t) = xn(∆), t ∈ [tn(∆), tn+1(∆)). (20)
Furthermore X¯∆ is defined for n ≥ 0 by
X¯∆(t) = xn(∆)+ f (xn(∆))(t − tn(∆))+
 t
tn(∆)
g(X∆(s− τ)) ds, t ∈ [tn(∆), tn+1(∆)). (21)
We note that these constructions yield well-defined, positive and increasing sequences (xn(∆))n≥−N∆ , (tn(∆))n≥−N∆ and a
well-defined continuous function X¯∆ on the interval [−τ , T ′)where T ′ > 0 could be finite or infinite. We note that
(xj(∆))−N∆≤j≤0 is positive. (22)
We consider the level n induction hypothesis encompassed by the following statements:
(xj(∆))0≤j≤n, (tj(∆))−N∆≤j≤n are well-defined, positive and increasing, (23a)
X∆ ∈ PC([−τ , tn(∆))) is well-defined and positive (23b)
X¯∆ ∈ C([−τ , tn(∆))) is well-defined and positive. (23c)
Here PC denotes the piecewise continuous functions. This statement is true for n = 0. If these statements are true at level n,
we see that f (xn(∆)) > 0, and so tn+1(∆) > tn(∆) ≥ 0 is well-defined. Since tn+1(∆)− τ < tn+1(∆), we have that xn+1(∆)
is well-defined. Since X∆(t) > 0 for all t ∈ [−τ , tn+1(∆)), it follows that g(X∆(s− τ)) > 0 for all s ∈ [tn(∆), tn+1(∆)] and
so xn+1(∆) > xn(∆) > 0. Clearly X¯∆ is well-defined on [tn(∆), tn+1(∆)). Therefore, (23) has been proven at level n+ 1, and
so is true for all n ≥ 0. Finally, we prove that X¯∆ ∈ C([−τ , tn(∆)); (0,∞)) for all n ∈ N and is increasing on [0, tn(∆)) for
all n ∈ N. It is enough to deal with the continuity. X¯∆ = ψ is continuous on [−τ , 0) = [−τ , t0(∆)). For each n ≥ 0, X¯∆ is
continuous (indeed linear) on [tn(∆), tn+1(∆)). Since
lim
t→tn+1(∆)−
X¯∆(t) = xn+1(∆) = X¯∆(tn+1(∆)),
we see that X¯∆ is continuous at tn+1(∆) for all n ≥ 0. Since it is also continuous at t0(∆) = 0, we see that X¯∆ is continuous
on [−τ , tn(∆)) for n ≥ 0. X¯∆ is increasing on [tn(∆), tn+1(∆)) for each n ≥ 0 since (tj(∆))0≤j≤n+1 and (xj(∆))0≤j≤n+1 are
increasing.
Remark 4.1. We notice that the integrals on the right-hand side of (19) and (21) can be computed exactly because X∆ is
piecewise constant. All that is needed, for instance, to evaluate the integral in (19) at level n+1 is the values of the sequence
at xj(∆) for j ≤ n and the times of the ‘‘jumps’’ of X∆ viz., tj(∆) for j ≤ n+ 1. As in [8], we prefer to express xn(∆) and X¯∆(·)
in terms of these integrals, largely to obviate the use of complicated notation.
Remark 4.2. Since f is non-decreasing, there can be no more than two values of X∆(· − τ) : [tn(∆), tn+1(∆)] → (0,∞) :
t → X∆(t − τ). To see this, let m(n) ∈ Z such that m(n) ≥ −N∆ and X∆(tn(∆) − τ) = xm(n)(∆). Clearly m(n) < n and
tm(n) ≤ tn(∆)− τ < tm(n)+1(∆).
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Supposem(n)+ 1 ≥ 0. Now, as n ≥ 0,
(tn+1(∆)− τ)− (tn(∆)− τ) = tn+1(∆)− tn(∆) = ∆f (xn(∆)) ≤
∆
f (xm(n)+1(∆))
,
wherewe have used themonotonicity of f and (xj(∆))0≤j≤n at the last step. But tm(n)+2(∆)− tm(n)+1(∆) = ∆/f (xm(n)+1(∆)),
so (tn+1(∆)− τ)− (tn(∆)− τ) ≤ tm(n)+2(∆)− tm(n)+1(∆). Using this and tm(n) ≤ tn(∆)− τ < tm(n)+1(∆), we have
tn+1(∆)− τ ≤ tn(∆)− τ + tm(n)+2(∆)− tm(n)+1(∆)
< tm(n)+1(∆)+ tm(n)+2(∆)− tm(n)+1(∆) = tm(n)+2(∆).
Since X∆ jumps only at the times (tj), it follows that X∆(tn+1(∆) − τ) can only assume the values xm(n)(∆) or xm(n)+1(∆),
and therefore for s ∈ [tn(∆), tn+1(∆)] that X∆(s− τ) can only assume the values xm(n)(∆) or xm(n)+1(∆).
Suppose thatm(n)+ 1 < 0. Then, as n ≥ 0
(tn+1(∆)− τ)− (tn(∆)− τ) = tn+1(∆)− tn(∆) = ∆f (xn(∆)) ≤
∆
f (ψ(0))
.
Next, asm(n)+ 2 ≤ 0, we have tm(n)+2(∆)− tm(n)+1(∆) ≥ ∆/f (ψ(0)). Therefore
(tn+1(∆)− τ)− (tn(∆)− τ) ≤ ∆f (ψ(0)) ≤ tm(n)+2(∆)− tm(n)+1(∆).
Using this and tm(n) ≤ tn(∆)−τ < tm(n)+1(∆), we have as before tn+1(∆)−τ < tm(n)+2(∆). Since X∆ jumps only at the time
(tj), it follows that X∆(tn+1(∆)−τ) can only assume the values xm(n)(∆) or xm(n)+1(∆), and therefore for s ∈ [tn(∆), tn+1(∆)]
that X∆(s− τ) can only assume the values xm(n)(∆) or xm(n)+1(∆).
We now show that the function X¯∆ cannot explode in finite time and mimics other properties of the solution x of (6)
(cf. Theorem 2.1).
Theorem 4.3. Let f obey (2) and (3), g obey (4), and ψ ∈ C([−τ , 0]; (0,∞)) where τ > 0. Let ∆ ∈ (0, τ f (ψ(0))) and X∆
and X¯∆ be defined by (16)–(21). Then it follows that X¯∆ ∈ C([−τ ,∞); (0,∞)) is increasing on [0,∞) and
lim
t→∞ X¯∆(t) = ∞. (24)
Proof. Define
In(∆) =
 tn+1(∆)
tn(∆)
g(X∆(s− τ)) ds, n ≥ 0.
Notice that (18) and (19) imply for n ≥ 0 that xn+1(∆) = xn(∆)+∆+ In(∆) > xn(∆)+∆. Hence
xn(∆) ≥ ψ(0)+ n∆, n ≥ 0, (25)
so xn(∆)→∞ as n →∞. Next as (tn(∆))n≥0 is an increasing sequence, we notice that there exists T∆ ∈ (0,∞] such that
T∆ := lim
n→∞ tn(∆). (26)
Since X¯∆(t) ≥ xn(∆) for all t ∈ [tn(∆), tn+1(∆)), we have limt→T−∆ X¯∆(t) = ∞. Moreover, by (26), the domain of definition
of X¯∆ is [−τ , T∆), and X¯∆ is continuous on [−τ , T∆). We have already shown that X¯∆ is increasing on [0, tn(∆)) for all n ≥ 0;
therefore X¯∆ is increasing on [0, T∆).
It remains to show that T∆ = +∞. Suppose otherwise. There is Tn(∆) ∈ [tn(∆), tn+1(∆)] such that g(X∆(s − τ)) ≤
g(X∆(Tn(∆)− τ)) for all s ∈ [tn(∆), tn+1(∆)]. Therefore, as T∆ <∞, we have Tn(∆)− τ ≤ T∆− τ , and so, by using the fact
that X∆ is finite on [−τ , T∆ − τ ], we get
In(∆) ≤ (tn+1(∆)− tn(∆))g(X∆(Tn(∆)− τ)) = ∆g(X∆(Tn(∆)− τ))f (xn(∆)) ≤
∆
f (xn(∆))
max
s∈[−τ ,T∆−τ ]
g(X∆(s)).
Since f is increasing, it follows that limn→∞ f (xn(∆)) =: f (∞) ∈ (0,∞]. Therefore,
lim sup
n→∞
In(∆) ≤ ∆f (∞) maxs∈[−τ ,T∆−τ ] g(X∆(s)) =: B(∆) < +∞
where we interpret B(∆) = 0 in the case that limx→∞ f (x) = +∞. Therefore, lim supn→∞ xn(∆)/n ≤ ∆+ B(∆) =: C(∆).
Hence there exists N ∈ N such that xn(∆) < 2nC(∆) for n > N , so as f is increasing, ∆/f (xn(∆)) ≥ ∆/f (2nC(∆)) for
n > N . By (18), for n ≥ N + 1 we get
tn+1(∆) =
N
j=0
∆
f (xj(∆))
+
n
j=N+1
∆
f (xj(∆))
≥
N
j=0
∆
f (xj(∆))
+
n
j=N+1
∆
f (2jC(∆))
.
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Therefore T∆ < +∞ implies
∞
j=N+1
2C(∆)
f (2jC(∆))
< +∞. (27)
(3) implies for x ∈ [2jC(∆), 2(j + 1)C(∆)] that 1/f (2jC(∆)) ≥ 1/f (x). Hence 2C(∆)/f (2jC(∆)) ≥  2(j+1)C(∆)2jC(∆) 1/f (x) dx.
Therefore for n ≥ N + 1
n
j=N+1
2C(∆)
f (2jC(∆))
≥
n
j=N+1
 2(j+1)C(∆)
2jC(∆)
1
f (x)
dx =
 2(n+1)C(∆)
2(N+1)C(∆)
1
f (x)
dx.
Taking limits as n →∞ and using (3) contradicts (27); thus T∆ = +∞, as claimed. 
We remark that the mesh chosen has an another feature to recommend it: in the case that 1/f is integrable (in contrast
to (3)), and the solution x of (6) explodes in a finite time (i.e., there exists T ∈ (0,+∞) such that x(t) → ∞ as t ↑ T ), it
can be shown that for every∆ ∈ (0, τ f (ψ(0))) that X∆ explodes (i.e., there exists T∆ ∈ (0,+∞) such that X∆(t)→∞ as
t ↑ T∆). See [5] for details.
5. Recovery of the continuous-time growth rate by state-dependent mesh
Before starting, we state and prove an auxiliary lemma.
Lemma 5.1. Let f obey (3) and (9), F be defined by (8) and let c > 0. Then
lim
x→∞ f (F
−1(F(x)− c))/f (x) = 0.
Proof. Define y by y′(t) = f (y(t)), t > 0 and y(0) = 1. Then y(t) = F−1(t) and moreover (3) ensures that y is defined on
[0,∞) and y(t)→∞ as t →∞. Since f (x)/x →∞ as x →∞, we have y′(t)/y(t)→∞ as t →∞. Therefore, for every
M > 0 there exists TM > 0 such that y′(t)/y(t) > M for all t > TM . Then for t > TM + c =: T ′M we have
log

y(t)
y(t − c)

=
 t
t−c
y′(s)
y(s)
ds ≥ Mc.
Hence y(t)/y(t − c) ≥ eMc , so y(t − c)/y(t) ≤ e−Mc for t > T ′M . Therefore y(t − c)/y(t) → 0 as t → ∞. Hence
limt→∞ F−1(t − c)/F−1(t) = 0. Since F(x)→∞ as x →∞, we have limx→∞ F−1(F(x)− c)/x = 0. Thus for everyM > 0
there is an xM > 0 such that F−1(F(x) − c)/x < 1/M for all x > xM . Hence F−1(F(x) − c) < x/M for x > xM . Since f is
non-decreasing, we have f (F−1(F(x)− c))/f (x) ≤ f (x/M)/f (x) for x > xM . Thus as f ∈ RV∞(1), we have
lim sup
x→∞
f (F−1(F(x)− c))
f (x)
≤ lim
x→∞
f (x/M)
f (x)
= 1
M
.
LettingM →∞ establishes the result. 
Theorem 5.2. Let f obey (2), (3) and (9). Let g obey (4), f and g obey (7), τ > 0 and ψ obey (5). Let ∆ ∈ (0, τ f (ψ(0))) and
suppose tn, xn, X∆ and X∆ are given by (16)–(21). Then
lim
n→∞
F(xn(∆))
tn(∆)
= 1, (28)
lim
t→∞
F(X∆(t))
t
= 1, (29)
where F is defined by (8).
Proof. Note that since f and g are positive, xn+1(∆) > xn(∆)+∆ and so xn(∆) ≥ ψ(0)+ n∆ for n ≥ 0. As F is increasing,
using the same arguments used to prove Theorem 4.3 we have
F(xn(∆)) ≥ F(ψ(0)+ n∆) ≥
n−1
j=0
∆
f (ψ(0)+ (j+ 1)∆) = tn+1(∆)−
∆
f (ψ(0))
> tn(∆)− ∆f (ψ(0)) .
Since tn →∞ as n →∞
lim inf
n→∞
F(xn(∆))
tn(∆)
≥ 1. (30)
J.A.D. Appleby, M.J. McCarthy / Computers and Mathematics with Applications 64 (2012) 2251–2261 2257
If we can prove a similar result for an upper estimate of the solution we will have (28). Note that since f and g obey (7),
there isΛ′ > 0 such that g(x) ≤ Λ′f (x) for x ≥ 0, so
In(∆) =
 tn+1(∆)
tn(∆)
g(X∆(s− τ)) ds ≤ Λ′
 tn+1(∆)
tn(∆)
f (X∆(s− τ)) ds.
Since X∆ is non-decreasing on [0,∞), there exists N∗∆ such that for n > N∗∆ and s ∈ [tn(∆), tn+1(∆))we have X∆(s− τ) ≤
X∆(tn+1(∆)− τ). Therefore for n > N∗∆
In(∆) ≤ Λ′(tn+1(∆)− tn(∆))f (X∆(tn+1(∆)− τ)) = Λ′∆ f (X∆(tn+1(∆)− τ))f (xn(∆)) .
Next define N(n) ∈ N such that tN(n)(∆) ≤ tn+1(∆) − τ < tN(n)+1(∆). This implies xN(n)(∆) = X∆(tn+1(∆) − τ). So for
n > N∗∆
In(∆) ≤ Λ′∆ f (xN(n)(∆))f (xn(∆)) . (31)
Clearly N(n) ≤ n as X∆(tn+1(∆) − τ) ≤ xn(∆) in accordance with Remark 4.2. Therefore as xn is increasing and f is non-
decreasing, f (xN(n)(∆)) ≤ f (xn(∆)) and xn(∆) ≤ ψ(0)+ (1+Λ′)n∆ for n > N∗∆, thus
f (xN(n)(∆))
f (xn(∆))
≤ f (ψ(0)+ (1+Λ
′)N(n)∆)
f (n∆)
= f (ψ(0)+ (1+Λ
′)N(n)∆)
f (N(n)∆)
· f (N(n)∆)
f (n∆)
, n > N∗∆.
Therefore as f ∈ RV1(∞) and N(n)→∞ as n →∞,
lim sup
n→∞
f (xN(n)(∆))
f (xn(∆))
≤ (1+Λ′) lim sup
n→∞
f (N(n)∆)
f (n∆)
. (32)
Now for any c > 0,
f (N(n)∆)
f (n∆)
= f (N(n)∆)
f (F−1(F(n∆)− c)) ·
f (F−1(F(n∆)− c))
f (n∆)
.
The second factor tends to zero as n →∞ by Lemma 5.1. For the first factor, using the definition of tn and xn(∆) > n∆, we
get
n
j=N(n)
∆
f (j∆)
≥
n
j=N(n)
∆
f (xj(∆))
= tn+1(∆)− tN(n)(∆) ≥ τ . (33)
Now since f is non-decreasing,
n
j=N(n)
∆
f (j∆)
≤ ∆
f (N(n)∆)
+
 (n−1)∆
N(n)∆
1
f (u)
du = ∆
f (N(n)∆)
+ F((n− 1)∆)− F(N(n)∆).
Now as N(n)→∞ as n →∞, there exists nψ > 0 such that N(n)∆ > ψ(0) for n > nψ . Using this and the fact that f and
F are non-decreasing we have for n > nψ ,
n
j=N(n)
∆
f (j∆)
≤ ∆
f (ψ(0))
+ F(n∆)− F(N(n)∆),
and by (33),
F(n∆)− F(N(n)∆) ≥
n
j=N(n)
∆
f (j∆)
− ∆
f (ψ(0))
≥ τ − ∆
f (ψ(0))
=: c, n > nψ .
So F(n∆)− c ≥ F(N(n)∆) and since F−1 and f are non-decreasing, f (F−1(F(n∆)− c)) ≥ f (N(n)∆) for n > nψ . Therefore
lim sup
n→∞
f (N(n)∆)
f (n∆)
≤ lim sup
n→∞
f (N(n)∆)
f (F−1(F(n∆)− c)) · lim supn→∞
f (F−1(F(n∆)− c))
f (n∆)
≤ 1 · 0 = 0,
and inserting this into (32) we have lim supn→∞ f (xN(n)(∆))/f (xn(∆)) = 0. Therefore for any ϵ > 0 there exists Nϵ ∈ N
such that f (xN(n)(∆))/f (xn(∆)) < ϵ/Λ′ and xNϵ (∆) > ψ∗ := maxs∈[−τ ,0] ψ(s) for n > Nϵ − 1. Using this and (31) we get
In(∆) ≤ ϵ∆ for all n > Nϵ − 1, and so xn+1(∆) ≤ xn(∆)+ (1+ ϵ)∆ for n > Nϵ − 1, yielding
F(xn(∆)) < F(xNϵ (∆)+ (n− Nϵ)(1+ ϵ)∆), n > Nϵ (34)
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as x → F(x) is increasing on [ψ∗,∞). Next for n > Nϵ + 1, xNϵ (∆)+(n−Nϵ )∆(1+ϵ)
xNϵ (∆)+∆(1+ϵ)
1
f (u)
du ≤
n
j=Nϵ+1
∆(1+ ϵ)
f (xNϵ (∆)+ (j− Nϵ)(1+ ϵ)∆)
≤ (1+ ϵ)
n
j=Nϵ+1
∆
f (xj(∆))
= (1+ ϵ)(tn(∆)− tNϵ+1(∆)).
Therefore
lim sup
n→∞
F(xNϵ (∆)+ (n− Nϵ)∆(1+ ϵ))
tn(∆)− tNϵ+1(∆)
≤ 1+ ϵ
and by (34) we obtain
lim sup
n→∞
F(xn(∆))
tn(∆)
≤ 1+ ϵ.
Letting ϵ → 0+ and combining this result with (30) yields (28). (29) follows from (28). Note that for every t > 0 there is an
n(t) ∈ N such that t ∈ [n(t)∆, (n(t)+ 1)∆), so xn(t)(∆) ≤ X∆(t) < xn(t)+1(∆). As F is increasing,
n(t)∆
t
1
n(t)∆
F(xn(t)(∆)) ≤ 1t F(X∆(t)) ≤
(n(t)+ 1)∆
t
1
(n(t)+ 1)∆F(xn(t)+1(∆)).
As n(t)∆/t → 1 as t →∞, (28) implies (29). 
6. Convergence of scheme
We now demonstrate that our scheme will approximate the solution with arbitrary accuracy on any arbitrary compact
interval [0, T ], provided that theparameter∆ is chosen sufficiently small, and g is assumed to be locally Lipschitz continuous.
We provide a proof, because of one subtlety: it is not immediately clear that the numerical approximations X∆ and X∆ can
be bounded uniformly in∆ on [0, T ]. If such a bound does not hold, it is possible that error estimates arising from standard
arguments using Gronwall’s inequality cannot be controlled.
Theorem 6.1. Let f obey (2), (3) and (9). Let g obey (4) and be locally Lipschitz continuous and f and g obey (7). Let τ > 0 and
ψ obey (5). Then there exists a unique continuous solution x ∈ C([−τ ,∞); (0,∞)) of (6) which obeys limt→∞ x(t) = ∞. Let
∆ ∈ (0, τ f (ψ(0))) and suppose tn(∆), xn(∆), X∆ and X∆ are defined by (18)–(20) and (24). Let T > 0. Then
lim
∆→0 supt∈[0,T ]
|x(t)− X∆(t)| = 0.
Proof. Let M > ψ∗ = maxt∈[−τ ,0] ψ(t). It is enough to show that for any T > 0 and ∆0 ∈ (0, τ f (ψ(0))) there is a finite
M∗(T ) > 0 such that x(t), X∆(t), X∆(t) ∈ [0,M∗(T )] for t ∈ [−τ , T ] and∆ ≤ ∆0. Then the local Lipschitz continuity of f and
g and the continuity of ψ ensure the result, by standard arguments (see e.g., Bellen and Zennaro [10] for delay-differential
equations, Mao [9] for stochastic functional differential equations or Appleby et al. [5] for the corresponding scheme in an
equation which exhibits a finite-time explosion).
In what follows, we often suppress the ∆-dependence of tn to aid readability. First note that for any T > 0 there is an
M = M(T ) such that x(T ) ≤ M(T ). Define g¯ψ = maxx∈(0,ψ∗] g(x), and Lψ = g¯ψ/f (ψ(0)). Again note that (7) implies that
there isΛ′ > 0 such that g(x) ≤ Λ′f (x) for x ≥ 0 and set L∗ = max(Λ′, Lψ ). Since xn obeys (19), for n ≥ 0
xn+1(∆) ≤ xn(∆)+∆+ (tn+1(∆)− tn(∆)) max
tn(∆)≤u≤tn+1(∆)
g(X∆(u− τ))
≤ xn(∆)+∆+ ∆f (xn(∆)) max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))),
by Remark 4.2. If tn+1(∆)− τ ≤ 0, then max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))) ≤ maxt∈[−τ ,0] g(ψ(s)) ≤ g¯ψ . Thus
xn+1(∆) ≤ xn(∆)+∆+ ∆f (xn(∆)) g¯ψ ,
and so as f (xn(∆)) ≥ f (ψ(0)), by the definition of Lψ we get xn+1(∆) ≤ xn(∆)+∆(1+ Lψ ) if tn+1(∆) ≤ τ .
Suppose tn+1(∆) > τ ≥ tn(∆). Then max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))) ≤ max(g¯ψ ,Λ′f (X∆(tn+1 − τ))). Now
f (xn(∆)) ≥ f (ψ(0)) and∆ < τ f (ψ(0)) implies
0 < tn+1(∆)− τ = tn(∆)− τ +∆/f (xn(∆)) ≤ tn(∆)− τ +∆/f (ψ(0)) < tn(∆),
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so as X∆ is non-decreasing on [0,∞), we get f (X∆(tn+1 − τ)) ≤ f (X∆(tn)) = f (xn(∆)). Therefore, we have max(g(X∆(tn −
τ)), g(X∆(tn+1 − τ))) ≤ max(g¯ψ ,Λ′f (xn(∆))). Hence
∆
f (xn(∆))
max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))) ≤ ∆max

g¯ψ
f (xn(∆))
,Λ′

≤ ∆max(Lψ ,Λ′).
Therefore xn+1(∆) ≤ xn(∆)+∆(1+ L∗), if tn+1(∆) > τ ≥ tn(∆).
In the final case when tn+1(∆) > tn(∆) ≥ τ , we have that max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))) ≤ max(Λ′f (X∆(tn −
τ)),Λ′f (X∆(tn+1 − τ))). Since X∆ is non-decreasing on [0,∞) and, as before tn+1(∆)− τ < tn(∆), we have
max(g(X∆(tn − τ)), g(X∆(tn+1 − τ))) ≤ max(Λ′f (X∆(tn+1 − τ)),Λ′f (X∆(tn+1 − τ)))
= Λ′f (X∆(tn+1 − τ)) ≤ Λ′f (X∆(tn)) = Λ′f (xn(∆)).
Therefore xn+1(∆) ≤ xn(∆)+ ∆(1+ Λ′) if tn+1(∆) > tn(∆) ≥ τ . Therefore in all cases xn+1(∆) ≤ xn(∆)+ ∆(1+ L∗) for
all n ≥ 0, and so
xn(∆) ≤ ψ(0)+ n∆(1+ L∗), n ≥ 0. (35)
Now since tn(∆) defined by (18) is increasing, for any T > 0 there exists n∆(T ) > 0 such that tn∆(T )(∆) ≥ T > tn∆(T )−1.
Note that X∆(T ) ≤ xn∆(T ). Thus X∆(T ) ≤ ψ(0) + n∆(T )∆(1 + L∗) =: M∆(T ). We wish to bound M∆(T ) uniformly in ∆.
Since n∆(T ) is such that T > tn∆(T )−1(∆), f is non-decreasing and xn(∆) obeys (35),
T > tn∆(T )−1(∆) ≥
n∆(T )−2
j=0
∆
f (ψ(0)+ j∆(1+ L∗)) ≥
1
1+ L∗
 ψ(0)+(n∆(T )−1)∆(1+L∗)
ψ(0)
1
f (u)
du
= 1
1+ L∗ (F(M∆(T )−∆(1+ L
∗))− F(ψ(0))).
Therefore as F−1 is increasing,M∆(T ) < ∆(1+L∗)+F−1((1+L∗)T+F(ψ(0))) =: M∗∆(T ), and so for any∆0 ∈ (0, τ f (ψ(0))),
M∆(T ) < M∗∆0(T ) for ∆ < ∆0. Thus X∆(T ) < M
∗
∆0
(T ) for all ∆ < ∆0. Setting M∗(T ) = max(ψ∗,M(T ),M∗∆0(T )) we have
that x(t), X∆(t), X∆(t) ∈ [0,M∗(T )] for t ∈ [−τ , T ] and∆ ≤ ∆0. 
7. More efficient mesh for a superlinear ordinary differential equation
In the discussion above, we did not address the question as to whether the mesh defined by (18)–(20), (24) is the ‘‘best
possible’’ mesh: it was merely shown that a uniform mesh does not suffice to recover the rate of growth of the solution
of (6), but that our special mesh does. In the case g = 0, we now show that a mesh requiring less computational effort
(because it has an asymptotically larger step size) will perform almost as well as the specialised mesh. When g = 0, the
DDE (6) collapses to the ordinary differential equation
y′(t) = f (y(t)), t > 0; y(0) = ξ > 0. (36)
We assume as before that f obeys (2) and (3). Then there is a unique continuous and positive solution y of (36) for which
limt→∞ y(t) = ∞ and moreover y has growth rate given by limt→∞ F(y(t))/t = 1, where F is given by (8).
We construct our discrete scheme. Let∆ > 0. Let y0(∆) = ξ > 0 and define t0(∆) = 0. Define
tn+1(∆) = tn(∆)+ ∆f (yn(∆))/yn(∆) , n ≥ 0, (37)
and
yn+1(∆) = yn(∆)+ (tn+1(∆)− tn(∆))f (yn(∆)), n ≥ 0. (38)
These sequences are well-defined; both are increasing and positive. As before, we extend the sequence (yn) to continuous-
time according to
y∆(t) = yn(∆), t ∈ [tn(∆), tn+1(∆)); y∆(t) = yn(∆)+
 t
tn
f (y∆(s)) ds, t ∈ [tn(∆), tn+1(∆)). (39)
It is easy to see that yn(∆)→∞ as n →∞. We determine now the rate of growth of yn and y∆.
Theorem 7.1. Suppose that f obeys (2), (3) and (9). Suppose that tn, yn, y∆ and y∆ are given by (37)–(39). Then
lim
n→∞
F(yn(∆))
tn(∆)
= log(1+∆)
∆
, (40)
lim
t→∞
F(y∆(t))
t
= log(1+∆)
∆
(41)
where F is given by (8).
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We notice that the rate now depends on ∆, and does not recover fully the rate of growth of solutions of (36); however, as
∆ gets smaller, the limiting constants on the right hand sides of (40) and (41) tend to unity from below. Therefore, we see
that (40) and (41) both underestimate the rate of growth of the solution of (36), but that the error in this estimate falls as
the computational effort increases. Despite this underestimate, the scheme expends much less computational effort than
the mesh used for the delay differential equation; the step size for the old mesh when the next value of the solution is
to be computed starting from x is hold(x) = ∆/f (x), while the corresponding step size for the new mesh for the ODE is
hnew(x) = ∆/(f (x)/x). Clearly, as x →∞, we have hold(x)/hnew(x) = 1/x → 0, so the old mesh needs more computational
effort as soon as the solution exceeds unity.We notice that the scheme (37)–(39) collapses to a fixed stepmethod in the case
that f (x) = ax for a > 0, with step size h = ∆/a. Theorem 7.1 predicts that log y∆(t)/t → a log(1+∆)/∆ as t →∞, which
is close to the actual growth rate log y(t)/t → a as t → ∞, in the case when the step parameter ∆ is small. Theorem 7.1
can be applied to (36) in this case, as scrutiny of the proof reveals that the hypothesis f (x)/x →∞ as x →∞ is not used.
Proof of Theorem 7.1. It is easy to prove by induction that yn(∆) = ξ(1+∆)n for all n ≥ 0. Also we have
tn(∆) =
n−1
j=0
∆
f (yj(∆))/yj(∆)
=: ∆
n−1
j=0
aj(∆), n ≥ 1.
Define f ∗(x) = 1/f (x) for x > 0. Since f obeys (9), f ∗ ∈ RV∞(−1). Let x > 0. Then x(1+∆)
x
1
f (u) du
x/f (x)
−
 (1+∆)
1
1
λ
dλ =
 1+∆
1

f ∗(λx)
f ∗(x)
− 1
λ

dλ,
from which we obtain
 x(1+∆)
x
1
f (u) du
x/f (x)
− log(1+∆)
 ≤ ∆ maxλ∈[1,1+∆]
 f ∗(λx)f ∗(x) − 1λ
 .
Since f ∗ is in RV∞(−1), by the Uniform Convergence Theorem for regularly varying functions (see e.g., [6, Theorem 1.5.2]),
we have
lim
x→∞ maxλ∈[1,1+∆]
 f ∗(λx)f ∗(x) − 1λ
 = 0,
so
lim
x→∞
 x(1+∆)
x
1
f (u) du
x/f (x)
= log(1+∆). (42)
Define
bn(∆) :=
 yn+1(∆)
yn(∆)
1
f (u)
du, n ≥ 0; Tn(∆) :=
n−1
j=0
bj(∆) =
 yn(∆)
ξ
1
f (u)
du, n ≥ 1.
Thus Tn(∆) = F(yn(∆))− F(ξ) and therefore as yn(∆)→∞ as n →∞ and f obeys (3), we have Tn(∆)→∞ as n →∞.
Since yn+1(∆) = (1+∆)yn(∆) and yn(∆)→∞ as n →∞, (42) implies
lim
n→∞
bn(∆)
an(∆)
= lim
n→∞
 yn+1(∆)
yn(∆)
1
f (u) du
yn(∆)/f (yn(∆))
= log(1+∆).
Therefore we have tn(∆)→∞ as n →∞. By applying the Toeplitz lemma (cf. e.g. [11, p.390]), we get
lim
n→∞
Tn(∆)
tn(∆)
= lim
n→∞
bn(∆)
∆an(∆)
= log(1+∆)
∆
,
and using Tn(∆) = F(yn(∆)) − F(ξ) and tn(∆) → ∞ as n → ∞, we obtain (40). The proof that (41) can be proven from
(40) follows in the same manner as the proof that (29) follows from (28). 
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