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Abstract
One concept of the stability of a solution of an evolutionary equation relates to the sensitivity of the solution
to perturbations in the initial data; there are other stability concepts, notably those concerned with persistent
perturbations.Results are presented on the stability inp-thmeanof solutions of stochastic delay differential equations
with multiplicative noise, and of stochastic delay difference equations. The difference equations are of a type found
in numerical analysis and we employ our results to obtain mean-square stability criteria for the solution of the
Euler–Maruyama discretization of stochastic delay differential equations.
The analysis proceeds as follows: We show that an inequality of Halanay type (derivable via comparison theory)
can be employed to derive conditions for p-th mean stability of a solution. We then produce a discrete analogue of
the Halanay-type theory, that permits us to develop a p-th mean stability analysis of analogous stochastic difference
equations. The application of the theoretical results is illustrated by deriving mean-square stability conditions for
solutions and numerical solutions of a constant-coefﬁcient linear test equation.
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1. Introduction
This paper divides naturally into three parts, the ﬁrst concerning evolutionary stochastic delay differ-
ential equations (SDDEs), the second concerning stochastic delay-difference equations, and the third part
concerning linear stability analysis in the numerical analysis of SDDEs. In the ﬁrst part (Sections 2 and 3)
we present the class of continuous problems addressed, deﬁne our stability concepts, and obtain a stability
criterion. In the second part (Sections 4 and 5), we give a stochastic difference equation which may be
associated with a numerical method, present the related stability concepts, and obtain a stability criterion.
In the third part (Section 6) we apply the results from the preceding parts to obtain stability results for
the solution and a numerical solution of a test equation. For the purpose of illustrating the results of the
second part we have chosen here the simplest numerical method, the explicit2 Euler–Maruyamamethod.
However, this is also the most widely used method and to the best of our knowledge, a linear stability
analysis in this setting has not been established before.
The development of numerical methods for SDDEs is relatively new, compared with that for determin-
istic delay differential equations (DDEs) or for stochastic ordinary differential equations (SODEs)—see,
e.g., [3,8] and [18,28], respectively.
The main practical conclusions to be drawn from this paper are that, when using the Euler–Maruyama
formula for an SDDE with a ﬁxed stepsize, the choice of stepsize is limited both by accuracy and
by stability (both in the mean-square sense)—but that under precisely stated conditions the numerical
solution simulates that of the analytic problem. The conditions that we state place computable bounds on
the parameters and stepsize h that are sufﬁcient3 for our stability results (compare with e.g. Higham’s
results [16] in the SODE case). Elsewhere, Baker et al. [6] provide a number of computational results
that serve to illustrate what is observed in practice with stable and with unstable schemes.
The main theoretical conclusions are that continuous and discrete inequalities of Halanay type can
be given rôles (as an alternative to other approaches) in the continuous and discrete stability analysis.
Lyapunov functionals can be deﬁned (cf. [22]) for stochastic problems, and their use provides avenues
for further investigation.
2. Stochastic delay differential equations
Mao [25] andMohammed [30] examine in some detail SDDEs of the type analyzed here; Kolmanovskii
and Myshkis [19, Chapter 5] set out the formulation of the problem and some key results in a succinct
fashion (see also [20, Chapter 10] or [21]). Mohammed’s article [31] gives a very good introduction to
several aspects of stochastic functional differential equations. For results in the special case of SODEs,
see the bibliography and the remarks in Section 7.1.
Let (,A, P ) be a complete probability space with a ﬁltration (At )t t0 that is right-continuous,
and each At , t t0, contains all P-null sets in A, and we write E(X) =
∫
X dP . Suppose F,G :[t0, T ] × R× R→ R, where T may be taken arbitrarily large, and 0 ( is nonrandom). We consider,
2We emphasize that the results of the second part are also applicable to other formulae, in particular drift-implicit
formulae [5].
3 For a special type of recurrence, Shaikhet [34] provided a necessary and sufﬁcient condition.
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for t t0, the Itô equation
X(t)=X(t0)+
∫ t
t0
F(s,X(s),X(s − )) ds +
∫ t
t0
G(s,X(s),X(s − )) dW(s), (2.1a)
where, see [19, Chapter 8], W = {W(t), t t0} is a standard Wiener process, or Brownian motion, the
stochastic integral is deﬁned in the Itô sense, and
X(t)= (t) for t ∈ J := [t0 − , t0]. (2.1b)
Invoking the deﬁnition of a stochastic differential of an Itô process [1,25], Eq. (2.1a) is frequently written
in the compact form
dX(t)= F(t,X(t),X(t − )) dt +G(t,X(t),X(t − )) dW(t) (t t0) (2.2a)
—a stochastic delay differential equation of Itô type, with “ﬁxed lag” > 0. Setting  = 0 in (2.1)
yields an SODE. To indicate dependence on the initial function,4 one may write X(t) ≡ X(t; t0,)
when, as in (2.1b), X(t) = (t) for t ∈ J . As regards (t), we request (see, e.g., [19, Chapter 8], or
[30, Chapter 2]) the following condition.
Condition C0. For some p> 1, : J × → R satisﬁes E(supt∈J |(t)|p)<∞; almost all sample paths
are continuous and (t) (t ∈ J ) is independent of the -algebra generated byW(t ′) (t ′ t0).
The solution of (2.1) is often considered for t ∈ [t0, T ] with some ﬁnite T, but stability in the sense
discussed here (see [21,25], etc.) concerns the effect on a solution for t ∈ [t0,∞) (in particular, as
t → ∞), of “admissible” changes in the initial function (t) in (2.1b). (A change is admissible if
Condition C0 remains satisﬁed.) Other deﬁnitions of stability may involve the effect of persistent or
“steady-acting” perturbations in (2.1a) for t ∈ [t0 − ,∞).
Deﬁnition 1. An R-valued stochastic process X = {X(t), t ∈ [t0 − ,∞)} is called a strong solution of
(2.1), if it is ameasurable, continuous process such that, for everyT  t0,X|[t0, T ] is (At )t0 tT -adapted,
and X satisﬁes, almost surely, Eq. (2.1a) for t t0, and the initial condition (2.1b) for t ∈ [t0 − , t0].
Any solutionX= {X(t), t ∈ [t0− ,∞)} of (2.1) depends on the initial conditions for t ∈ [t0− , t0].
As stability is a term that applies to a particular solution, the existence of a solution of the continuous and
of the discretized problems is a prerequisite for the discussion here.
Condition C1. There exists a path-wise unique strong solution X of (2.1) (with X(t) ≡ X(t; t0,)) and
E(supt0 s t |X(s; t0,)|p)<∞, for all t t0.
Sufﬁcient assumptions [25, Chapter 5, Theorem 2.2] guaranteeing Condition C1 are that F and G
are continuous, that F and G satisfy, on their domains of deﬁnition, uniform Lipschitz conditions, and
that F and G satisfy a linear growth condition, along with Condition C0. Weaker conditions include
local Lipschitz conditions and additional growth conditions, as in [25, Chapter 5, Theorem 2.5] or
4As usual, the argument  ∈  is suppressed in the notation X(t) ≡ X(t,).
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[26, Theorem A.1]. We will suppose that the equation admits the null solution X(t) ≡ 0 (for t t0 − ),
and to this end we request that the following condition holds.
Condition C2. F and G satisfy F(t, 0, 0)= 0 and G(t, 0, 0)= 0, for t t0.
The null solution corresponds to a zero initial function, and we shall consider solutions that correspond
to perturbations of this initial function, the above existence conditions being satisﬁed. For extensions to
non-null solutions, see Section 2.2.
For the purpose of reference, we recall the well-known Itô Formula (see, e.g.,[25] or [19, p. 138]),
which we will apply in integral form: If X is a solution of (2.1), and if the derivatives Ut, Ux, Uxx of
U : [t0, T )× R→ R are continuous, then
U(t,X(t))− U(t0, X(t0))
=
∫ t
t0
{
Ut(t, X(t))+ Ux(t, X(t)) F (t, X(t),X(t − ))
+1
2
Uxx(t, X(t))G
2(t, X(t), X(t − ))
}
dt
+
∫ t
t0
Ux(t, X(t))G(t,X(t),X(t − )) dW(t). (2.3)
2.1. Stability in p-th mean
There are at least three different types of stability in a stochastic sense; cf.[15,21] or [25, p. 109].
We will be concerned, for 1p<∞, with p-th mean stability (in particular with mean-square stability
obtained on setting p= 2) of the null solution of Eq. (2.1), with respect to perturbations in (t). We here
recall a hierarchy of deﬁnitions.
Deﬁnition 2. For some p> 0, the null solution of the SDDE (2.1) is termed
(1) stable in p-th mean, if for each > 0, there exists a 0 such that E(|X(t; t0,)|p)<  for t t0,
whenever E(supt∈J |(t)|p)< ;
(2) locally asymptotically stable in p-th mean, if it is locally stable in p-th mean and if there exists a
0 such that E(|X(t; t0,)|p)→ 0 as t →∞, whenever E(supt∈J |(t)|p)< ;
(3) locally exponentially stable (with exponent +) in the p-th mean if it is locally stable in p-th mean
and if there exists a 0 such that, whenever E(supt∈J |(t)|p)< , there exists some ﬁnite constant
C and +> 0 such that
E(|X(t; t0,)|p)C E
(
sup
s∈J
|(s)|p
)
exp(−+(t − t0)) (t0 t <∞). (2.4)
If, in the above,  may be taken arbitrarily large then the stability is in each case global rather than
local.
Remark 3. Mao’s terminology p-th moment exponential stability (see [25, p. 126]) is synonymous with
our terminology global exponential stability in p-thmean. In quantitative assessments, themaximumvalue
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of + that can be employed in (2.4) is of interest; to refer to it wemay use the terminology “+-exponential
stability in p-th mean”.
2.2. Stability of a non-null solution
Observe that the condition G(t, 0, 0)= 0 in Condition C2 excludes from consideration equations that
have purely additive noise. The following comment indicates that our stability deﬁnitions, applying as
they do to the null solution, are less restricted than appears at ﬁrst sight. Suppose that X(t) is a given
non-null solution of (2.1). Then the associated equation (to be solved for U(t))
dU(t)= F(t, U(t), U(t − )) dt +G(t, U(t), U(t − )) dW(t) (t t0), (2.5a)
U(t)= 0 (t ∈ J := [t0 − , t0]), (2.5b)
where
F(t, U(t), U(t − ))= F(t,X(t)+ U(t),X(t − )+ U(t − )), (2.6a)
G(t, U(t), U(t − ))=G(t,X(t)+ U(t),X(t − )+ U(t − )) (2.6b)
has the null solution U(t) ≡ 0 for t t0 − . The sensitivity of X(t) to perturbations is now reﬂected
in the sensitivity of the null solution U(t) to perturbations. Our local stability deﬁnitions for the null
solution were formulated in terms of the boundedness or decay of E(|X(t; t0,)|p) for suitably small
E(supt∈J |(t)|p), but stability of a general solution X(t) relates to the effect X(t) of making a change
from (t) to (t) + (t) (the effect being measured by E(|X(t)|p)). Our deﬁnitions of stability are
about what happens to a solution under perturbation to its initial data and the uniqueness of a strong
solution X, with X(t)=X(t; t0,), is assumed.
3. A condition for stability in the continuous case
Weshall study, bymeans of a comparison theorem, a deterministic inequality thatwe use in our analysis.
We state the following known result (cf. [11]) without proof. The notation x′+(t) means, as usual, the
right-hand derivative of x(·) evaluated at t.
Theorem 4. For arbitrary 	, 
 ∈ R and 0, a necessary and sufﬁcient condition for stability of the null
solution of
x′+(t)=−	x(t)+ 
x(t − ) for t t0, (3.1)
(where 	, 
 ∈ R, 0) under continuous bounded perturbations of the initial function on [t0 − , t0], is
that all of the (at most countable) zeros {} of the stability function
Q() ≡ Q(; 	, 
, ) := + 	− 
 exp{−} (3.2)
have nonpositive real part (any with vanishing real part being simple zeros). If the zeros {} all have
negative real part then the stability is both global asymptotic stability and global exponential stability.
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The region in the (	, 
)-plane for which the conditions for stability hold is indicated in Fig. 1(i); this
region includes the subset |
|	. However, it may be noted that 	> 0 is not a necessary condition for
global (asymptotic, exponential) stability.
For a continuous real-valued function y(t) of a real variable, the Dini-derivatives D+y(t) and D−y(t)
are deﬁned as
D+y(t)= lim sup
↘0
y(t + )− y(t)

and D−y(t)= lim inf
↗0
y(t + )− y(t)

.
We shall not require here the other Dini-derivatives D−y(t), D+y(t). If y has a right-hand derivative at t,
y′+(t), then D+y(t) = y′+(t) (if y′(t) exists, D+y(t) = D−y(t) = y′(t)). The following lemma provides
several useful results.
Lemma 5. (a) Suppose that the real-valued function u is continuous on [t0, T ) (u ∈ C[t0, T )) and
D+u(t)0 for t ∈ [t0, T ). Then u(t) is a non-increasing function of t for t ∈ [t0, T ). (b) If u(t) ∈
C[t0, T ) and the function w has a right-hand derivative on [0, T ), then D+{u(t) + w(t)} = D+u(t) +
w′+(t). (c) If D+u(t)0 (or if D+u(t)> 0) in [t0, T ), then u is monotonically increasing (or is strictly
monotonically increasing). (d) Let v, w be continuous real-valued functions with D+v(t)w(t) for
t ∈ (t0, t0 + T ). Then D−v(t)w(t) for t ∈ (t0, t0 + T ).
Part (a) of the above result is attributed to Zygmund by Lakshmikantham and Leela [23, vol. 1, p. 9],
part (b) is noted byWalter [37, p. 358] (observe thatD+ is not a linear operator on the space of continuous
functions), the proof of part (d) is in Lakshmikantham and Leela [23, vol. 1, p. 9].
3.1. A Halanay-type inequality
The lemma and theorem that follow are connected with a result due to Halanay. (For related results
see, e.g., [7,13,24,29].)
Lemma 6. Suppose that 	, 
,  ∈ R with 0 and 0< 
< 	. (a) The function
Q() ≡ Q(; 	, 
, )= − 	+ 
 exp{} (3.3)
has a single real zero + which is positive. If = 0 then + = 	− 
; if > 0 then 0< +< 	− 
. (b) For
arbitrary K > 0, the positive monotonic-decreasing function
wK(t)=K exp{−+(t − t0)} (deﬁned for t ∈ R), (3.4)
satisﬁes
w′K(t)=−	wK(t)+ 
wK(t − ) for t t0. (3.5)
Proof. (a) For  = 0, Q() =  − 	 + 
 and the result is obvious. Suppose, therefore, that > 0. The
existence of a zero + follows because Q(0) = −(	 − 
)< 0 and Q(	) = 
 exp(	)> 0. Its uniqueness
follows because the derivative Q′() is 1+ 
 exp()> 0. Obviously 0< +< 	, a result, which we can
now reﬁne. Since Q(	 − 
) = 
(exp((	 − 
)) − 1)> 0 we have + ∈ (0, 	 − 
). (b) By part (a), for
0< 
< 	 the unique real zero of Q() is a value + ∈ (0, 	− 
]. The validity of (3.5) can then be veriﬁed
by substitution, employing the property Q(+; 	, 
, )= 0. 
410 C.T.H. Baker, E. Buckwar / Journal of Computational and Applied Mathematics 184 (2005) 404–427
The following comparison result will be useful in the investigation of SDDEs with bounded delays.
The presentation of Theorem 7 follows Driver [11, Section 34, Lemma D], with the modiﬁcation that we
employ Dini derivatives, since we wish to apply the result to continuous functions that may not have a
derivative.
Theorem 7. Let 	, 
 and 0 be given constants in R. Suppose that the positive-valued function v :
[t0 − ,∞)→ R+, is continuous (on [t0 − ,∞)), for given 0. Assume, further, that
0< 
< 	, (3.6a)
D+v(t) − 	 v(t)+ 
 sup
s∈[t−,t]
v(s), t ∈ [t0,∞). (3.6b)
Then
v(t)
{
sup
s∈J
v(s)
}
exp{−+(t − t0)} for t0 t <∞, (3.7)
where + ∈ (0, 	− 
] is the zero of Q in Lemma 6.
Proof. The casewhere =0 is immediate, so let > 0.We observe that, by part (d) of Lemma 5, condition
(3.6b) implies
D−v(t) − 	 v(t)+ 
 sup
s∈[t−,t]
v(s), t ∈ (t0,∞). (3.8)
Set K = sups∈J v(s) (by assumption, K > 0) in the deﬁnition of wK(t) above. Choose any T > t0 and
let > 1 be arbitrary. The monotonic decreasing function wK(t) is differentiable on [t0 − , T ]. We now
establish that
v(t)< wK(t) for t0 −  t < T . (3.9)
We give a proof by contradiction. Obviously
v(t)< wK(t) when t0 −  t t0.
In contradiction of (3.9), suppose that v(t)= wK(t), for some arguments t ∈ (t0, T ). Since v(t) and
wK(t) are continuous functions, there must exist some least value t1 ∈ (t0, T ) such that
v(t)< wK(t) for t0 −  t < t1 and v(t1)= wK(t1). (3.10)
Observe that (3.10) implies
sup
s∈[t1−,t1]
v(s)< wK(t1 − ), (3.11)
as v and wK are continuous and assume their maximum on the interval [t1 − , t1] and wK is strictly
decreasing. Now, from (3.10) we obtain for small < 0
v(t1 + )− v(t1)

>
wK(t1 + )− wK(t1)

,
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which in turn implies
D−v(t1)w′K(t1).
On the other hand, by (3.8), (3.10) and (3.11), we have
D−v(t1) − 	 v(t1)+ 
 sup
s∈[t1−,t1]
v(s)<− 	wK(t1)+ 
 wK(t1 − )= w′K(t1).
This is a contradiction and thus, the premise that v(t) = wK(t) for some t = t1 ∈ (t0, T ) is false. Eq.
(3.9) now follows. Now letting  → 1 we conclude that v(t)wK(t); ﬁnally, since T is arbitrary, (3.7)
follows. 
We now turn to the derivation of a condition for stability in p-th mean of the null solutions of certain
SDDEs. The following theorem and its proof are new. We shall in Section 3.3 further demonstrate the
usefulness of Halanay-type inequalities by deriving, again using the Halanay inequality, a result known
in the theory of SDDEs. In the second part of this paper, we give parallel results for discrete recurrences;
these results are also new.
3.2. A Lyapunov-type stability theory for p> 1
Theorem8. Assume (a)ConditionsC0–C2 hold and that X (withX(t) ≡ X(t; t0,)) is a solution of (2.1)
where 0. Further, assume (b) that there exists a positive, continuous function V (t, x) (for t t0 − 
and x ∈ R) for which there exist positive constants c1, c2, and p> 1, such that
c1|x|pV (t, x)c2|x|p, (3.12a)
when t t0 −  and x ∈ R. Finally, suppose (c) that, for some values 0
< 	,
D+E(V (t, X(t))) − 	E(V (t, X(t)))+ 
E(V (t − , X(t − ))), (3.12b)
when t t0. Then
E(|X(t; t0,)|p) c2
c1
E
(
sup
s∈[t0−,t0]
|(s)|p
)
exp(−+(t − t0)) (3.13)
with + ∈ (0, 	 − 
] the positive zero of Q(; 	, 
, ) in (3.3); the null solution of Eq. (2.1) is therefore
globally exponentially stable in p-th mean.
Proof. The Dini derivative D+E(V (t, X(t))) in (3.12b) is D+v(t) where
v(t) := E(V (t, X(t))) ≡ E(V (t, X(t; t0,))).
Due to Condition C1 and the continuity of X and V (cf., e.g., [25, p. 172]) we see that v(t) exists for
t t0−  and is continuous (and non-negative); it is therefore Dini-differentiable for t ∈ [t0− ,∞). Eq.
(3.12b) yields, expressed in terms of v(t),
D+v(t) − 	v(t)+ 
 sup
s∈[0,1]
v(t − s), t t0,
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and we obtain from Theorem 7 the exponentially decreasing bound on v(t):
v(t)
{
sup
s∈J
v(s)
}
exp{−+(t − t0)} for t0 t <∞. (3.14)
However, by (3.12a),
sup
s∈J
v(s) ≡ sup
s∈J
E(V (s,(s)))c2 sup
s∈J
E(|(s)|p)c2 E
(
sup
s∈J
|(s)|p
)
(3.15a)
and
E(|X(t)|p) 1
c1
v(t), (3.15b)
for c1 = 0 so that from (3.14) and (3.15) we obtain the desired result, which by Deﬁnition 2 implies the
global exponential stability in p-th mean of the null solution. 
Lemma 9. Suppose that V (t, x) satisﬁes condition (3.12a), in the statement of Theorem 8, and it has
continuous derivatives Vt(t, x), Vx(t, x), and Vxx(t, x) for t t0−  (where 0) and x, y ∈ R. Suppose
further that, when t t0 and x, y ∈ R,
Vt(t, x)+ Vx(t, x) F (t, x, y)+ 12Vxx(t, x)G
2(t, x, y)
 − 	V (t, x)+ 
V (t − , y), for 0
< 	. (3.16)
Then inequality (3.12b) holds, and the conclusions of Theorem 8 apply.
Proof. Applying the Itô formula (2.3), we obtain (for t t0)
V (t + , X(t + ))− V (t,X(t))
=
∫ t+
t
Vt (s, X(s)) ds +
∫ t+
t
Vx(s,X(s)) F (s,X(s),X(s − )) ds
+ 1
2
∫ t+
t
Vxx(s,X(s))G
2(s,X(s),X(s − )) ds
+
∫ t+
t
Vx(s,X(s))G(s,X(s),X(s − )) dW(s).
Since E(
∫ t+
t
Vx(s,X(s))G(s,X(s),X(s − )) dW(s)) = 0, taking expectations on both sides of the
equality and applying assumption (3.16) yields
EV (t + , X(t + ))− EV (t,X(t))

∫ t+
t
{−	E(V (s,X(s)))+ 
E(V (s − , X(s − )))} ds.
Since the Dini derivative D+v(t) is
D+E(V (t, X(t))) := lim sup
↘0
E(V (t + , X(t + )))− E(V (t, X(t)))

,
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the preceding result leads directly to
D+E(V (t, X(t))) − 	E(V (t, X(t)))+ 
E(V (t − , X(t − ))),
for t t0. Clearly, Theorem 8 now applies; the result follows. 
An examination of the proof of Lemma 9 will reveal that (3.16) is stronger than required, since we only
employ the bound
E
(
Vt(t, X(t))+ Vx(t, X(t))F (t, X(t), X(t − ))+ 12Vxx(t, X(t))G
2(t, X(t), X(t − ))
)
E (−	V (t,X(t))+ 
V (t − , X(t − ))) , (3.17)
for 0
< 	, in the particular case that X(t) satisﬁes the given SDDE for some (t).
Remark 10.
• Conditions (3.12) are required only for all sufﬁciently small x, y, uniformly for all sufﬁciently large
t, to obtain local exponential stability in p-th mean.
• In deterministic stability analysis for solutions of delay differential equations, one often utilizes a con-
dition on the derivative (suitably interpreted) of some Lyapunov function or Lyapunov functional along
the solution trajectory.We here take the Dini derivative of the expectation of V (t,X(t)) “along”X(t).
Of course, Halanay-type theory (like Razumikhin-type analysis) is applicable because EV (t,X(t)) is
a deterministic quantity.
• The choice of a function V (t, x) can be tied into Lyapunov theory (cf. [22]).
• Lyapunov functions (and functionals) for discrete and continuous deterministic and stochastic prob-
lems have a long history; for example, they are at the basis of concepts of G-stability and algebraic
stability in numerical analysis, but to go into details here would be a separate essay.
3.3. A test for stability for p2
The following theorem now follows as a corollary of Theorem 8. The result is due to Mao [25,
p. 178 et seq.], and we emphasize our different method of proof. Mao considered multiple lags (to
which our results extend) and established exponential stability in p-th mean by obtaining (3.24) and a
Razumikhin-type analysis, using [25, Theorem 6.4, p. 177]. (Zhang and Chen [38] apply a Razumikhin-
type analysis to deterministic delay difference equations.)
Theorem 11. Assume that there exists a non-random constant > 0 such that
xF(t, x, 0) − |x|2 for all (x, t) ∈ R× [0,∞). (3.18)
Assume also that there are non-negative numbers 	0, 	1, 
0, 
1, such that
|F(t, x1, 0)− F(t, x2, y)|	0|x1 − x2| + 	1|y| (3.19)
and
|G(t, x1, y)|2
0|x1|2 + 
1|y|2 (3.20)
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for all t0 and x1, x2, y ∈ R. If the conditions
p2 and > 	1 + p − 12 (
0 + 
1) (3.21)
are satisﬁed, the null solution of (2.1) is globally exponentially stable in p-th mean.
Proof. Our proof follows that in [25, pp. 178–179] in most respects, but for an appeal (via Lemma 9) to
Theorem 8 rather than an appeal to [25, Theorem 6.4, p. 177]. For completeness, we provide a detailed
proof, borrowing from [25, pp. 178–179]. (By implication, the Halanay technique is more generally
applicable than we establish here.)
We need to establish an inequality of the form (3.16). We shall use the inequalities
|x|p−1|y| p − 1
p
|x|p + 1
p
|y|p, |x|p−2|y|2 p − 2
p
|x|p + 2
p
|y|p, (3.22a)
which follow from the elementary inequality
usv1−ssu+ (1− s)v, when s ∈ (0, 1) and u, v0 (3.22b)
(which is a simple consequence of the theorem of the arithmetic and geometric mean, see [14, p. 37])
on writing, respectively, either u = |x|p, s = (p − 1)/p and v = |y|p (and observing that |x|p−1|y| =
(|x|p)(p−1)/p(|y|p)1/p), or u= |x|p, s = (p − 2)/p and v = |y|.
Let
V (t, x)= |x|p. (3.23)
We have (noting that V (t, x) in (3.23) has been chosen to be independent of t)
Vt(t, x)+ Vx(t, x) F (t, x, y)+ 12Vxx(t, x)G
2(t, x, y)
= 0+ p|x|p−2xF(t, x, 0)+ p|x|p−2x{F(t, x, y)− F(t, x, 0)} + p
2
|x|p−2|G(t, x, y)|2
+ p(p − 2)
2
|x|p−4|xG(t, x, y)|2
 −
(
p− p(p − 1)
0
2
)
|x|p + p	1|x|p−1|y| + p(p − 1)2 
1|x|
p−2|y|2
for all x, y ∈ R. We now appeal to (3.22a,b) and the conditions of our theorem, and (noting that V (t, x)
is |x|p, V (t − , y) is |y|p we obtain
Vt(t, x)+ Vx(t, x) F (t, x, y)+ 12Vxx(t, x)G
2(t, x, y)
 −
(
p− p(p − 1)
2

0 − (p − 1)	1 −
(p − 1)(p − 2)
2

1
)
|x|p (3.24)
+ (	1 + (p − 1)
1)|y|p
 − 	V (t, x)+ 
V (t − , y) (3.25)
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with
	= p− p(p − 1)
2

0 − (p − 1)	1 −
(p − 1)(p − 2)
2

1 and 
= 	1 + (p − 1)
1.
By virtue of (3.21), 0< 
< 	, the proof is immediately completed by an application, using (3.25), of
Lemma 9 so that the result follows from Theorem 8. Our analysis gives (2.4) where + is the positive
zero of Q(; 	, 
, ). 
We shall give an application of the preceding theorem in Section 6.1.
4. Stochastic delay difference equations
We consider, where tn = t0 + nh for some h> 0 and N ∈ N, the stochastic difference equation with
ﬁnite time-lag, of the form
X˜n+1 − X˜n = hF(tn, X˜n, X˜n−N)+
√
hG(tn, X˜n, X˜n−N) n, n ∈ N, (4.1a)
X˜n = (tn), n ∈ J (4.1b)
and
J := {−N, 1−N, . . . ,−1, 0}. (4.2)
(Later, we relate h to N.) The conditions assumed for F and G are those assumed earlier. An existence
result for (4.1) is straightforward, because of the explicit nature of the relation. Since we assume (cf.
Condition C2) that F(tn, 0, 0)=G(tn, 0, 0)= 0 for all n ∈ N, (4.1) admits the null solution.
Deﬁnition 12. For p> 0, the null solution of (4.1) is said to be
(a) stable in [the] p-th mean if, for each > 0, there exists a value  > 0 such that E(|X˜n|p)<  for
n ∈ N, whenever E(supn∈J|(tn)|p)< ;
(b) locally asymptotically stable in p-th mean if it is locally stable in p-th mean and if there exists a
value > 0 such that E(|X˜n|p)→ 0 as n→∞, whenever E(supn∈J|(tn)|p)< ;
(c) locally exponentially p-stable (with exponent +h ) if it is locally stable in p-th mean and if there
exist a ﬁnite C > 0, a value +h > 0, and a value > 0 such that, whenever E(supn∈J|(tn)|p)< ,
E(|X˜n|p)C exp{−+h (tn − t0)} asn→∞. (4.3)
If there is no restriction on the choice of , the stability is in each case global rather than local.
The above deﬁnition extends to more general recurrence relations (Kolmanovskii and Shaikhet [22],
and Shaikhet [34], considered equations of a similar type).
5. A condition for stability in the discrete case
In the following, we develop results that parallel some of those in Section 3. It is instructive to consider
the deterministic recurrence
x˜n+1 = (1− 	h)x˜n + 
hx˜n−N (5.1)
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for n= 0, 1, 2, . . . . The “stability polynomial” for recurrence (5.1) is
RN(; 	, 
) := N+1 − (1− 	h)N − 
h (N
 = 0). (5.2)
If 
 = 0, we set N = 0: RN(; 	, 0) :=  − (1 − 	h); in general, if N = 0, x˜n+1 = (1 − (	 − 
)h)x˜n
and R0(; 	, 
) :=  − (1 − (	 − 
)h). It is well-known (cf. [27]) that stability or asymptotic stability
of (the null solution of) recurrence (5.1) depend upon whether RN(; 	, 
) is simple von Neumann
or is a Schur polynomial. Exponential stability depends on whether, for some  > 0, the polynomial
RN(/ exp(−); 	, 
) in the variable  is simple von Neumann, and is thus equivalent to asymptotic
stability in this case.
Remark 13.
• A polynomial is Schur if all its zeros have modulus less than unity; it is simple von Neumann if all its
zeros have modulus less than or equal to unity and any of modulus unity are simple zeros.
• A direct analogy with the conditions in Theorem 4 on locating the zeros of the quasi-polynomial
Q(; 	, 
, ) in the left half-plane is preserved if we consider the function
Q˜N(; 	, 
)=RN
(
1
2+ 1
1
2− 1
; 	, 

)
.
Then (for example) RN(; 	, 
) is Schur if and only if Q˜N(; 	, 
) is Hurwitz (i.e., if and only if the
zeros of Q˜N(; 	, 
) lie in the open left half-plane).
5.1. A discrete inequality of Halanay type
The following lemma and theorem provide an example of a discrete inequality of Halanay type, and
an analogue of Theorem 7. Other such results have been derived by Baker and Tang (see, for example,
[7]) and later by Mohamad and Gopalsamy [29].
Lemma 14. Suppose that 0
h < 	h and 0< 	hh< 1; then (a) the polynomial RN(; 	h, 
h) (where
N ∈ N) has a single positive zero +h where
+h ∈ (1− (	h − 
h)h, 1), if 
h > 0, and +h = 1− 	hh, if 
h = 0; (5.3)
further, +h = exp(−+h h) where 0< +h 	. Additionally, (b) for arbitrary C > 0 the sequence of positive
and monotonic decreasing values {vˆn}∞−N with
vˆn = C exp(−+h nh) (5.4)
is a solution of recurrence (5.1), and, in consequence,
vˆn+1 − vˆn =−	hhvˆn + 
hh max
∈J vˆn+ (n0). (5.5)
Proof. For the case 
h = 0, RN(; 	h, 0) =  − (1 − 	hh) and it has a positive root 1 − 	hh which
can be written exp(−+h h) where +h = ϑh	h for some positive ϑh ≈ 1; then vˆn = C(1 − 	hh)n, and
vˆn+1 − vˆn =−	hhvˆn.
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Assume that N ∈ N, 
h > 0 and (1− 	hh)> 0. Since
RN(; 	h, 
h)= N+1 − (1− 	hh)N − 
hh,
we have R′N(; 	h, 
h)= N−1 {(N + 1)−N(1− 	hh)}. We ﬁnd RN(1; 	h, 
h)= (	h − 
h)h> 0 and
RN(; 	h, 
h)< 0 for  ∈ (0, 1− 	hh), while R′N(; 	h, 
h)> 0 for > [N/(1+ N)](1− 	hh) (hence
for >(1− 	hh)). Part (a) follows. Part (b) is established by substitution employingRN(+h ; 	h, 
h)= 0
and observing the monotonicity of the sequence {vˆn}. 
Remark 15.
• The statement of Lemma 14 excludes the case 	hh=1 for which, as is clear, the zeros ofRN(; 	h, 
h)
have the N + 1 values {
hh}1/(N+1).
• In the previous lemma and in the next two theorems, h is ﬁxed. The parameters 	h and 
h in Lemma 14
are independent of n (a condition that could be relaxed) but they may, as we shall see when studying
a test equation, depend upon h; when 	h = 	+ O(h), 
h = 
+ O(h), we have
+h = exp(−+h h) ≈ exp(−+h) as h→ 0, (5.6)
where + is the value in Lemma 9.
• If Nh = , > 0 being ﬁxed, the lower bound on +h is exp{−(	h − 
h)h} + O(h2) as h ↘ 0 (and
N →∞).
Theorem 16. Suppose, for some ﬁxed integerN0, that tn= t0+ nh for some h> 0 and {vn, n −N}
is a sequence of positive numbers that satisﬁes, where
0
h < 	h and 0< 	hh< 1, (5.7a)
the relation
vn+1 − vn − 	hhvn + 
hh max
∈J vn+ for n ∈ N (5.7b)
with N = 0 if 
h = 0. Then vn{max∈J v} exp{−+h (tn − t0)} where +h > 0 is the value occurring in
Lemma 14.
Proof. Take C = max∈J v, and deﬁne vˆn as in Lemma 14(b). Then v vˆ for  ∈ J. Our theorem
is established if we show that vn vˆn for all n ∈ N. Suppose, in contradiction, that there exists a least
integer m0 such that vm+1 − vˆm+1> 0. Then max∈J vm+max∈J vˆm+ and (5.5) and (5.7b) yield
vm+1(1− 	hh)vm + 
hh max
∈J vm+(1− 	hh)vˆm + 
hh max∈J vˆm+ = vˆm+1
so that vm+1 vˆm+1, which contradicts our assumption that vm+1 − vˆm+1> 0. The result
vn
{
max
∈J v
}
exp{−+h (tn − t0)}
follows from the explicit expression for vˆn. 
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5.2. A Lyapunov-type theorem for p> 1
With tn = t0 + nh for n ∈ Z, deﬁne a mesh
T∞ := {t0, t1, t2, . . .}. (5.8a)
The interval [t0 − , t0] is partitioned t0 −  ≡ t−N < t−N+1< · · ·< t−1 ≡ t0 − h< t0 (recall that
J := {−N, 1−N, . . . ,−1, 0}) and it is also convenient to write
T∞ := {t−N, t1−N, . . . , t−1, t0, t1, t2, . . .}. (5.8b)
Theorem 17. Suppose {X˜n} ≡ {X˜n()} is a solution of (4.1). Assume that there exists a positive-
valued function V (t, x) (for t ∈ T∞ and x ∈ R) such that (a) there exist positive constants c1, c2, and
p> 1, for which
c1 |x|pV (tn, x)c2|x|p (tn ∈T∞, x ∈ R) (5.9a)
and (b) such that, for
0
h < 	h, where 0< 	hh< 1, (5.9b)
E(V (tn+1, X˜n+1))− E(V (tn, X˜n))
 − 	hhE(V (tn, X˜n))+ 
hhE(V (tn−N, X˜n−N)), (5.9c)
for all n ∈ N. Then
E(|X˜n|p) c2
c1
{
E
(
max
∈J |(t)|
p
)}
exp{−+h (tn − t0)}, (5.10)
for all n ∈ N, where +h > 0 is given in Lemma 14 in terms of 	h and 
h. Hence, the null solution of (4.1)
is globally exponentially p-stable with exponent +h .
Proof. If we deﬁne vn = E(V (tn, X˜n)) (where vn0) then condition (5.9c) yields
vn+1 − vn − 	hhvn + 
hh max
∈J vn+, (5.11)
and we can use Theorem 16 to obtain the exponentially decreasing bound on vn:
vn
{
max
∈J v
}
exp{−+(tn − t0)} for t0 t <∞. (5.12)
However, by (5.9a),
max
∈J v ≡ max∈J E(V (t,(t)))c2 max∈J E(|(t)|
p)c2E
(
max
∈J |(t)|
p
)
. (5.13a)
Again by (5.9a), since c1 = 0,
E(|X˜(tn)|p) 1
c1
vn, vn = E(V (tn, X˜(tn))). (5.13b)
Thus, from (5.13), we obtain the desired result (5.10). ByDeﬁnition 12, this implies the global exponential
stability in p-th mean of the null solution. 
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6. Linear stability analysis for a numerical method
In numerical analysis it is common to consider stability results for the analytical and numerical solutions
of simple test equations (for DDEs, see the book of Bellen and Zennaro [8]).We shall indicate how results
for a linear SDDE that serves as a test equation can be derived using results given above. Following
the standard pattern, we ﬁrst consider the stability of the null solution of the continuous problem, and
then examine corresponding results for the Euler–Maruyama method applied to the test equation. The
technique we employ for the Euler–Maruyama method can also be applied to some other methods,
including some that are semi-implicit. A standard objective is to determine bounds on the stepsize h
used in the discretization that guarantee that an appropriate stability property of the null solution of the
continuous problem is preserved in the null solution of the discretized problem. (The property that we
consider is global exponential mean-square stability.)
6.1. The test equation for the case p = 2
We ﬁrst present a stability result for a linear SDDE on t0 t <∞
dX(t)= {−	X(t)+ 
X(t − )} dt + {X(t)+ X(t − )} dW(t) (t > t0), (6.1a)
X(t)= (t), t ∈ [t0 − , t0], (6.1b)
where 	, 
, ,  ∈ R. We use this equation as a test equation, a special case of the general SDDE, for
the discussion of stability and numerical stability. The conditions required for us to apply Theorem 11 to
(6.1) are satisﬁed and we obtain the following result for mean-square stability (p = 2):
Theorem 18. If
|
|< 	− {||2 + ||2} (6.2)
then the null solution of (6.1) is (globally) exponentially mean-square stable. If =0 then the null solution
of (6.1) is (globally) exponentially mean-square stable when
|
|< 	− 12 ||2. (6.3)
Proof. SetF(t, x, y) := {−	x+
y} andG(t, x, y)={x+y}. By virtue of the fact that 2|xy|2x2+
2y2, the conditions ofTheorem11 hold for the casep=2with 
0=22, 
1=22 and =	, 	0=	, 	1=|
|.
(Indeed, with the identiﬁcation of the variables, for p = 2 conditions (6.2) and (3.21) are equivalent.)
To establish (6.3) when =0, observe thatG(t, x, y)=x and Theorem 11 requires thatG2(t, x, y)=

0x
2
, yielding 
0 = 2 (instead of 22 when  = 0), and the result thus follows. 
Remark 19.
• The regions in the (	, 
)-plane determined by (6.2) and by (6.3) are inﬁnite wedges in the left-half-
plane.
• For 
= = 0 we obtain an SODE for which the classical result for mean-square stability is 	> 12 ||2(see [1, pp. 189–190]; cf. [16,32]).
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Fig. 1. (i) Left: stability region for true solutions of x′(t)=−	x(t)+
x(t − ); (ii) right: stability region for numerical solutions
by Euler’s method.
• Under condition (6.2) the null solution of (6.1) is also “exponentially almost surely stable” [25].
In the case that = = 0 the result in the previous theorem reduces to a classical result corresponding
to (3.1). In this—the deterministic—case, the method of D-partitions (an analogue, see [19], of the
boundary-locus method used in numerical analysis) allows one to establish the boundary of the region in
the (	, 
)-plane (see Fig. 1(i)) where the null solution is asymptotically stable. Moreover, the null solution
is exponentially stable when it is asymptotically stable. We have a related result for the solution of the
SDDE:
Lemma 20. The null solution of the SDDE (6.1) is exponentially stable in p-th mean if and only if it is
asymptotically stable in p-th mean.
Proof. Theproof is an adaptation of that given byDriver [11, p. 386] for deterministic linear homogeneous
DDEs. 
6.2. The Euler–Maruyama method
Numerical methods for SDDEs were discussed by Baker and Buckwar [4], where a convergence
result for the Euler–Maruyama method was established for autonomous equations. The proof extends to
non-autonomous equations. Earlier results on numerical schemes were published in the late 1980s (in
Rumanian) byTudor andTudor [35,36]. See alsoBuckwar andWinkler [9] andHu et al. [17] for discussion
of schemes of Euler–Maruyama and Milstein-type for stochastic functional differential equations.
To deﬁne an Euler-type method for Eq. (2.2a), where > 0, we choose a step-size h> 0 of the form
h = /N for some N = N,h ∈ N. (If  = 0 we set N = 0 and take arbitrary h> 0 and make the
necessary adjustments for this case.) Then the Euler–Maruyama formula for the SDDE in (2.2a) is of the
form (4.1), where n is aN(0, 1)-distributed random variable, and
√
hn simulates W(tn+1) −W(tn).
The dependence on the initial function may be indicated by writing {X˜n} ≡ {X˜n()} for the solution
of (4.1)).
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For the test equation (6.1), the Euler–Maruyama formulae read
X˜n+1 = (1− 	h) X˜n + 
hX˜n−N + (
√
hX˜n + 
√
hX˜n−N) n. (6.4)
We therefore consider stability of the null solution of (6.4). The deterministic recurrence of which (6.4)
is a generalization was given in (5.1). In the stochastic case, the analysis depends upon our choice of p
and we will here take p = 2 (the mean-square case).
We ﬁrst derive a relationship between expectations.
Lemma 21.
E(X˜2n+1)− E(X˜2n)= {a0 + a2}E(X˜2n)+ {b0 + b2}E(X˜nX˜n−N)+ {c0 + c2}E(X˜2n−N). (6.5)
Proof. We can write recurrence (6.4) in the form
X˜n+1 − X˜n = n, n := (a′ + a′′n)X˜n + (b′ + b′′n)X˜n−N , (6.6a)
where for ease of notation we set
a′ = −	h, a′′ = √h, b′ = 
h, b′′ = √h. (6.6b)
Now X˜2n+1 − X˜2n = n(X˜n+1 + X˜n)= n(2X˜n + n) whence
X˜2n+1 − X˜2n = {(a′ + a′′n)X˜n + (b′ + b′′n)X˜n−N }
× {(2+ a′ + a′′n)X˜n + (b′ + b′′n)X˜n−N }.
Introducing appropriate real numbers ai = ai(	, 
, , , h), bi = bi(	, 
, , , h), ci = ci(	, 
, , , h), this
is of the form
X˜2n+1 − X˜2n = {a0 + a1n + a22n}X˜2n + {b0 + b1n + b22n}X˜nX˜n−N
+ {c0 + c1n + c22n}X˜2n−N .
Hence, taking account of the fact that n is anN(0, 1)-distributed random variable, with zero mean and
unit variance and n and X˜r are independent for rn, we have
E(nX˜rX˜s)= E(n)E(X˜rX˜s)= 0, and E(2nX˜rX˜s)= E(2n)E(X˜rX˜s)= E(X˜rX˜s),
if −Nr, sn (r, s ∈ N). We therefore obtain (6.5). 
To this point, the analysis is exact; but we now introduce bounds (and therefore have some choice in how
to proceed).We set V (tn, X˜n)=|X˜n|2, vn=E(X˜2n) (observe that vn0, and, clearly, 0vn−Nmaxr∈J
vn+r ). We have the following lemma (which is stated using the familiar notation x+ := max{x, 0}) that
provides a delay-difference inequality.
Lemma 22. With
	h = −1
h
{
a0 + a2 + 12 |b0 + b2|
}
and 
h =
1
h
{
c0 + c2 + 12 |b0 + b2|
}
, (6.7a)
422 C.T.H. Baker, E. Buckwar / Journal of Computational and Applied Mathematics 184 (2005) 404–427
we have
vn+1 − vn − 	hhvn + (
h)+h max
∈J vn+. (6.7b)
Proof. Since |E(X˜nX˜n−N)| 12 {E(X˜2n)+ E(X˜2n−N)}, we have from (6.5)
E(X˜2n+1)− E(X˜2n)

{
a0 + a2 + 12 |b0 + b2|
}
E(X˜2n)+
{
c0 + c2 + 12 |b0 + b2|
}
E(X˜2n−N).  (6.8)
This lemma permits the application of Theorem 16, if we have
0< 	hh< 1 and 
h < 	h, (6.9)
to establish conditions for the exponential decay of {vn, nN}. The main result is as follows.
Theorem 23. The null solution of (6.4) is exponentially mean-square stable if (i) the condition
(|| + ||)2h1, (6.10a)
holds and either (ii) 0< 	h1 (where we require  = 0 if 	h= 1) and also
|
|h< 	h− (|| + ||)2h (6.10b)
or (iii) 1< 	h< 2, and also
|
|h< {2− (|| + ||)2h} − 	h. (6.10c)
Remark 24.
• Bound (6.10b) reduces to the relation |
|< 	− (|| + ||)2 that we required for the continuous case.
When 	h= 1 and  = 0, the condition in (6.10b) becomes |
|h< 1− (|| + ||)2h.
• If = = 0 the above result yields Theorem 25. If we write = 0, = 0, in order to regard  as a
measure of the size of the noise, we see that the conditions indicate a dependency on 2.
The remainder of this section is devoted to establishing the above theorem. It is easy to see that every
solution of recurrence (6.4) is exponentially mean-square stable if the null solution has this property.
Conditions (6.9) are equivalent to
0<−
{
a0 + a2 + 12 |b0 + b2|
}
< 1 and a0 + a2 + |b0 + b2| + c0 + c2< 0. (6.11)
Conditions (6.11) can be combined and re-expressed as
1
2
|b0 + b2| + c0 + c2<−
{
a0 + a2 + 12 |b0 + b2|
}
< 1. (6.12)
We evaluate ai , bi , and ci , for i = 0 and i = 2; we ﬁnd
a0 + a2 = {2h− 	h(2− 	h)}, b0 + b2 = 2{h+ 
h(1− 	h)},
c0 + c2 = {2h+ 
2h2}. (6.13)
C.T.H. Baker, E. Buckwar / Journal of Computational and Applied Mathematics 184 (2005) 404–427 423
From (6.12), the sufﬁcient criteria for exponential mean-square stability become
{|h+ 
h(1− 	h)| + {2h+ |
h|2}}< {	h(2− 	h)− 2h} − |h+ 
h(1− 	h)|< 1. (6.14)
From an examination of (6.11) and (6.13), it is natural to ask that 0< 	h< 2 (see also Section 6.3). Since,
with 0< 	h< 2, we have 	h(2−	h)1 (with equality only if 	h=1), the last (the right-most) inequality
in (6.14) is automatically satisﬁed unless 	h= 1 and = 0 simultaneously. We deduce that if
|
|< 	, and 0< 	h< 2 (6.15a)
conditions (6.14) for exponential mean-square stability are satisﬁed when (a) 0< 	h< 1 (or when 	h=1
and also  = 0), and we also have
h<
2(	− |
|)− (|| + ||)2
(	− |
|)2 , (6.15b)
or when (b) 1< 	h< 2, and we also have
h<
2(	+ |
|)− (|| + ||)2
(	+ |
|)2 . (6.15c)
We investigate conditions (6.15b, c) further using the following result:
If q() := A2 + B + C where A> 0, B, C ∈ R, then q()< 0 only if B2> 4AC and 0< < 1
where 0< 1 are the real zeros of q().
If we now write h := (	− |
|)h and h′ := (	+ |
|)h, (6.15b) requires that h2− 2h+ (|| + ||)2h< 0.
To satisfy this we require, by the previous result, that
(|| + ||)2h< 1 and h ∈ (h0, h1), (6.16a)
where
h0 = 1−
√
1− (|| + ||)2h, and h1 = 1+
√
1− (|| + ||)2h. (6.16b)
Similarly, (6.15c) requires (|| + ||)2h< 1 and h′ ∈ (h0, h1) where h′ := (	 + |
|)h. Thus we require
(|| + ||)2h< 1 and
h, h′ ∈ (h0, h1). (6.16c)
For the ﬁnal stage of our discussion we shall construct an upper bound hˆ0 on h0 and a lower bound hˇ1 on
h1 so that (6.16c) is satisﬁed when h ∈ (hˆ0, hˇ1). We note that for 0h = (|| + ||)2h1, we have5
h0 = 1−
√
1− hh =: hˆ0 and hˇ1 := 2− h1+
√
1− h= h1. These are the results we require.
Thus, h ∈ (h0, h1) when h ∈ (hˇ0, hˆ1) and we obtain the following sufﬁcient conditions:
(1) |
|< 	, and (|| + ||)2h1,
and either
5 Consider, respectively, (a) 0<√1− h1:multiply throughout by√1− h and add 1, and (b) 1+√1− h1:multiply
throughout by 1−√1− h> 0 and simplify. Then consider h= 1 or 0 as appropriate to complete the proof.
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(2a) 0< 	h< 1 or 	h= 1 and  = 0, and also
(|| + ||)2h< (	− |
|)h< {2− (|| + ||)2h}
or (as an alternative to (2a)),
(2b) 1< 	h< 2, and also
(|| + ||)2h< (	+ |
|)h< {2− (|| + ||)2h}.
Removing the redundancy in these conditions we arrive at Theorem 23.
6.3. The quality of our bounds
We can obtain a simple result for the stability of (5.1) by an argument based on the stability polynomial,
or as a corollary of the preceding theorem. For additional insight see (for example) [12] and its references.
Theorem 25. The null solution of the Euler discretization of x′(t) = −	x(t) + 
x(t − ) (using step
h= /N where > 0 and N > 1) is exponentially stable if
0	h1 and |
|< 	 or if 1< 	h2 and |
|h< 2− 	h. (6.17)
All the solutions share the stated stability property of the null solution, and the region in the (	h, 
h)
plane for which (6.17) is satisﬁed is a “diamond” or “lozenge” that can be compared with the true stability
region (see Fig. 1(ii)). The separate treatment of 	h ∈ [0, 1] and 	h ∈ [1, 2] featured in our discussion of
the Euler–Maruyama method.
It is appropriate, therefore, to question the quality of the results in Theorem 23. While the results of
Section 6.2 suggest a reason for the restrictions, the insight can be made precise if one examines the exact
stability region for Euler’s method applied to the deterministic equation
x′(t)=−	x(t)+ 
x(t − ) (6.18a)
(with 0< =Nh and N ∈ N). The stability polynomial for the recurrence
xn+1 = (1− 	h)xn + 
hxn−N (6.18b)
has the form N { − (1 − 	/N)} − 
/N . The boundary locus technique for obtaining, given N, the
parameters 	 and 
 that correspond to stability involves plotting the loci corresponding to || = 1;
equivalently, ﬁnding 	 and 
 such that (setting = exp(i))
exp(i)−
(
1− 	
N
)
= 

N
exp(−iN) (6.19a)
or (setting =− exp(iϑ), where ϑ= + ),{
exp(iϑ)+
(
1+ 	
N
)}
= (−1)N 

N
exp(−iNϑ). (6.19b)
It appears not to have been noticed, previously, that the two equivalent formulations make it transparent6
that, by symmetry, every section of the boundary in the half-plane with 	/N < 1 has a corresponding
6 The situation is illustrated for N = 10 by our Fig. 1(ii).
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section in the half-plane with 	/N > 1 (its location 
> 0 or 
< 0 depending on the parity of N). The
boundary loci are obtained by equating real and imaginary parts; for example, with h= /N ,
1− 	h= cos()+ cot(N) sin(), 
h=− sin()
sin(N)
(6.20a)
from (6.19a), when sin(N) = 0, and equally (from (6.19b)),
	h− 1= cos(ϑ)+ cot(Nϑ) sin(ϑ), 
h= (−1)N+1 sin ϑ
sin(Nϑ)
(6.20b)
when sin(Nϑ) = 0.
The null solution of the DDE is asymptotically, and exponentially, stable for (	, 
) inside an “exact
stability region”, including parameters satisfying |
|< 	. The “numerical stability region” in which the
null solution of the solution of the Euler formula (with step h=/N ) is asymptotically, and exponentially,
stable, is a subset of the exact stability region; in particular, it is restricted (i) for (−1)N
< 0 by the straight
line 	= 
+ 2N that passes through the point (2/h, 0) and which is spurious7 in the sense that it is
due to the discretization (it is the symmetrical counterpart corresponding to =−1 of the locus 	= 

that corresponds to  = 1) (ii) for (−1)N
> 0, by another spurious boundary8 (see Fig. 1(ii)) that also
restricts the region. What limits the results available for Euler’s method is that the region |
|< 	,
which is a subset of the true stability region, is curtailed by the spurious boundaries. For example, with
Euler’s method, stability occurs for 	 = 
 only if 	N , that is, 	h< 1. We note the result given in
Theorem 25.
The stability restriction in the Euler method is less important for large N (for small h) but is a limitation
when accuracy considerations would permit a larger h.Aswe have seen, the results carry over as a stability
limitation in the choice of stepsize h for the Euler–Maruyama technique but, of course, the low rate of
convergence in the stochastic case suggests that the stepsize must in any case be taken small in order to
obtain accurate results, unless the noise is relatively small.
7. Concluding remarks
We have indicated and applied an approach to the analysis of SDDEs and a parallel approach to the
solutions of SDDEs obtained by the Euler–Maruyama using a ﬁxed step h. Although the equations and
their discrete versions are stochastic, we have relied upon deterministic results for expectations in order
to establish the stability results; this is to be expected in the light of the stability deﬁnitions employed.
Convergence results and stability results are, in their respective manners, asymptotic results. Conver-
gence theorems relate to what happens to numerical approximations as h↘ 0. Stability results relate to
boundedness (of perturbations) for t t0 and to what happens as t →∞, and stability results should not
be misinterpreted as relating to transient behaviour of induced perturbations.
Results for the order of convergence and the stability properties of the Euler–Maruyama formula both
suggest the need to choose a relatively small step h. The limitations of the Euler–Maruyama formula may
7 This ‘spurious’ line might be thought of as approximating a line at inﬁnity as h↘ 0.
8 This is the symmetrical counterpart of the approximation to the true ‘lower’ boundary, see Fig. 1(i), that has the line
	=−
 as asymptote.
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prove to be signiﬁcant in practice when other methods prove to be either more efﬁcient, more accurate,
more stable, or more controllable. Some extensions of our stability results are mentioned in a technical
report on which this paper is based and are being further developed by the authors.
7.1. Background reading
The numerical analysis of SDDEs includes as special cases the numerical analysis of DDEs, SODEs
and ODEs, and there is an extensive literature in these areas. We include amongst our citations [1–38]
some works that do not have a direct relevance to the discussion but are valuable for the additional
references that they include, as well as the insight into related matters. (In particular, we refer to [2,28,33]
for extensive bibliographies on SODEs.) However, the availability electronically of MathSciNet and
Zentralblatt relieves the authors of the need to supply an extensive data base of research in areas related
to the theme of this paper but not impacting directly on the discussion.
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