Safety professionals and practitioners are always searching for methods to accurately assess the association between exposures and possible occupational disorders or diseases and predict the outcome of any variable. Statistical analysis and logistic regression (LR) in particular are among the most popular tools being used today. Artificial neural network (ANN) models are another method of predicting outcomes, which are gradually finding their way into the safety field. Limited studies have shown that they are capable of predicting outcomes more accurately than LR, but they have been tested either on continuous or on dichotomous variables or combinations of them. The objective of this research was to demonstrate that ANN models can perform better than LR models with data sets comprised of all ordinal variables, which has not been done so far. The data set used in this research was collected from construction workers using the Work Compatibility questionnaire. The data set contained only ordinal variables both as input (exposure) and as output (outcome) variables. LR models and ANN models were constructed using the same data set and the performance of all models was compared by using the log-likelihood ratio. The result of this study showed that ANN models performed significantly better than LR models with a data set of all ordinal variables as well as other types of variables such as dichotomous and continuous.
INTRODUCTION
In science and technology, including occupational safety and health (OSH) engineering, researchers have attempted to study a variety of systems by observation and measurement of external factors (inputs), their interrelation and their effects on the factors of interest (outputs), and constructing models which are usually mathematical.
Both logistic regression (LR) and artificial neural network (ANN) models are relatively new mathematical methods of system identification, which means fitting a mathematical model into a pattern for a set of observed data (Ljung, 1999; Blanchard and Fabrycky, 2006) . Both models attempt to link observations in the form of input and output variables together into some patterns, which are usually unknown to researchers. Both methods have the three basic entities for system identification, i.e. (i) a data set, (ii) a set of candidate models, and (iii) a rule by which candidate models can be assessed. The assessment of model quality is based on how well a model performs by reproducing or predicting the measured data.
Studies show that ANN models outperform LR models (Karwowski et al., 1994; Marquez et al., 1996; Zurada et al., 1996; Basheer and Hajmeer, 2000; Hajmeer and Basheer, 2003; Black et al., 2004; Eftekhar et al., 2005) . Other publications such as that of Baxt (2000) and Lachtermacher et al. (2002) described the application of ANN in medical science and epidemiology and how it can be used to replace LR models.
Overview of LR models
Regression analysis is a statistical methodology that utilizes the relationship between two or more quantitative variables that one variable can be predicted from the other, or others (Neter et al., 1996) . Depending on the type of variables, different types of regression function can be used. Figure 1 is a schematic demonstration of a LR model which deals with discrete variables, such as binary or ordinal variables.
In this case, the dependant variable y can be estimated as follows:ŷ 5 e
in which,ŷ is the probability of having '0' or '1' as an outcome. This probability is represented with the S-curve in Fig. 1 . If there were more than one exposure variable equation (1) will change to (Hosmer and Lemeshow, 2000) : 
Assuming gðxÞ5b 0 þ P n i51 b i x i , equation (2) can be written as:
where b 0 is an intercept term, b 1, . . ., b n are the coefficients associated with each independent variable and can be estimated by differentiating the natural log of equation (3) with respect to b i . The coefficients can easily be interpreted as the magnitude of importance of independent variables (Tu, 1996; Hosmer and Lemeshow, 2000; Pyzdek, 2003) . If the outcome variable is an ordinal variable with m levels instead of dichotomous, the model will be called ordinal LR. With a very comprehensive and detailed interpretation, Hosmer and Lemeshow (2000) and Dobson (2002) explain that in ordinal LR models, the relationship between the outcome variableŷ and exposure variables x i , i 5 1, . . ., n, is assumed to be the same except there is a vertical shift in estimate for different levels of outcome variable, i.e. parallel hyperplanes with equal slopes and different y-intercepts.
Overview of artificial neural network models ANN models were first introduced by McCulloch and Pitts in 1943, and algorithms are patterned after the structures of human neurons. An ANN model has the same goal as an LR model, which is predicting an outcome variable based on the values of some independent variables (Cheng and Titterington, 1994) .
A typical ANN model is a network of large numbers of processing elements, called nodes (or artificial neurons). The network learns from examples and processes the information. Learning process in ANN models is accomplished through special training algorithms that are developed to mimic the learning mechanism of biological systems (Cheng and Titterington, 1994; Johnson and Wichern, 1998; Haykin, 1999; Zilouchian, 2001; Hajmeer and Basheer, 2003) . There are different types and architecture of neural networks that are fundamentally different in the way they learn. Figure 2 is a schematic demonstration of a typical ANN model. An ANN model consists of one input layer, at least one hidden layer, and one output layer. The number of nodes in the input layer is equal to the number of input variables. There is no general rule to determine the number of hidden layers and nodes in hidden layer(s). It is empirical and researchers can manipulate them in order to find the best model that fits their data set. However, there are some general guidelines suggested by experts to select the initial structure ANN models in occupational safety and health 133
and numbers for an ANN model (Gallant, 1993; Nguyen et al., 2003) . One of the advantages of ANN models is that they can work with different variables without any pre-assumptions. They are capable of identifying complex and non-linear relationships between input and output variables. ANN models require to be trained with acceptable accuracy before being used for data analysis. Different training algorithms have been developed by researchers in order to improve models' performance in prediction. One of the most commonly used training algorithms for ANN models in OSH research is feedforward backpropagation (Yousefizadeh and Zilouchian, 2001; Zilouchian, 2001) . In this type of model, the output variable is a function of all nodes in the hidden layer, and each node in the hidden layer is a function of input variables. No interaction is allowed between nodes of the same layer. The hidden layer allows the model to handle the non-linearity and complexity of relationship of variables.
An ANN model estimates output values ðŷÞ as close as possible to the actual output (y), by receiving an input signal vector X. The data are processed in the hidden layer using each node's corresponding weight (W ji ) and an activating function k h j (e.g. a sigmoid function), then the processed data (z j ) are passed on to the output layer. A value ofŷ will be estimated using each node's corresponding weight (V kj ) and another activation function, k o k (e.g. sigmoid or other function) (Chester, 1993; Smith and Gupta, 2002; Hajmeer and Basheer, 2003) :
In this ANN model, z j 5k
, where a is the parameter to control the gradient of the function. The sigmoid function is a good candidate to be used in this research as activating functions because they are continuous and derivative at all points and very similar to LR model, which can help analyze similar non-linearity among variables.
The input and hidden nodes' weights will be adjusted based on the error between the estimated output and actual output (y k Àŷ k 5e) during the training phase. ANN models use 70% of the same data sets numerous times (up to several hundred) for training purposes, during which the weights get updated repeatedly until the error level reaches a predetermined and acceptable level. Each usage of the data set is called epoch.
OBJECTIVES
The goal sought in this research was to assess the performance of ANN and LR models using the same data set made of all ordinal variables both as exposure (input) and as outcome (output) variables. The performances of both models were assessed by calculating the log-likelihood (LL) ratio. The significance of this goal is that this would be the first research that compares the performance of ANN and LR models consisting of ordinal variables only. So far, as it is explained in the Literature search section, all the studies have compared the ANN and LR models only with binary or continuous variables.
LITERATURE SEARCH

Search process
The search was conducted during February and March of 2006 on all online resources available to the University of Cincinnati. Combinations of Artificial Neural Network Models, System Identification, Statistical Models, and Parameter Estimation were used as keywords during the search.
The inclusion criteria were (i) publications in related peer-reviewed journals, books, and conference proceedings; (ii) published before February of 2006 (the beginning of the search process); (iii) publications in English; (iv) feedforward backpropagation training algorithm; (v) any type of regression analysis (such as linear, non-linear and logistic); and (vi) analytical or theoretical articles. The exclusion criteria were (i) any ANN models other than supervised networks (such as self-organizing maps and etc.), (ii) publications in languages other than English, (iii) any linear or non-linear non-statistical models, and (iv) any training algorithm other than feedforward backpropagation.
The search resulted in 33 articles from Ohiolink, Electronic Journal Center (EJC), Kluwer Journals, Academic Search Premier (EBSCOhost), IEEE Xplore, Compendex, Elsevier Journals, PapersFirst (FirstSearch), OmniFile Full Text Mega, Wilson Web, Conference Papers Index (CSA), and Ergonomics Abstract databases and indexes. Among them, 7 papers were included in the study and 26 were excluded according to the inclusion and exclusion criteria.
Table of evidence
All seven papers included in this research were supervised feedforward backpropagation neural networks but with different structures regarding the number of nodes in each layer and initial parameter values. Among these papers, Karwowski et al. (1994) , Zurada et al. (1996) , and Black et al. (2004) have compared the performance of an ANN model with an epidemiological model. Marquez et al. (1996) have compared the performance of an ANN model with three different linear and nonlinear single variable regression models. Basheer and Hajmeer (2000) , Hajmeer and Basheer (2003) , and Eftekhar et al. (2005) have compared an ANN model with either linear or LR models. The articles are listed in Table 1 .
None of the authors of these articles attempted to estimate the parameters of the statistical model or predict the causal effect of input variables on outputs. All of them compared the performance of an ANN model with statistical models by using different methods that suited their research and all of them reported that ANN models had better performance. Marquez et al. (1996) used the mean absolute percentage error (MAPE) to assess the performance of ANN and three different regression models. One hundred samples of n pairs of numbers were generated and the performance of models was assessed for samples of size 15, 30, and 60. According to their research, the maximum difference in MAPE was 2% between the ANN model and the linear regression model and the median difference in MAPE was 0.62%. Regarding the performance of ANN and logarithmic regression models, the maximum difference in MAPE was 4% and the median difference in MAPE was 0.58%. And finally, the result of comparing an ANN model with a reciprocal regression model showed that the maximum difference in MAPE was 3% and the median difference in MAPE was 0.48%. In all three experiments, the ANN models performed better for data sets with larger sample size. Hajmeer and Basheer (2003) used the receiving operator characteristic (ROC) curve for model performance assessment for bacterial growth of Escherichia coli strain R31 as affected by temperature and water activity, with the sample size of 179 cases. Based on the characteristics of ROC curve, the area under the curve is often taken as a scalar measure of the model's overall performance. The model with a scalar closer to 1 has a better overall performance. According to their result, the ANN model had a scalar of 0.987 and the LR model had a scalar of 0.864. These numbers show that ANN models have better overall performance compared with LR models. Eftekhar et al. (2005) also used ROC curves for model performance assessment. They used and compared the performance of an ANN model versus an LR model for prediction of mortality in head trauma based on initial clinical data. Their sample size consisted of 1271 mainly head-injured patients. The results showed that the areas under the ROC curve were 0.9646 and 0.9538 for ANN and LR models, respectively, which showed that the ANN model had a better overall performance in predicting the mortality compared with LR model. This study also concluded that the LR model did a better job in terms of accuracy, with the rate of 96.37% compared with 95.09% rate for the ANN model. Black et al. (2004) compared the performance of ANN models versus job-specific modules (JSMs) or questionnaire used by experts (epidemiological method) for assessing the occupational exposure to benzene for non-Hodgkin's lymphoma among 189 tanker drivers. Five different networks were constructed and compared against each other and JSM similar to previous studies; the area under the ROC curve was used to evaluate the performance of models. The results concluded that ANN models' overall performance were satisfactory with the highest area under the ROC curve of 96%. Zurada et al. (1996) used an ANN model to categorize a sample of 148 jobs into two groups of high and low risk of lower back disorder according to five variables associated with the characteristics of jobs and compared the results to the epidemiological and ergonomic method of categorization. The ANN model developed in this study was able to categorize 75% of jobs correctly, which is comparable with the National Institute for Occupational Safety and Health Guide (1981 and 1991) that categorized the jobs 78.4% correctly. Basheer and Hajmeer (2000) demonstrated that ANN models can outperform the traditional methods (regression analysis). An ANN model was developed to predict the growth of Shigella flexneri bacteria according to environment factors. R 2 , sum of squared errors (SSE), and mean of the absolute values of the relative error (MARE) were used to assess the performance of models with the values of 0.992, 21.25 and 3.39%, respectively. Karwowski et al. (1994) concluded that ANN models can successfully work as an expert system that can classify jobs into two groups of high and low risk of lower back disorder. They developed an ANN model to classify 403 jobs from 48 manufacturing companies into high-and low-risk groups and the outcome was compared with the epidemical method. The result showed that the ANN model developed in this research was capable of classifying the jobs 75% correctly.
None of the publications mentioned in Table 1 used ANN models on all ordinal variables data sets in order to compare the performance with LR models.
METHODOLOGY
Overview of data set
The data set used in this research was part of a larger dataset collected from construction workers during 2005 and 2006 in the Cincinnati/Tri-State area using primarily the Work Compatibility survey. The Work Compatibility Model is a multidimensional diagnostic tool of human performance that measures the level of synchronization between the workforce and the work environment (Genaidy et al., 2002; Genaidy and Karwowski, 2003; Abdallah et al., 2004) .
The Work Compatibility questionnaire is composed of 11 different sections: organizational factors, technological factors, physical environment conditions, chemical environment conditions, biological environment conditions, economical factors, individual growth conditions, social and communication factors, mental and sensory activities, muscular activities, and experiences at work. Each section is made of different number of questions (total of 166 questions), which were subjectively answered by participating workers on a Likert scale of 5 (from 'not at all' to 'entirely'). Due to the large size of this data set, only four sections were included in this study, i.e. physical environment, economical factors, muscular activities, and experience at work. The reason to select these four sections was that they have an obvious relationship with occupational disorders and diseases among construction workers, but yet unknown in severity, which makes them suitable for this study. This information was used as exposure (input) variables in both LR and ANN models in this research.
A supplementary section was added to the Work Compatibility questionnaire in order to collect demographic information as well as work-related disorders and diseases from all subjects, that is, the frequency and severity of pain in major body joints (neck, shoulders, elbows/forearms, hands/ wrists, fingers, upper back, lower back, hips/thighs, knees/lower legs, and ankles/feet) and clinical symptoms of illnesses, i.e. heartburn, loss of appetite, nausea and vomiting, abdominal pain, digestive problems, sleeping disorder, excessive perspiration and dyspnea without physical effort, tremor of hands, dizziness, irregular heartbeat, headaches, nightmares, chest pain, eczema, asthma, and allergies. These questions were also subjectively answered on a Likert scale of 6 (from 'never' to 'very often' for frequency or from 'zero' to 'very high' for severity) by participating workers. In this study, 20 questions about the frequency and severity of pain in major body joints were chosen as the outcome (output) variables in both LR and ANN models.
Overall, 191 subjects participated in this study and although it is not the goal of this research to analyze the data set in detail, the general information can be provided regarding the distribution of demographic factors of this data set. Out of 191 subjects, 188 were male and 1 was female, and the gender of two subjects was missing. The average height and weight of the sample were 179.8 cm and 87.42 kg, with standard deviation of 6.49 cm and 15.97 kg, respectively. The height of two subjects and weight of five subjects were missing. Seventy-two subjects (38.29%) were smokers and 116 subjects (61.70%) were non-smokers, and the smoking status of three subjects was missing.
Tables 2-4 represent the age distribution of the sample, the years of experience of subjects in construction, and the ethnicity distribution of the sample, respectively. And finally, the distribution of jobs of the sample is presented in Table 5 .
Because of the large size of the initial dataset and limited resources available for high-volume computation and data analysis, the dataset was divided into 160 subsets based on outcome variables and for each subset, separate LR and ANN models were developed, by which their performances were assessed and compared.
LR analysis
The approach described by Hosmer and Lemeshow (2000) was used as the general guideline for selecting variables that result in a 'best' model within the context of this research. All the computations required for LR analysis was performed using the SAS System version 9.00 for Windows.
Univariable analysis. Pearson's chi-square tests were conducted on contingency tables to investigate any correlation between exposure variables and their corresponding outcome variables À H 0 : p ij 5p i Â p j ; i51; . . . ; 5; j51; . . . ; 6 Á (Agresti, 1996) . In situations where at least one cell in the contingency table was less than five, the Fisher's exact test was performed in addition to the Pearson's chi-square test. The variables with rejected null hypothesis with P-value , 0.25 were included in the process of building the LR model because researchers have shown that the traditional level of P-value (such as 0.05) often fails to identify important variables in the LR analysis in epidemiological applications (Mickey and Greenland, 1989; Hosmer and Lemeshow, 2000) .
Multivariable model. Three different approaches were utilized for the multivariable model construction: (i) stepwise selection, (ii) forward selection, and (iii) backward elimination. Since none of these approaches can perfectly select the right variables to fit the best model, ultimately the analyst has the responsibility to review and evaluate the model and use his/her own discretion to add or eliminate any variable to/from the model. Performance assessment. The LL estimates were used to assess the performance of both LR and ANN models for all 160 subsets separately. Later, the LL ratio was used to compare the performance of models for each dataset.
Artificial neural network analysis
The major challenges in designing the ANN mode for a given problem are the network architecture and learning algorithm. General guidelines provided by some authors were followed in the ANN analysis. All the required computations for ANN analysis were performed using MATLAB version 7.2.0.232 (R2006a).
Network architecture and learning algorithm. Dreiseitl and Ohno-Machado (2002) reviewed 72 papers comparing the LR and ANN models and discussed that most often one hidden layer is sufficient but the number of neurons in the hidden layer need to be determined empirically. As it was explained in the Literature search section, the most common learning algorithm is feedforward backpropagation, which is also the algorithm of choice in this study. Thus, the network structure for this research was made of three layers. The input layer was made of different number of neurons since each data subset had different number of exposure variables. The hidden layer was made of either five or six neurons depending on the number of neurons in the input layer. And finally, the output layer was made of six neurons since the outcome variable had six different levels of values and each neuron estimates the probability of having the value of the corresponding level as the outcome of the analysis.
In this research, 70% of each data set was used to train the network and the remaining 30% was used to validate the results. Figure 2 represents the overall architecture of networks used in this study.
Activating function and updating weights. Sigmoid function was chosen as the activating function for all neurons in hidden and output layers (Gallant, 1993; Smith and Gupta, 2002) . In equations (4) and (5), x i is the ith input variable of the vector, and i 5 0, . . ., n. W ji is the weights connecting neuron j of the hidden layer to neuron i of the input layer, i 5 0, . . ., n and j 5 0, . . ., m. V kj is the weights connecting neuron k of the output layer to neuron j of the hidden layer, k 5 1, . . ., 6 and j 5 0, . . ., m.
a is a parameter to control the gradient of the function, which is usually between 0 and 1. k h j is the value calculated in each neuron in the hidden layer, used as input for output layer, and j 5 0, . . ., m z j 5k h j . k o k is the value calculated in each neuron in the output layer, used as the estimator for outcome variable, and k 5 1, . . ., 6
And the following equations were used to update the weights for hidden and output layer (Smith and Gupta, 2002) :
in which c is called the learning rate and a is the same as the one in sigmoid functions explained earlier. The mean square error (MSE) was used to calculate the error level. The algorithm kept training the ANN model until the MSE was smaller than an acceptable level, which was different for each model. Initial values for weights and parameters. Gallant (1993) and Nguyen et al. (2003) provided general practical guidelines for initializing the values for weights and other parameters. Large values for weights might cause small gradient and small values might lead to a slow learning process. In this study, the weights were randomly generated in a range of [À2/n, 2/n], with one decimal number in which n is the number of neurons in the input layer. In order to make the activating (sigmoid) function close to the LR model, a 5 À1 was chosen in this research. Determining the value for c (the learning rate) was complex. A large value for c gives bigger step sizes and faster convergence, but the algorithm may become unstable and fail to converge, and a small value for c makes the algorithm converge very slowly and leads to a longer processing time. With a trial-and-error approach, c 5 0.0001 was selected for this study.
Avoiding overfitting. Overfitting occurs when the sample size is not large enough for the ANN model to learn the correlation between variables. In such cases, the model memorizes the data and does not converge at all. In order to avoid this problem, the researcher utilized a trial-and-error approach by running each ANN model with different values for some parameters such as learning rate and acceptable error level. This method helped to identify the best performing ANN model.
RESULTS
All 160 data subsets selected for this study were analyzed using the methodology that was explained above. The analysis started first with an LR model and then with an ANN model. As it was explained earlier in this report, the main data set was broken down into subsets, containing the information about pain frequency or intensity of a major body joint as outcome variables, and possible factors of different categories (physical environment, economical conditions, muscular activities, and work experience) as exposure variables.
The contingency table, chi-square and Fisher's exact tests showed significant correlation between exposure and outcome variables. After finding the best LR model using stepwise selection, forward selection, backward elimination, and personal discretion, the parameter estimates, odds ratios, and LL were collected from each model.
Next, different ANN models containing the same variables were created. The guidelines explained in the Methodology section was used to initialize the networks. The ANN models analyzing the economical condition factors had the 7-5-6 network structure. The network structure for work experience factors was 15-6-6, for physical environment 10-5-6, and the network structure for muscular activities for the upper body joints was 15-6-6 and for lower body joints 22-6-6, in which the numbers represent the number of neurons (nodes) in input, hidden, and output layers, respectively.
Due to some missing information in different subsets, the sample sizes were slightly different for different models. They varied in a range of 155-173 subjects, of which 70% was randomly selected and used for training the model and the remaining 30% was used for validation. The training procedure included feeding the ANN model with dataset, one subject at a time, and updating the weights of ANN model based on the error level and repeating this calculation until the error level goes below a certain threshold. The same portion of dataset might be used multiple times for training and each repetition is called on epoch.
In all ANN models, the MSE was used to measure the quality of training. In this study, a threshold of 0.001 was considered for MSE in training and validation phases. A 100% of all subsets with their corresponding ANN models had MSE values less than the threshold. In addition, the MSE values for validation were less than the ones for training, which indicated that all models were satisfactorily trained. At the end, the LL value of each ANN model was calculated for performance assessment.
Performance assessment
Researchers have utilized different methods to evaluate the performance of different models. Receiver operating characteristic curve (ROC curve), LL ratio, and error measurement (e.g. MSE) are some of the methods being used by researchers to assess and compare the performance of different models (Hajmeer and Basheer, 2003; Black et al., 2004; Eftekhar et al., 2005) . In this research, the LL ratio was used to assess and compare the performance of both LR and ANN models. The LL value is an estimate that is parallel to F and R 2 , used to evaluate the goodness of fit for different models. LL is the criterion for selecting parameters in an LR model that results in better performance of the model (Menard, 2001) . When two models are being compared, the larger the LL value, the better the model performance. The following LL ratio equation was used in this study to measure and compare the performance of ANN models with their corresponding LR models.
The results of this research showed that exactly 127 of 160 ANN models (79.4%) performed significantly better than the LR models (P-value , 0.0001), and the remaining LR models performed slightly better than ANN models. This is an encouraging finding, proving that ANN models can also be used instead of LR models with all ordinal variables.
DISCUSSION
In all previous studies reviewed in the Literature search section, the outcome variables of data sets were dichotomous and the exposure variables were either continuous or a combination of continuous and binary values. One of the similarities between this research and previous studies was that all of them are related to occupational safety and epidemiology, and the major difference was that in this study, the data sets were all ordinal variables.
Engineers in the OSH field, more often than other engineering disciplines, face situations which they have to deal with parameters and variables that are ordinal, such as the severity of a disorder or the intensity of pain measured on a discrete scale (such All the reviewed articles concluded that the ANN models performed better as compared with LR models. The assessment of these studies concluded that ANN models are capable of estimating or predicting the outcome values more accurately than LR models. However, it was unknown whether an ANN model can have a superior performance when all the variables were ordinal. The major objective of this study was to assess the performance of LR models and ANN models that contain all ordinal variables and compare them against each other.
One hundred and sixty LR and ANN models were made and their performances were assessed by estimating the LL ratio. The result of a t-test showed that the ANN models performed significantly better than LR models (P-value , 0.001). This means that regardless of the type of variables, ANN models can predict the outcome more accurately than LR models.
It can be argued that the reason for superior performance of ANN models lies in the assumptions that in LR models, the exposure variables, x i , behave linearly to the log odds of the outcome (Hosmer and Lemeshow 2000; Harrell, 2001) . In a real complex and non-linear system with such an assumption, LR models lose accuracy and the residuals or errors of prediction would increase (see Fig. 3 ). On the other hand, ANN models are capable of identifying non-linear and more complex association between input and output variables by having additional layer(s) of computation (hidden layer). This allows them to fit a curve into an unevenly distributed data set (see Fig. 4 ) with smaller residuals and errors.
This advantage of ANN models of accurately predicting the outcome variables can help safety professionals and researchers to estimate the possible safety and health outcomes of their employees based on their exposures.
There are several possibilities why the ANN models failed to outperform the LR models in 33 of 160 cases. One reason could be that a different structure of ANN model might lead to a better performance, for example, different number of neurons in hidden layer or even additional hidden layer(s). Another reason could be that some of the variables in subset had large variances that can affect the performance of the ANN model and how quickly they converge to fit the dataset. Training algorithm could be another reason of why some ANN models underperformed compared with LR models. A different and better training algorithm might improve the ANN models' performances.
CONCLUSIONS
It can be concluded that the ANN models can perform better as compared with LR models when all variables in the data set are ordinal, just like data sets with dichotomous and continuous variables.
Regarding the basic assumptions and constrains of this research, only three-layer network structures, with different number of neurons in each layer were used in this research. Further studies are required to investigate more complex and larger networks. Research is needed to investigate whether more complex and larger networks perform better with all ordinal variables or not. Fig. 3 . A hypothetical LR model with ordinal variable. Fig. 4 . A hypothetical ANN model with ordinal variables.
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It is more desirable to have an organized and systematic approach for ANN models initialization instead of trial and error approach. In this study, only 70% and 30% of datasets were used for training and validation, respectively, but it might be better to use different percentages of datasets for training and validation of ANN models with different numbers of epoch in future studies.
The lack of homogeneousness in the data set used in this research, choice of training algorithm, and ANN model structure are considered to be the potential reasons that 33 of LR models outperformed the ANN models. Larger and more homogeneous data sets can result in better training of ANN models, smaller errors, and biases. However, further studies are recommended to make conclusive statements about the ANN models superiority over LR models in outcome prediction.
