Abstract. We prove constructively that for any finite-dimensional commutative ring R and n ≥ dim(R) + 2, the group En(R[X, X −1 ]) acts transitively on Umn(R[X, X −1 ]). In particular, we obtain that for any finite-dimensional ring R, every finitely generated stably free module over R[X, X −1 ] of rank > dim R is free, i.e., R[X, X −1 ] is (dim R)-Hermite.
Introduction
We denote by R a commutative ring with unity and N the set of non-negative integers. Um n (R) is the set of unimodular rows of length n over R, that is all (x 0 , . . . , x n−1 ) ∈ R n such that x 0 R + · · · + x n−1 R = R. If u, v ∈ Um n (R) and G is a subgroup of GL n (R), we write u ∼ G v if there exists g in G such that v = ug. Recall that E n (R) denotes the subgroup of GL n (R), generated by all E ij (a) := I n + ae ij (where i = j, a ∈ R and e ij denotes the n × n-matrix whose only non-zero entry is 1 on the (i, j)-th place). We abbreviate the notation u ∼ E n (R) v to u ∼ E v. We say that a ring R is Hermite (resp. d-Hermite ) if any finitely generated stably free R-module ( resp., any finitely generated stably free R-module of rank > d ) is free.
In [6] , A.A.Suslin proved: k , X k+1 , . . . , X n ]. Then for n ≥ max (3, dim(R) + 2) the group E n (A) acts transitively on Um n (A).
In particular, we obtain that E n (R[X, X −1 ]) acts transitively on Um n (R[X, X −1 ]) for any Noetherian ring R, where n ≥ max (3, dim(R) + 2). In [7] , I.Yengui proved: Theorem 1.2. (I.Yengui) Let R be a ring of dimension d, n ≥ d + 1, and let f ∈ Um n+1 (R[X]). Then there exists E ∈ E n+1 (R[X]) such that f · E = e 1 .
In this article we generalize by proving:
This gives a positive answer to Yengui's question (Question 9 of [7] ). The proof we give is a close adaptation of Yengui's proof to the Laurent case.
Preliminary results on unimodular rows
A.A.Suslin proved in [6] , that if f = (f 0 , . . . , f n ) ∈ Um n+1 (R[X]), where f 1 is unitary and n ≥ 1, then there exists w ∈ SL 2 (R[X]) · E n+1 (R[X]) such that f · w = e 1 . In fact, this theorem is a crucial point in his proof of Serre's conjecture. R.A.Rao generalized in [[4] , Corollary 2.5] by proving:
Recall that the boundary ideal of an element a of a ring R is the ideal I(a) of R generated by a and all y ∈ R such that ay is nilpotent.
Let R be a ring of dimension ≤ d and a = (a 0 , . . . , a n ) ∈ Um n+1 (R) where n ≥ d+1, then there exist b 1 , . . . , b n ∈ R such that a 1 + b 1 a 0 , . . . , a n + b n a 0 = R In fact, we can obtain a stronger result if f ∈ Um n+1 (R S ), where S is a multiplicative subset of R: , i.e., there exist s ∈ S such that s ∈ a 1 R + · · · + a n−1 R + (a n + b n a 0 )R.
Assume now d > 0. By the induction assumption with respect to the ring R S /I(
, this means that 
, where n ≥ Let (x 0 , . . . , x n ) ∈ Um n+1 (R), n ≥ 2, and let t be an element of R which is invertible mod(Rx 0 + · · · + Rx n−2 ). Then
The main results
Definitions 3.1. Let f ∈ R[X, X −1 ] be a nonzero Laurent polynomial. We denote deg(f ) = hdeg(f ) − ldeg(f ), where hdeg(f ) and ldeg(f ) denote respectively the highest and the lowest degree of f .
Let hc(f ) and lc(f ) denote respectively the coefficients of the highest and the lowest degree term of
Proof. Let us denote by h 1 a doubly unitary polynomial in I. Since I +J[X,
, for some l ≥ 0, and
Remark 3.5. Let a = (a 1 , . . . , a n ) ∈ Um n+1 (R), where n ≥ 2. If
Proposition 3.6. If R is a zero-dimensional ring and
Proof. We prove by induction on deg f 0 + deg f 1 . We may assume that R is reduced ring. Let a = hc(f 0 ) and b = lc(f 0 ). Assume that ab ∈ U (R), then by elementary transformations of the form
we obtain that f ∼ E (f 0 , h 1 , f 2 , . . . , f n ), where ldeg(h 1 ) > ldeg(f 0 ). By elementary transformations of the form
, where ldeg(g 1 ) ≥ ldeg(f 0 ) and hdeg(g 1 ) < hdeg(f 0 ). So we may assume that deg f 0 ≤ deg f 1 and ab / ∈ U (R). Assume that a / ∈ U (R). We have Ra = Re for some idempotent e. Let c = hc(f 1 ). Since e ∈ Ra, we may assume that c = 0 and that c ∈ R(1 − e). Note that
By the inductive assumption, there are matrices
so that (1 − e)f A = (1 − e, 0, . . . , 0) and ef B = (e, 0, . . . , 0). Let
where
and i = j ∈ {1, . . . , n + 1}, h s ∈ R(1 − e)[X,
Clearly, (1 − e)A ′ = A, eB
Similarly, we have eC = B. Let f C = (g 0 , . . . , g n ) = g. Thus g 0 (1 − e) = 1 − e and g 1 e = e.
Proposition 3.7. If R is a zero-dimensional ring, then
for all n ≥ 2.
. By (3.6), we can perform suitable elementary transformations to bring M to M 1 with first row (1, 0, . . . , 0) . Now a sequence of row transformations bring M 1 to
The proof now proceeds by induction on n.
So we may assume that ldeg(f i ) > ldeg(f 0 ). Let a = hc(f 0 ). By (2.4) we have
Using elementary transformations of the form
we lower the degrees of f i , for all 1 ≤ i ≤ n, and obtain the required row.
Lemma 3.9. Let R be a ring of dimension d > 0 and
where r ∈ R, n ≥ d + 1. Assume that for every ring T of dimension < d and n ≥ dim(T ) + 1, the group E n+1 (T [X,
Proof. Since dim(R/I(r)) < dim(R) so over R/I(r), we can complete (f 1 , . . . , f n ) to a matrix in E n (R/I(r)[X, X −1 ]). If we lift this matrix, we obtain that
Lemma 3.10. Let R be a ring of dimension d > 0 and
such that n ≥ d + 1, f 0 = ag and a t = hc(f 0 ), where a ∈ R \ U (R), 0 = t ∈ N. Assume that for every ring T of dimension < d and n ≥ dim(T ) + 1, the group
Proof. We prove by induction on the number M of non-zero coefficients of the polynomial f 0 , that f ∼ E e 1 . If M = 1, so f 0 = rX m where r ∈ R, m ∈ Z. By (2.4), f ∼ E (r, X −m f 1 , f 2 , . . . , f n ). So by (3.9), we obtain that f ∼ E e 1 . Assume now that M > 1. Let S be the multiplicative subset of R generated by a, b, where b = lc(g), i.e., S = a k1 b k2 k 1 , k 2 ∈ N . By the inductive step, with respect to the ring R/abR, we obtain from f a row ≡ (1, 0, . . . , 0) (g 0 , . . . , g n ) → (g 0 , g 1 + hg 0 , . . . , g n ) and g 1 is a doubly unitary polynomial in R S [X, X −1 ], then we replace this elementary transformation by the two transformations:
where m > hdeg(g 0 ), k < ldeg(g 0 ). So we may assume that
and f 0 is a doubly unitary polynomial in R S [X, X −1 ]. By (3.8), we may assume
We prove that f can be transformed by elementary transformation into a row with one constant entry. We use an argument similar to that in the proof of [ [5] , Theorem 5] .
Assume that the number of the coefficients of f 2 , . . . , f n is ≥ 2(n − 1). Since d > 0, we obtain that 2(n − 1) ≥ d + 1. Let a 1 , . . . , a t be the coefficients of f 2 , . . . , f n and J = a1
,where h 0 , h 1 ∈ R[X, X −1 ] and r i ∈ R, s, s i ∈ S for all 1 ≤ i ≤ t. This means that (
. By (2.3), there exist s ∈ S and b 1 , . . . , b t ∈ R, such that
Using elementary transformations, we may assume that J = R S . By (3.2), the ideal f 0 , f 2 , . . . , f n contains a polynomial h such that a k1 b k2 = hc(h) and hdeg(h) = hdeg(f 0 ) − 1, ldeg(h) ≥ ldeg(f 0 ) where
Then we may assume that a k1 b k2 = hc(f 1 ). By the proof of Lemma (3.8), we can decrease the hdeg(f i ) for all 2 ≤ i ≤ n.
Repeating the argument above, we obtain that
Lemma 3.11. Let R be a ring of dimension d > 0 and
such that n ≥ d + 1, f 0 = cg and c t = lc(f 0 ), where c ∈ R \ U (R), 0 = t ∈ N. Assume that for every ring T of dimension < d and n ≥ dim(T ) + 1, the group
Proof. By making the change of variable: X → X −1 and Proposition (3.10), we obtain that f ∼ E(R[X,X −1 ]) e 1 . 
Proof. Let f = (f 0 , . . . , f n ) ∈ Um n+1 (R[X, X −1 ). We prove the theorem by induction on d, we may assume that R is reduced ring. If d = 0, by (3.6), we are done. Assume that the theorem is true for the dimensions 0, 1, . . . , d − 1, where d > 0. We prove by induction on the number N of nonzero coefficients of the polynomials f 0 , . . . , f n , that f ∼ E e 1 if dim R = d. Starting with N = 1. Let N > 1. Let a = hc(f 0 ) and c = lc(f 0 ), if ac ∈ U (R) then by (3.4), we are done. Otherwise, assume that a / ∈ U (R), by the inductive step, with respect to the ring R/aR, we obtain from f a row ≡ (1, 0, . . . , 0) mod aR[X, X −1 ] using elementary transformations. We can perform such transformations so that at every stage the row contains a polynomial g ∈ R[X, X
−1 ] such that hc(g) = a t , where t ∈ N. Indeed, if we have to perform, e.g., the elementary transformation (g 0 , . . . , g n ) → (g 0 , g 1 + hg 0 , . . . , g n ) and hc(g 1 ) ∈ U (R a ), then we replace this elementary transformation by the two transformations:
(g 0 , . . . , g n ) → (g 0 +aX m g 1 , g 1 , . . . , g n ) → (g 0 +aX m g 1 , g 1 +h(g 0 +aX m g 1 ), . . . , g n )
where m > hdeg(g 0 ).
So we have f 0 = ag, and a t = hc(f 0 ), where 0 = t ∈ N. By (3.10), f ∼ E e 1 . Similarly, if c / ∈ U (R), by (3.11) we obtain that f ∼ E e 1 .
Corollary 3.13. For any ring R with Krull dimension ≤ d, all finitely generated stably free modules over R[X, X −1 ] of rank > d are free.
The following conjecture is the analogue of Conjecture 8 of [7] in the Laurent case:
Conjecture 3.14. For any ring R with Krull dimension ≤ d, all finitely generated stably free modules over R[X ±1 1 , . . . , X ±1 k , X k+1 , . . . , X n ] of rank > d are free.
