We treat a single-server vacation queue with queue-length dependent vacation schedules. This subsumes the single-server vacation queue with exhaustive service discipline and the vacation queue with Bernoulli schedule as special cases. The lengths of vacation times depend on the number of customers in the system at the beginning of a vacation. The arrival process is a batch-Markovian arrival process (BMAP). We derive the queue-length distribution at departure epochs. By using a semi-Markov process technique, we obtain the Laplace-Stieltjes transform of the transient queue-length distribution at an arbitrary time point and its limiting distribution.
Introduction
Because of its applicability to the performance evaluation of computer, communication and manufacturing systems, the queue with server vacations has been the subject of extensive study over the last two decades. For detailed bibliographies on vacation models, the reader is referred to Doshi [2] and Takagi [12] . A number of different vacation models have been introduced. Vacation models are distinguished by their scheduling disciplines, that is, the rules determining when a service stops and a vacation begins. In the exhaustive service discipline, the server takes a vacation only when there are no customers in the system. In the nonexhaustive service discipline, a vacation may start even when customers are present in the system.
Most of the previous work on vacation queues assumes that customers arrive at the system in accordance with a stationary Poisson process. The M/G/l vacation queue with queue-length dependent vacation schedule and vacation times has been studied by Harris and Marchal [3] . This model was extended to its M x /G/l version by Shin [11] . 208 Yang Woo Shin and Charles E. M. Pearce [2] Lucantoni, Meier-Hellstern and Neuts [6] studied the exhaustive vacation system with Markovian arrival process (MAP) and provided algorithmically-tractable equations for the distributions of the waiting times at an arbitrary time and at arrival instants, as well as the queue length at an arbitrary time, at arrival instants and at departure instants. Machihara [9] considered the vacation queue with phase-type Markov renewal arrivals, semi-Markovian service times and semi-Markovian vacation times. Takine and Hasegawa [13] analysed the batch SPP/G/l queue with multiple vacations and exhaustive service disciplines, using a supplementary variable technique.
In this paper, we treat a BMAP/G/l vacation queue whose vacation schedule and the lengths of whose vacation times depend on the queue length of the system at the beginning of a vacation. The vacation schedule considered subsumes the exhaustive service discipline and the Bernoulli schedule. Following the general approach of Neuts [10] we derive the queue-length distribution at departure epochs, the transient queue-length distribution and its limiting distribution.
The paper is organized as follows. In Section 2, we set up the model and address an underlying Markov renewal process, the transition matrix of which is spatially inhomogeneous. This is sufficient for an analysis of the stationary queue-length distribution at departure epochs, which is effected in Section 3. To treat the transient queue-length distribution at an arbitrary time point, we need to first analyse the associated first-passage problem for the renewal process introduced in Section 2. This is done in Section 4. We then consider the queue length at an arbitrary time point in Section 5 and the corresponding stationary distribution in Section 6. Let P(n,t) be the matrix whose (/, j) entry is Pjj(n, t), the conditional probability that n arrivals occur in (0, t ] and the arrival phase is j at time t, given that the phase at oo time 0 is /. The matrix generating function P*(z,t) = ^2 P(n,t)z n (\z\ < 1) of the [3] The BMAP/G/l vacation queue with queue-length dependent vacation schedule 209 sequence of matrices {P(n, t)} is then given by
where D(z) =
Vacation schedule
Let L > 0 be a specified integer. If after a service completion there are n > 0 customers in the system, then with probability v n another service starts and with the complementary probability 1 -v n a vacation of length V n starts.
Here v 0 = 0. Further, the random variables V n have a common distribution for n > L and we write genetically V L+] for a random variable with this distribution. If after a vacation-completion epoch there are n > 1 customers in the system, a service starts immediately, while if there are no customers in the system, another vacation starts (with length V o ). We denote by V n (t) = P(V n < t) the distribution function of the random variable V B ( 0 < / i < L + l). The vacation schedule described above subsumes the exhaustive service discipline (v 0 = 0 and v n = 1 for n > 1) and the Bernoulli schedule (v 0 = 0, while v n = v and the random variables V n have a common distribution for n > 0).
Service times
The distribution function for a service time is denoted by B{x) and its Laplace-Stieltjes transform by B{s). We write \x for the mean service time. Suppose that just after a service completion n > 1 customers are present. We represent the distribution function of the time to the completion of the next service by B n for I < n < L and by B L+l for n > L. These "effective conditional service-time distribution functions" are then given by
where as usual * denotes convolution. We write fi n for the mean of the distribution given by B n (1 < n < L + 1). We put p = A/i L+1 and throughout the paper assume that p < 1, so that the process possesses proper stationary behaviour.
The renewal process
We are now in a position to address the basic renewal process. Let X(t) and J(t) denote respectively the number of customers in the system and the arrival phase at time /. We denote by x n {n > 0) the instants of successive departures from the system, with T 0 = 0. By X n and J n we signify respectively the number of customers in the system and the phase of the arrival process immediately after r n . Then {X n , /", x n -r n _ t , n > 1} is a Markov renewal sequence with transition probability matrix Q(x) given by^0
.3 (*) [4] Q(x) = 0 0
A:
...to
Here A k ," {x) is the mxm matrix whose (/, j) entry is the probability, given a departure at time 0 which left k customers in the system and the arrival process in phase /, that the next departure occurs no later than time x, that it leaves the arrival process in phase j , and that during that time there are n arrivals. The matrices A k Ax) are given by The joint summand and integrand on the right-hand side of (2.2) corresponds to there being k vacations with no arrivals, the &th vacation ending at time u, the next vacation being of length v and / customers arriving during that vacation, the first service time of the busy period being of length w and n -i + 1 customers arriving during that service.
We define W n {k, x) as the mxm matrix whose (/, j) entry is the conditional probability, given a vacation begins at time 0 with n customers in the system and the phase of the arrival process is i, that the end of the vacation occurs no later than time x, that it ends with the arrival process in phase j , and that during the vacation there are k arrivals.
Let W n (z, s) be the double transform of W n (k, x) , that is,
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and put W n {z) = W n (z, 0) and W n = W n {\, 0). Then from the definition of P{n, t) and (2.1), we deduce that
We shall make use of the transform matrices 
Arguments analogous to those in Lucantoni, Meier-Hellstern and Neuts [6] lead readily to the relations
In the following sections we shall make some use of mean values. Let ot k denote the row vector whose /-th entry is the mean number of arrivals during an effective service, conditional on that service having begun with k customers present and the arrival process in phase /. Then for 1 < k < L + 1,
Direct calculation from (2.3) yields 
-i"-DM-'»*dB L+l {x) = zB L+i (sI -D(G(z, s)))
(cf. Lucantoni and Neuts [7] ).
, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000012479 [7] The BMAP/G/l vacation queue with queue-length dependent vacation schedule 213
In the remainder of the paper G{z,s) will be used in the derivation of a number of quantities of interest. However an inspection of final formulas relating to queue lengths will show that these depend only on G(l, s) and G := G(l, 0). The efficient determination of these is considered in Lucantoni, Chaudhury and Whitt [5] .
It is well-known (see Neuts [10] ) that the matrix G has the following probabilistic interpretation. For v > 1 and / > 0, the (j, k) entry of G v is the probability that the Markov chain {(X n , J n ),n > 0} with transition probability matrix <2(oo) eventually visits level L + i by entering the specific state (L + i, k), given that it starts in the state (L + i + v, j). We note also that since p < 1, the matrix G is stochastic and its invariant vector g satisfies gG = g and ge = 1. This leads to the following result. 
Ifthe invariant probability vector ofQ* is, in partitioned form, x = [JC 0 , *i,
• • • , x L ], where x, is an m-vector, then the vectors p, take the form
PROOF. That the transition probability matrix of {X*, J*) is given by Q* follows from the probabilistic interpretation of G. Relation (3.2) ensues from the fact that the vector (Po' Pi< " ' PL) IS a n eigenvector of Q* corresponding to eigenvalue unity. Define 
L <=o J
Relation (3.3) follows from (3.4), (3.5) and the fact that na L+] = 1 -p, and we are done.
Now we derive the mean queue size at departure epochs. Define
Differentiation of (3.1) yields
p'(z)(zl -A(z)) +p(z)V -A' L+X {z)) = U\z). (3.6)
Setting z = 1 and addingp r (l)eir to both sides give
Differentiation of (3.6) at z = 1 and postmultiplication by e provide
On postmultiplying (3.7) by ct L+i , we derive that the stationary mean queue length is
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Hitting times
In this section we consider first-passage times from level / to level i -1, those from level / -1 to level i and the recurrence times for level i. These will be employed in Section 5.
First-passage times from level i to level
be them x / n matrix whose (j, / ) entry is the probability that the first passage from state (/, j) to state (/', j') (1 < j , j ' < m) occurs in exactly k transitions and takes time no more than x and that (/', / ) is the first state visited in level i'. For notational simplicity we write
By conditioning on the time and destination of the first transition, we derive from the law of total probability the recursive formula [11]
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By an application of the law of total probability conditioning on the first transition of the Markov renewal process, we have the formulae i4 I -_,,y(j)G I/+y '-2 -' 1 (z, s) for i > 1. 
Recurrence times for level i

The queue length at an arbitrary time
In this section we derive the transient queue-length distribution at time t and its limiting distribution. This is accomplished by a classical argument based on Markov renewal processes. Consider the continuous-parameter process [(X(t), J(t)), t > 0} and fix the initial state X(0) = / 0 , /(0) = j 0 .
Let M(t) be the matrix renewal function whose generic component M(,-0iA ),(,-t ;)(0 denotes the conditional expected number of visits to the state (/, j) (i > 0, 1 < j < m) in the interval [0, t], given that X(0) = / 0 , /(0) = j 0 . We use M k (t) Here <$,,, is, as usual, the Kronecker delta, e jo (1 < j 0 < AW) is the m-vector whose jo component is unity and whose other components are all zero, and A is the unit step function, taking values unity for nonnegative arguments and zero for negative arguments.
On taking Laplace transforms in (5.1) and forming generating functions, we derive
By the theory of delayed renewal processes, we readily evaluate each M k (s), in terms of quantities determined in the previous section, as 
