Abstract. For the problem that information disorder and additional noises, as well as the instability of formation control in a massive-group-robot system, stops the system from achieving a good convergence state, a control algorithm based on the weight matrix stability of Kalman filtering is proposed. Through a robustness and uncertainty analysis, the uncertainty in information exchange in robots is transformed into an uncertain factor in nonlinear system. The Kalman filter helps to realize the convergent consistency of ideal state of robot system. The validity of this algorithm is proved by experiments.
Problem Description
Considering the requirements for high connectivity, reliability, adaptability to information collection and easy failure isolation in the application of tree topology, this paper used topology to describe the wireless sensor network in a massive group robot system, as shown in Fig.1 . Concrete description: there is zero or a number of child nodes on each node; a node without father node is called root node; there is one and only one father node for each non-root node; apart from root nodes, every child node can be divided into multiple disjoint subtrees; a communication topology among robots: [ , , ] It represents that there is an exchange of communication between Robot A and Robot B, while there is one-side communication between Robot C and Robot A.
Dynamic Characteristics
Let there be n robots in the massive group robot system, and define the system as a set R{1, 2, 3, 4…..i}, then,
̇( ) = where i= 1,2,3, … . n ∈R, representing robot number, and x i (t) represents the state parameters of robots at moment t. State parameters y include robot speed (instantaneous quantity), coordinate-based angle of deviation (azimuth angle) and angular velocity. μ i (t) represents the input control quantity of robots; Y İ (t) represents the output quantity of robots; α i , β i and γ i represent the coefficient matrixes corresponding to equation dimensionality.
The input control quantity of the robots in the system:
( ( ) − ( )) (2) where B represents system's control feedback gain; ∂ ij represents robots' connection status (whether there exists the same subtree), and it is defined that when ∂ = 1, connection exists, while ∂ = 0, connection does not exist. ρ ij represents the connection bit weight of the robots in the system, reported as Robot i's dependence on the exchange of information with Robot j.
Wireless Network Communication Channel Description
A wireless network is adopted as a communication channel for massive multiple robots, but there exist some problems like noise and consecutive packet dropout in the wireless network communication channel. Now suppose there is a certain amount of energy in the communication channel, and random noise τ ij (t) is distributed independently in each channel, so
For the selection of packet dropout compensator and the prevention of consecutive packet dropout, the Kalman filtering-based packet dropout compensating method in Literature [5] is suitable, which can be used to estimate system state at the moment of packet dropout, and then compensate for lost data. By this method, state and feedback gain are designed through pole allocation [7] . This paper designed a Kalman filtering-based closed-loop proportional compensator in continuous time in accordance with the method proposed in Literature [5] .
Coordination Control of Multi-robot System

Mathematical Description of System
The state consistency of a multi-robot system needs to be described as a whole rather than considered individually, and the system should be controlled and coordinated integrally to converge to a certain state to complete target tasks. For multi-robot formation, linear shape, vertical shape, triangle shape and trapezoidal shape are usually adopted. With network tree topology as a basis, this paper made use of a typical complex control system [8] -leg-wheeled robot to set up a multi-robot system. The structure is shown in Fig.2 . Based on the leg-wheeled robot in Literature [8] , let the geometric center position of Robot i be x pi (t), y pi (t), and the center position of wheel axle be x ci (t), y ci (t). The driving wheel merely rolls rather than slides at all, so
Its kinematic model is shown below
The state consistency of multiple robots depends on the same speed and direction angle of the robots. In other words, the state parameters of any pair of robots should achieve consistency along with time convergence:
Let j=1 be a reference value for convergence consistency. When i ∈ {2,3,4. . n} n > 1, Formula (6) can be defined as lim →∞ | ( ) −̇( )| = 0 (7) Let ∆Z = |X i (t) − Ẋ|, and i ∈ {2,3,4. . n} n > 1. When ∆Z(t) equals 0 after time consistency, the system state will achieve convergence consistency, namely lim t→∞ ∆Z (t) = 0. After it is substituted into the expression of X i (t) , an error expression is developed for state parameters:
αT , the discretization of coefficient matrix α i be α o = I n−1 ⨂α K , the discretization of coefficient matrix β i be β o = F(T)β i ⨂−L n , the discretization of interchannel noise τ ij (t) be W k , and the coefficient of its discretization be D o = I N−1 ⨂B τ , where B τ is the coefficient matrix of interchannel noise, thus,
There is a certain amount of energy in the communication channels in massive group robot joint assistance system, random noise is distributed independently in various channels and packets are lost continuously. That is, the adjacent robots that communicate with each other cannot exchange information with each other, thus causing disorders in the system, undermining the system stability. If Robot i cannot receive state parameters from the exchange object at moment k in a communication cycle, Kalman filtering-based closed-loop proportional compensator will adopt the state parameters of the previous moment (k-1) as a computational control volume for the state parameters at the current moment based on filtering and proportional compensation. Figure 3 . Closed -loop proportional compensation based on kalman filtering in continuous time.
Analysis of Kalman Filtering-based on Closed-loop Proportional Compensator
Kalman filtering is in itself to reconstruct system state vector by means of measured value, and eliminate random disturbance in accordance with system's measured value by "forecasting-measuring-correcting", or restore the polluted system's original appearance in accordance with system's measured value [12] . The basic workflow of Kalman filter is analyzed first: the process parameters of system are adopted for optimal recursive data processing. A discrete control process system is introduced, and represented by linear stochastic differential equation: ( ) = ( − 1) + ( ) + ( ) , system measurement: ( ) = ( ) + ( ), where X(K) represents the system state parameters at moment k, U(k) represents the system control quantity at moment K, Z(K) represents the measured value of sensor at moment K, H represents the measurement coefficient of sensor and will be converted into a coefficient matrix in a multi-sensor linear combination system. And W(k) and V(K) represent interchannel noise (existing in process and measurement respectively). There is a certain amount of energy in the communication channels, and the random noises distributed independently in various channels can be treated as white Gaussian noise, which do not change with the system, so
The system state parameters in the next state are predicted, and then the current system state is predicted based on the prediction of the previous state according to the system state at moment K:
where X(K|K − 1) represents the result of system forecasting in this state, X(K − 1|K − 1) represents the optimal result of the previous system state, and U(K) represents the system control quantity at the current moment. When there is no control quantity, U(K)=0.
This shows that the covariance of system control quantity is unknown and represented by P:
where Q represents the covariance of interchannel noise in measurement process, P(k|k-1) represents the covariance of X(K|K-1), and P(k-1|k-1) represents the covariance of X(K|K-1).
So far we have obtained the result of system forecasting at the current moment, and the optimal estimation result of system at moment K X(K|K) in accordance with the measured value of system at the current moment:
where Kg represents Kalman gain, and R represents the covariance of interchannel noise in system transfer process. And the optimum estimated value of system state parameters at moment k is X(K|K). Its covariance is: So, this system's initial state is expressed as follows:
(1) No packet will be lost if there is random noise τ ij (t) in channel within a cycle. The system's state is the same as its initial state:
(2) Packets will be lost if there is random noise τ ij (t) in channel within a cycle. The system's state is expressed as follows: For signal loss from system, let's suppose signal is lost at moment K, while not at moment K-1. Kalman filtering-based closed-loop proportional compensator is used to estimate the systems state at moment K. The concrete process is shown as follows:
Now we are forecasting the system state parameters in the next state: according to the system state at moment K, we are forecasting the current system state based on the previous state:
where X(K|K-1) represents the result of system forecasting in the previous state, X(K-1|K-1) represents the optimal result of the previous state, and ( ) represents the system control quantity at the current moment.
The state parameters of system are thereby identified, but the corresponding covariance is still unknown, denoted by P:
where Q represents the covariance of interchannel noise in measuring process, P(k|k-1) represents the covariance of X(K|K-1), P(k-1|k-1) represents the covariance of X(K|K-1), and coefficient A is proportional control coefficient.
To sum up, the optimal estimated result of system at moment K is X(K|K):
where Kg represents Kalmann gain, and R represents the covariance of interchannel noise in system transfer process. So, the optimal estimated value of system state parameters at moment k equals X(K|K). And its covariance equals:
Description on Steady Input Control Quantity of Multi-robot System
To achieve system stability and consistency, and effectively inhibit uncertain factors such as ambient noise, we set up a kinematic model for system control quantity and system respectively as shown below:
Multi-robot system stability and consistency is required as follows: The pose for robot output should be consistent with the pose requested by control input, so as to realize consistent state convergence. Let robot pose be [ where B represents system's control feedback gain; ∂ ij represents the state of robot connection (regarding whether they are in the same subtree). ∂ = 1 represents connection, while ∂ = 0 represents non-connection. ρ ij represents the connection bit weight of the robots in the system, reported as Robot i's dependence on the exchange of information with Robot j, which is decided by feedback from the proportional controller in the system. Π ji represents the coupling parameter of velocity difference.
Experiments
A multi-robot system is made up of 3 leg-wheeled robots by tree topology to simulate the theory proposed in this paper.
Let the tree topology of these 3 leg-wheeled robots be known, and not change with time going by, represented as [ , , ] , where A, B and C are a leg-wheeled robot respectively, and the sensor sampling interval T=0.01S. In order to reveal the validity of the theory, we set the following network environment through TRUETIME: IEEE 802.11g wireless network is adopted, and the transmission rate of 100Mbits/s causes no time delay, while there is a certain amount of energy. The random noise distributed independently in each channel is shown in the figure below: The theory is verified in a simulation environment. In the process of verification, the robots converge to a consistent state with time, and convergence time is decided by the bit weight on which the robots depend: The higher the dependence is, the higher the convergence efficiency is, and the shorter the convergence time is. That is, represents the connection bit weight of the robots in the system, reported as Robot i's dependence on the exchange of information with Robot j. The value of bit weight ranges between [0,1], but an excess bit weight may lead to overshoot convergence. In Fig. 6~7 , the difference in linear velocity between the robots: (AB)=1 and (AC)=0.2; the difference in angular velocity: (AB)=1 and (AC)=0. In Fig. 8~9 , the difference in linear velocity: (AB)=0) and (AC)=1; the difference in angular velocity: (AB)=02 and (AC)=1.
As can be seen in Fig.6~9 , with a certain amount of energy, the robots' state value can converge effectively with time going by even if there is random noise distributed independently in each channel, as well as random packet loss. Also, under the same condition, the time taken for robots' angular velocity to converge is shorter than that taken for robots' linear velocity to converge. In other words, convergence has validity since it takes a short time for the robots to reach the same direction angle. ρ ij plays a decisive role in the convergence of robots' state value, and the size of bit weight has direct influence on convergence time and effect. Bit weight is decided by proportional controller and used for feedback control in accordance with the extent of robot error. The larger the extent of error is, the higher the bit weight is, the shorter the convergence time is, and the better the effect is. The system chart of proportional controller is shown in Fig.10 . According to the experimental result, there is a difference in extent of error between the robots' state values, the proportional controller could work effectively to control feedback, system stability could be maintained and system efficiency could be improved to some degree in the course of state convergence. In Fig.11 , the robots' linear velocity (m/s) A＝0.1, B＝1 and C＝1. In Fig.12 , the linear velocity (m/s) A＝0, B＝0.8 and C＝1. In Fig.13 , the robots' angular velocity (rad/s) A＝0.1, B＝0.8 and C＝1. In Fig.14 , angular velocity (rad/s) A＝0.2, B＝0.8 and C＝1.
As can be seen in Fig.6~14 , with a certain amount of energy, the robots' state value can converge effectively with time going by even if there is random noise distributed independently in each channel, as well as random packet loss. Also, under the same condition, the time taken for robots' angular velocity to converge is shorter than that taken for robots' linear velocity to converge. In addition, bit weight, as well as extent of error, has a control effect on convergence time in different states: The larger the error value is and the higher the extent of error is, the longer the convergence time is. This further shows that with a certain amount of energy, the robots' state value can converge effectively with time going by under the control of the system controller designed in this paper even if there is random noise distributed independently in each channel, as well as random packet loss.
Conclusion
Interchannel noise and random packet dropout are common problems for the joint collaboration among massive robots. With the joint consultation and task assistance mechanism of massive group robots as a research object, this paper simulated information exchange on a wireless network to design a tree topology for robots, well solving relevant problems, such as the bit weight among robots, and uncertainties including noise in communication channels, by the use of Kalman filter and proportional controller. The next research focus will be put on the issue of rapid communication in the hybrid topology of group robots.
