PERSPECTIVES
pathways in which genes can function, the number of environmental triggers that act on these pathways and the number of alleles that exist for each gene. Progress in systems biology will depend on finding new ways to tackle this higher-order complexity. A largescale study of transcript, protein or metabolite abundance in a perturbed system can provide the data for unravelling the complex interplay of genes and the environment. In this article, I discuss that experiments in which biological systems are perturbed and studied in a multifactorial manner -that is, in which gene variants and environmental factors are present in many combinations -are likely to be more informative and economical than those in which biological systems are studied by varying one environmental factor or gene at a time. I explain what we can learn from multifactorial perturbation experiments and how this knowledge can be applied. It also becomes apparent that a multidisciplinary research effort, involving the increased input of statistics, mathematics and computing sciences, is crucial for the success of a multifactorial approach. The key question is how to obtain the greatest knowledge about complex biological interactions for the lowest possible cost, through clever experimental designs, models and methods of analysis. One issue that has yet to be resolved by the new multifactorial strategies is how complex are the traits and processes of interest and, consequently, whether systems biology will indeed substantially increase our knowledge of many human diseases and disorders. If successful, then human health might benefit, through the design of improved drugs and through the shift from population-based to patient-specific drug treatment, as well as drug or dietary restriction. In addition, the development of healthier and safer (for example, nonallergenic) food becomes a possibility, through the more informed breeding of plants, animals and microorganisms in our food chain.
Perturbing biological systems
The most widely used strategies for perturbing a biological system use gene-knockout technologies, mutagenesis or transgenesis. Typically, these approaches involve altering one gene at a time; large collections of single-alteration lines have been produced as a result, such as in S. cerevisiae 7 , and are shared by the research community. An example of a single-gene perturbation experiment is provided by Ideker et al. 8 , who studied the yeast galactose metabolic pathway, the molecular biology of which is well understood. Having defined the genes of interest (nine galactose pathway (GAL) genes) and an initial model to describe how these genes interact, the authors perturbed the galactose pathway by deleting each of the GAL genes in nine different lines. For each perturbed condition, the authors then carried out replicate hybridizations in four different DNA microarrays, to obtain robust estimates of how the gene expression profile of each knockout strain differed from that of the wild type (FIG. 1a) . Any gene that is expressed equally in the two strains will have an expression ratio of~1 (corresponding to a log-ratio of zero). The main advantage of this approach is that the analysis and interpretation of such experiments is straightforward. However, the genetic background remains constant and so the effect of the single alteration in another background is unknown. In the most extreme situation, this occurs when complex gene-gene interactions are involved, and High-throughput genomics, transcriptomics, proteomics and metabolomics have the potential to identify the functional consequences of induced and natural genetic variation. Surprisingly, the experiments of most genomics researchers still mainly involve perturbing a biological system of interest by modifying either one factor or one gene at a time. By contrast, this article argues that multifactorial experimentation would allow the study of many more biologically relevant questions in parallel at the same or lower cost.
The recent progress in genomics and genetics, particularly in the high-throughput measurement of DNA transcript and protein levels, has led to a surge of interest in the fields of SYSTEMS BIOLOGY and COMPLEX TRAITS BIOLOGY to study complex human diseases and disorders 1, 2 . Although such optimism is justified by the success that has been achieved in identifying the genetic basis of monogenic diseases and disorders, such as cystic fibrosis 3, 4 and Huntington disease 5, 6 , unravelling how genes "talk to each other" is likely to be an intimidating effort for more complex traits and processes. This is also true when analysing the genetic actions/interactions that occur in experimental systems: even organisms that have 10 3 -10 4 genes, such as the budding yeast Saccharomyces cerevisiae, can produce more than 10 4 -10 5 gene products, which can easily account for more than 10 5 -10 7 interactions. Analysing how genes act and interact is complicated further by the number of any conclusion drawn from perturbing a gene in one particular background might be completely irrelevant for other backgrounds. The same principles apply to any other strategy that is based on perturbing a single gene at a time, particularly singlegene transgenesis and mutagenesis (see REFS 9, 10 for further examples of single-gene perturbation experiments on sea urchin and mouse, respectively).
Several research groups have recently started to study systems that have been perturbed through genetic crosses, a process that is known as GENETICAL GENOMICS 11 . This approach has been successfully applied to S. cerevisiae 12 , mouse 13 and Drosophila melanogaster 14 . In the genetical genomics approach, the genetic mechanisms of segregation and recombination are used to reshuffle the genomes of two or more donor parents, to produce a population of segregating offspring with many combinations of gene variants. One illustrative example is provided by Brem et al. 12 . These authors exploited the natural genetic variation that exists in S. cerevisiae by crossing a standard laboratory strain (BY) with a wild isolate from a California vineyard (RM). They generated 40 segregating offspring and profiled each offspring on one expression microarray relative to the reference BY strain (the segregants were also profiled a second time, in which the fluorescent dyes were swapped) (FIG. 1b) . For each segregating gene, an average of 20 segregants inherit the wild-type RM allele, while the other 20 inherit the laboratory-type BY allele. The latter group might express genes at the same level as the parental BY strain used as the reference, in which case the corresponding gene expression ratios should be ~1 (zero on a logscale). The difference in expression between the parental RM and BY strains can be assessed in two ways: by testing whether the log-ratios of the gene expression levels of the 20 segregants that carry a particular RM allele significantly depart from zero compared with those of the reference BY strain; or by using all segregants and testing whether the log-ratios of gene expression levels seen in the 20 RM-carrying segregants differs significantly from the 20 that carry the particular BY allele. It is important to note that significant differences in expression between the 20 segregants that carry a particular BY allele and the reference BY strain highlight the existence of (complex) interactions between the gene in question and its genetic background. Brem et al. 12 showed that the log-ratios of the expression of two genes (YLL007C and XBP1) between
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Representation of results The nine genes are indicated as dark green boxes on the genome. Upregulation (red), downregulation (green) and no effect (yellow; N.S., not significant) are assessed through the statistical analysis of logarithm-transformed expression data that was obtained using four microarray replicates, in which the expression of GAL genes in each knockout strain was compared with that in the wild type. Several newly detected interactions refined the initial interaction model: for example, in the presence of galactose, lines in which GAL7 and GAL10 had been deleted had unexpectedly reduced the expression levels of the other GAL enzymes. Diagram based on Ideker et al. 8 . b | Genetical genomics. The genetic differences between two yeast strains are analysed through the expression profiling of 40 segregants obtained by crossing the strains. Parental alleles and genome blocks are indicated throughout by green and blue, respectively. The logarithm of the expression of each of 6,215 genes is analysed across the 40 segregants with software used to map QUANTITATIVE TRAIT LOCI (QTL). This method detects the 'major-effect' loci that underlie the observed genetic variation between the two parental strains by scoring either upregulation (Up) or downregulation (Down) in gene expression (N.S., not significant change). Several gene transcripts were found that map to two or more loci in each segregant. Variation in the expression of genes e and f, for example, maps to a similar set of loci (horizontal dotted lines), indicating that e and f might function in the same genetic pathway. Major-effect loci can be cis-acting (dotted line at an angle) or trans-acting (dotted vertical lines). Diagram based on Brem et al. 12 . Red indicates upregulation, green indicates downregulation of gene expression. In their analysis, 570 gene transcripts showed differential expression in the segregating population and were mapped to one or more loci: 36% of the transcripts were cis-linked, 45% were linked to one of only eight trans-acting modulators. So, only a few of the major-effect loci were trans-acting modulators of many genes, but they accounted for a large fraction of all segregating transcript levels.
Representation of results

Marker positions
between B and C in the cross B × C sum to the differential expression between A and C in the cross A × C.
Generating biologically relevant models. Models should relate the (biomolecular) phenotype to the genotype and environment in a biologically meaningful way. These considerations can fail to be accurately incorporated into the study of complex multifactorial systems for two reasons. First, important sources of biological variation and noise might be missed. Second, although all relevant factors might be included in the model, some assumptions might be wrong. As a result, the effects that are of biological interest might be masked, or effects that have no biological basis might be reported as significant.
It is well known that genomic factorssuch as locus-and gene-copy number, chromatin structure, promoter and operon structure, alternative splicing, methylation and transcriptional hot spots -all have an important and quantitative role in controlling the BY-carrying strains and the BY reference are close to zero, indicating the absence of major interactions between the gene and the genetic background (gene × genetic background interactions).
In the next section, I focus on refinements of the genetical genomics method. Thereafter, I evaluate the relative merits of genetical genomics versus single-gene perturbation strategies.
Refining genetical genomics
The effectiveness of the basic genetical genomics approach can be improved in several ways. As I describe in the following sections, these improvements involve carefully evaluating the possible experimental designs (for example, choosing the type of segregating population that is most appropriate for unravelling complex interactions), the possible models (such as those that take into account relevant biological or technical sources of variation) and the methods of analysis (simpler methods might outperform more exhaustive ones in some cases).
Choosing an appropriate population. The type of segregating population that is used in a genetical genomics analysis can improve the power and efficiency of this type of strategy. For example, Demant and Hart 15 proposed the use of RECOMBINANT CONGENIC STRAINS (RCSs) to analyse genetic traits that are determined by more than one gene in the mouse. They generated RCSs in which the fraction of the genome derived from the donor strain was ~12.5%. The RCS that showed the largest phenotypic difference compared with the recipient strain was used to generate a larger segregating population, so yielding perturbed lines that were only segregating for more relevant genomic areas 16 . Other types of population, such as RECOMBINANT 18 for a graphical comparison of RCSs and CSSs). Although dealing with one chromosome at a time is a simple and appealing strategy, it could be a less efficient way of studying multigenic traits: unravelling the effects of linked genes is hampered by the shortage of recombination events, making it difficult to resolve statistically the effects of linked genes. The debates about the relative merits of RCSs, CSSs and other types of segregation population are ongoing. For example, The Complex Trait Consortium 19 (see online links box) is now considering the construction of recombinant lines that result from an eight-way cross between eight selected mouse strains. These strains would be useful to study the effects of a large proportion of the existing natural allelic variation in a broad range of genetic backgrounds. A further option in designing a multifactorial experiment is to exploit the information contained in two or more populations 20 . For example, simultaneously analysing segregating populations derived from crosses A × B, B × C and A × C between three inbred parents A, B and C, allows inferences to be made efficiently about gene × genetic background interaction. For each gene under study, the differential expression between the two gene variants A and B can be tested in the progeny of the cross A × B, between B and C in the progeny B × C and between A and C in the progeny of A × C. Only in the absence of interactions will the differential expression seen between A and B in the cross A × B and the differential expression NATURE REVIEWS | GENETICS VOLUME 4 | A computational strategy that consists of pooling genotypes from multiple loci into a smaller number of classes, thereby avoiding the increased dimensionality that is associated with modelling interactions between loci or between loci and the environment.
COMPLEX TRAITS BIOLOGY
The study of traits that are determined by many genes, which almost always interact with environmental factors.
EPISTASIS
In the context of quantitative genetics, epistasis refers to any genetic interaction in which the combined phenotypic effect of two or more loci is less than (negative epistasis) or greater than (positive epistasis) the sum of the effects at individual loci.
GENETIC ALGORITHM
A numerical optimization procedure that is based on evolutionary principles such as mutation, deletion and selection.
GENETICAL GENOMICS
The process that uses gene expression profiling and marker-based fingerprinting of each individual in a segregating population to analyse the cis-and trans-acting factors that underlie variation in gene expression. This information can then be used to reconstruct a gene network.
MARKOV CHAIN MONTE CARLO STRATEGY
A randomized computational approach for identifying the most likely among many possible models.
MULTICOLLINEARITY
The situation in which two or more predictors (or subsets of predictors) are strongly (but not perfectly) correlated to one other, making it difficult to interpret the strength of the effect of each predictor (or predictor subset). For example, it would be hard to detect a gene if its effect is 'absorbed' (or masked) by combinations of genetic background action/interaction parameters in the model. The study of the complex interactions that occur at all levels of biological information -from whole-genome sequence interactions to developmental and biochemical networks -and their functional relationship to organism-level phenotypes.
VARIANCE
A statistic that quantifies the dispersion of data about the mean.
EPISTASIS, depend on the scale at which data is measured and/or analysed, the choice of which therefore needs careful consideration 23 . Some high-throughput techniques score the absolute amount of expression product (for example, see REF. 24 ), whereas other techniques (such as microarrays) can 'only' measure the relative amount of product from a target sample compared with a reference sample. In some cases, the absolute amount of gene product is simply the sum of the contributions of the individual effects of the alleles involved (see REF. 25 for an example in tobacco plants). However, formulating genetic models for the logarithm-transformed data (as opposed to the original, more biologically relevant scale) might reveal non-additivity of allelic effects and, therefore, might lead erroneously to the conclusion that the alleles in question interact. So, the modelling of the interplay of many genes -which is the aim of complex systems biology -is not without danger. Any model can be wrong (almost by definition), but particularly complex (overparameterized) models have much flexibility to hide their lack of biological relevance. From this perspective, the pros and cons of the methods that measure and analyse absolute or relative amounts of gene product need to be evaluated in more detail before a biologically relevant model can be selected.
Even though the ultimate goal is to model the complex interplay between many factors, varying a single or a few factors of interest in 'simple' transgenic studies can still be informative for understanding the factors that underlie variation in gene expression (for example, see REFS 26, 27) . These 'traditional' molecular biology experiments might be more important for making progress in systems biology than is appreciated at present. A better understanding of expression variation will lead to experimental designs that take previously ignored factors into account in the analysis, with the benefit of improving the power to detect the differential expression of genes of interest and increasing the chances of drawing biologically meaningful conclusions.
Methods of analysis.
Two challenges must be confronted when analysing gene interactions: unravelling the complex interplay between the genes that underlie the phenotype under study; and, having done so for thousands of expression phenotypes, putting the pieces of the puzzle together to reconstruct the gene networks. These two issues are discussed below. different sources of systematic and random errors that are associated with the different sampling and processing of RNA and protein 22 . So, overlooking important biological and technical factors can lead to conclusions that might be correct, but that are not proved on the basis of the experimental evidence.
A second source of error derives from the assumptions that are incorporated into the analysis. It is important to realize that genetic concepts, such as additivity, dominance and variation in gene expression (although this is often not completely understood at the physical level). Environmental factors, such as the time and place at which the biological sample is collected, are also crucial. For example, transcript and protein abundance often do not correlate as well as expected, which could be taken as evidence for posttranslational modifications 8, 21 . However, a low transcript-protein correlation (for example, that observed in REFS 8, 21) can equally well be explained as arising from The second challenge, network reconstruction, need not start from scratch if an initial network of molecular interactions has already been established. Previous hypotheses are a prerequisite for deciding which genes to disturb using knockout, transgenesis and directed mutagenesis. By contrast, previous knowledge is not required for a genetical genomics strategy to be successful; therefore, this can be a useful hypothesis-free method for constructing gene networks. Although integrating observed expression profiles with a starting model is not an easy task, it is certainly easier than reconstructing a network from scratch (that is, without an initial model). For strategies that perturb one gene at a time, a method has been advocated that relies on a quantitative measure of how the expression of a gene responds to the perturbation of another gene 35, 36 . Stronger pairwise combinations are then depicted as connections in a gene network. A genetical genomics strategy for putting the pieces of the puzzle together is based on the idea that genes that function in the same pathway (and the A principal concern in the analysis of a particular expression phenotype is how to deal with the relatively low number of individuals in the population compared with the large number of genes and their interactions (known as 'predictors'). This is known in computational science as the 'n × P ' problem (small n, number of individuals, and high P, number of predictors). The aim is to find all the loci that underlie the variation in expression of a gene under study. This type of analysis requires a large degree of computational complexity, as it involves searching across all subsets of interacting genes. Furthermore, even if this were a tractable problem, the statistical power of any analysis is diminished by the need to test many combinations of interacting genes and by the potential MULTICOLLINEARITY between subsets of predictors. A relatively small increase in the number of genes can encode a huge increase in the complexity of an organism. For example, with two states per gene (for example, on-off), humans, which have ~30,000 genes, can encode 2 30 ,000 multigenic states, whereas nematodes, which have ~20,000 genes, can have 'only' 2 20 ,000 states, the ratio of complexity being about 10 3,000 in favour of humans 28 . An exhaustive search across all subsets of interacting genes is not feasible, but various computational techniques that are derived from mathematics, statistics and informatics can help to filter out the important interactions and to exclude the unimportant ones. For example, clever optimization techniques that use GENETIC ALGORITHMS 29 or MARKOV CHAIN MONTE CARLO STRATEGIES 30 can be used to browse through the many models that are defined by different sets of genes and gene interactions. These approaches modify and improve the current model step-by-step, so that we do not see trapping into 'locally' optimal models. Although the efficiency of these methods might indeed be comparable with that of an exhaustive search, translating the results into meaningful biological conclusions can still be difficult, and the danger of over-interpreting the results and of obtaining non-replicable conclusions is always present. Therefore, it is probably wise to use these methods only in combination with others that restrict the type and the number of interactions and limit the size of their effects, to reduce search complexity and the number of statistical tests hopefully in a biologically acceptable way. Collapsing multilocus genotype categories into fewer classes by using COMBINATO-RIAL PARTITIONING methods, thereby reducing the number of parameters, can reduce computational complexity. This method has been applied to find higher-order gene interactions in human population studies 31, 32 . Ignoring higher-order interactions between three or more genes is another strategy to reduce computational complexity. This method has been used widely (for example, see REF. 33 for a lung cancer study in the mouse). Searching for interactions between a putative gene and other genes in the genetic background -while ignoring interactions among genes in the genetic background -is an even more stringent strategy 34 . A one-dimensional genome scan, which tests for candidates that interact with a putative gene by conceptually moving it along the chromosome, can efficiently highlight regions of interaction (BOX 1) . In general, the computational problems are much harder to solve for non-experimental biological systems, because the multifactorial complexity cannot be tested by appropriate experimental designs (instead, we have to make use of natural populations, existing pedigrees, case-control studies, and so on, for which models are more difficult to test). www.nature.com/reviews/genetics
P E R S P E C T I V E S
In the genetical genomics approach, each segregant can be compared with the wild type on a separate microarray, as shown in FIG. 1b. However, costs can be reduced by the efficient allocation of material to multiple microarrays by, for example, using cyclic designs 38 . In a cyclic design, segregant 1 is compared with segregant 2 on microarray 1, segregant 2 to segregant 3 on microarray 2, and so on, doubling the number of times each segregant is profiled. If one gene is of particular interest and if it has two variants, such as RM and BY in the yeast example described above and in  FIG. 1b , then segregants could be deliberately paired in such a way that each microarray contrasts an RM-allele-carrying segregant with a BY-allele-carrying segregant (leading to 40 replicates of differential expression between the RM and the BY allele). Clearly, the layout of multifactorial experiments on multiple microarrays (or protein arrays) is another important level of multifactorial experimentation that would benefit from further research.
The principles of multifactorial experimentation laid out in this article can be traced back to the work in the early 1900s of the statistician R. A. Fisher 39 and are obvious to most people with statistical training. So, why are still so few multifactorial experiments being done? This is presumably due, in part, to the problems of drawing accurate inferences from data with a complex multifactorial structure; the statistical analysis of variance with multiple (interacting) factors might be perceived to be less straightforward. Moreover, the analysis of gene interactions requires adequate analysis methods to be developed. Advances in the area of analysis were discussed above.
Biological considerations. In the previous section, I compared the perturbation strategies simply on the basis of statistical arguments. Obviously, perturbation strategies should also be evaluated in the light of their biological pros and cons (TABLE 1) . Genetic buffering is perhaps the simplest and most compelling example of how single-factor methods can fail 40 . For example, a biochemical network can buffer against the effects of a gene knockout: if compound C can be produced through two routes, one catalysed by gene a, and the other catalysed by genes b and c, then only a double knockout (gene a and gene b or c) will lead to a loss-of-function phenotype for C (BOX 2) . Gene regulation is another example in which single-factor methods provide information, but cannot surpass multifactorial experiments. The heart of multifactorial experimentation allows the study of many more biologically relevant questions than do strategies that perturb gene function in one factor at a time. Furthermore, in a multifactorial approach, the differential expression of two or more alleles is observed in a range of mixed genetic backgrounds. So, any gene the alleles of which show a clear expression difference over this range of backgrounds has a function and effect that is quite robust. The conclusions drawn from a genetical genomics experiment are more likely to apply to other genetic backgrounds than those of a knockout experiment. Moreover, the VARIANCE of the differential expression estimate is likely to be smaller for the genetical genomics than for the knockout strategy. With almost the same number of microarrays, and for almost the same arraying costs, the genetical genomics strategy increases the power to distinguish between real effects and noise. expression of which is therefore likely to vary in the same way) are likely to map genetically to similar regions on the genome and that cisacting genes are good candidates for quantitative trait loci (QTL) 11, 12, 14 (see also FIG. 1b) . It is important to note that this strategy is not restricted to the analysis of expression traits: any trait, whether genomic or phenotypic in origin, can be integrated. Stoll et al. 37 provide an example by genetically mapping 239 phenotypic traits followed by pathway analysis (focusing on cardiovascular function in the rat). The large-scale profiling of segregating populations for many genes and many phenotypes can provide an even stronger approach in systems biology. Gene a Gene a
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