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ABSTRACT
Monte Carlo dropout may effectively capture model uncer-
tainty in deep learning, where a measure of uncertainty is
obtained by using multiple instances of dropout at test time.
However, Monte Carlo dropout is applied across the whole
network and thus significantly increases the computational
complexity, proportional to the number of instances. To re-
duce the computational complexity, at test time we enable
dropout layers only near the output of the neural network and
reuse the computation from prior layers while keeping, if any,
other dropout layers disabled. Additionally, we leverage the
side information about the ideal distributions for various input
samples to do ‘error correction’ on the predictions. We apply
these techniques to the radio frequency (RF) transmitter clas-
sification problem and show that the proposed algorithm is
able to provide better prediction uncertainty than the simple
ensemble average algorithm and can be used to effectively
identify transmitters that are not in the training data set while
correctly classifying transmitters it has been trained on.
Index Terms— Monte Carlo dropout, side information,
error correction, radio transmitter classification
1. INTRODUCTION
Dropout [1] was proposed as a means of regularization. The
idea is to randomly drop units in a neural network during
training time and then use the non-dropped trained neural net-
work at test time. Monte Carlo dropout [2] uses dropout not
only during training time but also at test time. For an input
sample at test time, different instances of dropout produce
different (deterministic) neural networks, which make differ-
ent predictions, which in turn can be used to form measures
on prediction uncertainty. However, to have a good measure
on the prediction uncertainty, many instances of dropout are
needed, and an input sample needs to pass through the neu-
ral network many times, leading to an increase in the com-
putational complexity. To address this issue, at test time we
enable one or more dropout layers only near the output of
a neural network and reuse the outputs from earlier layers.
This way, the computational complexity can be significantly
reduced without affecting regularization.
As another contribution, we improve upon individual
predictions by leveraging the side information that we have
on the predictions. For a sample that belongs to one of the
classes in the training dataset, we define the ideal output from
the softmax layer as a discrete probability distribution whose
peak is equal to one and corresponds to the correct class and
whose other entries are all zero. We utilize this side infor-
mation to correct the prediction: enlarge the peak to one and
reduce other entries to zero.
We propose an algorithm that uses the two techniques de-
scribed above and apply it to the radio frequency (RF) trans-
mitter classification problem [3][4], which is motivated for
tasks such as network security and RF interference mitiga-
tion. The present work differs from prior RF fingerprint work
in that a prediction uncertainty measure is produced and used
to identify potential RF transmitters on which the classifier is
trained. We show that the proposed algorithm can effectively
identify transmitters that were not part of the training dataset,
while correctly classifying transmitters on which it has been
trained.
The remainder of this paper is organized as follows. We
present our main contributions in sections 2 and 3. In section
4 we show the experimental results followed by the conclu-
sion in section 5.
2. FAST MONTE CARLO DROPOUT
The direct approach to applying Monte Carlo dropout at test
time in general is to pass the input sample through the entire
neural network multiple times in order to generate multiple
predictions and thereby incurring complexity proportional to
the number of instances. To tackle this issue, at test time we
enable one or more dropout layers near the output of the net-
work while disabling, if any, other dropout layers, and reuse
the computation up to the first enabled dropout layer. Specif-
ically, we save the input to the first enabled dropout layer in
the first pass, and in the remaining passes, we start from the
saved input instead of recomputing it. This way, we can sig-
nificantly reduce the computational complexity and memory
usage (e.g., the dropout may be applied to a fully connected
linear layer with smaller dimensions than the input sample,
resulting in reduced storage for the second pass and so on),
which may translate into savings in power consumption and
time. The reduction depends on the network architecture.
Generally, deeper networks, which tend to have dropout lay-
ers near the output, benefit more from this technique because
there is greater reuse of the first inference. Since during train-
ing we use the same neural network (including dropout lay-
ers) as Monte Carlo dropout, our approach does not affect
regularization. We look at the savings on time for a particular
neural network that we will use for the RF signal classification
problem in later sections. The network consists of 16 con-
volutional layers (each followed by batch normalization[5])
with ResNet structure[6], an average pooling layer, and a fully
connected layer where dropout is applied and which feeds the
softmax function. We measure the execution time for two
parts of the computational graph: (i) the post-dropout portion
(including dropout), and (ii) the pre-dropout portion. We run
the experiment on a Nvidia GTX 1080 GPU for 1600 passes
with batch size of 256 and plot the result in Fig. 1. On aver-
age, the time of (ii) is about 25 times as large as the time of
(i), meaning a 24x speed up for the second pass and onward.
Fig. 1. The execution time for the post-dropout portion vs.
the execution time for the pre-dropout portion for a 18-layer
neural network on a GPU.
3. PREDICTION BY ENSEMBLE AVERAGE WITH
ERROR CORRECTION
First, for brevity, we define a known transmitter to be a trans-
mitter on which the classifier is trained, and a signal from
which is called a known signal. We define an unknown trans-
mitter to be one whose signals (called unknown signals) are
not included in the training dataset.
We then present the simple ensemble average algorithm
suggested in [2], and the error correction scheme which is
incorporated into the simple ensemble average algorithm to
form the proposed algorithm, followed by a theoretical anal-
ysis.
3.1. Simple Ensemble Average Algorithm
We view the softmax output as an imprecise estimate of the
previously defined ideal distribution. To have a better esti-
mate, we can average many softmax outputs. However, since
the noise is not zero mean, the averaging has the limitation of
only producing a biased estimate. We call this algorithm the
simple ensemble average algorithm, with details in Algorithm
1. At Line 3, the peak of the ensemble averaged distribution
t is compared with a threshold λ to decide whether the input
is an unknown/random signal or a known signal. If t < λ, the
signal is considered as an unknown signal or random signal
and the category corresponding to the peak is the predicted
category. Otherwise, the signal is considered as known.
Algorithm 1: Simple ensemble average
Input: K distributions vk , where k = 1, . . . ,K, obtained from
Fast Monte Carlo dropout; and threshold λ
Output: known and category, or others
1 s =
∑
K
k=1
vk/K //element-wise averaging;
2 t = maxi si // maximum entry of s;
3 if t < λ then
4 return others /* unknown or random */ ;
5 end
6 return known, category = argmax
i
si ;
3.2. Error Correction
The output of softmax is a vector, which we think of as a dis-
tribution giving the probability that the input sample belongs
to each of the classes. For an input sample that belongs to
one of the classes, if the prediction is correct, the probability
mass of the correct class will be the peak of the probability
vector, but may be less than 1. The ideal distribution is a vec-
tor with probability 1 for the correct class and 0 for the other
classes. This distribution is ideal in the sense that if the in-
put class were known, then the probability of all other classes
would be zero. We leverage this side information to ‘correct’
the softmax output. Specifically, let the softmax output be vk ,
and and the corrected be vˆk, where k = 1, . . . , N andN is the
number of instances of the neural network with dropout. We
consider two thresholds β1 and β2 such that β1 < β2. If the
peak of vk , i.e.,maxi vk,i is large enough (> β2), we enlarge
the peak to 1 and shrink the other probabilities to 0, as shown
below
vˆk =


(0, . . . , 1, . . . , 0), if maxi vk,i ≥ β2
vk, if β1 ≤ maxi vk,i < β2
( 1
C
, . . . , 1
C
), if maxi vk,i < β1
(1)
where vk,i is the probability mass for class i in vector vk ,
i = 0, 2, . . . , C − 1, and the 1 in the first row is at location
argmaxi vk,i. An example is illustrated in Fig. 2 (a), where
category c is the correct class. For an input sample that does
not belong to one of the classes, the ideal output will be a
uniform distribution. Therefore, if maxi vk,i is small enough
(< β1), which may indicate high uncertainty, we ‘correct’ the
softmax output to a uniform distribution. If maxi vk,i is be-
tween the two thresholds, we do not change vk . Clearly this
procedure does not improve the correctness of predictions of
individual neural networks. We investigate if the procedure
applied to an ensemble of neural networks as detailed in Al-
gorithm 2 could be used to improve the uncertainty measure
of a prediction compared to the ensemble average algorithm.
If we set β1 = 0 and β2 = 1, then it follows from (1)
that vˆk = vk always holds, the same as Algorithm 1. In other
words, Algorithm 2 includes Algorithm 1 as a special case. If
we properly choose the values for β1 and β2, the performance
of Algorithm 2 will be at least as good as that of Algorithm 1.
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Fig. 2. Error correction on the softmax output, where c is the
correct category and the peak is assumed to be at class c.
Note that if the correct class is c and the prediction is
correct, i.e., argmaxi vk,i = c, the correction procedure for
the case maxi vk,i < β1 may bring down the probability of
class c, as shown in Fig. 2 (c). The remaining case β1 ≤
maxi vk,i < β2 does not affect the probability of class c, as
shown in Fig. 2 (b). Also, the prediction from a neural net-
work may be wrong. Thus, we need to consider all cases to
evaluate the benefit of the propose procedure.
We now give the conditions under which the error cor-
rection procedure provides an overall gain in predicting
an input sample that belongs to one of the categories for
which an classifier is designed. Let the set of determinis-
tic DNNs that make a right prediction be R = {k|vk,c >
vk,i, k = 1, 2, . . . , N, ∀i 6= c}, and the complementary
set be W . First consider a network k ∈ R. With Algo-
rithm 2, the correct category c gains all the masses from the
other categories equal to 1 − vk,c if vk,c > β2, as shown in
Fig. 2(a). Category c loses probability mass of vk,c − 1/C
if vk,c < β1 as shown in Fig. 2(c). Next consider a net-
work k ∈ W . The correct category c loses all its mass vk,c if
maxi vk,i > β2 and gains mass 1/C−vk,c ifmaxi vk,i < β1.
Overall, the mass (normalized by K) for category c is
p2 = (1/K)(
∑
k vk,c +
∑
k∈R((1 − vk,c)1(vk,c > β2) −∑
k∈R(vk,c−1/C)1(vk,c < β1)−
∑
k∈W vk,c1(maxi vk,i >
β2) +
∑
k∈W((1/C − vk,c)1(maxi vk,i < β1)), where 1()
is the indicator function, equal to 1 when the argument is
true and 0 otherwise. As a comparison, the ensemble aver-
age algorithm (Algorithm 1) yields a mass for category c of
p1 = (1/K)(
∑
k vk,c). The difference∆c := p2 − p1. Then,
K∆c =
∑
k∈R
((1 − vk,c)1(vk,c > β2)− (vk,c − 1/C)1(vk,c < β1))
−
∑
k∈W
(vk,c1(max
i
vk,i > β2)− (1/C − vk,c)1(max
i
vk,i < β1))
To simplify the result, we define conditional expectations for
vk,c: v¯
R,β
+
2
c for the expectation conditioned on k ∈ R and
vk,c > β2, v¯
R,β−
1
c for k ∈ R and vk,c < β1, and similar
notations for k ∈ W . We also define conditional distribution
functions: FRc (β2) = Prob[vk,c ≤ β2|k ∈ R], F
W
m (β2) =
Prob[maxi vk,i ≤ β2|k ∈ W ]. Then, asK →∞
∆c = α((1 − v¯
R,β
+
2
c )(1 − F
R
c (β2))− (v¯
R,β
−
1
c − 1/C)F
R
c (β1))
−(1− α)(v¯
W,β
+
2
c (1− F
W
m (β2)) − (1/C − v¯
W,β
−
1
c )F
W
m (β1)) (2)
where α is the probability that an instance of the neural net-
work makes a correct prediction. If the above is greater than
0, the probability mass for the correct class will increase. To
further simplify the analysis, suppose that the other classes
have equal probability mass with Algorithm 2. Since the total
probability mass is equal to 1, any of the incorrect class will
have a reduced probability mass if ∆c > 0. This is summa-
rized below.
Theorem 3.1 WhenK →∞, if α((1−v¯
R,β
+
2
c )(1−FRc (β2))−
(v¯
R,β
−
1
c − 1/C)FRc (β1)) > (1− α)(v¯
W,β
+
2
c (1− FWm (β2))−
(1/C − v¯
W,β
−
1
c )FWm (β1)), Algorithm 2 provides a more ac-
curate probability distribution for the correct category than
Algorithm 1.
The condition in Theorem 3.1 is easily met if α is close to 1
and β1 is relatively small.
Algorithm 2: Ensemble average with error correction
Input: K distributions vk , where k = 1, . . . ,K, obtained from
Fast Monte Carlo dropout; and β1, β2, λ
Output: known and category, or others
1 Compute vˆk according to Eq. (1) ;
2 s =
∑
K
k=1
vˆk/K //element-wise averaging;
3 t = maxi si // maximum entry of s;
4 if t < λ then
5 return others /* unknown or random */ ;
6 end
7 return known, category = argmax
i
si ;
3.3. Performance for unknown or random signals
For these two cases, the ideal distribution is fi = 1/C, where
i = 0, ..., C − 1, which represents maximum uncertainty in
prediction. Write the softmax output vk,i = 1/C + ǫi for
i = 0, ..., C − 1 and instance k, where random variables ǫi
satisfy
∑
i ǫi = 0 and −1/C ≤ ǫi ≤ 1 − 1/C. The last
constraint ensures vk,i to be non-negative. Assume that ǫi’s
are identically distributed. Then the ensemble averaging al-
gorithm – Algorithm 1 – produces a uniform distribution as
K →∞. From (1), there is no preference to any category un-
der Algorithm 2. Thus, by symmetry, asK →∞, Algorithm
2 also produces a uniform distribution. Therefore, both algo-
rithms have the same performance for unknown and random
signals.
4. EXPERIMENTAL RESULT
The LoRa radio [7] is a commercial long-range (e.g., 10km)
and low-power radio characterized by chirp spread spectrum
modulation and intended for the Internet of Things (IoT) ap-
plications. The signals are captured using USRP X310 with
an oversampling factor of 4. The channel bandwidth is 1MHz
at a carrier frequency of 902.3MHz. 1000 signals are cap-
tured for each of the 48 LoRa transmitters, 44 of which are
the known categories and the remaining 4 the unknown. Each
signal consists of 500 complex samples at the beginning of the
packet including a ramp up portion and 500 complex samples
at the end of the packet including a ramp down portion with
1000 IQ samples in total. Random shift in time is used for
data augmentation.
Figure 3 shows the distributions resulting from Algorithm
1 (the left column) and Algorithm 2 (right column) for Gaus-
sian random signals (top), unknown signals (middle), and
known signals (bottom), where K = 500, β1 = 0.50, β2 =
0.92. The same input data and noise realization are used for
each row for a fair comparison. The noise is generated with
SNR= 20dB. We see that the resulting distributions from
Algorithm 2 are closer to the respective ideal distributions.
Further comparison is available in Fig. 4. Algorithm 2 pro-
vides the same accuracy or better accuracy than Algorithm
1 for all three types of signals, except for λ ∈ [0.75, 0.95],
where Algorithm 2 is slightly worse for the unknown signals.
5. CONCLUSION
We proposed a speed-up technique and an error correction
technique for the Monte Carlo dropout algorithm and apply
them to the RF transmitter classification problem with un-
known transmitters. We gave a theoretical analysis. The ef-
fectiveness was shown through experimental results.
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Fig. 3. Distributions resulting fromAlgorithm 1 (left column)
and Algorithm2 (right column) for (a) a random signal (Gaus-
sian), (b) an unknown signal, and (c) a known signal.
Fig. 4. The prediction accuracy by Algorithm 1 (solid lines)
and by the proposed Algorithm 2(dashed lines).
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