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Condition Recognition of High-Speed Train Bogie Based on
Multi-View Kernel FCM
Qi Rao, Yan Yang , and Yongquan Jiang
Abstract: Monitoring the operating status of a High-Speed Train (HST) at any moment is necessary to ensure its
security. Multi-channel vibration signals are collected by sensors installed on bogies and beneficial information
are extracted to determine the running condition. Based on multi-view clustering and considering different views of
complementary information, this study proposes a Multi-view Kernel Fuzzy C-Means (MvKFCM) model for condition
recognition of the HST bogie. First, fast Fourier transform coefficients of HST vibration signals of all channels are
extracted. Then, the fuzzy classification coefficient of every channel is calculated after clustering to select the
appropriate channels. Finally, the selected channels are used to cluster by MvKFCM and the conditions of HST
are determined. Experimental results show that the selection is effective to maintain rich feature information and
remove redundancy. Furthermore, the condition recognition rate of MvKFCM is higher than that of single-view and
four other multiple-view clustering algorithms.
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Introduction

With the rapid development of high-speed railways, a
growing number of people travel by High-Speed Train
(HST). However, due to long-term running conditions,
some important operating parts of an HST may be
degraded and damaged. In particular, the degraded
part is usually the bogie that supports the body of the
train and maintains the stability of the rail vehicle on
both straight and curved tracks. Therefore, monitoring
the operating status of the HST bogie at all times is
important. The bogie usually consists of several parts,
such as frame, suspension, wheelset, bolster, axle box
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suspensions, and brake equipment. Thus, the running
quality is improved by absorbing vibration and the
impact of centrifugal forces is minimized when the train
runs on curves at high speed. Moreover, the rate of
track irregularities and rail abrasion is reduced. The
bogie not only holds the weight of the carriages and
ensures the vehicle operation but also makes the rides
stable and comfortable. Generally, several types of
sensors are fixed on three key components of the
bogie to collect vibration data. As Fig. 1 shows, the
vehicle body is equipped with air suspension, transverse
shock absorber, and anti-yaw shock absorber. The
air suspension is used instead of conventional steel
springs because it is the key to a constant and smooth
ride quality. The transverse shock absorber is installed
between the bogie frame and the rail vehicle body.
Thus, the effect of traveling over rough ground is
reduced and the ride quality is improved. As the vehicle
passes the curve, the outer rail becomes longer than the
inner rail. The anti-yaw shock absorber is indispensable
in enabling the train to smoothly pass the curve because
this device prevents yaw and lateral movement.
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Fig. 1

Machinery model of bogie.

Therefore, to determine the hidden problems of the
bogie, experts have to identify typical fault conditions
of running the HST by using machine learning methods.
One of the mainstream techniques involves analyzing
the signals by sensors to extract the features of signal
data and recognize the operating conditions. However,
the sensors are installed on different positions of the
bogie, while the different operation conditions are
reflected by collected vibration signals. Universally, 58
types of data are collected by different sensors, and the
information from other channels can be ignored easily if
the traditional recognition methods are mostly analyzed
by the single-channel vibration signals of the HST
bogie. Thus, adopting an approach that can deal with
multi-channel vibration signals is necessary. Figure 2
shows the process of condition recognition of HST
bogie.
Data generated by different sources and collected by
different methods are called multi-view data. Multiview learning aims to improve the generalization
performance and uncover the potential values of
multi-view data. Data fusion or data integration
from multiple distinct feature sets is the learning

Fig. 2

Process of condition recognition of HST bogie.

machinery of multi-view[1] . Generally, the categories
of multi-view learning are divided into multi-view
dimension reduction, multi-view clustering, and multiview classification. The discriminative information
was regularized by Xu et al.[2] to obtain a feature
model that contains multiple-feature weighting matrices
from different views and multi-view clustering to
yield several low-dimensional features. Wang and
Chen[3] used a new multi-view fuzzy clustering called
Minimax–FCM (FCM means Fuzzy C-Means), where
the consensus results were obtained based on minimax
optimization, while the weights of views were learned
automatically. To fuse multiple features, Yan et
al.[4] introduced an adaptive weight and exploited an
effective alternating optimization algorithm to learn the
optimal classifiers and their weights.
Correspondingly, multi-view clustering not only
takes advantage of the interaction among views
but also distinguishes the cluster spontaneously
without the supervising information[5] . Furthermore,
the recognition model based on FCM and Kernel Fuzzy
C-Means (KFCM) is widely used in fault diagnosis
technology[6, 7] . However, the traditional FCM and
KFCM algorithms do not handle multi-view data;
thus, a new challenge is how to effectively identify
multi-channel vibration signals. Simultaneously, as
the vibration signal of HST is non-linear, nonstationary, and complex, if the vibration signal
data of the full channel are used completely, then
the analysis results are affected by redundant view
information[8] . Therefore, to assist in clustering and
obtain improved results, effectively selecting the
channel with rich features is crucial. In this paper,
we propose a model of condition recognition of HST
bogie based on Multi-view Kernel Fuzzy C-Means
(MvKFCM). The main contributions of this work are
summarized as follows:
 A novel multi-view clustering algorithm based on
KFCM is proposed.
 A recognizing model of the HST bogie is
constructed to select the effective information of
multi-channel vibration signal and recognize operation
conditions.
The rest of the paper is organized as follows.
Section 2 illustrates the related work on the condition
recognition of the HST bogie, multi-view clustering,
and KFCM. Section 3 introduces the MvKFCM and
the condition recognition model based on MvKFCM.
Section 4 describes the dataset and analyses the
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experimental setup and experimental results. Section
5 provides the conclusion.

2
2.1

Related Work
Condition recognition of HST bogie

Numerous researchers have investigated the condition
recognition of the HST bogie in recent years. Two
important processes in identifying the condition of HST
are feature extraction and recognition process.
Feature extraction concentrates on dimension
reduction methods of the signal feature. An effective
method of feature extraction for the fault diagnosis
of HST based on Empirical Mode Decomposition
(EMD) and fuzzy entropy was proposed by Zhao
et al.[9] A new feature extraction model based on
Ensemble Empirical Mode Decomposition (EEMD)
and manifold learning was constructed by Yu et al.[10]
Guo et al.[11] presented an ensemble model combined
with Fast Fourier Transform (FFT) and Deep Belief
Network (DBN) for HST fault analysis and then used
an ensemble classification strategy to obtain the final
results. Liu et al.[12] employed a method for Doppler
effect correction and EEMD to improve the accuracy
and reliability of the diagnosis decision. To reduce the
computational cost and select Intrinsic Mode Functions
(IMFs) automatically, the IMFs evaluation index and a
modified Complementary Ensemble Empirical Mode
Decomposition (CEEMD) method based on EMD were
proposed to employ simulated signal and in-service
HST gearbox vibration signals[13] . In fact, most of
the previous methods of feature extraction are simply
considered in each view, relatively. As mentioned,
many researchers have focused on EMD and FFT in the
feature extraction of vibration signals of HST.
EMD decomposes a signal data into several
components by empirically conforming the intrinsic
physical time scales. Each mode is called IMF.
According to the definition, a raw signal x.t / can be
decomposed and the primitive steps are as follows:
Step 1. Find the minima and maxima of x.t /.
Step 2. Calculate the mean value of the upper and
lower envelopes as follows:
x0 .t/ D .Min.t / C Max.t // =2
(1)
Step 3. Obtain an IMF candidate y.t / by subtracting
x0 .t/ from x.t/ as follows:
y.t / D x.t / x0 .t /
(2)
Step 4. Check the y.t /: If y.t / is an IMF, go to Step 6.
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Otherwise, replace x.t / with y.t / and return to Step 1.
Step 5. Let c.t / D y.t / and define the residue z.t/
as follows:
z.t / D x.t /

c.t /

(3)

Step 6. Replace x.t / with z.t / and repeat n times
from Step 1 to Step 5 until z.t / has less than two
extremes. Finally, a collection of n IMFs ci .i D
1; 2; : : : ; n/ and a residue zn .t / are obtained.
n
X
x.t / D
ci .t / C zn .t /
(4)
i D1

where the n IMFs ci are various frequency bands from
high to low. In addition, the EEMD is developed by
adding a white-noise series to the targeted signal and
decomposing the data into IMFs.
FFT is one of the most important algorithms in signal
processing and data analysis. It is a fast algorithm of
Discrete Fourier Transform (DFT) that is defined by the
formula.
N
X
X.k/ D
lnx.n/WNk n RN .k/
(5)
nD0

where the count of complex multiplications and
additions is considered based on WNk n . To reduce
the amount of calculations, FFT is a method to
compute the result in O.N logN / rather than O.N 2 / by
decomposing the DFT into several small components.
The recognition process focuses on classification or
clustering algorithms, the essence of which is a solving
process of pattern recognition. The methods commonly
include clustering, ensemble, neural networks, deep
learning, and others. Guo et al.[14] implemented a
channel selection method based on similarity ratio and
a multi-channel DBN for condition analysis of HST;
in this method, Multi-channel Deep Belief Network
(MDBN) utilized the multiple parallel DBNs to extract
the signal features of each channel by an unsupervised
method. Xiao et al.[15] discussed a clustering ensemble
model based on Chameleon for fault recognition of
the vibration data of HST, where a sparse graph was
constructed by aggregating multiple clustering results
to obtain a similarity matrix, the sparse graph was
separated, and the final clustering was obtained by
merging subclusters. A Deep Neural Network (DNN)
method was used to diagnose standard bearing system
faults and then conduct a systematic and complete
diagnosis of bogie faults[16] . The DNN was adopted to
recognize faults in the bogie and the fault information in
a signal spectrum can be extracted self-adaptively[17] .
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2.2

Multi-view clustering

Multi-view data are widely employed in various
fields because such data with multiple descriptions
are consistent and complementary[18] . Alternatively,
various representations of multi-view data have
consistent fundamental attributes with respect to the
instances and their own characteristics. Thus, exploiting
the latent features of multi-view data could improve the
performance of results. In 2012, the multi-view kernel
k-means and multi-view kernel spectral clustering
address tackled the problem from the kernel perspective
of multi-view data[19] . Given combining information
from various data sources and the importance of
features in different sources, Wang et al.[20] presented
a novel multi-view learning model to integrate all
features and weights for every feature learned with
new joint structured sparsity-inducing norms. To find
the best clustering label, the cluster membership,
and optimal combination of multiple kernels, Du et
al.[21] studied a novel robust multiple kernel k-means
algorithm. Wang and Chen[3] investigated a new multiview fuzzy clustering approach called Minimax-FCM
by using minimax optimization based on FCM.
We assume the existence of a multi-view data set
with V views X D fX 1 ; X 2 ; : : : ; X V g 2 Rndv , v 2
f1; 2; : : : ; V g , where n presents samples of view and
dv is the attributes of samples. In the v-th view, Xv D
.v/
.v/
ndv
fx.v/
. The data are clustered
1 ; x2 ; : : : ; xn g 2 R
to the k clusters C D fC1 ; C2 ; : : : ; Ck g, 8i ¤ j ,
Ci \ Cj D ∅, 1 6 i; j 6 k.
2.3

P
where the constraint conditions is C
k ui k D 1; 0 6
ui k 6 1; i D 1; 2; : : : ; N; k D 1; 2; : : : ; C , and U D
Œui k C N is the fuzzy partition matrix. k .k D 1;
2; : : : ; C / is the variable of the cluster number, and vk is
the cluster center. m .m > 1/ is the fuzziness index that
controls the fuzziness of the membership function, and
C is the number of clustering centers. Kernel function
H.x; y/ satisfies H.x; y/ D .x/T .y/. Thus, the
kernel-induced distance k.xi / .vk /k is defined as
k.xi / .vk /k2 D K.xi ; xi / C K.vk ; vk /
2K.xi ; vk /
(7)
Ifwe adopt theGaussian kernel function K.x; y/ D
kx yk2
in Eq. (7), where  is a Gauss kernel
exp
2
parameter and the default value is 2.5, then K.x; x/ D 1
for 8x 2 X . Thereafter, the objective function of the
KFCM algorithm in Eq. (6) is simplified as
C X
N
X
Jm .u; v/ D 2
um
K.xi ; vk //
(8)
i k .1
kD1 i D1

The optimal fuzzy partition matrix U D Œui k C N
and cluster center matrix V in Eqs. (9) and (10) are
obtained by utilizing the Lagrange multiplier. The
constraint conditions of the objective function Jm .u; v/
in Eq. (8) are same as the constraint conditions in
Eq. (6).
.1 K.xi ; vk // 1=.m 1/
ui k D
(9)
C
P
.1 K.xi ; vk // 1=.m 1/
kD1
N
P

vk D

KFCM

In the KFCM algorithm, the Euclidean distance was
placed by kernel-induced distance in the objective
function of the FCM[22] . With the kernel method,
the input data are mapped implicitly into a highdimensional feature space in which the distance
between data samples is expanded. Thus, the mapped
result is more easier to distinguish. Let xi 2 Rn .i D
1; 2; : : : ; N / be a dataset that is mapped to a highdimensional reproducing kernel Hilbert space H , also
known as feature space, via a nonlinear transformation
 W  ! H . The KFCM algorithm partitions the
samples after mapping .xi / into classes by minimizing
the objective function Jm .u; v/ in the following.
C X
N
X
Jm .u; v/ D
um
.vk /k2 (6)
i k k.xi /
kD1 i D1

um
K.xi ; vk /xi
ik

i D1
C
P

kD1

2.4

(10)
um
K.xi ; vk /
ik

Evaluation standard

To conveniently contrast the experimental results, we
adopt Fuzzy Classification Coefficient (FCC)[23] and
Normalized Mutual Information (NMI) as evaluation
indicators in this study.
FCC is expressed as follows:
K N
1 XX z
FCC D
ui k
(11)
N
kD1 i D1

where uzik represents the membership matrix after fuzzy
clustering, N is the number of instances, and K is the
clustering center.
NMI is expressed as follow:
2I.A; B/
NMI.A; B/ D
(12)
H.A/ C H.B/
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where A is the output label and B is the true label. Then,
I.A; B/ represents mutual information, and H.A/ and
H.B/ are information entropy. The specific process is
as follows:

XX

P xi \ yj
D
I.A; B/ D
P xi \ yj log
P .xi / P yj
i
j

X X jxi \ yj j
N xi \ yj
log
(13)
N
jxi jjyj j
i

N.A/ D

j

X

p.xi / log p.xi / D

i

X jxi j
i

N

log

jxi j
N

(14)
The closer the FCC value or NMI is to 1, the more
accurate the recognition result is.

3

Condition Recognition Model Based on
MvKFCM

3.1

Motivated by taking advantage of useful information
in the different views, we present a simple and
effective kernel-based multi-view clustering scheme
that expands from single-view to multi-view. As the
contribution of each view to the final result is different,
the linear combination of multiple kernel functions
is taken as the kernel combination[24] . The weights
of different views are automatically embedded in the
clustering process and the better clustering result is
simultaneously obtained by adjusting the weights.
.v/
.v/
Consider a dataset XQ D fx.v/
1 ; x2 ; : : : ; xN g 2
Rd.V / , where x.v/
i .v D 1; 2; : : : ; V / is a vector of
instance xi on the v-th view. The dataset is divided
K
into k part fCk gyD1
, and the cluster center is fyk gK
.
kD1
When the dataset is implicitly mapped to a feature
space, it is represented through a kernel matrix. Here,
we assume that the feature space is fH.v/ gVvD1 and
Q V , and the kernel matrix
nonlinear mapping is fg
vD1
Q VvD1 is available. To make the best of all views, the
fKg
following kernel combination is obtained by a linear
combination of weight matrix wv and includes all the
features of the kernel matrix.
V
X

Q wv > 0;
wpv X;

vD1

wvp

vD1

K
N X
X

Q .v/
um
i k k.xi /

Q .v/ /k2 ;
.y
k

iD1 kD1

s.t. wv > 0;

V
X

wv D 1; p > 1

(16)

vD1

where wv .v D 1; 2; : : : ; V / is the weight matrix of
views. um
indicates class membership matrix and
ik
ui k is membership degree of instance x.v/
in the
i
k-th cluster. m indicates the fuzziness index. YQ D
.v/
.v/
fy.v/
1 ; y2 ; : : : ; yK g denotes the cluster entrance. The
distance of high-dimensional feature space is indicated
as
Q .v/ ; x.v/ /
Q .v/ / .y
Q .v/ /k2 D K.x
k.x
i

k
.v/
.v/
Q
2K.x
i ; yk /

C

i
i
.v/
.v/
Q
K.y
; yk /
k

(17)

When the Gaussian kernel function is adopted, the
objective is rewritten as

MvKFCM

XQ D

JHN D

min

V
fCk gK
kD1 ;fwv gvD1

V
X

5

V
X

wv D 1; p > 1

vD1

where p is an exponent.
Thus, the objective function is expressed as

(15)

min

V
fCk gK
kD1 ;fwv gvD1

V
X

wvp

vD1

where

V
X

JHN D

N X
K
X

Q .v/
K.x
i

um
i k .1

y.v/
//
k

wv D 1,

vD1

K
X

ui k D 1.

The Lagrange

kD1

multiplier is as introduced in Eq. (19).
V
N X
K
X
X
Q .v/
L.w;u;y/ D
wvp
um .1 K.x
ik

vD1

.w/

(18)

i D1 kD1

V
X

i D1 kD1

!
wv

y.v/
//C
k

i

1 C .u/

vD1

K
X

!
ui k

1

(19)

kD1

The following partial derivatives are obtained.
V
X
@L
D
wv 1 D 0
@.w/
vD1
K
X
@L
D
ui k
@.u/

1D0

(20)

(21)

kD1

V
X

@L
1
D2
wvp mum
i k .1
@ui k
vD1
.u/ D 0

Q .v/ ; y.v/ //C
K.x
i
k
(22)

V
X
.x.v/
y.v/
/
@L
i
p m Q .v/ .v/
k
D2
wv ui k K.xi ; yk /
D0
2
@yk

vD1

(23)
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K
N X
V X
X
@L
Q .v/ .v/
um
D2
i k .1 K.xi ; yk //C.w/ D0
@w
vD1
i D1 kD1

(24)
Through the preceding formulas, the cluster center
and membership matrix are updated by the following
equations.
K
P
Q .v/ /
um
.x
i
ik
kD1
yQkv D
(25)
N
P
m
ui k
i D1

2

2

V
P

wvp .1

31=.m

Q .v/ ; y.v/ // 7
K.x
i
k

6X
6 K 6
6 vD1
7
uQ ik D 6
6 V
7
6
4
5
P
.v/
.v/
p
4k 0 D1
Q
wv .1 K.x
i ; yk 0 //

1/

3

1

7
7
7
7
5

vD1

(26)
And the weights of given clusters are updated by
N X
K
X
the following equation, where Dv D 2
um
i k .1
i D1 kD1

Q .v/ ; y.v/ //.
K.x
i
k
wQ v D

1
V
P

.Dv =Dv0 /1=p

(27)
1

v 0 D1

Ultimately, the specific procedure of the MvKFCM
algorithm optimization are shown in Algorithm 1.
3.2

Condition recognition process

condition of the bogie. The condition recognition of
HST generally includes feature extraction and state
recognition. In this paper, a condition recognition
model based on MvKFCM is built, as shown in
Fig. 3. Crucially, in the early period, the appropriate
channels are chosen by maximizing the similarities
within clusters and minimizing the similarities between
them. Finally, the MvKFCM algorithm is applied
reasonably. The specific process of this model is as
follows:
 The multiple-channel vibration signals X
monitored by HST bogies are preprocessed and
the FFT coefficients of each channel are calculated
to obtain each initial view V . As the signal data of
different channels are different, the extracted feature
information also varies.
 Every channel V is clustered by FCM to
obtain the clustering results f .x/. Then the results of
every channel are evaluated by FCC and accorded to
the descending order. The most rational numbers of
channels are selected to obtain new view V 0 . The higher
the FCC, the better is the FFT feature differentiation of
the channel data.
 The different number of channels is used for
MvKFCM clustering in sequence. Then, the FCC of
multi-view clustering is calculated. The best range of
results is determined on the basis of FCC. In addition,
the average of appropriate channels with more accuracy
is taken as the final recognition result.

When faults occur in operating the HST, the various
parts of the bogie show different characteristics.
The vibration signals of different channels are
complementary and redundant to each other.
Apparently, using only a singular channel does not
reflect complete information about the actual condition,
so multi-view clustering is necessary to assess the
Algorithm 1 MvKFCM algorithm
Input: Multi-view dataset X, the number of views V ,
the clustering number K, convergence parameter  , and
maximum number of iterations iter
Output: Cluster enter Y, membership matrix U, and weight
matrix W
1
Initial Y , U , W , and wv D
V
Repeat
(1) Fix U and W ; update Y according to Eq. (16).
(2) Fix Y and W ; update U according to Eq. (17).
(3) Fix U and Y ; update W according to Eq. (18)
until convergence or threshold
Fig. 3

Condition recognition mode based on MvKFCM.
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4.1

Experimental Results
Experimental data

In the experiment, the model based on MvKFCM
is evaluated by the real datasets (RDS), which are
acquired by the sensors at different locations of the
HST bogie in different channels. In all the channels,
the first 30 are the acceleration signals and the last
28 are the displacement signals. However, on the last
28 channels, the FFT coefficient is a value rather than
a vector. The data from the first 30 channels on the
different parts of the bogie are used to facilitate the
process in the compared experiments. RDS contains 4
conditions corresponding to 4 subsets in Table 1. Each
condition is a continuous vibration signal. The signal
data have to be processed; otherwise, the fault patterns
could not be recognized by clustering.
The RDS record vibration signals of the HST bogie
are under different running speeds from 40 km/h to
440 km/h. However, in certain conditions, the train
loses its stability because the test speed is extremely
high. Specifically, this study discusses the conditions
on different running speeds, namely, 40 km/h (RDS40),
80 km/h (RDS80), 120 km/h (RDS120), 140 km/h
(RDS140), 160 km/h (RDS160), 200 km/h (RDS200),
and 220 km/h (RDS220). Each subset has 14 600
sampling points with a sampling frequency of 243 Hz.
The 14 600 sampling data can be researched from
14 600 dimensions. First, we transform the original
signal data to the same time frequency by FFT. Then,
the 14 600 data points are divided into 52 segments,
where each segment contains 280 data items. Finally,
208 groups of samples at different speeds are produced.
Figure 4 shows the two-dimensional data features of
four conditions at different velocities.
4.2

Collection of channels

When the FFT features of each channel are extracted,
the FCM is used to identify the single channel.
Thereafter,
the identified fuzzy classification
coefficients are calculated and sorted by descending
Table 1
Type
Condition 1
Condition 2
Condition 3
Condition 4

Description of 4 conditions.
Condition
Normal train
Air spring failure
Without transverse shock absorber
Without anti-yaw shock absorber

7

order. Figure 5 shows 30 single-channel FCC at
different velocities. Obviously, the clustering effect of
each channel is unstable and haphazard. In addition,
the different channels have different recognition results,
and the identification performance of every channel
at various speeds is also different. The highest values
of the single-channel FCC from 40 km/h to 220 km/h
appear at 13th, 13th, 4th, 4th, 14th, 28th, and 28th
channel.
The proper threshold of the FCC is difficult to
determine, so selecting the number of channels by
determining the threshold is impossible. Therefore, in
this experiment, a number of different data channels are
used to cluster by MvKFCM. The appropriate number
of views is determined by comparing the final results of
the multi-view FCC. After sorting by the single-channel
FCC, the different numbers of views from 2 to 30 are
selected in ascending order for MvKFCM clustering,
and then the multi-channel FCC are calculated. Figure
6 shows the FCC of MvKFCM with different numbers
of channel. As shown in the chart, the FCC declines
as the number of channels increases. Thus, the more
the number of views clustered, the worse is the final
recognition result. In particular, the RDS40–RDS160
have better FCC values from channel 2 to 5, the
RDS200 has better FCC values at channels 2, 9, 10,
12, and 13; and the RDS220 has improved recognition
results from channel 6 to 10. Thus, we select the
appropriate range of channels based on these trends.
To be more reasonable, the final results are obtained by
calculating the mean value of 5 channels of the higher
FCC value in the subsequent experimental comparison.
4.3

Condition recognition based on MvKFCM

Table 2 shows the FCC of RDS with single channel and
multiple channels. The recognition result of multi-view
is better that of single-view at different speeds.
To further indicate the recognition performance of
the model based on MvKFCM, this study compares
the other four types of multi-view clustering methods
in case of selecting the same number of channels.
Since the FCC is only available to fuzzy clustering,
the results are evaluated comprehensively by NMI.
These algorithms are Two-level variable Weighting
K-means (TWK)[25] , Multi-View Kernel K-Means
(MVKKM)[19] , Wighted Robust Multi-View K-means
(WRMVK)[26] , and Multi-View k-means Spectral
(MVS)[19] . As illustrated in Table 3, MvKFCM has a
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Fig. 4

Data features of four conditions at different speeds.
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Fig. 5

Single-channel FCC at different speeds.
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Ultimately, the model based on MvKFCM is more
effective than the other algorithms. In future studies,
we will extend the MvKFCM to distributed computing
to improve the efficiency of our algorithm.
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