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VI. Nonlinear boundary value problems 
(perturbation theory) 
1. Preliminaries 
In this chapter we shall prove some theorems on the existence of solutions to non-
linear boundary value problems for nonlinear ordinary differential equations of 
the form 
x' = f(t, x) + s g(u x9e), S(x) + e R(x, e) = 0 
under the assumption that the existence of a solution to the corresponding shortened 
boundary value problem 
x' = f M , S(x) = 0 
is guaranteed. (S and R are n-vector valued functional; xeRn, f: <2) czRx Rn-+Rm 
g: T) cz R x R n x R -+ Rn and e > 0 is a small parameter.) 
The present section provides the survey of the basic theory for the equation 
(u) x' = f M . 
The proofs may be found in many textbooks on ordinary differential equations 
(e.g. Coddington, Levinson [1] or Reid [1]). 
1.1. Notation. Let Q) a Rp+q, u0eRp and v0eRq. Then 
@iUtvm) = {veRq; (u0,v)e®} and @(.>Vn) = {ueRp; (u,v0)e@}. 
If f maps ® into Rn, then f(•, v0) and f (ti0, .) denote the mappings given by 
f( . ,v0): ue@{.,v)^f(u,v0)eRn 
and 
f(ii0, ): ve®iu,^)->f(u0,v)eRn. 
1.2. Definition. Let & c. Rn+i be open and let the n-vector valued function f(^
x) 
be defined for (t, x)e<2). 
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(a) We shall say that f fulfils the Caratheodory conditions on 2) and write 
feCar (^ ) if 
(i) for a.e. teR such that ®(£j.) + 0, f(t, .) is continuous; 
(ii) given xeRn such that S>{.jX) + 0, f(.,x) is measurable; 
(iii) given (t0, x0)e3), there exist <5- > 0, <52 > 0 and m e L
1 ^ — <5l9 t0 + <5X] 
such that [t0-Su to + 5-] x 93(x0,<52; #„) cz g> and |f(t,x)| < m(t) for a.e. 
te[t0-5l9 to + <5-] and any xe93(x0,<52; Rn); 
(b) We shall write f ELip(^) if 
(iv) given (t0,x0)e$), there exist b1 > 0, <52 > 0 and w£l}[t0 —bx, t0 + b^\ 
such that [t0-6ut0 + d1\xS&(x0,d2\Rn)a3} and |f(t, x-) - f(r, x2)| 
<cO(t)|x! — x2| for a.e. t e [ t 0 — o\, to + <5i] and all x1?x2 e<B(x0,52; Rn). 
1.3. Definition. An n-vector function x(t) is said to be a solution to the equation (1,1) 
on the interval A cz R if it is absolutely continuous on A and such that (t, x(t)) e Q) 
for a.e. t e A and 
x'(t) = f(t, x(t)) a.e. on A . 
1.4. Theorem (Caratheodory). Let ®cz,Rn + 1 be open and feCar(S>). Given 
(t0, c)e®, there exists <5 > 0 such that the equation (1,1) possesses a solution x(t) 
on (t0 — <5, t0 + <5) such that x(t0) = c. 
1.5. Remark. Obviously, if feC(2#), then f eCar(®) and the equation (3,1) pos-
sesses for any (t0,c0)e<3) a solution x(t) on a neighbourhood A of t0 such that 
x(t0) = c0. Since the function teA -> f(t,x(t))e-R„ is continuous on A, it follows 
immediately that x' is continuous on A (xe Cn(A)). 
1.6. Definition. The equation (1,1) has the property (°ll) (local uniqueness) on @eRn + l, 
if for any couple of its solutions xx(t) on Ax and x2(t) on A2 such that x^to) = x2(t0) 
for some t0eA1 n A2, xx(t) = x2(t) on Axr\ A2. 
1.7. Theorem. Let ®c=jR„+1 and feLip(^) . Then the equation (1,1) has the 
property (^l) on 3). 
1.8. Definition. The solution x(t) of (1,1) on A is said to be maximal if for any 
solution xx(t) of (1,1) on A1 such that A cz Ax and x(t) = xx(t) on A we have 
A=Ar 
1.9. Lemma, /fthe definition domain 9> of f(t, x) is open and the solution x(t) of (1,1) 
on A is maximal then A is open. 
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1.10. Notation. Given (t0,c)e@, <p(.\ t0,c) denotes the corresponding maximal 
solution of (1,1), A(t0,c) its definition interval and 
Q= {(r,t0,c)eK x R x Rn; (t0,c)e®, t e A(t09 c)}. 
1.11. Theorem. Let 9 a Rn+l be open, f eCar(^) and let the equation (1,1) have 
the property ^U). Then for any (t0i c)eQ) there exists a unique maximal solution 
x(t) = <p(t\ t0, c) of (1,1) on A = A(t0, c) a R such that x(t0) = c. The set Q 
(cf 1.10) is open and the mapping <p: (t,t0,c)eQ-+<p(t; t0,c)eRn is continuous 
(<peC(Q)). 
1.12. Corollary. Let 9 cz Rn+U f eCar(^) and (1,1) have the property (°ll). Let 
(t0,c0)e3), —co<a<b< oo and let [a, b] cz A(t0, c0). Then there exists 8 > 0 
such that |c — c0| < d implies (t0, c) e Q) and A(t0i c) => [a, b], i.e. for any 
CG93(C0, 3; Rn) the corresponding maximal solution <p(t,t0,c) of (1,1) is defined on 
Va,b\ 
1.13. Remark. Let us recall that if f: Q) -> Rn possesses on Q) partial derivatives 
with respect to the components Xj of x, then dfjdx denotes the Jacobi matrix of f 
with respect to x which is formed by the rows (dfjdxj) (j = 1,2,..., n). If the nxn-
matrix valued function (t, x) e 3) -• (dfjdx) (t, x) e L(Rn) fulfils the Caratheodory 
condition (iii) in 1.2, then making use of the Mean Value Theorem 1.7.4 we obtain 
easily that f eLip(^). 
1.14. Theorem. Let 2 cz Rn+U f e C a r ( ^ ) and (dfjdx) e Car (9). Then the 
equation (1,1) has the property (°tt) and hence there exist Q a Rn + 2 and the con-
tinuous mapping <p: Q -» Rn defined in 1.11. Furthermore (d<pjdc) (t, t0, c) exists 
and is continuous in (t, t0, c) on Q. For any (t0, c) e 9 the n x n-matrix valued 
function A(t) = (dfjdx) (t, <p(t, t0, c)) is L-integrable on each compact subinterval of 
Q{ toc) = A(t0,c) and U(t) = (d<pjdc)(t,t0,c) is the maximal solution of the linear 
matrix differential equation U' = A(t) U such that U(t0) = ln. 
1.15. Remark. It follows from 1.14 that (d<pjdc)(t,t0,c) is for any (t0, c)e9 the 
fundamental matrix solution of the variational equation 
U' = (ðx^'<Kí'í°'C)))U 
on A(t0, c). Consequently for any (t, t0, c)eQ it possesses an inverse matrix 
(d<pjdt)(t,t0,c))-\ 
1.16. Theorem. Let @ cz RH+l9 feCar(^) , (dfjdx)eCar(QJ) and d
2fj(dxidx^) 
GCar(^) for any ij= 1,2,..., n. Then the n-vector valued function <p from 1.11 
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possesses on Q all the partial derivatives d2<pl(dCidCj) (j,j = 1,2, ...,n) and they 
are continuous in (f, f0, c) on Q (<pe C
2(Q)\ 
1.17. Remark. Let D cz jRt x Rn x Rp be open and let the n-vector valued function 
h(t, u, v) map D into Rn. The differential equation 
(1.2) x' = h(t,x,v) 
is said to be an equation with a parameter v e Rp. Let us put 
^ = (x, v) for xeRn and veRp, 
h(t, £) = h(t, x, v) for (t, £) = (u (x, v)) 6 £ 
and 
Now, applying the above theorems to the equation 
we can easily obtain theorems on the existence, uniqueness, continuous dependence 
of a solution x(t) = <p(t; t0,c,v) of (1,2) on the initial data (t0,c) and on the pa-
rameter v as well as theorems on the differentiability of <p with respect to t, c and v. 
The formulation of the general statements may be left to the reader. For our purposes 
only the following lemma is needed. 
1.18. Lemma. Let 3) cz Rn+i and D c jRn+2 be open, x > 0, 3f x [0, x] cz D, 
f: Q)-+Rn and g: D -* Rn. Let us put g(t, y) = g(t, x, e) for (t, x, e) e D and y = (x, e). 
Let f eCar(^), f eCar(D) and let for any ee[0, x] the equation 
(1.3) x' = f(t,x) + sg(t,x,e) 
possess the property ^U) on D. Then 
(i) given (t0,c,s)eS> x [0, x], there exists a unique maximal solution x(t) 
= ^(t; t0, c, e) of (1,3) on the interval A = A(t0, c, e) such that x(t0) = c; 
(ii) the set Q = {(t, t0, c,e); (t0, c,e)e@ x [0, x], teA(t0, c, e)} cz Kw+3 is open 
and the mapping i/f: Q -> Rn is continuous; 
(iii) if — OO < a < b < 00, (a, c0)eS> and [a,b] cz J(a, c0,0), then there exist 
g0 > 0 and x0 > 0, x0 < x swe/i that [a, b] cz A(a, c, s) for any ce93(c0, Q0; JR„) 
and ee[0,xo]. 
The following theorem provides an example of conditions which assure the 
existence of a solution to the equation on the given compact interval [a, b] cz R. 
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1.19. Theorem. Let — oo < a < b < oo, [a, b] x Rn cz Q) cz Rn+1, 3) open and let 
the n-vector valued function f:9>-*Rn fulfil the assumptions 
(i) f (t, .) is continuous on Rn for a.e. t e [a, b]; 
(ii) f(., x) is measurable on [a, b] for any xeRn; 
(iii) there exist a e JR, 0 < a < 1, and L-integrable on [a, b] scalar functions p(t) 
and q(t) such that 
\f(t, x)| < p(t) + q(t) |x|a for any xeRn and a.e. t e [a, b] . 
Let the n x n-matrix valued function A: [a, b] -* L(Rn) be L-integrable on [a,b]. 
Then for any t0e[a, b] and ceRn there exists a solution x(t) of the equation 
x' = A(t) x + f (t, x) 
on [a, b] such that x(t0) = c. 
This auxiliary section will be completed by proving the following lemmas which 
illustrate the assumptions on the functions f and g employed in this chapter. 
1.20. Lemma. Let 2 cz Rn+1 and D c Rn + 2 be open, x > 0, [0,1] x Rn cz & 
and 3) x [0, x] cz X). Furthermore, let us assume that the functions f: 9) -* Rn and 
g: D -• Rn are such that f eCar(^) and gGCar(D), where g(t,y) = g(t,x,e) for 
(t,x,g)el and ye(x,e). Let us put 
(F(x))(t) = f(t,x(t)) and (G(x, e)) (t) = g(t, x(t), e) 
for xeC„, ee [0, x] and t e [0,1]. Then F(x) e Ln and 6(x, e) e Ln for any xeCn 
and e e [0, x\. The operators F: x e Cn -• F(x) e Ln and G: (x, e)eCn x [0, x] 
-> G(x, e) e Ln are continuous. 
Proof. It is sufficient to show only the assertions concerning G. 
(a) Let Q > 0. Since g e Car (I)) (g(t, y) = g(t, x, e), where y = (x, e)), applying 
the Borel Covering Theorem it is easy to find a function meL1 such that 
(1.4) \g(t,x,e)| < m(t) for any xe<B(0,Q; Rn), ee [0, x] 
and a.e. t e [0,1] . 
Let the functions xk: [0,1] -• Rn and the numbers eke [0, x] (k = 0,1,2,...) be 
such that lim xk(t) = x0(t) on [0, l ] and lim ek = 20. Under our assumptions 
k-*ao k-*oo 
on g this implies that 
(1.5) lim g(t, xk(t), sk) = g(U x0(t), e0) a.e. on [0,1] . 
k-*oo 
If each of the functions n(t) = g(t, xk(t), ek) (k = 0,1,2,...) is measurable on [0,1] 







g(í,xk(t),e( t)-g(í,x0(f),2o)|dt = 0. 
(b) Let X0GC„ and Q = | | x 0 | c + 1. It is well-known that there exist functions 
xk: [0,1] -> Rn (k = 1,2,...) piecewise constant on [0,1] and such that |xk(f)| < Q 
(k=l,2 , . . . ) and lim xk(t) = x0(t) on [0,1]. In particular, (1,5) with sk = s 
k-+oo 
(k = 0,1,...) holds and since any function yk: t e [0,1] -> g(t,xk(t)9 s) (SG[0, x], 
k = 1,2,...) is obviously measurable, y0: t e [0,1] -> g(t, x0(t), s) is measurable for 
any e G [0, x] and hence according to (1,4) y0 e Ln. 
The continuity of the operator G follows easily from the first part of the proof. 
1.21. Lemma. Let 3> a Rn+l and f: Q} -> Rn satisfy the corresponding assumptions 
of 1.20. In addition, let dfjdxeCdir(S>). Then F defined in 1.20 possesses on Cn the 
Gateaux derivative F(x) continuous in x on Cn. Given x, u e C„, 
( F (*>]«)<<)- 1 •'•'"» u(ř) fora.e. ře[0,1] . 
Proof, (a) Let us put for xeCn and t e [0,1] 
[/.(x)](t) = g(t,x(t)). 
By 1A4 the n x n-matrix valued function A(x) is L-integrable on [0,1] for any 
x G Cn. If f (j = 1,2,..., n) are the components of f, then 
[^W]W = | ( ^ ( t ) ) (/=l,2,...,n) 
are columns of [-A(x)] (t). By 1.20 the mappings 
(1,6) x e C„ -> A,.(x) G Li (j = 1,2,..., n) 
are continuous. Obviously, for any xeCn 
J(X):ueC„->[A(x)](t)u(t)€Li 
is a linear bounded operator. Moreover, 
||7(x)|= sup | |y(x)u||Ll<||A(x)|L1=. max ||.-Ux)||L1 
| | u | | c < l j - l , 2 , . . . , w 
and consequently the operator xeCn-^ J(x) e B(Cn, Ln) is continuous. 
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(b) By the Mean Value Theorem 1.7.4 
(F(x0 + 9u)) (t) - (F(x0)) (t) _ f(t, x0(t) + & u(t)) - f(t, x0(t)) 
9 
lдf 
(f,x0(í) + /lЗu(t))dЛu(f) 
and 
o дx 
F(x0 + č>u) - F(x0) 
9 J(*o) u 
Jo VJo 
^(t,x0(t) + Жu(t))-^(t,x0(t)) dЯ dtllull 
By the Tonelli-Hobson Theorem 1.4.36 we may change the order of the integration 
in the last integral. The continuity of the mappings (1,6) yields 
lim 
£ - 0 + 
^(Ux0(t) + X9u(t))-^(t,x0(t)) dí = 0 
uniformly with respect to Xe [0,1]. Consequently, 
lim 
S-0 + 
Ғ(x0 + Su) - Ғ(x0) ì(x)u = 0 
for any x0 e Cn and u e Cn. This completes the proof. 
1.22. Remark. Given xeACn and LeB(Cn,L
l
n), \\x\\c < \\x\\AC9 LeB(AC„Ln) and 
ii--iiB(Ac,LM= s u p \\Luy^ S U P I M I L I = iiLiiB(cM,L
i
1)-
11 " K "' n> IMUc<i ' l!»llc<i 
It follows readily that 1.20 and 1.21 remain valid also if in their formulations Cn is 
replaced everywhere by ACn. 
1.23. Remark. If moreover d2f/(3x£ dxj) e Car (S) (ij = 1,2,..., n), it may be 
shown that for any x e Cn, F possesses the second order Gateaux derivative F'(x) 
such that the mapping x e C„ -> F"(x) e B(Cn, B(Cn, Lj,)) is continuous. Given 
x, u, v e C„, the components of the n-vector ([F"(x) u] v) (t) are given by 
I , C s ^ j { t ' x { t ) ) U i { t ) ) v j { t h k=i'2'-'n-
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Let [0,1] x {0} x R , c f i . Let us put for y e C„ 
(1.7) <P(Y)(t) = <p(t,0,Y(t)) on [0,1], 
# , (y)( t )=^( t ,0 ,y( t ) ) a.e. on [0,1], 
*cM(t) = ^( t ,0 ,y( t)) on [0,1]. 
It is easy to verify that <P and F# are continuous mappings of Cn into Cn and Ln9 
respectively, and # c is a continuous mapping of C„ into the space of n x rc-matrix 
valued function which are continuous on [0,1] (cf. 1.14 and 1.20). Since \\Y\\AC 
= |y(0)| -F ||y'||Li for any y e ACn9 it follows readily that # is a continuous mapping 
of ACn into ACn. Analogously # c is a continuous mapping of ACn into the space 
of n x rc-matrix valued functions absolutely continuous on [0,1], i.e. if *c(y) 
denotes also the linear operator h e ACn -+ #c(y) (t) h(t\ then y e .4C,. ~> #c(y) is 
a continuous mapping of ACn into B(ACn). Let us notice that for any y e Cn 
(1.8) ^( t ,0,y(t)) = f(t, <p(t,0,Y(t))) = F(<f»(y))(t) a.e. on [0,1] 
õx 
(t,<p(t,0,ү(t)) 
and by 1.14 
m |(^MH.») 
= (W*(y))] *.(«))(<) « • on [0,1] 
Moreover, for any y e ̂ 4C„ 
«l>((y)(t) = F(<I»(y))(t) + <Pc(y)(t)y'(t) 
and thus 4>t is a continuous operator ACn -* L*. 
Let y, h e ACM and 3 e (0,1). Then 






y(0,0,y(0) + gh(0))-y(0,0,y(0)) _ ð_ ą Q ) 
17 С/С 















Obviously, the first and the third terms on the right-hand side of (1,10) tend to 0 
as & -> 0 + . Furthermore, by (1,8), (1,9) and the Mean Value Theorem the second 
one becomes 
\f(t, <p(t, 0, Y(t) + 9 h(t))) - f(t, <p(t, 0, Y(t))) 
9 
-[ _ ÕX (t,<Ąt,o,ү(t))) Õ£(t,0,ү(t)))h(t) àt 




(tЛү(t)) \h(t)\ dX)át. 
It is easy to verify that this last expression tends to 0 as 3 -+ 0 + . (Obviously, F_»e 
is a continuous operator Cn -» _ (C„, Lj,).) Analogously, the Mean Value Theorem 
yields that also the fourth term of the right-hand side of (1,10) tends to 0 as 3 -> 0+ . 
1.24. Lemma. Under the assumptions of1.16, the operator _£ given by (1,7) is a con-
tinuous mapping of ACn into ACn which is Gateaux differentiable at any x e ACn. 
Given y,heACn, -- -, 
([*'(/)] h)(t) = [£(t,0,y(t))Jh(t). 
The mapping y e ACn -* <&'(y) e B(ACn) is continuous. 
1.25. Definition. Let 35 - Rn+2 be open, x > 0, [0,1] x Rn x [0,x] <= D and 
g: D -> Rn. Let eoe[0, K] and let for given te[0,1] and x0e.R„ there exist 
<50 = <50(£,x0) > 0, o0 = o0(t,x0) > 0> *o = *<>(*> *o) > 0 and cOeL^.-c^, t + d0) 
such that |T - t| < <50, \xx - x0 | < £0, |x2 - x0| < Q0, e>0 and |e - £0| < x0 
implies (x,x1,s)eT), (x,x2,s)eT> and 
|g(T, x2 , e) - g(T, xu e)\ < co(x) |x2 - x-J. 




1.26. Lemma. Let T) a Rn+2 and g'. 35 -> Rn satisfy the corresponding assumptions 
of 1.20. In addition, let g e Lip (X), ^0). Then G defined in 1.20 is locally lipschitzian 
in x near s = ^0. 
Proof follows from Definition 1.25 applying the Borel Covering Theorem. 
1.27. Remark. In order that the operators F and G might possess the properties 
from 1.20—1.26 locally, it is sufficient to require that the assumptions of the cor­
responding lemmas are fulfilled only locally. 
2. Nonlinear boundary value problems 
for functional-differential equations 
Let x > 0 and let F: Cn -• L
l
n, G: ACn x [0, x] -* Lj,, S: Cn -* Rn and 
R: ACn x [0, x] -> Rn be continuous operators. To a given ee [0, K] we want to 
find a solution x of the functional-differential equation 
(2.1) x' = F(x) + £G(x,£) 
on the interval [0,1] which verifies the side condition 
(2.2) S(x) + eR(x,fi)-=0. 
This boundary value problem will be referred to as BVP (^). The limit problem 
for e = 0 
(2.3) x' = F(x), 
(2.4) S(x) = 0 
is denoted by (2?0). 
2.1. Definition. Let £e[0,x]. An rc-vector valued function x is a solution to (2,1) 
on [0,1] if x G ACn and 
x'(t) = (F(x)) (t) + e(G(x, fi)) (t) a.e. on [0,1] . 
2.2. Remark. Let x0GCn, coeL
1, Q > 0 and 
(2.5) ^ ^ ^ - ( ^ x ^ W l ^ c o W l l x . - x . H c 
for any x 1 ; x 2 e S(x 0,^; C„) and a.e. t e [0,1]. Then 
\F{xo + 9u)(t) - F(x0)(t) < oĄt) \\u\\ 
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for any 9 > 0 , ueC„ and a.e. te [0,1]. If F possesses the Gateaux derivative F(x0) 
at x0, then 
|F(x0 + 3u)(/)-F(x0)(t) 
lim 
£ - • 0 + 
([1-.)]«)W = 0 a.e. on [0,1] . 
It follows easily that 
\([F(x0)]u)(t)\ <co(t)\\u\\c for any ueCn and a.e. re [0,1]. 
In particular, there exists a function P: [0,1] x [0,1] -• L(Rn) such that P(.,s) 
is measurable on [0,1] for any 5 6 [0,1], Q(t) = |P(t,0)|+ var0 P(r, .) < oo for a.e. 
te [0,1], 0eL1 (P is an L^Vj-kernel) and 
([F(x0)] u) (t) = ds[P(f, s)] u(s) for any ueCn and a.e. t e [0,1] 
(cf. Kantorovic, Pinsker, Vulich [1]). 
2.3. Theorem. Let x0eACn be a solution to BVP (SP0\ where F: Cn-+Ln and 
S: Cn-^ Rn are continuous operators. Furthermore, let us assume that (2,5) holds 
and F, S£C1(93(x0, Q; Cn)) for some Q > 0. If the linear BVP for ue ACn 
(2.6) ti' = [F(x0)]u, 
(2.7) [S'(x0)] u = 0 
possesses only the trivial solution, then there exists Q0 > 0 such that there is no other 
solution x of BVP (£P0) such that ||x — x0\\AC < Q0. 
Proof. Let us put 
(2.8) j r . x e ACn - (
X ' " ^ e D„ x R„. 
By the assumption ^ ( x 0 ) = 0 and J^ 6 C ^ X o , e; Ac„)), 
(2.9) ^ ' (x ) : ueAC„^ ("' " ^ ° )eD„ x K. 
for any x e 93(x0, g; 4̂C„). 
Let tF(x) = 0 for some x e 93(x0, g; ACn), x 4= x0. By the Mean Value Theorem 
1.7.4 we have 
0 = 2F(x) - <F(x0) = J [iF'(x0 + 9{x - x0))] (x - x0) dS. 
By 2.2 and V.3.12 F'(x0) possesses a bounded inverse 
r = [ ^ ( x o ) ] " 1 : LnxRn-+ACn. 
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x — x 0 = 
and 
(2,10) ||x - Xo|Uc < \\r\\ ( sup ||«F'(x0) - F ( x 0 + 9(x - x0))||) ||x - x 0 | U -
£e[0,l] 
Since the mapping 
x e 93(x0, Q; ACn) - &'(x) e B(AC„ L\) 
is continuous, there is £0 > 0 such that Q0 < Q and 
\\3F'(x0) - <F'(x0 + S(x - x0))|| < Hrll"
1 
for any XG93(X 0 , ^ 0 ; ^C„) and #e[0,1] . Consequently for xe93(x0,g0; ACn\ 
x + x0 (2,10) becomes a contradiction ||x — x0\\AC < ||x — x0||>lc. This proves that 
x = x0 if ^(x) = 0 and xe93(x0,£0; ACn). 
2.4. Definition. Let x0 e ACn be a solution of BVP (^0) and let the operators F and S 
fulfil the assumptions of 2.3. The problem of determining a solution u e ACn of (2,6) 
which verifies the side condition (2,7) is called the variational boundary value problem 
corresponding to x0 and is denoted by (^(xo)). 
2.5. Remark. BVP 
x' = x + 1, S(x) = (x(0))2 + (x(l) + 1 - exp (l))2 = 0 
indicates that in general the converse statement to 2.3 is not true. In fact, the solutions 
to x' = x + 1 are of the form x(t) = c exp (t) — 1, where ceR. The only solution to 
(2,H) S(x) = (c - l)2 + (c- l)2(exp(l))2 = 0 
is c = 1. Hence x0(t) = exp(t) — 1 is the only solution to (2,11). The corresponding 
variational BVP is given by 
(2,12) u' = u, [x0(0)] u(0) + [x0(l) + 1 - exp (1)] u(l) = 0. 
Since x0(0) = 0, x0(l) = exp(l) — 1, u(t) = dexp(f) is a solution to (2,12) for any 
deR. 
2.6. Definition. A solution x0 of BVP (SP0) is said to be isolated if there is £0 > 0 
such that there is no solution x to (0*o) such that x + x0 and x e 93(x0, g0; ACn). 
It is regular if the corresponding variational BVP (f(x0)) is defined and possesses 
only the trivial solution. 
2.7. Theorem. Let x0eACn be a solution to BV?(0
>
o) where F: Cn-+Ln and 
S: Cn-+ Rn are continuous operators such that (2,5) holds and F, Se C
1(93(x0, Q; Cn)) 
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for some Q > 0. Furthermore, x > 0 and G: ACn x [0, x] -> Lj, and R: ^Cn x [0, x] 
-> Rn are continuous operators which are locally lipschitzian in x near s = 0. 
If x0 is a regular solution of (3P0\ then there exist e0 > 0 and Q0 > 0 such that 
for any se[0,so] BVP(3PE) possesses a unique solution x(s) in 93(x0, Q0; ACn). 
The mapping s e [0, s0] -> x(s) eACn (x(0) = x0) is continuous. 
Proof follows by applying 1.7.8 to the operator equation 
^(x) + s &(x, s) = 0, 
where ^: ACn -• Ln x K„ is given by (2,8) and 
» : (x, s) e ACn x [0, x] - Q * ' * J e LJ, x RB. 
(Under our assumptions there exists a bounded inverse of 3F'(x0), cf. the proof 
of 2.3.) 
2.8. Remark. The conclusion of Theorem 2.7 may be reformulated as follows. 
If x0 is a regular solution of (&0\ then there exists for any s > 0 sufficiently small 
a unique solution x(s) of BVP (0>E) which is continuous in s and tends to x0 as 
e - • 0 . 
Theorem 2.7 assures the existence of an isolated solution to BVP (0>E) which is 
close to the regular solution x0 of the limit problem (3P0). If also the perturbations 
G and R are differentiable with respect to x, then we can prove that for any s > 0 
sufficiently small this solution is regular, too. 
2.9. Theorem. Let the assumptions of 2.7 hold. In addition, let us assume that G 
and R possess the Gateaux derivatives G' (x, s) and R' (x, s) with respect to x for any 
(x, £)e93(x0, Q; ACn) x [0, x] continuous in (x,s) on 93(x0, Q; ACn) x [0,%]. 
Then there exists su 0 < st < s0 such that for any ^e[0,6X] the corresponding 
solution x(s) of BVP (0>E) is regular. 
Proof. Given ee[0,£o], the variational BVP (VE(x(s))) corresponding to the solu-
tion x(fi) of BVP (0>E) is given by 
u '= [F(x(a)) + sG'(x(s\s)]u, 
[S'(x(e)) + eR'(x(e),£)]u = 0. 
Let u be its solution, i.e. 
/ (e) u = l&'(x(s)) + s <$' (x(e), s)]u = 0. 




Since the operators e e [0, e0] -> x(e) e ^C„ and (x, e) e 33(x0, #; ,4C„) x [0, x] 
-» ^ ' (x) + e <&' (x, e) e B(ACn, Ln x Kn) are continuous, their composition e e [0, e0] 
-• j(s) G B(ACn, Ln x î „) is also continuous. 
Choosing e l 9 0 < e x < e 0 in such a way that ee[0, ex] implies \\f(0) — ,/(e)|| 
< llrl"'1 we derive a contradiction \\u\\AC < \\u\\AC whenever u + 0. 
2.10. Remark. The case when x 0 is a regular solution of BVP (2P0) has appeared 
to be simple. It is said to be noncritical. The case when x 0 is not a regular solution 
of (0>o) is more complicated and said to be critical. 
2.11. The critical case. Let x 0 eAC n be a solution to BVP (SP0), where F: Cn-+Ln 
and S: Cn -* Rn are continuous operators such that (2,5) holds and F, S 
eC2(B(x0, Q; Cn) for some Q > 0. Furthermore, x > 0 and 6 : AC„ x [0, x]-»L). 
and R: ACn x [0, x] -> Rn are continuous operators such that G, R 
eC1>1(©(x0, r;; ACn) x [0, x]). In general, we do not assume that x 0 is a regular 
solution of BVP (SP0). Let us try to find a solution to (0>E) in the form 
(2,13) x(t) = x0(t) + eX(t). 
Inserting (2,13) into (2,1) we obtain 
x'o + *i = - W + (F(x0 + ex) ~ F(x0)) + e G(x0 + ex, e), 
i.e. 
[F(x0) + (F(x0 + є%) - F(x0))] X d5 
+ G(x0,0) + (G(x0 + ex, e) - G(xo,0)) 
= [ ' г Ы ] z + G(xo,0) + єH(Z,є), 
where 
*r{x0 + e919z)d91\9d9z)z 
н м = ( Ш 
G'я(x0 + єðZ, Sє) d£> I x + I G'e(x0 + є%, ðe) d9 . 
1 \ /•! 
+ 
Thus (2,13) is a solution to (2,1) on [0,1] if and only if 
(2.14) i = [F(x0)] X + G(x0,0) + e H(X, e). 
Analogously, (2,13) verifies (2,2) if and only if 




Q(И = (T (£S>o + eMz)dð.) 9d5Z)Z 
+ Kx(x0 + e9i,9e)d9)i + R;(x0 + eSZ, Se) d3 . 
It follows that the given BVP (2PE) possesses a solution of the form (2,13) for any 
e > 0 sufficiently small if and only if the weakly nonlinear problem (2,14), (2,15) 
possesses a solution for any s > 0 sufficiently small. In particular, a necessary con-
dition for the existence of a solution of the form (2,13) to BVP (0>E) is that the linear 
nonhomogeneous problem 
t = [F(x0)] 1 + G(x0,0), [S'(x0)] i = R(x0,0) 
has a solution. Applying the procedure from 1.7.10 to BVP (2,14), (2,15) we should 
obtain furthermore that BVP (3PE) may possess a solution of the form (2,13) for 
any e > 0 sufficiently small only if there exists a solution y0 of a certain (determining) 
equation T0(y) = 0 for a finite dimensional vector y and if, moreover, F and S e C
3, 
G and ReC 2 , 1 and det ((dT0jdy) (y0)) 4= 0, then such a solution exists (cf. 1.7.11). 
The critical case will be treated in more detail in the following paragraph con-
cerning ordinary differential equations with arbitrary side conditions. 
2.12. Remark. If P: [0,1] x [0,1] ̂ L(Rn) is an L
1 [BVJ-kernel, f 6D„, S<=B(AC„, Rm), 
F: xeACn ds[P(t,s)-]x(s) + f(t), 
G: ACn x [0,%] ->Lj., R: v4C„ x [0,%] -> Rm, then the weakly nonlinear BVP 
becomes a special case of BVP (SPZ) studied in this section. In particular, if R and G 
are sufficiently smooth and the limit problem (0>o) possesses a unique solution for 
any ( \eLPnx Rm, then by 2.9 BVP (2,16) possesses a unique solution for e > 0 
sufficiently small. 
Since according to V.1.8, V.2.5 and V.2.8 £: ACn-*L\ x Rm verifies (1.7,5), 
the procedure from 1.7.10 may be applied to BVP (2,16). Let us mention that in the 
special case when P is an L2[£V] -kernel, feL2n and R(G) a L
2 the transformation 
of BVP (0>o) to an algebraic equation exhibited in section V.4 may also be used 
(cf. Tvrdy, Vejvoda [1]). 
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3. Nonlinear boundary value problems 
for ordinary differential equations 
In this section we shall treat special cases of the problems (0*e) from the previous 
section, namely the problems of the form (I7£) 
(3.1) x' = f(t,x) + eg(t,x,e), 
(3.2) S(x) + eR(x,e) = 0 
and (770) 
(3.3) x' = f ( t , x ) , 
(3.4) S(x) = 0. 
Our aim is again to obtain conditions for the existence of a solution to the perturbed 
problem (IIE) under the assumption that the limit problem (i70) possesses a solution. 
In doing this only such solutions of BVP (IIe) are sought which tend to some 
solution of BVP (]70) as e -» 0 +. 
The following assumptions are pertinent. 
3.1. Assumptions. 
(i) 3>czRn+1 and T>czRn+2 are open, x>0 and [0,1] xRncz@, 2x [0,x]czT); 
(iij f: @->Rn, feCar(^) , dffdx exists on 9 and dfjdx e Car (2) (cf 1.2); 
(iii) g: £> -> Rn, geLip(@; 0) (i.e. g is locally lipschitzian in x near e — 0, 
cf. 1.25)and if g(t, y) = g(t,x,e) for (t,x,g)el) and y = (x, e), then geCar (X)); 
(iv) S is a continuous mapping of ACn into Rn, SeC
1(ACn), R is a continuous 
mapping of ACn x [0, x] into Rn which is locally lipschitzian in x near e = 0 
(cf 1.7.1). 
3.2. Remark. Under the assumptions 3.1 for any (c,e)eRn x [0,x] there exists 
a unique maximal solution x(t) = i//(t; 0, c, 2) of (3,1) on A = A(c, e) such that 
OGZI and x(0) = c (cf. 1.4, 1.7, 1.11 and 1.13). The set 
fi(.fof.,.) = Qo = {(^0,c,c);(c,£)e .R f lx [ 0 , x ] , teA(c,e)} 
is open and the mapping 
£: (t,c,e)efi0-> ij/(t; 0, c,^)eRn 
is continuous. 
3.3. Notation. In the sequel §(t; c,e) = ^(t; 0,c,2) for (t,c,e)eQ0. In particular, 
n(t; c) = $(t; 0,c,0) = (p(t; 0,c) for ceRn and teA(c,0). 
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3.4. Remark. Given x e ACn, the corresponding variational BVP (fo(
x)) t 0 v^o) l s 
given by the linear ordinary differential equation 
(3-5) u'-^(t,x(t)) 
and by the side condition 
(3,6) [S'(x)]u = 0. 
According to 1.14, given a solution x(t) = tj(t; c) to (3,3) on [0,1], the n x rc-matrix 
valued function 
A(t) = [^(t,n(t;c)) 




is the fundamental matrix solution to (3,5) on [0,1] such that U(0) = ln. 
3.5. Remark. Let us notice (cf. 1.20—1.27) that under our assumptions 3.1 the 
operators F: ACn -> Ln and G: ACn x [0,%] -> Ln defined as in 1.21 fulfil all the 
corresponding assumptions of theorems 2.3 and 2.7 (with ACn in place of Cn). 
Moreover, if x(t) = q(t; c) and the variational BVP (iT0(x)) given now by (3,5), 




єLi x Я„ 
possesses a bounded inverse. Thus applying the same argument as in the proofs 
of Theorems 2.3 and 2.7 we can prove the following assertion. 
3.6. Theorem. Let 3,1 hold. Let x0 be a solution to BVP (II0) and let the corresponding 
variational BVP (^(xo)) possess only the trivial solution. Then x0 is an isolated 
solution of (U0) and for e > 0 sufficiently small BVP (IIE) has a solution x(e) which 
is continuous in e and tends to x 0 as e -> 0 +. 
To obtain some results also for the critical case we shall strengthen our hypotheses. 
3.7. Assumptions. For any ij— 1,2, ...,n f possesses on 3) the partial derivatives 
d2fl(dXi dXj) with respect to the components Xj of x and d2fj(dXi dx3) e Car (S>) 
(ij = 1,2,..., n). Furthermore, dgjdx exists on D and if h(t, y) = (dgjdx)(t, x, e) 
for (t, x, e) e X) and y = (x, e), then h e Car (X)). 
SeC2(ACn) and ReC
u°(ACn x [0,%]) (i.e. given (x,e)eACn x [0,x], R'x(x,e) 
exists and the mapping (x, e) e ACn x [0, x] -> Ri(x, e) e B(ACn, Rn) is continuous). 
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The following lemma provides the principal tool for proving theorems on the 
existence of solutions to BVP (IJe) in the critical case. It establishes the variation-
of-constants method for nonlinear equations. 
3,8. Lemma. Let 3.1 and 3.7 hold. Let the equation (3,3) possess a solution x0(t) 
= tj(t; c0) on [0, 1]. Then there exist Q0 > 0 and x0 > 0 such that for any (c, e) 
e93(c0, £0; Rn) x [0, x0] the equation (3,1) possesses a unique solution x(t) on [0,1] 
such that x(0) = c. This solution is given by 
(3,7) x(t) = $(t; c, e) = i/(t; fi(t; c, e)) on [0,1] , 
where for any (c, e) e 93(c0, Q0 ; Rn) x [0, x0] b(t) = P(t, c, e) is a unique solution to 
(3,8) Ь' = є 
őc 
g(í, I/(Í; b), e) 
on [0,1] such that b(0) = c. The mapping (t,c,e)e93 = [0,1] x 93(c0,Q0; Rn) 
x [0, %0] —> /J(t; c, £)ei?n is continuous and possesses the Jacobi matrix (dfljdc) (t; c, e) 
continuous in (t, c, e) on 9?. 
Proof, (a) According to 1.12 there exist an open subset QeRn+i and S > 0 such 
that i/(t; c) is defined for any (t, c)eQ and [0,1] x 93(c0, <5; Rn) cz £2. Furthermore, 
in virtue of 1.16 the Jacobi matrix U(t, c) = (dt]jdc)(t; c) and its partial derivatives 
dU(t,c)ldCj (j = 1,2,..., n) with respect to the components c, of c exist and are 
continuous on Q. Since by 1.15 U~x(t, c) exists on Q and for any j = 1,2,..., n 
and (£, c)e:Q 
0 = A (Ufc c) U % e)) = ( A U(f, e)) U" -(r, c) + U(t, c) (jj- U~ % c)), 
U_1(t, c) possesses on Q all the partial derivatives 
^U-%c)=-U-%c)(^U(t,c)ju-%c) (;= 1,2,...,„). 
It is easy to see now that the right-hand side 
(3,9) h(r, b, e) = e U" ^t, b) g(t, t,(t; b), e) 
of (3,8) possesses the Jacobi matrix (dhjdb) (t, b, e) on some open subset Q of Rn+2 
such that Q x [0, ̂ ] cz (2 and if we put x(t, ft) = (dhjdb) (t, b, e) for fi = (b, e) and 
(t, /i) G .Q, then x e Car ((2). By 1.14 (cf. also 1.17) this implies that for any (c, e) e Rn 
x [0, x] sufficiently close to (c0,0) the equation (3,8) possesses a unique solution 
b(t) = fi(t; c, e) on [0,1] such that b(0) = c. Moreover, since for e = 0, b(t) = c0 
is a solution to (3,8) on [0,1], there exist £0 > 0 and x0 > 0 such that fi(t; c, e) 
is defined and possesses the required properties on © = [0,1] x ^B(C0,Q0; Rn) 
x [0, XQ] and in addition |/J(r, c, e)| < S for any (t, c, e) e 23. 
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(b) Let (c, e) e 93(c0, g0; Rn) x [0, x]. By the first part of the proof (3,7) is defined 
on [0,1] and according to the definitions of tj(t, c) and fi(t; c, z) 
x'W = ^(r;/J(r;c,a)) + g ( t ; ^ ; c , e ) ) ^ ( t ; c , e ) 
= f(t, tj(t; p(t; c, e))) + eg(t; 0(t; c, e)), e) for a.e. t e [0,1] , 
while x(0) = iy(0; /f(0; c, s)) = tj(0; c) = c. Since (3,1) possesses obviously the 
property (%), it means that 
x(t) = tl(t;P(t;c,s)) = $(t;c,s) on [0,1]. 
3.9. Notation. ,yV denotes the naturally ordered set {1,2,..., n}. If J is a naturally 
ordered subset of .yV, then Jf\f denotes the naturally ordered complement of J 
with respect to Jf. The number of elements of a set J> a Jf is denoted by v(J). 
Let C = ( c u ) u = l f 2 neL(KM) and let . / = {il9 i2,.., ip} and / = {juj2, ...Jq} 
be naturally ordered subsets of .yV, then C^ ^ denotes the p x a-matrix 
(̂ k,i)fc=i.2 P;I=I,2 9'
 w h e r e dk,i = cik,h
 f o r k = i»2,...,p and / = l ,2, . . ,q . In 
particular, if b e Rn (b = (bu b2,.., b„)*), then b^ denotes the p-vector (dx,&2,.., dp)*, 
where dk = b£k for k = 1,2,.., p. (Analogously for matrix or vector valued functions 
and operators.) 
3.10. Remark. Let x0(t) = i/(r; c0) be a solution to the limit problem (170) and let 
the corresponding variational BVP (i^0(x0)) possess exactly k linearly independent 
solutions on [0,1] (dim N(^f(x0)) = k). This means that rank (A(c0)) = n - k, 
where 
4co) = [S'(x0)]g(.;c0) 
denotes the n x n-matrix formed by the columns [S'(x0)] u, (uj(t) = (dtijdc^(t; c0) 
on [0,1]; j= 1,2, ...,n). Hence there exist naturally ordered subsets «/, / of 
«yV = {1,2,.., n} with k elements such that 
det (A(c0))jr\j,jr\# * 0. 
Let us denote (c0)̂ r = y0 and (c0)jr\# = <?o- Since for any ceRn sufficiently close 
to c0 the value of the Jacobi matrix of the function d£Rn-* S(tj( .;d))e Rn is 
given by [S'(ti(.; c))] (dt\\dc) (.; c), the Implicit Function Theorem yields that there 
exist o > 0 and a function p0: 93(y0, o; Rk) = T -> Rn_k such that p0(y0) = 50, 
(dpo\dy) (y) exists and is continuous on F (p0 e C
X(F)) and if the function q0: r~+Rn 
is defined by (q0(y))^ = y and (q0(y)V\j? = Po(y), then 
S^U-»(.;q0(y))) =
 0 for any yeF . 
If also S^(iy(.; q0(y))) = 0 for any y e F, then x(t) = iy(t; q0(y)) is a solution to (270) 
for any yeT. 
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3.11. Theorem. Let the assumptions 3.1 and 3.7 hold. In addition, let us assume 
(i) there exist an integer k, 0 < k < n, a naturally ordered subset $ of Jf with k 
elements (v(f) = k), an open set F c= Rk and a function p0: F -• Rn-k such 
that (dpojdy)(y) exists and is continuous on F and if q0: F -> Rn is defined by 
(<lo(v))j? = V and (q0(v))jr\j? = p0(v), then the function te [0,1] -• ij(t; q0(y))eRn 
is a solution to BVP (i70) for any y e F; 
(ii) rank([S'(tj(.; g0(y)))] (dqjdc) (.; q0(y)) = n - k for any yeF. 
Let J be a naturally ordered subset of Jf with k elements such that 
(3,10) rank ([S'(i,(.; q0(y)))] ̂  (.; q 0 (y))W,^ = n-k 
and let 0: F -> L(Rn_k, Rk) be a matrix valued function such that 
(341) ([s'W.;qo(y)))]^(.;qoW)^ 
= 0(y)(s>(n(.;qo(y))A.-,qo(y))) 
\ cc Jjr\9^ 
for any yeT. 
Then the mapping 
(3,12) T0: y e r c : i ? ^ ( [ S ' ( i / ( . ; q o ( y ) ) ) ] ^ ( . ; q o W ) C y + R(>;(.;qo(y)),o)^ 
- 0(y) ([S 'W.; q0(y)))] f- (.; q0(y)) Cr + «(*(•; q0(y)), 0)) 6 Rk 
where 
Jfjr 
ш'í ^ ( т ; q o ( y ) ) g(T, «í(t; qo(y)), 0) di on [0,1], 
possesses the Jacobi matrix (dT0jdy) (y) on F. 
If moreover, the equation 
(3.13) T0(y) = 0 
possesses a solution y0eT such that 
(3.14) det(-J(7 o))*0, 
then f/iere exists for any s > 0 sufficiently small a unique solution xe(t) = £(t; c(s), s) 
of BVP (LIE) which is continuous in s and tends to tj(t; q0(y0)) uniformly on [0,1] 
as s —> 0 + . 
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Proof, (a) Let us put 
Mv) = [SU'^o(v)))]^(.;q0(y)) for yeF . 
We shall show that 
(3.15) det((_io(y)W.-r\^)*0 for any yeF . 
In fact, if there were det(/i0(yi))^\^,^\^ = 0, then he J and fieR„-k-1 should 
exist such that 
(3.16) (MVIKJTW = P*{MVi))*.jr\, 
where Jf = (Jr\J)\{h). On the other hand, according to our assumptions and 
the definition of i/(t, c) 
(3.17) S(j/(.;qo(y)) = 0 for any y e F . 
Differentiating the identity (3,17) with respect to y, we obtain 
MV) ~ (V) = (Mv)lr.jrv ^ (7) + (Mv))^ = 0 
for any yeF. By (3,16) 
(^0(vi)W=-(-i0(yi)k^^(yi) 
= -t**(Mvi))*,jr\s ~ (yx) = P*(MVI))*J 
i.e. 
(MVI)KJT = P*(MVi))*,jr 
and rank(J0(yi)V\^,^r < n — k — \. This being a contradiction to (3,10), (3,15) 
has to hold. 
(b) Since (3,10) is assumed, for any yeF there exist a k x (n — fc)-matrix &(y) 
such that (3,11) holds on F, i.e. 
(Mv%^ = 0(v)(Mv)V\9,jr on F. 
In particular, 
{Mv))r.jr\f = &(v)(Mv)\r\s,jr\f 
and 
(3.18) <9(y) = (A0(y))&^(A0(y)Xr\s,w on F. 
It is easy to verify that under our assumptions all the partial derivatives (dA0jdyj) (y) 
(j = 1,2,...,k) exist and are continuous on F. Clearly, for any j — 1,2,..., w 
Õyj (MУ))'
1 - -(Чr))-1 (^(MУ^MУ))'1 on г 
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and in virtue of (3,18) also the k x (n — k)-matrix function 0(y) possesses all the 
partial derivatives (d0\dy^)(y) (j = 1,2,..., n) on F and they are continuous on F. 
This implies that the function T0: f c Rk^> Rk defined by (3,12) possesses the 
Jacobi matrix (dT0\dy)(y) on F and it is continuous on F. 
(c) According to the definition of £(t, c, e) an n-vector valued function x(t) is 
a solution to BVP (i7£) if and only if x(t) = £(r; c, e) on [0,1] and ceRn fulfils the 
equation 
(3.19) W(c, e) = S({(.; c, e)) + e R({(.; c, e), e) = 0. 
The mappings W: Rn x [0, x] -> Rn and dW\dc: Rn x [0, x] -• L(Rn) are clearly 
continuous. 
Let y0 e F be such that T0(y0) = 0. Then W(q0(y0), 0) = 0. Furthermore, since 
^(<?o(y),0) = ,do(y) on F, 
(3,15) means 
det — (qo(y),0) + 0 o n F . 
\ ^ c Jjr\^,jr\? 
It follows that there are 0X > 0 and ^ > 0 such that 
J (dVt, A 
\ c ; c Jjr\9,jr\# 
for all (c, e)e33x = 2?(c0, £x;-RM) x [0, xx\ By the Implicit Function Theorem 
there exist Q2 > 0, x2> 0, %2 < %l9 and a unique function p: 332 = ®(Vo>£2; ̂ *) 
x [0, x2] -> Rn-h pe C
1'°(©2) such that if (q(y, e% = y and (q(y, e))^^ = p(y, e), 
then q(y,e)e-B(c0,^;P,,) and 
(3.20) VV^(q(y,e),e) = 0 for any (y,e)e932 
and q(y,0) = q0(y) on 93(y0,02; Rk). 
(d) By 3.8 for any te[0,1] and (c, e) sufficiently close to (c0,0) the function 
£(t; c,e) = t\(t; fi(t; c,e)), where b(t) = p(t; c,e), is the solution of (3,8) on [0,1] 
such that b(0) = c We may assume that this is true for (c, s)e^Bx. Let us nut 
Гt Гђ^ 
^ ř ; c ? в ) " J 0 l ^ : (
т ; c ' e ) ) g(т, ц(т; ß(т; c,e)),e)dт JO LdC 
for ( f ;c , £ )e[0 , l ] x « . . Then 
P(t; c, s) = c + e£(t; c, e) on [0,1] x 951 . 
and (cf. (3,12)) 
lim;{t;q{y,s),e) = ^t;q0{ylO) = Ut) for any re [0,1] and y e T . 
£->0 + / y\ / u 
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By (3,17) and 1.7.4 we have for any (y, e) e 932, e > 0, 
(3,21) ^VV(q(y,£),£) 
= ^[%(-;q(r.£) + ^))-%(.;q(y,fi)))] 
+ \ [%( •; <i(y,«))) - *(*( •; q0(y)))] + *(«/( •; q(y, «*) + efl, e) 
= £[S'(i,(.; q(y, e) + e8fl)] ^ (.; q(y, e) + 8#C) d9C 
£ [ % ( • ; q0(y) + 9[q(y, e) - q0(y)]))] ^ (.; q0(y) + %(y, e) - q0(v)]) d9 
+ R(i/(.;q(y,e) + eC),£) 
+ 
VJo"" 
q(ľ, e) - q0(ľ) 
= [%(.; q(ľ,є)))]g(.; q(ľ,є))Ç + Rfø.; q(y,є)),є) 
+ ( £ {[S'Ц.; q(y,є) + єðC))]^(.; q(y,є) + єЭÇ) 
- [%(.; q(y,є)))]^(.; q(y,є))jdð)c + (Л(y,г))w
p{ЪE) ~ Po{y) 
where 
d \ • 7 T\#
 7 / / I I -" \ \# 7 //«/" .«/» \«Ĵ  
c v J / e 
+ R(i/(.; q(y, e) + eC, s) - R(»/( •; q(y, e)), e), 
A(y, e) = £ [ S ' M - ; q0(y) + 9[q(y, a) - q0(y)]))] ^ (•; q0(y) + %(y, a) - q0(y)])d». 
Since for any y e 93(y0, £2; #*) 
lim J(y,e) = [S'(i/(.; q0(y)))]|?(.; q0(v)) = Mv)> 
E-+0 + <7C 
(3,10) implies that also 
(3,22) d e t ( z * ( y , e ) ) ^ ^ + ° 
for all e > 0 sufficiently small. Without any loss of generality we may assume that 
(3.22) holds for all (y,e)e»2 . 
By (3,20)-(3,22) we have for any y e93(y0, Q2\ Rk) 
to ̂ \ v «Kr»fi)-f»o(r) 
(3.23) hm 
= (My))i\wA(My))w^ty + *W(*(-; <Jo(y)),o)]. 
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Differentiating (3,21) with respect to y and making use of (3,22) we may analogously 
prove that also 
dp ( v
 s P o / v 
, , TyM~ly-{y) 
3,24 lim — 
exists. 
According to (3,20) for e > 0 the equation (3,19) is near c = qo(7o) equivalent to 
(3,25) ^, e) = ^wMi> 4£) - &(y) W*\Mt> 4 «)] = ° • 
Moreover, if for any ^ > 0 sufficiently small yr e F is the solution to (3,25) which 
tend to y0
 a s e ~* 0+ , then 
x£(t) = ^ ; q ( y £ , 4
£ ) 
are solutions of BVP (i7£) such that 
lim\\xe-t,{.;qo{yo))\\c = 0. 
£-*0 + 
Let r(y, e) denote the n-vector 
/ v / . / u p(y,e)-Po{y) 
r(y, e) = (A(y, ^)U^ . 
In virtue of (3,11) and (3,23) for any y e 93(y0, Q2; Rk) 
lim [r,(y, e) - <9(y) r ^ y , e)] = 0. 
e-*0 + 
Furthermore, (3,11) implies 
Jjr\f.jr fy (jî{У)), ж" Ö ( ľ ) ( ^ ( У ) l " ^ ľ ) ( Л ( y ) W ^ = в °ПІ 
}iz^y>£) - a(») |>^8)- =ElT+ [(f
( y ' e )) , 
" * K * M L ^ - ¥(V) (J(y '£))—-J S 
fV)-^(y) 
+ [(% e ) k ^ - &(y) (A(7, £ ) W ^ ] — - — - — = © 
Thus if we put for ye23(y0,e2;
 Rk) %<>) = To(y), then T: 932 -• R t becomes 
a continuous operator which possesses the Jacobi matrix (dT/dy)(y,e) for any 
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(y, s) e ©2, while the mapping 
(y,e)e<B2^j-(y,s)eL(Rk) 
is continuous. 
Applying the Implicit Function Theorem to (3,25) we complete the proof of the 
theorem. 
Now, let y 0 e f and let us assume that given e > 0 sufficiently small (e.g. 
£G(0, x0]), there exists a solution xe(t) = £(t; c£, e) of BVP(i7£) such that xe(t) 
tends uniformly on [0,1] to the solution x0(t) = ^t; q0(y0)) of the limit problem 
(770) as £->0+. Then, in particular, c£ = xe(0) tends to q0(y0) and ye = (C£)JF 
tends to y0 as e -» 0+ . Hence |y8 - y0| < Q2 for any e > 0 sufficiently small and 
analogously as in the proof of Theorem 3.11 we may show that 
lim - [VV„(q(y£, e)) - 0(ye) W^(q(yE, s))] =- T0(y0). 
£-+0+ £ 
Since by the assumption W(q(ye, s)) = 0 for all s e (0, x0], this completes the proof 
of the following theorem. 
3.12. Theorem. Let in addition to 3.1 and 3.7 (i) and (ii) from 3.11 hold. Then there 
exists 80 > 0 such that given £G(0, 80], BFP(1T£) possesses a solution xe(t) tending 
uniformly on [0,1] to some solution x0(t) = ff(t; q0(y)) of BVP(TI0) as 6-+0-F 
only if the equation (3,13) has a solution y0 e F. 
The next theorem supplements the theorems 3.11 and 3.12. 
3.13. Theorem. Let 3.1 and 3.7 hold and let T a Rn be such an open subset that 
xy(t) = if(t; y) is a solution to BVP(TI0)for any ysT. 
Let y0 e T. Then a necessary condition for the existence of an e0 > 0 such that 
for a given s e (0, g0] there exists a solution xe(t) of BVP (IIe) and xe(t) tends uniformly 
on [0,1] to xyo(r) is that y0 is a solution to 
(3,26) To(y) = [S'(»,(.;y))]^(.;y)Cv = 0, 
where 
(ť) = í Yc(
x>y)\ V^;v)5o)dt. 
If, moreover, det ((dT0jdy) (y0)) 4= 0, then such an s0 > 0 exists. 
Proof follows readily by an appropriate modification of the proofs of 3.11 and 3.12. 
3.14. Remark. Let us notice that the condition (3,10) of 3.11 holds if and only if 
any variational problem (^oM*; 9o(y)))) possesses exactly k linearly independent 
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solutions (cf. IV.2.7). In the next lemma we shall show that the determining equation 
(3,13) may also be expressed by means of the variational problem. 
3.15. Lemma. Let in addition to 3.1 and 3.7 (i) and (ii) from 3.11 hold. Given yeF, 
T0(y) = 0 if and only if the nonhomogeneous variational BVP 
(3.27) u' - | J £ (t, 4t; qo(y)))]u = g(t, t,(t; q0(y)),0), 
(3.28) [S'(«,(.; q0(y)))]u = - R(>/(.; q0(y)), 0) 
possesses a solution. 
Proof. Let S be an n x ^-matrix such that for a given reRn 
Then the assumption (3,10) means that there exists a k x (n — /c)-matrix valued 
function 0(y) defined on F and such that 
(3.29) /l(y)[S'(i,(.;q0(y)))]^(.,q0(y)) = 0 for any y e T , 
where 
(3.30) A(y)= ~[-0(y), lk] S. 
Analogously as in IV.2.2, we may show that to a given yeF there exists a n n x w -
matrix valued function F(t, y) defined on [0,1] x F and such that 
T0(y) = A(y) M F(t,y) g(u n(t; q0(y)),0) dt + R(iy(.; q0(y)),0)J for any yeF 
and the couple (S* A(y) F(t, y), 8* A(y)) verifies for any S e Rn and yeF the adjoint 
BVP to BVP (3,27), (3,28). Obviously rank/l(y) = k for any yeF. Thus, given 
yeF, the rows of A(y) F(t, y), A(y) form a basis in the space of all solutions of the 
adjoint BVP to BVP (3,27), (3,28) (cf. V.2.9). Hence by V.2.6 and V.2.12 our assertion 
follows. 
3.16. Remark. Let us assume that BVP(77£) has the property (ST) (translation): 
%(t; c, s) being a solution to BVP (77e), £(t + S; c, a) is also a solution to BVP (J7£) 
for any 5 e R such that §(f 4- <5; c, £) is defined on [0,1]. 
Then, if BVP(/7e) has a nonconstant solution f(t; c,e), it has at least a one-
parametric family of solutions §(t; £(<5; c,e),fi) for all 8eR such that |<5| is suf-
ficiently small. Consequently, Theorem 3.11 cannot be used for proving the existence 
of a solution xe(t) of BVP (77) which tends to some solution x0(t) of the shortened 
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BVP(i70) as 8-+0 + . This is clear from the fact that this theorem ensures the 
existence of an isolated solution. In some cases one component of the initial vector 
c = c^) of the sought solution £(t; c, e) may be chosen arbitrary (in a certain range) 
and another parameter has to be taken as a new unknown instead. Theorems on 
the existence of solutions to such problems can be then formulated and proved 
analogously as Theorem 3.11 (cf. Vejvoda [2] — [4]). 
The most important problems with the property (ST) are those of determining 
a periodic solution to the autonomous differential equation x' = f(x) + s g(x, ̂ ). 
Solving such problems, the period T = T\e) of the sought solution is usually 
chosen as a new unknown. In general, two principal cases have to be distinguished. 
Either the limit BVP (770) associated to the given BVP (IJe) has a fc-parametric 
family of aperiodic solutions iy(t; c(y)), yeF, with T independent of y or their 
periods depend on y. The former case occurs e.g. if the equation x' = f(x) may 
be rewritten as the equation z' = iz + z2 for a complex valued function z. (All 
the solutions of this equation with the initial value sufficiently close to the origin 
are 27t-periodic, cf. Vejvoda [1], Lemma 5.1.) An example of the latter case is treated 
in the following section. 
4. Froud-Zukovskij pendulum 
Let us consider the second order autonomous differential equation of the Froud-
Zukovskij pendulum 
(4.1) x" + sin x = e g(x, x'), 
where g is a sufficiently smooth scalar function and e > 0 is a small parameter. 
Given ^ > 0, we are looking for a real number T > 0 and for a solution x(t) to (4,1) 
on R such that 
(4.2) x(T) = x(0) and x'(T) = x'(0). 
The limit equation (for ^ = 0) 
(4.3) / ' + siny = 0 
is known as being equation of the mathematical pendulum. All the solutions y(t) 
to (4,3) with sufficiently small initial values y(0), y'(0) are defined on the whole 
real axis R and may be expressed in the form 
y(t) = ri(t + h;k), 
where 
(4.4) rj(t; k) = 2arcsin(ksn(t; k)), heR and ke(0,1). 
(cf. Kamke [1], 6.17). Moreover, for any heR and fee(0,1) the function y(t) 
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= rj(t + fc; k) fulfils the periodic boundary conditions (4,2) with T = 4 K(fc), where 
/ . fn/2 <*S 
K<*> = 1 T 3 I W S -
In (4,4) sn(t; fc) denotes the value of the Jacobi elliptic sine function with *he 
modulus fc at the point t. For the definition and basic properties of the Jacobi elliptic 
functions sn, en, dn and of the elliptic integrals K(fc), £(fc) see e.g. Whittaker-Watson 
[1], Chapter 22. If no misunderstanding may arise, we write sn, en, dn instead of 
sn(f; fc), cn(r; fc) and dn(t; fc), respectively. 
Solutions of the perturbed equation (4,1) will be sought in the form 
(4.5) x(t) = Z(t; fc, fc, e) = rj(t + a; p), 
where a = a(t) = a(t; fc, fc, e) and /? = p(t) = P(t; fc, fc, e) are properly chosen scalar 
functions such that a(0) = fc and /J(0) = fc (cf. 3.8). Differentiating (4,5) with respect 
to t, we obtain 
At) = jt(t + «('); m)(- + At)) + yk(t + <t); Rt))P'(t)• 
Hence, if 
(4.6) ft(t + «(t); P(t))At) + fk(t + «(t); P(t))P'(t) = 0 , 






At) = Jt(t + °{t);ß(t)) 
x"(t) - sin(x(t)) = e бr(i7(ř + a(í); ß(t))). 
d S n .2 A T A 8 C T Í M AT 
-—- = -fc . c n . d n . J and — - = fc . s n . d n . J , 
dk dk 
sn 
, , . 2fc.cn, 2 2fc2. cn. J 
H(ř,fc)=( dn 








\dt2[' h dkdt 
(t;k) 
dettf(r + a(t);jS(f)) = 4/?(f). 
Provided fl(t) =t= 0, the system (4,6) may be written as follows 
F = s.im(t + a; 0) g(n(t + a; 0)). 
Since for e = 0 the couple (a(t), fi(t)) = (h, fc) is the unique solution of the system 
(4.7) on R such that a(0) = h, /?(0) = k, Lemma 1.18 implies that for any T > 0 
there exists e r > 0 such that for any ee(0,e r) and heR, ke(0,1) the system (4,7) 
possesses a unique solution (oc(t\ P(t)) = (a(t; h,k,e), fi(t; h, k, e)) on [0, T], con­
tinuous on [0, T] x R x (0,1) x (0, er) and such that a(0) = h, p(0) = k, while 
p(t) e (0,1) for any t e [0, T]. Let us put a(t; h, k, 0) = h and fi(t; h, k, 0) = k. 
Given a solution x(t) to BVP (4,1), (4,2) and heR, the function z(t) = x(t + h) 
is also a solution to this problem. Hence without any loss of generality we may put 
(4.8) h = 0. 
Let T > 0 and ke(0,1) be for a while fixed. Let oc(t) = a(t; 0, k, e), p(t) = fi(t; 0, k, e) 
be the corresponding solution of (4,7) on [0, T] (e e (0, eT)). Then (4,5) becomes 
(4.9) x(t) = 2 arcsin (j?(r) sn (t + oc(t); P(t))) for t e [0, T] and e e (0, er) 
and x(T) = x(0) if and only if p(T) sn (T + a(T); p(T)) = 0 or equivalently (j8(T) + 0) 
(4.10) T + a(T; 0, k, e) - 4K(P(T; 0, fc, e)) = 0. , 
According to (4,6) and (4,9) 
x'(t) = 2p(t)cn(t + z(t);P(t)) 
and x'(T) = xr(0) if and only if 
P(T) en (T + a(T); fi(T)) = kcn(0;k) = k 
or in virtue of (4,10) 
(4.11) p(T) = ^(T)cn(4K(i8(T)); ft(T)) = k. 
By (4,9) 




x(t,fc,e) = cn(t + a(i); p(T))g(ti{v + a(t); j%)))dT. 
Jo 
This together with (4,11) implies that x'(T) = x'(0) if and only if 
(4.12) x(T,fc,fi) = 0. 
If fi-*0 + , then the equation (4,10) becomes T - 4K(fc) = 0 and the system 
(4,10), (4,12) reduces to the equation 
(4.13) B(fc) = 0, 
where 
cn(t;k)g(ri(t;k))dt. m=£ 
This means that a necessary condition for the existence of a solution to the given 
BVP (4,1), (4,2) for any e > 0 sufficiently small is the existence of a solution fce(0,1) 
of the equation (4,13). 
Taking into account the properties of the Jacobi elliptic functions it can be shown 
that if e.g. 
g(x, x') = x' - 3(x')3 , 
then the equation (4,13) possesses a solution fcoe(0,1) such that (dBjdk)(k0) =# 0. 
By the Implicit Function Theorem there exists e0 > 0 such that for any e e (0, g0] 
the system (4,10), (4,12) possesses a unique solution T = TE > 0 and k = fc£e(0,1) 
such that TB ~* 4 K(k0) and fce -* fc0 as e -» 0 +. Given e e [0, e0], &(t) = a(t; 0, fce, s) 
and P(t) = p(t; 0, fce, s) verify the system (4,7) on [0, Ts~\ and hence xe(t) 
= rf(t + a(r); f}(t)) is a unique 7^-periodic solution of the equation 
x" + sin x = fi(x' — 3(x;)3) 
such that 
xe(t) -> x0(t) = rj(t; fc0) as e -> 0+ . 
Notes 
Chapter VI is a generalization of the work by Vejvoda ([4]). The main tools are the Implicit Function 
Theorem (Newton's method) and the nonlinear variation of constants formula VI.3.8 due to Vejvoda ([4]). 
Theorems VI.2.3, VI.2.7 and VI.2.9 are contained also in Urabe [2], [3]. 
The method of a small parameter (perturbation theory) originated from the celestial mechanics 
(Poincare [1]). Periodic solutions of nonlinear differential equations were dealt with e.g. by Malkin 
([!]> M)> Coddington, Levinson ([!]), Hale [1], Loud ([1], [2]) and others. Further related references 
concerning the application of the Newton method to perturbed nonlinear BVP are e.g. Antosiewicz 
[1], [2], Bernfeld, Lakshmikantham [1], Candless [1], Locker [1], Kwapisz [1], Tvrdy, Vejvoda [1], 
Vejvoda [2], [3] and Urabe [1]. 
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