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Introduction
La diffraction de rayons X par des cristaux de chlorure de sodium et chlorure de potas-
sium a été démontrée pour la première fois par William Henry Bragg et son fils William
Lawrence Bragg en 1912 [1, 2]. Dans cette expérience dont le principe est résumé sur la
figure 1(a), l’onde électromagnétique est diffractée par une structure périodique, en l’occur-
rence celle qui résulte de l’ordonnancement des atomes dans le cristal. Le déphasage entre
les ondes réfléchies par deux plans successifs séparés d’une distance d s’écrit φ = 2nipid/λ
avec λ la longueur d’onde du rayonnement X utilisé et ni l’indice du milieu i. La condition
de Bragg qui traduit les interférences constructives des ondes réfléchies s’écrit sous la forme
2d sinΘ = nλ,
où n est un entier et Θ l’angle de diffraction. Elle correspond à un déphasage cumulé
φ = pi [pi]. Cette relation fait apparaître clairement la nécessité d’avoir la longueur d’onde
de l’ordre de grandeur de la distance entre les plans. On comprend par suite pourquoi il
est nécessaire d’avoir recours à des ondes X, très énergétiques et donc de courte longueur
d’onde, pour explorer la structure de la matière. La répartition lumineuse de diffraction
donne directement accès à la structure et plus précisément à l’agencement des atomes qui
composent un solide, elle en donne en définitive sa transformée de Fourier. Cette méthode
a ouvert un champ des possibles considérable en physique puisqu’elle permet in fine d’ob-
server la matière à l’échelle atomique. Elle a valu à ses auteurs le prix Nobel en 1915.
Le court délai entre l’observation de cette diffraction et la récompense Nobel témoigne
de l’importance immédiatement reconnue par la communauté des physiciens de cette dé-
couverte. Les applications de cette technique sont très nombreuses, et nous reportons le
lecteur intéressé par la richesse des développements qu’a connu cette découverte au livre
"X-Ray Multiple-Wave Diffraction : Theory and Application" [3]. Encore tout récemment,
l’existence des quasi-cristaux qui a valu à Dan Shechtman le prix Nobel de Chimie de 2011
s’appuyait sur des observations faites avec l’aide de cette technique (voir figure 1(b)).
Une application plus récente porte sur les miroirs optiques diélectriques. L’avantage de
ce type de miroirs constitués d’une succession de couches diélectriques alternées périodi-
quement par rapport aux miroirs métalliques est leur plus grande probabilité de réflexion
pour une longueur d’onde donnée : plus de 99 % contre 96 %. Ainsi, pour la longueur
d’onde du laser utilisé, la puissance perdue après réflexion sur plusieurs miroirs est mini-




Figure 1 – (a) Schéma de principe de la diffraction de Bragg sur une structure périodique.
(b) Figure de diffraction de Bragg d’un quasi-cristal. Cette figure est issue de la publication
[4] montrant l’existence des quasi-cristaux.
miroirs). Il est donc plus intéressant d’utiliser des miroirs diélectriques dans les dispositifs
laser comportant de nombreux éléments optiques, ou encore dans des cavités optiques.
Une application de ces miroirs diélectriques a permis le développement de diodes laser
à cavité verticale émettant par la surface ou VCSEL en anglais ("vertical-cavity surface-
emitted laser"). Ces diodes émettent un rayonnement laser perpendiculaire à la surface,
contrairement aux lasers à semi-conducteurs plus traditionnels qui émettent leur rayonne-
ment par la tranche. La zone active de ces diodes est constituée d’un ou plusieurs puits
quantiques. Elle est prise en sandwich par deux couches de matériau structuré périodique-
ment réalisant deux miroirs de Bragg qui forment une cavité verticale. L’avantage de ces
diodes est qu’on a accès à une facette du laser pendant leur fabrication. On peut donc
vérifier leur bon fonctionnement au cours de la fabrication ce qui permet un rendement
bien meilleur que les diodes laser émettant par la tranche pour lesquelles on ne sait si elle
fonctionne que lorsque la fabrication est terminée. De plus, leur courant de seuil est plus
faible que les diodes émettant par la tranche ce qui permet d’avoir une plus faible consom-
mation. Les diodes lasers à cavité verticale émettant par la surface ont de nombreuses
applications comme, par exemple, l’impression laser, le transport d’information par fibre
optique ou le stockage de données. Un autre domaine en plein développement est celui des
cristaux photoniques où les structures périodiques sont cette fois-ci façonnées pour guider
la lumière.
Le domaine des ondes électromagnétiques ne fut pas le seul à exploiter cet effet de
diffraction par un milieu de structure périodique. En effet la matière adopte dans certaines
conditions un comportement ondulatoire. Ce phénomène de dualité onde corpuscule pour
des particules massiques a été proposé par Louis de Broglie en 1923 dans sa thèse de
doctorat [5]. Sur la base du concept de quadrivecteur issu de la relativité restreinte, Louis
de Broglie a formulé l’hypothèse qu’à toute particule de masse m non nulle et de quantité
de mouvement p = mv, dans la limite de vitesse non relativiste, est associée une onde de





où h est la constante de Planck et λdB est appelée longueur d’onde de de Broglie. La
première preuve expérimentale de cette hypothèse a été obtenue par une expérience de
type diffraction de Bragg par un cristal de nickel avec des électrons. C’est la fameuse
expérience de Clinton Davisson et Lester Germer en 1927 [6]. Une autre expérience de
diffraction d’un jet d’électrons a été réalisée la même année par George Paget Thomson.
Le choix des électrons comme particule matérielle est apparu le plus simple du fait de la
masse légère des électrons qui confère pour une vitesse donnée une longueur d’onde de
de Broglie relativement grande. Toutefois, la première expérience de diffraction d’atomes
intervient peu après, elle a été réalisée par Immanuel Estermann et Otto Stern en 1930.
Ils ont observé la diffraction d’atomes d’hélium sur la surface d’un cristal LiF [7]. C’est ici
la structure périodique de la surface qui compte car les atomes d’hélium ne pénètrent pas
le cristal à la différence des électrons ou des rayons X. Cette expérience a une importance
considérable car elle montre pour la première fois le comportement ondulatoire non pas
d’une particule élémentaire tel l’électron mais d’un objet composite. La diffraction de Bragg
a aussi été observée pour des neutrons en 1946 par Enrico Fermi et Leona Marshall [8].
L’étude et l’exploitation du comportement ondulatoire de la matière a fait émerger le
domaine de l’optique atomique. De nombreuses expériences sont directement inspirées de
l’optique des ondes électromagnétiques. Citons par exemple l’expérience des fentes d’Young
avec un jet d’hélium superfluide [9], ou la diffraction d’un jet de sodium sur une surface
périodique [10]. De plus l’interaction d’atomes avec des potentiels répulsifs a permis de
réaliser des miroirs atomiques construits avec des ondes évanescentes [11] et plus récem-
ment avec des champs magnétiques [12]. Les atomes sont réfléchis lorsqu’ils atteignent la
barrière de potentiel. Dans ce sens, ces miroirs atomiques peuvent être considérés comme
l’équivalent optique des miroirs métalliques.
Depuis quelques années, de nombreuses expériences ont été réalisées sur le compor-
tement des atomes froids dans des potentiels optiques périodiques créés par des ondes
lumineuses qui interfèrent. L’analogie avec la physique des solides a suscité un grand inté-
rêt [13]. Ainsi la diffraction de Bragg a été étudiée pour les atomes ainsi que son utilisation
pour construire des "lames séparatrices" à atomes, et des interféromètres [14, 15].
L’avancée des techniques de refroidissement laser, de piégeage [16, 17, 18] et de refroidis-
sement par évaporation ont permis d’atteindre le régime de dégénérescence quantique. En
effet, la condensation de Bose-Einstein prédite en 1925 par Albert Einstein sur la base des
travaux de Satyendra Nath Bose a été réalisée pour la première fois avec des gaz dilués en
1995 dans les équipes de Eric Cornell et Carl Wieman avec des atomes de rubidium [19] et
de Wolfgang Ketterle avec des atomes de sodium [20]. Tous trois ont été récompensés pour
cette découverte par le prix Nobel de Physique en 2001. Les condensats de Bose-Einstein
apparaissent lorsque la densité dans l’espace des phases devient importante, de telle sorte
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qu’un nombre macroscopique de particules s’accumule dans l’état fondamental. Dans ce
régime, la température des atomes est en dessous d’une température critique, ce qui se
traduit par l’apparition des condensats lorsque la longueur d’onde de de Broglie λdB est de
l’ordre de la distance moyenne entre atomes. Les atomes des condensats de Bose-Einstein
dont la cohérence a été démontrée dans la référence [21], peuvent être extraits pour obtenir
un "laser à atomes", équivalent à une impulsion laser dans le domaine optique. Les premiers
"lasers à atomes" ont été réalisés en utilisant des impulsions radio-fréquences [22] ou des
impulsions Raman [23]. En appliquant une onde radio-fréquence continuement, il est pos-
sible d’obtenir un "laser à atomes" quasi-continu, seulement limité par le nombre d’atomes
dans le condensat [24]. Les gaz quantiques dégénérés offrent ainsi de nouveaux systèmes
pour le développement de l’optique atomique. Par opposition aux expériences pionnières
des années 90, la cohérence n’est pas obtenue par filtrage d’une source thermique, mais
est intrinsèque au milieu. Notre dispositif expérimental permet d’obtenir de tels paquets
d’ondes de matière par une méthode de découplage optique.
Les résultats expérimentaux présentés dans ce manuscrit s’inscrivent dans la continuité
des travaux de notre équipe qui relèvent de l’optique atomique guidée, et plus spécifique-
ment de l’étude de l’interaction d’une onde de matière se propageant sur un défaut créé
optiquement [25, 26, 27]. L’onde de matière créée à partir d’un condensat de Bose-Einstein
et qui se propage dans un guide joue ainsi le rôle d’une sonde qui est susceptible d’explorer
des potentiels complexes. Dans ce manuscrit, nous présenterons d’une part des résultats
expérimentaux sur la diffusion d’une onde de matière à travers un réseau optique dans une
géométrie unidimensionnelle et d’autre part des résultats analytiques sur la diffusion d’une
onde de matière à travers des potentiels de forme exponentielle. Nous montrerons dans ce
dernier volet de la thèse l’apport de la supersymétrie appliquée à la mécanique quantique.
L’expérience que nous décrivons démontre la réflexion par diffraction de Bragg en géo-
métrie 1D de certaines classes de vitesses du condensat de Bose-Einstein incident. Ce miroir
est l’analogue en optique du miroir diélectrique où la succession des couches diélectriques
est ici réalisée par une succession de feuillets lumineux non-résonnants qu’explore l’onde de
matière lors de sa propagation [28]. Pour mieux saisir la physique de la réflexion de Bragg
dans notre contexte des ondes de matière, il nous est apparu utile dans cette introduction
de rappeler les éléments fondamentaux d’un miroir diélectrique en optique.
Rappels théoriques sur les miroirs diélectriques
On considère une onde électromagnétique de longueur d’onde dans le vide λ0 de pul-
sation ω = 2pic/λ se propageant à travers un milieu diélectrique constitué de bicouches
alternées milieu 1 - milieu 2 d’indices n1 et n2 comme représenté sur la figure 2. Les che-
mins optiques dans chaque milieu sont a priori différents. Dans chacun des deux milieux,
le champ électrique de l’onde est donné par la partie réelle de :
Ei(x) = Ed,ie−ikix + Eg,ie+ikix, (2)
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Figure 2 – Schéma d’un milieu diélectrique composé de bicouches 1 et 2 d’indices n1 et
n2 et représentation des champs électriques allant vers la gauche et vers la droite avant et
après passage à travers une interface.
où i = 1, 2 l’indice d (respectivement g) correspond à une onde se dirigeant vers la droite
(resp. vers la gauche) 1. Deux phénomènes différents sont à prendre en compte dans le
calcul de la propagation de l’onde dans les deux milieux : le passage d’un milieu à un autre
et la propagation dans chacun des milieux.
Au niveau des interfaces entre les milieux, le champ électrique et le champ magnétique
sont continus. Ce dernier s’écrit : B = k∧E/ω où ki = 2pini/λ0. Ces conditions s’écrivent

























où τ12 et ρ12 sont les coefficients de transmission et de réflexion de l’onde se propageant
du milieu 1 au milieu 2 lorsqu’on considère que l’onde incidente provient de la gauche








On remarque que : τ12 6= τ21 et ρ12 = −ρ21. De plus, la conservation du flux donne une
relation supplémentaire qui se vérifie facilement τ12τ21 + ρ212 = 1.
La propagation dans un milieu i jusqu’à la prochaine interface introduit un déphasage























Di est la matrice de déphasage et φi = ki`i = 2pini`i/λ0 est le déphasage de l’onde dans la
couche i d’épaisseur `i.
Grâce aux matrices de passage à travers une interface et de déphasage, on peut définir
une matrice de propagation S de l’onde à travers une bicouche du matériau. Comme illustré
sur la figure 2, l’onde passe à travers l’interface 1-2, se propage dans le milieu 2, passe ensuite
1. Le champ réel est de la forme R (Eieiωt).
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avec S = P12D2P21D1, (6)
où S est la matrice de propagation de l’onde à travers un motif. Pour une onde se propageant
à travers N motifs de bicouches, la matrice de propagation sera égale à SN dans l’équation
(6).



































où ρ = ρ12 et τ2 = τ12τ21. Après calcul, on trouve que le déterminant de S vaut 1.
La matrice S se diagonalise sous la forme S = T−1MT . La matrice de propagation de
l’onde à travers N bicouches est donc donnée par SN = T−1MNT . Les probabilités de
transmission et de réflexion sont données en supposant que l’onde provient de la gauche
c’est-à-dire que E′(2)g,1 = 0 dans l’équation (6). On peut ainsi déduire les coefficients et par








soit TN = |τN |2 . (10)
Etudions maintenant l’influence des phases φ1 et φ2 introduite par les bicouches sur la
réflexion RN . Nous traçons sur la figure 3 la probabilité de réflexion RN pour différents
nombres de bicouches : N = 1, 2, 5 et 50 en fonction des phases φ1 et φ2 cumulées lors de
la propagation dans chaque couche diélectrique. Pour N = 1, la réflexion n’est non nulle
que pour φ2 ' pi/2 [pi] où elle vaut environ 0.06. Lorsque le nombre de motif N augmente,
on voit que la probabilité de réflexion tend vers 1 sur toutes les lignes φ1 + φ2 = pi [2pi], et
on retrouve bien le cas "quart d’onde" avec φ1 = φ2 = pi/2 [pi]. Ainsi on peut généraliser
l’accord de phase nécessaire pour la réflexion de Bragg après propagation à travers N
motifs de bicouches par cette équation φ1+φ2 = pi [2pi] qui se réécrit : n1`1+n2`2 = pλ/2
avec p entier. Ainsi il y a réflexion de Bragg lorsque la phase accumulée par l’onde sur
une période de la structure périodique est égale à pi. Avec cette condition sur la phase, on
retrouve la forme plus générale de la condition de Bragg : 2d sinΘ = nλ0 en considérant
que d = n1`1 + n2`2 et qu’il y a réflexion sur un motif "perpendiculaire" à la direction de
propagation (Θ = pi/2).
Ce calcul justifie l’hypothèse faite dans la plupart des ouvrages traitant de ce problème
où est posé le plus souvent sans justification la contrainte φ1 = pi/2 [pi] et φ2 = pi/2 [pi].
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Sous cette hypothèse, les couches 1 et 2 sont de types "quart d’onde" : n1`1 = n2`2 =
(2p+ 1)λ0/4. La matrice S prend alors la forme simplifiée suivante :
S = − 1
τ2
(
1 + ρ2 2ρ
2ρ 1 + ρ2
)
. (11)
La diagonalisation de cette matrice donne :















La matrice de propagation de l’onde à travers N bicouches est donc donnée par :













(1 + ρ)2N + (1− ρ)2N (1 + ρ)2N − (1− ρ)2N
(1 + ρ)2N − (1− ρ)2N (1 + ρ)2N + (1− ρ)2N
)
. (14)
Les probabilités de transmission et de réflexion sont données par les équations (10) et (9).
On en déduit le coefficient de réflexion pour un matériau de type "quart d’ondes" :
RN =








où on prend arbitrairement n1 > n2. Dans le cas où le nombre de bicouches N devient
grand, on voit que la probabilité de réflexion tend vers 1 formant un miroir diélectrique
dit miroir de Bragg. Le calcul donne, pour 1 motif, la probabilité de réflexion R1 = 0.06
et pour 10 motifs, on a déjà : R10 = 97.9%. Elle est supérieur à 99 % après une succession
de seulement 12 motifs et après 20 couches elle vaut : R = 99, 99%. Il est donc assez facile
de réaliser des matériaux ayant une grande probabilité de réflexion.
Plan
Ma thèse a donné lieu à 4 articles publiés et 1 soumis [29, 30, 31, 32, 33]. J’ai choisi de
concentrer le manuscrit sur deux travaux pour lesquels j’étais très investie : un travail de
nature expérimentale et un de nature théorique.
Dans le premier chapitre, je décris le dispositif expérimental permettant l’obtention
d’un condensat de Bose-Einstein. Ce dispositif a été remonté quasiment à l’identique après
un déménagement de Paris à Toulouse en mars 2009. Le premier condensat a été obtenu
environ un an après le début de la remise en place du dispositif. Je montrerai également
dans ce chapitre les quelques changements opérés sur le dispositif par rapport à la thèse
d’Antoine Couvert [34].









Figure 3 – Probabilité de réflexion en fonction des phases φ1 et φ2 pour un nombre de
bicouches N valant (a-d) N = 1, 2, 5, 50. Les zones en noirs (respectivement en blancs)
correspondent à une réflexion totale (resp. à une transmission totale). On remarque qu’il y
a réflexion pour un grand nombre N et pour une condition sur les phases : φ1+φ2 = pi[2pi].
dans ce chapitre la mise en place d’un réseau optique attractif sur notre dispositif expé-
rimental ainsi que sa caractérisation par diffraction Raman-Nath. Cette technique permet
en effet de calibrer à la fois la profondeur du réseau et le grandissement de l’imagerie.
Je rappelle ensuite dans le troisième chapitre le comportement général d’une particule
dans un potentiel périodique. Nous rappelons le calcul de la structure de bande et nous
faisons une étude sur la stabilité des solutions de l’équation de Schrödinger, qui pour un
potentiel périodique sinusoïdal n’est rien d’autre que l’équation de Mathieu. Une étude de
la diffusion d’une onde plane sur un tel potentiel en fonction du nombre de périodes est
aussi réalisée. Nous étudions également une autre forme de motifs périodiques : un signal
carré. Nous verrons comment ce motif se rapproche plus du modèle diélectrique que le
motif sinusoïdal.
Dans le quatrième chapitre, je montre l’influence d’une enveloppe gaussienne sur la
réponse de diffusion d’une onde plane sur le réseau périodique. J’explique aussi la méthode
utilisée pour obtenir une onde de matière à partir d’un condensat et les résultats obtenus
lorsque cette onde de matière est utilisée comme une sonde du réseau périodique. Nous
verrons ainsi qu’il y a réflexion de Bragg pour certaines classes de vitesses et nous ferons
une étude en fonction de la profondeur du réseau.
Enfin, le dernier chapitre est une étude théorique traitant de la diffusion d’une onde
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plane sur un potentiel de forme exponentielle. Je montre que les solutions d’un tel potentiel
se calculent analytiquement. Cette résolution exacte permet de mettre en exergue une
méthode que nous pensons trop peu connue et qui permet de construire une famille de
potentiels isospectraux et avec les mêmes propriétés de diffusion. Cette méthode est la
supersymétrie appliquée à la mécanique quantique. Connaître ces solutions exactes permet
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I.1 Introduction
Notre dispositif expérimental pour la réalisation de condensat de Bose-Einstein est un
dispositif tout-optique, le piège qui capture les atomes est un piège dipolaire. La première
démonstration de piégeage d’atomes avec un potentiel dipolaire a été faite par le groupe de
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Steven Chu en 1986 [35]. Les pièges dipolaires ont l’avantage d’être très flexibles du fait des
nombreux motifs possibles de répartition d’intensité dans l’espace et du contrôle en temps
de l’intensité réalisable grâce aux possibilités multiples qu’offrent les nombreux éléments
d’optiques existants. Le piège dipolaire que nous avons mis en place sur notre expérience
a été conçu pour atteindre le régime de dégénérescence quantique.
Le dispositif expérimental a été déménagé de Paris à Toulouse en mars 2009, début de
mon stage de Master 2. Durant toute la première année de ma thèse, il a été reconstruit
quasiment à l’identique pour retrouver des condensats de Bose-Einstein le plus tôt possible.
Les éléments de l’expérience discutés dans ce chapitre sont donc très semblables au dispositif
décrit dans la thèse d’Antoine Couvert [34] qui sera citée de multiple fois dans ce chapitre.
La reconstruction du dispositif n’a pas été sans complication. Ceci est vrai pour toutes
les expériences et la notre n’a pas échappé à la règle. Après les problèmes de précipités
de cuivre dus à la présence de glycol dans le circuit de refroidissement, les problèmes de
climatisation où la température de la pièce passaient de 14◦C à 28◦C en 2 heures, les
nombreux lasers qu’il a fallu reconstruire et les problèmes de vide, nous avons finalement
réussi à obtenir la condensation de Bose-Einstein en avril 2010.
La description du dispositif commencera d’abord par la caractérisation du faisceau
dipolaire avec quelques rappels théoriques et les diverses étapes pour sa mise en forme
et son contrôle de puissance. Nous regarderons ensuite les conséquences de la largeur en
fréquence importante du laser. Pour finir la première partie consacrée aux pièges dipo-
laires, nous décrirons le piège croisé permettant la condensation. La deuxième partie de
ce chapitre sera consacrée aux condensats de Bose-Einstein. Nous expliciterons de manière
théorique et expérimentale la signature de la transition de Bose-Einstein en décrivant la
séquence expérimentale utilisée. Nous expliquerons ensuite la méthode que nous avons uti-
lisée pour déterminer les fréquences transverses du piège à la fin de l’évaporation. Enfin
nous montrerons comment contrôler les degrés de liberté internes du condensat en tirant
parti d’un autre aspect avantageux du piège dipolaire. En effet le faisceau dipolaire étant
très désaccordé, des champs et gradients de champs magnétiques peuvent être utilisés pour
manipuler les atomes en jouant sur les différents états magnétiques disponibles. La purifi-
cation dans un état magnétique donné se fait par exemple par un processus de distillation
de spin dont nous décrirons le mécanisme. Le système d’imagerie sera expliqué en dernier
lieu.
I.2 Pièges dipolaires
Dans cette partie, nous décrivons l’alimentation du piège dipolaire à partir d’un piège
magnéto-optique (PMO) bidimensionnel. Nous présentons d’abord la première étape abou-
tissant au piège magnéto-optique. Après avoir rappelé quelques points théoriques essentiels
sur les potentiels dipolaires, nous décrivons le dispositif mis en place pour réaliser un tel


































Figure I.1 – Schéma du four à recirculation délivrant un jet d’atomes de rubidium colli-
maté. Pendant toute la durée de la thèse, les expériences ont été menées avec les tempéra-
tures suivantes du four T1 = 100 ◦C, T2 = T3 = T4 = 130 ◦C.
I.2.1 La source atomique
La source atomique qui alimente le piège magnéto-optique est un jet collimaté d’atomes
de 87Rb ayant une vitesse moyenne de 300 m/s à la sortie d’un four à recirculation. Le
principe du four à recirculation est détaillé dans le chapitre 2 de la thèse de Thierry
Lahaye [36], dans l’article [32] et présenté sur la figure I.1. Les atomes sont ralentis grâce à
un ralentisseur à effet Zeeman et atteignent la chambre d’expérience à une vitesse typique
de 25 m/s. Un flux d’atomes de l’ordre de 1011 at/s permet de préparer un piège magnéto-
optique bidimensionnel d’environ 5·109 atomes à une température aux alentours de 150 µK
en 2 s. Les quatre bobines utilisées pour le piège magnéto-optique sont allongées et rendent
ce dernier bidimensionnel 1. On présente un schéma du dispositif sur la figure I.2. La durée
de vie du piège magnéto-optique est d’environ 25 s.
Le piège magnéto-optique sert de point de départ pour la réalisation d’un condensat de
Bose-Einstein tout optique. Les atomes sont transférés dans une pince optique créée par un
faisceau laser désaccordé vers le rouge. Pour gagner en densité dans la pince optique, nous
réalisons un piège "sombre" [37] consistant à abaisser la puissance du faisceau repompeur
d’un facteur 1000 pendant 100 ms. L’effet obtenu est le transfert des atomes essentiellement
dans l’état hyperfin F = 1. Les atomes dans cet état ne sont plus résonnant avec la
transition cyclante du piège magnéto-optique et ne se repoussent plus par réabsorption des
photons diffusés par les atomes de leur entourage. Le nuage est donc plus dense et un plus
grand nombre d’atomes est piégé dans le potentiel dipolaire. Il est cependant nécessaire
d’avoir un minimum de lumière repompeur pour ne pas perdre complètement les atomes
du piège magnéto-optique. Contrairement au dispositif précédent, la phase "sombre" n’est
1. Le zéro des champs magnétiques est en fait une ligne continue de zéros.
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Figure I.2 – Schéma du dispositif expérimental pour le piège magnéto-optique (PMO) et
le piège dipolaire.
plus réalisée avec un obstacle placé sur le trajet du repompeur et imagé sur les atomes
(se référer à la thèse d’Antoine Couvert [34]) mais est purement temporel : l’intensité du
repompeur est fortement diminuée pendant un temps tsombre = 100 ms. Ce changement
permet une simplification notoire du dispositif expérimental puisqu’il n’est plus nécessaire
de séparer le repompeur en deux bras. Une phase de dépompage de 10 ms où le repompeur
est totalement éteint finit de transférer les atomes dans F = 1.
I.2.2 Considérations théoriques sur le potentiel dipolaire
Dans cette sous-section, nous rappelons les expressions du potentiel dipolaire et du taux
de diffusion de photon dans le cas d’un atome de 87Rb .
Expression du potentiel dipolaire
La force subie par un atome interagissant avec une lumière laser très désaccordée par
rapport aux fréquences de transitions atomiques, est appelée force dipolaire. Le laser étant
très désaccordé, la force de pression de radiation est négligeable par rapport à la force
dipolaire. Celle-ci résulte de l’interaction du champ électrique E avec le dipole atomique
induit d, elle est non-dissipative et dérive donc d’un potentiel. L’expression de ce potentiel
pour le cas d’un atome de 87Rb s’écrit [38] :
Udip(r) = χI(r), (I.1)
où I(r) est l’intensité du champ laser et χ un coefficient de proportionnalité qui s’exprime
en fonction de la longueur d’onde de la transition atomique λ, de la pulsation du laser
wL = 2pic/λL où c est la vitesse de la lumière, de la durée de vie de l’état excité Γ et
des désaccords ∆1 et ∆2 de l’onde laser par rapport aux lignes D1 et D2 du 87Rb [39]. Le









Figure I.3 – Représentation de la largeur w(z) d’un faisceau gaussien. w0 est le waist




de l’état fondamental 5S1/2 :






















où gF est le facteur de Landé et q est un nombre qui dépend de la nature de la polarisation
(respectivement 0,±1 pour une lumière polarisée linéairement, circulairement σ±).
Le laser utilisé pour créé le faisceau dipolaire a une longueur d’onde centrale λL =
1.07 µm correspondant à un désaccord vers le rouge par rapport aux transitions D1 et
D2. Il est, par ailleurs, polarisé linéairement ce qui permet d’écrire q = 0. La constante de
proportionnalité χ vaut donc
χ = −2.06 · 10−36 J.W−1.m−2 ou χ = −1.49 mK.MW−1.cm−2. (I.3)
Dans le cas d’un laser polarisé linéairement, cette constante est la même pour tous les sous
états du fondamental 5S1/2. Ainsi, les sous états |F,mF 〉 sont piégés simultanément dans
le potentiel dipolaire et constituent des degrés de liberté supplémentaires contrôlables à
l’aide de champs magnétiques.
Le potentiel dipolaire Udip est donc attractif et constitue un piège pour les atomes aux
maxima de son intensité. Dans le cas idéal où le faisceau laser a un mode spatial gaussien
TEM00, l’intensité du champ laser vaut :










où P est la puissance du faisceau laser et w(z) = w0
√
1 + (z/zR)2 sa largeur avec w0
la largeur de son col ou waist et zR = piw20/λ sa longueur de Rayleigh (Fig. I.3). Ainsi
l’intensité sera maximale au point focal du faisceau laser (pour w(z) = w0).
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Taux de diffusion de photon et taux de chauffage
Même si le faisceau laser utilisé pour réaliser le piège dipolaire est très désaccordé, un
atome piégé a une probabilité non négligeable de diffuser un photon entraînant un chauffage
du nuage d’atomes. Nous déterminons donc dans cette sous section le taux de diffusion de
photon et en déduisons le taux de chauffage. Le taux de diffusion de photons s’écrit [38] :











où les termes anti-résonnants ont été négligés et avec I = 2P/(piw20). Le taux de chauffage

















Cette expression souligne l’avantage d’utiliser un faisceau laser très désaccordé pour mini-
miser le taux de chauffage. Dans nos conditions, pour le 87Rb , avec un piège de profondeur
U0 = kBT0, le taux de chauffage vaut :
dT
dt
= T0 × 2.4 · 10−3 s−1. (I.7)
Les temps typiques de piégeage étant de quelques secondes, le chauffage sera négligeable
par rapport à la profondeur du potentiel.
I.2.3 Caractéristiques du faisceau dipolaire
Le piège dipolaire est réalisé avec un laser focalisé dans la chambre d’expérience, dont
l’axe long se superpose avec l’axe long du PMO comme le schématise la figure I.2. De
cette manière, on maximise le nombre d’atomes transférés dans le bras horizontal du piège
dipolaire.
Le laser utilisé est un laser à fibre dopée à l’ytterbium, de longueur d’onde λ = 1072 nm,
fabriqué par la société IPG Photonics. Sa puissance maximale est de 300 W. L’onde est
polarisée linéairement et sa largeur de raie est de ∆λ = 2 nm. Compte tenu de cette
importante valeur, il ne sera pas possible de faire interférer le faisceau laser avec lui-même
afin par exemple de créer un réseau optique.
Au début de ma thèse, le mode du laser était un mode gaussien TEM00 avec un facteur
de qualité M2 = 1.02. Cependant, nous avons constaté une dégradation lente de ce mode
laser en fonction de la puissance demandée. Le laser a été renvoyé au siège de la société
IPG pour identifier les causes de cette dégradation et le réparer en conséquence. La société
n’a, pour l’instant, pas fourni de réponse et a renvoyé le laser avec un mode TEM00 de
bonne qualité (M2 = 1.02). La figure I.4 montre que 6 mois plus tard le mode était de




Mode du laser pour différentes puissances
le 03/01/2011 (b) le 29/06/2011
20 % 40 % 20 % 40 %
60 % 80 % 100 % 60 % 80 %
Figure I.4 – Mode du laser pour différentes consignes de puissances (en % par rapport à la
puissance maximale) après son retour de "réparation" chez le fabricant et environ 6 mois
plus tard. Le mode se dégrade d’abord pour les hautes consignes tel 80 % et 100% puis les
anneaux apparaissent aussi pour des consignes plus basses. En septembre 2011, le laser est
utilisé à 30 % de sa puissance maximale pour bénéficier d’un mode correct en sortie. Le
même effet de dégradation a été observé entre janvier 2010 et novembre 2010.
La superposition du faisceau dipolaire sur le piège magnéto-optique permet un recou-
vrement et donc un nombre d’atomes piégés dans la pince optique optimal. Le faisceau
dipolaire est par ailleurs focalisé au centre du PMO et sa puissance est contrôlée dans le
but de réaliser une évaporation forcée. Dans la suite, nous décrivons la mise en forme et le
contrôle de la puissance du faisceau dipolaire.
I.2.4 Mise en forme du faisceau dipolaire et contrôle de la puissance
La mise en forme du faisceau dipolaire permet d’optimiser le volume de capture et la
profondeur du piège. Le volume de capture est proportionnel à w30/λ [40]. La longueur
d’onde du laser est assez petite par rapport, par exemple, au laser à CO2 et ne défavorise
pas le volume de capture. Il faut aussi un waist assez grand. Mais un waist trop grand
conduit à une profondeur de piège trop faible (U ∝ P/w2). Pour compenser un waist plus
grand, la puissance du laser doit être augmentée quadratiquement ! Même si nous disposons
d’une gamme de puissance confortable, une trop grande puissance entraînerait des pertes
(voir sec.I.2.5). Nous devons donc faire un compromis : un waist de w0 ' 50 µm et une
puissance initiale à l’entrée de la chambre : P0 ' 25 W qui correspondent à une profondeur
de piège initiale de : U0/kB ' 1 mK. Ces valeurs n’ont pratiquement pas variées pendant
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Figure I.5 – Montage optique réalisé pour mettre en forme les faisceaux dipolaires. Les
nombres situés près des lentilles sont les valeurs de leur focale en mm. Le faisceau horizontal
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Figure I.6 – Séquence réalisée pour transférer les atomes du piège magnéto-optique dans
la pince optique et examiner les pertes atomiques en fonction du temps de maintien dans
celle-ci.
toute la durée de ma thèse.
La figure I.5 représente le schéma du montage réalisé pour mettre en forme le faisceau
dipolaire afin d’obtenir un point focal de largeur w0 ' 50 µm au centre du PMO. Cette
figure représente le chemin suivi par les deux faisceaux dipolaires avant leur arrivée dans
la chambre. Le deuxième faisceau permettra de réaliser un piège croisé et de créer un
confinement longitudinal (voir I.2.6). Par commodité, on l’appellera souvent par la suite
faisceau vertical à cause de sa direction dans l’espace et nous appellerons faisceau horizontal
le faisceau dipolaire considéré jusqu’ici. Nous explicitons maintenant les différents points
importants du trajet parcouru par le faisceau horizontal :
– La lame séparatrice divise le faisceau après le coupleur de sortie en deux parties, le
faisceau horizontal est le faisceau réfléchi.
– Le premier télescope permet de réduire la taille du faisceau d’un facteur 1.5 afin
d’optimiser l’efficacité de diffraction dans le modulateur acousto-optique (MAO). En
effet, en sortie de fibre la largeur du col du faisceau est d’environ 2 mm. La taille de
faisceau optimale pour la diffraction dans le MAO que nous utilisons est de 800 µm.
Il est donc nécessaire de mettre en forme le mode du laser pour maximiser l’efficacité
de diffraction dans le modulateur acousto-optique. Le faisceau à l’entrée du MAO a
une taille de 1 mm.
– Dans le modulateur acousto-optique (ici refroidi à eau) on envoie une onde radiofré-
quence de 40 MHz et de puissance 40 W dans le cristal pour créer l’onde sur laquelle
la lumière diffracte. Le faisceau laser est diffracté dans l’ordre −1 avec une efficacité
de 85 %.
– Sur la partie haute, un premier télescope sert à agrandir la taille du faisceau avant
la mise en forme à proprement dite pour la focalisation dans la chambre. Les trois
dernières lentilles servent d’une part à obtenir la largeur de col voulu au centre de
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la chambre et d’autre part à modifier la position et la largeur du col du faisceau en
jouant sur la distance entre les deux lentilles montées sur platine de translation. La
première platine de translation (respectivement la seconde) permet une course de 10
cm (resp. 5 cm).
En pratique, nous modifions seulement la position du waist avec les platines de translation.
Le waist est quant à lui gardé à peu près constant à 50 µm.
Le contrôle de la puissance est nécessaire pour la phase d’évaporation. Une consigne
envoyée au modulateur acousto-optique permet un contrôle précis de la puissance. Cepen-
dant, la réponse du MAO en fonction de la valeur de consigne n’est pas linéaire. Pour la
linéariser, on installe un asservissement de la puissance du laser. Le circuit d’asservissement
est composé d’un sommateur et d’un inverseur pour récupérer le signal d’erreur entre la
valeur de la photodiode de contrôle et la consigne puis d’un circuit intégrateur qui permet
de corriger la consigne envoyée au MAO. Ainsi, la réponse du MAO est maintenant linéaire
en fonction de la consigne.
La photodiode de contrôle de l’asservissement est placée devant le "piège de lumière" 2
disposé à la sortie de la chambre pour bloquer le faisceau. En effet nous avons remarqué
que la réponse d’une photodiode récoltant une fuite de lumière derrière un miroir donnait
un signal fluctuant au cours du temps. Nous pensons que ces fluctuations proviennent de
faibles variations de la polarisation qui sont relativement amplifiées à travers une fuite
d’un miroir. La lumière diffusée provenant du "piège de lumière" contient, quant à elle,
toute l’information sur l’intensité du faisceau sans fluctuation. C’est cette lumière que nous
utilisons pour asservir la puissance du laser.
I.2.5 Séquence expérimentale et durée de vie dans la pince optique
Dans cette section, nous décrivons la séquence utilisée pour capturer les atomes dans
la pince optique (faisceau horizontal) et nous étudions l’effet de la puissance du laser sur
le temps caractéristique de pertes d’atomes. La séquence expérimentale est présentée sur
la figure I.6 et se décompose en plusieurs étapes :
1. La première étape est l’étape de chargement du PMO. Le laser "Zeeman" et le gra-
dient de champ magnétique permettent de ralentir les atomes qui sont ensuite piégés
par les faisceaux "PMO" sur la ligne de champ magnétique nul créée par les bobines
allongées. Le laser "Repompeur" est également allumé pour récupérer les atomes qui
sortent de la transition cyclante des lasers PMO. Cette étape dure 2 s.
2. La deuxième étape est le transfert des atomes du niveau hyperfin F = 2 au niveau
F = 1 pour augmenter la densité des atomes piégés dans la pince. Cette phase dite
"sombre" consiste à diminuer la puissance du repompeur d’un facteur 1000 pendant
une durée de 100 ms.
2. Les "pièges de lumières" sont des obturateurs de faisceaux formant un cône recourbé en cuivre et
refroidi à eau. On les utilise pour "piéger" la lumière des lasers de trop grande puissance en sortie de la
chambre à vide.
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Figure I.7 – Mesure du nombre d’atomes (en échelle logarithmique) dans le piège dipo-
laire en fonction du temps de maintien à puissance constante. Les courbes d’ajustement de
la forme A1e−t/t1 + A2e−t/t2 donnent deux temps caractéristiques : t1 et t2 correspondant
aux pertes à deux corps et à l’évaporation. Les temps caractéristiques de durée de vie res-
pectivement pour P0 = 46 W, P0 = 24 W et P0 = 14 W sont t1 = 0.7 s, t1 = 1.2 s et
t1 = 2.5 s.
3. Cette étape est suivie d’une phase de dépompage durant 10 ms pendant laquelle le
faisceau repompeur est totalement obturé et la plupart des atomes encore dans le
niveau F = 2 sont transférés dans le niveau hyperfin F = 1.
4. Pendant ces étapes, le faisceau dipolaire est superposé au piège magnéto-optique et
capture les atomes. Les atomes transférés dans F = 1 étant plus dense, un plus grand
nombre est piégé pour une même profondeur de potentiel. Typiquement, 100 ms après
avoir coupé les faisceaux "PMO" et en gardant le faisceau horizontal à puissance
constante, nous avons environ 3 · 107 atomes à une température de 150 µK. Cepen-
dant, le nombre d’atomes présents dans la pince juste après obturation des faisceaux
du PMO n’est pas mesurable car il reste encore des atomes du piège magnéto-optique
qui empêche une mesure fiable des atomes du piège dipolaire. C’est pourquoi nous
maintenons le faisceau dipolaire à puissance constante pendant 100 ms, temps suf-
fisant pour que les atomes du PMO sortent du champ de la caméra. Cette mesure
constitue un point de référence utile pour l’optimisation de l’expérience.
La figure I.7 représente le nombre d’atomes en fonction du temps de maintien dans la
pince optique pour 3 puissances lasers différentes. Le nombre d’atomes est représenté en
échelle logarithmique. Pour les trois courbes, deux constantes de temps sont observées :
une première très rapide pour des nombres d’atomes élevés que nous pensons due à la
grande densité dans le piège qui induit un taux de collisions élevé et une seconde plus lente
qui traduit un processus de collisions avec le gaz résiduel et/ou l’évaporation naturelle.
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Cette dernière durée caractéristique vaut respectivement pour P0 = 14 W, 24 W et 48 W,
τ = 2.5 s, 1.2 s et 0.7 s. Ces courbes ne correspondent pas à l’image naïve qui serait de
penser que plus la puissance du laser est importante, plus le piège est profond et plus les
atomes restent capturés dans la pince. La figure I.7 montre tout l’inverse. Une explication
possible du processus à l’œuvre est donnée dans la référence [41]. Les auteurs regardent une
évolution temporelle du nombre d’atomes dans F = 2 et constatent une forte augmentation
de la population dans F = 2 pour des temps courts. Cette augmentation est d’autant plus
grande que la puissance du laser est importante. Par ailleurs, le taux de collisions à deux
corps est beaucoup plus important pour des collisions entre atomes impliquant au moins
un atome dans F = 2. Plus la quantité d’atomes dans F = 2 est grande, plus le taux de
collisions est important et plus les pertes sont grandes.
Nous pensons que cette augmentation rapide de la population dans F = 2 est due au
fait que le laser est multimode en fréquence. Sa largeur totale est d’environ 600 GHz et
les modes sont séparés de 15 MHz (du même ordre que la durée de vie de l’état excité
Γ ' 2pi × 6 MHz). L’écart en fréquence total étant beaucoup plus grand que la transition
hyperfine de F = 1 vers F = 2 du 87Rb (ν = 6.8 GHz), on peut imaginer un processus à
deux photons : un photon du laser est absorbé puis un autre est émis dans un autre mode
de fréquence 6.8 GHz plus grande laissant l’atome dans le niveau F = 2. C’est donc le
laser qui contribue à l’augmentation rapide de la population des atomes dans F = 2. En
conclusion, plus le laser est puissant, plus la population dans F = 2 augmente pendant le
temps de maintien et plus les collisions entre les atomes F = 2 et les autres induisent des
pertes atomiques. En pratique, nous faisons un compromis en choisissant une puissance
laser intermédiaire.
Le faisceau dipolaire utilisé tel qu’il est décrit ici ne permet pas de descendre à des tem-
pératures inférieures au µK. La fréquence de piégeage longitudinale est trop faible et ralenti
l’évaporation [34]. Pour atteindre de plus basses températures, il est nécessaire d’utiliser
un deuxième faisceau dipolaire, croisant le premier et confinant le piège longitudinalement.
Nous décrivons les caractéristiques de ce faisceau dans la section suivante.
I.2.6 Piège dipolaire croisé
Le deuxième faisceau dipolaire croise le faisceau horizontal avec un angle de 45˚ dans
le même plan vertical (voir le shéma I.8). Leurs points de focalisation coïncident avec leur
point de croisement et avec le centre du nuage atomique. Pour cela, il est nécessaire de
mettre en forme aussi le faisceau vertical. Nous avons également besoin de contrôler sa
puissance pour réaliser des rampes d’évaporation dans le but d’obtenir un condensat de
Bose-Einstein.
Expression du potentiel dipolaire croisé
Nous donnons ici l’expression du potentiel dipolaire croisé. Les profondeurs des poten-











Figure I.8 – Vue d’ensemble des faisceaux dipolaires croisés. Le faisceau horizontal se
superpose à l’axe long du PMO. Le faisceau vertical confine les atomes longitudinalement
et est à 45˚ dans le plan vertical. Les bobines Bh, Bv+ et Bv− sont allumées lors de la phase
d’évaporation pour la distillation de spin.
respectivement les grandeurs relatives au faisceau dipolaire horizontal et au faisceau ver-
tical. On fait l’approximation de faisceaux parfaitement croisés et on néglige la variation
axiale de l’intensité lumineuse (z2 ¿ z2R,h et z2, x2 ¿ z2R,h). Pour une particule de masse
m se trouvant dans la zone d’interaction du potentiel, celui-ci s’écrit :













les directions x, y, z sont données sur la figure I.8. Ce potentiel induit quelques modifica-
tions par rapport à un potentiel dipolaire simple. Nous les explicitons brièvement ici (pour
plus de détails, le lecteur pourra se référer à la thèse d’Antoine Couvert). Les fréquences
propres du piège sont les racines carrées des valeurs propres de la matrice Hessienne du
potentiel Ucrois(r). La prise en compte de la gravité implique un décalage du centre du
piège dépendant de la puissance dans le faisceau horizontal. Celui-ci doit par ailleurs avoir
une puissance laser minimale supérieure à une valeur critique pour compenser la gravité
et rester piégeant. Lorsque cette condition est satisfaite le décalage du centre du piège est
très faible par rapport au waist. Pour notre dispositif, cette condition est toujours satisfaite
même à la fin de l’évaporation quand la puissance des faisceaux est très faible.
Caractéristiques du faisceau de confinement longitudinal
Le faisceau vertical provient du même laser fibré dopé à l’ytterbium que le faisceau
horizontal ( λL = 1072 nm, ∆λ = 2 nm). La largeur de raie importante empêche en grande
partie les faisceaux d’interférer au niveau de leur point de croisement. Par ailleurs, les deux
faisceaux passent à travers deux MAO semblables : l’un est diffracté dans l’ordre +1 et
l’autre dans l’ordre −1. La fréquence des deux faisceaux diffère donc de 80 MHz. Cette
différence de fréquence a pour effet de moyenner les franges d’interférence et de créer un
potentiel moyen. Après mise en forme et contrôle de la puissance, le faisceau est focalisé
dans la chambre en croisant le premier avec un angle de 45˚ suivant la verticale comme
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représenté sur la figure I.8. Les points focaux doivent être au même endroit, c’est pourquoi
il est important d’avoir un contrôle précis de la position et de la taille du waist.
Mise en forme et contrôle de la puissance
Les deux faisceaux sont séparés très rapidement après le coupleur de sortie par une
lame séparatrice. Ainsi la mise en forme des deux faisceaux est totalement indépendante.
Nous décrivons maintenant le parcours suivi par le faisceau transmis par la lame séparatrice
schématisé sur la figure I.5 (le trajet du faisceau réfléchi a déjà été décrit à la section I.2) :
– Le faisceau laser passe d’abord au travers d’un télescope afin d’optimiser la taille du
faisceau avant d’entrée dans le MAO. Ce télescope réduit la taille du faisceau par un
facteur 1.5 et le faisceau a une taille d’environ 1 mm en entrée du MAO.
– Le faisceau passe ensuite dans le modulateur acousto-optique refroidi à eau. Ce mo-
dulateur acousto-optique est semblable à celui utilisé pour le premier faisceau. Il
permet de contrôler la puissance du faisceau diffracté en modifiant la puissance RF
envoyée dans le cristal du MAO. Le faisceau vertical est diffracté dans l’ordre +1
avec une efficacité de l’ordre de 80%.
– La focalisation dans la chambre se fait à l’aide d’une seule lentille de focale 511 mm
donnant une largeur de col au point focal d’environ 100 µm. Le réglage de la position
de la lentille est fait à la main. La longueur de Rayleigh pour une largeur de col de 100
µm vaut zR,v ' 3 cm. La position de la lentille n’est donc pas critique au micromètre
près. En effet, la largeur du waist est de
√
2w0 = 141 µm lorsqu’on se trouve à la
distante de Rayleigh. Ainsi si le point focal du faisceau est décalé d’un centimètre,
cela n’aura pas de grande conséquence sur le piégeage. Pour le contrôle de la position
transverse, nous disposons d’un miroir monté sur un cristal piezo-électrique auquel
on envoie une tension réglable.
La puissance du faisceau vertical est asservie de la même manière que le faisceau hori-
zontal : on compare le signal reçu par la photodiode avec la valeur de consigne. Ce signal
d’erreur est corrigé dans un circuit intégrateur et la valeur corrigée est envoyée dans le
contrôleur du MAO. La photodiode de contrôle est là aussi placée devant le piège de lu-
mière de manière à collecter la lumière diffusée par celui-ci. Maintenant que le piège est
caractérisé nous expliquons comment nous réalisons des condensats tout optique avec ce
dispositif.
I.3 Réalisation d’un condensat
I.3.1 Considérations théoriques sur la condensation de Bose-Einstein
Avant de préciser la séquence expérimentale pour obtenir un condensat de Bose-Einstein,
nous rappelons ici brièvement la théorie de la transition de Bose-Einstein dans un confi-
nement harmonique. Nous considérons un gaz de particules indiscernables, de spin entier
(bosons) et de masse m. On néglige les interactions entre les particules en considérant un
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gaz très dilué (gaz idéal).
L’ensemble statistique adapté pour décrire des particules indiscernables est l’ensemble
grand-canonique. Dans le cas de bosons, les particules sont décrites par la statistique quan-
tique de Bose-Einstein qui donne le facteur d’occupation moyen Nn d’un niveau n d’énergie
εn (avec ε0 = 0) d’un piège à une température T [42] :
Nn =
1




où on a introduit le paramètre β = 1/kBT et la fugacité z = eβµ définie à l’aide du potentiel
chimique µ, Nn ≥ 0 implique que µ ≤ 0 et 0 ≤ z ≤ 1.
Le gaz considéré est soumis à un potentiel harmonique tridimensionnel non isotrope de












Les états propres du hamiltonien sont les produits tensoriels des états propres des trois
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où nx, ny et nz sont les nombres quantiques correspondant aux énergies des hamiltoniens hˆi









la pulsation moyenne de piégeage. Lorsque le quantum moyen d’énergie du piège ~ω est
très petit devant l’énergie thermique moyenne kBT , on peut se placer dans la limite semi-
classique. Pour calculer le nombre total N =
∑
nNn, on peut remplacer la sommation
sur tous les états n par une intégrale sur l’énergie pondérée par la densité d’état. Dans ce
cas, on traite à part l’occupation de l’état fondamental N0 puisque sa densité d’état est
nulle. On a alors N = N0+N ′ avec N ′ le nombre d’atomes présents dans les états excités.








où gα(z) sont les fonctions de Bose définies telles que : gα(z) =
∑∞
n=1 z
n/nα, g3(z) est une
fonction croissante sur z ∈ [0, 1] bornée par g3(1) ' 1.202. Il y a par suite une saturation
du nombre d’atomes dans les états excités. A T donnée, le nombre d’atomes dans les états
excités atteint une valeur maximale N ′max = ζ(3)/ (β~ω)




à une série de Riemann (ζ(3) = g3(1) ' 1.202). Lorsque le nombre d’atomes total dépasse





tChargement : 2 s
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Figure I.9 – Séquence expérimentale typique pour la condensation de Bose-Einstein.
cette valeur maximale les atomes s’accumulent dans l’état fondamental : c’est la signature
de la condensation de Bose-Einstein. L’occupation du niveau fondamental est alors donnée
















la température critique de la transition de Bose-Einstein [43]. Cette équation n’est valable
que dans la limite semi-classique d’un très grand nombre d’atomes ( kBT À ~ω). Nous
sommes bien dans cette limite puisque nos condensats ont entre 104 et 105 atomes. Nous
n’avons pas pris en compte ici les interactions entre atomes qui ont pour effet de déplacer
la température de transition de quelques pourcents [44].
Concrètement, la transition de Bose-Einstein correspond à l’apparition d’effet quantique
dans la statistique du gaz. Les paquets d’onde individuels se recouvrent lors de la transition
et la densité dans l’espace des phases est comparable à 1 : ρ˜ = n0λ3dB ≈ 1 avec n0 la densité
d’atomes au centre du piège et λdB = h/
√
2pimkBT la longueur d’onde de de Broglie
thermique des atomes.
I.3.2 Obtention du condensat
Sequence expérimentale
La séquence expérimentale pour obtenir un condensat est représentée sur la figure I.9.
Cette séquence se décompose de la manière suivante :
1. Chargement du PMO : les faisceaux Zeeman, PMO et Repompeur sont allumés ainsi
que les bobines du champ magnétique. Les atomes sont ralentis par effet Zeeman et
sont capturés dans un piège magnéto-optique allongé. Cette phase dure 2 s.
2. Phase "noire" : Le faisceau Zeeman est éteint. Les atomes sont transférés dans F = 1
en réduisant la puissance du rempompeur d’un facteur 1000 pendant 100 ms. On
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coupe ensuite totalement le repompeur pendant 10 ms pour finir de transférer les
atomes dans F = 1.
3. Pendant ces phases, le faisceau dipolaire horizontal est présent et capture les atomes.
L’intérêt de capturer les atomes dans le niveau hyperfin F = 1 est que la densité
dans le piège n’est plus limitée par la diffusion multiple de photons permettant une
accumulation d’atomes dans le piège dipolaire. Le faisceau vertical est présent éga-
lement mais n’influence pas le nombre d’atomes dans la pince. Il deviendra crucial
lorsque le nuage sera à la température d’environ 10 µK.
4. Durant la phase d’évaporation, les faisceaux PMO et repompeur sont obturés et la
puissance des faisceaux dipolaires est diminuée. La puissance du faisceau dipolaire
horizontal suit la rampe d’évaporation :







où τ = 1.3 s. Les durées typiques d’évaporation étant de 3 à 4 s, La puissance du
faisceau dipolaire est réduite d’à peu près un facteur 100.
Quant au faisceau vertical, sa puissance est soit gardée constante soit diminuée de
manière linéaire. Nous avons observé la transition de Bose-Einstein dans les deux cas.
Lorsque la puissance est gardée constante, sa valeur est plus faible que la valeur de
départ pour une rampe linéaire (typiquement, P0,v = 12 W contre P0,v = 20 W). Le
croisement des deux faisceaux est cruciale. Un petit décalage entre eux entraîne des
pertes supplémentaires pouvant empêcher la condensation de Bose-Einstein. Nous
utilisons le contrôleur piezo-électrique du miroir situé juste avant la lentille de foca-
lisation pour régler finement la position du point focal du vertical et pour optimiser
le nombre d’atomes dans le piège croisé. Nous atteignons alors le régime de dégéné-
rescence quantique après environ 3 à 4 s d’évaporation.
Le nombre d’atomes dans les condensats que nous avons obtenus a varié au cours de la
thèse entre 104 pour les plus petits et de l’ordre de 105 pour les plus gros. Nous pensons
que cette variation est due à la dégradation lente du mode du laser. En effet, les premiers
condensats obtenus à Toulouse avaient environ 8 · 104 atomes. Puis le nombre d’atomes
dans le condensat a diminué alors qu’on remarquait une dégradation du mode du laser.
Lorsque le nombre d’atomes est devenu trop faible pour obtenir un condensat, le laser a
été envoyé chez le fabricant IPG pour réparation. Les condensats d’environ 105 atomes ont
été obtenus au retour du laser lorsque le mode du laser était correct (voir Fig.I.4(a)). Au
fil des mois, le mode du laser s’est dégradé (voir Fig.I.4(b)) et le nombre d’atomes dans le
condensat a de nouveau diminué.
Signature du condensat
Nous devons être sûr que le nuage d’atomes que nous obtenons en fin d’évaporation
est bien un condensat et non un nuage thermique. Nous pouvons en avoir une première















Figure I.10 – Signature de la condensation de Bose-Einstein après un temps de vol de
12 ms. Le nuage d’atomes passe (a) d’une distribution Gaussienne à (c) une distribution
de Thomas-Fermi en passant par (b) une structure bimodal où les deux distributions contri-
buent. Les durées d’évaporation sont de t(a) = 3100 ms, t(b) = 3200 ms, t(c) = 3300 ms.
idée en regardant l’ellipticité du nuage. En effet, même si elle est faible, l’anisotropie du
piège provoque une inversion d’ellipticité des condensats car leur fonction d’onde reflète les
caractéristiques du piège. Au contraire, les nuages thermiques ne subissent pas d’inversion
d’ellipticité. Sur la figure I.10(c), on observe une faible ellipticité, première indication de
l’obtention d’un condensat. Une manière beaucoup plus sûre de voir la transition est de
réduire le temps d’évaporation de manière à avoir un nuage thermique (Fig I.10(a)) puis de
réaugmenter petit à petit le temps d’évaporation jusqu’à observer une structure bimodale
(Fig I.10(b)). La structure bimodale est la signature de la transition : une partie du nuage
atomique est condensée mais l’autre partie est encore thermique. En augmentant encore le
temps d’évaporation, on obtient des condensats quasi-purs.
Trajectoire d’évaporation
Nous traçons sur la figure I.11 la trajectoire d’évaporation représentant le nombre
d’atomes en fonction de la température en échelle logarithmique. Durant cette évaporation,
le faisceau vertical est maintenu à puissance constante P0,v = 12W et le faisceau horizontal
suit la courbe d’évaporation (I.15) en partant d’une puissance initiale P0,h = 22.5 W. Cette
courbe a été obtenue pour des temps d’évaporation allant de 100 ms à 2700 ms en mesurant
le nombre d’atomes et la température toutes les 100 ms. Nous prenons 5 points (N,T ) pour
un temps d’évaporation donné. Nous remarquons que pendant toute la durée d’évaporation
nous perdons 3 ordres de grandeurs en température et 2 ordres en nombre d’atomes. La
densité dans l’espace des phases étant proportionnel àN/T 3, le gain en densité dans l’espace
des phases est de 7 ordres de grandeurs. Ainsi, nous arrivons à une densité dans l’espace
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Figure I.11 – Trajectoire d’évaporation partant d’une pince de 2.5·107 atomes pour arriver
à un condensat de 1 · 105 atomes. Nous prenons 5 points (N,T ) toutes les 100 ms et le
temps d’évaporation varie de 100 ms à 2700 ms, temps suffisant pour condenser.
des phases proche de 1, signe de dégénérescence quantique.
Determination des fréquences transverses du piège
Les fréquences transverses du piège dipolaire sont principalement dues au potentiel
dipolaire créé par le faisceau horizontal, le potentiel dipolaire vertical étant confinant lon-
gitudinalement. Pour déterminer les fréquences transverses de ce piège, nous faisons osciller
un condensat dans le piège : après obtention d’un condensat, les faisceaux dipolaires ho-
rizontal et vertical sont brusquement coupés pendant 500 µs, temps pendant lequel le
condensat est en expansion dans l’espace libre. Après ces 500 µs, le faisceau horizontal est
rallumé brusquement à une puissance égale ou supérieure à la puissance de fin d’évapora-
tion. Le condensat s’étant déplacé librement pendant 500 µs, il subit alors une oscillation
suivant les fréquences transverses du piège. En regardant sa position en x et en y en fonc-
tion du temps nous pouvons remonter à la fréquence comme indiqué sur la figure I.12(a).
Les fréquences du piège en fin d’évaporation sont : ωx = 2pi × 79 Hz et ωy = 2pi × 132 Hz
pour une puissance Ph = 120 mW. Nous traçons la variation de la fréquence en fonction
de la puissance du faisceau horizontal sur la figure I.12(a). La fréquence en fonction de la
racine de la puissance se comporte de manière linéaire. Les droites d’ajustement donnent
les équations : ωx/2pi = −13.1 + 8.5 ×
√
P Hz et ωy/2pi = −158.4 + 26.8 ×
√
P Hz. Nous

















































Figure I.12 – Fréquences transverses dans les direction x (en bleu) et y (en rouge) du piège
dipolaire en fin d’évaporation. (a) Fréquences en fonction de la racine de la puissance du
faisceau dipolaire. Les droites d’ajustement donnent les équations : ωx/2pi = −13.1+ 8.5×√
P Hz et ωy/2pi = −158.4 + 26.8 ×
√
P Hz. (b) Fréquences en fonction de la puissance :
les courbes de fréquence attendues pour des waists wx = 78 µm et wy = 34 µm concordent
avec les points expérimentaux.




est quasi-linéaire. En effet, la gravité n’influence pas
l’oscillation selon l’axe x et la fréquence est donnée par : mω2x = U ′′(xmin). Le potentiel vu
par les atomes sur cet axe est donné approximativement par :
Ux(x) ' −U0e−2(x/wx)2 avec U0 = 2χP
piwxwy
, (I.16)
et P la puissance du faisceau, wi le waist suivant l’axe i = x, y et χ défini par l’équation






Par contre, on ne peut pas négliger la gravité dans la direction y. C’est pourquoi




est très éloignée de zéro. Le potentiel projeté
sur l’axe y s’écrit approximativement :
Uy(y) ' −U0e−2(y/wy)2 +mgy. (I.17)
Dans ce cas, le minimum ymin n’est plus égale à zéro. La fréquence prend une forme
plus compliquée : ωy = f(mgwy/U0)
√
4U0/mw2y. La fonction f est calculée simplement
avec un logiciel de calcul en déterminant le minimum ymin et en l’injectant dans ωy =√
U ′′(ymin)/m. Une fois les fréquences du piège connues, on peut les tracer en jouant sur
les valeurs des waist wx et wy pour recouvrir au mieux les points expérimentaux. Sur la
figure I.12(b), les courbes sont tracées pour des waists wx = 78 µm et wy = 34 µm. Ces
waists correspondent à un faisceau très elliptique qui ne s’accorde pas avec les mesures
du mode faites avec un profileur de faisceau. La méthode pour obtenir les waists avec les
fréquences est très empirique et ne permet pas une caractérisation précise.
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Figure I.13 – Figure de principe de la distillation de spin. Sous l’effet d’un gradient de
champ créé par la bobine Bh, les potentiels vus par les atomes des espèces mF = ±1 sont
moins profonds que pour les atomes des espèces mF = 0. Les espèces mF = ±1 sont
préférentiellement évaporées. C’est le principe de la distillation de spin.
I.3.3 Distillation de spin
Les faisceaux dipolaires étant très désaccordés par rapport à la transition atomique,
les atomes sont piégés indifféremment dans les différents sous états internes de l’état fon-
damental. Le contrôle du degré de liberté interne est important car dans la production
du laser à atomes à partir d’un condensat, l’état interne de celui-ci définit sa polarisation
[45]. Nous piégeons les atomes dans l’état hyperfin F = 1 et l’évaporation sans champ
magnétique implique que les trois sous-états magnétiques de F = 1 sont dégénérés et
conduit à des condensats dont la population est en proportion équivalente dans les sous-
états mF = ±1, 0. Ceci est vérifiable en faisant une expérience de Stern et Gerlach [46, 47]
qui consiste à allumer une bobine créant un gradient de champ magnétique pendant le
temps de vol. Les espèces mF = −1, 0,+1 se séparent : les atomes dans mF = −1 sont
chercheurs de champ faible et s’éloignent de la bobine et ceux dans mF = +1 sont cher-
cheurs de champ fort et se rapprochent de la bobine. Quant aux atomes dans mF = 0,
ils ne sont chercheurs de champ fort qu’au second ordre et ne sont donc pratiquement pas
déplacés.
Dans le but de produire des lasers à atomes avec une polarisation bien définie, il est
nécessaire de bien contrôler le sous-état interne dans lequel les atomes sont condensés. Cela
est possible en ajoutant un gradient de champ magnétique dans une direction privilégiée
pendant l’évaporation. Pour créer un tel gradient de champ, nous utilisons une des bobines
du piège magnéto-optique qui sont de forme quasi-rectangulaire. Le gradient de champ sur
l’axe y créé par une bobine rectangulaire de largeur a et de longueur b d’axe Oy parcourue
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où on fait l’approximation d’une bobine très allongée (y2 ¿ b2). La référence [48] utilise
un gradient de champ magnétique pour sélectionner les atomes dans le sous-état mF = 0
en laissant les atomes dans le sous-état mF = ±1 s’échapper par l’axe peu confinant de
leur dispositif. Dans notre dispositif, le piège dipolaire n’offre pas de porte de sortie pour
les atomes puisque les trois fréquences de piégeage sont du même ordre de grandeur. Mais
un autre mécanisme permet la sélection d’un sous-état magnétique. Nous l’expliquons en
prenant comme exemple le cas d’un gradient de champ horizontal : nous allumons la bobine
Bh avec un courant d’intensité I = 160 A pendant toute la durée de l’évaporation. A la
fin de l’évaporation, nous examinons les sous-état des atomes en faisant une expérience de
Stern et Gerlach avec cette même bobine 3. Les atomes sont quasiment tous dans mF =
0. Le nombre d’atomes étant comparable, il ne s’agit pas d’un filtrage d’atomes mais
d’une distillation préférentielle. Le mécanisme sous-jacent se comprend bien en considérant
le potentiel vu par les atomes. Son allure est tracée schématiquement sur la figure de
principe I.13. Le gradient de champ magnétique horizontal introduit ainsi une différence
de profondeur de piégeage pour les différentes sous-espèces magnétiques mais ne décale que
très peu le centre du piège. Ainsi les espèces sont toutes toujours piégées au même endroit
et subissent la même évaporation. La profondeur du piège étant plus faible pour les espèces
mF = ±1, celles-ci sont préférentiellement évaporées par rapport à l’espèce mF = 0. On
appelle donc ce phénomène une distillation de spin. Le mécanisme est le même dans le
principe quand on utilise une des bobines créant un gradient de champ vertical. La bobine
Bv+ placé au dessus du piège va purifier les atomes dans le sous-état mF = +1. Cette
espèce étant chercheuse de champ fort elle est soutenue par le gradient de la bobine Bv+.
A l’opposé, le gradient de champ créé par la bobine Bv− soutient les espèces chercheuses de
champ faible c’est-à-dire mF = −1 et les atomes seront dans cet état en fin d’évaporation.
Ces deux dernières sélections ne sont cependant possible que grâce à la gravité modifiant les
profondeurs des pièges des trois espèces. Sinon les espèces seraient purifiés dans mF = 0
seulement. En conclusion, la combinaison du piège dipolaire et d’un gradient de champ
magnétique appliqué pendant l’évaporation permet de choisir le sous-état magnétique mF
dans lequel les atomes se condensent.
I.4 Système d’imagerie
Pour pouvoir réaliser des mesures quantitatives tant sur le piège magnéto-optique que
sur le condensat de Bose-Einstein, nous avons recours à l’imagerie par absorption. Le piège
magnéto-optique et le condensat de Bose-Einstein sont deux objets qui ont des tailles re-
lativement différentes. En effet, un piège magnéto-optique a une taille de l’ordre du cm et
un condensat de Bose-Einstein en expansion a une taille de l’ordre de la dizaine de micro-
mètre. Nous utilisons donc deux modes d’imagerie différents : le mode appelé PMO permet
d’observer de manière optimale le piège magnéto-optique et le mode CBE le condensat de
Bose-Einstein. Pour passer d’un mode à l’autre sans avoir de réglages importants à faire,
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Figure I.14 – Schéma du chemin suivi par le faisceau imagerie dans la chambre. Les deux
modes d’imagerie sont représentés : le mode CBE avec une lentille de focale 150 mm et le
mode PMO pour lequel on a accolé une lentille de focale 50 mm à la première. Le chemin
en gris est celui suivi par le faisceau d’imagerie.
nous utilisons des montures opto-mécaniques magnétiques 4 qui permettent de replacer la
lentille ou le miroir avec une répétabilité de l’ordre du microradian.
Le faisceau d’imagerie est à 45◦ dans le plan vertical comme le montre la figure I.14
perpendiculaire à la direction du faisceau vertical. Or, les atomes sont dans le plan hori-
zontal. Sur l’axe du guide horizontal, les distances mesurées sur la caméra sont donc un
facteur
√
2 fois plus petites que les distances réelles.
La caméra CCD utilisée est une caméra Basler A100f Séries constituée d’un réseau de
1392 × 1040 pixels carrés de côté c = 6.45 µm. Ainsi les dimensions de la caméra sont
d’environ 9 mm × 7 mm. Nous disposons de deux caméras identiques ce qui permet d’avoir
un minimum d’éléments d’optique à changer lors du changement de mode d’imagerie et
ainsi de limiter les réglages à faire.
4. De tels montures sont disponibles chez le fabricant Thorlabs, référence : SB1/M.
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I.4.1 Mode PMO
Dans le mode PMO, le faisceau d’imagerie qui traverse les atomes a une taille d’environ
3 cm de diamètre. Cette taille de faisceau permet d’imager tout le piège magnéto-optique.
Nous utilisons deux lentilles L1 et L2 distantes de 40 mm de focale f1 = 150 mm et
f2 = 50 mm. La lentille L1 est aussi utilisée pour le mode CBE. Nous cherchons donc
l’image conjuguée des atomes par le système des deux lentilles. L’image des atomes à
travers L1 se trouve à 712.5 mm de celle-ci. Cette image est objet de L2. Les deux lentilles
étant distantes de 40 mm, l’objet de L2 est positionné à −672.5 mm et l’image conjuguée
se trouve à 46.5 mm de L2. La caméra CCD est donc placée en ce point image et elle est
installée sur une translation afin de mettre l’image au point.
Le grandissement obtenu est d’environ γPMO ' 0.26. Ainsi nous estimons pour le mode
PMO la taille du pixel à cPMO = c/γPMO = 24.8 µm/pixels.
I.4.2 Mode CBE
Dans le mode CBE, le faisceau de l’imagerie est également changé et a un diamètre de
3 mm environ. Cette plus petite taille permet d’avoir une intensité du faisceau imageur
plus importante et un meilleur contraste sur les images. Les atomes sont toujours situés à
190 mm de la première lentille. On place la caméra au niveau du point conjugué image,
c’est-à-dire à 712.5 mm de la lentille. La caméra est installée sur translation pour pouvoir
ajuster sa position et mettre le système au point.
Le grandissement résultant est de γCBE = 712.5/190 ' 3.75. Ainsi, la taille du pixel
sur la caméra correspond pour ce grandissement à cCBE = c/γCBE = 1.72 µm/pixels. Une
calibration plus précise de la taille du pixel est réalisée par diffraction Raman-Nath ; cette
méthode sera développée au chapitre II.
I.4.3 Résolution optique
La résolution optique est donnée par la distance minimale qui sépare deux taches que





où O.N. est l’ouverture numérique et λ est la longueur d’onde du laser imagerie 5. Dans
notre dispositif, l’ouverture numérique vaut : O.N. ' 0.07 ; elle est limitée par la taille des
fenêtres de la chambre qui ont un diamètre de 38 mm et par la taille de la lentille qui a
un rayon de 15 mm. La résolution optique de notre système d’imagerie est donc d’environ
R ' 7 µm. Cependant, cette valeur correspond à la résolution optique du système idéal sans
aberrations sphériques. La résolution réelle du système est par suite un peu plus grande.
Nous considérons qu’elle est de l’ordre de 10 µm. Cette résolution n’est pas limitante pour
5. Le laser imageur est résonnant sur la transition |F = 2〉 → |F ′ = 3〉 et λ = 780 nm. Pour imager les
atomes condenser dans |F = 1〉, le laser repompeur est allumé en même temps que le laser imageur.
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le mode PMO puisque la taille du pixel est plus grande. C’est dans ce cas la taille du pixel
qui nous limite. Par contre dans le mode CBE, la résolution optique correspond à la taille
de 5 pixels environ ce qui peut s’avérer limitant.
I.5 Conclusion
Nous avons dans ce chapitre caractérisé notre dispositif expérimental. Le faisceau di-
polaire horizontal permet tout d’abord de capturer les atomes du piège magnéto-optique.
La densité dans le piège est fortement augmentée en transférant préalablement les atomes
dans l’état magnétique F = 1. La mise en forme et le contrôle de la puissance permettent
d’obtenir un faisceau focalisé sur les atomes avec un waist de 50 µm et une puissance ini-
tiale de P = 24 W. Nous avons constaté qu’une puissance plus élevée entraînait plus de
pertes d’atomes qu’une puissance plus faible même si le piège est plus profond. Le laser
utilisé pour les pièges dipolaires est très multimode et cette grande largeur de fréquence
induit des transitions vers l’état F = 2. Les collisions avec un tel état sont plus fréquentes
et entraînent plus de pertes.
Le faisceau dipolaire horizontal est croisé avec un faisceau dipolaire vertical afin de
confiner le piège longitudinalement. Là aussi, il est important de soigner la mise en forme
du faisceau et le contrôle des puissances. Ce deuxième faisceau croise donc le premier
avec un waist d’environ 100 µm et une puissance maximum de 22 W. Grâce à ce piège
dipolaire croisé, nous pouvons atteindre après une phase d’évaporation de 3 s le régime de
dégénérescence quantique. Nous avons au fil du temps constaté que la dégradation lente
du mode du faisceau entraînait une perte d’atomes dans le condensat. Cette dégradation
en fonction de la consigne de puissance n’est pas encore comprise et pouvait être telle que
nous n’arrivions plus à condenser les atomes.
Les fréquences transverses du piège à la fin de l’évaporation ont été déterminées en
faisant osciller le condensat dans le piège. Cela nous a permis de montrer l’importance
de prendre en compte la gravitation dans notre expression du piège dipolaire. Nous avons
finalement étudié comment le degré de liberté interne pouvait être contrôlé. La distillation
de spin permet en effet de sélectionner le sous-état magnétique dans lequel les atomes se
condensent en favorisant l’évaporation des autres sous-états. Ce dispositif est la première
étape avant la réalisation d’ondes de matières guidées et le contrôle des degrés de liberté
interne lors de la condensation permet de choisir la polarisation de ces "lasers à atomes".
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Chapitre II
Mise en place et caractérisation d’un
réseau optique
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II.1 Introduction historique
Les réseaux optiques ont de nombreuses applications dans le domaine des atomes froids.
Ils résultent d’interférences d’ondes lumineuses et il est donc possible de contrôler préci-
sément la profondeur du réseau en ajustant l’intensité des ondes lumineuses. Cela permet
ainsi de contrôler l’effet tunnel entre chaque puits du réseau. De plus, de nombreuses géomé-
tries pour ces réseaux optiques peuvent être créées. Il est par exemple possible de modifier
la période du réseau en changeant l’angle entre les ondes lumineuses qui interfèrent. Il est
aussi possible de créer des géométries plus compliquées comme des réseaux triangulaires
[49, 50]. En variant la polarisation d’une onde lumineuse par rapport à l’autre, on peut
créer des réseaux dépendant de l’état interne. Les atomes interagissant avec ce réseau ne
verront pas le même potentiel suivant leur état interne. De tels réseaux permettent de
réaliser le transport cohérent d’atomes suivant leur spin dans des potentiels périodiques
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[51]. La référence [52] offre un autre exemple de potentiel périodique dépendant de l’état
interne pour une géométrie hexagonale. Les réseaux optiques bichromatiques permettent,
quant à eux, de simuler le désordre afin d’étudier la localisation d’Anderson [53] ainsi que
le régime de délocalisation [54]. Les potentiels périodiques dépendant du temps ont aussi
de nombreuses applications comme le contrôle dynamique de l’effet tunnel [55]. En com-
binant les réseaux dépendant du temps et les réseaux bichromatiques, on peut imiter le
mouvement d’une "roue à cliquet" ou "ratchet" en allumant et éteignant successivement
des potentiels périodiques et asymetriques [56, 57]. Les réseaux optiques offrent ainsi de
grandes possibilités d’expériences dans le domaine des atomes froids.
Dans les chapitres suivants, nous décrivons une expérience de diffusion d’un condensat
se propageant sur un réseau optique. Pour réaliser cette expérience, il faut d’abord avoir
une idée précise de la profondeur du réseau. Dans ce chapitre, nous présentons donc la
méthode employée pour calibrer la profondeur ainsi que la mise en place expérimentale du
réseau optique.
La méthode utilisée pour calibrer le réseau est une méthode de diffraction Kapitza-
Dirac. Ces deux scientifiques ont été les premiers à proposer la diffraction d’onde de matières
par la lumière pour les électrons en 1933 [58]. Le mécanisme consiste à redistribuer les
photons entre deux ondes par diffusion Compton : un photon d’une onde est diffusée par
un électron dans l’autre onde par diffusion Compton. En se basant sur ces travaux, S.
Atshuler, L. M. Frantz et R. Braunstein [59] ont, en 1966, étendu l’idée à la diffraction
d’atomes neutres par la lumière. Ils ont ainsi montré que la proposition de Peter Kapitza
et Paul Dirac pour les électrons pouvait s’étendre à toute particule capable de diffuser
des photons, incluant les atomes neutres. Ils font remarquer alors que la probabilité de
diffraction est accrue lorsque la fréquence de la lumière utilisée se rapproche de la fréquence
de résonance. Les premières expériences de diffraction d’atomes par une onde stationnaire
ont été effectuées par le groupe de David Pritchard, d’abord dans le régime de Raman-
Nath, régime correspondant aux temps d’interaction courts [60, 61] puis dans le régime de
Bragg, pour des temps d’interaction plus longs et des potentiels peu profonds [62].
Les expériences de diffraction d’atomes sur un réseau optique sont maintenant monnaie
courante dans le domaine de la physique atomique. Notamment, la diffraction d’atomes
dans le régime de Bragg est souvent employée pour réaliser des lames séparatrices et des
miroirs pour atomes dans le but de créer par exemple des interféromètres atomiques, comme
les interféromètres de Mach-Zehnder. Les ondes stationnaires peuvent aussi être employées
comme des éléments directifs pour la réalisation de lithographie atomique. La diffraction
des atomes par l’onde stationnaire permet de privilégier une direction pour le dépôt des
atomes sur une surface [63]. La diffraction dans le régime de Raman-Nath [64] est souvent
utilisée quant à elle pour mesurer la profondeur des potentiels périodiques.
Un troisième régime de diffraction apparaît aux temps longs et pour des potentiels pé-
riodiques profonds, c’est le régime "de guidage" ("Channeling Regime" en anglais.). Il est
appelé ainsi car les atomes sont guidés le long des puits de potentiel. La figure II.1 issue


















Figure II.1 – Domaines des différents régimes de diffraction en fonction du temps d’in-
teraction et de la profondeur de potentiel. Le régime Raman-Nath est le régime des temps
courts. Pour des temps d’interaction plus long, le régime de Bragg correspond à des profon-
deurs de potentiels faibles tandis que le régime de "channeling" ou "guidage" correspond à
des potentiels profonds. Cette figure est issue de l’article de Keller et al.[65]. Le temps d’in-
teraction et la profondeur sont adimensionnés avec des paramètres définis dans la référence
[65].
temps et de la profondeur du potentiel. Les auteurs étudient en particulier comment le fait
d’allumer et d’éteindre adiabatiquement ou non le réseau influence la figure de diffraction
des atomes dans le régime de "guidage". On peut citer d’autres expériences étudiant ce
régime : la référence [66] étudie la distribution spatiale des atomes dans une onde station-
naire proche de résonance et la référence [67] dans laquelle les auteurs guident les atomes
le long d’une onde sphérique qui défléchit le jet atomique. Par ailleurs, comparativement
aux autres régimes, le calcul des populations dans les différents ordres n’est pas aussi aisé
dans le régime de "guidage" que dans l’approximation Raman-Nath qui donne une formule
analytique assez simple. Cependant, un modèle classique permet de comprendre en grande
partie les figures de diffraction [68].
Nous présentons dans ce chapitre la mise en place d’un réseau optique et sa calibration
par diffraction Raman-Nath. La première partie de ce chapitre est consacrée à la mise en
place du réseau optique. En particulier, nous rappelons quelques aspects théoriques sur
les réseaux et nous introduisons des grandeurs les caractérisant. Nous explicitons ensuite
le dispositif expérimental permettant la réalisation du réseau. La deuxième partie de ce
chapitre est dédiée à la caractérisation de la profondeur du réseau par diffraction Raman-
Nath. Quelques aspects théoriques sur ce régime sont explicités. On explique ensuite le
protocole expérimental de caractérisation de la profondeur et de la période du potentiel.












Figure II.2 – Schéma des deux ondes lumineuses (E1,k1) et (E2,k2) créant un réseau 1D.
L’angle θ est le demi-angle entre les deux directions de propagation des faisceaux.
II.2 Mise en place du réseau optique
II.2.1 Rappels théoriques sur les réseaux optiques et introduction de
grandeurs caractéristiques
Notre réseau optique résulte de l’interférence de deux faisceaux lasers de même longueur
d’onde λR faisant un angle de 2θ (voir figure II.2).
Modélisons nos deux faisceaux lasers par deux ondes planes polarisées linéairement de
vecteur d’onde k1 et k2 dans le plan (Oxz) schématisées sur la figure II.2. Les ondes planes
se croisent avec un angle 2θ telles que k1 = k1 cos θuz − k1 sin θux et k2 = k2 cos θuz +
k2 sin θux avec ki = |ki| la norme du vecteur d’onde (i = 1, 2). Les champs électriques des
deux ondes sont dans la direction y. Le champ électrique total s’écrit :
ET (r, t) = [E1 cos (k1 · r− ω1t) + E2 cos (k2 · r− ω2t)]uy. (II.1)
L’intensité totale est donc égale à :
E2T (r, t) = E
2
1 cos
2 (k1 · r− ω1t) + E22 cos2 (k2 · r− ω2t) + E′2 (r, t) , (II.2)
avec E′2 (r, t) = 2E1E2 cos (k1 · r− ω1t) cos (k2 · r− ω2t) .
Le dernier terme se réécrit comme la somme de deux cosinus :
E′2 (r, t) = E1E2 [cos ((k1 + k2) · r− (ω1 + ω2) t) + cos ((k1 − k2) · r− (ω1 − ω2) t)] .
(II.3)
On écrit le produit scalaire (k1 − k2) · r = (k1 − k2) z cos θ − (k1 + k2)x sin θ. En faisant,
en plus, l’hypothèse que ω1 = ω2 et k1 = k2 = k, l’expression de l’intensité moyenne du
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+ E1E2 cos (2kx sin θ) , (II.4)




varie suivant une seule direction x.
En considérant que les intensités des deux ondes sont égales : E21/2 = E22/2 = I0, l’intensité
moyenne s’écrit :
I(x) = 2I0 (1 + cos (2kx sin θ)) = 4I0 cos2 (kx sin θ) . (II.5)
Les zéros d’intensité sont donnés par : 2kxp sin θ = pi + 2ppi soit xp = λR(1 + 2p)/4 sin θ.
Le pas du réseau d vaut donc :
d = xp+1 − xp = λR2 sin θ . (II.6)
Cette période d du réseau permet d’introduire une vitesse vR = h/md et une énergie
ER = mv2R/2 caractéristiques du réseau, où m est la masse des atomes.
Le potentiel U(x) = χRI(x) vu par les atomes est écrit :
U(x) = U0 cos2(kRx) =
U0
2
(1 + cos(2kRx)) , (II.7)
où kR = k sin θ = pi/d et U0 = 4χRI0 et χR est le coefficient de proportionnalité entre
l’intensité lumineuse et la profondeur de potentiel. Il est défini au chapitre I dans l’équation
(I.2). Dans le cas du laser de longueur d’onde λR = 840 nm, ce coefficient vaut :
χR = −7.59 · 10−36 J.W−1.m−2 ou χR = −5.50 mK.MW−1.cm−2. (II.8)
Le laser utilisé pour réaliser le réseau optique est séparé en deux bras qui se croisent avec
un angle 2θ ' 80.5◦. La période du réseau vaut donc d ' 650 nm. Pour les atomes de
rubidium de masse m = 1.44 · 10−25 kg la vitesse caractéristique du réseau vaut vR =
h/md ' 7 mm/s et l’énergie caractéristique du réseau vaut : ER = mv2R/2 ' 3.61 · 10−30 J
ou ER/kB = 262 nK.
Nous décrivons maintenant le dispositif expérimental mis en place pour réaliser notre
réseau optique.
II.2.2 Dispositif expérimental
Le dispositif expérimental est présenté sur la figure II.3. Il est séparé en deux parties :
l’une sur une table optique indépendante permettant d’avoir la place nécessaire pour bien
caractériser la fréquence du laser (Table 1), l’autre sur la table d’expérience pour former
le réseau optique dans la chambre (Table 2). Les deux sont reliées entre elles par une fibre
optique. Nous décrivons dans la suite le dispositif expérimental sur les deux tables.
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Figure II.3 – Montage optique réalisé pour créer le réseau optique. La table 1 est une table
optique sur laquelle on dispose de la place nécessaire pour caractériser le laser (contrôle
de la fréquence et de la puissance). La table 2 est la table optique qui accueille la chambre
d’expérience. Le faisceau passe de l’une à l’autre à l’aide d’une fibre optique. Les nombres
à côté des lentilles correspondent à leurs focales en mm.
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Caractéristiques du laser créant le réseau optique
Le laser utilisé pour créer le réseau optique est un laser provenant de la société Toptica
à la longueur d’onde 840 nm, un laser maître injectant un amplificateur de puissance 1.
Une petite portion du laser maître est prélevée pour vérifier que la longueur d’onde reste
constante avec un lambdamètre commercial de la société HighFinesse et vérifier que le laser
est monomode à l’aide d’une cavité Fabry-Pérot. L’autre portion du laser est envoyée dans
l’amplificateur Toptica et la puissance en sortie est de 550 mW environ. Le laser passe
ensuite à travers un modulateur accousto-optique (MAO) qui permet d’avoir un contrôle
de sa puissance. Avant d’entrée dans le MAO la taille du faisceau est réduite d’un facteur 2
grâce à un télescope pour optimiser l’efficacité de diffraction. Celle-ci est de 72 % en sortie
du MAO, ce qui correspond à une puissance laser de 400 mW environ. Le faisceau est alors
envoyé sur la table de la chambre d’expérience à l’aide d’une fibre optique après passage
au travers d’un télescope de facteur 2 pour optimiser l’efficacité de couplage dans la fibre.
Nous avons typiquement 200 mW en sortie de fibre.
Mise en forme et contrôle de la puissance
Sur la table 2, la taille du faisceau est d’abord multipliée par un facteur 3 environ à l’aide
d’un télescope. Une lame demi-onde suivie d’un cube polariseur sépare ensuite le faisceau
en deux bras (voir figure II.3). La lame demi-onde est réglée de manière à avoir la même
puissance à l’entrée de la chambre pour les deux faisceaux après passage à travers toutes
les optiques. Après leur séparation, les deux faisceaux passent chacun à travers une autre
lame demi-onde qui permet de régler la polarisation des faisceaux afin qu’ils interfèrent.
Deux lentilles de focale 1000 mm focalisent les deux faisceaux dans la chambre avec un
waist de w = 110 µm. Les deux faisceaux se croisent au niveau de leur waist au centre de
la chambre d’expérience. La puissance maximale disponible est d’environ Pmax0 = 50 mW
par bras. Avec un tel waist et une telle puissance, la valeur maximale du potentiel vaut :






' 5.8 µK. (II.9)
Grâce au modulateur acousto-optique, nous contrôlons la profondeur du potentiel jusqu’à
la valeur Umax0 .
Un grand soin est à apporter à la polarisation des faisceaux entrant dans la chambre.
En effet, elle doit être naturellement dans la même direction pour les deux faisceaux afin
qu’ils interfèrent (comme indiqué sur la figure II.2). Nous choisissons, en conséquence,
une polarisation verticale. Pour régler la polarisation, nous plaçons temporairement avant
l’entrée de la chambre un cube polariseur. Le cube polariseur transmet la lumière polarisée
horizontalement et réfléchit la lumière polarisée verticalement. Nous minimisons alors la
quantité de lumière transmise à l’aide de la lame demi-onde placée avant le cube. La lame
est maintenant réglée et le cube peut être retiré du chemin optique.
1. L’amplificateur est un MOPA : "Master Oscillator Power Amplifier".










Figure II.4 – Schéma de principe du trajet d’un rayon lumineux passant par une lame
épaisse que l’on tourne d’un angle δi.
Le modulateur acousto-optique permet un contrôle de la puissance du faisceau à travers
une consigne qui lui est envoyée. La réponse du MAO est rendue linéaire grâce à un asser-
vissement. La consigne envoyée au MAO est comparée au signal reçu sur une photodiode
placée à la fin du trajet d’un des deux bras à la sortie de la chambre. Le signal d’erreur
obtenu est intégré à l’aide d’un circuit intégrateur pour corriger la consigne envoyée au
MAO. Nous disposons donc d’un contrôle linéaire de la puissance dans les deux bras, le
modulateur acousto-optique étant placé bien en amont de la séparation. Le fait que la
photodiode ne recueille la puissance que de l’un des deux bras ne pose pas de problème
puisque la séparation est faite à l’aide d’un "robinet" composé d’une lame demi-onde suivie
d’un cube. C’est la lame demi-onde qui est ici critique pour la répartition de la puissance
dans les deux bras.
Positionnement du point de croisement
Le réglage de la position des faisceaux est délicat puisqu’il faut d’une part que les deux
faisceaux coïncident au niveau de leur waist et d’autre part que ce croisement se superpose
sur la position du condensat de Bose-Einstein. Les miroirs permettant l’alignement étant
placés à un mètre, il est difficile de faire un réglage précis à la centaine de micromètres.
En effet, un tour de vis de la monture du miroir placée avant la lentille de focale 1000 mm
correspond à une déviation angulaire de 13 mrad. En considérant que le miroir est placé
à 1 m du centre de la chambre et en faisant l’approximation de petits angles, la distance
balayée par le faisceau lorsqu’on tourne la vis d’un tour est donc de l ' 1 m×13·10−3 rad '
13 mm. Or les faisceaux ayant un waist de 100 µm, il faut pouvoir régler la position des
faisceaux avec une précision bien meilleure que la centaine de micromètre. En nombres de
tour, il faudrait être précis à moins d’un centième de tour de vis !
Pour augmenter la précision on installe une lame de verre épaisse d’un centimètre
montée elle aussi sur une monture à vis de révolution 13 mrad par tour sur le trajet du
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faisceau. Lorsque la lame subit une rotation de δi = 13 mrad, le faisceau en sortie reste






' 40 µm. (II.10)
où e = 1 cm est l’épaisseur de la lame et n = 1.5 est l’indice du verre. Ainsi, en un tour
de vis nous pouvons balayer 40 µm. La figure II.4 montre l’effet d’une rotation de la lame
épaisse sur le faisceau. Il y a une complémentarité entre le réglage avec le miroir et le réglage
avec la lame épaisse. En effet, jouer sur les vis du miroir permet un pré-positionnement du
faisceau et jouer sur les vis de la lame épaisse permet d’ajuster précisément sa position. De
même, nous avons deux techniques complémentaires pour régler la position des faisceaux.
Une première étape permet d’être relativement bien placé et une seconde étape permet un
réglage précis de la position des deux faisceaux entre eux et par rapport au condensat. Le
protocole d’alignement des faisceaux entre eux est le suivant :
1. Nous remplaçons temporairement le laser à 840 nm par un laser à 780 nm asservi sur la
transition |F = 2〉 −→ |F ′ = 2〉 du 87Rb . Ce remplacement temporaire sans dérégler
les optiques est possible : il suffit de remplacer la fibre optique transportant le laser
à 840 nm par une fibre optique transportant un laser sur la transition |F = 2〉 −→
|F ′ = 2〉. Ce laser a pour effet de dépomper les atomes : ainsi la position du laser est
repérée par un trou dans le nuage d’atomes. Ce premier réglage permet de superposer
les faisceaux avec le piège magnéto-optique d’abord et avec le piège dipolaire ensuite.
En général, nous prenons comme point de repère le piège dipolaire après 100 ms
de maintien constant de la puissance du faisceau dipolaire horizontal. La figure II.5
montre ainsi la position des atomes manquants dans la pince optique c’est-à-dire la
position des deux bras. Sur cette figure, les deux bras ne sont pas superposés.
2. Un réglage plus fin est effectué après évaporation. En effet, les faisceaux à 840 nm pris
indépendamment permettent de réaliser des pièges dipolaires croisés à l’intersection
du faisceau dipolaire horizontal. Si toute la puissance est concentrée dans un bras
(environ 100 mW maximum), la profondeur du piège est d’environ Udip ' 3 µK. Le
faisceau dipolaire horizontal atteint cette profondeur après environ 3 secondes d’éva-
poration. Le faisceau du réseau permet alors de confiner les atomes longitudinalement
remplaçant l’action du faisceau dipolaire vertical. Le piège dipolaire est positionné
au niveau du condensat de Bose-Einstein. Pour régler la position du faisceau plus
précisément, on optimise la profondeur du piège croisé. L’opération est répétée pour
le deuxième bras du réseau optique.
Le réseau est maintenant mis en place au niveau du condensat. Dans la section suivante,
nous expliquons la méthode de calibration de sa profondeur.
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Figure II.5 – Image par absorption du piège dipolaire après 100 ms de maintien de la
puissance du faisceau dipolaire horizontal sur lequel on superpose les faisceaux bloqués sur
la transition |F = 2〉 −→ |F ′ = 2〉 du 87Rb . Les atomes sont poussés hors du piège. La figure
montre donc que les faisceaux qui vont constituer le réseau ne sont pas encore superposés.
II.3 Mesure de la profondeur des puits de potentiel par dif-
fraction
II.3.1 Diffraction Raman-Nath
La méthode consiste à appliquer le réseau sur le condensat pendant une durée τ et à
observer après temps de vol comment la distribution des impulsions a été affectée. L’analyse
quantitative donne accès aux caractéristiques du réseau et permet la calibration de la
profondeur du réseau et du grandissement de l’imagerie.
L’approximation de Raman-Nath consiste à négliger le terme d’énergie cinétique du Ha-
miltonien H = p2/2m+U ce qui se justifie pour des durées d’interaction plus courtes que
la période de l’oscillateur harmonique d’un puits du potentiel. La diffraction Raman-Nath
a pour effet d’imprimer une phase spatiale sur la fonction d’onde atomique du conden-
sat. Dans ce régime de diffraction, la distance parcourue par les atomes dans la direction
transverse pendant l’interaction avec le réseau optique peut être négligée. Après un temps
d’évolution τ dans le potentiel U(x) = U0 cos2(kRx) = (U0/2)×(1+cos(2kRx)), la fonction
d’onde s’écrit en négligeant le terme d’énergie cinétique du Hamiltonien H = p2/2m+ U ,
justifié par les temps d’interaction courts par rapport à la période de l’oscillateur harmo-
nique d’un puits du potentiel :
ψ (x, τ) = e−iU(x)τ/~ψ0(x), (II.11)
où ψ0(x) est la fonction d’onde initiale du condensat. Le terme d’évolution se développe
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Le facteur exp (−iU0τ/2~) est un facteur de phase global qu’on fixe égal à 1 dans la suite.
On a alors :









Le potentiel périodique projette la fonction d’onde sur une grille dans l’espace des impul-
sions de pas 2~kR. Ce pas traduit la nature des processus cohérents qui ont lieu au cours
de la diffraction (absorption, émission stimulée). Dans le régime de Raman-Nath, les poids
de chaque composante sont donnés par la valeur des fonctions de Bessel d’ordre n pour
un argument égal à U0τ/(2~). Après l’interaction du condensat avec le réseau optique, un
temps de vol ∆t avant la prise d’images permet d’avoir accès à l’espace des impulsions et
donc à la figure de diffraction.
Etudions maintenant l’évolution de la fonction d’onde d’un ordre de diffraction : ψn(x, 0) =
exp(2inkRx)ψ0(x) pendant le temps de vol ∆t. On considère que la fonction d’onde initiale
ψ0(x) est une fonction gaussienne :












avec σ la largeur de la fonction gaussienne et x0 la position de son centre. Pour évaluer
ψn(x,∆t), nous étudions l’évolution pendant un temps ∆t d’un paquet d’onde gaussien
ayant une vitesse moyenne kn = 2nkR . La transformée de Fourier de ψn(x, 0) est une
gaussienne centrée en kn 2 :
ψ˜n(k, 0) = ψ˜0(k − kn) = g(k, 1/σ2, kn). (II.15)











En appliquant la transformée de Fourier à cette équation, on obtient l’équation différentielle







qui a pour solution ψ˜n(k, t) = exp
(−i~k2t/2m) ψ˜n(k, 0). On applique maintenant la trans-
formée de Fourier inverse pour retrouver l’évolution dans l’espace réel après un temps de








2. On rappelle que la transformée de Fourier d’une gaussienne est aussi une gaussienne
(
∫
exp (−iku) exp (−γu2) du =√pi/γ exp (−k2/4γ)).
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4η − 2i . (II.19)
Afin de distinguer la partie complexe de la partie réelle du facteur A, nous le multiplions



















= (x− ~kn∆t/m)2 /σ2. Donc la fonction d’onde s’écrit après un
































Au final, dans le cas d’un paquet d’onde gaussien auquel on applique pendant un
temps τ un potentiel périodique, la fonction d’onde après un temps de vol ∆t s’écrit dans
l’approximation de Raman-Nath :




















De plus, les différents ordres de diffraction sont bien séparés car la largeur de la gaussienne
est petite devant la distance entre deux gaussiennes soit σkR À 1 et la densité de probabilité
s’écrit donc :
















La population des différents ordres de la figure de diffraction est donnée par les fonctions
de Bessel. La propriété des fonctions de Bessel |J−n(x)|2 = |Jn(x)|2 nous indique que la
population dans les différents ordres de diffraction est symétrique par rapport à l’ordre
zéro. De plus, la position de chaque ordre est donnée par xn = 2n~kR∆t/m, l’espacement
entre deux ordres de diffraction est dans l’espace réel, après un temps de vol ∆t, de ∆x =
2~kR∆t/m. Dans l’espace des impulsions, la différence ∆p entre deux ordres vaut :




Mesure de la profondeur des puits de potentiel par diffraction 55
Les ordres de diffraction d’un condensat de Bose-Einstein dans un potentiel périodique
sont espacées de 2~kR dans l’espace des impulsions. Après un temps de vol ∆t, la distance





Cette distance permet de vérifier que notre système d’imagerie est bien calibré. L’espa-
cement entre les différents ordres ne change pas lorsque l’approximation Raman-Nath ne
s’applique plus. Dans la section suivante, nous déterminons à partir de quel temps d’in-
teraction cette approximation n’est plus valable et nous décrivons les deux régimes qui
apparaissent au-delà de ce temps.
II.3.2 Au-delà de l’approximation Raman-Nath
L’approximation Raman-Nath consiste à négliger le terme d’énergie cinétique du Ha-
miltonien. Cette approximation n’est donc valable que lorsque les atomes se déplacent
d’une distance plus petite que la période du réseau pendant le temps d’interaction. Près
du minimum d’énergie de chaque puits le potentiel peut être considéré comme un potentiel
harmonique de fréquence ωho. Ainsi l’approximation Raman-Nath est valable lorsque la
durée d’impulsion est plus petite qu’une période de l’oscillateur harmonique approximant
les potentiels :
τ ¿ τRN = 1
ωho
, avec ωho =
√
U0ER/~, (II.27)
la période de l’oscillateur harmonique. La valeur τRN, limite entre l’approximation Raman
Nath et les autres régimes, dépend de la profondeur. Cette dépendance en puissance −1/2
est d’ailleurs illustrée dans la figure II.1. La droite limite entre le régime Raman-Nath et
les régimes de Bragg et de "guidage" perd en effet deux ordres de grandeur en profondeur
lorsqu’elle gagne un ordre de grandeur en temps d’interaction. Pour nos valeurs de poten-
tiels la valeur de τRN varie entre 30 µs pour les potentiels peu profonds (U0 ' 1ER) et
10 µs pour des profondeurs plus grandes (U0 ' 10ER).
La référence [68] étudie aussi la diffraction d’un condensat sur un réseau optique dans
le régime de Raman-Nath et au-delà. Ils observent des retours à un maximum de popula-
tion dans l’ordre zéro après un temps d’interaction plus long que τRN, dans le régime de
"guidage". Ils expliquent ces retours par un modèle classique où les atomes sont initiale-
ment au repos sur un potentiel sinusoïdal. Ils observent aussi un brutal effondrement des
populations dans les ordres de diffraction. Cet effondrement est partiel et est expliqué par
l’anharmonicité des puits de potentiel. L’ordre de diffraction le plus peuplé n’est en effet
pas totalement vidé. Ces effondrements traduisent bien le fait que nous ne sommes plus
dans l’approximation Raman-Nath puisqu’ils apparaissent à des temps supérieurs à τRN.
Pour des potentiels périodiques de profondeur faible à des temps d’interaction plus
longs, on se trouve dans le régime de Bragg. La première réalisation expérimentale de
diffraction de Bragg d’atomes neutres sur une onde stationnaire a été faite dans l’équipe
de D. E. Pritchard [62]. La diffraction de Bragg permet donc de diffracter les atomes entre
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Figure II.6 – Profils de diffraction en fonction du temps d’interaction τ pour (a) des temps
variant de 0 à 100 µs par pas de 1 µs, et pour des puissances par faisceaux de 48 mW et
(b) des temps τ allant de 0 à 20.5 µs toutes les 0.5 µs et pour des puissances par faisceaux
de 43 mW. Les images (c) et (d) sont des zooms de (a) pour des temps respectifs τ0 = 9 µs
et τ1 = 15 µs. La figure (c) montre l’annulation de l’ordre zéro de diffraction.
deux états séparés de 2~k [69]. Suivant les paramètres de l’onde stationnaire, il est possible
de créer une séparatrice du jet d’atomes (les atomes sont peuplés à 50% dans les deux états)
ou un miroir pour lequel toute la population est transférée d’un état à l’autre. Ces deux
analogies d’éléments d’optiques pour les atomes ont été mis à profit dans les interféromètres
atomiques de Mach- Zehnder [14, 15, 70].
II.3.3 Caractérisation expérimentale
Nous décrivons maintenant les calibrations expérimentales effectuées par diffraction
Raman-Nath. Nous utilisons cette méthode pour calibrer la profondeur de notre potentiel
périodique. Nous avons vu dans la section II.3.1 que cette méthode est valable pour des
temps courts d’interaction. Pour calibrer le réseau, nous réalisons d’abord un condensat de
Bose-Einstein suivant la séquence décrite au chapitre I. Le réseau optique est superposé
au condensat et est allumé pendant un temps τ . Nous regardons alors la population re-
lative dans les différents ordres de diffraction en fonction de ce temps d’interaction τ . La
population en fonction du temps de l’ordre n est proportionnelle à la fonction de Bessel
|Jn(U0τ/2~)|2.
La figure II.6 montre quelques exemples de profils de diffraction. Sur la figure II.6(a),
le temps τ d’interaction avec le réseau varie de 0 à 100 µs toutes les microsecondes pour
des puissances dans chaque bras du réseau de 48 mW. On constate une annulation de






































Figure II.7 – Population dans (a) l’ordre zéro et (b) l’ordre ±2 en fonction du temps d’in-
teraction τ avec le réseau optique. Les courbes rouges sont les points expérimentaux obtenus
et les courbes grises en trait plein sont les courbes théoriques obtenues numériquement pour
une profondeur U0 = 18 ER. Les courbes en pointillés noires sont les fonctions de Bessel
pour ce paramètre de profondeur. Ces courbes recouvrent les deux autres pour des temps
courts τ < τRN.
la population dans l’ordre zéro au temps τ (a)0 ' 9 µs. Cette annulation de la population
dans l’ordre zéro nous donne un premier aperçu de la profondeur du potentiel. En effet, le
premier zéro de la fonction de Bessel d’ordre zéro |J0(x0)|2 = 0 s’obtient pour x0 ' 2.40483.
On a alors U (a)0 = 2~× 2.40483/τ (a)0 . Dans notre cas de figure nous avons τ0 = 9 µs, donc
U0 ' 4.23 ·10−29 J ' 15.7 ER. Cette valeur est à comparer avec la valeur théorique que l’on
obtiendrait si nos faisceaux étaient parfaitement croisés pour une puissance de 48 mW :
U
(a)
0,th = 18.4 ER. La valeur expérimentale est à 15 % de la valeur théorique ce qui est très
convenable !
La figure II.6(b) montre un profil de diffraction pour des temps d’interaction allant de 0
à 20.5 µs toutes les 0.5 µs pour des puissances par bras de 38 mW. La première annulation
de l’ordre zéro de diffraction est obtenue pour τ (b)0 = 12 µs. Cela nous donne une profondeur
de réseau de : U (b)0 = 11.8 ER. La valeur théorique obtenue pour des puissances par bras
de 38 mW est U (b)0,th = 14.4 ER. L’erreur relative entre la valeur expérimentale et la valeur
attendue est de 18 %.
Pour calibrer plus précisément le réseau à partir des images obtenues montrées sur
la figure II.6(a), on mesure les populations dans les différents ordres de diffractions pour
un temps donné. Ainsi on obtient une courbe des populations en fonction du temps d’in-
teraction avec le réseau pour chaque ordre et on la compare avec la courbe théorique
obtenue à l’aide d’un calcul numérique sans approximation 3. Deux exemples de profils
obtenus sont représentés sur la figure II.7 pour les ordres de diffraction 0 et ±2. Sur cette
figure, les données expérimentales sont superposées aux profils théoriques calculés pour
U0 = 18 ER. Pour cette profondeur, on trace aussi les fonctions de Bessel : |J0(U0τ/2~)|2
et |J2(U0τ/2~)|2 pour comparer les allures des courbes aux temps courts. Ces courbes qui
se superposent parfaitement aux temps courts avec les courbes théoriques calculées sans
3. Ces courbes ont été calculées par François Vermersch dans le cadre de sa thèse.
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Figure II.8 – Exemple de profil de diffraction pour 15 µs d’interaction avec le réseau et 10
ms de temps de vol. Ces données correspondent au profil intégré dans la direction transverse
de la figure II.6(d). Nous mesurons une distance de 153 pixels entre les ordres −3 et +3
donnant une distance entre les ordres d’environ 26 pixels.
approximation montrent bien que l’approximation de Raman-Nath est très satisfaisante
aux temps courts. On peut aussi trouver graphiquement le temps limite τRN. En effet, vers
τ ' 12 µs, les fonctions de Bessel ne se superposent plus ni à la courbe numérique ni
aux points expérimentaux. La profondeur de réseau U0 ' 18 ER permet de superposer les
courbes théoriques aux points expérimentaux aux temps plus long. Cependant, la profon-
deur qui ajuste le mieux l’annulation de l’ordre zéro de diffraction est U0 ' 16 ER. Nous
retenons donc la profondeur calibrée intermédiaire de U0 ' (17± 1)ER.
II.3.4 Mesure du pas du réseau
Le motif de diffraction obtenu permet aussi de retrouver le pas du réseau et de confirmer
plus précisément la calibration de la taille du pixel pour notre imagerie dans le mode CBE
(voir chapitre I). Dans le paragraphe II.3.1, l’équation (II.24) donne la forme de la fonction






où d est la période du réseau. Lorsque le temps de vol est de 10 ms, la distance entre
les différents ordres de diffractions de Raman-Nath est de ∆x = 71 µm. En pratique, la
mesure de la distance des différents ordres de diffraction permet une calibration précise
de la taille du pixel de notre imagerie et par conséquent du grandissement. Ainsi le profil
représenté sur la figure II.8 permet de retrouver la distance ∆x séparant les différents
ordres. Nous trouvons une distance ∆x ' 26 pixels. Pour comparer cette distance à la
valeur théorique, il faut prendre en compte le fait que le faisceau d’imagerie traverse les
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atomes à 45◦ 4. Ainsi, la calibration de l’imagerie vaut : cCBE = 71/(26
√
2) = 1.93 µm par
pixels. L’erreur relative par rapport à la calibration par le calcul géométrique est de l’ordre
de 12%. La diffraction Raman-Nath permet une calibration plus précise de la taille du pixel
dans le mode d’imagerie CBE puisque la source est directement le condensat. Ainsi nous
adoptons la valeur de 1.93 µm par pixels pour les expériences à venir. Le grandissement
correspondant est de : γCBE = 3.34.
II.4 Conclusion
Dans ce chapitre, on a présenté notre dispositif expérimental pour le réseau optique
que nous utilisons dans les chapitres suivants. Nous avons détaillé la méthode qui permet
de calibrer à la fois la profondeur du réseau au niveau des atomes et le grandissement de
l’imagerie. Cette méthode est utilisée dans de nombreux laboratoires ; elle consiste à exposer
le condensat pendant un temps court au réseau optique, puis à analyser quantitativement
l’impact de cette exposition dans l’espace des vitesses.
4. En pratique, il suffit de multiplier le nombre de pixels initial par
√
2.
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Dans ce chapitre, nous commençons par rappeler l’approche théorique appropriée pour
rendre compte de la dynamique d’une particule dans un potentiel périodique infini. Nous
rappelons le théorème de Bloch et la méthode de calcul de la structure de bande du po-
tentiel.
Nous présentons ensuite le résultat d’une diffusion d’une particule sur un potentiel
périodique qui permet d’explorer à la fois la structure en bandes de "conduction" et en
bandes interdites. Nous étudions la diffusion sur deux potentiels périodiques : l’un sinusoï-
dal, l’autre ayant pour motifs des puits carrés. Pour ces deux potentiels, nous regardons
l’influence du nombre de site sur le coefficient de transmission des atomes. On considère que
les potentiels étudiés dans ce chapitre sont sans enveloppe, c’est-à-dire que la profondeur
de chaque puits du potentiel périodique est la même en tout point du réseau. L’effet d’une
enveloppe gaussienne sur le coefficient de transmission sera étudié dans le chapitre IV.
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III.1 Généralités sur le calcul de la structure de bande
III.1.1 Le théorème de Bloch
On considère un potentiel périodique à 1 dimension de forme quelconque :
U(x+ d) = U(x), (III.1)
de période d. L’interaction d’une particule de masse m avec ce potentiel périodique est







ψ(x) = Eψ(x). (III.2)
D’après le théorème de Bloch, les fonctions propres du Hamiltonien H décrivant l’évolution
d’un atome dans le potentiel périodique U(x) de période d s’écrivent sous la forme [71, 72] :
ψn,k(x) = eikxun,k(x) avec un,k(x+ d) = un,k(x). (III.3)
La périodicité en d des fonctions un,k permet une autre écriture du théorème de Bloch :
ψn,k(x+ d) = ψn,k(x)eikd. (III.4)
De plus, la fonction un,k(x) satisfait l’équation :




pour laquelle il y a n solutions discrètes. Les états propres |n, k〉 de H sont appelés états de
Bloch et ont pour valeurs propres associées En(k). Le paramètre n correspond à un indice
de bande discret et le paramètre k est une quasi-impulsion continue. Les états propres et
vecteurs propres sont des fonctions périodiques de période 2pi/d dans l’espace des impul-
sions ; 2pi/d est en effet la période du réseau réciproque. Par convention, on se restreint à
la première zone de Brillouin définie sur [−pi/d, pi/d] dans l’espace des impulsions. Il est à
noter que les états propres sont délocalisés sur tout le potentiel périodique.
La fonction propre de l’état de Bloch |n, k〉 se décompose en séries de Fourier de la
forme :




où les al sont des coefficients constants et kR = pi/d. Cette notation permet de mettre
en avant le fait que pour une quasi-impulsion k donnée, les états propres pour les diffé-
rentes bandes d’énergies résultent de la combinaison linéaire entre les ondes planes |~k〉 et
|~k + 2~lkR〉 (avec l entier relatif). Cela signifie que les seuls états qui sont couplés à l’onde
plane |~k〉 sont les états dont l’impulsion diffère de 2~kR. Dans le cas d’un réseau optique
composé de deux ondes lumineuses, cette propriété s’interprète facilement : un photon est
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absorbé dans une onde et réémis par émission stimulée dans l’autre onde. Ce processus
entraîne un transfert d’impulsions de 2~kR du champ vers l’atome [69].
III.1.2 Calcul de la structure de bandes d’un potentiel périodique
Nous décrivons dans cette section le calcul du diagramme de bande par méthodes
matricielles. Nous décrivons ici deux méthodes de calcul : la méthode des différences finies
et la représentation par ondes planes. Dans les deux cas, on effectue une discrétisation de
l’équation de Schrödinger. Pour obtenir la structure de bandes, il faut calculer les valeurs
propres En(k) en fonction du vecteur d’onde k.




ψi−1 − 2ψi + ψi+1
∆x2
+ U(xi)ψi = Eψi, (III.7)
avec x = i∆x et ∆x = d/N , avec par conséquent des indices i allant de 1 à N . Les
conditions aux bords s’écrivent :
ψ0 = ψNe−ikd, (III.8)
ψN+1 = ψ1eikd. (III.9)
Le système d’équations (III.7) peut donc se réécrire sous la forme matricielle suivante :
b1 a ae−ikd
a b2 a































Les énergies propres E(k) sont les valeurs propres de la matrice de l’équation (III.10) pour
un k donné. Les vecteurs propres de cette matrice donnent les amplitudes des fonctions
d’onde ψi. Cependant les termes ae±ikd situés dans les coins supérieur droit et inférieur
gauche compliquent grandement la diagonalisation de la matrice.
La représentation par les ondes planes offre une autre méthode pour le calcul de la
structure de bande qui permet de s’affranchir de ces termes. Pour ce calcul, on développe
le potentiel périodique en série de Fourier. Dans le cas particulier du potentiel sinusoïdal,





L’équation (III.6) donne accès à la transformée de Fourier des fonctions d’onde ψ(x). On
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Figure III.1 – Structure de bande En(k) pour un réseau de profondeur U0 = 4ER avec
ER = mv2R/2, vR = h/(md) et kR = pi/d.
remplace l’expression de ψn,k(x) et U(x) dans l’équation de Schrödinger par leur dévelop-
pement de Fourier respectifs. On a alors un système d’équations pour les coefficients al de











(al−1 + al+1) = Eal. (III.13)
On déduit de ses équations le système matriciel suivant pour des l allant de −N à +N :
b−N u
u b−N+1 u


































On obtient la structure de bande E(k) en diagonalisant la matrice de l’équation (III.14).
Les coefficients al correspondent aux amplitudes des fonctions d’onde propre ψn,k(x). L’al-
gorithme utilisé pour diagonaliser cette matrice tridiagonale est plus simple et plus rapide
que pour la diagonalisation de la matrice de l’équation (III.10). En effet, les termes isolés
et non diagonaux ae±ikd compliquant la résolution numérique ont disparu. Les quatres
premières bandes de la structure de bande En(k) pour une profondeur de réseau U0 = 4ER
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Figure III.2 – Schéma d’une particule (en bleu) dans un potentiel périodique semi-infini.
sont tracées sur la figure III.1.
Pour le calcul de la structure de bande d’un autre potentiel, le développement en série
de Fourier du potentiel rajoute des diagonales secondaires dans la matrice à diagonaliser.
III.2 Potentiel sinusoïdal et équation de Mathieu
Nous regardons maintenant la diffusion d’une particule sur un potentiel périodique
sinusoïdal semi-infini. La diffusion d’une particule sur ce potentiel permet de sonder les
bandes de conduction et les bandes interdites. Nous allons ainsi voir que les particules qui
arrivent avec une énergie incidente qui se situe dans une bande interdite sont réfléchies.
III.2.1 Equation de Mathieu
Nous regardons maintenant l’évolution d’une particule de masse m se propageant
avec une vitesse v comme schématisé sur la figure III.2 au travers du réseau semi-infini
U(x) = −U0 sin2(pix/d). Ce potentiel ne diffère que d’un facteur de phase du potentiel
−U0 cos2(pix/d) ce qui est sans conséquence sur la physique du système. L’équation de














ψ(x), x ≥ 0. (III.16)












ψ(x˜) = 0. (III.17)
En posant η = 4 (v/vR)2 + 2U0/ER et q = U0/ER où vR et ER sont deux grandeurs




+ [η − 2q cos (2x˜)]ψ = 0. (III.18)
Cette équation a été étudiée pour la première fois par Emile Mathieu pour le calcul des
modes vibrationnels d’une membrane elliptique [73]. Les solutions de l’équation III.18 sont
des fonctions transcendantes. Elles ne peuvent pas s’écrire en terme de fonctions élémen-
taires. Elles sont seulement séparées entre solutions paires notées C(η, q, x˜) et solutions
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η
Figure III.3 – Diagramme de stabilité de l’équation de Mathieu pour les paramètres (q, η).
Les régions en rouges sont les régions stables. Les lignes limites entre les zones stables et
instables sont les fonctions caractéristiques de Mathieu an(q) et bn(q), n ∈ N.
impaires S(η, q, x˜). Ces solutions sont périodiques lorsque le paramètre η prend des va-
leurs spécifiques qui sont appelées fonctions caractéristiques de Mathieu : an(q) et bn(q)
où n ∈ N. Ces deux fonctions permettent de tracer le diagramme de stabilité des fonctions
de Mathieu (fig. III.3) . Elles sont la limite entre les zones des paramètres (q, η) stables où
toutes les solutions sont bornées et les zones instables où au moins une solution diverge.
Les régions des paramètres (q, η) stables sont tracées en rouge.
Dans le cas d’une particule se propageant sur le potentiel périodique de profondeur U0
avec une vitesse v, on trace ce même diagramme de stabilité pour les paramètres (v, U0) sur
la figure III.4. Les régions instables du diagramme correspondent aux situations pour les-
quelles l’énergie incidente de la particule se trouve dans une bande interdite du diagramme
d’énergie. Ce phénomène implique une réflexion totale de la particule par le réseau.
De plus, pour une profondeur très faible du réseau (U0 ¿ ER), les particules réfléchies
sont celles qui remplissent la condition de Bragg : 2d sinΘ = nλ, avec λ = h/(mv) est la
longueur d’onde de de Broglie pour les atomes avec une vitesse incidente v. Θ est l’angle
entre la normale et la direction des particules réfléchies et nous avonsΘ = pi/2. La condition
se réécrit donc κd = npi où κ = 2pi/λ. Les particules qui sont réfléchies ont accumulées une
phase multiple de pi pendant leur propagation sur une période comme il est montré dans
l’introduction. En terme de vitesse, la condition de Bragg correspond à v = nvR/2 puisque
vR = h/(md) [74]. Les atomes avec de telles vitesses sont donc réfléchis sur des potentiels
de profondeurs très faibles.
Le réseau étudié ici est semi-infini. De tels réseaux ne sont pas envisageables expérimen-
talement et il faut considérer des potentiels périodiques ayant un nombre de sites finis. Nous
étudions dans la section qui suit l’influence de ce nombre fini de sites sur le diagramme de
stabilité pour les paramètres (v/vR, U0/ER).
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Figure III.4 – Diagramme de stabilité de l’équation de Mathieu pour les paramètres
(v/vR, U0/ER). Les régions en rouges sont les régions stables. Les régions bleues instables
correspondent aux particules réfléchies. L’énergie incidente de ces particules se situe au







Figure III.5 – Schéma d’une expérience de diffusion pour un potentiel périodique fini.
III.2.2 Influence du nombre de sites
Lorsque le nombre de sites du potentiel périodique n’est pas infini, il n’y a pas de
solution analytique de l’équation de Schrödinger. Pour obtenir les coefficients de réflexion
et de transmission (schématisées sur la figure III.5), nous la résolvons donc numériquement
pour des ondes planes. Nous calculons la probabilité de transmission |t|2 des atomes en
fonction de la profondeur du potentiel et la vitesse incidente des atomes. Nous traçons des
diagrammes à deux dimensions du même type que celui de la figure III.4 mais pour un
nombre de sites fini. Nous étudions ainsi l’influence du nombre de sites sur la probabilité
de transmission.
Les figures III.6(a-e) montrent le calcul de la probabilité de transmission en fonction
des paramètres (v, U0) pour des potentiels ayant un nombre de sites respectifs 1, 2, 3, 5, 25.
La figure III.6(f) est un agrandissement de la figure III.6(e).
La figure III.6(a) correspond à la transmission d’une onde plane à travers un potentiel
à un seul site sinusoïdal. Il y a réflexion quantique pour les vitesses faibles (typiquement
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Figure III.6 – (a-e) Probabilités de transmission pour un réseau sinusoïdal ayant respec-
tivement N = 1, 2, 3, 5, 25 sites. (f) Agrandissement de la région dans le rectangle blanc
dans (e). Cet agrandissement montre clairement que la bande d’énergie autorisée continue
lorsque le réseau est infini est en pratique constituée de N résonances de largeur 1/N .
v ≤ 0.3vR) excepté pour certaines valeurs discrètes de profondeurs U0 pour lesquelles il
y a transmission totale. Cela correspond à l’apparition d’un nouvel état du potentiel sur
lequel se propage les atomes permettant un maximum de transmission. Cette fenêtre de
transparence correspond à un effet Fabry-Perot.
Lorsqu’on augmente le nombre N de sites dans le réseau, on constate deux effets :
– Pour des vitesses incidentes faibles, les valeurs discrètes de U0 pour lesquelles la trans-
mission est totale se séparent en N composantes. On compte ainsi 25 résonances sur
la figure III.6(f), agrandissement de la figure III.6(e). Cela est dû au couplage entre les
sites du potentiel. Plus N augmente, plus ces figures de transmission totale s’étendent
sur toutes les bandes d’énergies permises données par l’équation de Mathieu. On peut
s’en convaincre en comparant la figure III.6(e) pour N = 25 sites à la figure III.4
où N est infini. La largeur des résonances varie comme 1/N . Ainsi quand le réseau
est infini, la largeur des résonances est nulle et la bande est continue. Le nombre de
site du réseau mis en place sur notre dispositif expérimental est d’environ 800. On
comprend bien qu’il ne sera alors pas possible de les distinguer expérimentalement
et elles ne pourront n’être observées que numériquement avec une grande résolution
dans le pas de calcul.
– Les régions de totale réflexion s’étendent à des vitesses plus grandes lorsque le nombre
de sites augmente. On distingue ainsi de mieux en mieux l’apparition des réflexions
dues à la condition de Bragg pour des profondeurs de potentiel faible. En effet cette
condition correspond à des interférences constructives dues à l’exploration d’un grand
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Figure III.7 – Probabilités de transmission d’une particule diffusant sur le potentiel pério-
dique Uc dont les puits sont de formes carrées. Ce coefficient est tracé pour des potentiels
ayant différents nombres de sites. De (a) à (f), on a respectivement N = 1, 2, 3, 5, 10, 50
sites.
nombre de sites dans le réseau.
L’étude de cette section concerne un potentiel sinusoïdal. Nous proposons de regarder
dans la suite l’influence de la forme du potentiel sur la figure de diffusion en étudiant un
potentiel périodique fait de puits carrés dans la section suivante.
III.2.3 Comparaison avec un potentiel périodique de puits carrés
Potentiel carré périodique





où Π(x) est la fonction porte. On considère une particule de masse m de vitesse v et
d’énergiemv2/2 qui interagit avec le potentiel Uc. On trace comme pour le réseau sinusoïdal
le coefficient de transmission en fonction de la profondeur de potentiel et de la vitesse des
atomes sur la figure III.7. Les figures III.7(a-f) sont respectivement pour des potentiels
avec un nombre de site N = 1, 2, 3, 5, 10, 50.
On remarque plusieurs effets du potentiel sur la figure de transmission. Pour un poten-
tiel à puits carré à un site, on retrouve sur la figure III.7(a) la même phénoménologie que
pour la figure III.6(a).
Pour un réseau constitué de plusieurs motifs, à des vitesses incidentes faibles, on re-
trouve comme pour le réseau sinusoïdal la séparation des résonances de la probabilité de
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k0 k1
Figure III.8 – Schéma du potentiel périodique à motifs carrés Uc de période d. Les vecteurs
d’onde k0 et k1 correspondent respectivement au vecteur d’onde de propagation dans l’espace
libre sur une distance d/2 et au vecteur d’onde de propagation dans un puits carré de
profondeur U0 sur une distance d/2.
transmission. Elles sont dues au couplage des états liés entre les sites du potentiel pério-
dique.
Un autre effet commun avec le réseau sinusoïdal est la réflexion des atomes ayant des
vitesses incidentes bien définies pour des profondeurs faibles. Les atomes doivent satisfaire
la condition de Bragg qui s’écrit kd = npi avec k vecteur d’onde de propagation des atomes.
En terme de vitesse, on retrouve la relation v = (n/2)vR avec v = ~k/m.
Lorsque le nombre de site est supérieur à 1 on remarque l’apparition de résurgences de
réflexion pour des vitesses supérieures à vR. Ainsi pour un potentiel à 2 puits, on a une seule
résurgence. Une de plus pour le potentiel à 3 puits. Cependant, des "îlots" plus marqués
se dégagent lorsque le nombre de sites augmente. Ces "îlots" et les fines résurgences de
réflexion n’apparaissent que pour un nombre de site supérieur à 1 traduisant un effet dû à
plusieurs sites. Les "îlots" ne sont pas présents pour le potentiel périodique sinusoïdal. Ils
sont donc spécifiques à cette forme de potentiel. La présence de deux discontinuité dans le
motif entraînent des résonances d’ordre supérieure. Ces "îlots" proviennent d’interférences
constructives entre plusieurs sites combinés avec un effet spécifique au motif carré. Nous
regardons d’abord l’effet du motif du potentiel. Lorsqu’un atome se propage avec un vecteur
d’onde k0 sur une période du potentiel, sa progression se fait en deux étapes : une étape
d’interaction avec le potentiel et une étape où l’atome se propage librement (voir figure
III.8). Dans le premier cas, le vecteur d’onde k1 associé à sa propagation dans le potentiel








k0 − 2mU0~2 . (III.20)
La réflexion par interférences constructives est prise en compte avec la condition de Bragg.
Cette condition s’écrit dans le cas du potentiel Uc en intégrant la phase cumulée sur les
deux parties du potentiel (Uc = −U0 et Uc = 0) [75]. Comme montré dans l’introduction
dans le cadre des miroirs diélectriques en optique, la phase accumulée sur une période doit







= pi [2pi] = pi (2n+ 1) . (III.21)
Conclusion 71
On considère que chaque phase kid/2 (i = 0, 1) contribue de moitié à la phase accumulée
























Ce choix d’une répartition pi/2 − pi/2 se justifie par le fait que la première condition doit
correspondre à la condition de Bragg, on se place ainsi dans le type "quart d’onde" expli-
cité dans la partie portant sur les miroirs optiques diélectriques de l’introduction. Cette
première condition (III.22) devient : v/vR = p + 1/2 ce qui confirme le choix de diviser
par 2 la phase totale accumulée. En élevant la deuxième condition (III.23) au carré, et en












De plus, ER = mv2R/2 = h

















)2 − (2p+ 1)2] .
(III.25)
Lorsque p = p′, nous avons U0/ER = 0 et nous retrouvons la condition de Bragg. Par
contre, lorsque p 6= p′, nous avons pour une vitesse v/vR = p + 1/2 donnée la profondeur
U0/ER correspondant à la position des îlots de réflexion totale. On peut vérifier que ces
points (v/vR, U0/ER) correspondent à la position des "îlots" sur la figure III.9 qui montre
la probabilité de transmission en fonction des paramètres (v/vR, U0/ER) pour un potentiel
ayant 25 sites et pour des échelles v/vR et U0/ER plus grandes. Par exemple, pour p = 1,
c’est-à-dire pour une vitesse v = 1.5vR, les "îlots" de réflexion sont positionnés pour p′ =
2, 3, 4 . . . soit respectivement en U0/ER = 4, 10, 18, . . .. On peut aussi retrouver les positions
des premières réflexions pour p = 0 équivalent à la vitesse incidente v = 0.5vR. Dans ce cas
les profondeurs de potentiel correspondant à des réflexions sont : U0/ER = 2, 6, 12, . . .. Ces
points sont désignés par les points blancs sur la figure III.9 et correspondent à la réflexion
de Bragg pour ce choix de répartition de phase de type "quart d’onde".
Ce phénomène de résonances de réflexion sous forme d’"îlots" est donc dû au fait que
les atomes passent alternativement par deux étapes pendant leurs propagations : une étape
d’interaction avec le potentiel et une étape de propagation libre. Ces deux étapes rappellent
les matériaux diélectriques qui sont formés par l’alternance entre deux milieux d’indices
différents et qui sont étudiés dans l’introduction.
III.3 Conclusion
Ce chapitre fournit les aspects théoriques requis pour le calcul de la structure de bande
d’un potentiel périodique sans enveloppe. Nous rappelons le théorème de Bloch nécessaire à




































Figure III.9 – Probabilité de transmission d’une particule interagissant avec un réseau à
puits carrés ayant N = 25 sites pour les paramètres (v, U0). Pour mieux observer les ré-
surgences de réflexion sous forme d’"îlots", l’échelle est élargie pour des vitesses incidentes
variant de 0 à 10vR et des profondeurs de 0 à 40ER.
ce calcul. Nous montrons aussi que pour un potentiel sinusoïdal, l’équation de Schrödinger
décrivant l’interaction d’une particule de masse m et de vitesse v s’écrit sous la forme
de l’équation de Mathieu. Nous avons tracé le diagramme de stabilité dans le cas d’un
réseau infini. Les zones instables de ce diagramme correspondent aux bandes interdites de
la structure de bandes.
Dans une expérience de diffusion, un atome est réfléchi lorsque son énergie incidente se
trouve dans une bande interdite de la structure de bandes du potentiel.
L’étude de la probabilité de diffusion en fonction du nombre de sites montre les effets dus
à la multiplicité des sites. La réflexion à potentiel faible ou nul pour des valeurs discrètes de
vitesses (v = nvR/2) est expliquée par la condition de Bragg. Les résonances en fonction de
la profondeur apparaissant pour des vitesses faibles traduisent, quand à elles, un couplage
entre les états liés de chaque puits du réseau.
Nous avons comparé les résultats obtenus avec un réseau sinusoïdal à un réseau formé de
puits carré. On voit alors apparaître des "îlots" de réflexion pour des vitesses assez élevées.
Leurs existences s’expliquent en considérant les effets combinés d’une phase accumulée
après la traversée de plusieurs sites entraînant une réflexion et de la forme du potentiel en
elle-même qui peut se séparer en deux formes distinctes : un puits carré de longueur d/2
et un potentiel nul pendant une distance d/2. Ainsi les atomes ont deux vecteurs d’onde
de propagation distincts selon s’ils sont en interaction avec le potentiel carré ou s’ils se
propagent librement.
Ce chapitre est utile pour le chapitre IV dans lequel on prend en compte le fait que le
réseau optique a une enveloppe gaussienne dû à la focalisation des deux faisceaux lumineux
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qui le créent. Le rappel sur les particules se propageant dans des réseaux optiques sans
enveloppe fait dans ce chapitre peut constituer une première étape pour le lecteur avant
d’aborder le sujet plus complexe d’un réseau avec une enveloppe gaussienne.
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Nous avons décrit la réalisation du condensat de Bose-Einstein au chapitre I ainsi que la
mise en place et la caractérisation du réseau optique au chapitre II. Le chapitre précédent
III a permis de traiter les cas généraux d’une particule dans un réseau périodique ou
diffusant sur un tel réseau. Pour compléter cette étude effectuée en considérant un réseau
sans enveloppe, nous étudions dans ce chapitre l’effet d’une enveloppe gaussienne sur la
figure de diffusion. Nous explicitons ensuite comment nous réalisons un paquet d’ondes de
vitesse moyenne v¯ et de dispersion de vitesse ∆v à partir d’un condensat de Bose-Einstein,
puis le résultat de la diffusion de ce paquet d’ondes sur le réseau optique. Certaines classes
de vitesses du paquet d’ondes subissent une réflexion de Bragg. L’interaction avec le réseau
réalise un filtre passe-haut dans l’espace des vitesses.
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IV.1 Particule dans un potentiel périodique avec une enve-
loppe gaussienne
IV.1.1 Effet de l’enveloppe sur le diagramme de stabilité des équations
de Mathieu
Le dispositif expérimental utilisé pour réaliser le réseau optique dans la chambre d’ex-
périence est détaillée au chapitre II. Les deux faisceaux qui créent le réseau se croisent en
leurs points focaux. Le croisement de ces faisceaux gaussiens est à l’origine de l’enveloppe
gaussienne du réseau. La largeur ω˜ de l’enveloppe gaussienne est obtenue en fonction des
waists des deux faisceaux qui interfèrent et de l’angle θ que font les faisceaux entre eux (cf
Fig. IV.5) : w˜ = w/ cos(θ) ' 140 µm et le potentiel engendré par le réseau optique a alors
pour expression :







où kR = pi/d. La forme du réseau est représentée sur la figure IV.1. En pratique l’enve-
loppe a un impact important sur la réponse du système comme nous allons le voir. La
figure IV.2(a) montre, en fonction des paramètres (v, U0), le diagramme de stabilité de
l’équation de Mathieu qui régit l’évolution d’une particule dans un réseau infini uniforme.
Ce diagramme a été commenté dans le chapitre III. Les zones en bleues sont les zones
instables et correspondent aux paramètres pour lesquelles la particule est réfléchie par le
réseau optique. Les zones stables en rouge correspondent à une transmission totale de la
particule. La figure IV.2(b) montre le diagramme auquel on peut à priori s’attendre dans le
cas d’un réseau avec enveloppe gaussienne. En effet, avec une enveloppe et pour une vitesse
v fixée, il n’y a transmission qu’en dessous d’une certaine valeur critique de profondeur de
potentiel U (c)0 . Pour expliquer ce diagramme et cette valeur critique, nous considérons que
l’amplitude du réseau ne change pas sur plusieurs sites adjacents et que les particules
interagissent localement avec un réseau d’amplitude constante. Cette approximation cor-
respond à l’approximation lentement variable et est validée dans notre cas puisque nous
avons : w˜ ' 230dÀ d. Ainsi lorsque la particule se déplace dans le réseau avec enveloppe,
tout se passe comme si elle voyait un réseau d’amplitude constante avec une profondeur
qui augmente petit à petit. Pour une certaine profondeur à une vitesse v fixée, la particule
rencontrera une bande interdite et sera réfléchie. Ainsi les profondeurs supérieures ne seront
pas explorées comme on le voit sur le diagramme de la figure IV.2.
Les simulations numériques sont cependant un peu différentes de l’intuition présentée
ci-dessus et nous expliquons l’origine des différences dans la section suivante.
IV.1.2 Contributions des transitions Landau-Zener
La figure IV.3 montre le résultat de simulations numériques donnant la probabilité de
transmission pour les paramètres de l’expérience en fonction des paramètres de profondeur
U0 et de la vitesse incidente des particules v. Quelques différences sont à noter par rapport
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U(z)
Figure IV.1 – Forme du réseau U(z) avec enveloppe.
(a) (b)
Figure IV.2 – Probabilité de transmission pour un réseau dans le cas théorique d’un nombre
de site infini (a) sans enveloppe et (b) avec enveloppe gaussienne. Sans enveloppe, la proba-
bilité de transmission d’une particule interagissant avec le potentiel est donnée par l’équa-
tion de Mathieu.
à la figure IV.2(b). On observe des résurgences de transmission pour des vitesses incidentes
élevées alors qu’on s’attend à ce que les particules soient réfléchies pour ces profondeurs.
Pour des vitesses incidentes élevées, c’est-à-dire des énergies incidentes plus impor-
tantes, les bandes interdites dans la structure de bandes sont plus étroites. On peut le voir
par exemple sur la structure de bande du potentiel périodique infini tracé sur la figure III.1
du chapitre III. Ainsi, si la zone dans laquelle la réflexion doit avoir lieu est trop étroite
énergétiquement, la particule n’a pas le temps d’être réfléchie lorsqu’elle traverse cette zone
et elle passe sur la bande autorisée supérieure.
De plus la figure IV.3 est tracée pour un nombre de sites N fini (quelques centaines de
sites). On observe les fines résonances dues au nombre de sites fini. Ces résonances sont
commentées dans le chapitre III et proviennent du couplage des états liés entre les différents
sites du potentiel. La résolution optique du système d’imagerie mis en place sur l’expérience
(voir chapitre I) n’est pas suffisante pour pouvoir les observer expérimentalement.
En présence d’une enveloppe, un autre phénomène complique la figure de transmission.
En effet, chaque "côté" de l’enveloppe gaussienne joue le rôle de miroir. Les deux miroirs
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Figure IV.3 – Probabilité de transmission calculée numériquement d’une particule diffusant
sur un potentiel périodique fini avec une enveloppe gaussienne pour des ondes planes en
fonction des paramètres (v, U0). La partie voilée correspond à la vitesse moyenne et à la
dispersion de vitesses utilisées dans les expériences.
de Bragg locaux, situés de chaque côté de l’enveloppe, constituent en réalité une cavité
Fabry-Perot. La transmission qui en résulte a des résonances étroites comme le montre la
figure IV.3.
De plus, on voit qu’en présence de l’enveloppe, la réflexion quantique est gommée : il
n’y a plus de résurgences de transmission pour les faibles vitesses. C’est la physique de la
réflexion de Bragg qui domine. Ajoutons enfin que les motifs en "dents" sont la trace de la
structure de bande du réseau avec enveloppe gaussienne.
La partie suivante est consacrée à la réalisation expérimentale d’un paquet d’ondes à
partir d’un condensat de Bose-Einstein.
IV.2 Du condensat de Bose-Einstein à un paquet d’ondes de
matière qui se propage
Pour réaliser une expérience de diffusion d’un paquet d’ondes de matière sur un réseau
optique, nous devons mettre en mouvement le condensat dans le guide horizontal et le faire
agir en aval avec le réseau optique.
Pour étudier de manière la plus complète possible le problème de diffusion, il est né-
cessaire de disposer d’un paquet d’ondes avec une dispersion de vitesse relativement large
ce qui est l’analogue en optique d’une source spectrale large pour extraire la réponse spec-
trale d’un élément d’optique. Le fait d’avoir une dispersion de vitesse assez large permet
de sonder un grand nombre de composantes de vitesse. Ainsi nous obtenons en une seule
expérience le même résultat qu’en utilisant plusieurs paquets d’ondes de dispersion de vi-
tesse très fine et de différentes vitesses incidentes. On connaît alors la réponse d’un large
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éventail de composantes de vitesses. Cependant, une dispersion de vitesse trop large risque
de trop disperser les atomes du paquet d’ondes et il serait difficilement détectable par notre
système d’imagerie.
Nous voulons donc contrôler la vitesse moyenne des atomes et avoir une dispersion de
vitesse ni trop large ni trop fine. Pour obtenir une telle distribution de vitesse nous utilisons
une méthode de découplage optique du condensat que nous expliquons dans la suite. Une
vitesse moyenne v¯ est donnée aux atomes en les accélérant à l’aide d’une impulsion de
gradient de champ magnétique. Le dispositif expérimental utilisé pour accélérer les atomes
est expliqué dans la partie IV.2.2.
IV.2.1 Découplage du condensat et dispersion de vitesse
Nous avons décrit dans le chapitre I la méthode d’obtention d’un condensat tout op-
tique. Nous utilisons pour cela deux faisceaux dipolaires : le premier horizontal confine les
atomes dans les directions transverses et le second vertical permet un confinement longi-
tudinal. Pendant la phase d’évaporation, la puissance de ces faisceaux est respectivement
diminuée d’un facteur 100 et 10. Le paquet d’ondes est créé en relachant le condensat dans
le faisceau horizontal qui sert de guide pour les atomes et en éteignant le faisceau vertical.
La référence [31] étudie en détail les différentes voies d’extinction du faisceau vertical
et la dispersion de vitesse qui en découle. Ces études théoriques seront détaillées dans
la thèse de François Vermersch. Nous nous sommes inspirés de ces travaux numériques
pour découpler le condensat de Bose-Einstein. Cette phase se déroule en deux étapes.
Pour la première étape, nous diminuons adiabatiquement la fréquence longitudinale du
piège jusqu’à une valeur très faible en diminuant adiabatiquement la puissance du faisceau
vertical. On bénéficie ainsi d’une diminution de la dispersion de vitesse du paquet d’atomes
piégés par l’ouverture adiabatique du potentiel de confinement. La deuxième étape consiste
à éteindre brusquement le faisceau vertical et à laisser les atomes se propager librement
dans le guide horizontal.
A la fin de la phase d’évaporation, le faisceau vertical a une puissance de Pevap,v ' 2 W.





= C ¿ 1. (IV.2)
Nous prenons en pratique : C = 0.1 ce qui permet de ne pas aller trop vite mais assez
vite pour ne pas être limité par le chauffage résiduel. Il suffit ensuite d’intégrer l’équation
(IV.2) pour obtenir une condition sur la puissance et sur la durée de diminution 1 :
Pf =
Pi
(1 + C ′ × t)2 , (IV.3)
où C ′ = 0.044 ms−1 dépend de la fréquence initiale du piège ωi et de C. En suivant la
courbe de l’équation (IV.3), nous partons d’une puissance initiale Pi = Pevap,v ' 2 W
1. On considère que ω2 ∝ P en dépit du décalage gravitationnel.
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et nous arrivons à une puissance finale : Pf ' 100 mW c’est-à-dire une diminution de la
puissance du faisceau vertical d’un facteur 20. En terme de fréquence, cela correspond à
partir d’une fréquence longitudinal d’environ ωi,l ' 35 Hz correspondant à la fréquence du
piège croisé à la fin de l’évaporation à une fréquence 2 de l’ordre de ωf,l ' 8 Hz. Le temps
nécessaire pour réaliser cette diminution en suivant l’équation IV.3 est de 79 ms.
Maintenant que la fréquence du piège est très faible, nous coupons brusquement le
faisceau vertical afin de laisser les atomes se propager librement dans le guide horizontal.
La dispersion de vitesse minimale obtenue par cette méthode est ∆v = 1.7 mm/s. La
dispersion de vitesse provient du transfert de l’énergie d’interaction entre les particules
du condensat en énergie cinétique. L’ouverture adiabatique suivie de la coupure brutale
permet de limiter au mieux la valeur de cette dispersion [31].
La vitesse moyenne donnée aux atomes est alors déterminée par la pente du guide
horizontal. En effet, le guide n’a aucune raison d’être parfaitement horizontal et sa pente
donne une accélération résiduelle aux atomes. Nous mesurons l’accélération résiduelle en
laissant propager le paquet d’atomes et en regardant la position du centre du paquet en
fonction du temps de propagation. Le paquet d’ondes de matière se déplace de moins
de ∆x = 200 µm en ∆t = 300 ms de propagation. Cela correspond à une accélération
résiduelle de : a = 2∆x/∆t2 = 4.4 · 10−3 m.s−2. Cette accélération résiduelle est très faible
puisqu’elle est de l’ordre de g/1000 où g est la constante de gravitation (g = 9.81 m.s−2).
Nous partons donc d’un condensat d’environ Nat = 3 · 104 atomes et après la phase
de découplage, nous obtenons un paquet d’ondes qui se propage dans le guide horizontal
avec une vitesse moyenne de v = ∆x/∆t ' 0.3 mm/s et une dispersion de vitesse ∆v =
1.7 mm/s. Le paquet d’ondes reste pour l’instant quasiment sur place puisque la dispersion
de vitesse est beaucoup plus grande que la vitesse moyenne. Or dans les expériences de
diffusion que nous voulons réaliser, le paquet d’ondes doit être envoyé avec une certaine
vitesse non nulle sur le réseau. Dans la figure de diffusion IV.3, les vitesses permettant
d’avoir à la fois réflexion et transmission pour une large gamme de profondeur de potentiel
sont comprises entre 1 . v/vR . 2 soient 7 . v . 14mm/s. De telles vitesses sont conférées
aux atomes en les accélérant avec un gradient de champ magnétique. C’est l’objet de la
partie suivante.
IV.2.2 Phase d’accélération
Pour créer le gradient de champ magnétique permettant d’accélérer les atomes, nous
utilisons une bobine appelée bobine accélératrice dont l’axe coïncide avec le guide horizon-
tal. La sélection du sous-état hyperfin du condensat ou distillation de spin est ici mis à
profit. En effet, selon leur sous-état les atomes seront accélérés, repoussés ou ne subiront
presque pas d’effet : les atomes dans le sous état mF = +1(respectivement mF = −1) sont
"chercheurs" de champ fort (respectivement faible) et les atomes dans le sous-état mF = 0
ne sont "chercheurs" de champ fort qu’au second ordre. La bobine accélératrice est placée
2. Ces fréquences sont évaluées en diagonalisant les matrices Hessiennes correspondant au piège dipolaire
croisé en prenant en compte tous les paramètres de l’expérience.






Figure IV.4 – Schéma de la bobine avec les conventions. Le point O est le point origine.
Le point z correspond à la position des atomes. On a z = 8.5 cm et R = 4.5 cm. La bobine
est composée de N spires.
de telle sorte que les atomes chercheurs de champ fort sont accélérés vers le réseau (voir
figure IV.4).
Au cours de ma thèse, nous avons utilisé deux configurations de sous-état hyperfin :
mF = +1 et mF = 0. Dans le premier cas, le gradient de champ vertical change la forme
du piège dipolaire : il faut 5 s d’évaporation pour condenser les atomes et l’accélération
résiduelle est plus grande (g/250) et il faut la compenser avec un autre gradient de champ
magnétique. Le second cas est le cas explicité au chapitre I.
Calcul du champ créé par la bobine
Pour calculer l’accélération subie par les atomes en fonction du courant dans la bobine
accélératrice, nous avons besoin de déterminer le champ magnétique créé par celle-ci ainsi
que son gradient.
La bobine accélératrice est une bobine circulaire de rayon R d’axe (Oz) distante de z
des atomes. On définit l’angle α comme l’angle entre l’axe de la bobine et la direction entre
la position des atomes et un point de la bobine comme représenté sur la figure IV.4. Le
champ en un point de l’axe z s’écrit :





































Les atomes sont distants de z = 8.5 cm de la bobine et le rayon est de R = 4.5 cm. Le
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champ au niveau des atomes et son gradient valent :
B(z) ' 0.35 G.A−1 et
∣∣∣∣dBdz
∣∣∣∣ ' 0.1 G.A−1cm−1. (IV.7)
Calcul des accélérations subies par les atomes
Dans le cas des atomes dans mF = +1, le décalage en énergie dû au champ magnétique
s’écrit :




où on ne considère que l’ordre zéro de l’effet Zeeman et avec gF = −1/2 pour F = 1,
mF = +1 et µB le magnéton de Bohr. Cette formule est issu de la référence [39] qui résume
les propriétés des états électroniques du 87Rb . L’accélération qui en découle pour des















L’accélération obtenue est donc :
a{mF=+1} = 3.2 · 10−2 m.s−2A−1. (IV.10)
Dans le cas où les atomes sont dans l’état mF = 0, nous devons calculer le second ordre











où gJ = 2 et gI = 0 et ∆Ehfs = Ahfs(I + 1/2) la séparation entre les états hyperfin et



















L’accélération vaut donc : a{mF=0} = 9.1 · 10−6 m.s−2.A−2.
Vitesse du paquet d’ondes
Les alimentations de courant que nous utilisons permettent d’avoir jusqu’à 200 A.
Lorsque nous condensons dans le sous-état mF = +1, nous allumons le courant dans la
bobine pendant tacc = 4 ms. Pour calculer la vitesse à laquelle on peut aller au maximum,
nous intégrons le courant envoyé à la bobine pendant tacc et mesuré avec une pince ampè-
remétrique. En effet, il y a un temps de montée du courant et un temps de descente non
négligeable (entre 0.5 et 1 ms). Nous pouvons avoir une vitesse moyenne du paquet d’ondes
allant jusqu’à : v¯{mF=+1} ' 22.5 mm.s−1. Expérimentalement, nous avons effectivement
pu atteindre des vitesses de l’ordre : v¯ ' 2 cm/s. En ajustant le courant de la bobine nous












Figure IV.5 – Dispositif expérimental pour l’expérience de diffusion du condensat sur le
réseau optique. La position initiale du condensat sera notée z0 et il est distant du centre du
réseau d’environ 350 µm.
contrôlons la vitesse moyenne du paquet d’ondes atomique. Dans cette configuration, on
utilise un courant I ' 100 A pour avoir une vitesse moyenne v¯ ' 11 mm.s−1.
Pour donner une vitesse aux atomes dans le sous-état mF = 0, il faut délivrer le
maximum de courant dans la bobine accélératrice. Même 200 A ne suffisent pas puisque,
pour un tel courant, il faudrait laisser l’alimentation de courant allumé pendant 50 ms
pour atteindre des vitesses de v¯ = 10 mm/s pour le paquet d’ondes. Nous décidons donc de
mettre deux alimentations de courant en parallèle pour fournir au maximum 400 A. Nous
utilisons en réalité 340 A au total. Un tel courant dans la bobine pendant 15 ms permet
d’atteindre des vitesses d’environ 13 mm/s. Les expériences ont été réalisées, là encore,
pour des vitesses moyennes v¯ = 11 mm/s obtenues pour un courant de 320 A envoyé dans
la bobine pendant 15 ms.
En conclusion, nous avons un paquet d’ondes atomique qui se propage à une vitesse
moyenne v¯ = 11 mm/s et une dispersion de vitesse ∆v = 1.7 mm/s. Ces classes de vitesses
correspondent à la partie voilée de la figure IV.3. Nous allons donc dans la suite sonder
la réponse du paquet d’ondes interagissant avec le réseau optique pour cet intervalle de
vitesses.
IV.3 Interaction du paquet d’ondes de matière avec le réseau
IV.3.1 Dispositif expérimental
Notre expérience de diffusion est schématisée sur la figure IV.5 : nous envoyons un
condensat de Bose-Einstein sur un réseau optique en aval du guide. Le condensat est
envoyé sous la forme d’un paquet d’onde de vitesse moyenne v¯ et de dispersion de vitesse
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Figure IV.6 – Densité atomique en fonction de la position dans le guide et du temps de
propagation pour une profondeur de réseau : U0 ' 11ER. La ligne en pointillés symbolise
la position du réseau.
∆v ce qui permet de sonder la réponse de chaque composante de vitesse v.
La calibration de la profondeur du réseau a été faite au préalable par diffraction Raman-
Nath (voir chapitre II). Cette calibration est importante pour savoir si les deux bras qui
constituent le réseau sont correctement croisés et pour savoir quelle est la profondeur réelle
du réseau. Toutefois pour réaliser cette diffraction, le condensat doit être sur le réseau
optique.
Une fois la calibration réalisée, il faut déplacer le condensat de Bose-Einstein par rap-
port au réseau. Le réseau étant calibré, nous ne modifions plus sa position ou la position
d’un de ces bras à partir de cette étape. Pour déplacer le condensat, nous changeons la
position du point de croisement des faisceaux dipolaires vertical et horizontal. En effet, le
faisceau vertical permet de confiner le piège dipolaire longitudinalement et le déplacer de
moins de 500 µm n’a pas de grosse incidence sur la condensation. Le condensat est placé
ainsi à environ 350 µm du centre du réseau, distance suffisante pour accélérer les atomes
avant que ceux-ci n’interagissent avec le réseau.
Ainsi, grâce à la phase de découplage et d’accélération, nous pouvons effectuer la dif-
fusion du paquet d’ondes sur le potentiel périodique.
IV.3.2 Dynamique de diffusion du paquet d’ondes pour une profondeur
donnée
Nous réalisons d’abord l’expérience pour une profondeur donnée : U0 ' 11ER. La figure
IV.6 montre la position des atomes en fonction du temps de propagation tprop. L’origine
de ce temps est prise à la fin de la phase d’accélération. Les atomes se propagent vers le
haut sur cette figure, la ligne en pointillés représentant le réseau. Les images sont prises
par absorption après un temps de vol ∆t = 10 ms ce qui donne accès à la distribution en
densité spatiale. Nous ne prenons donc pas en compte les 79 ms nécessaire pour découpler
le condensat et les 15 ms pour l’accélérer.
A tprop = 0 ms, le paquet d’ondes atomique peut être vu comme une distribution de
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vitesse avec une vitesse moyenne v¯ = 11 mm/s et une dispersion de vitesse ∆v = 1.7 mm/s.
Les interactions entre atomes ne jouent plus aucun rôle, le paquet est trop dilué à ce
stade. Le paquet d’ondes est guidé vers le réseau pendant les 20 premières millisecondes de
propagation puis interagit avec celui-ci pour un temps de propagation compris entre 20 et 40
ms. Le paquet d’ondes s’étale pendant l’interaction avec le réseau. Au delà de 40 ms, on voit
que le paquet d’ondes est séparé en deux : une partie réfléchie et une partie transmise. Ce
résultat est en accord avec les simulations numériques dont les prédictions sont reportées
sur la figure IV.3. On voit que pour une profondeur U0 ' 11ER et une distribution de
vitesses telle que v¯ et ∆v, une partie des atomes est transmise pour une certaine classe de
vitesse, une autre partie est réfléchie pour des vitesses plus faibles. L’expérience réalisée ici
(fig. IV.6) confirme donc la prédiction théorique donnée par la figure IV.3 : pour certaines
classes de vitesses les atomes sont réfléchis par le potentiel périodique attractif et nous
avons donc réalisé un miroir de Bragg à atomes !
Nous commentons quelques observations importantes de cette figure IV.6 :
– Lorsque les particules ont fini d’interagir avec le réseau, typiquement pour un temps
de propagation tprop ≥ 40 ms, nous remarquons l’excitation des modes transverses
des paquets d’ondes. Cette excitation est mise en évidence par le fait que les atomes
ne se propagent plus en ligne droite dans le guide mais oscillent. Le réseau n’est en
effet peut être pas aligné parfaitement avec le guide et il peut en résulter un faible
couplage entre les degrés de liberté longitudinaux et transverses. Le paquet d’ondes
est dévié lorsqu’il interagit avec le réseau et il oscille ensuite dans le guide, signature
d’excitation des modes transverses.
– Une autre observation notable est le retard de certaines particules transmises ou ré-
fléchies, notamment pour 60 . tprop . 70 ms. Ces retards sont un effet de la structure
de bande particulière du réseau avec une enveloppe gaussienne. En s’appuyant sur
la figure IV.3, on remarque que la forme en dents de la probabilité de transmission
peut donner accès à deux parties du paquet d’onde transmise et une partie au milieu
de ces deux parties qui sont réfléchies. Nous discuterons ce point de manière plus
précise à la section suivante IV.3.3
– On remarque que certains atomes se propagent dans l’autre sens dans le guide, ils
s’éloignent du réseau et n’interagissent même pas avec lui. Ces atomes sont très
certainement des atomes condensées dans mF = −1. En effet, ils sont chercheurs
de champ faible et la bobine accélératrice les repousse dans le sens opposé. Cette
observation montre que la méthode de distillation de spin n’est pas complète. Il
faudrait un gradient de champ magnétique plus fort pour sélectionner tous les atomes
dansmF = 0 ou un temps plus long d’évaporation. Nous ne remarquons pas d’atomes
qui seraient dans mF = +1. Ces atomes seraient beaucoup plus accélérés et on les
verrait en amont du paquet d’ondes principal.
Maintenant que la dynamique de diffusion a été caractérisée, nous explorons la diffusion
des atomes en fonction de la profondeur du réseau.
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Figure IV.7 – (a) Résultats expérimentaux et (b) simulation numérique de la distribution
spatiale du paquet d’ondes en fonction de la position dans le guide et de la profondeur du
réseau. Le temps de propagation est de tprop = 100 ms. Chaque ligne horizontal correspond
à la moyenne de huit images intégrées selon la direction transverse x. La ligne blanche en
tirets correspond à la position du réseau.
IV.3.3 Réponse du système en fonction de la profondeur
Dans l’expérience décrite dans cette section, nous laissons les atomes se propager et dif-
fuser sur le réseau optique pendant tprop = 100 ms. Les atomes ont une vitesse moyenne de
v¯ = 11 mm/s et une dispersion de vitesse de ∆v = 1.7 mm/s. Nous regardons l’influence de
la profondeur du réseau sur la diffusion des atomes. Le graphe expérimental à deux dimen-
sions réalisé sur la figure IV.7(a) représente la densité atomique des atomes en fonction de
leur position et de la profondeur du réseau. Chaque ligne horizontale pour une profondeur
U0/ER donnée correspond à une expérience de diffusion et plus précisément à la répétition
de la même expérience huit fois. Il y a 55 lignes horizontales pour une profondeur de réseau
allant jusqu’à U0 ' 13ER. Faire la moyenne de huit images permet de réduire le bruit
d’environ un facteur 3. L’intégration le long de l’axe transverse permet de ne pas prendre
en compte l’excitation des modes transverses et d’avoir une réponse à une dimension. Le
paquet d’ondes se propage vers la droite et la ligne de tirets blancs représente la position
du réseau.
La figure IV.7(b) est le résultat d’une simulation numérique de la dynamique du pa-
quet d’ondes en résolvant l’équation de Schrödinger à une dimension par une méthode
Split-Fourier. Cette méthode est détaillée dans la thèse de François Vermersch. Le paquet
d’ondes initial est un paquet gaussien sans interaction dont la dispersion de vitesse et la
vitesse moyenne sont égales aux mesures expérimentales. Il n’y a pas de paramètres supplé-
mentaires ajustables et le bon accord entre expérience et simulation montre que résoudre
le problème à une dimension suffit pour avoir accès à l’essentiel du problème physique.
On considère que pour un paquet d’ondes sans interaction avec le réseau, le temps de
propagation de tprop = 100ms est assez long pour négliger la taille initiale du paquet d’onde
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par rapport à sa taille après propagation. La distribution spatiale du paquet d’ondes donne
alors accès directement à la distribution de vitesse f(v) : n (z, tprop) = f ((z − z0)/t) =
f(v).
On peut ainsi comprendre les formes de la figure IV.7 qui sont le résultat de la diffusion
d’un paquet d’ondes à partir de la figure IV.3 qui représente le coefficient de transmission
pour une onde plane. On distingue bien sur cette figure les parties réfléchies et transmises de
la zone voilée qui représente le paquet d’ondes. Lorsqu’on fait l’expérience la partie réfléchie
se propage dans le sens opposé après interaction avec le réseau et on la retrouve à une
position symétrique de la partie transmise par rapport au réseau. Ainsi les paquets d’ondes
transmis et réfléchis sont complémentaires : on retrouverait le paquet d’onde original si on
pouvait plier la figure IV.7 sur la ligne du réseau.
On retrouve aussi les formes en "dents" des parties réfléchie et transmise de la figure
IV.3. Ces motifs sont une signature de la structure de bande du réseau puisqu’il y a réflexion
lorsque la vitesse incidente reliée à l’énergie incidente correspond à une bande interdite de
la structure de bandes. Ces formes permettent de distinguer différents cas. Pour certaines
profondeurs, comme par exemple, U0/ER = 10, le paquet d’ondes est clairement séparé en
deux parties : les atomes les plus lents sont réfléchis tandis que les atomes les plus rapides
sont transmis. Ceci se voit facilement en comparant la distribution spatiale du paquet
d’onde qui a interagit avec le réseau à une profondeur finie et celle à réseau nul. On peut
ainsi dire que pour ces profondeurs le réseau joue le rôle d’un filtre de vitesse passe-haut
puisqu’il laisse passer les atomes ayant des vitesses plus élevées et réfléchit les atomes plus
lents.
Pour d’autres profondeurs, l’émergence des "dents" introduits des réflexions ou des
transmissions pour des classes de vitesses disjointes. On peut alors parler de filtre de vi-
tesse passe-bande ou coupe-bande (passe-bande si c’est le paquet d’ondes réfléchi qui est
séparé en deux, coupe-bande si c’est le paquet d’ondes transmis). Cet effet correspond aux
observations de la section précédente IV.3.2 où on voyait des paquets transmis ou réfléchis
séparés du paquet principal pour des temps de propagation tel que 60 . tprop . 70 ms.
On voit ici se dégager un intérêt supplémentaire au miroir de Bragg pour ondes de
matière. En effet, la réalisation d’un filtre de vitesse passe-haut est aussi possible avec une
barrière de potentiel réalisée avec un laser désaccordé vers le bleu ou un champ magnétique
approprié. Ainsi pour une hauteur de barrière telle qu’elle laisse passer les hautes vitesses
incidentes et réfléchit les basses vitesses, on peut obtenir un filtre de vitesse passe-haut.
Par contre, une telle barrière de potentiel ne permet pas la réalisation d’un filtre de vitesse
passe-bande (ou coupe-bande) ce qui présente un avantage de notre dispositif. On peut
aussi dire que le miroir de Bragg pour ondes de matière est une lame séparatrice sélective
en vitesse pour ondes de matière. On peut imaginer une amélioration pour avoir un filtre
passe-bande plus fin en modulant dans le temps l’intensité du réseau. Cette modulation
d’intensité induit des transitions interbandes sélectives en vitesse. Cette amélioration sera
développée dans la thèse de Pierrick Cheiney.
En plus de la réflexion de Bragg sur le réseau sinusoïdal, un autre effet est à noter.
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Figure IV.8 – Densité atomique en fonction de la position dans le guide et du temps
de propagation pour une profondeur de réseau : U0 ' 11ER. Cette figure est le résultat
de calcul numérique de la dynamique de propagation du paquet d’ondes dans les mêmes
conditions que pour la figure expérimentale IV.6 sans temps de vol et avec une résolution
et un contraste accrus.
Les atomes sont accélérés par le réseau à cause de sa forme générale de potentiel attractif
gaussien. Pour montrer cela, nous faisons une simulation classique. La ligne blanche en
pointillés sur la figure IV.7(b) montre la position finale d’une particule classique avec une
vitesse v¯, partant d’une position z0 et se propageant pendant un temps tprop en prenant
en compte son accélération par le potentiel moyen du réseau. Ainsi la légère courbure en
position du paquet d’ondes en fonction de la profondeur du potentiel U0 provient de l’effet
classique d’accélération par un potentiel moyen effectif.
IV.3.4 Discussion de la dynamique sans résolution
Nous développons dans cette partie un effet du réseau dû à son enveloppe en nous
appuyant sur la figure IV.8. Cette figure est le résultat d’une simulation de la dynamique
d’un paquet d’ondes avec la même vitesse moyenne v¯ et la même dispersion de vitesse ∆v
qu’à la section IV.3.2 mais sans temps de vol et avec une résolution et un contraste accrus.
On observe alors clairement un effet de cavité mis en évidence par les multiples réflexions
de certaines composantes de vitesse du paquet d’ondes à des positions symétriques. L’am-
plitude du paquet d’ondes réfléchi dans la cavité décroît à chaque réflexion. Les expériences
réalisées à la section IV.3.2 ne permettent pas de mettre en évidence cet effet de cavité dû
aux bords de l’enveloppe. Des expériences dans lesquelles le réseau est allumé au moment
où le paquet d’onde passe par son centre permettront de mettre en évidence cet effet et
seront exploitées dans la thèse de Pierrick Cheiney.
IV.4 Conclusion
Dans ce chapitre, nous avons montré les résultats de notre expérience de diffusion d’un
paquet d’ondes sur un réseau. Le paquet d’ondes issu d’un condensat de Bose-Einstein
est utilisé ici comme une sonde pour explorer les propriétés de diffusion d’un potentiel
Conclusion 89
périodique. Ces résultats sont publiés dans l’article "Realization of a Distributed Bragg
Reflector for Propagating Guided Matter Waves", Phys. Rev. Lett. 107 230401[29].
Au vu de ces résultats, plusieurs perspectives sont envisagées. Une première serait
de regarder l’interaction d’un paquet d’ondes atomique sur un potentiel dépendant du
temps. Ainsi en faisant osciller la profondeur du potentiel avec une certaine amplitude et
une certaine fréquence, il apparaît possible de réaliser un filtre en vitesse. Ce filtre sera
beaucoup plus précis que le filtre décrit dans ce chapitre. En effet, en variant la fréquence,
il est possible de sélectionner une fine classe de vitesse réfléchie. L’analyse requiert une
description en terme de bande de Floquet-Bloch pour prendre en compte les transitions
interbandes induites par la modulation temporelle.
De même, une deuxième perspective serait d’étudier l’effet de cavité créé par l’enveloppe
gaussienne du réseau. Cette idée est inspirée de la référence [76] qui étudie ce phénomène
numériquement. Ces deux expériences sont en cours de réalisation et seront détaillées dans
la thèse de Pierrick Cheiney.
Ces perspectives s’inscrivent dans la continuité des expériences de diffusion sur un
système à sonder. Il n’y a à notre connaissance que peu d’expériences utilisant un condensat
comme sonde d’un système. On peut tout de même citer la référence [77] qui utilise un
condensat de Bose-Einstein pour sonder le système d’un isolant de Mott. Ils regardent ainsi
l’influence de la profondeur du potentiel périodique qui permet de réaliser l’isolant de Mott
à partir d’un premier condensat sur la réponse donnée par le second condensat servant de
sonde pour ce système.
De plus, une étude numérique est en cours pour expliquer l’importance des confine-
ments transverses et des couplages entre les degrés de liberté transverses et longitudinaux
sur la réflexion de Bragg. Ces études révèlent une amplification de réflexion induite par le
confinement [25] ce qui est en étroite analogie avec les résonances induites par confinement
observées en physique des collisions entre atomes froids en géométrie quasi unidimension-
nelle [78, 79]. Les détails de ces études seront présentés dans la thèse de François Vermersch.
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Etude analytique de solutions de l’équation de Schrödinger pour des potentiels de forme
exponentielle
V.1 Introduction
L’étude présentée dans les chapitres précédents est une étude expérimentale de diffusion
d’un paquet d’ondes de matière sur un potentiel périodique. Dans ce chapitre, nous étudions
d’un point de vue théorique un autre exemple de diffusion en mécanique quantique.
Une question d’importance en théorie de la diffusion est celle du type d’information
sur le potentiel d’interaction qu’il est possible d’extraire à partir du résultat de la diffusion
supposé connu. De nombreux travaux ont été consacrés à cette question, il ne s’agit pas
ici d’en faire la synthèse. Retenons deux conclusions surprenantes de ces travaux : (i) il
est possible de construire des puits de potentiel qui sont transparents, c’est-à-dire dont la
probabilité de réflexion est toujours nulle quelle que soit l’énergie de l’onde plane incidente
et (ii) il existe des familles de potentiels de formes différentes dont les probabilités de
réflexion et de transmission sont identiques, là aussi indépendamment de l’énergie de l’onde
plane incidente. L’outil mathématique qui permet de répondre avec élégance à ce type de
questions est celui de la supersymétrie appliquée à la mécanique quantique, un domaine
initié par les travaux d’Erwin Schrödinger [80] dans les années 40 et qui a repris vigueur
au début des années 80 grâce à la contribution d’Edward Witten [81].
Dans cette optique, il devenait naturel de se poser la question de savoir si de telles
familles de potentiels pouvaient être explicitées dans le cadre d’une diffusion en espace
confiné. Nous n’avons pas pu répondre à cette question de manière générale. En revanche
nous avons pu expliciter une nouvelle famille de potentiels dans un cas où le confinement
est suffisamment fort pour que la physique devienne essentiellement unidimensionnelle.
Cette limite correspond au cas où l’énergie des ondes planes incidentes reste petite devant
le quantum d’énergie transverse.
Dans la première partie de ce chapitre, nous évaluons les propriétés de transparence pour
un potentiel spécifique. Nous explicitons ensuite la nouvelle classe de solutions (Sec V.3).
Nous mettons alors en œuvre la "machinerie" de la supersymétrie pour étendre les familles
de solution. La quatrième partie est une étude d’un potentiel défini sur un demi-espace.
Enfin nous exploitons ces solutions pour tester différentes méthodes d’approximation en
mécanique quantique. Nous espérons que ce chapitre complétera utilement la culture du
lecteur sur la mécanique quantique ondulatoire. Ce chapitre permet d’illustrer la théorie
de la diffusion, les conditions d’existence d’états liés d’un puits de potentiel, les méthodes
semiclassiques ou variationnelles et naturellement la puissance du formalisme de la super-
symétrie.
Une partie du travail présenté dans ce chapitre est détaillée dans l’article suivant [30] :
C. M. Fabre and D. Guéry-Odelin. "A class of exactly solvable models to illustrate su-





Figure V.1 – Forme des potentiels : en rouge est tracé le potentiel gaussien Ug(x) et en
noir le potentiel transparent Ut(x).
V.2 Potentiels transparents
V.2.1 Introduction
L’objet de cette section est d’évaluer la faisabilité de la démonstration expérimentale
de la transparence d’un potentiel. Pour ce faire, il est nécessaire de savoir distinguer avec
précision un potentiel transparent d’un potentiel non transparent. Nous avons choisi dans
cette partie de comparer un potentiel gaussien et un potentiel transparent connu. En pra-
tique, l’onde plane incidente d’énergie E interagissant avec le potentiel serait réalisée grâce
à un laser à atomes guidé. Nous abordons tout d’abord la réflexion d’une onde plane à une
dimension par un potentiel gaussien, puis celle d’un potentiel transparent pour un large
jeu de paramètres de ces potentiels (la figure V.1 montre la forme des potentiels étudiés).
V.2.2 Etude du potentiel gaussien
Le premier potentiel considéré s’écrit :
Ug(x) = −U0e−x2/2σ2 . (V.1)
Ce potentiel est caractérisé par deux paramètres : sa profondeur U0 et sa largeur σ. L’étude






















ψ = 0, (V.3)
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Figure V.2 – Coefficient de réflexion d’une onde plane abordant (a) un potentiel gaussien
et (b) un potentiel transparent en fonction des paramètres des potentiels décrits par aˆ et a
et de l’énergie incidente apparaissant au travers des paramètres bˆ et b. On observe dans les
deux cas un effet Fabry-Perot. On remarque aussi que certaines valeurs de aˆ donnent une
réflexion minimale pour certaines énergies incidentes. Les droites rouges sont des coupes
de ces graphes dans le cas (a) pour aˆ = 1.1584 et (b) pour a = 1, la réflexion en fonction
de l’énergie incidente pour de telles valeurs est tracé sur la figure V.3.
où xˆ = x/σ, aˆ =
√
2σ2mU0/~ et bˆ =
√
2σ2mE/~.
L’équation de Schrödinger est résolue numériquement dans le cas d’une onde plane
c’est-à-dire pour une énergie incidente E. La méthode consiste à résoudre numériquement
une équation différentielle du second ordre, en discrétisant l’espace entre 0 et L, avec les
conditions aux limites : ψ(x = 0) = eikx + re−ikx et ψ(x = L) = teikx. Un problème de
diffusion n’étant par définition pas normalisé, on peut diviser la fonction d’onde ψ(x) par le
coefficient t. On obtient une valeur en L pour la fonction d’onde ψ(L) et sa dérivée ψ′(L).
La résolution numérique permet alors de remonter à la valeur en 0 de la fonction d’onde et
de sa dérivée et ainsi de trouver les amplitudes de l’onde plane incidente 1/t et de l’onde
réfléchie r/t. Cette méthode permet d’explorer facilement les propriétés de réflexion et de
transmission en fonction des paramètres du potentiel : la profondeur U0 et la largeur σ. On
utilise cette méthode pour chaque énergie incidente E de l’onde abordant le potentiel et on
trace sur la figure V.2(a) le coefficient de réflexion en fonction du paramètre aˆ caractérisant
le potentiel et du paramètre bˆ associé à l’énergie incidente E. La réflexion à basse énergie
incidente (bˆ et b¯ petits) correspond à la réflexion quantique, elle est liée à la variation
spatiale rapide de la longueur d’onde de de Broglie lorsque la fonction d’onde explore le
potentiel. On observe un effet de cavité. Tout se passe comme si les bords du potentiel
jouaient le rôle des miroirs d’une cavité Fabry-Perot entre lesquels la particule fait des
aller-retour. La succession de résonances Fabry-Perot correspond à l’entrée de nouveaux
états liés lorsque la profondeur augmente. Par ailleurs, certaines valeurs de aˆ correspondant
à des potentiels particuliers permettent une réflexion minimale voire nulle. Cette réflexion
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est comparée avec une réflexion totalement nulle d’un potentiel transparent dans la suite.
V.2.3 Etude du potentiel transparent







Ce potentiel peut aussi être retrouvé simplement par le formalisme de la supersymétrie en
mécanique quantique [83] qui est explicité dans la partie V.4. Les paramètres caractérisant
ce potentiel sont la profondeur V0 et la taille x0. Pour qu’un tel potentiel soit transparent,
il faut satisfaire une condition particulière entre V0 et x0. Une de ces conditions possibles
est : V0 = ~2/2mx20. Comme pour le potentiel gaussien, l’équation de Schrödinger adi-
mensionnée permet d’introduire les paramètres 1 : a =
√
2x20mV0/~ et b =
√
2x20mE/~.
On utilise la même méthode numérique pour résoudre l’équation de Schrödinger que pour
le potentiel gaussien. On trace sur la figure V.2(b) le coefficient de réflexion en fonction
de a et b décrivant respectivement la forme du potentiel et l’énergie incidente de l’onde
plane interagissant avec le potentiel. Le même effet Fabry-Perot est observé ainsi que des
minima de réflexion pour certaines valeurs de a. Nous comparons maintenant ces minima
de réflexion pour les deux potentiels.
V.2.4 Comparaison et conclusion
Pour le potentiel gaussien, la première valeur de aˆ pour laquelle la réflexion s’annule
dans la limite d’une énergie incidente nulle est déterminée numériquement, aˆ0 ' 1.1584.
Par contre, pour le potentiel dit transparent, la réflexion est nulle lorsque la relation
V0 = ~2/2mx20 est respectée. La propriété de transparence pour cette condition particulière
reliant la profondeur du potentiel et sa largeur conduit à une annulation de la réflexion
pour toutes les énergies incidentes. Lorsqu’on applique cette relation au paramètre a, on ob-
tient : a =
√
2mV0x20/~ = 1, dans ce cas, quelle que soit l’énergie incidente de l’onde plane,
le potentiel est totalement transparent comme le montre la figure V.3. Cette figure nous
montre aussi que la réflexion, pour un potentiel gaussien ne dispose pas de ces propriétés
particulières. Toutefois sur la première ligne verticale (correspondant à aˆ0) le maximum de
réflexion est de l’ordre de 1 %. Nous concluons qu’il serait très difficile expérimentalement
de distinguer les deux cas. En effet, il faudrait d’une part mesurer une réflexion de l’ordre
de 1 % et d’autre part contrôler la forme du défaut avec une très grande précision. Les
lasers à atomes produits expérimentalement sont extraits d’un condensat de Bose-Einstein
de quelques 104 atomes. En considérant que tous les atomes du condensat interagissent
avec le potentiel localisé, il faudrait être capable de détecter de manière précise le sort de
moins d’une dizaine d’atomes étant donné le nombre d’atomes par classe de vitesses, de
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Figure V.3 – Coefficient de réflexion |r|2 du potentiel gaussien (transparent) en fonction
du paramètre bˆ (b) correspondant à l’énergie incidente pour des paramètres aˆ (a) tels que
la réflexion soit nulle à énergie incidente nulle (a = 1 pour le potentiel transparent et
aˆ = 1.1584 pour le potentiel gaussien). Pour le potentiel transparent, |r|2 = 0 quelle que
soit l’énergie incidente (ligne rouge). Quant au potentiel gaussien, la réflexion n’est pas
nulle pour toutes les énergies incidentes et elle est maximale à 1,2 % de réflexion pour
aˆ = 1.1584 (courbe noire).
disposer corrélativement d’une grande reproductibilité de l’expérience et d’une méthode de
réalisation des potentiels en question avec une précision submicrométrique Cette dernière
contrainte est particulièrement délicate. Cependant, nous pouvons étudier un autre aspect
de la diffusion en espace confiné avec des différences plus marquées. Dans la suite, nous ex-
plicitons, grâce au formalisme de la supersymétrie, une nouvelle famille de potentiel ayant
les mêmes probabilités de réflexion et de transmission.
V.3 Résolution de l’équation de Schrödinger pour des poten-
tiels de forme exponentielle
V.3.1 Les potentiels
Le formalisme de la supersymétrie en mécanique quantique permet d’engendrer des
familles de potentiels ayant les mêmes propriétés spectrales et les mêmes probabilités de
réflexion et de transmission. Néanmoins, le point de départ de ce formalisme requiert la
connaissance exacte des états de diffusion et des états liés d’un potentiel de départ. Nous
choisissons pour ce potentiel une forme exponentielle :
U(x) = −U0e−α|x|. (V.5)
Expérimentalement, une telle forme de potentiel peut être créée à partir d’ondes évanes-
centes à la surface d’un prisme (décalées vers le rouge (bleu) pour obtenir un potentiel
attractif (répulsif)) [84, 85]. Des résultats ont d’ailleurs été obtenus en physique atomique







Figure V.4 – Représentation de U(x) dans le cas (a) d’un puits (U0 > 0) et (b) d’une
barrière (U0 < 0).
dans divers contextes notamment pour la réalisation de cavité gravitationnelle. Ce potentiel
est caractérisé par deux paramètres : la profondeur U0 et la longueur typique de variation
α−1. Le paramètre α est ici toujours positif. Le signe de U0 permet de considérer soit un
puits soit une barrière (voir figure V.4). La détermination des états stationnaires requiert






[a2e−|X| − b2]ψ = 0, (V.6)
avec X = αx, b =
√
8m(−E)/(~2α2) et a = √8mU0/(~2α2). Le paramètre a concentre
toutes les grandeurs caractéristiques du potentiel. Nous nous plaçons d’abord dans le cas
d’un puits, a est alors réel. Avec nos conventions, la solution de l’équation (V.6) s’obtient
grâce aux fonctions de Bessel [86]. Pour le voir plus directement, on considère d’abord







+ [y2 − b2]ψ = 0 . (V.7)
Nous déduisons que la solution générale de l’équation (V.6) se met sous la forme :









Un raisonnement de même nature pour les X ≤ 0 permet d’exprimer la solution sous la
forme









Dans le cas d’une barrière de potentiel, a est imaginaire pur. Cette fois, les fonctions
d’onde sont obtenues grâce aux fonctions de Bessel modifiées :


















où a˜ = a/i est réel.
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V.3.2 Les états liés (a fixé)
Les états liés sont déterminés pour le puits de potentiel U(x) (U0 > 0) et ont une
énergie E < 0 (b réel). Le potentiel U(x) est pair, il commute avec l’opérateur parité :
[Π, U(x)] = 0. Les fonctions d’onde de ses états liés ont par suite une parité bien définies.
Elles sont soit paires soit impaires.
Considérons tout d’abord le cas où ψ est impaire. Cela nous donne les conditions
ψ(0) = 0 et ψ (x→ ±∞)→ 0 qui se traduisent par :
ψ(0+) = A+1 Jb (a) +A
+
2 J−b (a) = 0, (V.12)
ψ(x→ +∞) = A+1 Jb(y → 0) +A+2 J−b(y → 0) = 0 avec y = a e−X/2 . (V.13)
Or le comportement asymptotique des fonctions de Bessel en 0 est tel que :



























+∞ puisque b est réel. Les conditions aux limites
en±∞ imposent donc la condition A+2 = 0. Nous en déduisons que les énergies des fonctions
d’onde impaires sont données, pour un paramètre a fixé, par la suite d’indices bn, avec
n entier que nous choisissons impair (n = 1, 3, 5, . . .) par commodité de classement des
énergies, tels que a soit un zéro des fonctions de Bessel :
Jbn (a) = 0 . (V.16)
Etudions maintenant le cas des fonctions d’onde paires. Les conditions pour ce cas là
sont seulement ψ(x→ ±∞) = 0 mais elles vont quand même imposer : A−2 = A+2 = 0. De
plus, on a par parité A−1 = A
+
1 . Examinons le comportement de la dérivée de ψ :


























⇒ J ′bn(a) = 0 . (V.18)
Les énergies des fonctions d’onde paires sont données par la suite d’indices bn, avec n =
0, 2, 4, . . ., tels que a soit un zéro de la dérivée de la fonction de Bessel. On montre en effet
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facilement que b0 > b1 > b2 > . . . (E0 < E1 < . . .). Le spectre du potentiel U(x) est donc :
Jbn (a) = 0 pour les n impairs
J ′bn (a) = 0 pour les n pairs , (V.19)
et les fonctions d’onde des états liés s’écrivent :
ψn(x) = NnJbn(ae−α|x|/2), (V.20)
où Nn est le facteur de normalisation de la fonction d’onde.
V.3.3 Les états de diffusion
Cas du puits : U0 > 0
Les états de diffusion sont obtenus pour E > 0 (b = iβ est imaginaire pur, β > 0). Une
onde plane incidente venant de −∞ interagit avec le potentiel U(x) et donne naissance
à une onde réfléchie et une onde transmise. Cela se traduit en terme de conditions aux
limites pour les fonctions d’onde par :
ψ(x→ −∞) ∼ eikx + re−ikx et ψ(x→ +∞) ∼ teikx, (V.21)
où r et t sont respectivement les coefficients de réflexion et de transmission. En utilisant
le développement asymptotique des fonctions de Bessel (V.14), les solutions (V.8) et (V.9)
s’écrivent :









Γ(1− b) , (V.22)









Γ(1− b) . (V.23)
D’après l’expression de l’onde transmise pour x→ +∞, nous pouvons conclure que A+1 = 0.
































Pour établir l’expression de r et t, il faut remplir les conditions (V.21) dans les expressions
(V.22) et (V.23). Un problème de diffusion étant par définition non normalisé, il est possible
de diviser l’expression des fonctions d’onde en ±∞ par A−1 (a/2)bΓ−1(1 + b) ce qui permet
d’avoir un coefficient 1 pour l’onde incidente. Nous en déduisons les coefficients de réflexion
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Figure V.5 – Coefficient de réflexion |r|2 d’une onde plane interagissant avec le potentiel
U(x).(a) Cas du puits (U0 > 0) : |r|2 est tracé en fonction des paramètres β = b/i et a.
La réflexion de l’onde incidente pour de faibles valeurs de son énergie est la signature de
la réflexion quantique. (b) Cas de la barrière (U0 > 0) : ici, |r|2 est tracé en fonction des
paramètres β et a˜. La droite en pointillés représente la limite E = U0 (β = a˜) et permet de
mettre en évidence l’effet tunnel.
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Le coefficient |r|2 est tracé sur la figure V.5(a) en fonction des paramètres a et β. Pour
de faibles valeurs de l’énergie incidente, le coefficient de réflexion peut être maximum. En
effet, lorsque β tend vers zéro, la longueur d’onde de de Broglie λdB(x) = h/mv(x) varie
















De plus, on observe un effet Fabry-Perot comme pour les potentiels gaussiens et transpa-
rents présentés au V.2 et qui correspondent à la condition de résonance associée à l’entrée
de nouveaux états liés.
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Cas de la barrière : U0 < 0
Les états de diffusion dans le cas d’une barrière de potentiel sont obtenus avec le même
raisonnement que pour le puits. En partant des fonctions d’onde (V.10) et (V.11) et en










, et |t|2 = 1
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On représente sur la figure V.5(b) le coefficient |r|2 dans le cas d’une barrière de potentiel.
Pour une énergie incidente E < U0 (β < a˜), on remarque qu’une partie de l’onde incidente
est transmise, signature de l’effet tunnel.
Nous avons donc déterminé les états liés et les états de diffusion du potentiel U(x).
En annexe A, nous généralisons les solutions de U(x) pour un potentiel asymétrique. Nous
appliquons dans la suite le formalisme de la supersymétrie en mécanique quantique au
potentiel U(x).
V.4 Création de familles de potentiels : application de la su-
persymétrie en mécanique quantique ondulatoire (SUSY
QM)
La supersymétrie (SUSY) a d’abord été introduite dans le contexte de la théorie des
cordes pour unifier les descriptions bosonique et fermionique [87]. Cette théorie introduit
des opérateurs de charge Q et Q† qui transforment un boson en un fermion de même éner-
gie (donc de même masse) et inversement. En physique des particules, elle prédit que des
particules telles que le quark, le lepton, le graviton, etc... ont dans la nature un superpar-
tenaire de même masse et de spin différent de ~/2. Pour le moment, aucun superpartenaire
n’a été identifié. Cela peut être expliqué par le fait que la symétrie s’est brisée entraînant
une énorme augmentation de l’énergie du superpartenaire et rendant ces particules indé-
tectables pour les accélérateurs actuels. Pour mieux comprendre ce phénomène de brisure
de symétrie des superpartenaires, plusieurs théories ont été mises en place. Une application
inattendue de ce développement théorique a été le formalisme de la supersymétrie en mé-
canique quantique (SUSY QM). Ce formalisme a été introduit par Witten [81, 88] et par
Cooper et Freedman [89]. Il permet entre autre de construire à partir d’un potentiel simple
toute une famille de potentiels isospectraux et ayant les mêmes propriétés de diffusion. On
explicite ce formalisme dans une première partie pour l’appliquer ensuite au potentiel U(x)
dans une deuxième partie.
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V.4.1 SUSY QM, le formalisme
Factorisation du potentiel harmonique
Le formalisme de la supersymétrie en mécanique quantique est inspirée de la factorisa-


















avec ξ = x/aoh et aoh =
√








































donc hˆ = a†a + 1/2. Les opérateurs a et a† sont les opérateurs annihilation et création
permettant de créer ou d’enlever une particule d’un état donné n du spectre de l’oscillateur
harmonique. La factorisation du hamiltonien H permet d’introduire le formalisme de la
supersymétrie en mécanique quantique.
Généralisation à un potentiel quelconque
La généralisation par un potentiel quelconque a été proposée par Erwin Schrödinger
[80, 90]. Considérons le hamiltonien :






est le terme d’énergie cinétique et V (x) le terme d’énergie potentielle. L’équation aux
valeurs propres est H|ψn〉 = En|ψn〉, avec n = 0, 1, 2, . . .. On introduit le potentiel translaté
V−(x) = V (x)−E0. Le hamiltonien correspondant H− = T +V−(x) a les mêmes fonctions
d’onde que H : |ψ−n 〉 = |ψn〉. Les valeurs propres de H− sont données par celles de H
translatées de l’énergie fondamentale E0 : E−n = En − E0. Ainsi les énergies E−n sont
toujours positives et l’équation aux valeurs propres correspondante est H−|ψ−n 〉 = E−n |ψ−n 〉.
Par construction, le niveau fondamental de H− a une énergie nulle : H−|ψ−0 〉 = 0. Cette
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où ψ′′0(x) est la dérivée seconde par rapport à x de la fonction d’onde de l’état fondamental
ψ0(x). Le hamiltonien H− se réécrit alors :












Sous cette forme, le hamiltonien H− peut se factoriser i.e. H− = A+A− grâce à l’introduc-
tion des opérateurs A± :










Cette factorisation peut être vue comme la généralisation de celle du hamiltonien de l’os-
cillateur harmonique explicitée ci-dessus.
Partenaires supersymétriques et superpotentiel
Introduisons maintenant le superpotentiel [81] :





Ce "potentiel" est défini sur le domaine D pour lequel le potentiel V (x) est fini. Il diverge
lorsque ψ(0) = 0. Le superpotentiel W (x) et le potentiel V (x) sont reliés par la relation :
V−(x) =W 2(x)− ~√
2m
W ′(x). (V.37)
Cette relation suggère l’introduction du potentiel V+(x) appelé partenaire supersymé-
trique :
V+(x) =W 2(x) +
~√
2m
W ′(x) ⇔ V+(x) = 2W 2(x)− V−(x). (V.38)
Le hamiltonien correspondant H+ = T +V+ peut aussi se factoriser à l’aide des opérateurs
A± : H+ = A−A+. Les relations de factorisation de H+ et H− permettent de relier leurs
spectres :
H−(A+|ψ+n 〉) = E+n (A+|ψ+n 〉), (V.39)
H+(A−|ψ−n 〉) = E−n (A−|ψ−n 〉). (V.40)
Comme E−0 = 0, on déduit de l’équation (V.40) que pour n 6= 0, A−|ψ−n 〉 est un état propre
de H+ avec la valeur propre associée E−n . En écrivant |ψ+m〉 = A−|ψ−n 〉, on a E+m = E−n .
Ainsi, à part pour l’énergie fondamentale E−0 , les énergies des Hamiltoniens H− et H+
coïncident parfaitement : E+n = E
−
n+1. De plus, les opérateurs A
± peuvent être vus comme
des opérateurs de passage entre les fonctions d’onde de H+ et celles de H− (Fig. V.6). Pour
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Figure V.6 – Correspondance entre les états issus du potentiel V− et de son partenaire
supersymétrique V+.




n+1, la correspondance entre les fonctions d’onde s’écrit [83] :∣∣ψ+n 〉 = (E−n+1)−1/2A+ ∣∣ψ−n+1〉 , (V.41)∣∣ψ−n+1〉 = (E+n )−1/2A− ∣∣ψ+n 〉 . (V.42)
En partant d’un potentiel ayant N états liés, il est possible d’obtenir toute une famille de
potentiels ayant de N − 1 jusqu’à 0 états liés.
La supersymétrie permet aussi de relier les coefficients de réflexion et de transmission
des potentiels de la famille ayant un spectre continu. Nous considérons ici le cas simple
pour lequel les potentiels V± sont définis sur R et le superpotentiel obéit aux conditions
limites 2 : W (x→ ±∞) = 0. Ces conditions entraînent : V±(x→ ±∞) = 0. Les conditions
aux limites pour une onde plane incidente d’énergie E = ~2k2/2m interagissant avec le
potentiel sont :
ψ±(k, x→ −∞) ∼ eikx + r±(k)e−ikx, (V.43)
ψ±(k, x→ +∞) ∼ t±(k)eikx. (V.44)
Or, les relations (V.40) et (V.39) permettent d’écrire : |ψ+〉 = NA−|ψ−〉, où N est un
facteur de normalisation. Les équations aux limites (V.43) et (V.44) deviennent :















= −N ikt−(k)eikx. (V.46)
En reliant les coefficients deux à deux, on obtient −ikN = 1. On en déduit : r+(k) =
2. Ce cas simple se généralise au cas des conditions aux limites finies : W (x→ ±∞) =W±.
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−r−(k) et t+(k) = t−(k). Ainsi les partenaires supersymétriques ont les mêmes probabilités
de réflexion et de transmission : |r+(k)|2 = |r−(k)|2 et |t+(k)|2 = |t−(k)|2.
Le formalisme étant explicité, nous l’appliquons ci-après au potentiel U(x).
V.4.2 Application au potentiel étudié
Pour appliquer la méthode de la supersymétrie en mécanique quantique au potentiel
U(x), nous introduisons le potentiel translaté V−(x) = U(x)−E0. Le superpotentiel (V.36)
correspondant à V−(x) vaut :





















Il est à noter que même si le potentiel U(x) présente une singularité en zéro, la génération de
la famille supersymétrique est réalisable. Les équations (V.36) et (V.38) montrent en effet
que partant d’un potentiel ayant une classe de dérivabilité Cn, le partenaire supersymétrique
aura, quant à lui, une classe 3 Cn+1. On trace le potentiel V+(x) sur la figure V.7. On
remarque l’apparition d’une forme de double puits. Ainsi, le formalisme de la supersymétrie
appliqué à U(x) permet d’engendrer une famille de potentiels qui peuvent être résolus
analytiquement et présentant une forme en double puits. Un autre exemple de double
puits, dont la solution analytique est connue, est explicité pour les potentiels de forme
invariante [93]. Il existe cependant peu d’exemples de résolution analytique de potentiel
présentant un double puits. La référence [94] explicite le cas du potentiel V (x) = k(|x|−a)2.
Le potentiel Ut(x) étudié à la section V.2 illustre aussi les avantages de la supersymétrie
en mécanique quantique. En effet, il est introduit à partir du superpotentiel W (x) =√
V0 tanh(x/x0) qui donne deux partenaires supersymétriques V+ = V0 et V− = Ut(x)
avec la condition 2mx20V0 = ~2. Il n’y a évidemment pas de réflexion pour un potentiel
constant, ainsi que pour son partenaire supersymétrique. Ceci explique pourquoi Ut(x) est
transparent pour cette condition. Le formalisme de SUSY QM étant à présent explicité,
nous pouvons l’employer pour un autre potentiel, de même forme exponentielle que U(x)
mais défini sur un demi-espace.
3. Il existe dans la littérature un autre exemple de singularité appliqué à la supersymétrie en mécanique
quantique : le potentiel de Dirac [91, 92].
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Figure V.7 – Représentation de U(x) (en trait plein) et de son premier partenaire super-
symétrique V+ (en pointillés). Les paramètres du potentiel U(x) sont a = 4.5 et α = 1. Par
conséquent, U0 ' 2.5 en posant ~ = m = 1. Avec ces paramètres, le potentiel U(x) a 3 états
liés (en rouge) : E0 = −1.33, E1 = −0.28 et E2 = −0.023. Le potentiel V+ présente une
forme en double puits. L’état E0 est le fondamental de U(x) et l’état E1 est le fondamental
de V+(x)− E0.
V.5 Etude similaire pour des potentiels définis sur un demi-
espace
Les études précédentes ne concernaient que des potentiels 1D définis sur R. Nous avons
vu aussi que le formalisme de la supersymétrie est un outil puissant pour dériver des po-
tentiels qui peuvent être résolus analytiquement. Il serait maintenant intéressant d’utiliser
cette méthode pour résoudre des potentiels définis sur le demi-espace des x positifs qui a
l’avantage d’être analogue à la résolution de certains problèmes à trois dimensions en méca-
nique quantique. En effet, la résolution de l’équation de Schrödinger pour un potentiel V(r)
défini sur R3 fait apparaître un terme radial et un terme angulaire dans l’expression des
fonctions d’onde : ψ(r, θ, φ) = (ul(r)/r)Y ml (θ, φ), avec r ∈ R+. L’équation de Schödinger






+ (V (r)−E)ul(r)− l(l + 1)
r2
ul(r) = 0. (V.49)
Comme la condition aux limites en 0 est la même pour la fonction d’onde radiale d’un
potentiel sur R3 (ul(0) = 0) que pour un potentiel sur R+, pour l = 0, cette équation est la
même que l’équation de Schrödinger à une dimension pour un potentiel défini sur R+. Ainsi,
étudier un potentiel sur le demi-espace et en générer de nouveaux avec le même spectre et
les mêmes états de diffusion en appliquant la méthode de la supersymétrie permet d’avoir
aussi la résolution de ces potentiels à trois dimensions pour les ondes s (l = 0).















Figure V.8 – Présentation des potentiels U+(x) dans le cas (a) d’un puits et (b) d’une
barrière.
V.5.1 Définition du potentiel et fonctions d’onde




−U0e−αx pour x ≥ 0,
+∞ pour x ≤ 0, (V.50)
représenté sur la figure V.8. Tout comme le potentiel U(x), le potentiel U+(x) est caractérisé
par sa profondeur U0 et sa longueur typique de variation α−1. Le signe de U0 permet
d’étudier soit une barrière de potentiel (U0 < 0) soit un puits (U0 > 0).
Nous déterminons les fonctions d’onde en résolvant l’équation de Schrödinger (V.2) de
la même manière que pour le potentiel U(x) (voir la section V.3.1). Les fonctions d’onde


















si U0 < 0. (V.52)
On rappelle que X = αx ≥ 0, b =√8m(−E)/(~2α2), a =√8mU0/(~2α2) et a˜ = a/i.
V.5.2 Les états liés
Les états liés pour un puits de potentiel défini sur le demi-espace sont déterminés avec
les conditions aux limites ψ(0) = 0 et ψ(x → +∞) = 0. En appliquant ces conditions à
l’expression (V.51), nous obtenons :
ψ+(0+) = A1Jb (a) +A2J−b (a) = 0, (V.53)
ψ+(x→ +∞) = A1Jb(y → 0) +A2J−b(y → 0) = 0 avec y = a e−X/2 . (V.54)
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Figure V.9 – Comparaison des spectres de U(x) et U+(x) avec a = 8.48 : 2 états liés pour
U+(x) et 5 pour U(x) . Le spectre de U+(x) correspond aux états liés impairs de U(x).
La forme asymptotique des fonctions de Bessel donnée par l’équation (V.14) et pouvant
se réduire Jb (y → 0) ∝ yb implique que A2 = 0, b étant positif. Le spectre de U+(x) est
donné par les zéros bn des fonctions de Bessel pour des paramètres U0 et α donnés :
Jbn(a) = 0. (V.55)
Les fonctions d’onde correspondant aux états liés s’écrivent :
ψn(x) = NnJbn(ae−αx/2), (V.56)
où Nn est le facteur de normalisation de la fonction d’onde.
Notons qu’il existe une valeur critique du paramètre de profondeur a en dessous de
laquelle l’équation (V.55) n’a pas de solution bn et le potentiel U+(x) n’a pas d’état lié.
Cette valeur peut être déterminée numériquement, elle vaut ac ' 2.405. Cet effet ne va
pas à l’encontre du théorème prédisant qu’il existe toujours au moins un état lié pour un
potentiel à une dimension [95, 96]. En effet, le potentiel U+(x) n’est pas défini sur tout
l’espace car il possède une singularité en zéro avec un "mur" infini de potentiel répulsif. La
comparaison des spectres des potentiels U(x) et U+(x) permet de mieux comprendre cette
valeur critique. En effet, comme représenté sur la figure V.9, le spectre de U+(x) correspond
aux états liés impairs de U(x). Ce dernier satisfaisant la condition du théorème selon lequel
un potentiel 1D dispose toujours d’un état lié, il a toujours quelque soit son paramètre a au
moins un état lié et la valeur critique ac correspond à la condition d’apparition du premier
état excité de U(x).
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V.5.3 Les états de diffusion
Cas du puits : U0 > 0
Les états de diffusion sont obtenus pour E > 0 soit b = ib˜ imaginaire pur et a réel pour
un puits de potentiel. Dans le cas d’un potentiel seulement défini sur les x positifs, l’onde
incidente vient de +∞, interagit avec le potentiel et repart vers +∞. Les conditions aux
limites sont :
ψ+(x→ +∞) ' e−ikx + reikx et ψ+(0) = 0. (V.57)
La condition aux limites en zéro permet de relier les coefficients A1 et A2 : A2J−b(a) =
−A1Jb(a). De plus, la fonction d’onde s’écrit en +∞ :









Γ(1− b) . (V.58)
En posant, A1Γ−1(1 + b) (a/2)b = 1 on détermine le coefficient de réflexion r :



























Le module carré de la fonction d’onde |ψ+(x)|2 est représenté sur la figure V.10(a) pour les
paramètres a = 35, b = 0.25i et α = 1, correspondant à un potentiel profond et une énergie
incidente faible. De tels paramètres mettent en évidence la réduction de la période des
oscillations lorsque la fonction d’onde entre dans la zone d’influence du potentiel (x < α−1).
Cette modification de la période des oscillations est le reflet de la variation de la longueur
d’onde de de Broglie de la particule interagissant avec le potentiel [85, 97].
Cas de la barrière : U0 < 0
Les conditions aux limites et le raisonnement sont les mêmes que pour le puits de
potentiel, à ceci près que a est maintenant imaginaire pur. En remplaçant a par a˜ = a/i
et les fonctions de Bessel J par leurs homologues modifiées I, on retrouve rapidement
l’expression des fonctions d’onde et du coefficient de réflexion dans le cas d’une barrière de
potentiel défini sur un demi-espace :








































Figure V.10 – Représentation des fonctions d’onde de diffusion (a) dans le cas d’un puits
(U0 > 0) avec les paramètres a = 35, b = 0.25i et α = 1 et (b) dans le cas d’une barrière
(U0 < 0) avec a = 45i, b = 8i et α = 1.
Sur la figure V.10(b), on représente le module carré |ψ+(x)|2 pour les paramètres : a˜ = 45,
b = 8i et α = 1. L’énergie incidente arrive à la hauteur U0/32 sur la barrière. Ces paramètres
permettent ici de souligner l’augmentation de la période d’oscillation de la fonction d’onde
interagissant avec le potentiel.
L’application du formalisme de SUSYQM est maintenant possible puisque les états
stationnaires et les états de diffusion pour le potentiel U+ viennent d’être explicités.
V.5.4 Application de la supersymétrie en mécanique quantique à U+(x)
En appliquant une première fois, le formalisme de la supersymétrie en mécanique quan-
tique explicité au V.4, on obtient le premier partenaire supersymétrique de U+(x). Pour
ce faire, on introduit le potentiel translaté V (1)− (x) = U+(x) − E0, E0 étant l’énergie fon-






















)2 − V (1)− s’écrit aussi :
V
(1)








Appliquons une nouvelle fois le formalisme de la supersymétrie mais cette fois-ci au poten-
tiel V (1)+ (x). Son énergie fondamentale est E
+
1 = E1 −E0 et on obtient sa fonction d’onde
fondamentale grâce aux opérateurs de passage A± entre les fonctions d’onde du potentiel







+ (x) + E0
V
(2)
+ (x) + E1
x
Figure V.11 – Représentation des potentiels U+(x) (trait plein), V
(1)
+ (x) (tirets) et V
(2)
+ (x)
(pointillés) pour des paramètres a = 11.75 et α = 1. Pour ces valeurs, U0 = 17.26 (avec
~ = m = 1) et les valeurs des 3 états liés du potentiel U+(x) sont E0 = −7.19, E1 = −2.57
et E2 = −0.547. V (1)+ (x) a, quant à lui, 2 états liés E1 et E2 et V (2)+ (x) n’en a plus qu’un
seul.















où ψ0 est la fonction d’onde de l’état fondamental et ψ1 la fonction d’onde du premier
état excité de U+. Pour créer un nouveau partenaire supersymétrique V
(2)
+ , on introduit le
potentiel translaté V (2)− = V
(1)
+ − E+1 et le superpotentiel associé :
W
(2)







ψ0(ψ0ψ′′1 − ψ′′0ψ1 − ψ′0ψ′1) + ψ′0ψ′0ψ1
ψ0(ψ0ψ′1 − ψ′0ψ1)
, (V.66)
ce qui permet d’écrire le deuxième partenaire supersymétrique du potentiel U+(x) :
V
(2)
+ (x) = 2(W
(2)(x))2 − V (2)(x) = 2
(
W (2)(x)
)2 − 2(W (1)+ (x))2 + U+(x) + 2E0 − E1.
(V.67)
La figure V.11 représente le potentiel U+ avec 3 états liés (a = 11.75) et ses deux
partenaires supersymétriques V (1)+ et V
(2)
+ . Le comportement asymptotique de V
(1)
+ (x) est
1/x quand x→ 0 et e−κx pour x→ +∞. En conclusion, nous avons explicité trois potentiels
dont nous connaissons exactement les états liés et les états de diffusion à 1D sur un demi-
espace.
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Etude analytique de solutions de l’équation de Schrödinger pour des potentiels de forme
exponentielle
V.6 Tests d’approximations
La plupart des potentiels étudiés en mécanique quantique ne peuvent pas être résolus
analytiquement. Pour les étudier, on a donc recours à différentes méthodes d’approxima-
tion. Les études précédentes fournissent des résolutions exactes des états liés et des états
de diffusion. Disposer de telles solutions exactes permet de tester les approximations cou-
ramment utilisées en mécanique quantique. Nous nous proposons ainsi dans cette partie de
présenter et de tester la méthode variationnelle qui estime l’énergie de l’état fondamental
d’un potentiel, et les approximations semiclassiques permettant d’évaluer le spectre entier
et le coefficient de transmission à travers une barrière tunnel. Le développement de ces
méthodes offre un intérêt pédagogique appréciable pour l’enseignement de la mécanique
quantique.
V.6.1 La méthode variationnelle
L’approximation variationnelle permet d’estimer le niveau fondamental d’un potentiel
en choisissant une fonction d’onde {ϕσ(x)} dépendant uniquement du paramètre variable σ.
On minimise alors la valeur moyenne du hamiltonienH = p2/2m+U(x) pour cette fonction
d’onde {ϕσ(x)} pour établir une borne supérieure E0(σ) à l’énergie de l’état fondamental :
Min
σ
(〈ϕσ|H|ϕσ〉) ≥ E0. (V.68)
Le choix de la fonction d’onde est crucial pour être le plus proche de la valeur exacte E0.
Cette méthode est employée ici pour les deux potentiels U+(x) et U(x).
Application à U+(x)
Comme ce potentiel a une barrière infinie en x = 0, la fonction d’onde de l’état fonda-









normalisée à 1 et qui obéit à la condition limite ϕσ(0) = 0 et ϕσ(+∞) = 0 comme attendu
pour la fonction d’onde du niveau fondamental. Cette fonction est inspirée de la fonction
d’onde du premier état excité de l’oscillateur harmonique à une dimension. Nous devons
d’abord calculer la valeur moyenne du hamiltonien H pour la fonction d’onde {ϕσ(x)}
avant de la minimiser par rapport au paramètre σ qui caractérise la taille caractéristique
des fonctions d’essai ϕσ(x).





















en posant η = ασ/
√
2 et où erfc(z) est la fonction complémentaire de la fonction erreur 4 :
erfc(z) = 1−erf(z). La minimisation de l’énergie totale est obtenue pour η = η0 dépendant




















En résolvant cette équation pour une valeur de a donnée, on trouve la valeur η0 qui
donne l’énergie minimale E(η0). Sur la figure V.12, on compare l’erreur relative ∆ =
|Eexact−E(η0)|/|Eexact| pour l’énergie de l’état fondamental en fonction du seul paramètre
a (triangles rouges). La faible précision pour une petite profondeur du piège (a proche de
zéro) est due à la forme inappropriée de la fonction d’onde qui reproduit mal l’étirement de
la fonction d’onde dans la limite d’un potentiel peu profond. On peut le confirmer en utili-
sant une autre famille de fonctions d’onde moins localisées pour la minimisation de l’énergie
















où η¯ = ασ/2. On détermine l’énergie minimale pour un certain η0 et pour une valeur du











Pour ce cas là aussi, on trouve une valeur η¯0 dépendant du seul paramètre a qui permet de
remonter à l’énergie minimale E(η¯0) tracée sur la figure V.12(carrés verts). Les fonctions
d’onde {ϕ¯σ(x)} ont une plus grande taille à large x que celles de la famille {ϕσ(x)} et
apporte une meilleure précision pour de petites valeurs du paramètre a c’est-à-dire pour
une profondeur de piège peu profonde (Fig. V.12). Par ailleurs, la méthode variationnelle
permet aussi d’obtenir une approximation de la valeur critique ac en dessous de laquelle
le potentiel n’a pas d’états liés. On trouve aansatzc ' 2.5142. Cette valeur diffère de 4.5 %
de celle obtenue numériquement ac = 2.405. Quand la profondeur du piège augmente (a
grand), la fonction d’onde devient plus localisée et l’estimation de l’énergie fondamentale
est meilleure avec la famille {ϕσ(x)} comme l’illustre la figure V.12.
































Figure V.12 – Erreur relative ∆ = |Eexact − E(η0)|/|Eexact| de l’énergie fondamentale
du potentiel U+ calculée avec l’approximation variationnelle pour deux fonctions d’onde
différentes : {ϕσ} de forme gaussienne (triangles rouges) et {ϕ¯σ} à allure exponentielle
(carrés verts) en fonction du paramètre a. En dessous de la valeur critique ac ' 2.405
représentée par la ligne pointillé , le potentiel U+(x) n’a pas d’états liés. Au niveau du
croisement des deux courbes, le piège est toujours peu profond et a seulement deux états
liés.
Application à U(x)
Pour minimiser l’énergie de l’état fondamental du potentiel U(x), on utilise les fonctions









Cette famille de fonctions d’onde est inspirée de la fonction d’onde de l’état fondamental
de l’oscillateur harmonique. Elle n’a pas de noeuds comme on l’attend pour un état fon-
damental d’un puits de potentiel sans singularité. On calcule l’énergie totale E = Ec +Ep























En introduisant η = ασ/
√

























Ainsi, on trouve pour a = 5, E(η0) ' −0.545U0 qui diffère de la valeur exacte d’environ
1 %.
En étendant sur tout l’espace la famille de fonctions d’onde utilisée pour l’approxima-
tion variationnelle de U+(x), il est possible d’estimer le premier état excité du potentiel
U(x). Il faut pour cela que la famille choisie soit orthogonale à celle utilisée pour l’estima-
tion du niveau fondamental de U(x) et qu’elle ait la même symétrie que l’état considéré.
Ainsi la famille {ϕˆσ(x ≥ 0) = ϕσ(x) et ϕˆσ(x ≤ 0) = −ϕσ(−x)} convient tout à fait puisque
elle a un et un seul noeud et qu’elle est orthogonale à la famille { ϕ˜σ }. Le calcul est exacte-
ment le même que celui effectué précédemment pour le potentiel U+(x) sur le demi-espace
x ≥ 0 et dont la précision est résumée dans la figure V.12. En conclusion, l’approximation
de l’énergie fondamentale pour U+(x) avec la méthode variationnelle nous donne également
l’estimation du premier état excité du potentiel U(x), extension symétrique de U+(x).
V.6.2 Les approximations semiclassiques.
Il existe diverses approximations semiclassiques qui permettent de déterminer tout le
spectre. L’approximation Wentzel-Kramers-Brillouin (WKB)[98, 99, 100] est la plus cou-
rante. L’approximation JWKB est une extension aux ordres supérieurs et la méthode
SWKB est introduite par la supersymétrie en mécanique quantique. Dans une première
sous-partie, ces trois méthodes sont explicitées et leurs prédictions sont comparées aux
valeurs exactes. Dans une deuxième sous-partie, nous examinerons l’approximation semi-
classique de la probabilité de transmission tunnel.
Les approximations semiclassiques WKB, JWKB et SWKB du spectre des
potentiels
La forme générale de la méthode WKB prenant en compte les conditions aux limites








où ν est l’indice de Maslov [103, 104, 105]. Celui-ci prend en compte la variation de phase
pendant une période en unité de pi/2. Ainsi, un mur mou (raide) donne une contribution
1 (2). Le potentiel U+(x) a une limite molle en x → +∞ mais un bord raide en x = 0
c’est pourquoi ν = 1 + 2 = 3. Le calcul de l’action
∮
pdx dans l’équation (V.81) pour le









1− y2n − yn cos−1(yn) ≡ F (yn), (V.82)
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Figure V.13 – Comparaison des 3 méthodes d’approximations semiclassiques étudiées
ici avec les valeurs exactes : WKB (bleu), SWKB (vert), JWKB (rouge). On trace
∆ = |Eexact − ES,J,WKB|/|Eexact| pour le spectre entier du potentiel U+(x) avec un pa-
ramètre a fixé à a = 32 qui induit 10 états liés. On remarque que les méthodes SWKB et
JWKB sont bien meilleures que WKB. Les approximations JWKB et WKB ont cependant
même allure. La précision s’accroît lorsqu’on s’éloigne du niveau fondamental, atteint une
valeur minimum et réaugmente quand on se rapproche du dernier état excité et du conti-
nuum. La méthode SWKB permet une plus grande précision dans l’estimation des premiers
niveaux du potentiel.
où yn = exp(−αxn/2) et En = U(xn). En général, les approches semiclassiques marchent
mieux pour des grands nombres quantiques n. Nous comparons sur la figure V.13 les
résultats de la méthode WKB par rapport aux solutions exactes du potentiel U+(x) pour
des paramètres a = 32 et α = 1 pour lesquels U+(x) a 10 états liés. La méthode est de plus
en plus précise jusqu’au 5eme état et le devient de moins en moins lorsqu’on se rapproche
du continuum. L’erreur relative maximum obtenue pour le dernier état excité vaut 0.6%.
Cette méthode WKB peut être grandement améliorée en prenant en compte les cor-
rections d’ordres supérieurs en ~. Ces corrections ont été introduites par H. Jeffreys [106]
(dont l’initiale est rajoutée à WKB) qui avait en 1923 développé une méthode générale
d’approximation pour des équations linéaires différentielles du second ordre incluant bien
entendu l’équation de Schrödinger à une dimension. La méthode JWKB combine la mé-
thode WKB avec la méthode générale d’approximations de Jeffreys. Cela se traduit par
plusieurs ordres de corrections en ~ explicités dans la référence [107]. Dans ce chapitre,











La référence [107] donne l’expression générale de δ :























F (yn)− 112pia√1− yn . (V.85)
Comparé à l’approximation WKB, JWKB donne une plus grande précision pour la déter-
mination du spectre (Fig. V.13). La même forme est cependant observée lorsqu’on regarde
l’erreur relative sur tout un spectre : la précision augmente jusqu’à une certaine valeur n
d’états liés puis diminue jusqu’au continuum. L’erreur maximale obtenue cette fois-ci pour
l’état fondamental vaut 0.287% et cette valeur se rapproche le plus de l’erreur relative de
la méthode WKB pour ce niveau (0.34%).
En combinant le formalisme de la supersymétrie avec la méthode WKB, on peut déduire
l’approximation SWKB [108, 109, 110] dont on rappelle le principe pour un potentiel à



























où xL et xR sont les points tournants classiques du potentiel U(x) et où E−n = En−E0 sont
les états propres du potentiel translaté V (x) = U(x) − E0 (Les {En} étant bien entendu
les énergies du potentiel U(x)). Supposons que le superpotentiel W (x) ait une action de
l’ordre O(~0), l’action du terme en ~W ′(x) sera de l’ordre de O(~1). Il est donc possible de
























































avec −W (a) = W (b) =
√
E−n . On obtient donc l’expression générale de l’approximation
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Figure V.14 – Comparaison des 3 méthodes d’approximations semiclassiques : WKB
(bleu), SWKB (vert), JWKB (rouge) avec la valeur exacte pour l’état lié le plus proche
du continuum : ∆ = |Eexact − ES,J,WKB|/|Eexact|. Le paramètre 313.5 < a < 316.5 corres-
pond à un potentiel ayant 100 états liés. Plus a est proche de 313.5 plus l’état lié est proche
du continuum. Dans les 3 cas, les meilleures estimations apparaissent lorsque l’état est le
plus profond et la méthode JWKB apparaît clairement être la plus précise pour estimer ce
dernier état lié.







dx = n~pi. (V.88)
La méthode SWKB requiert la connaissance exacte de l’état fondamental (énergie et fonc-
tion d’onde) pour calculer le superpotentiel W (x) mais permet de trouver une nouvelle
estimation des autres états liés de U(x). De plus, elle est aussi valable pour évaluer le
spectre du potentiel U+(x). La formulation SWKB est même exacte pour des potentiels
de forme invariante (SIP pour Shape Invariant Potential) c’est-à-dire pour des partenaires
supersymétriques V+ et V− ayant mêmes formes et ne différant que par leurs paramètres
[109, 111]. Les potentiels U(x) et U+(x) ne sont pas de formes invariantes et permettent
donc de tester l’approximation SWKB. La figure V.13 montre clairement que cette dernière
méthode estime mieux les états plus profonds que les états proches du continuum qui sont,
quant à eux, mieux évalués par l’approximation JWKB.
Nous considérons maintenant l’état lié le plus proche du continuum pour un potentiel
très profond (100 états liés). En théorie de la diffusion 3D, selon le théorème de Levinson
[112], ce dernier état joue un rôle particulier pour déterminer l’ordre de grandeur et le
signe de la longueur de diffusion. Pour les trois méthodes (WKB, JWKB, SWKB), plus
ce dernier état est profond (i.e. loin du continuum), meilleure est l’approximation (voir
figure V.14). La formulation JWKB donne systématiquement une meilleure évaluation de
l’énergie du dernier état. Ce résultat est bien connu en physique moléculaire. Le résultat
de JWKB pour le dernier état vibrationnel d’une molécule peut encore être amélioré en
utilisant la formule de Gribakin et Flambaum [112] pour la longueur de diffusion [113, 114].
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Le potentiel U(x), pour sa part, a deux bords mous en x→ ±∞ donc ν = 1+1 = 2 et









1− y2n − yn cos−1(yn), (V.89)
avec yn = exp(−αxn/2) et U(xn) est l’énergie du ne`me état. Comme attendu les énergies
avec n impairs correspondent parfaitement avec les énergies déterminées en appliquant
l’approximation WKB (V.82) pour le potentiel U+(x). Ce fait illustre bien l’importance de
l’indice de Maslov sans lequel les énergies impaires de U(x) ne coïncideraient pas avec les
énergies estimées du potentiel U+(x) comme on l’attend. D’autres tests d’approximations
sont illustrés dans l’annexe B avec des potentiels de forme |x|. Tout comme il est important
de bien choisir la fonction d’onde pour effectuer l’approximation variationnelle, le choix de
la méthode semiclassique est aussi crucial. En effet, si on veut étudier les états proches du
continuum on préférera JWKB tandis que si on veut étudier les premiers états, SWKB est
plus appropriée lorsqu’on peut l’employer.
La référence [115] stimulée par notre publication [30] propose une amélioration instruc-
tive de l’approximation WKB. En s’inspirant des travaux de Goldtein et Thaler [116] et
de Friedrich et Trost [117, 118], les auteurs réécrivent les fonctions de Bessel :









et développent les solutions pour Ab(x) et Φb(x) sous formes de séries asymptotiques
en puissance de 1/x jusqu’à l’ordre 1/x10 (coefficients donnés dans [116]). L’approxima-
tion WKB consiste à ne retenir que le plus petit ordre pour l’expression des fonctions
de Bessel. Les états liés du potentiel U+(x) et les états liés impairs du potentiel U(x)
sont déterminés par les zéros des fonctions de Bessel c’est-à-dire pour une phase telle que























≡ F˜ (a), (V.91)
avec m2 = b2 − 1/4. Les états liés pairs de U(x), quant à eux, sont déterminés pour



















1−m2/x2 et p un entier variant de 0 à 3, le meilleur résultat étant obtenu
pour p = 2. Ces approximations WKB améliorées conduisent à des résultats plus précis
pour des états n proches du continuum. En effet, la figure V.13 montre que pour l’approxi-
mation WKB non modifiée, l’erreur relative, pour un spectre de 10 états, croît à partir de
n = 5 jusqu’au continuum. Contrairement à ces résultats, l’approximation WKB modifiée
décroît continuellement plus on s’approche du continuum alors que les approximations sont
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Figure V.15 – (a) Tracé du coefficient de transmission T = |t|2 en fonction de l’énergie
incidente traduite par le paramètre β ≡ ib calculé exactement (trait plein) et avec la mé-
thode WKB (tiret). (b) Représentation de l’erreur relative ∆ = |Texact − TWKB|/|Texact| en
fonction de β. Le paramètre a˜ = 10 et α = 1. On ne regarde ici que l’effet tunnel (E < U0)
et on remarque que même si la transmission varie de 12 ordres de grandeur pour β entre 1
et 8 l’erreur relative, elle, reste toujours inférieure à 15%.
comparables pour des états proches de l’état fondamental. Le même effet est aussi observé
pour le potentiel U(x) quelle que soit la valeur de p. Toutefois, pour p = 2, l’approximation
WKB modifiée est bien meilleure pour tous les états n. Ainsi la référence [115] propose une
nette amélioration de l’approximation WKB et met en avant la richesse des approximations
semi-classiques.
Approximation de l’effet tunnel
La méthode WKB permet également d’évaluer la probabilité de transmission. Pour









où x0 > 0 est défini comme U(x0) = E. On trouve K = 2|a˜|F (
√
e), avec e = E/|U0|.
L’estimation de la transmission par la méthode WKB est donné par l’expression TWKB =
e−2K [93]. La figure V.15(a) montre la comparaison entre le résultat analytique (rouge) et
l’approximation WKB (bleu) pour la transmission pour les paramètres a˜ = 10 et α = 1.
L’erreur relative ∆ = |T − TWKB|/T est tracée sur la figure V.15(b). Entre 1 < b < 8 < a,
la probabilité de transmission diminue de plus de 12 ordres de grandeur tandis que l’erreur
relative donnée par la formulation WKB reste en dessous de 15% !
L’approximation de l’effet tunnel peut aussi être testée grâce à l’approximation SWKB.




Dans ce chapitre, différents aspects de la mécanique quantique ont été approfondis. Nous
nous sommes placés dans le cadre restreint d’un espace à une dimension. Ce cadre permet
cependant d’étudier le cas d’un laser à atomes ou d’une onde de matière se propageant
dans un guide et interagissant avec des potentiels. Nous avons explicité un cas de potentiel
transparent c’est-à-dire dont la réflexion est toujours nulle quelle que soit l’énergie incidente.
Ce potentiel a été comparé au potentiel gaussien pour montrer qu’il n’était pas possible en
pratique de distinguer expérimentalement si la réflexion minimale était nulle ou non (i.e.
si le potentiel était effectivement transparent ou non).
Un potentiel de forme exponentielle a été étudié pour servir de potentiel de départ à la
méthode de la supersymétrie en mécanique quantique (SUSYQM). Cet outil très puissant
permet d’obtenir toute une famille de potentiels ayant les mêmes états liés et états de dif-
fusion. Pour utiliser cette méthode à bon escient on a besoin d’un potentiel initial dont on
connaît exactement les états stationnaires et de diffusion. Cette méthode a été appliquée à
deux potentiels : le premier de forme exponentielle défini sur tout l’espace et le deuxième
de même forme défini sur un demi-espace. La résolution du problème sur un demi-espace
à une dimension permet avantageusement de le résoudre pour un cas particulier en trois
dimensions : le cas des ondes s (l = 0). En appliquant le formalisme de SUSYQM, nous
avons créé deux potentiels, partenaires supersymétriques, résolus sur le demi-espace. Par
conséquent la solution de la diffusion des ondes s est connue pour ces trois potentiels.
Connaître de telles solutions exactes a permis de tester la méthode variationnelle et les
approximations semiclassiques qui présentent, par ailleurs, un intérêt pédagogique majeur
pour l’enseignement de la mécanique quantique. Il y a plusieurs approximations dites semi-
classiques : la classique WKB, celle issue de la supersymétrie SWKB et celle comprenant des
corrections d’ordre supérieurs en ~ JWKB. Nous avons en dernier lieu testé l’approxima-
tion de l’effet tunnel avec la méthode WKB. Pour conclure, nous avons montré que l’outil
souvent méconnu de la SUSYQM permet d’introduire une approximation semi-classique
précise et d’avoir toute une famille de potentiels résolus analytiquement. Les résultats et
développements explicités dans ce chapitre, notamment le formalisme de la supersymétrie
en mécanique quantique, présentent un intérêt pédagogique appréciable permettant un ap-
profondissement des notions vues en mécanique quantique ainsi qu’en théorie de la diffusion.
Les annexes A et B sont des études qui complètent le chapitre. La première présente la gé-
néralisation de l’étude des potentiels de forme exponentielle à un cas asymétrique et l’effet
de la dissymétrie sur la diffusion d’une onde plane sur ces potentiels. La deuxième annexe
étudie deux autres potentiels : x et |x|. Pour ces potentiels, les états liés sont trouvés de
manière exacte afin d’appliquer le formalisme de la supersymétrie en mécanique quantique
et de tester une nouvelle fois les diverses approximations développées dans le chapitre.
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Conclusion
Dans ce manuscrit, nous avons présenté l’essentiel des travaux effectués pendant ma
thèse sur la diffusion d’ondes de matière sur des potentiels complexes. Les quatres pre-
miers chapitres décrivent la réalisation expérimentale d’un miroir de Bragg pour ondes
de matière. En premier lieu, nous décrivons le dispositif expérimental qui permet de réa-
liser des condensats de Bose-Einstein. Nous détaillons la séquence expérimentale utilisée
pour piéger les atomes d’abord dans la pince optique, ensuite dans le piège dipolaire croisé
avant de les refroidir par évaporation jusqu’au régime de dégénérescence quantique. Le
sous-état magnétique interne du condensat est sélectionné par un processus de distillation
de spin qui consiste en l’application d’un gradient de champ magnétique pendant la phase
d’évaporation. Nous rappelons aussi quelques aspects théoriques sur les pièges dipolaires
et les condensats de Bose-Einstein. Grâce à ce dispositif, nous obtenons des condensats de
Bose-Einstein avec un nombre d’atomes variant entre 3.104 et 1.105.
Nous avons ensuite expliqué la mise en place du potentiel périodique sur le dispositif
expérimental. Ce réseau optique est créé par la superposition de deux faisceaux lasers de
longueur d’onde 840 nm. La calibration de la profondeur du réseau optique est effectuée
par une diffraction de Raman-Nath réalisée sur le condensat en l’exposant au potentiel
périodique pendant des durées courtes (de l’ordre de la dizaine de microseconde). La figure
de diffraction après temps de vol permet aussi de calibrer précisément le grandissement du
système d’imagerie.
Le troisième chapitre propose un rappel du comportement d’une particule dans un
potentiel périodique. L’équation de Schrödinger décrivant l’évolution de la particule n’est
rien d’autre que l’équation de Mathieu. Les solutions stables ou instables de cette équation
correspondent aux bandes autorisées ou interdites de la structure de bande du réseau.
Dans le cas de la diffusion d’une particule sur un réseau de taille finie, la particule est
réfléchie quand son énergie incidente coïncide avec une bande interdite. On peut tracer
le diagramme de réflexion et de transmission de la particule en fonction de la vitesse
incidente de la particule et de la profondeur du réseau. Sur ce diagramme, on a remarqué
qu’il y a réflexion pour certaines valeurs discrètes de vitesse à profondeur de réseau quasi-
nulle. Ces valeurs discrètes satisfont la condition de Bragg. Cette condition est un effet des
interférences constructives dues à l’exploration d’un grand nombre de sites. L’effet du motif
du potentiel périodique a aussi été étudié en considérant un potentiel périodique à motifs
carrés. On observe dans ce cas l’apparition de nouvelles réflexions dues aux demi-périodes
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du réseau carré qui est une succession de puits et de potentiels nuls.
Les faisceaux lasers qui composent le réseau sont gaussiens attribuant une enveloppe
gaussienne au potentiel périodique. L’enveloppe gomme presque toutes les résurgences de
transmission observées lorsqu’on considérait le réseau infini. En effet, pour une vitesse
incidente donnée, après une profondeur minimale du réseau où la condition de réflexion
est atteinte en son centre, il y a toujours un point du potentiel périodique qui satisfait la
condition de Bragg. On observe cependant quelques résurgences de transmission pour des
vitesses incidentes élevées dues aux transitions Landau-Zener inter-bandes.
La réalisation d’une onde de matière à partir du condensat de Bose-Einstein est effectuée
en deux étapes. Une première étape consiste à diminuer adiabatiquement la puissance du
faisceau vertical qui confine le piège dipolaire longitudinalement. Après la diminution de
la puissance, le faisceau est éteint et les atomes se propagent dans le guide horizontal avec
une dispersion de vitesse ∆v. Un gradient de champ magnétique est alors appliqué dans
un deuxième temps pour donner une vitesse v¯ non nulle au paquet d’ondes.
Nous avons fait interagir ce paquet d’ondes de matière avec le réseau optique. Nous
avons observé que, selon la profondeur du réseau, une partie ou la totalité du paquet
d’ondes était réfléchie, signature de la réflexion de Bragg. Nous avons étudié l’influence de
la profondeur du réseau sur les parties réfléchies et transmises. Nous avons aussi remarqué
que le potentiel périodique, suivant sa profondeur, agissait comme un filtre de vitesse soit
passe-haut soit passe-bande. En effet, à une profondeur telle qu’il y ait une partie réfléchie
et une partie transmise, cette dernière correspond aux atomes plus rapides du paquet
d’ondes. Pour une autre profondeur, on peut remarquer que ce sont des classes de vitesses
disjointes de la partie réfléchie donnant lieu à un effet de filtrage de vitesse passe-bande ou
coupe-bande. Ce phénomène est une conséquence de l’enveloppe du réseau. Un autre effet
de l’enveloppe est de créer une cavité de deux miroirs de Bragg situés sur les deux bords
de l’enveloppe et une perspective de l’équipe est de mettre en évidence cet effet de cavité
en observant directement l’effet tunnel au niveau des bords de l’enveloppe dans l’espace
des pseudo-impulsions.
Cette thèse constitue une première étape pour la transposition de l’optique diélectrique
aux ondes de matières. Une perspective s’inscrivant dans la transposition avec l’optique
diélectrique est l’étude de l’interaction de l’onde de matière avec un réseau incliné en
présence d’un confinement pour amplifier la réflection de Bragg, idée en analogie étroite
avec la notion de résonnances induites par confinement ou "CIR" (confinement induced
resonnances) 5.
Une autre perspective envisagée est l’étude de la diffusion d’une onde de matière sur
un potentiel dépendant du temps. Ce problème est équivalent au problème du transport
quantique en physique mésoscopique. Une première approche envisagée sur notre dispositif
est de moduler dans le temps l’amplitude du réseau sur lequel diffuse l’onde de matière
pour contrôler et façonner la distribution de vitesse du paquet d’onde 6.
5. Cette perspective sera développée dans la thèse de François Vermersch.
6. Cette perspective ainsi que l’effet de cavité seront détaillées dans la thèse de Pierrick Cheiney.
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Dans le dernier chapitre, nous nous sommes intéressés à des études théoriques sur la
diffusion d’onde de matière sur des potentiels de forme exponentielle. Nous avons déduit
de l’équation de Schrödinger les états liés et les états de diffusion obtenus analytiquement.
A partir de ces solutions, nous avons pu exploiter le formalisme de la supersymétrie appli-
quée à la mécanique quantique. Ce formalisme permet de créer à partir d’un potentiel dont
on connaît exactement le spectre et les fonctions d’onde, toute une famille de potentiels
isospectraux ayant notamment les mêmes propriétés de diffusion. Les solutions exactes ob-
tenues permettent de tester différentes approximations utilisées en mécanique quantique.
Nous avons ainsi pu montrer que le choix de la fonction d’onde d’essai dans l’approxima-
tion variationnelle est très important. Nous avons aussi comparé différentes approximations
semi-classiques entre elles : la "classique" WKB, JWKB qui prend en compte un ordre su-
périeur et SWKB qui vient du formalisme de la supersymétrie. L’approximation SWKB
apporte une meilleure approximation pour le calcul des états proches du niveau fondamen-
tal alors que l’approximation JWKB est meilleure pour les états proches du continuum.
Les études reportées dans ce chapitre, notamment le formalisme de la supersymétrie ap-
pliquée à la mécanique quantique présentent un outil pédagogique supplémentaire pour
l’enseignement de la mécanique quantique.
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Annexe A
Généralisation à des potentiels
asymétriques









Figure A.1 – Graphe du potentiel asymétrique
On généralise le potentiel U(x) étudié précédemment à un cas asymétrique (Fig.A.1).
Nous considérons d’abord le cas d’un puits.
Uas(x) =
{
−U0e−α1x pour x ≥ 0
−U0eα2x pour x ≤ 0
avec U0 > 0. (A.1)
Les fonctions d’onde gardent la même forme que pour la partie (V.3). En tenant compte
de l’asymétrie du potentiel on obtient :



















où les A±i sont constantes d’intégration et avec ai =
√
8mU0/~2α2i , bi =
√
8m(−E)/~2α2i ,
(i = 1, 2). Il existe certaines conditions pour déterminer les états liés de ces fonctions
d’onde. En effet, il faut que ψ(x → ±∞) → 0 et ψ(x) et ψ′(x) soient continues en x = 0.
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Exploitons tout d’abord la condition ψ(x→ +∞) :
ψ(x→ +∞) = A+1Jb1 (z1 → 0) +A−1J−b1 (z1 → 0) avec z1 = a1e−α1x/2. (A.3)
Or le comportement asymptotique des fonctions de Bessel donné par l’équation (V.14) dans
la partie V.3 combiné à la condition aux limites ψ(x→ +∞)→ 0 impose A−1 = 0. De la
même manière, la condition ψ(x → −∞) → 0 impose A−2 = 0. Donc la fonction d’onde
donnée en (A.2) devient :









Pour déterminer les états liés, on utilise les conditions de continuité en 0 pour la fonction
d’onde et sa dérivée.










b2 (a2) . (A.6)
On remarque que α1a1/2 =
√
2mU0/~ = α2a2/2. En faisant (A.5)/(A.6) puis (A.6)/(A.5),




















On retrouve bien les conditions (V.19) lorsque α1 = α2 (a1 = a2).
A.2 États de diffusion
A.2.1 Puits de potentiel asymétrique
On détermine les états de diffusion pour le puits de potentiel asymétrique (U0 > 0).
L’expression de la fonction d’onde est donnée par l’équation (A.2). Lors de la diffusion les
conditions asymptotiques sont ψ(x→ −∞) ' eikx+ re−ikx et ψ(x→ +∞) ' teikx (V.21).
Par ailleurs, les conditions asymptotiques des fonctions de Bessel données par l’équation
(V.14) permettent d’écrire :






















On en déduit que A+1 = 0. Les coefficients r et t s’écrivent |r|2 = |A−2/A+2|2 et |t|2 =
|A−1/A+2|2. On écrit les conditions de continuité en zéro pour la fonction d’onde et sa
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J ′−b2(a2) = −J ′b2(a2), (A.12)
dont les solutions donnent les coefficients |r|2 et |t|2 :
|t|2 =









Le coefficient |r|2 est tracé en fonction de l’énergie incidente et de la profondeur du potentiel
pour différents paramètres α1 et α2 sur la figure A.2.
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κ = 10 κ = 3 κ = 1 κ = 1/5
Figure A.2 – (a) Représentations en densité du coefficient |r|2 en fonction de √U0/α et
de
√
E/α suivant différents paramètres α = α1 = κα2. (b) Formes des potentiels U(x) en
fonction du paramètre κ. Lorsque κ est grand, la particule n’est totalement transmise que
pour un potentiel peu profond. Plus on se rapproche de κ = 1, plus il y a de résonances dans
la "cavité" faite par les murs des potentiels. Lorsque κ = 1/5, la particule est réfléchie à
basse énergie pour des potentiels de profondeur supérieur à un certain seuil et l’effet Fabry-
Perot disparaît.
A.2.2 Barrière asymétrique
Dans cette partie, on regarde la diffusion d’une particule de masse m sur la barrière
de potentiel Uas(x) avec U0 < 0. La méthode pour calculer les états de diffusion est la
même qu’au paragraphe V.3. En résolvant l’équation de Schrödinger, les fonctions d’onde
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s’écrivent :


















Les conditions asymptotiques des fonctions d’onde donnent A+1 = 0. Et les conditions
de continuité en zéro de la fonction d’onde et de sa dérivée permettent de trouver les
coefficients de réflexion et de transmission à travers les coefficients A+2, A−2 et A−1 :
|r|2 =









Le coefficient |r|2 est tracé en fonction de l’énergie incidente pour différents paramètres
α1 et α2 sur la figure A.3. Sur cette figure, on représente aussi la forme des potentiels
correspondants.












































κ = 10 κ = 1 κ = 1/20
Figure A.3 – (a) Représentations du coefficient |r|2 en fonction de √E/α suivant différents
paramètres α = α1 = κα2. (b) Formes des potentiels U(x) en fonction du paramètre κ. On
remarque que pour κ < 1 le potentiel se comporte de plus en plus classiquement puisque le
potentiel est plus large. Pour κ = 10, au contraire, le potentiel est très fin et l’effet tunnel
est très important. On note que ces résultats sont en accord avec les résultats trouvés pour
la barrière symétrique représentés sur la figure A.2.
Annexe B
Les potentiels en |x| et x
Dans cette annexe, nous étudions un potentiel comportant aussi une singularité en zéro
et son homologue sur le demi-espace. Nous traitons ces deux potentiels en parallèle.
B.1 Détermination des fonctions d’onde et des états liés
Les potentiels étudiés sont définis de la manière suivante :







λ pour x ≥ 0
+∞ pour x < 0 . (B.1)
Nous résolvons l’équation stationnaire de Schrödinger V.2 pour V˜ (x). L’équation se réécrit :
d2ψ
dxˆ2
+ (e− |xˆ|)ψ = 0, (B.2)
où xˆ = x/λ et e = 2mE˜λ2/~2. On fixe pour plus de simplicité 2mλ2V0/~2 = 1, on aura




− uψ = 0. (B.3)
Les solutions de l’équation (B.3) sont les fonctions de Airy. Nos fonctions d’onde s’écrivent
donc
ψ(u) = AAi(u) +B Bi(u), (B.4)
où A et B sont deux constantes. Mais Bi(u→∞)→∞ et les fonctions d’onde recherchées
décrivent des états liés et sont donc localisées (ψ(u → ∞) → 0), par conséquent B = 0.
On a donc ψ(u) = AAi(u). Soit en fonction de x :











Les fonctions d’onde ψn(x > 0) sont les fonctions d’onde du potentiel V˜+.
Pour trouver les états liés du potentiel V˜ (x), on applique le même principe que pour le
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Figure B.1 – (a) Représentation de V˜+(x)−E˜+0 et V˜ (2)+ (x) pour le potentiel en x. (b) Tracé
de V˜ (x) − E˜0 et V˜ (2)(x) pour le potentiel en |x|. En rouge, on a aussi tracé les énergies
E˜−0 = 0 et E˜
−
1 = (E˜1 − E˜0)/V0 pour des paramètres constants : 2mλ2V0/~2 = 1.
potentiel U(x) (section V.3). La condition pour les fonctions d’onde impaires est : ψ(0) = 0
et pour les fonctions d’onde paires, les ψ′ seront paires et la condition est alors ψ′(0) = 0.
Les énergies En des états liés sont donc données par :
Ai(−en) = 0 pour les n impairs,
Ai′(−en) = 0 pour les n pairs.
Pour le potentiel V˜+, les états liés e+k correspondent aux états liés impairs du potentiel
V˜ (x) : Ai(−e+k ) = 0. On a l’égalité : e+k = e2k+1.
B.2 Application du formalisme de la supersymétrie en méca-
nique quantique
Pour le potentiel V˜ (x), le superpotentiel s’écrit :














On en déduit le partenaire supersymétrique











avec u0 = −e0+ |x|/λ . (B.7)
Pour le potentiel défini sur le demi-espace V˜+(x), le superpotentiel W˜+(x) et le partenaire
supersymétrique ont la même forme analytique que pour le potentiel V˜ (x) en remplaçant
l’énergie dans les expressions (B.6) et (B.7), l’énergie e0 par e+0 et en s’affranchissant des
valeurs absolues puisque x est dans ce cas toujours positif. Les partenaires supersymétriques












Le potentiel V˜ (x) a deux bords mous en ±∞, son indice de Maslov vaut ν = 2, tandis
que le potentiel V˜+(x) possède un bord raide en zéro, son indice de Maslov vaut : ν = 3.




















On a ainsi accès aux spectres de V˜ et V˜+ avec la méthode WKB. Cette méthode est
comparée avec le calcul exact et avec la méthode SWKB décrite ensuite dans le tableau
B.1 pour le potentiel V˜+(x).
B.3.2 Méthode SWKB pour le potentiel V+(x)





E˜+n − E˜+0 − W˜+(x)2
)
dx− npi~ = 0, (B.10)
où x1 et x2 sont tels que W˜ 2+(x1) = W˜ 2+(x2) = E˜−n . On résout ce système d’équations
en itérant : on fixe une énergie qui nous donne les points tournants x1 et x2. On résout
ensuite l’équation (B.10) et on vérifie qu’elle est bien égale à zéro. Les valeurs d’énergies
adimensionnées évaluées avec SWKB sont comparées dans la table B.1.
B.3.3 Méthode variationnelle
Dans cette sous-partie, beaucoup de calculs sont similaires à ceux de la partie (V.6.1)
consacrée à la méthode variationnelle appliquée aux potentiels U(x) et U+(x). La fonction
d’onde utilisée pour faire l’approximation de l’énergie fondamentale est la fonction gaus-
sienne inspirée de la fonction d’onde de l’état fondamental de l’oscillateur harmonique déjà









L’énergie cinétique de cette fonction d’onde est déjà calculée pour U(x) (voir section V.6.1)
et vaut E˜c = ~2/8mσ2. Déterminons maintenant l’énergie potentielle pour le potentiel



























En minimisant cette énergie en fonction de σˆ, on trouve un certain σˆ0 = (pi/8)1/6 qui,









Les fonctions d’onde utilisées pour l’approximation variationnelle de l’état fondamental










De la même façon que pour la famille {ϕ˜σ(x)}, l’énergie cinétique correspondant à la
famille {ϕσ(x)} est déjà calculée dans la section V.6.1 pour le potentiel U+(x) : E+c =
3~2/8mσ2. L’énergie potentielle se calcule facilement en intégrant par partie. Une fois
l’énergie potentielle obtenue, le minimum d’énergie est trouvé pour un paramètre σˆ0 = σ0/λ













B.3.4 Comparaison des approximations
Pour le potentiel V˜ (x), on compare les énergies du niveau fondamental adimensionnées
pour l’approximation WKB et l’ansatz gaussien. La valeur exacte de l’énergie fondamentale
est le premier zéro de la dérivée première de la fonction de Airy e0 = 1.018793. L’énergie
fondamentale obtenue par l’approximation WKB est eWKB0 = (3pi/8)2/3 = 1.115460 soit
une incertitude relative par rapport au calcul exact d’environ 9%. Pour l’approximation
variationnelle, l’énergie fondamentale vaut eansatz0 = 1.024176 soit une incertitude relative
inférieure à 1%.
Dans la table B.1, nous comparons pour 5 états liés les différents résultats obtenus
pour les calculs des énergies de V˜+(x). Les valeurs numériques sont les énergies adimen-
sionnées en = En/V0. Les énergies sont tout d’abord calculées de manière exacte en résol-
vant Ai(−en) = 0, ensuite en faisant l’approximation WKB où les énergies approximées
sont données par l’équation (B.9), enfin en effectuant l’approximation SWKB. Les deux
méthodes sont de bonnes estimations des énergies pour ces potentiels puisque l’erreur rela-
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tive est toujours inférieur à 1%. L’approximation SWKB étant quand même meilleure que
l’approximation WKB.
n Exact WKB SWKB ∆WKB ∆SWKB
0 2.3381 2.32025 2.3381 0.76% 0%
1 4.0879 4.0818 4.0889 0.15% 0.02%
2 5.52055 5.5172 5.52142 0.061% 0.016%
3 6.7867 6.78445 6.78743 0.033% 0.01%
4 7.94413 7.9425 7.94474 0.021% 0.008%
5 9.02264 9.02137 9.02318 0.014% 0.006%
Table B.1 – Tableau de comparaison des énergies calculées de manière exacte et approxi-
mative avec les méthodes WKB et SWKB pour le potentiel V˜+(x). Les erreurs relatives
∆WKB = |eexact− eWKB|/eexact et ∆SWKB = |eexact− eSWKB|/eexact sont aussi évaluées.
L’énergie du niveau fondamental de l’approximation SWKB est exacte par définition.
136 Les potentiels en |x| et x
Annexe C
Publications
Les résultats reportés dans ce manuscrit ont donné lieu à deux publications que nous
présentons dans cette annexe.
C.1 Realization of a Distributed Bragg Reflector for Propa-
gating Guided Matter Waves
C. M. Fabre, P. Cheiney, G.L. Gattobigio, F. Vermersch, S. Faure, R. Mathevet, T.
Lahaye and D. Guéry-Odelin, Realization of a distributed Bragg reflector for propagating
guided matter waves, Phys. Rev. Lett., 107, 230401 (2011).
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Realization of a Distributed Bragg Reflector for Propagating Guided Matter Waves
C.M. Fabre, P. Cheiney, G. L. Gattobigio, F. Vermersch, S. Faure, R. Mathevet, T. Lahaye, and D. Gue´ry-Odelin
Universite´ de Toulouse, UPS, Laboratoire Collisions Agre´gats Re´activite´, IRSAMC, F-31062 Toulouse,
France and CNRS, UMR 5589, F-31062 Toulouse, France
(Received 27 July 2011; published 29 November 2011)
We report on the experimental study of a Bragg reflector for guided, propagating Bose-Einstein
condensates. A one-dimensional attractive optical lattice of finite length created by red-detuned laser
beams selectively reflects some velocity components of the incident matter wave packet. We find
quantitative agreement between the experimental data and one-dimensional numerical simulations and
show that the Gaussian envelope of the optical lattice has a major influence on the properties of the
reflector. In particular, it gives rise to multiple reflections of the wave packet between two symmetric
locations where Bragg reflection occurs. Our results are a further step towards integrated atom-optics
setups for quasi-cw matter waves.
DOI: 10.1103/PhysRevLett.107.230401 PACS numbers: 03.75.Kk, 03.75.Lm
The interaction of light with structures having a periodic
refractive index profile is ubiquitous in photonics.
Applications range from simple antireflection coatings to
the fabrication of dielectric mirrors with ultrahigh reflec-
tivities, used for instance in high-finesse cavities, and to
semiconductor laser technology with the example of ver-
tical cavity surface-emitting lasers (VCSELs), and distrib-
uted feedback or distributed Bragg reflector lasers. In the
field of guided optics, fiber Bragg gratings are essential
components for the telecommunication industry, as well as
for the realization of outcoupling mirrors in high-power
fiber lasers. Photonic crystal devices also have a huge
range of applications [1].
In matter wave optics and interferometry, interactions of
free-space propagating beams or trapped clouds with peri-
odic structures or potentials have been extensively inves-
tigated and are commonly used as mirrors and beam
splitters [2–4]. In this Letter, we demonstrate, following
the proposals of Refs. [5–9], a Bragg reflector for manipu-
lating a guided Bose-Einstein condensate (BEC) propagat-
ing in an optical waveguide, i.e., the exact atom-optics
counterpart of a photonic fiber Bragg grating. We study
the dynamics and the transmission of a probe wave packet
as a function of the depth of the optical lattice. As we will
develop later on, this quasi-1D configuration clearly
exemplifies two textbook features of quantum mechanics:
quantum reflection [10–12] and band theory [13,14]. This
Letter is organized as follows. We first present a simple
model to gain some physical insight into the Bragg reflec-
tion of a matter wave packet by a finite-length lattice
having a Gaussian envelope. Then we describe our experi-
mental implementation and show quantitative agreement
between the data and our model. Finally, we discuss nu-
merical simulations that give access to unresolved details
in the experiment.
We consider a BEC with given mean velocity v and
dispersion v propagating in a horizontal waveguide
defining the x axis. At some distance, two intersecting laser
beams interfere and create an attractive quasiperiodic po-
tential of finite length, with lattice spacing d (see Fig. 1).
The potential experienced by the atoms is modeled by












whose depth U0 > 0 is proportional to the power of the
laser beams. The period d naturally introduces typical
scales in velocity vR ¼ h=ðmdÞ and energy ER ¼ mv2R=2.
We are interested in a wave packet with finite size and
velocity dispersion impinging on a finite-length lattice. Let
us consider first the textbook case of an incident plane
wave and a square-envelope lattice (see, e.g., [15] for an
analytical treatment of the problem). Figure 2(a) shows the
transmission coefficient for a lattice of N ¼ 800 sites,
calculated by solving numerically the corresponding sta-
tionary Schro¨dinger equation. For a given velocity v, one
observes that the transmission coefficient essentially
FIG. 1 (color online). Schematic view of the experimental
setup (not to scale).
PRL 107, 230401 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending
2 DECEMBER 2011
0031-9007=11=107(23)=230401(5) 230401-1  2011 American Physical Society
switches between 0 and 1 as a function of the depth of the
lattice U0. It can be interpreted as follows. At the entrance,
the incoming state of energy Ei ¼ mv2=2 is projected onto
the eigenstates of the lattice. The associated eigenenergies
distribute into energy bands [13] whose position can be
expressed in terms of the characteristic functions of the
Mathieu equation [16,17] as depicted by the white dashed
lines in Fig. 2(a). Reflection occurs if Ei lies in the gap
between two allowed energy bands. Because of the finite
length of the lattice the energy bands are not strictly
continuous and resolve into N separate states for vanishing
incident velocity [17]. Undersampling of the image gives
rise to the ‘‘foamy’’ aspect of the low-velocity side of
transmission bands. Obviously, the reflection by an attrac-
tive potential is a purely quantum effect, with no classical
counterpart.
A second interesting feature appears in the limit of a
vanishing potential depth U0. One still observes reflection
but it occurs only for incident velocities of the form v ¼
nvR=2 where n is an integer [see the white arrows in
Fig. 2(a)]. This corresponds to Bragg’s condition
2d sin ¼ n [14], where  ¼ =2 for retroreflection,
and  ¼ h=ðmvÞ is the incident de Broglie wavelength of
the atoms: the reflection amplitude at each lattice site is
small, but constructive interference between all the re-
flected waves results in a macroscopic reflected wave
building up. For the range of parameters of Fig. 2(a),
quantum reflection by a single lattice well occurs only
for velocities that are very small as compared to vR [17]
and thus cannot explain the observed features.
Figure 2(b) shows the result of the same calculation, but
now for the experimentally relevant case of a lattice having
a smooth Gaussian envelope. One clearly observes a
drastic change in the dependence of the transmission co-
efficient: for a fixed velocity v, the transmission is essen-
tially equal to one only below a critical value Uð1Þ0 of the
lattice depth, and then goes essentially to zero for increas-
ing U0 (except for very narrow resonances). That critical
value corresponds to the smallest one at which total reflec-
tion would occur for the square-envelope lattice. Almost no
resurgence of the transmission is observed if U0 is further
increased, which gives a ‘‘sawtooth’’ appearance to the
boundary between reflection and transmission.
This can be understood as follows. We are in the slowly
varying envelope limit as ~w d. The amplitude of the
lattice does not change appreciably over a few sites, and
thus one can consider that, locally, the matter wave inter-
acts with a constant-amplitude lattice. WhenU0 ¼ Uð1Þ0 the
reflection condition is met at the center of the lattice, i.e.,
at x ¼ 0. Then, for higher values of U0, there are
some locations xrefl, on both sides of the center, for
which UðxreflÞ ¼ Uð1Þ0 . In this case, reflection occurs at
x ¼ xrefl. If there were not a second, identical mirror at
x ¼ xrefl, the transmission of the lattice would strictly
vanish for U0 >U
ð1Þ
0 . However, as in optics, the two local
Bragg mirrors actually constitute a Fabry-Perot resonator,
analog to a VCSEL cavity for example, and transmission
exhibits sharp resonances which gives the same foamy
aspect as in Fig. 2(a).
We now come to the experimental realization. Our tech-
nique to produce all-optical BECs has been described in
detail elsewhere [18]; in what follows we thus simply recall
the major steps. We produce an almost pure 87Rb conden-
sate containing typically 5 104 atoms by forced evapo-
ration over 4 s in a crossed optical dipole trap. It is made of
two intersecting beams with a wavelength of 1070 nm. A
horizontal one, with a waist of 50 m, to be used later as a
guide for the BEC, defines the x^ direction. The second, the
‘‘dimple’’ beam, of waist 150 m, propagates along the
diagonal in the (x; z) plane, z^ being the vertical (Fig. 1).
Spin distillation using a magnetic field gradient during
evaporation [18] results in the BEC being prepared in the
state jF ¼ 1; mF ¼ 0i. We then decrease adiabatically the
power in the dimple beam by a factor20 over 80 ms, thus
barely keeping a longitudinal confinement for the BEC,
before switching it off abruptly to outcouple a wave packet
in the horizontal guide. In this way, we produce a wave
packet with a minimal intrinsic longitudinal velocity dis-
persion [19,20]. To set the wave packet in motion, we then
switch on a coil, coaxial with the guide, that produces an
inhomogeneous magnetic field. Through the quadratic
Zeeman effect the wave packet is accelerated in 15 ms to
a final mean velocity v ¼ 11 mm=s. The residual accel-
eration of the packet due to stray fields and beam curvature
is negligible (we measure an upper bound of 10 mm=s2).
Centered 350 m downstream from the dimple location
x0, the optical lattice is produced at the intersection of two
FIG. 2 (color online). Intensity transmission coefficient of the
lattice for an incident plane wave of velocity v, as a function of
the lattice depth U0. (a) Square-envelope lattice with 800 sites.
The white dashed lines are obtained from the Mathieu character-
istic functions; white arrows show the velocities for which the
Bragg condition is fulfilled (see text). (b) Lattice with a Gaussian
envelope (1=e2 radius ~w ’ 230d). The vertical shaded stripe
corresponds to the relevant velocity components in the wave
packet used for the measurements shown in Figs. 3 and 4. The
insets on top of (a) and (b) illustrate the shape of the lattice
envelope, but the number of sites is reduced to N ¼ 20 for
clarity.




beams with a wavelength L ¼ 840 nm (red-detuned with
respect to the 87Rb D1 and D2 lines) and a waist w ¼
110 m, linearly polarized along z^, crossing at an angle
 ’ 81. The lattice detuning is large enough so that
spontaneous emission does not play any role in our experi-
mental time scales. The resulting lattice spacing is d ¼
L=½2 sinð=2Þ ’ 650 nm, and the envelope 1=e2 radius is
~w ¼ w= cosð=2Þ ’ 145 m. In a set of preliminary ex-
periments we calibrate the potential depth U0 using
Kapitza-Dirac (KD) diffraction [21,22]. A BEC is created
at the position of the lattice and exposed to the lattice
potential for a short time KD, typically a few tens of
microseconds. The diffraction pattern of the BEC after
time of flight as a function of KD is then compared to
numerical simulations of the process. A typical 35 mW per
beam results in U0 up to 15ER.
After being launched as described above, the wave
packet propagates in the horizontal guide for an adjustable
time tprop. Then all the lasers are switched off abruptly and
the cloud is imaged by absorption after a 10 ms time of
flight. This gives access to the spatial density distribution
nðx; tÞ ¼ jc ðx; tÞj2 of the wave packet with a resolution of
about 10 m limited by the numerical aperture of our
collection lens.
In a first set of experiments, the propagation time tprop ¼
100 ms is sufficiently long so that the interaction with the
lattice is completed. We measured in a separate experiment
the mean velocity v ’ 11 mm=s ’ 1:6vR and a rms veloc-
ity spread v ’ 1:3 mm=s ’ 0:2vR corresponding to the
shaded region of Fig. 2(b). For each lattice depth U0, an
average image is generated from eight individual runs and
then integrated along the transverse direction y^. Figure 3(a)
is a stack of 55 such profiles. For sake of comparison,
Fig. 3(b) is the result of a numerical simulation of the
wave packet dynamics using the one-dimensional
Schro¨dinger equation solved by the split-Fourier method;
the initial condition is a Gaussian wave packet with the
experimentally measured momentum and position disper-
sions [19]. There is no adjustable parameter and the overall
agreement with experimental data means that our simple
1D model captures most of the physics involved.
Let us concentrate first on the transmitted part of the
wave packet (x > 0). If there were no lattice, the propaga-
tion time tprop is long enough so that the initial size of the
wave packet is negligible with respect to its size after
propagation. The spatial distribution of the wave packet
would then be a direct mapping of its initial velocity
distribution fðvÞ: nðx; tpropÞ / f½ðx x0Þ=tprop.
One can then understand intuitively the main features of
Fig. 3 for the scattering of a wave packet, from the trans-
mission coefficients shown in Fig. 2(b) for a plane wave. In
the background of the shaded area of Fig. 2(b) representing
the wave packet one can see the transmitted and reflected
components. In the presence of the lattice, the reflected
part propagates backwards and is located, for the propaga-
tion time chosen here, at a symmetrical position. This
explains why the transmitted and reflected wave packets
appear like a complementary mirrored image of each other.
The sawtoothlike boundary, reminiscent of the transmis-
sion diagram, is a fingerprint of the band structure inside
the lattice. However, the effect of the lattice potential is not
limited to the one of the sinusoidal component, responsible
for the Bragg reflection described above. The spatially
averaged attractive potential also accelerates the wave
packet. The white dotted line in Fig. 3(b) shows the final
position of a classical particle starting with velocity v from
position x0 and propagating for a time tprop, taking into
account its acceleration by the spatially averaged lattice
potential. The fair agreement with the data indicates that
the slight curvature in the position of the wave packet as a
function of U0 simply arises from this classical effect.
Beyond studying the asymptotic scattering states, it is
also possible to visualize the dynamics of the interaction by
varying tprop. Figure 4(a) displays such a time sequence
that fairly compares to the numerical simulation depicted
in the same conditions in Fig. 4(b). One clearly observes
the spreading of the incident wave packet over the whole
lattice for 30 & tprop & 45ms and its subsequent splitting
into a reflected and a transmitted one. Unfortunately, the
details of the inner dynamics are washed out by the free
expansion of the wave packet during the time-of-flight
sequence and the finite resolution of the imaging system.
Numerical simulations, properly checked against
the previous experimental results, are useful here. In
Fig. 4(c) we have deliberately suppressed the time-of-flight
period and enhanced the optical resolution and the contrast
with respect to Fig. 4(b): one then clearly observes mul-
tiple reflections of some components of the wave packet at
symmetric positions xrefl, with decreasing amplitude at
FIG. 3 (color online). (a) Measured density distribution of the
wave packet (of initial mean velocity v ¼ 11 mm=s) after a
propagation time tprop ¼ 100 ms, for different lattice depths U0.
Each horizontal line is the average of typically eight absorption
images integrated along the y^ direction. The vertical white
dashed line shows the position of the center of the lattice.
(b) Results of the simulation without any adjustable parameters.
The finite resolution of the imaging system ( 10 m) is
included. The dotted line is the expected position of the center
of the wave packet according to classical dynamics (see text).




each bounce. This ‘‘cavity-ring-down’’ behavior explains
the formation of structures in the transmitted and reflected
wave packets as observed in Fig. 4(a) and especially visible
as a parallel lower stripe in the transmitted wave packet for
50 & tprop & 75 ms. However, experimentally, observing
several bounces is not possible here due to the small
number of atoms involved.
In the same way, in images such as Fig. 3 the reflected
wave packet appears to be relatively smooth. It is actually
not the case, as can be seen in simulations with full
resolution (Fig. 5). The lattice acts as a matter wave
interference filter with very narrow features due to the
high number of lattice sites (foamy zones of Fig. 2).
Until now we have used a simple one-dimensional de-
scription of the system. However, the system is actually far
from being one dimensional, since the transverse quantum
of energy @!? ’ h 90 Hz is much smaller than the
typical longitudinal energy scales, typically by 2 orders
of magnitude. Our simple one-dimensional model agrees
well with the experimental results as shown above because
couplings between longitudinal and transverse degrees of
freedom are weak (they are due only to experimental
imperfections such as misalignments of the lattice beams
with respect to the guide, for instance); some transverse
excitations can nevertheless be observed on our data [see,
e.g., the long wavelength dipole oscillations in Fig. 4(a),
especially for tprop * 30 ms]. Stronger couplings would be
expected to significantly alter the scattering properties of
the structure [23,24].
In conclusion, we have studied in detail the scattering of
a guided matter wave by a finite-length optical lattice in the
slowly varying envelope limit. The experiments can be
interpreted in the framework of a local band structure,
and the whole lattice can be seen as a cavity based on
Bragg mirrors.
Major improvements are expected with the use of high
numerical aperture optics [25,26]. Drastically reducing the
length ~w of the lattice and thus generating a structure
consisting of only a few sites, possibly with a shaped
envelope, one could tailor almost arbitrarily the matter
wave filter response. The latter can also be altered using
a moving optical lattice [27,28]. The transmission band of
the filter could then be adjusted at will. Such setups would
prove useful in measuring, for instance, the coherence
length [29] of guided atom lasers [30–32]. In a different
direction, it would be appealing to study the effect of
interatomic interactions [33] on the propagation of the
wave packet, with the possible appearance of soliton trains
[34] or atom-blockade effects [35]. This regime could be
reached by using much higher transverse frequencies for
the guide, in order to enhance the effects of nonlinearities.
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We obtain analytical expressions for the eigenvalues and eigenstates of a family of exponential-type
potential wells. The supersymmetry formalism applied to quantum mechanics is summarized and
illustrated by producing from this family of potentials another class of exact solutions made of their
isospectral partners. A subset of the supersymmetric partners provides a class of exactly solvable
double well potentials. The exact solutions of these potentials are used to test the robustness and
accuracy of different approximation methods. We determine the ground state through a variational
method applied to a set of trial functions and the entire spectrum using the WKB, JWKB, and its
supersymmetric extension formulas. We comment on the importance of the Maslov index and on the




Analytically solvable models in quantum mechanics are of
much interest because they allow the abstract theoretical
framework to be illustrated by concrete examples. For in-
stance, the square well potential is convenient for introduc-
ing the notion of reflection and transmission coefficients for
the scattering states with a minimum of calculations, yielding
some astonishing results such as the total quantum reflection
of a low incident energy particle interacting with a potential
well. Besides the square potential, there are not many scat-
tering one-dimensional potentials that are discussed in quan-
tum mechanics textbooks. Reference 1 gives the interesting
example of the step potential Ux=U0 / 1+ex, for which
one has to deal with subtle asymptotic conditions at infinity
to solve the scattering problem.
Interestingly, once an analytical solution is known, super-
symmetry techniques applied to quantum mechanics provide
a whole family of analytical solutions having closely related
properties. Analytically solvable models provide a way for
comparing approximate methods to exact solutions and can
be used to model more complex situations.
In this article, we first investigate a family of one-
dimensional exponential-type potential wells. In contrast to
square well potentials, these potentials are characterized by
two parameters—the depth of the potential U0 and the typi-
cal length of variation −1 of the potential see Fig. 1. We
solve the scattering problem analytically and determine the
bound states. This family of potentials provides an interest-
ing example of the role of parity symmetry and the impor-
tance of boundary conditions on the existence and the num-
ber of bound states.
The second part of the article is devoted to the use of the
supersymmetry formalism for exponential potential wells2,3
and a new class of exactly solvable double well potentials.
The third part explores the robustness and accuracy of
approximation methods in quantum mechanics. We compare
the exact energy of the ground state for exponential poten-
tials with approximate results based on variational calcula-
tions. We give examples of the importance of the appropriate
set of trial functions to obtain an accurate estimate of the
ground state along with the limitations of this method. The
exact bound spectrum of the potential wells is also compared
with the predictions of different semiclassical quantization
formulas. We recover general conclusions on the relative
range of validity of these different approaches.
II. EXPONENTIAL POTENTIALS
We first solve for the eigenstates for potentials UIx de-
fined for x0 with a sharp wall at x=0 and then for even
potentials UIIx defined on the entire real axis with only soft
walls. We have
UIx = − U0e−x x 0
 x 0  1
and
UII = − U0e−x, 2
with 0. We set U00 because we are considering poten-
tial wells.5 The potentials UIx and UIIx are represented in
Fig. 1.
The determination of the motion of a particle of mass m
that experiences UIx or UIIx requires the knowledge of
the stationary states, which are solutions of the time-
independent Schrödinger equation. If we introduce the di-
mensionless variable X=x and the dimensionless param-
eters a= 8mU0 / 221/2 and b= 8m−E / 221/2, we







a2e−X − b2X = 0. 3
By making the change of variable y=ae−X/2, Eq. 3 takes the








+ y2 − b2y = 0. 4
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A. The bound energies and states of UI„x…
The energy of the bound states of the potential well UIx
is found for energy E0 b is real and positive. In this case,
the solution of Eq. 3 takes the form




where Jb are the Bessel functions of the first kind. The spec-
trum is determined by the boundary conditions, 0=0 and




−ba = 0, 6
A1
+Jby → 0 + A2+J−by → 0 → 0. 7
We have Jy→0	y. Because b0, the divergence of
J
−by when y→0 requires that A2+=0 to satisfy Eq. 7. The
discrete spectrum of energy En	 is therefore obtained from
Eq. 6 and involves the zeros bn	 of the Bessel function for
fixed values of U0 and ,
Jbna = 0. 8
The number of bound states is thus dictated by the value of
the parameter a. The ground state energy is E0=−U0b0
2 /a2.
The wave function associated with the eigenenergy En is
nx = NnJbnae−x/2 , 9
where Nn is a normalization factor. If aac
2.405, there is
no value of b that satisfies Eq. 8, meaning that the potential
UI does not have a bound state. The sharp wall of the poten-
tial at x=0 rules out the application of the theorem, accord-
ing to which there is always at least a bound state for a
one-dimensional potential.6,7 The analysis of the bound states
of UIIx enables a simple interpretation of the nonexistence
of a bound state for UIx when aac.
B. The bound energies and states of UII„x…
The general form of the solution of the stationary
Schrödinger equation for the potential UIIx is









UIIx is even and thus commutes with the parity operator.
As a result, the eigenfunctions have a well-defined parity.
The determination of the bound states is made by searching





=0, with the extra conditions 0=0 for the odd so-
lutions and 0=0 for the even solutions. For a given value
of a, the corresponding discrete spectrum is given by the
zeros bn	 of the Bessel function for the odd eigenfunction
and the zeros b˜n	 of its first derivative for the even solution,
Jbna = 0 and Jb˜n
 a = 0, 11
with b˜0b0b˜1b1 . . .. The eigenstates are
nx = NnJbnae−x/2 12
for the eigenenergies En=−U0bn
2 /a2 and
˜ nx = N˜ nJb˜nae−x/2 13
for the eigenenergies E˜n=−U0b˜n
2 /a2, where N˜ n is another
normalization factor. The subset of solutions bn	 coincides
with the eigenenergies of UIx because they satisfy the same
boundary conditions, 0=0 and x→+=0. The extra
subset b˜n	 results from the extra symmetry of the potential
UIIx=UII−x. The ground state is given by the first root b˜0
of the even solutions, that is, E˜ 0=−U0b˜0
2 /a2.
In contrast to UIx, there is always at least one bound
state for the symmetric potential UIIx.
6 The threshold ac
below which there is no bound state for UIx can now be
interpreted for the extended potential UIIx. The threshold
leads to the appearance of the first excited state of UIIx.
The comparison between the spectra of UIIx and UIx
gives an example illustrating how boundary conditions influ-
ence the existence of at least one bound state for a one-
dimensional potential.
C. Scattering states of UII„x…
The scattering states are obtained for E0 b= i is
purely imaginary, 0 and are discussed here only for
UIIx. An incident plane wave coming from − gives rise to
reflected and transmitted waves. The asymptotic expansion





















where the  function is defined by z=0tz−1e−tdt. We in-
fer the reflection probability r2 as a function of the dimen-













The result, as shown in Fig. 2, exhibits reflection for small
values of  due to the fast variation of the de Broglie wave-









Fig. 1. Color online Potentials UIIx and UIx of depth U0 and charac-
teristic length −1. UIIx is plotted with five bound states a=8.48 with
energies E4E3E2E1E0, and UIx is represented for the same pa-
rameters. This latter potential accommodates only two bound states with
energies E3 and E1.
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maxddBdx  = 433 1 →→0+ +  . 16
The reflection probability displays a periodic structure as a
function of a, which is caused by a Fabry–Pérot cavity-like
resonance effect of the matter wave between the walls of the
potential well.
III. THE SUPERSYMMETRY FORMALISM AND ITS
APPLICATION TO EXPONENTIAL POTENTIALS
Supersymmetry SUSY applied to one-dimensional prob-
lems in quantum mechanics allows us to construct a family
of exactly solvable Hamiltonians from a given solvable
problem.3 In this section, we give a brief discussion of this
method and illustrate it for exponential potentials.
We consider the Hamiltonian H=T+Vx, where T
=−2 /2md2 /dx2 is the kinetic energy term and Vx is the
potential energy term. The eigenvalues and eigenfunctions
for the bound states satisfy Hn=Enn, with n







x has the same
eigenfunctions, n
−= n as H, and its eigenenergies, En
−









The ground state of H
−












where 0x is the second derivative of the ground state
wave function, 0x, with respect to the variable x. The
Hamiltonian H
−












In this form the Hamiltonian can be factorized, that is, writ-
ten as H
−
=A+A−, where we have introduced the operators
A = −

2m ddx + 0x0x . 20
This factorization can be viewed as a generalization of the
one developed for the analysis of the one-dimensional har-
monic oscillator.8







This potential is defined over the domain of values for which
Vx remains finite. It has no divergence on this domain be-
cause the ground state wave function 0x has no nodes.










This relation suggests that we introduce another potential
defined as




The Hamiltonian H+=T+V+x can also be simply expressed
in terms of the operators A :H+=A−A+.
The spectra 17 of H
−
and H+ are closely related. If we
use the expression for H in terms of the operators A, we













=0, we conclude that A−n
− for n0 are eigen-
states of H+ for the eigenvalues En
−
. We can therefore write
m
+ =A−n




. Except for the ground state E0
−
,
all the eigenenergies of H
−





ing from a given solvable potential with Nb bound states, we
can thus construct by iteration a new set of Nb exactly solv-
able potentials having, respectively, Nb−1, Nb−2, . . . ,0
bound states.
Supersymmetry also permits us to relate the reflection and
transmission coefficients when the two partner potentials,
V, have continuous spectra. Let us assume for simplicity
that the potentials V are defined over the entire real axis,
and that the superpotential obeys the boundary conditions
Wx→=0.11 It follows that Vx→=0. We con-
sider an incident plane wave eikx of energy E=2k2 /2m com-
ing from x→−. The scattering states that account for the
reflected and transmitted waves are
k,x → −   eikx + rke−ikx, 25a
k,x → +   tkeikx. 25b
If we use Eqs. 24 and 25, we find r+k=−r−k and
t+k= t−k, which implies that the partner potentials have
identical reflection and transmission probabilities r+k2
= r
−
k2 and t+k2= t−k2.























Fig. 2. Color online Reflection probability r2 for the scattering states of
the potential UIIx as a function of the dimensionless parameters a and b.
The large reflection domains at low energy low =b / i are a signature of
quantum reflection. The periodic structure is a matter-wave Fabry–Pérot-like
effect.
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A. Application to UI„x…
To use the formalism of supersymmetry, we introduce the
potential V
−








and the potential V+
1x=2W1x2+E0−UIx. V+
1x is a
smooth potential that behaves as x−2 as x→0 and decays as





whose ground state wave function is
0









001 − 01 − 01 + 001
001 − 01
. 28




same spectrum as V
−
2x except for the ground state. In Fig.
3a, we plot UIx for a=11.75, =1, and show that this
potential has three bound states Nb=3. We have also plot-
ted the supersymmetric partners V+
1x+E0, whose two
bound states correspond to the first two excited states of
UIx, and V+
2x+E1, whose unique bound state corre-
sponds to the second excited state of UIx.
B. Application to UII„x…
The supersymmetric potential associated with Ux is di-







Interestingly, we can derive the entire supersymmetric family
as in the previous example starting from a potential that has
a singularity in its first derivative.13 From Eq. 21, we ob-
serve that if the potential has the differentiability class Cn
the n first derivatives exist and are continuous, the super-
symmetric potential has a differentiability class Cn+1. If we
repeat the same procedure as before, we readily derive the
family of supersymmetric potential partners V˜ +
n	 of Ux
see an example in Fig. 3b. The supersymmetric partner
V˜ +
1 has a double well shape. Supersymmetry applied to the
potential UIIx thus generates a family of exactly solvable
double well potentials. This connection between single well
and double well supersymmetric partners is discussed in Ref.
14. We note that there are not many examples of analytically
solvable double well potentials. We mention, for instance,
the potentials of the form Vx=kx−a2.15
The scattering reflection and transmission probabilities for
the potential V˜ +
1x are the same as those for the potential
UIIx. In particular, Eq. 15 gives the reflection probability
for any value of the parameter a.
IV. APPROXIMATION METHODS
So far, the results we have obtained are exact. In the fol-
lowing, we approximate the ground state energy of UIx and
UIIx using the variational method and check the accuracy
of this method and test the accuracy of various semiclassical
quantization formulas for the whole spectrum.
A. The variational method
To implement the variational method, we choose a set of
trial wave functions x	. We will consider a family of
trial wave functions that depend on the parameter . The
minimum of the expectation value of the Hamiltonian H
= p2 /2m+Ux for these trial functions gives an upper bound
for the ground state energy. The functional form of the trial
ground state has to be chosen appropriately to obtain a good




1. Application to UIx
Because UIx has an infinite repulsive barrier at x=0, the
ground state wave function vanishes at x=0. We first choose
the family of functions,







which is normalized to unity and obeys the same boundary
condition 0=0 and +=0 as the ground state. This







+ (x) + E0
V
(2)






+ (x) + E˜0
x
(b)
Fig. 3. Color online a The potential UIx with three bound states and its
first two supersymmetric partners V+
1x+E0 and V+
2x+E1a=11.75. b
UIIx with three bound states and its first supersymmetric partner V˜ +
1x
+E˜ 0, which has a double well shape a=4.5.
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one-dimensional harmonic oscillator. We now have to calcu-
late the expectation value of H for the wave functions
x	. This quantity is a function of U0 and the dimension-
less variables a and = /2,
















Ep = − U0e21 + 22erfc − 2 . 33b
The minimization of the total energy is obtained for =0,
which depends only on a,
dEId 0 = 0 with 
d2EI
d2 0  0. 34
Figure 4 compares the relative error = Eexact
−EI0 / Eexact of the estimate of the ground state energy as
a function of a. The poor accuracy for small U0 is due to the
inappropriate functional form of the trial function that does
not reproduce well the large extension of the wave function
for small a. This interpretation can be confirmed by using the
family of normalized wave functions of the form ¯x
=2xe−x/ /3/2. These wave functions have a longer tail for
large x than those of x	 and yield a better estimate for
the energy for small low a, that is, for a small trap depth as
illustrated in Fig. 4. The variational method allows an ap-
proximate determination of the threshold value ac below
which there is no bound states. We find ac
var
2.5142 as the
lowest bound of a above which a solution of the equivalent
of Eq. 34 for the family ¯x	 exists. This value differs by
4.5% from the exact value. If U0 is increased, the wave
function becomes more localized, and the estimate for the
ground state energy is much better with the trial wave func-
tions of the family x	, as shown in Fig. 4.
2. Application to UIIx
The minimization of the Hamiltonian expectation value
for the potential UIIx is performed in the subspace of
Gaussian trial functions,






This family of trial functions is inspired by the ground state
wave function of the one-dimensional harmonic oscillator
and has no node as expected for the ground state of a poten-
tial well. We find, for example, E0
−0.545U0 for a=5,
which differs from the exact value by about 1%.
The variational method also allows for the determination
of the first excited state. For this purpose, we have to choose
a family that has the same symmetry as the state considered
and is orthogonal to the family of states used for the deter-
mination of the ground state. The extension of the trial func-
tions used for UIx to the family ˆx0=x and
ˆx
0=−−x	 provides a new family that is orthogo-
nal to the family ˜	, has one node, and is thus appropriate
for the determination of the first excited state by the varia-
tional method. This calculation is exactly the one performed
on the half space x0 for UIx, whose accuracy is summa-
rized for an example in Fig. 4. Thus, the search for an ap-
proximation to the ground state energy of UIx using the
variational principle gives an estimate of the first excited
state of the symmetric extension UIIx of UIx.
B. Semiclassical quantization formulas
To obtain an approximate determination of the entire spec-
trum, we rely on semiclassical quantization methods. The
most commonly used is the Wentzel–Kramers–Brillouin
WKB quantization condition.16–20 We use here the
Einstein–Brillouin–Keller quantization approach, which
properly takes into account the boundary conditions19,21,22
 pdx = n + 4h , 36
where  is the Maslov index that accounts for the total phase
loss during one period in units of  /2.23,24 A smooth wall
gives a contribution to  of 1 and a sharp wall of 2.25 For
UIx, there is a sharp wall at x=0 and a smooth one for x
0 so that =1+2=3. The calculation of the action pdx
for UIx combined with Eq. 36 gives an implicit equation
for the eigenenergies,
n + 34a = Fyn , 37
with Fy=1−y2−y cos−1y, yn=exp−xn /2, and Uxn
=E. Semiclassical approaches are supposed to work better
for large quantum numbers. We compare in Fig. 5 the exact
energies of UIx with a=32 and =1 such that UIx ac-
commodates ten bound states with the approximate values
obtained from Eq. 37. We observe an accuracy which gets
better up to the fifth level but then gets worse.
The standard WKB estimate for the energies is signifi-
cantly improved by taking into account higher order correc-
a
∆







Fig. 4. Color online The relative error, = Eexact−EI0 / Eexact, of the
estimate of the ground state energy using the Gaussian ansatz in Eq. 35
	 triangles, and the exponential ansatz ¯	 squares as a function of
the dimensionless parameter a. For a less than the critical value ac
2.405,
the UIx does not accommodate any bound states. At the crossing of the
square and triangle curves, the well is still shallow and accommodates only
two bound states.
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tions in  to the standard WKB quantization condition. This
approximation method is referred to as the JWKB quantiza-
tion condition.27 The first correction, , is given by












We use the explicit form of UIx to obtain
n + 34 = Fyn − 112a1 − yn . 40
Compared to the WKB results, we obtain an improved accu-
racy for the entire spectrum see Fig. 5.
If we combine the supersymmetry formalism with the
WKB method, we can work out the SWKB quantization







− W2x1/2dx = n , 41
where xmin and xmax are the turning points for the W2x
potential defined by En
−
=W2xmin=W2xmax. The SWKB ap-
proach yields the exact bound state spectra for all shape in-
variant potentials, that is, when the pair of the SUSY partners
V+ and V− are similar in shape and differ only in the
parameters.31,32 The potential UIx is not shape invariant
and, thus, provides an interesting example of the accuracy of
the SWKB spectrum prediction. By construction, the SWKB
approach requires knowledge of the ground state wave func-
tion and, thus, gives the exact ground state energy. As a
result, it provides the best estimate for the deep energy states,
as shown in Fig. 5. Among the three semiclassical approxi-
mation methods we have discussed, the JWKB expression
turns out to be the most accurate for the states near the con-
tinuum. These conclusions on the relative range of validity
and accuracy of the various semiclassical quantization ex-
pressions are general.
We consider the highest bound state for a deeper
potential.34 For the WKB, JWKB, and SWKB approximation
methods, the deeper the last bound state, the better the esti-
mate. The JWKB method systematically gives a better ac-
count of the energy of the last state. This result is well known
in molecular physics.27 The JWKB quantization condition
for the highest vibrational levels of a molecular potential can
be further improved using the Gribakin and Flambaum
formula33 for the scattering length.35,36
The WKB quantization rule for UIIx yields
n + 12 2a = Fyn , 42
where yn=exp−xn /2 and Uxn is the energy of the nth
state. Because UIIx has two smooth walls, =1+1=2. As
expected, the odd values of n coincide with the energies
determined by applying the WKB quantization condition to
UIx see Eq. 37. This example provides illustrates the
importance of the Maslov index. An extra subset of energies
is obtained that corresponds to the even values of n, includ-
ing the ground state n=0, which has an energy lower than
the ground state for UIx see Fig. 1.
V. DISCUSSION
We have discussed the application of supersymmetry to
the potentials UIx and UIIx, and illustrated the importance
of exact solutions to test approximate methods. The same
approach can be used to analyze the family of potential wells
of the form x defined either on the positive real axis as UI or
on the whole real axis as UII. In addition to the pedagogical
value of these examples, a discussion of supersymmetry
complements the traditional teaching of quantum mechanics
at the undergraduate level. It answers such basic and impor-
tant questions as can two potential wells have the same spec-
trum and different shape? Is it possible to construct the po-
tential shape knowing its reflection and transmission
probabilities for all incident energies? Does there exist a
transparent potential? It generalizes the factorization proce-
dure of the stationary Schrödinger equation introduced for
the harmonic oscillator, enlarges the class of exactly solvable
potentials, and provides new approximation methods for
quantization rules.
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Ce manuscrit est séparé en deux parties, toutes deux traitant de la diffusion d'une onde de 
matière guidée sur des potentiels façonnés. La première partie montre la réalisation 
expérimentale d'un miroir de Bragg pour ondes atomiques. Nous commençons par décrire le 
dispositif expérimental permettant d'obtenir des condensats de Bose-Einstein avec un piège 
optique dipolaire croisé. Le découplage du condensat et sa mise en mouvement dans un guide 
optique sont ensuite détaillés. La mise en place et la caractérisation du réseau optique sur 
lequel le condensat diffuse sont expliquées. Enfin, nous détaillons le processus de diffusion 
lui-même, et expliquons en particulier le rôle joué par l'enveloppe du réseau. Selon la 
profondeur du réseau, celui-ci réfléchit différentes classes de vitesses du paquet d'ondes de 
matière incident. Ces observations rappellent la physique à l'oeuvre dans les miroirs optiques 
diélectriques, encore baptisés miroirs de Bragg. 
Dans la deuxième partie, nous étudions la diffusion sur des potentiels de forme exponentielle. 
Le spectre et les états de diffusion sont obtenus exactement. Nous appliquons ensuite le 
formalisme de la supersymétrie appliquée à la mécanique quantique qui permet de déduire les 
familles de potentiels isospectraux correspondantes. De plus, nous exploitons ces solutions 
exactes pour tester la précision de plusieurs approximations utilisées en mécanique quantique 




This manuscript contains two parts, both of them dealing with the scattering of guided matter 
waves on engineered potentials. The first part demonstrates the experimental realization of a 
Bragg mirror for matter waves. We describe the experimental setup that produces Bose-
Einstein condensates (BECs) in a crossed optical dipole trap. We explain how the BEC is 
outcoupled in an optical wave guide and set in motion. The optical lattice on which the BEC 
scatters and its characteristics are subsequently detailed. We discuss the processes involved in 
a scattering event and the role played by the envelope of the lattice. Depending on the lattice 
depth, we observe the reflection of different velocity classes of the incoming wave packet. 
These phenomena are reminiscent of the physics involved in optical dielectric mirrors. 
In the second part, we report the theoretical study of matter wave scattering on potentials 
having exponential shapes. The spectrum and the scattering states are derived analytically. 
We then apply the formalism of the supersymmetry in quantum mechanics in order to 
generate the corresponding family of isospectral potentials. Furthermore, we use those the 
exact solutions to test the accuracy of different approximations schemes used in quantum 
mechanics (semi-classical approximations and variational method). 
