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Abstract-Two subclasses Pn(cy) and Q,(a) of certain analytic functions in the open unit disk II 
are introduced. For p(z) E P,(a) and 6, ) 0, the &-neighborhood N6.. (p(z)) of p(z) is defined. For 
J’TL(~), &n(a), and N~,,'(P(z)),‘ we prove that if p(z) E Q:(a), then Nci_p’.6, (p(z)) c ~~(a). 
1. INTRODUCTION 
Let T, be the class of functions of the form 
p(z) = 1+ g PkZk (n E N = {1,2,3,. . . }), (1.1) 
k=n 
which are analytic in the open unit disk U = {z : IzI < 1). A function p(z) E T,, is said to be in 
the class Pn(cy) if it satisfies 
ReHz)) > Q (z E U) (1.2) 
for some a: (C-X < 1). For any p(z) E P,( a and 5, > 0, we define the &-neighborhood Nb,, (p(z)) ) 
of p(z) by 
N&, (P(Z)) = 4(Z) E T, : 9 bk - qkl 5 6, , (1.3) 
k=n 
where 
q(Z) = 1 + qkz”. 
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2. PRELIMINARY 
Let the functions f(z) and g(z) be analytic in U. Then f(z) is said to be subordinate to g(z), 
written by $(z) cc g(z), if there exists an analytic function w(z) in U with w(0) = 0 and ]w(z)] < 
]z] < 1 (z E U) such that f(z) = g(w(z)). If g( ) z is univalent in U, then the subordination 
f(z) 0: g(z) is equivalent to f(0) = g(0) and f(U) C g(U) (cf. [7, p. 36, Lemma 2.11). 
For f(z) and g(z) given by 
f(z) = g akzk and g(z) = gbkzk, 
k=O k=O 
the convolution (or Hadamard product) of f(z) and g(z) is defined by 
(f * G’)(Z) =g akbkz”. 
k=O 
(2.1) 
Further, let Qn(cu) be the subclass of T, consisting of functions p(z) defined by (1.1) which 
satisfy 
Re{(zp(z))‘] > o (z E U) (2.2) 
for some Q (cy < 1). It follows from the definitions of P,(a) and Qn(o) that 
p(z) E P,(o) - P(Z) Cx 
1 - (2a - l)zn 
1 - zn (z E U), 
and that 
P(Z) E &n(a) - (v(z)) 0: 
1 - (20 - l)zn 
1 - zn (z E U) (2.4) 
_ (zp(z))’ c( 1 - (2a - l)zn 
(z)’ 1 - z” 
(z E U). 
Applying the result by Miller and Mocanu [8, p. 301, Theorem lo] for (2.4), we see that if 
p(z) E Qn(a), then 
P(Z) 0: 
1 - (2cy - l)zn 
1 - zn (z E U), (2.5) 
which implies that Qn(c-u) c Pn(cy). Noting that the function (1 -(2o-l)zn}/(l -z”) is univalent 
in U, we have that q(z) E P,(a) if and only if 
4(z) f 
1 - (2o - l)ezne 
1 _ einO 
( 
o<e& ZEu , 
n > 
(2-6) 
or 
(1 _ eine )q(z) - (1 - (2a - l)eine} # 0 o<e21za . 
n > 
(2.7) 
Further, using the convolutions, we obtain that 
(1 _ eine )q(z) - (1 - (2o - l)eine} = (1 - eine ) (& * q(z)) - (1 - (2a - l)eine} * q(z) 
(2.8) 
= ( 1 _ (1 _ pa _ l)eine l-z 1) * 4(z). 
Therefore, if we define the function he(z) by 
he(z) = 
1 
( 
1 _ eine 
2(a - l)eine 
- - (1 - (2o - l)eine 
l-z + 
(2.9) 
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then he(O) = 1 (0 < 8 < F). This gives that 
q(z) c P,(a) w ~(CX - l)Pe(he(z) * q(z)) # 0 
( 
o<e<z; ZEU 
n > (2.10) 
- he(z) * q(z) # 0 
( 
O<B& ZGU 
n > 
. 
3. MAIN RESULT 
In order to derive our main result, we need the following lemmas. 
LEMMA 1. Ifp(z) E Qn(a) (c-x < l), then z@(z) *he(z)) is univalent for each 0 (0 < 0 < 2). 
PROOF. For fixed B (0 < 8 < s), we have 
{z(p(z) * he(z))}’ = (z ( 2(a _ll)e,“e (q$ - (1 - (2Q - wei)) *p(z))’ 
= 
( 
2(~ _zl)ei,e ((1 - ei”‘)p(z) - (1 - (2~ - l)einB}))’ 
where 
and 
0 = arg & = 
( 1 
nQ - tan-’ 
(co::tF 1). 
Consequently, we obtain that 
Re{Ae”‘(z(p(z) * he(z)))‘} > 0 (z 6 U), (3.1) 
because p(z) E Qn(a). An application of the Noshiro-Warschawski theorem (cf. [9]) gives that 
z(p(z) * he(z)) is univalent for each 0 (0 < 0 < $). 
LEMMA 2. Ifp(z) E Q,(a) (a < l), then 
1 - rn 
HP(Z) * he(z)))‘1 2 - 
1+ rn 
for IzI = T < 1 and 0 < 0 < e. 
PROOF. In view of (3.1), we see that 
so that 
Re{e”‘(z(p(z) * he(z)))‘} > 0 o<e& .2Eu 
n > 
P(zb(z) * b(z)))‘1 = 1(.+(z) * he(z)))‘1 2 &$. 
(3.2) 
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Further, we need the following lemma. 
LEMMA 3. If&z) E Q,(a) (a < l), then 
IP(Z) * b(z)1 1&L 0<9& zcu ) 
n > 
(3.3) 
where 
J 1 6, 2 = -di! - 
a l+t” 
1. (3.4) 
PROOF. Since Lemma 1 shows that z(p(z) * hs(z)) 
belonging to the class Qn(cr), 
IS univalent for each 8 (0 < B < s) for p(z) 
we can choose a point ze E U with 1~01 = r < 1 such that 
,yFr I+(z) * b(r))l = IZo(P(~o) * Mzo))l 
for fixed T (0 < T < 1). Then the pre-image L of the line segment from 0 to za(p(zo) * he(za)) is 
an arc inside 1.z < r’. Hence, for IzI < r, we have 
I&J(z) * he(t))1 > IZO(P(ZO) * h(zo))l 
= L l4P(Z) * b+))Yl WI. J 
An application of Lemma 2 leads to 
1 
b(z) * b(z)1 2 - J rl-t” - dt 1’ 0 1 + tn 
1 r 2 
=- J -cLt- 1. T () 1+tn 
Note that the function g(r) defined by 
g(r) = 1 
J 
r 2 
-ddt-1 
T a 1+tn 
is decreasing for r (0 < r < 1). Therefore, we have 
J 
1 
lP(Z) * he(z)/ L 6, = 
2 
-dt - 1, 
rJ l+tn 
which completes the proof of Lemma 3. 
Now, we give the statement and the proof of our main result. 
THEOREM. Ifp(z) E Qn(a) (a < l), then 
y-a)&, (P(Z)) c Pn(Q), 
where 
5, = J l 2 -dt-1. 0 1fP (3.5) 
The result is sharp. 
PROOF. Let q(z) be defined by (1.4). 
that if q(-z) E N(I+~,, (P(Z)) for P(.z) 
Using Lemma 3 and the inequality 
Then, by the definition of neighborhoods, we have to prove 
E Q,(a), then q(z) belongs to the class P,(a). 
we get 
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lb(~) * Q(Z)1 2 lb(~) * P(Z)1 - lb(~) * @J(r) - q(z))1 
>6,- 2 1 _ #pe 
k=n 2(a - l)eine 
(Pk - 4kP 
> 6, - & g I?% - 41cl 
k=n 
Since ho(z) * q(z) # 0 for 0 < 0 < % and z E U, we conclude that q(z) belongs to the class 
p,(o), that is, that N(l-e)c,,(p(z)) c P,(Q). 
Further, taking the function p(z) defined by 
we have 
kP(Z)) = 
1 - (2o - l).P 
1-F ’ 
2(1 -a) 
I 
z 
p(r) = 20 - 1 + 
1 dt 
* 
sl-tn’ 
If we define the function q(z) by q(z) = p(z) + (1 - a)6,.P, then q(r) E IV(l_,)s, (p(z)). Letting 
z --t eirln, we see that q(z) 4 q(ezrjn) = (Y. This implies that if 
J 
1 
&I > 
2 
-dt-1, 
f) l+tn 
then q(e in/n) < (Y. Therefore, Re{q(r)} < a for z near e’ Ixln, which contradicts q(z) E P,(a) (in 
otherwise Re{q(t)} > (Y (z E U)). C onsequently, the result of the theorem is sharp. 
COROLLARY. Ifp(z) E Qn(0), then Nh,,(p(z)) c P,(O), where 6,, is given by (3.5). 
REMARK 1. If we take n = i in the Corollary, then we have the corresponding result by 
Walker [6]. 
REMARK 2. For n = 1,2,3,4, we have 
& =2log2-1=0.38629..., 
b2 = ; - 1 = 0.57679.. . , 
63= 4 -a - 5 log2 - 1 = 0.95637.. , 
34 
and 
64 l 
1 
= - 
2Jz 
log(3 + 2Jz) + -T - 
SJZ 
1 = 1.04042.. . . 
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