Many neuronal systems represent information by the timing of individual spikes and it is generally assumed that spike timing predominantly encodes excitatory inputs. We show here that the timing of inhibition can also be explicitly encoded in spike times using time-dependent and voltage-dependent properties of a rapidly inactivating potassium channel (I KIF ). In-vitro recordings in rat dorsal cochlear nucleus show that the effects of inhibition on spike timing can long outlast the duration of the inhibitory potential, and that this depends only on the membrane voltage change during the IPSP. Modeling results show that small neuronal populations with a heterogeneous distribution of I KIF voltage dependence can robustly encode intervals of more than 100 ms between inhibition and excitation. Thus, neuronal systems can detect and represent the precise timing of inhibition, suggesting the importance of inhibition in information encoding.
and superfused (3-5 ml/min) with ACSF at 31-33°C. All chemicals were obtained from Sigma or Aldrich (St. Louis, MO). In previous studies, we found that the discharge patterns of DCN pyramidal cells were unaffected by blocking calcium channels with 50 µM Cd 2+ (Manis et al. 2003; Molitor and Manis 1999) , and that the transient potassium currents were not calcium dependent (Kanold and Manis 1999) . Thus, it was not necessary to block calcium channels in the present experiments.
Recordings were obtained from pyramidal cells (N = 48) identified under IR-DIC video microscopy and Lucifer Yellow fluorescence as described previously (Kanold and Manis 1999) .
Whole-cell current clamp recording were made with electrodes pulled from borosillicate glass (KG33, Garner Glass, Claremont, CA), fire-polished and coated with sylgard (Dow Corning 184; Midland, MI). Electrodes had a final resistance of 3-9 MΩ. The recording electrodes contained (in mM): 100 K-gluconate, 4 NaCl, 20 KCl, 0.2 CaCl 2 , 10 HEPES (free acid), 1.1 ethylene glycol-bis (β-aminoethyl ether)-N,N,N´,N´-tetraacetic acid (EGTA), 2 Mg-ATP, 1 MgCl 2 and 5 glutathione (pH 7.2). Lucifer Yellow (K-salt, ~1 mg/ml, Molecular Probes, Eugene OR) was added to the electrode solution for cell visualization. Recordings were made with an EPC-7 (List-Electronic, Darmstadt-Eberstadt, Germany), digitized using a 12-bit A/D converter (Digidata 1200, Axon Instruments, Foster City, CA) at 5-10 kHz and filtered at 2-5 kHz. All voltages were adjusted for an estimated electrode-bath junction potential of -12 mV by offline subtraction. Bridge correction was performed offline. Digitized data were analyzed by MATLAB (Version 5.2, The Mathworks, Natick, MA) on a Power Macintosh (Apple, Cupertino, CA).
A bipolar stimulating electrode was placed on the surface of the molecular layer or the ependymal surface of the DCN. Stimulus current usually ranged from 100-500 µA. Stimuli were applied once every 5-10 s to minimize paired pulse facilitation effects (Manis 1989) . In some cases, pairs of shocks were applied to increase the hyperpolarization by paired-pulse facilitation of IPSPs. The firing pattern of each cell was evaluated using intracellular current pulses of 100-200 ms duration. Single trials of the control condition and paired conditions were interleaved for a total of 50-100 trials per condition. Trials of an individual cell were divided into two groups for pauser and buildup trials and the first spike latency (FSL) and first interspike interval (FISI) for trials falling in each group were compared separately. All experiments were approved by the Johns Hopkins Medical Institutions Institutional Animal Care and Use Committee were and performed in compliance with relevant laws and institutional guidelines.
Modeling
The details of the single-cell model are described elsewhere (Kanold and Manis 2001) . Briefly, the model represented a point soma incorporating kinetic description of the ionic currents (except the sodium channels) determined previously (Kanold and Manis, 1999) . The IPSP was modeled as a time varying conductance change using an alpha function (τ = 0.5 ms). The maximum synaptic conductance was 10 nS and the synaptic reversal potential was -80 mV. The model was implemented in C++ (Metrowerks Codewarrior 11) and executed as a MEX-file under MATLAB (Version 5.2, The Mathworks, Natick, MA) on a Power Macintosh G4 (Apple, Cupertino, CA). Some model results were computed and/or verified with NEURON, Version 5.4 (Hines, 1998) . The artificial neural network was implemented using the MATLAB Neural Network Toolbox (Version 3.0) on a Power Macintosh G4. The network is a 2 layer feedforward backpropagation network consisting of 8 input neurons, each receiving as its input the relative FSL of the response of one neuron with a particular half-inactivation voltage (Vh KIF ) or halfactivation voltage (Vm KIF ) for the rapidly inactivating potassium conductance. The input neurons drove 12 output neurons (1 for each pairing interval between 0 and 110 ms) and 20-50 neurons in the hidden layer (see Fig. 6A ). The output of each neuron in both layers was calculated by a hyperbolic tangent transfer function y(x) = 2/(1+exp(-2*x))-1 (where x represents the value of the input, in this case the relative FSL or the FISIs) using the TANSIG function of the Network Toolbox. All results presented were obtained with 50 neurons in the hidden layer. The exact number of neurons in the hidden layer was not found to be critical in detecting the relative first spike timing information, but only affected the sharpness of tuning. The 12 output neurons were assigned to represent the 12 different pairing intervals, in that the output neuron with the greatest response represented the reported pairing interval (see Fig. 6B ). Thus, the output neurons of the network represented a "labeled line", according to the inhibition-excitation interval. Each pairing interval generated a pattern of responses for each of the model neurons and thus a pattern of 8 FSLs (or FISIs). The pattern of FSLs (or FISIs) was used as input for the network model and for each input pattern of FSLs (or FISIs) an output pattern of output responses was calculated (see Fig. 6B ). The detected pairing interval was determined as the output neuron with the largest response. An error was computed from the difference between the reported pairing interval and the actual pairing interval. The network was trained (using batch training where the weights are updated only once during each input vector presentation) from random starting weights on a random subset (168/252 stimuli=66%) of the simulation data for pairing intervals of 0 to 110 ms (10 ms steps) and depolarizing current pulses of 50 to 100 pA (2.5 pA increments) using the resilient backpropagation algorithm Rprop (Riedmiller and Braun 1993) of the MATLAB Neuronal Network Toolbox (TRAINRP). This backpropagation algorithm utilizes only the sign of the gradient, but not its amplitude, to determine the weight update and is commonly used in multilayer networks. The remaining 33% (84 stimuli) of the data set was then used to characterize the model performance. In additional simulations, the network was trained in the "pauser" regime using larger depolarizing currents between 170 and 200 pA, and in a regime that included both "buildup", "pauser" and transitional patterns, using current pulses between 50 and 200 pA. In each case, only the relative first spike latencies across the population of cells was used as network input, the remaining spikes to the stimulus were ignored. In additional simulations we used the duration of the first spike interval as input to the network. Thus the timing of the first 2 spikes was considered.
As configured above, the model is deterministic. However, neurons in vivo and in the slice show variability in their first spike latencies and first interspike intervals (e.g. see Figure 1 ). To test the sensitivity of the model to fluctuations in the spike times, we randomly and independently varied the FSL of each input neuron at each pairing interval and depolarization, by adding a zero-mean Gaussian-distributed latency shift, with a specified standard deviation between 0 (the deterministic case) and 10 ms. One hundred different FSLs were generated for each neuron and for each combination of pairing interval and depolarization. The model was then trained and evaluated on this data set as described above.
Results
DCN pyramidal cells represent a unique model system in that their discharge patterns to certain natural acoustic stimuli, such as tones, depend extensively on their intrinsic membrane conductances. In response to sound, pyramidal cells can fire in one of four different discharge patterns buildup, pauser, regular, or a combination of pauser and regular (Ding et al. 1999; Godfrey et al. 1975; Pfeiffer 1966; Rhode et al. 1983) . These patterns are distinguished by different first spike latencies and first interspike intervals. A buildup pattern has a long FSL (Fig.   1A ), whereas a short FSL/long FISI characterizes a pauser pattern (Fig. 1E ). The main difference between these two patterns is the occurrence of a short latency onset spike. Regular firing cells also have a short FSL but no long FISIs (Fig. 1C) .
To characterize the discharge patterns, we compared the FSL and FISI during depolarization alone (control condition) and during pairing of an evoked IPSP followed by a depolarization (paired condition). IPSPs were evoked by stimulating the superficial DCN, which activates parallel fibers, which are excitatory, as well as interneurons that are inhibitory to pyramidal cells (Manis 1989; Zhang and Oertel 1993) . The time interval between electrical stimulation and depolarization (pairing interval, PI) was varied from 5-100 ms.
The pattern and level of injected current determines the specific discharge pattern generated by DCN pyramidal cells (Kanold and Manis 2001) . We studied most cells under conditions that evoked only one pattern. Following hyperpolarization, cells firing in a pauser pattern show an increased FISI, whereas cells discharging in a buildup pattern show increased FSL. The underlying mechanism for FSL and FISI increases in buildup and pauser cells after preceding hyperpolarizations depend on the deinactivation of the rapidly inactivating potassium current, I KIF (Kanold and Manis 2001, 1999) .
In the present study, few cells show a regular pattern when depolarization is given alone.
Since both the regular and pauser patterns are characterized by a short FSL and, as discussed below, show increases in FISI after hyperpolarization, we grouped regular and pauser cells together. Fig. 1 shows the effect of IPSP-depolarization pairing on the discharge patterns of 3 different pyramidal cells. Fig. 1A shows the effect of an evoked IPSP on the discharge pattern of a cell exhibiting a buildup pattern. At a pairing interval of 50 ms the mean FSL increased by 4.6 ms even though the IPSP has almost completely decayed to the resting potential before the onset of depolarization. Similar effects were observed in 6 of 9 neurons firing in buildup cells ( Fig. 1B; each symbol is a different cell). The increase in FSL (ΔFSL) was largest (up to 16 ms) for the shortest pairing intervals (20 ms), but was still pronounced at the longest interval tested (70 ms).
The changes in FSL were accompanied by an increase in FISI of less than 3 ms (not shown).
Although the FSL did not change in the other 3 cells, a decreased depolarization was present during the period before the first spike (not shown) indicating a weaker effect of the IPSP.
An example of a regular cell is shown in Fig. 1C . At a pairing interval of 80 ms the mean FISI increased by 5.2 ms, reflecting conversion to a pauser pattern, although the IPSP had almost completely decayed to rest prior to depolarization. Note the absence of spikes immediately following the afterhyperpolarization following the onset spike (arrow). Ten of twelve cells firing in the pauser pattern (including those cells that converted from regular to pauser patterns with prior IPSPs) showed FISI increases ( Fig. 1D ) and slightly increased FSL (not shown). ∆FISI was largest for short pairing intervals, but was still substantial for longer intervals at which the IPSP had essentially decayed back to rest completely prior to the test depolarization.
Other cells show dramatic shifts of their discharge patterns under pairing conditions. In ten cells, the same depolarizing current elicited either pauser or buildup patterns on different trials.
For example, the cell shown in Fig. 1E responded to 72% of the trials as a pauser and 28% of the trials as a buildup. Evoking an IPSP 50 ms before onset of the depolarization converted nearly all of the pauser response to buildup responses, with 90% of the trials generating the buildup pattern. The FISI of the remaining pauser trials was increased by 5.2 ms (not shown). Again, note that the IPSP had almost completely decayed to rest prior to the depolarization.
To evaluate the extent of the transition, the percentage of pauser responses under test condition relative to control conditions is plotted for all cells showing discharge pattern transitions (Fig 1F) . The effect on firing pattern was strongest for short pairing intervals, with a complete conversion of all pauser responses to buildup responses for some cells. For longer intervals, however, the firing pattern of individual cells reverted to pauser response with different time courses. In summary, IPSPs preceding the depolarization can influence the discharge pattern in response to a fixed input, in spite of the fact that the IPSP had decayed to within 1 mV of rest before the onset of depolarization. These results also show that IPSPs occurring well before excitation can cause significant changes in firing patterns. To test the hypothesis that the IPSP voltage change alone is sufficient to shift the FSL, we must first exclude the possibility that late IPSPs or slower neurotransmitter receptor activated second messenger processes influence discharge patterns. We presented small short hyperpolarizing current steps approximating the duration and sizes of evoked IPSPs (10-15 ms, ~10 mV). In contrast, previous studies used longer (up to 100 ms) and larger (up to 50 mV) hyperpolarizing pulses that were followed by a depolarization with no delay (Kanold and Manis 1999) . Here the brief current pulses used to simulate IPSPs were separated from the depolarization by a varying time interval during which no current was injected. The effect of these brief hyperpolarizations on the discharge pattern of buildup ( Fig As shown previously, the common potassium channel blockers TEA and 4-AP do not selectively block I KIF (Kanold and Manis 1999) . Therefore, to test whether deinactivation of I KIF can account for the observed changes in discharge patterns after inhibitory stimuli, we use a previously developed computational model based on the biophysical properties of the outward currents in these cells (Kanold and Manis 2001, 1999) . Without prior IPSPs, the model cell fired a regular train of spikes to a depolarizing current injection (Fig. 3A top) . When an IPSP preceded the depolarization, the FSL increased (Fig 3A middle) . Note that the IPSP had completely decayed to rest before the onset of the depolarization. If I KIF was absent, then the prior IPSP has no effect ( indicating that prior IPSPs had no effect on the FSL. We have previously shown that another current that can be engaged by hyperpolarization, the I h current, does not play a significant role in generating these discharge patterns (Kanold and Manis 2001). According to our model, the fraction of recovered (deinactivated) I KIF , corresponding to the inactivation gating variable h in the Hodgkin-Huxley formulation is the critical variable controlling the discharge patterns (Kanold and Manis, 2001 ). At rest, h is ~0.012 (i.e., just over 1% of the channels are available for activation during depolarization). During a single IPSP, h increases by 75% to ~0.02 (trace 1 in Fig. 3E ). At the onset of depolarization, h is still increased above the resting level by ~35%, and then slowly decays during the depolarization preceding the first spike. h subsequently remains low during the spike train. With increasing numbers of IPSPs (traces 2-5), h shows accumulated deinactivation that persists following the final IPSP, so that more I KIF is available at the beginning of a subsequent depolarization. Thus h acts as a leaky integrator of the voltage changes produced by the IPSPs. These results suggest that deinactivation of I KIF during the IPSP can account for the experimentally observed discharge pattern changes. The persistence of elevated h after the IPSP has decayed is sufficient to carry information about the history of prior hyperpolarization in these cells for at least 60 ms. (Fig. 4A) , since hyperpolarization in these cells lead to more deinactivated I KIF , in turn leading to increased outward current during the onset of depolarization.
The FISI also showed slight differences (up to 2 ms, not shown). To investigate the population response we plotted the relative increase in FSL (FSL of each cell relative to the FSL of the cell that fired first in the population) (Fig. 4B ). FSL differences between neurons were present at all pairing intervals, and this difference became smaller as the pairing interval increased. Thus, as the pairing interval increased more cells started firing synchronously at the onset of depolarization (e.g. within 5 ms from each other, Fig. 4C ). These results suggested that the relative FSL across the population could encode the time interval between the hyperpolarization and depolarization. This time interval is represented by change in synchronization strength at the onset of the population response and the FSL distribution of the later responding units. To test whether the population response contained sufficient information to discriminate different pairing intervals regardless of the depolarization level, we used an independent recognition neural network (as described in the Methods section). The input to the network was comprised of the relative FSL of the 8 model units with different V KIF (Fig. 6A) . The network was trained on a randomly selected subset of the data shown in Fig 5 consisting of hyperpolarizing and variable depolarizing pulses (50-100 pA) with different pairing intervals resulting in a specific FSL for each condition (see Fig. 4 ). The response of the network was then evaluated using stimuli from an independent subset. After training, the individual output neurons showed largest activity if a pairing interval of a particular length was detected. Thus a peak in the population response of the network indicated that the network detected a particular pairing interval. The network responses to four example stimuli (pairing intervals of 10 ms, 30 ms, 50 ms, 70 ms) are shown in Fig. 6B . The normalized peaks indicate the neuron with the largest activity (indicated in 6A). Note that the peaks correspond to the presented pairing interval, indicating that the network has "detected" the pairing interval from the population activity pattern. The summary of all test stimuli (Fig. 6C) shows that the network nearly achieved optimal performance (diagonal line), despite a variation in depolarization level.
Similar results were obtained in population models in which either the activation voltage of I KIF (Fig. 6K) or total conductance (g KIF , not shown) varied among cells, demonstrating that the availability of I KIF at the onset of the depolarization determines the FSL. These results show that a small population of DCN pyramidal cells with differences in I KIF could robustly encode the length of the interval between an inhibitory and excitatory input.
So far our simulations show that the population encodes pairing intervals of hyperpolarization and depolarization in the "buildup" regime in the population FSL and that this information can be detected by the artificial network. We also paired hyperpolarizations with depolarizations in the "pauser" regime depolarizations of (170-200 pA) and found that while the variations in the population FSL are sufficient to encode the pairing interval, there is a larger error (Fig. 6D) . This is not surprising, since the FSL shift for the "pauser" pattern is smaller than for the "buildup" pattern. Similar results were obtained if depolarizations over the entire amplitude range (50-200pA) causing cell to fire in the "buildup" and "pauser" patterns were used (Fig. 6E ).
Both FSL and FISI are affected by hyperpolarizations preceding the depolarization (see Fig.   1 and 2). In fact, training and testing a network with the population FISI's showed that population FISI's could encode the pairing interval for both the "buildup" and "pauser" regimes (Fig. 6F,G) as well as for stimuli over the entire range of depolarizations (Fig. 6H) . Note that the estimation error in the "pauser" regime is lower than in the "buildup" regime. This is due to the fact that cells fire a very precise onset spike in the "pauser" regime, thus there is less variability between neurons. These results suggest that both FSL and FISI could be employed to encode pairing delays. Background synaptic activity and channel noise both contribute to variability in the FSL in response to a depolarization. In vivo and in vitro, the FSL shows variability from trial to trial.
We therefore investigated how FSL variability affects the recognition of a particular pairing interval. The FSL was varied across individual trials by the addition of a normally-distributed latency time shift to mimic normal variability, and the network was retrained as described above.
As expected, the pairing interval detection error increased with increasing FSL variability (Fig.   6I ). When depolarizations in the "buildup" regime (50-100 pA) were presented, the neurons could robustly encode pairing intervals even when the standard deviation of the FSL was 3 ms (green line). However, when using the FSL from stimuli in the "pauser" regime (170-200pA), the network was unable to report the pairing interval (red line). The larger error is expected, as the magnitude of the FSL shift is smaller for larger depolarizations in the "pauser" firing mode, and the FSL shift is masked by the FSL variability. If the network could use additional information, such as the FISI, then the error would likely be smaller. Intermediate results were obtained with depolarizations over the entire range (50-200 pA, black line). Similar results were obtained when the population FISI instead of the FSL was used to train and test the network (Fig. 6J) , with the important difference that for low noise situations the "pauser" pattern provided a better estimate of the pairing interval.
Discussion
We have demonstrated that the effects of inhibition can be extended in time by the dynamics of a voltage-dependent potassium conductance. We have also shown that, in principle, this interaction provides a mechanism whereby the temporal relationship between inhibition and excitation can be explicitly represented in the discharge pattern of a small population of neurons.
Interaction between transient potassium channels and inhibition
Transient potassium channels are expressed in many neurons, but the roles that they play However, the depths and durations of hyperpolarizations were generally longer (> 100 msec) and greater (> 20 mV) than are typically encountered in a neuron responding to dynamic patterns of naturally occurring synaptic input. In contrast, we have shown that normal inhibitory synaptic events can increase the availability of a transient current sufficiently that it can affect the response to a subsequent excitatory input.
There are several features of the rapidly inactivating transient currents in DCN pyramidal cells (and in other cells) that contribute to this result. First, the transient current is quite large in these cells: in the soma it is the largest potassium conductance. However, in spite of the channel's abundance, at rest only about 1-2% of the channels are expected to be deinactivated and therefore available to open with depolarization. Consistent with this, our prior simulations suggest that only a small portion of the conductance need be recruited in order to be effective (Kanold and Manis 1999) . This in itself is curious, as it suggests that there may be a large reserve of available channels that are never accessed during normal operation of the neuron. On the other hand, positioning the conductance in this way maximizes the non-linear recruitment of channels by small hyperpolarizations, while minimizing their impact on the integration of purely excitatory activity. Second, the transient current recovers from inactivation fairly quickly, so that even single IPSPs are of sufficient duration to produce a useful amount of deinactivation. Many transient potassium channels recover from inactivation more slowly than those in DCN pyramidal cells, and so cannot be significantly engaged by brief synaptic events. However in other areas of the brain, slow IPSPs predominate, and may be more effective in recruiting transient currents. Third, the conductance can be activated at voltages just above the resting potential, but below spike threshold, allowing room for it to affect subthreshold integration of synaptic inputs. Were the conductance to open only at more positive potentials, it would not be able to influence spike responses in the same manner. Taken together, these factors indicate that transient potassium conductances in DCN pyramidal cells have an optimal sensitivity for recruitment by inhibitory inputs and involvement in the subthreshold integration of synaptic events, as well as the regulation of discharge patterns. It is important to note however, that the role of this conductance in DCN pyramidal cells may be limited to spike timing with delays of less than ~70 msec relative to the onset of excitation; for longer delays I KIF is expected to be largely inactivated and spike timing may be influenced by additional mechanisms, such as I KIS and a persistent sodium current (Manis et al. 2003) .
Enhanced recruitment of I KIF by inhibitory inputs
Our model predicts that the availability of the potassium conductance should be greatly enhanced when multiple IPSPs occur in rapid succession, as this extends the duration of the hyperpolarization and hence the time available for deinactivation of the potassium channels.
Interestingly, one of the principal inhibitory inputs to the pyramidal cells is supplied by cartwheel cells (Berrebi and Mugnaini 1991; Golding and Oertel 1997) , whose main discharge mode is to fire in bursts of 2-4 action potentials with interspike intervals of 2-6 ms (Manis et al. 1994; Zhang and Oertel 1993) . Since cartwheel cells fire with a mixture of simple and complex spikes, the effectiveness of individual spikes in inhibiting pyramidal cells will be amplified by I KIF according to whether they occur singly or in a burst. 
Functional role in the auditory system

Potential plasticity of the timing encoding mechanism
The inhibition-dependent recruitment of I KIF may be plastic, allowing neurons to adjust their relative sensitivity to different input patterns of excitation and inhibition. Such a mechanism could be of use since the sensory inputs (both auditory and somatosensory) can change during the lifetime of the animal due to growth or injury. There is evidence that modifications of the 
