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Summary
The present work deals with the application of conformal compactification methods to
the numerical solution of the Einstein equations, the field equations of General Relativity.
They form a complex system of non-linear partial differential equations that can only be
solved analytically for highly symmetric spacetimes. The most general spacetimes have to
be obtained with the help of numerical techniques. In General Relativity, central physical
quantities such as the total energy or radiation flux can only be defined unambiguously in
the asymptotic region of a spacetime, which calls for the numerical treatment of infinite
domains.
The traditional approach in Numerical Relativity codes is based on spacelike slices that
are cut at an artificial timelike boundary and whose data are extrapolated to infinity. The
goal of this thesis is to further develop an elegant alternative approach, which aims to
efficiently solve the Einstein equations for spacetimes of isolated radiating systems and
compute the radiation signal without any approximations. Following a framework by
Penrose, we use a finite unphysical spacetime related to the physical one by a conformal
rescaling. On this rescaled spacetime, taking limits towards infinity is replaced by local
differential geometry and observable physical quantities can be directly evaluated.
In order to compute radiation quantities, it is convenient to foliate spacetime by hy-
perboloidal slices. These are smooth spacelike slices that reach future null infinity, the
“place” in spacetime where light rays arrive. Among the advantages of evolving on com-
pactified hyperboloidal slices are that no boundary conditions are required, because future
null infinity is an ingoing null surface and it does not allow any information to enter the
domain from beyond. The price to pay is that the conformally rescaled Einstein equations
are singular at infinity and need to be regularized. Besides, the nontrivial background
geometry of the hyperboloidal slices makes the evolution equations prone to continuum
instabilities.
As a first step towards developing numerical algorithms for the hyperboloidal initial
value problem for strong field dynamical spacetimes, the numerical work in this thesis is
restricted to spherical symmetry. Given that the regularization of the radial direction is
common to spherical symmetry and the full three-dimensional case, the results obtained
are expected to apply, at least to some degree, to the full system.
This work’s approach uses standard unconstrained formulations of General Relativ-
ity, specifically the BSSN (Baumgarte-Shapiro-Shibata-Nakamura) equations and the Z4
equations. The derivation of their spherically symmetric component equations will be
described, as well as the calculation of appropriate initial data on the hyperboloidal slice
given by a constant-mean-curvature foliation. A critical point is the treatment of the
gauge conditions: both the specific requirements for the hyperboloidal value problem,
such as scri-fixing or the preferred conformal gauge, and the adaptation of currently com-
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mon gauge choices will be explained. As expected, the numerical implementation was
difficult to stabilize, but by means of a variable transformation on the trace of the ex-
trinsic curvature and the addition of a constraint damping term to the evolution equation
of the contracted connection, the implementation finally became well-behaved. Stable
simulations of the Einstein equations coupled to a massless scalar field have been per-
formed with regular and strong field initial data. Small perturbations of regular initial
data give stationary data that are stable forever, while larger scalar field perturbations
result in the formation of a black hole. Schwarzschild trumpet initial data have been
found to slowly drift away from the expected stationary values, but the effect for small
perturbations is slow enough to allow the observation of the power-law decay tails of the
scalar field.
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Introduction
1.1 Basic concepts in General Relativity
1.1.1 General Relativity
The theory of General Relativity (GR) relates the distribution of matter and energy to
the deformation of spacetime, and describes how the latter reciprocally affects the motion
of the existing particles. It is elegantly encoded in the Einstein equations
G[g˜]ab + g˜abΛ = 8piT [g˜]ab, (1.1)
where on the left the Einstein tensor G[g˜]ab and the cosmological constant Λ characterize
the geometry of the spacetime described by the metric g˜ab, and on the right the stress-
energy tensor T [g˜]ab completes the picture providing the properties of the objects present
in the spacetime. Here the Einstein tensor is given by G[g˜]ab = R[g˜]ab − 12 g˜abR[g˜], with
the Ricci tensor R[g˜]ab = R[g˜]
c
acb and the Ricci scalar R[g˜] = R[g˜]
a
a = g˜
abR[g˜]ab. The
Riemann tensor can be computed from the metric g˜ab and its Christoffel symbol Γ˜
a
bc =
1
2
g˜ad(∂bg˜cd + ∂cg˜bd − ∂dg˜bc) as
R[g˜]abcd = ∂cΓ˜
a
bd − ∂dΓ˜abc + Γ˜ebdΓ˜aec − Γ˜ebcΓ˜aed. (1.2)
Writing the Einstein equations in terms of metric components and their partial derivatives
manifests their character as non-linear partial differential equations of second differential
order in the metric field, the quantity for which they are to be solved in a metric formu-
lation.
GR is a relativistic theory, so that the causal structure is defined by the light cone.
This implies that the propagation speeds are finite and a wavelike behaviour is expected.
The dynamical quantity of GR is the gravitational field (encoded in the metric) and its
perturbations propagate in the form of radiation. This gravitational radiation, also called
gravitational waves, can be imagined as ripples of the spacetime’s curvature that travel
at the speed of light.
1.1.2 Gravitational waves
The existence of gravitational waves (GWs) was predicted by Einstein [65] by studying
wave phenomena in linearized gravity. However, due to the physical and mathematical
1
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complexity of the theory, the coordinate dependent quantities involved in the calculations
and the background independence of GR, the question whether GWs were actual physical
phenomena or just simply coordinate effects was raised and it was not until the 1960s
that the physical nature of GWs, interpreted as free gravitational degrees of freedom
carrying positive energy [42, 134], was finally understood. For a historical description of
the controversy see [105].
GWs, which are emitted by non-spherically accelerated massive objects in the universe,
have such a small amplitude, that no direct observation has taken place so far. However,
they are known to exist thanks to the discovery of the binary pulsar PSR 1913+16 by
Hulse and Taylor [98]. The pulsar forms a binary system with another neutron star, and
the energy loss that causes the shrinking of the distance between both corresponds to the
emitted GW radiation predicted by GR.
Efforts towards a direct detection of GW are currently performed with high sensitivity
interferometers, like Advanced LIGO [5, 4] and Advanced Virgo [6, 7]. The analysis of
the experimental data measured in the GW detectors requires waveform models created
by numerical methods.
The goal of this thesis is to contribute to the current waveform modeling efforts by
developing useful techniques that will allow to solve the Einstein equations numerically in
a more efficient way. More specifically, I have implemented the hyperboloidal initial value
problem in spherical symmetry using commonly used formulations and thus showing that
such an implementation is feasible.
1.1.3 Equivalence principle and the absence of background
The equivalence principle, one of the pillars on which General Relativity is based, states
that all bodies “fall” in the same way in the presence of a gravitational field. This indicates
that the gravitational field is a property of the spacetime itself. The paths of freely falling
bodies are described by geodesics of the metric which, in presence of massive objects, will
no longer correspond to a flat geometry.
If we were to measure an electromagnetic field, the procedure would be the following:
we first set a “background observer”, which is unaffected by the electromagnetic interac-
tion and follows a geodesic path; then a charged test body is released; finally, by measuring
the deviation of the particle’s trajectory from the geodesic path (the one followed by the
background observer), the electromagnetic field is determined.
When we try to measure a gravitational field we encounter a problem already in the
first step: we cannot set any “background observer”, as its behaviour will be exactly the
same as that of the test particle and no deviation will be detected. Both the observer and
the test particle are affected by the gravitational field in the same way.
In GR the structure of the spacetime is a dynamical quantity itself and, due to its
non-linear character, the gravitational field also acts as its own source. The consequence
is that a background with respect to which the curvature of spacetime can be measured
can only be defined under specific symmetry assumptions, but not in general.
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1.1.4 Isolated systems
Suppose we are interested not in studies of cosmological nature, but of astrophysical
processes inside of a gravitating system, such as a single star, black hole (BH) or a binary
system. The relevant physics for us is the gravitational interaction of the system. The
large-scale structure of the universe will have minimal influence on the properties of our
system in study, so that neglecting it is a good idealization for our purposes.
An isolated system will thus allow us to study the physical properties of a system
as a whole. To isolate it, the system is considered to be embedded in a spacetime with
certain asymptotic conditions, which should not depend on the isolated system under
consideration. The gravitational influence of the isolated system is then expected to
fade away as we are infinitely far away from it, and the metric g˜ab should approach the
Minkowski metric at infinity, at least in the spacelike and null directions. Such spacetimes
will be referred to as being asymptotically flat.
1.1.5 Gravitational radiation and energy
The absence of a natural background also renders the unambiguous local determination
of quantities such as mass or energy density impossible in general; there is no way of
separating the curvature effects from what would be a flat spacetime, where this difference
is exactly what qualifies the presence of massive bodes or other energetic perturbations.
What is indeed possible is to define the total energy of a system by evaluating the
gravitational field far away from the sources. Also the energy flux radiated away by an
isolated system in the form of GW is well defined asymptotically. For this reason, in
GR the energy, mass and radiation flux are global quantities (can only be calculated
for the complete spacetime) and are closely related to the asymptotic behaviour of the
spacetimes.
Work towards a formal characterization of gravitational radiation started in the 1950s
- the basic historic development can be found summarized in [73]. Among the relevant
results was the “peeling property” obtained by Sachs [133], where the fall-off behaviour of
the curvature is described by a decomposition of the Weyl tensor in terms of powers of 1/r˜,
with r˜ an affine parameter along outgoing null geodesics. Another important achievement
by Bondi, van der Burg and Metzner [42] was the introduction of inertial coordinates in
flat spacetime at infinity along null curves, the so-called Bondi coordinates, that rely on
the use of a retarded time function that labels outgoing null hypersurfaces.
The actual calculation of radiation where it is unambiguously defined (in the asymp-
totic region) poses considerable difficulties, because it involves using specific coordinate
systems and taking limits at infinity. An invariant characterization of radiation, where
coordinate independent definitions can be performed, would be preferred.
1.2 Conformal compactification
A new point of view introduced by Penrose [124, 125] allows to solve the previously
mentioned problems. This new approach takes advantage of the conformal structure of
spacetime and uses it to define the notion of asymptotic flatness in a coordinate inde-
pendent way by adding the “points at infinity” as a “null cone at infinity”.
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The basic idea is how the distance to infinity is measured. The physical distance
is infinite, but the coordinates can be freely chosen in such a way that the coordinate
distance is finite. Using this compactification of the coordinates, infinity is set at a finite
coordinate location. The coordinate compactification however implies that the metric
becomes infinite and this is what is solved by Penrose’s idea.
The physical spacetime is represented by a Lorentzian manifold M˜ characterized by
a Lorentzian metric g˜ab, infinite at infinity. A new regular metric g¯ab is introduced with
help of a conformal factor Ω:
g¯ab ≡ Ω2g˜ab and g¯ab ≡ g˜
ab
Ω2
. (1.3)
The conformally rescaled metric g¯ab is defined on a compactified auxiliary manifold M¯.
The physical manifold M˜ is given by M˜ = {p ∈ M¯ |Ω(p) > 0}, so it is a submanifold of
M¯. The conformal factor Ω is such that it vanishes at the appropriate rate exactly where
the physical metric g˜ab becomes infinite, thus giving a rescaled metric g¯ab which is finite
everywhere, and so allowing for a conformal extension of M¯ across the physical infinity.
This approach has many beneficial properties. The first one is that conformal rescal-
ings leave the angles unaffected, so that the causal structure of M˜ and M¯ is exactly the
same. The calculation of limits for the fall-off conditions at M˜’s infinity is substituted by
simple differential geometry on the extended manifold M¯, therefore providing a geometric
formulation of the fall-off behaviour. The “peeling properties” found by Sachs could be
deduced by Penrose [124, 125] from the conformal picture in a coordinate independent
way.
1.2.1 Example: compactification of Minkowski spacetime
The following textbook example (see e.g. [155, 73]) illustrates the conformal compacti-
fication procedure in a simple way. Let us consider Minkowski spacetime in coordinates
adapted to spherical symmetry, with line element
ds˜2 = −dt˜2 + dr˜2 + r˜2dσ2, where dσ2 ≡ dθ2 + sin2 θdφ2. (1.4)
We introduce the null coordinates u and v
u = t˜− r˜, v = t˜+ r˜. (1.5)
Constant v represents ingoing null rays, while constant u are outgoing ones. The only
restriction on the values that u and v can take is v − u (= 2r˜) ≥ 0. In terms of the null
coordinates the line element takes the form
ds˜2 = −du dv + 1
4
(v − u)2dσ2. (1.6)
The infinite range of the null coordinates is compactified by making the substitution
U = arctanu, V = arctan v, (1.7)
with coordinate ranges U, V ∈ (−pi
2
, pi
2
) and V − U ≥ 0. The resulting metric is
ds˜2 =
1
cos2 U cos2 V
[
−dUdV + 1
4
sin2(V − U)dσ2
]
. (1.8)
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It is not possible to evaluate this line element at the points U = ±pi
2
or V = ±pi
2
, which
correspond to the infinity along null directions (denoted as I (Scri)), due to the vanishing
denominator. Introducing a conformally rescaled line element ds¯2 = Ω2ds˜2 as indicated
in (1.3) with conformal factor
Ω = 2 cosU cosV, (1.9)
gives
ds¯2 = Ω2ds˜2 = −4dUdV + sin2(V − U)dσ2, (1.10)
an expression that can indeed be extended to U = ±pi
2
and V = ±pi
2
and even for |U |, |V | >
pi
2
. Defining the new compactified time and space coordinates
T = V + U, R = V − U, (1.11)
we obtain a Lorentz metric on R×S3, which is the metric of the Einstein static universe:
ds¯2 = −dT 2 + dR2 + sin2Rdσ2. (1.12)
The relations t˜ → t˜(T,R) and r˜ → r˜(R, T ) substituting (1.5), (1.7) and (1.11) give
the embedding of the initial Minkowski metric (1.4) into the Einstein universe, so from
M˜ = R4 = {t˜ ∈ (−∞,∞), r˜ ∈ [0,∞)} to M¯ = R × S3 = {T ∈ [−pi, pi], R ∈ [0, pi]}, not
taking into account the angular coordinates.
A (Carter-)Penrose diagram is used to show the causal structure in a compactified
way. The Penrose diagram in figure 1.1, where T over R are plotted implicitly, shows the
curves of constant Minkowski time and radius in the conformally rescaled picture. Except
for the leftmost vertical line connecting i− and i+, which corresponds to the origin r˜ = 0,
all other points in the diagram represent a sphere in terms of the angular coordinates that
have been suppressed. The solid lines in the diagram are spacelike hypersurfaces labeled
i +
i -
i 0
J
+
J
-
r = const
t = const
Figure 1.1: Penrose diagram showing the compactification of Minkowski spacetime. Null
infinity (I ) is denoted in this and the following diagrams as J .
by a constant value of t˜. They all extend from the origin r˜ = 0 to spacelike infinity, the
point denoted by i0 and where i0 = {T = 0, R = pi}, corresponding to r˜ → ∞ in the
original Minkowski spacetime. The dashed lines are timelike hypersurfaces of constant
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radial coordinate. They all originate at past timelike infinity i− = {T = −pi,R = 0}
and end at future timelike infinity i+ = {T = pi,R = 0}. As the causal structure is
left unchanged by the conformal transformation, light rays should be depicted as straight
lines at ±45o in figure 1.1. For instance, outgoing light rays are shown with solid lines in
diagram b) in figure 1.3. Ingoing null rays are given by constant V and they all propagate
to the left starting from the line labeled with I − = {U = −pi
2
, |V | < pi
2
}, which is called
past null infinity or past lightlike infinity. Equivalently, constant U determines outgoing
null geodesics that propagate to the right until they reach I + = {V = pi
2
, |U | < pi
2
},
future null or lightlike infinity.
The original Minkowski spacetime is mapped to {|T +R| < pi, |T −R| < pi} in M¯ and
its conformal boundary consists of the pieces i0, i± and I ±. As the conformal metric g¯ab
(used in the line element (1.12)) is regular at the boundary, M¯ has a conformal extension
outside of the boundary. This conformal extension depends on the choice of the conformal
factor Ω, while the conformal boundary is uniquely determined by the physical manifold
M˜, Minkowski in the present example.
1.2.2 Asymptotic flatness
To generalize from Minkowski spacetime, asymptotic flatness can be defined in the con-
formal compactification picture as [73, 100]:
Definition 1 (asymptotic simplicity) A smooth spacetime (M˜, g˜ab) is called asymp-
totically simple, if there exist another smooth manifold (M¯, g¯ab) that satisfies
1. M˜ is an open submanifold of M¯ with smooth boundary ∂M˜ = I ,
2. a smooth scalar function Ω exists on M¯, such that g¯ab = Ω2g˜ab on M˜, with Ω > 0
on M˜, and that both Ω = 0 and ∇¯aΩ 6= 0 hold on I ,
3. every null geodesic in M˜ acquires two end points on I .
Definition 2 (asymptotic flatness) An asymptotically simple spacetime is called asymp-
totically flat if in addition its Ricci tensor R[g˜]ab vanishes in a neighborhood of I .
Spacetimes which are asymptotically simple but not asymptotically flat are, for in-
stance, deSitter (dS) and Anti-deSitter (AdS) spacetimes, where the cosmological constant
Λ is positive and negative, respectively.
A compactification for the Schwarzschild spacetime equivalent to the Minkowski one
is shown in figure 1.2. The construction of the diagram is described in section A.2. As can
be deduced from the diagram, condition 3 in definition 1 excludes BH spacetimes, because
the characteristics that enter the BH’s horizon will not have an end point on I +, but at
the singularity (denoted by the upper “R=0” in figure 1.2). Less restrictive conditions
are described in [125, 155, 146]. This is due to the fact that when matter is present,
timelike infinity is not asymptotically flat. A BH spacetime is thus asymptotically simple
and asymptotically flat in the spatial and future pointing outward null directions.
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Figure 1.2: Penrose diagram showing the compactification of the Schwarzschild spacetime.
In the same way as in figure 1.1, the dashed lines denote timelike surfaces (of constant
radial coordinate) and the solid ones represent constant-time spacelike surfaces.
1.2.3 Einstein equations for the conformally rescaled metric
The Einstein equations (1.1) expressed in terms of the conformally rescaled metric g¯ab are
given by [155]
G[g¯]ab +
2
Ω
(∇¯a∇¯bΩ− g¯ab¯Ω) + 3
Ω2
g¯ab(∇¯cΩ)(∇¯cΩ) + 1
Ω2
g¯abΛ = 8piT [
g¯
Ω2
]ab, (1.13)
where G[g¯]ab is the Einstein tensor of the conformally rescaled metric. The physical metric
appearing in the stress-energy tensor Tab has to be expressed in terms of the conformal
metric g¯ab. We now multiply the previous equation by Ω
2 and evaluate it at I , so setting
Ω = 0. The stress-energy tensor is supposed to be finite, so that the following relation is
obtained:
(∇¯cΩ)(∇¯cΩ)
∣∣
I
= −Λ. (1.14)
This indicates what kind of hypersurface null infinity is, depending on the value of the
cosmological constant:
• if Λ = 0 (asymptotically flat), then ∇¯cΩ is a null vector and I is a null surface;
• if Λ > 0 (asymptotically dS), we have that ∇¯cΩ points in a timelike direction and
I , being perpendicular to it, is thus spacelike;
• if Λ < 0 (asymptotically AdS), ∇¯cΩ is spacelike and I is a timelike surface.
From now on only the asymptotically flat case (Λ = 0) will be considered.
The second and third terms in (1.13) formally diverge at null infinity, as Ω|I = 0
holds there. However, together they attain a regular limit at I , because the equations are
conformally regular [76]. They are also divergence-free and satisfy the Bianchi identities
without requiring any additional conditions on Ω [168, 170]. This is important, because
it means that we can freely specify the conformal factor Ω. There exists a preferred
conformal gauge choice [148, 126, 146], whose expression (4.16) will be later discussed, that
ensures that the conformal factor terms have regular limits at null infinity individually.
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1.3 Spacetime slices
It is convenient to be able to solve the Einstein equations in an iterative way, preferably
as an evolution in time. For this, the problem is cast into the form of an initial value
formulation, which requires breaking the coordinate invariance of the Einstein equations
and slicing the spacetime to obtain an appropriate hypersurface where initial data can be
specified. This is also a common approach taken in numerical implementations.
a) b) c) d)i
+
i -
i 0
J
+
J
-
r = const
t = const
i +
i -
i 0
J
+
J
-
r = const
light ray
i +
i -
i 0
J
+
J
-
r = const
matched
i +
i -
i 0
J
+
J
-
r = const
t = const
Figure 1.3: Penrose diagrams showing Minkowski spacetime foliated along different types
of hypersurfaces used in initial value formulations: a) Cauchy slices, b) characteristic
slices, c) Cauchy-Characteristic matching and d) hyperboloidal slices.
Different possible types of foliations of Minkowski spacetime are displayed in figure 1.3
in the form of Penrose diagrams:
a) Standard Cauchy slices: the solid lines represent constant-time spacelike slices (also
called Cauchy slices). They extend from the origin (the vertical line on the left) to
spatial infinity (i0), so that they are asymptotically Euclidean. This type of slices
are commonly used in numerical simulations, but they have two considerable draw-
backs regarding their use in numerical simulations. The first one is that the slices
actually extend to infinity, whereas an infinite number of gridpoints cannot be sim-
ulated computationally. Usually one would cut the slices at a certain value of the
radial coordinate and only evolve the interior part. In the diagram, a possible cut is
denoted by the thick dashed line. The solid gray lines denote the part of the slices
that is cut off in this procedure. However, setting a timelike boundary introduces
two extra problems: one of them is that the extraction of the radiation signals can
no longer be performed at infinity, where the global quantities are defined, so that
the calculation of the waveform at an finite distance from the source will necessarily
incorporate some error; the other problem is the treatment of the boundary. In a
numerical implementation, extra points outside of the integration domain have to
be filled in according to given boundary conditions to evaluate the derivatives, see
section 6.3. This transforms the problem into an initial boundary value problem,
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whose boundary conditions are very difficult to specify properly: they have to allow
radiation to leave the domain, preserve the constraints and not ruin the numer-
ical stability of the system, among other requirements. Regarding the extraction
at a finite radius, the accuracy of the extracted signals has been widely studied
[130, 127, 128, 149]: even if some of the methods come quite close to the expected
values, there is a systematic error that cannot be estimated by convergence tests.
A possible way around the timelike boundary would be the compactification of the
spacelike slices. Nevertheless, this takes us to the second problem: as radiation
approaches spacelike infinity i0, its speed tends to zero and the waves start to pile
up. In a numerical simulation with limited resolution, at some point the waves
will not be resolved anymore, causing a loss of accuracy and even instabilities in
the simulation. Radiation should be naturally measured at future null infinity (I +)
[71], as it also corresponds to the appropriate idealization of gravitational observers.
A possibility to overcome this problem is to extrapolate to I +, e.g. as in [45].
This is done by extracting the wave signal at various radii, either along a series
of concentric spheres or along an outgoing null ray, and using it to calculate the
radiation signal at future null infinity.
b) Characteristic slices: here the solid lines show outgoing null or characteristic slices,
the paths followed by light rays that leave the spacetime. Ingoing null slices would
be represented by straight lines perpendicular to the solid ones. Expressed in null
coordinates the equations simplify significantly and compactified outgoing charac-
teristic slices are well suited for GW extraction, as they reach I +. However, the
coordinates are not flexible and if the gravitational field in the interior part of the
spacetime becomes strong, they are likely to create caustics, where the generators
of the null geodesics become tangent. A treatment of caustics has been proposed
at the theoretical level [147] with views towards a numerical implementation [79],
although to my knowledge it has not been attempted yet. The idea is to include the
singularities that arise at the caustics as part of the evolution. For more details, see
e.g. [157].
c) Cauchy-Characteristic matching / extraction: in this case the solid lines that
represent the slices are a match between spacelike and null slices [30, 32], performed
at a timelike interface that is indicated by a thick dashed line. The interior of the
spacetime (where the source dynamics takes place) is described by Cauchy slices,
but the GW radiation emitted by the central system is tracked and extracted using
characteristic slices. The Cauchy data serve as an interior boundary to the charac-
teristic part and the characteristic data are used in the boundary conditions for the
interior Cauchy slices. The causal nature of the slice changes at the matching point.
Stability problems may arise in a numerical evolution due to the interpolation at
the interface between the interior Cartesian code (Cauchy part) and the exterior
spherical code (characteristic part).
Another approach that takes advantage of Cauchy and null slices is the Cauchy-
characteristic extraction [33, 31, 173]. Here the Cauchy evolution supplies data for
the inner boundary of the characteristic evolution, but the characteristic evolution
does not provide data for the boundary conditions of the Cauchy slices. This avoids
the instability problems present in the Cauchy-characteristic matching procedure
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and allows a radiation extraction free of finite radius approximations. However, the
Cauchy integration domain becomes smaller in time, because the part affected by
the boundary grows with time. This implies that a long evolution requires a large
initial Cauchy slice, which can become quite expensive computationally.
d) Hyperboloidal slices: hyperboloidal slices are spacelike slices that tend asymptot-
ically to null slices and reach I (while being spacelike). The solid line shows a
family of them. A property of hyperboloidal slices is that asymptotically the metric
that describes the system has constant non-vanishing curvature. More specifically,
the slices shown here have a constant trace of the extrinsic curvature and are called
constant mean curvature (CMC) slices. Hyperboloidal slices are spacelike slices and
thus do not have the coordinate problems that characteristic ones have, while also
allowing for an appropriate GW extraction. The boundary of the integration do-
main can be put either right on I + or in the unphysical extended region. As I +
is an ingoing null surface, no radiation can enter the integration domain from the
unphysical part. Numerically this is not completely true, as numerical modes with
superluminal speeds may indeed enter through I +, but their effect is expected to
converge away with resolution. Unlike the Cauchy problem, which is global in the
sense that a single slice determines the entire spacetime, the hyperboloidal one is
semi-global, because a slice intersecting I + can only predict the future, not its past.
Hyperboloidal foliations are especially interesting and convenient compared to the
other possible foliation options. They have the ideal asymptotic behaviour, reaching future
null infinity and allowing for an unambiguous radiation extraction; the propagation speed
of the radiation is always finite; the causal character of the foliation does not change, the
slice is always smooth and spacelike and thus as flexible as a Cauchy slice. The numerical
implementation of the problem poses however several difficulties, such as the treatment
of the divergent terms, thus making it a challenging problem that motivates the work
contained in this thesis.
1.4 Ingredients for the hyperboloidal approach
Behaviour of I +
In the numerical setup the location ofI + is given by Ω = 0. For this reason, an important
point in the implementation is the behaviour of the conformal factor Ω in time, which
we can choose. It can be evolved in time with the rest of evolution variables, so that the
position of I + will move in the integration domain, or its prescribed value can be kept
fixed in time.
The asymptotically flat case of (1.14) implies that future null infinity is an ingoing null
surface. When evolved in time, the physical domain to the left of I + will become smaller
in time, as if it was moving outwards through I + at the speed of light. In a numerical
simulation this translates to a loss of resolution, because the number of grid-points in the
integration domain decreases with the iterations.
A simple solution is to fix the position of I + in the numerical grid, where an especially
interesting choice is to make it coincide with the outer boundary of the integration domain.
This can be achieved using a scri-fixing gauge [70], which is obtained by imposing certain
conditions onto the gauge variables.
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Bondi coordinates
Null infinity is a shear-free null hypersurface. It can also be made expansion free by
satisfying the preferred conformal gauge condition (4.16). The most convenient gauge at
null infinity is to choose Bondi coordinates, because they correspond to inertial observers.
If the time vector flows along I + and the preferred conformal gauge is satisfied, the
null generators of I + are geodesic and their affine parameter can be identified with the
Bondi time, the only type of time coordinate which will not deform the signal.
1.5 Brief history of the hyperboloidal initial value
problem from a numerical perspective
Taking Penrose’s idea [124, 125] as a starting point, Friedrich pioneered the work on the
conformal extended spacetime [75]. Starting from (1.13) he derived the Conformal Field
Equations (CFEs) and showed that their solution for the conformally rescaled metric g¯ab
on the conformal extension M¯ transforms to a solution of the physical metric g˜ab on the
physical spacetime M˜. Imposing general gauge conditions to obtain the reduced system
of the CFEs, the regularity of the equations could be manifestly shown; it was found that
I + is smooth during evolution provided that the initial data on the hyperboloidal slice
are smooth [77, 78]. The final system of equations includes about 60 component equations
in total, more than usually solved by conventional codes.
The CFEs have been first tested numerically in a metric-based formulation by Hu¨bner:
in spherical symmetry [97] and in a more general three-dimensional framework [94, 93, 96,
95]. The simulations by Hu¨bner had a small initial perturbation amplitude, so that Husa
[99] studied the system for larger amplitudes. It was found that the equations were prone
to continuum instabilities [103, 100]. Another numerical approach by Frauendiener [69,
70, 71] took the form of a tetrad formalism, where a tetrad and its connection coefficients
were used as variables. These simulations were performed in axisymmetry.
An alternative approach was taken by Zenginog˘lu [171, 169, 170, 172], who implemen-
ted a free evolution in spherical symmetry using the generalized harmonic formulation.
The conformal factor Ω was chosen to be time independent and the coordinate gauge sat-
isfied the preferred conformal gauge condition (4.16), that imposes Bondi coordinates at
I +. Preliminary results for Schwarzschild in spherical symmetry, as well as the detailed
implementation that lead to them, are found in chapter 2 of [168]. This approach has also
become the standard method for solving the Teukolsky equation [167, 90].
Regarding a constrained evolution, appropriate conditions for regularity at I + and in-
dications on how to solve the conformal constraint equations are given in [14]. A numerical
implementation of the hyperboloidal initial value problem, using a partially constrained
evolution scheme (solving a constraint for the conformal factor at every time-step), was
performed by Rinne and Moncrief [131, 132]. The resulting axisymmetric code allowed
the calculation of the outgoing radiation field at I +.
Another approach based on the tetrad formalism was suggested by Bardeen, Sarbach
and Buchman [24]. It consists of a first order constrained hyperbolic system with the
connection coefficients as evolution variables.
Efforts on hyperboloidal initial data have been performed in spherically and axially
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symmetric spacetimes in [139], and as hyperboloidal Bowen-York initial data in [53].
1.6 The approach of this work
Here we will mainly follow Zenginog˘lu using a time-independent conformal factor Ω and
a free (unconstrained) evolution. A considerable difference to the Conformal Field Equa-
tion’s approach is that here we will first set our conformal and coordinate gauges (scri-
fixing and gauge evolution equations with appropriate source functions) and then make
sure that the resulting set of equations is regular. 3+1 decomposed formulations of the
Einstein equations, namely the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) [141, 27]
and Z4 [35, 36] formalisms, are chosen with the aim of testing the hyperboloidal initial
value problem with a setup commonly used in current numerical codes. A description
of the approach used and the results obtained, that will be extensively explained in this
thesis, are presented in [154, 153].
A sensible starting point is to test the system in spherical symmetry. Expressing
the equations in spherical coordinates simplifies them drastically, makes their numer-
ical implementation quite simple (a one-dimensional spatial grid evolved in time) and
the resulting code provides results much faster than a three-dimensional one. In spite
of the simplifications, the critical part embodied in the regularization of the radial co-
ordinate is maintained even when imposing spherical symmetry, so that the methods and
results from the spherically symmetric case are expected to also apply to the full three-
dimensional case, at least to some degree. Besides being a first step towards solving the
three-dimensional problem and so allowing to extract the GWs signal at null infinity, the
spherically symmetric approach can also provide results for other interesting aspects of
gravity, such as the collapse of scalar fields into BHs, perturbations of single BHs, which
can be either Schwarzschild or Reissner-Nordstro¨m BHs, etc.
1.7 Outline of the thesis
The thesis is structured as follows: in chapter 2 I will review the derivation of the 3+1
decomposed formulation of the Einstein equations including the divergent terms at null
infinity, then transform them into their Generalized BSSN (GBSSN) and Z4 conformal
(Z4c) formulations, which are commonly used in current numerical simulations, and finally
present the spherically symmetric reduction that will be implemented. Chapter 3 is
devoted to describing the calculation of appropriate initial data, as well as the study
of hyperboloidal foliations in spacetimes including a spherically symmetric BH. A very
important ingredient are the gauge conditions, which play a critical role in the simulations
and require special adjustment and tuning to obtain well-behaved numerical evolutions;
they are discussed in chapter 4. In chapter 5 I present the conditions that the equations
have to satisfy at the continuum level to result in a well-behaved evolution, as well as the
regularity conditions that have to hold at null infinity. Chapter 6 describes the numerical
implementation in the code. The main experiments performed are explained in chapter
7 and the results obtained are presented in chapter 8. A discussion of the achieved goals
and future prospects of this work follow in chapter 9. The expressions used to construct
the Penrose diagrams are included in appendix A.
Chapter 2
Initial value formulation
We will adopt the abstract index notation for the derivations in this chapter. Ab-
stract tensor indices will be denoted by a, b, c, ..., four-dimensional tensor components
by µ, ν, σ, ... and three-dimensional tensor components by i, j, k, ... . Most of the algebraic
derivations were performed using the Mathematica package xAct [113].
2.1 Conformally rescaled equations
The Einstein equations written in terms of the rescaled metric g¯ab = Ω
2g˜ab (1.3) have
already been presented in section 1.2.3 as (1.13). In this work we will restrict to the
case of a vanishing cosmological constant Λ = 0. We will derive the equations for our
initial value problem within the Z4 formalism [35, 36]. More specifically we will derive
the conformally rescaled equations starting from the Einstein equations for the physical
metric g˜ab:
G[g˜]ab + 2∇˜(aZ¯b) − g˜ab∇˜cZ¯c − κ1
(
2 n˜(aZ¯b) + κ2 g˜ab n˜
cZ¯c
)
= 8piT [g˜]ab. (2.1)
Here again G[g˜]ab = R[g˜]ab− 12 g˜abR[g˜] is the Einstein tensor constructed from the physical
metric and T [g˜]ab is the stress-energy-momentum tensor. The extra dynamical quantity
Z¯a introduced in the Z4 formalism appears in the constraint propagation terms of the
Z4 formulation (second and third terms in (2.1)’s left-hand-side (LHS)) and its damping
terms [83] proportional to the timelike normal vector n˜a (with the parameters κ1 and κ2
chosen empirically). The Einstein equations are satisfied when the field Z¯a vanishes.
The vector n˜a is defined as the future-directed normal to a three-dimensional spacelike
hypersurface Σ˜t labeled with a constant value of the parameter t (that will be interpreted
as the time). The normal vector n˜a is such that n˜an˜a = −1 is satisfied (it is a timelike
unit vector). Under the conformal rescaling for the metric (1.3) the unit normal vector
transforms as:
n¯a =
n˜a
Ω
and n¯a = Ω n˜a. (2.2)
A conformal transformation leaves the orientation of the objects (and thus the causal
structure of the spacetime) invariant, so that n¯a continues to be perpendicular to the now
transformed hypersurface Σ¯t and the transformations in (2.2) are set in such a way that
n¯an¯a = −1 is satisfied.
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The transformation of the Ricci tensor due to the conformal rescaling of the metric is
(see a standard textbook like [155])
R[g˜]ab = R[g¯]ab +
1
Ω
(2∇¯a∇¯bΩ + g¯ab¯Ω)− 3
Ω2
g¯ab(∇¯cΩ)(∇¯cΩ). (2.3)
It is calculated by means of the transformation of the connection, which is also shown
here for completeness:
Γ˜cab = Γ¯
c
ab −
1
Ω
(
δca∇¯bΩ + δcb∇¯aΩ− g¯abg¯cd∇¯dΩ
)
. (2.4)
Under the conformal rescalings of the metric and the normal unit vector the Einstein
equations become
G[g˜]ab + 2∇¯(aZ¯b)− g¯ab∇¯cZ¯c + 4
Ω
Z¯(a∇¯b)Ω− κ1
Ω
(
2 n¯(aZ¯b) + κ2 g¯ab n¯
cZ¯c
)
= 8piT [ g¯
Ω2
]ab, (2.5)
where the physical metric appearing in the stress-energy tensor is expressed in terms of
the rescaled one, g¯ab, and all indices are raised and lowered with the conformal metric g¯ab,
whose covariant derivative is denoted by ∇¯ and ¯ ≡ g¯ab∇¯a∇¯b. The Einstein tensor of the
physical metric, G[g˜]ab, is related to that of the conformal metric, G[g¯]ab, as
G[g˜]ab = G[g¯]ab +
2
Ω
(∇¯a∇¯bΩ− g¯ab¯Ω) + 3
Ω2
g¯ab(∇¯cΩ)(∇¯cΩ). (2.6)
By setting Z¯a to zero the two previous equations reduce to (1.13) with vanishing cosmo-
logical constant.
The Z4 quantities were introduced in the physical Einstein equations (2.1), but adding
them at the level of the conformal metric equations is in principle also feasible. In this
case, (2.5) would look like
G[g˜]ab + 2∇¯(aZ¯b) − g¯ab∇¯cZ¯c − κ1
(
2 n¯(aZ¯b) + κ2 g¯ab n¯
cZ¯c
)
= 8piT [ g¯
Ω2
]ab. (2.7)
There are no divergent conformal factor terms multiplying the Z4 variable. Although
this last expression could a priori be expected to present better stability properties than
(2.5), the divergent damping terms appearing in (2.5) actually play a decisive role in
controlling the continuum instabilities that arise in the equations. This will be explained
in subsection 7.3.3.
2.2 3+1 decomposition
2.2.1 3+1 foliations
We will now slice the conformally compactified spacetime into three-dimensional spacelike
hypersurfaces following the common procedure. The normal to the spacelike hypersurfaces
Σ¯t, defined by a constant value of the parameter t, was introduced in (2.2). It is expressed
in terms of the parameter t as a future pointing vector:
n¯a = −α∇¯at or equivalently n¯a = −αg¯ab∇¯bt. (2.8)
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The scalar quantity α is called the lapse function and satisfies α = (−g¯ab∇¯at∇¯bt)−1/2.
It can be interpreted as the proper time elapsed between the hypersurfaces as seen by an
observer moving along the normal direction (dτ = αdt).
The change of coordinates between two hypersurfaces Σ¯t and Σ¯t+dt can be expressed as
xit+dt = x
i
t − βidt. The three components of a vector βi control the change in coordinates
in the three spatial dimensions from one spacelike hypersurface to the next and belong to
the vector βµ = (0, βi)T , called the shift vector. The shift vector is spacelike, so that it is
orthogonal to the timelike normal: n¯aβ
a = 0.
The time vector ta is defined in terms
Σt
Σt+dt
A (xi)
B (xi + dxi)dτ = αdt
dxi = βidt
αna
βa
Figure 2.1: Two spacelike slices Σt and Σt+dt
and the change in the coordinates between
the points A and B. Neither tildes nor over-
bars are added to the symbols, as this de-
composition is valid both in the physical (de-
noted by tildes) and in the conformal (de-
noted by overbars) pictures.
of the previous quantities as:
ta = αn¯a + βa. (2.9)
It is tangential to the time lines, the lines
with constant spatial coordinates. In gen-
eral ta 6= ∇¯at, because the previous rela-
tion and (2.8) yield ta = −α2∇¯at+βa (with
βa = g¯abβ
b). Using the definitions of ta and
n¯a we obtain that t
a∇¯at = 1, which means
that ta is a basis vector and ∇¯at is a basis
covector.
The interpretation of (2.9) is that the
evolution from one slice Σ¯t to the next one
is determined by the lapse and the shift:
The first determines the proper time along
the vector n¯a and the second regulates how
spatial coordinates are shifted with respect
to the normal vector.
2.2.2 3+1 decomposition of the variables
The tensors that appear in the equations are projected perpendicular to the spacelike
surfaces or tangential to them. To project them perpendicular to Σ¯t (that is, parallel to
n¯a), the tensor has to be contracted with n¯a. The projection tangential to Σ¯t (normal to
n¯a) is performed using the projection operator
⊥¯ab ≡ δab + n¯an¯b (2.10)
to contract the quantities. To illustrate the 3+1 projection procedure, the decomposition
of a tensor Ta
b is given by
Ta
b = δcaδ
b
dTc
d = (⊥¯ca − n¯an¯c)(⊥¯bd − n¯dn¯b)Tc d
= ⊥¯ca⊥¯bdTc d − ⊥¯can¯dn¯bTc d − ⊥¯bdn¯an¯cTc d + n¯an¯cn¯dn¯bTc d. (2.11)
The first term in (2.11)’s right-hand-side (RHS) is the tangential term and the last one
is the normal term, while the other two terms are mixed. Each index of the tensor has to
be projected.
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Metric
The result of applying the projection operator to the metric ⊥¯ca⊥¯db g¯cd ≡ γ¯ab gives a space-
like projection of the metric γ¯ab, induced on Σ¯t from the four-dimensional metric g¯ab. The
relation between the original metric and the spacelike projected one is
γ¯ab ≡ g¯ab + n¯an¯b, (2.12)
where we used the relation n¯a γ¯ab = 0, which holds because γ¯ab is spacelike.
The three dimensional space on the spacelike hypersurface Σ¯t can be described using
the three dimensional spatial part of γ¯ab, that will be denoted by γ¯ab:
dl2 = γ¯ijdx
idxj. (2.13)
Note that γ¯ab is not the inverse of the projected metric γ¯ab. Their relation is
γ¯acγ¯cb = g¯
acγ¯cb = γ¯
a
b ≡ ⊥¯ab = δab + n¯an¯b. (2.14)
The spacelike four-dimensional metric γ¯ab and γ¯ab can be considered as the projection
operator with indices raised or lowered with the four-dimensional metric g¯ab.
The components of g¯ab are expressed in terms of α, β
i and γ¯ij for its decomposition.
For this, each of its components has to be determined. They are given by g¯µν = g¯abe
a
µe
b
ν as
follows, where the relations n¯an¯a = −1, βan¯a = 0, βµ = (0, βi)T , n¯a⊥¯ai = 0 and βa⊥¯ai = βi
have been used:
g¯00 = g¯abe
a
0e
b
0 = g¯abt
atb = tata = (αn¯
a + βa)(αn¯a + βa) = −α2 + βkβk, (2.15a)
g¯0j = g¯abe
a
0e
b
j = g¯abt
aebj = tbe
b
j = (αn¯b + βb)⊥¯bj = βb⊥¯bj = βj, (2.15b)
g¯i0 = g¯abe
a
i e
b
0 = ... = βi, (2.15c)
g¯ij = g¯abe
a
i e
b
j = g¯ab⊥¯ai ⊥¯bj = γ¯ij. (2.15d)
The four dimensional metric g¯ab and its inverse can be written as
g¯µν =
( −α2 + βkβk βj
βi γ¯ij
)
and g¯µν =
1
α2
( −1 βj
βi α2γ¯ij − βiβj
)
. (2.16)
Using (2.12) and the fact that now the normal timelike vector in components takes the
form n¯µ = (−α, 0) and n¯µ = 1α(1,−βi)T , the spacelike projection γ¯ab and inverse are given
by
γ¯µν =
(
βkβ
k βj
βi γ¯ij
)
and γ¯µν =
(
0 0
0 γ¯ij
)
. (2.17)
The line element now takes the form
ds¯2 =
(−α2 + βiβi) dt2 + 2βidtdxi + γ¯ijdxidxj. (2.18)
The index of the three-dimensional shift vector has to be lowered with the three-dimensional
spatial metric βi ≡ γ¯ijβj.
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Extrinsic curvature
The Einstein equations contain second derivatives of the metric, so that second order
derivatives in time will appear in the decomposition. To express them as a first order in
time system a new variable has to be introduced: the extrinsic curvature K¯ab is defined
as
K¯ab ≡ −⊥¯ca∇¯cnb = −(∇¯an¯b + n¯an¯c∇¯cn¯b). (2.19)
It is a purely spacelike and symmetric tensor that describes the curvature of the spacelike
hypersurface Σ¯t with respect to its embedding in the four-dimensional spacetime. The
sign convention is the common one in Numerical Relativity, opposite to the one used in
[155].
The extrinsic curvature K¯ab can also be expressed using the Lie derivative along the
normal direction Ln¯:
Ln¯γ¯ab = n¯c∇¯cγ¯ab + γ¯ac∇¯bn¯c + γ¯cb∇¯an¯c = ... = γ¯ca∇¯cn¯b + γ¯cb∇¯cn¯a = −2K¯ab. (2.20)
Here the relations n¯a∇¯bn¯a = 0, ∇¯cg¯ab = 0 and the symmetry property of K¯ab have been
used. The extrinsic curvature can now be expressed in terms of the spacelike projection
of the metric:
K¯ab = −1
2
Ln¯γ¯ab. (2.21)
2.2.3 3+1 decomposition of the equations
The spacelike equivalent to the covariant derivative ∇¯a that acts on spatial tensors is
the “projected” covariant derivative D¯a ≡ ⊥¯ba∇¯b. The projection operator ⊥¯ba has to
be applied to all the indices in the expression, not just ∇¯a. The new three-dimensional
spatial covariant derivative applied to the three-dimensional spacial metric vanishes:
D¯kγ¯ij = 0. (2.22)
Decomposition of the Riemann tensor
An intermediate step to decomposing the Einstein equations in (2.5) is the decompos-
ition of the four-dimensional Riemann tensor R[g¯]abcd. We perform three independent
projections:
• Full projection onto the spacelike hypersurface Σ¯t - Gauss-Codazzi equation:
⊥¯ea⊥¯fb ⊥¯gc⊥¯hdR[g¯]efgh = R[γ¯]abcd + K¯ac K¯bd − K¯ad K¯bc. (2.23)
• Projection onto Σ¯t of the Riemann tensor contracted once with the normal vector -
Codazzi-Mainardi equations:
⊥¯ea⊥¯fb ⊥¯gc n¯dR[g¯]efgd = D¯b K¯ac − D¯a K¯bc. (2.24)
• Projection onto Σ¯t of the Riemann tensor contracted twice with the normal vector
- Ricci equations:
⊥¯ea⊥¯fc n¯bn¯dR[g¯]ebfd = Ln¯ K¯ac +
1
α
D¯aD¯cα + K¯ad K¯
d
c . (2.25)
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The Riemann tensor R[g¯]abc
d is a function of the spacetime metric g¯ab, whereas the
“induced” Riemann tensor R[γ¯]abc
d that describes Σ¯t’s curvature is expressed in terms of
the projected metric γ¯ij.
Derivation of the 3+1 equations
The following relations will be used in the decomposition of the Einstein equations:
⊥¯ac⊥¯bdR[g¯]abcd = R[g¯] + 2n¯an¯bR[g¯]ab = 2n¯an¯bG[g¯]ab, (2.26a)
⊥¯abn¯cR[g¯]bc = ⊥¯abn¯cG[g¯]bc, (2.26b)
where R[g¯]ab and R[g¯] are the four dimensional Ricci tensor and scalar and G[g¯]ab is the
four dimensional Einstein tensor G[g¯]ab = R[g¯]ab− 12 g¯abR[g¯], all of them expressed in terms
of the conformal metric g¯ab.
Contracting the Gauss-Codazzi equation (2.23) twice (using ⊥¯ab ≡ γ¯ab) we find that
⊥¯ac⊥¯bdR[g¯]abcd = R[γ¯] + K¯2 − K¯abK¯ab, (2.27)
where K¯ ≡ K¯aa the trace of the extrinsic curvature tensor. Substituting (2.26a) gives
2n¯an¯bG[g¯]ab = R[γ¯] + K¯
2 − K¯abK¯ab. (2.28)
Finally we use the Einstein equations for the conformal metric ((2.5) and (2.6))
R[γ¯] + K¯2 − K¯abK¯ab
+
4
(
γ¯abD¯aD¯bΩ + K¯Ln¯Ω
)
Ω
+
6
[
(Ln¯Ω)2 − γ¯ab(D¯aΩ)(D¯bΩ)
]
Ω2
−2K¯Θ + 2D¯aZa − 2Z
aD¯aα
α
− 2κ1 (2 + κ2) Θ
Ω
− 2Ln¯Θ− 8ΘLn¯Ω
Ω
= 16piρ. (2.29)
The scalar quantity ρ denotes the local energy density as measured by observers following
the normal trajectories to the spacelike hypersurfaces and is defined as ρ ≡ n¯an¯bT [g¯]ab.
The variables Θ and Za are introduced as the projections of Z¯a along the normal and
tangential directions to Σ¯t respectively. The decomposition of the Z4 quantity is thus
Z¯a = Za + n¯aΘ, where Θ = −n¯aZ¯a and Za = ⊥¯baZ¯b.
From the Codazzi-Mainardi equations (2.24) and using (2.26b) one obtains
⊥¯abn¯cG[g¯]bc = ⊥¯abn¯cR[g¯]bc = D¯aK¯ − D¯bK¯ab. (2.30)
Substituting the field equations and writing Ja ≡ −⊥¯abn¯cT [g¯]bc for the momentum density
measured along the normal direction gives
D¯bK¯
ab − D¯aK¯
−2
[
K¯abD¯bΩ + γ¯
abD¯b(Ln¯Ω)
]
Ω
− 2K¯abZb − κ1Z
a
Ω
+γ¯abD¯bΘ− γ¯
abΘD¯bα
α
+
2γ¯abΘD¯bΩ
Ω
− γ¯abLn¯Zb − 2Z
aLn¯Ω
Ω
= 8piJa. (2.31)
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Contracting only once the Gauss-Codazzi equation yields the following relation:
⊥¯da⊥¯fb (R[g¯]df + n¯cn¯eR[g¯]cdef ) = R[γ¯]ab + K¯K¯ab − K¯acK¯cb . (2.32)
The second term in its LHS can be substituted by the Ricci equations (2.25), while the
first one appears in the projection of the Einstein equations written in terms of the Ricci
tensor, which is
⊥¯ca⊥¯dbR[g¯]cd = ⊥¯ca⊥¯db
[
8pi
(
T [g¯]cd − 12 g¯cdg¯efT [g¯]ef
)
−
(
2∇¯a∇¯bΩ + g¯ab¯Ω
Ω
− 3g¯ab(∇¯cΩ)(∇¯
cΩ)
Ω2
)
−
(
2∇¯(aZ¯b) +
4Z¯(a∇¯b)Ω
Ω
− 2g¯abZ¯
c∇¯cΩ
Ω
− κ1
(
2 n¯(aZ¯b) − (1 + κ2)g¯ab n¯cZ¯c
)
Ω
)]
.(2.33)
Performing these substitutions and introducing a new variable Sab ≡ ⊥¯ca⊥¯dbT [g¯]cd as
the spatial stress tensor (S ≡ Sa a), an evolution equation for the extrinsic curvature can
be derived:
Ln¯K¯ab = − 1
α
D¯aD¯bα +R[γ¯]− 2K¯acK¯cb + K¯ab(K¯ − 2Θ) + 2D¯(aZb) −
κ1(1 + κ2)γ¯abΘ
Ω
+
3γ¯ab
[
(∂⊥Ω)2 − α2D¯cΩD¯cΩ
]
α2Ω2
+
4Z(aD¯b)Ω
Ω
+
2D¯bD¯aΩ
Ω
− 2γ¯abZ
cD¯cΩ
Ω
+
γ¯abD¯
cαD¯cΩ
αΩ
+
γ¯ab4¯Ω
Ω
+
2K¯abLn¯Ω
Ω
+
γ¯ab(K¯ − 2Θ)Ln¯Ω
Ω
− γ¯abLn¯Ln¯Ω
Ω
+4pi[γ¯ab(S − ρ)− 2Sab]. (2.34)
Decomposed evolution and constraint equations
Even if the induced quantities on the spacelike hypersurface Σ¯t are four-dimensional,
the information is encoded exclusively in their spatial components. This means that in
the adapted coordinate system that has been chosen, we do not need to consider the
timelike components. From now on the indices in the equations will thus only cover the
three spatial coordinates. The Lie derivative along the normal direction Ln can also be
expressed in adapted coordinates as Ln¯ ≡ 1α∂⊥, with ∂⊥ = ∂t−Lβ. The three-dimensional
spatial metric γ¯ab is used to raise and lower indices, and we use the notation 4¯ ≡ γ¯abD¯aD¯b.
Using (2.21) as evolution equation for the physical metric and solving (2.29), (2.31)
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and (2.34) for ∂⊥Θ, ∂⊥Za and ∂⊥K¯ab respectively, the equations of motion are finally
∂⊥γ¯ab = −2αK¯ab, (2.35a)
∂⊥K¯ab = α
[
R[γ¯]ab − 2K¯caK¯bc + K¯ab(K¯ − 2CZ4cΘ) + 2D¯(aZb) −
κ1(1 + κ2)γ¯abΘ
Ω
]
− D¯bD¯aα
+
3γ¯ab
[
(∂⊥Ω)2 − α2D¯cΩD¯cΩ
]
αΩ2
+
4αZ(aD¯b)Ω
Ω
+
2αD¯bD¯aΩ
Ω
− 2αγ¯abZ
cD¯cΩ
Ω
+
γ¯abD¯
cαD¯cΩ
Ω
+
αγ¯ab4¯Ω
Ω
+
2K¯ab∂⊥Ω
Ω
+
γ¯ab(K¯ − 2CZ4cΘ)∂⊥Ω
Ω
+
γ¯ab∂⊥α∂⊥Ω
α2Ω
− γ¯ab∂⊥∂⊥Ω
αΩ
+ 4piα
[
γ¯ab(S − ρ)− 2S¯ab
]
, (2.35b)
∂⊥Θ =
α
2
[
R[γ¯]− K¯abK¯ab + K¯(K¯ − 2CZ4cΘ) + 2D¯aZa − 2κ1(2 + κ2)Θ
Ω
]
− CZ4cZaD¯aα
+
3
[
(∂⊥Ω)2 − α2D¯aΩD¯aΩ
]
αΩ2
+
2α4¯Ω
Ω
+
2(K¯ − 2CZ4cΘ)∂⊥Ω
Ω
− 8piαρ, (2.35c)
∂⊥Za = α
[
D¯bK¯
b
a − D¯aK¯ + D¯aΘ− 2K¯abZb −
κ1Za
Ω
]
− CZ4cΘD¯aα+ 2αΘD¯aΩ
Ω
−2D¯a∂⊥Ω
Ω
− 2αK¯a
bD¯bΩ
Ω
− 2Za∂⊥Ω
Ω
+
2D¯aα∂⊥Ω
αΩ
− 8piαJa, (2.35d)
while the Hamiltonian and momentum constraints are given by
H = R[γ¯]− K¯abK¯ab + K¯2 +
6
[
(∂⊥Ω)2 − α2D¯aΩD¯aΩ
]
α2Ω2
+
44¯Ω
Ω
+
4K¯∂⊥Ω
αΩ
− 16piρ, (2.36a)
Ma = D¯bK¯ab − γ¯abD¯bK¯ − 2K¯
abD¯bΩ
Ω
− 2γ¯
abD¯b∂⊥Ω
αΩ
+
2γ¯abD¯bα∂⊥Ω
α2Ω
− 8piJa. (2.36b)
The evolution equations of the Z4 variables can also be expressed as
∂⊥Θ =
α
2
[
H− 2CZ4cK¯Θ + 2D¯aZa − 2κ1(2 + κ2)Θ
Ω
]
− CZ4cZaD¯aα− 4CZ4cΘ∂⊥Ω
Ω
, (2.37a)
∂⊥Za = α
[
Ma + D¯aΘ− 2K¯abZb − κ1Za
Ω
]
− CZ4cΘD¯aα+ 2αΘD¯aΩ
Ω
− 2Za∂⊥Ω
Ω
, (2.37b)
where the dependence on the constraints has been explicitly written.
Dropping the conformal factor terms and the Z4 terms, the equations (2.35a), (2.35b),
(2.36a) and (2.36b) are the Arnowitt–Deser–Misner (ADM) equations [19], specifically
in the form obtained by York [163]. In the original ADM formulation a multiple of the
Hamiltonian constraint appears in (2.35b)’s RHS.
The coefficient CZ4c is introduced to label the Z4 non-damping non-principal-part that
are treated differently in variations of the Z4 formulation. For CZ4c = 0 those terms are
dropped in an equivalent way as done in the Z4 conformal (Z4c) formulation [28, 156],
while for CZ4c = 1 all Z4 terms are kept as in the conformal and covariant Z4 (CCZ4)
formulation [13].
2.2.4 Relation between physical and conformal quantities
The 3+1 decomposition just performed is formally the same in the conformal and in the
physical picture. The physical extrinsic curvature ˜¯Kab can also be expressed in terms of
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the physical projected metric metric ˜¯γab as
˜¯Kab = −12Ln˜ ˜¯γab = − 12α˜∂⊥ ˜¯γab or equivalently ˜¯Kab = − ˜¯⊥ca ∇˜cn˜b. (2.38)
Using the transformation from the physical to the conformal metric (1.3) and (2.21), the
relation between the physical and conformal extrinsic curvatures and their traces ˜¯K = ˜¯Kaa
can be found.
A list of the transformations between the conformal and physical (denoted by a tilde)
versions of the most relevant quantities presented so far is
g¯ab = Ω
2g˜ab ↔ g˜ab = g¯ab
Ω2
, (2.39a)
γ¯ab = Ω
2 ˜¯γab ↔ ˜¯γab = γ¯ab
Ω2
, (2.39b)
α = Ωα˜ ↔ α˜ = α
Ω
, (2.39c)
K¯ab = Ω
˜¯Kab −
˜¯γab∂⊥Ω
α˜
↔ ˜¯Kab = 1
Ω
K¯ab +
γ¯ab
α
∂⊥Ω
Ω2
, (2.39d)
K¯ =
˜¯K
Ω
− 3∂⊥Ω
α˜Ω2
↔ ˜¯K = ΩK¯ + 3∂⊥Ω
α
, (2.39e)
Θ =
Θ˜
Ω
↔ Θ˜ = ΩΘ. (2.39f)
Note that the shift vector βa does not change under the conformal rescaling.
2.3 Generalized BSSN and conformal Z4
The 3+1 decomposition just performed yields the ADM-York equations (+Z4 terms).
In general, the numerical implementation of the ADM equations in unconstrained form
behaves badly due to the fact that their initial value problem is not well-posed [106] in
absence of spherical symmetry. They can however be used as a starting point to derive
some well-posed formulations of the Einstein equations. The aim of the work presented
here is to test a numerical implementation of the hyperboloidal initial value problem
in spherical symmetry using common techniques. For this purpose we will choose two
formulations with well-posed initial value problem widely used in numerical codes. The
reason for implementing two different formulations is that, when the numerical simulations
are unstable, they can provide information about these instabilities from two different
sides, helping to understand how they are originated and what can be done to cure them.
The mentioned formulations are the Baumgarte-Shapiro-Shibata-Nakamura (BSSN)
equations [141, 27], also called BSSNOK for the first formulation [118] by Nakamura, Oo-
hara and Kojima, and the Z4 formalism [35, 36]. A useful feature of the BSSN formulation
is that the spatial metric is split off into a conformal factor and the remaining metric part.
This has also been introduced in some versions of Z4, like the Z4c formulation [28, 156]
or the CCZ4 system [13].
In the traditional BSSN formulation, the determinant γ of the conformal metric γab,
defined in (2.41), is assumed to be unity. This is appropriate in the case of Cartesian
coordinates, but it is incompatible with coordinates adapted to spherical symmetry. The
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Generalized BSSN (GBSSN) [49, 50] formalism does not impose this restriction on the
determinant of the conformal metric and is thus very useful for spherically symmetric
simulations.
The formulations of the Einstein equations that will be used for the numerical work
presented here are the GBSSN system and the Z4c system, expressed in such a way that
on can easily switch between one an the other when performing the simulations. We will
now proceed to the derivation of these formulations, starting from (2.35) and (2.36).
2.3.1 Formulation and variables
The GBSSN and conformal Z4 systems evolve a conformally rescaled version of the spa-
tial quantities. This spatial rescaling introduces a conformal factor χ, a scalar quantity
that can be expressed in terms of the determinants of the spatial metric γ¯ and of the
conformally rescaled spatial metric γ as
χ =
(
γ
γ¯
) 1
3
. (2.40)
Instead of χ, the spatial conformal factor can also be expressed using the variables ϕ,
related as ϕ = −1
4
lnχ and χ = e−4ϕ, or ψ, with ψ = χ−1/4 and χ = ψ−4. Given that the
determinants of the metric vary during evolution, the quantity χ is evolved with the rest
of evolution variables.
In this way a conformally rescaled spatial metric γab is defined by the rescaling of the
spatial metric γ¯ab (the induced spatial metric from the conformally compactified g¯ab) and
the spatial extrinsic curvature K¯ab defined in (2.21) is also conformally rescaled into a
new Kab in a similar way:
γab = χ γ¯ab and γ
ab =
γ¯ab
χ
, (2.41)
Kab = χ K¯ab and K
ab =
K¯ab
χ
. (2.42)
The rescaled extrinsic curvature tensor is divided into two parts, given by its trace K¯
and a trace-free tensor Aab: Kab = Aab +
1
3
γabK¯. The trace-free part is defined as
Aab = Kab − 1
3
γabK¯. (2.43)
The transformation rules of the introduced quantities are derived from the previous re-
lations: the trace of the extrinsic curvature is left unchanged by the spatial rescaling,
K¯ = K¯abγ¯
ab = Kabγ
ab, while the trace-free part transforms in the same way as the ex-
trinsic curvature itself: Aab = χ A¯ab, having defined A¯ab = K¯ab − 13 γ¯abK¯.
Introducing a new variable is required for hyperbolicity (see section 5.1). Doing so
will allow us to write the Ricci tensor in such a way that it resembles the “spatial part” of
the wave equation (the first term in the RHS of (2.54)). This variable is used in [50, 12]
and is defined as
∆Γa = Γa − Γˆa. (2.44)
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The quantity Γa was included in the original BSSN formulation [27] and is called the
conformal connection. It is a contraction of the Christoffel symbols Γabc constructed from
the conformal metric γab:
Γa = γbcΓabc = −
1√
γ
∂b
(√
γ γab
)
, (2.45)
Similarly, we define Γˆa = γbcΓˆabc, where Γˆ
a
bc is connection constructed from a time-
independent background metric γˆab. It is useful to make the value of γˆab’s components
coincide with those of a stationary solution of the spacetime. For instance, choosing the
flat metric in Cartesian coordinates gives Γˆabc = 0 and ∆Γ
a = Γa, like in the original BSSN
formulation.
An equivalent way of defining ∆Γa is with help of the quantity ∆Γabc:
∆Γa = γbc∆Γabc, where ∆Γ
a
bc = Γ
a
bc − Γˆabc. (2.46)
The actual variable that will be evolved by the equations is not ∆Γa but Λa, which
will substitute the Z4 quantity Za as evolution variable by
Λa = ∆Γa + 2γabZb. (2.47)
Optionally the trace of the extrinsic curvature K¯ can be mixed with the scalar Z4
variable Θ providing a new variable K, which is the approach we will take here for
similarity with the original BSSN formulation:
K = K¯ − 2Θ. (2.48)
2.3.2 Derivation of the equations
The starting point are the 3+1 decomposed equations (2.35) and (2.36). Common instruc-
tions for the derivation of all equations are the substitution of γ¯ab =
γ¯ab
χ
and its inverse, as
well as K¯ab =
1
χ
[
Aab +
1
3
γab(K + 2Θ
]
. The covariant derivatives D¯a associated to γ¯ab are
to be transformed to the derivatives Da associated with γab. Their transformation when
applied to a scalar quantity, e.g. α, is trivial: D¯aα ≡ Daα. When applied to tensors, the
difference between the connections associated to γ¯ab and to γab, given by the following
relation, has to be taken into account:
Γ¯abc = Γ
a
bc −
2δa(b∂c)χ− γadγbc∂dχ
2χ
. (2.49)
Some useful relations that relate the ADM quantities to the GBSSN ones are:
R[γ¯]ab = R[γ]ab +
DaDbχ+ γab 4 χ
2χ
− DaχDbχ+ 3γabD
cχDcχ
4χ2
, (2.50)
R¯[γ¯] = χR[γ] + 24 χ− 5D
aχDaχ
2χ
, (2.51)
D¯aD¯bα = DaDbα+
2D(aαDb)χ− γabDcαDcχ
2χ
, (2.52)
4¯α = χ4 α− 12DaαDaχ, 4¯Ω = χ4 Ω− 12DaΩDaχ, (2.53)
Similarly as before, 4 ≡ γabDaDb. The spatial conformal metric γab is used to raise and
lower indices for all quantities, except those of Za, J
a and Ma, which are moved with
γ¯ab =
γab
χ
and its inverse.
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Ricci tensor
The quantity ∆Γabc can be introduced in the equations by expressing the spatial Ricci
tensor related to γab in the following way [12, 50]
R[γ]ab = −1
2
γcdDˆcDˆdγab + γc(aDb)∆Γ
c − γcdγe(aR[γˆ]b)cde
+γcd
(
2∆Γec(a∆Γb)ed + ∆Γ
e
ac∆Γebd
)
, (2.54)
where ∆Γabc is defined in (2.46). The covariant derivative Dˆa is associated to the time-
independent background metric γˆab and thus relies on the connection functions Γˆ
a
bc. The
quantity R[γˆ]abcd is the Riemann tensor built from the background metric γˆab. The con-
traction of this Ricci tensor will be substituted in the Hamiltonian constraint (2.65a) (and
(2.68a)) and is given by
R[γ] = γabR[γˆ]ab = −1
2
γabγcdDˆcDˆdγab +Da∆Γ
a + γabγcd∆Γeac (2∆Γbed + ∆Γebd) . (2.55)
For the Ricci tensor and scalar in the evolution equations (2.64c) and (2.64f) (and
(2.66c) and (2.66f)) respectively, we will use the following expression and its contraction:
R[γ]ab + 2D(aZb) = −1
2
γcdDˆcDˆdγab + γc(aDb)Λ
c − γcdγe(aR[γˆ]b)cde
+γcd
(
2∆Γec(a∆Γb)ed + ∆Γ
e
ac∆Γebd
)
. (2.56)
The reason for this difference is that in this way the Za dependence is included in the
evolution variable Λa according to (2.47).
Evolution equations
• In the calculation of the evolution equation for χ (2.64a), the operator ∂⊥ is applied
to its definition in terms of (2.40). The equation of motion of the determinant of
the spatial metric γ¯ab is to be substituted with
∂⊥ ln γ¯ = −2αK¯. (2.57)
This expression is derived by contracting (2.35a) with γ¯ab and using the relation
γ¯ab∂⊥γ¯ab = ∂⊥ ln γ¯, valid for any metric and any derivative operator.
• For the evolution equation of the rescaled spatial metric γab (2.64b), the substitution
γ¯ab =
γab
χ
is performed in (2.35a). The just obtained evolution equation for χ has to
be inserted to obtain the equation for γab.
• We continue with the derivation of Θ’s equation of motion (2.64f). The transform-
ations to the conformal new quantities and covariant derivatives (using (2.49)) are
performed and relations (2.51) and (2.53) are used to obtain the final expression.
• In the case of K with final equation (2.64d), first the operator ∂⊥ has to be applied
to K¯ = γ¯abK¯ab. Then we use ∂⊥γ¯ab = −γ¯acγ¯bd∂⊥γ¯cd and substitute the evolution
equations for γ¯ab (2.35a) and for K¯ab (2.35b). This yields the evolution equation
Chapter 2. Initial value formulation 25
of the trace of the extrinsic curvature K¯. To obtain the final equation of motion
of K, defined in (2.48), the evolution equation of Θ has to be substituted. This
is equivalent to adding −αH and substituting the Hamiltonian constraint (2.36a).
Only expressing all derivatives in terms of Da using (2.49) and (2.53) is left.
• For the Aab equation (2.64c), ∂⊥ is applied to its definition (2.43) and ∂⊥χ, ∂⊥K¯ab
and ∂⊥K¯ (the last one has been computed as an intermediate step towards ∂⊥K)
are substituted. Relation (2.51) is used for the Ricci tensor and (2.52) is used on
D¯aD¯aα and equivalently on D¯aD¯aΩ as part of the transformation from D¯a to Da.
The notation with a superindex TF is introduced to present the equation in a more
compact way and means “trace-free”, so that for a given tensor Tab we would have
[Tab]
TF = Tab − 13γabγcdTcd.
• Obtaining the evolution equation for Λa is more complicated. From the definition
of ∆Γa (2.44) we can write
∂⊥(∆Γa) = ∂⊥Γa − ∂⊥Γˆa. (2.58)
To obtain the equation of motion for Γa we apply ∂⊥ to the second equality of
its definition (2.45). The resulting ∂⊥γab terms are substituted with the derived
evolution equation for the conformal metric (2.64b). After this calculation the
evolution equation for Γa is obtained:
∂⊥Γa = gbc∂b∂cβa − 1
3
Γa∂⊥ln g − 1
6
gab∂b∂⊥ln g − 2Aab∂bα
−2α (∂bAab + ΓcbcAab) . (2.59)
The first term appears because the variable Γa is a vector density with a weight.
Using the fact that the background metric γˆab is time-independent, we can write
the right term in (2.58)’s RHS as
∂⊥Γˆa = ∂t(γbcΓˆabc)− Lβ(γbcΓˆabc) = Γˆabc∂⊥γbc − γbcLβΓˆabc, (2.60)
Here we have used that ∂⊥ ≡ ∂t − Lβ, where Lβ is the Lie derivative along the
shift. The part ∂⊥γbc is substituted first with −γbdγce∂⊥γde and then using the
corresponding equation of motion.
The Lie derivative of Γˆabc in (2.60) is substituted using the following relation [12]
γbcDˆbDˆcβ
a = γbc∂b∂cβ
a + γbcLβΓˆabc + βdγbcR[γˆ]abcd. (2.61)
The expression of the evolution equation for ∆Γa is
∂⊥(∆Γa) = gbcDˆbDˆcβa − gbcR[γˆ]abcdβd − 1
3
∆Γa ∂⊥ ln g − 1
6
gab∂b∂⊥ ln g − 2Aab∂bα
−2α
(
∂bA
ab + ∆ΓcbcA
ab + ΓˆcbcA
ab + ΓˆabcA
bc
)
. (2.62)
The equation of motion of Za in terms of the new variables is obtained by simple
variable and derivative transformations. From Λa’s definition (2.47) we obtain:
∂⊥Λa = ∂⊥(∆Γa) + 2
(
γab∂⊥Zb − Zbγacγbd∂⊥γcd
)
, (2.63)
and only substituting the corresponding evolution equations is left.
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Constraint equations
To obtain the Hamiltonian constraint (2.65a) one has to write K¯ab in terms of Aab, K
and Θ, use (2.51) to substitute R[γ¯] and (2.53) for the Laplacian of Ω. The momentum
constraint (2.65b) is also obtained by simple variable substitution and derivative trans-
formation. The third constraint (2.65c) is the Z4 quantity Za, expressed in terms of Λ
a
and ∆Γa according to (2.47). Note that Za will appear in the final equations, but it is
not to be regarded as an evolution equation (it has been eliminated in terms of Λa) but
as a shortcut to be substituted by (2.65c).
2.3.3 GBSSN and Z4c formulation
Tensorial equations using the conformal K and conformal Θ
The evolution equations are
∂⊥χ = 23αχ(K + 2Θ) +
1
3χ∂⊥ ln γ, (2.64a)
∂⊥γab = −2Aabα+ 13γab∂⊥ ln γ, (2.64b)
∂⊥Aab =
[
αχ
(
R[γ]ab + 2D(aZb)
)− χDaDbα−D(aαDb)χ− αDaχDbχ4χ + 12αDaDbχ
+2Z(aαDb)χ+
2αD(aχDb)Ω
Ω
+
2αχDaDbΩ
Ω
+
4αχZ(aDb)Ω
Ω
− 8piαχSab
]TF
−2αAcaAbc + αAab[K + 2(1− CZ4c)Θ] +
2Aab∂⊥Ω
Ω
+ 13Aab∂⊥ ln γ, (2.64c)
∂⊥K = α
[
AabA
ab + 13(K + 2Θ)
2 +
κ1(1− κ2)Θ
Ω
]
− χ4 α+ 12DaαDaχ+ 2CZ4cZaDaα
+
3[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α
− 2CZ4cαZ
aDaΩ
Ω
+
3χDaαDaΩ
Ω
− αD
aχDaΩ
2Ω
+
αχ4 Ω
Ω
+
[K + 4Θ]∂⊥Ω
Ω
+
3∂⊥α∂⊥Ω
Ωα2
− 3∂⊥∂⊥Ω
Ωα
+ 4piα(ρ+ S), (2.64d)
∂⊥Λa =
2ZbD˜bβ
a
χ
+ α
[
2Abc∆Γabc − 23Da(2K + Θ)−
3AabDbχ
χ
− 4Z
a(K + 2Θ)
3χ
− 2κ1Z
a
Ωχ
]
+γbcDˆbDˆcβ
a − γbcR[γˆ]abcdβd − 2AabDbα− 2CZ4cΘDaα− 4αA
abDbΩ
Ω
−2α(2K + Θ)D
aΩ
3Ω
+
2CZ4cαΘD
aΩ
Ω
− 4D
a∂⊥Ω
Ω
+
4Daα∂⊥Ω
Ωα
− 4Z
a∂⊥Ω
Ωχ
−16Da∂⊥ ln γ − 13∆Γa∂⊥ ln γ −
2Za∂⊥ ln γ
3χ
− 16piJ
aα
χ
, (2.64e)
∂⊥Θ = α2
[
χ(R[γ] + 2DaZa)−AabAab + 23(K + 2Θ)2 − 2CZ4cΘ(K + 2Θ)−
2κ1(2 + κ2)Θ
Ω
]
+α4 χ− 5αD
aχDaχ
4χ
− CZ4cZaDaα− CZ4cαZ
aDaχ
2χ
+
2αχ4 Ω
Ω
− αD
aχDaΩ
Ω
+
3[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α
+
2K∂⊥Ω
Ω
− 8piαρ. (2.64f)
The Ricci tensor that appears in (2.64c) is to be substituted by (2.56) and the Ricci
scalar in (2.64f) by its contraction. The first term in (2.64e)’s RHS is added to can-
cel a potentially bad-behaved term. Note that the equations are not complete without
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specifying an evolution equations for the gauge conditions α and βa. The question of
which properties these gauge conditions must have will be addressed in chapter 4. The
constraint equations are given by
H = χR[γ]−AabAab + 23(K + 2Θ)2 + 24 χ−
5DaχDaχ
2χ
+
6[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α2
−2D
aχDaΩ
Ω
+
4χ4 Ω
Ω
+
4(K + 2Θ)∂⊥Ω
Ωα
− 16piρ, (2.65a)
Ma = DbAba − 23Da(K + 2Θ)−
3AbaDbχ
2χ
− 2A
b
aDbΩ
Ω
− 2(K + 2Θ)DaΩ
3Ω
− 2Da∂⊥Ω
Ωα
+
2Daα∂⊥Ω
Ωα2
− 8piJa, (2.65b)
Za =
γab
2
(
Λb −∆Γb
)
. (2.65c)
The Ricci scalar in the Hamiltonian constraint has to be substituted with (2.55).
Tensorial equations for the physical K˜ and physical Θ˜
The evolution equations equivalent to (2.64) in terms of K˜ and Θ˜ are
∂⊥χ =
2αχ(K˜ + 2Θ˜)
3Ω
+ 13χ∂⊥ ln γ −
2χ∂⊥Ω
Ω
, (2.66a)
∂⊥γab = −2Aabα+ 13γab∂⊥ ln γ, (2.66b)
∂⊥Aab =
[
αχ
(
R[γ]ab + 2D(aZb)
)− χDaDbα−D(aαDb)χ− αDaχDbχ4χ + 12αDaDbχ
+2Z(aαDb)χ+
2αD(aχDb)Ω
Ω
+
2αχDaDbΩ
Ω
+
4αχZ(aDb)Ω
Ω
− 8piαχSab
]TF
−2αAcaAbc +
αAab[K˜ + 2(1− CZ4c)Θ˜]
Ω
− Aab∂⊥Ω
Ω
+ 13Aab∂⊥ ln γ, (2.66c)
∂⊥K˜ = α
[
ΩAabA
ab +
(K˜ + 2Θ˜)2
3Ω
+
κ1(1− κ2)Θ˜
Ω
]
− Ωχ4 α+ 12ΩDaαDaχ
+2CZ4cΩZ
aDaα− 3αχD
aΩDaΩ
Ω
− 2CZ4cαZaDaΩ + 3χDaαDaΩ− 12αDaχDaΩ
+αχ4 Ω + 4piαΩ(ρ+ S), (2.66d)
∂⊥Λa =
2ZbD˜bβ
a
χ
+ α
[
2Abc∆Γabc −
2Da(2K˜ + Θ˜)
3Ω
− 3A
abDbχ
χ
− 4Z
a(K˜ + 2Θ˜)
3χΩ
− 2κ1Z
a
Ωχ
]
+γbcDˆbDˆcβ
a − γbcR[γˆ]abcdβd − 2AabDbα− 2CZ4cΘ˜D
aα
Ω
− 4αA
abDbΩ
Ω
+
2CZ4cαΘ˜D
aΩ
Ω2
− 16Da∂⊥ ln γ − 13∆Γa∂⊥ ln γ −
2Za∂⊥ ln γ
3χ
− 16piJ
aα
χ
, (2.66e)
∂⊥Θ˜ = α2
[
Ωχ(R[γ] + 2DaZa)− ΩAabAab + 2(K˜ + 2Θ˜)
2
3Ω
− 2CZ4cΘ˜(K˜ + 2Θ˜)
Ω
− 2κ1(2 + κ2)Θ˜
Ω
]
+Ωα4 χ− 5ΩαD
aχDaχ
4χ
− CZ4cΩZaDaα− CZ4cΩαZ
aDaχ
2χ
+ 2αχ4 Ω− αDaχDaΩ
−3αχD
aΩDaΩ
Ω
− 8piαΩρ. (2.66f)
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The previous equations are the same as (2.64), but using K˜ instead of K as evolution
variable, and Θ˜ instead of Θ. The numerical results that will be described in chapter 7
motivate the use of the trace of the physical extrinsic curvature ˜¯K instead of the con-
formal one K¯ as an evolution variable. The relation between both is given by (2.39e). A
“physical” Z4 quantity Θ˜ is also used; it is related to Θ via (2.39f). Mixing ˜¯K and Θ˜ in
the same way as was done in (2.48) gives rise to the actual evolution variable K˜:
K˜ = ˜¯K − 2Θ˜. (2.67)
Note that some terms in the ˙˜K and ˙˜Θ evolution equations are degenerate at I + (they
are multiplied by Ω). Nevertheless, no problems at the numerical level have been detected
in the simulations performed for this work.
The constraint equations expressed in K˜ and Θ˜ take the form
H = χR[γ]−AabAab + 2
3
(
K˜ + 2Θ˜
Ω
)2
+ 24 χ− 5D
aχDaχ
2χ
− 6χD
aΩDaΩ
Ω2
− 2D
aχDaΩ
Ω
+
4χ4 Ω
Ω
− 16piρ, (2.68a)
Ma = DbAba −
2Da(K˜ + 2Θ˜)
3Ω
− 3A
b
aDbχ
2χ
− 2A
b
aDbΩ
Ω
− 8piJa, (2.68b)
Za =
γab
2
(
Λb −∆Γb
)
. (2.68c)
Lagrangian and Eulerian conditions
The evolution in time of the determinant of the spatial metric γ¯ is determined by the
equations, but the evolution of the determinant of the rescaled spatial metric γ is not
prescribed, so we can choose freely how it will behave in time. A natural choice would
be to keep it constant in time. Nevertheless, in presence of a shift vector there are
two possible choices of “constant in time”. They are given by the Lagrangian condition
∂t ln γ = 0 and the Eulerian condition ∂⊥ ln γ = 0 [48, 49, 50].
Substituting ∂⊥ ln γ = −2vDaβa provides a convenient way of switching between both:
v = 1 is the Lagrangian case (∂t ln γ = 0 ⇒ ∂⊥ ln γ = −Lβ ln γ = −2Daβa) and v = 0
the Eulerian one. For the calculation of the equations in spherical symmetry and the rest
of the work presented here we will adopt the Lagrangian condition, because it keeps the
appropriate initial data stationary.
2.3.4 Relation between physical and conformal quantities
For comparison we now define the spatial conformal metric γ˜ab rescaled from the physical
spatial metric ˜¯γab by means of a conformal factor χ˜ as γ˜ab = χ˜ ˜¯γab. In an equivalent way
we also define A˜ab = χ˜
˜¯Kab − 13 γ˜ab ˜¯K. The relations between the physical quantities and
those derived from the conformal rescaling by Ω are
γab = γ˜ab ↔ γ˜ab = γab, (2.69a)
χ =
χ˜
Ω2
↔ χ˜ = Ω2χ, (2.69b)
Aab =
A˜ab
Ω
↔ A˜ab = ΩA¯ab. (2.69c)
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2.4 GBSSN and Z4c in spherical symmetry
Standard spherical spatial coordinates (r, θ and φ) will be employed. They relate to the
Cartesian ones (x, y and z) as: x = r sin θ cosφ, y = r sin θ sinφ and z = r cos θ .
2.4.1 Variables
In spherical symmetry all variables will only depend on the radial coordinate r and the
time coordinate t. To simplify the notation, this dependence will not be explicitly written.
The components chosen here for each of the quantities are the same as in [49]. The
following ansatz is made for the metric:
γij =
 γrr 0 00 r2γθθ 0
0 0 r2γθθ sin
2 θ
 . (2.70)
It is expressed in terms of two different components γrr and γθθ. Given that the conformal
factor χ was introduced, the determinant freedom will only be fixed if one of the metric
components is eliminated in terms of the other. The most natural substitution is
γθθ = γ
−1/2
rr , (2.71)
but in the equations presented in the next subsections the component γθθ will be kept for
generality. In a similar way we use for the background metric
γˆij =
 γˆrr 0 00 r2γˆθθ 0
0 0 r2γˆθθ sin
2 θ
 =
 1 0 00 r2 0
0 0 r2 sin2 θ
 , (2.72)
where the natural choice (consistent with our conformally flat initial data, see subsection
3.2.3) γˆrr = γˆθθ = 1 is made. A more general form may be preferred in other cases.
Imposing that the trace-free part of the extrinsic curvature expressed in components
actually has vanishing trace, we obtain a spherically symmetric ansatz with a single
independent component
Aij = Arr
 1 0 00 − r2γθθ2γrr 0
0 0 − r2γθθ sin2 θ
2γrr
 . (2.73)
The vector quantities βa, Λa and ∆Γa and the covector Za only have a radial non-vanishing
component. It will be denoted by βr, Λr and Zr, whereas for ∆Γ
a the substitution is
∆Γi =
(
2
γθθr
− 2
γrrr
+ γ
′
rr
2γ2rr
− γ′θθ
γrrγθθ
, 0, 0
)T
, (2.74)
where the components of the background metric γˆij have already been set to unity. The
full 4-dimensional line element (where dσ2 ≡ dθ2 + sin2 θdφ2) is given by
ds¯2 = − (α2 − χ−1γrrβr2) dt2 + χ−1 (2 γrrβrdt dr + γrr dr2 + γθθ r2 dσ2) . (2.75)
The substitution of these ansa¨tze into the tensorial equations (2.64) and (2.65) will give
us the spherically symmetric reduction of the GBSSN and Z4c equations.
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2.4.2 Spherically symmetric equations
Component equations with conformal K and conformal Θ
The component evolution equations derived from (2.64) are
χ˙ = βrχ′ +
2
3
αχ(K + 2Θ)− β
rγ′rrχ
3γrr
− 2β
rγ′θθχ
3γθθ
− 4β
rχ
3r
− 2β
r ′χ
3
, (2.76a)
˙γrr =
2βrγ′rr
3
− 2Arrα− 2γrrβ
rγ′θθ
3γθθ
+
4γrrβ
r ′
3
− 4γrrβ
r
3r
, (2.76b)
˙γθθ =
βrγ′θθ
3
+
Arrγθθα
γrr
− γθθβ
rγ′rr
3γrr
+
2γθθβ
r
3r
− 2γθθβ
r ′
3
, (2.76c)
A˙rr = β
rA′rr +
2
3
γrrαχΛ
r ′ − αχγ
′′
rr
3γrr
+
αχγ′′θθ
3γθθ
− 2χα
′′
3
+
αχ′′
3
+ αArr [K + 2(1− CZ4c)Θ]
−2αA
2
rr
γrr
+
4βr ′Arr
3
− 4β
rArr
3r
− β
rγ′rrArr
3γrr
− 2β
rγ′θθArr
3γθθ
+
αχ (γ′rr)
2
2γ2rr
− 2αχ (γ
′
θθ)
2
3γ2θθ
−α (χ
′)2
6χ
+
2γrrαχ
γθθr2
− 2αχ
r2
− 2αΛ
rχγrr
3r
+
αΛrχγ′rr
3
− αΛ
rχγrrγ
′
θθ
3γθθ
+
2αχγrrγ
′
θθ
γ2θθr
−2αχγ
′
rr
3γθθr
− 4αχγ
′
θθ
3γθθr
+
2χα′
3r
+
χγ′rrα′
3γrr
+
χγ′θθα
′
3γθθ
− αχ
′
3r
− αγ
′
rrχ
′
6γrr
− αγ
′
θθχ
′
6γθθ
− 2α
′χ′
3
+
4
3
Zrαχ
′ − 2αχγ
′
rrΩ
′
3γrrΩ
− 2αχγ
′
θθΩ
′
3γθθΩ
+
4αχ′Ω′
3Ω
− 4αχΩ
′
3rΩ
− 2Arrβ
rΩ′
Ω
+
4αχΩ′′
3Ω
+
8ZrαχΩ
′
3Ω
, (2.76d)
K˙ = βrK ′ − χα
′′
γrr
+
α
3
(K + 2Θ)2 +
3αA2rr
2γ2rr
− 2χα
′
γrrr
+
χγ′rrα′
2γ2rr
− χγ
′
θθα
′
γrrγθθ
+
α′χ′
2γrr
− 3β
rα˙Ω′
α2Ω
+
3β˙rΩ′
αΩ
+
κ1(1− κ2)αΘ
Ω
+
2CZ4cZrχα
′
γrr
− αχγ
′
rrΩ
′
2γ2rrΩ
+
αχγ′θθΩ
′
γrrγθθΩ
+
3χα′Ω′
γrrΩ
− αχ
′Ω′
2γrrΩ
+
2αχΩ′
γrrrΩ
+
αχΩ′′
γrrΩ
− 2CZ4cZrαχΩ
′
γrrΩ
+
3α (Ω′)2
Ω2
(
βr2
α2
− χ
γrr
)
+
3βr2α′Ω′
α2Ω
− 3β
rβr ′Ω′
αΩ
−3β
r2Ω′′
αΩ
− (K + 4Θ)β
rΩ′
Ω
, (2.76e)
Λ˙r = βrΛr ′ − 2α(2K
′ + Θ′)
3γrr
+
βrγ′′rr
6γ2rr
+
βrγ′′θθ
3γrrγθθ
+
4βr ′′
3γrr
+
2Arrα
γ2rrr
− 2Arrα
γrrγθθr
− 2Arrα
′
γ2rr
−3Arrαχ
′
γ2rrχ
+
Arrαγ
′
rr
γ3rr
+
Arrαγ
′
θθ
γ2rrγθθ
− β
r (γ′θθ)
2
γrrγ2θθ
+
2βrγ′rr
3γrrγθθr
− 8β
rγ′θθ
3γrrγθθr
+
4βrγ′θθ
3γ2θθr
+
2γ′θθβ
r ′
3γrrγθθ
− 10β
r
3γrrr2
+
2βr
3γθθr2
+
4βr ′
3γrrr
+
4βr ′
3γθθr
− 4(K + 2Θ)Zrα
3γrr
+
2Zrβ
rγ′rr
3γ2rr
+
4Zrβ
rγ′θθ
3γrrγθθ
+
8Zrβ
r
3γrrr
+
4Zrβ
r ′
3γrr
− 2CZ4cΘα
′
γrr
− 2α(2K + Θ)Ω
′
3γrrΩ
+
2CZ4cαΘΩ
′
γrrΩ
− 4ArrΩ
′α
γ2rrΩ
−4β
rα′Ω′
αγrrΩ
+
4βr ′Ω′
γrrΩ
+
4βrΩ′′
γrrΩ
+
4Zrβ
rΩ′
γrrΩ
− 2κ1 αZr
γrrΩ
, (2.76f)
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Θ˙ = βrΘ′ +
1
2
αχΛr ′ − αχγ
′′
rr
4γ2rr
− αχγ
′′
θθ
2γrrγθθ
+
αχ′′
γrr
+
α
3
(K + 2Θ)2 − CZ4cαΘ(K + 2Θ)
−CZ4cZrχα
′
γrr
− CZ4cZrαχ
′
2γrr
− κ1(2 + κ2)αΘ
Ω
− 3αA
2
rr
4γ2rr
+
αΛrχ
r
+
3αχ (γ′rr)
2
8γ3rr
+
αχ (γ′θθ)
2
4γrrγ2θθ
− 5α (χ
′)2
4γrrχ
− αχγ
′
rr
2γrrγθθr
+
αΛrχγ′rr
4γrr
− αχγ
′
θθ
γrrγθθr
+
αΛrχγ′θθ
2γθθ
+
2αχ′
γrrr
−αγ
′
rrχ
′
2γ2rr
+
αγ′θθχ
′
γrrγθθ
− αχγ
′
rrΩ
′
γ2rrΩ
+
2αχγ′θθΩ
′
γrrγθθΩ
− αχ
′Ω′
γrrΩ
+
4αχΩ′
γrrrΩ
+
2αχΩ′′
γrrΩ
+
3α (Ω′)2
Ω2
(
βr2
α2
− χ
γrr
)
− 2Kβ
rΩ′
Ω
. (2.76g)
The corresponding spherically symmetric constraint equations are the following
H = −3A
2
rr
2γ2rr
+
2
3
(K + 2Θ)2 +
χ (γ′θθ)
2
2γrrγ2θθ
− 5 (χ
′)2
2γrrχ
− 2χ
γrrr2
+
2χ
γθθr2
+
2χγ′rr
γ2rrr
− 6χγ
′
θθ
γrrγθθr
+
χγ′rrγ′θθ
γ2rrγθθ
− γ
′
rrχ
′
γ2rr
+
2γ′θθχ
′
γrrγθθ
+
4χ′
γrrr
− 2χγ
′′
θθ
γrrγθθ
+
2χ′′
γrr
− 2χγ
′
rrΩ
′
γ2rrΩ
+
4χγ′θθΩ
′
γrrγθθΩ
− 2χ
′Ω′
γrrΩ
+
6 (Ω′)2
Ω2
(
βr2
α2
− χ
γrr
)
+
8χΩ′
γrrrΩ
+
4χΩ′′
γrrΩ
− 4 (K + 2Θ)β
rΩ′
αΩ
, (2.77a)
Mr = −γ
′
rrArr
γ2rr
+
3γ′θθArr
2γrrγθθ
− 3χ
′Arr
2γrrχ
+
3Arr
γrrr
+
A′rr
γrr
− 2
3
(K ′ + 2Θ′)− 2ArrΩ
′
γrrΩ
−2 (K + 2Θ) Ω
′
3Ω
− 2β
rα′Ω′
α2Ω
+
2βr ′Ω′
αΩ
+
2βrΩ′′
αΩ
, (2.77b)
Zr =
1
2
γrrΛ
r +
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (2.77c)
The GBSSN system is obtained by setting the Z4 quantities Θ and Zr to zero and not
evolving Θ. For the Z4c one, Θ is evolved in time and Zr is substituted in the RHSs using
(2.77c). The matter terms present in the tensorial equations have not been included here,
because their specific form for a massless scalar field will be given in the next section.
The path followed here to obtain the component equations for the conformally rescaled
quantities started with the 3+1 decomposition of the conformally rescaled equations and
performed the tensorial calculations in the conformal picture. Nevertheless, knowing the
relations between the physical and conformal quantities (listed in subsections 2.2.4 and
2.3.4, from which the component relations can be easily obtained) it is also possible to
start with the component equations of the physical quantities and transform those into
the conformally rescaled quantities via the corresponding variable transformations.
Component equations with physical K˜ and physical Θ˜
Here I present the component equations of (2.66) and (2.68), where the physical quantities
K˜ and Θ˜ as defined in (2.67) are used. The component Zr in the last term in (2.76f)
is explicitly substituted by (2.79c) in (2.78f), to avoid dropping it when the GBSSN
equations are used. This term is important for stability, as will be described in subsection
7.3.3. The component evolution equations in terms of the physical K˜ and Θ˜ are
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χ˙ = βrχ′ +
2αχ(K˜ + 2Θ˜)
3Ω
− β
rγ′rrχ
3γrr
− 2β
rγ′θθχ
3γθθ
− 4β
rχ
3r
− 2β
r ′χ
3
+
2βrχΩ′
Ω
, (2.78a)
˙γrr =
2βrγ′rr
3
− 2Arrα− 2γrrβ
rγ′θθ
3γθθ
+
4γrrβ
r ′
3
− 4γrrβ
r
3r
, (2.78b)
˙γθθ =
βrγ′θθ
3
+
Arrγθθα
γrr
− γθθβ
rγ′rr
3γrr
+
2γθθβ
r
3r
− 2γθθβ
r ′
3
, (2.78c)
A˙rr = β
rA′rr +
2
3
γrrαχΛ
r ′ − αχγ
′′
rr
3γrr
+
αχγ′′θθ
3γθθ
− 2χα
′′
3
+
αχ′′
3
+
αArr
[
K˜ + 2(1− CZ4c)Θ˜
]
Ω
−2αA
2
rr
γrr
+
4βr ′Arr
3
− 4β
rArr
3r
− β
rγ′rrArr
3γrr
− 2β
rγ′θθArr
3γθθ
+
αχ (γ′rr)
2
2γ2rr
− 2αχ (γ
′
θθ)
2
3γ2θθ
−α (χ
′)2
6χ
+
2γrrαχ
γθθr2
− 2αχ
r2
− 2αΛ
rχγrr
3r
+
αΛrχγ′rr
3
− αΛ
rχγrrγ
′
θθ
3γθθ
+
2αχγrrγ
′
θθ
γ2θθr
−2αχγ
′
rr
3γθθr
− 4αχγ
′
θθ
3γθθr
+
2χα′
3r
+
χγ′rrα′
3γrr
+
χγ′θθα
′
3γθθ
− αχ
′
3r
− αγ
′
rrχ
′
6γrr
− αγ
′
θθχ
′
6γθθ
− 2α
′χ′
3
+
4
3
Zrαχ
′ − 2αχγ
′
rrΩ
′
3γrrΩ
− 2αχγ
′
θθΩ
′
3γθθΩ
+
4αχ′Ω′
3Ω
− 4αχΩ
′
3rΩ
+
Arrβ
rΩ′
Ω
+
4αχΩ′′
3Ω
+
8ZrαχΩ
′
3Ω
, (2.78d)
˙˜K = βrK˜ ′ − χα
′′Ω
γrr
+
α(K˜ + 2Θ˜)2
3Ω
+
3αA2rrΩ
2γ2rr
− 2χα
′Ω
γrrr
+
χγ′rrα′Ω
2γ2rr
− χγ
′
θθα
′Ω
γrrγθθ
+
α′χ′Ω
2γrr
+
κ1(1− κ2)αΘ˜
Ω
+
2CZ4cZrχα
′Ω
γrr
− αχγ
′
rrΩ
′
2γ2rr
+
αχγ′θθΩ
′
γrrγθθ
+
3χα′Ω′
γrr
− αχ
′Ω′
2γrr
+
2αχΩ′
γrrr
+
αχΩ′′
γrr
− 2CZ4cZrαχΩ
′
γrr
− 3αχ (Ω
′)2
γrrΩ
, (2.78e)
Λ˙r = βrΛr ′ − 2α(2K˜
′ + Θ˜′)
3γrrΩ
+
βrγ′′rr
6γ2rr
+
βrγ′′θθ
3γrrγθθ
+
4βr ′′
3γrr
+
2Arrα
γ2rrr
− 2Arrα
γrrγθθr
− 2Arrα
′
γ2rr
−3Arrαχ
′
γ2rrχ
+
Arrαγ
′
rr
γ3rr
+
Arrαγ
′
θθ
γ2rrγθθ
− β
r (γ′θθ)
2
γrrγ2θθ
+
2βrγ′rr
3γrrγθθr
− 8β
rγ′θθ
3γrrγθθr
+
4βrγ′θθ
3γ2θθr
+
2γ′θθβ
r ′
3γrrγθθ
− 10β
r
3γrrr2
+
2βr
3γθθr2
+
4βr ′
3γrrr
+
4βr ′
3γθθr
− 4(K˜ + 2Θ˜)Zrα
3γrrΩ
+
2Zrβ
rγ′rr
3γ2rr
+
4Zrβ
rγ′θθ
3γrrγθθ
+
8Zrβ
r
3γrrr
+
4Zrβ
r ′
3γrr
− 2CZ4cΘ˜α
′
γrrΩ
+
2CZ4cαΘ˜Ω
′
γrrΩ2
− 4ArrΩ
′α
γ2rrΩ
−
2κ1 α
(
1
2γrrΛ
r + 1r − γrrγθθr −
γ′rr
4γrr
+
γ′θθ
2γθθ
)
γrrΩ
, (2.78f)
˙˜Θ = βrΘ˜′ +
1
2
αχΛr ′Ω− αχγ
′′
rrΩ
4γ2rr
− αχγ
′′
θθΩ
2γrrγθθ
+
αχ′′Ω
γrr
+
α(K˜ + 2Θ˜)2
3Ω
− CZ4cαΘ˜(K˜ + 2Θ˜)
Ω
−CZ4cZrχα
′Ω
γrr
− CZ4cZrαχ
′Ω
2γrr
− κ1(2 + κ2)αΘ˜
Ω
− 3αA
2
rrΩ
4γ2rr
+
αΛrχΩ
r
+
3αχ (γ′rr)
2 Ω
8γ3rr
+
αχ (γ′θθ)
2 Ω
4γrrγ2θθ
− 5α (χ
′)2 Ω
4γrrχ
− αχγ
′
rrΩ
2γrrγθθr
+
αΛrχγ′rrΩ
4γrr
− αχγ
′
θθΩ
γrrγθθr
+
αΛrχγ′θθΩ
2γθθ
+
2αχ′Ω
γrrr
−αγ
′
rrχ
′Ω
2γ2rr
+
αγ′θθχ
′Ω
γrrγθθ
− αχγ
′
rrΩ
′
γ2rr
+
2αχγ′θθΩ
′
γrrγθθ
− αχ
′Ω′
γrr
+
4αχΩ′
γrrr
+
2αχΩ′′
γrr
−3αχ (Ω
′)2
γrrΩ
, (2.78g)
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and the corresponding constraint equations are given by
H = −3A
2
rr
2γ2rr
+
2(K˜ + 2Θ˜)2
3Ω2
+
χ (γ′θθ)
2
2γrrγ2θθ
− 5 (χ
′)2
2γrrχ
− 2χ
γrrr2
+
2χ
γθθr2
+
2χγ′rr
γ2rrr
− 6χγ
′
θθ
γrrγθθr
+
χγ′rrγ′θθ
γ2rrγθθ
− γ
′
rrχ
′
γ2rr
+
2γ′θθχ
′
γrrγθθ
+
4χ′
γrrr
− 2χγ
′′
θθ
γrrγθθ
+
2χ′′
γrr
− 2χγ
′
rrΩ
′
γ2rrΩ
+
4χγ′θθΩ
′
γrrγθθΩ
− 2χ
′Ω′
γrrΩ
−6χ (Ω
′)2
γrrΩ2
+
8χΩ′
γrrrΩ
+
4χΩ′′
γrrΩ
, (2.79a)
Mr = −γ
′
rrArr
γ2rr
+
3γ′θθArr
2γrrγθθ
− 3χ
′Arr
2γrrχ
+
3Arr
γrrr
+
A′rr
γrr
− 2(K˜
′ + 2Θ˜′)
3Ω
− 2ArrΩ
′
γrrΩ
, (2.79b)
Zr =
1
2
γrrΛ
r +
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (2.79c)
Component equations in terms of the variation ∆K˜ of the physical K˜
In the numerical tests that will be described in chapter 7, the evolution variable chosen
is not the trace of the physical extrinsic curvature K˜, but its variation ∆K˜ with respect
to the stationary value KCMC :
∆K˜ = K˜ −KCMC . (2.80)
Here I include the complete set of equations written in terms of ∆K˜ because they are
exactly those used in the simulations, even if they only differ from (2.78) and (2.79) by a
few terms.
The constraint equations expressed in terms of ∆K˜ are
H = −3A
2
rr
2γ2rr
+
2(∆K˜ + 2Θ˜)2
3Ω2
+
χ (γ′θθ)
2
2γrrγ2θθ
− 5 (χ
′)2
2γrrχ
− 2χ
γrrr2
+
2χ
γθθr2
+
2χγ′rr
γ2rrr
− 6χγ
′
θθ
γrrγθθr
+
χγ′rrγ′θθ
γ2rrγθθ
− γ
′
rrχ
′
γ2rr
+
2γ′θθχ
′
γrrγθθ
+
4χ′
γrrr
− 2χγ
′′
θθ
γrrγθθ
+
2χ′′
γrr
− 2χγ
′
rrΩ
′
γ2rrΩ
+
4χγ′θθΩ
′
γrrγθθΩ
− 2χ
′Ω′
γrrΩ
−6χ (Ω
′)2
γrrΩ2
+
8χΩ′
γrrrΩ
+
4χΩ′′
γrrΩ
+
4KCMC(∆K˜ + 2Θ˜)
3Ω2
+
2KCMC
2
3Ω2
, (2.81a)
Mr = −γ
′
rrArr
γ2rr
+
3γ′θθArr
2γrrγθθ
− 3χ
′Arr
2γrrχ
+
3Arr
γrrr
+
A′rr
γrr
− 2(∆K˜
′ + 2Θ˜′)
3Ω
− 2ArrΩ
′
γrrΩ
, (2.81b)
Zr =
1
2
γrrΛ
r +
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (2.81c)
The evolution equations take the form
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χ˙ = βrχ′ +
2αχ(∆K˜ +KCMC + 2Θ˜)
3Ω
− β
rγ′rrχ
3γrr
− 2β
rγ′θθχ
3γθθ
− 4β
rχ
3r
− 2β
r ′χ
3
+
2βrχΩ′
Ω
,(2.82a)
˙γrr =
2βrγ′rr
3
− 2Arrα− 2γrrβ
rγ′θθ
3γθθ
+
4γrrβ
r ′
3
− 4γrrβ
r
3r
, (2.82b)
˙γθθ =
βrγ′θθ
3
+
Arrγθθα
γrr
− γθθβ
rγ′rr
3γrr
+
2γθθβ
r
3r
− 2γθθβ
r ′
3
, (2.82c)
A˙rr = β
rA′rr +
2
3
γrrαχΛ
r ′ − αχγ
′′
rr
3γrr
+
αχγ′′θθ
3γθθ
− 2χα
′′
3
+
αχ′′
3
+
αArr
[
∆K˜ + 2(1− CZ4c)Θ˜
]
Ω
−2αA
2
rr
γrr
+
4βr ′Arr
3
− 4β
rArr
3r
− β
rγ′rrArr
3γrr
− 2β
rγ′θθArr
3γθθ
+
αχ (γ′rr)
2
2γ2rr
− 2αχ (γ
′
θθ)
2
3γ2θθ
−α (χ
′)2
6χ
+
2γrrαχ
γθθr2
− 2αχ
r2
− 2αΛ
rχγrr
3r
+
αΛrχγ′rr
3
− αΛ
rχγrrγ
′
θθ
3γθθ
+
2αχγrrγ
′
θθ
γ2θθr
−2αχγ
′
rr
3γθθr
− 4αχγ
′
θθ
3γθθr
+
2χα′
3r
+
χγ′rrα′
3γrr
+
χγ′θθα
′
3γθθ
− αχ
′
3r
− αγ
′
rrχ
′
6γrr
− αγ
′
θθχ
′
6γθθ
− 2α
′χ′
3
+
4
3
Zrαχ
′ − 2αχγ
′
rrΩ
′
3γrrΩ
− 2αχγ
′
θθΩ
′
3γθθΩ
+
4αχ′Ω′
3Ω
− 4αχΩ
′
3rΩ
+
Arrβ
rΩ′
Ω
+
KCMCαArr
Ω
+
4αχΩ′′
3Ω
+
8ZrαχΩ
′
3Ω
, (2.82d)
˙∆K˜ = βr∆K˜ ′ − χα
′′Ω
γrr
+
α(∆K˜ + 2Θ˜)2
3Ω
+
3αA2rrΩ
2γ2rr
− 2χα
′Ω
γrrr
+
χγ′rrα′Ω
2γ2rr
− χγ
′
θθα
′Ω
γrrγθθ
+
α′χ′Ω
2γrr
+
κ1(1− κ2)αΘ˜
Ω
+
2CZ4cZrχα
′Ω
γrr
− αχγ
′
rrΩ
′
2γ2rr
+
αχγ′θθΩ
′
γrrγθθ
+
3χα′Ω′
γrr
− αχ
′Ω′
2γrr
− 3αχ (Ω
′)2
γrrΩ
+
2KCMCα(∆K˜ + 2Θ˜)
3Ω
+
2αχΩ′
γrrr
+
αχΩ′′
γrr
− 2CZ4cZrαχΩ
′
γrr
+
KCMC
2α
3Ω
, (2.82e)
Λ˙r = βrΛr ′ − 2α(2∆K˜
′ + Θ˜′)
3γrrΩ
+
βrγ′′rr
6γ2rr
+
βrγ′′θθ
3γrrγθθ
+
2Arrα
γ2rrr
− 2Arrα
γrrγθθr
− 2Arrα
′
γ2rr
− 3Arrαχ
′
γ2rrχ
+
Arrαγ
′
rr
γ3rr
+
Arrαγ
′
θθ
γ2rrγθθ
− β
r (γ′θθ)
2
γrrγ2θθ
+
2βrγ′rr
3γrrγθθr
− 8β
rγ′θθ
3γrrγθθr
+
4βrγ′θθ
3γ2θθr
+
2γ′θθβ
r ′
3γrrγθθ
− 10β
r
3γrrr2
+
2βr
3γθθr2
+
4βr ′
3γrrr
+
4βr ′
3γθθr
+
4βr ′′
3γrr
− 4(∆K˜ + 2Θ˜)Zrα
3γrrΩ
+
2Zrβ
rγ′rr
3γ2rr
+
4Zrβ
rγ′θθ
3γrrγθθ
+
8Zrβ
r
3γrrr
+
4Zrβ
r ′
3γrr
− 2CZ4cΘ˜α
′
γrrΩ
+
2CZ4cαΘ˜Ω
′
γrrΩ2
− 4ArrΩ
′α
γ2rrΩ
− 4KCMCZrα
3γrrΩ
−
2κ1
(
1
2γrrΛ
r + 1r − γrrγθθr −
γ′rr
4γrr
+
γ′θθ
2γθθ
)
α
γrrΩ
, (2.82f)
˙˜Θ = βrΘ˜′ +
1
2
αχΛr ′Ω− αχγ
′′
rrΩ
4γ2rr
− αχγ
′′
θθΩ
2γrrγθθ
+
αχ′′Ω
γrr
+
α(∆K˜ + 2Θ˜)2
3Ω
− CZ4cαΘ˜(∆K˜ + 2Θ˜)
Ω
−CZ4cZrχα
′Ω
γrr
− CZ4cZrαχ
′Ω
2γrr
− κ1(2 + κ2)αΘ˜
Ω
− 3αA
2
rrΩ
4γ2rr
+
αΛrχΩ
r
+
3αχ (γ′rr)
2 Ω
8γ3rr
+
αχ (γ′θθ)
2 Ω
4γrrγ2θθ
− 5α (χ
′)2 Ω
4γrrχ
− αχγ
′
rrΩ
2γrrγθθr
+
αΛrχγ′rrΩ
4γrr
− αχγ
′
θθΩ
γrrγθθr
+
αΛrχγ′θθΩ
2γθθ
+
2αχ′Ω
γrrr
−αγ
′
rrχ
′Ω
2γ2rr
+
αγ′θθχ
′Ω
γrrγθθ
− αχγ
′
rrΩ
′
γ2rr
+
2αχγ′θθΩ
′
γrrγθθ
− αχ
′Ω′
γrr
+
4αχΩ′
γrrr
+
2αχΩ′′
γrr
+
2KCMCα(∆K˜ + 2Θ˜)
3Ω
− KCMCCZ4cαΘ˜
Ω
+
KCMC
2α
3Ω
− 3αχ (Ω
′)2
γrrΩ
. (2.82g)
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2.5 Scalar field
The simplest non-vacuum content that can be added to the Einstein equations is a massless
scalar field Φ˜. Its corresponding energy-momentum tensor T [g˜]ab is
T [g˜]ab = ∇˜aΦ˜∇˜bΦ˜− 12 g˜ab (∇˜cΦ˜)(∇˜cΦ˜), (2.83)
which expressed in terms of the conformal metric g¯ab and its corresponding covariant
derivatives takes the form
T [ g¯
Ω2
]ab = ∇¯aΦ˜∇¯bΦ˜− 12 g¯ab (∇¯cΦ˜)(∇¯cΦ˜). (2.84)
In spherical symmetry, the matter terms ρ, Ja, Sab and S that appear in the 3+1
decomposed equations (2.35) and (2.36) have the following expressions in terms of the
spherically symmetric ansatz components, where Π˜ ≡ ˙˜Φ has been substituted:
ρ =
S+
2
, Ji = (− Φ˜
′(Π˜− βrΦ˜′)
α
, 0, 0) and J i = (−χΦ˜
′(Π˜− βrΦ˜′)
γrrα
, 0, 0)T , (2.85a)
Sij =
1
2χ
 γrrS+ 0 00 γθθr2S− 0
0 0 γθθr
2 sin2 θS−
 , S = 3
2
(
(Π˜− βrΦ˜′)2
α2
− χ(Φ˜
′)2
3γrr
)
,(2.85b)
with S+ =
(Π˜− βrΦ˜′)2
α2
+
χ(Φ˜′)2
γrr
and S− =
(Π˜− βrΦ˜′)2
α2
− χ(Φ˜
′)2
γrr
.
The terms to add to the RHSs of the GBSSN and Z4c equations (2.76) and (2.77),
(2.78) and (2.79), (2.82) and (2.81) are the following:
χ˙ → 0, γ˙rr → 0, γ˙θθ → 0, (2.86a)
A˙rr → −16piχα(Φ˜
′)2
3
, (2.86b)
K˙ → 4piα
(
2(Π˜− βrΦ˜′)2
α2
)
, ˙˜K or ˙∆K˜ → 4piαΩ
(
2(Π˜− βrΦ˜′)2
α2
)
, (2.86c)
Λ˙r → 16pi(Π˜− β
rΦ˜′)Φ˜′
grr
, (2.86d)
Θ˙ → −4piα
(
(Π˜− βrΦ˜′)2
α2
+
χ(Φ˜′)2
γrr
)
, ˙˜Θ→ −4piαΩ
(
(Π˜− βrΦ˜′)2
α2
+
χ(Φ˜′)2
γrr
)
,(2.86e)
H → −8pi
(
(Π˜− βrΦ˜′)2
α2
+
χ(Φ˜′)2
γrr
)
, Mr → 8pi(Π˜− β
rΦ˜′)Φ˜′
α
, Zr → 0. (2.86f)
The equation of motion for the scalar field is given by
˜Φ˜ = 0, (2.87)
where ˜ = g˜ab∇˜a∇˜b. Expressed in terms of the conformally rescaled quantities it trans-
forms to the following equation, where equivalently ¯ = g¯ab∇¯a∇¯b,
¯Φ˜− 2
Ω
(∇¯aΦ˜)(∇¯aΩ) = 0. (2.88)
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An alternative choice for the conformally invariant scalar field equation would have been(
˜− R[g˜]
6
)
Φ˜ = 0. It is such that under the transformations (1.3) and
Φ¯ =
Φ˜
Ω
, (2.89)
it becomes Ω3
(
¯− R[g¯]
6
)
Φ¯ = 0 and the equation remains formally the same. Never-
theless, (2.87) was finally chosen here, with the idea that the divergent terms at I +
pose extra difficulties on the stability of the simulations to test the robustness of our
implementation.
Using (2.16) and the spherically symmetric ansa¨tze in subsection 2.4.1, as well as
introducing Π˜ = ˙˜Φ to write the system as first order in time, the spherically symmetric
reduction of (2.88) is
˙˜Φ = Π˜, (2.90a)
˙˜Π = −β
rα˙Φ˜′
α
+
Π˜α˙
α
+
βrΦ˜′ ˙γθθ
γθθ
− 3β
rχ˙Φ˜′
2χ
+ β˙rΦ˜′ − Π˜ ˙γθθ
γθθ
+
3Π˜χ˙
2χ
+
βrΦ˜′ ˙γrr
2γrr
− Π˜ ˙γrr
2γrr
+
βr2α′Φ˜′
α
− β
rΠ˜α′
α
− β
r2Φ˜′γ′θθ
γθθ
− βr2Φ˜′′ + 3β
r2Φ˜′χ′
2χ
+
2βr2Φ˜′Ω′
Ω
+ Π˜βr ′ − 2βrβr ′Φ˜′
+
βrΠ˜γ′θθ
γθθ
+ 2βrΠ˜′ − 3β
rΠ˜χ′
2χ
− 2β
rΠ˜Ω′
Ω
− 2β
r2Φ˜′
r
+
2βrΠ˜
r
+
2α2χΦ˜′
rγrr
+
α2χΦ˜′γ′θθ
γθθγrr
+
α2χΦ˜′′
γrr
− α
2Φ˜′χ′
2γrr
− 2α
2χΦ˜′Ω′
Ωγrr
− α
2χΦ˜′γ′rr
2γ2rr
+
αχα′Φ˜′
γrr
− β
r2Φ˜′γ′rr
2γrr
+
βrΠ˜γ′rr
2γrr
. (2.90b)
The quantities γ˙rr, γ˙θθ, χ˙, α˙ and β˙
r have to be substituted with the corresponding evol-
ution equations. They have been left unsubstituted to avoid restricting the scalar field
equations to a specific choice of variables or gauge conditions.
Instead of the physical quantities, whose amplitude vanishes at I +, it is more con-
venient to evolve Φ¯, as defined in (2.89), and equivalently Π¯ = Π˜/Ω, because non-zero
fields at I + are clearer to visualize. The corresponding equations of motion are
˙¯Φ = Π¯, (2.91a)
˙¯Π = −β
rα˙Φ¯′
α
− β
rΦ¯α˙Ω′
αΩ
+
Π¯α˙
α
+
βrΦ¯′ ˙γθθ
γθθ
+
βrΦ¯Ω′ ˙γθθ
Ωγθθ
− 3β
rχ˙Φ¯′
2χ
+ β˙rΦ¯′ − 3β
rΦ¯χ˙Ω′
2χΩ
+
Φ¯β˙rΩ′
Ω
− Π¯ ˙γθθ
γθθ
+
3Π¯χ˙
2χ
+
βrΦ¯′ ˙γrr
2γrr
+
βrΦ¯Ω′ ˙γrr
2Ωγrr
− Π¯ ˙γrr
2γrr
+
βr2α′Φ¯′
α
+
βr2Φ¯α′Ω′
αΩ
−β
rΠ¯α′
α
− β
r2Φ¯′γ′θθ
γθθ
− β
r2Φ¯Ω′γ′θθ
Ωγθθ
− βr2Φ¯′′ + 3β
r2Φ¯′χ′
2χ
+
3βr2Φ¯χ′Ω′
2χΩ
− β
r2Φ¯Ω′′
Ω
+
2βr2Φ¯ (Ω′)2
Ω2
+ Π¯βr ′ − 2βrβr ′Φ¯′ − 2β
rΦ¯βr ′Ω′
Ω
+
βrΠ¯γ′θθ
γθθ
+ 2βrΠ¯′ − 3β
rΠ¯χ′
2χ
−2β
r2Φ¯′
r
− 2β
r2Φ¯Ω′
rΩ
+
2βrΠ¯
r
+
2α2χΦ¯′
rγrr
+
2α2Φ¯χΩ′
rΩγrr
+
α2χΦ¯′γ′θθ
γθθγrr
+
α2Φ¯χΩ′γ′θθ
Ωγθθγrr
+
α2χΦ¯′′
γrr
− α
2Φ¯′χ′
2γrr
− α
2χΦ¯′γ′rr
2γ2rr
− α
2Φ¯χ′Ω′
2Ωγrr
+
α2Φ¯χΩ′′
Ωγrr
− α
2Φ¯χΩ′γ′rr
2Ωγ2rr
− 2α
2Φ¯χ (Ω′)2
Ω2γrr
+
αχα′Φ¯′
γrr
+
αΦ¯χα′Ω′
Ωγrr
− β
r2Φ¯′γ′rr
2γrr
− β
r2Φ¯Ω′γ′rr
2Ωγrr
+
βrΠ¯γ′rr
2γrr
. (2.91b)
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The physical scalar field quantities Φ˜ and Π˜ in the matter terms (2.86) to be added to
the component Einstein equations also have to be expressed in terms of Φ¯ and Π¯.
Another possible definition for the auxiliary variable of the rescaled scalar field, Π¯ = ˙¯Φ,
is Π¯adv =
1
α
(
˙¯Φ− βrΦ¯′
)
. The evolution equations for the scalar field in terms of this
auxiliary variable are given by
˙¯Φ = αΠ¯adv + β
rΦ¯′, (2.92a)
˙¯Πadv = −β
rΦ¯α˙Ω′
α2Ω
+
βrΦ¯Ω′ ˙γθθ
αΩγθθ
− 3β
rΦ¯χ˙Ω′
2αχΩ
+
Φ¯β˙rΩ′
αΩ
− Π¯adv ˙γθθ
γθθ
+
3Π¯advχ˙
2χ
+
βrΦ¯Ω′ ˙γrr
2αΩγrr
−Π¯adv ˙γrr
2γrr
+
βr2Φ¯α′Ω′
α2Ω
− β
r2Φ¯Ω′γ′θθ
αΩγθθ
+
3βr2Φ¯χ′Ω′
2αχΩ
− β
r2Φ¯Ω′′
αΩ
+
2βr2Φ¯ (Ω′)2
αΩ2
−2β
rΦ¯βr ′Ω′
αΩ
+ Π¯advβ
r ′ +
βrΠ¯advγ
′
θθ
γθθ
+ βrΠ¯′adv −
3βrΠ¯advχ
′
2χ
− 2β
r2Φ¯Ω′
αrΩ
+
2βrΠ¯adv
r
+
2αχΦ¯′
rγrr
+
2αΦ¯χΩ′
rΩγrr
+
χα′Φ¯′
γrr
+
Φ¯χα′Ω′
Ωγrr
− β
r2Φ¯Ω′γ′rr
2αΩγrr
+
αχΦ¯′γ′θθ
γθθγrr
+
αΦ¯χΩ′γ′θθ
Ωγθθγrr
+
αχΦ¯′′
γrr
−αΦ¯
′χ′
2γrr
− αχΦ¯
′γ′rr
2γ2rr
− αΦ¯χ
′Ω′
2Ωγrr
+
αΦ¯χΩ′′
Ωγrr
− αΦ¯χΩ
′γ′rr
2Ωγ2rr
− 2αΦ¯χ (Ω
′)2
Ω2γrr
+
βrΠ¯advγ
′
rr
2γrr
,(2.92b)
and in (2.86) the substitution Π¯ = αΠ¯adv + β
rΦ¯′ has to be performed.
2.6 Properties of the spacetime
Schwarzschild or areal radial coordinate
The physical Schwarzschild radial coordinate expressed in our rescaled quantities is given
by
RSchw =
r
Ω
√
γθθ
χ
. (2.93)
The previous expression is obtained by comparing the angular part of the physical Schwarz-
schild line element,
ds˜2 = R2Schwdσ
2, (2.94)
with the same quantity expressed in the spherically symmetric metric components of our
ansatz (2.75)
ds˜2 =
ds¯2
Ω2
=
γθθ
χ
r2
Ω2
dσ2. (2.95)
Misner-Sharp mass
In general, the concept of mass cannot be defined quasi-locally due to the equivalence
principle. However, in cases with high symmetry, where all degrees of freedom are fixed -
like in spherical symmetry, where no gravitational radiation exists -, it is possible to define
a quasi-local concept of mass. The Misner-Sharp mass function [114], a special case of
the Hawking quasi-local mass [91], is constant on each round sphere and represents the
gravitational mass contained by the sphere of areal radius RSchw. Its definition is
g˜ab(∇˜aRSchw)(∇˜bRSchw) = 1− 2MMS
RSchw
, (2.96)
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so that its actual expression is given by
MMS =
RSchw
2
(
1− g˜ab(∇˜aRSchw)(∇˜bRSchw)
)
=
RSchw
2
(
1− Ω2g¯ab(∇¯aRSchw)(∇¯bRSchw)
)
.
(2.97)
The Misner-Sharp mass coincides with the ADM mass at spacelike infinity and with the
Bondi mass at null infinity.
The explicit expression of (2.97) in our evolution quantities is
MMS =
r
2Ω
√
γθθ
χ
(
1 +
βr2γθθ
α2χ
+
βr2r2γθθ (χ
′)2
4α2χ3
+
βr2r2γθθχ
′Ω′
α2χ2Ω
− β
r2r2χ′γ′θθ
2α2χ2
− β
r2r2Ω′γ′θθ
α2χΩ
+
βr2r2γθθ (Ω
′)2
α2χΩ2
+
βr2r2 (γ′θθ)
2
4α2χγθθ
− β
rr2χ˙γθθΩ
′
α2χ2Ω
+
βrr2χ˙γ′θθ
2α2χ2
− β
rr2χ˙γθθχ
′
2α2χ3
+
βrr2 ˙γθθχ
′
2α2χ2
+
βrr2 ˙γθθΩ
′
α2χΩ
− β
rr2 ˙γθθγ
′
θθ
2α2χγθθ
+
r2χ˙2γθθ
4α2χ3
− r
2χ˙ ˙γθθ
2α2χ2
+
r2 ˙γθθ
2
4α2χγθθ
− r
2γθθχ
′Ω′
χΩγrr
+
r2χ′γ′θθ
2χγrr
−r
2γθθ (χ
′)2
4χ2γrr
+
r2Ω′γ′θθ
Ωγrr
− r
2γθθ (Ω
′)2
Ω2γrr
− r
2 (γ′θθ)
2
4γθθγrr
− β
r2rγθθχ
′
α2χ2
− 2β
r2rγθθΩ
′
α2χΩ
+
βr2rγ′θθ
α2χ
+
βrrχ˙γθθ
α2χ2
− β
rr ˙γθθ
α2χ
+
rγθθχ
′
χγrr
+
2rγθθΩ
′
Ωγrr
− rγ
′
θθ
γrr
− γθθ
γrr
)
. (2.98)
Apparent horizon finder
In simulations involving a BH or a scalar field strong enough to collapse into a BH it is
very useful to have a quantity that detects the creation of a horizon and locates it in the
domain. The actual event horizon can only be determined a posteriori, because it is a
global quantity of the spacetime, but the apparent horizon, located inside of the event
horizon if weak cosmic censorship holds, can be calculated along with the simulation.
The apparent horizon is observer dependent and is defined as the outermost margin-
ally trapped surface, a smooth closed 2-surface whose outgoing null geodesics have zero
expansion. In spherical symmetry it can be calculated explicitly in terms of the Misner-
Sharp mass and the areal radius. The horizon will be located at the outermost point
along the radial coordinate where the following expression equals zero:
1− MMS
RSchw
2
= Ω2g¯ab(∇¯aRSchw)(∇¯bRSchw). (2.99)
The final explicit expression of this quantity is straightforwardly calculated from (2.98).
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3.1 Solving the constraints
In a Cauchy formulation, the Einstein equations are decomposed into evolution equations
and constraint equations, as derived in section 2.2. The constraint equations are such
that if satisfied by the initial data, they will be satisfied at all times at the continuum
level due to the Bianchi identities (see e.g. [8]). They are commonly expressed as elliptic
equations, so that they have to be solved globally and require boundary conditions.
The constraint equations are given by the scalar Hamiltonian constraint and the vector
momentum constraint, that is, four equations in total. The metric and extrinsic curvature
have a total of twelve components to be determined, which means that there are eight
degrees of freedom to be fixed and the solution of the constraint equations will provide
the four remaining quantities.
In order to separate the freely specifiable data and provide a convenient set of elliptic
equations to solve, variable transformations are performed on some of the quantities.
Among the widely used constraint decompositions are the York-Lichnerowicz conformal
decompositions. Their first ingredient is the conformal decomposition of the Hamiltonian
constraint proposed by Lichnerowicz [109]. This is performed via a decomposition of the
spatial metric γ¯ab into a conformal factor ψ and an auxiliary conformal background spatial
metric γab [109, 159, 160]:
γ¯ab = ψ
4γab. (3.1)
The Hamiltonian constraint is expressed in terms of the new variables as
∇a∇aψ − 18ψR[γ] + 18ψ5
(
K¯abK¯
ab − K¯2)− 2piψ5ρ = 0. (3.2)
The second ingredient is the decomposition of the extrinsic curvature suggested by York
[161, 162], which takes the form
K¯ab = A¯ab +
1
3
γ¯abK¯. (3.3)
The trace-free part Aab is split into a transverse-traceless tensor and a longitudinal part.
The longitudinal part can be defined in terms of the original metric γ¯ab or the conformal
one γab, thus giving the physical [121, 122] and conformal [164, 166] transverse-traceless
variants, respectively. Making the same initial choices for the freely specifiable data in
the two formulations will in principle provide results with different physical properties.
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The conformal thin-sandwich decomposition by York [165] takes into account the
change in the metric between two neighboring hypersurfaces in the form of the quantity
uab = ∂tγab, (3.4)
which is used in the decomposition of the trace-free part of the extrinsic curvature. This
formulation provides a more direct relation between the choices for the freely specifiable
data and their effects on the initial physics of the system.
For more details about these formulation see e.g. [60] or [8].
Bowen-York initial data
The Bowen-York initial data solution [44] is obtained under the assumptions of conformal
and asymptotic flatness and maximal slicing. This conditions allow to find an analytical
solution to the momentum constraint for a BH with given spin and linear momentum.
Moreover, as the momentum constraint is linear under these assumptions, it allows to
obtain initial data for more than one BH by superposition.
Another important ingredient is the puncture approach by Brandt and Bru¨gmann
[46], a generalization of the Brill-Lindquist data [47]. It assumes a certain form for the
conformal factor and solves the Hamiltonian equation for a smoother quantity.
The assumptions used to obtain the Bowen-York puncture initial data are too re-
strictive for some initial data configurations. For instance, these methods are not suited
to obtain initial data for a very rapidly spinning BH, because the Kerr-Newman solution
accepts no conformally flat slices [151]. The Bowen-York solution of a spinning BH is a
superposition a Kerr BH and some gravitational radiation, commonly called “junk” radi-
ation. A consequence is that there is a maximum limit in the BH’s spin achievable with
this initial data calculation, namely 0.93 out of 1 [61, 64, 88]. Going beyond this limit
requires dropping the conformal flatness assumption and solving the constraints with a
more general approach [110, 137].
Black hole excision and moving punctures
The singularities present in the BHs require a special numerical treatment. The most
common choices are excision and puncture evolution.
BH excision was first used in spherical symmetry in [140]. It consists basically of two
ingredients: first the central singularity is excised by setting a boundary inside of the BH’s
(apparent) horizon and then the shift vector is given non-zero values such that it fixes
the BH’s horizon to a given coordinate location. The excision boundary is spacelike (it is
located inside of the BH) so no boundary conditions are required, provided that no gauge
modes with superluminal speeds have outgoing characteristics at the excision surface.
The excision approach has been successful in spherical symmetry [17, 112, 136], but its
implementation into 3+1 three-dimensional codes becomes more complicated [16] due to
the difficulty in expressing the spheroidal excision surface in the Cartesian coordinates
used in the code. The excision method is used by the Spectral Einstein Code [3, 123].
Unlike the static puncture method, where the singular behaviour of the metric at the
BH’s singularity is factored out and a regular part is evolved separately [86, 142], the
moving puncture approach puts the singular part into a dynamical conformal factor. The
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use of the puncture method to evolve Bowen-York initial data with a conformally flat
metric was proposed by [51]. In the BSSN formulation, the singularity can be evolved in
the conformal factor χ (2.40) as done in [57, 56] or using the variable ϕ as in [22, 23].
It is important that the puncture is staggered, so that it never coincides with an actual
gridpoint. Singularity avoiding slicings, as those given by maximal slicing and the 1+log
gauge condition (see subsection 4.3.1), are needed in order to prevent the slices from
reaching the singularity and ruining the simulation. Also a non-vanishing shift, like e.g.
the Gamma-driver condition (see subsection 4.4.2), is required to allow the punctures to
move across the numerical grid. In unconstrained evolutions, the 1+log slicing condition
and the Gamma-driver shift are common choices, as in [52].
Hyperboloidal initial data
To illustrate, following [72, 100], the kind of problems that may arise when solving the
constraint equations to obtain initial data from the conformal equations, let us consider
the subclass of hyperboloidal slices where the initial value of the extrinsic curvature is
pure trace, K˜ab =
1
3
γ˜abK˜. The vacuum momentum constraint is
∇˜bK˜ab − ∇˜aK˜ = 0, (3.5)
and it requires that the trace of the extrinsic curvature K˜ is a non-vanishing constant.
The Hamiltonian constraint
R[γ˜]− K˜abK˜ab + K˜2 = 0, (3.6)
is reduced to a single second order elliptic equation by the modified Lichnerowicz ansatz
γ˜ab = Ω
−2γ¯ab = ω−2φ4γ¯ab. (3.7)
Of the two conformal factors introduced, an appropriate value that vanishes at I + will be
set for ω and the Hamiltonian constraint, now transformed into the form of the Yamabe
equation [158], will be solved for φ:
4ω24¯φ− 4ω(∇¯aω)(∇¯aφ)−
[
1
2
R[γ¯]ω2 + 2ω4¯ω − 3(∇¯aω)(∇¯aω)
]
φ =
1
3
K˜2φ5 (3.8)
The Yamabe equation is degenerate at I +, as ω|I = 0 holds. It allows to determine the
boundary value as
φ4 =
9
K˜2
(∇¯aω)(∇¯aω). (3.9)
A positive and unique solution for the Yamabe equation (3.8) has been proven to exist
in [15]. In spite of the equation’s degeneracy, its numerical resolution does not pose any
problems and the Yamabe equation can be solved using standard procedures.
Among the efforts to obtain initial data on hyperboloidal slices are the first implement-
ations by Frauendiener [74, 72] and Hu¨bner [94, 96]; the work in Schneemann’s Diploma
thesis [139], where solutions in spherical and in axial symmetry are presented; the gen-
eralization of Bowen-York initial data to hyperboloidal slices for binaries of boosted and
spinning BHs in [53]; and perturbed Kerr initial data in [138].
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3.2 Compactified hyperboloidal vacuum initial data
The procedure to obtain vacuum initial data for the spherically symmetric equations
(2.76) (or (2.78) or (2.82)), which will of course satisfy (2.77) (or (2.79) or (2.81)), is
described in detail in this section. It follows very similar steps as in [171].
3.2.1 General procedure
Transformations of the initial line element
We will calculate spherically symmetric vacuum initial data on a hyperboloidal slice start-
ing with the line element on a Cauchy slice:
ds˜2 = −A(r˜)dt˜2 + 1
A(r˜)
dr˜2 + r˜2dσ2, where dσ2 ≡ dθ2 + sin2 θdφ2. (3.10)
Both the line element and the coordinates include a tilde to indicate that they measure
distances on the physical domain (and not on the conformal one). The form of the initial
metric is general enough to consider flat spacetime, the Schwarzschild spacetime and the
Reissner-Nordstro¨m (RN) spacetime, among others.
The time coordinate t˜ is transformed into a new time coordinate t using a height
function h(r˜):
t = t˜− h(r˜), (3.11)
and the line element now reads (substituting dt˜ = dt+ h′(r˜)dr˜)
ds˜2 = −A(r˜)dt2 − 2A(r˜)h′(r˜)dt dr˜ +
[
1− (A(r˜)h′(r˜))2]
A(r˜)
dr˜2 + r˜2dσ2. (3.12)
The hypersurfaces of constant time t are now hyperboloidal slices that reach I +. How-
ever, I + is still infinitely far away, so that the next step is to compactify the hyperboloidal
slices. This is done by rescaling the radial component r˜ by a compactifying factor Ω¯. Do
not confuse the compactifying factor Ω¯ with the conformal factor Ω that rescales the
metric in (1.3), as they are not necessarily the same. The new radial coordinate r is given
by
r˜ =
r
Ω¯(r)
, (3.13)
where Ω¯ is such that it vanishes at the value of r where the infinity of r˜ (I + in this slice)
is mapped to, that is r˜ → ∞ ⇔ r → rI so that Ω¯(rI ) = 0. After the radial coordinate
transformation dr˜ = Ω¯−r Ω¯
′
Ω¯2
dr the initial line element reads
ds˜2 = −Adt2 − 2Ah′ Ω¯− r Ω¯
′
Ω¯2
dt dr +
[
1− (Ah′)2]
A
(Ω¯− r Ω¯′)2
Ω¯4
dr2 +
r2
Ω¯2
dσ2. (3.14)
Both A and h′ are functions of r
Ω¯
and Ω¯ depends on r, but for reasons of space and clarity
this dependence is not explicitly written. Finally the complete line element is conformally
rescaled by Ω2, in an equivalent way as done with the metric in (1.3), as ds¯2 = Ω2ds˜2:
ds¯2 = −AΩ2dt2 + Ω
2
Ω¯2
−2Ah′ (Ω¯− r Ω¯′)dt dr +
[
1− (Ah′)2
]
A
(Ω¯− r Ω¯′)2
Ω¯2
dr2 + r2dσ2
 . (3.15)
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Here the overbar indicates that this line element measures distances in the conformally
rescaled spacetime.
Initial data for the metric components
Comparing with the line element written in terms of the component variables (2.75),
shown here again for convenience,
ds¯2 = − (α2 − χ−1γrrβr2) dt2 + χ−1 [2 γrrβrdt dr + γrr dr2 + γθθ r2 dσ2] . (3.16)
the initial values of each of the metric components can be directly read off. A convenient
choice is
γθθ0 = 1, (3.17a)
χ0 =
Ω¯2
Ω2
, (3.17b)
γrr0 =
[
1− (Ah′)2]
A
(Ω¯− r Ω¯′)2
Ω¯2
, (3.17c)
βr0 = −
A2Ω¯2 h′[
1− (Ah′)2] (Ω¯− r Ω¯′) , (3.17d)
α0 = Ω
√
A
1− (Ah′)2 , (3.17e)
where the subscript 0 indicates that these are the expressions for the initial values.
Initial data for the derived quantities
The solution of the Z4 equations only coincides with a solution of the Einstein equations
when the constraint fields Θ and Zr are zero. For this reason, their stationary value is
expected to vanish and their initial values will also be zero.
The initial values of the component Arr of the trace-free part of the extrinsic curvature
and its trace K¯ are expressed in terms of the metric components as
Arr0 =
βr0γrr
′
0
3α0
+
2γrr0β
r ′
0
3α0
− β
r
0γrr0γθθ
′
0
3α0γθθ0
− 2β
r
0γrr0
3α0r
, (3.18a)
K¯0 =
βr ′0
α0
− 3β
r
0χ
′
2α0χ
+
βr0γθθ
′
0
α0γθθ0
+
βr0γrr
′
0
2α0γrr0
+
2βr0
α0r
. (3.18b)
They were calculated from the decomposition of (2.21) supposing that the initial values are
time-independent. Substituting the initial values for the metric components will provide
the explicit expressions for the initial values of the extrinsic curvature. They are not
shown here because they are lengthy expressions, but they will be presented in subsection
3.2.3 after performing some simplifications. Note that the initial value of K is the same
as K¯, as Θ0 = 0.
If the background metric is set to the initial values of the evolved metric,
γˆrr = γrr0 =
[
1− (Ah′)2]
A
(Ω¯− r Ω¯′)2
Ω¯2
and γˆθθ = γθθ0 = 1, (3.19)
then by definition (2.44) ∆Γr0 = 0, which together with Zr0 = 0 sets Λ
r
0 = 0.
Chapter 3. Initial data 44
3.2.2 Height function approach
The derivation of a height function that provides CMC slices will follow [80, 111], also
consider [104]. First we compare (3.12) to the line element
ds˜2 = g˜µνdx
µdxν = −
(
α˜2 − ˜¯γrrβ˜r2
)
dt2 + 2 ˜¯γrrβ˜
rdt dr˜ + ˜¯γrr dr˜
2 + ˜¯γθθ r˜
2 dσ2, (3.20)
and thus see that (3.12) corresponds to the metric
g˜µν =
 −A(r˜) −A(r˜)h
′(r˜) 0 0
−A(r˜)h′(r˜) 1−(A(r˜)h′(r˜))2
A(r˜)
r˜2 0
0 0 0 r˜2 sin2 θ
 , (3.21)
with determinant g˜ = −r˜4 sin2 θ. The normal vector in adapted coordinates can be written
as n˜µ = 1
α˜
(
1,−β˜r, 0, 0
)T
. Its expression according to (3.12) is
n˜µ =
√1− (A(r˜)h′(r˜))2
A(r˜)
,
A3/2(r˜)h′(r˜)√
1− (A(r˜)h′(r˜))2
, 0, 0
T . (3.22)
Contracting the right equation in (2.38), an expression for the trace of the physical ex-
trinsic curvature ˜¯K is obtained:
g˜ab ˜¯Kab = −g˜ab ˜¯⊥ca ∇˜cn˜b → ˜¯K = − ˜¯⊥ba ∇˜bn˜a = −
1√−g˜ ∂a
(√
−g˜ n˜a
)
. (3.23)
Substituting the determinant of (3.21) and the expression of n˜µ (3.22), the previous rela-
tion now reads
˜¯K = − 1
r2
∂r
r2 A3/2(r˜)h′(r˜)√
1− (A(r˜)h′(r˜))2
 . (3.24)
This expression can be integrated by setting the value of the trace of the extrinsic
curvature to a constant value ˜¯K = KCMC :
A3/2(r˜)h′(r˜)√
1− (A(r˜)h′(r˜))2
= − 1
r2
∫
KCMC r
2dr − CCMC
r2
= −KCMC r
3
− CCMC
r2
, (3.25)
where the parameter KCMC and the integration constant CCMC are set in such a way
that KCMC < 0 (according to the convention chosen for the extrinsic curvature) and
CCMC > 0. Solving for h
′(r˜) and choosing the convenient sign will give us its value to
calculate the initial data:
h′(r˜) = −
KCMC r˜
3
+ CCMC
r˜2
A(r˜)
√
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2 . (3.26)
This expression with KCMC = 0 set (maximal slicing) has been widely used in relation
with trumpet [89] initial and stationary data. More details are given in subsection 3.3.2.
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The components of the rescaled spatial conformal metric obtained before, (3.17), turn
into the following after setting the previous expression for h′(r˜) expressed in terms of r
Ω¯
:
γθθ0 = 1, (3.27a)
χ0 =
Ω¯2
Ω2
, (3.27b)
γrr0 =
(Ω¯− r Ω¯′)2[
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+ CCMCΩ¯
2
r2
)2]
Ω¯2
, (3.27c)
βr0 =
(
KCMC r
3Ω¯
+ CCMCΩ¯
2
r2
)√
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+ CCMCΩ¯
2
r2
)2
Ω¯2
(Ω¯− r Ω¯′) , (3.27d)
α0 = Ω
√
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+
CCMCΩ¯2
r2
)2
. (3.27e)
3.2.3 Compactification
The compactification of the hyperboloidal slices has been performed by rescaling the radial
coordinate as in (3.13). In principle, the only conditions that the function Ω¯(r) has to
satisfy is being smooth, positive, going to zero as r goes to the radial location assigned
to I +, which is equivalent to r˜ →∞, and with Ω¯′ 6= 0 to ensure that the transformation
is invertible.
A very convenient choice is choosing Ω¯ such that the initial spatial metric is conform-
ally flat, equivalent to imposing initial isotropic coordinates. This translates to setting
γrr0 =
(Ω¯− r Ω¯′)2[
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+ CCMCΩ¯
2
r2
)2]
Ω¯2
= 1. (3.28)
This condition can indeed be satisfied and the corresponding Ω¯ can be calculated analytic-
ally for flat spacetime and numerically for the Schwarzschild and RN cases (more details in
the next section). The derivative Ω¯′ can be isolated from condition (3.28) and expressed
in terms of r and Ω¯. Substituting it into the initial values for the metric components
(3.27) yields
γθθ0 = 1, (3.29a)
χ0 =
Ω¯2
Ω2
, (3.29b)
γrr0 = 1, (3.29c)
βr0 =
KCMC r
3
+
CCMCΩ¯
3
r2
, (3.29d)
α0 = Ω
√
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+
CCMCΩ¯2
r2
)2
, (3.29e)
Under the assumption of this condition the initial values for the extrinsic curvature
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(3.18) simplify considerably and are written as
Arr0 = −2CCMCΩ¯
3
r3Ω
, (3.30a)
K¯0 =
KCMC
Ω
+
KCMC r
3
+ CCMCΩ¯
3
r2√
A( r
Ω¯
) +
(
KCMC r
3Ω¯
+ CCMCΩ¯
2
r2
)2 3Ω′Ω2 . (3.30b)
This choice for the compactification factor Ω¯ suggests setting the flat spatial metric
in spherical coordinates for the background metric γˆij = diag(1, r
2, r2 sin2 θ), as was done
in (2.72). The Z4 quantities Θ and Zr have to vanish initially and the conformal flatness
of the initial data also implies that Λr0 = 0. The initial value of the trace of the physical
extrinsic curvature is ˜¯K0 = KCMC (as was set to integrate (3.25)), for any choice of A(
r
Ω¯
).
3.3 Spacetimes considered
The vacuum initial data procedure will be applied to the spherically symmetric cases of
flat spacetime and also to Schwarzschild and RN BHs.
3.3.1 Flat spacetime
The metric of Minkowski spacetime is recovered in (3.10) by setting A(r˜) = 1. This sim-
plifies the expressions, even allowing to integrate h′(r˜) and obtain an analytic expression
for the height function. Choosing a value for the integration constant CCMC is actually a
critical part, but this will be explained in subsection 3.3.2, as it is much more relevant in
the presence of singularities. For regular initial data it is simply set to zero, CCMC = 0.
After the simplifications, the height function for flat spacetime is given by
h′(r˜) = −
KCMC r˜
3√
1 +
(
KCMC r˜
3
)2 , (3.31)
and by straightforward integration we obtain
h(r˜) =
√
r˜2 +
(
3
KCMC
)2
. (3.32)
In figure 3.1 we can see Penrose diagrams showing foliations with different values of the
parameter KCMC . The larger its absolute value, the closer to light rays the slices become.
If positive values of KCMC were chosen, the height function would have the opposite sign
and the foliations would intersect I − (past null infinity) instead of I +.
The calculation of the compactifying factor Ω¯ from (3.28), with the condition that
Ω¯(rI ) = 0, is also simplified and yields the analytic expression
(Ω¯− r Ω¯′)2[
1 +
(
KCMC r
3Ω¯
)2]
Ω¯2
= 1 ⇒ Ω¯ = (−KCMC)r
2
I − r2
6 rI
, (3.33)
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Figure 3.1: Foliations of flat spacetime for different values of the constant trace of the
extrinsic curvature KCMC : the leftmost diagram shows maximal slices (Cauchy slices),
while the rest show hyperboloidal ones. Compare to figure 4 in [171].
where rI is the radial location of I + and the sign of the compactification factor has been
chosen so that Ω¯ ≥ 0 for r ∈ [0, rI ]. This expression was already used in [100, 139].
The properties of the expression obtained for Ω¯ also satisfy the requirements for the
conformal factor Ω, so that the simplest choice in flat spacetime is Ω = Ω¯. The explicit
expression for the conformal factor is then
Ω = (−KCMC)r
2
I − r2
6 rI
. (3.34)
The flat spacetime initial data on the hyperboloidal slice for the metric components
(3.27) are
γθθ0 = 1, χ0 = 1, γrr0 = 1, β
r
0 =
KCMC r
3
, α0 =
√
Ω2 +
(
KCMC r
3
)2
, (3.35a)
and for the extrinsic curvature quantities
Arr0 = 0, K¯0 =
KCMC
Ω
+
KCMC r√
Ω2 +
(
KCMC r
3
)2 Ω′Ω . (3.35b)
The rest of the evolution variables (Λr and Θ) have vanishing initial values.
3.3.2 Strong field initial data
The value of CCMC set in the initial data has a great influence on the properties of the
initial data in the case of a spacetime where a singularity is present.
To illustrate this, let us consider puncture initial data of a Schwarzschild BH. A
transformation to isotropic coordinates introduces a new radial coordinate that, instead of
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entering the BH’s horizon, covers two copies of the exterior spacetime. In these coordinates
the initial spatial metric is conformally flat and the singularity information is encoded in
a conformal factor. Nevertheless, the derived initial value for the lapse is not appropriate
because it is negative in a part of the integration domain, so that α0 = 1 is chosen as the
new initial value. These initial data are not a time-independent solution for the Einstein
equations and when evolved numerically with common gauge conditions (1+log slicing
[38] and Γ˜-freezing shift [9] conditions) as done in [89, 87], the equations find a stationary
solution where the slice has detached from the asymptotically flat end of the spacetime’s
second copy and now ends at the value 3
2
M of the Schwarzschild radius (inside of the
horizon). This new stationary solution is called a trumpet: it has an asymptotically
flat end at one side and an infinitely long cylinder of radius 3
2
M at the other side. In
[26] it was pointed out that both the puncture initial data and the trumpet stationary
data are respectively described by the cases CCMC = 0 or CCMC =
3
√
3
4
M2 for the time
independent maximal slices given in [66].
The aim of this work is to perform simulations on a hyperboloidal slice and the nu-
merical evolution is likely to be unstable at first. Stationary initial data will make it
easier to spot unexpected behaviours and changes in the variables. For this reason having
an equivalent to the trumpet geometry on the hyperboloidal slice (that will hopefully be
a stationary solution) seems like a good option when evolving strong field initial data.
Besides, in this way the use of excision, even if it is probably an easier approach, will
not be necessary. Note that the implementation of the gauge conditions also has to be
compatible to keep the initial data stationary (that is, a time-independent solution of
the implemented Einstein equations), see sections 4.3, 4.4 and 4.5. The derivation of the
trumpet initial data, for both Schwarzschild and RN, will follow parts of [26, 53, 150] and
starts by determining the value of CCMC that provides trumpet initial data.
Calculation of CCMC value
We take the spatial part of the line element (3.12), having substituted h′(r˜) with (3.26)
and want to express it in isotropic coordinates. Then, the following relation has to be
satisfied:
dl˜2 =
1
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2dr˜2 + r˜2dσ2 = 1Ω¯2 (dr2 + r2dσ2) . (3.36)
The compactification factor Ω¯ has been introduced in such a way that (3.13) is re-obtained
when comparing the coefficient of dσ2:
r˜2 =
r2
Ω¯2
. (3.37)
The other part gives
1
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2dr˜2 = 1Ω¯2dr2. (3.38)
Substituting Ω¯ = r
r˜
(taken from (3.13) or (3.37)) the two radial coordinates can be sep-
arated,
1
r˜2
[
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2]dr˜2 = 1r2dr2, (3.39)
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and the expression can be written as
±
∫
dr
r
=
∫
dr˜
r˜
√
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2 . (3.40)
The integral in the RHS will simplify if the expression in the denominator has a root.
This will happen if r˜2
[
A(r˜) +
(
KCMC r˜
3
+ CCMC
r˜2
)2]
has a double root. To calculate this we
will now substitute the RN expression for A(r˜) = 1 − 2M
r˜
+ Q
2
r˜2
, where M is the mass of
the BH and Q its electric charge. The Schwarzschild version is simply obtained by setting
Q = 0. The expression is
1
r˜2
[
K2CMC r˜
6
9
+ r˜4 + 2
(
KCMCCCMC
3
−M
)
r˜3 +Q2r˜2 + C2CMC
]
. (3.41)
The double root of r˜ will appear if the discriminant of the polynomial between brackets
vanishes. This condition on the discriminant is the following,
0 = C2CMCK
2
CMC
(
729C6CMCK
4
CMC + 1944C
5
CMCK
5
CMCM
3 − 1458C5CMCK5CMCMQ2
−2916C5CMCK3CMCM + 81C4CMCK6CMCQ6 − 8748C4CMCK4CMCM4
+7047C4CMCK
4
CMCM
2Q2 − 243C4CMCK4CMCQ4 + 3402C4CMCK2CMCM2
−972C4CMCK2CMCQ2 + 1296C4CMC − 324C3CMCK5CMCMQ6 + 13122C3CMCK3CMCM5
−14580C3CMCK3CMCM3Q2 + 3078C3CMCK3CMCMQ4 + 2916C3CMCKCMCM3
−1944C3CMCKCMCMQ2 + 378C2CMCK4CMCM2Q6 − 108C2CMCK4CMCQ8
−6561C2CMCK2CMCM6 + 10935C2CMCK2CMCM4Q2 − 4617C2CMCK2CMCM2Q4
+603C2CMCK
2
CMCQ
6 − 2187C2CMCM4 + 2916C2CMCM2Q2 − 648C2CMCQ4
+324CCMCK
3
CMCM
3Q6 − 216CCMCK3CMCMQ8 + 54CCMCKCMCMQ6 + 16K4CMCQ12
−243K2CMCM4Q6 + 324K2CMCM2Q8 − 72K2CMCQ10 − 81M2Q6 + 81Q8
)
, (3.42)
and solving it for CCMC will give the value of this parameter that simplifies the integral in
(3.40). An analytical expression for this critical value of CCMC is obtained for Q = 0,M
(Schwarzschild and extreme RN), but for a different value of the charge I have only found
numerical solutions.
In [26], under the assumptions of maximal slicing KCMC = 0 and Schwarzschild Q =
0 spacetime and using the value CCMC =
3
√
3
4
M2 obtained from (3.42), (3.40) can be
integrated and so an analytical expression for the relation between the Schwarzschild
radial coordinate and the isotropic one is found. For the more general case of KCMC 6= 0
considered here I have not been able to integrate it analytically. Examples of numerically
integrated height functions for the Schwarzschild case are shown in figure 3.2. The main
difference between the maximal case and a finite value of KCMC is that in the first case
the height function remains constant for values of r˜ larger than the location of the peak
(the horizon), whereas for a hyperboloidal slice h(r˜) continues to grow linearly with the
radius towards I +.
Another important part in this calculation is related to the roots of (3.41). For the
critical value of CCMC a double root R0 is obtained. For a smaller value of CCMC two
different roots R1 and R2 appear, while for a larger value of CCMC there are no real
solutions to (3.41). This effect can be seen in figure 1 in [150], where the expression in
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Figure 3.2: Example of two numerically integrated height functions for the Schwarzschild
spacetime with M = 1 and KCMC = −1. The integration constant has been set in such a
way that as r˜ →∞ the Schwarzschild height function approaches the flat spacetime one
(3.32). In the case with non-critical CCMC = 4, the height function attains a finite value
at the singularity r˜ = 0. This height function corresponds to diagram d) in figure 3.3.
In the critical CCMC = 3.11 case (corresponding to the outer slices in figure 3.3 or to
the |KCMC | = 1 spacetime in figure 3.5), the height function goes to −∞ at the root
r˜ = R0 = 1.905.
the square root in (3.40) is plotted against r˜ for these three different options for CCMC .
A property of the root values R0, R1 and R2 is that they are always located between the
horizons r˜± = M ±
√
M2 −Q2 of the BH.
There is also a minimal value of CCMC that makes the slides intersect the BH horizon
instead of the white hole one. This value can be easily determined by considering radial
null rays on the horizon. In order to obtain an expression valid for both Schwarzschild and
RN cases, the calculation will be performed on the outer horizon of RN. The condition
is that at r˜ = M +
√
M2 −Q2 the radial component of the normal vector n˜a has to be
negative, i.e. n˜r|
r˜=M+
√
M2−Q2 < 0. As can be deduced from (3.22) and (3.25), n˜
r =
−KCMC r
3
− CCMC
r2
, so that the condition for intersecting the BH horizon translates to
CCMC > −13KCMC
(
M +
√
M2 −Q2
)3
. (3.43)
In the Schwarzschild case this reduces to the commonly used CCMC > −83KCMCM3.
The effect of the value of CCMC on the geometry of Schwarzschild slices is shown
in figure 3.3. To obtain these diagrams, the height function (3.26) has been integrated
numerically choosing M = 1, Q = 0, KCMC = −1 and the indicated value of CCMC .
The diagrams a) and b) correspond to the case where CCMC is smaller than the critical
value and two different roots R1 and R2 exist. In a) the value of CCMC < 8/3 ≈ 2.67
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and the foliations go across the white hole horizon (see figure 3.4 for a diagram including
the complete spacetime), whereas in b) they do intersect the BH horizon. In both cases
the region between the Schwarzschild radii R1 and R2 is not covered by any foliation
(this is where the square root in (3.40) takes complex values), but note that the slices
shown for r˜ < R1 are the continuation of those plotted for r˜ > R2. Case c) corresponds
to the critical value of CCMC and the slices connect I + with the trumpet and i+ with
the singularity at R = 0. The value of the double root is R0 and it is the innermost
Schwarzschild radius that the outer slices can reach. However, it is infinitely far away
from the apparent horizon measured in proper distance. Inversely, R0 is also the largest
radius achievable by the inner slices that reach the singularity. Note that the curves at
r˜ < R0 and r˜ > R0 are actually different slices, unlike those in the a) and b) cases. In
diagram d) the value of CCMC is larger than the critical one and no real roots appear, so
that all slices run from I + uninterrupted into the singularity. The effect of the value of
CCMC on non-extremal RN foliations is shown in an equivalent way in figures 3.11 and
3.12.
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r = const
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Figure 3.3: Carter-Penrose diagrams showing foliations with M = 1, Q = 0 (Schwarz-
schild), KCMC = −1 and different values of CCMC . Diagram c) corresponds to the trumpet
geometry: here all outer slices reach the symmetric point to i+ on the left, whereas the
inner slices all reach i+, and unlike the other cases, the inner and outer lines correspond
to different slices. Compare to Penrose diagrams in [171, 120].
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Figure 3.4: Complete spacetime diagram for the case CCMC = 2, where the slices intersect
the white hole horizon.
The reason why CCMC = 0 was chosen in the flat spacetime case described in the
previous subsection is that it is the only real solution to the zero discriminant condition
(3.42) with M = Q = 0.
The chosen value for CCMC also affects the properties of the conformal factor Ω¯,
to be determined from (3.28). If CCMC is smaller than the critical value given by the
discriminant condition, Ω¯ is not defined near the origin of the isotropic radius, whereas if
it is larger than the critical value, Ω¯ will diverge close to r = 0.
The trumpet solutions given by the critical values of CCMC are especially interesting
for the purpose of this work, because they provide regular initial values for the variables,
the slices avoid the singularity so that the use of excision is not necessary and, as will be
illustrated in the following spacetime examples, a compactification factor that maps the
trumpet and I + to points in the integration domain can be found.
Schwarzschild
The previous calculations apply to the Schwarzschild case for Q = 0 and A(r˜) = 1− 2M
r˜
.
In figure 3.5 we can see the trumpet solution for different values of KCMC , given by the
corresponding critical value of CCMC in each case. The smallest value of the Schwarzschild
radial coordinate reachable is labeled by R0 in each diagram.
The compactification factor Ω¯ in terms of r is obtained by solving (3.28) by means
of numerical techniques as described in subsection 6.6.1. A useful property of Ω¯ is that
for small values of the isotropic radius r it behaves linearly with the inverse of R0 as
proportionality factor: Ω¯ → r
R0
for r → 0, as can be deduced taking the limit in (3.37).
Close to r = rI is is expected to behave in the same way as flat spacetime’s Ω¯, that is
(3.33). The metric conformal factor Ω only has to vanish at I +, so that the choice made
for flat spacetime (3.34) is also made here. In figure 3.6 the numerically determined Ω¯
for the trumpet geometry with KCMC = −1 and M = 1 is displayed together with its
approximation at the origin and the chosen expression for the conformal factor Ω.
Figure 3.7 shows the change in Ω¯ due to the variation in the value of KCMC (and
accordingly of CCMC). The larger |KCMC |, the steeper the slope close to rI , the larger
the maximum value achieved by Ω¯ and the larger the isotropic radius where it is located.
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Figure 3.5: Penrose diagrams showing foliations with M = 1 and critical CCMC for
different values of KCMC . The thick line corresponds to the innermost reachable value
of the Schwarzschild radial coordinate, where the trumpet is located. Only the outer
slices of those shown in diagram c) in figure 3.3 are displayed, because they are the ones
physically relevant for our studies.
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Figure 3.6: Compactification factor Ω¯ for KCMC = −1, M = 1 and critical CCMC . Near
the origin it is linear in r and near rI = 1 it behaves like Ω.
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Figure 3.7: Compactification factors Ω¯ for M = 1 and different values of KCMC (and their
corresponding critical CCMCs).
Reissner-Nordstro¨m
Using A(r˜) = 1 − 2M
r˜
+ Q
2
r˜2
and choosing a value for the charge Q ∈ (0,M ] will give us
RN initial data. The treatment is very similar to Schwarzschild, but the extreme RN
case (Q=M) requires special attention. In the extreme case the discriminant equation for
CCMC simplifies substantially, giving as solution
CCMC = −13KCMCM3 for Q = M. (3.44)
This value also coincides with the limit in CCMC such that the slices intersect the BH,
meaning that at the horizon n˜r = 0. The expression (3.41) will only provide a real root
choosing (3.44) (so no R1 and R2 will exist) and it is the double root R0 = M . This
is to be expected from the fact that the roots are always located between the horizons
of the BH, and in the extreme RN case both horizons coincide at r˜± = M , so R0 = M
necessarily.
In figure 3.8 the dependence of the critical root R0 in terms of the hypersurface para-
meter KCMC and the charge Q can be seen, for a fixed M = 1. In the extreme RN case,
R0 is equal to M independently of the value of KCMC . For maximal slicing (KCMC = 0)
this value increases as Q decreases and in the Schwarzschild case the value R0 =
3
2
M
[66, 111, 26] is obtained. Finally, as KCMC → −∞ the value of R0 comes closer to
r˜+ = M +
√
M2 −Q2 (2M for Schwarzschild).
The numerically calculated compactification factors Ω¯ corresponding to RN are qual-
itatively the same as in the Schwarzschild case. A comparison among Schwarzschild, RN
with Q = 0.9 and extreme RN compactification factors is shown in figure 3.3.2. The
parameters M = 1 and KCMC = −1 are fixed and the effect between the curves is given
by the variation in the charge Q (and accordingly the critical value of CCMC). The slope
of the curves near the origin becomes steeper as a larger Q is chosen. This is due to the
decreasing value of R0 (inverse of the slope) with increasing Q.
Another interesting effect of the extremality of the Q = M case is that the cylindrical
infinity of the trumpet and the BH horizon are mapped to the same point r = 0 of
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Figure 3.8: Innermost achievable value of the Schwarzschild radial coordinate (the double
root) R0 for M = 1 as a function of KCMC and Q.
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Figure 3.9: Compactification factor Ω¯ with M = 1 and KCMC = −1 for Schwarzschild,
RN with Q = 0.9 and extreme RN CMC trumpet geometries.
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the isotropic radius. This can be easily seen by looking at the profile of the shift βr,
displayed on the right in figure 3.10. In the Schwarzschild and non-extreme RN cases the
shift is positive at the horizon (mapped to rSchw ≈ 0.13 and rRN+ ≈ 0.071 for Q = 0.9
respectively), and this is actually something necessary if excision has to be used. However,
in the extreme case the horizon is mapped to the same point as the origin and the shift
never becomes positive.
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Figure 3.10: Trumpet values for the gauge variables α and βr for Schwarzschild, RN with
Q = 0.9 and extreme RN geometries. The detail in βr’s plot shows how the shift in the
extreme RN case is never positive, unlike the other cases.
The curves corresponding to the Schwarzschild case of the α and βr quantities in
figure 3.10 compare to figure 5 in [87] and figure 2 in [26], with the difference that in our
case the data are compactified on a hyperboloidal slice.
The equivalent to figure 3.3 in the non-extreme RN spacetime is shown in figure 3.11.
The construction of the diagrams is explained in subsection A.3. The same considerations
of the Schwarzschild case also apply here. The inner hyperboloidal slices look discontinu-
ous around r− (represented by the diagonal line at 45o from the vertical singularity line
labeled by R = 0), but this is purely an effect of the numerical integration at the diver-
gence at r˜ = r− of the height function. The complete diagram for the a) case (where the
hyperboloidal slices intersect the white hole) is shown in figure 3.12.
The effect of the variation of KCMC on the non-extreme RN spacetime is presented
in figure 3.13. In the same way as done in figure 3.5 for the Schwarzschild case, only the
outer slices (the ones covering the outer spacetime) are displayed. The behaviour of the
foliations is equivalent to the Schwarzschild case.
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Figure 3.11: Penrose diagrams showing foliations with M = 1, Q = 0.9, KCMC = −1 and
different values of CCMC . Diagram c) corresponds to the trumpet geometry and in the
same way as with the Schwarzschild case in figure 3.3, the inner and outer foliation lines
correspond to different slices. Compare to Penrose diagrams in [150].
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Figure 3.12: Complete spacetime diagram for the case CCMC = 0.5, where the slices
intersect the white hole horizon.
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Figure 3.13: Penrose diagrams showing RN foliations with different values of KCMC .
Only the slices that reach I + (the outer slices of diagram c) in figure 3.11) are displayed.
The thick line corresponds to the innermost possible value of the Schwarzschild radial
coordinate, where the trumpet is located.
The behaviour of extreme RN foliations for different values of KCMC and the critical
choice of CCMC is presented in figure 3.14. The diagrams include the slices inside of the
horizon (as in c) in figure 3.3 and figure 3.11). The main feature of the extreme case is
that R0 = M always and all hyperboloidal foliations corresponding to the critical CCMC
cross the horizon r+ = r− = M at the point symmetric to i0.
3.4 Solving the spherically symmetric constraint equa-
tions for scalar field initial data
Non-trivial scalar field initial data require solving the constraints. For a certain combin-
ation of the initial values of Φ˜ and Π˜, namely Π˜0 = β
r
0Φ˜
′
0, the momentum constraint is
automatically satisfied and only the Hamiltonian constraint needs to be solved. Those
initial values correspond to a scalar field perturbation that will split into an ingoing pulse
traveling towards the origin and an outgoing one moving towards I +. Given that more
general initial data configurations such as mainly ingoing or outgoing pulses may be de-
sirable, a simple procedure to solve both Hamiltonian and constraint equations will be
described.
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Figure 3.14: Penrose diagrams showing extreme RN foliations with M = 1 and different
values of KCMC . In the |KCMC | = 0 case, the critical value of CCMC = 0, so that the
height function vanishes everywhere. The value of R0 is always R0 = M = 1.
Chapter 3. Initial data 61
For the calculation of the initial data it is especially convenient to use the following
definition for the scalar field auxiliary variable:
Π˘ =
γθθ
√
γrr
αχ3/2
(
˙˜Φ− βrΦ˜′
)
(3.45)
Then it is useful to perform the following variable transformations for the conformal
factor (following common prescriptions as in (3.1)) and the trace-free part of the extrinsic
curvature
χ→ χ0ψ−4 and Arr → (Arr0 + ψA)ψ−6. (3.46)
As initial value of Π˘ we choose
Π˘0 = sign
γθθ0
√
γrr0
α0χ
3/2
0
βr0Φ˜
′
0, (3.47)
where sign is -1 gives a mainly ingoing pulse and +1 a mainly outgoing one.
Setting the corresponding initial values for all the remaining variables (and substitut-
ing the value of Ω¯′ determined from (3.28) and Ω¯′′ obtained by deriving Ω¯′), the resulting
Hamiltonian and momentum equations become respectively
ψ′′ = −pi
[
ψ(Φ˜′0)
2 − 1
ψ7
(
Ω¯2
Ω2
Π˘0
)2]
− ψ
′
r
1 +
√(
1− 2M Ω¯
r
)
+
(
KCMC r
3Ω¯
+
CCMCΩ¯2
r2
)2
+
K2CMCψ(ψ
4 − 1)
12Ω¯2
− 3
16ψ7
(
Ω
Ω¯
ψA − 2CCMCΩ¯
2
r3
)2
+ 3ψ
(
CCMCΩ¯
2
2r3
)2
, (3.48a)
ψ′A = −
8piΩ¯3Π˘0Φ˜
′
0
Ω3
− ψA
3
r
√(
1− 2M Ω¯
r
)
+
(
KCMC r
3Ω¯
+
CCMCΩ¯2
r2
)2
+
Ω′
Ω
 . (3.48b)
The momentum constraint is independent of ψ thanks to the specific choice of variables.
This simplifies the procedure a lot, because it allows to first determine ψA from (3.48b)
and then set the obtained function into the Hamiltonian constraint (3.48a) to calculate
ψ. The initial value of Π˜ ( ˙˜Φ = Π˜) has to be calculated undoing the transformation (3.45):
Π˜0 = β
r
0Φ˜
′
0(1 +
sign
ψ6
). (3.49)
A completely outgoing or ingoing pulse will not be obtained with the choices sign = ±1,
because χ is involved in the change of variables (3.45), but the value of sign can be tuned
experimentally to vary the ratio between the ingoing and outgoing amplitudes and so the
undesired pulses can be minimized.
3.5 Initial data for the simulations
3.5.1 Initial data perturbations
Gauge wave initial data
Choosing the trace of the physical extrinsic curvature K˜ as variable makes the vacuum
constraint equations (2.79) independent of the gauge quantities. This allows us to in-
troduce a perturbation in one of the gauge variables, e.g. the lapse α, without having
Chapter 3. Initial data 62
to solve the constraints for the initial data. The resulting evolution will of course only
correspond to gauge dynamics - no actual physical processes take place -, but even these
suppose a strong test for our equations.
The initial data for the variables is set as in (3.29) and (3.30), or by the simpler
(3.35) in the flat spacetime case. To the initial value of the lapse we add a Gaussian-like
compact-support perturbation of the form
δα0 = Aαe
− (r2−c2)2
4σ4 . (3.50)
The reason for choosing this particular form for the initial perturbation is its even parity
with respect to the origin.
Scalar field initial data
Including non-trivial scalar field initial data requires solving the constraints. For this,
first a Gaussian in r2, the same function as for the lapse perturbation, is set as initial
value for the scalar field,
Φ0 = AΦe
− (r2−c2)2
4σ4 , (3.51)
and then the constraint equations are solved as described in section 3.4.
3.5.2 Initial data plots
Examples of the initial data used for the simulations that gave the results presented in
this work are displayed in the following figures. The initial data corresponding to some
of the variables are not shown in the plots due to their simplicity: γrr and γθθ (if evolved
by some reason) are always initially 1, which implies that Λr vanishes. The Z4 quantity
Θ (or used in its “physical” form Θ˜) is also initially zero.
In the flat spacetime case, the generic choice for the CMC parameter is KCMC = −3,
while Schwarzschild trumpet initial data use KCMC = −1, M = 1 and the critical value
of CCMC . The reason for this smaller |KCMC | in the BH case is the numerical precision
limitation in the calculation of Ω¯ that will be explained in subsection 6.6.1. The initial
perturbations of the scalar field (if present) in the following plots use AΦ = 0.035, σ = 0.1
and c = 0.25, although these values may differ from those used in the actual simulations.
The “mostly ingoing” data use sign = −1 and the “mostly outgoing” ones, sign = +1.
Flat and regular spacetime
Figure 3.15 shows the stationary data corresponding to flat spacetime on the hyperboloidal
slice. The value of lapse and shift at I + depends on the choice of parameter KCMC
(compare to figure 3.18).
The perturbation of flat spacetime by an initially symmetric scalar field is plotted in
the initial data in figure 3.16. The scalar field’s presence affects the conformal factor χ,
so that it differs from unity in the region close to the origin. The horizontal line at 1 is
plotted to mark this difference.
If time asymmetric initial data are chosen for the scalar field, like an ingoing or an out-
going pulse, then the time derivatives of the metric (embodied in the extrinsic curvature)
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0.0 0.2 0.4 0.6 0.8 1.0
-1.0
- 0.5
0.0
0.5
1.0
r
Β
r
Α
Χ
Arr
Figure 3.15: Stationary flat initial data (with KCMC = −3).
0.0 0.2 0.4 0.6 0.8 1.0
-1.0
- 0.5
0.0
0.5
1.0
r
P
F
Χ
1
Arr
Figure 3.16: Regular initial data perturbed by a massless scalar field. The effect of the
perturbation appears in χ.
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are also affected and the momentum constraint has to be solved for the perturbation on
Arr, as described in section 3.4. An example of initial data corresponding to a mostly
ingoing scalar field is plotted in figure 3.17. If the initial scalar field was an outgoing
pulse, the value of Arr would positive and χ’s profile would also change.
0.0 0.2 0.4 0.6 0.8 1.0
-1.0
- 0.5
0.0
0.5
1.0
r
P
F
Χ
1
Arr
Figure 3.17: Regular initial data perturbed by a mostly ingoing massless scalar field. The
effect of the perturbation appears in χ and Arr.
Schwarzschild spacetime
The trumpet values of a BH spacetime with M = 1 are displayed in figure 3.18. The
conformal factor χ, the lapse α and the shift βr all become zero at the origin, which is
where the trumpet is mapped to. The shift is positive inside of some radius around the
origin (including the BH horizon, which in this case is located at rSchw ≈ 0.13) and then
becomes negative. The initial value of the variable Arr is plotted in figure 3.20. Figure
3.19 shows the influence of a time symmetric or a mostly ingoing scalar field perturbation
on the conformal factor χ. The Schwarzschild and perturbed trumpet values of Arr are
presented in figure 3.20.
Variable choice for the trace of the extrinsic curvature
The initial values of K, with expression (3.30b), and K˜, which is simply K˜0 = KCMC , are
shown in figure 3.21. The latter has a much simpler stationary value, more appropriate
for numerical and visualization purposes. The quantity ∆K˜ introduced as the variation
of K˜ in (2.80) has a vanishing initial value.
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0.0 0.2 0.4 0.6 0.8 1.0
- 0.5
0.0
0.5
1.0
r
Β
r
Α
Χ
1
0
Figure 3.18: Schwarzschild trumpet BH initial data (with KCMC = −1).
0.0 0.2 0.4 0.6 0.8 1.0
- 0.5
0.0
0.5
1.0
r
P Mostly ingoing
P Time symmetric
F
Χ Mostly ingoing
Χ Time symmetric
Figure 3.19: Schwarzschild trumpet BH initial data perturbed by a massless scalar field.
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0.0 0.2 0.4 0.6 0.8 1.0
- 5
- 4
- 3
- 2
-1
0
r
A r
r
Mostly outgoing
Mostly ingoing
Time symmetric
Figure 3.20: Schwarzschild trumpet BH initial data for the variable Arr.
0.0 0.2 0.4 0.6 0.8 1.0
-10
- 8
- 6
- 4
- 2
0
r
K
Conformal K - Schwarzschild
Conformal K - flat
Physical K
Figure 3.21: Initial data for the trace of the physical extrinsic curvature (K˜) and of the
conformal one (K), both with KCMC = −1. The first does not change in presence of a
BH, but the latter does.
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Gauge conditions
The gauge variables determine how the spacetime is sliced for the decomposition of the
equations. The lapse α measures the separation of the slices along the proper time of an
observer and the shift βa controls the change in spatial coordinates from one slice to the
next. How these gauge quantities behave during the evolution is not prescribed by the
Einstein equations. For a practical implementation this gauge freedom has to be fixed
by imposing some conditions on the lapse and shift. These conditions will depend on the
physical problem that has to be solved and are usually motivated by either a substantial
simplification in the equations and problem setup or by a good numerical behaviour, or
both at the same time. In any case, the effect of the gauge conditions on the evolution is
huge and the choice has to be made carefully.
In the rest of this chapter I will describe which specific conditions are convenient for
the hyperboloidal initial value problem and how some commonly used choices (see [8] for
more details) can be adapted to it.
4.1 Scri-fixing condition
In the conformal picture future null infinity is an ingoing null surface. From the point of
view of a set of hyperboloidal slices it means that the position of I + on the slice moves
inwards with the speed of light as time goes by. In a numerical implementation this effect
translates to a loss of resolution on the integration domain. A way of avoiding this and
setting the location of I + to a fixed position of the spatial domain is by means of the
“scri-fixing” condition [70].
The basic idea of the scri-fixing condition is to choose the coordinate time vector in
such a way that it flows along I +. The time vector is given by ta = αna + βa (2.9), and
it has to be chosen in such a way that it is an ingoing null vector at I +. For simplicity
and to avoid the confusion with complex conjugates we will drop the overbars on the
vectors and covectors in this section, but note that all calculations are performed in the
conformal spacetime.
Newman-Penrose null tetrad
Applying the Newman-Penrose formalism [119] at I + we introduce two real null vectors
ka and la. The vector la is defined as the ingoing null vector and ka as the outgoing one,
as displayed in figure 4.1. The tetrad is completed by two complex tangential null vectors,
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ma and its complex conjugate m¯a. The only nonzero inner products of the tetrad vectors
are laka = −1 and = mam¯a = +1 (for the metric convention used, (−,+,+,+)).
The tetrad vectors can be expressed in terms of the timelike unit vector na and the
spacelike unit vectors sa, eaθ and e
a
φ, for which the only non-vanishing inner products give
nana = −1, sasa = +1, eaθeθ a = +1, eaφeφa = +1. (4.1)
The expressions of the tetrad null vectors are
ka =
1√
2
(na + sa), la =
1√
2
(na − sa), ma = 1√
2
(eaθ + ie
a
φ), (4.2)
Ω = 0
I +
na
sa
la ka
ta
αna
βa
Figure 4.1: Timelike, spacelike and null vectors near I +.
Scri-fixing conditions
Null infinity is given by Ω = 0 and ∇¯aΩ 6= 0. At I + we have that la|I+ = A∇¯aΩ
∣∣
I+
(where A is a constant positive proportionality factor) and the condition that the time
vector flows along I + is given by ta|I+ = B la|I+ (with B another constant factor). It
can be written as
tata|I+ = (∇aΩ) (∇aΩ)|I+ = 0. (4.3)
Using (2.9) it translates to
tata|I+ = (αna + βa) (αna + βa)|I+ = −α2 + βaβa
∣∣
I+
= 0. (4.4)
In our spherically symmetric ansatz (see section 2.4.1) it is expressed as
−α2 + χ−1γrrβr2
∣∣
I+
= 0. (4.5)
The scri-fixing condition in our approach can be divided into two parts:
• The behaviour in time of Ω: if the value of Ω changes with time, it may affect
the coordinate position of Ω = 0. In the approach taken here following Zenginog˘lu
[168, 170], the conformal factor Ω is a function of the radial coordinate r fixed in
time, so the coordinate location of I + does not change during the evolution.
• Condition (4.5): the evolution quantities χ, γrr, α and βr have to satisfy at all
times the condition that the time vector is null at the position to which I + has
been fixed.
In a more general setup other than spherical symmetry, corotation is also possible, in
which case the scri-fixing condition is not as strict as ta being a null geodesic generator.
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4.2 Preferred conformal gauge
Here we will follow chapter 11 of [155] and [170]. We start by studying the gauge freedom
in the choice of the conformal factor Ω. It allows to rescale Ω by some strictly positive
function ω, such that Ωˇ = ωΩ. Using this new conformal factor Ωˇ, another conformally
rescaled metric gˇab can be defined:
gˇab = Ωˇ
2g˜ab, which implies gˇab = ω
2g¯ab. (4.6)
We will now consider the transformations of the Einstein tensor (2.6) (or equivalently
of the Ricci tensor (2.3), as they differ by pure trace terms) due to the conformal rescaling
of the metric (1.3). For simplicity we assume a vacuum solution without Z4 terms, so
that G[g˜]ab = 0 or R[g˜]ab = 0. However, the following considerations will also apply if the
Z4 quantities are such that Z¯a = O(Ω1) or higher at I + and if the matter fields encoded
in the energy-momentum tensor either have compact support or their fall-off behaviour
is strong enough that T [ g¯
Ω2
]ab
∣∣
I+
= O(Ω0) at least. As already mentioned in subsection
1.2.3, if (2.6) is multiplied by Ω2 and evaluated at I +, the result (∇¯cΩ)(∇¯cΩ)
∣∣
I+
= 0
also states that the vector ∇¯cΩ is null at I +. Now we multiply (2.6) (or (2.3)) by Ω,
take its trace-free part and evaluate it at I +. The result is(
∇¯a∇¯bΩ− 1
4
g¯ab¯Ω
)∣∣∣∣
I+
= 0. (4.7)
The relation obtained is independent of the conformal gauge, because it was derived
purely from the transformation behaviour of the Einstein or Ricci tensors. Using the
transformation (4.6) and the definition of Ωˇ the following transformations are valid at
I +
∇ˇa∇ˇbΩˇ
∣∣
I+
=
(
ω∇¯a∇¯bΩ + g¯ab∇¯cω∇¯cΩ
)∣∣
I+
, (4.8)
ˇΩˇ
∣∣
I+
=
1
ω2
(
ω¯Ω + 4∇¯aω∇¯aΩ
)∣∣∣∣
I+
, (4.9)
and using them we obtain(
∇ˇa∇ˇbΩˇ− 1
4
gˇabˇΩˇ
)∣∣∣∣
I+
= ω
(
∇¯a∇¯bΩ− 1
4
g¯ab¯Ω
)∣∣∣∣
I+
= 0. (4.10)
The invariance of (4.7) under a conformal rescaling is thus shown. It also implies shear-
freeness of I +. To see this we use the previously used identification of the null vector
la with the gradient of Ω at I +, such that la|I+ = A∇¯aΩ
∣∣
I+
. If la is tangent to an
affinely parametrized null geodesic, the shear of the null geodesic congruence given by la
is expressed by one of the twelve complex spin coefficients introduced by Newman and
Penrose [119], namely by σ = −mamb∇¯bla. Evaluating this quantity at I + we have
σ|I+ = −mamb∇¯bla
∣∣
I+
= −Amamb∇¯b∇¯aΩ
∣∣
I+
= −A
4
mambg¯ab¯Ω
∣∣∣∣
I+
= 0, (4.11)
where relation (4.7) and mama = 0 have been used. Instead of l
a, this calculation can
also be performed using a rescaled null vector lˇa = Cla. This new vector lˇa is chosen to
be proportional to ∇ˇaΩˇ at I +, such that
lˇa
∣∣
I+
= A∇ˇaΩˇ∣∣
I+
= A∇¯a(ωΩ)∣∣
I+
= Aω∇¯aΩ∣∣
I+
= ωla|I+ , (4.12)
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so that at future null infinity C = ω and the relation between ingoing null vectors is
lˇa
∣∣
I+
= ωla|I+ . Calculating σ|I+ in terms of lˇa and using (4.10) gives obviously the
same result
σ|I+ = −mamb∇ˇblˇa
∣∣
I+
= −A
4
mambgˇabˇΩˇ
∣∣∣∣
I+
= −ω2 A
4
mambg¯abˇΩˇ
∣∣∣∣
I+
= 0. (4.13)
We will now turn our attention to another of the Newman-Penrose spin coefficients,
ρ = −mam¯b∇¯alb (not to be confused with the energy density ρ defined in section 2.2.3).
The spin coefficient ρ characterizes the expansion of the null geodesic congruence given
by la. Evaluating it at I + and using (4.7) and mam¯bg¯ab = 1 yields
ρ|I+ = −mam¯b∇¯bla
∣∣
I+
= −Amamb∇¯b∇¯aΩ
∣∣
I+
= −A
4
mam¯bg¯ab¯Ω
∣∣∣∣
I+
= −A
4
¯Ω
∣∣∣∣
I+
.
(4.14)
As ¯Ω does not necessarily vanish at I +, the expansion can take nonzero values there.
Following the same procedure, the expression of ρ calculated using lˇa is
ρ|I+ = −mam¯b∇ˇblˇa
∣∣
I+
= ... = − ω2A
4
¯Ω
∣∣∣∣
I+
. (4.15)
The conformal gauge freedom represented by ω can now be used to impose
ˇΩˇ
∣∣
I+
= 0. (4.16)
This is the preferred conformal gauge condition [148, 126, 146]. Setting it in (4.9) trans-
lates it to a condition on ω:
∇¯aΩ∇¯a lnω
∣∣
I
= −1
4
¯Ω
∣∣∣∣
I+
. (4.17)
From (4.10) the preferred conformal gauge condition (4.16) implies
∇ˇa∇ˇbΩˇ
∣∣
I+
= 0, (4.18)
and these two together give
lim
Ωˇ→0
1
Ωˇ
gˇab∇ˇaΩˇ∇ˇbΩˇ = 0, (4.19)
calculated from the equivalent vacuum equation to (2.6) where the conformal rescalings
have been performed with Ωˇ instead of with Ω. The three conditions (4.16), (4.18) and
(4.19) imply that in the preferred conformal gauge all conformal factor terms resulting
from the transformation of the Einstein (or Ricci) tensor attain a regular limit at I +
individually.
4.2.1 Bondi time
The preferred conformal gauge (4.16) also implies that the null tangent lˇa to the null
geodesic generators of I + is geodesic, so that it satisfies
lˇa∇ˇalˇb
∣∣
I+
= 0 . (4.20)
The null geodesic generators are parametrized by an affine parameter tB, scaled such that
(∂tB)
a ∇ˇatB = 1. (4.21)
This parameter is generally known as Bondi parameter or Bondi time and it gives the
proper time measured by a free-falling observer moving along I +.
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4.2.2 Implementation of the preferred conformal gauge
The quantity ¯Ω, expressed in our spherically symmetric variables and under the as-
sumption that the conformal factor is time-independent, takes the form
¯Ω = Ω′
(
β˙r
α2
− α˙β
r
α3
+
βr ˙γθθ
α2γθθ
+
βr ˙γrr
2α2γrr
− 3χ˙β
r
2α2χ
− β
r2γ′θθ
α2γθθ
+
3βr2χ′
2α2χ
− 2β
r2
α2r
− 2β
r (βr)′
α2
+
α′βr2
α3
− β
r2γ′rr
2α2γrr
+
2χ
rγrr
+
χα′
αγrr
+
χγ′θθ
γθθγrr
− χ
′
2γrr
− χγ
′
rr
2γ2rr
)
+ Ω′′
(
χ
γrr
− β
r2
α2
)
.(4.22)
As a reminder about the notation, the primes denote derivatives with respect to r and the
dots indicate time derivatives. The quantities γ˙rr, γ˙θθ and χ˙ are given by the evolution
equations. However, the gauge freedom allows us to choose the evolution of the gauge
quantities α˙ and β˙r such that (4.22)’s RHS vanishes at I + and so Ω satisfies the preferred
conformal gauge. I will explain in more detail how this can be done in section 4.5.
4.3 Slicing conditions
An initial value formulation can be treated as hyperbolic-elliptic problem, where the
constraints are solved at each time-step thus giving what is called a constrained evolution,
or as a purely hyperbolic problem, where the evolution equations alone determine the
evolution of the system and the constraints are used to monitor the quality of the solution.
The development of evolved slicing conditions was especially motivated by the work on
hyperbolic reformulations of the 3+1 evolution equations [39, 37, 40].
The Bona-Masso´ family of slicing conditions [38] is widely used in current numerical
simulations. To adapt it to the hyperboloidal initial value problem, two extra source
functions K0 and L0 that depend on the radial coordinate r have been added to it:
α˙ = βrα′ − α2f(α) (K −K0) + L0. (4.23)
The presence of K0 is necessary because the initial and stationary value of K on the
hyperboloidal slice is negative, as can be seen in the initial data plots in section 3.5.2. As
f(α) = αn, a negative value of K is very likely to cause an exponential growth of the α
variable. For a more detailed description of this phenomenon see subsection 7.2.1. The
time independent function K0 is thus introduced to counteract the effect of K’s stationary
value.
The Bona-Masso´ slicing conditions used in traditional Cauchy slices do not need any
source functions. As the radial coordinate goes to infinity, α → 1 and the trace of the
extrinsic curvature vanishes, so that the lapse condition already provides the appropriate
stationary solution. However, the behaviour on a hyperboloidal slice is different: even if
the rescaled lapse attains a finite value at I + (the physical one becomes infinite there),
its flat initial values are not a stationary solution of the lapse evolution equation without
source terms. What is more, such an evolution equation tends to make α vanish at I +,
thus going back to a Cauchy slice. Therefore, the presence of a source function L0 that
makes the desired value of α stationary seems necessary and it has been used in all the
successful tests presented here.
Note that the slicing condition has been expressed directly in terms of the conformal
quantities (α, K) instead of the physical ones (α˜, K˜). The second option is also feasible
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a priori and has been considered for instance in [120]. Nevertheless, for consistency with
the relations at I + presented in the previous section, which are expressed in terms of the
conformal quantities, the gauge conditions will be imposed on the conformal variables.
4.3.1 Generalized 1+log condition
The 1+log slicing condition is obtained by substituting f(α) = n
α
(here n denotes a real
positive number) in (4.23),
α˙ = βrα′ − nα (K −K0) + L0. (4.24)
The commonly used choice of n = 2 has proven to be well-behaved in numerical evolutions
of spacetimes with strong gravitational fields [18, 10, 9]. It has not been directly set in
the previous expression because it does not provide the appropriate eigenspeeds at future
null infinity for any value of KCMC - a property of the 1+log slicing condition is that
gauge speeds can easily become superluminal. Some eigenspeeds at I + may become
larger than the lightspeed there and this causes the appearance of negative characteristic
speeds (incoming modes) at I +. To see the behaviour of the lightspeeds see figure 5.1.
As already explained in detail, I + is an ingoing null hypersurface, which implies that
no information from the outside can cross it. So, the slicing condition given by n = 2 is
not appropriate. The choice of n that makes the 1+log expression compatible with the
appropriate eigenspeeds at I + is
n = −KCMC rI
3
. (4.25)
The question of stationary hyperboloidal slices was already raised in [120]. The results
for the 1+log case were that no stationary solution with nonzero offset K0 could be found,
so this slicing condition did not seem appropriate for a hyperboloidal evolution. However,
the calculations in [120] were performed with the physical quantities on a non-compactified
hyperboloidal slice and no source function L0 was considered, so not all of their conclusions
necessarily carry over to the case considered here.
4.3.2 Generalized harmonic lapse
The harmonic slicing condition (f(α) = 1) was also considered in [120] and in this case
stationary hyperboloidal slices were found. The approach to the hyperboloidal initial
value problem taken in [168] used the generalized harmonic formulation of the Einstein
equations, so that implementing the harmonic lapse condition in our case is likely to
provide successful results. In our formulation, the generalized harmonic slicing condition
takes the form
α˙ = βrα′ − α2 (K −K0) + L0, (4.26)
and the eigenspeeds provided by this equation of motion are in perfect agreement with
the requirements at I +, as the gauge speed coincides with the speed of light (the effect
that the tilting of the causal cone along the hyperboloidal slice has on the speed of light
is shown in figure 5.1). Actually, the choice in (4.25) is nothing but the value of α|I+ in
its stationary initial value. Nevertheless, harmonic slicing is only marginally singularity
avoiding, which means that the singularity is reached and this is not useful in presence of
a BH if we are not using excision.
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4.3.3 Matching
A way to profit from the singularity-avoidance property of the 1+log slicing and the more
natural behaviour at null infinity of the harmonic slicing condition is to use the first in
the interior part of the domain and the latter in the region close to I +. This would allow
to use any convenient value of n. There are several things to take into account when
performing the matching: where in the domain it is done (e.g. inside or outside of the
horizon), how wide the matching region is, make sure the transition is smooth, check if
the change in eigenspeeds is reasonable, how the source functions are calculated, etc. An
example of a match could be using the weight
w =
1
1 +
(
r
(r2I−r2)o
)p , (4.27)
with parameters o and p that control the location and the amplitude of the match. The
final slicing condition is obtained by multiplying the 1+log and harmonic parts by
α˙ = βrα′ + w [−nα (K −K0 log) + L0 log] + (1− w)
[−α2 (K −K0har) + L0har] . (4.28)
An example of the corresponding weight functions with parameters o = 2 and p = 8 is
plotted in figure 4.3.3. Close to the origin the contribution of the harmonic condition is
set to zero, while near I + (located at r = 1) the 1+log condition will have no effect.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
r
harmonic H1-w L
1+ log H w L
Figure 4.2: Example of matching weight function (4.27) with o = 2 and p = 8.
4.4 Shift conditions
The shift condition controls the change in the spatial coordinates during the evolution.
The shift plays a very important role in the scri-fixing condition, because its profile ensures
that the time vector flows alongI +. In the evolved shift conditions that will be considered
in this section, a source term will be added to the RHSs for the same reason as done
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previously with the lapse conditions. In some cases, a damping term for the shift will also
be included.
4.4.1 Fixed shift
A time-independent non-vanishing shift compatible with the scri-fixing condition (4.5) is
the simplest possible choice. A numerical evolution with a fixed shift is appropriate for
flat initial data or including a scalar field perturbation that does not collapse into a BH,
but strong field initial data do require a more sophisticated shift condition. However, the
fixed shift option allowed to simplify the system in the first tests in flat space time.
The initial value of the shift in flat spacetime is βr0 =
KCMC r
3
, calculated from (3.29d).
It is negative at I +, a requirement for the shift that satisfies the scri-fixing condition as
indicated by the diagram in figure 4.1.
4.4.2 Generalized Gamma-driver
The “driver” conditions have their origin in relaxation techniques to solve elliptic shift
equations [143, 144], like the minimal strain, minimal distortion and Gamma-freezing
conditions. Among the hyperbolic driver conditions there is the Gamma-driver shift
condition [9], which seeks to mimic the effect of the Gamma-freezing condition. It has
been successful in BH simulations with moving punctures, where the inclusion of advection
terms to fix the structure of light cones seems beneficial [22, 152, 82].
The generalized Gamma-driver shift condition adapted to our setup is expressed in
terms of Λr instead of Γr. According to common use, a contravariant vector Ba is intro-
duced as an auxiliary variable. The equations of motion are given by:
β˙r = βrβr ′ +
3
4
µBr + L0 − ξβr
Ω
βr, (4.29a)
B˙r = βrBr ′ − ηBr + λ
(
Λ˙r − βrΛr ′
)
. (4.29b)
In the evolution equation for Ba, ∂⊥Λa has to be substituted by the RHS of the equation
of motion for Λr, either (2.76f), (2.78f) or (2.82f). The parameter η is especially relevant
when evolving BHs, see [101], and the parameters λ and µ have to be chosen carefully,
because they determine the eigenspeeds. The source function L0 and the damping term
(− ξβr
Ω
βr) ensure that the value of βr stays fixed at I +, a similar behaviour as in the fixed
shift case. The initial and stationary value of the auxiliary variable is Br0 = 0.
The Gamma-driver condition can also be implemented in its integrated form:
β˙r = βrβr ′ + λΛr − η βr + L0 − ξβr
Ω
βr. (4.30)
Written in this way it has similar structure to that of the harmonic shift condition, which
will be described next.
4.4.3 Generalized harmonic shift
The harmonic shift condition is a generalization of the condition for harmonic spatial
coordinates [11]. In our case, the generalized harmonic lapse and shift conditions are
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derived from the harmonic coordinate condition on the scalar coordinate functions ϕa,
¯ϕc = F c, where a generalization to a non-vanishing source function F c has been included.
After identifying ϕµ = xµ, the generalized harmonic condition simply becomes
g¯abΓ¯cab = F
c. (4.31)
The generalized harmonic lapse condition is given by the time component and the shift
condition in spherical symmetry by the radial component:
α˙ = α′βr +
α ˙γθθ
γθθ
− 3αχ˙
2χ
+
α ˙γrr
2γrr
− αβ
rγ′θθ
γθθ
+
3αβrχ′
2χ
− αβr ′ − 2αβ
r
r
− αβ
rγ′rr
2γrr
− α3F t,(4.32a)
β˙r = 2βrβr ′ +
α˙βr
α
− β
r ˙γθθ
γθθ
+
3χ˙βr
2χ
− β
r ˙γrr
2γrr
− α
′βr2
α
+
βr2γ′θθ
γθθ
− 3β
r2χ′
2χ
+
2βr2
r
− 2α
2χ
rγrr
+
βr2γ′rr
2γrr
− α
2χγ′θθ
γθθγrr
+
α2χ′
2γrr
+
α2χγ′rr
2γ2rr
− αχα
′
γrr
− α2F r. (4.32b)
Substituting the corresponding evolution equations from (2.76), the previous (4.32a) will
become (4.26), without the K0 function and a differently introduced source term. In
(4.26) the term with Θ was dropped, for similarity with the implementation in [156].
The harmonic shift condition is obtained from (4.32b). First (4.32a) is set and then
γ′rr and γ
′
θθ are substituted in terms of Λ
r using the RHS of (2.81c) set to zero. This is
necessary for hyperbolicity reasons. Finally the following expression is obtained, with the
only difference that the expected −α2βrF t − α2F r have been substituted by the last two
terms in (4.30)
β˙r = βrβr ′ + α2χΛr +
α2χ′
2γrr
− αχα
′
γrr
− 2α
2χ
rγθθ
+ L0 − ξβr
Ω
βr. (4.33)
This equation includes a term with r in its denominator that will diverge at the origin
and that is therefore likely to raise an instability there. As it does not belong to the prin-
cipal part (the terms in the equations that determine hyperbolicity and the characteristic
behaviour of the system, see section 5.1), it should be dropped to avoid problems at the
origin.
4.5 Generalized harmonic gauge conditions compat-
ible with the preferred conformal gauge
Aiming to systematize the calculation of the source functions in the equations, a new
approach will be taken. Motivated by the definition of the spatial quantity ∆Γa (2.46),
we will consider the difference of four-dimensional Christoffel symbols, so that the source
functions will be expressed in terms of the components of a time-independent background
metric. The spatial part has also been used in a discussion about harmonic conformal
spatial coordinates in [115].
The expression can be defined in terms of the conformal or the physical metric (so far
all the gauge conditions have been set using the conformal quantities).
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4.5.1 In the conformal picture
The source functions added to the generalized harmonic condition (4.31) are expressed in
terms of the background connection ˆ¯Γcab calculated from a time independent 4-dimensional
metric ˆ¯gab. This new generalized harmonic gauge can be written as
Λ¯c = F¯ c, with Λ¯c = g¯abΛ¯cab and Λ¯
c
ab = Γ¯
c
ab − ˆ¯Γcab. (4.34)
Following the notation used in (2.46), it may seem more appropriate to denote Λ¯c by ∆Γ¯c,
but using Λ¯c will explicitly remind us to perform the substitution of γ′rr and γ
′
θθ in terms
of Λr mentioned in subsection 4.4.3.
We will now show how these gauge conditions are a priori compatible with the preferred
conformal gauge, whose condition can be expanded as
¯Ω = g¯ab∇¯a∇¯bΩ = g¯ab∂a∂bΩ− g¯abΓ¯cab∂cΩ (4.35)
Isolating g¯abΓ¯cab from (4.34) and substituting it into (4.35) gives the following relation,
where in the second equality we have used the fact that in our approach the conformal
factor Ω only depends on the radius,
¯Ω = g¯ab∂a∂bΩ− g¯ab ˆ¯Γcab∂cΩ− F¯ c∂cΩ = g¯rrΩ′′ − g¯ab ˆ¯ΓrabΩ′ − F¯ rΩ′. (4.36)
The quantity Ω′|I 6= 0 by definition and in principle also Ω′′|I 6= 0. The metric com-
ponent g¯rr can be read off from (2.16) giving g¯rr = χ
γrr
− βr2
α2
, which vanishes at I + by
means of the scri-fixing condition (4.5) - the stationary values satisfy χ
γrr
− βr2
α2
= χΩ
2
γrrα2
,
so g¯rr|I+ = O(Ω2). The background Christoffel symbol ˆ¯Γrab is calculated from the initial
data and it is such that at I + the only nonzero component is ˆ¯Γrrr
∣∣∣
I+
= 1
r
∣∣
I+
. Then
g¯rr ˆ¯Γrrr will be zero at future null infinity by virtue of the scri-fixing condition. The only
remaining term is −F¯ rΩ′: if F¯ r∣∣
I+
∝ Ωq with q > 0, then (4.36)’s RHS will vanish at
I + and the preferred conformal gauge condition ¯Ω
∣∣
I
= 0 will hold.
The explicit gauge evolution equations are given by
α˙ =
α ˙γθθ
γθθ
− 3αχ˙
2χ
+
α ˙γrr
2γrr
− α3F¯ t − α
3χγˆθθβˆrχˆ
′
αˆ2χˆ2γθθ
+
α3χβˆrγˆθθ
′
αˆ2χˆγθθ
+
2α3χγˆθθβˆr
αˆ2rχˆγθθ
+ α′βr
−αβ
rγ′θθ
γθθ
+
3αβrχ′
2χ
− 2ααˆ
′βr
αˆ
− α (βr)′ + ααˆ
′βˆr
αˆ
− 2αβ
r
r
+
α3χγˆrrβˆr
′
αˆ2χˆγrr
− α
3χβˆrγˆrrχˆ
′
2αˆ2χˆ2γrr
+
α3χβˆrγˆrr
′
2αˆ2χˆγrr
+
2αβˆrβrγˆrrβˆr
′
αˆ2χˆ
− αβˆ
r
2
βrγˆrrχˆ
′
αˆ2χˆ2
+
αβˆr
2
βrγˆrr
′
αˆ2χˆ
− αβˆ
r
2
γˆrrβˆr
′
αˆ2χˆ
+
αβˆr
3
γˆrrχˆ
′
2αˆ2χˆ2
−αβˆ
r
3
γˆrr
′
2αˆ2χˆ
− αβ
rγ′rr
2γrr
− αβ
2rγˆrrβˆr
′
αˆ2χˆ
+
αβˆrβ2rγˆrrχˆ
′
2αˆ2χˆ2
− αβˆ
rβ2rγˆrr
′
2αˆ2χˆ
, (4.37a)
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β˙r =
α˙βr
α
+
3χ˙βr
2χ
+ 2 (βr)′ βr +
2βˆrαˆ′βr
αˆ
− 2βˆ
r
2
γˆrrβˆr
′
βr
αˆ2χˆ
+
βˆr
3
γˆrrχˆ
′βr
αˆ2χˆ2
− βˆ
r
3
γˆrr
′βr
αˆ2χˆ
− ˙γrrβ
r
2γrr
− ˙γθθβ
r
γθθ
− α
′β2r
α
− 3χ
′β2r
2χ
+
βˆrγˆrrβˆr
′
β2r
αˆ2χˆ
− βˆ
r
2
γˆrrχˆ
′β2r
2αˆ2χˆ2
− χˆ
′β2r
2χˆ
+
βˆr
2
γˆrr
′β2r
2αˆ2χˆ
+
γˆrr
′β2r
2γˆrr
+
γ′rrβ2r
2γrr
+
γ′θθβ
2r
γθθ
+
2β2r
r
− F¯ rα2 − αχα
′
γrr
+
α2χ′
2γrr
− βˆ
r
2
αˆ′
αˆ
+
αˆχˆαˆ′
γˆrr
−βˆrβˆr ′ + βˆ
r
3
γˆrrβˆr
′
αˆ2χˆ
− α
2χβˆrγˆrrβˆr
′
αˆ2χˆγrr
− βˆ
r
4
γˆrrχˆ
′
2αˆ2χˆ2
+
βˆr
2
χˆ′
2χˆ
+
α2χβˆr
2
γˆrrχˆ
′
2αˆ2χˆ2γrr
+
α2χχˆ′
2χˆγrr
−α
2χγˆθθχˆ
′
χˆγˆrrγθθ
+
α2χβˆr
2
γˆθθχˆ
′
αˆ2χˆ2γθθ
+
βˆr
4
γˆrr
′
2αˆ2χˆ
− βˆ
r
2
γˆrr
′
2γˆrr
− α
2χβˆr
2
γˆrr
′
2αˆ2χˆγrr
− α
2χγˆrr
′
2γˆrrγrr
−α
2χβˆr
2
γˆθθ
′
αˆ2χˆγθθ
+
α2χγˆθθ
′
γˆrrγθθ
+
α2χγ′rr
2γ2rr
− α
2χγ′θθ
γrrγθθ
− 2α
2χ
rγrr
− 2α
2χβˆr
2
γˆθθ
rαˆ2χˆγθθ
+
2α2χγˆθθ
rγˆrrγθθ
. (4.37b)
The background metric components are denoted by αˆ, βˆr, χˆ, γˆrr and γˆθθ. The two last
ones coincide with those of the background spatial metric introduced in (2.44). In the
following simplified version of the previous equations, γˆrr and γˆθθ are set to unity, as done
in (2.72), the evolution equation α˙ is substituted in β˙r and Λr is also introduced:
α˙ = βrα′ − αβr ′ − αβ
rγ′θθ
γθθ
+
3αβrχ′
2χ
− 2αβ
rαˆ′
αˆ
+
α ˙γθθ
γθθ
− 3αχ˙
2χ
− α3F¯ t − α
3χβˆrχˆ′
αˆ2χˆ2γθθ
+
2α3χβˆr
αˆ2rχˆγθθ
−αβ
r2βˆr
′
αˆ2χˆ
+
αβr2βˆrχˆ′
2αˆ2χˆ2
+
2αβrβˆrβˆr
′
αˆ2χˆ
− αβ
rβˆr
2
χˆ′
αˆ2χˆ2
− αβˆ
r
2
βˆr
′
αˆ2χˆ
+
αβˆr
3
χˆ′
2αˆ2χˆ2
+
ααˆ′βˆr
αˆ
− 2αβ
r
r
+
α3χβˆr
′
αˆ2χˆγrr
− α
3χβˆrχˆ′
2αˆ2χˆ2γrr
− αβ
rγ′rr
2γrr
+
α ˙γrr
2γrr
, (4.38a)
β˙r = −α
2χχˆ′
χˆγθθ
− 2β
r2αˆ′
αˆ
+ αˆχˆαˆ′ − β
r2χˆ′
2χˆ
+ βrβr ′ − α2βrF¯ t − α2F¯ r − α
2βrχβˆrχˆ′
αˆ2χˆ2γθθ
+
2α2βrχβˆr
αˆ2rχˆγθθ
+
α2χβˆr
2
χˆ′
αˆ2χˆ2γθθ
− 2α
2χβˆr
2
αˆ2rχˆγθθ
+ α2χΛr − β
r3βˆr
′
αˆ2χˆ
+
βr3βˆrχˆ′
2αˆ2χˆ2
+
3βr2βˆrβˆr
′
αˆ2χˆ
− 3β
r2βˆr
2
χˆ′
2αˆ2χˆ2
−3β
rβˆr
2
βˆr
′
αˆ2χˆ
+
3βrβˆr
3
χˆ′
2αˆ2χˆ2
+
3βrαˆ′βˆr
αˆ
+
βˆr
3
βˆr
′
αˆ2χˆ
− βˆ
r
4
χˆ′
2αˆ2χˆ2
− αˆ
′βˆr
2
αˆ
+
βˆr
2
χˆ′
2χˆ
− βˆrβˆr ′
+
α2βrχβˆr
′
αˆ2χˆγrr
− α
2βrχβˆrχˆ′
2αˆ2χˆ2γrr
− α
2χβˆrβˆr
′
αˆ2χˆγrr
+
α2χβˆr
2
χˆ′
2αˆ2χˆ2γrr
+
α2χ′
2γrr
+
α2χχˆ′
2χˆγrr
− αχα
′
γrr
. (4.38b)
The quantities χ˙, γ˙rr and γ˙θθ have not been substituted to maintain the freedom to choose
any of the evolution systems (2.76), (2.78) or (2.82).
4.5.2 In the physical picture
If instead of using conformal quantities in the definition we use the physical ones, the
gauge condition is formally the same,
Λ˜c = F˜ c, with Λ˜c = g˜abΛ˜cab and Λ˜
c
ab = Γ˜
c
ab − ˆ˜Γcab. (4.39)
The physical background connection ˆ˜Γcab is constructed from a time-independent physical
metric ˆ˜gab. Transforming the above condition to the conformal quantities (using (1.3),
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(2.4) for the evolved and background metric and Christoffel symbols and the quantities
defined in (4.34)) gives
Λ¯c = −∂dΩ
Ω
(
4g¯cd − g¯ab ˆ¯gab ˆ¯gcd
)
+
F˜ c
Ω2
. (4.40)
The principal part of the equation is exactly the same as is (4.34), but the source terms
involve factors of Ω. Using (4.39) on the preferred conformal gauge now yields
¯Ω = g¯ab∂a∂bΩ− g¯ab ˆ¯Γcab∂cΩ +
∂cΩ∂dΩ
Ω
(
4g¯cd − g¯ab ˆ¯gab ˆ¯gcd
)− F˜ c∂cΩ
Ω2
= g¯rrΩ′′ − g¯ab ˆ¯ΓrabΩ′ +
(Ω′)2
Ω
(
4g¯rr − g¯ab ˆ¯gab ˆ¯grr
)− F˜ rΩ′
Ω2
. (4.41)
The vanishing of the first and second terms in (4.41) atI + has been shown in the previous
subsection. The third term also becomes zero at null infinity, because g¯rr|I+ = ˆ¯grr
∣∣
I+
=
O(Ω2) and g¯ab ˆ¯gab, a combination of conformally rescaled metrics, is expected to attain a
finite value. The condition on the function F˜ r now is F˜ r
∣∣∣
I+
∝ Ωq with q > 2.
The decomposition of (4.39) into lapse and shift evolution equations is
α˙ = βrα′ − αβr ′ − αβ
rγ′θθ
γθθ
+
3αβrχ′
2χ
+
4αβrΩ′
Ω
− 2αβ
rαˆ′
αˆ
+
α ˙γθθ
γθθ
− 3αχ˙
2χ
− α
3F˜ t
Ω2
−2α
3χγˆθθβˆrΩ
′
αˆ2χˆΩγθθ
− α
3χγˆθθβˆrχˆ
′
αˆ2χˆ2γθθ
+
α3χβˆrγˆθθ
′
αˆ2χˆγθθ
+
2α3χγˆθθβˆr
αˆ2rχˆγθθ
− αβˆ
rΩ′
Ω
+
ααˆ′βˆr
αˆ
−2αβ
r
r
− α
3χβˆrγˆrrΩ
′
αˆ2χˆΩγrr
+
α3χγˆrrβˆr
′
αˆ2χˆγrr
− α
3χβˆrγˆrrχˆ
′
2αˆ2χˆ2γrr
+
α3χβˆrγˆrr
′
2αˆ2χˆγrr
+
αβr2βˆrγˆrrΩ
′
αˆ2χˆΩ
−αβ
r2γˆrrβˆr
′
αˆ2χˆ
+
αβr2βˆrγˆrrχˆ
′
2αˆ2χˆ2
− αβ
r2βˆrγˆrr
′
2αˆ2χˆ
− 2αβ
rβˆr
2
γˆrrΩ
′
αˆ2χˆΩ
+
2αβrβˆrγˆrrβˆr
′
αˆ2χˆ
−αβ
rβˆr
2
γˆrrχˆ
′
αˆ2χˆ2
+
αβrβˆr
2
γˆrr
′
αˆ2χˆ
+
αβˆr
3
γˆrrΩ
′
αˆ2χˆΩ
− αβˆ
r
2
γˆrrβˆr
′
αˆ2χˆ
+
αβˆr
3
γˆrrχˆ
′
2αˆ2χˆ2
− αβˆ
r
3
γˆrr
′
2αˆ2χˆ
−αβ
rγ′rr
2γrr
+
α ˙γrr
2γrr
, (4.42a)
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β˙r = −α
2F˜ r
Ω2
+
2βr2
r
+
βrα˙
α
+
3βrχ˙
2χ
− β
r2α′
α
− αχα
′
γrr
+ 2βrβr ′ − 3β
r2χ′
2χ
+
α2χ′
2γrr
+
2βˆr
2
Ω′
Ω
− 2β
rβˆrΩ′
Ω
− βˆ
r
4
γˆrrΩ
′
Ωαˆ2χˆ
+
2βrβˆr
3
γˆrrΩ
′
Ωαˆ2χˆ
− β
r2βˆr
2
γˆrrΩ
′
Ωαˆ2χˆ
− 3β
r2Ω′
Ω
− αˆ
2χˆΩ′
Ωγˆrr
+
α2χβˆr
2
γˆrrΩ
′
Ωαˆ2χˆγrr
+
3α2χΩ′
Ωγrr
+
2α2χβˆr
2
γˆθθΩ
′
Ωαˆ2χˆγθθ
− 2α
2χγˆθθΩ
′
Ωγˆrrγθθ
− βˆ
r
2
αˆ′
αˆ
+
2βrβˆrαˆ′
αˆ
+
αˆχˆαˆ′
γˆrr
−βˆrβˆr ′ + βˆ
r
3
γˆrrβˆr
′
αˆ2χˆ
− 2β
rβˆr
2
γˆrrβˆr
′
αˆ2χˆ
+
βr2βˆrγˆrrβˆr
′
αˆ2χˆ
− α
2χβˆrγˆrrβˆr
′
αˆ2χˆγrr
− βˆ
r
4
γˆrrχˆ
′
2αˆ2χˆ2
+
βrβˆr
3
γˆrrχˆ
′
αˆ2χˆ2
− β
r2βˆr
2
γˆrrχˆ
′
2αˆ2χˆ2
− β
r2χˆ′
2χˆ
+
βˆr
2
χˆ′
2χˆ
+
α2χβˆr
2
γˆrrχˆ
′
2αˆ2χˆ2γrr
+
α2χχˆ′
2χˆγrr
− α
2χγˆθθχˆ
′
χˆγˆrrγθθ
+
α2χβˆr
2
γˆθθχˆ
′
αˆ2χˆ2γθθ
+
βˆr
4
γˆrr
′
2αˆ2χˆ
− β
rβˆr
3
γˆrr
′
αˆ2χˆ
+
βr2βˆr
2
γˆrr
′
2αˆ2χˆ
+
βr2γˆrr
′
2γˆrr
− βˆ
r
2
γˆrr
′
2γˆrr
− α
2χβˆr
2
γˆrr
′
2αˆ2χˆγrr
−α
2χγˆrr
′
2γˆrrγrr
− α
2χβˆr
2
γˆθθ
′
αˆ2χˆγθθ
+
α2χγˆθθ
′
γˆrrγθθ
+
βr2γ′rr
2γrr
+
α2χγ′rr
2γ2rr
+
βr2γ′θθ
γθθ
− α
2χγ′θθ
γrrγθθ
− 2α
2χ
rγrr
−β
r ˙γrr
2γrr
− β
r ˙γθθ
γθθ
− 2α
2χβˆr
2
γˆθθ
rαˆ2χˆγθθ
+
2α2χγˆθθ
rγˆrrγθθ
. (4.42b)
The simplified version of the equations equivalent to (4.38) is given by
α˙ = βrα′ − αβr ′ − αβ
rγ′θθ
γθθ
+
3αβrχ′
2χ
+
4αβrΩ′
Ω
− 2αβ
rαˆ′
αˆ
+
α ˙γθθ
γθθ
− 3αχ˙
2χ
− α
3F˜ t
Ω2
−2α
3χβˆrΩ′
αˆ2χˆΩγθθ
− α
3χβˆrχˆ′
αˆ2χˆ2γθθ
+
2α3χβˆr
αˆ2rχˆγθθ
+
αβr2βˆrΩ′
αˆ2χˆΩ
− αβ
r2βˆr
′
αˆ2χˆ
+
αβr2βˆrχˆ′
2αˆ2χˆ2
− 2αβ
rβˆr
2
Ω′
αˆ2χˆΩ
+
2αβrβˆrβˆr
′
αˆ2χˆ
− αβ
rβˆr
2
χˆ′
αˆ2χˆ2
+
αβˆr
3
Ω′
αˆ2χˆΩ
− αβˆ
r
2
βˆr
′
αˆ2χˆ
+
αβˆr
3
χˆ′
2αˆ2χˆ2
− αβˆ
rΩ′
Ω
+
ααˆ′βˆr
αˆ
− 2αβ
r
r
−α
3χβˆrΩ′
αˆ2χˆΩγrr
+
α3χβˆr
′
αˆ2χˆγrr
− α
3χβˆrχˆ′
2αˆ2χˆ2γrr
− αβ
rγ′rr
2γrr
+
α ˙γrr
2γrr
, (4.43a)
β˙r = −α
2F˜ r
Ω2
− α
2βrF˜ t
Ω2
+ α2Λrχ− αχα
′
γrr
+ βrβr ′ +
α2χ′
2γrr
+
2βˆr
2
Ω′
Ω
− 3β
rβˆrΩ′
Ω
− αˆ
2χˆΩ′
Ω
+
βr2Ω′
Ω
− βˆ
r
4
Ω′
Ωαˆ2χˆ
+
3βrβˆr
3
Ω′
Ωαˆ2χˆ
− 3β
r2βˆr
2
Ω′
Ωαˆ2χˆ
+
βr3βˆrΩ′
Ωαˆ2χˆ
+
3α2χΩ′
Ωγrr
+
α2χβˆr
2
Ω′
Ωαˆ2χˆγrr
−α
2βrχβˆrΩ′
Ωαˆ2χˆγrr
− 2α
2χΩ′
Ωγθθ
+
2α2χβˆr
2
Ω′
Ωαˆ2χˆγθθ
− 2α
2βrχβˆrΩ′
Ωαˆ2χˆγθθ
− βˆ
r
2
αˆ′
αˆ
+
3βrβˆrαˆ′
αˆ
+ αˆχˆαˆ′
−2β
r2αˆ′
αˆ
− βˆrβˆr ′ + βˆ
r
3
βˆr
′
αˆ2χˆ
− 3β
rβˆr
2
βˆr
′
αˆ2χˆ
+
3βr2βˆrβˆr
′
αˆ2χˆ
− β
r3βˆr
′
αˆ2χˆ
− α
2χβˆrβˆr
′
αˆ2χˆγrr
+
α2βrχβˆr
′
αˆ2χˆγrr
−β
r2χˆ′
2χˆ
+
βˆr
2
χˆ′
2χˆ
+
α2χχˆ′
2χˆγrr
+
α2χβˆr
2
χˆ′
2αˆ2χˆ2γrr
− α
2βrχβˆrχˆ′
2αˆ2χˆ2γrr
− α
2χχˆ′
χˆγθθ
+
α2χβˆr
2
χˆ′
αˆ2χˆ2γθθ
− α
2βrχβˆrχˆ′
αˆ2χˆ2γθθ
− βˆ
r
4
χˆ′
2αˆ2χˆ2
+
3βrβˆr
3
χˆ′
2αˆ2χˆ2
− 3β
r2βˆr
2
χˆ′
2αˆ2χˆ2
+
βr3βˆrχˆ′
2αˆ2χˆ2
− 2α
2χβˆr
2
rαˆ2χˆγθθ
+
2α2βrχβˆr
rαˆ2χˆγθθ
. (4.43b)
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4.6 Implementation
The gauge conditions described above have been presented from a theoretical point of
view. Their implementation in the numerical code will require further tuning and ex-
perimenting, changing the source functions and damping coefficients in order to obtain a
stable numerical simulation. The tuning and changes performed in practice to the gauge
conditions have to respect certain requirements:
• the gauge equations of motion have to be well-behaved as single equations: no
exponential growths should be present;
• they have to provide an appropriate stationary solution, i.e. that is compatible with
the rest of the system and ensures that the slices in the evolution continue to be
hyperboloidal;
• they form a hyperbolic system (see section 5.1) with the Einstein equations;
• they have appropriate eigenspeeds - this has to be checked especially at I +, where
no incoming speeds should appear, and at the horizon (if present and if excision is
being used).
I have not presented here the exact form of the source functions and damping coeffi-
cients because they are tuned according to the rest of equations involved in the simulations.
The actual gauge evolution equations used in the numerical tests are presented in section
7.3.
Chapter 5
Well-posedness and regularity
In this chapter we will treat two important properties of the continuum equations: the
well-posedness of their initial value formulation, which ensures the existence of a unique
solution, and their regularity, especially important at future null infinity, where the con-
formal factor terms diverge. If the system is not well-posed or the regularity conditions
are not satisfied, even with a perfect numerical implementation the simulations will be
unstable and crash at some point.
5.1 Treatment of hyperbolic equations
In chapter 2 the Einstein equations were decomposed into a system of elliptic (constraints)
and hyperbolic (equations of motion) differential equations.
Hyperbolic equations usually describe dynamical processes that involve the propaga-
tion of information in the form of waves from one place to another following a time
evolution. The difficulty is that not any choice of variables or equations is appropriate;
they need to be formulated as a well-posed problem to avoid the instabilities that will
appear otherwise.
5.1.1 Well-posedness
Well-posedness is a necessary requirement for successfully solving a system of equations
iteratively in time. It implies that an unique solution to the equations exists and that
this solution depends continuously on the initial data provided. This last condition can
be expressed as (see e.g. [85])
||u(t)|| ≤ Keat||u(0)||. (5.1)
The growth of the solution u(t) with respect to the initial data u(0), calculated using an
appropriate norm ||.||, is bounded by certain finite values of K (not to be confused with
the trace of the extrinsic curvature) and a, so that it cannot be infinite.
Quasilinear systems of equations are systems which are linear in the highest derivatives.
This is the case of the Einstein equations considered here. The study of well-posedness
can be performed on this type of systems using a simple standard method. In this method
it is sufficient to consider the principal part of the equations. The spherically symmetric
reduced equations that will be used here are expressed as a mixed first order in time and
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second order in space system. The exact terms that belong to the principal part of such a
system are specified in the following subsection, but the basic rough idea is that it involves
only the highest derivatives of each type of variables. General theorems like theorem 4.3.2
in [85] state that lower order terms do not contribute to the well-posedness of the system.
The algebraic analysis performed on the principal part will determine the hyperbolicity
of the system of equations, which allows to make a claim on the well-posedness of the
corresponding initial value problem.
5.1.2 First order in time and second order in space systems
The equations obtained from the 3+1 decomposition contain first order in time derivatives
and second order in space derivatives. Their hyperbolicity analysis is more complicated
than in the first order in space reduction, whose features are described by plenty of
textbooks, but an implementation of the equations as a second order in space system
has a similar numerical behaviour and avoids introducing extra variables and constraints.
The analysis summarized here follows [55, 101].
A common first order in time and second order in space system of hyperbolic differ-
ential equations has the following structure:
∂tu = Pu with u =
(
u
v
)
, (5.2)
with the matrix P given by
P =
(
Ai∂i +B C
Dij∂i∂j + E
i∂i + F G
i∂i + J
)
. (5.3)
There are two different types of variables: u represents those which are derived twice in
space, whereas v stands for the ones which are derived at most once.
A Fourier transformation is now performed on the system, using ωi ≡ ω ni and Mn ≡
M ini. This gives the equivalent matrix to P in the Fourier space, Pˆ . Its principal part is
given by the higher order derivatives in each of the four blocks and is denoted as Pˆ ′, the
second order principal symbol:
Pˆ =
(
iωAn +B C
−ω2Dnn + iωEn + F iωGn + J
)
, Pˆ ′ =
(
iωAn C
−ω2Dnn iωGn
)
. (5.4)
The system will now be reduced to first order in the Fourier space using a pseudo-
differential reduction. To do so, the new variable wˆ ≡ iωuˆ is introduced, giving rise to
the following system (and the constraint C = wˆ − iωuˆ):
∂tuˆR = PˆRuˆR with uˆR =
 uˆvˆ
wˆ
 (5.5)
and a new matrix
PˆR =
 B An C0 iωAn +B iωC
F iωDnn + En iωGn + J
 . (5.6)
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The principal symbol of the first order is given by the elements in PˆR that are multiplied
by iω:
Pˆ ′R =
 0 0 00 iωAn iωC
0 iωDnn iωGn
 . (5.7)
Now writing E = Pˆ ′R/(iω) to simplify the notation, the principal part of the system is
formally solved as:
∂tuˆR = Pˆ
′
RuˆR = iωEuˆR ⇒ uˆR(t) = eiωEtuˆR(0). (5.8)
If E is diagonalizable and has real eigenvalues, the solution will be purely oscillatory and
bounded by the initial data. In this case, the initial value problem is well-posed.
5.1.3 Hyperbolicity
The analysis of the principal part matrix E is performed using a Jordan decomposition.
It can be considered a generalization of the Eigen decomposition: apart from the ele-
ments in the diagonal, the Jordan canonical form can also have non-zero values in the
superdiagonal. These appear due to the existence of Jordan-blocks, which are placed in
the diagonal of the Jordan canonical form. If a matrix is diagonalizable, its diagonal and
Jordan canonical forms coincide.
Both complex eigenvalues or Jordan-blocks in the Jordan canonical form of the mat-
rix E can cause growing modes that will give an ill-posed problem. The properties of
the matrix E determine the hyperbolicity of the equations, and thus the well-posedness
(provided that the similarity matrix is regular). The different possibilities are:
• If all eigenvalues (the characteristic speeds) of the principal part matrix are real,
the system is called (weakly) hyperbolic, and it is well-posed in absence of lower
order terms.
• If a complete set of (left) eigenvectors exists and no Jordan-blocks appear, the
system is called strongly hyperbolic, and admits a well-posed initial value problem.
• If the system is strongly hyperbolic and also admits a (direction-independent) con-
served energy it is called symmetric hyperbolic. In one dimension strongly hyper-
bolic systems are always also symmetric hyperbolic, because they are not direction-
dependent and a conserved energy is to be found without exception.
The BSSN-type formulations of the Einstein equations are known to be strongly hyperbolic
[135, 117, 81, 29]. Indeed the systems of evolution equations (2.76), (2.78) and (2.82)
together with the gauge conditions considered in chapter 4 have a diagonalizable principal
part matrix with real eigenspeeds and a full set of eigenfields. Adding spherical symmetry
to it means that the system is symmetric hyperbolic and thus the problem is well-posed.
5.1.4 Characteristic decomposition of the equations
The system of spherically symmetric GBSSN and Z4c equations presented in (2.76) can
be analyzed with the tools presented in the previous subsection. As a first order in time
and second order in space system, its variables are divided into
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u variables, those which appear spatially derived twice: χ, γrr, γθθ, α, β
r and Φ˜.
v variables, with only first spatial derivatives: Arr, K, Λ
r, Θ, Br (if present) and Π˜.
The eigenfields of the system will include the spatial derivatives of the u variables, denoted
by χ′, γ′rr, γ
′
θθ, α
′, βr ′ and Φ˜′.
The lightspeeds of the system are calculated from the line element by imposing ds¯2 = 0
and solving for c = dr
dt
. The result is c± = −βr ± α
√
χ
γrr
. There is an extra speed due
to the change in the coordinates given by c0 = −βr. These three velocities are plotted
in figure 5.1 for flat spacetime and in presence of a Schwarzschild BH. The speeds are
proportional to |KCMC |. As expected for asymptotic flatness, the behaviour of the speeds
in the vicinity of I + does not change if a compact object is present at the origin. There
are no negative speeds at I +, which is a consequence of the fact that future null infinity
is an ingoing null hypersurface in the conformal picture. Similarly, at the horizon of the
Schwarzschild BH there are no positive speeds, because all radiation is infalling.
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Figure 5.1: Zero speed c0 = −βr and lightspeeds c± = −βr ± α
√
χ
γrr
plotted for flat
spacetime (left) and a Schwarzschild BH with M = 1 (right), using KCMC = −1 for both.
Again, rI = 1. The vertical line in the right plot indicates the radial position of the
horizon, where c0, c− < 0 and c+ = 0. At I + we have c0, c+ > 0 and c− = 0.
The eigendecomposition (or characteristic decomposition) of (2.76) is presented in
table 5.1, to which the eigenfields χ, γrr, γθθ, α, β
r (if evolved) and Φ˜ have to be added
with zero propagation speed. For generality we have determined the eigenfields and
eigenspeeds keeping the angular metric component γθθ as an evolution variable, but it
can be eliminated using the freedom of the determinant of the conformal metric. Indeed
it is only after fixing this degree of freedom that we obtain the standard Z4c/CCZ4
formulation out of our equations. If γθθ is eliminated, the first eigenfield listed in table 5.1
vanishes and the substitution (2.71) has to be applied to the rest of eigenfields.
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Table 5.1: Eigenfields and eigenspeeds, using c0 = −βr and c± = −βr ± α
√
χ
γrr
.
System Eigenfields Eigenspeeds at I +
GBSSN / Z4c γ
′
rr
γrr
+
2γ′θθ
γθθ
0 0
GBSSN / Z4c 2γrrΛ
r − γ′rr
γrr
+
γ′θθ
γθθ
− 2α′
α
+ χ
′
χ
+ 3√
γrrχ
Arr c− 0
GBSSN / Z4c 2γrrΛ
r − γ′rr
γrr
+
γ′θθ
γθθ
− 2α′
α
+ χ
′
χ
− 3√
γrrχ
Arr c+
2rI
3
|KCMC |
GBSSN / Z4c α
′
α
−
√
γrr
χ
K c− 0
GBSSN / Z4c α
′
α
+
√
γrr
χ
K c+
2rI
3
|KCMC |
GBSSN γrrΛ
r − γ′rr
2γrr
− γ′θθ
γθθ
+ 2χ
′
χ
c0
rI
3
|KCMC |
Z4c γrrΛ
r − γ′rr
2γrr
− γ′θθ
γθθ
+ 2χ
′
χ
+ 2
√
γrr
χ
Θ c− 0
Z4c γrrΛ
r − γ′rr
2γrr
− γ′θθ
γθθ
+ 2χ
′
χ
− 2
√
γrr
χ
Θ c+
2rI
3
|KCMC |
G/Z + fixed shift 2γrrΛ
r − 2α′
α
+ χ
′
χ
c0
rI
3
|KCMC |
G/Z + harmonic shift 2γrrΛ
r − 2α′
α
+ χ
′
χ
+ 2
√
γrr
χ
βr ′ c− 0
G/Z + harmonic shift 2γrrΛ
r − 2α′
α
+ χ
′
χ
− 2
√
γrr
χ
βr ′ c+
2rI
3
|KCMC |
Scalar field Φ˜′ + 1
α
√
γrr
χ
(Π˜− βrΦ˜′) c− 0
Scalar field Φ˜′ − 1
α
√
γrr
χ
(Π˜− βrΦ˜′) c+ 2rI3 |KCMC |
As already shown in figure 5.1 and also indicated in the last column of table 5.1, the
eigenspeeds at I + are either zero or positive, so that no incoming radiation exists.
The first group of five eigenspeeds and eigenfields is given by the Einstein equations
and the generalized harmonic lapse (chosen as (4.26) or (4.37a)) and is common to all
combinations (except for the first one that disappears if γθθ is eliminated). In the second
group the first row corresponds to an evolution without Θ variable, whereas the other two
appear in case of the Z4c system. The choice of a fixed shift or the generalized harmonic
shift condition (given by (4.32b) or (4.37b), as their principal part is the same) determines
which eigenquantities to select from the third group. The fourth group accounts for the
scalar field equations, whose principal part decouples from the rest of the system.
This eigendecomposition can be compared with the ones presented in [49, 67], making
the substitution of Λr by Γr, rearranging some eigenvectors, omitting the scalar field part
and substituting the harmonic lapse by the 1+log slicing condition and the harmonic shift
by a Gamma-driver condition.
The eigendecomposition corresponding to the Gamma-driver shift conditions (de-
scribed in subsection 4.4.2) is not shown here because their free parameters λ and µ
make the eigenfield expressions very complicated and long. What is important is the
fact that evaluating the eigenspeeds at I + allows us to determine the allowed values of
the parameters. There will be no negative eigenspeeds (no incoming modes) at I + if
λµ ≤ ( rI
3
KCMC
)2
of the Gamma-driver condition with auxiliary variable Br (4.29) and if
λ ≤ 1
12
(rIKCMC)
2 for the integrated version (4.30). The reason for keeping the parameter
µ separated from the parameter λ when tuning the Gamma-driver shift condition (4.29)
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is that even if the eigenspeeds depend only on λµ, different compatible choices of λ and
µ can present a different numerical behaviour.
The change from conformal K to physical K˜ or to ∆K˜ only involves a rescaling by
Ω in K in the eigenfields. The same is valid when transforming from Θ to Θ˜. The
eigendecomposition for (2.78) is obtained by substituting K = K˜
Ω
and Θ = Θ˜
Ω
, and the
one for (2.82) by transforming K = ∆K˜
Ω
and Θ = Θ˜
Ω
. The other terms involved in the
transformation (2.39e) become non-principal part terms and therefore do not appear in
the eigendecomposition.
5.2 Regularity of the equations at null infinity
The regularity of the conformal factor terms was already mentioned in section 4.2, where
the preferred conformal gauge was described. As a reminder, the divergent conformal
factor terms arising from the transformation of the Ricci or the Einstein tensors due to
the conformal metric rescaling, given by (2.3) and (2.6) respectively, are formally singular
atI +. Certain relations between the variables have to be satisfied, so that the numerators
cancel with the appropriate order of Ω and in the limit Ω→ 0 the divergent terms attain
a finite value. These relations between the variables will be referred to as regularity
conditions. We will assume that they are valid at I +.
The regularity conditions arising from (2.3) (or equivalently (2.6)) are summarized as:
∇¯aΩ∇¯aΩ
∣∣
I+
= 0, (5.9a)(
∇¯a∇¯b Ω− 1
4
g¯ab ¯Ω
)∣∣∣∣
I+
= 0, (5.9b)(
lim
Ω→0
2∇¯aΩ∇¯aΩ
Ω
− ¯Ω
)∣∣∣∣
I+
= 0. (5.9c)
The first one is obtained by multiplying (2.3) by Ω2 and evaluating it at I +. For the
other relations, (2.3) (or (2.6)) is multiplied by Ω and its trace-free part for (5.9b) and
its trace for (5.9c) are evaluated at I +.
5.2.1 Regularity of the tensorial equations: approach
The regularity conditions of the tensorial equations (2.64) and (2.66) can be studied
by separating the angular components from the radial one. For this, the variables and
equations have to be decomposed in [2+1]+1 form.
The starting point is to write the line element as
ds2 = −α2 dt2 + L2(dr + βr dt)(dr + βr dt)
+qAB(dθ
A + bA dr + βA dt)(dθB + bB dr + βB dt), (5.10)
where L−2 = γ¯abD¯arD¯br equivalently as with the lapse function. The normal vector to
the level sets of r is denoted by s¯a and is defined as s¯a = LD¯ar. It is related to the
two-metric q¯ab on the spheres orthogonal to these level sets by
q¯ab = γ¯ab − s¯as¯b. (5.11)
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The conformal spacetime metric can be expressed in terms of the decompositions as
g¯ab = −n¯an¯b + γ¯ab = −n¯an¯b + s¯as¯b + q¯ab. (5.12)
The coordinate light-speeds of light-rays traveling in the ±si directions are,
cr± = −βr ± L−1 α, (5.13a)
cA± = −βA ∓ bA L−1 α, (5.13b)
radially and in the angular directions respectively. Obviously, cr± coincide with the light-
speeds c± of the spherically symmetric reduction presented in subsection 5.1.4.
Expressing the regularity condition (5.9a) in the [2+1]+1 decomposition gives(−(Ln¯Ω)2 + (Ls¯Ω)2 + qab∇¯aΩ∇¯bΩ)∣∣I+ = 0. (5.14)
Assuming that the boundary Ω = 0 is also a level-set of the radial coordinate r = rI , the
previous expression becomes simply,
(Ln¯Ω)2
∣∣
I+
= (Ls¯Ω)2
∣∣
I+
. (5.15)
One of the conditions for the scri-fixing described in 4.1 was that in our implementation
Ω is time independent. Assuming the level set condition this translates to
∂tΩ|I+ = (αLn¯Ω + LβrLs¯Ω)|I+ = 0. (5.16)
This is the basic picture where the regularity conditions can be derived. The calcula-
tion itself is still ongoing work.
5.2.2 Regularity of the spherically symmetric equations
The regularity conditions of the spherically symmetric equations can be easily derived
by looking at the numerator of terms divided by Ω. The regularity conditions for the
evolution system (2.78), the one that uses the physical K˜ and is almost the same as the
one tested numerically, are the following:
• There is only one term with Ω2 in the denominator: 2αΘ˜Ω′
Ω2γrr
, which appears in (2.78f),
and regularity requires that the numerator vanishes at I +. This implies that
Θ˜
∣∣∣
I+
= 0. (5.17a)
Using the l’Hoˆpital rule, the mentioned term is substituted for the rest of the analysis
by 2αΘ˜
′
Ωγrr
.
• The rest of the conditions will be given by the terms that are divided by Ω in the
evolution equations. The condition that makes the numerator of Ω in χ˙ vanish is
K˜
∣∣∣
I+
= −3β
rΩ′
α
∣∣∣∣
I+
. (5.17b)
Chapter 5. Well-posedness and regularity 88
• Before obtaining the regularity conditions for the variables Arr and Λr, it is con-
venient to do a separate calculation for the GBSSN and Z4c equations.
– GBSSN: The regularity condition for Arr is computed from the quantities over
Ω in A˙rr and then substituted into Λ˙
r to obtain the expression for Λr in an
equivalent way. The resulting conditions are:
Arr|GBSSNI+ =
(
− αχγ
′
θθ
3βrγθθ
+
2αχ′
3βr
+
2αχΩ′′
3βrΩ′
− 2αχ
3βrrI
− αχγ
′
rr
3βrγrr
)∣∣∣∣
I+
, (5.17c)
Λr|GBSSNI+ =
(
− 4K˜
′
3κ1γrr
+
8αχΩ′
3βrκ1rI γ2rr
+
4αχΩ′γ′θθ
3βrκ1γθθγ2rr
− 8αχ
′Ω′
3βrκ1γ2rr
− 8αχΩ
′′
3βrκ1γ2rr
+
4αχΩ′γ′rr
3βrκ1γ3rr
+
2
rI γθθ
− 2
rI γrr
− γ
′
θθ
γθθγrr
+
γ′rr
2γ2rr
)∣∣∣∣
I+
. (5.17d)
– Z4c: To calculate the regularity conditions corresponding to the Z4c equations,
first all Zr have to be substituted using (2.79c). The Arr and Λ
r variables
involved in the regularity conditions appear in the singular terms in both A˙rr
and Λ˙r, so that the system has to be solved together. The solution yields:
Arr|Z4cI+ =
[
1
8α2χΩ′ + 3βrγrr (ακ1 − 2βrΩ′)
(
−8
3
α2χK˜ ′γrr − 2α
2κ1χγrr
rI
−α
2κ1χγrrγ
′
θθ
γθθ
+ 2α2κ1γrrχ
′ +
2α2κ1χγrrΩ
′′
Ω′
− α2κ1χγ′rr
+
4αβrχγrrΩ
′
rI
+
8
3
α2χΘ′γrr + 2αβrχΩ′γ′rr − 4αβrγrrχ′Ω′
−4αβrχγrrΩ′′ + 2αβ
rχγrrΩ
′γ′θθ
γθθ
)]∣∣∣∣
I+
, (5.17e)
Λr|Z4cI+ =
[
1
8α2χΩ′ + 3βrγrr (ακ1 − 2βrΩ′)
(
4αβrΘ′ +
6βr2Ω′γ′θθ
γθθ
− 4αβrK˜ ′
−3αβ
rκ1γ
′
θθ
γθθ
− 6αβ
rκ1
rI
+
6αβrκ1γrr
rI γθθ
+
3αβrκ1γ
′
rr
2γrr
+
16α2χΩ′
rI γθθ
+
12βr2Ω′
rI
− 8α
2χΩ′
rI γrr
− 12β
r2γrrΩ
′
rI γθθ
− 4α
2χΩ′γ′θθ
γθθγrr
− 8α
2χ′Ω′
γrr
−8α
2χΩ′′
γrr
+
8α2χΩ′γ′rr
γ2rr
− 3β
r2Ω′γ′rr
γrr
)]∣∣∣∣
I+
(5.17f)
• The regularity condition required for equations ˙˜K and ˙˜Θ is the scri-fixing condition:(
βr2
α
− αχ
γrr
)∣∣∣∣
I+
= 0. (5.17g)
• The only missing term in the evolution equation of the scalar field auxiliary variable
˙˜Π is satisfied if
Π˜
∣∣∣
I+
= 0. (5.17h)
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Only if the relations (5.17) are satisfied, the formally singular terms in the equations
will attain a regular limit at I +. The regularity conditions for the system (2.82) can be
obtained substituting K˜ by ∆K˜ using (2.80), for instance from (5.17b)
∆K˜
∣∣∣
I+
= −KCMC −3β
rΩ′
α
∣∣∣∣
I+
. (5.18)
5.2.3 Regularity conditions arising from the gauge conditions
Extra regularity conditions may arise from the gauge conditions. To illustrate this, we
will consider some examples from the actual gauge equations of motion that have been
tested numerically and described in section 7.3.
• The gauge conditions where the lapse and shift are damped present the following
behaviour:
– The harmonic slicing condition (4.26) with explicit source terms given by (7.8)
and the 1+log slicing condition (4.24) with (4.25) and the source terms in (7.14)
are such that the divergent terms in the equations can only cancel appropriately
if, after using (5.18), the lapse satisfies
α|I+ = −
KCMCrI
3
. (5.19a)
– The same happens with the damping terms added in the Gamma-driver shift
conditions (4.29) and (4.30) with source terms as in (7.12) and (7.13) respect-
ively. If ξβr 6= 0, then necessarily
βr|I+ =
KCMCrI
3
. (5.19b)
The previous regularity conditions on the gauge quantities have the effect of fixing
their values at I +, as will be described in chapters 7 and 8. This puts further
constraints on the regularity conditions derived in the previous subsection, so that
(5.17g) and (5.18) now reduce to
χ|I+ = γrr|I+ and ∆K˜
∣∣∣
I+
= 0, (5.19c)
among other simplifications in the regularity conditions (5.17).
• The harmonic gauge conditions with source terms calculated from the background
conformal metric components (4.38) have no terms divided by Ω. However, in
subsection 7.3.9, I will describe the form of a source function that maintains the
numerical simulation stable, namely F¯ tα =
KCMC
Ωα3
(αˆ2 − α2). The regularity condition
induced by this term is the same as (5.19a). No regularity condition appears for the
shift - it is allowed to move at I +, see figure 8.9.
• The harmonic gauge conditions with source terms including background physical
metric components (4.43) do include terms that diverge at I +. After setting the
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source functions as indicated in subsection 7.3.10 (F˜ r = 0 and F˜ t = ξαΩ(α−αˆ)) and
using the regularity conditions (5.17), the numerator of the Ω terms in β˙r vanishes,
while the one in α˙ gives the relation(
2βrΩ′ − ξαα3 − 1
3
α2ξαKCMCrI − 6β
r2γrrΩ
′
KCMCrI γθθ
)∣∣∣∣
I+
= 0. (5.19d)
In this case neither α nor βr are fixed at I +, but their values have to satisfy this
relation.
The regularity conditions have to be satisfied at I + so that the formally divergent
terms take finite limits there. The conditions also have to vanish with the appropriate
power of Ω to avoid the appearance of stiff terms. If a staggered grid (see subsection 6.3.2)
is used, a stable evolution will automatically satisfy the regularity conditions. Neverthe-
less, in the case of a non-staggered grid, the conditions will have to be explicitly imposed
in order to be able to evaluate finite values of the RHSs exactly on I +.
Chapter 6
Numerical methods
The main ingredients required for the implementation of the equations in the code are:
the discretization in space and time of the variables, the approximation of the spatial
derivatives in the RHSs, the integration in time of the equations, boundary conditions,
dissipation and the calculation of the initial data. The importance of the Courant factor
and of convergence checks is also briefly discussed.
6.1 Spatial discretization
A continuum system of equations has to be discretized in order to be implemented and
solved in a numerical code. There are several discretization procedures available for
discretizing the spatial part. For smooth fields and simple geometries, excluding fluid
dynamics, the pseudo-spectral methods and the finite difference approach are the most
popular ones.
Pseudo-spectral methods, which are a variation of spectral methods, basically con-
sist of writing the solutions to the differential equations as a sum of some given basis
functions with time-dependent coefficients. The basis functions are selected depending
on the properties of the problem that has to be solved and common options are Fourier
series or Chebyshev polynomials. The number of terms in the sum is the same as the
number of points in the discrete grid. The spectral method thus uses all the gridpoints
in the interpolations, taking a global approach to the system. The coefficient equations
are solved using common numerical techniques and then the solution is reconstructed.
Pseudo-spectral methods provide exponential convergence when the solution is smooth
and the number of points they require is not very large. In spite of these advantages,
pseudo-spectral methods are not optimal for our purposes, because their global character
is likely to make them more difficult to stabilize, especially in presence of the divergent
terms at I + that appear in the equations we consider. For a simple description of the
pseudo-spectral approach see [41].
The finite differences approach does not rely on a basis in the same way as the pseudo-
spectral methods do (the solution is assumed to be represented by a polynomial around
every gridpoint) and it only uses a certain number of gripoints in the interpolations (local
approach). The convergence order is finite, but due to its robustness it will better fulfill
our requirements.
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6.1.1 Finite differences
The first step is to discretize the values of the variables to be integrated along a given
number of points in the coordinates, or more generally, the variables they depend on.
Suppose a given function u(t, x) is one of those integration variables. A grid containing a
given number of points in t and x is set and the function u(t, x) is evaluated at those points.
Assuming that the chosen grid is equidistant (mesh refinement will not be considered
here), the discretized quantities are
xi = x0 + i∆x , i = 0, 1, ..., I, (6.1a)
tn = t0 + n∆t , n = 0, 1, ..., N, (6.1b)
uni = u(tn, xi). (6.1c)
The spatial derivatives of the variables are approximated by a difference quotient. In
the context of finite differences a difference quotient is given by a fractional expression
that includes a linear combination of the values of the variable at a certain number of close
points of the grid (called the stencil) in the numerator and a multiple of the grid-spacing
to the same power as the order of the derivative in the denominator. In a more intuitive
way, it is as if the derivatives were substituted by a discrete version of their definition.
For example, a first derivative is defined by
∂u
∂x
= lim
∆x→0
u(x+ ∆x)− u(x)
∆x
(6.2)
and the corresponding finite difference (first order and forward) with ∆x grid-spacing is
∂u
∂x
∣∣∣∣
i
=
ui+1 − ui
∆x
+O(∆x) ≈ ui+1 − ui
∆x
. (6.3)
Finite differences are approximations to the analytical derivatives, so that they have
an associated error proportional to a certain power of the grid-spacing. The value of
this power gives the convergence order of the finite differences. The higher it is, the
faster the numerical solution will converge to the analytical one when the grid resolution
is increased. On the other hand, the higher the convergence order, the more terms the
stencil requires, which increases the calculation time.
The finite difference operators can be calculated using Taylor series, Lagrange poly-
nomials or a simple algorithm derived by Fornberg [68]. As an example, the 4th order
centered first and second derivatives are given by:
∂u
∂x
∣∣∣∣
i
=
−ui+2 + 8ui+1 − 8ui−1 + ui−2
12 ∆x
+O(∆x4),
∂2u
∂x2
∣∣∣∣
i
=
−ui+2 + 16ui+1 − 30ui + 16ui−1 − ui−2
12 ∆x2
+O(∆x4).
The stencils can be centered (taking the same number of points on both sides) or
asymmetric. For the same order, the latter have larger errors. Depending on the fea-
tures of the problem, one or the other may be more convenient. For instance, one-sided
stencils may be useful at the boundaries, whereas using one-point off-centered stencils for
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advection-type derivatives arising from the shift vector is common practice in numerical
relativity simulations (see [58] for the shifted wave equation case and [102] for moving-
puncture BH results). A centered and an one-sided 4th order stencils at the boundaries
are shown in figure 6.1 and the one-point off-centered stencil that will be used for the
advection terms in tests performed as part of this work is presented in figure 6.2.
r = 0 r = I +
Figure 6.1: Centered stencil on the left and completely one-sided stencil on the right,
both for 4th order finite differences.
r = 0 r = I +
Figure 6.2: Off-centered stencil used with 4th order finite differences.
6.2 Method of Lines
The Method of Lines (MoL) technique allows to separate the space and time discretization
processes. In a system of partial differential equations (PDE)
∂t~u = ~f(t, ~x, ~u, ∂~x~u, ∂
2
~x~u, ...) , (6.5)
where the array ~f in the RHS does not contain any time derivatives, the spatial derivat-
ives are discretized leaving the time dependence continuous. The resulting semi-discrete
system is no longer a PDE system, but has been transformed into a system of ordinary
differential equations (ODE). The time integration can now be performed using any ODE
discretization and integration method. For example, applying the Euler method (first
order) to the system (6.5) gives
~u(n+1) = ~u(n) + ∆t ~f(tn, ~x, ~u
(n), ∂~x~u
(n), ∂2~x~u
(n), ...) . (6.6)
Generally it is more convenient to use more elaborate methods of higher order, such as
the Runge-Kutta (RK) methods, which require some intermediate time-steps. Of those,
the most common one is the 4th order RK with 3 time-levels. For a differential equation
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of the form ∂tu = rhs(u, t) and time-step ∆t, its expression is the following:
k1 = ∆t rhs(u
n, tn), (6.7a)
k2 = ∆t rhs(u
n + k1/2, tn + ∆t/2), (6.7b)
k3 = ∆t rhs(u
n + k2/2, tn + ∆t/2), (6.7c)
k4 = ∆t rhs(u
n + k3, tn + ∆t), (6.7d)
un+1 = un +
1
6
(k1 + 2k2 + 2k3 + k4). (6.7e)
This method is 4th order of convergence. Nevertheless, if the finite difference scheme used
for the spatial derivatives has a higher convergence order, the latter can still be achieved
for the numerical results by setting a sufficiently small time-step ∆t, because in this way
the error of the time integrations becomes negligible.
6.2.1 Explicit and implicit methods
There are mainly two options to solve numerically a time-dependent problem: using an
explicit or an implicit algorithm. An explicit method obtains a solution for later times
from calculations that involve the current (and possibly previous) times, conceptually
written as
un+1 = F (un).
In the case of an implicit integration method, the solution at the following time-step is
included together with the previous time solutions in a function of the form
G(un, un+1) = 0,
so that the numerical implementation for solving this implicit equation is more complic-
ated and more expensive computationally.
The Courant number C is the quotient of the time-step ∆t and the time interval given
by ∆x
v
, where v is the maximum propagation speed of the system. In the case of explicit
time integration algorithms, there is a maximum allowed value of the Courant number
that will provide a correct and stable solution. This is the Courant-Friedrichs-Lewy (CFL)
condition [63] and it can be written for one and n-dimensional systems of equations as
C =
v∆t
∆x
≤ Cmax, C = ∆t
n∑
i=1
vi
∆xi
≤ Cmax. (6.8)
The value of Cmax will depend on the exact integration method chosen. The interpretation
of this condition is that the numerical domain of dependence must include the analytical
one, so that the information required to integrate to the next time-step is complete.
The CFL limit can suppose a problem in explicit methods when stiff terms are present
in the equations. Stiff terms require very small time-steps to provide a stable evolution. In
this case the best option is usually to use an implicit integration scheme, because even if
they are more expensive computationally, they do not have a maximum allowed time-step
∆t and the integration can be performed using larger time intervals.
Efforts to obtain mixed implicit-explicit (IMEX) methods that combine the best fea-
tures of both approaches include the PIRK (partially-implicit RK) methods [116, 62], see
also [20], which have also been used in three-dimensional simulations with spherical polar
coordinates [25].
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6.3 Boundary conditions
The spatial integration domain where the variables are discretized and evolved is finite
due to the limited memory and computational power of the machines. Due to these
restrictions, the n-dimensional grids at whose nodes the variables are evaluated at each
time-step only cover a certain interval of the coordinates.
The finite difference stencils implemented to discretize the spatial derivatives require
the values of the variables at the gridpoints around the one where the derivative is cal-
culated. At the outer points of the grid some of these values will be missing. In order
to calculate the derivative at the boundaries, the missing information has to be included.
This is done by means of boundary conditions imposed on the ghost points, which are
extra points that lie outside of the original grid. The number of required gridpoints in the
stencil (and thus of ghost points) is determined by the order of the finite differences. For
instance, for a 4th order centered stencil, two ghost points have to be set. The bound-
ary conditions contain information about how the variables should behave on the ghost
points and will vary depending on the physical properties of the fields at each boundary.
In general, finding appropriate boundary conditions is a difficult problem in numerical
simulations.
The use of ghost points and boundary conditions can be avoided by using one-sided
stencils at the boundaries. However, the errors associated to one-sided stencils are larger
than in the centered case and in some cases special symmetry conditions may have to be
explicitly imposed.
6.3.1 Boundary conditions for the spherically symmetric code
In spherical symmetry the only spatial dependence is given by the radial coordinate r.
The initial data choices described in chapter 3 use a compactified isotropic radius that
takes values from the origin r = 0 to the location of future null infinity r = rI . The
different physics content at both ends of the grid requires a specific treatment for each of
them.
Boundary conditions at the origin
The parity (symmetric or antisymmetric behaviour with respect to r = 0) is a physical
property of each of the integration variables and has to be preserved at the origin. It
can be easily imposed as a boundary condition by filling the corresponding ghost points
(the ones on the left of the integration domain) with either with the mirrored value of
the variable with respect to r = 0 (even parity) or with minus the mirrored values (odd
parity).
Whether a variable has an even (symmetric) or odd (antisymmetric) parity is determ-
ined from physical considerations. In spherical symmetry scalar quantities will be even,
vectors can be odd or even and tensors inherit the parity property from the vectors that
compose them. The time derivative of a variable does change parity, whereas a spatial
derivative does change it from even to odd and vice versa. Similarly, multiplying (or
dividing) a variable by an odd power of the radial coordinate also inverts the parity. The
parity of each on the spherically symmetric variables in equations (2.76) is the following
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(compare to section 4.2 in [145] and section VI.A in [12]):
Even: condition is A(−r) = A(r) and is satisfied by χ, γrr, γθθ, Arr, K,Θ, α, Φ˜ and Π˜.
Odd: condition satisfies B(−r) = −B(r) and the odd variables are Λr, βr and Br.
The conformal factor Ω is even and any rescaling of the variables involving it will not
change their parity. On the other hand, Ω′ is odd (this can be checked explicitly in
(3.34)). The compactification factor Ω¯ is odd at the origin, as it is proportional to r
there.
Boundary conditions at the outer boundary
No information can enter the spacetime through future null infinity because it is an ingoing
null hypersurface. This means that if the boundary of the spatial grid is set exactly at
I + (and maintained there using the scri-fixing condition, see section 4.1), no assumptions
regarding the incoming modes have to be encoded in the boundary conditions because
these modes do not exist. Also if the values set at the ghost points (which lie on the
right of the location of I +, outside of the compactified spacetime) were not correctly
set, they should not affect the solution in the interior spacetime. This very convenient,
as the complicated problem of finding the appropriate boundary conditions is radically
simplified.
In an equivalent way as is done when using excision in BH simulations (putting an
inner boundary inside of the BH horizon), in principle we could also go beyond I + in
the integration domain and put the outer boundary at a value of the radial coordinate
r > rI . The first drawback is that the conformal factor Ω becomes negative for r > rI
and this turns some of the damping terms with Ω in their denominator into exponentially
growing ones, which is very likely to render the simulation unstable.
A simple and sufficiently good option for the calculation of spatial derivatives in the
vicinity of I + is to use one-sided stencils there. Nevertheless, a centered stencil may
be preferable in order to decrease the error of the finite differencing (we are actually
interested in calculating quantities on I +). Besides, the dissipation operator that will
be described in section 6.4 is defined using a centered stencil and will require ghost point
information anyway.
Taking into account the speed profile at I + (all eigenspeeds are outgoing), extrapol-
ation is a good candidate to fill the values of the grid points. This is implemented in the
code using the outflow boundary conditions in [54].
According to the analysis in [54], the minimum order of extrapolation is different
depending on the kind of variables. For the u variables (the ones that appear spatially
derived twice) defined in subsection 5.1.2 the extrapolation order has to be an order higher
than the order of the finite differencing, whereas for the v variables (with only first spatial
derivatives) it can be the order of the finite differences or an order higher like for u. The
conditions that are used together with 4th order finite differences are thus
∆x5D5−uI+1 = 0, (6.9a)
∆x5D5−uI+2 = 0, (6.9b)
∆x4D4−vI+1 = 0, (6.9c)
∆x4D4−vI+2 = 0. (6.9d)
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The condition is applied on the I + 1 and I + 2 locations because a 4th order finite
difference stencil at the boundary requires two ghost points. The derivative operator D−
is a backward 1st order finite difference, whereas D+ is the equivalent forward one. They
are defined as
D±ui = ±ui±1 − ui
∆x
. (6.10)
Expanding the conditions (6.9) gives the following values for the variables on the ghost
points I + 1 and I + 2:
uI+1 = 5uI − 10uI−1 + 10uI−2 − 5uI−3 + uI−4, (6.11a)
uI+2 = 5uI+1 − 10uI + 10uI−1 − 5uI−2 + uI−3, (6.11b)
vI+1 = 4 vI − 6 vI−1 + 4 vI−2 − vI−3, (6.11c)
vI+2 = 4 vI+1 − 6 vI + 4 vI−1 − vI−2. (6.11d)
The “u” expressions are the ones to impose for the specially symmetric variables χ, γrr,
γθθ, α, Φ˜ and β
r, whereas the quantities Arr, K, Λ
r, Θ, Π˜ and, if present, Br can use the
“u” or the “v” expressions.
Boundary conditions at the excision boundary
If excision is used inside of the BH, the treatment of the stencils at the inner boundary
r = rexc < rhorizon is similar to the one used at I +. Provided that appropriate gauge
conditions are chosen, no information can enter the domain outside of the horizon from
the inside, so that no boundary conditions are required. The derivatives next to the
excision boundary can be evaluated using one-sided stencils or using extrapolation for the
ghost points at locations −1 and −2 (for 4th order finite differences) in an equivalent way
as in (6.9),
∆x5D5+u−1 = 0, (6.12a)
∆x5D5+u−2 = 0, (6.12b)
∆x4D4+v−1 = 0, (6.12c)
∆x4D4+v−2 = 0. (6.12d)
The final expressions are the same as those in (6.11), making the substitutions I by 0 and
+ by − and vice versa in the indices.
6.3.2 Treatment of the origin and future null infinity
The spherically symmetric equations (2.76), (2.78) and (2.82) are divergent at the origin,
r = 0, and at I +, located at r = rI . There are two main ways to treat these divergences:
either avoid the two problematic points using a staggered grid or use special conditions on
the variables and take limits in the equations to obtain the corresponding finite behaviour
at these two points.
Staggered grid
In a staggered grid the origin and I + can be easily avoided: the gridpoints are moved
half a spatial step to the right and the rightmost point is eliminated. In this way, the
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integration domain covers r ∈ (0, rI ) and the ghost points lie on the left of r = 0 and on
the right of r = rI . An example of a staggered grid with two ghost points is illustrated
by figure 6.3.
As a curiosity, a comparison between different resolution runs can be performed
without the need for interpolation if the increase of resolution is a multiple of three.
This is also depicted in figure 6.3, where a third of the gridpoints used for a given resolu-
tion coincide with those of a lower one and thus allow for a direct comparison. In practice
it may be more convenient to use a smaller factor to increase the resolution (1.5 or 2) and
then interpolate in the post-processing of the data.
r = 0 r = rI
Low resolution
Middle resolution
High resolution
Figure 6.3: Disposition of the points in the staggered grid for three different resolutions.
The advantages of using a staggered grid is that it is very simple to use and no special
treatment is required at the points where the equations diverge. However, as the quantities
are not evaluated right on I +, extrapolation is required to extract the signal there.
Non-staggered grid
A non-staggered grid is shown in figure 6.4, together with the higher resolution grids also
shown for the staggered case.
r = 0 r = rI
Low resolution
Middle resolution
High resolution
Figure 6.4: Disposition of the points in the non-staggered grid for three resolutions.
The coordinate locations r = 0 and r = rI are completely different from the phys-
ical point of view, so that the approaches used to evaluate the variables and evolution
equations at those points will also be different.
The value of the variables at the origin can be determined easily using parity consid-
erations. It is done as follows, where we use a generic variable denoted by u:
• Odd variables: an antisymmetric quantity necessarily becomes zero at r = 0, so
that the condition is simply un+10 = 0.
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• Even variables: if they are smooth at the origin, they must have a vanishing deriv-
ative at r = 0. The desired expression is obtained by approximating the first radial
derivative at the origin with a one-sided backwards finite difference of the desired
convergence order and then setting it to zero. The value of the variable at r = 0 is
then isolated and expressed in terms of the other values on its right in the grid. For
instance, for 4th order the resulting expression is
un+10 =
48un+11 − 36un+12 + 16un+13 − 3un+14
25
.
This procedure is mentioned in section 5.2 of [145].
The value of the variables at I + cannot be determined by parity considerations. In
order to make sure that the terms divided by Ω in the evolution and constraint equations
are well behaved, i.e. do not become infinite, the variables have to satisfy certain regularity
conditions at r = rI . This is explained in detail in section 5.2. To be able to evaluate
the RHSs on I +, the l’Hoˆpital rule has to be applied to the formally divergent terms, so
obtaining equations which are regular there.
6.4 Dissipation
The presence of artificial dissipation in numerical simulations has the effect of damping
unphysical high frequency oscillations and thus keeps the simulation stable. For this
reason adding an extra dissipation term to the equations is common practice. A possible
way of introducing dissipation is adding Kreiss-Oliger dissipation terms [107] as used in
[21] to the RHS of the evolution equations,
∂tu→ ∂tu+Qu , (6.13)
where Q is the Kreiss-Oliger dissipation operator of order 2n (suitable for a 2n − 2 con-
vergence finite differencing), given by
Q =  (−1)n(∆x)2n−1D
n
+D
n
−
22n
. (6.14)
The parameter  regulates the strength of the dissipation and the derivative operators D+
and D− are given by (6.10).
The convergence order of the finite differencing is unaffected by the addition of Kreiss-
Oliger dissipation, because the order of convergence chosen for the dissipation terms is 2
orders higher. This requires an extra ghost point, which is filled using the parity conditions
at the origin and using extrapolation at I +, as described in section 6.3.
6.5 Convergence
A well-posed initial value problem needs an appropriate numerical implementation to
provide correct results.
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6.5.1 Lax equivalence theorem
One of the ingredients of a successful numerical implementation is consistency. A dif-
ference scheme is consistent with the original equations if the difference between both
decreases as the spatial and time resolutions increase. This is possible if the truncation
error of the discretization scheme is proportional to a certain power of ∆x and ∆t.
Another important ingredient is stability. Numerical stability of a numerical algorithm
can be studied with a von Neumann analysis. This includes the CFL condition mentioned
in section 6.2.1. In this sense stability can be considered the discrete equivalent to well-
posedness.
The Lax-Richtmyer Equivalence Theorem ([108], included as theorem 5.1.4 in [85])
states for a well-posed problem of a linear system of PDEs that consistency and stability
imply convergence. Convergence means that an increase in spatial and time resolution
causes that the numerical solution approaches the exact one, thus ensuring that the results
are correct.
6.5.2 Convergence of the numerical results
The order of convergence of a discretization method can be calculated from the numerical
results even in absence of an exact solution. Suppose a method of convergence order p
used with a grid of spacing h. The numerical solution is given by uh = uexact+ε h
p, where
uexact is the exact solution and ε is the h-independent scaled error. If the resolution is
increased by a factor f , the new solution will be ufh = uexact + ε (fh)
p. Increasing the
resolution again by the same factor f gives uf2h = uexact + ε (f
2h)p. The quotient of the
differences between consecutive increases of resolution provides a value that depends only
on the known factor f and the order of convergence of the method p:
uf2h − ufh
ufh − uh =
(uexact + ε f
2php)− (uexact + ε fphp)
(uexact + ε fphp)− (uexact + ε hp) =
ε hp(f 2p − fp)
ε hp(fp − 1) =
fp(fp − 1)
fp − 1 = f
p.
(6.15)
This procedure can be applied to any numerical quantity, for which results at the necessary
resolutions exist, to obtain a numerical confirmation of the value of the convergence order.
If it is correct, then the numerical implementation of the equations converges appropriately
and we know that the solution obtained is the correct one.
In the case of constraint equations, whose exact value is zero, convergence can also
be checked by comparing the different resolution values directly. Denoting the value of
the constraint by u, we have that uh = ε h
p, ufh = ε (fh)
p and uf2h = ε (f
2h)p, so that
uf2h/ufh = ufh/uh = f
p.
6.6 Numerical calculation of initial data
The code used to run the simulations presented in this thesis is a one-dimensional spher-
ically symmetric code. The time integration by the MoL is a 4th order RK, as described
in (6.7). Finite differences of orders 2nd, 4th, 6th and 8th are implemented, but for the
results shown here 4th order differences were used. Kreiss-Oliger dissipation is added to
the discretized RHSs as described in section 6.4.
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6.6.1 Calculation of the compactification factor Ω¯
In flat spacetime Ω¯ ≡ Ω, where there is a simple analytical expression. However, trum-
pet initial data require the calculation of the critical value of CCMC and the numerical
determination of Ω¯.
The critical value of CCMC calculated from the values of M , Q and KCMC by isolating
it from 3.42 is given by an analytical expression only for Q = 0, 1. This analytical
expression can acquire an imaginary part due to round-off errors, so that in practice it
is more convenient to calculate the critical value of CCMC numerically (for any value of
Q ≤ M). In the code this is done by means of a simple bisection method. The bisection
method is robust but relatively slow, although the second aspect is not a problem because
the CCMC is only determined once in the numerical simulation.
Once the trumpet value of CCMC is determined, we proceed to construct numerically
the profile of the compactification factor Ω¯. As a first step it is convenient to calculate
the value of R0, the double root of (3.41) that corresponds to the choice of critical CCMC .
This is also done with help of the bisection method.
The differential equation for Ω¯ is given by (3.28) substituting the appropriate expres-
sion for A( r
Ω¯
). We now transform the compactification factor to a new Ωˆ given by
Ωˆ = 1− R0
r
Ω¯. (6.16)
Now the differential equation for Ωˆ is given by
Ωˆ′ =
1
3rR20
[
9C2CMCΩˆ
6 − 54C2CMCΩˆ5 − 6Ωˆ3
(
30C2CMC + CCMCKCMCR
3
0 − 3MR30
)
+135C2CMCΩˆ
4 + 9Ωˆ2
(
15C2CMC + 2CCMCKCMCR
3
0 +R
2
0
(
R20 − 6MR0
))
−18Ωˆ (3C2CMC + CCMCKCMCR30 +R20 (R20 − 3MR0))
+9C2CMC + 6CCMCKCMCR
3
0 +R
2
0
(
K2CMCR
4
0 − 18MR0 + 9R20
)]1/2
(6.17)
Note that there is no dependence on r inside of the square root. The transformation
(6.16) is such that Ωˆ and Ωˆ′ vanish at r = 0 and Ωˆ goes to unity at I +. The transformed
compactification factor Ωˆ corresponding to the Ω¯ that was already presented in figure 3.6
is shown here in figure 6.5
The quantity Ωˆ is determined via a shooting and matching approach. First an initial
guess for the value of a quantity A is set at the origin as Ωˆ(r = ∆r) = ∆r2A and it is
integrated along the radial coordinate with a RK of 4th order until I + is reached. The
value obtained there is compared to Ωˆ(r = rI ) = 1. Using the bisection method a better
initial guess for A is found and the process is iterated until the discrepancy between the
calculated value at I + and Ωˆ(r = rI ) = 1 is smaller than a chosen threshold. Now only
transforming the obtained profile back to Ω¯ using (6.16) is left.
There is a limit to the maximum value of |KCMC | that could be set in the BH simu-
lations. The reason is that the just described calculation of the compactification factor Ω¯
requires more than double precision to be calculated numerically. The larger the absolute
value of KCMC , the larger the numerical precision required and KCMC < −1.5 needs more
than quad precision, the maximum available by the compiler used.
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Figure 6.5: Transformed compactification factor Ωˆ for M = 1, Q = 0, KCMC = −1 and
corresponding critical CCMC . Future null infinity is located at rI = 1.
6.6.2 Numerical solution of the spherically symmetric constraint
equations
The momentum constraint (3.48b) is independent of the quantity ψ, so that it can be
solved separately. The spacetime at I + is asymptotically flat, which means that the
scalar field Φ˜ tends to zero when approaching I + (Φ¯ = Φ˜
Ω
is finite there). The quantity
Arr should therefore take initially its flat spacetime value there (Arr0|I+ = 0). This
implies that the value of ψA defined in (3.46) has to satisfy ψA|I+ = 0.
We will choose initial data of compact support for Φ˜ as described in subsection 3.5.1.
The parameters will be set in such a way that the perturbation vanishes at the origin and
at null infinity. This means that the source term in (3.48b) corresponding to the scalar
field vanishes everywhere where Φ˜′0 is zero, more specifically at r = 0 and r = rI . Thus
the solution for ψA will be zero there.
Knowing this we can set ψA|r=0 = 0 as initial value and integrate towards I + using a
RK of 4th order. This method requires calculating the solution at half spatial steps. One
possibility to go around this is to integrate first the even gridpoints and then the odd ones,
which does not pose any problems given the simplicity of the differential equation. At the
end of the integration procedure we obtain that the value of ψA in the neighborhood of
I + vanishes, as expected. Two example solutions for ψA are shown in figure 6.6, where
sign = 1 was was chosen to obtain a mostly outgoing scalar field perturbation. The
corresponding ingoing versions (sign = −1) would have the exact same form below zero,
so sign→ −sign⇒ ψA → −ψA. The parameters are the same ones used in the plots in
subsection 3.5.2.
Once the value of ψA is known, it is substituted into the Hamiltonian constraint (3.48a)
and the solution for ψ, defined in (3.46), can be obtained. This is done via a shooting
and matching method. An initial guess is made for the value of ψ at the origin and then
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Figure 6.6: Examples of solution of ψA with KCMC = −1 and sign = 1: on the left the
solution for regular data and on the right the one in presence of a BH with M = 1, Q = 0
and critical CCMC . If sign < 0, then ψA would take negative values.
the differential equation is integrated using a 4th order RK until I + is reached, where
by comparing the result with ψ|I+ = 0 (asymptotic flatness condition) a new guess is
produced. The procedure is repeated until the error in the ψ|I+ obtained is below the
chosen threshold. Examples of ψ corresponding to perturbations of regular initial data
and a Schwarzschild BH, calculated using the ψA profiles in figure 6.6, are presented in
figure 6.7.
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Figure 6.7: Examples of solution of ψ with KCMC = −1 and sign = 1: on the left the
flat-spacetime-based solution and on the right the one in presence of a BH with M = 1,
Q = 0 and critical CCMC .
Chapter 7
Numerical experiments
7.1 Results of a straightforward implementation
The first numerical test I performed with the Einstein equations expressed in terms of
the conformal metric was with the GBSSN evolution system in (2.76), with a fixed shift,
the slicing condition (4.26) and with flat spacetime initial data as shown in figure 3.15.
The spatial grid was staggered, so that the location of I + was avoided. The numerical
evolution was unstable and it crashed after a few time-steps. With “crash” I mean that
the variables (at least one of them) acquire a very large absolute value, of the order of
10300, or they become indeterminate, with output “NaN” (not-a-number), in some part
of the integration domain. These effects are the result of either a continuum instability
of the equations or a numerical instability of the implementation.
The instability observed in this first numerical test presented high-frequency fluctu-
ations close to I + that would appear after very few time-steps. At some point the values
of the variables become very large or NaN at one of the nearest gridpoints to I + and
the simulation was considered to have crashed. The “crash-time” was not affected by
changes in the time-step, but it became smaller with an increase in spatial resolution -
meaning that the outermost gridpoint was closer to I +. This indicates that the instabil-
ity is originated by a property of the continuum equations and not by a numerical artifact
of the implementation. Knowing that the system of equations is complicated and that
the CFEs are prone to continuum instabilities [103, 100], such a behaviour was expected.
Nevertheless, the problem can be analyzed and fixed.
7.2 Steps towards stability
The Einstein equations form a non-linear system, which makes the study of stability of
their implementation especially difficult. If an instability arises in any of the equations, it
may contaminate the evolution of the rest of variables very fast due to the non-linear coup-
lings between the equations. This makes the task of finding the origin of the instability
very difficult.
Stability does not only depend on the evolution equations themselves, but also on
the background around which the evolution takes place. A stationary background (like
flat or Schwarzschild spacetimes) is relevant for our purposes and also a simple choice.
The initial data will consist of perturbations of the given stationary solution. Choosing
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a stationary background also allows to study a linearized version of the equations around
it. To do so, all variables in the equations are expressed as a Taylor expansion to first
order around the given background. An unstable linearized system is unlikely to become
stable in its non-linear form, so first trying the linearized system can be a useful approach,
because it is a simpler problem to solve.
When studying the equations in search of the origin of the instabilities, it is very
helpful to divide the system of equations into smaller parts and analyze those. The
smallest division is to consider the single equations, then subsystems of two or three
equations will be constructed and analyzed.
7.2.1 Analysis of the single equations
The simplest subsystem that can be analyzed are the single equations. For each equation
in (2.76) or (2.78), as well as the gauge equations, all quantities except the one that is
being evolved are substituted by their stationary solutions. For simplicity in the analysis
we will suppose that the stationary value of the variable under study, that will be denoted
by A, is zero. This can be assumed without loss of generality, because with the appropriate
variable transformation this can be achieved for any evolved quantity. A model equation
for A including the relevant terms (it is actually a linearization of the complete equation)
is
A˙ = aA′ +
(
b+
c
Ω
)
A, (7.1)
where the coefficients a, b and c are time-independent functions of the radius. Higher
order terms in A may appear in the single equations, but they do not have a relevant
effect on stability. This equation serves to model the behaviour of the quantities Arr, Λ
r,
K or K˜ and possibly α and βr, which are the ones more likely to pose stability problems.
Regular equations of motion (without divergent terms), like the ones for γrr or γθθ, should
not require any numerical tests.
The objective of the study is to detect exponential growths. They will arise when
the coefficient
(
b+ c
Ω
)
> 0, so that simple inspection of the values taken by b and c
will give us useful information. The advection term with coefficient a only propagates
information on the grid and does not play an important role for long-term solutions of the
equations where all perturbations have already been radiated away, so it does not need
to be considered in the stability analysis. If c > 0, the growth at I + will be very fast
and the simulation is very likely to crash after only a few time-steps.
If b > 0 (or c > 0), one of the checks that should be performed on the equation is to
see if there is a stable stationary solution of the equation, because A = 0 turns out not
to be one. This can be easily done by plotting A˙ as a function of A (for specific values of
the radius and dropping the advection term) keeping all of the non-linear terms. If there
is another A1 6= 0 where A˙(A1) = 0 and the slope of A˙ is negative there, A1 is a stable
solution of the equation.
The mentioned stability conditions on the coefficients are a property of the continuum
equations. At the numerical level there are also important stability conditions to satisfy.
One is the value of the Courant factor defined in (6.8), which has to satisfy the CFL
limit condition. In presence of stiff terms it may even be smaller than expected. The
initial perturbations to test the stability of the equations are chosen small enough so that
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they do not “break” the coordinate system. It is useful to first select small perturbation
amplitudes to avoid exciting the non-linear effects in the equations.
7.2.2 Analysis of subsystems of equations
Once the single equations present stable and appropriate numerical behaviour, a hier-
archical way of constructing a well-behaved complete system consists of first testing small
groups of equations. Each single equation of (2.76), (2.78) or (2.82) by itself is hyperbolic,
but not every combination of equations taken from (2.76), (2.78) or (2.82) is. With the
purpose of reducing the number of variables as much as possible, it is useful to fix the
determinant freedom of the conformal spatial metric and eliminate γθθ in terms of γrr
using (2.71), to solve the vacuum equations (not evolving the scalar field), to use a fixed
shift and to consider the GBSSN equations, not evolving the Z4 quantity Θ.
Another requirement of our setup is that the values of the eigenspeeds have to be
larger or equal to zero at I +. If a BH is present in the simulated spacetime and excision
is being used, then the eigenspeeds have to be negative or vanishing at the horizon.
For the possible subsystems that can be constructed from (2.76) (and appropriate lapse
condition), the resulting characteristic speeds satisfy these conditions.
The hyperbolic subsystems of (2.76) or (2.78) can be divided into two groups:
• Subsystems that involve the trace-free part of the extrinsic curvature (Arr in our
ansatz) and the difference of contracted connections (Λr): certain combinations
of the metric component γrr (and γθθ if not eliminated) with Arr and/or Λ
r are
hyperbolic. The conformal factor χ can also be added to any of them without
breaking hyperbolicity. The possible hyperbolic combinations are listed in the first
part of subsection 7.3.2.
• Subsystems that involve the trace of the extrinsic curvature (K): the equation
of motion of K (or equivalently K˜) only includes α′′ as second derivatives of the
metric components, so that in our setup it can only couple hyperbolically to the
lapse evolution equation. The possible hyperbolic choices are αK and αχK.
In the same way as with the single equations, the hyperbolic subsystems have to be
numerically checked for exponential growths of any of the variables.
7.2.3 Tracking down instabilities
Possibly the more powerful tool to locate the origin of instabilities is by visual inspection
of the numerical data. In order to simplify the visualization, it is useful to have very
simple stationary values (like 1 or 0) for the variables. This can be easily achieved by
simple variable transformations, see next subsection. Another aid in tracking down the
origin of the instability is plotting the RHSs of the equations in time and search for the
first exaggerate growth.
If an exponential growth has been detected, plotting the data in a logarithmic scale
allows to estimate the slope of the resulting straight line. Knowing its value can help
identify which term in the equation is causing the exponential growth. Another way of
trying to find where the instability has its source or checking if an existing guess is correct
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is to add damping terms of the form −λA or − ξ
Ω
A with λ, ξ ≥ 0 to the corresponding A˙.
Obviously, the solution of the resulting set of equations no longer satisfies the Einstein
equations, but the terms added by hand serve as a trick to find and understand the
instabilities.
Checking if the regularity conditions listed in subsections 5.2.2 and 5.2.3 are satisfied
by the numerical data during the evolution can also provide hints about the origin of the
instabilities.
7.2.4 Variable transformations
Certain well-chosen variable transformations can help solve some of the continuum in-
stabilities present in the equations. Some transformations change the principal part of
the system, while others do not. To see this, consider the u and v variables defined in
subsection 5.1.2. Let us denote a given u variable as Au and a given v variable as Bv.
The possible variable transformations can be classified as follows:
• The principal part remains the same after performing transformations of the form
Bv → Bv + f(u), where f is the function that defines the variable transformation
and u denotes any u-type variables involved in the transformation. The principal
part is left unchanged because the terms arising from the mixing with the u variables
are all non-principal part terms.
• The principal part is likely to change under transformations of the form Au →
f(Au, u), Bv → f(Bv, v) and Bv → f(Bv, u′), because the same type of variables (in
the sense of u, v and w ≡ u′) are involved and thus the spatial derivatives that form
the principal part will also change. However, as these are similarity transformations,
even if the eigenvectors of the system may change, the eigenvalues and hyperbolicity
properties of the system remain the same.
7.2.5 Constraint damping
At the continuum level the constraints are satisfied exactly, so that adding a multiple of
them to any evolution equation gives a new system of equations that is exactly equivalent
to the original one. In a numerical simulation the constraints are only satisfied to some
extent, there is always some numerical error. However, if the value of the constraints con-
verges to zero, this manipulation of the equations is also valid for the evolution equations
implemented in the code. Such a manipulation is performed for instance in the BSSN
formulation, where a multiple of H is added to ˙¯K’s RHS to eliminate the Ricci scalar,
while in the Z4 formulation the same effect is achieved with the mixing of K¯ and Θ in
(2.48).
Adding a multiple of a constraint can be useful to eliminate a problematic term in an
equation of motion or to enforce the vanishing of the given constraint. The terms with κ1
in (2.1) are the constraint damping terms [83] of the Z4 formulation and tend to minimize
the value of the constraint variables Θ and Za. It can also help eliminate terms that cause
exponential growths. Nevertheless, the resulting system of equations has to be hyperbolic
and must have the correct eigenspeeds, properties which may change with the new terms
brought in by the constraint expression.
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7.2.6 Tuning the gauge conditions and the free parameters
Provided that they form a hyperbolic system with the Einstein equations and give ap-
propriate eigenspeeds, the gauge conditions for the lapse and shift can be specified freely.
Convenient damping terms can be added and the eigenspeeds in regions other than the
horizon (if the singularity is excised) and I + can be changed. This introduces more free
parameters that will control the strength of the damping, the propagation speeds, etc.
The parameters κ1 and κ2 are included in the Einstein equations through the Z4
damping terms. Other parameters can appear from variable transformations or addition
of constraints. Experimenting with all these free parameters helps to understand the
formation of the instabilities or, in case the simulation is well behaved, to improve the
accuracy of the numerical results.
7.3 Performed tests
The instability detected in the first numerical test with (2.76) was studied following the
steps described in the previous section. The main numerical experiments performed will
be described now. All of them use a staggered grid as illustrated in figure 6.3. Unless
otherwise specified, flat spacetime will be considered.
The main ingredients to obtain a stable numerical evolution were the use of the trace
of the physical extrinsic curvature K˜ as variable instead of the conformal one and the
addition of a constraint damping term to Λ˙r. For the Schwarzschild case, the choice of
trumpet initial data was especially convenient.
7.3.1 Single equations
The stability of a single equation can be tested by setting a small perturbation on the ini-
tial stationary data. The initial perturbations tested here were random noise of amplitude
∼ 10−8 or a Gaussian-like perturbation like the one in (3.50) with amplitude A ∼ 10−3.
In both cases, the perturbations will be propagated or damped away if the system is
numerically stable.
Each of (2.76) by themselves, without being coupled to the rest of the system and
using flat background data, reduce to
χ˙ =
1
3
KCMCrχ
′, ˙γrr =
2
9
KCMCrγ
′
rr, ˙γθθ =
1
9
KCMCrγ
′
θθ, Λ˙
r =
1
3
KCMCr (Λ
r)′ , (7.2a)
A˙rr = −2
3
A2rr
√
KCMC2r2 + 9Ω2 +
1
9
KCMCArr
(
2
√
KCMC2r2 + 9Ω2
Ω
+ 3
)
+
1
3
KCMCrA
′
rr,(7.2b)
K˙ =
1
9
K2
√
KCMC2r2 + 9Ω2 +
1
3
KCMCrK
′ +
KKCMC
(√
KCMC2r2 + 9Ω2 − 3Ω
)
9Ω
+
1
3
KCMC
2
(
− 9Ω
KCMC2r2 + 9Ω2
+
3√
KCMC2r2 + 9Ω2
− 1
Ω
)
, (7.2c)
Θ˙ = −
Θ
(
κ1(κ2 + 2)
√
KCMC2r2 + 9Ω2 +KCMCΩ(3CZ4c − 4)
)
3Ω
+
2
9
Θ2(2− 3CZ4c)
√
KCMC2r2 + 9Ω2 +
1
3
KCMCrΘ
′. (7.2d)
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Numerically they are all well-behaved: they show no exponential growths and their hy-
perboloidal values of flat spacetime are the stationary solution of the system. Actually,
the first term in (2.66e)’s RHS is added to cancel a potential exponential growth, so that
the spherically component equation is well-behaved.
The slicing condition, whose functions K0 and L0 as appeared in (4.26) have been de-
termined under the conditions that the coefficient in front of −α2 be the freely specifiable
parameter ξα and α˙(α0) = 0, is given as a single equation by
α˙ = −ξαα2 + 1
9
(
KCMC
(
ξαKCMCr
2 −
√
KCMC2r2 + 9Ω2
)
+ 9ξαΩ
2 + 3KCMCΩ
)
+
1
3
KCMCrα
′. (7.2e)
Provided that ξα ≥ 0, the numerical simulation does not crash and the expected stationary
value (α’s flat spacetime profile) is reached.
7.3.2 Subsystems
Involving γrr, (γθθ,) Arr, Λ
r (and χ)
The possible hyperbolic combinations are: γrrArr, γrrΛ
r and the same ones also including
γθθ; also γrrγθθArrΛ
r and, if the metric component γθθ has been previously eliminated
from the evolution system using the substitution (2.71), the new γrrArr and γrrArrΛ
r as
well. As an example I explicitly write the last subsystem, γrrArrΛ
r with eliminated γθθ:
˙γrr =
1
3
KCMCrγ
′
rr −
2
3
Arr
√
KCMC2r2 + 9Ω2, (7.3a)
A˙rr = −2A
2
rr
√
KCMC2r2 + 9Ω2
3γrr
+
2KCMCArr
√
KCMC2r2 + 9Ω2
9Ω
+
1
3
KCMCrA
′
rr
+
KCMCArr
3
+
1
6
Λr
√
KCMC2r2 + 9Ω2γ
′
rr +
2
9
γrr
√
KCMC2r2 + 9Ω2 (Λ
r)′
−2Λ
rγrr
√
KCMC2r2 + 9Ω2
9r
+
7
√
KCMC2r2 + 9Ω2 (γ
′
rr)
2
36γ2rr
−5
√
γrr
√
KCMC2r2 + 9Ω2γ
′
rr
9r
+
√
KCMC2r2 + 9Ω2γ
′
rr
6rγrr
−
√
KCMC2r2 + 9Ω2γ
′′
rr
6γrr
+
2γ
3/2
rr
√
KCMC2r2 + 9Ω2
3r2
− 2
√
KCMC2r2 + 9Ω2
3r2
+
KCMC
2rγ′rr
27Ωγrr
+
Ωγ′rr
6rγrr
, (7.3b)
Λ˙r =
Arr
√
KCMC2r2 + 9Ω2γ
′
rr
6γ3rr
− 2Arr
√
KCMC2r2 + 9Ω2
3r
√
γrr
− 4Arr
√
KCMC2r2 + 9Ω2
3rγ2rr
+
4KCMC
2rArr
9Ωγ2rr
+
6ΩArr
rγ2rr
+
1
3
KCMCrΛ
r ′ +
2KCMC
√
γrr
3r
− 2KCMC
3rγrr
+
KCMCγ
′
rr
3γ2rr
. (7.3c)
The numerical behaviour of these subsystems is not as good as expected if a centered
stencil is used in the neighborhood of I +: at some point the values of the quantities
separate from the stationary ones, but this difference does not continue growing in time,
so that the system does not crash. However, if an one-sided finite difference stencil is used
at I + or no dissipation is set, the described effect does not appear.
The χ evolution equation can be added to the listed subsystems, providing another
hyperbolic system with an equivalent numerical behaviour.
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Involving α, K (and χ)
The first test with the subsystem αK was performed using the harmonic lapse (4.26)
and the evolution equation for the conformal trace of the extrinsic curvature. The exact
expressions are:
α˙ = −α2ξα + 1
9
ξαKCMC
2r2 + ξαΩ
2 − α2K − KCMC
3r2
27Ω
+
3α2KCMCrΩ
′
Ω
√
KCMC2r2 + 9Ω2
−KCMCrΩ
′√KCMC2r2 + 9Ω2
9Ω
+
α2KCMC
Ω
+
1
3
KCMCrα
′, (7.4a)
K˙ = −KCMCrα˙Ω
′
α2Ω
− α′′ + 3α
′Ω′
Ω
+
αΩ′′
Ω
− 3α (Ω
′)2
Ω2
+
αK2
3
+
1
3
KCMCrK
′ − KKCMCrΩ
′
3Ω
+
KCMC
2r2α′Ω′
3α2Ω
− KCMC
2r2Ω′′
3αΩ
+
KCMC
2r2 (Ω′)2
3αΩ2
− KCMC
2rΩ′
3αΩ
− 2α
′
r
+
2αΩ′
rΩ
.(7.4b)
They were numerically unstable and varying the free parameter ξα in α˙ did not help. The
problem is that there is an exponential growth in the K variable. In its RHS in (7.4b) there
is a −βrΩ′
Ω
K = −KKCMCrΩ′
3Ω
term that damps the behaviour of K to the correct solution,
but when α˙ is substituted there, the coefficient transforms to 2β
rΩ′
Ω
K = 2KKCMCrΩ
′
3Ω
, which
causes an exponential growth (note that KCMC < 0, Ω
′ < 0 and Ω > 0) in K at I +.
This can be solved by means of a variable transformation in K that takes away the
α˙ term from K˙’s RHS. Inspired in the relation between the traces of the conformal and
physical extrinsic curvatures (2.39e), a possible variable transformation is
δK = K −
(
K˜0
Ω
+
3 βrΩ′
Ωα
)
, (7.5)
where we set K˜0 = KCMC , the flat spacetime value of the trace of the physical extrinsic
curvature. Now the flat value of the new variable δK is simply zero. This transformation
can be regarded as subtracting its flat spacetime value from the variable, but keeping the
dependence on α and βr. The resulting system is
α˙ = − 1
27
ξαKCMC
3r2 +
1
3
α2ξαKCMC − 1
3
ξαKCMCΩ
2 − α2δK − KCMC
3r2
27Ω
+
2KCMCrΩΩ
′√
KCMC2r2 + 9Ω2
+
2KCMC
3r3Ω′
9Ω
√
KCMC2r2 + 9Ω2
+
1
3
KCMCrα
′ − αKCMCrΩ
′
Ω
, (7.6a)
˙δK = −α′′ + 3α
′Ω′
Ω
+
αΩ′′
Ω
− 3α (Ω
′)2
Ω2
+
αδK2
3
+
1
3
KCMCrδK
′ +
2αδKKCMC
3Ω
+
δKKCMCrΩ
′
3Ω
+
αKCMC
2
3Ω2
− 2α
′
r
+
2αΩ′
rΩ
. (7.6b)
With this change the subsystem αδK was finally stable with a choice of parameter ξα ≥ 1.
If ξα = 0, slow fluctuations, which appear at I + and propagate inwards, start growing
in amplitude and in the end cause the simulation to crash. Apart from eliminating
the exponential growth of the K variable, the effect of the transformation (7.5) onto
the slicing condition is the appearance of terms that include a conformal factor Ω in
their denominator and thus diverge at I +. The regularity condition that ensures that a
finite limit for the divergent terms at I + is attained is α|I+ = − rIKCMC3 (5.19a), which
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coincides with the flat stationary value of the lapse there. This means that the equations
“force” a certain value of α at null infinity, so that during the evolution any perturbation
that may have affected the lapse is damped away before reaching I +. Note that this
“α-fixing” effect is not the result of explicitly imposing any boundary condition. The last
term in (7.6a) is mainly the one responsible for the damping of the perturbations in α as
they propagate towards I +.
These results motivate the use of the trace of the physical extrinsic curvature instead
of the conformal one as evolution variable. The set of evolution equations that include
K˜ are presented in (2.66) and (2.78). In this choice of variables, the constraint equations
(2.68) and (2.79) in the vacuum are independent of the gauge variables α and βr. For
the simulations performed here, instead of choosing the trace of the physical extrinsic
curvature K˜ as a variable, for simplicity we will use its variation with respect to the
stationary value introduced in (2.80), that is
∆K˜ = K˜ −KCMC . (7.7)
The subsystem α∆K˜ is given by
α˙ = −α2ξα + 1
9
ξαKCMC
2r2 + ξαΩ
2 − α
2∆K˜
Ω
− KCMC
3r2
27Ω
+
2KCMCrΩΩ
′√
KCMC2r2 + 9Ω2
+
2KCMC
3r3Ω′
9Ω
√
KCMC2r2 + 9Ω2
+
1
3
KCMCrα
′ − αKCMCrΩ
′
Ω
, (7.8)
˙∆K˜ = −Ωα′′ + 3α′Ω′ + αΩ′′ − 3α (Ω
′)2
Ω
+
α∆K˜2
3Ω
+
1
3
KCMCr∆K˜
′ +
2α∆K˜KCMC
3Ω
+
αKCMC
2
3Ω
− 2Ωα
′
r
+
2αΩ′
r
. (7.9)
While there are still terms that diverge at I +, some others become degenerate there.
This has posed no problems at the numerical level so far. Adding χ to the α∆K˜ also
gives a well-behaved system.
7.3.3 Complete system: GBSSN
The simplest complete evolution system of the Einstein equation for the rescaled metric
is obtained by putting together the two subsystems described in the previous subsection.
The evolved quantities are χ, γrr, Arr, ∆K˜, Λ
r and α (the shift βr is fixed and γθθ has
been eliminated in terms of γrr).
Even when the two subsystems were stable, the complete system turned out not to be.
A useful observation is that many of the equations include a damping term of the form
A˙ = c
Ω
A in their RHSs, with A some evolution variable and c a coefficient that depends on
other evolution variables and on the radial coordinate. In table 7.1 the value of these cs
is shown for the equations in the complete system, where the flat spacetime values of the
variables in each c has been substituted and they have been evaluated at I + (r = rI ). A
heuristic requirement for stability is that these coefficients of the divergent terms at I +
have to be negative everywhere, as Ω is always positive in the physical domain.
The evolution equation of Λr does not have a damping term like those present in
A˙rr and
˙∆K˜. Given that they are of the same type of v variables, it may indeed be
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Table 7.1: Values at I + of the coefficients over Ω that precede the variables.
χ˙ γ˙rr A˙rr
˙∆K˜ Λ˙r α˙
0 0 −2rI
(
KCMC
3
)2 −2rI (KCMC3 )2 0 − rIKCMC23
required. The simplest way to include a damping term of the form − ξΛr
Ω
Λr is by adding
the constraint (2.79c)’s RHS multiplied by − 2ξΛr
γrrΩ
to Λ˙r’s RHS. Evolving the complete
system with this constraint damping term with ξΛr ∈ [2, 4] finally gave a stable numerical
evolution.
There is a more natural way of obtaining the desired damping term in Λ˙r. It is
done by keeping the Z4 damping term in Λr’s equation of motion even when the GBSSN
formulation is chosen:
Λ˙r = GBSSN-RHS−2κ1αZr
γrrΩ
, substituting Zr =
1
2
γrrΛ
r+
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (7.10)
In (2.78f) and (2.82f) the Zr in this term has already been substituted. Using the GBSSN
system with this extra damping term would be called “Z3 damping” in [83].
With α and βr “fixed” at I +, the scri-fixing condition implies that χ|I+ = γrr|I+
(see subsection 5.2.3), and this is exactly the behaviour observed at future null infinity.
This also requires that ∆K|I+ = 0, as can be seen in the simulation results shown in
figure 8.10.
7.3.4 Complete system: Z4c
Adding the Θ evolution equation and the remaining Zr terms to the system did not require
any extra work to obtain a successful simulation. The equation of motion Θ˙ already has
an appropriate damping term like those presented in table 7.1, namely κ1(2+κ2)rI
KCMC
3
.
For similarity with the choice of the trace of the physical extrinsic curvature as evol-
ution variable, the Θ variable will also be transformed using the same Ω factor:
Θ˜ = ΩΘ. (7.11)
The sets of equations (2.78), (2.79), (2.82) and (2.81) were already expressed in terms of
this physical Θ˜.
7.3.5 Massless scalar field
When the scalar field equations were evolved coupled to the Einstein equations, no new
instabilities appeared. Although it does not necessarily provide better numerical results,
it is useful to evolve the fields Φ¯ and Π¯ defined in (2.89), because they do not vanish at
I + and they are more convenient for visualization and data treatment purposes. The
values of Φ¯ can be obtained from Φ˜ by dividing its numerical values by Ω and substituting
the analytical expression (3.34).
Chapter 7. Numerical experiments 113
7.3.6 Evolved shift
The first test with an evolved shift condition was using the generalized Gamma-driver
condition as defined in (4.29). The implemented expressions including the explicit source
function terms are
β˙r = βrβr ′ +
3
4
µBr − K
2
CMCr
9
− ξβr
Ω
(
KCMC
3
)2(
βr − KCMCr
3
)
, (7.12a)
B˙r = βrBr ′ − ηBr + λ
(
Λ˙r − βrΛr ′
)
. (7.12b)
The parameter choices that gave a stable numerical evolution were ξβr = 5, η = 0.1,
and for the choice KCMC = −3 (in flat space time), the values λ = 3/4 and µ = 1 give
the correct eigenspeeds. The damping term with ξβr was added to keep the value of β
r
fixed at I + and with the choice of slicing condition (7.8) the evolution was not stable
without a minimum value of ξβr . A consequence of the damping effect in α˙ and β˙
r at I +
is that, according to the regularity condition (5.19c), the quantity ∆K˜ is not allowed to
take values different from zero there. This is indeed the observed numerical behaviour,
see figures 8.9 and 8.10.
The generalized Gamma-driver condition in its integrated form (4.30) was implemented
numerically for the flat spacetime case as
β˙r = βrβr ′ + λΛr − η
(
βr − KCMCr
3
)
− K
2
CMCr
9
− ξβr
Ω
(
KCMC
3
)2(
βr − KCMCr
3
)
. (7.13)
The choices ξβr = 5, η = 0.1 and λ = 3/4 provide a stable evolution for KCMC = −3 with
regular initial data.
7.3.7 Schwarzschild initial data
For the first tests with Schwarzschild initial data on the hyperboloidal slice, a non-critical
value of CCMC was chosen, as had been done in chapter 2 of [168]. It was large enough to
satisfy condition (3.43), which translates to CCMC > −83KCMCM3 in the Schwarzschild
case and implies that the hyperboloidal slices intersected the BH horizon.
Non-critical CCMC
Together with a non-critical value of CCMC the compactification factor Ω¯ was chosen to be
the flat spacetime one (3.33). With this choice the initial values of some of the evolution
variables (Arr, α and β
r) diverge at the singularity, which is mapped to r = 0 when a
non-critical value of CCMC is chosen. This forces the use of excision inside of the BH
horizon to avoid the divergent behaviour of the variables in the integration domain.
The evolution of the Einstein equations with these initial data showed an exponential
growth, originated at the horizon and propagating outward, and that in the end rendered
the simulation unstable. When the equations were inspected one by one, the exponential
growth was located in the A˙rr evolution equation. Plotting the numerical behaviour of Arr
over time in a logarithmic scale revealed that the slope coincided with the coefficient b of a
term of the form bArr present in A˙rr. If A˙rr was evolved as a single equation, at some time
the exponential growth stopped and the value of Arr stayed constant. The explanation
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for this behaviour was that the A˙rr equation had two solutions: the one calculated from
the metric initial data (3.27) using (3.18a) and another one which diverges at I +. It
turned out that, at least in some part of the integration domain, the second solution
was the stable stationary one, whereas the first one (the one expected by the rest of
evolution equations) was an unstable stationary solution. Here “unstable” means that a
small perturbation of the solution would make the value of Arr drift away from it.
Several variable transformations involving Arr were tested to try to obtain a consistent
stationary solution for A˙rr and the rest of equations of motion, but none succeeded.
When the critical CCMC value of the hyperboloidal trumpet was chosen, together with
the compactification factor Ω¯ calculated from condition (3.28), this large growth in the
Arr variable no longer appeared.
Critical CCMC (trumpet initial data)
The choice of critical CCMC and the corresponding Ω¯ that makes the initial radius isotropic
gives finite initial data for all variables in the range r ∈ [0, rI ], so that the use of excision
is not required.
Evolving the hyperboloidal trumpet initial data provides the expected results. The
only drawback observed so far is a slow drift that appears for all variables and takes them
away from their stationary value (it can be seen in an especially clear way in Λr). In
spite of this slow drifting motion of the variables, they converge at the appropriate rate.
However, this drifting does not converge away. If the shift is fixed, a slowly growing bulk
instability (possibly an amplified version of the drift) appears and makes the simulation
crash around a time t ∼ 50 − 100 for KCMC = −1. The region where it crashes varies
depending on the chosen value for KCMC .
A possibly similar drift was detected in the preliminary results in spherical symmetry
of the hyperboloidal initial value problem presented in [168] (see p.47-48), which were
crashing due to a bulk instability: depending on the KCMC value, the errors and the
crash would appear closer to I + (larger KCMC) or in the interior of the domain (smaller
KCMC). A similar effect has also been detected in the numerical simulations performed
for this thesis.
The origin of the slow drift seems to be due to the fact that the initial data are
an unstable stationary solution of the system (probably a similar effect to the growth
observed in the non-critical CCMC case, but much smaller), and the drift is the movement
of the variables towards their stable stationary solution. The results shown in subsections
8.2.1 and 8.2.5 of the next chapter seem to point in this direction.
For small initial perturbations, the effect of the drift can be neglected for a long time
(t ∼ 500, 1000) and it can even be decreased by enlarging the eigenspeeds introduced by
the shift evolution equation in the interior of the integration domain. For instance, this
can be done by substituting the constant value of µ (or λ) by a r-dependent function that
takes the appropriate value at I + and grows for r < rI , e.g. µ = 0.15 + 4(r2I − r2) for
KCMC = −1. Using this tuning of the shift eigenspeeds, the drift can be minimized long
enough to be able to observe the tail of the scalar field. As the stable stationary solution
of the Schwarzschild spacetime is not yet known, this is the most convenient way I found
to study the behaviour of the scalar field.
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7.3.8 Tuned 1+log slicing condition
The presence of a BH in the integration domain recommends the implementation of a
singularity avoidant slicing condition, such as the 1+log condition. The evolved condition
(4.24) with explicit source terms, calculated such that a damping term of the form KCMC α
3Ω
with tunable strength parameter ξ1+log is present, is given by
α˙ =
2C3CMCΩΩ¯
7
r7
− 3C
3
CMCΩ¯
8Ω′
r4 root
+
C2CMCKCMCΩΩ¯
4
r4
− C
2
CMCKCMCΩ¯
5ξ1+log
r2 root
−3C
2
CMCKCMCΩ¯
5Ω′
r root
− CCMCK
2
CMCr
2Ω¯2Ω′
root
− 2CCMCK
2
CMCrΩ¯
2ξ1+log
3 root
− CCMCMΩΩ¯
4
r4
+
6CCMCM Ω¯
5Ω′
r root
+
3CCMCnΩ¯
3Ω′
r2Ω
− 3CCMCΩ¯
4Ω′
root
− K
3
CMCr
5Ω′
9 rootΩ¯
− K
3
CMCr
4ξ1+log
9 rootΩ¯
−K
3
CMCr
2Ω
27Ω¯2
+
2KCMCMr
2Ω¯2Ω′
root
+
2KCMCMrΩ¯
2ξ1+log
root
− KCMCMΩΩ¯
3r
− 3β
rnΩ′
Ω
−KCMCr
3Ω¯Ω′
root
− KCMCr
2Ω¯ξ1+log
root
+ βrα′ − αKn
Ω
+
αKCMCξ1+log
3Ω
+
KCMCnrΩ
′
Ω
,(7.14)
where root =
√
9C2CMCΩ¯
6 + 6r3Ω¯3(CCMCKCMC − 3M) + 9r4Ω¯2 +K2CMCr6. The source
terms are written in such a way that both trumpet initial data or flat spacetime initial
data (with M = 0, CCMC = 0 and Ω¯ = Ω) can be set. The value of n that makes sure
that all characteristic speeds at I + are positive is given by (4.25) and the value of the
damping parameter, tuned experimentally, that provides a stable numerical behaviour is
ξ1+log = 2.
The fact that the amount of dissipation needed in the BH interior was smaller than in
the region close to I + had already been realized in the tests performed with the harmonic
slicing condition. Nevertheless, when using the 1+log condition with BH initial data this
effect was more accentuated and the simulations would crash at an early time in the
interior of the BH. The use of excision is not appropriate with the tuned 1+log slicing
condition (7.14), because the value of n given by (4.25) makes sure that the characteristic
speeds are all zero or positive at I +, but it does not make them zero or negative at the
horizon. A possible way of tuning the dissipation applied to the equations is by giving
a radial dependence to the parameter  in the dissipation operator (6.14). Stable results
were obtained for some tests with the simple substitution
 = 0 + r1, (7.15)
choosing 0 = 0 and 1 to be the same value as the one appropriate for the former  at
I +, so 1 = 0.5.
7.3.9 Gauge source functions of a conformal background metric
The use of the gauge conditions calculated from (4.34) has some advantages, but un-
fortunately the preferred conformal gauge is not achieved. The equations (4.38) can-
not be directly implemented in the code because the lapse condition (4.38a) presents
an exponential growth (the one that the function K0 suppresses in (4.23) and derived
equations). This lapse equation of motion can be made well-behaved by substituting
F¯ t ≡ F¯ tα = KCMCΩα3 (αˆ2 − α2) only in α˙. In β˙r we set F¯ t ≡ F¯ tβr = 0 and F¯ r = 0, because
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setting α˙’s value of F¯ tα instead of F¯
t
βr = 0 leads to an unstable numerical behaviour. Using
the evolution equations in terms of ∆K˜ to substitute χ˙, γ˙rr and γ˙θθ yields
α˙ = βrα′ − 3αβ
rΩ′
Ω
− 2αβ
rαˆ′
αˆ
− α
2∆K˜
Ω
− αˆ
2KCMC
Ω
− α
3χβˆrχˆ′
αˆ2χˆ2γθθ
+
2α3χβˆr
αˆ2rχˆγθθ
− αβ
r2βˆr
′
αˆ2χˆ
+
αβr2βˆrχˆ′
2αˆ2χˆ2
+
2αβrβˆrβˆr
′
αˆ2χˆ
− αβ
rβˆr
2
χˆ′
αˆ2χˆ2
− αβˆ
r
2
βˆr
′
αˆ2χˆ
+
αβˆr
3
χˆ′
2αˆ2χˆ2
+
ααˆ′βˆr
αˆ
+
α3χβˆr
′
αˆ2χˆγrr
− α
3χβˆrχˆ′
2αˆ2χˆ2γrr
− 2α
2Θ
Ω
, (7.16a)
β˙r = −α
2χχˆ′
χˆγθθ
− 2β
r2αˆ′
αˆ
+ αˆχˆαˆ′ − β
r2χˆ′
2χˆ
+ βrβr ′ − α
2βrχβˆrχˆ′
αˆ2χˆ2γθθ
+
2α2βrχβˆr
αˆ2rχˆγθθ
+
α2χβˆr
2
χˆ′
αˆ2χˆ2γθθ
−2α
2χβˆr
2
αˆ2rχˆγθθ
+ α2χΛr − β
r3βˆr
′
αˆ2χˆ
+
βr3βˆrχˆ′
2αˆ2χˆ2
+
3βr2βˆrβˆr
′
αˆ2χˆ
− 3β
r2βˆr
2
χˆ′
2αˆ2χˆ2
− 3β
rβˆr
2
βˆr
′
αˆ2χˆ
+
3βrβˆr
3
χˆ′
2αˆ2χˆ2
+
3βrαˆ′βˆr
αˆ
+
βˆr
3
βˆr
′
αˆ2χˆ
− βˆ
r
4
χˆ′
2αˆ2χˆ2
− αˆ
′βˆr
2
αˆ
+
βˆr
2
χˆ′
2χˆ
− βˆrβˆr ′ + α
2βrχβˆr
′
αˆ2χˆγrr
−α
2βrχβˆrχˆ′
2αˆ2χˆ2γrr
− α
2χβˆrβˆr
′
αˆ2χˆγrr
+
α2χβˆr
2
χˆ′
2αˆ2χˆ2γrr
+
α2χ′
2γrr
+
α2χχˆ′
2χˆγrr
− αχα
′
γrr
. (7.16b)
However, the choice of this source function for F¯ tα in α˙ introduces the extra regularity
condition α|I+ = αˆ|I+ , fixing the value of the lapse at future null infinity. The shift
evolution equation (4.37b) has no damping terms for βr. This means that only α has a
“fixed” value at I +; χ, γrr and βr are allowed to vary their values there provided that the
scri-fixing condition (4.5) is satisfied. This is exactly the numerical behaviour observed,
including that now ∆K˜ is allowed to be non-zero at future null infinity (compare to the
explanation in subsection 7.3.6 and figures 8.9 and 8.10).
With the selected values for the source functions, the amount by which the preferred
conformal gauge condition is not satisfied atI + is F tαβ
rΩ′|I+ = KCMCΩα3 (αˆ2 − α2) βrΩ′
∣∣
I+
.
In a numerical simulation this quantity does attain a finite value at I +, but it is only
zero when the variables are at their stationary values.
A small drawback of this choice of gauge conditions is that the drift that appears
in simulations with BH trumpet initial data is more pronounced. The freedom of the
parameters λ and µ present in the Gamma-driver shift condition (4.29) is not present
here (all terms are directly derived from (4.34)), so that in principle the eigenspeeds
cannot be tuned. One can however manually modify the coefficient of the α2χΛr term in
(7.16b) to increase its value for r < rI and in this way slow down the drift’s growth.
7.3.10 Gauge source functions of a physical background metric
A direct implementation of (4.38) with vanishing source functions gives an unstable sim-
ulation. With KCMC = −3 it crashes almost instantaneously, but with KCMC > −2 it
lasts longer and the instability can be studied. Even if for some parameter choices the
evolution can last long enough to see how the reflected initial perturbation pulses leave the
domain, it will crash at some point: for instance, a test with GBSSN crashed at t ≈ 3.7
and the same setup with some configurations of Z4c would last until around t = 7.5.
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The choice of source functions F˜ r = 0 and F˜ t = ξαΩ(α− αˆ) (used with ξα = 2) finally
gave a stable evolution (at least for some configurations with regular initial data), with
the complete equations:
α˙ = βrα′ +
αβrΩ′
Ω
− 2αβ
rαˆ′
αˆ
− α
4ξα
Ω
+
αˆα3ξα
Ω
− α
2∆K˜
Ω
− α
2KCMC
Ω
− 2α
3χβˆrΩ′
αˆ2χˆΩγθθ
−α
3χβˆrχˆ′
αˆ2χˆ2γθθ
+
2α3χβˆr
αˆ2rχˆγθθ
+
αβr2βˆrΩ′
αˆ2χˆΩ
− αβ
r2βˆr
′
αˆ2χˆ
+
αβr2βˆrχˆ′
2αˆ2χˆ2
− 2αβ
rβˆr
2
Ω′
αˆ2χˆΩ
+
2αβrβˆrβˆr
′
αˆ2χˆ
− αβ
rβˆr
2
χˆ′
αˆ2χˆ2
+
αβˆr
3
Ω′
αˆ2χˆΩ
− αβˆ
r
2
βˆr
′
αˆ2χˆ
+
αβˆr
3
χˆ′
2αˆ2χˆ2
− αβˆ
rΩ′
Ω
+
ααˆ′βˆr
αˆ
−α
3χβˆrΩ′
αˆ2χˆΩγrr
+
α3χβˆr
′
αˆ2χˆγrr
− α
3χβˆrχˆ′
2αˆ2χˆ2γrr
− 2α
2Θ
Ω
, (7.17a)
β˙r = α2χΛr +
ξαα
2βrαˆ
Ω
− αχα
′
γrr
+ βrβr ′ +
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2γrr
+
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2
Ω′
Ω
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Ω
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2χˆΩ′
Ω
+
βr2Ω′
Ω
− βˆ
r
4
Ω′
Ωαˆ2χˆ
+
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3
Ω′
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2αˆ2χˆ2
+
3βrβˆr
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χˆ′
2αˆ2χˆ2
− 3β
r2βˆr
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χˆ′
2αˆ2χˆ2
+
βr3βˆrχˆ′
2αˆ2χˆ2
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rαˆ2χˆγθθ
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rαˆ2χˆγθθ
. (7.17b)
This system has not been tested in much detail yet, but it seems to only be stable
with KCMC > −2. An important advantage of this gauge condition and the way it is set
is that, at least for the Z4c (CZ4c = 0) case, the preferred conformal gauge is satisfied. It
has been numerically checked that ¯Ω
∣∣
I+
= 0.
There is still much to understand and improve about this condition. For instance and
unlike the Z4c (CZ4c = 0) case, the GBSSN one does not converge appropriately and the
preferred conformal gauge is not satisfied. Also in the few tests that have been performed
with Schwarzschild initial data, the simulations performed to obtain the convergence of
the scalar field at I + showed bad convergence or were unstable.
7.4 Conclusions
The main changes that have been performed to the rescaled GBSSN and Z4c spherically
symmetric equations are: using the trace of the physical extrinsic curvature K˜ (or even
better ∆K˜) as variable instead of the conformal one K, adding a constraint damping
term to the equation of motion of Λr and setting appropriate source terms in the gauge
conditions. How the latter are chosen is of great importance, because the gauge conditions
are determinant in the evolution of the complete system. The gauge equations of motion
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presented here allow for a stable (at least for a reasonably long time in the strong field
case) evolution of the Einstein equation, but there is clearly much room for improvement.
7.4.1 Parameter ranges
Possibly the most important parameter in the equations is κ1. It does not only control
the damping of the Z4 quantities, but also gives the necessary constraint damping to
keep the evolution stable. In the GBSSN case, in general κ1 ∈ [1.4, 4.5] allows for a stable
evolution and the default choice is κ1 = 1.5. The value of κ1 depends on KCMC ; if |KCMC |
is increased, the value of κ1 that will provide a stable resolution is larger, and vice versa.
The Z4c equations seem to prefer a smaller value κ1 ∼ 1. This value is relatively close to
the one used in CCZ4 by [13], κ1 ∼ 1, but is considerably bigger than the one suggested
in Z4c by [156], which is κ1 ∼ 0.02 also in spherical symmetry. The default choice for κ2
is the commonly chosen κ2 = 0, which has worked fine for all the performed tests.
Certain choices of gauge conditions include some parameters that control the damping
of the lapse and shift. The generalized harmonic lapse condition as in (7.8) is stable for
the range ξα ∈ [1, 12] in flat spacetime with KCMC = −3. The larger ξα, the faster the
initial perturbations are suppressed and the earlier the variables reach their stationary
values. The damping parameter of the tuned 1+log lapse condition (7.14) had to be tuned
between the values ξ1+log ∈ [2, 5] to give stable evolutions. The choice ξ1+log = 2 was
appropriate for simulations with regular data and Schwarzschild trumpet data, but the
choice of a larger value ξ1+log = 5 was necessary to prevent the code from crashing at high
grid resolutions in the case of a collapsing scalar field perturbation. The Gamma-driver
shift conditions as in (7.12) and in (7.13) are stable with ξβr = 5 for flat spacetime with
KCMC = −3. The case with BH initial data with KCMC = −1 requires more complicated
source conditions, calculated from the BH initial data values for the variables, but the
choice ξβr = 5 is still valid. What has to be rescaled when changing the value of KCMC
are the parameters λ and µ, so that the eigenspeeds at I + are all outgoing. The value
of η is in general chosen as small as possible to damp as much as possible the behaviour
of Λr, so that η = 0, 0.1 were common choices in the simulations performed here.
The dissipation parameter  included in (6.14) is chosen to be  = 0.5 for KCMC = −3,
although a smaller value can be chosen for a smaller KCMC , for instance  = 0.05 is enough
to maintain a simulation with KCMC = −0.8 and κ1 = 0.5 stable.
Without restricting generality, the mass of the BH (if present) can be set to unity and
this is done here. In this work the parameter KCMC is chosen to be KCMC = −3 for flat
spacetime and KCMC = −1 for the Schwarzschild BH case. The reason for using a smaller
value of |KCMC | in the BH simulations is due to precision limitations of the compiler
when calculating the compactification factor Ω¯, as was described in subsection 6.6.1. In
general the simulations are well-behaved for a KCMC as large as KCMC = −3 · 10−3 using
κ1 = 0.003. The lower limit achieved (with harmonic lapse and Gamma-driver) with
GBSSN was KCMC = −3.75 and κ1 = 3, but the only successful example with the Z4c
equations was with KCMC = −3.41, κ1 = 1 and only for the case CZ4c = 1. The exact
values may depend on minor details of the setup (such as the spatial resolution), so that
the limits given should not be taken as rigorous constraints, but as restricted examples.
The gauge conditions (7.17) would only not crash instantaneously if KCMC > −2.
For the choice of KCMC = −3, the maximum value allowed for the Courant factor is
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0.200 for the Z4c equations when CZ4c = 0 (although 0.224 is possible in this case for
κ2 = −1), 0.224 for Z4c with CZ4c = 1, and 0.252 for the GBSSN system. For a smaller
absolute value of KCMC , the Courant factor can be larger, e.g. 5 for KCMC = −3 · 10−3.
7.4.2 Difference between formulations
The comparison of the GBSSN and Z4c systems used on the hyperboloidal initial value
problem is not among the aims of this work, but it is well worth mentioning some of
their differences in behaviour. In most cases these differences are small, because the
three possible evolution systems available (GBSSN, Z4c (CZ4c = 1) and Z4c (CZ4c = 0))
perform quite similarly.
It was already mentioned that in some numerical tests performed a smaller value of κ1
was required by the Z4c equations. The results in convergence tests vary between different
systems and different parameters (damping parameters, dissipation, etc.) may have to be
used to obtain optimal results. The convergence plots in figure 8.8 show a comparison
between the formulations. It indicates that the errors in the Z4c case are smaller and in
most cases its convergence is also better.
7.4.3 Effect of numerical treatment
If the appropriate extrapolation at the outer boundary is not implemented, a simple choice
to treat the derivatives there is to use one-sided stencils at I +.
The appropriate extrapolation order at the outer boundary corresponding to nth order
finite differences is (n+ 1)th order extrapolation for the u variables and nth or (n+ 1)th
order for the v variables. Using higher or lower extrapolation orders is not recommended,
according to my observations of the numerical behaviour close to the boundary.
The use of off-centered stencils in the derivatives of the advection terms requires less
dissipation than the centered stencils case to obtain a stable numerical evolution. In
most cases the results of both options are quite similar, see figure 8.8. However, when
checking the convergence of the small initial scalar perturbation of a Schwarzschild BH,
the convergence was better in the off-centered case, see figure 8.28.
7.4.4 Other observations
Choosing Φ˜ and Π˜ or Φ¯ and Π¯ for the scalar field variables does not make a real difference
in the numerical results. For convenience, Φ¯ and Π¯ are preferred, because they do not
vanish at I +.
If a transformation to evolution variables whose stationary values are 1 or 0 is per-
formed, the radial dependence of the stationary solutions is put into the equations, so that
they look considerably more complicated. In any case, the numerical behaviour of the
results in terms of stability or accuracy in the convergence results seems to be unaffected
by this kind of transformation.
Chapter 8
Results
In this chapter I will show some of the results that have been obtained with the formula-
tions, initial data and gauge conditions described previously.
In the equations used, the variable γθθ has been eliminated in terms of γrr as in
(2.71). The common parameter choices are κ1 = 1.5, κ2 = 0 and rI = 1. In the case
of Schwarzschild initial data, M = 1, KCMC = −1 and the value of CCMC = 3.11 is the
critical one.
Regarding the numerical setup, some choices are common to all simulations presented
here. The spatial grid is staggered, so it takes the form of figure 6.3. The Courant factor
is chosen to be 0.2 and the finite differences used are 4th order, so that the convergence
order is 4th order. For convergence runs, the factor by which spatial and time resolution
is increased is always 1.5. The finite difference stencil at the boundaries are centered ones:
the ghost points at the inner boundary are filled in according to the parity conditions of
the variables and at the outer boundary 5th order extrapolation is used for all variables.
8.1 Regular initial data
This section’s results have flat spacetime as stationary state, except the collapse example
in subsection 8.1.3. Flat spacetime stationary values were shown in figure 3.15.
8.1.1 Gauge waves in flat spacetime
The simulation shown in figure 8.1 was performed with 200 gridpoints and ∆t = 0.001,
using initial perturbation parameters Aα = 0.1, σ = 0.1 and c = 0.25 and the parameter
choice KCMC = −3. The shift is fixed and the GBSSN equations with the harmonic slicing
condition (7.8) are used, so all of the evolved quantities are plotted. This is actually the
smallest system of the complete Einstein equations that can be evolved. The state of the
system is shown at 10 different times. The initial perturbation of the lapse affects the
rest of the variables; it splits into an ingoing part and an outgoing part. The latter moves
towardsI + and leaves the domain. The ingoing perturbation is first reflected at the origin
and then the reflection propagates to the right and leaves the domain through I +. Due
to the fact that the shift is fixed and a regularity condition forces α|I+ = −KCMCrI3 = 1,
the conditions (5.19c) must hold and are indeed satisfied by the numerical data. The
quantities Arr and Λ
r are however allowed to take non-vanishing values at I +. This is
the same simulation as shown in figure 3 in [154].
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Figure 8.1: Evolution of the variables (gauge waves) in flat spacetime.
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8.1.2 Scalar field perturbation on regular initial data
The simulation shown in figures 8.3 and 8.4 uses the same evolution equations as the one
in figure 8.1, but here they are coupled to the scalar field in its rescaled form (Φ¯ and Π¯).
The initial time-symmetric perturbation on the physical scalar field Φ˜ has parameters
AΦ = 0.058, σ = 0.1 and c = 0.25. It corresponds to a total Misner-Sharp mass of
MMS = 0.1057 (see figure 8.5). This is actually a quite large initial perturbation, as the
same setup with AΦ = 0.060 (MMS = 0.1132, only a 7.1% increase in the total mass) is
enough to form a BH at the origin. The effect of the initial perturbation on the conformal
factor χ can be seen in the top-left plot of figure 8.3; this was already shown in figure 3.16.
The initial pulse in Φ¯ splits into two approximately equal parts - this is an effect of the
initial data being time symmetric. The outgoing one propagates towards I + and leaves
the domain and the ingoing one is reflected at r = 0 and then continues until it crosses
I +. Note that the relaxation of the variables evolved in the Einstein equations to their
final stationary values continues after the scalar field perturbation has already left the
domain.
For the chosen value of the parameter ξα = 1, some fluctuations originated at I +
appear during this relaxation time and are finally damped away so that the final state is
a stable stationary one. A larger value of ξα will damp these fluctuations more efficiently
and the stationary state will be achieved earlier. To illustrate this effect, the Λr quantity
of two simulations with different values of ξα is plotted in figure 8.2 at a time where the
relaxation phase in figure 8.4’s simulation is taking place: the fluctuations corresponding
to the ξα = 1 case are still present, while the Λ
r from the ξα = 4 case has already reached
its final stationary value.
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Figure 8.2: The effect of the parameter ξα on the behaviour of Λ
r for the simulation shown
in figures 8.3 and 8.4: the larger ξα, the faster the metric quantities reach their stationary
values.
The value of the Misner-Sharp mass as expressed in (2.98) is plotted in figure 8.5 at
some given times. The variation of MMS at the initial time is located around the position
of the initial scalar field perturbation. As the pulses propagate through the domain, the
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Figure 8.3: Evolution of the variables (scalar field): χ, γrr, Arr, ∆K˜ and Λ
r on the left
and α, Φ¯ = Φ˜/Ω and Π¯ = Π˜/Ω on the right.
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Figure 8.4: Evolution of the variables (scalar field): continuation.
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parts where MMS varies move with them: for instance, at t = 0.5 the outgoing pulse is
still inside of the domain (compare with figure 8.3), while at t = 1.2 it has already left -
the total mass of the system has become smaller by the amount of energy carried away
by the outgoing scalar field pulse. The equivalent effect takes place when the reflected
pulse leaves through I +.
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Figure 8.5: Misner-Sharp mass corresponding to the simulations of figures 8.3 and 8.4.
Figures 8.6 and 8.7 respectively show the convergence (checked as indicated in subsec-
tion 6.5.2) of the Hamiltonian and momentum constraints at two different times (before
and after the first pulse has left) for the GBSSN and Z4c (CZ4c = 0) equations. The
lowest resolution had 1200 gridpoints and ∆t = 9 · 10−5. The 4th order convergence in
the interior of the domain is achieved nicely, the three curves lie exactly on top of each
other. Some non-converging noise can be spotted on the closest points to I +, but this
is something that does not affect the evolved variables. The errors of the constraints are
larger for the GBSSN formulation. As indicated by the axes labels, the vertical axes have
been rescaled by 105 or 104. These simulations used centered stencils for the advection
terms. The difference in the same formulation using centered and off-centered stencils
(see figure 6.2) in the advection terms is very small.
Convergence of the rescaled scalar function Φ¯ at I + is presented in figure 8.8 for the
three formulations GBSSN, Z4c (CZ4c = 0) and Z4c (CZ4c = 1) and using centered and
off-centered stencils in the advection terms for each of them. The used grid is staggered,
so that the values of Φ¯ at I + have been obtained using 4th order extrapolation. The
amplitude in the errors for the off-centered cases is considerably smaller, but the coincid-
ence between the curves is not as good as in the centered case. Both in terms of error
amplitude and convergence, Z4c performs better than GBSSN.
The results presented so far have been obtained in simulations where the shift was
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Figure 8.6: Point-wise convergence of the Hamiltonian constraint for the GBSSN (left)
and Z4c (CZ4c = 0) (right) formulations at two different times.
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Figure 8.7: Point-wise convergence of the momentum constraint for the GBSSN (left) and
Z4c (CZ4c = 0) (right) formulations at two different times.
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Figure 8.8: Convergence of the rescaled scalar function Φ¯ at I + over time for different
configurations: on the left the stencils of the advection terms were centered (using  = 0.5
of dissipation), while on the right they were off-centered (with  = 0.25). Note the changes
in the vertical axis between the cases (as indicated, it is rescaled by 108).
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fixed in time. It is interesting to study the behaviour of the evolution variables at I +
under different gauge conditions (especially the ones regarding the shift), as they deliver
important information about the appropriate numerical treatment of I +.
The considered shift conditions are: the fixed shift, the Gamma-driver condition (7.12)
and the integrated Gamma-driver (7.13). Then also the pair of slicing and shift conditions
given by (7.16) (harmonic condition with conformal background metric source terms) and
(7.17) (harmonic condition with physical background metric source terms) have been
tested. The parameter choices for each setup (all use Z4c (CZ4c = 0) and KCMC = −2)
are: fixed shift, ξα = 1; Gamma-driver, ξα = 1, ξβr = 5, µ = 1 and λ =
3
4
; integrated
Gamma-driver, ξα = 1, ξβr = 5 and λ =
3
4
; conformal harmonic with background sources
has no parameters; and physical harmonic with background sources, ξα = 2.
Instead of showing the behaviour of all the variables, I selected the ones I think are
more interesting to compare, namely the gauge variables α and βr, ∆K˜ and Λr. The shift
auxiliary variable Br that appears in (7.12) is not plotted, because its behaviour is very
similar to that of Λr. Instead of plotting βr, what is shown is its variation with respect to
its stationary value for flat spacetime, so βr− βˆr ≡ βr− KCMCr
3
. The comparison between
the variables is shown in figures 8.9 and 8.10. The initial data of these simulations is
exactly the same as in figure 3.16 or in figure 8.3.
Regarding α, the main point to mention is that the only case where α|I+ is not
fixed is for the physical harmonic with background source conditions. This relates to the
regularity conditions described in subsection 5.2.3. The previously mentioned fluctuations
that appear for the fixed shift case can also be seen here in the solid line, which has not
yet settled to its stationary value at t = 20.
The two Gamma-driver gauge conditions, which also show a very similar behaviour
during the evolution, are the only ones whose value at I + does not move in time, con-
sequence of the damping terms with ξβr 6= 0 that are needed to keep the numerical
simulation stable. The other two configurations allow the shift to move at I +, always
satisfying the regularity conditions.
If at least α|I+ or βr|I is not fixed at I +, then according to the regularity condition
(5.18) the variable ∆K˜ is allowed to take non-zero values atI +. The latter is exactly what
happens with the conformal and physical harmonic with background source conditions.
Close to the origin, the physical condition shows a less smooth behaviour.
For the quantity Λr, the most relevant difference between the different gauge conditions
is that in the fixed shift case, Λr separates more from its stationary value and also needs
more time to go back to it again.
Figure 8.11 shows the behaviour of the rescaled scalar field Φ¯ in the spacetime. The
splitting of the initial perturbation and the reflection of the ingoing pulse at the origin
can be clearly seen. An important point is that the propagation speed remains finite and
non-zero as the pulses approach I +, as can be seen in the outgoing pulses.
The signal of the scalar field at I + (calculated using 4th order extrapolation) is
shown in figure 8.12. In the previously presented evolution with fixed shift, the preferred
conformal gauge (4.16) is not satisfied. This means that our time coordinate is not affinely
parametrized and the signal we extract at I + will look deformed. This is the case of the
solid line in figure 8.12. The dashed one shows the value at I + of the scalar field from
a simulation with the harmonic gauge conditions with physical background source terms
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Figure 8.9: Evolution of α and βr. The auxiliary variable Br used in the Gamma-driver
shift is not shown because its behaviour is very similar to Λr of the Gamma-driver case.
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Figure 8.10: Evolution of ∆K˜ and Λr.
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Figure 8.11: Behaviour of Φ¯ over time and compactified spatial coordinate.
(7.17), which indeed does satisfy the preferred conformal gauge (at least for the choice
of Z4c (CZ4c = 0)) - in order to on top obtain an affine time, the variation of the gauge
variables at I + has to be taken into account. The difference between both signals not
only appears in the rescaling of the time, but also in the amplitude of the signal.
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Figure 8.12: Signal of Φ¯ over time at I +. The signal with the solid line corresponds to a
simulation without preferred conformal gauge, while in the simulation for the dashed line
the preferred conformal gauge was satisfied.
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8.1.3 Collapse of the scalar field perturbation into a black hole
A simulation of the collapse of a scalar field perturbation to a BH has been performed using
the GBSSN system with the tuned 1+log (7.14) and the integrated Gamma-driver (7.13)
conditions. The convergence of the Hamiltonian constraint once the stable stationary end
state has long been reached is shown in figure 8.13, while the evolution of the variables is
presented in figure 8.14. The parameter choices were KCMC = −3, κ1 = 1.5, ξ1+log = 5
(as with the normally used here ξ1+log = 2 some fluctuations coming from I + appeared
in the variables and could even make the simulation crash), ξβr = 5, λ = 0.75, η = 0.1
and  = 0.75. The initial profile of the scalar field perturbation was time symmetric and
used AΦ = 0.055, σ = 0.1 and c = 0.5. The formation of the apparent horizon of the BH
takes place at t ≈ 2.28. The mass of the final BH is M ≈ 0.148 (its profile varies up to
12% with the radial coordinate) and its apparent horizon is located at r ≈ 0.10 (at the
creation of the BH it is at about an 8% smaller radius); its radial coordinate location is
indicated in the two last rows of figure 8.14 and in figure 8.13 by a vertical solid line. The
collapse shown here is above the critical case [59], whose amplitude would be AΦ ∼ 0.028.
The stationary end state is reached at t ≈ 50 and after that the evolution variables
and the constraints remain static (this has been checked until t = 500). The convergence
example shown in figure 8.13 shows good coincidence in the interior region, although close
to the origin and I + the profile is far from smooth. Almost all of the non-converging
noisy part at the origin is located inside of the BH’s horizon. The similar effect that
appears at I + is also static and is likely to be caused by the small errors at the variables
near I +, exaggerated by the divergent terms in the constraint equations.
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Figure 8.13: Convergence of the Hamiltonian constraint at a time where the stable sta-
tionary end state of the collapse has already been reached.
The profiles of the stationary state shown in the last row of figure 8.14 vary a little de-
pending on the choice of parameters (like ξ1+log, ξβr or η), but in spite of these differences,
the stationary profiles clearly differ from the CMC trumpet data in figure 3.18 (where
KCMC = −1 is used instead of −3): ∆K˜ and Λr do not vanish, the gauge variables go
to zero with a steeper slope at the origin (compare to figure 3.10) and χ and γrr are not
unity at I +, among other differences. Here the source functions of the gauge conditions
are calculated from the flat spacetime stationary values of the quantities, so that the
simulation is not expected to arrive at a CMC trumpet stationary state.
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Figure 8.14: Evolution of the variables in a BH collapse of the scalar field perturbation.
The vertical line denotes the position of the apparent horizon.
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8.2 Strong field initial data
8.2.1 Unperturbed Schwarzschild initial data
When evolving unperturbed Schwarzschild CMC trumpet initial data, like the values
presented in figure 3.18, the variables were drifting away from their initial values. This
drift is illustrated by the evolution plots in figure 8.15, from a simulation with the GBSSN
equations, tuned 1+log and integrated Gamma-driver. In the same way as was described
for figures 8.9 and 8.10, the regularity conditions (5.19) that arise from the gauge condi-
tions imply that the values of α, βr and ∆K˜ remain fixed at I + and that the values of
χ|I+ = γrr|I+ . Apart from these fixed values and except for the scalar field variables Φ¯
and Π¯, which do not move away from their initial vanishing value, the rest of the evolution
equations are slowly drifting away from their values. Note the rescaling of the vertical
axis in the plots; the largest growth is of the order of 10−5 at t = 100.
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Figure 8.15: Variation of the variables (∆X ≡ X−X0) in a simulation with unperturbed
Schwarzschild CMC trumpet initial data. The vertical line at r ≈ 0.13 locates the horizon.
In order to better understand how the drift of the variables behaves in time, the value
of Λr at the closest gridpoint to I + has been plotted in figure 8.16 for two different
resolutions (200 and 400 points, with the time-step rescaled accordingly). The evolution
was performed with the GBSSN and the Z4c (CZ4c = 0) systems, together with the tuned
1+log (ξ1+log = 2) and the integrated Gamma-driver (ξβr = 5 and λ = 0.0833) and
a dissipation of  = 0.5r. The difference in amplitude of the growth between the two
different resolutions in a same formulation is about an order of magnitude. The initial
amplitude is larger for the GBSSN system and also its growth is faster (the slope in the
plot is steeper). Even at an evolution time of t = 10000 the drift does not seem to stop,
but the values of the variables continue drifting away. It is not clear, whether a stable
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end state will be reached by the variables or the drift will continue increasing until the
simulation crashes.
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Figure 8.16: Logarithmic plot of the drift in the Λr variable for unperturbed Schwarzschild
initial data with two different resolutions.
To make sure the drift is not due to errors inside of the BH that affect the outer
spacetime, another simulation with Z4c (CZ4c = 0) and harmonic gauge conditions with
physical background metric source functions was performed with and without excision.
These gauge conditions were chosen, because their characteristic speeds at the horizon are
negative or zero, as is required for excision. The comparison of excised and non-excised
simulations for the variables ∆K˜ and Λr is shown in figure 8.17 at t = 100. The difference
between the values of ∆K˜ and Λr for the excised and non-excised simulations are of only
5% at the excision boundary, so that the coincidence of the curves is quite good. We can
conclude that no instabilities arise from the BH interior and that the drift does not arise
as a consequence of the singular behaviour at the origin.
Comparing the CMC trumpet initial data (figure 3.18) used here and the end state of
the collapse simulation of figure 8.14, the most natural conclusion is that the Schwarzschild
CMC trumpet is an unstable stationary solution of the Einstein equations and this is why
the variables slowly drift away from their initial values.
How the drift that causes the simulations to finally crash can be minimized up to
some extent was briefly described in subsection 7.3.7. The trick consists of increasing
the eigenspeed associated with the shift evolution equation by adding to it a positive
function that vanishes at I + and thus leaves the eigenspeeds there unchanged. This
increase takes the following form for each of the evolved shift conditions: Gamma-driver,
µ→ µ+ξβrBH(r2I −r2); integrated Gamma-driver, λ→ λ+ξβrBH(r2I −r2); conformal and
physical harmonic gauges with background sources, α2χΛr → α2χΛr [1 + ξβrBH(r2I − r2)].
Unless otherwise specified, the simulations presented here used ξβrBH = 4.
The harmonic slicing condition is not the most appropriate one to use in the presence
of BH due to its only marginally singularity avoidance property. I performed some pre-
liminary tests matching 1+log and harmonic slicings, but the results regarding stability
for the convergence runs were not considerably better than using the harmonic slicing
everywhere, so that the latter has become the default choice for the simulations presented
here. To improve stability in the region close to the origin, a term of the form ξαBH(αˆ−α)
is added to α˙. The default choice here is ξαBH = 1.
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Figure 8.17: Values of ∆K˜ and Λr at t = 100, evolved with Z4c (CZ4c = 0) and the
physical harmonic gauge (7.17). The variables in the evolution with excision were only
evolved for r ∈ (0.10, rI ). The vertical line indicates the position of the horizon.
8.2.2 Gauge waves in the Schwarzschild spacetime
Figures 8.19 and 8.20 show two examples of gauge waves evolution with Schwarzschild
initial data. The evolution system consisted of the GBSSN equations with harmonic
slicing and the integrated Gamma-driver shift condition, with λ = 1
12
≈ 0.083. The initial
data are those in figure 3.18 and the initial perturbations on α are shown in 8.18: their
amplitude (Aα = 0.1) and width (σ = 0.1) were the same, but one of them was centered
in c = 0.25 and the other at r = 0.5. As their location is given on the compactified
coordinate, the effect of each initial perturbations can be quite different.
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Figure 8.18: Initial perturbations in the lapse for the gauge waves simulations with
Schwarzschild initial data shown in figure 8.19 (case c = 0.25) and (8.20) (case c = 0.5).
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Figure 8.19: Evolution of the variables under an initial perturbation of α at r = 0.25.
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Figure 8.20: Evolution of the variables under an initial perturbation of α at r = 0.5.
Chapter 8. Results 139
8.2.3 Small scalar field perturbation on Schwarzschild spacetime
The larger the initial amplitude of the scalar field perturbation, the faster the drift ex-
perienced by the variables. This drift was first described in subsections 7.3.7 and 8.2.1,
and its dependence on the initial amplitude is shown in figure 8.32. For amplitudes of the
order 10−2 and for some choices of the gauge conditions, in the worst case the numerical
evolution can crash at a time as early as t = 30, which does not even allow to see the
dissipation of the scalar field inside of the BH. For this reason we will now concentrate on
studying small scalar field perturbations and will leave the drift effect for future work.
The simulations whose scalar field is shown in figures 8.21 and 8.22 use an initial
amplitude of the scalar field of AΦ = 10
−3, a width of σ = 0.1 and are centered at
r = c = 0.5. The initial data of the simulation in figure 8.21 and in the solid lines in
figure 8.22 are time symmetric, which means that the scalar field perturbation is in- and
outgoing in equal parts. The dotted and dashed lines in figure 8.22 represent mostly
ingoing and mostly outgoing initial data (the difference can be seen in the value of Π¯ in
the top-right plot in figure 8.22 and in the amplitude of the pulses of Φ¯ at later times).
The behaviour of the scalar field is the following: the outgoing pulse in which the
initial perturbation splits moves towards I + and leaves the domain (this is represented
by the line going upwards in figure 8.21). The ingoing pulse propagates towards the origin
and its speed decreases as it comes closer to the trumpet. Once it is inside of the horizon
(located at rSchw ≈ 0.13), it is slowly dissipated away.
Given the small amplitude of the perturbation, the change in the mass and the appar-
ent horizon of the BH can be neglected: for instance, the largest change in the horizon
location (corresponding to the mostly ingoing scalar field) was approximately 0.15%.
Figure 8.21: Evolution of the scalar field, in grayscale its amplitude with its maximum
value in black. The plot on the left shows clearly the ingoing wave pulse, which approaches
the origin with a speed that tends to zero and is damped away in the end, while the
outgoing one is represented by a very thin line. The plot on the right presents the same
data as a function of the logarithm of time, to be able to clearly distinguish the outgoing
wave pulse which leaves through I + (at r = 1) at a very early time (t ∼ 1 or log(t) ∼ 0).
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Figure 8.22: Rescaled scalar field Φ¯ and its auxiliary variable Φ¯ for an evolution with 200
gridpoints and initial AΦ = 10
−3 for time symmetric, ingoing and outgoing initial data.
The rest of variables are not shown, because the perturbation is small enough to leave
them visually unperturbed.
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8.2.4 Power-law decay tails
A scalar field perturbation of strong field initial data is expected to decay at late times
with a power-law tail of the form [129]
lim
t→+∞
Φ(t, r) ∝ tp. (8.1)
Analytical calculations have determined that for spherical scalar perturbations the decay
rate p is p = −3 along timelike surfaces [129] and p = −2 along null surfaces (I +) [43, 84].
In our simulations we found a value of p ∼ −2.08± 0.09 for the scalar field on I + [153].
An example of a scalar field perturbation with initial AΦ = 10
−4 in a simulation with
800 gridpoints is shown in figure 8.23. The Z4c (CZ4c = 0) system with harmonic slicing
(4.26) and Gamma-driver (4.29) was used. The rescaled scalar field at some selected
values of the radial coordinate, as well as extrapolated to I +, is plotted logarithmically
over time, so that the decay tails can be appreciated. Although the difference in the slope
of the tails is clearly visible, it can be better understood by looking at figure 8.24, where
the value of the slopes is plotted over log(t) for 150 < t < 500. For t < 150 the tail regime
has not yet been reached, while after t = 500 the value of the scalar field starts to be
affected by the variable’s drift and the loss of convergence at I +.
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Figure 8.23: Values of the rescaled scalar field at some values of r and extrapolated to
r = rI as a function of time.
The time coordinate used in the code coincides quite well with the Bondi time for
the tails, because in the tail regime the variables are very close to their CMC values (not
taking into account the drift), which satisfy the preferred conformal gauge.
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According to figure 8.24, the change from p = −3 (along timelike slices) to p = −2
(along null slices) takes place continuously approximately in the outermost 0.2 fraction
of the compactified radial coordinate. The lines shown present some variations, due to
the limited resolution of the simulation, and the value of p in the extrapolation at I +
approaches −2 after some time.
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Figure 8.24: Slopes of the scalar field tails shown in figure 8.23 over log(t) for 150 < t <
500. The exponent p of the tails is p ∼ −3 up to r ∼ 0.95 and p ∼ −2 at I +.
The following figures 8.25 and 8.26 exemplify the behaviour of the rest of the system
at the times when the scalar field tail is observed. The profiles in figure 8.25 allow to
compare the variation of some of the evolution variables at late times. It is similar to the
drift presented in figure 8.15 (for unperturbed Schwarzschild initial data), because as is
shown in figure 8.32 in the next subsection, at the late times considered here an initial
amplitude of AΦ ∼ 10−4 does not make much difference from the unperturbed case in the
behaviour of the variables other than the scalar field ones.
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Figure 8.25: Variations of several variables at two late times corresponding to the Z4c
(CZ4c = 0) case in figure 8.29. The variables are slowly drifting away from their stationary
values.
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Figure 8.26 shows two examples of the convergence of the Hamiltonian constraint. At
this time the profile of Z4c’s H is approximately fixed in time, but the value of GBSSN’s H
is slowly increasing. However, the coincidence of the curves in the interior of the domain
is good.
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Figure 8.26: Convergence of the Hamiltonian constraint at t = 350 for the Z4c (CZ4c = 0)
and GBSSN cases with off-centered stencils in the advection terms.
The profile of the scalar field at late times after an initial perturbation with AΦ = 10
−4
is shown in figure 8.27. The change in the horizon location (indicated by the vertical line)
for the interval of time indicated is smaller than 0.03%. The rescaled scalar field Φ¯ does
not develop any sharp features at I +, but simply decays with the expected power-law,
as was shown in figures 8.23 and 8.24.
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Figure 8.27: The scalar field Φ¯ at the given late times for a simulation with the Z4c
(CZ4c = 0) case and 1200 gridpoints. The decay of the tail (rescaled by 10
9) can be seen
in the vicinity of I +.
The convergence of the rescaled scalar field extrapolated at I + is shown in figures
8.28 and 8.29. The simulations in figure 8.28 use mostly outgoing initial scalar field
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perturbations located at r = 0.25, while the initial perturbations for the plots in figure 8.29
are mostly ingoing and centered at r = 0.5. The common default choices and parameters
for the simulations in both figures are: lowest resolution run with 400 points and ∆t =
0.0005; ξα = 1, ξβr = 5 (for Gamma-drivers), AΦ¯ = 10
−4, σ = 0.1  = 0.25, ξβrBH = 4,
ξαBH = 1. The figures only show data up to t = 350, because starting at t ≈ 100 the
convergence order starts to decrease.
All the simulations in figure 8.28 have been performed with the Z4c (CZ4c = 0) equa-
tions with harmonic slicing (except when the conformal harmonic background gauge is
used) and with the indicated shift conditions. The initial perturbation for the top-right
plots in figure 8.28 and figure 8.29 had an amplitude of AΦ = 10
−3 (note the larger amp-
litude of the errors), as indicated. The convergence results of the AΦ = 10
−3 case in
figure 8.29 is significantly worse than the rest. The middle row of figure 8.28 shows res-
ults of simulations where off-centered stencils were used in the derivatives of the advection
terms (on the right the dissipation applied was less than the standard use in this work,
namely  = 0.1); the coincidence between the curves is better than in the other cases.
The nice convergence of the runs with off-centered stencils in the advection terms
motivated to perform the simulations shown in figure 8.29 with this choice, except the
bottom-left plot that used centered stencils. Here the different formulations, as indicated
in the corresponding plots, were tested and for this case all show quite good convergence
(the errors in the GBSSN case have larger amplitude). The simulations of the first and
second rows used the Gamma-driver condition, while the bottom ones used the indicated
shift condition plus Z4c (CZ4c = 0). The bottom-right plot corresponds to a convergence
test that used twice as many points (and time-steps) as the other ones. However, the
convergence results are not as good (the coincidence between the curves is worse even if
the errors are smaller) and the convergence order also starts to decrease after t ≈ 100.
No case using the physical harmonic gauge condition with background source terms
is displayed, because its stability and convergence problems are not yet solved and no
comparable results could be obtained.
8.2.5 Large scalar field perturbation on Schwarzschild trumpet
Decreasing the amount of dissipation in the interior of the BH prevents the simulations
with larger amplitudes of the initial perturbation to crash near the origin (inside of the
BH): the largest value tested successfully (with the 1+log condition) is AΦ = 0.03. The
tuning of the dissipation was performed as indicated in (7.15), with 0 = 0 and 1 = 0.5.
The behaviour of some of the variables in four different simulations with an initial
perturbation AΦ = 0.03, σ = 0.1 and c = 0.5 is presented in figures 8.30 and 8.31. The
GBSSN system was used with 1+log slicing condition (ξ1+log = 2) and integrated Gamma-
driver shift condition (ξβr = 5, λ = 0.083 and η = 0.1). Other parameter choices common
to the four simulations were κ1 = 1.5, KCMC = −1, M = 1, critical CCMC = 3.11, 400
spatial gridpoints and ∆t = 0.001.
The differences among the simulations were that two of them used ξβrBH = 0 and
the other two ξβrBH = 4 (the choice which was set to decrease the drift effect). In the
evolution of one of the ξβrBH = 0 and one of the ξβrBH = 4 cases, the final mass of the
BH (the initial M + the energy brought in by the scalar field) was evaluated and set as
the new total mass. Then the new critical value of CCMC and the corresponding new
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Figure 8.28: The convergence of Φ¯ extrapolated at I + for an initial perturbation with
c = 0.25. Simulations performed with the Z4c (CZ4c = 0) equations.
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Figure 8.29: The convergence of Φ¯ extrapolated at I + for an initial perturbation with
c = 0.5 and using off-centered stencils in the advection terms with  = 0.1. The exception
is the plot labeled with “1+log, int.Γ-driver”, which does not use off-centered stencils
and the dissipation is set as  = 0.5r. The number of spatial gridpoints of the runs are
(400,600,900), except for the bottom-right case that used (800,1200,1800).
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Figure 8.30: Evolution of several variables under an initial perturbation with c = 0.5 and
AΦ = 0.03 for the indicated value of ξβrBH and with or without recalculation of the gauge
source functions.
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Figure 8.31: Evolution of several variables: continuation. In the top row plots in the
previous and in this figure, χ is the quantity that vanishes at the origin, while γrr is unity
there.
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compactification factor Ω¯ were calculated and used to evaluate the source functions of
the gauge conditions. These two cases are labeled with “Recalc.” (recalculated) in the
figures, while the ones which continue using the initial source functions are denoted by
“Not recalc.” (not recalculated).
Figures 8.30 and 8.31 show the the behaviour of several variables at four different
times in five rows. The quantities χ and γrr are shown in the same plots; γrr corresponds
to the curves that go to one at the origin, while χ vanishes there. Instead of plotting βr,
representing βr − βr0 flat = βr + r3 is more convenient to see the changes in the profile.
The recalculation of the new total BH mass (and new critical value of CCMC) takes place
at t ≈ 14.1 (this is when the scalar field pulse arrives at the BH’s horizon). The final
mass of the BH is M ≈ 1.09, almost a 10% increase with respect to the initial M = 1.
The location of the horizon is not shown in the plots, because it is different for each of
the simulations. It is located in the range rhor ∈ [0.13, 0.14].
At time t = 12 (first column) the difference between the profiles is due only to the
chosen value of ξβrBH , because the recalculation has not taken place yet. The difference
between both cases is especially large for Λr. Note that the relations χ|I+ = γrr|I+
and ∆K˜
∣∣∣
I+
= 0 hold at all times, as required by the regularity conditions on the gauge
variables. At t = 100 the curves of Arr reach the origin at two different values: the profiles
of the simulations with recalculated source functions are closer to the initial value at r = 0
(displayed in figure 3.20), while the others have a smaller absolute value there. Close to
I + the recalculated case with ξβrBH = 4 seems to be the closest one to the expected
Arr|I+ = 0, but the other curves are drifting away towards more negative values. In
∆K˜ and Λr the sign of the recalculated and not recalculated versions of ξβrBH = 0 is the
opposite.
In subsection 8.2.1 the behaviour of unperturbed Schwarzschild trumpet initial data
was studied. We now want to better understand the relation between the observed drift
and the amplitude of the initial perturbation. Figure 8.32 shows the behaviour in time of
Λr and the Hamiltonian constraint H at the closest gridpoint to I + (r = 0.998 in the case
of the 200 points simulations and r = 0.999 for the 400 points one) for different values
of the amplitude of the initial perturbation. The gauge conditions used are the 1+log
and the integrated Gamma-driver with parameter choices ξ1+log = 2 and ξβr = 5. The
behaviour of the AΦ = 10
−4 and AΦ = 0 cases, especially in GBSSN’s H, is very similar
and, as time passes, the closer the curves come together. The GBSSN simulation with
the largest amplitude and with 400 points crashes at t = 633; the value of Λr at that time
is about 6 times as large as its Z4c (CZ4c = 0) equivalent. The latter has actually arrived
at a stationary value (it is attained at t ≈ 100), while the GBSSN evolution continues
growing and the values of both quantities compared to the Z4c are larger. The curve
corresponding to the unperturbed initial state is the one with the fastest growth (in a
similar way as the curves in figure 8.16 seem to grow without bound) and it looks like at
a certain point in time it will overtake the effect of the curves that correspond to larger
initial perturbations. If this was the case, a long term instability could develop, but no
clear conclusion can be drawn from the data obtained so far. Apparently, the larger the
initial amplitude, the more the variables deviate from their initial states, but also the
faster a stable stationary state seems to be reached.
Another comparison between excised and non-excised simulations, in this case for an
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Figure 8.32: Effect of the amplitude of the initial perturbation AΦ on the Λ
r variable and
the Hamiltonian constraint at the closest gridpoint to I + over time. The first row shows
data from a simulation with 200 gridpoints and ξβrBH = 4, while the other two rows
correspond to simulations with GBSSN and Z4c (CZ4c = 0) with 400 points, ξβrBH = 0
and evolved up to t = 1000.
initial perturbation of AΦ = 0.03, is presented in figure 8.33. The gauge conditions with
physical source terms (7.17) and the choice ξβrBH = 0 give the appropriate speeds at the
horizon. The evolution equations are the Z4c (CZ4c = 0) ones. The effect of the harmonic
gauge condition chosen on the displayed quantities ∆K˜ and Λr is quite different from
the 1+log one (compare to the third and fourth rows in figures 8.30 and 8.31): the 1+log
profile is smoother, while the harmonic one presents sharper features. The two simulations
(with and without excision) crash at t = 32.7 due to a bulk instability: an exaggerated
growth in the interior of the domain of some of the variables makes the simulation crash.
If a larger value of ξβrBH had been chosen, the simulation without excision might have
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run longer before the crash, but then the eigenspeeds at the horizon would not have been
appropriate for a simulation with excision.
The conclusion from subsection 8.2.1 that states that the evolution of the outer space-
time is not affected by the problems that arise from inside of the BH is also valid here: the
agreement between the excised and non-excised data in figure 8.33 is good (the lines lie on
top of each other) and the two simulations crash in the same way and at the same time.
The origin of the instability thus has to have its origin in the continuum equations or in
the geometry of the underlying hyperboloidal slice, more specifically the Schwarzschild
CMC trumpet.
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Figure 8.33: Values of ∆K˜ and Λr at the given times for a simulation with Z4c (CZ4c = 0)
and harmonic gauge conditions with physical metric background source functions. The
initial scalar field perturbation is AΦ = 0.03. The vertical line denotes the position of the
horizon and the excision boundary is located at r = 0.10.
CMC trumpet initial data in an evolution with gauge source functions calculated from
these initial data have turned out to be an unstable stationary solution of the system,
whereas a simulation with flat spacetime source functions does find a stable stationary
solution, as was exemplified by the collapse process in figure 8.14. The observed drift
seems to be the movement of the variables towards their stable stationary final states.
The gauge source functions force α and βr to take the CMC trumpet values that are
possibly incompatible with the real stationary solution, so that this solution cannot be
found and the simulation eventually crashes. The experiments on which these hypotheses
are based have only been performed successfully with the 1+log gauge condition, as the
harmonic one was more likely to become unstable due its smaller characteristic speeds
close to the BH, so that there is still much to test before a certain claim can be made.
Chapter 9
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9.1 Summary
This work represents a first step towards the numerical implementation of the hyperbol-
oidal initial value problem of GR using conformal compactification methods in spherical
symmetry. The Einstein equations for a regular conformally rescaled metric have been
expressed in the commonly used BSSN and Z4 formulations. The divergent terms at I +
that appear in the equations require that some relations between the variables, the regu-
larity conditions, are satisfied so that the formally divergent terms attain a regular limit.
The numerical experiments performed indicated that some changes at the continuum level
had to be performed to the equations in order to obtain a well-behaved system. These
consisted of choosing the trace of the physical extrinsic curvature, K˜, instead of the con-
formal one, K, as evolution variable, and of adding a constraint damping term to Λ˙r’s
RHS.
Spherically symmetric initial data for regular spacetimes and spacetimes including a
BH have been derived. The values of the variables were taken from the line element
expressed in terms of a compactified radial coordinate on a CMC hyperboloidal slice. In
the case of BH initial data, the geometry of the slice is defined in terms of the mass M and
charge Q of the BH, the mean curvature KCMC and the integration constant CCMC . For
the critical value of CCMC , a CMC trumpet geometry that connects I + with an infinitely
long cylinder located at a certain value of the areal radius is obtained, and the derived
initial data of all of the evolution variables is finite for all values of the compactified radial
coordinate. The CMC trumpet slices of the Schwarzschild and RN spacetimes present a
similar structure.
The gauge conditions play a fundamental role in the simulations and require a very
careful treatment. The main difference between standard Cauchy slices and hyperboloidal
slices is that for the latter the mean extrinsic curvature does not vanish: this different
background geometry introduces changes in the construction of the equation of motion for
the lapse, where the sign of the extrinsic curvature has to be cancelled with an appropriate
source term to avoid exponential growths. The remaining source terms in the slicing and
shift conditions have to ensure that the arising regularity conditions are compatible with
those of the Einstein equations and that the gauge variables attain stationary values atI +
suitable for the hyperboloidal evolution. The harmonic and 1+log slicing conditions and
the Gamma-driver shift conditions have been successfully adapted to the hyperboloidal
evolution. In an effort to systematize the calculation of the source terms, harmonic
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gauge conditions for lapse and shift with source functions calculated from a conformal or
physical background metric have been derived and tested, and a less artificial treatment of
the gauge variables at I + has been obtained. The harmonic and 1+log slicing conditions
were defined in the conformal picture, but the preliminar results of the harmonic gauge
with gauge source functions calculated from the physical metric, where the preferred
conformal gauge is also satisfied, suggest to define them in the physical one.
The numerical implementation of the conformally rescaled equations using common
techniques, the adapted gauge conditions and the derived initial data required a detailed
stabilizing procedure that involved a hierarchical analysis of the equations. This study
shed some light on the continuum instabilities that affect the Einstein equations in the
conformal hyperboloidal picture and helped develop some intuition about how to solve
future problems. The result is a stable spherically symmetric code that can run forever for
some initial configurations and for a period of time long enough to allow the observation of
the decay of the scalar field for others. It has provided an important approach to vacuum
and scalar field evolutions on a compactified hyperboloidal foliation and allowed to study
the global behaviour of the quantities from the origin to I +.
The evolution of gauge waves, even if they do not imply physical dynamics, have served
as a useful and strong test on the robustness of the equation’s setup, but probably the
most relevant results obtained with regular and Schwarzschild initial data are the evol-
ution of the Einstein equations coupled to a massless scalar field. The tested scenarios
were the reflection of a wave pulse at the origin, the collapse of a larger pulse into a BH
and the perturbation of Schwarzschild initial data by a scalar field perturbation. The
power-law decay tails of the latter was studied in the vicinity of future null infinity and
the expected exponent was obtained at I +. The extraction of the scalar wave signal
there was successful and its convergence order accurately corresponded to the expected
one. The results obtained so far have used a staggered grid, so that the equations were
never evaluated exactly on I +. Although a non-staggered grid may be preferable for
some configurations, it is not a necessary requirement at all, because the correct con-
vergence order for the signal at I + has already been obtained using extrapolation on
the closest gridpoints to I +. The convergence results of the signal at I + have given
useful indications about the performance of the different formulations, gauge conditions
and parameter choices.
The conclusion regarding stationarity of the initial data is that the derived regular
initial data are indeed stationary for the Einstein equations and the gauge conditions
considered here, but the Schwarzschild CMC trumpet, which was used to calculate the
gauge source functions and as initial data for the simulations, does not seem to be a
stable stationary solution of the equations, at least when evolved with the harmonic or the
1+log slicing conditions adapted to the hyperboloidal slice. This is also indicated by the
difference in the variables’s profiles between the end state of the collapse process (obtained
using the 1+log and integrated Gamma-driver gauge conditions) and the calculated CMC
trumpet initial data. The drift detected in the BH evolutions that use CMC-trumpet-
based initial data also seems to point in this direction.
Although the experiments performed in this work reduce to spherical symmetry, the
treatment of the radial direction is mostly the same as in a more general setup, so that
some conclusions obtained from this work are expected to carry over to more general
numerical studies of the hyperboloidal initial value formulation.
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9.2 Outlook
Gauge conditions
The treatment of the gauge conditions at I + is much better understood now, but other
problems arise due to the presence of strong field initial data. The next step is the
tuning of the gauge conditions in the interior part of the integration domain according
to common prescriptions and the improvement of some of the derived gauge conditions,
especially those that satisfy the preferred conformal gauge. A possibility would be to
test a matching of the 1+log slicing condition and the (integrated) Gamma-driver shift
condition in the interior part with harmonic-like gauge conditions in the neighborhood of
I +. Another problem to solve is to understand what stable stationary solutions for the
Schwarzschild spacetime on a hyperboloidal slice exist and how they relate to the gauge
source functions.
Regularity conditions
A brief description of the regularity conditions at I + required by the equations has been
included in this work. They are especially important in a non-staggered implementation,
because they have to be explicitly satisfied at I + so that the equations attain regular
limits there. However, a more general study of of the regularity conditions in a [2+1]+1
decomposition will allow to understand much better the treatment required by I + and
prepare the path for more complicated setups other than spherical symmetry. Work in
this direction has already started.
Implementation into a three-dimensional code
A three-dimensional implementation of the setup used in this work using the Einstein
Toolkit framework [1] is one of the next steps planned. This will take advantage of all the
knowledge about the problem obtained so far and will require a spherical boundary in the
numerical setup. This can be implemented using the multipatch framework in the Llama
Code [2]. Another possible option is to implement it using three-dimensional spherical
polar coordinates [25], which allow for a clear separation of the radial direction that will
hopefully simplify the regularizations at I +. The coordinate singularities (not present
in a Cartesian grid) can however pose difficulties. The development of more complicated
hyperboloidal-based codes will require suitable initial data, which means that previous
work [53] on the hyperboloidal elliptic equations will be continued.
Simulations in Anti-deSitter spacetimes
In the case of a negative cosmological constant Λ, I + is not a null surface but a timelike
one and appropriate boundary conditions at I + have to be prescribed (this is one of
the reasons for using a non-staggered grid). The required boundary conditions have to
be reflecting-like and current numerical results in four-dimensional AdS of a constrained
evolution of the Einstein equations coupled to a scalar field in spherical symmetry [34]
indicate that AdS is non-linearly unstable. Evolving AdS with the procedures presented in
this thesis and appropriate boundary conditions in spherical symmetry could complement
the stability results of AdS obtained so far and maybe even provide new results.
Appendix A
Construction of Penrose diagrams
Here I will show the explicit expressions used to create the Carter-Penrose diagrams
presented in chapters 1 and 3.
A.1 Kruskal-Szekeres-like coordinates
Omitting angular dimensions, we consider a line element of the form
ds˜2 = −A(r˜)dt˜2 + 1
A(r˜)
dr˜2. (A.1)
First we eliminate the coordinate singularity at the horizon introducing a tortoise
coordinate, in terms of which the line element takes the form
ds˜2 = A(r˜)
(−dt˜2 + dr˜2∗) , (A.2)
and thus is related to the original radial coordinate r˜ as
dr˜∗ =
dr˜
A(r˜)
. (A.3)
The integrated expression of r˜∗ depends explicitly on the form of A(r˜) and includes an
integration constant that will be set to convenience for each case.
A transformation to the null coordinates u˜ and v˜ is performed
u˜ = t˜− r˜∗, v˜ = t˜+ r˜∗, (A.4)
so that the line element reads
ds˜2 = −A(r˜) du˜ dv˜. (A.5)
The quantity A(r˜) is to be expressed in terms of u˜ and v˜. Its exact expression will depend
on the specific form of r˜∗(r˜) and will be explicitly given in the following sections.
It is convenient to perform a coordinate transformation on the null coordinates u˜ and
v˜ that leaves the null cone structure invariant. This transformation will determine the
precise form of the metric and can thus serve to simplify it. The transformations that
will be considered here are of the form
U˜ = −e− u˜B , V˜ = e v˜B , (A.6)
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where B is some given function of the parameters specific to each case. The choice
B = 4M in the Schwarzschild spacetime gives the Kruskal-Szekeres coordinates.
The following change will allow us to express the line element in a form similar to
Minkowski spacetime:
T˜ =
1
2
(
V˜ + U˜
)
, R˜ =
1
2
(
V˜ − U˜
)
. (A.7)
In terms of the original t˜ and r˜ coordinates, their expressions reduce to
T˜ = e
r˜∗
B sinh
(
t˜
B
)
, R˜ = e
r˜∗
B cosh
(
t˜
B
)
, (A.8)
with r˜∗ expressed in terms of r˜.
The final expressions of T˜ and R˜ are compactified in the same way as done with the
Minkowski spacetime in subsection 1.2.1, i.e. using (1.5) (with T˜ and R˜ instead of t˜ and
r˜), (1.7) and (1.11). To obtain the Carter-Penrose diagrams, R is plotted in the horizontal
axis and T in the vertical one.
For some values of the radial coordinate - inside of the horizon r˜ < 2M for the
Schwarzschild case and among horizons r˜− < r˜ < r˜+ for the non-extreme RN one - the
radius r˜ becomes the timelike coordinate and the time t˜ turns into the spatial one, because
A(r˜) < 0 there. In these ranges of r˜, the sign of u˜ and U˜ in the coordinate transformations
(A.4), (A.6) and (A.7) is the opposite one. However, the resulting T˜ and R˜ yield exactly
the same expression as in (A.8). As T˜ is spacelike and R˜ is timelike, their expressions
in this case have to be interchanged before applying the compactification procedure of
subsection 1.2.1.
A.2 Schwarzschild spacetime
The line element of the Schwarzschild spacetime is
ds˜2 = −
(
1− 2M
r˜
)
dt˜2 +
(
1− 2M
r˜
)−1
dr˜2 =
(
1− 2M
r˜
)(−dt˜2 + dr˜2∗) , (A.9)
and the relation between the Schwarzschild radius r˜ and the corresponding tortoise co-
ordinate r˜∗ is
r˜∗ = r˜ + 2M ln(r˜ − 2M) + CSchw, (A.10)
where CSchw is an integration constant that will be set to a convenient value. The sub-
stitution of A(r˜) = 1− 2M
r˜
is performed as follows
r˜∗ =
1
2
(v˜ − u˜) = r˜ + 2M ln(r˜ − 2M) + CSchw,
1
2M
[
1
2
(v˜ − u˜)− r˜ − CSchw
]
= ln (r˜ − 2M) ,
e
v˜−u˜
4M e−
r˜+CSchw
2M = r˜ − 2M = r˜
(
1− 2M
r˜
)
,
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so that
ds˜2 = −
(
1− 2M
r˜
)
du˜ dv˜ = −1
r˜
e−
r˜
2M e−
CSchw
2M e−
u˜
4M du˜ e
v˜
4M dv˜. (A.11)
Using the transformation (A.6) with B = 4M , the previous line element becomes
ds˜2 = −(4M)
2
r˜
e−
r˜
2M e−
CSchw
2M dU˜ dV˜ . (A.12)
The final form of (A.8) is obtained by calculating e
r˜∗
4M substituting (A.10) and using
CSchw = −2M lnDSchw:
e
r˜∗
4M = e
1
4M
[r˜+2M ln(r˜−2M)−2M lnDSchw] = e
r˜
4M
√
r − 2M
DSchw
. (A.13)
For r˜ > 2M , the appropriate choice is DSchw = 2M and for r˜ < 2M , DSchw = −2M gives
a real value.
The final expressions to be compactified in the Schwarzschild case are the following.
Note that the interchange of T˜ and R˜ inside of the BH’s horizon has already been per-
formed in (A.14b):
r˜ > 2M
T˜ =
√
r˜
2M
− 1 e r˜4M sinh
(
t˜
4M
)
, R˜ =
√
r˜
2M
− 1 e r˜4M cosh
(
t˜
4M
)
, (A.14a)
r˜ < 2M
T˜ =
√
1− r˜
2M
e
r˜
4M cosh
(
t˜
4M
)
, R˜ =
√
1− r˜
2M
e
r˜
4M sinh
(
t˜
4M
)
. (A.14b)
The ranges of the compactified coordinates to include the outer spacetime (zone I in
figure 1.2) and the interior of the horizon (zone II) are T ∈ [−pi
2
, pi
2
] and R ∈ [−pi
2
, pi].
The symmetric outer spacetime (zone IV) and the white hole (zone III) are obtained by
compactifying (A.14a) and (A.14b) with a minus sign and plotting T in the previous range
and R ∈ [−pi, pi
2
].
A.3 Reissner-Nordstro¨m spacetime
In the non-extreme RN case the line element is given by
ds˜2 = −
(
1− 2M
r˜
+
Q2
r˜2
)
dt˜2+
(
1− 2M
r˜
+
Q2
r˜2
)−1
dr˜2 =
(
1− 2M
r˜
+
Q2
r˜2
)(−dt˜2 + dr˜2∗) ,
(A.15)
and the integrated expression of the tortoise coordinate takes the form
r˜∗ = r˜ +M ln(r˜2 − 2Mr˜ +Q2) + 2M
2 −Q2
2
√
M2 −Q2 [ln (r˜ − r˜+)− ln (r˜ − r˜−)] + CRN , (A.16)
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where r˜± = M ±
√
M2 −Q2, or equivalently as presented in [92]
r˜∗ = r˜ +
r˜2+
r˜+ − r˜− ln(r˜ − r˜+)−
r˜2−
r˜+ − r˜− ln(r˜ − r˜−) + CRN . (A.17)
As there are two logarithmic terms in (A.17), expressing A(r˜) = 1− 2M
r˜
+ Q
2
r˜2
can be
done in two ways depending on the one which gets the positive sign from the following
expression [
1
2
(v˜ − u˜)− r˜ − CRN
]
(r˜+ − r˜−) = r˜2+ ln (r˜ − r˜+)− r˜2− ln (r˜ − r˜−) .
Taking the first logarithmic term positive and isolating gives a line element
ds˜2 = − 1
r˜2
(r˜ − r˜−)r˜2−+1
(r˜ − r˜+)r˜2+−1
e−
(r˜+−r˜−)
2
(r˜+CRN )e−
(r˜+−r˜−)
2
u˜du˜ e
(r˜+−r˜−)
2
v˜dv˜. (A.18)
Now the transformation (A.6) with B = 2
r+−r− can be performed and the line element
becomes
ds˜2 = −
(
2
(r˜+ − r˜−)r˜
)2
(r˜ − r˜−)r˜2−+1
(r˜ − r˜+)r˜2+−1
e−
(r˜+−r˜−)
2
(r˜+CRN )dU˜ dV˜ . (A.19)
The term e
(r˜+−r˜−)
2
r˜∗ that appears in the corresponding expressions to (A.8) is expressed
in terms of r˜, with the substitution CRN = − r˜
2
+
r˜+−r˜− lnDRN +
r˜2−
r˜+−r˜− lnERN :
e
(r˜+−r˜−)
2
r˜∗ = e
(r˜+−r˜−)
2
r˜
√
r˜ − r˜+
DRN
r˜2+
√
r˜ − r˜−
ERN
−r˜2−
. (A.20)
The appropriate choices for the constants DRN and ERN such that the expression will
be real are: if r˜ > r˜+ → DRN = r˜+ and if r˜ < r˜+ → DRN = −r˜+; equivalently
r˜ > r˜− → ERN = r˜− and if r˜ < r˜− → ERN = −r˜−.
Choosing the positive sign for the second logarithmic term will express the line element
as
ds˜2 = − 1
r˜2
(r˜ − r˜+)r˜2++1
(r˜ − r˜−)r˜2−−1
e+
(r˜+−r˜−)
2
(r˜+CRN )e
(r˜+−r˜−)
2
u˜du˜ e−
(r˜+−r˜−)
2
v˜dv˜. (A.21)
This suggests to, instead of using (A.6) as it is, interchange the roles of U˜ and V˜ , so using
U˜ = e
(r˜+−r˜−)
2
u˜ and V˜ = −e− (r˜+−r˜−)2 v˜, (A.22)
now gives according to (A.7)
T˜ = e−
(r˜+−r˜−)
2
r˜∗ sinh
(
(r˜+ − r˜−)
2
t˜
)
, R˜ = −e− (r˜+−r˜−)2 r˜∗ cosh
(
(r˜+ − r˜−)
2
t˜
)
, (A.23)
with
e−
(r˜+−r˜−)
2
r˜∗ = e−
(r˜+−r˜−)
2
r˜
√
r˜ − r˜+
DRN
−r˜2+√ r˜ − r˜−
ERN
r˜2−
(A.24)
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and the same choices for DRN and ERN described before.
The final expressions used in the construction of the RN Penrose diagrams are given
by the following cases. The interchange between spatial and timelike coordinates in the
region between the horizons has already been performed. The choice of the first positive
logarithmic term has been made for the first two sets of expressions, while the other choice
was made for the remaining two sets:
r˜ > r˜+
T˜ =
√
r˜
r˜+
− 1
r˜2+
√
r˜
r˜−
− 1
−r˜2−
e
(r˜+−r˜−)
2
r˜ sinh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25a)
R˜ =
√
r˜
r˜+
− 1
r˜2+
√
r˜
r˜−
− 1
−r˜2−
e
(r˜+−r˜−)
2
r˜ cosh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25b)
r˜− < r˜ < r˜+
T˜ =
√
1− r˜
r˜+
r˜2+
√
r˜
r˜−
− 1
−r˜2−
e
(r˜+−r˜−)
2
r˜ cosh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25c)
R˜ =
√
1− r˜
r˜+
r˜2+
√
r˜
r˜−
− 1
−r˜2−
e
(r˜+−r˜−)
2
r˜ sinh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25d)
or
T˜ = −
√
r˜
r˜−
− 1
r˜2−√
1− r˜
r˜+
−r˜2+
e−
(r˜+−r˜−)
2
r˜ cosh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25e)
R˜ =
√
r˜
r˜−
− 1
r˜2−√
1− r˜
r˜+
−r˜2+
e−
(r˜+−r˜−)
2
r˜ sinh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25f)
r˜ < r˜−
T˜ =
√
1− r˜
r˜−
r˜2−√
1− r˜
r˜+
−r˜2+
e−
(r˜+−r˜−)
2
r˜ sinh
(
(r˜+ − r˜−)
2
t˜
)
, (A.25g)
R˜ = −
√
1− r˜
r˜−
r˜2−√
1− r˜
r˜+
−r˜2+
e−
(r˜+−r˜−)
2
r˜ cosh
(
(r˜+ − r˜−)
2
t˜
)
. (A.25h)
When plotting the compactified coordinates of the Penrose diagram, in order to obtain
the correct location of the zones, a pi term has to be added to the compactified T calculated
from (A.25e) and (A.25g) (and also respectively mixed with (A.25f) and (A.25h)), so that
the implicitly plotted quantities are (R, T + pi). The range of R in the Penrose diagrams
is the same as in the Schwarzschild case, but for a T covering the complete spacetime like
in figure 3.12 we have T ∈ [−3pi
2
, 3pi
2
].
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A.4 Extreme Reissner-Nordstro¨m spacetime
In the case Q = M , the RN line element reduces to
ds˜2 = −
(
1− M
r˜
)2
dt˜2 +
(
1− M
r˜
)−2
dr˜2 =
(
1− M
r˜
)2 (−dt˜2 + dr˜2∗) , (A.26)
and the corresponding tortoise coordinate is given by
r˜∗ = r˜ +M ln(r˜ −M)2 − M
2
r˜ −M + CeRN . (A.27)
The calculation to express A(r˜) =
(
1− M
r˜
)2
is now
1
M
[
1
2
(v˜ − u˜)− r˜ + M
2
r˜ −M − CeRN
]
= ln (r˜ −M)2 ,
and using the transformation (A.6) with B = 2M , the line element becomes
ds˜2 = −(2M)
2
r˜2
e−
r˜− M2
r˜−M
M e−
CeRN
M dU˜ dV˜ . (A.28)
To obtain the final form of (A.8) we substitute (A.27) and CeRN = −M lnDeRN − M2
(the last term is included to make the singularity r˜ = 0 coincide with the vertical line at
R = 0) to calculate
e
r˜∗
2M = e
1
2M
(
r˜− M2
r˜−M−M
)
r −M
DeRN
, (A.29)
with the choices r˜ > M → DeRN = M and r˜ < M → DeRN = −M . The expressions used
for creating the extreme RN diagrams are:
r˜ > M
T˜ =
(
r˜
M
− 1
)
e
1
2M
(
r˜− M2
r˜−M−M
)
sinh
(
t˜
2M
)
, (A.30a)
R˜ =
(
r˜
M
− 1
)
e
1
2M
(
r˜− M2
r˜−M−M
)
cosh
(
t˜
2M
)
, (A.30b)
r˜ < M
T˜ =
(
1− r˜
M
)
e
1
2M
(
r˜− M2
r˜−M−M
)
sinh
(
t˜
2M
)
, (A.30c)
R˜ =
(
1− r˜
M
)
e
1
2M
(
r˜− M2
r˜−M−M
)
cosh
(
t˜
2M
)
. (A.30d)
Outside of the horizon the compactified quantities to plot are simply T versus R, but in
the interior r˜ < M , R− pi
2
is plotted on the horizontal axis and pi
2
−T on the vertical one.
The range used in the diagrams in figure 3.14 in T ∈ [−pi
2
, pi] and R ∈ [0, pi].
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A.5 Numerical calculation of the height function for
black hole spacetimes
The height function, whose derivative is given in its general form by (3.26), can be integ-
rated numerically (once the values of the parameters M , Q, KCMC and CCMC have been
set) and used to display hyperboloidal foliations in the Penrose diagrams in chapter 3.
This has been done using the NIntegrate function of Mathematica.
The only critical part of the calculation is the treatment of the divergences of the
height function: it becomes infinite at the horizon(s) of the BHs (r˜± = M ±
√
M2 −Q2,
the roots of A(r˜)) and at the roots of the expression in the square root (R0 for the critical
CCMC value and R1 and R2 for a value smaller than the critical one, except in the extreme
RN case, where no R1 and R2 exist). As the integration is only performed for visualization
purposes, I have not tried to find a more sophisticated way of integrating that avoids the
divergences, but have simply set the integration limits such that they come quite close
to the divergence from both sides. How close the limits have to be is given by how
continuous the slices look at the horizons and Ri in the diagrams. As an example, let us
consider diagram b) in figure 3.11: the height function is integrated in the parts (0, r˜−),
(r˜−, R1), (R2, r+), (r˜+, r˜large), where r˜large ≈ 200 and the parenthesis indicate that the
given value of the radial coordinate is not reached. The height function is not integrated
in the region (R1, R2) because it is imaginary there. The distance between the closest r˜
and the divergent points is of the order of 10−5 − 10−8 in most cases.
The numerical points (r˜i, hi) are interpolated into a function h(r˜) and introduced into
the expressions of R(t˜, r˜) and T (t˜, r˜) (1.11) using the substitution
t˜ = t+ h(r˜). (A.31)
The result is a hyperboloidal foliation that depends on the coordinates r˜ and t. The
hyperboloidal slices in the Penrose diagrams are obtained by plotting implicitly T in the
vertical axis and R in the horizontal one, in terms of r˜ (in the parts where the height
function has been integrated) and for several fixed values of t.
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