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Abstract 
The main concern of clustering approaches for mobile wireless sensor networks (WSNs) is to prolong the battery life of the individual sensors 
and the network lifetime. For a successful clustering approach the need of a powerful mechanism to safely elect a cluster-head remains a 
challenging task in many research works that take into account the mobility of the network. The approach based on the computing of the weight 
of each node in the network is one of the proposed techniques to deal with this problem. In this paper, we propose an energy efficient and safe 
weighted clustering algorithm (ES-WCA) for mobile WSNs using a combination of five metrics. Among these metrics lie the behavioral level 
metric which promotes a safe choice of a cluster head in the sense where this last one will never be a malicious node. We use simulation study 
to demonstrate the performance of the proposed algorithm. 
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1. Introduction 
    After the success of theoretical research contributions in previous decade, wireless sensor networks (WSNs) [1, 2] become 
now a reality. Their deployment in many societal, environmental and industrial applications makes them very useful in practice. 
These networks are consisted of large number of small size nodes which sense ubiquitously some physical phenomenon 
(temperature, humidity, acceleration, noise, light intensity, wind speed) and report the collected data to the Sink station by using 
multi-hop wireless communications. Although the nodes are able to self-organize and collaborate together in order to establish 
and maintain the network, they are battery powered and limited in terms of processing, storage and communication capabilities 
[3]. WSNs are considered in many cases as stationary, but a topology changes can be happened due to a weak mobility (new 
nodes join the network, existing nodes experience hardware failure or exhaust their batteries) [4]. In other scenarios, the mobility 
can occur when nodes are carried by external forces such as wind, water or air [5] so that the network topology can be affected 
accordingly and can be changed slowly. This second kind of mobility, known as one form of strong mobility in literature in the 
sense where nodes are forced to move physically in the deployment area, has been considered in this paper.  
     The clustering concept, that means grouping nodes that are close to each other, has been studied largely in ad-hoc networks 
[6,7,8,9,10,11,12,18] and recently in WSNs [13,14,15,16,17,20] where the purpose in general is to reduce useful energy 
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consumption and routing overhead. As illustrated in Fig. 1,  two kinds of nodes can be found inside the cluster, one node is called 
cluster head (CH) or coordinator (CH1, CH2 and CH3 in the Fig. 1) that is responsible to coordinate the cluster activities, and 
several ordinary nodes are called cluster members (CMs) (CM1 and CM2 in Fig. 1) that have direct access only to one CH. An 
ordinary node that is able to hear two or more CHs, it is called a gateway (in the Fig.1, the gateway G1 can hear CH1 and CH2, 
while the gateway G2 can instead hear CH1, CH2 and CH3). So, each communication initiated by a cluster member to a 
destination inside the cluster must pass by CH. If the destination is outside the cluster, the communication must be forwarded by 
a gateway. Recent research studies recognize that organizing a mobile WSNs, in the sense defined above, into clusters by using a 
clustering mechanism is a challenging task [16, 18]. This is due to the fact that CHs carry out extra work, and consequently 
consume more energy compared with CMs during the network operations and this will lead to untimely death causing network 
partition and therefore failure in communication link. For this reason, one of the frequently encountered problems in this 
mechanism is to search for the best way to elect CH for each cluster. Indeed, a CH can be selected by computing quality of 
nodes, which may depend on several metrics: connectivity degree, mobility, residual energy and distance of a node from its 
neighbors. Significant improvement in performance of this quality can be achieved by combining these metrics [7, 9, 18, 19, 20]. 
In this paper, we propose an energy efficient and safe weighted clustering algorithm for mobile WSNs using a combination of 
the above metrics to which we added a behavioral level metric. The latter metric is decisive and allows to the proposed clustering 
algorithm to avoid any malicious node in the neighborhood to become a CH, even if the remaining metrics are in its favor. The 
election of CHs is carrying out using weights of neighboring nodes which are computed based on selected metrics. So this 
strategy ensures the election of legitimate CHs with high weights. The preliminary results obtained through simulation study 
reveal that our approach is very suitable if we plan to use in network layer reactive routing protocols instead of proactive ones 
after the clustering mechanism was launched. 
 The rest of the paper is organized as follows. Section 2 briefly surveys the related works on clustering algorithms proposed 
for ad-hoc networks and in particular those developed for WSNs. Section 3 introduces and explains the selected metrics for the 
proposed approach of clustering. More details on the proposed algorithm are given in Section 4. Section 5 presents the simulation 
tool developed for evaluation and provides simulation results to show the effectiveness of the proposed algorithm. Section 6 
concludes the paper and outline directions of future work.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Related Work 
   This section outlines some approaches of clustering used in ad-hoc networks and WSNs. Research studies on clustering in 
Ad-doc networks evolve surveyed works on clustering algorithms [6, 8, 9, 10] and cluster head election algorithms [11,17]. 
Single metric based clustering as in paper [23] the node with the least stability value is elected as CH among its neighbors, 
however the choice of  CH which has a lower energy level, could quickly become a bottleneck of its cluster. Other proposals use 
strategy based on weights computing in order to elect CHs [18, 19]. Safa et al. [8] designed and implemented a dynamic energy 
efficient clustering algorithm (DEECA) for MANETs. However, the cluster formation in this scheme is not based on 
connectivity, so the formed clusters are not well connected consequently, this increases the re-affiliation rate and maximizes the 
re-clustering situations. The main strategy of these algorithms is based mainly on adding more metrics such as connectivity 
degree, mobility, residual energy and distance of a node from its neighbors, corresponding to some performance in the process of 
electing CHs. Although the algorithms using this strategy allow to ensure the election of  better CHs based only on their high 
weights computed from the considered metrics, but unfortunately they does not ensure that the elected CHs are legitimated 
nodes, which is to say if the election process of CHs is safe or not. Little effort has been made in introducing security aspect in 
clustering mechanism. Yu et al. [12] try to secure clustering mechanism against wormhole attack in ad-hoc networks 
(communication between CHs) but after forming clusters, not during the election procedure of CHs. Benahmed et al. [20] the 
authors use clustering mechanism based on weighted computing as an efficient solution to detect misbehavior nodes during 
 
 
Fig.1. Clustering formation of WSNs composed of 150 sensor nodes deployed in 570x555 m2 
 space area with a radio range=100 m 
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distributed monitoring process in WSNs. Authors in [7, 23] studied the effect of mobility of sensor nodes as an important factor 
in deciding the CHs. In order to avoid frequent cluster head changes, it is desirable to elect a CH that does not move very quickly. 
When the CH moves fast, the nodes may be detached from the CH and as a result, a re-affiliation occurs. The approach calculates 
the weight of each node based only on four metrics, i.e. the safety has not taking into account the clustering mechanism. 
Similarly, in several applications the clustered WSNs are known to perform better than flat WSNs, if the energy consumption in 
clustering operation itself could be minimized. This was well investigated in [13,14].Indeed, Abbassi et al. [13] presented 
taxonomy and classification of typical clustering schemes, then summarized different clustering algorithms for WSNs based on 
classification of variable convergence time protocols and constant convergence time algorithms, and highlighted their objectives, 
features, complexity, etc. Liu et al. [14] surveyed the clustering algorithms available for WSNs but from the perspective of data 
routing. Specific approaches for clustering mechanisms in WSNs have also been proposed recently as in [15, 16, 17]. Soro et al. 
[17] address the cluster head election problem by focusing on applications where the maintenance of full network coverage is the 
main requirement.  
3.  Metrics for CHs Election 
This section introduces the different metrics used for cluster-head election by focusing on behavior level metric. 
1)  The behavior level of a node  ni  is a key metric in our contribution. For this reason, more attention is given to it by 
examining in detail the effect of mobility in clustering mechanism. Initially, each node is assigned an equal static behavior level 
“=1”. However, this level can be decreased by the anomaly detection algorithm if a node has misbehavior. For computing the 
behavior level of each node, nodes with a behavior level less than threshold behavior will not be accepted as CH candidates 
even if they have other interesting characteristics such as high energy, high degree of connectivity or low mobility. As it has 
been mentioned above, the mobility considered in this paper has a particular sense.  
Thereby, a mobile node does not move from one location to another in the space area of its own will, but in our case it 
moves through the forces acting from the outside. These external forces can act from time to time sporadically. In contrary, the 
malicious node can use its own ability to move freely in the space area. The behavior of the malicious node by moving 
frequently inside a same Cluster (case illustrated by Fig. 2) or from a cluster to another is a normal behavior to not attract 
attention of the neighborhood and therefore be detected. The idea of our algorithm to ensure the choice of a legitimate CH is to 
never elect a node that moves frequently even it has the best performance metrics (see subsection 5.2 for more detail on how 
these claims have been implemented). The Fig. 2 shows a simple example of clustering mechanism before and after moving 
operations by considering only one cluster. In the situation before movement (Fig. 2 (a)), the node 3 acts as CH and nodes 1, 2, 
5 and 6 as CMs including the malicious node 4 which is assumed to belong to the cluster. Nodes 1 and 5 perform one 
movement for each of them due to external forces, whereas malicious node 4 by nature performs several movements (4 in the 
Fig. 2). After performing these movements (Fig. 2 (b)), a new cluster is formed with a new CH (node 1) and new CMs (2, 3 and 
6), without the presence of a malicious node 4 as a CM. This was excluded given the excessive movement it has done before.  
On the basis of preceding discussion about the impact of mobility on clustering mechanism, a sensor node can have a normal 
or abnormal behavior, contrary to the proposal of the authors in [20] who consider abnormal node as a separate case. An 
abnormal node in our proposal can behave as suspect node or as a malicious node. So, the behavior level of each sensor node ni, 
noted BLi, in any neighborhood of the network is defined as follows according to the behavior level conditions: 
 
 
                                           Normal node: 18.0 <≤ iBL  
                                           Suspect node: 8.03.0 <≤ iBL                                                                    ሺͳሻ 
                                           Malicious node: 3.00 <≤ iBL   
          
 
Although a suspect node can always belong to a cluster as a CM but never as a CH, it can become malicious if it continues to 
move around the deployment space, that is to say it exaggerates in its movements. 
2) The aim is to have stable clusters, so it should be an election of node with low relative mobility as a CHs. In order to 
characterize the instantaneous nodal mobility, there should be use of a simple heuristic mechanism as presented in the formula 
below (2) [18]. 
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Where (xt, yt) and (xt-1, yt-1) are the coordinates of node ni at time t and t-1, respectively. T is the period for which this parameter 
is estimated. 
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3)  The distance Di of node ni from its neighbors is given as in [18]:  
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4)  The residual energy of a node ni, after transmitting a message of k bits at distance d from the receiver, is calculated according 
to [21]: 
                                  ))(),(( KEdkEEEr elecRxTxi +−=                        (4)      
Where:  
E: The node’s current energy. 
2),( dEKEkdkE ampelecTx += : refers to the energy required to transmit a message; where ampE  is the required 
amplifier energy. 
( ) elecelecRx EkKE =   : refers to the energy consumed while receiving a message. 
5)  The degree of connectivity of a node ni at time t, noted Ci, is the number of ni’s neighbors given by the equation:        
                                                 )(iNCi =                                            (5) 
With: { }jiwithtxjidistniN rangej ≠<= ),()(  
Where: ),( jidist  : outdistance separating two nodes ji nandn   
             rangetx  : the transmission radius. 
For each node, we must calculate its weight Pi,   according to the equation: 
                           iiiiii DwCwMwErwBLwP ***** 54321 ++++=                     (6) 
Where: w1, w2, w3, w4, w5,  are the coefficients corresponding to the system criteria, so that:  
                                              )1( 54321 =++++ wwwww   ሺ͹ሻ
 
The weight Pi calculated for each sensor is based on the above parameters (BLi, Mi, Di, Eri, and Ci). It means for our case the 
trust level of each node in the network. So, a node with a high weight Pi is considered as trustworthy to be a legitimate CH, 
otherwise it is considered probably as a malicious node and risk can never be chosen as CH. The values of coefficients wi should 
be chosen depending on the importance of each metric in considered WSNs applications. For instance, it is possible to assign a 
greater value to the metric BLi compared to other metrics if there is promotion of the safety aspect in the clustering mechanism. It 
is possible also to assign the same value for each coefficient wi in case when all metrics are considered having the same 
importance.  
4.  Weighted Clustering Algorithm (ES-WCA)  
 This section tends to highlight on the assumptions of the proposed algorithm: energy efficient and safe weighted clustering 
algorithm (ES-WCA). Then it presents in details ES-WCA. 
4.1. Assumptions 
- The network formed by the nodes and the links can be represented by an undirected graph G=(U,E), where U represents the set 
of node ni and E represents the set of links ei.  
- All sensor nodes are deployed randomly in a plane of two dimensions 2D. 
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    Fig. 2. (a) Clustering mechanism in mobile WSNs Before moving nodes     (b) after moving nodes 1, 5 and 4  
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- A malicious node can join the network during a random deployment of sensor nodes or during network operation, the radio 
coverage of sensor nodes is a circular region centered at this node with radius R. 
- Two sensor nodes cannot be deployed in exactly the same position (x, y) in 2D space. 
- All sensor nodes are identical or homogeneous. For example, they have the same radio coverage radius R. Each node can 
determine its position at any moment in 2D space. 
- The Sink is a node having sufficient capacity in terms of computation, communication, memory of storage and energy 
autonomy. 
4.2. Proposed algorithm 
ES-WCA algorithm combines each of the above system parameters with certain weighting factors chosen according to the 
system needs. The algorithm runs in three phases:  the Set up Phase and the Re-affiliation Phase, Monitoring phase, we present 
just the first phase in this paper. 
4.2.1. Set up phase : 
     ES-WCA uses three Types of messages in the Set up Phase. The CH message that is sent in the network by the sensor 
node has the greatest weight. The second one is the JOIN message that is sent by the neighbors of CH If it wants to join this 
cluster. Finally, a CH must send a response ACCEPT message as shown in Fig.3. The node which has the greatest weight 
begins the procedure by broadcasting CH message to their 1-hop neighbors to confirm its role as a leader of the cluster. The 
neighbors confirm their role as being member nodes by broadcasting a JOIN message. The nodes that have the same maximum 
weight, the CH is the node that has the best criteria ordered by their importance (BLi, Eri, Ci, Di and Mi,). If all criteria of nodes are 
equal, the choice is random. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Set up Phase Algorithm 
 
Begin  
1: Assign values to the coefficients W1, 
W2, W3, W4 and W5; 
2:  For any node Gni ∈  make: 
3: ni forms a list of its neighbors )(iN  
through the Message 
{who_are_neighbors}; 
4:  φ=)(iN ; 
5:  Calculate its weight iP :  
6:  iiiiii DwCwMwErwBLwP ***** 54321 ++++= ; 
7:  Initialize Time Cluster and the state 
vector of all nodes Gni ∈   
    Vector_State (Id, CH, Weight,    
          List_Neighbors, Size, 
Nature) 
8:  CH = 0, Size = 0;  
9: Nature =” None”; 
10: Repeat 
11:  Any node Gni ∈  Broadcasts a 
message” Hello”; 
12:  If φ<>)(iN  Then 
 
13:       Choose )(iNv∈ ; 
14:       { })(/)(max)( iNwwweightvWeight ∈= ; 
15:   Else ni  is a CH of itself. 
      EndIf 
16:  Update the state vector of the 
elected CH; 
17:     CH = ID; 
18:    Size = 1; 
19:    Nature = CH; 
20:   Send the message “CHmsg” by CH to 
its neighbors (N[CH]); 
21:   J = Count (N [CH]); 
22:   For I = 1 to J Do 
23:    If (ni∈N [CH] receives the 
message && ni Æ CH = 0) 
24:       Then ni sends a message 
“JOINmsg” to CH  
25:    If (CH Æ Size < THRESHOLD_MAX ) 
26:      Then CH sends a message 
“ACCEPTmsg” to Node ni; 
27:           CH executes the accession 
process;  
28:          CH Æ Size = CH Æ Size + 1; 
29:         ni executes the accession 
process; 
30:         ni Æ CH = CH ÆId; 
31:        Else go to 10; 
          EndIf 
        EndIf 
      End For 
32: Until (CH Æ Size=THRESHOLD_MAX) or 
expired (Time_Cluster); 
End. 
 
Fig. 3.  Procedure of affiliation of node ‘U’ to a cluster 
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5.  Simulation Analysis and Results 
This section presents the implementation of the proposed approach using the language C Borland and the analysis of the 
obtained results. 
5.1.   Simulator “Mercury” 
To evaluate our proposed solution ES-WCA, we have developed our simulator named ‘Mercury’. It is based on an object-
oriented design and a distributed approach such as self-organization mechanism, which is distributed at the level of each sensor. 
Mercury uses two routing protocols for delivering data from sensor nodes to the Sink station: a reactive protocol AODV (Ad-hoc 
On Demand Distance Vector) [4] and a proactive protocol DSDV (Destination Sequenced Distance Vector) [5]. We developed 
the Mercury to simulate network partitioning into a number of clusters that are more homogeneous in a combination of metrics 
and forming a virtual topology. To determine and evaluate the results of the execution of algorithms that are introduced 
previously; the number of sensors to deploy must be inferior or equal to 1000. There are two types of sensor nodes deployment 
on the sensor field: random and manual. Mercury offers users the ability to select a sensor type from 5 types of existing sensor, 
each and its characteristics (radius, energy, etc.).Unity of the energy used is as Nano Joules: (1 Joule = 109 NJ). Mobility has 
influence on energy and the behavior of sensors; for instance if the sensor moves one meter away from its original location, its 
energy will diminish by 100,000 NJ and its behavior will also decrease by 0.001 units. This allows users to differentiate a malicious 
node (that moves frequently) of a legitimate node (that can changes position with reasonable distances). Since sensors nodes move 
because the forces acting from the outside, no power consumption for mobility must be taken into consideration in all simulations that 
we have carried for evaluation. 
5.2.   Discussion and results 
 To evaluate our ES-WCA algorithm, we have performed extensive experiments. This section provides our experimental results 
and discussions. In all simulation experiments, N was varied between 10 and 100 sensor nodes. The nodes moved randomly in all 
possible directions. To measure the performance of ES-WCA algorithm, we identify three metrics: the values used for simulation 
were w1 = 0.3, w2 = 0.2, w3 = 0.2, w4 = 0.2  and w5 = 0.1 Note that these values are arbitrary at this time and should be adjusted 
according to the system requirements.To evaluate the performance of the ES-WCA algorithm, we studied the effect of the 
density of the networks (number of sensor nodes in a given area) and the transmission range on the average number of formed 
clusters. Then we compare it with a DWCA (Distributed Weighted Clustering Algorithm) proposed in [18]. We omit presenting 
all results due to the space limitation. 
 
                          
   Fig. 4. Average number of clusters vs number of nodes for ES-WCA and DWCA                            Fig.5. The remaining energy per node using  ES-WCA         
  
 
 
 Fig. 4 depicts the average number of clusters that are formed with respect to the total number of nodes in the network. The 
communication range used in this experience is 200m. As we can see in Fig. 4, the proposed algorithm produced the same 
number of clusters than DWCA when the node number is equal to 20 nodes. If the node density has increased, ES-WCA would 
have produced constantly fewer clusters than DWCA regardless of node number. The result of ES-WCA is so unstable between 
60 and 90 because we use a random deployment so if the distance between the nodes increases, the number of clusters increases 
too. When there were 100 nodes in the network, the proposed algorithm produced about 61.91% less clusters than DWCA [18]. 
As a result, our algorithm gave better performance in terms of the number of clusters when the node density in the network is 
high because ES-WCA generates a reduced number of balanced and homogeneous clusters, whose size lies between two 
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thresholds: ThreshUpper and ThreshLower   (Re-affiliation Phase) in order to minimise the energy consumption of the entire 
network and prolong sensors lifetime. The result of the remaining amount of energy per node for each protocol AODV and 
DSDV is depicted in Fig.5 such as R equal to 35 m. As shown in the figure, the remaining energy for each node in AODV 
protocol is greater than that in DSDV protocol such as AODV consumes 22, 74% less than DSDV. According to the result, the 
network consumes 19, 23 % of total energy when we use AODV protocol (192 322,091 NJ) however it consumes 41, 97 % with 
DSDV protocol (419 740, 129 NJ). We observe also the network lost 6 nodes with DSDV but only one node with AODV 
because of depletion of its battery. This result proves affirmatively that AODV outperforms DSDV. This is due to the 
tremendous overhead incurred by DSDV when exchanging routing tables and the periodic exchange of the routing control 
packets. So our algorithm gave better performance in terms of energy saving when it’s coupled with AODV. 
                   
                                 
 
           Fig.6. Network lifetime depending on number of nodes using ES-WCA                                                Fig.7. Behavior level of some sensors                                                  
                                                                                                                                               
 
In Fig. 6, we evaluate the network lifetime by varying the number of nodes such as R equal to 70m. We consider that the 
network will be invalid when the nodes of the neighborhood of the sink exhaust their energy, there are 9 nodes in an active state 
but the network is invalid. We note that increase in the number of nodes does not have a significant impact on the network 
lifetime except between N=60 and N=80. When there were 20 nodes in the network, AODV increases the network duration about 
88, 47 % than DSDV and about 57,9% for N=100. Also, this is due to the fact that in DSDV protocol each node must have a 
global view of the network, which consequently increases the number of the exchanged control packets (overhead) in the whole 
network, and decreases the remaining energy of each node, which has a direct affect on the network lifetime. It is noted from Fig. 
7 that the sensor node (8) is malicious (that moves frequently) and has a behavior level less than 0.3, its behavior decreased by 
0.001 units when it moves one meter away from its original location.                 
6.  Conclusion and Future Works 
In this paper, we proposed a new algorithm called "ES-WCA" is proposed for the self-organization of mobile sensor networks. 
ES-WCA takes into account the specificities and constraints of sensor networks. Using ES-WCA, we aimed at creating a virtual 
topology to minimize frequent re-election and avoid overall restructuring of the entire network. Our first objective is to reduce 
energy consumption. To do this, we involved stable metrics to elect CHs according to some metrics that are discussed in Section 
3. Among these metrics there is the behavioral level parameter which guarantees safe elections of CHs. The obtained results 
show that in scenarios in which mobile WSNs with low density or with small size, the choice of ES-WCA with AODV is 
comparable to ES-WCA with DSDV. However, the difference in favor between ES-WCA and AODV becomes very important in 
case of a high node density.  This is due to the tremendous overheads incurred by ES-WCA with DSDV when exchanging 
routing tables and exchanging routing control packets. As a result of this work, we plan to exploit the concept of redundancy to 
enhance results that are related to energy conservation. Another interesting work that remains to do is to provide in-network 
processing by aggregating correlated data in the routing protocol. This considerably reduces the amount of data that are 
transported in the network. 
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