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resumo
O objetivo central deste artigo é o de propor e avaliar modelos econométricos de previsão para o PIB industrial 
brasileiro. Para tanto, foram utilizados diversos modelos de previsão como também combinações de modelos. 
Foi realizada uma análise criteriosa das séries a serem utilizadas na previsão. Nós concluímos que a utilização 
de vetores de cointegração melhora substancialmente a performance da previsão. Além disso, os modelos de 
combinação de previsão, na maioria dos casos, tiveram uma performance superior aos demais modelos, que já 
apresentavam boa capacidade preditiva.
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abstract
The purpose of this article is to propose and evaluate forecasting models for the Brazilian industrial GDP. 
Most models are based on vector auto-regressions (VARs) or on restricted VARs, but models on the ARMA 
class are also entertained. We used many forecasting models and also combinations of these models. The use 
of cointegration vectors improves substantially the forecast performance of industrial GDP. Furthermore, in 
general, combining models out-performed individual models, even when the performance of the later was 
acceptable.
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1 introdução
O objetivo central desse artigo é o de propor e avaliar modelos econométricos de previsão 
para o PIB industrial. Para tanto, serão utilizados modelos vetoriais auto-regressivos (VAR) em 
freqüên-cia trimestral, em que serão impostas restrições de longo prazo advindas da cointegração 
dentre as séries consideradas. Estas incluem, além do PIB industrial brasileiro, séries que tenham 
alguma capacidade preditiva com relação a este, como o spread da taxa de juros longa e curta, a 
taxa de juros real – o spread entre a taxa de juros e a inflação, e a previsão dos saldos da indústria 
–, proporção de firmas que crêem num aumento de produção no próximo trimestre, subtraído da 
proporção de firmas que crêem numa queda. O poder preditivo dessas variáveis é bem documenta-
do na literatura internacional, e.g., Stock e Watson (1993), Estrella e Mishkin (1999) e, na literatura 
brasileira, e.g., Duarte, Issler e Spacov (2004). Modelos ARMA simples também são considerados 
em nossa análise.
As restrições de cointegração, no contexto acima, dizem respeito ao fato de poderem existir 
séries econômicas que tenham uma raiz unitária no seu polinômio auto-regressivo, mas que, ao se-
rem combinadas linearmente, eliminem a raiz unitária da combinação linear. Estas são de fato res-
trições quanto ao comportamento das séries econômicas no longo prazo, e.g., o consumo e a renda, 
não podem ter comportamento distinto no longo prazo. Exemplos desse fenômeno são freqüentes 
em Economia, sendo que, em alguns casos, as restrições são justificadas pela teoria econômica e, 
em outros, por uma motivação estatística.1
A avaliação dos modelos de previsão se dará por meio do uso de uma função critério a ser mi-
nimizada, que é a função dos erros de previsão de fora da amostra para cada possível modelo. Dife-
rentes modelos dinâmicos serão considerados e a escolha recairá sobre aquele que obtiver o menor 
valor para essa função. Além de avaliar modelos específicos, seguindo o trabalho seminal de Bates 
e Granger (1969), iremos também considerar a combinação de modelos como um potencial modelo 
de previsão. Como documentado na literatura de previsão, combinações de modelos prevêem bem 
porque podem haver instâncias onde um deles prevê bem enquanto outro mal, sendo que alguma 
combinação de ambos preverá melhor do que cada um individualmente. Ocorre aqui algo muito 
parecido com a literatura de finanças, na qual, para se minimizar o risco, se adota a estratégia de 
diversificação da carteira de ativos.
Ao final desse exercício econométrico, será possível escolher modelos de previsão ou suas 
combinações, de forma a auxiliar na previsão da atividade industrial futura. Essa informação é re-
levante sob o ponto de vista governamental, haja vista pelo menos dois aspectos: primeiro, tem-se a 
questão de sabermos o estado atual da economia e poder prevê-lo num horizonte não muito longo; 
segundo, tem-se a relevância de se poder prever com maior exatidão a arrecadação tributária, que 
é função do nível de atividade.
O trabalho está organizado como segue. Na Seção 2, apresentamos e discutimos os modelos. 
Na Seção 3, analisamos as séries utilizadas e testamos sua cointegração. Na Seção 4, fazemos uma 
pequena digressão sobre a avaliação dos modelos. Na Seção 5, expomos os resultados obtidos e, 
finalmente, na Seção 6, são apresentadas nossas conclusões.
1  Ver Johston e Dinardo (1997).
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2 modelos
2.1 Modelos Vetoriais Auto-Regressivos 
Muito embora conjeturemos que modelos estruturados da economia possam ser preferíveis 
a modelos não-estruturados, após a crítica de Lucas (1976),2 o aparecimento da metodologia Box-
Jenkins e da crítica de Sims,3 os modelos estruturados de equações simultâneas deixaram há muito 
tempo de ser o centro das atenções na literatura de previsão.
Inspiradas pela metodologia Box-Jenkins e a introdução dos modelos ARIMA em 1978, a aná-
lise dos dados assumiu maior importância. Posteriormente, Sims introduziu na literatura econômi-
ca o modelo Vetorial Auto-Regressivo (VAR), que se mostrou superior, em testes de performance de 
previsão, com respeito aos modelos estruturados.4 
2.2 Cointegração e Modelos Vetoriais de Correção de Erros (VECM)
Esta classe de VAR foi introduzida por Granger (1981) e Engle e Granger (1987). A inclusão 
de tais relações de longo prazo tem sido proveitosa ao trabalho de previsão, como sugerem diversos 
estudos, e.g., Clements e Hendry (1985), Engle e Yoo (1987), Lin e Tsay (1996). 
Esta classe de modelos tem como principal vantagem permitir a utilização das variáveis não-
estacionárias em nível, evitando, assim, problemas envolvidos na estimação de um VAR com as 
séries não-estacionárias diferenciadas (perda de informação) ou em nível (regressão espúria).5 Pode-
se mostrar que os estimadores são superconsistentes, isto é, convergem mais rapidamente do que o 
usual. 
Havendo presença de cointegração, usualmente utiliza-se uma representação VECM (Vector 
Error Correction Model). Esta representação pode ou não incluir uma variável exógena, tanto no 
vetor de cointegração, quanto externamente em termos de nível.6 A inclusão de variáveis exógenas, 
quando econométricamente justificada, é também útil na medida em que ancora previsões condi-
cionais, conveniente em certas situações.7 
2 Lucas, em 1976, observa que o esforço na montagem de modelos estruturados muitas vezes caiu por terra, devido a alterações 
de políticas. Desse modo os coeficientes mudam de modo súbito quebrando estruturalmente o comportamento da série.
3 Sims argumenta que as restrições impostas aos modelos estruturados para torná-los identificáveis são demasiado fortes e leva à 
diminuição de sua eficácia e da qualidade da previsão.
4 Ver, por exemplo, Litterman (1986). 
5 Para maiores detalhes, ver Harvey (1997).
6 Christoffersen e Diebold (1998) mostraram que a inclusão de variáveis exógenas no vetor de correção de erro pode melhorar a 
previsão do modelo em comparação com vetores de cointegração puramente endógenos.
7 Landerretche, Morandé e Schmidt-Hebbel (2000) mostram que, no Chile, em relação a um preditor VAR para a inflação, sob 
regime de metas de inflação, a meta pré-anunciada era um preditor superior para a taxa de inflação ex post, sugerindo a possi-
bilidade de se construir um caminho para a variável exógena em uma previsão condicional. Mais ainda, o VAR incondicional 
sistematicamente sobreestimava a taxa de inflação para o período. 
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2.3 Combinação de modelos de previsão (combining forecast)
Algumas razões sugerem que a combinação de modelos pode construir previsões de perfor-
mance superior.8 Primeiro, a pura diversificação de previsões leva à diminuição do erro diversificá-
vel. A segunda razão diz respeito à robustez, na medida em que, não sendo particular a uma espe-
cificação, não padece também de suas deficiências, além de incluir mais variáveis e informações de 
especificação de outros modelos, na medida em que se pesam informações de modelos que incluem 
outras variáveis e seus lags. Ademais, a experiência mostra que modelos parcimoniosos combinados 
possuem desempenho preditivo superior, até porque a sobreparametrização dos modelos VAR dete-
riora o seu desempenho preditivo. Nesse sentido, a combinação pode ser usada para examinar um 
número maior de variáveis, sem que seja necessário sobreparametrizar algum VAR em específico.
A combinação pode ser feita desde a simples média aritmética ou ponderada, até a utilização 
de pesos adaptativos, segundo o desempenho preditivo passado. Naturalmente, o ajuste dos pesos, 
normalizados ou não, pode ser feito por meio de mínimos quadrados ordinários (OLS) com ou sem 
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ω = ω ≥∑ . Outra opção é se realizar a composição sobre subgrupos das 
previsões, sob algum critério. Observa-se que a simples média aritmética possui um desempenho 
superior aos métodos de OLS gerais.9 Finalmente, pode-se realizar a combinação posteriormente à 
seleção de subgrupos de modelos. Assim, faz-se uma pré-seleção, em tempo real dos modelos e, em 
seguida, a combinação propriamente dita.
2.4 Seleção da ordem dos modelos 
Usualmente, utilizam-se critérios de informação na determinação do número de defasagens. 
Os critérios de informação geralmente utilizados na literatura são: o Critério de Informação de 
Akaike (AIC), o Hannan-Quinn (HQ) e o Schwarz (SC ou BIC). Esses critérios objetivam a parci-
mônia dos modelos, impondo penalidades pelo número de regressores utilizados. A diferença entre 
os diversos critérios, além da origem, é o grau de severidade da penalidade. Infelizmente, devido ao 
fato de tais critérios imporem penalizações distintas, também escolhem modelos distintos.10
8 Fang, Y. (2003)
9 Jordan e Savioz (2002).
10 Lutkepohl (1985) e Gonzalo e Pitarakis (2002) são boas referências sobre artigos que tratam da escolha do critério mais 
adequado.
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Um segundo problema é que tais critérios são definidos dentro da amostra (in-sample). Isto 
significa que nada garante, em teoria, que o melhor modelo de previsão dentro da amostra é o de 
melhor fora da amostra. Nesse tópico, somente a pesquisa empírica pode servir de orientação. No 
entanto, os critérios de informação são de grande auxílio, na medida em que, dentre outras coisas, 
queremos decidir acerca de inclusão ou não de variáveis.
3 análise dos dados
No que diz respeito à escolha das séries, o critério adotado objetiva reforçar a capacidade de 
previsão, mais do que perseguir algum modelo preconcebido. Sob esse prisma, procede-se à escolha 
das séries, com base na correlação cruzada das séries com o PIB industrial e na indicação de causa-
lidade de Granger destas, individualmente, com o PIB industrial. Experimentos outros detectaram 
que a inclusão de indicadores antecedentes per se melhorou a capacidade de previsão das séries.11
O maior problema consiste no fato de que as séries, no Brasil, apresentam mudanças metodo-
lógicas em suas respectivas coletas, de modo que, por vezes, ou se recorre a artifícios, ou trabalha-se 
com amostras menores. No caso do PIB industrial, a série existe desde 1980. A produção física de 
Papel e Papelão, por exemplo, uma das séries testada e considerada como indicador coincidente 
relevante, foi descontinuada em 1991. Nesse diapasão, a reconstituímos e conectamos à série de 
produção Física de Papel, Papelão e celulose existente.
A busca por indicadores antecedentes nos levou a considerar uma série que pesquisa a expec-
tativa de aumento da produção do empresariado. A série utilizada foi a de sondagem industrial da 
Fundação Getúlio Vargas, disponível desde 1966. A partir de quatro séries, de um survey de em-
presas do setor de transformação, computa-se o porcentual de empresas que esperam aumento de 
produção no trimestre seguinte, diminuição de produção e que mantenham a produção em nível 
constante. A quarta série é uma série de saldos entre previsões de crescimento e de diminuição da 
produção. Todas as séries mencionadas são séries de previsão de expectativas e existem desde 1978. 
Correspondentemente, existem quatro séries que, de fato, foram observadas ex post à previsão.
Outras séries consideradas foram: horas pagas pela indústria de transformação, importações e 
o consumo de energia elétrica na indústria. 
A taxa de juros é também de reconhecida importância na previsão do PIB,12 destarte, exami-
namos a importância da taxa de juros real, como indicador antecedente, e do spread entre uma taxa 
de juros longa e uma taxa de juros curta referencial. A taxa de juros de curto prazo escolhida foi 
a Taxa Selic, a qual remunera as aplicações de curto prazo, sendo a taxa referencial da economia, 
disponível desde 1974. Uma dificuldade foi escolher uma série que servisse de proxy para uma taxa 
de juros de longo prazo. A escolha da série longa se deu com base na análise de causalidade. Foram 
testadas séries de juros pré-DI Swap de 180 e 360 dias, bem como uma série de Certificado de De-
pósitos Bancário (CDB) de 30 dias à frente. Essa última existe desde 1985, sendo escolhida dado o 
tamanho da amostra disponível, muito embora a série de Swap tenha tido resultados superiores na 
11	 Camacho	e	Perez-Quiros	(2002),	Huh	(2002),	Hamilton	e	Perez-Quiros	(1996),	Emerson	e	Hendry	(1996)	e	Saltoğlu	e	Şenyüz,	
(2003).
12 Estrella e Mishkin (1999). 
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amostra comum, mas pelo fato de ser diminuta, significaria a necessidade de reconstruir-se a série.
Uma série promissora, também testada, mas que não apresentou significância no VAR, foi a série 
de crescimento do IBOVESPA. 
O índice de inflação escolhido foi o Índice de Preços no Atacado IPA-OG, existente desde 
1951, por ser condizente com os custos industriais. Testadas todas as variáveis, chegamos a um con-
junto pequeno de séries antecedentes da economia, sendo elas: a taxa de inflação (IPA-OG), a taxa 
de juros curta (SELIC), uma taxa de juros longa (CDB), o próprio PIB industrial e o indicador-
saldo de expectativas (IBRE). De modo a reduzir a variância, utilizamos, como usual, o logaritmo 
das variáveis. As séries nível do PIB Industrial e índice de expectativa foram dessazonalizadas pelo 
algoritmo X12. Ademais, as séries das taxas utilizadas foram escritas como Log(1+ p), sendo p a 
taxa. Na Figura 1, são apresentados os gráficos das séries transformadas.
Figura 1 – Séries trimestrais do logaritmo dos juros de longo prazo (CDB), do logaritmo dos juros 
de curto prazo (SELIC), do logaritmo da taxa de inflação (IPA-OG), do logaritmo da 
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3.1 Testes de estacionaridade
A primeira etapa da análise empírica é o estudo das propriedades estocásticas das séries en-
volvidas. Nesse contexto, a estacionaridade das séries de juros, do logaritmo do PIB industrial des-
sazonalizado e da taxa de inflação foi testada utilizando o teste Augmented Dickey-Fuller (ADF), 
ajustado pelo critério de informação de Akaike. Foram realizados os testes tanto para as séries em 
nível, como em primeira diferença. Os resultados encontram-se na Tabela 1. Como os tamanhos 
da amostra das diversas séries são diferentes, limitamos-nos ao intervalo comum, a saber, a partir 
de 1984.2 até 2004.1.
Tabela 1 – Teste ADF de raiz unitária
Em nível Em diferença
τ τµ ττ τ τµ ττ
Log(PIB Ind.) 1.47 -2.04 -2.82 -4.37a -4.72a -4.77a
Selic -2.07 b -2.29 -3.11 -7.49a -7.44a -7.41a
 CDB -2.29 b -2.93 b -3.45 c -7.23a -7.21a -7.17a
IPA-OG -2.50 a -3.19 a -3.64 b -7.64a -7.60a -7.56a
Onde: τ significa ausência de constante, τµ inclusão da constante e ττ inclusão de constante e tendência; a significa que rejeita a 
1% de significância;  b significa que rejeita a 5% de significância; c significa que rejeita a 10% de significância.
Como é possível observar, há forte evidência de uma raiz unitária nas séries do logaritmo do 
PIB industrial, Selic e CDB. Mais ainda, a primeira diferença de cada uma das séries é estacioná-
ria, indicando que as séries devem ser integradas de ordem um.  Com relação à série IPA-OG, 
rejeitamos a hipótese nula de presença de raiz unitária a 1% de significância. Logo, concluímos 
tratar-se de uma série I(0).
Tendo em vista a existência de choques externos, é prudente perfazer os testes de Perron 
(1997). Os resultados se encontram na Tabela 2.
Tabela 2 – Teste de raiz unitária de Perron (1997)
Em nível Em diferença
τ τµ ττ τ τµ ττ
Log(PIB Ind.) 1.26 -2.18 -3.43 c -9.65a -9.78a -9.74a
Selic -2.68a -3.47 b -3.88 b -9.68a -9.61a -9.55a
 CDB -3.09 a -3.93 a -4.45 a -10.78 a -10.70 a -10.63 a 
IPA-OG -3.44 a -4.38 a -4.84 a - - -
Onde: τ significa não constante, τµ inclusão da constante e ττ inclusão de constante e tendência; a significa que rejeita 0H  a 1% 
de significância; b significa que rejeita 0H  a 5% de significância; c significa que rejeita 0H  a 10% de significância.
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Com base nos resultados acima, temos que a série do logaritmo do PIB industrial, Selic e 
CDB é I(1), enquanto que a série IPA-OG é I(0). Logo, o teste ADF e o teste de Perron chegaram 
às mesmas conclusões.
Finalmente, um último teste, que considera o conjunto das séries, é o teste de razão da má-
xima verossimilhança sob a restrição da existência de um vetor de cointegração canônico. A impo-
sição de vetores canônicos como vetores de cointegração é, efetivamente, um teste de raiz unitária. 
A realização desse teste classificou todas as séries como I(1) ao nível de 1%.13 Logo, os testes ADF 
e de Perron chegaram a conclusões distintas do teste de vetores canônicos com relação à ordem de 
integração da série IPA-OG. Essa dubiedade pode estar revelando um problema apontado por Cati, 
Garcia e Perron (1999) muito comum em séries de dados brasileiros de inflação: a presença de for-
tes “inliers” – observações que representam uma rápida queda do nível da série – o que pode viesar 
as conclusões dos testes de raiz unitária no sentido de rejeição de sua existência, quando de fato há 
uma raiz unitária. Sendo assim, decidimos tratar a série IPA-OG como sendo I(1).
3.2 Vetores de cointegração
3.2.1 vetores de cointegração não-restritos
A existência de cointegração é investigada utilizando a metodologia de Johansen (1988). O 
ajustamento do VAR, no primeiro momento, utilizando todas as variáveis, é feito com base no cri-
tério do AIC, BIC e HQ. Os critérios BIC e HQ apontaram uma estrutura de, no máximo, uma 
defasagem (um lag), enquanto o critério AIC apontava uma estrutura muito superior. Optamos por 
uma estrutura parcimoniosa dos regressores, verificando, concomitantemente, o comportamento 
dos resíduos, que não apresentaram correlação serial. Testamos duas estruturas. A primeira permi-
tindo a existência de uma tendência linear e uma constante na relação de cointegração e a segunda 
sem tendência, mas com intercepto na equação de cointegração. A estrutura mais significativa foi 
a sem tendência.14 
Na Tabela 3, é apresentado, para o caso sem tendência linear e com intercepto, o teste do traço 
e, na Tabela 4, o teste do autovalor máximo.
Tabela 3 – Teste do Traço
Hipótese nula: Nº vetores de 
cointegração
Autovalores Estatística do Traço Valor Crítico a 5% Valor Crítico a 1%
Nenhum** 0.465335 122.5132 68.52 76.07
No máximo 1 ** 0.343638 73.67634 47.21 54.46
No máximo 2 * 0.279873 40.83496 29.68 35.65
No máximo 3 0.151852 15.22542 15.41 20.04
No máximo 4 0.030037 2.378793 3.76 6.65
Notas: * denota rejeição da hipótese nula a 5%; ** denota rejeição da hipótese nula a 1%.
13  Os resultados dos testes estão disponíveis e podem ser requeridos aos autores. 
14  Os resultados dos testes com tendência e intercepto estão disponíveis e podem ser requeridos aos autores.
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Tabela 4 - Teste do Autovalor Máximo
Hipótese nula: Nº vetores 
de cointegração
Autovalores Estatística do Max 
Autovalor
Valor Crítico a 5% Valor Crítico a 1%
Nenhum** 0.465335 48.83689 33.46 38.77
No máximo 1 ** 0.343638 32.84138 27.07 32.24
No máximo 2 * 0.279873 25.60954 20.97 25.52
No máximo 3 0.151852 12.84663 14.07 18.63
No máximo 4 0.030037 2.378793 3.76 6.65
Notas: * denota rejeição da hipótese nula a 5%; ** denota rejeição da hipótese nula a 1%.
De acordo com os resultados da Tabela 3 e da Tabela 4, existem três vetores de cointegração a 
1% e a 5% de significância.
Os três vetores de cointegração, ao nível de 1% e de 5%, são dados na Tabela 5, normalizados 
para o caso sem tendência linear e com intercepto.
Tabela 5 – Vetores de cointegração para o caso sem tendência linear e com intercepto
Log (PIB Ind.) (dessaz.) Saldo de Previsão 
(dessaz.)
Taxa de CDB Taxa SELIC IPA-OG
1 0 0 7.187421 -6.8957
(-1.27893) (-1.26771)
0 1 0 304.2334 -296.5585
(-70.1386) (-69.5233)
0 0 1 -2.309153 1.260234
   (-0.31354) (-0.31079)
Dois comentários são necessários. O primeiro diz respeito à heterocedasticidade encontrada 
nos resíduos que, embora não altere os coeficientes, torna imprecisas as estimativas e o p-valor. Por 
hora, apenas o desvio padrão associado ao OLS é apresentado. De qualquer forma, Gonzalo (1994) 
encontra pouco efeito de heterocedasticidade sobre os resultados dos testes de cointegração, razão 
pela qual não faremos qualquer correção. Um segundo comentário diz respeito à interpretação 
econômica das variáveis. Ressalte-se que a taxa de juros real longo surge naturalmente, bem como 
o spread. Isso sugere uma estrutura mais parcimoniosa de cointegração.
3.2.2 vetores de cointegração restritos
Observada a ocorrência natural do spread, bem como das taxas reais de juros, somos levados 
a pesquisar relações de cointegração mais parcimoniosas. Impomos os seguintes vetores de cointe-
gração: um vetor de cointegração para o saldo de previsão, dado que, por construção, essa variável 
é estacionária; um vetor de cointegração para o spread entre a taxa de juros longa e a taxa de juros 
curta e um vetor de cointegração para a taxa de juros real longo. A taxa de juros real curta é tão-
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somente uma combinação linear dos vetores precedentes e, portanto, não necessária. Essas restri-
ções conjuntas foram aceitas ao nível de 5% na amostra inteira.15 
4 avaliação dos modelos 
4.1 Modelos avaliados
Derivadas as especificações possíveis para os modelos, examinamos os modelos a seguir nos 
testes para fora da amostra (out of sample).
4.1.1 Modelo a: modelo univariado ar (4) 
O modelo de benchmark escolhido foi um AR (4), por ser o modelo que melhor se adaptou à 
amostra pela abordagem de Box-Jenkins. 
4.1.2 Modelo b: modelo univariado arMa(2,2)
O modelo é um auto-regressivo de ordem dois e ruído com componente regressiva de ordem 
dois. Também teve um bom ajuste pela abordagem Box-Jenkins.
4.1.3 Modelo c: vEcM irrestrito e com três vetores de cointegração
Este modelo utiliza a especificação de três vetores de cointegração, estimados a cada janela, e 
com atrasos unitários. 
4.1.4 Modelo D: vEcM restrito
O vetor restrito com vetores de cointegração impostos foi aceito a um p-valor de 5% na amos-
tra inteira. Tal estrutura é re-estimada a cada janela, mantendo-se a especificação.
4.1.5 Modelo E: var em nível irrestrito
É o nosso modelo dinâmico irrestrito, re-estimado a cada janela.
4.1.6  Modelo F: combinação de modelos por média aritmética





0 0 1 1 0
: 0 0 0 1 1 ; 12.27; 0.056




 − χ = − = 
   
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4.1.7 Modelo G: combinação de modelos por média ponderada
O segundo método utilizado foi de uma média ponderada quadrática, em que a ponderação 
se deu pela última previsão. Desse modo, quanto melhor a performance anterior maior a sua impor-
tância na combinação.
4.2 Tipos de avaliação
Com respeito à avaliação de predição, existem quatro grandes linhas:
4.2.1 abordagem de amostra completa (the whole sample approach)
Seleciona-se o modelo em uma amostra de (T1-T0) observações, estimando-se o modelo sobre 
as mesmas observações e, em seguida, avalia-se o modelo no mesmo intervalo. Naturalmente, essa 
abordagem é apropriada quando se espera que os coeficientes da amostra sejam constantes.
4.2.2 abordagem recursiva (the recursive approach) 
Nesta, especifica-se e estima-se o modelo sobre uma amostra de T0 a T1, realizando-se predi-
ções h-passos à frente. Em seguida, re-estima-se o modelo na janela de observações amostrais de 
T0 a T1+1, repetindo-se a previsão h-passos à frente. Isso é feito até que se utilize toda a amostra 
disponível, e.g., Diebold e Rudebusch (1991), Swansson e White (1995).
4.2.3 abordagem de janela com especificação invariante (the rolling-window approach with invariant 
specification) 
Nesta abordagem, a especificação é invariante e a janela de estimação sempre do mesmo ta-
manho. Assim, primeiro estima-se na janela amostral de T0 até T1. Realiza-se uma predição h-pas-
sos à frente e passa-se à estimação da janela seguinte de T0+1 até T1+1, realizando-se novamente 
uma predição h-passos à frente  – Swanson e White (1997), Stock e Watson (1998). O tamanho da 
janela é assunto de natureza experimental e de disponibilidade de dados.
4.2.4 abordagem de janela com especificação adaptativa (the rolling-window approach with adaptive 
specification)
Semelhante ao anterior, contudo tem a possibilidade de alteração da especificação do modelo 
a cada nova janela. Isto significa que esta abordagem permite o ingresso de novos conjuntos de 
informações à especificação.
4.3 Indicadores de performance 
Vários indicadores têm sido desenvolvidos para avaliar e comparar a performance de modelos. 
Tais ferramentas estatísticas têm valor ao permitir o julgamento isento das vantagens dos mode-
los. Alguns indicadores são de precisão, outros de adequação relativa e, finalmente, outros tentam 
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capturar a capacidade de acerto de tendência dos modelos em questão. Para uma revisão, consulte 
Diebold e Lopez (1996).
4.3.1 avaliação de acurácia (evaluating forecasting accuracy): 
Os critérios usuais de avaliação incluem o valor médio quadrático dos erros de previsão (MSE) 
ou a sua raiz quadrada (RMSE), o valor médio dos erros absolutos (MAE), o valor médio dos erros 
absolutos porcentuais (MAPE), e o coeficiente de U-Theil.













∑   (2)
onde: n é o número de previsões avaliadas. Aqui cabe uma observação: as comparações são feitas 
entre previsões i-passos à frente, para o mesmo i e modelos distintos, então, esses índices, rigo-
rosamente, são indexados em i.
Uma variante possível é a generalização da potência de maneira a penalizar a maior disper-
são, que deteriora fortemente a previsão da primeira diferença da série. A formulação seria, no caso 
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O MAPE tenta capturar a importância do erro relativo e define-se como:
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Finalmente, o coeficiente de U-Theil é a razão entre dois RMSE de previsões, variando entre 
zero e um e sendo escala-invariante:
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4.3.2 avaliação de tendência de previsão (evaluating direction-of-change forecasts): 
Afora previsões quantitativas, é importante argüir-se o acerto de tendência da previsão ou 
quantas vezes uma predição, independentemente do erro cometido, acerta a tendência ou direção 
da previsão. Nessa linha, o confusion index (CI) calcula a proporção do tempo que o modelo for-
nece tendências equivocadas. O cálculo se dá por meio da contagem desses eventos em uma mesma 
amostra. Além desse índice simples, existem testes propostos por Pesaran e Timmermann (1992).
4.4 Comparação de previsores
Diversos testes para comparação de indicadores foram sugeridos,16 neste trabalho vamos 
utilizar a estatística Diebold-Mariano (1995), como proposta por Harvey (1997). A estatística de 














A estatística do teste utiliza as diferenças das funções perda do modelo i, ( )i tg u
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de interesse. No caso do MSE, a função perda é quadrática e, no caso do MAE, é simplesmente 
o módulo. Para h-passos à frente em um vetor de predições de comprimento n, a estatística DM é 
dada por:
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No caso particular, para h é igual a um a expressão torna-se um OLS de uma constante. DM 
possui então distribuição t com (n-1) graus de liberdade. Finalmente, a utilização da estatística de 
DM deve ser vista com alguma cautela, primeiro devido à baixa potência do teste e segundo porque 
não é apoiado em qualquer critério de informação. Nessa linha, simulações de Monte Carlo têm 
apontado tais deficiências e sugerido cuidados.17
4.5 Forecast encompassing
O conceito de Forecast Encompassing, diferentemente da avaliação direta, prende-se à possibi-
lidade de que uma combinação com desempenho superior pode ser alcançada a partir das previ-
sões obtidas. A sugestão de Clements e Hendry (1998) é testar a significância dos estimadores da 
regressão:
16 Ver: Diebold, Gunther e Tay (1998) e Harvey e Newbold (2000).
17 Kunst (2003).
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 1 2i jf a f a f u= + +
 
  (9)
sujeito a 1 21 a a= + . Analogamente, a equação anterior pode ser reescrita para os desvios como 
sendo , , ,( )j h i h j hu a u u v= − +
    . Sob alguma significância, o teste acerca da não-nulidade de a sig-
nifica testar se a previsão do Modelo I, no passo h à frente, agrega informação à previsão do Mo-
delo J. Caso isto não ocorra, diremos que o Modelo J domina o Modelo I.
5 resultados
5.1 Resultados dentro da amostra (in-sample)
Utilizamos a amostra completa de 1984.3 até 2004.1 para comparação dos modelos por meio 
dos critérios de informação. Os valores foram calculados na maior amostra comum e os resultados 
são apresentados na Tabela 6. Os modelos de combinação não estão exibidos.










Log L 148,59 192,79 186,65 172,80 137,42
Critério AIC -3,63* -3,40 -3,24 -3,61 -2,97
Critério BIC -3,48* -1,59 -1,43 -2,71 -2,37
R2 Log (PIB) 0,852 0,72 0,93 0,70 0,907
R2adj Log (PIB) 0,844 0,69 0,92 0,67 0,902
Obs.: Os modelos de combinação não estão exibidos. Valores calculados na maior amostra comum. O asterisco assinala o melhor 
modelo segundo cada critério. De acordo com os critérios de informação AIC e BIC, o melhor modelo é o Modelo A.
5.2 Resultados fora da amostra (out-of-sample)
Para a análise fora da amostra, utilizamos uma janela deslizante de 41 trimestres com espe-
cificação invariante, iniciando em 1984.2, sendo a primeira janela de 1984.2 até 1996.2, portanto, 
na melhor hipótese, produzindo uma amostra de predições de 34 passos à frente. Utilizamos a 
previsão até oito passos adiante. Testes foram realizados utilizando-se os testes de Diebold e Ma-
riano (1995), para a função perda quadrática (DM-MSE), função perda modular (DM-MAE) e a 
função perda com potência à quarta (DM-MdAE). Foi utilizado o modelo A como benchmark. Os 
resultados de previsões dos modelos para um passo à frente e oito passos à frente se encontram na 
Tabela 7 e 8, respectivamente. Os resultados para os restantes horizontes se encontram na Tabela 
A1 do Apêndice. 
Gilberto Hollauer, João Victor Issler, Hilton H. Notini 191 
Econ. aplic., 12(2): 177-198, abr-jun 2008




















RMSE 0.00041 0.00034 0.00038 0.00016 0.00026 0.00015 0.00018
U-Theil 0.00001 0.00001 0.00001 0.00000 0.00001 0.00000 0.00000
MAE 0.02311 0.01793 0.01844 0.01447 0.01719 0.01479 0.01555
CI 0.42424 0.36364 0.39394 0.27273 0.24242 0.33333 0.34375
DM-MSE 0.00000 -0.70766 -0.30807 -3.60862 -1.79536 -4.34942 -2.76899
DM-MAE 0.00000 -2.67961 -2.25653 -4.06956 -2.29737 -5.06078 -2.99000
DM-MdAE 0.00000 1.14448 1.24212 -3.06259 -1.48332 -3.25913 -2.47341
Obs.: A descrição de cada um dos modelos e das estatísticas se encontra ao longo do texto. No caso dos modelos DM estão 
reportadas as estatísticas t dos testes. Sendo que a 5% rejeita-se a hipótese nula caso o valor calculado seja maior que 1,96 
em módulo.
Na tabela acima, temos os comparativos entre os sete modelos de previsão um passo à frente. 
Os critérios de comparação reportados são: os três critérios de avaliação de acurácia (RMSE, U-
Theil, MAE), o confusion index (CI) e os testes de Diebold e Mariano – para a função perda qua-
drática (DM-MSE), função perda modular (DM-MAE) e a função perda com potência à quarta 
(DM-MdAE). 
De acordo com os critérios de acurácia, todos os modelos apresentaram uma boa capacidade 
preditiva, sendo que os Modelos D e F apresentaram o menor erro de previsão. Com relação ao CI, 
o Modelo E foi o que apresentou menor erro de tendência da previsão. No caso do teste DM, valo-
res absolutos maiores que 1,96 correspondem a uma rejeição da hipótese nula a um nível de con-
fiança de 95%. Todos os modelos, em pelo menos um dos testes de DM, rejeitam a hipótese nula 
de diferença desprezível entre as funções perdas. No caso dos modelos de combinação de previsão 
(Modelos F e G) para os três critérios, temos a rejeição da hipótese nula.
Com relação à Tabela 8, podemos fazer uma análise similar à realizada para a Tabela 7. De 
acordo com os critérios de acurácia, todos os modelos apresentaram uma boa capacidade preditiva, 
sendo que, agora, os modelos de combinação de previsão (Modelo F e Modelo G) apresentam uma 
performance bastante superior se comparados com os demais modelos. No aspecto de acerto da 
tendência da previsão, os modelos apresentaram comportamento bastante similar. No caso do teste 
DM, todos os modelos rejeitam a hipótese nula de diferença desprezível entre as funções perdas 
(com exceção do Modelo C nos critérios MDM-MAE e MDM-MdAE). 
Análises semelhantes podem ser realizadas para os demais horizontes de previsão, a partir da 
Tabela A1.
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RMSE 0.00218 0.00125 0.00143 0.00447 0.00651 0.00100 0.00059
U-Theil 0.00005 0.00003 0.00003 0.00011 0.00015 0.00002 0.00001
MAE 0.04852 0.03739 0.04125 0.08424 0.08583 0.03337 0.02504
CI 0.53333 0.46667 0.46667 0.53333 0.53333 0.53333 0.51724
MDM-MSE 0.00000 -3.82136 -2.08184 15.01558 4.20868 -4.77720 -5.22113
MDM-MAE 0.00000 -2.81202 -1.45822 14.21878 4.87327 -4.13191 -5.45316
MDM-MdAE 0.00000 -3.87605 -0.82868 8.73906 2.92487 -4.34042 -4.33545
Obs: A descrição de cada um dos modelos e das estatísticas se encontra ao longo do texto. No caso dos modelos DM estão re-
portadas as estatísticas t dos testes. Sendo que a 5% rejeita-se a hipótese nula caso o valor calculado seja maior que 1,96 
em módulo.
5.3 Resultados de forecast encompassing 
Utilizamos uma janela deslizante de 41 trimestres com especificação invariante, iniciando 
em 1984.2, sendo a primeira janela de 1984.2 até 1996.2, portanto, na melhor hipótese, produzindo 
uma amostra de predições de 34 passos à frente. Utilizamos a previsão até oito passos adiante. Rea-
lizamos o teste de Clements e Hendry (1998) para cada um dos modelos. A hipótese nula testada é 
de que a previsão h-passos à frente do Modelo J não pode ser melhorada pela inclusão do Modelo 
I. Na Tabela 9, se encontra o p-valor do teste para cada uma das hipóteses testadas. O nível de sig-
nificância utilizado é de 5%.
De um modo geral, rejeitamos, a 5% de significância, as diferentes hipóteses nulas testadas 
para a maioria dos modelos individuais, isto é, não rejeitamos a hipótese de ocorrer melhorias de 
previsão, caso se combine estes modelos. Já com relação aos modelos de combinação (Modelo F e 
Modelo G), não rejeitamos 0H  na maioria dos casos. Para a previsão de um e dois passos à frente, 
os modelos de combinação podem ter suas previsões melhoradas com a inclusão dos demais mo-
delos, mas isso raramente ocorre quando se analisa horizontes mais distantes de previsão. Esse 
resultado reforça os resultados encontrados nas Tabelas 7 e 8, onde os modelos de combinação 
apresentam uma performance bastante superior, se comparados com os demais modelos, quando o 
horizonte de previsão é mais longo.
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Tabela 9 – Resultados do teste de forecasting encompassing
Hipótese Nula: 
Modelo J 
não pode ser 
melhorado com 
o Modelo I
Previsões à Frente 
1 2 3 4 5 6 7 8
J I
A B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A C 0.00000 0.00000 0.00005 0.00005 0.00003 0.00000 0.00000 0.00000
A D 0.00000 0.00018 0.41243 0.24248 0.08153 0.04039 0.04423 0.04017
A E 0.00000 0.00000 0.00007 0.00004 0.00003 0.00001 0.00000 0.00000
A F 0.00000 0.00000 0.00008 0.00009 0.00008 0.00001 0.00000 0.00000
A G 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
B A 0.00000 0.00000 0.01000 0.00000 0.00000 0.01000 0.04000 0.05000
B C 0.33447 0.19516 0.25269 0.20346 0.29598 0.46159 0.35343 0.18319
B D 0.00000 0.00771 0.09846 0.06969 0.03934 0.06384 0.09292 0.09528
B E 0.00001 0.34775 0.12302 0.07290 0.11765 0.19391 0.27110 0.33089
B F 0.00000 0.00005 0.01471 0.00514 0.00047 0.00134 0.00273 0.00104
B G 0.49401 0.36705 0.00000 0.00003 0.00001 0.00000 0.00000 0.00000
C A 0.00000 0.00000 0.00001 0.00000 0.00000 0.00000 0.00001 0.00001
C B 0.03027 0.00107 0.00112 0.00046 0.00118 0.00200 0.00396 0.01125
C D 0.00000 0.00001 0.00029 0.00011 0.00004 0.00003 0.00003 0.00002
C E 0.00001 0.18579 0.12027 0.02494 0.02062 0.01212 0.00543 0.00177
C F 0.00000 0.00000 0.00011 0.00002 0.00001 0.00002 0.00008 0.00013
C G 0.17960 0.05031 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
D A 0.06736 0.02469 0.00004 0.00000 0.00000 0.00000 0.00000 0.00000
D B 0.23770 0.00009 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
D C 0.14604 0.00002 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
D E 0.04145 0.00032 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000
D F 0.01439 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
D G 0.21436 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E A 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E B 0.01238 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E C 0.05278 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E D 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E F 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
E G 0.00008 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
F A 0.07471 0.09750 0.06266 0.04719 0.04723 0.11092 0.23318 0.28051
F B 0.02157 0.18179 0.17955 0.09675 0.04177 0.07387 0.11591 0.10203
F C 0.01579 0.29920 0.40748 0.28120 0.26294 0.43319 0.40425 0.27241
F D 0.05804 0.41993 0.41016 0.34148 0.29890 0.32686 0.37396 0.40152
F E 0.37597 0.18254 0.14391 0.14806 0.16989 0.20992 0.27482 0.29035
F G 0.31084 0.24656 0.00001 0.00005 0.00002 0.00000 0.00002 0.00001
G A 0.01410 0.00361 0.14996 0.08154 0.12397 0.15014 0.29275 0.24645
G B 0.00319 0.00299 0.40655 0.09471 0.15392 0.28251 0.11522 0.48116
G C 0.02642 0.00743 0.46690 0.03974 0.02996 0.06246 0.00502 0.09266
G D 0.01144 0.20040 0.43072 0.42976 0.44566 0.36000 0.41354 0.35500
G E 0.12065 0.38368 0.15865 0.35914 0.38482 0.42319 0.22234 0.40898
G F 0.00024 0.00468 0.44005 0.09158 0.13755 0.15602 0.06369 0.26715
Obs.: Hipótese Nula: Modelo J não pode ser melhorado com o Modelo I. Para cada uma das hipóteses nulas e cada horizonte 
de previsão, é apresentado o p-valor..
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conclusões
O artigo propôs e avaliou diferentes modelos econométricos de previsão para o PIB da in-
dústria dentro da classe de modelos vetoriais auto-regressivos (VAR) em freqüência trimestral. A 
avaliação se deu por vários procedimentos de teste e de modo intensivo. Em vários casos, usaram-se 
adicionalmente restrições de longo prazo advindas da cointegração entre as séries consideradas: o 
PIB industrial brasileiro, a taxa de juros longa e curta, a inflação e a previsão dos saldos da indús-
tria – proporção de firmas que crêem num aumento de produção no próximo trimestre, subtraído 
da proporção de firmas que crêem numa queda. 
O poder preditivo dos diferentes modelos envolvendo essas variáveis foi avaliado a partir do 
uso de diferentes funções de perda (função dos erros de previsão de fora da amostra), que são mini-
mizadas. Adicionalmente, consideramos também a combinação das previsões de diferentes mode-
los, seguindo a literatura de combinação de previsões iniciada por Bates e Granger (1969).
Nossos principais resultados são:
1. O uso dos vetores de cointegração defasados como previsores – o spread da taxa de juros longa 
e curta, o spread entre a taxa de juros e a inflação, e a previsão dos saldos da indústria, que em 
muito melhora a capacidade preditiva dos modelos considerados.
2. A combinação dos diferentes modelos de previsão, seja por média aritmética simples ou por 
média ponderada, gerou, de forma geral, os melhores modelos de previsão para fora da amos-
tra. Entretanto, houve casos em que modelos individuais tiveram um desempenho razoável e 
mesmo superior ao das combinações. Estes, no entanto, são esporádicos. Logo, nossa sugestão 
seria o uso dessas combinações de previsões como forma final de prever o PIB industrial.
Nossa lista de sugestões para aperfeiçoamentos futuros inclui:
1. Modelar a heterocedasticidade presente nos resíduos dos modelos utilizados, fazendo correções 
nas estatísticas apropriadas, lembrando que este fenômeno não gera viés nem inconsistência 
das estimativas apresentadas acima.
2. Considerar futuramente modelos não-lineares de várias formas (modelos isolados ou nas com-
binações de previsões).
3. Investigar a existência de características comuns de correlação serial (BICCF) dentre as séries 
usadas, fenômeno que, se presente, admite a construção de modelos mais parcimoniosos e 
eficientes para a previsão do PIB industrial.
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aPêndice
Tabela A1 – Resultado das previsões
Modelos
Previsões à Frente
1 2 3 4 5 6 7 8
Modelo A         
RMSE 0.00041 0.00100 0.00116 0.00148 0.00165 0.00176 0.00197 0.00218
U-Theil 0.00001 0.00002 0.00003 0.00003 0.00004 0.00004 0.00005 0.00005
MAE 0.02311 0.03698 0.04030 0.04394 0.04715 0.04604 0.04675 0.04852
CI 0.42424 0.54546 0.66667 0.60606 0.51515 0.46875 0.48387 0.53333
MDM-MSE 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
MDM-MAE 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
MDM-MdAE 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Modelo B         
RMSE 0.00034 0.00067 0.00097 0.00129 0.00152 0.00142 0.00127 0.00125
U-Theil 0.00001 0.00002 0.00002 0.00003 0.00004 0.00003 0.00003 0.00003
MAE 0.01793 0.02675 0.03494 0.04097 0.04277 0.04214 0.03825 0.03739
CI 0.36364 0.42424 0.63636 0.42424 0.45455 0.53125 0.45161 0.46667
MDM-MSE -0.70766 -3.23950 -1.06741 -0.61057 -0.35837 -1.18750 -2.67971 -3.82136
MDM-MAE -2.67961 -3.60947 -1.47897 -0.64265 -0.95586 -0.93330 -2.01014 -2.81202
MDM-MdAE 1.14448 -0.60412 -0.48613 0.35435 0.73405 -0.53165 -2.49342 -3.87605
Modelo C         
RMSE 0.00038 0.00084 0.00123 0.00168 0.00193 0.00179 0.00155 0.00143
U-Theil 0.00001 0.00002 0.00003 0.00004 0.00005 0.00004 0.00004 0.00003
MAE 0.01844 0.02889 0.03690 0.04136 0.04376 0.04342 0.04099 0.04125
CI 0.39394 0.51515 0.60606 0.48485 0.51515 0.46875 0.35484 0.46667
MDM-MSE -0.30807 -1.06133 0.24423 0.38954 0.47912 0.04631 -0.86642 -2.08184
MDM-MAE -2.25653 -2.55883 -0.72302 -0.42467 -0.55178 -0.44327 -1.00905 -1.45822
MDM-MdAE 1.24212 1.25406 1.28842 1.28592 1.31462 1.12779 0.60879 -0.82868
Modelo D         
RMSE 0.00016 0.00081 0.00172 0.00248 0.00312 0.00361 0.00401 0.00447
U-Theil 0.00000 0.00002 0.00004 0.00006 0.00007 0.00009 0.00010 0.00011
MAE 0.01447 0.03198 0.04947 0.05907 0.06516 0.07263 0.07924 0.08424
CI 0.27273 0.42424 0.51515 0.45455 0.45455 0.50000 0.38710 0.53333
MDM-MSE -3.60862 -1.07161 3.15407 5.44834 6.92250 9.92894 13.40738 15.01558
MDM-MAE -4.06956 -1.51481 3.26194 5.28922 6.13886 11.36593 15.63000 14.21878
MDM-MdAE -3.06259 -0.44533 2.65060 4.45162 4.59832 6.44640 7.77730 8.73906
Modelo E         
RMSE 0.00026 0.00116 0.00242 0.00345 0.00427 0.00493 0.00563 0.00651
U-Theil 0.00001 0.00003 0.00006 0.00008 0.00010 0.00012 0.00013 0.00015
MAE 0.01719 0.03784 0.05438 0.06431 0.06935 0.07220 0.07707 0.08583
CI 0.24242 0.39394 0.42424 0.42424 0.48485 0.56250 0.45161 0.53333
MDM-MSE -1.79536 0.68594 2.55302 2.54707 2.98596 3.15358 3.45901 4.20868
MDM-MAE -2.29737 0.20814 2.48207 2.84414 3.01441 3.28051 3.81150 4.87327
MDM-MdAE -1.48332 1.05301 2.28808 2.13499 2.43286 2.55067 2.37709 2.92487
(continua)
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Modelos
Previsões à Frente
1 2 3 4 5 6 7 8
Modelo F         
RMSE 0.00015 0.00047 0.00087 0.00113 0.00125 0.00118 0.00106 0.00100
U-Theil 0.00000 0.00001 0.00002 0.00003 0.00003 0.00003 0.00003 0.00002
MAE 0.01479 0.02495 0.03351 0.04054 0.04137 0.03904 0.03504 0.03337
CI 0.33333 0.48485 0.54546 0.39394 0.42424 0.59375 0.45161 0.53333
MDM-MSE -4.34942 -3.89173 -2.01015 -1.50002 -1.66632 -2.59426 -3.80586 -4.77720
MDM-MAE -5.06078 -4.38737 -2.20655 -0.90219 -1.64488 -2.01109 -3.11432 -4.13191
MDM-MdAE -3.25913 -2.49922 -1.97782 -1.14548 -1.18701 -2.65933 -3.64358 -4.34042
Modelo G         
RMSE 0.00018 0.00053 0.00051 0.00063 0.00069 0.00056 0.00062 0.00059
U-Theil 0.00000 0.00001 0.00001 0.00002 0.00002 0.00001 0.00001 0.00001
MAE 0.01555 0.02527 0.02550 0.02964 0.02751 0.02707 0.02529 0.02504
CI 0.34375 0.46875 0.50000 0.46875 0.37500 0.38710 0.33333 0.51724
MDM-MSE -2.76899 -1.97323 -4.36890 -3.85237 -3.83007 -4.70543 -4.82396 -5.22113
MDM-MAE -2.99000 -2.69895 -4.38526 -3.32790 -4.46424 -4.51473 -4.92675 -5.45316
MDM-MdAE -2.47341 -0.10041 -3.97930 -3.82437 -2.55338 -4.09371 -4.02960 -4.33545
Tabela A1 – Resultado das previsões (continuação)
