This paper proposes a model for describing lexical semantics within systemic-functional theory. Formal approaches to lexical semantics assume that words have meanings which exist independently from communication and are represented by means of (semi-) formal definitions. Functional approaches treat language as a tool for social interaction and, in the case of lexical semantics, assume that lexical items provide resources for realising the communicative intentions of the speaker. The paper explores problems occurring when uses of words in context are categorised according to preestablished sense distinctions and proposes a mechanism that uses systemic networks to describe meanings of lexical items as functions of their uses. The paper ends with a case study of uses of English, German and Russian verbs of motion, including options for their translation. The model is also tested empirically by considering word uses in an aligned parallel English-GermanRussian corpus.
. Introduction
Most contributions of systemic-functional linguistics (SFL) in the domain of lexicogrammar so far have concerned the analysis of grammatical structures; i.e. relatively few efforts within the SFL paradigm have been devoted to studying lexical meanings. Yet the distinction between the lexicon and the grammar was clear from the onset of systemic descriptions. According to Halliday (1961) , word is a grammatical category within the ranks of clause, group, word, morpheme. A word is defined in terms of its contribution to the meaning of a group and integrates contributions from morphemes. In contrast, lexical item is a lexical category and can appear at any rank of the grammatical description.
For example, the following expressions can be considered as lexical items: a dialogue box (a nominal group), How are you? (clause), -able (morpheme). 1 When a lexical item, e.g. a nominal group, is embedded in a grammatical environment, its elements carry syntactic functions, for example, dialogue is Classifier in the dialogue box (Halliday, 1985:146) . In English, the lexicogrammatical realisation of the dialogue box is not significantly different from that of the box. The lexical item dialogue box can even be represented in the grammatical structure as a single unit (a word with a space inside). However, in Russian the modifying adjective agrees in case and number with the noun head, e.g. dialogovoe okno, dialogovogo okna, dialogovym oknom. Thus, both grammatical structures and lexical meanings should be represented at different, but intersecting levels of description.
However, this exposition leaves open the question of the nature of lexical studies within SFL. The answer is hinted at by the opposition of logical and ethnographical-rhetorical paradigms in linguistic research (Matthiessen and Bateman, 1991:54-55) . In the study of grammar, the two perspectives are partly mirrored in the opposition of formal and functional linguistics. In the study of lexis, the first paradigm assumes that meanings are concepts, which represent real-world objects and their properties. Among computational approaches to lexical semantics, good representatives of this paradigm are Meaning-Text Theory, MTT, (Mel' chuk, 1988) and WordNet (Miller, 1990) . Even though the spectrum of approaches within this paradigm is wide, and some theories are in opposition to others, all approaches that can be considered as belonging to it share the same ontological commitment: the relationship between words and respective senses is primary with respect to communication, since the ontology, as a repository of senses, exists and the mapping from words to senses is defined before any possible act of communication. In contrast, the second paradigm assumes the primacy of communication, because it holds that human languages are not informal prototypes for knowledge representation languages, but tools that enable both the communication of experience and interaction in society. Thus, the meanings of lexical items are analysed in terms of their contribution to the exchange between the speaker and the hearer.
The first paradigm assumes that a word has a meaning before any possible use, while the second one treats the meaning of a word as a function of its use. There is also a terminological difference between the two approaches with respect to the topic of study. Logical approaches prefer to use the term 'sense' , which invokes the dictionary metaphor: a word refers to a set of senses in a dictionary. In functional approaches, the term 'meaning' is more appropriate, which follows the metaphor of communication: when a word is used, it carries a meaning intended by the speaker. Throughout the present paper the terms 'sense' and 'meaning' are retained for formal and functional approaches respectively.
One comprehensive account of the English lexicon, which is functional and cognate to systemic linguistics, is the Collins Cobuild English Dictionary (CCED) and the pattern grammar approach (Hunston and Francis, 1999) which followed from it. However, descriptions in a human-oriented dictionary lack formal mechanisms for dealing with meanings of lexical items in a computationally tractable way, i.e. such descriptions cannot be directly used in computational applications for language understanding and generation or machine translation. The model proposed in this paper is based on the systemic choice network that allows a formal computational implementation.
In Section 2, I consider the "meaning-as-concept" model of lexical items and the aspects of language use that are not covered by it. Then, Section 3 presents a framework for describing meanings of lexical items as uses by means of systemic networks. Finally, Section 4 reports a comparative study of uses of English, German and Russian verbs of motion, in particular options referring to physical and abstract motion, as well as an empirical study of translation equivalents in an aligned parallel corpus.
Words as pointers to senses
According to the logic-centered paradigm, the relationship between words and meanings is a one-to-many mapping between a lexical item and a set of its senses. Each concept in the list of senses is a separate item with necessary and sufficient conditions for considering a use as an instance of the concept. The difference between approaches in this paradigm concerns their understanding of what constitutes a sense.
WordNet uses the idea of the lexical matrix, in which senses are encoded by synsets, i.e. sets of synonymous lexical items (Miller, 1990) . Figure 1 demonstrates the principle of the lexical matrix: all senses that exist in English are listed as M 1 … M m ; all English words are listed as F 1 … F n . If there are two entries in the same column of the matrix (e.g. E 1,2 and E 2,2 in Figure 1 ), the word form (F 2 ) is polysemous; if there are two entries in the same row (e.g. E 1,1 and E 1,2 ), the two words (F 1 and F 2 ) are synonyms with respect to this sense. For each lexical item, WordNet lists its synsets and often gives them a definition in informal English; however, a synset in WordNet is not defined, but signified by the set of its lexical items. For instance, one synset for leave in WordNet 1.6 is: "leave, go forth, go away (go away from a place)".
MTT provides a specific lexicographical device for representing senses of lexical items, the Explanatory Combinatorial Dictionary (ECD). An entry for a separate sense consists of the definition zone, in which the sense is defined in terms of semantically simpler components, which are either primitive or have their own definitions (they should be ultimately reduced to primitives). Mel' chuk (1988:173) defines the following principle: "In the definition of a lexical unit L, each component must be necessary, and the set of all components must be sufficient, for the definition to identify L uniquely in all imaginable uses. " The definition is expressed in a natural language (English, French or Russian), but the ultimate goal for representing senses in ECD is to use a formal knowledge representation mechanism, like predicate calculus or semantic networks, e.g. each sense can be described by a conceptual graph (Sowa, 1991) . However, when real knowledge-representation languages are used, the set of senses is typically reduced: a word refers not to 17 senses of leave in WordNet or 29 senses in CCED, but to a single predicate or a piece of the semantic network, for instance, Miller (1972) defines leave as simply (away(travel))(x).
The ontological commitment, namely that senses of lexical items are concepts taken from an ontology, is based on the dictionary metaphor: using words is similar to using dictionaries. The set of senses of a lexical item in a monolingual dictionary is an informal prototype for the description of cognitive operations performed by humans. However, the concept and the format of modern monolingual dictionaries depend on the history of their development and on the function they serve in society. As Kilgarriff (1997) points out, origins of the tradition of sense enumeration in a monolingual dictionary are related to the development of printed discourse, particularly new periodicals, and the growth of a literate population in England at the beginning of the eighteenth century.
Word Meanings
Word Forms This brought about a reevaluation of the nature of meanings: dictionaries appeared as a response to the demand for an authoritative source which helps in understanding the use of a word or in checking/ensuring the correctness of its use. As the result of this intention, a dictionary entry is typically designed as a list of senses that denote objects or their properties. This design is suitable for many purposes, but it can lead to descriptive problems when the task is to develop a model of uses of words in discourse. The following subsections illustrate two types of problems: how to decide which sense is to be selected for a given use (Section 2.1) and how to match different sets of senses of lexical items in translations (Section 2.2).
2. Mismatches between concepts and uses
According to the logic-centered paradigm, when a word is used in an utterance, it refers to one concept that is selected from the list of its senses. The mapping is based on the assumption that all possible uses of a lexical item should be expressed explicitly in its definition, which lists necessary and sufficient conditions for it referring to each and every concept. The drawback of the model is the possibility that the list of senses can be simultaneously too short and too long, once real uses are considered. It can be too short, because there are typically more possibilities for using a word than defined by a concept. This topic has been widely discussed in linguistic research: it is an immensely difficult task to construct a "waterproof " definition with a set of necessary and sufficient conditions for considering specific senses. A carefully constructed definition often fails when confronted with possible uses, cf. the discussion of bachelor in Winograd (1976) or examples with leave and vyjti below. At the same time, if the list of senses gets more elaborate to accommodate all possible uses, it starts to be too long, since some uses may appear to be ambiguous, i.e. referring to more than one sense in the list, while they are not ambiguous for either the speaker or hearer.
As an illustration of these problems, I analyse definitions of two close translation equivalents: leave in English and vyjti in Russian. The definitions were taken from WordNet 1.6 (see Appendix 1) and Apresjan (2000) (see Appendix 2). As is typical with a lexicographical treatment, there are errors or omissions that allow for a simple correction. For instance, Apresjan considers the following sense of vyjti: 6. vyjti zamuzh, to get married [of a woman] . This use is highly idiomatic and in the proper ECD style should be expressed by a separate lexical entry. At the same time, Apresjan (2000) lists the following uses as idiomatic and does not include them in the list of senses: vyjti na pensiju (to retire) and vyjti v otstavku (to resign from one's work). The list can be easily extended, for instance: vyjti v rezerv (to be transferred to the reserve temporarily), vyjti v zapas (to be transferred to the reserve). In the ECD style, they could correspond to a separate sense "to leave an institution".
However, other problems do not allow for an easy solution. There is no way to classify examples (1) (2) (3) in terms of the senses from Apresjan (2000): (1 Apresjan (2000) offers a thorough treatment of a single word, so we can expect similar problems in a wide-coverage dictionary, which pays much less attention to individual words. In particular, WordNet contains two subsets of senses of leave: "go away from a place" and "move out of, as of a room, a country, a bus, etc. " In many utterances the distinction between them cannot be drawn, so the use can only be considered as ambiguous. Also, Sense 9 (leave alone or undisturbed) is claimed to be synonymous with Sense 4 (leave unchanged or unaltered). The relationship between the two senses is indeed evident, but the nature of synonymy between synsets is unclear. Another group of almost synonymous synsets is Sense 2 (leave behind), Sense 11 (refrain from taking) and Sense 16 (leave behind, forget). They often refer to the same situation: an object remains after a person has left. The only difference is the emphasis on the deliberate character of the action in leave 11 and its inadvertence in leave 16 , while leave 2 is their common denominator. In CCED, the three senses are combined into one description (leave 4 ).
Finally, even non-synonymous senses can be used quasi-ambiguously, i.e. can be applicable to a single use, as in (6) A concept in the list of senses may be related to other concepts, which are other senses of the same word, but the relationship is rarely specified explicitly in its definition. Senses in WordNet are designed as separate synsets. The ECD introduces the apparatus of semantic bridges in definitions, i.e. two related senses of a lexical item must share a non-trivial semantic component. However, some bridges are introduced artificially, i.e. a component is introduced for the sole purpose of not splitting the entry into two homonymous lexical items. For instance, Mackenzie and Mel' chuk (1988) add the component "X is very full of Y" for PREGNANT.1 (X is a woman or female animal, Y is a fetus) in order to share it with PREGNANT.2 (information object X is characterised by, contains or entails much Y/many Ys, as if X were very full of Y). Firstly, the bridge component is not always relevant for PREGNANT.1, for example, the joke Mackenzie and Mel' chuk (1988) use as their starting point implies that a woman is pregnant for only ten minutes. Secondly, the bridge component is not intended in many uses of PREGNANT.2. For example, the British National Corpus (BNC) lists (10)- (12) Incidentally, none of the sentences (10)-(12) refers to information objects, thus violating necessary conditions in the definition of PREGNANT.2.
A step towards a more dynamic account of word meanings is offered by the Generative Lexicon (GL) theory (Pustejovsky, 1995) . According to GL, polysemous senses are represented by combining regular uses into an underspecified type, which is made more specific in the context. For instance, the word book may be interpreted either as a physical object or as a piece of information, because the function of a book is to be read by a person (this is represented by the Telic role) and it is produced by another person (this is represented by the Agentive role). So the type book can be defined as follows:
However, even though Pustejovsky's theory is aimed at describing the dynamic account of sense production instead of sense enumeration (thus, it considers how a word is used), it still belongs to the logical side of the continuum, since meanings of a word in GL are considered from the viewpoint of their logical structure, not from the viewpoint of their use in communication and possible intentions of the speaker. Indeed Pustejovsky's proposal is similar to the notion of regular polysemy introduced within the MTT framework, (cf. Apresjan, 1974) . At the same time, the particular set of senses of the noun book is not determined solely by the logical structure of the concept BOOK. For example, the sense book 5 in WordNet is "a record of commercial accounts", which is treated as a separate sense, but its GL definition is indistinguishable from the definition for book 1 (printed work) cited in (13), because book 5 is also a physical object, produced by writing and aimed at reading (though of a different sort), so (13) joins two apparently different concepts. Admittedly, book 5 is always used in the plural and other dictionaries do add a restriction (pl.), but it is harder to express this fact in the more formal structure of WordNet, which is designed as a mapping between the list of words (defined as lemmas) and the list of senses (cf. Figure 1 ). In addition, book 8 from WordNet (a book of tickets or stamps) is not produced by writing and is not aimed at reading, and even though it is constituted by pages bound together like book 2 , the notion of pages, the way they are bound and their function in book 8 is different. WordNet does not specify that the word in this sense is always used in plural (books).
Mismatches between concepts in translation
Reference to the set of senses should also be preserved when a lexical item is translated into another language. This implies that the inventory of concepts is essentially shared across languages, which use different words for pointing to them. However, the task of meaning preservation in translation is not trivial. For instance, the Collins English-German dictionary distinguishes 19 senses for the translation of leave into German and lists 29 different words which can be used as translation equivalents. Some differences between translation equivalents are related to the inherent ambiguity of leave in English: it does not specify the means of leaving, while this is often obligatory in German and Russian. For instance, When he left Rome should be disambiguated in German and Russian translations (14):
The German translations of left home also depend on whether this means a permanent departure (weggehen) or a short-term departure (wegfahren). Thus, the need to translate a word into a target language multiplies the number of its senses. Click is a more specific verb for the action referred to in (15), but it assumes that the action is performed using a mouse, while choose allows the possibility of using a keyboard for doing this. Even though, the verb vybirat' in Russian is the typical translation equivalent of the verb choose in many contexts, it is not appropriate in (17) , most probably because it does not imply an act of option selection together with its functional consequences, as in choose. Thus, the senses of the verbs choose and vybirat' in (15) and (18) should be represented by two different concepts. Such minor differences between senses of similar words in different languages lead to the separation of sets of their senses.
Words as resources for communication
The conclusion from the description presented in the previous sections is mostly negative. It confirms that there is a mismatch between concepts defined as senses in a dictionary and uses of words treated as instances of such concepts. What are the implications of these problems for modeling lexical meanings in the framework of systemic linguistics? After all, any dictionary is finite (in practice) in comparison to an infinite amount of situations in which words can be used. How can we describe lexical items in terms of their uses, in particular in tasks oriented to natural language processing?
The essence of the proposed approach to describing meanings of lexical items from a communication-centred perspective is presented in Figure 2 The meaning intentions are realised as sequences of physical signals (printed characters, acoustic waves, non-verbal gestures), which are interpreted by the hearer. Interpretation is based on the set of linguistic resources and the context of situation, which in the case of successful communication are largely shared with the speaker. The description of meanings of lexical items in terms of their uses consists in defining the potential of possibilities for realising meaning intentions by means of lexical items and in describing the instantiation of the potential, when lexical items are used in context. Thus, the approach is, in a sense, generative: the finite set of lexicogrammatical resources is used to communicate a large set of speaker's meaning intentions in an infinite amount of contexts. Halliday and Matthiessen (1999:504) offer the following trinocular view: In the case of lexical semantics, the view "from above" means a description based on communicative intentions; 2 the view "from below" is based on individual lexical items, while the view "from around" describes choices available for uses of lexical items in a lexical domain (verbs of motion, size adjectives, words denoting emotions, etc). The view "from above" the lexicogrammar is based on information available in the context of situation. In the case of a computational model, sources of information can be implemented by various semantic inquiries, which relate options available in the systemic network to properties of the situation (Matthiessen and Bateman, 1991) . For instance, such principles as the presence or absence of the speaker and/or the hearer at the destination point can guide the choice of come vs. go (Fillmore, 1983) , or the difference in the type of the carrier of motion, e.g. motion by foot, wheels, wings, boat, etc, can guide the choice of go, drive, fly, sail. However, the choice is not straightforward, it also depends on traditions for expressing certain events and objects and the appropriateness of an expression in the current discourse context. For instance, the domain of flight, bus or ship schedules in English favours generic terms for designating the departure of a vehicle, like leave (my flight leaves in less than an hour). In German and Russian, the possibilities for using generic references are more restricted. In Russian the departure of a plane should be referred to as flying (vyletat'), while other types of departure are expressed in a generic way (vyhodit', leave) . In German all cases of departure according to a schedule are expressed by verbs specific to the type of a vehicle: abfahren (leave by bus, train and boat) 3 and abfliegen (leave by plane).
The view "from around" the lexicogrammar is based on the systemic network, which includes paradigmatic classifications of features and syntagmatic realisations, which specify consequences in the choice of features. In the case of lexical semantics, realisation statements constrain the choice of lexical items from the lexical stock available in a language. The potential of uses is represented by choices of features in the systemic network (feature names are shown in square brackets in the text).
According to the same principles as those used for the development of systemic grammars (Martin, 1987) , a feature in the lexical network is motivated if it has some reflex in form. Thus, if several lexical items are available for expressing a group of communicative intentions, they correspond to several distinct features, e.g. go, drive, fly for distinguishing between vehicles. Equally, there may be grammatical constraints on realisation following the choice of a feature, e.g. the source or the destination is obligatory. In principle, each type of use should correspond to a unique set of features, which should be related to respective communicative intentions. For instance, escape, move out, quit, run away can refer to leaving a place without an intention to return. However, the verbs provide different lexical realisations for different communicative intentions, respectively, leaving a place of confinement (escape), relocating to a new home (move out), leaving a place under external pressure (quit), escaping from home secretly (run away). Such properties of the place or the cause of leaving are reflected in features of the systemic network, which result in the selection of the lexical item best suited for expressing the intention.
The lexical network also addresses the issue of differences between uses of words in different languages. Systemic research on the grammar of typologically related and unrelated languages shows that less delicate, more general, choices tend to be shared across languages, while more delicate choices tend to be language-specific (Bateman et al, 2000) . The same principles guide the description of lexical meanings by means of the systemic network. For instance, many languages have the type of 'motion verb' and also distinguish between motion towards or away from a reference object, e.g. enter vs. leave, eingehen vs. ausgehen, vojti vs. vyjti. Moreover, the three languages in this study have specific options to express the fact that a person leaves a vehicle at the end of the journey, e.g. get out, not go out or leave, but further options are language-specific: English distinguishes between public and private transportation means (get off a train, bus, plane vs. get out of a car or boat), German uses aussteigen for all types of vehicles, while Russian distinguishes between the relative height of the vehicle: vyjti for any vehicle, but soyjti for leaving a vehicle that is higher than the ground (mostly planes and ships, but also, less frequently, trains). Thus, language-specific systems and features should be added to the lexical network, which then represents both commonalities and differences between languages.
Other scholars have used systemic networks as the formal mechanism for describing lexical items. This includes the study of lexis as most delicate grammar (Hasan, 1987) , the study of lexical options for adjectives within the lexicogrammatical network (Tucker, 1998) and the polysystemic model, treating lexis as a separate stratum (Wanner, 1997) . These approaches address some properties of the behaviour of lexical items, but remain restricted in certain respects. Hasan (1987) treats few lexical items, like strew, spill, etc, which are also quite rarely used. Tucker's model covers the whole domain of adjectives, but it suffers from cursory treatment of the complete range of their uses. For instance, in the case of size adjectives it does not address such cases as a broad coalition, a little girl, or high interest rates. Wanner's model uses a separate stratum of lexis, which provides resources for converting situation specifications into lexicalised semantic specifications consumed by the grammar. 4 The separation of the lexicon and the grammar can lead to reduplication of grammar-induced properties in the lexical network and vice versa. Also Wanner (1997) describes general principles of his model, but does not provide a detailed study of a set of lexical items in terms of the model. There is also one criticism applicable to all these three approaches: unlike CCED, they are not functional enough, in the sense that they do not relate lexical items to communicative functions underlying their uses. The study of verbs of motion reported below is an attempt to overcome these limitations.
Towards the comparative lexical cartography of verbs of motion
This section presents a case study in the domain of verbs expressing "away from" motion in English, German and Russian. The selection is based on the aim of covering most frequent uses of most frequent verbs of motion according to representative corpora. Thus, the study is designed to mix considerations from form and function: as with any corpus study, it is based on (lemmatised) word forms found in corpora, but the aim of the study is to describe meaning intentions underlying uses of word forms. For instance, the consideration of which verb of motion is frequent is based on word frequency lists from the respective corpus: the British National Corpus for English, the XLEX corpus for German and the Russian Reference Corpus for Russian. Some information on types of their uses can be taken as senses from dictionaries: CCED for English, Wahrig for German and Ozhegov for Russian. However, very little information on the frequency of senses is provided in dictionaries. CCED makes an attempt to order senses according to their frequency, but it does not pursue this consistently (other principles intervene, e.g. physical senses often go first), and it does not give any frequency estimations for the senses. Moreover no reliable statistics are available even on the frequency of word forms for phrasal verbs in English and verbs with separable prefixes in German (particles and prefixes frequently code the direction of motion). Table 1 lists all verbs used in the study. To achieve wide coverage of the domain, the study used all English, German and Russian verbs with frequency above 25 instances per million words (this corresponds approximately to the 3000 most frequent words in a language) and their combinations with most frequent particles and prefixes referring to "away from" motion. Initial types abfahren, abgehen, abkommen, ablaufen, ausfahren, ausgehen, auskommen, auslaufen, aussteigen, austreten, gehen, sich entfernen, entgehen, entkommen, herausgehen, laufen, verlassen, verkommen, verlaufen, wegfahren, weggehen, weglaufen, wegkommen, wegziehen Russian ishodit', otojti, otpravit'sja, poehat', pojti, pokinut', poletet', sbezhat', sojti, ubezhat', udalit'sja, uehat', ujti, uletet', vybrat'sja, vyehat', vyjti, vyletet', vylezti of uses were provided by dictionary senses, which were extended by attempts to code examples of uses in corpora. Translations of verbs under consideration were also studied on the empirical basis of a corpus of aligned parallel texts and multilingual concordancing software (Sharoff, 2002) . This corpus consists of several technical texts with descriptions of software, e.g. Microsoft Word Help, and literary texts, e.g. Alice's Adventures in Wonderland by Lewis Carroll. For the latter text, a German translation was also included (in addition to its three Russian translations). The lexical semantics of verbs of motion is a popular research topic (see, for instance, Miller, 1972; Talmy, 1972; Levin and Hovav, 1992, for English; Eichinger, 1989; Gerling and Orthen, 1979, for German; and Apresjan, 2000; Grenoble, 1986, for Russian) . Examples with such verbs are also widely used in general discussions on lexical semantics, for example Bierwisch and Schreuder (1992) and Langacker (1988) . However, most analyses miss the complete range of options which are available for using verbs of motion; in particular, they pay little attention to processes which are typically expressed as a motion, but do not refer to a change in physical location, for example, to go through a lot of trouble, to advance the claim, to pull out of the project. Even for physical processes, many studies deal with basically one meaning for a verb and miss other possible uses. For instance, Miller (1972) considers a class of traveling verbs and defines to go simply as "to travel away from the speaker", thus, missing many other types of uses, like It took us an hour to go three miles or I went home at the weekend. In contrast, the present study shifts the focus from concepts, which allegedly underlie uses of verbs of motion, to resources that are provided by verbs of motion for communicating various types of experience. Thus, the proposed description is aimed at covering all frequent types of uses of motion verbs from Table 1 . A few exceptions concern idiomatic expressions, like leaving aside or where it left off, but they are better viewed as lexical items of their own.
4. Basic options for using verbs of motion
The systemic network that covers verbs referring to away-from motion in English, German and Russian is given in Figure 3 . It includes the following options: 5
The Type of Motion: physical vs. abstract (19) He left the room vs. He left the job.
The communicative potential of verbs of "away-from" motion 29
The option of abstract motion is considered in Section 4.2 below. In the case of physical motion, there are three possibilities of lexicalisation: [nonspecificaway], a generic reference to motion (they went to Houston), [specific-away], a specific reference to the carrier or conduct of motion (they flew out to Houston) Ich fahre heute abend weg. Ja uedu segodnja zhe vecherom.
As a result, the joint frequency of drive and ride in English is about 216 instances per million words, while the frequency of the Russian ehat' (with respective prefixes) reaches 955 instances per million words. 7 Non-specific references to motion using a vehicle in German and Russian are possible in very few cases: in particular, when a vehicle departs according to a timetable or follows a determined route: Avtobus ushel v 9.00 (the bus left at 9.00 according to a timetable) vs. Avtobus uehal v 9.00 (an occasional bus left at 9.00), see Raxilina (2000) . Finally, motion using a vehicle in German and Russian can be expressed in a generic way for habitual destinations, like home, work, school: Jetzt gehe ich nach Hause, Sejchas ja uhozhu domoj (Now I am going home).
In addition to the motion type, the three languages also have several lexicalisation options which are specific with respect to the cause of "away-from" motion: Table 1 ), which communicate a different situation: they highlight that the speaker does not know where the 'wanderers' are, whereas to get lost highlights that the wanderers themselves do not know where they are (Geoff Thompson, pc). Thus, the most typical subject of to get lost is one of the first person pronouns, while the typical subject of to wander off and especially to stray is a non-interactant. 8.
[delivery], to be sent (for a package), most typically as a participle in German: the letter went, der abgehende Brief, pis'mo ushlo.
The Direction of motion: [non-directed] vs. [towards] vs. [away] vs. [return] (22) She ran for two hours vs. She entered the room vs. She left the room.
A lexical item may either designate an inherently directed motion (arrive, depart, descend, return) or be indifferent to its direction (roll, slide, walk) . In the case of inherently directed motion, it is possible to express the source and the destination, one of which is treated as a reference point, so that the motion is either away from it or towards it (to enter a room vs. to leave a room). The reference point is the selected point for the Path of motion in Talmy's (1985) terms. Languages also have lexical resources for additional specification of properties of the Path. In the case of physical "away-from" motion, Russian has the following three options for expressing properties of the source and destination: 8 shows that the temporal specification makes it possible to consider the destination (the street) as remote, even though it is clear from context that the place is close to the school. If vyhodit' or othodit' were used in this situation, this should mean "for a short time", so this would contradict the whole day activity. Even though English and German lack regular lexical means to express [outer-halo] and [outer-most] , there are several types of uses that are related to the last options. For instance, CCED lists a sense of quit "If you quit a place, you leave it completely and do not go back to it".
The Foreground type: source-vs. destination-focused (24) Forty minutes later they left Colombian airspace vs. (25) This year he has left for St. Louis early to acclimatize himself.
These examples can illustrate the relationship between intentions, lexicogrammatical options and specific words and constructions. Intentions, such as the emphasis on the destination, are realised by lexicogrammatical options, such as [destination-fg], which are in their turn realised by compatible words and patterns, such as to leave for X. In this view, the task of a functional lexicon is to enumerate the most typical ways for expressing [destination-fg] . Unlike the direction of motion, which is more or less fixed for a lexical item (to leave cannot realise any physical motion apart from [away-from]), the focal point of the message can be related to specific patterns of uses of the same lexical item: 
The subcase of abstract motion
Physical motion provides a schema for conceptualising various events in terms of motion from one point to another. Analyses of "abstract" motion in Langacker (1991) or "fictive" motion in Talmy (1999) show some cases when verbs of motion are used for coding events that do not refer to motion in physical space, like A fence runs along the road. However, the complete range of such uses is much more diverse: 52 senses in CCED for verbs from Table 1 refer to physical motion, and 63 senses refer to abstract motion; the same situation holds in German (72 vs. 132) 10 and Russian (35 vs. 77). The set of uses ranges from changing social relationships to spreading goods to stopping an activity to designating small amount of resources left. Several German and Russian verbs etymologically related to motion, e.g. auskommen or izbezhat', are used in modern language exclusively for referring to abstract motion. However, all uses of abstract motion allow a relatively compact description. The systemic network shown in Figure 4 aims to cover the most frequent options referring to abstract "away-from" motion in English, German and Russian. Five basic types of abstract "away-from" motion can be recognised: [statetransition] , [relationship] , [ongoing] , [entailment] and [spatial-direction] , each of which uses a specific interpretation of the physical model of motion from a source to a destination.
[state-transition]
This is a very common type of use, which presents a change of X's state as motion from an initial state to a target state. There are three possibilities: [relationship] Another very frequent type of using abstract "away from" motion is to designate that a person (X) ends his/her relationships with Y. The following cases are possible: [entailment] A logical relationship between two states of affairs can be present as abstract "away from" motion from one state of affairs to another: follow (from), folgen (daraus), vytekat'. The choice of the option leads to grammatical consequences, namely, like mental processes, it allows for projection:
(28) From that it followed logically that he would not be meeting Hildegarde.
(29) Vot i vyhodit, chto mne nado ischeznut' 'so it turns out ("goes out") that I have to disappear' German and Russian often use this option to express one's assumptions:
(30) Ich gehe bei meinem Plan davon aus, dass X V svojom plane ja ishozhu iz togo, chto X 'In my plan I assume ("go out from it") that X. '
[spatial-direction]
In this case, motion refers to a particular position of an object;
1.
[extension] -a static configuration is expressed using a verb of motion, as discussed by Talmy and Langacker, a fence runs along the road, der Zaun geht die Bahn entlang, vdol' dorogi idet zabor. German and Russian verbs of motion are frequently used to express the direction of extension: der Weg geht nach rechts ab, Doroga uhodit napravo, 'the road turns (lit. "goes out") to the right'; 2.
[aperture] -an aperture allows a view/motion towards a certain direction, Das Fenster geht auf den Garten, Okno vyhodit v sad (lit. "the window goes to the garden", 'the window faces the garden'); no source can be expressed, the destination is obligatory. In English, the option is quite rare: The righthand door goes to a ladder that leads upstairs.
[ongoing]
Yet another possibility to use verbs of motion is to refer to an ongoing activity:
[trading] -the feature is actively used in German and Russian and concerns uses of specific motion verbs for evaluation of the dissemination of goods, e.g. Die Waren gehen gut/schlecht ab, Tovary horosho/ploho rashodjatsja (lit. "the goods go out well/badly", 'they sell well/badly'); 2.
[radiation] -a psychic quality that can influence other people is presented as radiating out from a person, e.g. Influence comes from X, Einfluss geht von X aus, Vlijanie ishodit ot X. 3.
[happening] -an event happens (this is most frequently used for evaluation of the process or the resulting state of affairs), e.g. the interview went well, das Interview ist gut abgelaufen, intervju proshlo uspeshno. No source or destination is possible.
The last option is used in all three languages, but it is especially frequent in German, which has an array of verbs referring to an event in terms of abstract motion : abgehen, ablaufen, ausgehen, auskommen, gehen, verlaufen, wegkommen . The differences between their uses depend either on the subjects of an event (who/what "moves") or on the object of emphasis; in particular, the result or the progress of an event can be emphasised. The result orientation is realised by ausgehen and wegkommen. Ausgehen emphasises the result of an event, which can end well or badly, like the result of a game or elections: 'He immerses himself in the pictures, which run in his head like a film. '
The options for using gehen in the sense [happening] are between ausgehen and verlaufen. Like ausgehen, gehen refers to the result of a process and often collocates with noch mal (once more), but can also refer to the progress: Auskommen lies also between process and result interpretations. It can be used to emphasise what can be reached with (mit) or without (ohne) specific means:
(37) Weil es uns jahrelang zu gut gegangen ist … "Since it us year-long too well went, …" 'Since the last year went too well for us, …' (38) Da der Motor gut mit sechs Litern auskommt … 'Since the engine consumes ("comes out well with") six litres' (39) Man kann mit 5000 DM für eine funktionstüchtige Küche gut auskommen.
'One can find ("come out with") a functional kitchen for 5000 DM. '
It often collocates with specifications of amounts of money, effort or functional abilities required for reaching the result. Similarly, mit X auskommen refers to the quality of lasting relationships with X:
(40) Wir sind gut miteinander ausgekommen. 'We got on ("came out") together well. '
The difference between logic-and communication-centered descriptions
The network shown in Figure 4 is able to accommodate some points of the analysis of the Russian verb vyjti from Apresjan (2000) , in so far as it is compatible with a description developed in the logic-centered MTT paradigm. The natural question is: what is the difference between meaning-as-concept and meaning-as-use analyses? After all, the ambiguity between physical vs. abstract motion in to leave the battle field (vyjti iz boja in Apresjan's original analysis) is still represented as the ambiguity between features in the network. Terminal nodes in the network can be considered as identical to senses, while intermediate nodes can be considered as groups of senses. The view "from below" maps individual lexical items to possible combinations of features in the network. The structure of the description is similar to the distinction between senses available in dictionaries: a set of features often corresponds to a sense. However, definitions in dictionaries are typically based on concepts, while features in the network correspond to functions for using lexical items. CCED is an example of a dictionary in which definitions are oriented towards possible uses of words rather than definitions of concepts, even though its lexical entries are not formal enough to be suited for computational applications and the requirements imposed by the ECD model. CCED definitions are aimed at human readers, most specifically learners of English. It tries to teach them how to use English lexical items correctly by suggesting situations in which a learner can use a word, for example:
(41) If you leave someone to do something, you go away from them so that they do it on their own
The ECD uses another concept of correctness: it aims at the theoretically correct description of lexical items independently from purposes they are used for. As the result of different intentions, definitions differ significantly. Definitions in CCED are informal and circular. For instance, its entries for go away and leave refer to one another, as is evident when you compare (41) to another definition from CCED:
(42) If you go away, you leave a place and spend a period of time somewhere else, especially as a holiday.
This circularity is not allowed in the formal model of ECD, but it may be of help for human readers of CCED, who, most probably, know the basic meaning of go away and leave and need to know constraints on their uses in specific situations. However, CCED lacks the formal means which would allow the descriptions to be used in computational applications. The major positive impact of the proposed description is that it makes it possible to account for diverse uses of verbs of motion in a relatively compact way. For 70 verbs of motion in the three languages, the model covers 325 senses taken from respective monolingual dictionaries. This can be achieved because of the shift in perspective: the proposed network does not reify types of uses corresponding to features as concepts. A "sense" is instantiated when the network is traversed in the context of the current communicative intentions of the speaker (if the network describes the process of natural language production) or in the context of the current attitude of the hearer (if the network describes the process of understanding).
This allows for greater granularity and flexibility in adjusting uses to their context. With respect to granularity, the proposed network describes different resources used for leaving a vehicle at the end of the journey, while WordNet provides a concept (synset) "move out of; as of a room, a country, a bus, etc" which joins an open list of apparently different concepts of leaving. Verbs belonging to the synset (exit, go out, get out, leave) cannot be used in all situations as synonyms: ? He exited the country, *He went out from the bus, ? He got out from the room. On the other hand, it is clear that the designers of WordNet tried to reduce proliferation of such concepts as LEAVE-COUNTRY, LEAVE-BUS, LEAVE-CAR. This problem does not appear when lexical items are considered as resources, so that respective features (like [end-journey], [public/private] transportation means, etc.) are introduced when it is necessary to reflect the difference in the lexical choice.
With respect to flexibility, the possible ambiguity is dynamic. For instance, in the case of vyjti iz boja (to leave the battle field), one can consider two possible traversals or prefer one of them depending on the context without the requirement for two separate concepts representing two senses. If a verb of motion is used in a particular context, the network provides the possibility of linking its use via lexical features to communicative intentions underlying the use. Even though the Generative Lexicon model also aims at a greater flexibility of its lexical descriptions, it is unlikely that the fixed inventory of semantic roles provided in the model can achieve the same result in accounting for all most frequent ways of using verbs of motion as described above. At least, all available descriptions of lexical items, as in Pustejovsky (1995) , cover only a small subset of word uses.
The preservation of lexical features in translations
The next natural question is: how multilingual is the network presented? The majority of general options for expressing events of different types as motion are strikingly similar in the three languages. A few options that are significantly different are discussed above explicitly. However, the question is whether or not identical situations are expressed by the same set of resources.
An aligned parallel corpus provides the possibility of checking which features of verbs of motion are kept in translations. The study is based on uses of verbs of motion in Alice in Wonderland, three translations into Russian and one into German. The corpus is small and specialised, however, its size allows all uses of verbs of motion in the three languages to be checked. The English original has in total 333 uses of verbs of motion, 182 of which express physical motion, while 130 refer to abstract motion. 12 The distribution of possible cases for translations is depicted in Table 2 . Table 2 should be read as follows:
-the translation of motion is also expressed by motion of the respective type, these are columns P=P or A=A in the These expressions refer not to motion, but to its result. In this case, the properties of the process, e.g. its destination, are expressed within the circumstantial subtype of relational processes. Relatively often (11% in Russian, 5% in German) a reference to physical motion is simply omitted from the translation. In short, the feature [physical] is often preserved in translation. Some more delicate features of physical motion are also preserved, when the target language has lexical items with necessary properties and these lexical items can be realised in context. However, a translator may emphasise a specific property of motion. For instance, the sentence (49) and its respective translations are described by the following sets of features:
(49) was just going to leave the room.
[ (50), (53) keep the set of features used in the sources. Nevertheless, the general setup of motion is preserved.
Types of references to abstract motion are not only diverse, but also quite frequent. As Table 2 shows, there are 151 cases where a verb of motion in ' Alice' does not refer to a motion event; this is comparable to 182 references to physical motion. In other registers, like newspapers or science texts, the number of abstract motion uses is even higher than uses of physical motion. For instance, in a random sample of 100 concordance lines of the newspaper section of the British National Corpus queried for English verbs from Table 1 , only 23 instances use motion verbs in the physical sense. With respect to translations, the set of features is less stable: 19% of abstract motion in English is translated into Russian as motion (the figure for German is larger: 48%). Most typically (60% in Russian vs. 42% in German), another type of process is used:
(54) Alice soon came to the conclusion that … (55) Alisa skoro reshila, chto … Alice soon decided that However, the opposite is also true: abstract motion in German and Russian is frequently used in situations where English uses processes of another type. For instance, example (4) is a translation of it would have made a dreadfully ugly child.
Conclusions
The aim of the study reported in the paper is to contrast models for describing lexical meanings in a formal framework which assumes that words are pointers to senses, and in a functional framework which assumes that words are resources and are used to realise communicative intentions of the speaker. The corpus-based study of uses of verbs of motion illustrates that even though lexicographic research aimed at enumerating senses of lexical items provides an invaluable resource for describing typical meanings, the theoretical model of word uses cannot be based on the notion of a dictionary-like mapping between words and senses, because real uses of verbs in texts often violate the necessary and sufficient conditions for treating them as instances of specific concepts: uses often refer to slightly different concepts or refer to several concepts simultaneously. At the same time, the communication-oriented model can achieve a more concise and robust description of basic types of uses for sets of lexical items in several languages, by using the systemic network for relating communicative intentions to lexical items. The objective of the case study of verbs of motion follows Halliday's aim to construct a grammar "that would make it possible to say sensible and useful things about any text, spoken or written, in modern English" (Halliday, 1985:xv) . Similarly, my objective in the study was to say sensible and useful things about the most frequent uses of the most frequent verbs of "away-from" motion in English, German and Russian, i.e. to show what resources they provide for communicating various types of events in the three languages. This resulted in a lexicographical database covering 430 types of uses of 70 headwords for the three languages by means of 19 systems with 66 features. 13 Leaf nodes in the network of lexical features may look similar to senses in WordNet or ECD. However, the crucial difference of the lexical systemic network compared to the dictionary-based approach is that sets of features do not constitute concepts. The network specifies the potential for using words. The potential is instantiated by a traversal of the network in context, but the traversal does not lead to reification of a concept to which a word points. This means that the meaning of a lexical item in the context depends on its contribution to the ongoing discourse. The systemic network can also address the issue of similarities and differences in uses of verbs of motion in English, German and Russian without the need to map between language-specific concepts.
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.
It is considered in the example by Lyne (1988) : Do you think that the bike is pushable?
2. The notion of intention used here refers to any piece of semantic information that is going to be expressed by the speaker, thus including not only conscious intentions, but also such distinctions as those between types of carriers in riding, flying, swimming, etc.
3.
A very few exceptions concern idiomatic expressions, like Ein Zug ging um 03.00 Uhr in Richtung Westen ab. (' A train went at 3pm to the West' , with respect to a special train for refugees).
