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Abstract
It has been shown that maximum distance profile (MDP) convolu-
tional codes have optimal recovery rate for windows of a certain length,
when transmitting over an erasure channel. In addition, the subclass
of complete MDP convolutional codes has the ability to reduce the
waiting time during decoding. In this paper, we derive upper bounds
on the necessary field size for the existence of MDP and complete MDP
convolutional codes and show that these bounds improve the already
existing ones. Moreover, we derive lower bounds for the probability
that a random code is MDP respective complete MDP.
1 Introduction
Convolutional codes play an important role for digital communication. When
considering the erasure channel, which is the most used channel in multimedia
traffic, these codes can correct more errors than the classical block codes.
Besides the classical free distance, convolutional codes possess a different
notion of distance, called column distance. The column distances of a con-
volutional code are limited by an upper bound, which was proven in [13].
Convolutional codes attaining these bounds, i.e. convolutional codes whose
column distances increase as rapidly as possible for as long as possible are
called maximum distance profile (MDP) codes. These codes were introduced
in [4] and are especially suitable for the use in sequential decoding algorithms.
In [15], the authors showed that MDP convolutional codes can correct the
maximum possible number of errors in some sliding window of a certain
length (depending on the code parameters). Moreover, they considered re-
verse MDP convolutional codes, which have the advantage that optimal er-
ror correction is possible with forward and backward decoding algorithms.
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Finally, complete MDP convolutional codes, which are again a subclass of
reverse MDP convolutional codes, have the additional benefit that they can
correct even more error patterns than reverse MDP convolution codes, e.g.
there is less waiting time when a large burst of erasures occurs and no cor-
rection is possible for some time [15].
The existence (and genericity) of reverse MDP convolutional codes for all
code parameters has been proven in [15]. In [8], it has been shown that for
the existence of an (n, k, δ) complete MDP convolutional code, it is necessary
to have (n − k) | δ and that complete MDP convolutional codes exist (and
are generic) for all code parameters fulfilling this condition. The case (n −
k) ∤ δ, in which a complete MDP convolutional code cannot exist, is also
much more involved when considering just MDP convolutional codes, see
[11]. There are some general constructions for MDP [4], [2] and complete
MDP [8] convolutional codes. However, all of these constructions have the
disadvantage that they only work over base fields of very large size.
This provokes the question for the minimal field size such that an MDP
respective complete MDP convolutional code could exist. For the case of
MDP convolutional codes, there is something done to solve this problem in
[7], where the authors provide an upper bound on the necessary field size. In
[7] as well as in [4], where an - until now unproven - conjecture about a bound
on the necessary field size is raised, superregular Toeplitz matrices are used,
i.e. the question is connected to the problem of determining the necessary
field size for the existence of such superregular Toeplitz matrices. In this
paper, we improve these bounds by other means than using superregular
Toeplitz matrices. For complete MDP convolutional codes, the so far only
result on the necessary field size could be derived from the constructions in
[8] but this is leading to very weak bounds. In this paper, we also present
bounds for the necessary field size for complete MDP convolutional codes.
Since constructions - especially over fields of possibly small size - have been
found to be very hard to obtain, it is an interesting question, how large
the probability for an MDP respective complete MDP convolutional code is,
when choosing the code randomly. In this paper, we give lower bounds for
this probability for MDP as well as for complete MDP convolutional codes.
The paper is structured as follows. In Section 2, we start with some pre-
liminaries about MDP convolutional codes. In Section 3, we give the exact
minimum field size for (n, 1, 1) (and (n, n − 1, 1)) MDP, reverse MDP and
complete MDP convolutional codes as well as the corresponding probabili-
ties. In Section 4, we show upper bounds for the necessary field size for MDP
convolutional codes and lower bounds for the probability that a convolutional
code is MDP. In Section 5, we generalize the results of Section 4 to complete
MDP convolutional codes. Section 6 provides an improved bound on the field
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size for MDP convolutional codes in the case δ < max{k, n− k}. In Section
7, we show that except for very few choices of (small) parameters, the new
bounds for the field size of this paper are better than all bounds existing up
to now.
2 MDP Convolutional Codes
In this section, we summarize the basic definitions and properties concerning
MDP convolutional codes. One way to define a convolutional code is via
polynomial generator matrices.
Definition 2.1.
A convolutional code C of rate k/n is a free F[z]-submodule of F[z]n of
rank k. We refer to it as (n, k, δ) convolutional code.
There exists G(z) ∈ F[z]n×k of full column rank such that
C = {v(z) ∈ F[z]n | v(z) = G(z)m(z) for some m(z) ∈ F[z]k}.
G(z) is called generator matrix of the code and is unique up to right mul-
tiplication with a unimodular matrix U(z) ∈ Glk(F[z]).
The degree δ of C is defined as the maximal degree of the k × k-minors of
G(z). Let δ1, . . . , δk be the column degrees of G(z). Then, δ ≤ δ1 + · · ·+ δk
and if δ = δ1 + · · ·+ δk, G(z) is called a minimal generator matrix.
There is a generic subclass of convolutional codes that could not only be
described by an image representation via generator matrices but also by a
kernel representation via the so-called parity-check matrices, which will be
introduced in the following. Therefore, we need the notion of right prime
and left prime polynomial matrices.
Definition 2.2.
Let F denote the algebraic closure of F. A polynomial matrix G(z) ∈ F[z]n×k
with k < n is called right prime if it has full column rank for all z ∈ F. For
k > n, it is called left prime if it has full row rank for all z ∈ F.
Definition 2.3.
A convolutional code C is called non-catastrophic if one and therefore, each
of its generator matrices is right prime.
Definition 2.4.
If C is non-catastrophic, there exists a so-called parity-check matrix H(z) ∈
F[z](n−k)×n of full rank, such that
C = {v(z) ∈ F[z]n | H(z)v(z) = 0 ∈ F[z]n−k}.
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Clearly, a parity-check matrix of C is not unique and it is possible to choose
it left prime and row proper. In this case, the sum of the row degrees of H(z)
is equal to the degree δ of C [12].
H(z) has generic row degrees if ν = ⌈ δ
n−k⌉ and the first δ− (n− k)(ν − 1)
row degrees of H(z) are equal to ν and the remaining (n−k)ν−δ row degrees
are equal to ν − 1.
Remark 2.5.
Allowing permutation of the entries of the codeword v(z) respective of the
columns of the parity-check matrix H(z), each non-catastrophic convolutional
code has a unique parity-check-matrix of the form H(z) = [P (z) Q(z)], where
P and Q are left coprime, Q is of Kronecker-Hermite form, i.e. qii monic,
deg(qji) < deg(qii) for j 6= i,
deg(qij) < deg(qii) for j < i and deg(qij) ≤ deg(qii) for j > i,
and the row degrees of P are at most equal to the row degrees of Q.
We will need the representation by parity-check matrices to define complete
MDP convolutional codes. Bur first of all, we want to introduce MDP con-
volutional codes, for which we have to consider distances of convolutional
codes.
Definition 2.6.
The Hamming weight wt(v) of v ∈ Fn is defined as the number of its
nonzero components.
For v(z) ∈ F[z]n with deg(v(z)) = γ, write v(z) = v0+ · · ·+vγzγ with vt ∈ Fn
for t = 0, . . . , γ and set vt = 0 ∈ Fn for t ≥ γ+1. Then, for j ∈ N0, the j-th
column distance of a convolutional code C is defined as
dcj(C) := min
v(z)∈C
{
j∑
t=0
wt(vt) | v(z) 6≡ 0
}
.
There exist upper bounds for the column distances of a convolutional code.
Theorem 2.7. [4]
dcj(C) ≤ (n− k)(j + 1) + 1 for j ∈ N0
We are interested in convolutional codes with good distance properties, i.e.
in those codes that reach the bounds of the preceding theorem.
Definition 2.8. [6]
A convolutional code C of rate k/n and degree δ has maximum distance
profile (MDP) if
dcj(C) = (n− k)(j + 1) + 1 for j = 0, . . . , L :=
⌊
δ
k
⌋
+
⌊
δ
n− k
⌋
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As mentioned in the introduction, MDP convolutional codes have the prop-
erty that their column distances increase as rapidly as possible for as long as
possible. Indeed, j = L is the largest possible value for which dcj can attain
the upper bound from Theorem 2.7. Moreover, according to [4], it is suffi-
cient to have equality for j = L in Theorem 2.7 to get an MDP convolutional
code.
In the following, we will provide criteria to check whether a convolutional
code has a maximum distance profile. Therefore, we need the notion of
trivially zero determinants.
Definition 2.9.
(i) Let n ∈ N and A ∈ Fn×n be a matrix with the property that each of its
entries is either fixed to zero or is a free variable from F. Its determinant
det(A) is called trivially zero if it is zero for all choices for the free vari-
ables in A.
(ii) An n× n Toeplitz matrix of the form


a1 0
...
. . .
an . . . a1

 is called super-
regular if all its minors that are not trivially zero are nonzero.
Theorem 2.10. [4]
Let the convolutional code C be generated by a right prime minimal polynomial
matrix G(z) =
∑µ
i=0Giz
i ∈ F[z]n×k and have the left prime and row proper
parity-check matrix H(z) =
∑ν
i=0Hiz
i ∈ F[z](n−k)×n. Equivalent are:
(a) C is of maximum distance profile.
(b) GL :=


G0 0
...
. . .
GL . . . G0

 where Gi = 0 for i > µ has the property that
every full size minor that is not trivially zero, i.e. zero for all choices
of G1, . . . , GL, is nonzero.
(c) HL :=


H0 0
...
. . .
HL . . . H0

 where Hi = 0 for i > ν has the property that
every full size minor that is not trivially zero is nonzero.
Remark 2.11.
The not trivially zero full size minors of HL are exactly those which are
formed by columns with indices 1 ≤ j1 < · · · < j(L+1)(n−k) ≤ (L+ 1)n which
fulfil js(n−k) ≤ sn for s = 1, . . . , L.
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The following duality result for MDP convolutional codes will be important
at many points of this paper.
Theorem 2.12. [4]
An (n, k, δ) convolutional code is MDP if and only if its dual code, which is
an (n, n− k, δ) convolutional code, is MDP.
Next, we introduce reverse MDP convolutional codes, which are advantageous
for use in forward and backward decoding algorithms [15].
Definition 2.13. [5]
Let C be an (n, k, δ) convolutional code with right prime minimal generator
matrix G(z), which has entries gij(z). Set gij(z) := z
δjgij(z
−1). Then, the
code C with generator matrix G(z), which has gij(z) as entries, is also an
(n, k, δ) convolutional code, which is called the reverse code to C.
It holds: v0 + · · ·+ vdzd ∈ C ⇔ vd + · · ·+ v0zd ∈ C.
Definition 2.14. [15]
Let C be an MDP convolutional code. If C is also MDP, C is called reverse
MDP convolutional code.
Remark 2.15. [15]
Let (n − k) | δ and H(z) = H0 + · · ·+Hνzν be a left prime and row proper
parity-check matrix of the MDP code C. Then the reverse code C has parity-
check matrix H(z) = Hν + · · ·+H0zν . Therefore, C is reverse MDP if and
only if every full size minor of the matrix
HL :=


Hν · · · Hν−L
. . .
...
0 Hν


formed from the columns with indices j1, . . . , j(L+1)(n−k) with js(n−k)+1 > sn,
for s = 1, . . . , L is nonzero.
Next, we introduce complete MDP convolutional codes, which are even more
advantageous for decoding than reverse MDP convolutional codes [15].
Definition 2.16. [15]
Let H(z) = H0 + H1z + · · ·Hνzν ∈ F[z](n−k)×n be a parity-check matrix of
the convolutional code C of rate k/n. Set L := ⌊ δ
n−k⌋ + ⌊ δk⌋. Then
H :=


Hν · · · H0 0
. . .
. . .
0 Hν · · · H0

 ∈ F(L+1)(n−k)×(ν+L+1)n (1)
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is called partial parity-check matrix of the code. Moreover, C is called
complete MDP convolutional code if for any of its parity-check matrices
H(z), every full size minor of H which is not trivially zero is nonzero.
Remark 2.17.
(i) Every complete MDP convolutional code is a reverse MDP convolutional
code. [15]
(ii) A complete MDP convolutional code exists over a sufficiently large base
field if and only if (n− k) | δ. [8]
As forHL - when considering MDP convolutional codes - and additionally for
HL - when considering reverse MDP convolutional codes - one could describe
the not trivially zero full size minors of the partial parity-check matrix H by
conditions on the indices of the columns one uses to form the corresponding
minor.
Lemma 2.18. [15]
A full size minor of H formed by the columns j1, . . . , j(L+1)(n−k) is not trivially
zero if and only if
(i) j(n−k)s+1 > sn
(ii) j(n−k)s ≤ sn + νn
for s = 1, . . . , L.
This is equivalent to j1 ∈ {1, . . . , νn+k+1}, . . . , jn−k ∈ {n−k, . . . , (ν+1)n},
jn−k+1 ∈ {n+1, . . . , (ν+1)n+k+1}, . . . , j(n−k)(L+1) ∈ {(L+1)n−k, . . . , (ν+
1 + L)n}.
Throughout this paper, we will use the following notations: For a finite field
F, we set t := |F|−1. Moreover, we denote a real valued function f(t) in
the variable t by O(tn) for some n ∈ N if limt→0 f(t)tn ≤ C for some constant
C ∈ R. Moreover, the following theorem will be used frequently throughout
this paper:
Theorem 2.19 (Schwartz-Zippel). [14, Corollary 1]
(a) For r ∈ N, consider f ∈ F[x1, . . . , xr] with total degree d ≥ 0. Then, f
has at most d · |F|n−1 zeros.
(b) Let f ∈ F[x1, . . . , xr] be a nonzero polynomial of total degree d. More-
over, let v1, . . . , vr be selected at random independently and uniformly from
F. Then, the probability that (v1, . . . , vr) is a zero of f is at most d · t.
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3 Results for (n, n− 1, 1) convolutional codes
As a starting point, in this section, we want to consider unit memory convo-
lutional codes of high rate, i.e. δ = 1 and k = n− 1. According to Theorem
2.12, these codes are dual to the (n, 1, 1) convolutional codes, which should
therefore also be treated in this section. With this choice of parameters one
has L = ⌊ δ
k
⌋ + ⌊ δ
n−k⌋ = 1 + ⌊ 1n−1⌋. Hence, L = 1 for n ≥ 3 and L = 2 for
n = 2.
3.1 (2, 1, 1) convolutional codes
Theorem 3.1. [9, Theorem 84]
A (2, 1, 1) convolutional code is MDP if and only if it holds for its gen-
erator matrix G(z) :=
∑δ
i=0 giz
i = g0 + g1z with g0, g1 ∈ F2 that 0 /∈
{g0,1, g0,2, g1,1, g1,2} and g1,1g0,2 − g1,2g0,1 6= 0.
Consequently, the probability that a random polynomial matrix G(z) ∈ F[z]2
with deg(G(z)) = 1 generates a (2, 1, 1)MDP convolutional code is (1−t)
2(1−2t)
1+t
.
Form this theorem it follows that the number ofG(z) ∈ F[z]2 with deg(G(z)) =
1 that generate a (2, 1, 1)MDP convolutional code over F is (|F|−1)3·(|F|−2).
Since two such generator matrices generate the same code if and only if they
differ by a factor from F \ {0}, the number of (2, 1, 1) MDP convolutional
codes over F is (|F|−1)2 · (|F|−2). In particular, there exists a (2, 1, 1) MDP
convolutional code over F if and only if |F| ≥ 3.
Next, we want to investigate reverse and complete MDP convolutional codes
with these parameters.
Remark 3.2.
The dual of a (2, 1, 1) convolutional code is again a (2, 1, 1) convolutional
code and it is easy to see that one could formulate the criterion for the MDP
property in the same way if using the parity-check matrix: If the code has
parity-check matrix H(z) =
∑δ
i=0 hiz
i = h0+h1z with h0, h1 ∈ F1×2, the code
is MDP if and only if 0 /∈ {h0,1, h0,2, h1,1, h1,2} and h1,1h0,2 − h1,2h0,1 6= 0.
Corollary 3.3.
A (2, 1, 1) convolutional code is MDP if and only if it is complete MDP. Thus,
the statements of the preceding theorem are also true for (2, 1, 1) reverse
convolutional codes and (2, 1, 1) complete MDP convolutional codes.
Proof.
It is easy to the that the conditions on the parity-check matrix of the pre-
ceding remark are also sufficient to get a complete (and hence also a reverse)
MDP convolutional code.
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At the end of this subsection, we want to compute the probability of a
(2, 1, 1) MDP convolutional code under the condition that the code is non-
catastrophic.
Corollary 3.4.
The probability that a non-catastrophic (2, 1, 1) convolutional code is MDP,
reverse MDP or complete MDP is (1−t)(1−2t)
1+t
.
Proof.
The conditions on the generator matrix G(z) to get an MDP, reverse MDP or
complete MDP convolutional code imply that the two entries of G(z) are of
degree one and have a different zero. This means that the entries of G(z) are
coprime. Thus, each (2, 1, 1) MDP convolutional code is non-catastrophic.
Consequently, to obtain the conditional probability (under the condition that
the code is non-catastrophic), one has just to divide the probability of the
first theorem by the probability of non-catastrophicity, which is 1 − t; see
[10].
3.2 (n, 1, 1) convolutional codes for n ≥ 3
For codes with these parameters, we consider generator matrices of the form
G(z) =
∑δ
i=0 giz
i = g0 + g1z with g0, g1 ∈ Fn.
Theorem 3.5. [9]
For n ≥ 3, the probability that G(z) ∈ F[z]n with deg(G(z)) = 1 generates
an (n, 1, 1) MDP convolutional code is
(1− tn)−1(1− t)n+1
n−1∏
i=2
(1− it).
Remark 3.6.
According to the proof of the preceding theorem, for n ≥ 3, the number of
(n, 1, 1) MDP convolutional codes over F is |F|(|F|−1)n+1∏n−1i=2 (|F|− i), i.e.
such a code exists if and only if |F| ≥ n, and one can construct a genera-
tor matrix of such a code as follows: choose all entries of g0 arbitrary but
nonzero, choose the first entry of g1 arbitrary and then choose entry i of g1
such that
(
g0,i
g1,i
)
is linear independent to
(
g0,j
g1,j
)
for j ∈ {1, . . . , i− 1}.
One could see that all MDP codes with these parameters are reverse MDP:
For j = 1, . . . , n, it holds gj(z) =
{
gj(z), g1,j = 0
g1,j + g0,jz, g1,j 6= 0
. Therefore, g0,j 6= 0
and it is easy to see that the other conditions are also fulfilled for G.
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However, since n− 1 ≥ 2 > δ and thus (n− k) ∤ δ a complete MDP convolu-
tional code with these parameters cannot exist [8].
As in the preceding subsection, we finally consider the probability for MDP
convolutional codes under the condition that the code is non-catastrophic.
Theorem 3.7.
The probability that a non-catastrophic (2, 1, 1) convolutional code is MDP
or reverse MDP is ((1− tn)(1− tn−1))−1(1− t)n+1∏n−1i=2 (1− it).
Proof.
That
(
g0,i
g1,i
)
is linear independent to
(
g0,j
g1,j
)
for j ∈ {1, . . . , i−1} implies that
the entries of G(z) are coprime and hence each (n, 1, 1) MDP convolutional
code is non-catastrophic. Thus, to get the conditional probability, one just
has to divide the formula of the preceding theorem by the probability of
non-catastrophicity, which is 1− tn−1; see [10].
3.3 (n, n− 1, 1) convolutional codes for n ≥ 3
As the (n, n− 1, 1) MDP convolutional codes are dual to the (n, 1, 1) MDP
convolutional codes treated in the previous subsection, we easily get all (n, n−
1, 1)MDP convolutional codes and know that they exist if and only if |F| ≥ n.
For the construction, we just replace the conditions on the generator matrix
G from the preceding subsection by the same conditions on the parity-check
matrix H . The following theorem considers (n, n−1, 1) reverse and complete
MDP convolutional codes.
Theorem 3.8.
The number of (n, n − 1, 1) reverse and complete MDP convolutional codes
is both (|F| − 1)n+1∏ni=2(|F| − i). Hence, the minimal field size for which an
(n, n−1, 1) reverse or complete MDP convolutional code could exist is n+1.
Proof.
To get reverse or complete MDP convolutional codes with these parameters,
one has the additional condition that all entries of h1 have to be nonzero.
Thus, there are (|F| − 1)n+1∏ni=2(|F| − i) such convolutional codes, which
could be constructed with the same technique as mentioned before.
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4 Sufficient field size and probability for MDP
convolutional codes with arbitrary parame-
ters
4.1 Sufficient field size
The goal of this subsection is to estimate what field size one needs such that it
is possible to construct an MDP convolutional code with given but arbitrary
parameters n, k and δ.
Theorem 4.1.
Let g be the polynomial that is formed by the product of all not trivially zero
fullsize minors of HL and has the entries of the coefficient matrices of H as
variables. Then, an (n, k, δ) MDP convolutional code exists if |F| > deg(g).
Proof.
It is sufficient to show the existence of an MDP convolutional code with
generic row degrees, i.e. ν = ⌈ δ
n−k⌉ and consider only matrices H of the
form of Remark 2.5. This means Hν and Hν−1 are of the forms Hν =(
Iδ−(n−k)(ν−1) 0 ∗
0 0(n−k)ν−δ 0
)
andHν−1 =
( ∗ 0 ∗
0((n−k)ν−δ)×(δ−(n−k)(ν−1)) I(n−k)ν−δ ∗
)
,
respectively. In this way, one can ensure that the generated code has really
the given degree δ.
According to Theorem 2.19 (a), a polynomial g over F with m variables (and
deg(g) ≥ 0) has at most deg(g) · |F|m−1 zeros. Altogether, there are |F|m
tuples of points. Therefore, for having at least one of them being not a zero,
it is sufficient that |F|m > deg(g) · |F|m−1, i.e. |F| > deg(g).
We apply this result to the polynomial g formed by the product of all not
trivially zero fullsize minors of HL.
Since some of the entries of Hν and Hν−1 are fixed zeros or ones, one has less
variables than the number of entries of the coefficient matrices of H but this
has no influence on the result (note that if ν > L, i.e. ν = L+1, and ⌊ δ
k
⌋ = 0,
for which case we give a better bound in a later section, all entries of Hν do
not occur in the polynomial on which we apply Schwartz-Zippel). What
influences Schwartz-Zippel is not the number of variables but the degree of
the polynomial g. This degree is in all cases at most (L + 1)(n − k) times
the number of not trivially zero fullsize minors of HL.
It remains to estimate the degree of the polynomial g from the preceding
theorem to get an explicite bound for the field size.
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Theorem 4.2.
If |F| > min{M1,M2,M3} with
M1 := (L+ 1)(n− k)
(
(L+ 1)n
(L+ 1)(n− k)
)
M2 := (L+ 1)(n− k)
(
n
n− k
)(
n+ k
n− k
)
· · ·
(
n + Lk
n− k
)
M3 := (L+ 1)(n− k)
n∑
i=n−k
(
i− 1
n− k − 1
)(
2n− i
n− k
)
· · ·
(
2n+ (L− 1)k − i
n− k
)
then there exists an (n, k, δ) MDP convolutional code over F.
Proof.
To show that |F| > Mi for some i ∈ {1, 2, 3} is sufficient, one has to show
that the factor after (L + 1)(n − k) in the formulas is an upper bound for
the number of not trivially zero fullsize minors of HL. For M1 this is clear
because there we use just the formula for all fullsize minors.
For M2, we use the condition that we have to choose n − k columns from
the first n columns, then n − k columns from the first 2n columns without
the n − k columns we have already chosen and so on until we end up with
choosing n−k columns from (L+1)n columns without the L(n−k) columns
we have already chosen.
For M3, we denote by i ∈ {n− k, . . . , n} the index of the (n− k)-th column
we choose. Thus, one has to choose n − k − 1 columns with smaller index
than i, i.e. out of the first i− 1 columns of HL. After that, one proceeds like
for M2, i.e. next one has to choose n− k columns out of 2n but not the first
i, then n − k out of 3n without the first i and without the n − k chosen in
the preceding step and so on.
Remark 4.3.
It depends one the parameters of the code, which of the bounds is best. In the
following, we give some examples:
1. Case L = 0: M1 = M2 = M3 (in this case there are no trivially zero
minors)
2. Case k = 1
M3 = M2 ·
(
1
n
+ n−1
(n+Ln−1)
)
(a) L ≥ 1: M3 < M2
(b) L = 1 (⇒ δ = 1, n ≥ 3): M3 = (3n2 − n)(n − 1) < M1 =
(4n2 − 2n)(n− 1) < M2 = (n3 + n2)(n− 1)
(c) (2, 1, 1): M3 = 18 · 3 < M1 = 20 · 3 < M2 = 24 · 3
(d) (2, 1, δ) with δ ≥ 2: M1 < M3 < M2
It holds L ≥ 4, which implies M3 < M2 according to (a), and for
L = 4, M1 = 252 · 5 < M3 = 480 · 5 < M2 = 720 · 5. Moreover,
M3 is increasing more than M1, when L increases (to L + 1).
This is true since M1/(L + 1) =
(
2(L+1)
L+1
)
increases with factor
(2L+3)(2L+4)
(L+2)(L+2)
< 4 and M3/(L + 1) = (L + 2)! · (12 + 1L+2) increases
with factor (L+ 2)L
2+7L+10
L2+7L+12
> 5 for L ≥ 4.
4.2 Probability
In this subsection, we want to compute the probability that a non-catastrophic
convolutional code with arbitrary parameters is MDP. Therefore, we assign
to each code the unique parity-check matrix from Remark 2.5. This is pos-
sible since permutation of the columns of the parity-check matrix does not
influence the MDP property. With these definitions/settings, one gets the
following theorem:
Theorem 4.4.
Let F be finite with cardinality |F| = t−1. If |F| > min{M1,M2,M3}, the
probability for an MDP convolutional code is lower bounded by
(i) 1− (L+1)(n−k)(
(L+1)n
(L+1)(n−k))·t
1−tk+O(tk+1)
(ii) 1− ((L+1)(n−k)(
n
n−k)(
n+k
n−k)···(
n+Lk
n−k ))·t
1−tk+O(tk+1)
(iii) 1− ((L+1)(n−k)
∑n
i=n−k (
i−1
n−k−1)(
2n−i
n−k)···(2n+(L−1)k−in−k ))·t
1−tk+O(tk+1)
Proof.
For MDP (in contrast to complete MDP) it is not necessary that H has
generic row degrees. Therefore, one has to make the following considerations
for all possible values of the row degrees. However, we will see that this does
not matter.
Again, we assume that H = [P Q] has the form of Remark 2.5. If the row
degrees of Q are fixed, one knows for each entry of H either its degree or
an upper bound on its degree. Hence, when considering the entries of the
coefficient matrices of H as variables, we know how many variables we have
and could apply Theorem 2.19 (b) to the polynomial g that is formed by the
product of the non-trivially fullsize minors of HL. Note that this polynomial
is not the zero polynomial (since the existence of MDP convolutional codes
has been shown for |F| > min{M1,M2,M3}).
It has already been shown thatM1, M2 andM3 are upper bounds for deg(g).
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By the Schwartz-Zippel, the probability that the variables do not fulfill the
condition for MDP is upper bounded by deg(g) · t.
One has to consider conditional probability with the condition that Q and
P are left coprime. Therefore, the overall probability is upper bounded by
the absolute probability divided by the probability of the condition, which is
1− tk +O(tk+1); see [10].
5 Sufficient field size and probability for com-
plete MDP convolutional codes
In this section, we want to do the same considerations for complete MDP
convolutional codes that were done for MDP convolutional codes in the pre-
ceding section.
5.1 Sufficient field size
Theorem 5.1.
Let f be the polynomial that is formed by the product of all not trivially zero
fullsize minors of H and has the entries of the coefficient matrices of H as
variables. Then, for (n − k) | δ, an (n, k, δ) complete MDP convolutional
code exists if |F| > deg(f).
Proof.
One uses Schwartz-Zippel and proceeds completely analogous to the preced-
ing subsection.
Again, we have to estimate the degree of the polynomial f from the preceding
theorem to get an explicite bound for the field size.
Theorem 5.2.
If (n− k) | δ and |F| > min{N1, N2} with
N1 := (L+ 1)(n− k)
(
(L+ 1 + δ
n−k)n
(L+ 1)(n− k)
)
(2)
N2 := (L+ 1)(n− k)( δn
n− k + k + 1)
(n−k)(L+1), (3)
then there exists an (n, k, δ) complete MDP convolutional code over F.
Proof.
Each fullsize minor of H is a polynomial of degree (L+1)(n− k). Moreover,
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the number of not-trivially zero fullsize minors of H is upper bounded by( L+1+ δ
n−k
(L+1)(n−k)
)
, which is the number of all fullsize minors, as well as by ( δn
n−k +
k+1)(L+1)(n−k) since the index of each chosen column has to lie in an interval
with δn
n−k + k + 1 elements (see Lemma 2.18).
Remark 5.3.
(i) It depends on the parameters of the code, which of the two bounds N1 or
N2 is better, i.e. smaller. For example for k = n − 1, the second bound is
better for n = 2, for n = 3 the bounds are identical, and for n ≥ 4 the first
bound is better.
(ii) For complete MDP, one has ν = δ
n−k and hence L ≥ ν ≥ 1, which implies(
νn+k
⌊1/2(νn+k)⌋
)(n−k)(L+1) · ((n − k)(L + 1))1/2(n−k)(L+1) ≥ ( νn+k⌊1/2(νn+k)⌋)(n−k)(L+1) ·
(n− k)(L+ 1) ≥ (L+ 1)(n− k)( δn
n−k + k + 1)
(n−k)(L+1) if (n, k, δ) 6= (2, 1, 1).
This shows that - unless (n, k, δ) = (2, 1, 1) - the bound on the field size
presented here is better than the bound obtained by the construction in [8],
which is clearly very weak (which is due to the fact that it provides a general
construction) but up to now there did not exist better bounds. For (2, 1, 1), we
have already seen that the minimal possible field size is 3, i.e. much smaller
than all these bounds.
5.2 Probability
We want to compute the probability that a non-catastrophic convolutional
code with (n − k) | δ and generic row degrees ν = δ
n−k is complete MDP.
Therefore, we assign again to each code the unique parity-check matrix from
Remark 2.5. This is possible since permutation of the columns of the parity-
check matrix does not influence the property to be complete MDP. With
these definitions/settings, one gets the following theorem:
Theorem 5.4.
If |F| > min{N1, N2}, the probability for a complete MDP convolutional code
is at least
max

1−
(L+ 1)(n− k)((L+1+ δn−k )n
(L+1)(n−k)
) · t
1− tk +O(tk+1) , 1−
(L+ 1)(n− k)( δn
n−k + k + 1)
(n−k)(L+1) · t
1− tk +O(tk+1)


Proof.
The proof is completely analogue to the proof for the probability of MDP
convolutional codes.
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6 Sufficient field size for MDP convolutional
codes with δ < max{k, n− k}
In this section, we show a better bound on the necessary field size for MDP
convolutional codes for the case that δ < max{k, n− k}. Because of duality
arguments, we mainly have just to solve the case δ < k.
6.1 The case δ < k
To derive an upper bound for the required field size, one could assume that
H has generic row degrees since the existence of an MDP convolutional code
with generic row degrees over F obviously implies the existence of an MDP
convolutional code over F. The genericity of the row degrees implies ν =
⌈ δ
n−k⌉ and therefore L = ⌊ δn−k⌋ ≤ ν. If (n−k) | δ, i.e. L = ν, all row degrees
of H are equal to ν and hence HL = Hν does not contain fixed zeros. If
(n− k) ∤ δ, i.e. L = ν − 1 and all row degrees of H are either equal to ν − 1
or equal to ν, HL does not contain fixed zeros, too.
Theorem 6.1.
There exists an MDP convolutional code with δ < k over F if either
1. |F| > ( (L+1)n−1
(L+1)(n−k)−1
)
or
2. in the case L ≥ 1, |F| > S(n, k, δ) with
S(n, k, δ) :=
(n−k)L−1∑
j=n−k+1
(
n− 1
j − 1
)( ⌊ j
n−k⌋n
(⌊ j
n−k⌋+ 1)(n− k)− j
)(
(⌊ j
n−k⌋+ 1)n
n− k
)
· · ·
(
Ln
n− k
)
+
+
(n−k)(L+1)−1∑
j=max{(n−k)L,n−k+1}
(
n− 1
j − 1
)(
Ln
(L+ 1)(n− k)− j
)
+
(
n− 1
(L+ 1)(n− k)− 1
)
Proof.
For y ∈ {1, . . . , (L + 1)(n − k)}, define H(y)L as the matrix consisting of the
first y rows of HL =


H0 0
...
. . .
HL · · · H0

.
We prove via induction with respect to y that if F fullfilles condition 1 or 2,
then it is possible to find values for H0, . . . , HL over F such that every fullsize
minor of H(y)L that is not trivially zero is nonzero.
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For y = 1, all entries in the first row of H0 have to be nonzero, what is
possible if |F| > 1, which is implied by both condition 1 and condition 2 (but
true for any field anyway).
Assume that the statement is valid for 1, . . . , y. For the step to y+1, consider
the last row ofH(y+1)L . First, we show that for each i ∈ {1, . . . , n}, if all entries
of H(y+1)L but the i-th entry of the last row of H(y+1)L , named by HL,i, are
fixed (such that the statement is valid for 1, . . . , y), there is a possibility to
choose HL,i from F such that the statement is valid for y + 1.
To do this, we consider all not trivially zero fullsize minors of H(y+1)L that
contain the i-th column of this matrix.
For each of these minors, one has to show that it is possible to choose HL,i
such that the minor is nonzero.
Denote by M ∈ F(y+1)×(y+1) the submatrix of H(y+1)L that corresponds to the
considered fullsize minor and let Mˆ be constructed out of M by deleting the
row and the column that contain HL,i.
Hence, in the case det(Mˆ) = 0, one has to show det(M) 6= 0, independent of
the choice of HL,i.
Since Mˆ is a fullsize minor of H(y)L , it follows by induction that it has to be
trivially zero. Because of the structure of HL this implies that there exists
s ∈ {1, . . . , L} such that column s(n−k) of Mˆ is a column of H(y)L with index
at least sn+ 1. Moreover, it follows that this column is column s(n− k) + 1
of M and its first s(n − k) entries are zeros since it is not from the first s
blocks of HL.
Consequently,M is of the following form:
[
A 0s(n−k)×(y+1−s(n−k))
∗ B
]
∈ F(y+1)×(y+1).
Hence A and B are square matrices with det(M) = det(A)·det(B). Moreover,
A and B are fullsize submatrices of


H0 0
...
. . .
Hs−1 · · · H0

 and


H0 0
...
. . .
HL−s · · · H0

,
respectively.
Since the columns of M are chosen such that det(M) is not trivially zero,
det(A) and det(B) are not trivially zero, too. By induction it follows that
det(A) and det(B) are nonzero and therefore also det(M) is nonzero.
To show that one can find such HL,i over F if condition 1 or 2 is fulfilled,
we count the maximum number of values that have to be excluded for HL,i,
where without restriction, one could assume i = n (note that Mˆ is indepen-
dent of HL,i as well as det(M) in the case det(Mˆ) = 0). This number is upper
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bounded by the number of not trivially zero fullsize minors of


H0 0
...
. . .
HL · · · H0


with rj = n for some j ∈ {1, . . . , (L+1)(n−k)} since all these minors are at
most linear in HL,n. For the bound of condition 1, we just count the number
of all fullsize minors with rj = n no matter if they are trivially zero or not.
Surely, it is sufficient if F has more elements as the number of these minors.
For condition 2, which takes into account that some minors are trivially zero,
one could assume L 6= 0 and neglect the case j ≤ n− k. Since rj+1 > n, the
minor would be trivially zero if j < n− k. If j = n− k, one chooses exactly
n − k columns from the first block of HL and the minor is nonzero if and
only if the corresponding n− k columns of H0 are linearly independent and
the matrix (for the minor) without the first n− k columns and rows has full
rank. But these conditions are independent of HL and hence, do not lead to
values for HL,n that have to be excluded.
For j ≥ n−k+1, there are at most (n−1
j−1
)
possiblitities to choose r1, . . . , rj−1
since one has the condition 1 ≤ r1 < r2 < · · · < rj−1 < rj = n. For rl with
l > j, one has to consider the condition rs(n−k) ≤ sn for s = 1, . . . , L. rj = n
implies that this condition is already fulfilled for s = 1, . . . , ⌊ j
n−k⌋. To fulfil
this condition for s = ⌊ j
n−k⌋ + 1, we need to choose (⌊ jn−k⌋ + 1)(n − k) − j
columns from the first (⌊ j
n−k⌋+1)n columns but not from the first n columns
of HL, i.e. we have to choose (⌊ jn−k⌋+1)(n− k)− j columns out of (⌊ jn−k⌋)n
columns. For s ≥ ⌊ j
n−k⌋+2, we have to choose n− k columns out of at most
sn−n columns. Summing over all possible values for j, one gets the formula
from condition 2.
To ensure that the degree of the code is equal to δ = ν1 + · · · + νn−k, one
has to ensure the H is row proper, i.e. that the highest row rank coefficient
matrix is invertible. This is true if the first δ− (n−k)(ν−1) rows of Hν and
the last (n− k)ν − δ rows of Hν−1 are linearly independent. When choosing
the entries of HL row by row as done in this proof, the number of values that
has to be excluded for each entry of a coefficient matrix increases in each
step. Moreover the condition that the highest row degree coefficient matrix
is invertible, i.e. that the above mentioned rows are linearly independent,
could be fulfilled by the first n− k columns of Hν−1 and Hν . Therefore, one
has no additional condition on HL,n because of that and thus, no additional
value has to be excluded. (Note that for (n − k) ∤ δ, i.e. ν > L, Hν is not
contained in HL and the only thing that has to be regarded when choosing
the values for Hν is that H has to be column proper).
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It would be possible to adopt condition 2 such that is valid also for L = 0
(in principle, the difference would be that then, one had to take j = n− k as
lower bound for the first sum since the case j = n−k cannot be neglected for
L = 0). But for L = 0 one has no trivially zero fullsize minors in HL = H0
and therefore, it would equal the bound of condition 1 for L = 0, anyway.
Corollary 6.2.
Bound 1 of the preceding theorem can be upper bounded by the following
expression, which is independent of k:(
(L+ 1)n− 1
(L+ 1)(n− k)− 1
)
≤
(
(L+ 1)n− 1
n− 2
)
.
Proof.
Per definition, L = ⌊ δ
k
⌋+⌊ δ
n−k⌋ = ⌊ δn−k⌋ as k > δ. Hence L ≤ δn−k , i.e. L(n−
k) ≤ δ. It follows (L+1)(n−k)−1 = L(n−k)+n−k−1 ≤ δ+n−k−1 ≤ n−2
since k > δ. Moreover for L ≥ 1, one has 2(n−2)+1 ≤ 2n−3 < (L+1)n−1
and thus,
(
(L+1)n−1
(L+1)(n−k)−1
) ≤ ((L+1)n−1
n−2
)
.
Remark 6.3.
For k = n− 1, i.e. (n, n− 1, δ) convolutional codes with δ ≤ n− 2, one has
L = δ and the bound of condition 2 equals
δ−1∑
j=2
(
n− 1
j − 1
)(
jn
(j + 1)− j
)(
(j + 1)n
1
)
· · ·
(
δn
1
)
+
(
n− 1
δ − 1
)(
δn
1
)
+
(
n− 1
δ
)
=
=
δ+1∑
j=2
(
n− 1
j − 1
)
· nδ+1−j · δ!
(j − 1)! = δ! · n
δ
δ∑
j=1
(
n− 1
j
)
· n
−j
j!
< δ! · nδ(e− 1)
as
δ∑
j=1
(
n− 1
j
)
· n−j <
n−1∑
j=1
(
n− 1
j
)
· n−j = (1 + 1/n)n−1 − 1 < e− 1.
Setting also δ = 1 (for which one needs n ≥ δ+ 2 = 3), one gets n− 1. This
implies that the bound is sharp in that case; see Section 3.
6.2 The case δ < n− k
For this case, we could use again that the MDP property is invariant under
duality.
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Theorem 6.4.
If δ < n − k and |F| > S(n, n − k, δ) or |F| > ((L+1)n−1
(L+1)k−1
)
, there exists an
(n, k, δ) MDP convolutional code over F.
Proof.
The result follows from the preceding subsection and Theorem 2.12.
Corollary 6.5.
Analogous to the preceding subsection, one gets for δ < n− k that(
(L+ 1)n− 1
(L+ 1)k − 1
)
≤
(
(L+ 1)n− 1
n− 2
)
.
6.3 The case δ < min{k, n− k}
In this subsection, we consider the case that the conditions of both preceding
subsections are fulfilled, resulting in L = 0.
Theorem 6.6.
If δ < min{k, n− k} and |F| > min{( n−1
n−k−1
)
,
(
n−1
k−1
)}
, there exists an (n, k, δ)
MDP convolutional code over F.
Proof.
The result follows from the results of the preceding subsections.
Remark 6.7.
(i) For δ < min{k, n− k}, i.e. L = 0, one has HL = H0 and the correspond-
ing code is MDP if and only if
(
Ik
H0
)
is the generator matrix of an [n, k]
MDS block code. Therefore, the bound of the preceding theorem is a bound
for the necessary field size for the existence of an [n, k] MDS block code.
(ii) n − k > δ implies that n − k cannot divide δ and therefore, there exists
no complete MDP convolutional code with these parameters. However, one
could show that for a reverse MDP convolutional code with L = 0, the bound
for MDP codes is also sufficient: G1, . . . , Gµ do not influence the property to
be MDP. Thus, one could choose them arbitrary without affecting the MDP
property. If one chooses column j of Gδj equal to column j of G0, one gets
G0 = G0 and therefore, the code is also reverse MDP.
(iii) For an (n, n − 2, 1) convolutional code, the bound of the preceding the-
orem is equal to n − 1. One could easily see that the construction H0 =(
1 1 . . . 1
0 1 . . . n− 1
)
reaches this bound. But as we will see in the next
section, constructions over fields of smaller size are possible.
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7 Comparison of bounds
The aim of this section is to show that in nearly all cases, the bounds on the
necessary field size for the existence of MDP convolutional codes presented
in this paper could improve all bounds that were proven before. Therefore,
we start with recalling which bounds already existed. The following theorem
gives the only bound up to now that is valid for all code parameters.
Theorem 7.1. [7]
Let Bγ :=
1
2
(
1
γ
(
2(γ−1)
γ−1
)
+
( γ−1
⌊γ−1
2
⌋
))
and F be a finite field with |F| > Bγ .
Then, there exists a γ × γ superregular Toeplitz matrix over F.
Let r be the remainder of δ on division by n− k. Let F be a finite field with
|F| > B(L+1)(n−1) or |F| > B(L+1)(n−1)+k+r−1 as r = 0 or r 6= 0, respectively.
Then, an (n, k, δ) MDP convolutional code exists over F.
This theorem as well as the following conjecture use in the same way square
superregualr Toeplitz matrices to construct MDP convolutional codes.
Conjecture 7.2. [7],[4]
For γ ≥ 5, there is a γ × γ superregular Toeplitz matrix over F2γ−2 .
Let r be the remainder of δ on division by n− k. Let F be a finite field with
|F| ≥ 2(L+1)(n−1)−2 or |F| ≥ 2(L+1)(n−1)+k+r−3 as r = 0 or r 6= 0, respectively.
Then, an (n, k, δ) MDP convolutional code exists over F.
The preceding conjecture would yield a better bound than Bγ (see [7]) but
would not be sharp as the following table from [7] shows:
Size of superregular Toeplitz matrix 3 4 5 6 7 8 9 10
Minimum required field size 3 5 7 11 17 31 59 ≤ 127
For small parameters, the preceding table provides the exact necessary field
size such that a superregular Toeplitz matrix exists. We will see later that for
several of the parameters covered by this table, it is possible to derive MDP
convolutional codes over fields of smaller size when using other constructions
than via superregular Toeplitz matrices.
For a very special choice of parameters, the minimum required field size for
MDP convolutional codes has been obtained in [3], where the authors also
provide a corresponding construction of such codes.
Theorem 7.3. [3]
For m > 2 an (2m−1, 2m−1 − 1, 2) MDP convolutional code exists if and only
if |F| ≥ 2m.
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Applying Theorem 6.1 to (n, n − 1, 2) convolutional codes, one gets that
|F | > (n − 1)(2, 5n − 1) is sufficient. Clearly, for the case that n is an
exponent of 2, this bound is much weaker than the bound from [3]. But in
turn, the bound from Theorem 6.1 works for general n.
Now, we want to compare the new bounds of this paper with the already
existing bounds (but the bound in [3] since that bound is optimal anyway)
and start with the case L = 0.
7.1 Comparison of bounds for L = 0
Theorem 7.4.
The bound for L = 0 from Theorem 6.6 is better than Bγ, the conjecture and
and than using exact values for superregularity for small matrices.
Proof.
L = 0 implies n− k > δ, i.e. n− k does not divide δ and thus r ≥ 1. Hence,(
n−1
n−k−1
)
< 2n−1 ≤ 2n−1+k+r−1−2 shows that the new bound is better than the
conjecture, which implies than it is better than using the bound Bγ . The first
inequality follows from the Stirling formula and the second since k > δ ≥ 1.
Exact values for the existence of superregular matrices are only known if
n + k + r − 2 ≤ 10. Computing all cases in which this inequation as well as
min{n − k, k} > δ is fullfilled, which implies r = δ, one sees that the new
bound is always smaller.
We want to show with some small examples that there are cases in which
L = 0 and our bound is not optimal (even if it is the best of the existing
bounds).
Example 7.5. 1. According to Theorem 6.6, an (4, 2, 1) MDP convolu-
tional code exists if |F| ≥ 4. But HL = H0 :=
(
1 0 1 2
0 1 1 1
)
yields
an MDP convolutional code with these parameters over F3.
2. According to Theorem 6.6, (6, 3, 1) and (6, 3, 2) MDP convolutional
codes exist if |F| ≥ 11. But HL = H0 :=

 1 0 0 1 1 20 1 0 1 2 1
0 0 1 1 3 3

 yields
MDP convolutional codes with these parameters over F5.
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7.2 Comparison of bounds for L ≥ 1 and δ < max{k, n−
k}
Theorem 7.6.
(i) Bound 2 from Theorem 6.1 is always better than Bγ and the conjecture.
It is also better than using exact values for superregularity for small matrices
- except for (5, 3, 2) codes, where bound 2 yields the existence of MDP codes
if |F| > 34 and using the table for existence of superregular matrices, one
gets that |F| ≥ 31 is sufficient.
(ii) Bound 1 from Theorem 6.1 is for nearly all cases the next best bound after
bound 2, exceptions are only (15, 8, 7), (13, 7, 6), (11, 6, 5), (9, 5, 4), (7, 4, 3),
(6, 4, 2), (5, 3, 2), (3, 2, 1). For (3, 2, 1), using Bγ, which is here identical with
the exact minimal value for superregularity, yields a bound between 2 and 1.
For (6, 4, 2) using the exact value for superregularity yields a bound between
2 and 1. In the other cases, the conjecture yields a bound between 2 and 1
but the conjecture has not been proven.
Proof.
Step 1: Bound 2 is always better than bound 1
In bound 2, for each j ∈ {n−k+1, . . . , (n−k)(L+1)}, one chooses altogether
(L+1)(n−k)−1 elements from at most (L+1)n−1 elements (for n−k+1 ≤
j < L(n−k), this is true since (L−⌊ j
n−k ⌋n)(n−k)+(⌊ jn−k ⌋+1)(n−k)+1 =
(L+1)(n− k)− 1 and (L−⌊ j
n−k⌋+1)n+n− 1 ≤ (L+2− ⌊n−k+1n−k ⌋)n− 1 ≤
(L + 1)n − 1). Hereby, one has certain conditions for this choice. Bound 2
computes all possibilities without any restrictions to choose (L+1)(n−k)−1
elements from (L+ 1)n− 1 elements and is therefore larger.
Step 2: We use the upper bound for bound 1 from Corollary 6.2
and Corollary 6.5
According to Corollary 6.2 and Corollary 6.5, it is sufficient to show that(
(L+1)n−1
n−2
)
is always smaller than the conjecture.
Step 3: For L = 2, bound 1 is better than the conjecture (and
therefore, also better than Bγ)
Bound 1 is at most
(
3n−1
n−2
)
< 2
3n−1
√
pi
√
⌊ 3n−1
2
⌋ by the Stirling formula and the
conjecture is equal to at least 23n−5. For n ≤ 6, one could compute di-
rectly that
(
3n−1
n−2
)
is smaller than 23n−5. For n = 7, one could compute that
23n−1√
pi
√
⌊ 3n−1
2
⌋ is smaller than 2
3n−5. Since 23n−5 is increasing more rapidly than
23n−1√
pi
√
⌊ 3n−1
2
⌋ when n increases, this is true for n ≥ 7 (in other words for n ≥ 7,
√
pi
√
⌊3n−1
2
⌋ > 24 and therefore, (3n−1
n−2
)
< 2
3n−1
√
pi
√
⌊ 3n−1
2
⌋ < 2
3n−5).
Step 4: For L ≥ 2, bound 1 is better than the conjecture (and
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therefore, also better than Bγ)
From the preceding step, we know that for L = 2 and arbitrary n,
(
(L+1)n−1
n−2
)
<
2(L+1)(n−1)−2. It remains to show that the right hand side of this inequality
increases more rapidly than the left hand side when L increases (and n is
fixed). When increasing L to L+1 the left hand side increases by the factor
((L+ 2)n− 1)! · (Ln + 1)!
((L+ 1)n− 1)! · ((L+ 1)n+ 1)! =
(L+ 1)n · · · ((L+ 2)n− 1)
(Ln + 2) · · · ((L+ 1)n + 1) < (1, 5)
n.
(4)
This inequality is true since 2(Ln+ 2) = (L+ 1)n+ (L− 1)n+ 4 and hence
(L+1)n
Ln+2
= 2− (L−1)n+4
Ln+2
< 2− L−1
L
= 1 + 1
L
≤ 1, 5. This implies (L+1)n+i
Ln+2+i
< 1, 5
for i ∈ {0, . . . , n− 1} and (4) follows.
However, when increasing from L to L+ 1, the right hand side increases by
the factor 2n−1 > (1, 5)n for n ≥ 3.
Step 5: The case L = 1
5.1: The case n− k ∤ δ
If n−k ∤ δ, the bound of the conjecture is 22n−2+k+r−1 ≥ 22n−2. Furthermore,(
2n−1
n−2
)
< 2
2n−1
√
pi
√
⌊ 2n−1
2
⌋ < 2
2n−2 for n ≥ 3.
5.2: The case n− k | δ and k > δ + 1
L = 1 and n−k | δ imply n−k = δ. If k > δ+1, one has 2(n−k)−1 ≤ n−3
and hence
(
2n−1
2(n−k)−1
) ≤ (2n−1
n−3
)
. When n increases to n + 1, the right hand
side of this inequality increases by the factor (2n+1)!·(n−3)!·(n+2)!
(n−2)!·(n+3)!·(2n−1)! =
(2n+1)2n
(n−2)(n+3) =
4n2+2n
n2+n−6 . The conjectured bound, which is in this case equal to 2
2n−4, increases
by the factor 4. It holds 4n
2+2n
n2+n−6 ≤ 4⇔ n ≥ 12. Moreover, one could compute
directly that
(
2n−1
n−3
)
< 22n−4 for n ∈ {3, . . . , 12}. Consequently, bound 1 is
smaller than the conjectured bound for all n ≥ 3.
5.3: The case n− k | δ and k = δ + 1
Since here n = δ + k = 2δ + 1, one has only to consider odd values for n.
For n = 16, one has
(
2n−1
n−2
)
< 22n−4 and the left hand side is increasing by
the factor (2n+1)!·(n−2)!·(n+1)!
(n−1)!·(n+2)!·(2n−1)! =
(2n+1)2n
(n−1)(n+2) =
4n2+2n
n2+n−2 ≤ 4 ⇔ n ≥ 4. Thus,
it only remains to consider (n, (n + 1)/2, (n− 1)/2) convolutional codes for
n ∈ {3, 5, 7, 9, 11, 13, 15}. Since for n = 3, one has γ = 4 < 5, the conjecture
does not hold for this parameter. For the other values, one could compute
directly that bound 1 is in all cases larger than the conjectured bound but
bound 2 is always smaller than the conjectured bound.
Step 6: Comparison with Bγ for the cases in which bound 1 is
larger than the conjectured bound
We have to consider (n, (n + 1)/2, (n − 1)/2) convolutional codes for n ∈
{3, 5, 7, 9, 11, 13, 15}. For n = 3, Bγ = 4, bound 1 is equal to 5 and bound 2
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is equal to 2. For n = 5, Bγ >
1
2(2n−2)
(
4n−6
2n−3
)
is larger than bound 1 and since it
is growing more rapidly in n than bound 1, it is larger than bound 1 for n ≥ 5
(it is growing with factor (2n−2)(4n−3)(4n−4)(4n−5)(4n−6)
2n(2n−1)2(2n−2)2 =
(4n−3)(4n−5)(4n−6)
n(2n−1)2 >
(4n−3)(4n−5)
n(2n−1) =
(4n−3)(4n−5)
n(2n−1) >
16n2−32n+15
2(n2+n−2) ≥ 8n
2+8n+15
2(n2+n−2) ≥ 2(4n
2+2n)
2(n2+n−2) , which is
the growing factor of bound 1).
Step 7: Comparison with exact minimal values for superregularity
Relevant are codes whose parameters fullfil (L+ 1)(n− 1) + k + r − 1 ≤ 10
and L ≥ 1 (since the case L = 0 was already considered before). Hence
one has to investigate the cases (3, 2, 1), (4, 3, 2), (5, 3, 2), (5, 4, 1), (6, 5, 1)
and (6, 4, 2). For (5, 3, 2), the exact minimal value for superregularity yields
|F| ≥ 31, bound 1 yields |F| ≥ 37, the conjectured bound yields |F| ≥ 67,
bound 2 yields |F| ≥ 87 and Bγ yields |F| ≥ 233. For (3, 2, 1), the exact
minimal value for superregularity yields |F| ≥ 5, which is the bound as using
Bγ . As seen in the preceding step, bound 1 yields here |F| ≥ 7 and bound 2
gives |F| ≥ 3, which is optimal (the conjecture cannot be applied here since
γ = 4 < 5). For (4, 3, 2), (5, 4, 1) and (6, 5, 1) bound 1 is better than using
the minimal value for superregularity. Finally, for (6, 4, 2), the minimal value
for superregularity lies between bound 2 and bound 1.
Remark 7.7.
For (n, n−1, δ) with δ ≤ n−2, even the bound (e−1) ·nδ · δ! is smaller than
the conjectured bound 2(δ+1)(n−1)−2.
Proof.
For a given degree δ, the smallest possible value for n fulfilling the restrictions
is n = δ + 2. In this case and as long as δ ≥ 2 (for δ = 1, the problem is
solved anyway), (e − 1) · nδ · δ! = (e − 1) · (δ + 2)δ · δ! is smaller than
2(δ+1)(n−1)−2 = 2δ(δ+2)−1.
This is true since for δ = 2, one has (e− 1) · 32 < 27 and the bound increases
with factor (δ + 1)(δ + 2)
(
δ+3
δ+2
)δ
when δ increases by 1, while the conjecture
increases with factor 22δ+4, which is larger because 2δ >
(
δ+3
δ+2
)δ
and 8 · 2δ >
(δ + 1)(δ + 2).
Since the conjectured bound increases with factor 2δ+1 when n increases, and
our new bound only with factor (1 + 1/n)δ, the new bound is better for all
2 ≤ δ ≤ n− 2.
7.3 Comparison of bounds for arbitrary parameters
In this subsection, we only consider cases where max(k, n− k) ≤ δ since the
other cases were already considered before. Using again the duality result
from Theorem 2.12, for Bγ as well as for the bounds of Theorem 4.2, one
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could take the minimum of the values for (n, k, δ) and (n, n− k, δ) to get the
best possible bound.
Theorem 7.8.
For all parameters with δ ≥ max{k, n− k} but
(2, 1, δ) with δ arbitrary,
(3, k, δ) with k ∈ {1, 2}, δ ∈ {2, 3, 4, 5},
(4, 2, δ) with δ ∈ {2, 4},
(5, k, 3) with k ∈ {2, 3}
the bounds of Theorem 4.2 are able to improve Bγ.
Proof.
Using (amongth others) the Stirling formula, one gets
Bγ > 1/2· 1
2(L+ 1)(n− 1) ·
22((L+1)(n−1)−1)√
pi((L+ 1)(n− 1)− 1) >
22((L+1)(n−1)−1)
4
√
pi((L+ 1)(n− 1))3/2
and(
(L+ 1)n
(L+ 1)(n− k)
)
(L+ 1)(n− k) < (L+ 1)(n− k) · 2
(L+1)n√
pi(L+ 1)(n− 1)/2
≤
√
2(L+ 1)(n− 1) · 2
(L+1)n
√
pi
Therefore, in order to get M1 < Bγ , it is sufficient if
√
2 · 2L+5((L+ 1)(n− 1))2 ≤ 2(L+1)(n−1).
It is sufficient to consider the case L ≥ 2, which is implied by n− k ≤ δ and
k ≤ δ.
For n = 2, it is clear that above inequaltity is not fulfilled for all L ≥ 2.
For n = 3, it is fulfilled for L ≥ 14 (and not for L ≤ 13) (Mathematica).
For n = 4, it is fulfilled for L ≥ 6 (and not for L ≤ 5) (Mathematica).
For n = 5, it is fulfilled for L ≥ 4 (and not for L ≤ 3) (Mathematica).
For n = 6, it is fulfilled for L ≥ 3 (and not for L ≤ 2) (Mathematica).
For n ≥ 7, it is fulfilled for all L ≥ 2 (Mathematica).
(One can show with Mathematica that it is fulfilled for L ≥ 2 and n = 7.
When switching from n to n + 1 the left hand side is growing by the factor
( n
n−1)
2 ≤ 4, while the right hand side is growing by the factor 2L+1 ≥ 8.
Therefore, the inequality is fulfilled for L ≥ 2 and n ≥ 7.)
Since the inequality is only sufficient, it is possible that M1 is better than
Bγ also in other cases than those mentioned above. We check this in the
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following by computing the bounds directly with Mathematica:
For n = 2, Bγ is better then M1.
For n = 3 and L ≥ 9, M1 is better and for L ≤ 7, Bγ is better (L = 8 is not
possible with n = 3).
For n = 4 and L = 5, M1 is better than Bγ . For n = 4 and L = 4, Bγ is
better than M1 if k = 2 and δ = 4 and M1 is better in the other cases. L = 3
is not possible with n = 4 and for n = 4 and L = 2, Bγ is better for δ = 2
and M1 is better for δ = 3.
For n = 5 and L = 3, M1 is better than Bγ , and for n = 5 and L = 2, Bγ is
better then M1.
For n = 6 and L = 2, M1 is better than Bγ .
In all cases for which Bγ is better than M1 it is also better than M2 and M3
(Mathematica). Thus, for the following code parameters we are not able to
improve Bγ with the above new bounds (only cases were max(k, n− k) ≤ δ,
other case was already considered before):
(2, 1, δ) with δ arbitrary,
(3, k, δ) with k ∈ {1, 2}, δ ∈ {2, 3, 4, 5},
(4, 2, δ) with δ ∈ {2, 4},
(5, k, 3) with k ∈ {2, 3}
8 Conclusion
In this paper, bounds for the probability and the necessary field size for
MDP and complete MDP convolutional codes have been shown. Moreover,
it has been proven that these bounds on the field size are able to improve
the already existing bounds. However, it is clear that these bounds are not
optimal and they do not lead to concrete constructions of codes. Hence,
this paper could be considered as one step forward towards solving the big
problem of determining the exact minimum field size for the existence of
MDP and complete MDP convolutional codes and providing constructions
of these codes over fields of possibly small size.
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