Motivation: The past decade has seen the introduction of new technologies that lowered the cost of genomic sequencing increasingly. We can even observe that the cost of sequencing is dropping significantly faster than the cost of storage and transmission. The latter motivates a need for continuous improvements in the area of genomic data compression, not only at the level of effectiveness (compression rate), but also at the level of functionality (e.g. random access), configurability (effectiveness versus complexity, coding tool set . . .) and versatility (support for both sequenced reads and assembled sequences). In that regard, we can point out that current approaches mostly do not support random access, requiring full files to be transmitted, and that current approaches are restricted to either read or sequence compression. Results: We propose AFRESh, an adaptive framework for no-reference compression of genomic data with random access functionality, targeting the effective representation of the raw genomic symbol streams of both reads and assembled sequences. AFRESh makes use of a configurable set of prediction and encoding tools, extended by a Context-Adaptive Binary Arithmetic Coding scheme (CABAC), to compress raw genetic codes. To the best of our knowledge, our paper is the first to describe an effective implementation CABAC outside of its' original application. By applying CABAC, the compression effectiveness improves by up to 19% for assembled sequences and up to 62% for reads. By applying AFRESh to the genomic symbols of the MPEG genomic compression test set for reads, a compression gain is achieved of up to 51% compared to SCALCE, 42% compared to LFQC and 44% compared to ORCOM. When comparing to generic compression approaches, a compression gain is achieved of up to 41% compared to GNU Gzip and 22% compared to 7-Zip at the Ultra setting. Additionaly, when compressing assembled sequences of the Human Genome, a compression gain is achieved up to 34% compared to GNU Gzip and 16% compared to 7-Zip at the Ultra setting. Availability and Implementation: A Windows executable version can be downloaded at https:// github.com/tparidae/AFresh. Contact: tom.paridaens@ugent.be
Introduction
Modern DNA sequencing techniques generate vast amounts of genomic data. Earlier research even suggests that the domain of genomic data will be either on par with or exceeding other big data domains such as astronomy and media in terms of data acquisition, storage, distribution and analysis (Stephens et al., 2015) . It is therefore necessary to develop compression algorithms that offer a high level of effectiveness, and where the latter takes the form of lower compression rates. In 'Genome sequences as media files' (Paridaens et al., 2014) , the authors discuss their views on the rising need to handle genomic data files as media files. The authors discuss functionalities, such as random access, and the applications that become possible when compression formats offer them.
Typically, raw sequencing data are stored in FASTQ files, consisting of reads that are in their turn made up of metadata, genomic symbols, and corresponding quality values. The reads in a given FASTQ file can subsequently be aligned and stored into a file using the Sequence Alignment/Map (SAM) format or into a file using the more storageeffective Binary Alignment/Map (BAM) format. The raw sequencing data can also be used to create so-called assembled sequences, using the redundancy among reads to recreate a whole genome. As a result, assembled sequences contain much less redundancy that can be exploited, thus requiring a different compression approach.
In this paper, we propose a novel framework for compressing genomic data, having support for:
• encoding both reads and assembled sequences;
• single-pass encoding;
• stand-alone, no-reference encoding;
• Context-Adaptive Binary Arithmetic Coding (CABAC); and • random access in combination with CABAC.
• extensibility with:
• additional input file formats;
• additional coding tools; and • additional output file formats.
We organized this paper as follows: In Section 2, we discuss related work and the general approach used for evaluating our framework. In Section 3, we outline the framework that has been used as a basis for our research. In Section 4, we explain how we optimized the implemented Context-Adaptive Binary Arithmetic Coding (CABAC) entropy coder, and in Section 5, we detail how we were able to maintain support for random access. In Section 6, we evaluate the impact of random access on the CABAC entropy coder, and in Section 7, we discuss our experimental results for the compression of both reads and assembled sequences. Finally, in Section 8, we present our conclusions.
We would like to make note that this paper requires the reader to have basic knowledge on popular genomic data file formats (Wandelt et al., 2014) and arithmetic coding (Langdon et al., 1984) .
Related work
In this section, we will discuss some of the existing algorithms used for the compression of genomic data without the use of reference data. In general, two different types of compression solutions are used for the compression of genomic data: generic compression tools and specialized genomic data compression algorithms.
Generic compression tools such as GNU Gzip and 7-Zip provide support for the compression of both reads and assembled sequences, are easy-to-use and offer acceptable compression rates. As a result, these tools are very popular; however, the aforementioned tools do not come with support for random access. As a result, it is necessary to transmit complete files, even when only partial data is needed.
Specialized genomic data compression tools can be typically split in two different types, depending on the input data: Read data (e.g. Deez (Hach et al., 2012 (Hach et al., , 2014 and Scramble (Bonfield et al., 2014) or assembled sequences (e.g. ERGC (Saha and Rajasekaran, 2015) and iDoComp (Ochoa et al., 2014) . Most tools rely on the use of so-called reference sequences. Such an approach allows for significantly lower compression rates compared to stand-alone compression. We chose for the stand-alone solution, as this allows to handle every file as a seperate entity, without dependencies. Furthermore, popular genome data banks such as the DNA Data Bank of Japan (ftp.ddbj.nig.ac.jp) and EBI (www.ebi.ac.uk) provide all data in non-reference file formats such as FASTQ and BAM. It can be noticed that only parts of the data banks are in the reference-based CRAM format. These elements lead to the investigation of a referenceless approach. But, as will be discussed later, the proposed framework can easily accomodate a reference-based approach.
To provide a proper analysis of the proposed compression framework, we split the experimental assessment into two parts: one evaluation focussing on reads and one evaluation focussing on assembled sequences.
For the evaluation focussing on read compression, we selected three genome-specific tools that allow for stand-alone compression: SCALCE (Hach et al., 2012 (Hach et al., , 2014 , ORCOM (Grabowski et al., 2014) and LFQC (Nicolae et al., 2015) . These algorithms are the highest-performing algorithms currently available, outperforming other state-of-the-art formats such as QUIP (Jones et al., 2012) and DSRC2 (Roguski et al., 2014) by a significant margin.
It should be noted that these three tools do not support random access, thus allowing them to be more effective. Indeed, they can exploit redundancy that is available across all input data. This observation holds particularly true for SCALCE and ORCOM, as these two tools take advantage of a two-pass approach that first analyzes redundancy throughout the whole input file before applying compression. However, this two-step approach typically requires a high amount of memory or a high amount of disk space for temporal storage. Additionally, a single-step approach allows for live encoding. Live encoding allows for the framework to act as a filter that compresses genomic data as it is being generated.
To complete the evaluation of read compression, we added results obtained for the popular GNU Gzip approach and the highly effective 7-Zip approach.
For the evaluation focussing on assembled sequence compression, GNU Gzip and 7-Zip were used, as we were not able to identify and obtain access to other no-reference approaches for large assembled sequences.
Proposed framework
In this section, we will discuss the proposed framework. We will discuss the high-level processing steps, supported alphabets, available coding tools, the used arithmetic coding algorithm and finally the main syntax elements.
The proposed framework compresses the input data as a continuous stream of genomic symbols, without any reference to external data, thus following an approach that is similar to the approach typically used in the area of video compression (Sze and Budagavi, 2012; Wien, 2015) . Figure 1 shows the different steps used by the proposed framework:
1. The input data are divided into a stream of genomic symbols and a stream of metadata (quality scores and additional data) (a). The metadata stream is stored separately; the genomic symbol stream is split into blocks of a fixed length (b). The block size used for read compression is typically equal to the length of the reads; the block size used for assembled sequence compression is of less importance. 2. A set of prediction and encoding tools is used to process each block (a). The tool with the highest effectiveness is selected (b). The effectiveness is defined by performing step 3, without writing to disk. The set of coding tools can be easily extended with additional tools. 3. The tool identifier, parameters, and residual data are then converted to an optimized binary representation (a) for CABAC (b), and CABAC output is subsequently written to disk.
Within the scope of this paper, we focus on referenceless compression. Therefore, the input data will only consist of the input file. This file will then be used in step 2 for prediction and encoding. By extending the input data with a second inputfile (in casu the reference file) and using this second inputfile in step 2, the compression can be made reference-based. The full assessment of this approach is not in the current scope and can be qualified as future work.
Nucleic acid codes
Although DNA is made up of only four nucleotides (A, C, G, T), sequenced genomic data can contain additional so-called IUB/ IUPAC nucleic acid codes. Our compression framework supports three different types of alphabets:
The proposed framework selects the alphabet on a block-per-block basis, to maintain optimal compression effectiveness.
Prediction and encoding tools
Our framework uses a set of coding tools to compress genomic symbols. This set of coding tools allows our framework to adapt to different types of genomic data. Figure 2 shows the different coding tools that are currently available in the proposed framework. The coding tools used by our framework can be divided into two groups: prediction tools and encoding tools.
Prediction tools define a prediction and create correction information (residual data). The predictions are based on previously encoded parts of the input file or on a repetition of one or more bases. To mitigate compression complexity, the search and hierarchical tools will only look for the best matching blocks within a certain search window of n blocks. The latter parameter can be configured at startup.
Encoding tools convert blocks to a bit representation. This can be either plain bit encoding (BE) or based on the statistical analysis of previously encoded parts of the input file (HxE). The statistical analysis for the HxE tools is limited to the search window.
The selection of the provided prediction tools is such that they are able to exploit a variety of known characteristics of genomic data. They are as follows:
• Single Nucleotide Repetition (SNR)-generates a prediction based on the repetition of one nucleotide. This tool is mainly applied to homopolymers and regions of uncertainty (represented by a repetition of the nucleotide N).
• Double Nucleotide Repetition (DNR)-generates a prediction based on the repetition of a pair of nucleotides.
• Codon Repetition (CoR)-generates a prediction based on the repetition of codons (or, as such, amino acids).
• Normal Search Prediction (NSP)-selects, within the search window, the contingent sequence of nucleotides of length block_size that has the least amount of mismatches when compared to the current block. This tool can for instance be used to compress tandem repeats.
• Reverse Complement Search Prediction (RCSP)-reverses and complements the current block, followed by an NSP based on this converted block.
For larger block sizes, it may be more effective to split a block into two smaller parts, so to be able to look for a match separately. Therefore, two hierarchical prediction tools are provided:
The provided encoding tools are as follows:
• Binary Encoding (BE)-represents all nucleotides in a binary manner using two bits (simple alphabet), three bits (extended alphabet), or four bits (full alphabet). BE is needed to encode the first block after a Random Access starting point and provides a lower boundary for compression effectiveness when encoding blocks.
• Huffman Encoding (HxE)-represents the input nucleotides using Huffman Encoding. Three Huffman trees are generated, based on the nucleotide frequencies in the search window: H1E for encoding of single nucleotides, H2E for encoding of pairs of nucleotides and H3E for encoding of triplets of nucleotides, and where these triplets correspond to codons or amino acids. 
Context-adaptive binary arithmetic coding
Context-Adaptive Binary Arithmetic Coding (CABAC) is a tool for lossless entropy coding. Due to the high effectiveness of CABAC, when the input data for CABAC is transformed properly, it has become an essential part of modern standards for video compression (Marpe et al., 2003; Sze and Budagavi, 2012) . As a result many hardware implementations are already available. CABAC is an arithmetic coder that works on binary values. Therefore, non-binary values need to be converted to a binary representation (binarization). For all bits of this resulting binary representation, a context is maintained that consists of a value representation of the possibility of that bit to be of a certain value (modeling). As with all arithmetic coding algorithms, it is important to make each bit of this binarization as predictable as possible, so to optimize effectiveness. As a result, binarization is key for an effective CABAC implementation. During coding, CABAC updates the defined context during data processing, so to be able to adapt to changing data characteristics. In total, the proposed framework defines 112 contexts, together with binarization methods for the parameters of every coding tool (both prediction and encoding tools), residue, and for some additional syntax elements.
Within our framework, CABAC is used to further reduce the entropy of the different syntax elements, including the residue. Therefore, CABAC is the last step before file output. To optimize the effectiveness, CABAC is also applied during tool selection. As a result, tools are selected based on their performance after CABAC.
Before going into detail, we will first discuss the syntax elements that are fed to the CABAC coder as input.
Syntax Elements
Every block that is processed by the CABAC coding engine contains five syntax elements:
• Last block flag-signals if the current block is the last block of a genomic symbol stream.
• Alphabet-signals the alphabet used to encode the current block.
• Predictor-signals the predictor used to encode the current block.
• Predictor Specific Parameters-signals the parameters for the selected predictor (e.g. the pointer to a reference block).
• Residue-contains data to correct prediction errors.
In the next section, we discuss how we defined the binarization and context modeling for the main syntax elements.
Optimization methodology
In this section, we will discuss the process of statistical analysis of the main syntax elements followed by the resulting definition of a binarization and context modelling for these elements. Based on this process, we were able to maximize the performance of the CABAC arithmetic coder.
The optimization process consisted of two iterations and was based on two test files:
• The Human Y Chromosome (ftp://ftp.ncbi.nih.gov/genomes/H_ sapiens/CHR_Y/) • The Arabidopsis Thaliana Genome (https://www.arabidopsis.
org/download_files/Sequences/TAIR10_blastsets/TAIR10_seq_ 20101214_updated)
In the first iteration, we encoded the test files without CABAC and analyzed the results in order to define the binarization and context selection procedure for the alphabet indicator and the residue. In the second iteration, we encoded the test files with CABAC enabled and repeated the process of analysis, binarization definition and context selection for the predictor indicator and the predictor specific parameters. Thanks to this iterative approach, we were able to incorporate the influence of residue compression on the predictor selection.
For different combinations of the block size and window parameters, we compressed the two samples without entropy coding. We then processed statistics on the usage and characteristics of the different syntax elements. Based on these measurements, we defined predictions that form the basis for effective binarization and context selection procedures. Additional tests showed that, due to the adaptive nature of CABAC and the way we designed the binarizations, no changes were needed for the compression of reads. In what follows, we discuss the binarization and context modeling of the most important syntax elements.
Binarization and context modeling of the alphabet indicator
To find a suitable binarization for the alphabet indicator syntax element, we adopted the reasoning that nucleotides other than A, C, G, T may be present, due to uncertainties introduced by sequencing machines and sequencing algorithms. These uncertainties (especially, uncertainties denoted by the character 'N') often occur in bursts. It is therefore expected that, for most blocks, the alphabet indicator will be the same as the previous block. This is confirmed by a statistical analysis, which shows that our assumption is correct for 95.56% to 99.99% of the cases, depending on the block size and test file.
Based on the above observation, we defined the binarization of the alphabet indicator as the combination of a prefix and a suffix. The prefix is a flag indicating whether or not the current alphabet is the same as in the previous block. If another alphabet indicator is used, the suffix is appended. The suffix is used in order to discern between the remaining possible alphabets. Table 1 shows the binarization scheme applied when three alphabets are configured.
In the context modeling procedure, a different context is selected for the prefix and the suffix. The context used for the prefix is initialized with the most probable symbol (MPS) equal to one and a probability state resembling a high degree of certainty. The context used for the suffix is initialized with MPS equal to zero, and a probability state assigning equal probability to zero and one. The characteristics of the suffix are then learned by CABAC throughout the encoding process.
Binarization and context modeling of the residue
A residue is the correction that needs to be applied to a prediction in order to generate the original block. A residue consists of two parts: error positions (represented by a Residue Mask) and error corrections. Figure 3 shows an example of a double repeat prediction, based on the nucleotide pair CG, generating the correct output block by applying the residue. The residue is binarized in two parts: error positions (a series of ones and zeros) and error corrections (in Fig. 3 , this is represented by a list of nucleotides for ease of readability).
The error positions are binarized as a mask of length block_size. For each position in the block, a zero indicates a correct prediction and a one indicates an incorrect prediction (see Fig. 3 ). We expect the number of mismatches to be lower than the number of matches (zeros), as the best prediction is selected. This is a highly desirable property for CABAC. For context modeling of the error positions, we select a different context per coding tool. That way, we acknowledge that predictors do not perform equally well, and as such, that we need to take into account a different ratio between matches and mismatches.
The error corrections are encoded as a sequence of corrections. For blocks using the full or extended alphabet, the fixed-length binary index of the correct letter in the corresponding alphabet is encoded outside of CABAC. For the majority of the blocks (that is, blocks that use the simple alphabet), we apply binarization.
For ease of comprehension, we consider a 2 Â 2 square filled left to right and top to bottom with the letters A, C, G, T. We represent the correction as the orientation of the arrow pointing from the prediction to the correction. The orientation is either horizontal, vertical, or diagonal. Figure 4 shows an example of a diagonal orientation, having G as the prediction and A as the correction.
Statistical analysis of the prediction errors that occurred in the test files generated in iteration one showed that diagonal corrections are occurring more frequent than horizontal and vertical corrections, especially for predictions of C and G, where probability of such correction is over 50%. Therefore, we assign a short binarization (existing of only the prefix) to the diagonal orientation (Table  2 ). An additional suffix is added to select between Horizontal and Vertical corrections.
For context modeling, we select a different context based on the predicted nucleotide, as the relative frequencies of the orientations differ per nucleotide.
Binarization and context modeling of the predictor indicator
To define a suitable binarization for the predictor indicator, we investigated the second iteration encodings for the relative frequency of the different predictors and the frequency of two neighboring blocks using the same predictor. Table 3 shows the resulting binarization scheme.
For the majority of the predictors (all predictors, with the exception of the split predictors), the probability of two neighboring blocks using the same predictor is between 35% and 50%. In case of reads, the probability rises even to more than 95% for NSP and RCSP. Therefore, a first flag is used to indicate whether or not the predictor is the same for this and the previous block. That way, one prefix suffices to represent the predictor for approximately 40% of the blocks, with a peak of 95þ% for high-coverage aligned reads.
From the analysis of the relative frequencies of the different predictors, we deducted that the encoding tools (Binary and Huffman) were used for more than 60% of the blocks, in case of assembled sequences. Therefore, we use a second flag in our binarization scheme to indicate whether the current coding tool is part of this group or not. For aligned reads, NSP and RCSP are typically used more than 95% of the blocks, which leads to a high probability of the first flag being 1, skipping the second and third flag. Some of the tools (e.g. Single, Double and Triple Repeat) are only used in very specific cases and are therefore uncommon. To separate these from the other predictors, a third flag is used. Finally, a suffix is added to identify the predictor in each of the subgroups. A simplified binarization scheme is shown in Table 3 .
In the context modeling procedure, we apply different context models for the first flag, taking into account the previously used coding tool as one tool is more prone to repetition than the other. For the second flag, one of two context models is selected, based on whether or not the previous coding tool was an encoding tool. For the third flag, one of two context models is selected, based on whether or not the previously used prediction tool was common (NSP or RCSP) or not. Lastly, for each suffix, a context model is provided.
Random access
In this section, we will discuss the effect of random access on the usage and effectiveness of CABAC.
The impact of CABAC on random access is defined by the concept of arithmetic coding; it is impossible to discern individual symbols or syntax elements in an arithmetically coded bitstream. Following this reasoning, the only point in the compressed bitstream where decompression can start, is at the very beginning.
To allow for random access, we provide additional entry points (that is, points where decompression can start), by resetting the encoder to its initial state every m blocks. That way, we create groups of CABAC-encoded blocks. Each group of blocks can be decoded separately, and as such provides a random access point. For ease of use, random access blocks are byte-aligned. Typically, a reset frequency of every 32 768-262 144 blocks allows for optimal compression results. The total coverage of a random access block can be calculated by random_access_block_size * block_size. Table 4 shows the typical loss in compression effectiveness for a set of reset windows sizes compared to the optimal frequency of 131 072 blocks. From these results we can conclude that the choice of the CABAC reset window (and as such the random access block size) has a minor effect on the compression effectiveness.
Experimental results
In this section, we will discuss the experimental setup and the effectiveness of the proposed framework when encoding reads and assembled sequences.
Experimental setup
To analyze the compression effectiveness for genomic reads, we used five test files that are part of the so-called MPEG benchmark set (http://mpeg.chiariglione.org/standards/exploration/genome-com pression/database-evaluation-genome-compression-and-storage). The selected files contain aligned data in SAM/BAM format (both high and low coverage) and were converted to FASTQ. The files with aligned reads were selected as they improve the efficiency of the search tools, as best matches are expected to be available in close proximity. For files with non-aligned reads, it would be advised to preprocess them to generate 'clusters' of similar reads. This will improve compression effectiveness and efficiency as it removes the need for very large window sizes to exploit redundancies. As discussed further, the framework has been designed to support easy modification and extension, and is therefore not optimized for speed. Metadata information is ignored for our measurements for all tested compression solutions. Details on the sequences selected can be found in Table 5 . All files contain the nucleotides A, C, G, T and N.
To analyze the compression effectiveness for assembled sequences, we used assembled sequences from the NCBI archive (ftp:// ftp.ncbi.nih.gov/genomes/). A selection has been made that contains all Human Chromosomes (of which ChrY has been used to configure CABAC), and multiple genomes originating from plants and bacteria. A list of the test files, their sizes can be found, together with the compression results, in Table 7 .
The compression tests were performed in parallel on a set of five servers, each equiped with 2 Intel Xeon E5-2650 v3 CPUs (10 cores þ 10 HT cores each) and 128 GB of RAM. Each computing core was dedicated to the encoding of one test file with one configuration (a window size/block size combination) at a time. Speed tests were performed sequentially on a workstation, equiped with an Intel i7 4790K processor and 16 GB of RAM.
Reads
In this section, we will compare our framework to three existing algorithms: ORCOM, SCALCE and LFQC. Additionally we will compare our framework to two generic algorithms, both at their highest compression setting: GNU Gzip (-9 setting) and 7-Zip (ultra setting).
The configuration of the framework was as follows:
• The random access block size was set at 131 072 blocks. As shown in table 4, as this is the optimal value. • The block size was selected to match the length of the reads in the different test files.
• The window size was selected based on the coverage of the reads and the type of genome.
The actual values used for block and window size, can be found in Table 5 . The results for the different algorithms are, as the results for our proposed framework, limited to the genomic symbols. Quality values and metadata are ignored.
The compression results for our proposed framework, together with the results of the other algorithms, are shown in Table 6 . The results are expressed in bits per base (bpb), with a base denoting a nucleotide. We can observe that the compression rates obtained by AFRESh range from 0.1523 bits/base for Bacteria to 1.1074 bits/ base for the low-coverage Homo Sapiens sequence. Comparing the compression results with GNU Gzip, 7-Zip, SCALCE and LFQC, we can see a better compression rate for all of the test files, while additionaly offering random access. Comparing the compression results to ORCOM, we can see a gain of 3-44% for Homo Sapiens (low), Cancer Cell Lines and Bacteria. For Homo Sapiens (high) and Homo Sapiens RNA on the other hand, we can see a compression rate that is 30% lower. While the random access overhead can be a cause of loss in compression effectiveness, this cannot explain such a large difference. Indeed, further analysis showed that the coverage of the reads in these files is not equally divided. Especially in the last 4% of the reads, coverage is much lower. With lower coverage, a larger window size will offer better compression rates. As the window size parameter is fixed in our current version of the framework, this cannot be handled efficiently. Initial simulations on the Homo Sapiens (High) test file with an adaptive window size show compression gains of at least 12%, compared to the non-adaptive version. Further, it should be noted that, next to the additional functionality (random access), our solution is single-pass and as such can only exploit redundancy based on previously processed data. Dual-pass solutions, such as ORCOM and SCALCE, can exploit redundancy across the whole input file at a cost of temporal disk storage or extensive RAM usage. Single-pass processing on the other hand, has the advantage to be able to compress data as it is being generated. For completeness, we added a column in Table 6 that shows the actual gain using a properly configured CABAC arithmetic coder versus raw syntax and residue storage-AFRESh (RAW). CABAC offers a gain of between 33.21% and 62.25% across the test set.
The compression speeds, given the compression settings shown in Table 5 , range from 190 KiB/s to 579 KiB/s. It needs to be emphasized that during development of our compression framework, focus was on extensibility, adaptabililty and readability, and not on speed.
Assembled sequences
In this section, we will compare our proposed framework to two generic compression algorithms, as the authors could not identify and obtain access to solutions that support compression of large assembled sequences without reference files. The configuration of the framework was as follows:
• The random access block size was set at 131 072 blocks.
• The block size was set to 132 bases. As shown in Figure 5 , this value offers highest effectiveness over the different chromosomes of the human genome. From the evolution of compression effectiveness, shown in Figure 5 , Higher blocks size are expected to show limited gains, while increasing the random access block size.
• The window size has been set to 5 values: 1, 4, 64, 1024 and 8192. Each will result in their own bias of effectiveness and efficiency.
• CABAC was enabled for all window sizes.
• To display the power of CABAC, the test is also run with CABAC disabled and window size 8192. Table 7 shows the compression results for different window sizes: 1, 4, 64, 1024 and 8192, comparing them to both GNU Gzip and 7-Zip. An additional column shows the compression results for a window size of 8192 with CABAC disabled (RAW). Looking at the window size, it can be seen that with every increase of the window size, the compression results improve significantly. As complexity increases linearly with the window size, a trade-off can be made easily, depending on the requirements and available computing resources. Compared to other solutions, it can be seen that our framework outperforms GNU Gzip, even at the smallest window size, both for human genomes and other types of genomes. Compression gains of up to 34% were seen. Our framework outperforms 7-Zip for most of the sequences at a window size of 4 and shows high gains of up to 16% in compression effectiveness at larger window sizes such as 1024 and especially at 8192. Finally, the result show that CABAC offers an additional compression gain of between 7% and 19% over RAW syntax storage. It needs to be noted that the Chromosome Y test file was also part of the CABAC training set, although this is not expected to have a big influence on the compression effectiveness. Other chromosomes, such as Chromosome 19, can be compressed equally well and have equal gains with the usage of CABAC.
As mentioned in the previous section on reads, our current implementation has not been optimized for speed. Compression speeds range from 382 KiB/s for window size 1 down to less than 1 KiB/s for window size 8192.
Conclusions and future work
In this paper, we presented AFRESh, an adaptive framework for compression of genomic data. This framework compresses both genomic reads and assembled genomic sequences without reference files. The input data is processed in a single pass, allowing for compression during generation of the data and foregoing additional disk space or memory usage for the storage of temporary files. The proposed framework splits the genomic data stream into blocks and selects, for each block, the most effective tool from a set of encoding and prediction tools. This set of tools has been selected to exploit the different types of redundancy available in genomic data and can be easily extended by additional tools. The resulting data stream is then transformed into binary representations that are then fed to the Context-Adaptive Binary Arithmetic Coder (CABAC). To the best of our knowledge, our paper is the first to describe an application of CABAC outside of its' original application. The binarizations and defined contexts described in this paper, result in a compression effectiveness gain of up to 19% for assembled sequences and up to 62% for reads. Besides effectiveness, the proposed framework offers additional functionality in the form of random access. In this paper, we discuss how to handle random access on output of an arithmetic coder, where there is no possibility to discern individual symbols.
The proposed framework outperforms, with the current set of tools and and use of CABAC, a common solution, such as GNU Gzip, with a compression improvement of up to 41% for reads and 34% for assembled sequences. For reads, the proposed framework outperforms specialized compressors such as SCALCE by up to 51%, LFQC by up to 42% and ORCOM by up to 44% in terms of compression effectiveness. For reads, generic compressors like GNU Gzip and 7-Zip (ultra setting) are outperformed in terms of compression effectiveness by up to 34% and 16%, respectively.
As mentioned in this paper, the proposed framework could be further improved w.r.t. compression and functionality. As such, future work will focus on:
• The addition of a sorting or alignment pre-processing filter that creates 'clusters' of similar reads. This will improve compression efficiency and effectiveness on non-aligned read files and is a technology used by for instance SCALCE and ORCOM.
• The addition of reference-based compression by using an additional input file (in casu the reference file) as the reference for the coding and prediction tools.
• The extension of the encoding tool set to improve compression efficiency. 
