Abstract: The paper deals with observers for dynamic data reconciliation in mineral and metallurgical processing plants. In these industrial domains, improvement of data quality could have a significant impact on benefits generated by advanced control and real-time optimization applications. A review of the most common approaches is presented and the different observers are evaluated using benchmark plants. The aim of the paper is to compare the performance of methods in a systematic way and to highlight their strengths and weaknesses. For this purpose, a separation unit and a typical flotation circuit operating in stationary mode are used as benchmarks. Improvements to stationary observer that takes into account the autocovariance of accumulation rate is also proposed.
INTRODUCTION
Efficient and safe plant operation can only be achieved by accurate measurements of process variables. Data quality has a strong impact on the performance of process control and optimization applications. Plant-wide management and business strategies rely on accurate and reliable data to maximize profits, to deal with market changes, and to achieve environmental, health, and safety objectives. As discussed by Bagajewicz (2010) , information has an economic value -as well as an associated cost -and, in many situations, advanced measurement strategies and associated filtering or estimation techniques could generate important benefits compared to their implementation and maintenance costs.
Measured data is always affected by experimental errors. No sensor can be built that is absolutely exact and accurate. In addition to uncertainty related to measuring devices, errors can arise from sampling or sensors positioning, because of the inherently space and time heterogeneity of process variables. Reporting errors during signal conversion may also occur. Measurement errors are classified as systematic or random. Systematic errors, also called biases, are linked to deficient instrumentation or inexact calibration. These errors should be detected in early filtering stages before any further data processing. Random errors are due to stochastic events related to instrumentation (sampling and measurement devices), material properties fluctuations, and external disturbances. They are characterized by statistics such as standard deviation, a parameter which quantifies measurement precision. As defined by Miller (1983) , the accuracy of a measurement is the closeness to the true value and it includes the effect of both systematic and random errors. In the present paper, only random errors are considered. Accuracy and precision are then equivalent terms in this context. Data reconciliation is a well-known method that improves the reliability and precision of process measurements. It was first introduced by Kuehn and Davidson (1961) . Also, under favorable observability conditions, data reconciliation is able to estimate unmeasured process variables. These are valuable aspects of this method for the process industry since, in many cases, strategic variables are only measured with limited precision or simply not measured because of feasibility concerns or prohibitive costs. This situation is particularly true for metallurgical and mineral processing plants (Sbarbaro and del Villar, 2010) . On the one hand, steady-state data reconciliation is largely applied to estimate the underlying average regime of a process in applications such as production accounting, process audit or survey analysis. On the other hand, advanced process control, fault detection algorithms, and real-time optimization require the estimation of true process dynamic states which are generally coupled to dynamic data reconciliation. Different approaches could be taken for dynamic data reconciliation. The filtering algorithm complexity depends on the selected process model; it could range from a simple mass conservation constraint sub-model to a complete causal dynamic model. The selection of the most appropriate algorithm should always result from a compromise between modeling efforts required to develop the observer and precision improvement.
A simple approach is the application of steady-state data reconciliation on a real-time basis. Despite the attractive simplicity of this solution, the estimates precision could be less than measurement errors themselves depending on plant dynamics, which is not acceptable from a practical point of view (Poulin et al., 2010) . In order to cope with process dynamics, which usually imply inventory variations, while limiting modeling efforts, stationary observers (Makni et al., 1995) represent an interesting compromise. They process temporary accumulations as random variables. Darouach and Zasadzinski (1991) proposed a generalized linear dynamic observer to handle mass conversation constraints incorporating accumulation terms. Finally, a complete causal dynamic model could also be used to implement a Kalman Filter observer for dynamic data reconciliation (Narasimhan and Jordache, 2000) .
The objective of the paper is to review the preceding dynamic data reconciliation methods and compare their performances using simulators of typical plants as benchmarks. Plants considered in this study are assumed to operate under stationary conditions. This operating mode is a representative description of a wide range of industrial processes which operate in normal conditions during sufficiently long periods where major deterministic changes do not occur. Comparisons are made in terms of variance reduction. Other aspects such as modeling efforts, required measurements, observer tuning, and observability are discussed. An improvement to the stationary observer that includes supplementary autocovariance information is also proposed.
OBSERVERS
Plant models provide information about the process behavior and therefore allow useful data processing such as data reconciliation. Different observers can be designed for a given process depending on the complexity of the selected model. As described by Lachance et al. (2006) , it is possible to perform adequate data reconciliation using only partial information about the process, i.e. using a sub-model. Different sub-models lead to different observers. In this section, four most commonly used observers will be presented briefly; also a new modified observer will be introduced.
Systems studied in this paper are assumed to operate under stationary conditions. It is therefore supposed that, over a long period of time, the process flow rates and inventories fluctuate about constant means with invariant covariance properties of process variables. This operating regime is a suitable representation of a wide range of industrial processes which operate in normal conditions assuming infrequent major deterministic changes. The simplest data reconciliation problem involves a linear model with all variables directly measured. This assumption is used in the present study for providing a fair and efficient comparison tool of the various observers.
Steady-State Observer
The linear steady-state observer (SS) assumes that process variables comply with mass conservation constraints, leading to the following sub-model
where k x is the vector of stream flow rates of a given component at time instant k and M is the plant incidence matrix corresponding to the plant model. When all variables are measured, the measurement equation becomes
where k y is the vector of measured flow rates, and k v is a white noise representing measurement errors with the following properties
The steady-state observer is obtained by solving
The expression of state estimates is then given by (Kuehn & Davidson, 1961) ( )
For a process operating in stationary conditions, implying k k w Mx = , the covariance of the estimation error ) cov(
is (Almasy, 1990 )
and W , the covariance matrix of accumulation rates, is
where X is the calculated covariance of stream flow rates. In the present context of dynamic data reconciliation, it is worth noticing that the estimation error covariance matrix is calculated for the difference between estimated and true dynamic values, even though the observer assumes the process is steady-state. The second term of P in (6) takes account of neglected dynamics.
For implementation purposes, the required parameters for steady-state observer are listed in Table 1 . The incidence matrix M is easily obtained using process flow diagrams and the measurement error covariance matrix V can be estimated by direct or indirect approaches as suggested by Morad et al. (1999) and Chen et al. (1997) . Table 1 . Implementation parameters for observers
Stationary Observer
The stationary observer (ST) considers the plant operating in a stationary mode and processes inventory variations as random variables. The assumed sub-model for this observer is
Where k w represents accumulation rates with the following properties
The measurement equation and noise properties are respectively given by (2) and (3). By solving the following optimization problem
linear state estimates are obtained as (Lachance et al. 2007 )
where ( )
The covariance of the estimation error is calculated using
Implementation parameters for the stationary observer are gathered in Table 1 . Different approaches are described by Lachance et al. (2007) for the evaluation of V and W .
Modified Stationary Observer
This section attempts to introduce a modified stationary observer for improving estimation performance. In comparison with the standard stationary observer, the new optimization criteria incorporates an additional term which constrains the difference between two successive samples of the accumulation rate, therefore, taking account of the autocovariance of k w . This autocovariance is the global result of the correlation existing in the input disturbances and induced by the process dynamics. In the present work, only one term of the autocovariance is utilized, but the concept can be extended to longer horizons. Estimates are obtained by solving the following equation
By solving the above optimization problem (15), state variables are estimated as
The covariance of estimation error P is calculated using
( )
Required parameters for the implementation of the modified stationary observer (MST) are listed in Table 1 . Matrices V , W and β can be estimated using techniques suggested for standard stationary observer and by traditional correlation methods respectively.
Generalized Linear Dynamic Observer
The generalized linear dynamic observer (GLD) is an on-line estimation method for dynamic mass balance equations (Darouach and Zasadzinski, 1991) . The liner model considered here is exact and all variables assumed to be measured (flow rates as well as accumulations). If process equations contain more variables than constraints, they cannot be written in a standard state equation form and it leads to a formulation usually called singular or generalized dynamic model, therefore implying that the standard Kalman filter cannot be applied to estimate states.
The mass balance and measurement equations can be written in the following form
where k x and k O are process flow rates and accumulations (inventories) respectively. The random variable k v is the measurement noise and its covariance matrix is
where o V and x V are the variance of measurement noises of accumulations and flow rates respectively. Equation (24) can be alternatively written
where
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Optimal estimates subject to the model constraints are obtained by the following recursive equations (Darouach and Zasadzinski, 1991) 
where k k Z | and k k P | stand for the estimated states and estimation error covariance at time instant k based on the knowledge of measurements up to time k. The required parameters for this observer implementation are listed in Table 1 . Those are the same as the ones used for the steadystate observer, except the accumulation measurements.
Kalman Filter
Kalman filter (KF) plays an important role in state estimation and data filtering problems for dynamic systems. In this regard, it is used for dynamic data reconciliation problems extensively. When a dynamic system has uncertainty and/or process noise and when all variables are measured, the generic stochastic linear model of the process could be written as (2) and (3). In the linear case, the KF recursive equations are given by (Narasimhan and Jordache, 2000) 
) ( The required parameters for KF observer are listed in Table 1 . Various covariance matrix evaluation methods are reviewed by Dunik et al. (2009) and plant model can be obtained using system identification techniques or phenomenological approaches. It should also be noted that, when accumulations are available as additional measurements, KF could benefits from this supplementary information. For comparing the different observers, this case will also be considered in the next sections.
3. BENCHMARK PLANTS IMPLEMENTATION This section presents two benchmark plants used for comparing observer performances. Simulated plants are taken from the mineral and metallurgical processing industries and consist in a separation unit and a typical flotation circuit. For both benchmarks, two different situations are considered for evaluation purposes. The first one assumes that there is no accumulation measurement while the second one assumes this information available.
Separation Unit
The simulated plant has one input stream (feed) and two output streams (concentrate and tailings). 
where α is the unit separation coefficient; it is set to 0.8 in this study. Time constants 
Case One: Accumulation Not Measured
In this case, only the flow rate of valuable mineral of each stream is measurable and the benchmark plant is modeled by a 3-state variable state-space equation (three flow rates). In this context, GLD observer cannot be applied because it needs accumulation as an additional measurement. Other observers are implemented according to the listed parameters in Table 1 with the following values [ ] 
The covariance of accumulation rate W and β are calculated using (8) and (16), respectively, for each different scenarios.
Case Two: Accumulation Measured
For this case, the accumulation state variable k O is added, leading to a model that is a combination of the previousmentioned model (33) and (24). Therefore, the benchmark plant can be modeled by
Also (25) 
In addition to the GLD observer, a four-state KF observer, i.e. including the accumulation state, has been applied for comparing performances.
Flotation Circuit
In order to compare the performance of observers with a more complex and realistic plant, a flotation circuit is considered. Figure 2 shows the plant flowsheet and supplementary information about this process can be found in Poulin et al. (2009) Other indices that consider covariance terms or key performance indicators related to a specific application can be found in Poulin et al. (2010) . Table 2 presents results of the various observers for the first benchmark plant. As it benefits of a complete description of the plant, KF leads to an optimal estimation and is considered as a reference for both unmeasured and measured accumulation situations. σ . In addition, the index shows that steadystate data reconciliation produces estimates that are more precise than the measurements only for scenarios 1 to 3; whereas other observers produce more precise estimates than the measurements for all scenarios.
When accumulation measurements are available (Case two), η grows with increasing value of f x σ for KF observer; while results for GLD are independent of the plant operating regime, since the model is deterministic as proved by (24). Generally, GLD data reconciliation is an observer which only filters the measurement noises and does not consider model uncertainties. For data reconciliation purpose, GLD observer needs accumulation, as additional measurement, which can be an important drawback of this method. In most of practical cases, this measurement is not available because of some practical and economical limitations. Results obtained for the second benchmark plant are given in Table 3 . Although the flotation plant is much complex than the separation unit, similar conclusions can be drawn. The main difference is that the steady-state observer produces estimates that are more precise than the measurements for a wider range of regimes (scenarios 1 to 4). . CONCLUSION The paper reviewed various approaches for dynamic data reconciliation. The different methods were evaluated and compared using two common plant simulators as benchmarks. The plants were operating in a stationary regime, i.e. flow rates were fluctuating around their nominal values with constant statistical properties. The selection of the most appropriate observer always relies on a compromise between the modeling effort and the precision needed for the target application.
The real-time application of instantaneous steady-state data reconciliation requires little information about the process but its application is limited to low amplitude disturbances. When inventory fluctuations become important, the precision of estimates becomes larger than measurement errors. The stationary observer, that is designed to cope with operating regimes tested in the present study, offers good performances without requiring a complete model of the plant. The modified stationary observer, which uses the first term of accumulation rate autocovariance, showed little improvement compared with the standard stationary observer. It could be interesting to take advantage of using the complete autocovariance function. The generalized linear dynamic observer has proven to deliver better performances than the previous ones, but at the price of requiring accumulation measurement. For metallurgical or mineral processing plants, this requirement would generally prevent the generalized linear dynamic observer from implementation. Finally, the Kalman filter, which benefits of a complete description of the plant, was used as a reference but it could represent an important challenge in practice if one consider to obtain a complete dynamic model of the plant as well as process and measurement noise covariances.
