Abstract: During the last decades, thanks to supportive policies of countries and a decrease in installation costs, total installed capacity of wind power has increased rapidly all around the world. The uncertain and variable nature of wind power has been a problem for transmission system operators and wind power plant owners. To solve this problem, numerous wind power forecast systems have been developed. Unfortunately none of them can obtain absolutely accurate forecasts yet. Thus, researchers assumed that wind power generation is a stochastic process and they proposed a stochastic programming approach to solve problems arising from the uncertainty of wind power. It is well known that representing stochastic process by possible scenarios is a major issue in the stochastic programming approach. Large numbers of scenarios can represent a stochastic process accurately, but it is not easy to solve a stochastic problem that contains a large number of scenarios. For this reason scenario reduction methods have been introduced. Finally, the quality of this reduced scenario set must be at an acceptable level to use them in calculations. All of these reasons have encouraged authors to develop a wind power scenario tool that can generate and reduce the scenario set and test the quality of it. The developed tool uses historical data to model wind forecast errors. Scenarios are generated around 24 day-ahead point wind power forecasts. A fast forward reduction algorithm is used to reduce the scenario set. Two metrics are proposed to assess the quality of the reduced scenario set. Site measurements are used to test the developed wind power scenario tool. Results showed that the tool can generate and reduce the scenario set successfully and the proposed metrics are useful to assess the quality.
Introduction
During recent decades wind energy has been an outstanding renewable energy source. Most countries have developed policies to support wind energy deployment globally [1] . Thanks to these policies and a decrease in the installation costs, total installed capacity of wind power has increased substantially [2] . Wind farms are environmentally friendly power systems and their fuel cost is zero. However wind is an uncontrollable and fluctuating energy source so the power output of a wind farm is variable and uncertain. This uncertainty and variability has been a problem for transmission system operators and wind farm owners. System operators need an accurate generation plan for the next day to maintain and ensure a load-generation balance. On the other hand, in competitive day-ahead markets, farm owners must, in each hour, generate exactly the amount of energy they promised to deliver much earlier. To solve these problems, researchers have developed wind power forecast systems [3] . Unfortunately none of these forecast systems can generate accurate forecasts yet. Thus, in the literature, many studies assumed that maintaining the energy balance of the wind-integrated grid and wind energy trading in day-ahead markets are stochastic problems [4] [5] [6] [7] [8] [9] [10] [11] .
To solve these problems, having a scenario set that can represent stochastic processes successfully is needed. Afterwards, a stochastic programming framework can be used to achieve optimal solutions.
In the literature, researchers proposed methods to generate short-term wind scenarios. It has been seen that several studies [11] [12] [13] [14] [15] [16] [17] [18] have used wind speed to generate wind power scenarios. These methods are not so suitable to generate wind power scenarios because it is well known that the wind to power conversion adds substantial errors to the results [19] . Additionally, considerable amounts of studies [12] [13] [14] [15] [16] [17] [18] have used an autoregressive moving average model (ARMA) to generate wind power scenarios. The ARMA approach is actually for modeling stationary processes. However, wind power forecast errors are not stationary, different weather conditions of seasons affect uncertainty, and it is not easy to reject these complex effects from forecast error data. Thus, the ARMA approach is not so suitable to model the uncertainty of wind power. Few studies in the literature [20, 21] have considered the seasonal variation in the uncertainty of forecast errors. Quevedo and Contreras [20] used seasonal cumulative distribution functions (CDF) of historical data to generate wind speed scenarios. The method proposed in [21] is based on converting probabilistic forecast series (obtained by quantile regression) into multivariate Gaussian random variables. The covariance matrix is used to represent the interdependence of these variables and this matrix is recursively updated to consider non-stationary characteristics of forecast errors. Other contribution on modeling forecast errors is assessing error distributions within forecast power levels (bins). The method based on this idea is proposed in [22] and adopted in [23] . Ma et al. [23] used the empirical cumulative distribution function (ECDF) approach to model error distributions within the bins. Thanks to the non-parametric and universal characteristic of ECDF, it is possible to model any distribution successfully.
Large scenario sets will achieve all probable realizations. However it is not easy to solve a stochastic problem that contains large scenario sets. Therefore, scenario reduction algorithms have been proposed to minimize the number of scenarios [24] [25] [26] [27] . On the other hand, the quality of the reduced scenario set must be at an acceptable level to obtain optimal solutions. For this reason scenario quality tests are essential. After all, scenario generation, reduction, and quality test processes have been the major issues of these stochastic problems.
The aim of this study is to develop three useful methods that operate together to generate a scenario set for stochastic short-term wind power generation. The first method creates a scenario set that involves almost all possible realizations. This new method combines two powerful approaches; a non-parametric wind power forecast error modeling approach of [23] , and a recursive covariance matrix updating formula of [21] that injects seasonal effects into the model. Instead of wind speed errors, wind power errors were used to increase the accuracy of the model. Additionally, forecasts are separated into power bins to add the uncertainty change by power level. The second method reduces the number of these scenarios. This method is taken from the literature [28] . The last one evaluates the quality of the reduced scenario set. For this purpose two simple metrics are used. One can generate and test scenarios through these methods. Furthermore, a detailed stepwise explanation of the introduced algorithms and some useful MATLAB (2012a, Mathworks Inc., Natick, MA, USA) functions are given to make the reutilization process easier.
The contributions of this paper are two-fold:
(1) to introduce a novel day-ahead wind power scenario tool that uses scenario generation, reduction, and scenario quality testing methods together; and (2) to propose a new day ahead wind power scenario generation method that combines two powerful approaches. The rest of this paper is structured as follows: Section 2 describes the theoretical background of the introduced methods and the power plant upon which experimental studies were done. Additionally, a detailed explanation of application algorithms and results are given in this section. Section 3 describes the details of the experimental studies and results. Section 4 provides the discussion and conclusion of this study.
Scenario Generation, Reduction, and Quality Tests
Researchers have proposed a stochastic programming approach to solve problems that are encountered in wind-integrated grids. This approach requires scenario sets that can represent stochastic wind power generation successfully. In this study we introduced day-ahead wind power scenario generation, reduction, and quality testing methods. The theoretical background of these methods and the description of the study site are given in this section. The next subsection describes the forecast system and the wind farm which was investigated in this work.
Description of Study Site and Data
In this study wind scenarios are generated for an on-shore wind farm, located in the Hatay province of Turkey. Some technical details of the power plant are summarized in Table 1 and a general view of the plant is given in Figure 1 . Section 3 describes the details of the experimental studies and results. Section 4 provides the discussion and conclusion of this study.
Scenario Generation, Reduction, and Quality Tests
Description of Study Site and Data
In this study wind scenarios are generated for an on-shore wind farm, located in the Hatay province of Turkey. Some technical details of the power plant are summarized in Table 1 and a general view of the plant is given in Figure 1 . Wind power and forecast data are taken from the national wind power monitoring and forecasting system [29] . This system generates point forecasts for all wind farms in Turkey. It uses outputs of numerical weather prediction (NWP) models (wind speed and direction forecasts) as wind farm model inputs. Computational fluid dynamics based software (WindSim) is used to create the wind farm model. Additionally, a clustering mechanism is used to select the best NWP outputs geographically close to the wind farm. Performance testing of the forecast system showed that forecasts have an acceptable accuracy.
The dataset used in this study comprises wind power forecasts and power measurements for a two year period (1 January 2014-31 December 2015). The power analyzer that was installed at the powerhouse of the wind farm is used to measure the actual generation. All data is divided by the installed power of the wind farm to obtain per-unit (pu) values. The sampling time of the data is one hour. Measured and forecast data are used to model the forecast errors. This model is used to generate scenarios around 24 day-ahead point forecasts. The modeling process is described in the next section. Wind power and forecast data are taken from the national wind power monitoring and forecasting system [29] . This system generates point forecasts for all wind farms in Turkey. It uses outputs of numerical weather prediction (NWP) models (wind speed and direction forecasts) as wind farm model inputs. Computational fluid dynamics based software (WindSim) is used to create the wind farm model. Additionally, a clustering mechanism is used to select the best NWP outputs geographically close to the wind farm. Performance testing of the forecast system showed that forecasts have an acceptable accuracy.
The dataset used in this study comprises wind power forecasts and power measurements for a two year period (1 January 2014-31 December 2015). The power analyzer that was installed at the Sustainability 2017, 9, 864 4 of 15 powerhouse of the wind farm is used to measure the actual generation. All data is divided by the installed power of the wind farm to obtain per-unit (pu) values. The sampling time of the data is one hour. Measured and forecast data are used to model the forecast errors. This model is used to generate scenarios around 24 day-ahead point forecasts. The modeling process is described in the next section.
Modeling Forecast Errors
In this work probability distribution functions are used to model forecast errors. Ma et al. [23] introduced forecast error modelling method based on historical power measurements and forecasts. This method models historical wind power measurements within the specified forecast power levels (bins). It is well known that the distribution of wind power within a forecast power bin does not follow any theoretical distribution. The ECDF approach is proposed in [23] to model wind power distributions. On the other hand, forecast error distribution is not as complicated as power distribution. Much of the literature makes the simplifying assumption that forecast errors follow a normal distribution [30] [31] [32] , while actual studies [33, 34] show that forecast errors do not follow a normal distribution. Tewari et al. [32] concluded that the forecasting approach and site effects will change the shape of the distribution. Since modelling the error distribution is easier and more effective than modelling the power distribution, we proposed to model the forecast errors to generate scenarios around point forecasts. Firstly, installed power values are separated into equidistant 20 power levels (bins) as in [22] . The bin width is 0.05 pu. Point forecasts are sorted into these bins by considering the power levels. Each point forecast has a corresponding error that is assigned to the same bin. The twenty bins have 20 error distributions. ECDF is used to model the error distributions. Thanks to the universal and nonparametric approach of ECDF, it is possible to model various distributions. The mathematical background of ECDF is described in [34] .
To see the results of the abovementioned method, error distributions within bins 6, 10, and 14 are obtained. 
To see the results of the abovementioned method, error distributions within bins 6, 10, and 14 are obtained. Cumulative distributions of errors within bin 6, 10, and 14 (given at the bottom of Figure 2 ) are quite different. Thanks to the non-parametric universal approach of the ECDF method, they are modeled successfully.
After finding the bin that a point forecast belongs to, one can generate scenarios by sampling random values from the ECDF of bin. The distribution transformation method proposed in [35] is used to sample the scenarios around point forecasts. In the literature this method is widely used to Cumulative distributions of errors within bin 6, 10, and 14 (given at the bottom of Figure 2 ) are quite different. Thanks to the non-parametric universal approach of the ECDF method, they are modeled successfully.
After finding the bin that a point forecast belongs to, one can generate scenarios by sampling random values from the ECDF of bin. The distribution transformation method proposed in [35] is used to sample the scenarios around point forecasts. In the literature this method is widely used to simulate wind scenarios [13, 21, 36, 37] . A detailed explanation of this transformation method and the scenario generation procedure is given in the next section.
Scenario Generation Method
This section describes the theoretical background and application procedure of the proposed wind scenario generation method. Stochastic wind forecast errors of a wind farm can be expressed mathematically as S = {S t , t ∈ T} T . S t is a forecast error at time t. One can find the bin number that the wind power forecast at time t (F t ) belongs to. This bin has an ECDF to sample potential error scenarios. The first issue of our approach is sampling random scenarios from the ECDF. Inverse transform is a useful method to sample values from the ECDF. The procedure is as follows: Y t is a generated random variable which follows a normal distribution (with a unit deviation and zero mean). The probability of random value Y t is given in Equation (1). Then one can obtain the corresponding S t through Equation (2).
f −1 is an inverse transform function . An illustrative example of the sampling procedure for the 10th bin is given in Figure 3 . Arrows indicate the direction of transformation. The generated random value Y t is equal to 0.5. The probability (ϕ(Y t )) of Y t is 0.69. This value is equal to the probability of sampled value S t . The sampled S t is equal to 0.09. simulate wind scenarios [13, 21, 36, 37] . A detailed explanation of this transformation method and the scenario generation procedure is given in the next section.
This section describes the theoretical background and application procedure of the proposed wind scenario generation method. Stochastic wind forecast errors of a wind farm can be expressed mathematically as = { , ∈ } . is a forecast error at time . One can find the bin number that the wind power forecast at time t ( ) belongs to. This bin has an ECDF to sample potential error scenarios.
The first issue of our approach is sampling random scenarios from the ECDF. Inverse transform is a useful method to sample values from the ECDF. The procedure is as follows: is a generated random variable which follows a normal distribution (with a unit deviation and zero mean). The probability of random value is given in Equation (1). Then one can obtain the corresponding through Equation (2).
−1 is an inverse transform function . An illustrative example of the sampling procedure for the 10th bin is given in Figure 3 . Arrows indicate the direction of transformation. The generated random value is equal to 0.5. The probability ( ( )) of is 0.69. This value is equal to the probability of sampled value . The sampled is equal to 0.09. In this study, scenarios are generated around 24 point forecasts of the next day ( = 1, … . ,24). is a random variable for th point forecast. A random vector = { , ∈ } is introduced for 24 point forecasts. We assumed that if follows a normal distribution with unit deviation and zero mean, will follow a multivariate normal distribution, ~( 0, Σ). The theoretical background of this joint distribution is given in [38] . It is a basic assumption that one can make about , and a more complex assumption could be made by using the theory of copulas [21] . Diagonal elements of the covariance matrix (Σ) are variances and they are very close to 1. The mean vector ( 0 ) is a vector of zeros. A simple expression of Σ matrix is given in Equation (3): In this study, scenarios are generated around 24 point forecasts of the next day (t = 1, . . . ., 24). Y t is a random variable for t th point forecast. A random vector Y = {Y t , t ∈ T} T is introduced for 24 point forecasts. We assumed that if Y t follows a normal distribution with unit deviation and zero mean, Y will follow a multivariate normal distribution, Y ∼ N(µ 0, Σ). The theoretical background of this joint distribution is given in [38] . It is a basic assumption that one can make about Y, and a more complex assumption could be made by using the theory of copulas [21] . Diagonal elements of the covariance matrix (Σ) are variances and they are very close to 1. The mean vector (µ 0 ) is a vector of zeros. A simple expression of Σ matrix is given in Equation (3):
Historical data can be used to obtain the covariance matrix Σ. The values of elements in the matrix varies with the period of the data. It is generally assumed that there is a seasonal effect on forecast system performance [39] . For this reason matrix Σ is updated recursively.
The second issue in our approach is calculating a suitable covariance matrix. For this purpose a simple recursive estimation formula proposed in [21] is preferred. This method estimates the Σ matrix recursively with a forgetting factor. The simple idea of this method is based on updating Σ recursively. The unbiased Σ that depends on historical data can be written as in Equation (4). Σ t is a covariance matrix at time t. Y t is a vector that denotes Y at time t:
One can rewrite Equation (4) as a normalized sum of two terms. This new equation (Equation (5)) is a recursively-updating formula for Σ t :
Forgetting factor λ is introduced to catch the effect of the time-varying forecast system performance on the covariance matrix. For this reason Equation (5) is rewritten as Equation (6):
Equation (6) is a recursively-updating formula for Σ t that includes forgetting factor λ. When t converges to infinity, Equation (6) transforms to the following form:
If the covariance matrix is obtained as explained above, one can generate the random variable set Y via a multivariate random number generator. Distribution transformation is a useful method to convert these jointly-distributed variables (Y) to forecast error scenarios (S). A detailed explanation of this process and overall algorithms are given in the next section.
Scenario Generation Algorithm
This section describes proposed wind power scenario generation algorithm. The algorithm generates scenarios around 24 point forecasts of the next day. Thus, each scenario vector has 24 elements. D is the number of scenarios. The flow diagram of the algorithm is given in Figure 4 . A stepwise explanation of the algorithm is as follows. 
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is the number of scenarios. The flow diagram of the algorithm is given in Figure 4 . A stepwise explanation of the algorithm is as follows. •
GENERATE SCENARIOS REDUCE SCENARIOS

UPDATE
Step (1): If historical forecast data and actual error data are available, use them to obtain the initial error model and covariance matrix. The error model consists of 20 ECDFs obtained from historical errors occurring within 20 power levels (power bins). The error modelling procedure is given in Section 2.2. The MATLAB function ecdf is used in this procedure. Use Equation (7) to update Σ. If historical data is not available, one can set Σ to be equal to a unit matrix.
•
Step (2): A multivariate random number generator is used to generate D scenarios. Each scenario Y has 24 elements. The MATLAB function mvnrnd is used as a random number generator. Then, bin numbers of point forecasts are obtained by using the MATLAB function ceil. These bin numbers indicate ECDFs which are used to transform each Y t to S t . The distribution transformation that was explained in the previous section is used to transform jointly-distributed numbers (Y) to the scenario of forecast error S.
Step (3): D scenarios are obtained in Step 2. The scenario reduction algorithm mentioned in Section 2.4 is used to reduce number of scenarios D to d.
Step (4): The ECDFs of the error model are updated after error realizations. Simply, all ECDFs are calculated again.
Step (5): Use Equation (7) to update Σ. The update process is applied after realization of the forecast errors. Each measured forecast error (S t ) is transformed into a normally-distributed value (Y t ) via distribution transformation. A new Y t is used in Equation (7). The algorithm goes back to
Step 2.
The proposed method has five simple steps, as mentioned above. One must select values of two parameters λ and d before implementation of this algorithm. λ is a forgetting factor which takes a value between 0 and 1. This parameter affects the covariance matrix updating equation (Equation (7)). There is an inverse relationship between the λ value and the amount of forgotten historical data. Lower values close to 0 result in a large amount of forgotten historical data. On the contrary, larger values close to 1 result in a small amount of forgotten historical data.
It is possible to generate all probable scenarios by selecting very large D values. In this case accuracy of the stochastic process model increases, but it is very difficult to solve a stochastic model that includes a large number of scenarios. For this reason a scenario reduction algorithm is used to reduce the number of scenarios to d. The next section discusses the scenario reduction method.
Scenario Reduction Method
A large number of scenarios can successfully represent the stochastic process. One can use the aforementioned algorithm to generate D scenarios. However, it is not easy to solve stochastic decision-making problems that contain large numbers of scenarios. As discussed in [12, 24, 26, 27] , a reduction of the initial scenario set is required. The reduced scenario set should be very close to the initial one. If one can obtain the probability distances of the scenarios, it is possible to obtain the scenario set close to the original one. A scenario reduction method using the Kantorovich probability distance metric is proposed in [24] . Two different Kantorovich distance-based wind power scenario set reduction algorithms are proposed in [28] . In this study, a "Fast Forward Selection Algorithm" is preferred to reduce the initial scenario set. A detailed explanation of this algorithm is given in [28] . The last issue of our study is with respect to assessing the quality of the reduced scenario set. For this purpose we introduced simple metrics to assess the quality of scenarios. The proposed metrics are explained in the next section.
Scenario Quality Metrics
A researcher must be sure that the quality of a generated scenario set is good enough to use them in calculations. As mentioned before, the number of a scenarios in the reduced scenario set affects the overall quality of the scenario set. For this reason a researcher must decide how many scenarios should be in the reduced scenario set. In this study we introduced two metrics to assess the overall quality. One can use them to select suitable parameters that results in good quality. The following section describes the calculation of the proposed quality metrics.
Mean Absolute Error Metric
The mean absolute error metric is the mean absolute difference between the mean of wind power scenarios and the measured values. Stochastic wind power values can be expressed mathematically as P = {P t , t ∈ T} T . P t is the wind power at time t. P i t is the i th power scenario at time t. The following equations give the mean of wind power scenarios for time t:
t is the i th error scenario and F t is the wind power forecast for time t. d is the number of scenarios in the reduced scenario set. ρ i is the probability of the i th scenario. The following equation gives the mae of the scenario set for a single day:
Sum of Deviation Metric
The sum of deviation metric is the sum of the distances between the scenario set region and measured values out of the scenario set region. Deviation under and over the scenario set is obtained by Equation (11) . P d is the scenario set that has has d scenarios for a forecast horizon. WP t is the actual wind power measured at time t. de t is the deviation for time t.
The sum of deviation (sde) for the investigated day is equal to the sum of under and over deviations, as in Equation (12):
de t+k (12) 
Practical Application
The simple practical application is performed to clarify the benefits of the proposed wind power scenario generation methodology. For this purpose, two day-ahead generation offering approaches for the Belen wind farm are investigated. In the first approach, day-ahead generation offers (x h ) are equal to day ahead point forecasts (F t ). As mentioned before, none of the forecast systems can obtain absolute accuracy yet. Forecast errors cause penalties in this approach. In the second approach all possible generations are represented with scenarios. The proposed methodology is used to obtain these scenarios. Then a stochastic optimization model is proposed and solved to obtain the best offers for all possible scenarios. An objective function and a constraint of the model are given in Equations (13) and (14):
The objective function maximizes the total income. Total income is equal to the sum of possible incomes minus the sum of possible penalties. A possible income of scenario s in hour h is equal to the multiplication of the electricity price P, generation scenario w s h , and the probability of occurrence ρ s . The possible penalty of scenario s in hour h is equal to the multiplication of the penalty factor c, electricity price P, probability of occurrence ρ s , and the absolute difference between w s h and offer x h . x h are "here and now" decisions in this stochastic model. They are expected to give optimal solutions when considering all possible generation scenarios. There is only one constraint that limits x h to the installed power of wind farm, w max .
Linear programming formulation is used to solve the proposed stochastic optimization model. A method proposed in [40] is used to linearize the absolute value of the objective function. Electricity price is intentionally kept constant in the model. The effect of price uncertainty is not in the scope of this study. One can add price scenarios to this model. The results of the application are given in the next section.
Tests and Results
Results and tests of the proposed scenario generation, reduction, quality assessment methods, and practical application are given in this section. The methods are tested on the dataset, which was described in Section 2.1. A personal computer with an AMD 2.0 Ghz processor (Advanced Micro Devices Inc., Sunnyvale, CA, USA) with 4 GB memory and MATLAB is used to implement the algorithms. The CPLEX solver (Version 12.7, IBM Corporation, Armonk, NY, USA) is used to solve the stochastic optimization model.
Application of the Proposed Scenario Generation Method
One can use the algorithm mentioned in Section 2.4 to generate a very large number of scenarios. In this study we generated 400 scenarios around 24 point forecasts. Each scenario is a probable realization, so a larger initial scenario set comprises a large number of probable realizations. On the other hand, it is not easy to solve a stochastic problem that contains too many scenarios. For this reason a scenario reduction algorithm called "fast forward selection" is used to reduce the number of scenarios. One can find a detailed application procedure for this algorithm in [28] . Another important issue regarding scenario generation and the reduction process is the quality of the reduced set. We introduced two metrics to evaluate quality. They are the sde and mae of the scenarios. A detailed explanation of them is given in Section 2.5. To find the suitable parameters, we performed quality tests on a one year period (2014). According to the test results, we decided to reduce the number of scenarios from 400 to 50. The next section describes the quality tests and test results.
Scenario Quality Assessment Tests
As mentioned before, the generated scenarios must have good quality. The number of scenarios in the initial scenario set is 400. They were reduced to (10, 20, 30, Some actual measurements can be out of the scenario set region, which is an unwanted situation. The sum of the deviation metrics is equal to the sum of the distances between the scenario set and the actual measurements which are out of the scenario set. Thus, the smallest value in Figure 5 is the best result. Formulas for this metric are given in Section 2.5. As we expected, the test results showed that if the number of the reduced scenarios in the reduced scenario set increases, the value of this metric decreases. When the number of scenarios reached 50, the obtained metric values are very close to zero. Thus, we concluded that 50 scenarios are enough to represent the stochastic wind power generation. The second test evaluates the of the scenario set. The results of this test are given in Figure 6 . Some actual measurements can be out of the scenario set region, which is an unwanted situation. The sum of the deviation metrics is equal to the sum of the distances between the scenario set and the actual measurements which are out of the scenario set. Thus, the smallest value in Figure 5 is the best result. Formulas for this metric are given in Section 2.5. As we expected, the test results showed that if the number of the reduced scenarios in the reduced scenario set increases, the value of this metric decreases. When the number of scenarios reached 50, the obtained metric values are very close to zero. Thus, we concluded that 50 scenarios are enough to represent the stochastic wind power generation. The second test evaluates the of the scenario set. The results of this test are given in Figure 6 . values between the 25th and 75th percentiles. The black circles are equal to the actual mean absolute forecast errors. The black stars are equal to the median of the actual forecast errors. The red x and red lines are the and median of the reduced scenario sets, respectively. The minimum adjacent value is equal to 1 − 1.5( 3 − 1 ) and the maximum adjacent value is equal to 3 + 1.5( 3 − 1 ), where 1 and 3 are the 25th and 75th percentiles, respectively. Figure 6 . The black boxes comprise mae values between the 25th and 75th percentiles. The black circles are equal to the actual mean absolute forecast errors. The black stars are equal to the median of the actual forecast errors. The red x and red lines are the mae and median of the reduced scenario sets, respectively. The minimum adjacent value is equal to q 1 − 1.5(q 3 − q 1 ) and the maximum adjacent value is equal to q 3 + 1.5(q 3 − q 1 ), where q 1 and q 3 are the 25th and 75th percentiles, respectively.
Some actual measurements can be out of the scenario set region, which is an unwanted situation. The sum of the deviation metrics is equal to the sum of the distances between the scenario set and the actual measurements which are out of the scenario set. Thus, the smallest value in Figure 5 is the best result. Formulas for this metric are given in Section 2.5. As we expected, the test results showed that if the number of the reduced scenarios in the reduced scenario set increases, the value of this metric decreases. When the number of scenarios reached 50, the obtained metric values are very close to zero. Thus, we concluded that 50 scenarios are enough to represent the stochastic wind power generation. The second test evaluates the mae of the scenario set. The results of this test are given in Figure 6 .
The mean absolute error (mae) of a reliable scenario set must be less than, or close to, the actual mean absolute forecast error. The formula of the mae metric is given in Section 2.5. Our test results showed that the mae of all reduced scenario sets is close to the actual mean absolute forecast error. Being in accordance with the previous test results, the number of scenarios is set to 50.
Sample Scenario Sets
After investigating the quality test results, we generated scenario sets for eight selected days. They are low-and high-wind days of four seasons. The generated initial scenario set has 400 scenarios. The reduced scenario set has 50 scenarios. The results are given in Figure 7 . These sample scenario sets show that the generated scenarios comprise almost all actual wind power generations. The mean absolute error ( ) of a reliable scenario set must be less than, or close to, the actual mean absolute forecast error. The formula of the metric is given in Section 2.5. Our test results showed that the of all reduced scenario sets is close to the actual mean absolute forecast error. Being in accordance with the previous test results, the number of scenarios is set to 50.
After investigating the quality test results, we generated scenario sets for eight selected days. They are low-and high-wind days of four seasons. The generated initial scenario set has 400 scenarios. The reduced scenario set has 50 scenarios. The results are given in Figure 7 . These sample scenario sets show that the generated scenarios comprise almost all actual wind power generations. 
Results of Practical Application
The results of the two proposed approaches are compared in this section. Generation offers are equal to the day-ahead forecasts in Approach 1. The developed scenario generation tool is used in Approach 2. The penalty factor c is 0.15. It is the mean percentage of positive and negative imbalance penalties for the test year. As mentioned before, electricity price P is kept constant. It is equal to the mean market clearing price, 138.0415 TL (Turkish Lira, currency). The installed power of the wind farm w max is equal to 48 MW. Two approaches are applied to eight selected days. The actual Turkish day-ahead market income calculation formula (Equation 15 ) is used to calculate the incomes of Approach 1 and Approach 2 offers. The results are shown in Table 2 . 
Discussion and Conclusions
This paper presents scenario generation, reduction, and quality testing methods to obtain a reduced number of wind power scenarios that have acceptable quality. Methods are not site-specific, so one can use them at any site and with any data. Additionally, the quality testing method can be used to confirm the quality of generated scenarios.
The scenario generation method uses historical forecast error distributions to obtain scenarios for stochastic wind power generation. In the literature there is a conflict of selecting a distribution function that the historical error data fits [22, [30] [31] [32] [33] . Our method uses the ECDF approach to model the historical data distribution. This approach is nonparametric and universal, so there is no need to select a specific distribution function (Normal, Beta, etc.). In the application process of the scenario generation method, historical power forecasts are sorted into power bins (intervals). It has been seen that performance of the forecast system varies with the level of the forecast bin. Each bin has an ECDF that represents the forecast error distribution in its interval. A scenario reduction algorithm called "fast forward selection" [33] is preferred to reduce the number of scenarios. This reduction makes it easy to solve stochastic problems that involve large scenario sets.
Another important issue of this study is assessing the quality of the reduced scenario set. Our quality testing method uses two proposed quality metrics. These metrics aresde and mae. sde represents the number of measurements out of the scenario set. mae indicates the difference between measurements and mean of scenario set. The values close to, or smaller than, forecast errors are acceptable. Test results showed that the proposed metrics are useful to assess the quality of the generated scenarios. A simple practical application showed that the developed scenario generation tool is successful. Wind farm owners will use it to increase incomes.
It must be pointed out that the proposed scenario generation method needs sufficient historical data to obtain ECDFs. Thus, this method is suitable for sites where a sufficient number of historical generation measurements and forecasts are available. On the other hand, in this study and in the literature, it is assumed that the performance of the forecast system varies by the power bin. However, the effect of wind direction on performance has not been considered yet. The authors are currently working on including the direction effect into the scenario generation procedure.
