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Abstract 
 
Carotenoids are naturally occurring pigments present in photosynthetic 
organisms, such as plants, bacteria and algae. Specifically, neoxanthin 
(NEX), violaxanthin (VIO), lutein (LUT), zeaxanthin (ZEA), rhodopsin 
glucoside (RGT); spirilloxanthin (SPI) and peridinin (PID) are found in Light-
Harvesting (LH) complexes where they play different roles in photosynthesis 
acting as: (1) antennae enhancing the light absorption; (2) photoprotectors, 
quenching harmful oxidant molecules created in high-light conditions1,2 and 
(3) structure stabilizers3. A common methodology to investigate the 
mechanisms of action of carotenoids in these complexes is the combination 
of QM methods and classical molecular dynamics based on molecular 
mechanics force-fields, to simulate the system at in vivo conditions. 
Unfortunately, for an accurate prediction of the structure and their 
temperature-dependent fluctuations, it is not sufficient to describe 
carotenoids with a general force-field but it is necessary to develop 
specialised force-field parameters. This work presents new force-fields for 
the different carotenoids, all based on Density Functional Theory (DFT) 
calculations. In order to validate the quality of the new models, structural and 
electronic properties, and excitation energy profiles were computed and 
compared with other available force-fields. As an application, we performed 
and analysed MD simulations of CP29 and LHCII complexes describing the 
carotenoids with the new developed models. 
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Chapter 1 - Introduction 
In plants, photosynthesis is a process that has intrigued generations of 
scientists. The main difficulty comes from the huge amount of different 
structures and multistep processes involved. The largest part of the 
processes occurs at a cytoplasmic organelle named chloroplast. The 
chloroplast membrane, the thylakoid (represented in Figure 1), embeds a 
large number of protein complexes, clustered within the Photosystems I and 
II (PSI and PSII). In the photosystems the photosynthetic electron transport 
chain is realized after been powered by many Excitation Energy Transfer 
(EET) processes involving a large numbers of pigments embedded in 
pigment-protein complexes named Light-Harvesting (LH) systems. The 
electron transport chain is initiated in a specific part of the photosystems, the 
reaction centre, where oxo-reduction reactions occur.1 
The reaction centres are surrounded by minor LH complexes, which have the 
important role of enhancing the absorption of light. If we zoom in the LH 
complexes, a vital class of molecules will show up: the photosynthetic 
pigments. In the LH complexes there is a remarkable amount of pigments 
with a variety of roles.1,2  
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Figure 1: Thylakoid membrane overview and energy flux in photosystems. 
In plants, solar light is used to power the metabolism. The use of this “fuel” 
may look like an ideal energy source, since it can be found on almost the 
entire surface of Earth. However, the incidence of solar energy on plant 
leaves varies a lot during the day and dealing with a non-constant energy 
source is a challenge to produce the organic molecules necessary for life. 
On one hand, if the amount of light energy is not sufficient to power the 
photosynthetic processes, plants are not able to do their metabolism in an 
efficient way. On the other hand, energy in excess can cause photodamage: 
a set of destructive effects leading to very reactive species like singlet oxygen 
and triplet chlorophylls.1,3 In order to being able to live in constantly (and 
rapidly) changing light-conditions, plants have combined their light-
harvesting function with that of photoprotection. Different mechanisms have 
been developed mostly supporting the main light-absorbing pigments (the 
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chlorophylls) with ancillary ones (the carotenoids). The next section will 
present some of them in more details. 
1.1 The photosynthetic pigments 
The light-harvesting complexes embed a network of photosynthetic pigments 
responsible of the solar light absorption and the following transfer of the 
excitation energy to the Reaction Centre (RC) where the energy is used to 
initiate the electron transfer reactions necessary to power the photosynthesis 
process. The most important classes of pigments are the chlorophylls and 
the carotenoids. 
Chlorophylls (CHL) can be divided in two main groups: chlorophylls a-f, 
present in plants, algae and cyanobacterias and bacteriochlorophylls a-g, 
present in a great variety of phototrophic bacteria. 
Chlorophylls and bacteriochlorophylls are characterized respectively by a 
chlorin and bacteriochlorin planar structure that contains a magnesium ion in 
the centre of it. With respect to bacteriochlorins, all bacteriochlorophylls 
contain an extra ring, which is called the isocyclic ring D. In Figure 2 we report 
the comparison between chlorophyll a and bacteriochlorophyll a. 
The chemical differences between the structures of chlorophyll a and 
bacteriochlorophyll a are the acetyl group at the C-3 position and the single 
bond in ring B between C-7 and C-8, instead of the double bond found in 
chlorophylls. This reduces the degree of conjugation in the macrocycle and 
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also reduces the symmetry of the molecule compared with chlorophylls. 
These structural changes exert major effects on the spectral properties.1,4,5 
By convention, the molecular y-axis of all (bacterio)chlorophylls is defined as 
passing through the N atoms of rings A and C, with the x-axis passing 
through the N atoms in rings B and D. The z-axis is perpendicular to the plane 
of the macrocycle. An extensive delocalized π-electron system extends over 
most of the molecule, with the exception of ring D, in which the C-17–C-18 
double bond is reduced to a single bond. The tail is formed by condensation 
of four five-carbon isoprene units and is then esterified to ring D. 
Bacteriochlorophylls b-f are differentiated from the respective a form by 
different lateral groups. 
 
Figure 2: On the left, IUPAC standard numbering scheme of chlorophylls. On the right, 
bacteriochlorophyll a is shown, although the same basic numbering scheme applies to all 
chlorophyll-type pigments. In the bacteriochlorophyll, the phytyl tail is formed by the 
condensation of four isoprene units and then esterified at the ring. 
  
PhD Thesis Ingrid Guarnetti Prandi 
5 
All chlorophylls contain two major absorption bands, one in the blue or near 
UV region and one in the red or near IR region (see Figure 3). The blue 
absorption band produces a second excited state that very rapidly (ps) loses 
energy as heat to produce the lowest excited state. The lowest excited state 
is relatively long-lived (ns) and is the state that is used for electron transfer 
and energy storage in photosynthesis. The two lowest-energy transitions are 
called the Q bands, and the two higher-energy ones are known as the B 
bands. They are also commonly named Soret bands. For both chlorophyll a 
and bacteriochlorophyll a, the Qy transition is strongly polarized along the 
molecular y-axis. The weaker Qx transition in bacteriochlorophyll is also 
strongly polarized along the molecular x-axis.1 
The lack of a significant absorption in the green region gives the chlorophylls 
their characteristic green or blue–green colour. These absorption bands are 
π→ π* transitions, involving the electrons in the conjugated π system of the 
chlorin macrocycle.1 
The fluorescence spectrum of all chlorophylls peaks presents slightly longer 
wavelengths than the absorption maximum. The fluorescence emission is 
polarized along the y molecular axis, as it is emitted from the Qy transition. 
The fluorescence spectrum usually has a characteristic “mirror image” 
relationship to the absorption. This is because the ground and excited states 
have similar shapes, so those molecular vibrations that are activated during 
electronic absorption are also likely to be activated upon fluorescence 
emission. However, in this case, the initial state is the ground vibrational state 
of the excited electronic state, and the final state is the excited vibrational 
state of the ground electronic state. This causes a shift of the emission to the 
longer-wavelength side of the main transition, in what is known as the Stokes 
shift. 
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Figure 3: Absorption (left) and fluorescence (right) spectra of (a) chlorophyll a and (b) 
bacteriochlorophyll a in diethyl ether. 
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As said, (bacterio)chlorophylls are not able to absorb green light. This region 
of the visible spectrum is however used by another class of photosynthetic 
pigments, the carotenoids (Cars).1 
There are many hundreds of chemically distinct carotenoids; however, there 
are some consistent structural features that are common to most 
photosynthetic carotenoids. They are extended molecules with a delocalized 
π electron system. Carotenoids from oxygenic organisms usually contain ring 
structures at each end, and most carotenoids contain oxygen atoms, usually 
as part of hydroxyl or epoxide groups. Figure 4 presents some important 
carotenoids found in a variety of photosynthetic organisms that will be the 
subject of the present Thesis. 
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Figure 4: Examples of carotenoids most commonly found in the light-harvesting complexes 
of plants, bacteria and algae. Molecules are ordered by the number of conjugated double 
bonds N. 
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The importance of the presence of these molecules in LH systems is the 
regulation of the energy flow. Since carotenoids are usually found nearby 
(bacterio)chlorophyll molecules, the energy transfer between them is 
favourable and may occurs in both directions (carotenoidchlorophyll and 
chlorophyllcarotenoid) depending on the specific class of carotenoids as 
well as on the different light conditions. In low light conditions, carotenoids 
mostly act absorbing light and transferring it to chlorophylls. On the other 
hand, in high light conditions, they can act dissipating the energy excess as 
heat. These characteristics are very important to improve the energy 
absorption in LH complexes and to avoid the photodamage.1,3 
Table 1: Some LH complexes of plants, bacteria and algae and the correspondent 
carotenoids. 
 
Superior 
plants 
Bacteria Algae 
Carotenoid LHCII CP29 LH1 LH2 PCP 
Peridinin - - - - X 
Neoxanthin X X - - - 
Violaxanthin X X - - - 
Lutein X X - - - 
Rhodopin glucoside - - - X - 
Spirilloxanthin - - X - - 
 
Table 1 exemplifies some important LH complexes present in higher plants, 
bacteria and algae and show carotenoids present in them: LHCII is a trimer 
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and the major antenna complex of superior plants PSII; CP29 is a monomeric 
system and it is also located in PSII supercomplex; both LHCII and CP29 are 
membrane complexes. LH1 and LH2 are found in autotrophic bacteria: LH1 
is a large core antenna complex and LH2 is typically found in periphery of 
the core. Both are membrane complexes. PCP (Peridinin Chlorophyll 
Protein) is a water-soluble light-harvesting complex that is found in 
dinoflagellate algae.1,6–8 
1.2 Electronic states of carotenoids 
The possibility of carotenoids to act in a dual role as photoprotectors and 
antenna in LH complexes is related to the nature of their electronic states. A 
three-state model description composed by the ground state, S0, and the first 
two singlet excited states (S1 and S2) is generally sufficient to understand 
the majority of the photoexcited processes that that involve carotenoids in LH 
complexes.3 
By symmetry, most carotenoids make part of the C2h point group. 
Considering the individual π-orbitals symmetry, S0 and S1 are assigned to 
Ag- irreducible representations. In the same way, the S2 state has Bu+ 
representation. Since one-photon excitation selection rules prohibits S0S1 
transitions, the lowest energy allowed transition is from the ground state to 
the second excited state (S0S2). After the excitation, S2 relaxes to the S1 
state, and after a time interval that depends on the number of conjugated 
bonds N, it relaxes again to the ground state.9 
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The high efficiency of energy transfer between carotenoids and chlorophylls 
is determined by three main characteristics: a) a short distance between 
them (generally between 3 and 10 Å), b) an optimal inter-pigment orientation, 
and, in the case of singlet-energy transfer, c) large transition dipole moments. 
The last requirement is satisfied only by the carotenoid S2 state.9 However, 
also S1 can contribute to energy transfer.10 In a first glance, it may be unlikely 
that a forbidden state is involved in energy transfer processes; however, two-
photon excitation experiments showed that indeed this is possible. Figure 5 
describes Car  CHL (type a or b) transition mechanisms by one-photon and 
two-photon excitation processes.11,12 
 
Figure 5: Energy transfer mechanisms between carotenoids and chlorophylls by one-photon 
excitation and two-photon excitation.11,12 
As mentioned before, energy transfer can occur in both directions (CarCHL 
and CHL  Car. To understand how the energy transfer can occur in different 
directions we need a diagram that relates the energy of the carotenoid 
excited states to their conjugation length, N, and to the Qx and Qy bands of 
chlorophyll. This diagram is shown in Figure 6 for chlorophyll a. 
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Figure 6: Dependence of the S1 (blue) and S2 (pink) state energies of carotenoids on their 
number of conjugated double bonds, N. Energies of Qx and Qy CHL are also shown.9 
As it can be seen from the graph, for a broad range of conjugation lengths, 
S2 level is higher in energy than Qx and the energy transfer occurs in 
CarCHL direction. On the other hand, the direction of transfer between S1 
and Qy has a high N dependence. The most efficient S1Qy energy transfer 
occurs for carotenoids that have N<9. Instead, for N>11, the energy levels 
are inverted and carotenoids become acceptors.9 The inversion of energy 
levels for N>11 makes carotenoids able to act as photoprotectors since they 
can quench excited chlorophylls. 
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For example, it is known1 that epoxide-containing carotenoid violaxanthin 
can be converted to the non-epoxide-containing carotenoid zeaxanthin 
through the action of a de-epoxidase enzyme associated with the thylakoid 
membrane. This conversion increases the conjugation length (N goes from 
9 to 11)1,13. An epoxidase enzyme reverses the process, creating a cycle 
known as the xanthophyll cycle. Figure 7 exemplifies the actuation of both 
enzymes. 
 
Figure 7: The xanthophyll cycle and the interconversion of violaxanthin and zeaxanthin in 
response to changing light conditions. 
Since violaxanthin has N=9 and a higher energy S1 level than Qy, it is able 
to transfer energy to CHLs. On the other hand, after the de-epoxidation that 
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transforms violaxanthin in zeaxanthin, the new higher conjugated N=11 
geometry leads to a Car S1 level that is lower than Qy. This change has been 
suggested to be sufficient to invert the direction of energy transfer and allows 
zeaxanthin to act as CHL quencher. This mechanism is useful to avoid the 
plants photodamage in high-light conditions.2,9,14 
1.3 Objectives 
In the years scientists have tried to find out how the energy transfer occurs 
in photosynthetic systems. The main objective is to map not just the energy 
transfer in a single complex, but also all the energy paths to the reaction 
centres. Obviously, the identification of this energy map is a challenge that 
can be reached only by an integrated strategy, which combines experiments 
and theoretical analyses. From the theoretical point of view, a very effective 
approach is the combination of molecular dynamics (MD) and quantum 
mechanics (QM). The MD in fact allows reaching a more realistic picture 
including in vivo effects, like temperature and environment whereas the QM 
calculations are necessary to describe the photoinduced electronic 
processes. Due to the large dimensions of the system to be described and 
the long-time windows that have to be explored, the MD is generally based 
on a classical description, which makes use of Molecular Mechanics (MM) 
force-fields (FF) to describe the interactions among the atoms. 
The difficulty here is the lack of accurate FF for the non-proteic part of the 
complex, namely the pigments that are responsible of the electronic process 
of interest. As a matter of fact, in the literature there have been attempts in 
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this direction but only for the (bacterio)chlorophylls for which specific FF were 
developed to describe their classical geometries fluctuation in time. Instead, 
nothing has been done for the other class of pigments that are common in 
the light-harvesting complexes, namely the carotenoids. 
Our proposal in this work is to develop specific FFs to accurately model the 
most common carotenoids found in LH complexes of photosynthetic 
organisms. To achieve such a novel description a fitting of the required FF 
parameters on accurate QM data will be used so to obtain a structural 
description of the pigments (within their natural environment) accurate 
enough to be reliably used in the following QM calculations of the electronic 
processes. 
The newly developed FF will be finally applied to study both the light-
harvesting and the photoprotection functions of different LH complexes. 
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Chapter 2 - Methodology 
Computational modelling is an embracing tool that reaches several research 
areas beyond chemistry, such as biological and material sciences, physics 
and engineering. It consists in defining a mathematical model for the study 
of a system and transforming it into a computational algorithm. In chemistry, 
the most familiar techniques of simulation can be divided in two branches: 
the ones based on quantum mechanics (QM) and the classical ones, which 
make use of Molecular Mechanics (MM). Both set of methods can be 
extended to describe time-dependent processes by assuming that the nuclei 
follow the classical equation of motion. The resulting class of methods is 
known as Molecular Dynamics (MD). The pioneer work on Molecular 
Dynamics was done by Alder and Wainright15 in the 50’s but only in 1969 
Rahman and coauthors16 successfully performed a realistic MD simulation. 
The key to this model is the classical idea of trajectory that describes how 
the positions (and velocities) of physical particles change in time according 
to the forces acting on them.17 The trajectory is generated by integrating 
Newton’s, classical equation of motion. This integration is performed 
numerically as described in the flowchart presented in Figure 8. 
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Figure 8: Flowchart of molecular dynamics simulation steps. 
2.1 The force-field 
Molecular Mechanics (MM) is based on the definition of the force-field (FF) 
and it represents a very effective strategy to study structure and properties 
of large and complex systems. Contrary to quantum mechanics, MM ignores 
the electrons and calculates the potential energy of the system as a function 
of the nuclear positions only. Within this framework, atoms are described in 
terms of classical charged particles, which interact among each other 
through classical forces. Since electrons are neglected, if atoms are 
distinguished by only their atomic number, the description that can be 
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obtained is too poor. For this reason, it is necessary to introduce different 
types of atomic particles for the same element: this is obtained by the “atom 
type” attribution. An “atom type” is a label used to indicate atoms chemically 
similar (provided also by a likewise environment). 
Once the atom types have been defined, the forces acting on them are 
determined by a total potential, VTOT (Eq. 1) that can be split into two main 
contributions: the bonded and non-bonded terms. The bonded terms are 
divided in: a) stretching potential (VS); b) angular potential (VA), and c) 
dihedral potential (VD) that, depending on the MD program formulation, can 
be split in two, the proper and the improper torsions. Instead, the non-bonded 
terms are described by: d) Lennard-Jones potential (VLJ) that models the van 
der Waals interactions and the e) Coulomb potential (VC) that describes the 
electrostatic interactions. 
VTOT = VS + VA + VD + VLJ +VC Eq. 1 
Figure 9 describes all the interaction types and highlights that interactions 
between non-bonded particles are present in the same molecule and/or in 
different molecules: 
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Figure 9: Interactions considered in a molecular dynamics simulation. 
The exact functional expression of each of the five terms present in Eq. 1 
depends on the specific FF.  
During the decades, many FFs have been developed for different purposes. 
The MMn (n=1-4) family of FF designed by Allinger and coauthors18–25 is 
used for calculations on small and medium-size organic molecules. Another 
general set of parameters for small organic molecules to allow simulations of 
drugs and small molecule ligands in conjugation with biomolecules is 
provided by GAFF (Generalized AMBER force-field)26. 
Additionally to generating geometries and energies of small to medium-sized 
molecules, another use of MM is to model polymers, mainly biopolymers (like 
proteins, nucleic acids and polysaccharides). Some FF have been developed 
specifically for biopolymers: two of the most widely-used are CHARMM 
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(Chemistry at Harvard using Molecular Mechanics)27 and AMBER (Assisted 
Model Building with Energy Refinement)28,29. CHARMM was designed to 
deal with biopolymers, mainly proteins, but has been extended to handle a 
range of small molecules. AMBER is one of the most widely used set of 
parameters for biological polymers, being able to model proteins, nucleic 
acids, and carbohydrates.  
Two other largely used FF for bimolecular systems are OPLS-AA30 and 
GROMOS31. The OPLS (Optimized Potentials for Liquid Simulations) set of 
FF was originally developed by Jorgensen and co-workers to simulate liquid 
state properties, initially for water and for organic solvents. The all-atom 
version (OPLS-AA) was developed later and extended to treat proteins. 
GROMOS is an acronym of the GROningen MOlecular Simulation computer 
program package, which has been developed since 1978 for the dynamic 
modelling of (bio)molecules.  
In most cases, the name of the FF has been also associated with the 
computational package where it was originally implemented for running MD 
simulation. This is, for example, the case of AMBER (www.ambermd.org), 
CHARMM (www.charmm.org) and GROMOS (www.gromos.net) which now 
refer both to specific FF and molecular simulation programs. From the 
original GROMOS package another well known software suite for MD 
simulations has been developed, GROMACS (Groningen Machine for 
Chemical Simulation). GROMACS (www.gromacs.org) is one of the most 
widely used open-source and free software codes in chemistry, used 
primarily for dynamical simulations of biomolecules. 
Here, we describe the terms of Eq. 1 in more details and confront AMBER32 
and GROMACS33 formulations. 
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In MM the chemical bond is represented by a spring connecting the two 
atoms, as Figure 10 shows. 
 
Figure 10: Description of harmonic stretching potential. 
Within this approximation, the stretching potential becomes a harmonic 
potential as described by the Hooke’s law. In AMBER formulation, the 
stretching potential is given by: 
VS = ∑ kµ
S
(rµ - rµ
0)
2
Nºbonds
µ
  Eq. 2 
where kµ
S
 is the stretching force constant, rµ is the distance between each 
atom pair µ and rµ
0 is the equilibrium position. 
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On the other hand, in GROMACS formulation this same potential is described 
by: 
VS = 
1
2
 ∑ kµ
S(rµ - rµ
0)
2
Nºbonds
µ
  Eq. 3 
The angular potential represents the bending motions around the θ angle 
described by the three atoms i, j and l which are chemically bonded, as 
shown in Figure 11. 
 
Figure 11: Description of harmonic angular potential. 
The common approximation used in MM is to describe this potential in the 
same way as the stretching potential. In this way, for AMBER description we 
have: 
VA = ∑ kµ
θ
 (θµ - θµ
0
)
2
Nºangles
µ
 Eq. 4 
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where kµ
θ
 is the angular force constant; θµ represents the angle described by 
three consecutive atoms and θ
0
 is its equilibrium value. 
In the same way, for GROMACS, we have: 
VA = 
1
2
 ∑ kµ
θ
 (θµ - θµ
0
)
2
Nºangles
µ
 Eq. 5 
Until now, we can see that AMBER and GROMACS descriptions are 
basically the same, changing only by a ½ constant. However, for the 
dihedrals, there is a notable difference: in AMBER formulation all the torsions 
are described by a proper dihedral potential; on the other hand, GROMACS 
adds a further possible description, the improper dihedral. 
The proper dihedral angles are usually defined according with the 
IUPAC/IUB convention, where δ is the angle between the planes containing 
the atoms ijk and jkl (see Figure 12). In this way the zero corresponds to cis 
configuration, in which i and l are in the same side. 
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Figure 12: Description of proper dihedral potential. 
Proper dihedrals are described by a “softer” dihedral potential VSD that allows 
the rotation of the groups around a bond and can be described by a Fourier 
series, truncated in the jth term. In the AMBER formulation it is given by: 
VD=
1
2
 ∑ ∑ Ajµ
SD
Nºcosµ 
j=1
NºSdihedrals
µ
[1+ cos (nj
µ
δµ-γj
µ)] Eq. 6 
where Ajµ
SD
 is the torsional barrier; nj
µ
 is the integer that indicates the number 
of minima in the period of the cosine function, or the periodicity of the 
potential in the interval 0-2π; δµ is the dihedral angle indicated on Figure 12 
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and γ
j
µ
 is a phase angle that represents the displacement of the dihedral 
angle (or torsional displacement). 
Instead, in GROMACS description we have: 
VSD= ∑ ∑ Ajµ
SD
Nºcosµ 
j=1
NºSdihedrals
µ
[1+ cos (nj
µ
δµ-γj
µ)] Eq. 7 
In addition to proper dihedrals in GROMACS formulation, the dihedral angles 
may also be modelled by improper dihedral potentials. The improper dihedral 
is commonly described as a harmonic “hard” dihedral potential VHD and it is 
used to maintain some planar groups (as aromatic rings) rigid, see Figure 13. 
 
Figure 13: Description of improper dihedral potential. 
Equation 8 show the improper dihedral potential definition (for GROMACS): 
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VHD=
1
2
∑ kµ
HD
NºHdihedrals
µ
(φ
µ
-φ
µ
0)
2
 Eq. 8 
like for the other harmonic potentials, kµ
HD
 is the dihedral force constant; φ
µ
 
represents the dihedral angle described in Figure 12 and φ
µ
0 is the equilibrium 
value. 
This additional dihedral potential in GROMACS description allows a much 
more precise modelling of the torsions. 
The van der Waals interactions are generally represented in terms of the 
Lennard-Jones (LJ) potential and for both AMBER and GROMACS 
formulations are described by: 
VLJ = ∑ ∑ 4εij [(
σij
rij
)
12
- (
σij
rij
)
6
]
NºLJ interactions
i<j
NºLJ interactions
i
  Eq. 9 
where rij represents the distance between atoms i and j and the parameters 
εij and σij refer to the depth of the potential well (or the curve minimum) and 
the distance at which VLJ is zero, respectively. Figure 14 shows a 
representation of LJ potential and its parameters.32 Note that in Eq. 9, j is 
impose to be larger than i to avoid self-interaction and double counts. 
When the rij distance is small, the repulsive interaction (first term of Eq. 9) is 
dominant, while when the distance increase, the attractive force generated 
by dispersion interactions prevails. 
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Figure 14: Description of Lennard-Jones potential. 
Although the LJ expression for pairs of atoms which belong to the same 
molecule or to two different molecules (intra or intermolecular pairs), is the 
same, the σij and εij parameters may be different depending on the MD 
software flexibility. For example, the GROMACS description allows different 
values for σij and εij for inter and intra molecular interactions but AMBER 
does not permits such differentiation. 
The Coulomb potential describes the electrostatic interactions between a pair 
of atoms (ij) described by point charges qi and qj separated by the distance 
rij. For AMBER and GROMACS formulations, we have: 
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VC = ∑ ∑
q
i
q
j
4πϵ
0
rij
NºCoul. interac.
i<j
NºCoul. interac.
i
 Eq. 10 
where ϵ0 is the permittivity vacuum constant.  
Inter and intramolecular charge parameters may be different depending on 
the software description. Coulomb potential follow the same profile of LJ 
potential: GROMACS is more flexible than AMBER and permits different inter 
and intramolecular charges parameters, although, in this case, it is not 
common to differentiate them. 
In a first glance, the differences between AMBER and GROMACS in 
constructing FFs do not seem to be so large, however, they are enough to 
make GROMACS more suited when a very refined description of the 
potential energy surface is needed. 
2.2 The MD simulation 
As discussed before, in order to perform a classical MD, we need to resolve 
Newton’s equation of motions in order to find the trajectory followed by the 
interacting atoms, namely: 
Fi= mi ai(t)  ⇒  ai= 
d
2
ri(t)
dt
2
= 
Fi
mi
 Eq. 11 
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where mi is the atom mass and t is the time. 
For conservative systems, it is possible to calculate the force on each atom 
by the classical physics relation: 
Fi= -
∂VTOT(r1, r2, …, rn)
∂ri
 Eq. 12 
where Fi is the force acting on particle i and VTOT is the particle position-
dependent total potential described by Eq. 1. 
At this point, the problem basically consists in the resolution of second order 
ordinary differential equations. When they are solved, it is possible to obtain 
the new particle position at the instant t. In the numerical practice, the Newton 
equations cannot be integrated analytically as this would mean to solve a 
many-body interaction problem. Instead, the equations are solved in a 
numeric way via specific algorithms. Nowadays many algorithms are 
employed in the solution of MD problems. The most used are the Verlet34 
and Leap-Frog35 which will be presented in next subsections. 
2.2.1 Verlet algorithm 
As particles are moving, we can write their positions as a function of time, 
r(t). To find the coordinates of the new positions after the t time step, we can 
write the particle position as r(t+t) and in an analogous way it is also possible 
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to write the position in the instant before as r(t-t). Both expressions can be 
expanded in Taylor series: 
r(t + t) = r + ṙ t  + (
1
2
)  r ̈ (t)2  + (
1
6
) r⃛(t)3  + … Eq. 13 
r(t – t) = r  – ṙ t  + (
1
2
) r̈ (t)2 – (
1
6
) r⃛(t)3 + … Eq. 14 
where r and its derivatives are a function of time, therefore r̈ is the particle 
acceleration at the instant t. 
Adding the last two equations, we have: 
r(t + t) = 2 r(t) + a (t)2 – r(t – t) + Ο[(t)4] Eq. 15 
where  Ο[(t)4] is the fourth order error due to the truncation of the series. 
If we substitute the acceleration with the Newton relation, the next expression 
is obtained: 
r(t + t) = 2 r(t) + 
F(t)
m
 (t)
2
 – r(t – t) + Ο[(t)4] Eq. 16 
Having an initial position r(t) and assuming the acting forces are constant in 
the interval  t, it is possible to find the new coordinates for each particle after 
the time t + t. This process is repeated many times until we find all particle 
positions after the time requested for the simulation. 
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The Eq. 16 shows that the Verlet algorithm cannot directly calculates 
velocities but, when required, they can easily be obtained from the difference 
of positions in the instant t + t and t – t at 2t interval as shown in Eq. 17: 
v(t) =  
r(t + t)  −  r(t − t)
2t
 Eq. 17 
The implementation of the Verlet algorithm is straightforward and the storage 
requirements are modest, comprising two sets of positions (r(t) and r(t - t)) 
and the accelerations a(t). One of its drawbacks is that the positions r(t + t) 
are obtained by adding a small term 
F(t)
m
 (t)
2
 to the difference of two much 
larger terms (2 r(t) and r(t - t)). This may lead to a loss of precision. 
2.2.1.1 Leap-frog algorithm 
The other integration method used in this work is the leap-frog, a variation of 
the Verlet algorithm. The leap-frog algorithm calculates the positions of 
particles at the time t and their velocities at half of the integration interval, as 
Figure 15 shows. 
 
  
PhD Thesis Ingrid Guarnetti Prandi 
33 
 
Figure 15: Schematic representation of leap-frog algorithm: velocity and positions 
calculation. 
Doing the same series expansion used for Verlet algorithm, the velocity 
equation is obtained: 
v (t + 
t
2
)  = v (t −
t
2
)  + 
F(t)
m
 t Eq. 18 
From the velocity, the particle position can be calculated by: 
r(t + t) = r(t) + v (t −
t
2
)  t Eq. 19 
As in Verlet algorithm, this equation can be solved iteratively until we have 
the particles position at the required time. 
The leap-frog method has two advantages over the standard Verlet 
algorithm: it explicitly includes the velocity and it does not require the 
difference of large numbers. However, it has the evident disadvantage that 
positions and velocities are not synchronized. 
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2.3 Aspects to be considered in an MD 
simulation 
As described in the previous sections, in order to perform an MD simulation 
it is essential to have the three elements listed below and represented in 
Figure 16: 
1. Coordinates (and velocity) of each particle at the initial time. 
2. A set of mathematical functions that describes the interactions among 
particles. 
3. The parameters that enter in the mathematical functions. The 
parameters describe not only intrinsic atomic properties like charges 
and van der Waals radii, but also interatomic aspects like equilibrium 
distances and stretching constants. They are essential to give 
chemical specificity to the atoms and are the key to recover some of 
the electronic effects lost by the classical modelling. 
 
Figure 16: Description of the three most important aspects in an MD: 1) atom coordinates, 
2) a set of mathematic functions, 3) parameters of the mathematical functions. 
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As it regards, the initial configuration of the system, experimental data or 
alternatively data from a theoretical model can be used (or even a 
combination of both). The velocities, instead, can be assigned randomly 
selecting from a Maxwell-Boltzmann distribution at the temperature of 
interest. The Maxwell-Boltzmann equation, in fact, provides the probability 
that an atom of given mass has a given velocity along a given direction at a 
temperature T. The Maxwell-Boltzmann distribution is a gaussian 
distribution, which can be obtained using a random number generator. 
In order to make MD simulation useful to describe macroscopic properties of 
matter, a great number of particles (generally in the order of Avogadro’s 
number) should be included in the simulation. For the current technology, 
modelling systems of this size requires an unviable calculation time. On the 
other hand, when we reduce the size of the system we introduce artefacts 
due to the finite size of the system. In order to minimize these effects periodic 
boundary conditions (PBC) are generally applied. When using PBC, particles 
are enclosed in a box, and we can imagine that this box is replicated to infinity 
by rigid translation in all the three cartesian directions, completely filling the 
space. Periodic boundary conditions allow particles nearby the surfaces of 
the simulation box to interact with images of the original box (see Figure 17 
for a 2D representation). Thus, PBC consists in replicating the system to be 
simulated infinite times in all directions of space. 
  
PhD Thesis Ingrid Guarnetti Prandi 
36 
 
Figure 17: A 2D representation of the periodic boundary conditions. 
Therefore, if, during the MD, a particle goes out from one side of the box, it 
is immediately replaced by an equal particle coming from the opposite side 
with the same velocity.33 
The introduction of PBC, however can also bring some disadvantages: a 
particle may interact with itself through its image, or interact more than once 
with a neighbour particle. The presence of those interactions does not 
reproduce well the real physical behaviour of the system and generates 
artefacts. In order to avoid the unrealistic interactions, a cut-off radius of 
dimension R ≤ L/2, with L being the length of the cubic box edge, is applied. 
In this way, the intermolecular interactions are computed only if the distance 
between particles is smaller than R, as it is illustrated in Figure 18.  
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Figure 18: A 2D representation of the cut-off radius and minimum image convention. 
Thus, particles never interact with more than one image of their neighbours. 
The truncation of the interactions between particles is named minimum 
image convention and it is applied mainly for short-range interactions as the 
ones described by Lennard-Jones potential (Eq. 8) because it decays rapidly 
with the increase of the distance. It is also possible to apply the minimal 
image convention on long-range interactions, such as the Coulomb potential, 
but, generally, in this case R ≤ L/2 is much smaller than the interaction range 
and can generate discontinuities in energy and forces. It is therefore 
recommended to apply corrections like the Ewald sum36 or Particle-Mesh 
Ewald (PME)37 to minimize the discontinuity in the system.33 
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Chapter 3 - A new force-field for 
carotenoids 
For a correct analysis of the electronic properties of molecular systems (and 
their changes in time), it is essential to have a very accurate description of 
their geometries.38–41 The quality of the geometries coming from a classical 
MD trajectory is deeply correlated with the quality of the force-field. In the 
literature, accurate FFs for aminoacids, lipids and solvents can easily be 
found, but molecular pigments as those present in the LH complexes 
described in the Introduction, rarely have an optimized FF done on purpose 
for their description, and are often modelled with a nonspecific or “general” 
force-field. This, of course, leads to a rather rough prediction of geometries 
and of their fluctuations in time. 
In particular, the description of highly conjugated systems such as the 
carotenoids, by general FF presents three main problems: (I) an 
underestimation of the conjugation, making the single bonds longer and the 
double bonds shorter compared with the values obtained with QM geometry 
optimization; (II) a low torsion barrier in some dihedrals, which leads to a 
change in conformations (from trans to cis); and (III) an incorrect normal 
modes description involving the backbone conjugated chain.42 
When the geometries are not well described, the conformational space 
sampled in the MD simulations will not be a good approximation to the correct 
one, and, consequently, the electronic properties (and their fluctuations) that 
are calculated from these structures will not be accurate enough. 
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Since in the literature there was no specific force-field specially developed to 
describe electronic properties of the main carotenoids present in LH 
complexes, we accepted the challenges of developing our own set of AMBER 
parameters. 
In particular, we first focused on the six carotenoids present in the LH 
complexes of plants (neoxanthin (NEX), violaxanthin (VIO), lutein (LUT), 
zeaxanthin (ZEA)) and bacteria (rhodopsin glucoside (RGT) and 
spirilloxanthin (SPI)). The structures of the six carotenoids mentioned above 
are show in Figure 4. 
3.1 Force-Field Development 
The strategy to define the FF starts with the calculation of the required 
reference parameters using a selected QM level of theory. The large 
dimension of the carotenoids, which highly increases the computational cost, 
necessarily limits the choice among the usable QM methods. Based on the 
ratio between cost and accuracy, we have considered the Density Functional 
Theory, DFT. In this work all QM calculations have been done with the 
GAUSSIAN software43. 
Successively, a symmetrisation of the atom types and a further tuning of the 
parameters guided by an analysis of the normal modes obtained from the 
Hessian matrix procedure were done. 
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3.1.1 Parameters 
As showed in Chapter 2, for the descriptions of bonding and angular 
interactions, two types of parameters are required: the equilibrium values and 
the force constants for both bonds and angles. The equilibrium values for 
bonds and angles were computed at DFT level using the B3LYP functional 
and the 6-31G(d,p) basis set. The force constants were obtained within a 
harmonic approximation to describe the potential energy surface (PES) of 
the QM-minimized geometries. 
Different approaches have been developed for the parameterization of force 
constants based on the Hessian values. The most straightforward method 
relies on the eigenvalue analysis of the Hessian matrix44, providing the force 
constants for the different internal coordinates (ICs). This method has been 
implemented in the Force-Field Toolkit45, together with more iterative 
schemes based on the direct comparison between the MM and the QM 
Hessians or in the energetic variations owing to small distortions along the 
ICs. In this study, we have used the eigenvalue analysis scheme available 
as a plugin named Paratool45 developed for the VMD software46 already 
correcting for the electrostatic contributions, naturally included in the QM 
Hessians. Force constants were appropriately scaled by the fitting program 
to take into account the anharmonicity effects which are neglected in the QM 
approach: the Minnesota Database of Frequency Scale Factors for 
Electronic Model Chemistries47 was used. 
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Figure 19: Examples of dihedrals considered in the relaxed scan. 
The parameters for the torsions between the conjugated backbone and the 
final rings (and the allene in the case of NEX) (see Figure 19) were derived 
following the strategy proposed by Cerezo et. al.48: namely, a relaxed scan 
is performed in which only the dihedral angle of interest is kept fixed while all 
the other degrees of freedom are optimized. The scans were performed on 
a complete rotation with angles steps of 10 degrees, giving a total of 36 
conformations. The scans were performed at DFT level (B3LYP functional 
and the 6-31G(d,p) basis set), as depicted in Figure 20. 
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Figure 20: Geometries of LUT QM torsional scan used to derive dihedrals parameters. 
The remaining parameters were previously assigned with GAFF parameters 
and then tuned to improve the agreement with the low-energy region of the 
simulated normal modes distribution of the carotenoids. Next chapter will 
present these results more in detail. 
The short-range van der Waals terms, described by the 12-6 Lennard-Jones 
two-body potential were assigned according to GAFF (General Amber Force-
Field). 
Finally, the Coulomb interactions were modelled through non-polarizable 
atomic charges derived by the standard ElectroStatic Potential (ESP) fitting 
approach, followed by the Restrained ElectroStatic Potential (RESP) 
procedure49. The ESP calculations were performed with the B3LYP 
functional and the 6-311G(d,p) basis set. 
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3.1.2 Symmetrisation of equivalent groups 
The aim of a general force-field is to give a limited set of atom types and 
parameters with a good transferability, which can model a wide range of 
molecules. Thus, general models have an important advantage: they may 
properly describe conformations far from the equilibrium structure, in contrast 
with a more specific parameterised model that is constructed to describe a 
single configuration (usually the equilibrium one). On the other hand, the 
reduction of the number of atom types makes the FF non-specific thus 
necessarily yielding a less accurate description. Dealing with FF 
transferability and accuracy is not an easy task. In our case, the 
transferability is not the priority as the final goal is the simulation of electronic 
properties of a specific class of molecules; along this line, it is much more 
important to have a model that describes each atom-type with the maximum 
precision. 
In order to limit the number of parameters, without losing the specificity, we 
have introduced a symmetrisation of the equivalent groups. Before the 
symmetrisation LUT and ZEA had a total of 98 atom types assigned, NEX 
and VIO were signed with 100, RGT with 120 and SPI with 104 atom types, 
one for each atom. For the symmetrisation, we have considered equivalent 
the following groups: 
 
1. Atoms connected by the same C2h symmetry in VIO, ZEA and SPI. 
2. Atoms connected by the same C2h symmetry in “isoprene-like” parts 
of backbone chain in NEX, LUT and RGT. 
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3. Hydrogen atoms bonded to the same carbon atom. 
4. Methyl groups connected to the same carbon atom. 
 
In Figure 21 the same colour rectangles exemplify the equivalent groups. 
After the symmetrisation procedure, the atom types of NEX, LUT, VIO, ZEA, 
RGT and SPI were reduced to 62, 45, 37, 35, 66 and 37 respectively. 
 
Figure 21: Exemplification of equivalent groups after the atom types symmetrisation. 
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Figure 22 shows the final atom types for neoxanthin after the symmetrisation 
steps whereas the atom types for the other carotenoids are described in 
Appendix A. 
 
Figure 22: Neoxanthin atom types after the symmetrisation. Atom types in red were assigned 
to carbon, in blue to hydrogen and in green to oxygen. 
3.1.3 The tuning of the force constants 
Even if the force constants have been parameterized on the Hessian matrix, 
we noticed that some specific bond parameters were overestimated and 
some angles force constant were underestimated. Therefore, in order to 
refine the parameters, we tuned the force constants using the normal modes 
as a response test for the quality of our tune: if the parameters were properly 
tuned, the predicted normal modes would match the DFT ones. The fitting 
was performed following three steps: 
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1. The force constants were first clustered in groups containing similar 
chemical structures (for bonds: methyl C-H, methyl C-C, ring C-H, ring 
C-C, backbone C-C, backbone C=C, backbone C-H, and O-H. For 
angles: methyl H-C-H, methyl C-C-H, ring C-C-C, ring C-C-H, ring H-
C-H, backbone C-C-C, backbone C-C-H, backbone H-C-H and finally, 
C-C-O). 
2. The scaling factors were set for the first group described in the last 
step. 
3. The normal modes obtained with the new force constants were 
compared to the DFT ones. 
 
If, after step 3, the normal modes obtained were in good agreement with the 
DFT ones, the tuning was considered done for the first group and we could 
proceed with the parameterisation of the second group; otherwise, a restart 
from point 2 became necessary. 
Table 2 shows the scaling factors for bonds and angles harmonic constants 
used in this work. 
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Table 2: Scaling factors for bonds and angles harmonic constants 
Bonds Scaling Factors Angles Scaling Factors 
methyl C-H 0.99 methyl H-C-H 2.20 
methyl C-C 0.99 methyl C-C-H 1.40 
ring C-H 0.99 ring C-C-C 5.00 
ring C-C 1.10 ring C-C-H 4.50 
backbone C-C 0.80 ring H-C-H 8.00 
backbone C=C 0.80 backbone C-C-C 1.00 
backbone C-H 0.99 backbone C-C-H 1.00 
O-H 1.00 C-C-O 0.08 
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Chapter 4 - Validation of the force-
fields 
This section is dedicated to discuss the validation of the new force-field 
proposed in Chapter 3. Many important analyses were performed to ensure 
that the new set of parameters are suitable to describe structural, vibrational 
and electronic properties of the studied carotenoids. 
For the validation tests we performed six MD simulations in vacuum (one for 
each carotenoid) performed using the new force-field. Six additional MD 
simulations in vacuum (one for each carotenoid) with a GAFF description 
were performed and analysed for comparison purposes. The description of 
the twelve MDs is listed below: 
 
 Simulated time: 20 ns 
 Time step: 1 fs 
 Ensemble: NTP 
 Temperature: 100 K regulated by Langevin thermostat50 
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For the analyses presented in this section, we considered only the last 10 ns 
of each simulation, discarding the previous time window. Thus, we guarantee 
to perform our analyses in well-equilibrated systems. 
A set of 1000 snapshots was extracted (1 frame each 10 ps) from each MD 
trajectory and used to calculate structural, vibrational and electronic 
properties. The following sub-sections present the analysis of the different 
sets of properties. 
4.1 Structural properties 
The importance of a rigorous description of the molecular geometry in our 
simulations should be emphasized: the electronic properties are strongly 
affected by geometry distortions, hence if the parameters are not well fitted, 
non-physical molecular deformations will emerge along the MD, turning into 
a wrong description of the electronic properties at a further step. The most 
critical structural distortions in carotenoids are localized in its backbone, 
where the conjugation occurs, since there is a high dependence of the 
electronic properties of the system and its conjugation, as shown in the 
introductive chapter of this thesis. 
In order to investigate the conjugation we performed a simple but useful 
analysis, by measuring the length of each single and double bond in the 
backbone of each carotenoid along the MD. The more similar adjacent single 
and double bonds lengths are, the more conjugated the system is. 
  
PhD Thesis Ingrid Guarnetti Prandi 
51 
 
Figure 23: Comparison between the average length of singles and double bonds in 
carotenoids conjugated chain obtained by the MD described with the new FF and the values 
obtained by the DFT optimized structure. 
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Figure 24: Correspondence between the backbone bonds and x-axis numbers of Figure 23. 
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In Figure 23 we compare the average values of the length of each single and 
double bonds obtained from the MD with the reference values obtained in 
the DFT geometry optimization. The bond labels in x-axis of the plots in 
Figure 23 are illustrated in Figure 24. 
The results obtained clearly show that the agreement between the classical 
and the QM simulations is quantitative for each bond of all carotenoids. The 
only visible discrepancy is the one obtained for the two terminal bonds of 
zeaxanthin, which are part of the rings. 
From the results of Figure 23, a further and more general analysis can be 
done. All six carotenoids present the same trend: at the extremity of the 
backbone, the single bonds are more elongated and the doubles are more 
contracted, yielding to less conjugated regions; meanwhile, there is an 
increment of the conjugation at the centre of the backbone (singles and 
double bonds with similar lengths). 
It is useful to repeat the same analysis with the general force-field (GAFF). 
This analysis is shown in Figure 25 for NEX. 
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Figure 25: Comparison between average length of singles and double bonds in NEX 
conjugated chain obtained by the MD described with GAFF parameters and the values 
obtained by the DFT optimized geometry. 
As it appears clearly from the graph, GAFF completely fails in distinguish 
among the different single and double bonds along the backbone. This is 
expected as general force-fields like GAFF treat all single and double bonds 
likewise since there are only two atom types to define a single or a double 
conjugated bond. 
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To have a more direct analysis, we introduced a very useful structural 
parameter, the bond length alternation (BLA) defined as the average 
difference between single and double bonds, namely: 
BLA = 
1
NS
∑ lS -
1
ND
∑ lD Eq. 20 
where NS and ND are respectively the numbers of conjugated single and 
double bonds and lS and lD are the length of single and double bonds 
respectively. In the ideal conjugated case, single and double bonds have the 
same length and BLA is equal to zero. Instead, in real less conjugated 
systems the BLA is positive as illustrated in Figure 26. 
 
Figure 26: Bond Length Alternation (BLA) illustration. 
The plot in Figure 27 compares the BLA values of the six carotenoids 
computed as the averages along the MD performed with the new model and 
with GAFF. The reference values obtained from the QM (DFT) geometry 
optimized structure are also reported. 
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Figure 27: Bond length alternation analysis in GAFF and new force-field descriptions. 
Reference values from DFT geometry optimizations are also reported. 
As expected, GAFF does not provide any BLA difference among the 
carotenoids and models their backbone in a very homogeneous and 
overlocalized way, leading to double bonds that are too short and single 
bonds too long. Instead, the new FF properly follows the DFT description. 
By comparing these results with the data shown in Figure 23, it is clear that 
the BLA differences are mostly owing to the lengths of terminal conjugated 
bonds, which present large deviations with respect to the central part of the 
backbone. Indeed, the conjugation in ZEA and LUT comprises the 
carotenoid’s rings and the terminal bond lengths that are more similar to 
“localized” systems, resulting in larger BLA values. 
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4.2 Normal modes analyses 
To verify the quality of the force constants we performed normal modes 
analyses comparing the new FF modes with those obtained based on the 
DFT optimized geometries. Figure 28 presents six plots of normal modes 
distributions computed for the minimized structure of each carotenoid. The 
distributions were generated by the diagonalization of the Hessian matrix 
using a NAB routine described in AmberTools Reference Manual51. The 
height of histogram bars shows the counts, or, in other words, the number of 
different normal modes present in the frequency interval represented by the 
width of each bar of the distribution. 
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Figure 28: Normal modes distributions obtained at DFT (QM) and classical (MM) level with 
the new set of parameters. 
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As it can be seen from the graphs, the agreement between DFT and classical 
distributions is very satisfactory for all carotenoids when the new parameters 
are used. The best agreement is observed in the mid-high frequency region, 
dominated by modes related to angle and bond stretching. 
At the low frequency region, where the normal modes involving dihedrals 
prevail, only the modes connected to the backbone were tuned, since they 
play the most significant roles in the prediction of the electronic properties. 
For comparison, in Figure 29 we present the normal modes distributions 
modelled with GAFF. 
 
Figure 29: Neoxanthin normal modes distribution obtained at DFT (QM) and classical (MM) 
level with GAFF. 
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It is clear that the normal modes distributions obtained with the new FF are 
in better agreement with the DFT ones in comparison with the GAFF 
distribution. In particular, the NEX normal modes distribution modelled with 
GAFF shifts important backbone modes (from 1000 to 2000 cm-1) to higher 
frequencies. 
In order to make sure that we were comparing the frequencies of the same 
modes for QM and classical models, we compared most of them directly. 
Figure 30 represents the atomic displacement vectors of some important 
modes and its frequencies in QM and classical (MM) modelled with the new 
FF frameworks for NEX. In Appendix B it is possible to find the same analysis 
for other carotenoids presented in this study. 
 
Figure 30: Confront between QM and MM (new FF) vector displacements for NEX backbone 
normal modes. 
  
PhD Thesis Ingrid Guarnetti Prandi 
61 
The figure shows a good correspondence between the classical new FF 
description and the QM one, with small differences probably due to the 
enforcement of equivalence between atom types in the MM description. 
Moreover, the mean percentage error (MPE) between QM and MM 
frequencies for the modes presented in Figure 30 and those of Appendix B 
is below 2%, further confirming the correct match predicted by the normal 
modes distribution in Figure 28. 
All the structural and vibrational results presented so far clearly show that the 
new FF gives an accurate prediction of geometries and the related vibrational 
properties. We can now move on and finally validate these predictions on the 
electronic properties of largest interest, namely the vertical excitations. 
4.3 Excitation properties 
As described in the introduction of this thesis, it is common to consider the 
carotenoid as a perfectly symmetric system represented by a C2h symmetry. 
Following this model, the irreducible representation which describes the 
ground state and the lowest singlet excited state (S1) is the Ag
-
 one. In 
addition, the representations Bu
+
 and Bu
−
 can describe the symmetry of the 
second singlet (S2) and of the third (S3) excited state, respectively. The 
selection rules imposes that the S0S1 transition is electric dipole forbidden, 
thus the first allowed one-photon transition from the ground state is S0S2.52 
It is known that a proper QM description of all these states would require 
multireference methods which due to the large dimension of the carotenoids 
here investigated is practically undeasible.52–55 Previous studies suggested 
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that the S1 and S3 states are dominated by a double excitation character; on 
the other hand, the S2 state has a strong single excitation profile. Therefore, 
a single-reference approach can only fairly describes the S2 state. 
However, the results of a recent study that compares different computational 
approaches to find out the best cost-benefit ratio between accuracy and 
computational time56, has shown that the Tamm-Dancoff Approximation 
(TDA) of the Time-Dependent DFT (TD-DFT) in combination with the meta-
GGA functional TPSS57 and the 6-31+G(d) basis set gives a generally good 
description of the energy ordering of the lowest singlet states of carotenoids 
of different lengths when compared to a multireference configuration–
interaction extension of DFT (DFT/MRCI)58,59. This unexpected behavior 
(due to the single-reference character of the method) is due to the 
cancellation of the effects that the neglect of the multideterminant character 
has on the ground and the excited states. From those results, it also 
appeared that this cancellation of errors does apply not only to excitation 
energies but also to transition densities (and the resulting transition dipoles). 
Based on this discussion, we have performed TDA TPSS/6-31+G(d) 
calculations on the geometries extracted from the new FF MD trajectories in 
order to obtain the transition energies (eV) of the first three excited states of 
the six carotenoids. 
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Figure 31: TDA TPSS/6-31+G(d) transition energies (eV) of the first three excited states of 
the six carotenoids modelled with the new parameters. 
The plots in Figure 31 show likewise profiles for all carotenoids with very 
similar average values of transition energies. In addition, the plots present a 
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quite “well-behaved” picture of the energy points with a low spread around 
the average values. 
Figure 32 reports the same distributions (this time only for NEX and SPI) as 
obtained using the geometries extracted from a MD described with GAFF. 
 
Figure 32: TDA TPSS/6-31+G(d) transition energies (eV) of the first three excited states of 
NEX and SPI modelled with GAFF parameters. 
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A comparison between Figure 31 and Figure 32 confirms the large 
improvements obtained with the new FF. 
First of all, the new FF lead to more Gaussian-like distributions, as it should 
be expected. Moreover, the new FF geometries distinguish quite well the first 
and second transition states; instead, the GAFF ones imply in extremely 
overlapped energies for those two states. In the particular case of the 
neoxanthin described by GAFF, the mean oscillation amplitude of the energy 
spread is circa 0.77 eV, on the other hand, the same oscillation amplitude 
computed with the new parameters gives a mean energy spread of 0.39 eV. 
These features suggest that the new FF describes the first three excited 
states in a more physically stated way.  
In Table 3 we finally summarize the average values and the standard 
deviation (SD) corresponding to the first three excitations, as obtained with 
new force-field and with GAFF (for NEX and SPI). Both sets of values are 
compared with those obtained on the DFT optimized geometries. 
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Table 3: Comparison of the transition energies (eV) of the first three excited states of 
carotenoids modelled with DFT optimized geometry, and MM approach described with new 
FF and GAFF. 
 
Model S0  S1 SD S0  S2 SD S0  S3 SD 
 
N
E
X
 
DFT 
geom 
2.3198 - 2.4373 - 3.0563 - 
New_FF 2.2364 0.0505 2.3695 0.0295 2.8504 0.0720 
GAFF 2.4256 0.0695 2.5009 0.0606 3.0693 0.0994 
V
IO
 DFT 
geom 
2.2623 - 2.3993 - 3.0179 - 
New_FF 2.2042 0.0453 2.3662 0.0242 2.8192 0.0747 
L
U
T
 DFT 
geom 
2.1547 - 2.3213 - 2.8235 - 
New_FF 2.0806 0.0497 2.2428 0.0327 2.6692 0.0606 
Z
E
A
 DFT 
geom 
2.0891 - 2.1874 - 2.7286 - 
New_FF 1.8909 0.0421 2.0452 0.0213 2.5230 0.0375 
R
G
T
 DFT 
geom 
1.9205 - 2.1013 - 2.5999 - 
New_FF 1.8325 0.0514 2.0114 0.0314 2.4850 0.0522 
S
P
I 
DFT 
geom 
1.7494 - 1.8977 - 2.3496 - 
New_FF 1.6997 0.0417 1.8384 0.0230 2.2958 0.0398 
GAFF 1.9563 0.0396 1.9994 0.0355 2.5260 0.0389 
 
As a further analysis, in Figure 31 we report the correlation between the 
oscillation of the excitation energies and the structural BLA parameter for 
NEX and SPI.  
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Figure 33: Correlation between the first two excitation energies and the BLA for neoxanthin 
and spirilloxanthin described by GAFF and the new set of parameters. 
The results obtained from the MD trajectories generated with the new FF 
show a clear correlation between BLA and excitation energies, consistently 
with the previous findings in the literature.52,60 In particular, for the lowest 
excitation (S1), deformations of the conjugated structure account for more 
than 80% of the total spread, with a coefficient of correlation R=0.802. The 
same analysis performed on trajectories obtained with GAFF, instead, shows 
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a much less clear correlation, which implies that in these simulations other 
structural distortions, different from the elongation/contraction of the 
conjugated chain, are responsible for the largest changes in the excitation 
energies of the system. 
 
Figure 34: Comparative scheme between carotenoids backbone and the particle in a box 
model. 
The differences observed between the newly developed FF and the GAFF 
are qualitatively exemplified using the model system of a particle-in-a-box 
(see Figure 34). If the system is highly conjugated, as correctly predicted by 
the new FF, the BLA becomes zero and the behaviour of the “delocalized” 
electrons well resemble the particle-in-a-box model. As a result, the 
excitation energies will be determined by the length of the box (i.e. the 
conjugated backbone): larger is the length, smaller will be the excitation 
energy. On the other hand, if the BLA is greater than zero, implying a not fully 
conjugated system, as predicted by GAFF, we should rather introduce a 
model of a particle in a box with potentials barriers inside. In this case, the 
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potential barriers have the role of the electronic localization along the 
backbone: the higher the potential barriers are (or the electronic localization), 
the higher will be the excitation energies. 
 
Figure 35: Variation of the square of the first three dipole strengths of NEX and SPI. Frames 
were taken from the non-correlated MDs done with GAFF and with the new parameters. 
Dashed lines show the dipole strengths calculated on the DFT optimized geometry. 
To further validate the newly developed parameters, in Figure 35 we 
compare the dipolar strengths (e.g. the square modules of the transition 
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dipoles) of the first three transitions obtained from the DFT optimized 
structure calculation and from the MD structures of the same sets of 1000 
geometries used to perform the excited states analyses. 
Also this last comparison clearly shows that new FF is able to reproduce (in 
average) what predicted by the DFT optimized geometries. Moreover, even 
if we add the geometrical fluctuations modelled by the MD, the nature of the 
first three transitions is preserved and the dark (S1) and bright (S2) 
characters are maintained. 
In contrast, GAFF provides a model with a high S1 and very low S2 dipole 
strengths. This result implies a wrong description of the nature of the 
excitations: S1 and S2 are respectively less dark and less bright than what 
expected. 
From all these results, it is possible to characterize the effects of temperature 
and structural motions on the electronic excitations of carotenoids. It is clear 
that the averaged excitation energies of the three lowest states are all red-
shifted with respect to the values computed on the DFT optimized structures, 
whereas their nature (in terms of dipole strengths) does not significantly 
change. This generalized red-shift is correlated to the “elongated” structures 
of the systems as commented in Structural properties section. More in detail, 
the first and third states seem to depend more strongly on the geometrical 
distortions occurring during the MD simulations, presenting broader 
distributions in excitation energies with respect to the second excitation. The 
much narrower distribution of S2 has to be related with its composition 
dominated by the HOMO–LUMO transition. 
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Chapter 5 - Peridinin 
In the previous chapter, we developed a new FF able to reproduce 
fluctuations around the minimum of the Potential Energy Surface (PES) 
predicted by QM methods.  
In this chapter, we present instead, a methodology to define a FF that 
expands its applicability to a larger region of the PES. This goal was made 
possible thanks to a new approach that combines two software: 
GROMACS33 and JOYCE61,62. The motivations to use both software are 
discussed in the next sections. 
The new FF was developed to describe a different type of carotenoid, the 
peridinin (PID). Peridinin is present in the trimeric peripheral antenna 
complex known as the peridinin–chlorophyll protein, or PCP, of dinoflagellate 
algae. The structure of the PCP monomer consists of a protein that fold into 
two domains, each of which surrounds four peridinin molecules and a single 
chlorophyll a. as Figure 36 shows. Spectroscopic measurements indicate 
that energy transfer from the peridinin to the chlorophyll is fast and efficient, 
and that transfer among the chlorophylls is much slower. This is explained 
by the structure, which indicates that the chlorophylls and carotenoids are in 
van der Waals contact with each other, while the chlorophyll-chlorophyll 
distances are around 17 angstroms within the subunit and 40–55 angstrom 
between subunits, consistent with their slower energy transfer. The PCP is 
very unusual in that it is water-soluble and is thought to reside in the thylakoid 
lumen, without any specific attachment to the membrane. 
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Figure 36: Peridinin-Chlorophyll Protein (PCP) monomer structure. 
Peridinin is an asymmetric carotenoid that contains five different functional 
groups: 1) an epoxide cyclohexane ring; 2) a conjugated backbone chain; 3) 
a lactone ring; 4) an allene group and 5) a cyclohexane ring. 
 
Figure 37: Molecular structure of peridinin. 
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Unlike the carotenoids described on Chapter 3, in peridinin the backbone 
contains a lactone ring, which is conjugated with its π-electron distribution. 
In this particular case, the description of the correct coupled modes of the 
entire backbone is extremely challenging. 
5.1 Why GROMACS? 
As described in Chapter 2, GROMACS and AMBER have some differences 
in the way they define the FF. The greatest differences between AMBER and 
GROMACS formulations are the improper dihedral description, present only 
in GROMACS formulation, and the possibility of differentiation between inter 
and intramolecular constants for van der Waals and Coulombic terms. 
Another difference in GROMACS description, it is that we need to specify 
only one torsion for each molecular dihedral angle. For example, in the 
hypothetical molecule of Figure 38, in which all atom types are different, it is 
necessary to specify a single dihedral like A-X-Y-D to completely describe 
the unique torsion of the molecule. With AMBER, instead, one must specify 
all nine possible torsions barriers: A-X-Y-D, A-X-Y-E, A-X-Y-F…, which can 
complicate the description and generate redundancy. This characteristic of 
GROMACS allows a much better fit of the constants and makes the 
description more specific to each molecule, which finally results in a more 
refined force-field. Since in peridinin, the conjugation pattern is more 
complicated with respect to the other carotenoids due to the simultaneous 
presence of the lactone ring and the allene group, we opted to a more 
rigorous model in order to improve the quality of the description. 
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Figure 38: Hypothetical molecule to exemplify the differences between GROMACS and 
AMBER torsion descriptions. 
5.2 JOYCE 
For the specific parameterization of peridinin we rely on the support of the 
JOYCE software developed by Cacelli and Prampolini62 to assist in the 
derivation of parameters and to create topologies in GROMACS format for 
molecular dynamics simulations. Thus, the main goal of JOYCE is to derive, 
through QM data (provided by user), a high precision force-field to describe 
intramolecular parameters. 
JOYCE acts through a GAUSSIAN43 input file where the user must specify a 
set of redundant internal coordinates and format of the intramolecular 
potential functions. The equilibrium values of selected internal coordinates 
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are obtained from a single point calculation of the optimized geometry. The 
force constants are calculated from the diagonalization of the Hessian matrix, 
also provided by the QM calculation. 
It is also possible to perform a fitting of intramolecular Lennard-Jones 
parameters and derive dihedral torsion parameters by the potential curves 
obtained from a relaxed QM scan performed by the user. 
JOYCE is a very flexible program, since the user can set dependencies 
between parameters, perform symmetrisation of molecular groups and even 
impose specific values to the parameters. 
5.3 Peridinin parametrization 
For the parameterization of peridinin, we set the atom types according to 
Figure 39. 
 
Figure 39: Peridinin atom types. Atom types in red were assigned to carbon, in blue to 
hydrogen and in green to oxygen. 
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For the atom types assignment we have considered all methyl carbon and 
methyl hydrogen equivalents. This implies that all methyl C-H stretching and 
bond equilibrium positions are the same. What differentiates methyl groups 
are the angle X-C-H, being X the attached atom. In the same way, we have 
considered both O-H groups equivalent. Hydrogens bounded to the same 
carbon were also considered identical. Atoms with the same C2h symmetry 
between the lactone ring and the allene were set with the same atom types. 
Those restraints were set in order to reduce the number of parameters to be 
determined, without minimizing the specificity of each site. 
The geometry optimization of peridinin was performed with the hybrid B3LYP 
functional and the 6-311G(d,p) basis set. The GAUSSIAN 09 package43 was 
used for the calculations. 
Bonds and angles force constants were derived by JOYCE from the 
diagonalization of the Hessian, using the same procedure described on 
Chapter 3. 
For the “soft” dihedrals (the ones that allow the rotation of the groups around 
a bond) show in Figure 40, torsional energy profiles were computed stepwise 
every 30 degrees by a QM relaxed scan: all peridinin atoms were allowed to 
move except the ones that define the investigated dihedral. 
All other dihedrals were considered “hard” since they are double bonds or 
part of rigid groups like rings. “Hard” dihedrals were modelled by the 
harmonic potential described by Eq. 8. 
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Figure 40: Peridinin soft dihedrals. 
In our procedure, we explicitly set to zero all of the coulomb terms, while only 
some van der walls interactions, between specific atoms, are taking into 
account. In such way we have transferred all the intramolecular electrostatic 
effects to the force constant. Furthermore, choosing in a proper manner the 
van der Waals terms we have avoided unpleasant contacts along the chain. 
5.3.1 Optimization of parameters 
Although force constants were directly taken from the Hessian and reflect the 
DFT structure, they are not the best to model some vibrational modes in 
classical description. Most MD programs computes only uncoupled 
molecular motions like stretching or angular bending, without taking into 
account hybrid terms. More precisely, all of the mentioned terms in Eq. 1 are 
expressed as sums of contributions, each one depending on a single internal 
coordinate, and such description is often termed as “diagonal”. A more 
precise description should explicitly take into account the coupling of two (or 
more) internal coordinates.  
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In the FF functional form, which may be employed by JOYCE, coupling terms 
can be implemented, but most MD simulation programs do not have the 
coupled terms available in their implementation of the FFs. To remedy for 
these missing coupling terms, we have slightly tuned the force constants 
extracted from the Hessian accordingly to atomic displacements in backbone 
normal modes. The tuning is a way to recover some of the coupled terms 
and it is essential to bring back the conjugated normal modes of the 
backbone. To avoid a too rigid potential, in the tuning we have multiplied 
stretching constants by the factors reported in Table 4. 
Table 4: Scaling factors for bonds harmonic constants for peridinin. 
Scaled bond Factor 
Backbone single bonds C-C 0.8 
Backbone single bonds C=C 0.9 
Allene 0.98 
C=O 0.98 
 
The only changes in angular constant were CB2-CA1-CA2 and CB2-
CA1=CA3 that were multiplied by a 150% factor to be coherent with the 
others angular backbone constants and to avoid a break of the conjugation. 
Unfortunately, to the best of our knowledge, there are no automatized ways 
to tune these parameters since it is hard to preview the normal-mode 
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distribution when no coupling terms are taken into account in the derivation 
of parameters nor MD simulations.  
5.4 MD calculations 
In order to test the quality of our results we have performed two different MD 
simulations: a correlated and an uncorrelated MD. 
For the validation of the model, all peridinin MD simulations were carried out 
with GROMACS (version 4.6.1) software. The simulations were performed in 
vacuum in NVT ensemble. In order to maintain the temperature constant in 
300 K, we have adopted v-rescale thermostat63 with 0.1 ps time constant. 
The simulation timestep was set to 1 fs and no periodic boundary conditions 
were applied. The hydrogen bonds were constrained with LINCS algorithm. 
After 4.968 ns of equilibration, a correlated 32 ps MD was performed and 
8000 snapshots were extracted every 4 fs for the IR spectrum and spectral 
density analyses described in next sections. 
For the uncorrelated MD we have continued the correlated simulation for 
other 5 ns. In this way, the followed protocol was the same for the correlated 
MD. For the uncorrelated analyses we have extracted 1000 frames from the 
MD trajectory (1 frame each 5 ps) and performed geometric measurements 
and QM calculations on those geometries. 
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5.5 Results 
5.5.1 Bond lengths and BLA 
The first geometric analysis performed for the new peridinin force-field was 
the measure of the lengths of the conjugated bonds in its backbone. Figure 
41 compares the bond lengths in DFT minimum structure and the average of 
the geometries taken from the uncorrelated MD. 
 
Figure 41: Comparison between average length of singles and double bonds in peridinin 
conjugated chain obtained by the MD new FF and the values obtained in the DFT calculation. 
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Figure 42 shows the correspondence between the backbone bonds and x-
axis numbers of Figure 41. 
 
Figure 42: Correspondence between the backbone bonds and x-axis numbers of Figure 41. 
Figure 41 shows a very good agreement between DFT and classical 
approaches. The classical model not only reproduces the trend in bond 
lengths but also their absolute values. Bond 1 is the shortest one (i.e. the 
less conjugated one) because it is located in the terminal part of the molecule 
and does not have the electronic influence of the allene as does bond 13. 
This first analysis already shows that our classical model is capable to 
recover some of the electronic effects, which are described by the QM 
method. 
To further validate the model we have computed the average bond length 
alternation (BLA) along the MD. The geometries for this analysis were also 
taken from the uncorrelated MD. The average BLA value obtained was 
0.07259 to be compared with 0.07203 obtained from the DFT prediction. 
Again, our model presents a very good agreement with the QM prediction. 
These structural analyses show that the minimum region of the PES is 
correctly reproduced by the classical MD when the new FF is used. 
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We note that a very accurate description of the geometry is needed in order 
to get a proper description of the electronic properties, which, in the case of 
peridinin, are strongly affected by structural distortion, especially by the ones 
located in the backbone. 
5.5.2 Excitation properties 
Peridinin is a very complex molecule as it combines the characteristic of a 
carotenoid with those of a polar molecule. As a result, the selection of the 
DFT functional to describe the correct nature of its excited states is even 
more difficult than in the previous carotenoids. The combination of B3LYP 
functional and 6-311G(d,p) basis set was used being aware that it exchanges 
the experimental dark and bright character of the two lowest states with 
respect to what found experimentally. As a result, the bright state is here the 
lowest one. 
For the analysis we performed TDA-B3LYP/6-311G(d,p) calculations on the 
geometries extracted from the uncorrelated MD trajectory. Table 5 shows the 
transition energies (in eV), the oscillator strengths and the dipole strengths 
(the square modules of the transition dipoles, in atomic units) of the first three 
transitions from the peridinin calculated at the DFT optimized structure and 
as an average on the set of 1000 geometries taken from the uncorrelated 
MD. 
  
PhD Thesis Ingrid Guarnetti Prandi 
83 
Table 5: Transition energies, oscillator strengths (in a.u.) and dipole strengths (in a.u.) of the 
first three transitions results from the peridinin DFT optimized structure (QM) and the 
average of the classical MD (MM). 
 Energy Osc. Strength Dipole Strength 
 Avg. SD Avg. SD Avg. SD 
S0S1 (QM) 2.602 - 4.241 - 66.543 - 
S0S1 (MM) 2.544 0.0720 3.639 0.6011 58.360 9.4097 
S0S2 (QM) 3.013 - 1.237 - 16.752 - 
S0S2 (MM) 2.987 0.1107 1.243 0.4171 17.084 5.7312 
S0S3 (QM) 3.710 - 0.086 - 0.953 - 
S0S3 (MM) 3.544 0.1360 0.099 0.1595 1.168 2.0501 
 
In a general view, the results presented in Table 5 suggest that, in average, 
the new FF describes the structure of peridinin in a similar way to what 
predicted by a DFT geometry optimization. Both the average transition 
energies and the oscillator strengths are in fact in a very good agreement 
with those calculated on the QM geometries. 
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5.5.3 Infrared spectra 
In order to check the quality of the fitted constants and the vibrational modes, 
we have simulated two infrared (IR) spectra based on: a) B3LYP/6-311G(d,p) 
optimized structure, and b) MD geometries extracted from the simulation. In 
the latter case, the calculated vibrational spectra was obtained as the Fourier 
transform of molecular dipole moments autocorrelation function64 (we have 
used 8000 correlated geometries).  
The IR spectra obtained with the two different strategies are compared in 
Figure 43.  
 
Figure 43: Calculated IR spectra of peridinin. The black and red lines represent the spectra 
computed in the DFT framework for the optimized geometry (QM) and from the 
autocorrelation of the electric dipole moments calculated along the MD trajectory (MM-QM), 
respectively. The spectra were normalized to the highest peak. 
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The two spectra show an overall good agreement in the position of the peaks 
especially for those with frequencies higher than 800 cm-1. At low 
frequencies, differences are more evident; this can be explained observing 
that during the classical MD, the molecule can sample conformations, mainly 
dihedrals and out of plane motions, far from the minimized geometry. In this 
region, the spectrum obtained from the MD trajectory also presents some 
less resolved peaks. 
5.5.4 Spectral densities 
The key quantity to determine the vibronic interaction is the so-called spectral 
density J(ω). More specifically, the spectral density quantifies the coupling 
strength of the electronic excitation to the vibrational modes at frequency ω, 
and is usually written in terms of two contributions: 
J(ω)=J0(ω)+ Jvib(ω) Eq. 21 
Where J0(ω) is the coupling of the excitation to a continuum of low-frequency 
damping modes due to the environment and Jvib(ω) is the high-frequency 
modes coupling mostly due to intramolecular vibrations of the chromophore. 
In our case, since the simulations are performed in vacuum the first term 
does not contribute to the spectral densities computed in this section. 
The spectral density can be estimated computing the time-dependent 
fluctuations of the excitation energy along the trajectory. In this description a 
hybrid approach is necessary: a correlated MD gives the time evolution of 
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the system and QM calculations performed along the trajectory provide the 
excited-states energy fluctuations. Formerly, the Fourier transform of the 
autocorrelation function of the site energies gives the spectral density of the 
chromophore:65 
J
MM-QM(ω)=
βω
π
∫ CCl(t) cos(ωt) dt
∞
0
 Eq. 22 
where β=1/(kBT) and CCl(t) is the classical autocorrelation of the excitation 
energy fluctuations, given by: 
CCl(tj) = 
1
N-j
 ∑ ∆E(tj+tk) ∆E(tk)
N-j
k=1
 Eq. 23 
where N is the number of time step considered. 
In order to predict the spectral density of peridinin we computed TDA 
B3LYP/6-311G(d,p) calculations along the correlated MD trajectory 
described in this chapter. Only the lowest bright transition has been 
considered. 
Another strategy to calculate the spectral density does not use an MD but it 
considers a purely QM approach based on the Displaced Harmonic Oscillator 
(DHO) model. Within this framework, the potential energy surfaces of the 
ground and the excited state involved in the transition are assumed to be 
harmonic. Moreover, the second derivatives of both PES are assumed to be 
identical. In this way, the DHO model differentiates the ground and excited 
state PES just by the position and the vertical offset, as Figure 44 shows. 
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Figure 44: Representation of the Displaced Harmonic Oscillator model. PESgs and PESes 
represent the potential energy surfaces of the ground state and excited state respectively. 
ωeg is the vertical excitation energy, ωeg
0  is the energy difference between the two minima, λ 
is the reorganization energy and VG stands for vertical gradient. 
At the ground-state equilibrium, the gradient of the excited state PES equals 
the gradient of the energy gap, and in this position, the excited-state gradient 
is named vertical gradient (VG). 
Considering the VG approximations, the spectral density can be calculated 
through the excited state gradients and the ground state frequencies using 
the equation: 
J
VG(ω)=∑ λa
ωγ
(ω-ωa)2+γ2
a
 Eq. 24 
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where λa is the reorganization energy of the mode a obtained from the 
gradients, ωa is the frequency of the same mode, and γ is the damping 
constant.66 
In the application of the VG approach, we have considered the peridinin 
ground-state optimized geometry (B3LYP/6-311G(d,p)) and calculated its 
harmonic frequencies. Then, for the energy gradient, we considered the TDA 
B3LYP/6-311G(d,p) lowest bright state at the S0 geometry, according to the 
DHO model. γ was set to 10 cm-1. 
The spectral densities of peridinin as obtained from the hybrid (MM-QM) and 
the VG methods are presented in Figure 45.  
The spectral density obtained with the hybrid MM-QM method is strongly 
dependent on the quality of the description of the ground state PES provided 
by the MD.  
As said, the spectral densities show how the electronic excitation energies 
are coupled to the vibrational normal modes. In the case of peridinin, we 
expect that the modes that coupe more strongly with the bright excitation are 
those mostly involving stretching and bending motions of the backbone 
atoms. Another group that is expected to strong affect the transition energy 
is the allene. This is indeed confirmed by the calculated spectral densities 
which show a region with many intense peaks between 1500 and 1800 cm-1 
(the backbone) and a high isolated peak at 2000 cm-1 (the stretching of 
allene). Instead, carboxylate groups (frequency region between 1800 and 
1900 cm-1) seem to have a more moderate influence on the electronic 
excitation energies. 
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Figure 45: TDA B3LYP/6-311G(d,p) calculated spectral densities of peridinin. The black plot 
represents the VG spectrum and the red one is referred to the combined MD and QM 
approach (MM-QM). 
What is important to stress here is that the position and the intensity of the 
main peaks found in VG are well reproduced by the hybrid approach. This 
result shows that the new FF is able to correctly describe the motions of the 
conjugated backbone. 
Once we know the spectral density, the absorption lineshape for a transition 
at frequency ω0 can be computed by: 
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S(ω) = ω ℜ ∫ ei(ω-ω0)t-g(t) dt
∞
0
 Eq. 25 
where g(t) is the lineshape function. The g(t) function is related to the spectral 
density by the following equation66,67: 
g(t) = -
1
π
∫
J(ω)
ω2
∞
0
 [coth (
βℏω
2
) ⋅(cos(ωt) -1) -i( sin(ωt) -ωt)] Eq. 26 
The lineshapes of the plots in Figure 46 represent the vibronic spectra 
modelled by the spectral densities of the QM vertical gradient (black curve) 
and hybrid MM-QM approach, modelled by the MD with new force-field. The 
simulated temperature of both curves is 300 K.  
Figure 46 show that the vibronic progression computed with the hybrid MM-
QM spectral density is underestimated in comparison with the one computed 
with the VG method. The hybrid approach presents less defined bands. 
The differences in the vibronic progression obtained with the two methods 
reflect the differences found in the corresponding spectral densities. 
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Figure 46: Peridinin vibronic spectra in full QM and in hybrid MM-QM approaches. 
Finally, still using the spectral densities we can compute the total 
reorganization energy: 
λ= ∫
J(ω)
ω
dω
∞
0
 Eq. 27 
The total reorganization energy computed with hybrid MM-QM spectral 
density is 770 cm-1 and the one computed with the VG method is 553 cm-1. 
From the analysis of the IR spectra and the spectral densities we can 
conclude that the new FF well describes the minimum structure and the 
temperature-dependent geometric fluctuations around the minimum of 
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peridinin. Despite the fact that it was fitted without taking into account 
properties, the results also show a reasonable description of vibronic 
responses. 
This chapter shows that despite the current limitations of the classical model, 
it is possible to recover much of the electronic effects lost in a classical 
description by just modelling the molecule of interest with a very specific set 
of parameters.  
It is evident that the classical modelling is not able to completely incorporate 
the electronic effects in the geometry fluctuations along the correlated 
trajectory. Despite, with this high-precision work, we maybe have achieved 
the maximum refinement that a normal user of MD softwares could do in 
order to model a molecular PES. Maybe, the only further refinement that 
could be done is the implementation of coupled terms (like stretching-
stretching and even mixed terms like stretching-bending) on the derivation of 
the parameters and on the force calculation provided by MD algorithms. 
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Chapter 6 - Simulations in in vivo 
environments 
In oxygenic photosynthesis, the initial photophysical and photochemical 
processes are primarily mediated by two photosystems: photosystems I 
(PSI) and II (PSII). PSII is a supramolecular complex embedded within the 
thylakoid membrane (see Figure 47). To collect photon energy and drive the 
photochemical reactions, plant PSII contains a series of peripheral light-
harvesting complexes: the major light-harvesting complexes of PSII (LHCII) 
and minor ones named chlorophyll-binding protein CP29, CP26 and CP24.  
While the function of the major LHCII complex is that of absorbing light 
energy and transmitting it to the reaction centre to induce charge separation, 
the pigment-binding protein CP29, one of the “minor” light-harvesting 
proteins, has been identified as a valve that permits or blocks the critical 
release of excess solar energy during photosynthesis. 
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Figure 47: View from above of the Photosystem II (PSII) supercomplex of light-harvesting 
proteins. Energy-quenching takes place in the D1 and D2 proteins (light blue and dark blue 
areas respectively), which are surrounded by the CP29, CP26 and CP24 proteins. 
The experimental X-ray structure of isolated LHCII and CP29 were published 
by Liu et al68 and Pan et al69 in 2004 and 2011 respectively. Despite being of 
fundamental importance for the understanding of the 3D arrangement of the 
pigments and their interactions with the protein residues, crystal structures 
are not sufficient to model the “in vivo” conditions, since both complexes are 
embedded in the thylakoid membrane, which is not present in crystal 
structures. Furthermore, the crystallographic data give a frozen and static 
description of the complex. 
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A common approach to describe LH environment and to “unfreeze” the 
system is to insert the complex in a membrane, solvate it and perform a 
molecular dynamics simulation to provide a set of frames that can be used 
as initial structures for the quantum mechanics calculation. QM modelling 
should be performed to obtain electronic data. 
The next subsection describes in detail the preparation of the MD protocols 
to simulate CP29 and LHCII complexes. 
6.1 CP29 Molecular Dynamics protocol 
In this section, we describe the construction of the CP29 systems and the 
characteristics of the molecular dynamics simulations. 
6.1.1 The CP29 crystallographic structure 
CP29 is a monomeric system containing nine chlorophylls a (CLA), four 
chlorophylls b (CHL), and three different carotenoids: lutein (LUT), 
violaxanthin (VIO), and neoxanthin (NEX). The starting X-ray structure used 
in this work was resolved by Pan et al69 (pdb entry: 3PL9, res. 2.80 Å) and is 
depictured in Figure 48. 
In their work the authors document that, during the purification procedure, 
the first 87 amino acid residues have been lost. For this reason, we added 
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an acetyl terminal group (ACE) to the first amino acid residue found in the 
crystal structure. 
The protein protonation assignment was done following the procedure 
reported by Müh et al70. All the amino acids were in the standard protonation 
state in pH=7 except for residues 128, 151 and 235 (respectively glutamic 
acid, glutamic acid and histidine) which are protonated. Histidine residues 
99, 200 and 229 were in the δ-configuration to permit the interaction with 
chlorophylls Mg atom. All the other histidine are in ε-configuration. Since the 
total charge of the system was -2 we added two K+ ions to neutralize it. 
Six crystal water molecules, which were close to cofactors, were maintained 
in the structure. More specifically, water molecules that act as an axial ligand 
in chlorophylls a604, b606, b607, and b608 and the ones involved in 
hydrogen bond with residues 128 and 151 were retained. 
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Figure 48: CP29 crystal structure in different views. The top view is oriented along the 
membrane normal from stromal side. 
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6.1.2 The membrane 
To reproduce the in vivo conditions, the CP29 complex was embedded into 
a 300 DOPC (1,2-dioleoyl-sn-glycero-3-phosphatidylcholine) bilayer 
phospholipidic membrane (150 lipids per layer) and solvated with a 30 Å 
thickness water layer. The membrane and the water stratum were generated 
with CHARMM-GUI71 website tool The orientation of the protein in the 
membrane was guided by Pan69 work and by Orientations of Proteins in 
Membranes database72. Three potassium ions were added to neutralize the 
system. The initial MD system is represented in Figure 49 with some of the 
water molecules present in the solvation layer. 
 
Figure 49: Membrane cross section starting structure (in purple/pink, with van der Waals 
sphere model, is represented the DOPC bilayer; the protein part of CP29 complex is 
represented in yellow; the chlorophylls are in green and the carotenoids in red). For a better 
visualization, just some water molecules are shown. 
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6.1.3 Force-field description 
The MD simulation was performed in AMBER14 suite of programs73. The 
ff99SB force-field74 was used for the protein description and lipid1475 for the 
lipids. For chlorophylls a we used the Ceccarelli et al76 set of parameters with 
Zhang et al77 modifications. Chlorophylls b were described with the same set 
of parameters of chlorophylls a except for the aldehyde group on the 
porphyrin ring (the only different group between a and b chlorophylls), which 
was described with the general AMBER force-field. The new parameters 
described in Chapter 3 were used for the carotenoids. Water molecules were 
described by TIP3P78 model. 
6.1.4 CP29 simulation protocol 
As discussed in Chapter 1, violaxanthin can be converted in zeaxanthin. 
Supported by this fact and by the absence of a CP29 complex containing 
ZEA instead of VIO, we decided to replicate the system described above and 
change the epoxide groups in both VIO rings to unsaturated bonds, 
transforming it into ZEA. In this way, it is possible to compute the MD of the 
two CP29 systems and compare their structural characteristics. 
The MD simulations of both systems were performed identically, in four main 
steps: minimization, heating, holding and production, described as the 
following procedure: 
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1. Minimization: this first step was performed to relax the system and 
avoid close contacts. It was divided in three subsequent simulations: 
a) Hydrogen relaxation, maintaining all the other atoms frozen. 
b) Water, ions and membrane relaxation, maintaining protein and 
cofactors frozen. 
c) Relaxation of all the system with all atoms allowed to move. 
 
2. Heating: the system was slowly heated up in two subsequent 
simulations: 
 Heating up to 100 K with constant volume in a 5 ps run 
constraining lipids and complex by a 10.0 kcal/(mol*Å2) force. 
 Heating up to 300 K with constant pressure in a 100 ps run 
constraining lipids and complex by a 10.0 kcal/(mol*Å2) force. 
 
3. Hold: the hold step was performed in order to equilibrate the periodic 
boundary condition dimensions and the density of the system. This 
step was run in the NPT ensemble. The constraints on lipids and 
complex were gradually released (-1.0 kcal/(mol*Å2) every 500 ps) 
until the force constrain becames equal to zero. A 1 ns simulation 
was then performed. 
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4. Production: performed on an 80 ns simulation in an NPT ensemble 
with a integration step of 1 fs. Temperature and pressure were 
controlled, respectively, by a Langevin thermostat and the 
anisotropic barostat implemented in AMBER14. 
 
The simulations were performed with periodic boundary conditions together 
with the Particle Mesh Ewald approach (PME) to deal with long-range 
electrostatics. The non-bonded cut-off for the last three steps was equal to 
10 Å. 
6.2 LHCII Molecular Dynamics protocol 
For the LHCII system we adopted a slightly different protocol with respect to 
the one used for CP29. The principal difference was the a priori membrane 
equilibration. The procedure was very similar to the Ogata et al79 
photosystem II simulations and is described in details in the next subsections. 
The LHCII complex was simulated with the AMBER14 software package73. 
6.2.1 The LHCII crystallographic structure 
The Light-Harvesting Complex II (LHCII) is a trimeric complex embedded in 
the thylakoid membrane of photosynthetic organisms. Each monomer 
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consists of three transmembrane helices that coordinate seven molecules of 
chlorophyll a and five of chlorophyll b. Two lutein carotenoid molecules 
arranged in an “X” pattern help to hold the complex together. Two additional 
carotenoids (violaxanthin and neoxanthin) are also present in the periphery 
of the complex (see Figure 50). 
The first step of the complex preparation was the choice of the highest 
resolution LHCII structure: 1RWT taken from the Protein Data Bank80. This 
crystal was resolved by X-ray diffraction by Liu et al.68 with a 2.72 Å 
resolution. In this pdb file are present a monomer (chain A), three trimeric 
complexes (B, F, G; C, E, H and D, I, J chains) and some lipids between the 
three complexes. All those structures belong to the crystallized icosahedral 
proteoliposome.  
Since in our work we are not interested in the intercomplexes geometric 
variations, but only in intracomplex cofactors interactions, we choose just one 
of the three complete trimeric structures without taking into account the lipids 
in the outer part of the complex. For our simulations, we used the same 
selection of Müh et al 81, choosing the C, E and H trimeric complex as a 
starting structure. 
In the chosen complex, the first 13 amino acids could not be resolved and 
are missing in the pdb file. Since we do not have access to the missing 
residues and its conformation, we opted to cap the first atom of each chain 
(serine) with an acetyl group, the same way we did for CP29. 
The protonation pattern used in this study was described by Muh et al.81 that 
revealed, by Poisson-Boltzmann calculation, the protonation states of amino 
acids. For our simulations, all the titratable amino acids were considered in 
their standard protonation state in physiologic pH, except for the histidine 
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residue 120, considered protonated due to its interaction with the aspartic 
acid residue 111. All the other histidine residues interact with chlorophylls Mg 
and, thus, were considered in δ conformation to allow the axial N-Mg 
coordination. 
In the pdb file, 4 over 24 chlorophylls (a604, b605, b606 and a614) have 
some heavy atoms of the phytol tail missing, as Table 6 describes. The first 
strategy adopted to complete those residues was the automatic addition by 
tleap tool51 using the chlorophylls libraries as templates. This protocol yields 
acceptable structures except for the b605 tail, which overlaps with other 
molecules. In this way, for the b605 chromophore a small torsion in the phytol 
dihedral angle was required to avoid structures superposition. 
Table 6: Heavy missing atoms in chlorophylls in LHCII structure. 
Residue Missing atoms Number of missing atoms 
CHL a604 C18-C20 3 
CHL b605 C3-C20 18 
CHL b606 C6-C20 15 
CHL a614 C5-C20 16 
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Figure 50: LHCII crystal structure in different views. The top view is oriented along the 
membrane normal from stromal side. Chains C, E and H are coloured respectively in yellow 
red and blue. 
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6.2.2 The membrane 
The DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) bilayer membrane 
(same lipids of CP29 membrane) was generated by CHARMM-Gui website71 
with 450 lipids in each layer. The membrane was generated in a rectangular 
box with an upper and lower water layers containing the proportion of 37 
water molecules per lipid (in excess of experimental analysis: 32.8 water 
molecules per lipid82 according to AMBER tutorials. The ion concentration 
was set at 0.10 M of NaCl (neutral pH at 25ºC) by Monte-Carlo ion placing 
method. 
6.2.2.1 Membrane simulation protocol 
Before adding the complex in the lipid bilayer, we performed the equilibration 
of the membrane following the protocol below: 
 
1. Minimization step: this step has the purpose to minimize the lipid 
geometries and avoid close contacts. 
 
2. First heating step: the first heating was performed to heat the system 
until 100 K maintaining the lipids fixed with a harmonic potential of 
10.0 kcal/(mol*Å2). The used thermostat for this constant volume 
simulation was the Langevin50 one. 
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3. Second heating step: this step was performed to slowly bring the 
system in the production temperature: 303 K, which is indeed far 
above the DOPC phase transition temperature. This second heating 
was performed in a NPT ensemble with a 2 fs time step. The Shake 
algorithm was set for bonds with hydrogens. Temperature and 
pressure were controlled, respectively, by a Langevin50 thermostat 
and the anisotropic Berendsen weak-coupling barostat83. 
 
4. Hold step: the hold step was performed in a 5 ns simulation in order 
to equilibrate the periodic boundary condition dimensions and the 
density of the system. The hold step is especially important for GPU 
runs, because the box dimensions changes at the beginning of the 
equilibration and the GPU code is not able to recalculate the non-
bonding list cells. The simulation was performed in 10 cycles of 500 
ps each in order to restart the MD with the updated box dimensions. 
For this simulation, the NPT ensemble with anisotropic pressure 
coupling was set and the 303 K temperature was controlled by 
Langevin thermostat. The time step used for this hold simulation was 
2 fs and the Shake algorithm was on for bonds containing hydrogen. 
 
5. Production step: this step was performed on a 50 ns simulation in a 
NPT ensemble with a 1 fs time step. The 303 K bath and pressure 
were controlled, respectively, by a Langevin thermostat and the 
anisotropic Berendsen weak-coupling barostat implemented in 
AMBER14. 
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In addition, for the heating, hold and production simulations, the PME method 
with a 10 Å cut-off was applied in order to describe long-range electrostatic 
interactions. 
6.2.3 Complex plus membrane simulation 
For the simulation of the complex inside the membrane, we first oriented 
properly the membrane with its centre of mass at the origin. Since the LHCII 
Liu et al.68 structure was not oriented accordingly to the thylakoid membrane, 
we conducted the complex reorientation considering the OPM (Orientation of 
Protein Membrane)72 database, as illustrated in Figure 51. The blue and red 
circles in Figure 51 indicate the end of the membrane and the beginning of 
the water layers. 
After the membrane simulation and its reorientation, a cavity with the 
complex shape was generated in the membrane by removing the lipids that 
were closer than 1.5 Å to the complex. The LHCII was inserted in the pore of 
the resulting membrane constituted by 697 DOPC lipids. 
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Figure 51: Orientation of LHCII in the thylakoid membrane.72 
6.2.4 Force-field description 
For the description of the amino acids that belong to the backbone chain, we 
used the ff14SB set of parameters. The carotenoids were modelled by the 
new force-field developed in this work and described in Chapter 3. 
Chlorophylls a were modelled with the set of parameters reported in 
Ceccarelli et al76 modified by Zhang and coauthors77 and chlorophylls b were 
described with the same set of parameters of chlorophylls a except for the 
aldehyde group on porphyrin ring (the only different group between a and b 
chlorophylls), which was described with a general AMBER force-field.  
The DPPG (1,2-dipamitoyl-sn-glycero-3-phosphoglycerol) lipids found in the 
crystallographic structure were modelled by lipid11 force-field, since the new 
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set of parameters lipid14 do not contain sufficient force-constants to describe 
DPPG. Instead, membrane lipids were described with lipid14 set of 
parameters.75 Water molecules and ions were modelled by TIP3P78 and 
parameters taken from Joung and Cheatham84 works respectively. 
The molecular dynamics protocol was performed following the same steps 
described by Ogata and coworkers79: 
 
1. Minimization: the geometry optimization was performed in three steps:  
a) Hydrogens energy minimization with all the other atoms 
considered frozen; 
b) Ions (Na+ and Cl-) and non-crystal water molecules (upper and 
lower water layers added to the system) optimization with the 
other residues frozen; 
c) All atoms together minimization. 
 
2. Heating: the heating until 300 K was performed in a 30 ps simulation 
on a NVT ensemble with a 1 fs time step. The temperature was 
controlled by a Langevin thermostat. The crystallographic structure 
was constrained by a harmonic potential with a 5 kcal/(mol*Å2) force 
constant. 
 
3. Hold: the hold step was performed in order to achieve the equilibration 
of the periodic boundary condition dimensions and the density of the 
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system. For this simulation, the NPT ensemble with anisotropic 
pressure coupling was set and the 300 K temperature was controlled 
by the Langevin thermostat. The time step used for this hold 
simulation was 1 fs The constrain on complex was gradually released 
(-0.25 kcal/(mol*Å2) every 10 ps) until the force constrain became 
equal to zero. After this procedure, a 2 ns simulation with no 
constrains was performed. 
 
4. Production: this last step was performed on a 400 ns simulation in a 
NPT ensemble with a 2 fs time step. The Shake algorithm was set for 
bonds with hydrogens. Temperature and pressure were controlled, 
respectively, by the Langevin thermostat and the anisotropic 
Berendsen weak-coupling barostat implemented in AMBER14. 
 
For the heating phase, hold and production simulations PME method with a 
10 Å cut-off was applied in order to describe long-range electrostatic 
interactions.  
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Chapter 7 - MD analysis 
7.1 CP29 
In this section, we present a comparison of the results obtained for the MD 
simulations of the violaxanthin and zeaxanthin containing complexes. This 
comparison is done by focusing on the cluster that contains each carotenoid 
and the three closest chlorophylls (see Figure 52). 
 
Figure 52: Representative cluster containing VIO/ZEA and the three closest chlorophylls a 
molecules. 
The goal is to analyse the change in the intra and intermolecular structural 
parameters, which characterize this cluster, by changing the central 
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carotenoid. These differences (if any) should give us suggestions about the 
possible effects that the change from the violaxanthin to the zeaxanthin can 
have in the interactions between the carotenoid and the surrounding 
chlorophylls. 
7.1.1 Structural analyses 
To monitor the evolution of the MD simulations, in Figure 53, we report the 
RMSD analyses for both systems conducted on heavy atoms of the protein 
backbone, on heavy ring atoms of chlorophylls a and b and on heavy atoms 
of carotenoids backbone. 
 
Figure 53: Cofactors RMSD performed for CP29 VIO and ZEA systems. 
The plots show that the protein backbone in both systems are not yet 
completely equilibrated after 80 ns of simulation, but this simulation time is 
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sufficient to properly sample the fluctuations around the crystallographic 
minimum. 
Here it is important to emphasise that, because of the high computational 
cost, many recent works that report MD simulations on LH complexes use 
even shorter trajectories40,79,85 and perform equilibrium-based analysis 
believing that the equilibrium condition is almost achieved. To the best of our 
knowledge, this is the first long MD performed in a LH system with specific 
parameters for the cofactors and the fact that such a long simulation is still 
not well equilibrated should be an alert to further works. With this result, we 
show that long MD simulations are needed to guarantee the achievement of 
the full equilibrium. However, in our case, it is still possible to perform an 
analysis of the results obtained so far to evaluate the performance of the 
newly developed FF when the investigated systems are embedded in a 
“natural” environment.  
Another preliminary analysis can be done introducing the B-factors (also 
known as temperature factors or Debye-Waller factors) which describe the 
mobility of each atom in the system. Experimentally they are determined by 
X-ray diffraction techniques and are usually reported in the pdb file of the 
crystal structure.  
Computationally, the calculation of the B-factor is based on the RMSF (Root 
Mean Square Fluctuations) of the atomic coordinates as Eq. 28 shows. 
B = 
8𝜋2
3
RMSF
2
 Eq. 28 
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The Root Mean Square Fluctuations (RMSF) is the RMSD from the average 
over time of a residue that fluctuates around some well-defined average 
position. 
Figure 54 describes the general top view of CP29 complex, the B-factors 
calculated for the heavy atoms in carotenoids and chlorophyll rings from MD 
trajectory of the VIO and ZEA systems and the crystal structure B-factors 
extracted from the pdb. 
 
Figure 54: Comparison of VIO and ZEA MD calculated B-factors and the crystal structure B-
factors extracted from the pdb of the complex containing the VIO. 
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This analysis shows the thermal motions of the residues and it is an indication 
about the flexible regions of the cofactors. Both simulated systems show 
similar cofactors mobility and there is also a good correspondence with the 
crystal structure referring to the complex containing the violaxanthin. 
Let us move to a more detailed examination of the MD trajectories obtained 
with the two different carotenoids. The first analysis is on the interpigment 
interactions that are at the basis of the energy transfer processes. To perform 
such an analysis we apply a Förster like model for the electronic coupling 
and compare the results for the violaxanthin and zeaxanthin containing 
complexes. 
Förster’s coupling is based on a dipole-dipole approximation of the Coulomb 
interactions between a donor (D) and an acceptor (A) moiety: 
V = 
1
4πϵ0
[
μ⃗ 
D∙
μ⃗ 
A
R
3
-
3(μ⃗ 
D∙
R⃗⃗ )(μ⃗ 
A∙
R⃗⃗ )
R
5
]  ≡ 
1
4πϵ0
κ|μ⃗ 
D
||μ⃗ 
A
|
R
3
 Eq. 29 
where μ
D
 and μ
A
 are the transition dipoles of the donor and acceptor, 
respectively, and R is the center-to-center separation. The orientation factor, 
κ, is given by: 
κ = μ̂
D
∙μ̂
A
 - 3(μ̂
D
∙R̂)(μ̂
A
∙R̂) Eq. 30 
where μ̂
D
 and μ̂
A
 represent unit vectors along the donor and acceptor 
transition dipoles, respectively, and R̂ is the unit vector pointing from D to A 
(see Figure 55). 
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If we define φ, θD, θA the angles between μ̂D and μ̂A, μ̂D and R̂, and μ̂A and 
R̂ respectively, as show in Figure 55, we can write: 
κ = cos φ - 3 cos θD cos θA Eq. 31 
 
Figure 55: Representation of the transition dipole moments of the donor (μ⃗ 
D
) and acceptor 
(μ⃗ 
A
). 
For the orientation analysis, we have considered the 3 closest chlorophylls a 
from the selected carotenoid, namely CLA602, CLA603 and CLA604, as 
shows Figure 52, and selected 800 frames (in intervals of 25 ps) taken from 
the 60-80 ns trajectory of both VIO and ZEA. 
For the chlorophylls, the transition of interest is the Qy one (see the 
Introduction for more details) which is characterized by a transition dipole 
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moment oriented between ND and NB nitrogen as show in the Figure 56. 
Both violaxanthin and zeaxanthin transition dipole moments were aligned 
along the conjugated backbone (from C11 to C33 atom types accordingly to 
the Liguori et al86 description). 
 
Figure 56: Orientation of chlorophylls, violaxanthin and zeaxanthin dipole transition 
moments. 
Figure 57 shows the fluctuation of the orientation factor 𝜅 between each the 
three considered chlorophylls and the carotenoid under study. For a better 
visualization, the arrangement of the plots in Figure 57 follows the same 
arrangement of chlorophylls shown in Figure 52.  
Analysing the distribution in Figure 57, it is possible to notice that the 
orientation factors between the violaxanthin and chlorophylls 602 and 603 
are larger than the ones between zeaxanthin and the same chlorophylls. This 
indicates that, on average, the orientations between violaxanthin and these 
two chlorophylls favour stronger Coulombic couplings than for the 
zeaxanthin. We have obtained the opposite result for CLA604.  
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Figure 57: Orientation factor distributions between CLA602, CLA603 and CLA604 and 
VIO/ZEA. 
Another factor that can change the intensity of the Förster couplings is the 
distance between donor and acceptor. Figure 58 shows the fluctuation plots 
of the distance between the centres of mass of chlorophylls 602, 603 and 
604 and violaxanthin/zeaxanthin. 
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Figure 58: Centre of mass distance distributions between CLA602, CLA603 and CLA604 
and VIO/ZEA. 
The distributions in Figure 58 show that there are no significant differences 
between the pairs CLA603-carotenoid and CLA604-carotenoid. Instead, for 
the CLA602, a difference is visible: the inter-pigment distance between 
chlorophyll 602 and violaxanthin are greater than CLA602-ZEA. The reason 
of this difference could be explained by the structures of the carotenoids: in 
the violaxanthin, there is an epoxide group on the ring, which acts as an 
“obstacle” hindering the approximation of the chlorophyll. On the other hand, 
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zeaxanthin does not have this steric hindrance, and may stay closer to 
chlorophyll 602. 
The analysis reported so far only considers a center-to-center distance but it 
does not take into account the relative distances among the single atoms. 
The latter are extremely important for the electron density overlap, which is 
at the basis of non-Coulomb type of electronic couplings. In order to obtain a 
more complete analysis we designed a simple geometric method to measure 
which carotenoid is closer to the chlorophylls taking into account all the atoms 
in the chlorophyll ring (without the lateral residues) and all the conjugated C 
atoms in the carotenoid backbone. This method consists in attributing 
spheres centred on the considered atoms of both molecules. The spheres 
radii are the van der Waals ones scaled by a 1.7 factor (see Figure 59). 
 
Figure 59: Schematic overlapping between chlorophyll rings and carotenoids backbone. 
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The volumes of the interlocked spheres between the carotenoid and 
chlorophyll atoms were calculated for each frame. The results are shown in 
Figure 60. 
 
Figure 60: Distribution of the volume of the overlapping spheres between CLA602, CLA603 
and CLA604 and VIO/ZEA. Volumes are in Å3. 
The plots indicate a higher overlap of CLA602 and CLA603 (the volumes are 
centred around 60 Å3). CLA604 instead remains closer to the carotenoid end-
rings and has a much lower overlap with the carotenoid backbone (the 
distribution is peaked at 10 Å3). By comparing the two different carotenoids, 
we see that the three chlorophylls behave differently: in the case of CLA602 
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and CLA604 a slightly larger overlapping between the terminal chlorophylls 
and zeaxanthin is obtained compared to violaxanthin. On the contrary, for 
CLA603, the change from VIO to ZEA implies a decrease of the overlap. 
7.2 LHCII 
7.2.1 Structural analyses 
After 400 ns of the MD simulation of LHCII in membrane, we performed a 
RMSD analysis (see Figure 61) to understand if the system was well 
equilibrated. The RMSD analysis was conducted on heavy atoms of the 
protein backbone. 
Despite the long simulation time, Figure 61 shows that the system is not well 
equilibrated. Indeed this is a preliminary result since the MD is still running. 
For further works a 1 μs MD of the LHCII system is expected. However, we 
can still present an analysis to validate the new FF for the carotenoids when 
embedded within a protein environment and to compare with the results 
obtained in vacuum and in solvent. 
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Figure 61: Time-evolution of LHCII protein backbone RMSD. 
For the solvated systems, we performed MD simulations in methanol boxes 
for the same carotenoids present in the LHCII complex (NEX, VIO and LUT). 
The set of the new FF was used to describe the carotenoids and the same 
MD set-up for the simulations in vacuum, described in Chapter 4, was used 
(for the intermolecular interactions a cut-off radius equal to 10 Å was 
adopted). A set of 100 snapshots was extracted from the last 5 ns of each of 
the MD trajectories (1 frame each 50 ps). As done before for the isolated 
systems, the average bond lengths in selected snapshots were used to 
compute the BLA.  
For the analysis, we extracted the data from 1000 frames in the last 50 ns 
MD simulation. In this case, the computed bond lengths for the BLA 
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calculation correspond to an average of the carotenoids present in the three 
chains of the LHCII complex. 
 
Figure 62: Average Bond Length Alternation (BLA) in Å for NEX, VIO and LUT along the 
LHCII MD simulation and in methanol performed with the new force-field description. The 
results obtained with an MD in vacuum are shown for comparison. The bars represent the 
average standard deviation. 
The plots in Figure 62 compare the BLA values of the NEX, VIO and LUT 
obtained from the MD performed in vacuum, in methanol and in the 
embedded protein. For all MD the new parameters were used. 
The average BLA values obtained in methanol are lower than the ones 
obtained in vacuum and in LHCII environment, which are instead very close. 
This result physically agrees with our expectative: increasing the polarity of 
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the environment (moving from vacuum to protein to methanol) the BLA 
should slightly decrease.  
These results indicate that the MD modelled with the new FF is not only 
sensitive to the different environments but is also capable of describing the 
expected effect of polarity. 
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Chapter 8 - Conclusions 
One of the most common strategies used to describe the effects of 
environmental and structural fluctuations on electronic processes in complex 
systems is to combine classical MD simulations with QM calculations of the 
electronic process of interest. The accuracy of this strategy, however, is 
largely affected by the FF used to describe fluctuations in both intra and 
intermolecular degrees of freedom. The intramolecular aspect is particularly 
important when one is interested in simulating electronic excitations that are 
largely coupled to structural deformations. Here, we have shown that an 
accurate description of this coupling can indeed be obtained still keeping a 
classical description of the temperature-dependent fluctuations by using 
properly parameterized MM FF. Here, the focus has been placed on the 
seven carotenoids found in LH complexes, namely NEX, VIO, LUT, ZEA, 
RGT, SPI and PID. For all of them, newly developed FF have been proposed 
and the resulting MD simulations have been compared with the reference 
DFT values. The obtained results show that the most important structural 
properties, like backbone C-C bond lengths and BLA, described by the new 
FF are in very good agreement with DFT results. For NEX, VIO, LUT, ZEA, 
RGT and SPI the corresponding picture obtained with a general force-field 
shows clear limits owing to an overlocalization into two separated single and 
double bonds. This increased accuracy in the description of the structural 
fluctuations is clearly reflected in the analysis of the three lowest singlet 
excitations. Both the expected energy ordering and the different dark (S1 and 
S3) and bright (S2) natures are kept during the MD based on the new FF, 
whereas a strong unphysical mixing is found when GAFF structures are 
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used. This study represents the first complete determination of MM FF 
specifically optimized to describe the structural effects on the excitation 
properties of the carotenoids present in LH complexes. Its application to both 
energy transfer and photoprotection processes should allow to achieve a 
detailed analysis of the important effects that the temperature-dependent 
fluctuations are known to have on both the efficiency and the robustness of 
these fundamental processes. 
For peridinin, a high-precision force-field has been modelled in order to find 
the limits of a classical approach. With this study we show that despite of a 
classic MM picture, an accurate QM based FF is able to embed into the 
model much of the molecular electronic effects describing with good 
precision the geometry of the molecule. It turns out that the hardest limit of 
an MD description is maybe due to the lost of coupled terms on the force 
calculation provided by MD algorithms. 
Long equilibrated MD simulation of LH complexes is a useful method to build 
in vivo effects into the system since the molecules of interest are described 
with an appropriate force-field.  
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Appendix A 
LUT atom types 
 
 
 
 
VIO atom types 
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ZEA atom types 
 
 
RGT atom types 
 
 
SPI atom types 
 
Figure A 1: Carotenoids atom types for the AMBER parametrization.  
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Figure B 1: Confront between QM and MM vector displacements for some carotenoid 
backbone normal modes. 
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