On looking back over several decades of single-unit recording and vision, it is remarkable that some issues still remain unresolved. For example, the microcircuitry for orientation selectivity in area 17 remains as puzzling now as after Hubel and Wiesel's first description (Hubel and Wiesel 1962) . This might suggest that single-unit recording has been a poor approach, but this is not true. Single-unit recording has on the whole been very successful at elucidating physiological mechanisms per se. We also know a lot more about the relation of single cells to perceptual performance now than twenty years ago, but the information obtained has frequently been more difficult to interpret than expected. This article will concentrate on this latter perspective: how has single-unit recording helped us understand perceptual performance. Two different aspects suggest themselves. First, how is perceptual information encoded at a given level. For example, chromatic information is represented in the retina in both cones and ganglion cells, but in different ways. Second, at what level does there emerge an immediate neural substrate for a particular percept. Single-unit studies have usually been concerned with the first of these aspects, but recent data from awake, behaving animals are relevant to the second of these questions.
Some preliminary observations
The past decades have brought about much more sophisticated experimental approaches to recording neuronal activity. Following on from earlier analyses of the statistical nature of visually evoked spike trains (Fitzhugh 1957 (Fitzhugh , 1958 , Barlow et al (1971) were the first to apply modern neurometric methods (essentially analysis of spike trains using receiver operating characteristics, or ROC curves) to the visual system; such methods are now commonplace. It has also been recognised that, in order to acquire data useful for comparison with psychophysical results, a comparable degree of stimulus sophistication is required; early physiological studies were sometimes quite crude in this respect. However, many stimulus configurations useful in psychophysics (eg detection thresholds for brief flashes at long intervals in the dark-adapted state) are impractical to apply physiologically (since one needs to record many responses to estimate response variability, and this takes a long time). On the other hand, physiology has some advantages; one need worry less about extraneous features of a stimulus being used as cues when recording from just a single cell. Usually, some kind of compromise between physiological and psychophysical stimulus requirements can be reached. Finally, there has been growing appreciation that for the proper study of the human visual system one needs a primate, most often the macaque, as a model. For example, basic retinal function may be similar in primates and other mammals, but the details are quite different (Shapley and Perry 1986) . Also, macaques can be trained to perform tasks while electrodes record the activity of their neurons, and the progress that has been made in extrastriate cortices would not have been feasible without their cooperation. The necessary techniques for such experiments have only come into common use within the past decade or so, but much work relevant to the single-neuron doctrine has been carried out; some is detailed below.
Linking hypotheses (Brindley 1970) or linking propositions (Teller 1984 ) between psychophysics and physiology are statements such as``the physiological substrate of heterochromatic flicker photometry resides in the magnocellular (MC) pathway'' [the magnocellular (MC) and parvocellular (PC) pathways are so named because of their manifestation in the magnocellular and parvocellular laminae in the lateral geniculate nucleus, where cell body sizes differ]. Brindley distinguished class A and class B observations. In a psychophysical context, class A observations have the form``the stimuli a and b under conditions X, Y produce the same sensation'' or``the stimuli a and b under conditions X, Y produce different sensations''. In a physiological context, the word`sensation' can be replaced by`response'. Colour matching is an obvious example of such observations. Class B observations cannot be expressed in this form, and usually are of a more qualitative nature. Linking hypotheses based on class A observations are usually considered the more robust (Brindley 1970) . Teller (1984) discusses some examples in more detail; for example, the oft-cited parallel between lateral inhibition in ganglion cells and Mach bands is analysed as a relatively weak hypothesis based on class B observations. The distinction between class A and B observations remains useful, but it has become apparent that physiological and psychophysical data are often not so easy to categorise. For example, since neural responses are stochastic, it becomes necessary to formulate class A hypotheses in statistical terms, and to consider not only the size of a neuron's response, but also its variability and the number of neural elements involved. Put another way, two stimuli never cause physically indistinguishable signals, since responses are noisy and variable. A modified version of a class A formulation might then read something like:``Whenever two sensory stimuli can be distinguished psychophysically, physical analysis of the neural signals they give rise to can also be used to distinguish them, given reasonable assumptions concerning processing time and the number of neural elements involved''.
An example from the retina illustrates some other difficulties. Figure 1 shows response histograms from macaque ganglion cells under conditions designed to simulate heterochromatic flicker photometry. An achromatic stimulus (Wh) is alternated with a monochromatic test wavelength (l) at 10 Hz, and the ratio of their intensities altered. The sketch at left shows the luminance profile of the added stimuli; it is flat at equal luminance, when a standard observer has a minimal sensation of flicker. The histograms show responses of an off-centre MC-pathway cell to two cycles of stimulus; responsivity goes through a minimum, with phase reversal, close to equal luminance (Lee et al 1988) . There is a small residual response at twice the flicker frequency due to a nonlinearity in M and L cone summation (Lee et al 1989) . For the M À L, green on-centre PC-pathway cell in the right-hand set of histograms, there is a slow drift in response phase but no sign of a minimum; there is a vigorous response when observers report a flicker minimum.
Flicker composition
Off-centre MC cell Figure 1 . Responses of an MC cell and a PC cell to two cycles of 10 Hz flicker (4.7 deg wide field, $500 td), in which an achromatic stimulus (Wh) was alternated with a monochromatic wavelength (l 506 nm). The left-hand panels show the summation of the two components. The ratio of the luminances of the two lights was systematically varied as indicated next to each histogram. At equal luminance, the summed sinusoids have been drawn such that no residual modulation is present; this corresponds to the flicker null of the standard observer. The MC-cell response goes through a minimum with phase reversal close to the flicker null, but the PC-cell response just shows a slow change in response phase, with no indication of a null. 6 s of activity were averaged for each histogram, and bin width was 2 ms.
The parallel between the response minimum of the MC cell and the psychophysical flicker minimum is striking, but the data do not meet the criteria for class A observations. In this case, a class A formulation might be something like``at equal luminance, the two stimuli, chromatic flicker or a steady field, produce the same sensation (or response)''. This does not hold physiologically or psychophysically. Physiologically, the two stimuli are clearly distinguishable at the retinal level; the PC cell gives a very large response to the chromatic flicker. This illustrates that, although two states that are indistinguishable physiologically must be indistinguishable psychophysically, the converse is not necessarily true (Teller 1984) . Psychophysically, the flicker sensation may be minimal, but the two fields can often be distinguished, either because of a small amount of residual flicker (which closely parallels the residual MC-cell response) or because of a difference in brightness or chromaticity (eg von der Horst and Muis 1969). Thus, in practice, using Brindley's guidelines gets more difficult than expected.
The data in figure 1 provide another useful lesson for the visual neurobiologist. A strong peripheral neural signal may not survive to be used centrally, and may not reach conscious visual perception. In the case of primate chromatic pathways, it is necessary to postulate a temporal low-pass filter in the cortex to explain such results Lee et al 1990) .
To better establish linking hypotheses in the face of such difficulties, one may explore the parallel between the behaviour of a cell and perception along as many stimulus dimensions as possible (Brindley 1970) . This is fairly straightforward with retinal ganglion cells, which form well-defined homogeneous populations with wellunderstood properties, but with cortical neurons, which tend to be more heterogeneous and less predictable, this gets more difficult. Ideally, however, linking psychophysics to cortical physiology should be carried out with the same rigour as at a subcortical level.
A final example from the retina shows a case in which physiology and psychophysics have been mutually supportive. In flicker photometry, a better flicker null may sometimes be achieved by introducing a small phase shift between the alternated flickering lights (de Lange 1958; Lindsey et al 1986; Swanson et al 1987) . It was originally suggested that this effect was due to a difference in timing of the M and L cone signals, but the difference required is so large as to be unrealistic. It turns out that MC cells show a phase shift in their null responses which closely matches the psychophysics (Smith et al 1992) , and this is illustrated in figure 2 . A red and a green light of the same luminance are modulated with the same amplitude. Their relative phase is varied: a phase of 08 is luminance modulation, a phase of 1808 chromatic modulation. The left-hand panel shows psychophysical modulation thresholds plotted as a function of relative phase. The maximum threshold (or minimum sensitivity) is not at 1808 but some 308^408 away, in the`red-leads-green' quadrant (the red light is 308^408 phase advanced relative to the green light). The right-hand panel shows a similar measure (1acontrast gain) for an MC cell at a similar frequency. A similar phase shift is present. This similarity of curve shape would fall into the`analogy proposition' category of Teller (1984) . The underlying physiological mechanism can be modeled by a chromatic input to the MC-cell surround. The vector sum of this and the achromatic centre response cause the large phase shifts found experimentally.
These results provide strong additional evidence for linking the MC pathway to a psychophysical luminance channel. They also illustrate a productive interaction of the two approaches. The physiological experiment was motivated by the earlier psychophysical results, yet the basis of the effect, in a chromatic input to the MC-cell surround, would have been difficult to find on the grounds of psychophysical data alone.
One major development to which physiology (and anatomy) have contributed has been the recognition of the importance of parallel processing streams. These are the magnocellular and parvocellular pathways subcortically, and parietal and temporal processing streams more centrally. Although the MC pathway is likely to provide the major input to the parietal stream, at least to the middle temporal visual area (MT), the temporal stream receives mixed input (Merigan and Maunsell 1993) . Parallel pathways have been one area in which physiology has provided a major incentive for new perceptual experiments. For example, work on MT has often involved a close integration of physiology and psychophysics Albright 1993, 1994) . A detailed summary and critique of our progress (or lack of it) in elucidating parallel pathways in the cortex has recently appeared (Lennie 1998) .
I shall now turn to Barlow's dogmas, but it is worth remembering that optimal processing strategies (eg distributed associative nets versus`gnostic' cells) may differ according to the cortical area involved. For example, shape recognition in temporal cortex might be best served by a distributed net which can change its properties according to stimulus conditions or attention (Desimone and Duncan 1995) , while motion processing in the parietal region might be more`hard wired', resting upon vigorous responses in restricted numbers of cells with less functional flexibility.
First dogma
A description of that activity of a single nerve cell which is transmitted to and influences other nerve cells, and a nerve cell's response to such influences from other cells, is a complete enough description for functional understanding of the nervous system.
Although the techniques of the systems neurobiologist have not changed much over the past three decades, other methods of studying the nervous system have proliferated. The systems approach is still usually reliant on a single microelectrode, but new molecular biological, neurochemical, and biophysical methods have transformed our views of how the nervous system works at synaptic or molecular levels. However, they have not helped much from a behavioural, functional viewpoint. Occasionally, examples have been found of a direct link between, say, molecular genetics and visual behaviour, as in the effect on colour matching of a single amino-acid substitution on the long-wavelength Relative diode phase (green/red)a8 Figure 2 . The effect of changing the relative phase of flickering lights. Two lights (red, dominant wavelength 638 nm, and green, dominant wavelength 554, equal time-averaged luminance, 4.7 deg field) were modulated with the same amplitude. The abscissa shows relative phase of the two lights; a phase of 08 indicates luminance modulation, a phase of AE1808 chromatic modulation. The phase of the green light is referenced to the phase of the red light, which is always considered to have a phase of 08. Psychophysical thresholds were estimated by method of adjustment as a function of the relative phase of the two lights, the yoked modulation depth of the two lights being adjusted by the observer (6.5 Hz, 1000 td). Physiological measurements are shown from an on-centre MC cell. The response evoked by 20% modulation is expressed as 1/contrast gain (4.88 Hz, 2000 td). The phase shifts are similar for both psychophysical and cell data.
opsin gene (Neitz and Jacobs 1986; Winderickx et al 1992) , but these have been rare. Macroscopic imaging techniques, such as functional magnetic resonance imaging (fMRI), have proved very effective at indicating where one should look for activity related to a particular performance, but up to now have lacked adequate resolution to give much indication of the processing algorithms concerned, although optical imaging of the cortex seems to be coming close (Blasdel 1997) . So most visual neurobiologists would still hold that signals from single neurons remain the critical test for models of processing algorithms, and the idea that a picture of how vision works is best built up from knowledge of the interactions of individual cellsöessentially from neuronal spike trainsöhas been robust.
Second dogma
At progressively higher levels in sensory pathway, information about the physical stimulus is carried by progressively fewer neurons.
In the decade prior to Barlow's 1972 article, it had become apparent that just a single neuron can deliver a reliable signal usable for detection (eg Barlow et al 1971) , rather than such a signal having to be extracted from a neuronal population (eg Burns 1968) . For cortical processing, these two positions extrapolate to two alternative views of how visual stimuli are represented. One is that neurons possess increasingly specific trigger features at higher sensory levels [eg face cells (Rolls 1992) ], so that a complex stimulus is represented by large signals in a few neurons; the other is that representation of stimuli is distributed through a cellular network. Debate between these two schools still continues, and I shall take two examples, from retina and cortex, to illustrate how these viewpoints have fared.
The visual system is able to localise targets to a precision much better than a cone diameter (Westheimer 1981) , even with briefly presented stimuli so that eye movements are ruled out. Since the spatial scale is so small, the visual system must utilise signals from restricted retinal-cell populations. We have recently investigated the neurophysiological signals associated with some of these hyperacuities (Lee et al , 1995 . We recorded from parasol cells of the MC pathway and from midget cells of the PC pathway in parafoveal retina, with stimuli related to those used in hyperacuity tasks. Figure 3 shows a Vernier task, with two 20 min of arc edges superimposed upon an MC-cell mosaic. The length of a line or edge necessary for optimal psychophysical hyperacuity performance is only 5 min of arc or less in the fovea (Westheimer and McKee 1977) , and we found it to be $20 min of arc in the parafovea. The mosaic could be either on-centre or off-centre cells, density and distribution being estimated from the literature (Perry et al 1984; Wa« ssle et al 1981 Wa« ssle et al , 1990 ). The diameters of MC-cell receptive field centres ($12 min of arc) at this eccentricity are also indicated; they have a coverage factor of 3^4, ie 3^4 centres overlap each point in visual space. When a high-contrast edge is briefly flashed on the retina, the centres of some cells will be completely covered (under the shaded area in figure 3) , and all will give a similar response; 3^4 impulses during a response $50 ms in duration. The cells on the left, between the dashed lines, will remain unstimulated, and deliver 0^1 impulses of maintained activity in the response time window. Vernier thresholds at this eccentricity are about 1 min of arc at high contrast (more than a log unit smaller than centre diameters), and localisation must depend on differential activation among those cells whose centres lie across the edge, as indicated. The centres of only a few cells (3^6) are located in this critical region. Neurometric analysis (using ROC curves and modeling responses across the cell mosaic) showed that the differential response of a few impulses per cell in this small population of neurons is just adequate to support psychophysical performance (Lee et al 1995) . Although a larger number of PC cells would be stimulated by such an edge (8^15, not as many as expected on the basis of areal density since an edge is a one-dimensional stimulus), their very poor achromatic contrast sensitivity yields such a poor signal-to-noise ratio that they could not support the task.
Such approaches do not explain Vernier acuity but may help constrain Vernier models, although whichever model is adopted signal-to-noise considerations at the retinal level presumably remain similar. The results also indicate that central processing mechanisms are making optimal use of incoming signals; it is the signal-to-noise limits of single ganglion cells which primarily limit psychophysical performance, and there cannot be much room for sloppiness in the way the cortex handles the incoming spike trains. Finally, these experiments are very much in line with the original suggestion of Barlow and his colleagues; very few impulses in very few ganglion cells are enough to support these kinds of visual performance.
The retina provides a uniquely suitable locus for this form of analysis. The number of cell types is restricted and well defined anatomically, each cell type forms a semi-regular array across the retina, and the physiological properties of a given cell type are fairly homogeneous. Furthermore, most cell behaviour can be described on a linear basis, or nonlinearities are not severe or numerous enough to preclude a quasilinear approach. In the cortex, none of these considerations holds, and analyses become more difficult.
A good example of elegant application of neurometric analysis to cortical neurons can be found in the recordings of motion responses from the parietal lobe by Newsome and his collaborators To a flashed stimulus, MC-cell response duration is $50 ms, and peak rates $150 impulses s À1 . On the basis of neurometric analyses, performance can be based on a differential signal of very few impulses per cell; central mechanisms must therefore make near-optimal use of the retinal signal. Zohary et al 1994) . The stimulus is a dynamic random-dot pattern with a certain percentage of dots moving coherently in a given direction or its reverse. The task of a trained macaque is to determine the direction of motion in a two-alternative forcedchoice paradigm. The animal's performance is compared with the performance of an ideal observer monitoring the spike discharge of a single MT neuron, as shown in figure 4a . The abscissa shows motion strength in terms of the percentage of the dots which move coherently, and the ordinate the proportion of correct responses for the macaque (open symbols, dashed curve) or an ideal observer (filled circles, solid curve) basing his/her judgments on a neurometric analysis of the spike discharge of a single MT neuron. Clearly, the performance of the single cell approaches that of the whole animal, despite some uncertainty as to the duration over which the macaque integrates cell activities (M N Shadlen, personal communication). In any event, these data might be thought to support the Barlowian idea of large signals in single cells representing significant perceptual events. This is also a conclusion which might be drawn from microstimulation experiments, in which electrical activation of a small population of cells in MT can influence the whole animal's performance (Salzman et al 1992) . This result is important, in that it demonstrates that discharge modulation of single units in MT does indeed bear a direct relation to perceptual performance. It is difficult to see how distributed coding could produce such a specific effect.
However, further analysis reveals complications. Figure 4b shows the correlation over trials between the response amplitude of the cell and the monkey's actual performance. Solid circles indicate the trials in which the macaque chose the preferred direction for the neuron, and open circles the trials in which the other direction was chosen; the histogram shows the cumulative distribution. In the case shown, there was enough correlation to correctly predict the animal's choice from the cell response amplitude on 68% of trials. To go further, one final piece of information is necessary: do the responses of neighbouring cells covary from trial to trial? If so, then combining their signals would not yield the expected improvement in signal-to-noise ratio. It is found that covariation in responses of neighbouring neurons is weak, although even weak covariance limits the improvement to be derived from pooling such neurons (Zohary et al 1994) . . Reprinted by permission.
Bringing all this together, concluded that the simple interpretation was illusory; if a pool of just a few cells were responsible for the whole animal's choices, then there should be a strong trial-by-trial correlation between its choice and the activity of a single cell, which was not found. Conversely, if a pool of many cells were involved, then summation within the pool should lead to a whole animal's performance significantly better than that of single cells. Thus very sensitive cells with responses only weakly correlated with performance is a paradoxical finding. It may be that a small population of strongly correlated cells was simply not encountered. Nevertheless, the authors concluded that near-threshold judgments must rely on signals carried by a large pool of neurons, many of which are not well tuned for the stimulus under test. Although this seems inconsistent with information being carried by progressively fewer neurons at higher cortical levels, it is difficult to say how far this processing strategy is imposed by the stimulus used; a global motion stimulus of just a few dots embedded in a field of noise might have to be analysed by a global mechanism incorporating many cells. A more interesting case would be motion judgments of small targets briefly presented. MT neurons respond poorly to such targets, however, and their responses would seem to lack the precise timing necessary for predicting motion trajectory, which does not fall far short of hyperacuity accuracy (Welch and McKee 1985) . In any case, the conclusions of these MT studies are only moderately encouraging for supporters of the single-neuron doctrine; a single cell may carry what appears to be a significant message, but the message apparently fails to be optimally utilised.
Another example of cortical cells with stimulus specificity are those in the inferotemporal cortex which respond to faces (Perrett et al 1987 (Perrett et al , 1992 Rolls 1992) . Perhaps because the stimulus space of interest is so large and ill-defined, cells have not been analysed with the elegant quantitative methods applicable to recordings from MT, and it has not been possible to directly relate a cell's activity to behaviour. With these restrictions, only quantitative differences between a cell's response to an individual face or face region have been found; most cells respond to many faces and expressions. It is not as if neurons are selective for a particular physiognomy and facial expression (an angry Dave), and perhaps we should not expect this (Harris 1990) . A better bet might be the formation of small ensembles of neurons which form flexible associations depending on an individual face, its profile angle, expression, and so on (Rolls 1992) . It seems, however, quite difficult to test these predictions. This might be easier if more were known of how the properties of such cells were synthesised from those in preceding areas, but this is still unclear.
The slow progress in relating cortical physiology to perception has several causes (Lennie 1991 (Lennie , 1998 . One is that the linear-systems approach which was so useful subcortically has not been of so much use in the cortex. Most cortical cells, at least outside area 17, show such significant nonlinearities that a linear approach is not fruitful. Facespecific cells are an example of this: the specificity is not predictable from the spatialfrequency content of the stimulus. This makes exploring receptive fields with an adequate stimulus space a daunting task. Attempts to do so have often resulted in the conclusion that differences in stimulus specificity between different cortical areas are quantitative rather than qualitative in nature (Felleman and Van Essen 1987) . Studies of this sort can always be criticised on the grounds that the stimuli used were inappropriate and highly specific trigger features were missed. Nevertheless, the emerging picture of cortical organisation does give the impression that a single neuron is embedded in a complex network, both at macroscopic (Felleman and Van Essen 1991) and microscopic (Douglas and Martin 1991) levels. This does not necessarily mean that the neuronal signals we record are not highly specific and meaningfulöit just means we are unable to read them in context. Barlow (1995) discusses a number of alternate ways of looking at cortical coding and admits that it may be implausible to expect to find neurons such as`yellow Volkswagen' cells: the possible combinations of nouns and adjectives are just too great (Harris 1990 ). There remain a number of scenarios in which considerable but less extreme neuronal specificity is present, such as`coarse coding', a``representation by a small number of variables (cells?) used in combination, rather than a large number of variables most of which will be zero on any particular occasion'' (Barlow 1995, page 423) . This may have some advantages over a much more diffusely distributed representation. Barlow points out that it is not at all clear how noise-resistant such a diffuse representation might be; highly multiplexed, distributed signals may be decodable in a communications network which is nonstochastic and noise-and error-free, but the nervous system is none of these things. In particular, neurons carrying multiplexed information must have high firing rates, since they cannot afford to lose any multiplexed signal through rectification when firing rate falls to zero. One of the original Barlowian suggestions was that as one penetrates further into the cortex, maintained firing rates should drop, so that significant signals stand out more clearly. This appears not to be the case; cortical cells seem to have maintained rates higher than originally anticipated (Barlow 1995) . Nevertheless, it remains to be shown that diffuse representation is physiologically robust.
If cell assemblies, even ones containing only a handful of neurons, are a basic cortical feature, this makes the job of the cortical physiologist more difficult. If there were`cardinal cells', ie cells which specifically signal some representative and significant feature in the environment, they would be obvious if the right trigger feature was presented, showing statistically a much larger response to that configuration than to others. A search for such cells has stimulated a number of studies in which batteries of stimuli are used to specify the stimulus space to which a cell responds (eg Gallant et al 1996) . On the other hand, interpretation of a recording from a member of a cell assembly is contingent upon knowing the activity of other members. A simple`record it and figure it out later' approach is unlikely to be successful. Some kind of prior model, based on anatomical circuitry as well as a computational algorithm, would be required (Lennie 1991) . Despite all these difficulties, single-unit recording remains the only way of testing models of cortical processing.
In conclusion, this dogma was prompted by the observation that perceptually relevant information could be derived from a single cell. This has received some experimental support in the retina. In its extrapolation to cortex (``at progressively higher levels in the sensory pathway, information about the physical stimulus is carried by progressively fewer neurons''), this dogma has been more difficult to sustain. In particular, the immense expansion of neuronal numbers as one moves into the cortex has been difficult to handle, both experimentally and theoretically. The possibility of some kind of vector representational scheme based on arrays of filters constructed from these neurons would not be consistent with the second dogma.
Third dogma
Trigger features of neurons are matched to the redundant features of sensory stimulation in order to achieve greater completeness and economy of representation.
The role model for a neuron with a distinct trigger feature has to be those ganglion cells of the frog which respond to small moving targets [`bug detectors' (Barlow 1953) ]. It could scarcely be expected that animals with a more sophisticated repertory of behaviour could afford to let such specific processing occur at the ganglion-cell level, but the retinal output remains a good place to seek minimisation of redundancy. Segregation of the visual image into a luminance component (a sum of M and L cone excitations; MC cells), a red^green chromatic component (an M À L difference signal; PC cells) and a blue^yellow chromatic component [an S À M L signal; small bistratified cells] minimises redundancy because of overlap over the cone absorption spectra (Buchsbaum and Gottschalk 1983) . This arrangement, of course, also serves to optimise use of the limited dynamic range of a single cell. The advantage is even more marked when spectra from natural scenes rather than monochromatic lights are considered (Zaidi 1997) .
It is worth pointing out that in one respect the chromatic ganglion cells of primate retina have abandoned the principle that information is encoded by a few ganglion cells firing vigorously to changes in the visual scene, while the rest fire much more rarely, at their maintained level (Barlow 1972, page 383) . Chromatic retinal channels are distinguished by extremely sustained and vigorous responses, extending over the whole area of a coloured surface and persisting for many tens of seconds (Yeh et al 1996) . This is certainly due to the nature of the information they convey. Sustained signals are obviously suited for estimation of steady levels of brightness or chromaticity and later low-pass filtering of chromatic signals may minimise interference with DC-level estimations through spatial and temporal transients. Presumably primates have adopted this strategy to best encode hue, saturation, and brightness, and maximise sensitivity to chromatic differences. It would be possible to conceive of other ways of processing chromatic information, and perhaps these have been implemented by non-mammalian vertebrates, but in the primate low maintained firing rates in chromatic channels appear to have been sacrificed for more accurate estimation of chromaticity and brightness. Finally, allocation of a location of a surface to some position in a chromaticity space must derive from the comparison of signals from a number of ganglion cells, with different cone inputs and weightings (Valberg et al 1986) , rather than just from a single cell. This comparison of cell outputs is likely to be necessary also at a cortical level; it would not seem feasible to have a cell for each distinguishable hue and saturation.
Minimisation of redundancy in the cortex is associated with the presence (or absence) of cardinal cells and coding strategies, and these questions remain undecided. However, in one respect recent data appear to contradict this dogma. In the parallel temporal and parietal processing streams, it appears that information about a single object is split into different aspects, to be recombined at a later level. This means that information relating to that object is represented at multiple loci with multiple cell populations, quite far apart in the cortex. This kind of representation was not envisaged in the original approach. So although minimisation of redundancy is a plausible strategy for signals leaving the retina where information-carrying capacity is limited, it has not yet been well established at a cortical level.
Fourth dogma
Just as physical stimuli directly cause receptors to initiate neural activity, so the active high-level neurons directly and simply cause the elements of our perception.
This concept has been reformulated by Teller and Pugh (1983, page 581) . They define à bridge locus' as a set of neurons where``the occurrence of a particular activity pattern is necessary for the occurrence of a particular perceptual state: neural activity elsewhere in the visual system is not necessary''. Though there is no logical reason why such a locus should not be peripheral, there seems to be an implicit assumption that activity in the bridge locus should be cortical and directly related to`visual awareness'; Teller and Pugh state:``most visual scientists would agree that they (bridge loci) are certainly not in the retina''. It would probably be desirable to reformulate this statement in statistical terms, as with Brindley's class A hypotheses.
Since our success in identifying cardinal cells has been rather limited, this doctrine has not been easy to expose to experimental test. However, an interesting class of experiments has emerged in which neural activity is not solely contingent upon the visual stimulus, but can be linked to the behavioural or perceptual context. For example, during binocular rivalry, responses to moving stimuli of some neurons in the superior temporal sulcus are related to the perception of motion direction reported by the monkey (Logothetis and Schall 1989) . Another example can be found in the visual responses of neurons in posterior parietal cortex which may depend on the intended action to a particular stimulus (Snyder et al 1997) . Clearly,`top^down' processes are influencing visual responses. In these kinds of experiments it is tempting to link perception to physiology in a causal manner. However, it is not clear whether such experiments have really identified a`bridge locus'. There has been much recent interest in establishing criteria for identifying sites of visual awareness (Churchland and Churchland 1997; Crick and Koch 1992) , but a set of criteria useful for the practicing neurobiologist has not yet emerged. As pointed out by Barlow, it is a lot easier to find neurons which do not have a perceptual correlate than to find one that does (Crick and Koch 1995) . In conclusion, despite logical difficulties, this dogma has been implicitly accepted by many groups working on top^down influences on visual responses. If this is a useful way of looking at data, the dogma is justified.
Fifth dogma
The frequency of neural impulses codes subjective certainty: a high impulse frequency in a given neuron corresponds to a high degree of confidence that the cause of the percept is present in the external world.
At the retinal level, increasing firing rate at the ganglion-cell output correlates quite well with the detectability of a stimulus in a variety of contexts (Kremers et al 1992 Lee et al 1990) . As cell responses increase further above threshold, certainty as to the spatial locus of a stimulus increases with response magnitude as response phase becomes better defined (RÏttiger and Lee 1998). This might be expected, but it has been suggested that something more than simple rate codes may be operative, even at the peripheral level (McClurkin et al 1991) . Although more information may be read from the precise timing of impulses in a spike train than just from rate alone, it is unclear in those experiments if the cortex would want to invest in decoding machinery for a moderate gain in information. Presumably, this could be tested by looking at temporal structure of spike trains in a behavioural context.
Temporal structure in a spike train becomes critical when reconstructing natural time series with a broad frequency spectrum, as demonstrated by Bialek and collaborators (Bialek and Rieke 1992; Rieke et al 1997) . The methods they have developed have as yet been seldom applied to visual cells of higher mammals. It would be helpful to have more information of this sort. At the subcortical level, it would help specify more closely information content and redundancy at the retinal output. At the cortical level, despite the irregularity of discharge and low rate of cortical neurons, it has been shown that cortical cells are capable of generating precisely timed firing patterns with the appropriate input (Mainen and Sejnowski 1995) . This input could come from the thalamus and reflect the fine grain of the visual input, or reflect some aspect of intracortical signaling.
In the cortex, it has been suggested that a further temporal code is introduced de novo, in the form of oscillatory or synchronised activity (Engel et al 1992) . Such synchronicity might help bind elements of a visual stimulus. Such a code would be expected to interfere strongly with coding of natural time series with an overlapping frequency band, and it will be interesting to see if those cortical areas interested in rapid change, eg motion areas, also show such oscillatory activity.
Conclusions
I tried to present here a critical review of how successful single-unit recording has been in providing perceptual models. Although one can point to areas in which single-unit recording has not been as productive as was anticipated, it is instructive to consider what would have been our view of the brain if single-unit recording had proved technically difficult, as in cephalopods, in which insertion of a microelectrode causes local neuronal death due to a vasoconstriction reflex preventing haemorrhage (Boycott 1988) . It seems likely that we would now underestimate the specificity of neurons and their signals. For example, gross recording techniques such as evoked potentials tend to emphasise mass action by their very nature. Also, anatomical studies have usually tended to underestimate the specificity of connections; for example, from anatomy it was suggested that many ganglion cell axons converged upon a single lateral geniculate relay cell, but singleunit recording later demonstrated the actual precision of this projection, with generally a 1 X 1 ganglion cell^geniculate relay cell connectivity (Cleland et al 1971; Cleland and Lee 1985) .
Evidence of this sort led Barlow to stress that signals from single neurons constitute reliable messages for behaviour. Some evidence for this was drawn from ganglion-cell data, and at the subcortical level the conclusion still remains valid. Current views of primate retinal anatomy indicate a very precise connectivity, with chromatic and luminance signals segregated at the earliest levels of retinal processing (Lee and Dacey 1997) . Also, in the Vernier example discussed, it appears that just a few impulses provide enough of a signal to support performance.
At the cortical level, single-unit recording has provided only restricted evidence for highly specific cells and signals. On the other hand, when cortical mechanisms are functioning very close to the noise limits set by the retinal output, there cannot be much room for sloppy connectivity or loss of signal strength. In area 17 simple-cell responses show hyperacuity precision (Parker and Hawken 1985) , but it remains a puzzle how precise spatial information is retained further on in the system, where spatial-phase information appears to become degraded as cell receptive fields become predominantly complex.
It is perhaps significant that the best evidence for cortical specificity in relation to behaviour comes from MT, in the parietal pathway, even though the conclusions have become more ambiguous than appeared at first see above) . Motion and positional signals requiring a high degree of spatiotemporal precision might be expected to be handled in a more straightforward,`hard-wired' manner than those destined for the temporal lobe and object recognition tasks. In any event, these data make it clear that, to establish linking hypotheses at a cortical level, some form of neurometric analysis is highly desirable. At the retinal level, greater insight into the relation of single units to sensation has been achieved by use of these quantitative techniques, and this is likely also to be possible in the cortex.
The propositions formulated by Barlow have been very effective as a stimulus for experiments designed to test them. They may not have survived intact, but this should not discourage similar syntheses, which might turn out to be equally productive. Finally, the wealth of data available for this review is an indication that single-cell recording has been very useful in elucidating the substrates of perception, despite some conceptual and practical problems. Although single-unit recording is likely in the future to get more help from other techniques such as optical recording and fMRI, single cells still remain the critical locus for study. To cite Barlow (1995, page 430) once more:``I cannot see any alternative to regarding single neurons as the basic functional unit, just as the neuron doctrine proclaimed''.
