Horizontal line arrays are often employed in underwater environments to estimate the direction of arrival (DOA) of a weak signal. Conventional beamforming (CB) is robust, but has wide beamwidths and high-level sidelobes. High-resolution methods such as minimum-variance distortionless response (MVDR) and subspace based MUSIC algorithm, produce low sidelobe levels and narrow beamwidths, but are sensitive to signal mismatch and require many snapshots and the knowledge of number of sources.
a result, one can model the additive noise with time-varying variance [3, 4] . For the Noise Case III, it is also known as nonuniform noise which models the sensors with hardware nonidealities in receiving channels [5] , as well as for arrays with position dependent noise (for example, hydrophones near to the surface have a larger noise variance because of passing ocean wave on the surface). As for Noise Case IV, it may correspond to the situation where a moving target/interference with high bearing rate dominates a few nearby sensors (spatial varying noise) [6, 7] .
Most works focus on studying the DOA under noise Case I assumption. Since the sources are sparse in the spatial domain, many compressed sensing based DOA estimation methods are proposed and can be classified into three cases: on-grid, off-grid and grid-less. On-grid refers to discretize the DOAs belonging to [−90, 90] • into a number of grids, off-grid is based on the on-grid approach with an additional grid refinement. Grid-less treating the frequency as the continuous parameter completely overcomes the model mismatch [14] , compared to on-grid and off-grid methods, and thus has attracted much more attention in recent years. It is also worth noting that both CBF and MVDR are on-grid methods, while MUSIC is grid-less.
It has already been shown that traditional DOA estimation methods under Case I noise assumption are sensitive to the noise models [8] , and their performance degrades significantly when the assumption is not met [9] . For example, the number of effective samples for constructing the covariance matrix can be relatively small and leads to the so-called snapshot deficient condition [6] . As a result, several algorithms have been proposed to tackle the DOA problem under the three noise modeling cases [2, [10] [11] [12] [13] . For Case II, an adaptive sparse Bayesian learning (SBL) algorithm is proposed, and improved source localization performance is demonstrated with experimental data [10] . The deterministic maximum likelihood (ML) estimator [11] and stochastic ML estimator [12] are proposed for the nonuniform white noise with an arbitrary diagonal covariance matrix as Case III, respectively. In [2] , Case IV is studied, and on-grid SBL is proposed to estimate the heteroscedastic noise process and performance is demonstrated numerically. In contrast, this paper rigorously develops the grid-less variational line spectral estimation (VALSE) based approach in heteroscedastic noise environments.
A. Related Work
In [15] , VALSE is proposed under homogenous noise, which automatically estimates the number of sources, the nuisances parameters of the prior distribution and noise variance. In addition, in contrast to the previous works which outputs the point estimates of DOAs only, VALSE treats the DOAs as random parameters, and outputs the posterior probability density function (PDF) of the DOAs. In [16] , multi-snapshot VALSE (MVALSE) is developed for Case I, and sequential MVALSE (Seq-MVALSE) is also proposed to perform sequential estimation. While in this work, noise assumptions corresponding to Case II-IV are studied, and three algorithms termed as MVALSE under heteroscedastic noise of [16, eq. (21) ] is independent of the noise variance.
B. Main Contributions
This paper studies the DOAs in heteroscedastic noise environment, including noise Case II-IV. Although the noise variance is a nuisance parameter that we are not interested in, estimating the noise variance is beneficial to DOA estimation. In particular, three algorithms termed as MVHN-S, MVHN-A and MVHN corresponding to noise Case II-IV are proposed. It is shown that the three algorithms can be derived in a unified way, and each algorithm estimates the noise variance in its own way.
In addition, MVALSE, MVHN-S and MVHN-A can be obtained through MVHN by averaging the noise variances estimates over antennas and snapshots, antennas, snapshots, respectively. To provide a benchmark performance of the three algorithms, the lower bound of unbiased estimator, i.e., the Cramèr Rao bound (CRB) is derived. Given that noise variance follows either Case II, Case III or Case IV, the corresponding proposed three algorithms perform better than MVALSE which does not take the variation of noise variance into account. Besides, MVHN and its variants are also extended to deal with the incomplete measurements scenario and measurements with outliers. Substantial numerical experiments are conducted to demonstrate the superior performance of the proposed algorithms, and it is shown that for Case I-III, the corresponding algorithms approach the CRB. While for Case IV, there exists a gap between MVHN and the corresponding CRB. Finally, performance of MVHN and its variants are demonstrated by applying on a real experimental data set focusing on DOA application.
Notation: Let M and N be the subsets of {1, · · · , M } and {1, · · · , N }, and |M| denotes its cardinality. 
II. PROBLEM SETUP
Consider a HLA with M antennas uniformly spaced with a half wavelength separation d = λ/2 and L snapshots are available. For the lth snapshot, the noisy measurement y l ∈ C M can be described as
where { z l } L l=1 denotes the noiseless signal defined by
θ k ∈ [−90, 90] • and x k,l denote the kth frequency and the complex weight coefficient, respectively, a(θ)
is the array steering vector defined as
w l ∈ C M ×1 is the additive white Gaussian noise independent of the snapshot l. Let w m,l denote the mth element of w l satisfying w m,l ∼ CN ( w m,l ; 0, ν m,l ). For the variance assumptions of four cases described in Section I, the variances can be mathematically formulated as follows [2] :
Case I: Noise variance ν ν m,l , ∀ m, ∀ l are the same for both different antennas and snapshots.
Case II: Noise variance ν l ν m,l , ∀ m are the same for different antennas, i.e., noise variance depends only on snapshots.
Case III: Noise variance ν m ν m,l , ∀ l are the same for different snapshots, i.e., noise variance depends only on antennas.
Case IV: Noise variance ν m,l is heteroscedastic across both antennas and snapshots, i.e., noise variance depends on both snapshots and antennas.
The goal of this paper is to estimate the number of sources K, DOAs θ, the complex weight coefficients { x l } L l=1 , and the noiseless signal
for Case II-IV. In the ensuing Section, MVHN for Case IV is derived and the relationship between MVHN and its variants are then revealed.
Before deriving the MVHN, the ratio of the number of unknowns to the number of measurements defined as γ are calculated and summarized in Table I . In general, the larger the γ is, the more likely the algorithm tend to overfit. Thus it is expected that once the spectral is estimated well, the uncertain degrees of the frequencies will be the smallest. Besides, when the noise assumptions are I, II or III, the 
estimates of MVHN is more likely to be biased as the noise variances are estimated for each snapshot and antenna.
III. MVHN ALGORITHM
In this section, MVHN algorithm for noise Case IV is developed. First, the probabilistic formulation similar to [15] is introduced. Then, MVHN is developed.
Before deriving the MVHN algorithm, we reparameterize the model by defining
where ω ∈ [−π, π] is termed as the frequency. Note that ω and θ is a one-to-one correspondence, and θ can be calculated through ω as θ = sin −1 (ω/π), where sin −1 (·) denotes the inverse of sin(·). In the following, ω is inferred instead.
A. Probabilistic Formulation
Since the number of sources K is unknown, an over complete model is imposed, i.e., the number of sources is assumed to be N and K ≤ N ≤ M . As a result, a pseudo observation model for the lth snapshot is obtained as
where x l denote the complex amplitude of the lth snapshot and
For the notation simplicity, the array model can be described as
where Y = [y 1 , · · · , y L ] is the measurements, X = [x 1 , · · · , x L ] is the complex weight coefficient matrix and W = [w 1 , · · · , w L ] is the noise.
For the kth source, let the prior distribution be p(ω k ). In general, uninformative prior distribution is used and p(ω k ) = 1/(2π). For the proposed over complete model, binary hidden variables {s k } N k=1 ∈ {0, 1} N are introduced to promote the sparsity. Specifically, let s k = 1 denote the kth frequency being active, i.e., the complex weight coefficient X k,: satisfies X k,: 2 = 0, otherwise deactive and X k,: 2 = 0. Given s k , the complex weight coefficient X k,: is supposed to follow Bernoulli Gaussian distribution
For the prior distribution of s k , Bernoulli distribution is used. Let ρ denote the probability that the kth component is active, i.e.,
From measurement model (6), the likelihood function p(Y|ω, X; ν) is
where ν = [ν 1 , · · · , ν L ] ∈ C M ×L , Σ l = diag(ν l ) and ν l = [ν l,1 , · · · , ν l,M ] T . As a result, the type II ML estimation of the nuisance parameters are
where p(Y; ρ, τ, ν) is the marginalized likelihood function
Given that (ρ ML ,τ ML ,ν ML ) are estimated, the maximum a posterior (MAP) estimate is
where the posterior PDF p(ω, X, s|Y;ρ ML ,τ ML ,ν ML ) is
Obviously, solving either (12) or (15) is intractable. As a result, a variational Bayesian approach is adopted.
Let Θ = (ω 1 , · · · , ω N , (X, s)) be the set of all latent variables. MVHN iteratively optimizes L over each factor q(Θ i |Y), i = 1, · · · , N + 1 separately with others being fixed. For the MVHN algorithm, it approximates the posterior PDF p(Θ|Y) as q(Θ|Y) by minimizing KL(q(Θ|Y)||p(Θ|Y)) which equals to maximize [18, pp. 732-733] L (q(Θ|Y)) = E q(Θ|Y) ln p(Y,Θ) q(Θ|Y) .
Here q(Θ|Y) is supposed to have the following structure
where q(s) is a delta function given by q(s) = δ(s − s 0 ), and the joint PDF of Y and Θ is
Maximizing L with respect to all the factors is intractable. Thus q(Θ i |Y) is calculated separately and the posterior approximation q(Θ i |Y) is calculated as [18, pp. 735, eq. (21.25)]
where the expectation is taken with respect to all the variables Θ except Θ i .
Before deriving the MVHN algorithm, some definitions are introduced. ω i is defined as the mean direction of e jωi [17] and a i is the estimation of a( ω i ) which will be used to give the estimation of weights and reconstructed signals, i.e.,
We denote A = [ a 1 , · · · , a N ]. The posterior PDF of X is
Analogously, the mean and covariance of the weights for the lth snapshot are estimated as
and X = [ x 1 , · · · , x L ]. Let S be the set of the active element indices of s, i.e.,
and s be the estimate of s, then the estimated model order is K = | S|. According to (6) , the noise-free signal is reconstructed as
B. Inferring the Posterior PDF of Frequencies
In this section, we maximize L with respect to the factor q(ω i |Y) for i = 1, · · · , N . For i / ∈ S, q(ω i |Y) is kept unchanged during iteration. According to (19) , for i ∈ S, ln q(ω i |Y) can be calculated
where the complex vector η i is
and η i,l is
which can be viewed as the weighted sum of 2((y l − j =i a j x j,l ) x * i,l − j =i [ C l ] j,i a j ) with respect to the inverse noise variance diag(Σ −1 l ). Given the posterior distribution (25), (20) can not be evaluated in closed form. Thus, by referring to [15, Heuristic 2] , q(ω i |Y) is approximated as a von Mises distribution
which yields analytical results (20) , where
where µ and κ are the mean direction and concentration parameters, I p (·) is the modified Bessel function of the first kind and the order p 
C. Inferring the Posterior PDF of Weights and Support
Then L is maximized w.r.t. q(X, s|Y). For l = 1, · · · , L, define the matrices J l and H as
where
According to (19) , q(X, s|Y) can be calculated as
where a = utilizes k∈S X k,: X H k,: = L l=1 X H S,l X S,l and
According to (21) , to calculate q(X|Y), s 0 has to be given. Plugging the postulated PDF q(Θ|Y) (17) in (16), one has
where S 0 is the set of the active element indices of s 0 . Thus s 0 should be chosen to maximize ln Z(s 0 ) (33), i.e.,
A naive approach to solve the above problem is to enumerate all the possible binary values of s 0 , which costs O(2 N ) and is impractical for typical values of N . To reduce the computation complexity, a greedy iterative search strategy is proposed to find a local optimum. Given s 0 , the strategy proceeds as follows:
we update s 0 with the k * th element flipped, and s 0 is updated, otherwise s 0 is obtained as s 0 , and the algorithm is terminated.
In fact, ∆ k can be easily calculated and the details are provided in Appendix IX-A. Numerically, the computational complexity of the greedy approach is about O( K).
D. Estimating the Model Parameters
After updating the frequencies and weights, the model parameters β = {ν, ρ, τ } is estimated via maximizing the lower bound L(q(Θ|Y); β). Plugging the postulated PDF (17) 
Substituting E q(X|Y) [tr(X S,: X H S,:
)] = tr( X H S,:
Setting ∂L ∂ρ = 0 and ∂L ∂τ = 0, we have
Setting ∂L ∂νm,l = 0, m = 1, · · · , M, l = 1, · · · , L, we obtain
It is worth noting that ν m,l consists of three terms, where the first term is the fitting (residue) error, the second term is the error coming from the complex weight W, and the last term from the frequencies ω.
Given that the fitting is perfect, the weight estimate or the frequency is estimated exactly ( C l → 0 or κ i → ∞ (28)), the corresponding three terms will diminish.
The initializations of MVHN are the same as [16] and MVHN is outlined in Algorithm 1.
Algorithm Calculate q(X, s|Y) and update s, X S,: (Section III-C) 4: Update the parameters ρ, τ (37) and ν l,m , l = 1, · · · , L, m = 1, · · · , M (38) 5: Calculate q(ω|Y) and update ω (Section III-B) 6 : until stopping criterion 7: return K, ω S , X S,: and Z
The computational complexity of Algorithm 1 mainly depends on the estimation of model order in Sec. III-C and the approximation of q(ω i |Y), i ∈ S as von Mises distribution. According to [15, 16] , the complexity is O(N L K + M N L K) for each iteration.
IV. INCOMPLETE MEASUREMENTS AND OUTLIER CASES
The MVHN have been developed in the previous section. Here we show that MVHN can be easily extended to deal with incomplete measurements case or measurements with sparse outliers case.
A. Incomplete Measurement Case
The incomplete measurement model is described as
where Ω is a subset and Y Ω denotes the incomplete measurements. Note that DOA estimation from sparse array can be abstracted as the above problem. For the incomplete measurement model (39), the likelihood function is
Substituting (2) and (40) in (12), the marginalized likelihood function is obtained. Then, using the variational approach and (18), we perform the inference process. Fortunately, by carefully comparing the likelihood (40) and (11), it can be shown that (40) can be written in the same form as (11) To provide the benchmark performance of the four algorithms for noise Case I-IV, the CRB is derived and is postponed to Appendix IX-B.
B. Robust to Outliers
Here we also study the robust LSE where some measurements is corrupted with (arbitrarily) large errors described by
where O is the sparse error matrix with arbitrarily large coefficients, W is the dense error matrix with small amplitudes.
Note that MVHN has the following properties:
• MVHN estimates the noise variance for each snapshot and measurement.
• Given that MVHN estimates the line spectral with high accuracy, the noise variance estimate (38) is approximately equal to the residue error. Therefore, for the measurements corrupted with outliers, the noise variance estimate of MVHN will be large. As a result, MVHN adaptively enhance the contribution of measurements with small errors and suppress the contribution of measurements with large outliers.
Therefore, it is believed that MVHN is robust to outliers.
Furthermore, the noise variance estimate results is beneficial to identify the outliers. For the measurements with outliers, the noise variance estimates are more likely to be large. Therefore, a threshold can The only one minor difference between MVHN and other three algorithms is the estimation of noise variances in (38). For MVALSE of Case I in [16] , we have J 1 = · · · = J L = J and C 1 = · · · = C L = C.
The estimate of noise variance is
For Case II, we have ν 1,l = · · · = ν M,l = ν l . The estimates of noise variances are
For Case III, we have ν m,l = · · · = ν m,L = ν m . The estimates of noise variances are
According to (43), (44), (45) and (38), the variance estimates under Case I-III can be derived from Case 
respectively, which is the weighted averaged of ν m,l .
VI. NUMERICAL SIMULATION
In this section, substantial numerical experiments are conducted to evaluate the performance of the four algorithms, i.e., MVALSE, MVHN-S, MVHN-A and MVHN algorithms. The normalized mean 2 2 , the correct model order estimated probability P( K = K) are adopted as the performance metrics. The frequency estimation error is averaged over the trials in which K = K for a given simulation point.
Simulation Setup: The magnitudes and phases of the complex weight coefficients are generated i.i.d. from normal distribution N (1, 0.2) and uniform distribution U(−π, π), respectively. The frequencies and complex amplitudes are fixed for each MC trial. We define nominal signal-to-noise ratio (SNR) as SNR 10log(|| Z|| 2 F /( ν 0 M L), where ν 0 is the nominal noise variance and we denote ν 0,dB = 10 log ν 0 . The noise variance of four cases are generated as follows:
Case I: Noise variance ν equals to nominal noise variance, i.e., ν = ν 0 .
Case II: 10 log ν l is generated from uniform distribution U( ν 0,dB −∆ ν /2, ν 0,dB +∆ ν /2), l = 1, · · · , L.
Case III: 10 log ν m is generated from uniform distribution U( ν 0,dB − ∆ ν /2, ν 0,dB + ∆ ν /2), m = 1, · · · , M .
Case IV: 10 log ν m,l is generated from uniform distribution U( ν 0,dB − ∆ ν /2, ν 0,dB + ∆ ν /2), m = 1, · · · , M, l = 1, · · · , L, where ∆ ν is the strength of noise fluctuation which characterizes the fluctuation of noise variances. The Algorithm 1 stops when || X (t−1) − X (t) || 2 /|| X (t−1) || 2 < 10 −6 or t > 500, where t is the number of iteration. Table I , it can be calculated that γ are 0.1038, 0.1275, 0.1275 and 0.6025 for Case I-IV, respectively. Thus MVHN is more likely to overfit the measurements than the other three algorithms, as shown in the ensuing simulation. The nominal SNR is SNR = 0 dB and the strength of noise fluctuation is ∆ ν = 20 dB. 50 MC trails are performed and results are averaged over only K = K trials. The model order recovery probability P( K = K) and the reconstruction results are presented in Table II and Fig. 1 , respectively. It can be seen that Case I All the algorithms successfully estimate the model order in all the trials. From Fig. 1(a) , all the algorithms estimates the frequencies well. In addition, compared to the other three algorithms, the posterior PDF output by the MVHN is the most peaked, which means that the uncertain degrees of the frequency estimates is very small, and the frequency estimates are biased.
Case II MVHN-S achieves the highest model order estimation probability, followed by MVHN, MVHN-A and MVALSE. According to Fig. 1(b) , MVHN-S and MVHN estimate the frequencies well, while the frequencies estimation error of both MVHN-A and MVALSE are large. In addition, the posterior PDF output by the MVHN is much more peaked than MVHN-S, and the estimation bias of MVHN is larger than that of MVHN-S.
Case III MVHN-A has the highest model order estimation probability, followed by MVHN, MVHN-S and MVALSE. From Fig. 1(c) , all the algorithms estimates the frequencies well. Besides, the posterior PDF output by the MVHN is the most peaked, followed by MVHN-A, MVALSE,
MVHN-S. Similarly, the estimation bias of MVHN is the largest.
Case IV MVHN achieves the highest model order estimation probability, followed by MVHN-S, MVHN-A and MVALSE. According to Fig. 1(d) , all algorithms estimate the frequencies well.
In addition, the posterior PDF output by the MVHN is the most peaked, followed by MVHN-A, MVHN-S, MVALSE. As for the estimation bias, MVHN is the smallest among the four algorithms.
To sum up, for Case I, all algorithms work well. While for Case II-IV, the corresponding designed algorithms work best. For Case I or III, the estimation bias of MVHN is the largest. For all the cases, the posterior PDF output by the MVHN is the most peaked, implying the least uncertain degrees of frequency estimates. The reason may be that MVHN tend to overfit the measurements because the number of parameters that needs to be estimated is much larger than that of MVALSE. The results are shown in Fig. 2. From Fig. 2(a) , MVALSE, MVHN-S and MVHN-A achieve almost the same performance and asymptotically approach the CRB, while MVHN shows some performance degradation under Case I. The reason may be that the estimation bias of MVHN is very large, as discussed in subsection VI-A. For Case II, Fig. 2(b) shows that MVHN-S performs best and the frequency estimation error is close to CRB as SNR increases. As for model order estimation probability and frequency estimation error, MVHN outperforms MVALSE and MVHN-A while it performs worst in signal reconstruction. By carefully looking into the detailed reconstruction results, it is found that MVHN estimates X worst. For Case III, Fig. 2(c) shows that MVHN-A performs best, followed by MVHN,
MVHN-A and MVALSE. The frequency estimation error of MVHN-A is very close to the CRB. For Case
IV in Fig. 2(d) , MVHN performs best in terms of signal reconstruction error and frequency estimation error, while its recovery probability is smaller than MVHN-S and MVHN-A. In addition, there exists an obvious performance gap between the frequency estimation error and the CRB. Similar to Case II, the robustness of MVHN is also demonstrated. Compared to CRB, gaps exist for all the algorithms. As for Case IV shown in Fig. 3(c) , the phenomenon are basically the same as Fig.   3 (b) for ∆ ν ≥ 16 dB. As ∆ ν increases, the performance of MVHN is still stable, while the other three algorithms degrade quickly. To sum up, the algorithm matched to the noise Case always work well, and MVHN is robust for Case II-IV.
D. Performance from Incomplete Measurements
The performances of the four algorithms dealing with incomplete measurements are investigated.
Parameters are set the same as Sec. VI-B except ∆ ν = 10 dB, and the number of incomplete measurements are |Ω| = 0.1M L = 20, which is sampled uniformly at random. Fig. 4 shows The CRB corresponding to the measurements without outliers is also evaluated. Thus it is expected that MVHN-AWARE will perform best and approach the CRB asymptotically. For the implementation of MVHN-ADI, the measurements corresponding to top 15% estimated variances are recognized as outliers in each iteration, and MVALSE is applied using the remaining measurements. For the next iteration, MVHN is applied to estimate the variance corresponding to each measurement, and the outliers is reidentified. Fig. 5(a) shows the true value of outliers, and Fig. 5(b) gives the standard deviation √ ν ml of the estimates output by MVHN. As for Fig. 5(c) , we preserve the top 15% of √ ν ml for better illustration.
other three algorithms, the signal reconstruction errors decrease linearly with respect to SNR. As SNR increases, the frequency estimation error of MVHN-AWARE approaches the CRB. smoother, which may imply that the noise is more likely to be varying across antennas.
VIII. CONCLUSION
In this paper, the line spectral estimation problem under heteroscedastic noise is studied. The MVHN and its variants are proposed and derived in a unified way. In addition, the proposed algorithms are also extended to deal with the incomplete measurements scenario and measurements with outliers. Finally, numerical experiments demonstrate the effectiveness of the proposed algorithms, including on a real data set.
IX. APPENDIX

A. Finding a Local Maximum of ln Z(s)
Finding the globally optimal binary sequence s of (33) is hard in general. As a result, a greedy iterative search strategy is adopted. We proceed as follows: In the pth iteration, we obtain the kth test sequence t k by flipping the kth element of s (p) . Then we calculate ∆ When k ∈ S, that is, s k = 0, we activate the kth component of s by setting s k = 1. Now, S = S ∪{k}.
By using the block-matrix determinant formula, one has
By the block-wise matrix inversion formula, one has
Inserting (49) and (50) into (48), ∆ k can be simplified as
Given that s is changed into s , the mean X S ,l and covariance [ C l ] S of the lth snapshot can be updated from (32), i.e.,
In fact, the matrix inversion can be avoided when updating X S ,l and [ C l ] S . It can be shown that For the deactive case with s k = 1, s k = 0 and S = S\{k}, ∆ k = ln Z(s ) − ln Z(s) is the negative of (52), i.e.,
Similar to (54), the posterior mean and covariance update equation from S to S case of lth snapshot can be rewritten as
According to (56) and (57), one has
−
u k,l = x k,l .
Thus, C S ,S ,l can be updated by substituting (58b) and (58c) in (58a), i.e.,
Similarly, X S ,l can be updated by substituting (58b) and (58e) in (58d), i.e.,
According to v k,l = [ C l ] k,k (58c) and u k,l = x k,l (58e), ∆ k (55) can be simplified as
B. The Derivation of CRB
Here we calculate the CRB for the general Case IV, then we specialize it to the other three Cases 3 .
Let g k,l and φ k,l be the amplitude and phase of x k,l , ∀k = 1, · · · , K, l = 1, · · · , L, i.e., g k,l = |x k,l | and φ k,l = ∠x k,l . Then we obtain matrices G and Φ. Let κ be κ = ω T , g T , φ T T , where g = vec(G) and φ = vec(Φ). Then the FIM is calculated according to [20, 21] 
By defining g l = [g 1,l , · · · , g K,l ] T and φ l = [φ 1,l , · · · , φ K,l ] T , we have Substituting (63) in (62), the FIM I(κ) is obtained. The CRB is CRB(κ) = I −1 (κ) and CRB of frequencies are [CRB(κ)] 1:K,1:K , which will be used as the performance metrics.
Substituting ν m,l = ν, ∀m, l, ν m,l = ν m , ∀l, ν m,l = ν l , ∀m in (62), we obtain the FIM for Case I, II, III, respectively. Taking the inverse of the FIM yields the CRB.
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