Abstract. Matrix factorization in numerical linear algebra (NLA) typically serves the purpose of restating some given problem in such a way that it can be solved more readily; for example, one major application is in the solution of a linear system of equations. In contrast, within applied statistics/psychometrics (AS/P), a much more common use for matrix factorization is in presenting, possibly spatially, the structure that may be inherent in a given data matrix obtained on a collection of objects observed over a set of variables. The actual components of a factorization are now of prime importance and not just as a mechanism for solving another problem. We review some connections between NLA and AS/P and their respective concerns with matrix factorization and the subsequent rank reduction of a matrix. We note in particular that several results available for many decades in AS/P were more recently (re)discovered in the NLA literature. Two other distinctions between NLA and AS/P are also discussed briefly: how a generalized singular value decomposition might be defined, and the differing uses for the (newer) methods of optimization based on cyclic or iterative projections.
Introduction.
Matrix factorization in the context of numerical linear algebra (NLA) generally serves the purpose of rephrasing through a series of easier subproblems a task that may be relatively difficult to solve in its original form. For example, given the typical linear system Ax = b for A ∈ R n×n , x and b ∈ R n , a factorization of A as LU for L a unit lower triangular matrix (thus, with ones along its main diagonal) and an upper triangular U is a mechanism for characterizing what occurs in Gaussian elimination. We replace Ax = b by two (easier to solve) triangular systems: find y so Ly = b and then find x so Ux = y. The point being made here is that the factorization of A as LU has no real importance in and of itself other than as a computationally convenient means for obtaining a solution to the original linear system.
In contrast to its usage as a mechanism for obtaining another end, within the field of applied statistics/psychometrics (AS/P), matrix factorization also plays a very major role but usually not just for the purpose of solving systems of equations (although many exemplars for that specific application exist as well). Typically, a matrix A ∈ R n×p represents a data matrix containing numerical observations on n objects (subjects) over p attributes (variables), or possibly B ∈ R p×p and the entries are some measure of proximity between attributes, such as the correlation between columns of A. 1 The major purpose of a matrix factorization in this context is to obtain some form of lower-rank (and therefore simplified) approximation to A (or possibly to B) for understanding the structure of the data matrix, particularly the relationship within the objects and within the attributes, and how the objects relate to the attributes. If we can further interpret the matrix factorization geometrically and actually present the results spatially through coordinates obtained from the components of the factorization, we will be able to better communicate to others what structure may be present in the original data matrix. In any case, matrix factorizations are again directed toward the issue of simplicity, but now the actual components making up a factorization are of prime concern and not solely as a mechanism for solving another problem.
An Example. To give a brief introductory example of how matrix factorization might be used for understanding the structure inherent in a data matrix, a (small) 8 × 8 correlation matrix, B, is presented below among eight physical variables measured for 305 girls. The rows and columns of B correspond in numerical order to the variables: height (1), arm span (2), length of forearm (3), length of lower leg (4), weight (5) , bitrochanteric diameter (6), chest girth (7), and chest width (8) . This matrix has been used repeatedly in the literature to illustrate a range of factor-analytic methods and is based on raw data originally collected in the 1930s. We obtained the correlation matrix from the classic factor analysis text by Harman [21, 
The best (in a least-squares sense) rank-2 approximation to B is given below and is based on retaining the largest two eigenvalues (4.67 and 1.77) and their corresponding eigenvectors from the complete eigenvector/eigenvalue decomposition of B: 
Although one may attempt to interpret the given correlations directly, in many cases it is a lot easier to do so on the basis of the lower-rank (now 2) approximation to B just given. The latter could again be subjected to a variety of other factorization strategies that reproduce B just as well, and which in addition would hopefully suggest nice substantive interpretations. For example, the factorization  .02 . 45 .81 . 37 .78 . 29 .79 . 41 .68 provides a clear split of the variables into two groups: the first four of height, arm span, length of forearm, and length of lower leg, which constitute a "lankiness" collection, and the last four of weight, bitrochanteric diameter, chest girth, and chest width, which constitute a "stockiness" collection. This last factorization was obtained from the rank reduction results to be presented in section 2.2, and in particular from (2.1). A further discussion of this specific factorization just given is delayed until that section and then provided in a footnote to (2.1). It is also possible to present the eight variables in a two-dimensional space based on the coordinates for the eight variables obtained from the matrix used in this particular factorization. The subdivision of the variables into two distinct groups of lankiness and stockiness would be very clear graphically from this representation.
Over the last half century or so, the separate literatures in the fields of NLA and AS/P have evolved in rather separate fashions, although there have been a few significant historical ties because of a common interest in matrix factorization. The main body of the present paper will try to make this latter point more explicitly by discussing a 1995 contribution to SIAM Review by Chu, Funderlic, and Golub [5] (hereafter designated as CFG) entitled "A rank-one reduction formula and its applications to matrix factorizations," which presented a versatile rank-1 reduction formula attributed to Wedderburn and discussed how it might be used to unify and organize in a coherent framework an array of different matrix factorization schemes prominent in the NLA literature. In all cases, CFG's integration is directed toward the ultimate purpose of solving systems of equations. On the other side, we will note in some detail the connections between CFG and work available for some decades in the AS/P literature, specifically work by the late Louis Guttman [17, 18, 20] . In a manner very parallel to unifying matrix factorization methods for solving systems of equations presented by CFG, Guttman's basic results on rank reduction have served the field of AS/P for some time as the primary means for organizing matrix factorization methods when the purpose is dimension reduction and data interpretation.
There are several such organizing presentations available, but probably none is more aggressively comprehensive than the textbook by Horst [27] . Horst reviews and integrates some 50 years of data representation through matrix factorization and does so almost exclusively through the mechanism of Guttman's rank reduction results. Some of this integration will be reviewed briefly in the next section.
The fields of NLA and AS/P, as noted above, have had some very significant historical ties. The prime example is probably the development of what has become the major tool for both NLA (the singular value decomposition (SVD) of a matrix) and AS/P (in which it is more commonly called the Eckart-Young decomposition of a matrix after Eckart and Young [12] , which as Stewart [37, p. 563] comments is probably an incorrect attribution given the precedent of Schmidt's earlier work [36] . In the last section of this paper, we point to two of these historical issues. We also present a brief review of a generalization of the SVD that has been developed for the purpose of data representation, as well as for uses in a data representation context for another technique of importance in NLA that involves applications of iterative or cyclic projection methods. Pointing out these connections may be of some interdisciplinary interest for those likely to rely on the SVD and associated methods only indirectly along the route to constructing a solution to another problem that is of more primary concern. 
A timeline for the appearance of these rank reduction results in the NLA and AS/P literatures is given in Figure 2 .1, which provides a short summary of the discussion in this section.
Historically, CFG attribute CFG1 to Wedderburn and his classic 1934 text [46, p. 69] . The converse, present in CFG2, is noted to be part of an exercise in Householder [26, p. 33, Exercise 34] with due reference to Wedderburn. However, CFG attribute the entire characterization in CFG2 to a posthumous paper by Egerváry [13] (who apparently was unaware of Wedderburn's earlier result), but also comment that Householder, given that drafts of his book were available in 1960, may have independently discovered the converse in CFG2. The comprehensive result in CFG3, which obviously encompasses both CFG1 and CFG2, is attributed to Cline and Funderlic [6] . As we will see below in greater detail, the CFG3 result was available in complete form in the AS/P literature by 1957 in Guttman [20] with the sufficient part available as early as 1944 [17] , and from the discussion of its use by Guttman, it was known and applied for some years prior to this. More pointedly, the sufficient condition in CFG3 has been a long-standing unifying principle in AS/P. Lagrange's Theorem. Let S be any square matrix of order n and rank r > 0, and X, Y be column vectors such that X SY = 0. Then the residual matrix
is exactly of rank r − 1. More generally, if S is n × m of rank r > 0, A and B are of order s × n and s × m, respectively, where s ≤ r, and ASB is nonsingular, the residual matrix
is exactly of rank (r − s) and S 1 is Gramian if S is Gramian.
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The primary emphasis in CFG is on the repeated use of CFG1 to obtain a variety of matrix factorizations and to unify a substantial literature that has gone before. They summarize this usage as follows.
For A ∈ R m×n , rank(A) = γ, and vectors
where
and letting
are defined by u 1 := x 1 and v 1 := y 1 , and for k > 1,
The statement that "S 1 is Gramian if S is Gramian" needs the further qualification of "and A = B" to be correct. In this summary statement, and probably to economize on words in the exercise, Rao put together the sufficient condition of CFG3 with a more specific result from Guttman [17] that dealt separately with Gramian matrices. We label this latter Guttman result as G3 in section 2.2. This observation that the constraint of equality is needed for the matrices A and B to make the phrasing given by Rao completely correct was pointed out to us by Yoshio Takane [39] . 4 In the earlier numerical example of section 1, (2.1) was used to generate a factorization for the rank-2 approximation of the given correlation matrix. In (2.1), the matrix A is interpreted as the 8×8 rank-2 approximation to B (so m = n = 8 and γ = 2), and the vectors x 1 = y 1 = [11110000] T and x 2 = y 2 = [00001111] T . The factorization of A that is given corresponds to A = (ΦΩ 
and the factorization in (2.1) can be rewritten as
Depending on the initial matrix A and the choice of the vector sets x 1 , . . . , x γ and y 1 , . . . , y γ , a variety of factorizations of A ensue. (In fact, even the ubiquitous Gram-Schmidt orthogonalization process is a very simple special case: let A be the identity matrix and suppose the two collections, x 1 , . . . , x γ and y 1 , . . . , y γ , are identical and contain the vectors for which an orthogonal basis is desired. The columns of U = V define the set of basis vectors with the orthogonality condition given by (2.2).) To allow some comparisons later when the factorization of A for purposes of data representation are reviewed, we list three of the more common (and simplest) ones below in schematic summary form (assuming the condition ω k = 0 obtains in the recursive process), but will not discuss, for example, CFG's further extension to the QR decomposition, the Lanczos process, or to ABS methods; the latter are more relevant to the solution of systems of equations, but usage in the context of matrix factorization with the aim of data representation would be more limited. If
n×n is symmetric and positive definite, then A = (Ω
(c) If A ∈ R m×n is of rank γ, the singular value factorization of A can be given as A = P ΩQ T , where P ∈ R m×γ and P T P = I; Q ∈ R n×γ and Q T Q = I; Ω ∈ R γ×γ and is diagonal with positive (and nonincreasing) entries along the main diagonal. If X = Q and Y = P , then the SVD of A is retrieved by (2.2) since U = Q and V = P , so V T AU = Ω.
Guttman.
The three papers by Guttman mentioned earlier [17, 18, 20] are rather remarkable in that they served to completely characterize the issue of rank reduction for the purpose of data representation within AS/P by 1957, with the sufficiency clearly delineated in 1944 and completely integrated within the literature by the 1950s (e.g., see Harman's 1960 comprehensive review [21] ). We state the major theorems below in their original forms (as well as using most of the original notation) as G1, G2, and G3. We proceed thereafter to make several historical comments and place these rank reduction results in the framework of interpreting the structure of a data matrix.
G1 [17, p. 4] : Let S be any matrix of order n × N and of rank r > 0. Let X and Y be of orders s × n and s × N , respectively (where s ≤ r), and such that XSY is nonsingular. Then the residual matrix
is exactly of rank r − s. Guttman comments that G1 can be considered as generalizing a result due to Lagrange, and he references Wedderburn [46, p. 68] with an apparent allusion to the introductory phrase "The Lagrange method of reducing quadratic and bilinear forms to a normal form is . . .." Wedderburn uses this phrase before discussing the rank-1 reduction result (which was given earlier as CFG1). Guttman then presents what he explicitly labels as Lagrange's theorem: Let S be any matrix of order n × n and of rank r > 0. Let x and y be row vectors of n elements each and such that xSy = 0. Then the residual matrix
Sy xS xSy
is exactly of rank r − 1. Although Guttman gave the label of Lagrange's theorem only to this latter special case of G1 (and by implication indicated that the more general form of G1 and its proof were his own), as we noted earlier in the exercise from Rao [34, p. 55] given verbatim, Rao attached the label of Lagrange's theorem to Guttman's G1 result as well. Rao provided no reference to Guttman in this context, although he does so for another exercise [34, Exercise 14, p. 57] dealing with the minimum rank possible for a (reduced) correlation matrix, but then lists a reference to a completely different paper (Guttman [19] ).
Guttman only gave a proof for the sufficiency of the rank reduction result of G1 in his 1944 paper, but he came back to prove its necessity in a short article in 1957 [20] . Thus, the complete characterization given earlier in CFG3 was available in the AS/P literature by 1957-and Guttman should appropriately be given credit for it.
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The next two results from Guttman [17, pp. 11, 12] , G2 and G3, also concern the issue of rank reduction but not in terms of the original n × N matrix S. Many (if not most) uses of matrix factorizations for purposes of data representation rely on matrices that must be Gramian (e.g., correlation or covariance matrices), and it is very relevant to know how such factorizations relate back to the original data matrix from which the Gramian matrices were constructed. G2 concerns a factorization of the n × n positive semidefinite (Gramian) matrix SS and how this could then be related to a factorization of S; G3 is a restatement of G1, but for a matrix that is assumed to be Gramian. We restate G2 from Guttman [17, p. 11] in a slight variant form that deals just with the cross-product matrix SS and we include an explicit 6 Although Guttman's results appear in the AS/P literature, that does not preclude them from being rediscovered and republished in this same literature, where eventually no credit at all is given. As a case in point, Overall [33] presented some of Guttman's results independently and noted in passing, "It has been called to the attention of this writer that ) has presented what is essentially the same general factor model in somewhat different form" (p. 652). However, secondary sources are not always so careful in attribution, and when providing a separate chapter and accompanying Fortran program in their classic text, Cooley and Lohnes (1971) [7, Chapter 5] reference Overall [33] but fail to mention any of Guttman's original contributions. Unfortunately, when cited for applications in the substantive literature, Cooley and Lohnes [7] is now made the primary (and only) reference for methodology directly attributable to Guttman. representation for one of the defining matrices (P) that appears only in Guttman's proof.
G2: If S is of order n × N and of rank r, F is of order n × r (and of rank r), and SS = FF , then there is a unique matrix P of order r × N such that S = FP.
The matrix P = (F F)
−1 F S satisfies PP = I (i.e., P has orthonormal rows). G3: Let G be a Gramian matrix of order n × n and of rank r > 0. Let X be of order s × n and such that XGX is nonsingular. Then the residual matrix
is of rank r − s and is Gramian. The original impetus for the Guttman results in G1, G2, and G3 was to provide a unifying framework for the methods of factor analysis that were then popular, particularly by incorporating the centroid method of Thurstone (e.g., [40] ) and the principal components characterization from Hotelling [25] . Both of these methods were usually implemented with a correlation matrix in which one begins with a data matrix (to use Guttman's notation) S of order n × N , where N typically refers to subjects and n to variables. The entries within each row of S are assumed to be standardized to a mean of zero and standard deviation of one, so the n × n (positive semidefinite) correlation matrix R is equal to ( Given R, the result in G3 could then be applied, and typically in a one-at-a-time fashion, using a row vector x of order 1 × n. What would result would be a direct analogue of the iterated use of the rank-1 Wedderburn reductions of (2.1). Here, R = ΛΩΛ , where r is the rank of R, Λ is n × r of rank r, and Ω is an r × r diagonal matrix with positive entries along the diagonal. (The entries in Ω are positive since the original matrix and the residual matrices constructed from it are all Gramian.) Expressing R as (ΛΩ As noted above, one of Guttman's primary motivations for his 1944 paper was to provide a formal justification for the then-popular centroid method of factor analysis, i.e., that the rank of the correlation matrix was actually reduced by one at each stage in the sequential process. In our current notation, the Thurstone method can be characterized through the one-at-a-time use of G3 beginning with a 1 × n vector x having constant entries of +1. Entries in the subsequent vectors chosen to effect the rank reduction would be ±1, where the choice of signs was determined from the pattern of entries in the residual matrix. Comments in Guttman [17] and elsewhere (e.g., Horst [23] and Harman [21] ) with regard to this centroid strategy generally considered it a poor approximation to what could be generated from Hotelling's method that would choose successive unit length vectors to produce a rank reduction by identifying (through an iterative strategy) the eigenvector associated with the largest eigenvalue for each of the residual matrices successively obtained. At the time, however, the centroid method was computationally much less demanding than Hotelling's iterative (or power) method for obtaining each of the principal components (again, one-at-a-time and reducing rank at each iteration); for this reason alone, the centroid method was a very common factorization strategy until electronic computing capabilities became more widely available.
The 1952 Guttman paper [18] was motivated by a lack of attention to his 1944 contribution since a number of individuals (e.g., Thurstone [41, 42] and Holzinger [22] ) were publishing methods of factor analysis based on what were called multiple group strategies that could have been unified by Guttman's earlier results. Multiple group methods choose the successive vectors in the Wedderburn reductions to reflect groups of variables that should be clustered together, with the resulting binary (1/0) vectors merely reflecting group membership, or they do so simultaneously by using what are in effect Guttman's G3 results. 7 In their simultaneous extraction, the matrix GX represents the covariances of the variables with the factors, and the matrix XGX is the variance-covariance matrix between the factors. Guttman [18] reiterates the theorems from his 1944 article and points out how the multiple group methods were merely a special case of his earlier results. In the course of discussing how these multiple group methods could be incorporated, Guttman shows his enthusiasm, as do CFG, for unification, but now in the context of data representation: "It was shown how this theorem [referring to G3] includes all previous correlation factoring methods, and in addition provides new techniques that enable as many common factors to be extracted in one operation as one wishes. Different methods differ solely by their choice of the weight matrix X" [18, p. 210] .
And, once the necessity of G1 was shown in 1957, he added, "All possible factoring methods, whether directly on the score matrix or on the correlation matrix, can differ only in the choice of weight matrices X and Y" [20, p. 81] .
Guttman goes on to argue how important the choice is for the vectors in X whether used one at a time or simultaneously for the purposes of data representation. Specifically, the vectors should be chosen to avoid the necessity of "cleaning up" the factorization by rotational strategies of the type alluded to earlier.
Two (Other)
Connections between the Processes of NLA and Methods for Data Representation.
Data Representation Uses of an Alternative Strategy for Solving Linear Systems of Equations through Iterative Projection.
Matrix factorization may be the most well known strategy for solving linear systems of equations, but another method, typically attributed to Kaczmarz [31] (e.g., see Bodewig [3, or, more recently, Deutsch [9, pp. 107-108]) and based on an iterative projection strategy also has some very close connections with several more recent approaches in the AS/P literature to the representation of a data matrix. The latter rely on a close relative to the Kaczmarz strategy and what is now commonly referred to in AS/P as Dykstra's method for solving linear inequality constrained weighted least-squares tasks (e.g., see Dykstra [10] ).
Kaczmarz's method can be characterized as follows. Given A = {a ij } of order m × n, x = {x 1 , . . . , x n }, b = {b 1 , . . . , b m }, and assuming the linear system Ax = b is consistent, define the set
, where a i = {a i1 , . . . , a in }. Beginning with a vector x 0 and successively projecting x 0 onto C 1 , and that result onto C 2 , and so on, and cyclically and repeatedly reconsidering projections onto the sets C 1 , . . . , C m , leads at convergence to a vector x * 0 that is closest (in vector 2-norm) to x 0 while it satisfies Ax * 0 = b. Dykstra's method can be characterized as follows. Given A = {a ij } of order m × n, x 0 = {x 01 , . . . , x 0n }, b = {b 1 , . . . , b m }, and w = {w 1 , . . . , w n }, where
2 is minimized. Again, (re)define the (closed convex) sets C i = {x | a ij x j ≤ b i }, and when a vector y / ∈ C i , its projection onto C i (in the metric defined by the weight vector w)
n }. We again initialize the process with the vector x 0 and each set C 1 , . . . , C m is considered in turn. If the vector being carried forward to this point when C i is (re)considered does not satisfy the constraint defining C i , a projection onto C i occurs. The sets C 1 , . . . , C m are cyclically and repeatedly considered, but with one difference from the operation of Kaczmarz's method-each time a constraint set C i is revisited, any changes from the previous time C i was reached are first "added back." This last process ensures convergence to an optimal solution x * 0 (see Dykstra [10] ). The Dykstra method currently serves as the major computational tool for a variety of newer data representation devices in AS/P. For example, and first considering an arbitrary rectangular data matrix, Dykstra and Robertson [11] use it to fit a leastsquares approximation constrained by entries within rows and within columns that are monotonic with respect to given row and column orders. 8 For an arbitrary symmetric proximity matrix A (of order p × p and with diagonal entries typically set to zero), a number of applications of Dykstra's method have been discussed for approximating A in a least-squares sense by A 1 + · · · + A K , where K is typically small (e.g., 2 or 3) and each A k is patterned in a particularly informative way that can be characterized by a set of linear inequality constraints that its entries should satisfy. We note three exemplar classes of patterns that A k might have, all with a substantial history in the AS/P literature. In each instance, Dykstra's method can be used to fit the additive structures satisfying the inequality constraints once they are identified, possibly through an initial combinatorial optimization task seeking an optimal reordering of a given (residual) data matrix, or in some instances in a heuristic form to identify the constraints to impose in the first place. We merely give the patterns sought in A k and refer the reader to sources that develop the representations in more detail.
(a) Order constraints (Hubert and Arabie [28] ): The entries in A k = {a ij(k) } should satisfy the anti-Robinson constraints: there exists a permutation on the first
(b) Ultrametric and additive trees (Hubert and Arabie [29] ): The entries in A k should be represented by an ultrametric: for all i, j, and h, a ij(k) ≤ max{a ih(k) , a jh(k) }; or by an additive tree: for all i, j, h, and l,
(c) Linear and circular unidimensional scales (Hubert, Arabie, and Meulman [30] ): The entries in A k should be represented by a linear unidimensional scale: a ij(k) = |x j − x i | for some set of coordinates x 1 , . . . , x n ; or a circular unidimensional scale: a ij(k) = min{|x j − x i |, x 0 − |x j − x i |} for some set of coordinates x 1 , . . . , x n and x 0 representing the circumference of the circular structure.
Alternative Notions for
How the SVD Should Be Generalized. As noted earlier, in both NLA and AS/P, the SVD of a matrix has become a major computational tool. For NLA it often serves as a means for rephrasing some given problem into a simpler or more transparent form, and for AS/P it has become the mechanism for effecting a very wide variety of geometric representations for a rectangular data matrix. Given the ubiquity of the SVD in both NLA and AS/P, it should not be surprising that separate generalizations of the SVD have been suggested and that both have been labeled with the generic title of the generalized singular value decomposition (GSVD). Here we rephrase from Golub and Van Loan [15, p. 466 ] the most standard generalization in NLA, which was introduced in Van Loan [45] :
GSVD. If we have A ∈ R m×n with m ≥ n and B ∈ R p×n , then there exist orthogonal U ∈ R m×m and V ∈ R p×p and an invertible X ∈ R n×n such that
and
where q = min(p, n). The emphasis here is obviously on the simultaneous diagonalization of A and B, with such decompositions relevant when a particular task includes two such matrices that need to be simplified. The prime example provided by Golub and Van Loan [15, pp. 580-582] is in the solution to a least-squares minimization task with a quadratic inequality constraint. Extensions of such simultaneous diagonalizations to three (or more) matrices have also been developed, most notably by De Moor and Golub [8] , and some attempts have been made in the AS/P literature to use these generalizations directly for a variety of data representation tasks (e.g., see Takane [38] ).
In AS/P, however, it is almost universal that the GSVD refers to the decomposition of a matrix that involves the use of different metrics in the normalizations of the components of the decomposition (also mentioned in Van Loan [45] as a second possible generalization of the SVD), as well as to a subsequent application to find lower-rank approximations (or generalized Eckart-Young decompositions) that minimize a weighted least-squares loss criterion. Or even more generally, and following the comprehensive review given in Rao [35] , the GSVD in this form is a way of approaching the task of approximating a given matrix by one contained within a specified subclass that minimizes a suitable (unitarily invariant) norm of their difference.
To give the GSVD in the form most familiar in AS/P, we repeat a result from Gower and Hand [16, p. 237] , with a slight variation on the notation they use.
GSVD in the metrics P and Q: Given any rectangular p × q matrix X and symmetric positive definite matrices P and Q (with orders p × p and q × q), then
where S is p × p and satisfies the normalization S PS = I, T is q × q and satisfies the normalization T QT = I, and Σ is p × q and diagonal (in the extended sense) with nonnegative and nonincreasing values from the left to the right.
Gower and Hand go on to provide a generalized Eckart-Young factorization and lower rank approximation that we restate as follows: If for the factorization in (3.1) S (r) denotes and is formed from the first r columns of S, Σ (r) denotes and is formed from the r × r upper left diagonal matrix selected from Σ, and T (r) denotes and is formed from the first r rows of T , then
is a rank-r matrix minimizing the weighted least-squares criterion of
In practice,X would be obtained from a standard singular value factorization of P 1 2 XQ 1 2 , with the appropriate deletion of rows and columns in the components of the factorization to obtain a rank-r (unweighted) least-squares approximation; i.e., we first construct P 1 2X Q 1 2 , and from the latter,X can be retrieved. The first application of the GSVD in the form just presented appears to be in a paper by Young [47] , but it now serves as the computational engine for a number of popular data representation methods, e.g., various forms of what might generically be called biplots. To be more explicit, suppose we interpret the rectangular p × q matrix X = {x ij } in (3.1) as a data matrix on p objects (subjects) and q variables (attributes), so the entry x ij refers to the ith object's score on the jth variable, 1 ≤ i ≤ p and 1 ≤ j ≤ q. The lower-rank approximation to X given byX = {x ij } in (3.2) provides a mechanism for displaying this approximation graphically in terms of a joint plot (or a biplot) of the objects and variables in a common r-dimensional Euclidean space. , where α is some chosen constant, 0 ≤ α ≤ 1, the rows of G provide r-dimensional coordinates for each of the p objects (which are typically represented as points in the joint plot); the rows of H provide r-dimensional coordinates for each of the q variables (which are typically represented as vectors in the joint plot). Irrespective of the chosen value for α, the approximating entryx ij is the inner product of the ith row of G and the jth row of H; consequently, considering just the column vector representing the jth variable in X, graphically these inner products are proportional to the lengths of the orthogonal projections of the objects onto the vector.
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The GSVD has probably found its most widespread use in the data analysis technique known as correspondence analysis, sometimes limited (unnecessarily) to the analysis of a two-way contingency table F = {f ij }, expressing the relationships between the categories of two categorical variables U and V , where the entry f ij denotes the count of individual units of observation (objects) in category i of variable U and in category j of variable V . Classical "Analyse des Correspondances"à la Benzécri [1, 2] , however, stands for a much more general technique to analyze any type of positive measure of correspondence; thus, correspondence analysis is best described as the analysis of a correspondence table, characterized as any table containing positive entries. Whatever interpretation is given to the technique, the marginals of the two-way table play an important role in that they define the metrics. In terms of lower-rank approximation, the product GH of row scores G and column scores H approximates and N is the total frequency. 
