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Inspired by the topological insulator circuit experimentally proposed by Jia et al. [Phys. Rev. X 5, 021031
(2015)], we theoretically realize the topological Lieb lattice, a line centered square lattice with rich topological
properties, in a radio-frequency circuit. We design a specific capacitor-inductor connection to resemble the
intrinsic spin-orbit coupling, and construct the analog spin by mixing degrees of freedom of voltages. As such,
we are able to simulate the quantum spin Hall effect in the topological Lieb lattice of linear circuits. We then
investigate the spin-resolved topological edge mode and the topological phase transition of band structure varied
with capacitances. Finally, we discuss the extension of pi/2 phase change of hopping between sites to arbitrary
phase values. Our results may find implications in engineering microwave topological metamaterials for signal
transmission and energy harvesting.
I. INTRODUCTION
Topological insulator [1–3] is a new electronic quantum
spin Hall state (QSHE) in condensed matter physics, which is
insulating in the bulk but conducting on the surface, with the
conducting edge mode robustly protected by the band topol-
ogy. Later on, similar topological properties have been ex-
tended to other kinds of artificial structure systems such as
phononic [4–7] and photonic metamaterials and crystals [8–
15]. The topological phase of two-dimensional (2D) lattices
can be distinguished by the topological invariants, e.g., integer
Chern number, which is the integration of the Berry curvature
over 2D first Brillouin zone (BZ). As such, the lattice geome-
try plays the key role for the band topology.
Among tons of lattice structures, the Lieb lattice exhibits
intriguing properties that are of general interest in both the
fundamental physics and practical applications. The topologi-
cal Lieb lattice, shown in Fig. 1(a), is the line centered square
lattice with three sites A, B and C per unit cell. It is essen-
tially a 2D counterpart of the perovskite structure [16–18],
which is ubiquitous in nature. Due to the peculiar lattice struc-
ture with spin-orbit couplings(SOCs) [see arrows in Fig. 1(a)]
for electronic tight-binding model, this lattice is characterized
by three energy bands [19] and displays unusual topological
properties, for instance, the protected flat band [20–22] and
novel topological phase transition [23–25].
For the infinite Lieb lattice without SOCs, the three bands
touch each other at the middle of the spectrum, known as
the zero energy, and exhibit a Dirac cone at the point (pi, pi)
in the first BZ with a flat band crossing that Dirac point, a
so-called spin-1 Dirac cone. People can open the three-fold
degeneracy into a multi-gapped structure by either adding a
dimerization term that staggers the hopping along the x- and
y-directions or by including a Rashba SOCs. But, the resulting
gaps are topologically trivial, as was discussed by Weeks and
Franz [16]. Nevertheless, the authors showed that an intrin-
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FIG. 1. (a) The schematic diagram of the topological Lieb lattice
(TLL) with 9 unit cells. Each unit cell is composed of three sites A,
B, and C with lattice constant a and is numbered by (m,n). Nearest-
neighbor (NN) interaction with strength t1 is indicated by black line,
and the intrinsic spin-orbit couplings (SOCs) with strength t2 are
indicted by orange arrows. (b) The designed linear circuit (LC) to
mimic the dashed boxed part of TLL in (a). Each site is formed by
two inductors,X with two nodesX+,X− and Y with two nodes Y+,
Y−. The NN interaction is achieved by the black coupling capacitors
with capacitance C1 and the SOCs are achieved by the red coupling
capacitors with capacitance C2, whose interconnects are shown in
(c) and (d). And the interconnects shown in (c) and (d) have to be si-
multaneously implemented in the circuit to introduce intrinsic SOCs.
sic SOCs, acting as a pure imaginary next-nearest-neighbor
hooping, is able to separate the three bands by inducing topo-
logically non-trivial band gaps. In this work, we will design
and implement the intrinsic SOC in Lieb lattice [see arrows
in Fig. 1(a)] using capacitor-inductor network of linear cir-
cuit (LC) [8, 9, 26]. We refer to this Lieb lattice with SOC as
topological Lieb lattice (TLL) in this work.
So far, the Lieb lattice has been realized and researched in
different physical platforms, e.g., the optical waveguides [20,
21, 27] by the direct laser writing technique [28] and cold
atoms in optical lattices [29–31]. Later, by introducing the
Floquet mechanism, the photonic TLL is designed with the
synthetic SOCs formed by helical waveguides [32]. Although
cold atoms and optical waveguides offer a high flexible con-
trol over lattice geometries and allow for the addition of syn-
thetic and tunable interactions, they have strict requirements
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2for experimental equipments and are applied specifically to
waves of high frequency and short wavelength.
In this paper, we further develop the approach presented in
Ref. [8] for Hofstadter model [33, 34] to spin Lieb lattice in
a simple and systematic way. We design a specific capacitor-
inductor network to resemble SOCs, and construct the ana-
log spin by mixing the degrees of freedom(DOFs) of voltages.
Meanwhile, the hopping phase between sites(φ = pi/2) is also
extended to arbitrary values. Therefore, in the TLL of LCs we
are able to simulate the QSHE characterized by nonzero spin
Chern number, and to investigate the spin-resolved topologi-
cal edge mode, as well as the topological phase transition by
varying the capacitances.
II. MODEL AND RESULTS
A. Fabrication of Topological Lieb Lattice circuit
We start from the electronic Hamiltonian of the tight-
binding model for a 2D TLL with SOCs,
Hˆ = t
∑
i;s
cˆ†i,scˆi,s + t1
∑
〈i,j〉;s
cˆ†i,scˆj,s
+ ist2
∑
i,j;s
(ei,j · ez)cˆ†i,scˆj,s. (1)
Here, cˆi,s(cˆ
†
i,s) is the annihilation(creation) operator for parti-
cle on site i with spin s. The first term describes onsite poten-
tial and the second is the spin-independent nearest-neighbor
(NN) hopping process of a particle with spin projection s from
site i to site j. The third term describes the SOC term with
coupling constant t2 [see Fig. 1(a)]. ez denotes the unit vec-
tor in the z-direction. Moreover, we define for the NN SOC a
unit vector ei,j = ei,k × ek,j/ | ei,k × ek,j | in terms of the
bond vectors ei,k and ek,j that connects the sites i and j via
the unique intermediate site k. By applying a Fourier trans-
formation to the real space Hamiltonian in Eq.(1), we obtain
the Hamiltonian in momentum space,
Hˆ =
∑
k∈BZ
Ψˆ†kHkΨˆk, Hk = H
0
k ⊗ I2×2 +HSOCk ⊗ σz, (2)
where Ψˆk ≡ (Ψˆk,↑, Ψˆk,↓) with Ψˆk,s ≡ (cˆAk,s, cˆBk,s, cˆCk,s) where
s =↑, ↓, and the 3× 3 matrix H0k and HSOCk are given by
H0k =
 t 2t1 cos(kxa2 ) 2t1 cos(kya2 )2t1 cos(kxa2 ) t 0
2t1 cos(
kya
2 ) 0 t
 , (3)
and
HSOCk =
4it2
 0 0 00 0 sin(kxa2 ) sin(kya2 )
0 − sin(kxa2 ) sin(kya2 ) 0
 . (4)
The Hamiltonian matrix Hk consists of two decoupled blocks
corresponding to the spin up and spin down projections, re-
lated by fermi time-reversal symmetry Hk,↑ = H∗−k,↓.
In order to simulate the TLL with SOC described by Eq. (1),
as well as the QSHE, let us now describe the procedure of
designing the corresponding LC analogy made of capacitor-
inductor networks and constructing the pseudo-spin DOF. In-
deed, there are a variety of ways [8, 9, 35–39] to engineer
topologically non-trivial band structures in lattice models.
However, there is no doubt that the LC made by lumped ele-
ments is the most convenient and simple method among them,
which is around the radio-frequency (RF) regime and can be
easily applied to the microwave engineering. Therefore, in
the present work we realize the QSHE by designing TLL LC
network with SOC and investigate the spin-resolved topolog-
ical edge transport and topological phase transition. We in-
herit and extend the approach that two arrays of inductors
provide the spin up and spin down RF photons presented in
Ref. [8]. The specific connections of our LC model is shown
in Figs. 1(b), (c) and (d). And the interconnects shown in both
Fig. 1(c) and (d) have to be simultaneously implemented in
the circuit to introduce the intrinsic SOCs.
Let us describe these connections (analogy) in detail. First,
we define that plaquette A, B and C of Fig. 1(b) forms a unit
and is mapped to the atomic site A, B and C of a unit in
Fig. 1(a), respectively. Each site contains two inductors X and
Y, which behave as two sub-orbitals. We fix respectively both
ends of the inductors as X+ and X− or Y+ and Y−. And we
define the voltages across inductors X, Y : UX = VX+ −VX−
and UY = VY+ − VY− . As such, the positive or negative
coupling is controlled by which ends of the on-site induc-
tors are capacitively connected to one another. Therefore,
the connections of X-to-X or Y-to-Y simulates the NN cou-
plings, and the SOC can be generated through the connection
X-to-Y in the central plaquette, if we define U↑ = UX + iUY
and U↓ = UX − iUY , respectively. For instance, through the
couplings indicated by solid arrows between plaquette B and
plaquette C that are used to simulate the SOC, we can real-
ize UX → −UY and UY → UX , so that U↑ → iU↑ and
U↓ → −iU↓.
To see more details, the dynamical properties of the system
in one unit cell are described according to the Kirchhoff’s law.
The detailed derivation process is shown in Appendix A. Here
we show the six equations of motion,
3
UAm,n,X =
LC
2 (−4t1U¨Am,n,X + t1(U¨Bm−1,n,X + U¨Bm,n,X + U¨Cm,n−1,X + U¨Cm,n,X))
UAm,n,Y =
LC
2 (−4t1U¨Am,n,Y + t1(U¨Bm−1,n,Y + U¨Bm,n,Y + U¨Cm,n−1,Y + U¨Cm,n,Y ))
UBm,n,X =
LC
2 (−(2t1 + 4t2)U¨Bm,n,X + t2(U¨Cm+1,n,Y − U¨Cm+1,n−1,Y − U¨Cm,n,Y + U¨Cm,n−1,Y ) + t1(U¨Am,n,X + U¨Am+1,n,X))
UBm,n,Y =
LC
2 (−(2t1 + 4t2)U¨Bm,n,Y − t2(U¨Cm+1,n,X − U¨Cm+1,n−1,X − U¨Cm,n,X + U¨Cm,n−1,X) + t1(U¨Am,n,Y + U¨Am+1,n,Y ))
UCm,n,X =
LC
2 (−(2t1 + 4t2)U¨Cm,n,X − t2(U¨Bm,n+1,Y − U¨Bm,n,Y − U¨Bm−1,n+1,Y + U¨Bm−1,n,Y ) + t1(U¨Am,n,X + U¨Am,n+1,X))
UCm,n,Y =
LC
2 (−(2t1 + 4t2)U¨Cm,n,Y + t2(U¨Bm,n+1,X − U¨Bm,n,X − U¨Bm−1,n+1,X + U¨Bm−1,n,X) + t1(U¨Am,n,Y + U¨Am,n+1,Y ))
(5)
Here, U jm,n,i is the voltage difference of inductor i in plaque-
tte j of the (m,n)th unit cell with i = X,Y and j = A,B,C.
L is the inductance. C1 = t1C and C2 = t2C denote ca-
pacitances connecting the sites A-to-B or A-to-C and B-to-C,
respectively. Since the local circuit dynamics for X and Y are
coupled with each other, in order to obtain the QSHE, we need
to decouple the entangled Lieb LC into two copies of spinful
Lieb LCs. As such, we can certainly describe the structure in
the “spin” representation by denoting U↑,↓ = UX ± iUY , and
then finally get two sets of decoupled equations for U↑ and U↓
respectively, exhibiting opposite effective gauge fields:

UAm,n,↑ =
LC
2
(
−4t1U¨Am,n,↑ + t1(U¨Bm−1,n,↑ + U¨Bm,n,↑ + U¨Cm,n−1,↑ + U¨Cm,n,↑)
)
UBm,n,↑ =
LC
2
(
−(2t1 + 4t2)U¨Bm,n,↑ − it2(U¨Cm+1,n,↑ − U¨Cm+1,n−1,↑ − U¨Cm,n,↑ + U¨Cm,n−1,↑) + t1(U¨Am,n,↑ + U¨Am+1,n,↑)
)
UCm,n,↑ =
LC
2
(
−(2t1 + 4t2)U¨Cm,n,↑ + it2(U¨Bm,n+1,↑ − U¨Bm,n,↑ − U¨Bm−1,n+1,↑ + U¨Bm−1,n,↑) + t1(U¨Am,n,↑ + U¨Am,n+1,↑)
)
UAm,n,↓ =
LC
2
(
−4t1U¨Am,n,↓ + t1(U¨Bm−1,n,↓ + U¨Bm,n,↓ + U¨Cm,n−1,↓ + U¨Cm,n,↓)
)
UBm,n,↓ =
LC
2
(
−(2t1 + 4t2)U¨Bm,n,↓ + it2(U¨Cm+1,n,↓ − U¨Cm+1,n−1,↓ − U¨Cm,n,↓ + U¨Cm,n−1,↓) + t1(U¨Am,n,↓ + U¨Am+1,n,↓)
)
UCm,n,↓ =
LC
2
(
−(2t1 + 4t2)U¨Cm,n,↓ − it2(U¨Bm,n+1,↓ − U¨Bm,n,↓ − U¨Bm−1,n+1,↓ + U¨Bm−1,n,↓) + t1(U¨Am,n,↓ + U¨Am,n+1,↓)
)
(6)
We can see clearly that there are two spin copies of the Lieb
lattice model forU↑ andU↓ respectively. And the coupling co-
efficients between site B and site C is a pure imaginary num-
ber, which means an effective gauge field with pi/2 coupling
phase and simulates the SOCs. We can get the equation of
motion for U↓ from the conjugate of the equation of motion
for U↑. Thus the circuit model has opposite effective (mag-
netic) gauge field for U↑ and U↓. Choosing the dynamical
factor eiωt and applying a Fourier transformation to the equa-
tions of motion for spin up and spin down in Eqs.(6), we get
the equations of motion in momentum space,
1
ω2
Uk = MkUk,Mk = M
0
k ⊗ I2×2 +MSOCk ⊗ σz, (7)
where Uk ≡ (Uk,↑, Uk,↓)T with Uk,s ≡ (UAk,s, UBk,s, UCk,s)T ,
T means the transpose of a matrix. The 3× 3 matrix M0k and
MSOCk are given by
M0k =
LC
2
× 4t1 −2t1 cos(kxa2 ) −2t1 cos(kya2 )−2t1 cos(kxa2 ) 2t1 + 4t2 0
−2t1 cos(kya2 ) 0 2t1 + 4t2
 , (8)
and
MSOCk = 2it2LC× 0 0 00 0 − sin(kxa2 ) sin(kya2 )
0 sin(kxa2 ) sin(
kya
2 ) 0
 . (9)
The matrixM0k andM
SOC
k have the same mathematical forms
with H0k and H
SOC
k in Eq.(3) and Eq.(4), which confirms
that we can use the TLL LC network to investigate the spin-
resolved topological edge transport and topological phase
transition. Here we note that although Mk has the eigenvalue
1
ω2 instead of conventional ω
2 (ω for electron systems) we still
can get a topological nontrivial phase which is mainly deter-
mined by the eigenvectors.
For electron systems, the QSHE is protected by the
fermionic time-reversal symmetry Tf = iσyK (T 2f = −1),
resulting in the Kramers doublet of spin-up and spin-down
states. Unlike electrons, the second quantization of the voltage
vibrations in RF microwave systems leads to photons that are
massless bosons with spin-1. As such, conventional photonic
system does not hold the Kramers degeneracy, but keeps the
bosonic time-reversal symmetry Tb = σxK (T 2b = 1). There-
fore, we need introduce more DOFs to construct a pseudospin
to satisfy Kramers degeneracy with fermionic-like pseudo
time-reversal symmetry Tf = iσyK (T 2f = −1). In our
system we double the DOFs by introducing two sub-orbitals
(X and Y inductors) to each sites. By transforming into the
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FIG. 2. (a) Band structure of the semi-infinite TLL LC with capacitors C1/C2 = 2, i.e., a wide strip of circuit with fixed boundary in the
transverse x-direction and periodic boundary conditions in the longitudinal y-direction, including massive bulk bands (gray) and spin-orbit-
locked edge states (U↑ in red, U↓ in blue) that reside in the bulk gap. The Chern numbers of the spin-up bands are indicated next to each band.
(b) Numerical calculation results of field strength with 10× 10 units. The field strength for each unit cell is defined as Um,n =∑i,j |U jm,n,i|
with i = X,Y , j = A,B,C. The excitation frequency ω1 is marked as orange line between upper and middle bands in (a). Note the right and
bottom sides of the finite system are terminated with B sites and C sites, respectively, as indicated in Fig. 1(a). Thus the SOC interconnection
parts are halved at those sides and the finite system lacks the inversion symmetry, so that the edge state does not have a symmetric field
distribution. (d) shows the field strength distribution with a defective system and the excitation frequency is the same as (b). (c) and (e) are the
corresponding field strength distribution driven by the microwave of frequency ω2 marked in the upper band in (a).
pseudo spin basis, the constructed matrix Mk does not only
keep the bosonic time-reversal symmetry Tb = I3×3 ⊗ σxK
with [Tb,Mk] = 0, but also further possesses the ferminoic-
like pseudo time-reversal symmetry Tf = I3×3 ⊗ iσyK with
[Tf ,Mk] = 0. This fermionic pseudo time-reversal symmetry
guarantees the Kramers degeneracy that leads to the topologi-
cally protected edge state transport. The topological photonic
state with pseudo time-reversal symmetry but broken bosonic
time-reversal symmetry has also been discussed [40].
B. Topological Band of the TLL LC Model and QSHE
Based on previous researches [16, 23], we understand that
the effect of intrinsic SOCs is to open non-trivial gaps at the
point (pi, pi), i.e., when t2 = 0 there is always a single spin-
1 Dirac-cone gapless dispersion touching a flat band at the
edge of BZ. Here we show that we can get the topologically
non-trivial gaps, manifested as the topological edge state in a
finite structure, in the TLL LC models. To demonstrate the
topological edge state and QSHE, we get the band structure
of an infinite TLL strip in y-direction with longitudinal quasi-
momentum ky , and finite in the transverse x-direction with
15 units. The band structure is shown in Fig. 2(a). Three
bulk bands (gray curves) correspond to the bulk response of
the system. Spin-helicity-coupled edge channels, as char-
acteristics of a topological band structure, occupy the gaps
between bulk bands. We can see that different spin exci-
tations generate different propagation directions and can be
ascertained from the slope of the energy-momentum disper-
sion. The edge states of opposite spins exhibit the symmetry
of (k, ↑) ↔ (−k, ↓), which is guaranteed by the pseudospin
time-reversal symmetry. Additionally, the topological charac-
ter of each spin-resolved band can be formally characterized
in terms of a spin-Chern number C↑(C↓), for U↑(U↓), which
is −1(+1) for the top band, +1(−1)for the bottom band and
0 for the middle flat band. This is consistent with the tight-
binding model.
To probe this topological physics directly, numerical sim-
ulations are performed to demonstrate the topologically pro-
tected boundary modes on a finite TLL structure with 10× 10
cell. We simulate the field strength distribution of all sites
at different frequencies marked by orange lines on Fig. 2(a).
The results are shown in Fig. 2(b) and (c), clearly demonstrat-
ing the edge modes and bulk modes, respectively. Afterward,
for the sake of showing the stability of these edge modes, we
artificially introduce defects at the right edge of the system,
and the corresponding field strength distributions are shown in
Fig. 2(d) and (e). One can clearly observe that the edge modes
without back-scattering are not affected by the imperfections.
Therefore, we can safely draw the conclusion that the edge
modes are protected by nontrivial band topology. These phe-
nomena confirm the existence of edge modes in QSHE and
strongly suggest their topological nature.
In addition, we also implement a numerical simulation in
time domain with a Gaussian wave packet source to see the
time evolution of the wave packet. The simulation is car-
ried with fourth order Runge-Kutta method. The simulation
step length is less than 2pi100ω1 . The simulation results are
shown in Fig.3. When the corner site is driven by the sources
that SX = e
− (t−t0)2
σ2 cos(ω1t) and SY = e
− (t−t0)2
σ2 sin(ω1t)
on the inductor X and Y of site A, respectively, we can see
the wave packet spreads along the boundary clockwise as
shown in Fig.3(a)(b)(c)(d). At time t0, the Gaussian wave
peak enter the system. Due to S↑ = SX + iSY , it is equiv-
alent to excite the spin-up state U↑ = UX + iUY alone
with the spin-up source S↑ = e−
(t−t0)2
σ2 eiω1t. Similarly, we
can solely drive the spin-down state U↓ = UX − iUY by
the spin-down source S↓ = SX − iSY by setting SX =
e−
(t−t0)2
σ2 cos(ω1t) and SY = −e−
(t−t0)2
σ2 sin(ω1t), and we
can observe the wave packet’s counter-propagation as shown
in Fig.3(e)(f)(g)(h). If the driven voltage is SY = 0 and
SX = 2e
− (t−t0)2
σ2 cos(ω1t) = S↑ + S↓, the initial excita-
tion contains both spin-up and spin-down source states, which
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FIG. 3. The time evolution of Gaussian wave packet. Four plots of each row indicate the trajectory of wave packet in turn and arrows indicate
the direction of movement. The first three rows show the results excited by ω1 = 0.6/
√
LC in the non-trivial gap, and the last one is
ω2 = 0.8/
√
LC inside the bulk band. The color bar denotes the strength of the field distribution. When calculating, we apply capacitors
C3 = t3C to link A, B and C to the ground, which is used to compensate for different onsite potential due to some missing couplings at
boundary.
will excite states to propagate in opposite directions along the
boundary, behaving like the two opposite spin transports in
QSHE as shown in Fig.3(i)(j)(k)(l). When we change the
frequency to the bulk band with frequency ω2 with source
SX = 2e
− (t−t0)2
σ2 cos(ω2t) and SY = 0, bulk mode excita-
tions just trivially spread throughout the system as shown in
Fig.3(m)(n)(o)(p).
In Fig.3, we see that the bulk states are also excited for
frequency ω1. There are two reasons. Firstly, the sample is
very small that is not exactly described by the band structure
of infinite periodic systems, and the edge states can couple
with each other through the wave function overlap of their
decay wave into the bulk. Secondly, to see the wave dy-
namic evolution, we need the wave is localized enough so we
choose the Gaussian wave packet with S(t) = e−
(t−t0)2
σ2 eiω1t.
Through a Fourier transformation to the frequency domain,
S(t) = 1√
2pi
∫∞
−∞ S(ω)e
iωtdω, we get,
S(ω) =
σ√
2
e
− (ω−ω1)2
4/σ2 e−i(ω−ω1)t0 . (10)
We see that the mode with frequency ω1 is the main compo-
nent, but there are also other mixed modes, which may locate
within the bulk bands. In our calculation we choose σ = 50,
t0 = 50
√
LC. Simulation details are shown in Appendix C.
C. Topological phase transition of QSHE in the TLL
Now, we discuss the effect of capacitances on the band
structure, and study the topological phase transition driven by
tuning the capacitance ratioC1/C2 in the presence of SOC. In
other words, we are going to demonstrate topological phase
transitions of QSHE in our LC system by varying some ca-
pacitance.
We vary C1 while keep C2 fixed and observe the effect
on the band structure by computing the spin Chern number.
For the convenience of comparison, we focus on calculating
Chern number for spin up state C↑. Fig. 4(b) illustrates the
spin Chern number phase diagram of the system as a function
of C1/C2, namely, the ratio of t1/t2. We can see that there
are two regions in the phase diagram, with the critical point at
60.3
0.5
0.7
0.2
0.4
0.6
0.8
1.0
ω
√L
C
0 2 4 6 8 100 �/2 � 3�/2 2�
ky C1/C2
C↑ = 1 
C↑ = 0 
0.9 (a) (b)
C↑ = 0 
C↑ = 1 
C↑ = -1 
C↑ = -1 
C↑ = -1 
C↑ = 0
C↑ = 1    
ω
√L
C
FIG. 4. (a) Band structure of the semi-infinite TLL circuit with cou-
pling capacitors C1/C2 = 5. Spin-orbit-locked edge states (U↑ in
red, U↓ in blue) reside in the bulk gap. The Chern numbers of the
spin-up bands are indicated next to each band. (b) Phase diagram as
a function of C1/C2 = t1/t2, and topological phase transition at a
critical point C1/C2 = 4 where the second band gap closes. The
spin up Chern numbers are marked by red letters.
t1/t2 = 4, where the spin-up Chern number change abruptly.
Indeed, the change in spinful Chern number reflects the topol-
ogy change of their respective spinful bands. In other words,
middle and lower bands degenerate to close their gap when
t1/t2 = 4, and then reopen as increasing the ratio.
Before the degeneracy, the energy spectrum diagram is just
Fig. 2(a), with nontrivial topological spin edge mode in the
lower gap; while after the gap reopening, the band structure
is shown in Fig. 4(a), with the topological edge mode absent
in the lower gap. Accordingly, the spin-up Chern numbers
of three bands (Cup, Cmid, Cdown) change from (−1, 0, 1) to
(−1, 1, 0). In these calculations, the capacitor C2 connect-
ing sites B-to-C is fixed, while the capacitor C1 is varied.
These topological phase transitions of QSHE give a way to
modify the transport behavior of the TLL LC at a particular
frequency from unidirectional propagation along the edge to
propagation-forbidden along the edges and to the interior.
D. Generalization to arbitrary phase
So far, our above design merely has four connections be-
tween next-nearest-neighbor sites, which can realize the only
gauge field eipi/2 for the SOC. One may consider increasing
the internal number of connections and generalizing the gauge
field to arbitrary phase. Actually, the arbitrary phase coupling
has been proposed by V. Albert et al [9]. They use the ca-
pacitors as sites, which are connected by inductors while in
present work we do the duality case where the sites are com-
posed of inductors connected by capacitors. Therefore, in V.
Albert et al’s work [9], the phase is tuned by the ratio of in-
ductances, while as will see in our case, the arbitrary phase is
tuned by the ratio of capacitances.
As shown in Fig. 5, the new designed structure can be
formed by inductors (black spring) and coupling capacitors
(two vertical short line). And different colors denote differ-
ent capacitances. The definition of other parameters are same
as the previous. This specialized connections can simulate
hopping matrices with arbitrarily background magnetic flux.
The corresponding rotation matrix from the left site voltage
X+
X-
Y+
Y-
X+
X-
Y+
Y-
L
CXX
CXY
A B
FIG. 5. The schematic diagram of realizing arbitrarily phase change
φ between sitesA andB. The direction of the light brown arrow rep-
resents the orientation of phase change. The structure is formed by
inductors (black spring) and coupling capacitors (two vertical short
line) that are connected via wires (green and red lines). X+, X−, Y+
and Y− indicate end of inductors. The value of the capacitance for
capacitor and the inductance for inductor are marked on the right.
The phase φ is related with the capacitances by φ = tan−1(CXY
CXX
).
to the right site voltage reads C
(
cosφ sinφ
− sinφ cosφ
)
, where
C =
√
C2XX + C
2
XY and the phase
φ = tan−1(
CXY
CXX
). (11)
That is, the horizontal capacitive connections of both X-to-X
and Y-to-Y provide C cosφ and the crossing capacitive con-
nections of X-to-Y and Y-to-X provide C sinφ. When the end
± connects to the end ± the coupling is positive, while that
the end ± connects to the end ∓ leads to the negative cou-
pling since the voltage is reversed. Through those capacitive
connections, we can realize UX → UXC cosφ − UY C sinφ
and UY → UY C cosφ + UXC sinφ, i.e. U↑ → CeiφU↑ and
U↓ → Ce−iφU↓. A detailed derivation process for the real-
ization of arbitrary phase is shown in Appendix D.
We note that for the present configuration, the positive ca-
pacitance values restrict the value of φ in the range of [0, pi/2],
which also leads to [pi, 3pi/2] when we exchange the sites A
and B. Based on the two configurations, if we simultaneously
change the connections (XA± to X
B
± and Y
A
± to Y
B
± ) to the
connections (XA± to X
B
∓ and Y
A
± to Y
B
∓ ), we can extend the
value of φ to [pi/2, pi] and [3pi/2, 2pi] respectively. As such,
φ can be realized through the whole range [0, 2pi]. There-
fore, our result is succeed in emulating arbitrarily background
magnetic flux and will open up the possibilities of fabricating
nontrivial topological structures of high Chern numbers [41].
III. CONCLUSION
In conclusion, we have theoretically realized the quantum
spin Hall effect analog in the topological Lieb lattice con-
structed with radio-frequency linear circuits. To achieve this
, we have properly designed a specific capacitor-inductor net-
work to resemble the intrinsic SOCs, and have constructed
7the analog spin by mixing DOFs of voltages on sub-sites.
We have then investigated the spin-resolved topological edge
mode and the topological phase transition of band struc-
ture varied with capacitances. They are characterized by
the nonzero spin Chern numbers and corresponding sudden
changes. Finally, we have discussed the extension of pi/2
phase change of hopping between sites to arbitrary phase val-
ues, which provides a new platform to design structure of high
Chern number [41].
Compared with previous methods of fabricating Lieb lat-
tice, i.e., cold atoms, or optical waveguides by the direct laser
writing technique [32], there is no doubt that the linear cir-
cuit is the more convenient and simple approach. Besides,
the TLL has rich topological phases. As shown in Ref. [23],
the topological phase transition can be enriched by next-next-
neighbor hopping, which can be readily realized in our cir-
cuit model just by introducing more capacitors to connect
the inductor pairs. We believe that the study reported here
may have potential applications in developing telecommuni-
cation, sensing and energy harvesting, engineering microwave
topological metamaterials, and simulating strongly correlated
states [24, 42].
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Appendix A: The equations of motion of the TLL circuit
In this part, we show two examples to get the equations of
motion summing in in Eqs.(5). Based on the Kirchhoff’s law,
the total electric current from all direction to node (m,n,X+)
of A is zero. As shown in Fig.1(b), node (m,n,X+) of A
is connected with node (m,n,X−) of A by a inductor with
inductance L, and is connected with node (m,n,X+) of B,
node (m − 1, n,X+) of B, node (m,n,X+) of C and node
(m,n − 1, X+) of C by capacitors with capacitance C1. So
we get,
V Am,n,X+ − V Am,n,X−
iωL
+ iωC1(V
A
m,n,X+ − V Bm,n,X+) + iωC1
(V Am,n,X+ − V Bm−1,n,X+) + iωC1(V Am,n,X+ − V Cm,n,X+)
+ iωC1(V
A
m,n,X+ − V Cm,n−1,X+) = 0.
(A1)
The similar equation can be obtained for node (m,n,X−) of
A which is connected with node (m,n,X+) of A and is con-
nected with node (m,n,X−) of B, node (m − 1, n,X−) of
B, node (m,n,X−) of C and node (m,n − 1, X−) of C by
capacitors with capacitance C1:
V Am,n,X− − V Am,n,X+
iωL
+ iωC1(V
A
m,n,X− − V Bm,n,X−) + iωC1
(V Am,n,X− − V Bm−1,n,X−) + iωC1(V Am,n,X− − V Cm,n,X−)
+ iωC1(V
A
m,n,X− − V Cm,n−1,X−) = 0.
(A2)
Using the definition U jm,n,i = V
j
m,n,i+
− V jm,n,i− with i =
X,Y and j = A,B,C, Eq.(A1) minus Eq.(A2) leads to
UAm,n,X =
− ω
2LC
2
(−4t1UAm,n,X+
t1(U
B
m,n,X + U
B
m−1,n,X + U
C
m,n,X + U
C
m,n−1,X)),
(A3)
which is the first equation in Eqs.(5).
Next we show the equation of site (m,n,X) of B. Like
Eq.(A1) and Eq.(A2), the equation for node (m,n,X+) and
(m,n,X−) of B can be obtained as,
V Bm,n,X+ − V Bm,n,X−
iωL
+ iωC1(V
B
m,n,X+ − V Am,n,X+) + iωC1
(V Bm,n,X+ − V Am+1,n,X+) + iωC2(V Bm,n,X+ − V Cm,n,Y−)
+ iωC2(V
B
m,n,X+ − V Cm+1,n,Y+)
+ iωC2(V
B
m,n,X+ − V Cm+1,n−1,Y−)
+ iωC2(V
B
m,n,X+ − V Cm,n−1,Y+) = 0,
(A4)
and
V Bm,n,X− − V Bm,n,X+
iωL
+ iωC1(V
B
m,n,X− − V Am,n,X−) + iωC1
(V Bm,n,X− − V Am+1,n,X−) + iωC2(V Bm,n,X− − V Cm,n,Y+)
+ iωC2(V
B
m,n,X= − V Cm+1,n,Y−)
+ iωC2(V
B
m,n,X− − V Cm+1,n−1,Y+)
+ iωC2(V
B
m,n,X− − V Cm,n−1,Y−) = 0.
(A5)
Using Eq.(A4) minus Eq.(A5), we can get the third equation
of Eqs.(5).
Appendix B: Calculation for band structure and the spin Chern
number
The band structure for the infinite TLL circuit model can be
obtained from the matrix Mk in Eq.(7) using,
Det[Mk − 1
ω2
] = 0, (B1)
The topological properties of the bulk band are characterized
by the spin Chern number Cspin =
C↑−C↓
2 = C↑[43]. The
8spin up Chern number for nth band is defined by,
Cn,↑ =
1
2pii
∫
BZ
d2kΩnkx,ky,↑. (B2)
Ωnkx,ky,↑ is the Berry curvature[44] for spin up, which can be
get through,
Ωnkx,ky,↑ = i
∑
n′ 6=n
〈Un,k,↑|∂kxMk,↑|Un′,k,↑〉〈Un′,k,↑|∂kyMk,↑|Un,k,↑〉 − (kx ↔ ky)
( 1
ω2n,↑
− 1
ω2
n′,↑
)2
(B3)
where Mk,↑ is the sub-matrix of Mk in Eqs.(7) for the spin up
block. Un,k,↑ is the eigenvector of the matrix Mk,↑.
Appendix C: Calculation for time evolution
In this part, we show the time evolution equation for Fig.3.
The sample is composed of 10 × 10 unit cells, whose volt-
age difference is U im,n,j with i = A,B,C, j = X,Y
and m,n = 0, 1 . . . , 9. For simplicify, we definite the
voltage difference vector U = (UX ,UY )T , where Uj =
(UA0,j , U
B
0,j , U
C
0,j , . . . , U
A
N,j , U
B
N,j , U
C
N,j , . . .)
T and the source
vector S = (SX ,SY )T , where Sj = (SA0,j , 0, 0, 0, . . .)
T with
N = 10 ∗ n + m. The equation of motion for U can be ex-
pressed as,
U¨+M−1U = S(t) (C1)
where M is the coupling matrix which can be obtained
from Eqs.(5). For SA0,X = e
− (t−t0)2
σ2 cos(ω1t) and
SA0,Y = e
− (t−t0)2
σ2 sin(ω1t) we get the spin up simulation
in Fig.3(a)(b)(c)(d). For SA0,X = e
− (t−t0)2
σ2 cos(ω1t) and
SA0,Y = −e−
(t−t0)2
σ2 sin(ω1t) we get the spin down simula-
tion in Fig.3(e)(f)(g)(h). For SA0,X = 2e
− (t−t0)2
σ2 cos(ω1t) and
SA0,Y = 0 we get the results in Fig.3(i)(j)(k)(l). For S
A
0,X =
2e−
(t−t0)2
σ2 cos(ω2t) and SA0,Y = 0 we get the bulk results
in Fig.3(m)(n)(o)(p). The differential equation in Eq.(C1) is
solve with the fourth order Runge-Kutta method with the sim-
ulation step is less than 1/100 of the periodic time T = 2pi/ω.
Appendix D: Realization of arbitrary phase
Here we show how the arbitrary phase values are realized in
Fig.5. Based on the Kirchhoff’s law, the total electric currents
from all direction to node X+, X−, Y+ and Y− of A are all
zero, we thus obtain
V AX+ − V AX−
iωL
+ iωC cos(φ)(V AX+ − V BX+)
+ iωC sin(φ)(V AX+ − V BY+) = 0,
(D1)
V AX− − V AX+
iωL
+ iωC cos(φ)(V AX− − V BX−)
+ iωC sin(φ)(V AX− − V BY−) = 0,
(D2)
V AY+ − V AY−
iωL
+ iωC cos(φ)(V AY+ − V BY+)
+ iωC sin(φ)(V AY+ − V BX−) = 0,
(D3)
and
V AY− − V AY+
iωL
+ iωC cos(φ)(V AY− − V BY−)
+ iωC sin(φ)(V AY− − V BX+) = 0.
(D4)
Using definition U ji = V
j
i+
− V ji− with i = X,Y and j =
A,B, Eq.(D1) minus Eq.(D2) and Eq.(D3) minus Eq.(D4),
we get two equations of motion for UAX and U
A
Y respectively,
UAX = −
ω2LC
2
((− cos(φ)− sin(φ))UAX
+ cos(φ)UBX + sin(φ)U
B
Y ),
(D5)
and
UAY = −
ω2LC
2
((− cos(φ)− sin(φ))UAY
+ cos(φ)UBY − sin(φ)UBX ).
(D6)
Finally, by defining U j↑ = U
j
X + iU
j
Y and U
j
↓ = U
j
X − iU jY
with j = A,B, from Eq.(D5) and Eq.(D6), we obtain
UA↑ = −
ω2LC
2
(−(cos(φ) + sin(φ))UA↑ + e−iφUB↑ ), (D7)
and
UA↓ = −
ω2LC
2
(−(cos(φ) + sin(φ))UA↓ + eiφUB↓ ). (D8)
9We can see that site A and B have an arbitrary phase coupling
determined by the values of the capacitors. Utilizing the same
scheme, by incorporating the interconnections into large size
linear circuit network, we can realize topological nontrivial
circuits.
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