We describe the Wavelet-Vaguelette Decomposition (WVD) of a linear inverse problem. It is a substitute for the singular value decomposition (SVD) of an inverse problem, and it exists for a class of special inverse problems of homogeneous type { such a s n umerical dierentiation, inversion of Abel-type transforms, certain convolution transforms, and the Radon Transform.
Introduction
Suppose we wish to recover an object f(t) { a function in L 2 (IR d ) { but we are able to observe data only about g(u) = ( Kf)(u), where K is a linear transformation, such as Radon transform, Convolution transform, or Abel Transform. Such Linear Inverse Problems arise in scientic settings ranging from Medical Imaging to Physical Chemistry to Extragalactic Astronomy. Moreover, we assume that the data are noisy, so that we observe y(u) given by y(u) = ( Kf)(u) + z ( u ) ; u 2 U where z is a noise (whether stochastic or deterministic, we do not as yet specify). We are interested in recovering f from the data y. F or deniteness, we use the L 2 (IR d ) norm jjf fjj 2 to measure quality of recovery.
One's rst impulse might be to attempt the estimatef = K 1 y. H o w ever, in the cases of most interest scientically, K is not invertible, in the sense that K 1 does not exist as a bounded linear operator; such i n v erse problems are called ill-posed. For reviews of these concepts, see Bertero (1989) , O'Sullivan (1986) , and Wahba (1989).
The SVD Paradigm
It is usual to treat such problems by devices such a s quadratic regularization [Tikhonov, 1962 , Phillips 1962 , Twomey 1962 : for > 0 one setŝ f = ( K K + I) 1 K y;
by iterative damped b ackprojection [43] f 0 = K ŷ f 1 where > 0 is a damping parameter; and by Singular Value Decomposition methods, dened as follows. We let k k 2 stand equally for the L 2 (dt) and L 2 (du) norms, and let h; i and [; ] denote the respective inner products. If K K is a compact operator we let (e (t)) denote its eigenfunctions, k 2 its eigenvalues, and h (u) the normalized image h (u) = ( Ke )(u)=kKe kof these. If no k is zero, we h a v e the reproducing formula f = X k 1 [Kf;h ]e : A reconstruction rule may be based on this formula, and the idea that the \important" coecients hf;e ioccur early in the series. Then, picking weights w which are near 1 for small and near 0 for large we get a Windowed SVD reconstruction formula: f w = X w k 1 [y;h ]e : (1) Weights are chosen so that (w =k ) 2`2. As the eigenvalues of the compact operator K K tend to zero this weighting is necessary so that division by near-zero elements does not prevent convergence of the series. The windowed SVD method, at least theoretically, includes many other approaches to inversion as special cases, simply by suitable choice of the window function w ; see Bertero (1989) for example. Thus, if we pick w = k 2 k 2 + , w e get the method of regularization; and if we pick w = ( 1 (1 k 2 ) m ) w e get the m-th iterative damped backprojection [3, 43] . The singular system approach has been thoroughly studied for applications in a variety of elds; when the singular functions turn out to be of simple functional forms this is particularly so. See Bertero, De Mol, and Pike (1985) , and Silverman (1990, 1991) for examples. In fact, the intensive w ork by many researchers building an extensive edice of SVD applications qualies the SVD as a paradigm for analyzing and solving linear inverse problems.
Many articles have derived the Singular System of special operators; it is an attractive topic lled with many i n teresting scientic applications as well as much i n teresting mathematics.
Bounded convolution operators on the circle have sinusoids for singular functions. The prolate spheroidal functions (Slepian, Landau, and Pollak, 1961 ) supply the Finally, there are optimality results for SVD inversion; we quote an example. Suppose that the singular system of K admits a dierential operator D m of m-th order, with the e as eigenfunctions. Let F m (C) denote the class of all functions obeying the smoothness constraint jjD m fjj 2 C. Suppose that the data y are observed with Gaussian noise z having a covariance that is diagonalized by the e . Then, for an appropriate choice of window ( w ), the windowed SVD is minimax linear; i.e. it is the linear estimator which minimizes the worst-case risk sup Fm(C) Ejjf fjj 2 2 : There are even results saying that asymptotically, as the amount of data increases, the best windowed SVD estimator is asymptotically best among all measurable functions of the data. See Silverman (1990, 1991 ) for more information.
Limitations of SVD
While such results are assuring to users of SVD-based inversion schemes, one must admit that the method has certain limitations. These are rooted in the fact that the basis functions (e ), (h ) derive from the operator under study, not from the object to be recovered. Thus, if the same operator K occurs in two dierent elds of scientic inquiry, the basis functions will be the same, even though the type of object to be recovered may be quite dierent in the two elds. One can easily imagine that in one eld of scientic inquiry the f to be recovered could be very eciently represented in terms of the basis set used; while in the other area, the object is poorly approximated by nite sums of basis terms e even when a fairly large number of terms is used. Ecient representation of f by singular functions e is essential. Suppose that (for deniteness) the object is observed in white noise, so that the observed singular coecient obeys [y;h ] = k + z where (z ) is a Gaussian white noise sequence, is the noise level, and = he ; f iis the component o f f in the direction e . Then, if we use the best window ( w ) possible for the function under consideration we w ould have a mean-squared error within a factor of 2 of X min( 2 ; k 2 2 ) ; (2) which w e take as a proxy for the diculty in recovering f. This expression shows that in order to have accurate reconstructions, it is important that there be very few which are large, and that those which are large be located at those components where k is also large. In short, even when the SVD window ( w ) i s c hosen optimally for the specic function at hand, it is necessary for the coecients ( ) t o h a v e a certain distribution of energy in the singular system basis. Otherwise, the windowed SVD method will not perform well.
In many realistic examples one does not have the desired agreement b e t w een the energy distribution of the object and the decay of the singular values. Suppose we are considering an inverse problem involving circular convolution, so that the singular functions are just sinusoids, and for simplicity, suppose that the singular values are monotone decreasing with increasing frequency jj. Suppose that the object to be recovered has a discontinuity. Then its coecients decay a s j j ! 1 only like 1 = j j , which is rather slow; in consequence, the expression P min( 2 ; k 2 2 ) will tend to zero slowly with . This example is repeated at the level of classes of functions. Let BV(C) be the class of objects on the circle which are the integrals of nite signed measures with total mass limited by C. F unctions of Bounded Variation may contain jumps, and so their Fourier series decay rather slowly. Results in this paper show that one cannot attain optimal rates of convergence in deconvolution of BV objects by windowed Fourier methods. For any xed window, the rate at which the reconstruction approaches the truth with increasing sample size/decreasing noise level will be suboptimal. This is a general phenomenon, and continues outside the special case of circular deconvolution. Moreover, the specic trouble { the spatial variability of objects of bounded variation { occurs in many elds. Objects of bounded variation arise, for example, in seismic inverse problems, where they represent bulk material properties as a function of depth, and so change discontinuously across layer boundaries. They also arise in image processing and medical imaging where they represent the possibility of summable discontinuities in optical or bulk properties of the object.
Sparse Representations of Objects by W a v elets
Very recently, there has been considerable interest in the use of orthonormal bases of wavelets to represent functions, and many important advantages of wavelet bases have been discovered, particularly as regards sparse representation of objects.
There are many possible wavelet bases [12, 35, 36] . We start with bases of L 2 (IR). Using the construction of Daubechies (1988) , we obtain a function of compact support, having M vanishing moments and M continuous derivatives and unit norm. This function may be described qualitatively as a localized smooth wiggle. We form all dyadic dilations and integer translations of the function, obtaining, for each = ( j; k) with j and k integers, the unit-norm function (t) = 2 j=2 (2 j t k) (3) The Daubechies construction then insures that ( ) is a complete orthonormal system for L 2 (IR). Hence, if we dene the wavelet coecient
we h a v e the reconstruction formula f = X ; (5) representing f as a sum of localized wiggles at various scales and positions. It is perhaps surprising that one can obtain an orthonormal basis of smooth functions by proceeding in this way from a single function ; this possibility w as discovered by J.O. Stromberg and independently by Y. Meyer. I. Daubechies showed that it was even possible to take of compact support, a fact we assume below.
The data compression aspects of wavelet transforms are easy to explain. Suppose that f(t) is a piecewise polynomial, with each piece of degree M, and a total of P pieces. Then each w a v elet coecient corresponding to a wavelet whose support cube Q()is contained entirely inside a single piece of the function will vanish (as is orthogonal to polynomials of degree M). There are at most C P wavelets at a single resolution level j which \feel" the boundaries between pieces; hence there are at most C P nonzero coecients. In short, the vast majority of the wavelet coecients are zero. We also use wavelet bases of L 2 (IR 2 ). We discuss only the tensor-product basis [36] , although similar remarks would apply to hexagonal lattice bases [36, 10] . Now the index set is = ( j; k; ), where j is an integer, k is a member of the integer lattice Z 2 , and 2 f 1 ; 2 ; 3 g . There are three wavelets [1] , [2] , [3] , corresponding to right-left, up-down, and diagonal directional sensitivity, and one sets
The resulting wavelets ( ) provide a complete orthonormal system of L 2 (IR 2 ), with decomposition and reconstruction formulas as above.
There is considerable empirical evidence that the wavelet transform provides sparse representation of real images. The book of Frazier, Jawerth, and Weiss (1991) gives examples showing that in processing real images one can keep a small percentage { only 1 or 2 percent { of the coecients in the discrete wavelet transform of real images, and still get a reasonably good reconstruction of the image. (There are of course, even better compression schemes for images containing textures, such as the wavelet packets of Coifman, Meyer, and Wickerhauser).
Wavelet Representation of Function Classes
Much of the mathematical interest in wavelets concerns the following phenomenon: there is an orthonormal wavelet basis which serves as an unconditional basis for any of the spaces in the Besov and Triebel-Lizorkin scales (Lemari e and Meyer, 1986) (Frazier and Jawerth, 1990 ) (see also [23, 25, 36] ). These scales include all the H older, Lipschitz, and Sobolev classes, and many other interesting function spaces as well. Other interesting spaces, such as Bounded Variation, are tightly bracketed between two members of this scale.
The basic result: if the mother wavelet is a little smoother than typical members of one of these function spaces, then the wavelets provide an unconditional basis [36, 25] , i.e. if ( ) are the wavelet coecients of an object in the space, then ( ) are wavelet coecients of another object in the space, for every sequence of signs ( ). So amplitudes alone of the wavelet coecients, and not any other properties, characterize the members of these function spaces. This property is not shared by classical bases.
We m a y i n terpret the unconditional basis property as \diagonalization of the prior [33, 23, 25, 36] . A coordinatewise test in the wavelet domain reveals membership in this smoothness class.
As a simple example, we consider the Bump Algebra for the real line, dened as follows. (See Meyer's book [36] ). Let g (s;t) (u) = exp( (u t) 2 =s 2 ) be a Gaussian bump normalized to height one. Then f belongs to the Bump Algebra if it can be expressed as a sum f = P i a i g (s i ;t i ) where the coecients (a i ) are`1-summable. The parameters s i again have the interpretation as line-widths, the t i as line locations, the a i as amplitudes and the sign(a i ) as polarities, so the Bump Algebra on f can again be interpreted as a caricature of scientic spectra. A norm on f is dened by taking the smallest P ja i j in any representation of f. Meyer shows that this norm is equivalent to the norm of the Besov space B 1 1;1 , which is equivalent to the simple functional P j 2 j=2 P k j j;k j of wavelet coecients.
The unconditional basis property represents a kind of optimality of data compression.
A measure of the sparsity of representation of an object in a class F by an orthogonal basis B is given by the functional J(; F; B) = sup
Consider the rate at which this functional tends to 0 as ! 0. Suppose that F is a ball of a functional space for which w a v elets furnish an unconiditional basis. Then the rate at which J goes to zero is maximized by the wavelets basis [15] . The wavelet transform has excellent compression capabilities for whole classes of smooth functions. A hint of the signicance of this compression relation for our story may be seen by comparing (7) with (2).
The WVD
We h a v e discussed two t ypes of orthogonal bases for representing functions f. The rst type, the SVD, eciently represents the operator K, oering a kind of diagonalization. The second type, orthonormal wavelet bases, eciently represent the information that functions obey certain regularity conditions, as expressed by membership in H older, Sobolev, or more generally Besov and Triebel spaces. In fact, in a sense, the wavelet bases diagonalize this prior information.
It would be very pleasant t o h a v e a single basis which both diagonalizes the operator K and the a priori regularity on the object f. Unfortunately, this is in general impossible.
There is, however, a special class of inverse problems in which w e can simultaneously quasi-diagonalize both the operator and the a priori information. We will show in sections 2-5 below that there exists a Wavelet-Vaguelette Decomposition (WVD) of certain homogeneous inverse problems with the following ingredients.
Three sets of functions ( ) { an orthogonal wavelet basis { and (u ) and (v ) { near-orthogonal sets.
Quasi-singular value relations which is analogous to the reproducing formula for the SVD, only with wavelets in place of the eigenfunctions e , and u in place of the singular functions h . I f w e actually had u v , and k P a v k 2 = jj(a )jj`2, of course we w ould have just the SVD. However, the present decomposition is genuinely dierent. It represents the object in a basis which i s eective in representing a wide range of classes of functions; and it represents the operator in a quasi-diagonal form as well. Hence the decomposition achieves the goal of simultaneous quasi-diagonalization of operator K and prior information F which w e aimed for above.
In sections 2-5 below w e show that for three dilation-homogeneous operators K { i n tegration, fractional integration, Radon transformation { all suciently well-behaved wavelet bases lead to a WVD of K. The common property of these operators is homogeneity with respect to dilation. Let (D a f)(t) = f ( at). Such operators intertwine with D a via KD a =a D a K for some exponent .
Optimality of WVD Inversion
The WVD decomposition leads to an inversion algorithm: nonlinear shrinkage of WVD coecients. Here we w ork out the details only for data Y containing measurements contaminated with white Gaussian noise; see section 7. The procedure is very simple:
Dene threshold nonlinearities t (y) = sgn(y)(jyj t ) + .Choose level-dependent thresholds t j 0. Dene the reconstructed function
The procedure is nearly as simple as the windowed SVD, with the exception that linear weighting is replaced by nonlinear thresholding. It turns out to have advantages over windowed SVD methods.
Suppose that F is a class in the Besov scale for which w a v elets oer an unconditional basis. Suppose that K is an operator admitting a WVD, and the thresholds (t j ) are tuned to the class F. Then the procedure attains the minimax rate of convergence for recovery of objects in F from data Y . Suppose the class F is one of the Besov Spaces B p;q with p < 2 (for example the Bump Algebra). No linear method, in particular the SVD, attains this optimal rate. As the classes B p;q with p < 2 model spatially inhomogeneous functions, this proves that nonlinear WVD inversion, when it may be dened, oers signicant performance advantages over windowed SVD inversion for recovering spatially inhomogeneous objects.
Contents
The paper to follow gives, in sections 2-5, a development of the WVD for homogeneous inverse problems. Section 6 states our main result on the optimality of WVD shrinkage and suboptimality of linear inversion techniques. Sections 7, 8 , and 9 give a systematic proof of our results. with a bounded linear inverse K 1 , the problem of recovering f from noisy measurements Kf would be well-posed in the following sense. From measurements y = Kf+z, with noise z having small L 2 (du) norm, we obtain an estimatef = K 1 y; this obeys jjf fjj 2 jjK 1 jj 2 jjzjj 2 , and so is accurate if the noise level is small. We are interested only in illposed situations, which w e i n terpret as saying that K 1 does not exist as a bounded linear operator of L 2 .
Even when the operator is not strongly invertible it may be possible to get useful information about linear functionals h ; f ifrom knowledge of Kf. Such a \Linear Functional Strategy" for inverse problems has been advocated by R.S. Anderssen (1976 Anderssen ( , 1980 Anderssen ( , 1986 and M. Golberg (1979 
If such a linear functional exists, one can stably recover information about h ; f ifrom noisy data on Kf. I f w e observe y = Kf+zwhere noise z has noise level jjzjj 2 then jc(y) h ; f i j j j c jj jjzjj 2 (14) and hence c(y) is a good approximation to h ; f iif the noise level is small enough.
Which linear functionals can we recover in this way? The articles of Anderssen and Golberg as well as Bertero (1989) 
We call K weakly invertible.
This reproducing formula is the basis for what follows; to get it, we will always apply criterion (16) . Before analyzing specic operators, we make t w o remarks. 1. The coecient functionals have a n i n terpretation in terms of biorthogonality. 3 Homogeneous Linear Transforms
We n o w establish the reproducing formula (17) for operators of integration, fractional integration, and Radon Transform.
Integration
Hence, formally, criterion (16) demands that each have both an integral and a derivative in L 2 (dt). A simple concrete argument s a ys more. Suppose that the mother wavelet is of compact support, integral 0, and C 1 regularity. Then both 0 and ( 1) (u) = R u 1 (t)dt are continuous and of compact support. Set = K and = ( ) 0 . I n tegrating by parts, we get the biorthogonality
[ ; ] = h ; i= ; ; which implies the reproducing formula (17) .
Note that (u) = 2 j (2 j=2 0 (2 j u k)) so that the representers are all scaled and dilated from the one mother representer (0;0) = 0 , in the same way a s w a v elets are all scaled and dilated from { only with an extra factor 2 j inserted. Consequently kc k = 2 j k c (0;0) k; which indicates the ill-posedness of the problem: by (14) it is increasingly dicult to recover increasingly high resolution components in noise.
Fractional Integration
Now let () be a not identically vanishing function, homogeneous of degree 0, let 2 (0; 1),
This is a fractional integration operator which, with = the Heaviside function and = 1=2 can reproduce the Abel transform. We h a v e the frequency domain identity ( Kf) (!) = j ! j (!)f(!) where is a certain function homogeneous of degree 0, so that (formally)
The criterion (16) for weak invertibility o f K suggests that should have a fractional derivative and a fractional integral in L 2 . Let's work more carefully in the frequency domain. The Plancherel relation R f(t)g(t)dt = 1 2 Rf (!)ĝ(!)d! requires the representer of c to satisfŷ
The formal solution is (!) = ( ! ) j ! j = (!): If the mother has compact support and two continuous derivatives then^ (!) = o ( j ! j 2 ) as ! ! 1 ; t h us (!) = o ( j ! j 2+ ). As 0 < < 1, is an L 2 object. Also, if has two vanishing moments R = R t (t) = 0 the equation = K denes an L 2 object. Indeed, we h a v e the frequency domain formulâ (!) = ( ! ) j ! j (!); the vanishing moment condition implies that^ (!) = o ( j ! j ) a s j ! j ! 0, and so (!) i s o ( j ! j 1 ) a s j ! j ! 0; again 0 < < 1, and so (!) i s a c o n tinuous function of !. It decays as j!j 2 as j!j ! 1 , and hence represents an L 2 object. The biorthogonality relations
now follow, and we get the reproducing formula (17) . Working out explicitly the scaling relationships,
so that again all the c derive from a single mother functional under dilation and translation. The norm k k = 2 j k (0;0) k; the growth with j expresses the ill-posedness of the deconvolution. Note that dierent give rise to dierent degrees of ill-posedness. = 1 = 2, which correponds to the Abel transform, present s a l o w er degree of ill-posedness than = 1, which corresponds to integration.
Radon Transform
Now w e consider objects in IR 2 and use the 2-d wavelet basis (6) . Set (Kf)(u; ) = ( P f )(u), where
The usual projection-slice theorem [14] implies the identity Z 0 Z 1 
for all f 2 L 2 . Hence formally
If the mother wavelet is of compact support with all partial derivatives of order 2 continuous, then^ (!) = o ( j ! j 2 ) a s j ! j ! 1 and so this denes a valid L 2 object.
As remarked in section 2, the denition = K then gives the representer of c under sucient regularity. By the projection-slice theorem this may be written as
Recalling that we are in IR 2 and so = ( j; k; ) where 2 f 1 ; 2 ; 3 g , and k = ( k x ; k y ), we may write this as (j;k;) (u; ) = 2 j (0;0;) (2 j u cos()k x sin()k y ):
The are all \twisted" dilations of three xed mother representers. As j increases, they concentrate around certain sine-curves in the (u; ) plane. The are all dilations and translates of three xed mother representers; they have norms
Similarly, the norm of can be derived from the Projection-Slice theorem
r d! and so jj jj = 2 j=2 k (0;0;) k:
Again, the Radon Transform does not have a bounded inverse; but the growth of the coecient norms is quite moderate.
Representers as Vaguelettes
In the cases just studied, we found that the coecient functionals c have norms growing geometrically in the resolution index, with a certain exponent : kc k = 2 j Const: (18) The functions u = 2 j are thus nearly normalized: ku k = Const: (19) We w ould now like to show that under additional assumptions they are nearly orthonormal, in the sense that, for all vectors ( ), k X u k 2 k ( ) k 2 : (20) This plays an important role for the theory that follows.
To ll out the picture, we i n troduce a second set of nearly normalized functions: the (v ) dened by v = 2 j K : These also have kv k = Const; (21) and they are biorthogonal to the u 's:
[u ; v ] = ; : Both systems have m uch in common with wavelets . They are indexed by the same scheme, and have many qualitative features { localization and cancellation { in common. For example, when K =integration, u (t) = 2 j=2 0 (2 j t k); v (t) = 2 j=2 ( 1) (2 j t k); so both systems are formally \wavelet like"; only the mother function does not have all the special properties of a mother wavelet.
There is a specic name for such systems. We omit the proof of the lemma, which is a lengthy excercise in standard Fourier analysis. To use this, consider the case K = i n tegration. The family (u ) is obtained by dilation and translation from the mother 0 . The lemma above, with = 1, implies that for M 3 this mother satises regularity conditions (R1)-(R3), and that therefore the family (u ) inherits (V1)-(V3). Similarly, ( v ) are obtained by translation and dilation from the mother ( 1) . The lemma a b o v e, with = 1, implies that the mother satises three regularity conditions (R1)-(R3) and the (v ) satisfy (V1), (V2), and (V3) by inheritance.
(In this particular case, it is easy to see that the lemma is not sharp: the condition M 3 is not necessary in order to get a system of vaguelettes; M = 2 w ould also do).
A similar analysis applies in the case of fractional integration, 0 < < 1. If the mother wavelet is of compact support, with M 3 v anishing moments, and C M regularity, M 3, one again nds that the systems (u ) and (v ) are vaguelettes. (Again, the condition M 3 is far from necessary).
To study the Radon Transform, rst note that the systems (u ) and (v ) derived as above will not be vaguelettes. The functions are not themselves localized to points, but instead localized near sine-curves in the (u; ) plane. However, the identity 
Then there exist constants C 1 and C 2 so that ) and (w + ) are vaguelette systems. It follows that the systems (u ) and (v ) are almost orthonormal. 5 The WVD
The properties of the WVD were described in section 1.5, equations (8)- (12) . Now w e are in a position to construct a WVD for our three operators. One starts from ( ), a family of suciently regular wavelets of compact support (enough smoothness, enough vanishing moments). One derives the coecient functionals c ; the growth of jj jj with j gives the The WVD is in some ways similar to the SVD. In fact, if we had u v and (u ) orthonormal, we w ould simply be recovering the SVD. Moreover, both decompositions derive from a reproducing formula which gives a kind of diagonal representation of the operator K.
The decompositions seem also to be very dierent, since singular value decompositions usually have globalized sinusoid-like basis elements, rather than localized wavelet-like functions. Nevertheless, when the WVD exists, wavelets are nearly singular functions for K, i n the following sense. The basic equations (8)- (9) can be written in words as K(wavelets) = ( m ultipliers vaguelettes) K (vaguelettes) = ( m ultipliers wavelets):
These say that, although orthonormal wavelet bases are not exactly invariant under K K, they are \morally invariant". To the eye, a collection of vaguelettes is the same as a collection of wavelets, so an operator that turns wavelets into vaguelettes has essentially not changed the functions.
Inhomogeneous Operators
We h a v e so far only shown that three specic types of homogeneous operator possess WVD's. However, inhomogeneous operators can also have WVD's. A typical example in dimension d = 1 w ould be the convolution operator (Kf)(u) = R k ( u t ) f ( t ) dt where the Kernel k obeys jk(!)j j ! j as j!j ! 1 . Suppose that the kernel obeys R jkj < 1, s o that it is a bounded operator of L 2 (dt), and the high-frequency regularity
Using wavelet bases of regularity M > + 1, one can obtain the functionals c ; they are no longer all dilations and translations of a single mother; instead, at each resolution level j they are translations of (j;0) . The norms jj (j;0) jj no longer scale geometrically. Instead, for j ! 1 , they tend to a nonzero constant (in fact 1=jk(0)j). For j ! +1 they scale geometrically, so that jj (j;0) jj Const 2 j . Dening the quasi-singular values j = 1 , j 0, = 2 j , j > 0, one can then proceed with dening the WVD and get all the main properties.
To be specic, suppose that k(x) = 1 f x<0g e x . Then jk(!)j j ! j 1 as j!j ! 1 , and so We will not further pursue such generalizations of the WVD concept to inhomogeneous operators, except to record our conviction that there are numerous applications.
Inhomogeneous Wavelet Bases
We will nd it convenient for later use to adapt the WVD to inhomogeneous wavelet bases. In usual treatments of wavelets [12, 35, 36] , one introduces, in tandem with the mother wavelet introduced above, a father wavelet . This is a localized, wiggly function of compact support with This leads to the possibility o f a n inhomogeneous reproducing formula
The condition R (t)dt = 1 generally puts outside of the L 2 domain D(K 
Functions supported in a Cube
In later sections, we will be interested in expansions for functions supported in a xed cube Q. W e suppose that the gross-structure index`is chosen so that jsupp(`; k )j j Q j , i.e. 
Similarly, w e denec in terms of either c or b l;k depending on the index 2 , and get
which i s v alid for all functions having nite expansions in (24).
WVD in Inhomogeneous Basis
We n o w dene the WVD as used in our main result. what is more, theũ are an almost-orthogonal set:
This last property is the crucial one which makes the WVD worthwhile; we establish it as follows. Given an inhomogeneous representation u = P ũ , w e also have the homogeneous representation u = P u . Hence
The middle step was established for the homogeneous WVD in the last section. The last step follows from the fact that the transformation from coecients ( ) to coecients ( ), as a change of basis between two orthonormal bases, is an`2-isometry.
(In this section we h a v e w orked out the inhomogeneous expansion only for supp(f) Q IR. The same notation and reasoning can yield an inhomogeneous WVD on IR d .) 6 
Inversion from Noisy Data
We n o w turn to inversion in the presence of noisy data. We wish to recover f, an object known to be supported in a cube Q IR d , where d = 1 or 2 for simplicity. W e will assume that we h a v e the white noise observations Y (du) = ( Kf)(u)du + W(du) (26) for all u 2 U , where W is a Brownian sheet on U (that is, the integral of a white noise). We know a priori that f belongs to a certain class of objects F which is a Besov ball (more below where the nonlinearity t is a soft threshold. The reconstruction rule iŝ f (t j ) = X ~ : (27) Variations on this approach are possible. For example, one may use hard thresholding rather than soft thresholding. One may pick the threshold adaptively from the data, or by minimizing a risk measure.
It might seem that the estimator just described is too simple, and that it can be improved upon by more complicated approaches. Here we show that, on the contrary, the estimator has a minimax optimality.
Optimality of the Proposal
The object f is known to lie in a ball F of the Besov space B This is the best that can be done, in general, for recovering objects from F by rules of the form described above, when we c hoose (t j ) optimally for use with F. (32) where p = min(2; p ) , which is slower than the minimax rate in case p < 2 .
The proof of this result occupies sections 7, 8 and 9.
Interpretation: White Noise Model
Some background about the white noise model (26) may help the reader interpret this theorem.
The author is unaware of any real scientic problem where the available data could be described as obeying the white noise model (26) . In the Soviet literature of the 1980's, the white noise model has been extensively studied for its own sake, and several elegant and surprising results have been discovered [28, 41] .
We study the white noise model because it arises as the large-sample limit of various \real" estimation problems, such as nonparametric regression, density estimation, and time series spectral estimation. A signicant trend in the 1980's was the development o f asymptotic results in estimation of functions from noisy data by rst, solving a problem in the white noise model, and then establishing a correspondence theorem which showed that the solution obtained in the white noise model could be applied in some \real" estimation problems to obtain asymptotically optimal results. Examples of this approach are Pinsker (1981,1982) , Nussbaum (1985) , Donoho and Liu (1990), Donoho and Nussbaum (1990), Johnstone and Silverman (1990, 1991), Donoho and Johnstone (1991), Donoho (1991) . General results about this approach are given by Brown and Low (1990) and Low(1992).
As a result, one knows from experience that the solution of the white noise model leads t o a v ariety of applications. As the white noise model is mathematically more tractable and homogeneous than the models describing`real' situations, we study that model here, and leave applications to later work, which presumably would also include reconstructions based on real data.
We briey describe two results which can be developed on the basis of the white noise calculations given here.
Numerical Dierentiation
Let f be an unknown function Let F 0 be the class of functions f supported in [1=4; 3=4],which belong to a Besov ball F given by (28) . Suppose that we observe samples y i = Z i=n 0 f(t)dt + z i ; i= 1 ; : : : ; n ; (33) where z i are i.i.d. N(0,1). Hence we h a v e equispaced samples of the integral of f, observed with sampled white noise. Our goal is to recover f with small L 2 loss. (We assume that we observe data on an interval strictly containing the support of f in order to avoid discussion of boundary eects in this paper.) We dene the process Y n (u) at the points i=n by Y n (i=n) = n 1 X k i y k and we i n terpolate between the points i=n using Brownian Bridges Y n (u) = Y n ( i=n) + ( t i=n)y i + W 0 (n(t i=n))=n for i = n < u < ( i + 1 ) =n. As a result, one may be convinced of the plausibility of the following result, whose proof we omit.
Theorem 5 Let R(n; F 0 ) denote the minimax risk for estimation of f from the observations (33) . Suppose that members of the class F 0 are uniformly bounded: sup F 0 jjfjj L 1 M. We have asymptotic equivalence b etween risk in the sampled-data model (33) and the white-noise models (26) R(n; F 0 ) R ( p n ; F 0 ) n ! 1 :
L et R L (n; F) denote the linear minimax risk for estimation of f from the observations (33).
Then R L (n; F 0 ) R L ( p n ; F 0 ) n ! 1 :
Here is an immediate implication. Let F 0 be the class of objects known to be supported in [1=4; 3=4] and of bounded variation less than or equal to C. Then F 0 is contained in a Besov Ball B 1 1;1 [0; 1], and therefore from Theorem 4 with p = 1 , = 1, and = 1 w e get R(n; F 0 ) Const n 2=5 However, F 0 contains a Besov Ball B 1 1;1 [1=4; 3=4] of the type in section 7.5 below, and therefore the minimax rate for linear estimates is not better than R L (n; F 0 ) const n 1=4 :
Traditional methods of numerical dierentiation are linear. All such methods are outperformed in rate of convergence by our proposal, for the class of objects of bounded variation.
Radon Transform
Suppose that events happen at points P 1 , P 2 , : : : ,P n i.i.d. f, where f is a density supported in a cube Q in IR 2 . H o w ever, we are not informed of the location of any such point, but only that an event has occurred on a line containing the point; the line is randomly and uniformly oriented, independently of the position of the point. Equivalently, w e observe U 1 These conclusions would imply that, when p < 2, linear estimates are suboptimal for Radon inversion from density data and that WVD-based nonlinear estimates are asymptotically within a constant factor of optimal.
Suppose we are trying to recover functions in the 2-dimensional Bump algebra B 2 1;1 (IR 2 ) known to be supported inside a cube Q. W e h a v e Radon density data as indicated above. Then for Theorem 4 we h a v e = 2 , d = 2 , = 1 = 2. The minimax rate for a set of this form is n 4=7 , while p = 1 and so the minimax linear rate is n 2=5 .
Asymptotics of Minimax Risk
In this section we prove the rst part of our main result, concerning the asymptotics of the minimax risk. The procedure we h a v e proposed is based on the use of data y = c ( Y ), 2 . Now y = + j z 2 (35) where is the wavelet coecient hf;~ i of the object to be recovered, j = 1 j is (essentially) the norm ofc , and the noise process
where W is the Wiener sheet (d > 1) or Wiener Process (d = 1). We are interested in estimating ; because wavelets provide a complete orthonormal system the measure of loss as originally stated, jjf fjj 2 L 2 (Q) is essentially the same as jj jj 2 2 () . Indeed, the function space loss is less than the sequence space loss; but it will follow from section 7.5 below that the two losses yield the same risk asymptotics.
We therefore shift attention to sequence space. We assume that 2 s p;q , and our measure of performance is the minimax risk R z () = inf sup s p;q Ejj(y) jj 2 
() :
The main fact to emerge below is that the almost-orthogonality of the (u ) { which derives from the vaguelettes property { allows us to study the following discrete white noise observations x = + j w 2 (36) where (w ) is a Gaussian white noise. The minimax risk from these observations, R w () = inf sup s p;q Ejj(x) jj 2 2 () ; will be equivalent, to within constants, to the desired minimax risk R z ().
Bayes-Minimax Risk
As in Donoho and Johnstone (1990) , hereafter [DJ] , w e develop upper bounds by a B a y esMinimax approach. We assume we h a v e data (35) where (z ) is as before, but now ( ) i s considered a random eld, obeying the constraint that the normalized p-th moments = ( E j j p ) 1 =p belong to s p;q , rather than ( ) itself. This is a \softened" or \in-mean" constraint o n rather than a \hard" constraint. We dene the minimax Bayes risk 
for each 2 . We may take 0 = B 0 and 1 = A 1 .
In the sequel, we call a noise process obeying (37) 
Equivalence to White Noise
We n o w reduce the problem of determining Bayes-minimax risk with noise (z ) t o t h e problem of determining the same quantity in the discrete white-noise model (36) .
Theorem 6 Let (z ) 2 be an almost-independent Gaussian noise (37). Then B w ( 0 ) B z ( ) B w ( 1 ) : Hence, up to constants, asymptotics for the observations (y ) derive from those for (x ). To prove this, we i n troduce more notation. Let denote the probability distribution (prior distribution) of ( ). The Bayes-risk is dened as B z (; ) = X E ( E f j y g ) 2 where the expectations refer to the joint distribution on the space of pairs f( ) 2 ; (y ) 2 This lemma means that in searching for least-favorable priors in the discrete white noise model we need only consider independent coordinate priors. Let denote the collection of such priors. Such priors have Ef jxg = Ef jx g, so that particularly simple estimators { coordinate-by-coordinate nonlinearities = (x ) { are optimal. Moreover, one has the formula V a r f j x g = V a r f j x g ; 2 which leads to B w (;) = X V a r f j x g ; 2 :
The theorem rests on the following inequalities for Bayes risks with coordinatewise independent priors.
Lemma 8 Let (z ) be an almost-independent noise (37). Let be any prior distribution on sequences ( ) and let be the prior with the same marginal distributions but independent coordinates. B w ( 0 ;) B z ( ; ) B w ( 1 ;)
Let us see how these lemmas imply the theorem. First, the lower bound. Lemma 11 Let (z ) be a zero-mean Gaussian random eld. Then z = Efz j(z ) 6 = g + e where the random variable e is Gaussian and independent of (z ) 6 = , and the random variableẑ = Efz j(z ) 6 = g is also Gaussian and is obtained by a linear combination of the (z ) 6 = .
We use these, rst to prove the upper bound. By monotonicity of conditional variance in the conditioning set E V a r ( j ( y ) 2 ) E V a r ( j y ) :
Letz be an independent-coordinate Gaussian process, independent also of ( ) and (y ), and having variance V a r (38) Dene now the independent process x = + 1 j w 2 where ( ) , and has the same marginal distribution as , but independent coordinates. Then E V a r ( jx) = E V a r ( jx ) and so, summing across coordinates, B w ( 1 ;) = X E V a r ( jx ):
Now the construction ofỹ has guaranteed that for each xed , ( ; x ) = D ( ; y ). It follows that E V a r ( j y ) = E V a r ( jx ) and so, comparing (38) and (39) This inequality is the heart of the lower bound we seek.
Recall that V a r ( e ) 2 0 b y h ypothesis. Let the Gaussian eld (z ) be dened so that it is independent o f ( y ) and (z ), and so that V a r (z ) = V a r ( e ) 2 0 . Dene
where has the same marginals as , and independent coordinates. Setx = x + z . Then ( ;x ) = D ( ; + e ) for each xed . Hence E V a r ( jx ) = E V a r ( j + e ). But the process Y 0 = x , Y 1 = x , Y 2 = is again Markovian, so E V a r ( jx ) E V a r ( j + e ). Summing over coordinates, B w ( 0 ;) X E V a r ( j + e ) B z ( ;): and the proof is complete.
Asymptotics via Dyadic Renormalization
We n o w concentrate exclusively on the discrete white noise observations (36) . In this section we show that In section 7.6 we will see how this implies our results on minimax risk. We remark that
[DJ] have thoroughly studied the case of minimax risk from observations x = + w , which m a y be thought of the special case j = 1 of (36). Our treatment of the more general case follows along the same lines. We assume in this section that p q in (28) 
Lower Bounds on Minimax Risk
To complete our study of the white noise observations (36), we n o w establish lower bounds on the minimax risk R w (). We will be satised here with proving the crude but simple lower bound R w () const () 2r : (41) We apply the method of hardest rectangular subproblems of Donoho, Liu, and MacGibbon (1990). There is a prior distribution with independent coordinates which is supported in s p;q and has this for its Bayes risk. This prior has for coordinate the same distribution as the distribution of which attains the minimax risk for the bounded normal mean problem described by 1 ( ; j ). The best lower bound one can get in this manner is obtained by nding the hardest rectangular subproblem of s p;q , i.e. solving sup X 2 0 1 ( ; j ) subject to 2 s p;q : (42) A solution of this problem furnishes a prior distribution , with independent coordinates, supported in the hardest hyperrectangle, and with Bayes risk equal to the value of this problem. Finally, w e n o w are in a position to obtain a lower bound on the minimax risk by seeking a hardest rectangular subproblem. (42) may be put in a form similar to that of (P ;C ). We conclude that the lowerbound (41) This completes our derivation of the rate at which the minimax risk goes to zero.
Wavelet Shrinkage
We n o w discuss the performance of our proposed WVD thresholding procedure. First, background from the theory of the estimating a 1-dimensional normal mean. Consider the scalar observation x = + w where and w are independent scalar random variables and w N(0; 1). We wish to estimate with small squared error loss, and we know only that Ejj p p . W e consider the use of thresholds t (x) = sgn(x)(jxj t ) + The minimax-Bayes threshold risk is s p (;) = inf t sup
This has been studied by Donoho and Johnstone (1990) , who showed that for a certain constant C(p) < 1 the inequality s p (;)C(p) p (;) (43) holds for all > 0 and all > 0. The implication is that, although in general the minimax risk p is attained by a complicated nonlinear function of x, the simple threshold estimator with appropriately chosen threshold t is nearly as good.
Second, introduce the notation r(t; ; ) =sup
This denotes the worst-case risk of using threshold t when the parameter has p-th mean less than p and the noise variance is 2 . The function r(t; ; ) is concave i n p for each xed t and . Finally, w e apply this apparatus. Suppose we observe data (35) where the wavelet coecients ( ) are random and obey ( ) 2 s p;q . W e will choose thresholds (t j ) for use with the estimator = t j (y ). Let s = jjc jj be the standard deviation of (y )=.
The risk of such an estimator is X E( t j (y ) ) 2 
The argument is similar to the nonlinear case, but simpler. To give it, we i n troduce the wide-sense conditional expectation and wide-sense conditional variance. We suppose that Y i are random variables with nite variance. 
Minimax Linear Risk in White Noise
We n o w study the linear minimax risk in the heteroscedastic white noise model (36) . We need the notion of quadratic hull introduced in Donoho, Liu, and MacGibbon (1990).
Denition 2 Let be a set of sequences. Let 2 + be the set of sequences 2 const 2r 0 ! 0:
Here r 0 = r 0 (s; p; ) = r ( s; 2; ). As r(s; 2; )< r ( s; p; ) for p < 2, linear estimators, in particular those based on windowed S.V.D., cannot attain the optimal rate of convergence of the minimax risk to zero. The argument for q p < 2 is similar.
Discussion

Renements and Extensions
It is possible to give m uch more precise information about the numerical size of minimax risks in the discrete white noise model. Also, it is possible to show that the threshold estimators come reasonably close numerically to the minimax risk. See [DJ] .
Minimaxity results can be developed in the Lizorkin-Triebel scale of spaces, with parallel conclusions about rates of convergence for the minimax risk and for the minimax linear risk. The details follow from a combination of arguments given above and arguments in [DJ] .
It is possible to build a WVD starting from a biorthogonal wavelet basis of the type discussed in Cohen, Daubechies, and Feaveau (1990) . Such bases have t w o families of nonorthogonal wavelets ( ) and (~ ) , each family generated by dilating and translating a mother wavelet ( or~ ). These families are dened to yield the biorthogonality h ;~ i = ; , or equivalently, the L 2 -reproducing formula so the two sets are biorthogonal; with enough regularity o f K , , and~ the two systems will be nearly-orthogonal. As we never really use the orthogonality of the ( ) in sections 7, 8, 9, Theorem 4 holds for each Besov space in which the biorthogonal set has the unconditional basis property.
Limitations
The approach developed here in essence is adapted to scale-invariant operators. The reader should not suppose that we claim to say a n ything about inverse problems with a sharp scale preference. Examples of operators we are not claiming to discuss here include: (1) convolution with a boxcar k(h) = 1 fjhj1g (has a preferred spatial scale); (2) Fourier multiplication by a b o xcark(!) = 1 fj!j1g (has a preferred frequency scale); and related quantities (convolution with a Gaussian has a preferred spatial and frequency scale). We are, in essence, only discussing problems which are renormalizable in the sense that Donoho and Low (1992) use the term.
Simultaneous Diagonalization
The slogan given here { that dilation-homogeneous operators admit of sucienty regular wavelets as quasi-singular functions { has several precedents. In the monograph of Frazier, Jawerth, and Weiss (1991) one nds, on page 101, \This ... provides us with an opportunity to discuss an aspect of the general philosphy behind the and wavelet transforms. A convolution operator T with multiplier m satises T(e ix ) = m ( ) e ix , i f e ix is in the domain of T ... Thus the characters e ix are simultaneous eigenfunctions of all translation invariant operators. For the and wavelet transforms, and an appropriate class of Calder on-Zygmund Operators ... the matrix fhT P ; Q ig decays rapidly away from the diagonal. From the -transform identity T P = P Q h T P ; Q i Q , this says that P is an \almost-eigenfunction" of T. T h us the and wavelet transforms simultaneously \almost diagonalize" a large class of operators, not restricted to convolution type. The idea behind these transforms is to give u p precise diagonalization and precise eigenfunctions (which w ould necessarily be Fourier characters, localized to a point on the Frequency side). Instead, the Q 's have a somewhat, but not completely, localized frequency spectrum. Thus the Q 's are almost eigenfunctions, which gives us almost diagonalization even in certain nonconvolution cases. Another advantage, as we h a v e stressed before, is that the traditional function spaces, like L p , 1 < p < 1 , are characterized precisely via the and wavelet transforms, unlike the Fourier case (except when p = 2 ). Thus these transforms provide a precise tool for studying a large variety of function spaces without losing the essential aspect of (near) diagonalization." In the Introduction to Volume II, page vii, of The point of view in this paper aligns nicely with these slogans formulated by the Founding Fathers of wavelets. We trace here the consequences of these slogans in the eld of linear inverse problems, where the operators need not be bounded or CZO's, but still which possess a certain dilation homogeneity. The simultaneous diagonalization property of the WVD allows us to develop new methods for reconstruction from indirect, noisy measurements { nonlinear methods which can outperform traditional, paradigmatic linear methods.
