Abstract: Existing on-board planning systems do not apply to small satellites with limited onboard computer capacity and on-board resources. This study aims to investigate the problem of autonomous task planning for small satellites. Based on the analysis of the problem and its constraints, a model of task autonomous planning was implemented. According to the long-cycle task planning requirements, a framework of rolling planning was proposed, including a rolling window and planning unit in the solution, and we proposed an improved genetic algorithm (IGA) for rolling planning. This algorithm categorized each individual based on the compliance of individuals with a time partial order constraint and resource constraint, and designed an appropriate crossover operator and mutation operator for each type of individual. The experimental result showed that the framework and algorithm can not only respond quickly to observation tasks, but can produce effective planning programs to ensure the successful completion of observation tasks.
Introduction
Task planning is an important part of satellite task control platform. Its main function is to solve the problem of resource utilization and task conflict in the task management of satellites, and to improve the service efficiency of the resources. In the traditional task planning, the ground stations calculate the task sequence in advance, based on the task requirements and satellite status estimation, and then upload it to the satellite for execution [1] . Therefore, the effectiveness of satellites cannot be fully realized in the current control mode, because the control instructions that satellites rely on are issued by the ground control system. Satellites cannot make a rapid response to the dynamic changes of the requirements due to the satellite-ground communication delay, time window, and other factors, which result in an inevitable waste of time and resources.
Small satellites are defined as being artificial satellites with low weights and a small size, which are usually under 500 kg [2] . Small satellites have several advantages, such as simple design, short development time, low cost, easy to launch, and strong survivability. The tasks that originally needed medium and large satellites can now be executed by several small satellites. For example, OneWeb plans a mega-constellation of at least 648 small satellites to provide low-delay and high-speed Internet service [3] . However, the small satellites are limited in their computing capabilities and on-board resources, because of their low cost [4] . Existing on-board planning systems usually take a long time for planning, decision making, and execution, which do not apply to small satellites with a limited onboard computer capacity. How to realize the autonomous task planning of small satellites becomes a hot topic for researchers and the related research areas that are concerned. In this paper, we use small Earth observation satellites as an object of study in this paper.
1.
Generally, there are numerous constraints in satellite task planning. The task planning of the satellites [24] [25] [26] [27] is Non-deterministic Polynomial hard [28] , taking the time-dependency and resource-dependency into consideration, hence, making the modeling even more difficult.
2.
It is difficult to properly design the mode and framework so that real-time response and optimization of task planning can be integrated on board.
3.
The operation ability of small satellite is limited, and the planning algorithms need to be adapted to the resources on the satellite. For this reason, it is difficult to design an efficient algorithm.
In this article, we analyzed the previous research and proposed a model based on the following assumptions.
Assumption 1.
A single satellite has only one remote sensor.
Assumption 2.
The satellite cannot be charged during the time of umbra or penumbra, while it can be charged constantly during the rest time.
Assumption 3.
We divided tasks into common tasks and data-downloading tasks. The data-downloading tasks do not participate in the optimization.
Assumption 4.
The data-downloading tasks automatically execute when the following conditions are met:
(1) the satellite runs in the time window; (2) there is data in the on-board memory; and (3) electricity is available (as shown in Figure 1 ).
Assumption 5.
The planning system can communicate effectively with other systems on the satellite and execute the corresponding commands in a timely manner.
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The difficulties are as follows:
1. Generally, there are numerous constraints in satellite task planning. The task planning of the satellites [24] [25] [26] [27] is Non-deterministic Polynomial hard [28] , taking the time-dependency and resource-dependency into consideration, hence, making the modeling even more difficult. 2. It is difficult to properly design the mode and framework so that real-time response and optimization of task planning can be integrated on board. 3. The operation ability of small satellite is limited, and the planning algorithms need to be adapted to the resources on the satellite. For this reason, it is difficult to design an efficient algorithm.
In this article, we analyzed the previous research and proposed a model based on the following assumptions. 
Model Input
represents the set of dynamic observation tasks. Each task, j, has its corresponding priority , that is, the profit of the observation task. and represent the size of memory and the maximum storage capacity that the satellite can use for planning.
represents the current charge of battery and represents the maximum electricity that the satellite can use for planning. and represent the start time and end time of the i-th observation time window, respectively. C represents the charge rate of the satellite. 
J represents the set of dynamic observation tasks. Each task, j, has its corresponding priority w j , that is, the profit of the observation task. M j and M represent the size of memory and the maximum storage capacity that the satellite can use for planning. E j represents the current charge of battery and E represents the maximum electricity that the satellite can use for planning. WS i and WE i represent the start time and end time of the i-th observation time window, respectively. C represents the charge rate of the satellite. 
Model Output
x j and y j represent the decision variables in the model, j ∈ J; where x j indicates that task j is selected, y j indicates that task j is completed. If task j is completed, that is, x j = 1 and y j = 1, otherwise, y j = 0. ws j and we j represent the start and end time points of task j, respectively.
W represents the time constrain result. If the i-th time window can meet the time constraint, W i = 1, otherwise, W i = 0; R represents the resource constrain result. If the task of the i-th time window can meet the resource constraint, R i = 0, otherwise, R i = 0.
The objective function is designed to realize the maximization of the total profit of planning tasks. In the model, f j (x) is the profit of task, the objective function is as follows:
Constraints
Each task can be executed once at most.
Time constrains: Each observation task must be observed within its observation time window.
There is no overlapping time among any two tasks.
[ws jk , we jk ] ∩ [ws jn , we jn = ∅, jk, jn ∈ J
Dynamic resource constraints:
The satellite memory cannot exceed the memory limit at any time, and m j represents the storage consumption of the task, j.
The satellite energy cannot exceed the energy limit at any time, and e j represents the energy consumption of the task, j. e j ≤ E j (6)
Methods
Because of the limited computing resources on the satellite, the design of the framework must be compatible with the resources, requiring the program to be as simple and small as possible. At the same time, the planning of task requires high efficiency. In this paper, we propose a roll-planning framework of on-board autonomous task planning and a programming algorithm for rolling planning, in order to meet the need of real-time tasks. The framework was designed into three parts, rolling, programming algorithm, and re-planning, respectively.
The Overall Process of the Algorithm

•
Step 1: The length of a rolling window is T. Look ahead for T and update the tasks information in the rolling window. We also define a selected time t from the starting time of a rolling window as a planning unit. As shown in Figure 2 .
Step 2: Plan the tasks autonomously, the specific rules of the autonomous task planning are introduced in Section 3.2.
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Step 3: Check if there are still tasks to be arranged in the rolling window, and if so, return to the fourth step; if there is no task, then directly carry out the fifth step.
Step 4: If the tasks are urgent, insert the tasks into the plan of the current rolling window based on the re-planning algorithm. If not, the sequence of tasks remains unchanged in the planning unit of the current rolling window, and the new tasks are planned in a new rolling window.
Step 5: Execute the task sequence in the planning unit t, and scroll into the next round.
The process of autonomous task planning is shown in Figure 3 .
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
The process of autonomous task planning is shown in Figure 3 . 
Algorithm Design
In this paper, we propose an improved genetic algorithm. The improvements include the design of crossover and mutation operators for different individuals, and an improved roulette selection operator. The flowchart of the algorithm is shown in Figure 4 .
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In this paper, we propose an improved genetic algorithm. The improvements include the design of crossover and mutation operators for different individuals, and an improved roulette selection operator. The flowchart of the algorithm is shown in Figure 4 . The genetic algorithm regards the solution of the problem as an individual or a population through the encoding process. We can get better individuals through the selection, crossover, and mutation process of the initial individual. The encoding forms are shown in Figure 5 . The genetic algorithm regards the solution of the problem as an individual or a population through the encoding process. We can get better individuals through the selection, crossover, and mutation process of the initial individual. The encoding forms are shown in Figure 5 . M and N respectively represent the number of time windows and the number of tasks needed to be planned. An individual is a 2 matrix composed of integers. The value on the gene bit represents the corresponding time window. The value on the task bit represents the task number corresponding to the time window on the current gene bit. A task may have several time windows that can be selected, that is, a task number may correspond to several time windows. The initial population is generated randomly. For example, if M equals 5, N equals 3, it means that the number of time windows is 5, and the number of tasks is 3. An individual G may be encoded like this:
We can see that task1 corresponds to window1 and window3, which means that window1 and window3 are selected by task1, window5 is selected by task2, and window2 and window4 are selected by task3.
Selection Operator
In this paper, we use grouped roulette operators. The main steps are as follows:

Step 1: Determine the number of population groups ( ) and the number of all of the individuals ( ).
Step 2: List all of the individuals in descending order of task profit. 
Step 3: Divide the sorted individuals into groups.
Step 4: The group number of the i-th individual is as follows:
Step 5: The probability that the i-th group is selected equals to the ratio of the total profit of the current group to the total population profit. Calculate the cumulative selection probability for each group to form a roulette. 
Step 6: Generate a random number within [0, 1], if the random number is greater than or equal to the cumulative probability of the (j − 1)-th group and is less than the cumulative probability of the i-th group, randomly choose an individual from the -th group as the returned individual.
The grouped roulette operator can be regarded as a trade-off between a traditional roulette operator and random selection. If equals the number of individuals in the population, it is the traditional roulette operator, and if is equal to 1, it is random selection. When applied, can be adjusted according to the actual problems, so that the grouped roulette operator can be continuous between the traditional roulette and random selection. M and N respectively represent the number of time windows and the number of tasks needed to be planned. An individual is a 2 × M matrix composed of integers. The value on the gene bit represents the corresponding time window. The value on the task bit represents the task number corresponding to the time window on the current gene bit. A task may have several time windows that can be selected, that is, a task number may correspond to several time windows. The initial population is generated randomly. For example, if M equals 5, N equals 3, it means that the number of time windows is 5, and the number of tasks is 3. An individual G may be encoded like this:
We can see that task 1 corresponds to window 1 and window 3 , which means that window 1 and window 3 are selected by task 1 , window 5 is selected by task 2 , and window 2 and window 4 are selected by task 3 .
Selection Operator
•
Step 1: Determine the number of population groups (G num ) and the number of all of the individuals (I N num ).
Step 2: List all of the individuals in descending order of task profit.
Step 3: Divide the sorted individuals into G num groups.
•
Step 5: The probability that the i-th group is selected equals to the ratio of the total profit of the current group to the total population profit. Calculate the cumulative selection probability for each group to form a roulette.
Step 6: Generate a random number within [0, 1], if the random number is greater than or equal to the cumulative probability of the (j − 1)-th group and is less than the cumulative probability of the i-th group, randomly choose an individual from the j-th group as the returned individual.
The grouped roulette operator can be regarded as a trade-off between a traditional roulette operator and random selection. If G num equals the number of individuals in the population, it is the traditional roulette operator, and if G num is equal to 1, it is random selection. When applied, G num can be adjusted according to the actual problems, so that the grouped roulette operator can be continuous between the traditional roulette and random selection.
Cross and Mutation Operator
The crossover and mutation operator are used to optimize the initial population in order to generate individuals with higher fitness. According to the time constraints and resource constraints, we classify the individuals and analyze the possibility of increasing task profit, respectively, to guide the evolution of individuals.
We can get W and R through time constraints and resource constraints, respectively. The resource constraint checking is based on time constraint checking, thus the following conclusions can be drawn:
For example, the time window sequence of an individual is as follows:
W is a M-dimensional vector, here is an example:
If the i-th time window can meet the time constraint, W i = 1, otherwise, W i = 0; Therefore, according to the time constraints, the time window sequence that can be selected is {Win 2 , Win 1 , Win 4 , Win 5 }.
R is a M-dimensional vector, here is an example:
If the task of the i-th time window can meet the resource constraint, R i = 1, otherwise, R i = 0. Therefore, according to the resource constraints, the time window sequence that can be selected is {Win 1 , Win 4 , Win 5 }.
We divide the individuals into two categories according to the point of view of whether W and R are equal. If W is equal to R, it indicates that all of the tasks that meet the time constraints are allocated to the required resources. Because of the small possibility of resources being used up, it can be considered that when W equals R, there are resources that are left. Obviously, if the number of tasks satisfying the time constraints can be increased, it is possible to obtain more profitable individuals. In this case, there are also two states that can be subdivided according to whether the genome of an individual can fully meet the time-partially ordering constraint.
When the genome is not fully satisfied with the time partially order constraint, increasing the number of time windows that meet the time partially order constraint may result in more individuals with high returns. We call this state an under partially ordering state.
Here is an example of time partially order constraints, the relationship of the 10 time windows along the timeline is shown in Figure 6 .
genome of an individual can fully meet the time-partially ordering constraint.
Here is an example of time partially order constraints, the relationship of the 10 time windows along the timeline is shown in Figure 6 . Win represents the set of time windows, win i = [ws i , we i ], win j = ws j , we j . If we i ≤ ws j , and win i = win j , then win i ≺ win j . We call it a time partially order constraint. Taking win 5 as an example, the time windows that satisfy the time partially order constraint of win 5 is: win 1 ≺ win 5 , win 2 ≺ win 5 , win 5 ≺ win 8 , win 5 ≺ win 9 , win 5 ≺ win 10 .
If two time windows do not satisfy Equations (10) and (11), we have defined that the two windows interact with each other, that is, win i interact with win j .
we i < ws j (10)
we j < ws i
We define Inwin i as the influence set of win i . In order to improve the degree of the time partially order constraint, we propose a partially ordering mutation operator (TPOMO). The aim of TPOMO is to keep the original sequence of genes as long as possible, and to adjust the sequence of genes so that the new genome can meet the time partially order constraint. The steps of TPOMO are shown as follows:
•
Step 1: Obtain an individual that is in line with this evolutionary direction.
Step 2: Let g s be a set of genes selected by W in the genome, and let g n be a set of genes that are not selected by W in the genome. Choose g s and t genes from g n to form genotype1; the remaining genes in g n make up the genotype2.
Step 3: Completely sort the genes of genotype1 in a time partially ordering, while the relative ordering of genotype2 remains unchanged.
Step 4: Store genotype2 in the places that exclude the positions of the t genes, and store genotype1 in the positions of the t genes and the positions of the genes in g s to obtain a new genome.
The process of TPOMO is shown in Figure 7 . For convenience, we assume that all of the time windows satisfy the time constraints.

Step
Location of the unordering genes New genome Figure 7 . The mutation process of the time partially ordering mutation operator (TPOMO).
The time partially ordering constraints can no longer contribute to increasing the number of tasks satisfying time constraints, when the genome fully satisfies the time partially ordering constraints. We call this state a fully partially ordering state.
In this paper, we introduce new changes through crossover and mutation operations. The crossover and mutation operation can only be carried out within the influence set of the time windows. This is because the time windows in interact with . It is possible to generate The time partially ordering constraints can no longer contribute to increasing the number of tasks satisfying time constraints, when the genome fully satisfies the time partially ordering constraints. We call this state a fully partially ordering state.
In this paper, we introduce new changes through crossover and mutation operations. The crossover and mutation operation can only be carried out within the influence set of the time windows. This is because the time windows in Inwin i interact with win i . It is possible to generate new individuals by changing the ordering between the interacting windows so that the partial modification of the genome can be realized, while the genetic information of the rest of the genome can be preserved at the same time. In addition, we use the time partially ordering constraint to sort the new genomes in order, to ensure that the new individual still satisfies the time partially order constraint. Therefore, we propose an influence set crossover-mutation operator (ISCMO) to cross and mutate the genomes within the time window influence set, in order to obtain new individuals and to ensure that the new individuals fully meet the partially order constraints.
The steps of ISCMO is shown as below:
•
Step 1: Obtain two individuals that are in line with this evolutionary direction.
Step 2: Select Inwin i , in turn, and perform the following crossover operations by probability. According to the original sequence, get Inwin i from genome1 and genome2 to make up genotype1 and genotype2, respectively. Store genotype1 in the position of genotype2 and store genotype2 in the position of genotype1.
Step 3: Select two genes from Inwin i randomly, and exchange the position of these two genes in genome1. Then perform the same operation on genome2.
Step 4: Sort genome1 and genome2 by time partially ordering to get new individuals.
The process of ISCMO is shown in Figure 8 .
and genotype2, respectively. Store genotype1 in the position of genotype2 and store genotype2 in the position of genotype1. 
Step 3: Select two genes from randomly, and exchange the position of these two genes in genome1. Then perform the same operation on genome2. 
The process of ISCMO is shown in Figure 8 . The influence set of win 4 The selected genes in genome1
The selected genes in genome2 Location of the selected genes in genome1
Location of the selected genes in genome2
Cross operation If W and are not equal, it indicates that not all task instances satisfying the time constraints are allocated to the required resources. That is, some task instances that meet the time constraints do not meet the resource constraints. We call it an insufficient state of resources. If W and R are not equal, it indicates that not all task instances satisfying the time constraints are allocated to the required resources. That is, some task instances that meet the time constraints do not meet the resource constraints. We call it an insufficient state of resources.
Because of the limited allocation of resources within the planning time, there is no clear evolutionary direction at this time. We propose an inefficient time window crossover-mutation operator (ITWCMO) to solve this problem. The ITWCMO gives up the tasks with a low utilization of resources and selects new individuals with high resource utilization rates to improve the overall task income.
The steps of ITWCMO is shown as below:
Step 2: Calculate the absolute utilization efficiency of two kinds of resources for each gene of the two individuals, separately. The absolute resource utilization efficiency of a certain resource in a certain time window is equal to the income of the task to which the time window belongs, divided by the amount of the resource consumed.
Step 3: Calculate the relative utilization efficiency of two kinds of resources, respectively. The relative resource utilization efficiency of a certain resource in a certain time window is equal to its absolute resource utilization efficiency, divided by the highest absolute resource utilization efficiency of the genes in the same individual.
Step 4: Calculate the comprehensive relative resource utilization efficiency of each gene of the two individuals, separately. The comprehensive relative resource utilization efficiency of a certain time window is equal to the sum of its relative resource utilization efficiency of the two kinds of resources.
Step 5: Perform the following operations on the two individuals. Select a gene, gene min with the lowest efficiency of comprehensive relative resource utilization selected by R and gene max with the highest efficiency of comprehensive relative resource utilization selected by W, and not selected by R. If the comprehensive relative resource utilization efficiency of gene min is lower than that of gene max , then rank gene min in the first gene bit of genome.
Step 6: Randomly select some genes to compose crossSet, according to probability.
Step 7: According to the original sequence, extract the genes of crossSet sequentially from genome1 and genome2 to make up genotype1 and genotype2, respectively. Store genotype1 in the position of genotype2 and store genotype2 in the position of genotype1.
Step 8: Select two genes from genome1 randomly and exchange the position of this two genes. Then, perform the same operation on genome2.
The Experiment and Analysis
The proposed algorithms are implemented by Satellite Tool Kit (STK) and Matlab2016a on a laptop with Core I7-6700HQ, 2.4 GHz CPU, 16 GB memory, and a Windows 10.1 operating system. In this study, the autonomous task planning of the small satellite within 24 h, and the dynamic changes of the task and satellite status were simulated, with a task profit range of 1-10.
In order to verify all of the crossover and mutation operators, we design four groups of experiments in this paper, with the degree of resource adequacy and time window overlapping as two variables. To investigate the performance of the improved genetic algorithms, this paper introduces a general genetic algorithm (GA) and improved genetic algorithm (IGA) as the core of the rolling-planning framework (step 2 in Figure 3) , that is, the tasks are planned using a different task planning genetic algorithm in each group of experiments
The parameters of the rolling-planning framework are as follows:
1. The length of the rolling window is two orbital cycles.
2.
The planning unit is half an orbital period.
The same data used in the four groups of experiments are the satellite orbit related data (as shown in Table 1 ) and Earth station related data (as shown in Table 2 ). 
Performance Analysis of the Method
Experiment 1 and Experiment 2 are a group of comparative experiments. They compare the effects of different resource states on task scheduling under the same condition of low overlapping of time windows. We set 156 observation points evenly distributed on the nine dimensions of the Earth to simulate Experiment 1 and Experiment 2, as shown in Figure 9 . The minimum elevation angle of the targets are random numbers between [50, 60]. In Experiment 1, resources are relatively abundant, and the specific parameters are set as follows. , the maximum storage capacity, equals 16 GB; the maximum electricity, , equals 5000 J; and the charge rate of satellite C equals 10 W. While in Experiment 2, equals 20,000 J, and C equals 5 W. The parameters of the task in Experiment 1 and Experiment 2 are set as follows: the length of the execution time of the task obeys normal distribution, with the expectation of 120 s and the standard deviation of 20, the crossover probability is 0.3, the mutation probability is 0.5, the proportion of random individuals introduced into the new parent population is 0.15, the maximum number of iterations is 10, and the maximum population capacity is 30. Experiment 3 and Experiment 4 are a group of comparative experiments too. They compare the effects of different resource states on task scheduling under the same condition of a high overlapping of time windows. The specific parameters of Experiment 3 are the same as those of Experiment 1, and the parameters of Experiment 4 are the same as those of Experiment 2.
The experimental arrangements can be summarized as follows. For the above four groups of experiments, the running time and the task revenue of the planning algorithm are shown in Figures 10-13 respectively, after 20 times running. In Experiment 1, resources are relatively abundant, and the specific parameters are set as follows. M, the maximum storage capacity, equals 16 GB; the maximum electricity, E, equals 5000 J; and the charge rate of satellite C equals 10 W. While in Experiment 2, E equals 20,000 J, and C equals 5 W.
The parameters of the task in Experiment 1 and Experiment 2 are set as follows: the length of the execution time of the task obeys normal distribution, with the expectation of 120 s and the standard deviation of 20, the crossover probability is 0.3, the mutation probability is 0.5, the proportion of random individuals introduced into the new parent population is 0.15, the maximum number of iterations is 10, and the maximum population capacity is 30. Experiment 3 and Experiment 4 are a group of comparative experiments too. They compare the effects of different resource states on task scheduling under the same condition of a high overlapping of time windows. The specific parameters of Experiment 3 are the same as those of Experiment 1, and the parameters of Experiment 4 are the same as those of Experiment 2.
The experimental arrangements can be summarized as follows. For the above four groups of experiments, the running time and the task revenue of the planning algorithm are shown in Figures 10-13 respectively, after 20 times running. In Experiment 1, both the time constraints and resource constraints are relatively loose. From Figure 10a ,b, we can see that the maximum task revenue of GA and IGA are almost equal, but the running time of the IGA is only 50% that of the GA. The time constraint in Experiment 2 is the same as that in Experiment 1, but its resource constraints are more stringent than Experiment 1. From Figure 11a ,b, we can see that the income of the IGA is similar to that of GA. In terms of running time, IGA is superior in all running times, and its running time is about 25% that of GA. In Experiment 3, the degree of the overlapping of time windows was high, while the resource constraints were relatively loose. It can be seen from Figure 12a ,b that the average income of IGA is slightly higher than that of GA. In terms of the running time, the average running time of IGA is about 75% of the average running time of GA. Figure 10a ,b, we can see that the maximum task revenue of GA and IGA are almost equal, but the running time of the IGA is only 50% that of the GA. The time constraint in Experiment 2 is the same as that in Experiment 1, but its resource constraints are more stringent than Experiment 1. From Figure 11a ,b, we can see that the income of the IGA is similar to that of GA. In terms of running time, IGA is superior in all running times, and its running time is about 25% that of GA. In Experiment 3, the degree of the overlapping of time windows was high, while the resource constraints were relatively loose. It can be seen from Figure 12a ,b that the average income of IGA is slightly higher than that of GA. In terms of the running time, the average running time of IGA is about 75% of the average running time of GA. The time constraint in Experiment 4 is the same as that in Experiment 3, but its resource constraints are more stringent than Experiment 3. From Figure 13a ,b, we can see that the income of the IGA is higher than that of GA. The average running time of IGA is about 50% of the average running time of GA.
Through the analysis above, we can know that IGA has shorter running time in the four groups of experiments, and IGA shows higher profit in Experiment 3 and Experiment 4. On the whole, IGA has the best performance in Experiment 4, the average running time is significantly better than that of GA, and the average income is also slightly better than that of GA. It can be concluded that IGA is more suitable for the task scenarios where the time constraints and resource constraints are stronger.
Stability Analysis of the Method
The comparison and summary of the running time and task total revenue of the four groups of experiments, after repeating 20 times, are shown in Tables 3 and 4 . In Experiment 1, both the time constraints and resource constraints are relatively loose. From Figure 10a ,b, we can see that the maximum task revenue of GA and IGA are almost equal, but the running time of the IGA is only 50% that of the GA.
The time constraint in Experiment 2 is the same as that in Experiment 1, but its resource constraints are more stringent than Experiment 1. From Figure 11a ,b, we can see that the income of the IGA is similar to that of GA. In terms of running time, IGA is superior in all running times, and its running time is about 25% that of GA.
In Experiment 3, the degree of the overlapping of time windows was high, while the resource constraints were relatively loose. It can be seen from Figure 12a ,b that the average income of IGA is slightly higher than that of GA. In terms of the running time, the average running time of IGA is about 75% of the average running time of GA.
The time constraint in Experiment 4 is the same as that in Experiment 3, but its resource constraints are more stringent than Experiment 3. From Figure 13a ,b, we can see that the income of the IGA is higher than that of GA. The average running time of IGA is about 50% of the average running time of GA.
The comparison and summary of the running time and task total revenue of the four groups of experiments, after repeating 20 times, are shown in Tables 3 and 4 . In the four groups of experiments, the distribution of the running time of IGA is more concentrated, and the average running time is significantly lower than that of GA. This phenomenon shows that IGA not only has a shorter average running time, but also has better stability than GA, in terms of running time.
In Experiment 1 and Experiment 2, the distribution of the total revenue of GA and IGA is basically the same, which shows that the two genetic algorithms are basically the same in terms of task revenue, when the time constraints are relatively loose.
In Experiment 3 and Experiment 4, IGA gains the highest revenue and has a more concentrated revenue distribution, which indicates that IGA has better stability in terms of task total revenue in the case of strict time constraints.
Through a comprehensive analysis of the above four groups of experiments, we can draw the following conclusions: In the case of the more relaxed time constraints, the two genetic algorithms are basically the same in revenue, and IGA has shorter running time. In the case of strict time constraints, IGA is not only superior to GA in running time, but also has better stability in terms of task revenue. Therefore, IGA is more suitable for onboard computation, because of the limited resources and computing power on board. Figure 14a ,b is the local task execution plans of IGA, which were randomly selected from Experiment 4. We chose Experiment 4 because in Experiment 4, the time constraints and resource constraints were more stringent, and the experimental results were more representative.
The Analysis of Task Execution Plan
Through a comprehensive analysis of the above four groups of experiments, we can draw the following conclusions: In the case of the more relaxed time constraints, the two genetic algorithms are basically the same in revenue, and IGA has shorter running time. In the case of strict time constraints, IGA is not only superior to GA in running time, but also has better stability in terms of task revenue. Therefore, IGA is more suitable for onboard computation, because of the limited resources and computing power on board. Figure 14a ,b is the local task execution plans of IGA, which were randomly selected from Experiment 4. We chose Experiment 4 because in Experiment 4, the time constraints and resource constraints were more stringent, and the experimental results were more representative. From Figure 14 , we can see the following: (1) the battery energy fluctuates greatly, and it decreases rapidly in the area where the task execution intervals are intensive, which is in line with the actual law; (2) the battery energy recovers faster when the number of tasks is relatively small, and it can meet the needs of the task instances; (3) the memory has a small fluctuation on the whole; (4) the memory resources are released in the downlink interval, which is in line with the actual situation; From Figure 14 , we can see the following: (1) the battery energy fluctuates greatly, and it decreases rapidly in the area where the task execution intervals are intensive, which is in line with the actual law; (2) the battery energy recovers faster when the number of tasks is relatively small, and it can meet the needs of the task instances; (3) the memory has a small fluctuation on the whole; (4) the memory resources are released in the downlink interval, which is in line with the actual situation; (5) the tasks are executed in a coherent manner, which can prove that the algorithm can efficiently schedule dense tasks with time windows.
Therefore, we can make the conclusion that the proposed rolling-planning framework can achieve the continuous planning of satellite missions, which is of theoretical significance.
Conclusions
In this research, a model was established to solve the problem of the autonomous task planning of small satellites. With respect to the time constraint and dynamic resource constraint, this article conducts the research surrounding such issues in long-cycle task planning, and obtains the following research results.
With respect to the issue of continuous satellite task planning, this article designs a task planning framework based on rolling planning, and designs the rolling window and planning unit in the solution. For the satellite in-orbit application and with consideration of the limited onboard computing resource and time correlation, and resource correlation of the satellite task, this article puts forward an improved genetic algorithm. The algorithm adopts an individual coding rule based on fixed-length integer sequence coding, and encodes the task sequence to be planned with the fixed-length integer sequence, thereby narrowing down the search space; this article also categorizes each individual based on the compliance of individuals with time partial order constraint and resource constraint, and designs an appropriate crossover operator and mutation operator for each type of individual. By using task partial order sorting and individual categorization, it is possible to eliminate partial non-optimal individuals, narrow down the search space, and improve the computing efficiency of the algorithm. By using the adjustable grouping roulette operator, it is possible to realize the compromise between the traditional roulette operator and random selection operator, thus improving the premature issue of the genetic algorithm effectively. In addition, the article conducts the experimental verification on four sets of task scenarios. The results show the feasibility of the framework as proposed in this article and the validity of the algorithm. 
