There are two parts in this paper. In the first part we consider an overdetermined system of differential-algebraic equations (DAEs). We are particularly concerned with Hamiltonian and Lagrangian systems with holonomic constraints. The main motivation is in finding methods based on Gauss coefficients, preserving not only the constraints, symmetry, symplecticness, and variational nature of trajectories of holonomically constrained Hamiltonian and Lagrangian systems, but also having optimal order of convergence. The new class of (s, s)-Gauss-Lobatto specialized partitioned additive Runge-Kutta (SPARK) methods uses greatly the structure of the DAEs and possesses all desired properties. In the second part we propose a unified approach for the solution of ordinary differential equations (ODEs) mixing analytical solutions and numerical approximations. The basic idea is to consider local models which can be solved efficiently, for example analytically, and to incorporate their solution into a global procedure based on standard numerical integration methods for the correction. In order to preserve also symmetry we define the new class of symmetrized Runge-Kutta methods with local model (SRKLM).
Introduction
In the first part of this paper we consider an overdetermined system of differential-algebraic equations (DAEs), see section 2. We are particularly concerned with Hamiltonian and Lagrangian systems with holonomic constraints. The main motivation is in finding methods based on Gauss coefficients, preserving not only the constraints, symmetry, symplecticness, and variational nature of trajectories of holonomically constrained Hamiltonian and Lagrangian systems, but also having optimal order of convergence. When applied to nonstiff ordinary differential equations, Gauss methods have maximal order of convergence in the class of RK methods. However, for index 3 DAEs, standard Gauss methods, are either divergent or have very low order of convergence. Gauss methods have thus not been considered of much practical interest for the numerical solution of high index DAEs in general. In this paper we propose some modifications to the application of standard RK methods to index 3 DAEs in order to obtain methods with maximal order of convergence. The modifications that we propose have negligible computational cost. The new class of (s, s)-Gauss-Lobatto specialized partitioned additive Runge-Kutta (SPARK) methods is described in section 3 and makes great use of the structure of the DAEs. The new schemes are constraint-preserving and symmetric. In section 4, we show that for Hamiltonian and Lagrangian systems with holonomic constraints these schemes preserve symplecticness of the flow and that they satisfy a discrete variational principle: discrete trajectories are stationary with respect to a discrete action.
In the second part of this paper, we propose a unified approach for the solution of ordinary differential equations (ODEs) mixing analytical solutions and numerical approximations. When considering a system of ODEs and a given initial value, ideally one would like to obtain directly and explicitly its analytical solution. This is of course generally not possible. In the absence of an explicit analytical solution, one is generally left with two approximation tools: perturbation techniques and numerical integration methods. Perturbation techniques are primarily based on asymptotic expansions. These techniques require at least the analytical solution of a nearby problem, they are often highly technical and they can be applied only to specific situations. For most systems perturbation techniques are not applicable with ease and one is left to solve the problem numerically. In contrast to perturbation techniques, numerical integration methods do not generally incorporate the use of any analytical solution of a nearby problem even when it is available. One aim of this paper is to reconcile both analytical and numerical approaches by giving unified procedures mixing analytical solutions of local models together with numerical approximations in order to find the solution of the original problem more efficiently. This is an idea analogous to the goal of preconditioning when solving linear systems of equations with iterative methods. Mixing analytical solutions of local models with numerical approximations has some advantages. First of all, for a given standard numerical method it generally reduces the error and thus allows to take larger stepsizes. Secondly it allows the development of multiscale procedures based on hierarchical models. The idea of mixing analytical solutions together with numerical methods is certainly not new, but it has not been much explored and fully exploited in ODEs and DAEs. We note that there has been some renewed interest on exponential methods [1] [2] [3] [4] , i.e., on methods using the exact solution of linear ODEs. In this paper, we propose a more general approach applicable to different kind of problems and not limited to linear models. The basic idea is to consider local models which can be solved efficiently, for example analytically, and to incorporate their solution into a global procedure based on standard numerical integration methods for the correction, see section 5. In order to also preserve symmetry we define the new class of symmetrized Runge-Kutta methods with local model (SRKLM) in section 6. In section 7 we give some numerical experiments to illustrate some of the theoretical results.
A system of implicit differential-algebraic equations
We consider the following class of systems of implicit differential-algebraic equations (DAEs)
Differentiating the constraints (1c) once with respect to t leads to
In mechanics the quantities q, v, p, f , and r represent respectively generalized coordinates, generalized velocities, generalized momenta, generalized forces, and reaction forces due to the constraints (1c) [5, 6] . The variable t ∈ R is the independent variable, the variables y ∈ R ny and z ∈ R nz are called the differential variables, and the variables ψ ∈ R n ψ are called the algebraic variables. The latter correspond to Lagrange multipliers when the DAEs are derived from some constrained variational principle [5, 6] . We have q ∈ R ny , p ∈ R nz , g ∈ R n ψ , v ∈ R ny , f ∈ R nz , and r ∈ R nz . Some differentiability conditions on the above functions and consistency of the initial values y 0 , z 0 , ψ 0 at t 0 are assumed to ensure existence and uniqueness of the solution. In a neighborhood of the solution the following conditions are also supposed to be satisfied q y , p z , and
The equations (1) include Hamiltonian and Lagrangian systems with holonomic constraints. We give briefly some definitions and theoretical results related to these systems [7, 8] . Hamiltonian systems with holonomic constraints g(q) = 0 are formulated for a given Hamiltonian H(q, p) as
We suppose usually that g q is of full row rank and that H T pp is positive definite. Hamiltonian systems have two important properties. Firstly, the Hamiltonian is invariant along a solution, i.e., H(q(t), p(t)) = Const.
Secondly, the flow φ τ : (q(t), p(t))) → (q(t + τ ), p(t + τ )) is symplectic on the manifold of constraints
i.e., on V the symplectic 2-form dq ∧ dp =
is preserved by the flow φ τ . Lagrangian systems with holonomic constraints g(q) = 0 are formulated for a given Lagrangian L(q, v) as
the so-called Euler-Lagrange equations. We suppose usually that g q is of full row rank and that L T vv is positive definite. Lagrangian systems have two important properties. Firstly, the action of the Lagrangian
is stationary, this is Hamilton's variational principle. Secondly, the flow may be reversible with respect to an involution γ of the variables (q, v), i.e.,
Lagrangian systems arise for example in classical mechanics for Lagrangians of the form L = T − U where T = 
Hence, properties of Lagrangian systems can be transfered to Hamiltonian systems and vice-versa.
3 Specialized partitioned additive Runge-Kutta (SPARK) methods
For q ≡ y in (1a) and p ≡ z in (1b), the standard application of an s-stage Runge-Kutta (RK) method to the semi-explicit system of index 3 DAEs (1) in Hessenberg form is given as follows [9] 
An implicit differential equation such as (1a) is usually treated by applying a standard RK method to
giving
and which requires the computation of the partial derivatives q y and q t . For q ≡ y in (1a) and p ≡ z in (1b), the standard s = 1 Gauss RK method, based on the implicit midpoint rule for ODEs, reads
Unfortunately, this method is divergent in general even when r(t, y, Ψ) is linear in the algebraic variables Ψ.
The standard definition of RK methods takes neither advantage of the partitioning and additivity of the system (1), nor of the implicitness of the derivatives. In contrast, we propose hereafter a class of methods based on RK coefficients taking advantage of these structures.
Definition 1 One step of an (s, s)-specialized partitioned additive RungeKutta (SPARK) method applied to the overdetermined differential-algebraic system (1) with consistent initial values (y 0 , z 0 ) at t 0 and stepsize h is given as follows
where
We have four sets of coefficients (b j , a ij ), ( b j , a ij ), (b j , a ij ), (b j , a ij ), and we define
SPARK coefficients can be expressed by Butcher-tableaux (7) can be seen as an extension of an s-stage standard partitioned Runge-Kutta (PRK) method for partitioned problems with-out constraints
A similar application of SPARK methods has been proposed for the numerical solution of mechanical systems in [12] , see also [13] . SPARK methods are inspired in part by the partitioned RK methods for semi-explicit index 2 DAEs proposed by Murua in [14] . Notice that when the RK matrix A is invertible we can express (7c) as
we can express (7e) as
To ensure existence and uniqueness of the SPARK solution, we assume the SPARK coefficients to satisfy the following conditions
A proof for existence and uniqueness of the SPARK solution can be obtained quite similarly to that of [10, Theorem V.4.1]. The condition (9a) implies that
We are especially interested in extending Gauss RK methods for (8) to corresponding (s, s)-SPARK methods (7) having optimal order of convergence 2s. The Gauss RK coefficients a ij = a ij , b j = b j can be found, e.g., in [15, 1] . For the coefficients b i and c i , we take the coefficients of the (s + 1)-stage Lobatto quadrature formula (c 0 = 0, c s = 1) of order 2s, they satisfy
The coefficients a ij are taken according to
. , s, and k = 1, . . . , s, and the coefficients a ij are then simply determined by
We call these methods (s, s)-Gauss-Lobatto SPARK methods. It can be shown that these methods satisfy the conditions (9) and
The algebraic variable Ψ s appears only in (7f) and is thus determined by (7h). The (s, s)-Gauss-Lobatto SPARK methods have optimal order of convergence 2s [16] . The (1, 1)-Gauss-Lobatto SPARK method of order 2 is given by
It corresponds to the following Butcher-tableaux of SPARK coefficients 
A
We can define the class of half-explicit (s, s)-SPARK methods as having SPARK coefficients satisfying
Assuming f (t, y, z) = f (t, y) in (1b), for half-explicit (s, s)-SPARK methods the equations (7b) and (7d) for a given index i form a nonlinear system for Z i and Ψ i−1
where Y i−1 , Y i , C i , and D i are explicitly known expressions.
Symplectic and variational SPARK methods
For Hamiltonian systems with holonomic constraints (3), SPARK methods for which the local numerical flow preserves the symplecticness property are characterized as follows:
Theorem 2 We consider Hamiltonian systems with holonomic constraints (3). If the SPARK method (7) applied to (3) satisfies
The proof is given in [16] . The coefficients of the (s, s)-Gauss-Lobatto SPARK methods defined in the previous section 3 satisfy the symplecticness conditions (10) since Gauss RK coefficients satisfy (10b), and (10c) is satisfied by definition of the coefficients a ij . A direct consequence of Theorem 2 is:
Corollary 3 We consider Lagrangian systems with holonomic constraints (6) . If the SPARK method (7) applied to (6) satisfies (10) then the numerical flow
Assuming the coefficients (b j , a ij ) and ( b j ) to be given, to satisfy the symplecticness conditions (10b) we must have
Assuming the coefficients (b j , a ij ) and (b j ) to be given, to satisfy the symplecticness conditions (10c) we must have
From the symplecticness condition (10c), the assumption a 0j = 0 (9a) implies b j = 0 or a j0 = b 0 . We are thus particularly interested in SPARK methods satisfying a i0 = b 0 i = 1, . . . , s. From the symplecticness condition (10c), the assumption a sj = b j implies b j = 0 or a js = 0. We are thus particularly interested in SPARK methods satisfying a is = 0 i = 1, . . . , s. From this condition the algebraic variable Ψ s appears only in (7f) and is determined by (7h).
For Lagrangian systems with holonomic constraints (6) when the SPARK coefficients satisfy the symplecticness conditions (10), the SPARK method (7) can also be derived from a variational point of view following the ideas introduced by Marsden and West in [17] . Notice that the variational property in a backward analysis sense of symplectic PRK integrators was derived by Jay in [18] . Notice also the non-equivalent derivation of Hairer, Lubich, and Wanner in [1] which would consider V 1 , . . . , V s as independent variables and which would remove the constraints corresponding to (7b). This derivation would be difficult to apply here in the presence of holonomic constraints. Following Marsden and West [17] , instead of considering the unknown quantities in the equations (7) as implicit functions of q 0 , v 0 , and h, we consider them as implicit functions of q 0 , q 1 , and h. More precisely, assuming g(q 0 ) = 0 and g(q 1 ) = 0 we implicitly define as functions of q 0 , q 1 , and h the quantities p 0 , p 1 , v 0 , v 1 , Q i , P i , V i , F i for i = 1, . . . , s and Q i , R i , Ψ i for i = 0, 1, . . . , s by (7) except that we replace the equation g(q 1 ) = 0 by 0 = g q (q 0 )v 0 . Formally speaking we should make a distinction between the solution of (7) and the solution of (7) with the equation g(q 1 ) = 0 replaced by 0 = g q (q 0 )v 0 . In any case the solution to one system is also solution to the other under the assumptions g(q 0 ) = 0 and g q (q 0 )v 0 = 0 for the first system of equations and g(q 0 ) = 0 and g ( q 1 ) = 0 for the second system of equations. Considering the discrete action
we can show after some lengthy calculations (see proof of Theorem 4 below) that when the SPARK coefficients satisfy the symplecticness assumptions (10), we have the relations
Therefore, the discrete Euler-Lagrange equations
are satisfied for n = 1, . . . , N −1. This implies stationarity of the total discrete action
with respect to q n for n = 1, . . . , N − 1. This is nothing else but a discrete version of Hamilton's principle applied to this sum (11) . Therefore a SPARK symplectic integrator is also a variational integrator in this sense. We can state more precisely:
Theorem 4 For Lagrangian systems with holonomic constraints (6) and a corresponding SPARK method (7), suppose q 0 and q N to be fixed and consistent. Replace the equations 0 = g(q n+1 ) for n = 0, 1, . . . , N −1 by 0 = g q (q n )v n . If the SPARK coefficients satisfy the symplecticness assumptions (10) then we have a variational integrator in the sense of Marsden and West [17] , i.e., we have stationarity of the total discrete action (11) with respect to q n for n = 1, . . . , N − 1.
PROOF. We show now the relations
We have
From g(Q i ) = 0 and the symplecticness assumptions (10) we obtain the desired result
hence from g(Q i ) = 0 and the symplecticness assumptions (10) we obtain the desired result
For (s, s)-Gauss-Lobatto SPARK methods we summarize our findings in the following theorem:
Theorem 5 For the overdetermined differential-algebraic system (1) the (s, s)-Gauss-Lobatto SPARK method (7) is constraint-preserving, symmetric, and of maximal order 2s, i.e.,
for t n − t 0 = nh ≤ Const. For holonomically constrained Hamiltonian systems (3) and Lagrangian systems (6) these methods are also symplectic and variational.
Use of local models in mixed analytical/numerical integration of ODEs
We consider a system of ODEs in R
with a given initial value y 0 ∈ R n at t 0 . Associated to this system of ODEs (12) we consider in a neighborhood of t 0 and y 0 a local model dz dt = g(t, z),
assumed to be solvable sufficiently accurately and more efficiently than (12), for example by an explicit analytical expression. When no local model problem (13) is associated to (12), we can simply consider by default the trivial local model dz/ dt = 0, i.e., g(t, z) ≡ 0. In this paper we will assume that z(t) can be obtained directly in analytical form. In fact we can replace the exact values of z(t) by sufficiently accurate approximations provided they do not deteriorate significantly the global procedure. In this paper we denote by y(t, r, y r ) the exact solution at t of (12) passing through y r at r. Analogously z(t, r, z r ) denotes the exact solution at t of (13) passing through z r at r.
The idea that we have in mind is analogous to the goal of preconditioning for the iterative solution of systems linear of equations. Starting from a system of linear equations F y = b to be solved, the main goal of preconditioning is to find its solution more efficiently by using auxiliary linear systems Gz = c where G is an approximation to F and where the solution of Gz = c can be obtained much more efficiently than the solution of F y = b. Here, the analogue of F y = b is (12), the analogue of Gz = c is (13) , and the analogue of a linear iterative method is given by a numerical integration method.
We want a unified procedure in the following sense [19] :
• its result must reduce to a standard numerical discretization of (12) for the trivial local model g ≡ 0; • its result must reduce to the exact solution of (12) when g ≡ f and (13) is solved exactly for arbitrary initial conditions; • its order should be at least equal to the standard order of the numerical discretization used, i.e., to the order corresponding to g ≡ 0.
A first approach is described as follows. Denoting y r (t) := y(t, r, y r ) the Groebner-Alekseev formula reads
This is an integral equation for y r . For example for
we have z(t, r, z r ) = e (t−r)A z r and (14) becomes in this situation
For d(t, y) = b(t) independent of y, it corresponds to the well-known variationof-constants formula. For linear highly oscillatory problems several discretizations based on (16) 
where h n := t n+1 − t n . When A ≡ 0 we obtain the standard explicit Euler method. For d(t, y) ≡ 0 the numerical solution is exact. The standard order of the method is easily seen to be equal to one.
Instead of considering the Groebner-Alekseev formula (14) as a starting point to derive methods for solving (12) using (13), we will consider in this paper a different and conceptually simpler approach. On each subinterval [t n , t n+1 ] we introduce the correction
where y n (t) := y(t, t n , y n ) and z n (t) := z(t, t n , y n ). The correction δ n satisfies the following nonautonomous system of ODEs
with initial condition δ n (t n ) = 0. This initial value problem can be integrated numerically by any one-step numerical integration method such as a Runge-Kutta method. We thus obtain a numerical approximation δ n+1 to δ n (t n+1 ). We recover a numerical approximation y n+1 to y n (t n+1 ) by taking
For a Runge-Kutta scheme the resulting method is called a Runge-Kutta method with local model (RKLM). Note that this approach is not a defect correction technique [20] [21] [22] . When applied to (15) and considering the explicit Euler method applied to (18) this procedure leads to what can also be called the exponential -explicit Euler method
which is not equivalent to the explicit Euler -exponential method (17) . This method also has the same properties of reducing to the standard explicit Euler method when A ≡ 0, of leading to the exact solution when d(t, y) ≡ 0, and of being of order one. Both methods (17) and (19) can also be interpreted as splitting methods, see below.
Unfortunately, even when the underlying RK scheme is symmetric the resulting RKLM is generally not symmetric. For example consider the midpoint rule applied to (18) and the problem (15) with d(t, y) ≡ b(t), we obtain
Exchanging y n+1 ↔ y n and h n ↔ −h n we obtain the adjoint method
which is clearly a different method. In this paper we will show how symmetry can still be preserved for an underlying RK scheme using an approach based on integrating the correction ODEs (18) , see the symmetrized Runge-Kutta methods with local model (SRKLM) of Section 6.
An approach related to methods based on correction is to consider splitting methods. For example one rewrites the system of ODEs (12) as
where d(t, y) := f (t, y) − g(t, y) and solve for g and d separately and not necessarily with identical methods. For example one can consider the order 1 splitting , u) , and G h (t, u) := (t, g h (t, u)) with g h (t, u) an approximation to v(t + h, t, u) the exact solution at t + h of dv/ dt = g(t, v). Taking g(t, y) = Ay, d h (t, v) := v + hd(t, v) and g h (t, u) := v(t + h, t, u) in (15) leads to the explicit Euler -exponential method (17) . Similarly, considering the order 1 splitting
for (15) one obtains the exponential -explicit Euler method (19) . To obtain methods of order 2 one can consider the Strang splitting
with d h and g h symmetric approximations. We will not discuss splitting methods in this paper, see, e.g., [1] for an introduction to splitting methods.
Symmetrized Runge-Kutta methods with local model (SRKLM)
As mentioned before, a RKLM based on the application of a standard symmetric RK scheme to the correction ODEs (18) is generally not symmetric. In this section we propose some new methods based on Runge-Kutta coefficients and correction ODEs preserving the symmetry of the underlying scheme. To simplify the notation we assume that n = 0, we consider the interval [t 0 , t 1 ], and we denote the stepsize by h := t 1 − t 0 . For the numerical procedure an initial/input value y 0 at t 0 is supposed to be given. We will define below a procedure to obtain the numerical value y 1 at t 1 . We define z 0 (t) and z 1 (t) as the exact solutions of (13) satisfying z 0 (t 0 ) = y 0 and z 1 (t 1 ) = y 1 respectively. First, let us consider the application of a Runge-Kutta method to the correction ODEs (18) with initial condition δ(t 0 ) := y 0 − z 0 (t 0 ) = 0. We obtain
where T j := t 0 + c j h. Rewritten in terms of the original y-variable y = z + δ we obtain the forward value y
To define y 1 we will need z 1 (t) which in turn depends on y 1 through the relation z 1 (t 1 ) = y 1 . To simplify the discussion we suppose for an instant that y 1 and therefore z 1 (t) are implicitly given. We can define the backward value y
Now we need an extra condition to determine y 1 . We take
and we call the resulting method (22) a symmetrized Runge-Kutta method with local model (SRKLM). This definition is motivated by Theorem 6 below. One important point is that an SRKLM method is symmetric when the underlying RK coefficients are symmetric.
For example consider the problem (15) with d(t, y) ≡ b(t) and the RK coefficients of the midpoint rule, the equation (22e) of the midpoint SRKLM gives
and which differs from (20) and (21). by (22e). We rewrite
Since y 0 = y(t 0 , t 1 , y(t 1 , t 0 , y 0 )), by a simple Taylor series expansion with respect to the third argument we get
Therefore, collecting the above estimates we obtain
For the third assertion, when g ≡ 0, we have z 0 (t) ≡ y 0 , z 1 (t) ≡ y 1 , and the SRKLM method (22) reads
The last three equations are equivalent to For the fourth assertion, when g ≡ f we have
Defining y(t) as the exact solution of (12) passing through y 0 at t 0 , it can be easily checked that the solution to the above equations is given by y 1 = = y(T i ) for i = 1, . . . , s, and that z 0 (t) = z 1 (t) = y(t) is satisfied.
Finally, it remains to prove the assertion on symmetry. Exchanging y 1 ↔ y 0 and h ↔ −h and t 0 ↔ t 1 in (22) we obtain the adjoint SRKLM equations
where T i := t 0 + (1 − c i )h for i = 1, . . . , s. By symmetry of the nodes c i we have T i = T s+1−i for i = 1, . . . , s. Using symmetry of the RK coefficients a ij and of the weights b j we obtain with ω := eB/(2mc) and holonomic constraint In Fig. 3 we plot the Hamiltonian error of (s, s)-Gauss-Lobatto SPARK methods (s = 1, 2) applied with constant stepsize h = 0.12 to this system. As expected for a symplectic integrator, we observe that the Hamiltonian error remains bounded and small over long-time intervals.
To illustrate the applicability of SRKLM methods we consider the basic example of the linear harmonic oscillator equations 0.2, y 2 (0) = 0.5. The midpoint SRKLM method, based on the midpoint rule, is applied to this problem with stepsize h = 0.2 T using the local model z 1 = z 2 , z 2 = −ρ 2 z 1 .
In Fig. 4 we plot the exact solution and the numerical solution obtained at a few points on the time interval [0, 1] . We see that the numerical solution jumps over several periods without losing track of the phase of the solution.
In Fig. 5 we plot the error in the Hamiltonian H(y 1 , y 2 ) = (ω 2 y 
