All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

The archaeon *Halobacterium salinarum* thrives in extremely salty environments (around 4M) using three bioenergetic processes: photosynthesis, respiration and fermentation of arginine. When sufficient light is available, it uses bacteriorhodopsin, a membrane-bound retinal protein which drives the only known non-chlorophyll photosynthetic system, to enhance the membrane potential (ΔΨ) \[[@pone.0151839.ref001]--[@pone.0151839.ref006]\]. In the absence of light, the respiratory pathway is used by the organism to enhance the membrane potential. It can also use the arginine pathway as an energy source \[[@pone.0151839.ref002], [@pone.0151839.ref007], [@pone.0151839.ref008]\]. Photosynthesis and respiration produce energy by enhancing the membrane potential which then drives phosphorylation, while fermentation of arginine produces energy by substrate level phosphorylation.

Compared to its photosynthetic pathway, much less attention has been devoted to its respiratory pathway. We therefore constructed a mathematical model of its respiration to help address this lag in knowledge. In particular, we endeavored to show that the known components of the respiratory pathway and the experimental data on bioenergetics taken within the last 30 years are consistent. We achieved this by showing that the diverse set of experimental data could be modeled by a single system of ordinary differential equations (ODEs). Some of the data are from photo-phosphorylation experiments, such as the maximum value of the proton motive force, the rate of membrane potential generation, and maximum internal ATP concentration. Our hypothesis that data on light-driven proton transport by bacteriorhodopsin can be used for modeling the respiratory pathway is in accordance with Mitchell's chemiosmotic theory that the coupling of ATP synthesis and the ion pumps is via the proton motive force.

The model we present consists of the following bioenergetic components: the ATP synthase, the sodium-proton antiport, the potassium uniport and the electron transport chain (ETC) ([Fig 1](#pone.0151839.g001){ref-type="fig"}). In [Fig 1](#pone.0151839.g001){ref-type="fig"}, we adopted the notation in \[[@pone.0151839.ref009]\] where the symbol X was used to denote the unknown electron donor in the electron transport chain. This unknown electron donor is one of the questions still to be answered regarding the respiration in this organism. Experiments in *H. salinarum* have indicated that NADH is not oxidized by a type I dehydrogenase but by a non-homologous type II NADH dehydrogenase incapable of proton translocation \[[@pone.0151839.ref010]\]. However, the conservation of eleven complex I subunits in the genome of *H. salinarum* with high levels of sequence similarity indicates that the complex is functional \[[@pone.0151839.ref009], [@pone.0151839.ref011]\]. This complex I analog lacks a NADH-specific acceptor module and thus it is possible that it actually accepts electrons from another donor molecule \[[@pone.0151839.ref009]\]. Hence, as also done in \[[@pone.0151839.ref009]\], we denoted the unknown electron donor as XH which is oxidized into X.

![Bioenergetic components of the respiratory model.\
The figure depicts the fluxes and variables of the oxidative phosphorylation model. The flux of the electron transport chain energizes the membrane which is used by the ATP synthase to create ATP. The potassium uniport creates a potassium gradient that can be used by the cell as a battery in darkness \[[@pone.0151839.ref003]\], while the sodium-proton antiport is used to regulate internal pH. X: unknown electron donor.](pone.0151839.g001){#pone.0151839.g001}

Although a number of mathematical models for mitochondrial respiration (see for example \[[@pone.0151839.ref012]--[@pone.0151839.ref016]\]) or respiration in prokaryotes \[[@pone.0151839.ref017]\] are available, our model is the first ODE-based model of respiration in *H. salinarum* whose parameters were fitted to experimental data. We have previously shown using Petri nets that the bioenergetic components of our model ([Fig 1](#pone.0151839.g001){ref-type="fig"}) constitute a basic set of processes in the respiratory pathway of *H. salinarum* \[[@pone.0151839.ref018]\]. The Petri net model in \[[@pone.0151839.ref018]\] was discrete and time-independent. The ODE model, on the other hand, can simultaneously capture the dynamic changes of the different components of the respiratory pathway, and hence can be used as a tool for testing hypotheses regarding how each bioenergetic component can impact the dynamics of the whole system. The model can also be used as a basic model upon which more complicated models can be built by adding other bioenergetic components.

The sodium-proton antiport is an important component of the bioenergetic system since it regulates the internal pH and salt concentrations. Furthermore, it has been shown that the potassium ions that enter the cell via the potassium uniport are charged balanced by the release of sodium ions \[[@pone.0151839.ref003]\]. Thus, the antiport plays a role in building the potassium gradient which can be used as a battery in darkness to charge the membrane \[[@pone.0151839.ref003]\]. Although it has been previously claimed that the sodium-proton antiport in *H. salinarum* is electrogenic \[[@pone.0151839.ref019], [@pone.0151839.ref020]\], to date the stoichiometry of the antiport has not been determined, either from biochemical studies or from genome sequence analysis. Therefore, we constructed two models, one with an electrogenic antiport and another with an electroneutral antiport. By performing simulations of each model, we were able to study the impact of electrogenicity of the antiport on the bioenergetics of *H. salinarum*.

We also present a resource for bioenergetics modeling in *H. salinarum* by summarizing quantitative cellular measurements and calculating the basic building blocks of the cell. These values are necessary in quantitative modeling to convert different bioenergetics measurements such as nmol ATP/mg protein to mmol ATP/kg water.

Results and Discussion {#sec002}
======================

Electrogenic and electroneutral models of respiration in *H. salinarum* {#sec003}
-----------------------------------------------------------------------

The mathematical model was based on the bioenergetic processes involved in oxidative phosphorylation of *H. salinarum* (see [Fig 1](#pone.0151839.g001){ref-type="fig"}). The electron transport chain involves a series of reactions whose net effect is to pump protons outside the membrane, resulting in the enhancement of the proton motive force (pmf). The reaction flux of the ETC was denoted by *J*~*ETCP*~ in [Fig 1](#pone.0151839.g001){ref-type="fig"}. Another component is the ATP synthase which uses the pmf to translocate protons from the outer to the inner side the membrane, and in the process drives ATP-synthesis ([Fig 1](#pone.0151839.g001){ref-type="fig"}, *J*~*ATPS*~). We also included the potassium uniport in the model, which uses the pmf to drive potassium ions inside the cell ([Fig 1](#pone.0151839.g001){ref-type="fig"}, *J*~*K*~). The importance of the potassium uniport in bioenergetics was discovered in \[[@pone.0151839.ref003]\] where it was shown that the potassium gradient created by the uniport can be used as a battery to enhance the membrane potential. The sodium-proton antiport ([Fig 1](#pone.0151839.g001){ref-type="fig"}, *J*~*NaH*~) regulates the internal pH and is one mechanism used by the microbe to survive in extremely salty environment \[[@pone.0151839.ref021]\]. The final process that we considered in the model was the consumption of ATP via non-vectorial substrate hydrolysis, i.e., not via the reversal of the ATP synthase ([Fig 1](#pone.0151839.g001){ref-type="fig"}, *J*~*ATPuse*~). Only oxidative phosphorylation of the organism under darkness was considered and hence light-driven processes such as the ion pumping of bacteriorhodopsin and halorhodopsin were not included. Furthermore, ionophores and ion leaks were not explicitly modeled. The pathway in [Fig 1](#pone.0151839.g001){ref-type="fig"} contains the components we deemed necessary to achieve our goal of explaining data on oxygen consumption, dynamics of ATP synthesis and the enhancement of the proton motive force.

The model consists of five differential equations that model the rate of change of the concentrations of five *dependent variables*: $\left\lbrack \text{H}_{\text{i}}^{+} \right\rbrack$, $\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack$, $\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack$, \[ATP\] and ΔΨ (see [Table 1](#pone.0151839.t001){ref-type="table"} for a description of the variables). The model also includes variables that remain constant throughout the simulation, denoted as *independent variables*, and can be used as input to change properties of the system ([Table 1](#pone.0151839.t001){ref-type="table"}). Finally, the model includes *algebraic variables* which are expressed in terms of the dependent and independent variables and which have physical interpretation ([Table 1](#pone.0151839.t001){ref-type="table"}, Methods).

10.1371/journal.pone.0151839.t001

###### The model variables.

![](pone.0151839.t001){#pone.0151839.t001g}

  Variable                         Description                                       Units        Equation number or Constant Value
  -------------------------------- ------------------------------------------------- ------------ ---------------------------------------------------------------------------------------------------------------
  Dependent Variables                                                                             
  \[$\text{H}_{\text{i}}^{+}$\]    intracellular proton concentration                mol/liter    [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"}
  \[ATP\]                          intracellular ATP concentration                   mol/liter    [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"}
  \[$\text{K}_{\text{i}}^{+}$\]    intracellular potassium concentration             mol/liter    [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"}
  \[$\text{Na}_{\text{i}}^{+}$\]   intracellular sodium concentration                mol/liter    [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"}
  ΔΨ                               membrane potential                                volts        Eqs ([1](#pone.0151839.e010){ref-type="disp-formula"}) and ([2](#pone.0151839.e014){ref-type="disp-formula"})
  Independent Variables                                                                           
  \[P~i~\]                         intracellular inorganic phosphate concentration   mol/liter    0.035 mol/liter
  \[O~2~\]                         intracellular oxygen concentration                mol/liter    0.1080 mol/liter
  \[A~tot~\]                       fixed sum of \[ATP\] and \[ADP\]                  mol/liter    0.0023 mol/liter
  \[XH\]                           electron donors                                   mol/liter    5.8824 × 10^−3^ mol/liter
  \[ATPS\]                         ATP synthase concentration                        mol/liter    4.9816 × 10^−5^ mol/liter
  \[ETCP\]                         combined concentration of complexes III and IV    mol/liter    6.6422 × 10^−5^ mol/liter
  Algebraic Variables                                                                             
  \[$\text{H}_{\text{o}}^{+}$\]    extracellular proton concentration                mol/liter    [Eq (3)](#pone.0151839.e026){ref-type="disp-formula"}
  \[$\text{K}_{\text{o}}^{+}$\]    extracellular potassium concentration             mol/liter    [Eq (4)](#pone.0151839.e027){ref-type="disp-formula"}
  \[$\text{Na}_{\text{o}}^{+}$\]   extracellular sodium concentration                mol/liter    [Eq (5)](#pone.0151839.e028){ref-type="disp-formula"}
  pmf                              proton motive force                               volts        [Eq (6)](#pone.0151839.e029){ref-type="disp-formula"}
  Δ*μ*~H^+^~                       free energy to transfer a mole of protons         joules/mol   [Eq (8)](#pone.0151839.e031){ref-type="disp-formula"}
  Δ*μ*~K^+^~                       free energy to transfer a mole of potassium       joules/mol   [Eq (11)](#pone.0151839.e040){ref-type="disp-formula"}
  Δ*μ*~Na^+^~                      free energy to transfer a mole of sodium          joules/mol   [Eq (10)](#pone.0151839.e039){ref-type="disp-formula"}
  ΔpH                              pH gradient                                                    [Eq (7)](#pone.0151839.e030){ref-type="disp-formula"}
  ΔpNa                             Na^+^ gradient                                                 [Eq (9)](#pone.0151839.e038){ref-type="disp-formula"}
  ΔpK                              K^+^ gradient                                                  [Eq (12)](#pone.0151839.e041){ref-type="disp-formula"}
  \[ADP\]                          cellular ADP concentration                        mol/liter    \[A~tot~\]- \[ATP\]

The units of the model variables, and the equations which define them, are given in the last two columns. The dependent variables are modeled by differential equations, the independent variables have fixed values, and the algebraic variables are expressed in terms of the dependent and independent variables. The derivation of the constant values of the independent variables are given in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}.

To create the system of differential equations, the fluxes of the reactions in [Fig 1](#pone.0151839.g001){ref-type="fig"} were expressed in terms of the variables, and then the rate of change of each dependent variable was modeled as the net sum of the reactions which affect that variable. Each flux associated with a variable either increases or decreases the rate of that variable. The details of how we modeled each flux are given in Methods. Since one application of our model is to perform an analysis of the electrogenicity of the sodium-proton antiport in *H. salinarum*, we created two models, one where the sodium-proton antiporter exchanges one sodium ion with one proton, and the other includes the ratio of proton to sodium ions as a parameter to be estimated. The electroneutral (EN) model is given by the following system of differential equations $$\begin{array}{rcl}
\frac{d\left\lbrack H_{i}^{+} \right\rbrack}{dt} & = & {n_{\text{syn}}J_{ATPS} + J_{NaH}^{n} - J_{ETCP}} \\
\frac{d\left\lbrack \text{ATP} \right\rbrack}{dt} & = & {J_{ATPS} - J_{ATPuse}} \\
\frac{d\left\lbrack K_{i}^{+} \right\rbrack}{dt} & = & J_{K} \\
\frac{d\left\lbrack \text{Na}_{i}^{+} \right\rbrack}{dt} & = & {- J_{NaH}^{n}} \\
\frac{d\Delta\Psi}{dt} & = & {\beta_{mempot}\left( J_{ETCP} - n_{\text{syn}}J_{ATPS} - J_{K} \right)\mspace{720mu}.} \\
\end{array}$$ The fixed parameter *n*~syn~ denotes the number of protons involved in the phosphorylation of one molecule of ADP by the ATP synthase, and *β*~*mempot*~ is a parameter to be estimated (see [Methods](#sec011){ref-type="sec"}). For the model with an electrogenic sodium-proton antiporter (EG), the differential equations for \[ATP\], $\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack$ and $\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack$ are of the same form as in [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"}, except that the flux expression for the sodium-proton antiporter is different since it is driven by both the pH gradient and the membrane potential (Methods). Furthermore, the rate of change of the protons ($d\left\lbrack \text{H}_{\text{i}}^{+} \right\rbrack/dt$) and membrane potential (*d*ΔΨ/*dt*) are now affected by the flux from the antiport, and the equations are given below $$\begin{array}{rcl}
\frac{d\left\lbrack H_{i}^{+} \right\rbrack}{dt} & = & {n_{\text{syn}}J_{ATPS} + n_{NaH}J_{NaH}^{e} - J_{ETCP}} \\
\frac{d\Delta\Psi}{dt} & = & {\beta_{mempot}\left( J_{ETCP} - n_{\text{syn}}J_{ATPS} - J_{K} - \left( n_{NaH} - 1 \right)J_{NaH}^{e} \right)\mspace{720mu}.} \\
\end{array}$$ The parameter *n*~*NaH*~ denotes the electrogenic antiporter ratio of protons to sodium ions. In Eqs ([1](#pone.0151839.e010){ref-type="disp-formula"}) and ([2](#pone.0151839.e014){ref-type="disp-formula"}), we used the superscripts *n* and *e* to identify the fluxes that differ between the two models (*n* for electroneutral, *e* for electrogenic). The models include unknown parameters (8 for the electroneutral model and 9 for electrogenic model) which were estimated from data (see [Methods](#sec011){ref-type="sec"}).

Parameter estimation yields models that explain data {#sec004}
----------------------------------------------------

We estimated the values of the model parameter [Eq (1)](#pone.0151839.e010){ref-type="disp-formula"} by minimizing a cost function that measures the difference between model output and experimental data (Methods; [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}). All experimental data were taken from the literature (see [Methods](#sec011){ref-type="sec"}). To minimize [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}, we used two optimization algorithms: the Nelder Mead algorithm provided in Matlab (`fminsearch`) and a Matlab implementation of simulated annealing (J. Vandekerckhove, Matlab Central). These algorithms required an initial guess for the parameter values for which we supplied two sets: for the first set, all parameter values were taken to be one and for the second set, we performed intensive manual search to obtain a set of parameters that provided a correct qualitative behavior of the model (Methods). Note also that initial conditions of the 5 dependent variables have to be provided to the numerical ODE solver that is called by the optimization algorithms and our derivation of the initial conditions are given in the Methods section.

### Electroneutral Model {#sec005}

The best parameter set we obtained for the electroneutral model (set EN5 in [Table 2](#pone.0151839.t002){ref-type="table"}) predicted that ATP reaches the maximum intracellular concentration of around 2.2 mmol/liter ([Fig 2](#pone.0151839.g002){ref-type="fig"}, lines labeled (EN)). This maximum ATP value was converted to 7.5 nmol/mg protein using our scripts for unit conversion (for details see [Methods](#sec011){ref-type="sec"}, [S1 File](#pone.0151839.s001){ref-type="supplementary-material"} and Matlab scripts for conversion provided in [S1 Matlab Code](#pone.0151839.s002){ref-type="supplementary-material"}). Our maximum ATP value was consistent with previous measurements \[[@pone.0151839.ref001]\], and was attained in 3.6 seconds. Hence the net rate of ATP production is 2.1 nmol ATP/second/mg protein (note that this is not the rate of ATP synthesis but net ATP production rate). This rate is about 5.7 times faster than the experimentally measured maximum rate of phosphorylation under illumination (0.37 nmol ATP/second/mg protein; see Fig 2 in \[[@pone.0151839.ref001]\]). One possible source of the difference is that in \[[@pone.0151839.ref001]\], the rate was measured at a high light intensity of 25 mW/cm^2^ without oxygen, and hence the ATP synthase was rate limiting (i.e., it is at its maximum catalytic activity) and ATP synthase regulation could play a role in the experiments, which was not modeled in this study. Another possible reason is that our model did not take into account enzyme saturation kinetics.

10.1371/journal.pone.0151839.t002

###### Parameter estimation results for the electroneutral model.

![](pone.0151839.t002){#pone.0151839.t002g}

                                                                 EN1     EN2              EN3              EN4             EN5
  -------------------------------------------------------------- ------- ---------------- ---------------- --------------- ----------------
  *β*~*ATPS*~                                                    1.310   0.020            0.017            0.020           0.042
  *γ*~*ATPS*,*ADP*~                                              0.525   0.090            0.123            0.375           0.174
  *β*~*ETCP*~                                                    0.732   0.046            0.048            0.101           0.085
  *γ*~*ETCP*,*pmf*~                                              0.679   0.180            0.175            0.235           0.355
  *α*~*NaH*~                                                     1.562   0.800            0.240            0.692           3.693 × 10^−4^
  *α*~*K*~                                                       0.971   1.500 × 10^−8^   1.400 × 10^−8^   0.203           0.601
  *α*~*ATPuse*~                                                  0.911   0.600            0.771            0.888           0.779
  *β*~*mempot*~                                                  0.870   1.000 × 10^2^    1.055 × 10^2^    1.002 × 10^2^   1.056 × 10^2^
  Cost, [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}   0.314   0.631            0.041            0.255           0.193

Set EN1: parameter values obtained using simulated annealing with a vector of ones provided as initial guess. Set EN2: manually obtained (via trial and error) parameter values to be used as initial guess. Sets EN3 and EN4: refinement of the manually obtained parameters using two optimization algorithms, Nelder Mead and Simulated Annealing, respectively. Set EN5: the best set of parameter values for the electroneutral model was obtained by performing another round of optimization on set EN3 using Simulated Annealing. Set EN5 was used for the model output in Figs [2](#pone.0151839.g002){ref-type="fig"} to [4](#pone.0151839.g004){ref-type="fig"}.

![Model output for intracellular ATP and ADP concentrations.\
Lines labeled EN: electroneutral model using set EN5 in [Table 2](#pone.0151839.t002){ref-type="table"}. Lines labeled EG: electrogenic model using parameter set EG1 in [Table 3](#pone.0151839.t003){ref-type="table"}.](pone.0151839.g002){#pone.0151839.g002}

The model output for potassium uptake and sodium release during one hour followed the measurements in \[[@pone.0151839.ref003]\] ([Fig 3](#pone.0151839.g003){ref-type="fig"}, lines labeled (EN)).

![Model output for intracellular potassium and sodium ions.\
Triangles: experimental data from \[[@pone.0151839.ref003]\]. Lines labeled EN: electroneutral model using set EN5 in [Table 2](#pone.0151839.t002){ref-type="table"}. Lines labeled EG: electrogenic model using parameter set EG1 in [Table 3](#pone.0151839.t003){ref-type="table"}.](pone.0151839.g003){#pone.0151839.g003}

The dynamics of the membrane potential, 58ΔpH (this is ΔpH converted to mV for comparison with pmf and ΔΨ) and their sum (pmf) were plotted for a short time interval of 1 × 10^−4^ seconds ([Fig 4A](#pone.0151839.g004){ref-type="fig"}) and for a longer time interval of 5 hours at which the values were almost at the steady state ([Fig 4B](#pone.0151839.g004){ref-type="fig"}). In photo-phosphorylation studies, bacteriorhodopsin was found to energize the membrane to its maximum potential within milliseconds \[[@pone.0151839.ref004], [@pone.0151839.ref022]\]. This rate has not been experimentally measured in oxidative phosphorylation. The proton motive force, ΔΨ and 58ΔpH of the electroneutral model showed a rapid increase in values (initial time points in [Fig 4A](#pone.0151839.g004){ref-type="fig"}) followed by a slow increase in values. After reaching the maximum value for 58ΔpH (at around 5.4 seconds in [Fig 4B](#pone.0151839.g004){ref-type="fig"}), the membrane potential continued a slow increase while 58ΔpH showed a slow decrease. We re-plotted [Fig 4](#pone.0151839.g004){ref-type="fig"} in logarithmic scale and found that ΔΨ had a jump at *t* = 6 × 10^−7^ and 58ΔpH had a jump at *t* = 6 × 10^−5^ (Fig A in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}). At the last time point in [Fig 4A](#pone.0151839.g004){ref-type="fig"}, these rapid jumps have contributed to 87% of the pmf. These dynamics were very fast compared to the measured time it takes bacteriorhodopsin to energize the pmf (milliseconds). When the measurement of the time it takes the pmf to be maximally energized by the respiratory pathway becomes available, then it would be possible to re-estimate model parameters that would fit this correct time for the rapid jump in pmf. Since this is currently not a goal in our study, we decided not to search for parameters that would take a longer time to reach the jump in the values of ΔΨ and 58ΔpH.

![Model output for the proton motive force (pmf), ΔΨ and ΔpH.\
The dynamics of the variables are plotted for a short interval (A) and a long interval (B). Lines labeled EN: electroneutral model using set EN5 in [Table 2](#pone.0151839.t002){ref-type="table"}. Lines labeled EG: electrogenic model using parameter set EG1 in [Table 3](#pone.0151839.t003){ref-type="table"}. 58ΔpH: ΔpH converted to mV for comparison with ΔΨ and pmf. At the last time point in (A), the electroneutral model has reached the following percentage of the steady state values: 87% of the pmf, 89% of ΔΨ and 80% of 58ΔpH, while the electrogenic model has reached 92% of the pmf, 96% of ΔΨ and 86% of 58ΔpH. The short interval (A) was plotted in logarithmic scale in Fig A in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"} to show when the jumps in values occurred.](pone.0151839.g004){#pone.0151839.g004}

The maximum pmf of the model using parameter set EN5 was less than 200 mV ([Fig 4](#pone.0151839.g004){ref-type="fig"}, lines labeled (EN)), which was lower than the experimentally measured maximum value of 280 mV attained via bacteriorhodopsin \[[@pone.0151839.ref004]\]. To determine if the model could achieve a higher pmf, we performed additional numerical estimation computations and found parameter sets EN2, EN3 and EN4 ([Table 2](#pone.0151839.t002){ref-type="table"}) that yielded a maximum pmf near 280 mV (Figs C, D and E in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}). However the better fit to the maximum pmf (compared to parameter set EN5) resulted in a poorer fit to $\text{Na}_{\text{i}}^{+}$ and $\text{K}_{\text{i}}^{+}$ (Figs C, D and E in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}).

Our model exhibited the following observed behavior of bacteriorhodopsin-driven pmf dynamics observed in Ref \[[@pone.0151839.ref004], Fig 2\]): (i) after the maximum membrane potential has been reached, the sum of the membrane potential and ΔpH remains constant, and (ii) although their sum is constant, the membrane potential and 58ΔpH continues to vary ([Fig 4B](#pone.0151839.g004){ref-type="fig"}). However, the concavity of our model was opposite to the observation in \[[@pone.0151839.ref004]\]---the model's membrane potential was concave down while 58ΔpH was concave up. Note that the measurements in \[[@pone.0151839.ref004]\] were done without oxygen over a 15 minute period. It is possible that there is a difference of the time dependence of the membrane potential used by proton translocating processes and other ion translocating processes between respiration without light and light-driven phosphorylation without oxygen. Such a difference could cause the opposite concavity of our model. Another possible simpler explanation of the opposite concavity is that some bioenergetic components were not included in our model.

A more pronounced decrease in membrane potential and increase in ΔpH was exhibited by our model (parameter sets EN2 and EN3; Figs C and D in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}), although the concavity was still opposite experimental measurements.

### Electrogenic Model {#sec006}

For the respiratory system with an electrogenic antiporter, we performed the same parameter estimation strategy as in the electroneutral model (Methods). We chose parameter set EG1 from [Table 3](#pone.0151839.t003){ref-type="table"} to plot the model output (Figs [2](#pone.0151839.g002){ref-type="fig"} to [4](#pone.0151839.g004){ref-type="fig"}). The electrogenic model achieved the same steady state ATP and ADP concentrations as the electroneutral model, but with a higher rate of production ([Fig 2](#pone.0151839.g002){ref-type="fig"}). It achieved a higher maximal value of pmf, with dynamics comparable to the electroneutral model (Fig A in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}), but it did not exhibit the decrease in membrane potential and increase in 58ΔpH ([Fig 4](#pone.0151839.g004){ref-type="fig"}). Parameter sets EG2 and EG3 show that the electrogenic model is potentially capable of exhibiting the experimentally observed phenomenon that the sum of the membrane potential and 58ΔpH remains constant after a transient interval (Figs H and I in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}; and note that the value of pmf has a discontinuity or jump in Fig H around *t* = 1 hr). These results only give confidence to the capability of the model to exhibit this phenomenon, but the parameter values themselves are not physically meaningful since although the pmf remained within 280 mV, the non-steady state values of 58ΔpH reached negative voltages, while the membrane potential increased beyond experimentally measured values.

10.1371/journal.pone.0151839.t003

###### Parameter estimation results for the electrogenic model.

![](pone.0151839.t003){#pone.0151839.t003g}

                                                                 EG1     EG2              EG3              EG4             EG5
  -------------------------------------------------------------- ------- ---------------- ---------------- --------------- ---------------
  *β*~*ATPS*~                                                    0.835   0.020            0.018            0.027           0.106
  *γ*~*ATPS*,*ADP*~                                              0.477   0.090            0.108            0.204           0.207
  *β*~*ETCP*~                                                    1.089   0.046            0.054            0.019           0.018
  *γ*~*ETCP*,*pmf*~                                              0.635   0.180            0.180            0.154           0.224
  *α*~*NaH*~                                                     1.088   0.800            0.988            0.997           1.055
  *α*~*K*~                                                       1.152   1.500 × 10^−8^   7.353 × 10^−9^   0.117           0.139
  *α*~*ATPuse*~                                                  1.019   0.600            0.868            0.493           0.809
  *β*~*mempot*~                                                  0.754   1.000 × 10^2^    1.022 × 10^2^    9.944 × 10^1^   1.025 × 10^2^
  *n*~NaH~                                                       0.76    2.0              1.54             1.90            1.45
  Cost, [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}   0.184   0.720            0.023            0.295           0.320

Sets EG1-EG5 were obtained using the same parameter estimation strategy as for sets EN1-EN5, respectively, of the electroneutral model. Set EG1 was used for the model output in Figs [2](#pone.0151839.g002){ref-type="fig"} to [4](#pone.0151839.g004){ref-type="fig"}.

The sodium and potassium ions of the electrogenic model showed different dynamics than the electroneutral model and achieved a lower level of $\text{K}_{\text{i}}^{+}$ and a higher level of $\text{Na}_{\text{i}}^{+}$ ([Fig 3](#pone.0151839.g003){ref-type="fig"}). We were able to find a set of parameters that could fit $\text{Na}_{\text{i}}^{+}$ and $\text{K}_{\text{i}}^{+}$ well (parameter set EG5, Fig K in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}), but the parameter values were not physically meaningful since the model yielded negative 58ΔpH values. As in our conclusion above, this validates the capability of the model to fit the sodium and potassium data, although we will not use these parameters in other analyses as they are not physically meaningful.

Parameter set EG1, which was the only set we found that could model the data, had a proton to sodium ratio of 0.76 ([Table 3](#pone.0151839.t003){ref-type="table"}). This is opposite to the expected ratio of greater than one. We performed more numerical calculations to obtain an electrogenic model with ratio \>1 that could fit the data, including other optimization algorithms (genetic algorithms and Newton-type gradient based algorithms), however, all failed to converge (data not shown). We believe that instead of implying that an electrogenic antiport has a ratio less than one, this result has implications about modeling an electrogenic system: an electrogenic system is more sensitive than an electroneutral system to processes that affect the pmf. This is supported by our result below in parameter sensitivity analysis which showed that the electrogenic model is 5 orders of magnitude more sensitive to the proton to sodium ratio than the other model parameters (see parameter sensitivity result below).

Estimation of consumed oxygen {#sec007}
-----------------------------

To estimate the amount of consumed oxygen, we used the flux of protons through the electron transport chain given by *J*~*ETCP*~. Although the individual stoichiometry of the proton translocating processes in the respiratory chain of *H. salinarum* is still unknown, data from bulk measurements indicate an approximate value of around 10 protons per O~2~ \[[@pone.0151839.ref023]\]. We thus used this ratio and computed the amount of consumed oxygen by integrating the flux *J*~*ETCP*~ with respect to time. Oxygen consumption in *H. salinarum* has been measured in \[[@pone.0151839.ref024]\], where it was found that oxygen consumption was constant, both in the absence or presence of light (but with lower consumption rate in light). We compared our model output with the consumed oxygen data (see [S1 File](#pone.0151839.s001){ref-type="supplementary-material"} for details on how we converted the experimental data to agree with the model units), and plotted the results in [Fig 5](#pone.0151839.g005){ref-type="fig"}. Due to the rapid stabilization of the pmf, *J*~*ETCP*~ rapidly decreased its value, hence its integral was linear. The electroneutral and electrogenic models showed slower oxygen consumption than experimental data, but the values were still within physiological ranges. A possible explanation that could contribute to the lower oxygen consumption of the model was that oxygen was only used for ATP production and we did not take into account uncoupled respiration (independent of pmf).

![Model output for oxygen consumption.\
Oxygen consumption of the electroneutral model using parameter set EN5 and electrogenic model using parameter set EG1. Data taken from \[[@pone.0151839.ref024]\].](pone.0151839.g005){#pone.0151839.g005}

Cellular parameters of *H. salinarum* {#sec008}
-------------------------------------

During the process of setting up the mathematical model, we had to gather data on the cellular parameters of *H. salinarum*, e.g., number of cells in a 1 mL suspension, individual cell volume, volume of water, salt and organic material in a cell. Given a 1 mL cell suspension at 1 OD, we computed the components of the suspension (salt, water, protein, no. of cells, etc.) both by volume and by mass ([Fig 6A and 6B](#pone.0151839.g006){ref-type="fig"}). For each individual cell, we computed the components by mass and by volume ([Fig 6C and 6D](#pone.0151839.g006){ref-type="fig"}). The details of how we derived these values are presented in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}. These values can be used as a resource when working on quantitative models of *H. salinarum*. In our case, we used these cellular and medium properties to convert experimental data from different cellular concentration units, since in *H. salinarum* bioenergetics experiments, the concentrations of the substances had been reported using different units (e.g., mmol substance/kg water, or nmol/liter, or nmol/mg protein). We provide a set of Matlab scripts that can be used to perform conversion of different concentration units ([S1 Matlab Code](#pone.0151839.s002){ref-type="supplementary-material"}).

![The building blocks of a cell obtained by harmonizing the different data gathered from literature \[[@pone.0151839.ref025], [@pone.0151839.ref026]\].\
A 1 ml OD cell suspension contains 1.81 *μ*L cell pellet and 1.36 × 10^9^ halobacterial cells. (A) The 1.81 *μ*L cell pellet consists of 0.47 *μ*L cellular organic material, 0.45 *μ*L cellular basal salt and 0.89 *μ*L inter-cellular basal salt. The total cell volume (1.36 *μ*L from the sum of organic material and cellular basal salt) contains 0.80 *μ*L water. (B) Using a buoyant density of 1.2 mg/mL for the cells \[[@pone.0151839.ref025], [@pone.0151839.ref026]\], the 1.36 *μ*L cell volume is 1.63 *μ*g. This consists of 0.80 *μ*g water and other components. (C) Assuming that a cell pellet contains 1.36 × 10^9^ halobacterial cells, then an individual cell has a mass of 1.2 pg. (D) The components by volume of a cell is given. See [S1 File](#pone.0151839.s001){ref-type="supplementary-material"} for more details. Units: *μ*L = micro liters, pg = pico grams, fL = femto liters.](pone.0151839.g006){#pone.0151839.g006}

Parameter Sensitivity Analysis and Parameter Ranking {#sec009}
----------------------------------------------------

Parameter sensitivity analysis of the model, which quantifies the response of the model output to minute perturbations in the model parameters and initial conditions, can be performed using steady state or time-dependent methods. In this study, we performed time-dependent parameter sensitivity analysis where we computed the response of the system to infinitesimal perturbations in parameter values at each time instance \[[@pone.0151839.ref027]\]. In order to rank the parameters according to their sensitivity, we computed the Fisher Information Matrix (FIM) (see [Methods](#sec011){ref-type="sec"}).

The electrogenic model shows a very high sensitivity to the ratio of the proton to sodium ions. The ratio parameter *n*~*NaH*~ of the electrogenic model has an FIM value of 5.48 × 10^20^, while the other 8 parameters, for both the electroneutral and electrogenic models, have FIM values that range between 8.19 × 10^9^ to 3.65 × 10^15^ ([Table 4](#pone.0151839.t004){ref-type="table"}). These other 8 parameters are common between the electroneutral and electrogenic models, and for each parameter, the difference between the two models is less than 2 orders of magnitue ([Table 4](#pone.0151839.t004){ref-type="table"}). In contrast, the electrogenic model is at least 5 orders of magnitude more sensitive to *n*~*NaH*~ than the 8 common parameters. This result supports our observation above that the electrogenic model is sensitive to processes that affect pmf generation, which is probably one reason that explain the difficulties we encountered in fitting the electrogenic model to data. We calculated the parameter sensitivities of the models using the other parameter sets and an even higher sensitivity of the electrogenic model to parameter *n*~*NaH*~ was found (Tables A and B in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}).

10.1371/journal.pone.0151839.t004

###### Parameter sensitivities.

![](pone.0151839.t004){#pone.0151839.t004g}

  Rank   Electroneutral      Electrogenic                        
  ------ ------------------- --------------- ------------------- ---------------
  1      *γ*~*ETCP*,*pmf*~   5.95 × 10^15^   *n*~*NaH*~          5.48 × 10^20^
  2      *γ*~*ATPS*,*ADP*~   3.65 × 10^15^   *γ*~*ETCP*,*pmf*~   1.99 × 10^15^
  3      *β*~*ETCP*~         2.36 × 10^15^   *γ*~*ATPS*,*ADP*~   1.81 × 10^15^
  4      *β*~*ATPS*~         2.34 × 10^15^   *β*~*ATPS*~         4.22 × 10^14^
  5      *α*~*ATPuse*~       6.47 × 10^13^   *β*~*ETCP*~         4.14 × 10^14^
  6      *α*~*K*~            2.03 × 10^13^   *α*~*ATPuse*~       8.46 × 10^13^
  7      *α*~*NaH*~          2.75 × 10^12^   *α*~*NaH*~          7.01 × 10^11^
  8      *β*~*mempot*~       8.19 × 10^9^    *α*~*K*~            4.48 × 10^10^
  9      −                   −               *β*~*mempot*~       1.77 × 10^10^

The parameter sensitivities (FIM) obtained from [Eq (27)](#pone.0151839.e067){ref-type="disp-formula"}. The nominal parameter values were Set EN5 for the electroneutral model and Set EG1 for the electrogenic model.

Conclusions {#sec010}
===========

We have shown that the respiratory pathway of *H. salinarum* can be modeled using a simple set of differential equations that fit experimental data from various experimental conditions. This confirms our hypothesis that the knowledge on the bioenergetics of this organism gained within the last 30 years is consistent. The model we presented can now be combined with other bioenergetic processes such as light-driven phosphorylation or fermentation of arginine. In particular, it can be combined with the model we have previously presented on membrane potential generation of bacteriorhodopsin \[[@pone.0151839.ref028]\]. An interesting outcome of such a combined model is to study the inhibition of respiration by photo-phosphorylation and to compare the results with data from \[[@pone.0151839.ref024]\].

A detailed network of the respiratory pathway of *H. salinarum* has been proposed in \[[@pone.0151839.ref009]\]. However, their network did not include the sodium-proton antiport and the potassium uniport and moreover, they did not consider an ODE model of the respiratory pathway. Another detailed respiratory pathway was presented in \[[@pone.0151839.ref017]\], but only steady state analysis was performed, the model did not include the sodium-proton antiport and potassium uniport, and the steady state parameters were optimized for purple non-sulfur bacteria. In our model, we did not incorporate all component details of the pathways in \[[@pone.0151839.ref009]\] and \[[@pone.0151839.ref017]\] as these would lead to an intractable parameter estimation problem. As one extension of our study is to embed the model within larger bioenergetic systems, then the use of only the main respiratory components is important as its incorporation within a larger model would necessitate a new round of parameter estimation calculations. We have previously performed a discrete Petri net analysis (where the variables have discrete values and the system does not evolve in time) in \[[@pone.0151839.ref018]\] and our results here validate our findings therein that the bioenergetic components we considered in this model constitute a basic set of oxidative processes for *H. salinarum*.

The limited agreement of our model with experimental data on oxygen consumption ([Fig 5](#pone.0151839.g005){ref-type="fig"}) provides an independent validation for our model. We did not explicitly incorporate oxygen consumption in the model, and only calculated oxygen consumption after the parameters were already estimated. Another independent validation of our model is its ability to model the phenomenon of constant sum of ΔΨ and 58ΔpH \[[@pone.0151839.ref004]\]; this property was not explicitly enforced in the model.

One shortcoming of the model is the inability to exhibit the correct concavity of the time courses for 58ΔpH and ΔΨ ([Fig 4](#pone.0151839.g004){ref-type="fig"}). Although we hypothesized that a possible explanation is the difference of the time dependence of the membrane potential used by other ion translocating processes between aerobic and anaerobic light conditions, it is also possible that other bioenergetics components, including other ion transporters could be necessary to correctly model concavity. This issue will be addressed in future work.

The shortcomings of the electrogenic model that we have mentioned above (the best parameter EG1 showed poor fit to $\text{Na}_{\text{i}}^{+}$ and $\text{K}_{\text{i}}^{+}$ data, no increase of pmf and increase of 58ΔpH, proton/sodium ratio \<1) are most likely due to the inherent numerical difficulty in performing parameter estimation on the electrogenic model. The electrogenic model is 5 orders of magnitude more sensitive to the proton/sodium ratio than other model parameters. Hence, we do not make the conclusion at this point that an electroneutral model is able to fit the data better than the electrogenic model. What we have shown from the parameter sets we obtained (from both electrogenic and electroneutral models) is that the mathematical representation of the model has the correct network interactions to be consistent with experimental data. To answer the electrogenicity of the antiport using our model, data on membrane potential and ΔpH generation driven solely by respiration is needed, which is not within the scope of this study.

Methods {#sec011}
=======

Model Formulation {#sec012}
-----------------

In this section we provide the details of our derivation of the mathematical expressions of the fluxes in [Fig 1](#pone.0151839.g001){ref-type="fig"} and Eqs ([1](#pone.0151839.e010){ref-type="disp-formula"}) and ([2](#pone.0151839.e014){ref-type="disp-formula"}).

### Algebraic Variables {#sec013}

We describe the mathematical expressions for the algebraic variables in [Table 1](#pone.0151839.t001){ref-type="table"}. We model a 1 ml suspension with 1 OD cells and we assume that the total concentration of proton, sodium and potassium ions are constant, which we denote respectively as H~tot~, K~tot~ and Na~tot~. Thus, given the individual cellular concentration of $\text{H}_{\text{i}}^{+}$, $\text{K}_{\text{i}}^{+}$, and $\text{Na}_{\text{i}}^{+}$, we compute the extracellular concentrations as $$\begin{array}{rcl}
\left\lbrack \text{H}_{\text{o}}^{+} \right\rbrack & = & {\left( \text{H}_{\text{tot}} - \left\lbrack \text{H}_{\text{i}}^{+} \right\rbrack a_{1} \right)/a_{2}} \\
\end{array}$$ $$\begin{array}{rcl}
\left\lbrack \text{K}_{\text{o}}^{+} \right\rbrack & = & {\left( \text{K}_{\text{tot}} - \left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack a_{1} \right)/a_{2}} \\
\end{array}$$ $$\begin{array}{rcl}
\left\lbrack \text{Na}_{\text{o}}^{+} \right\rbrack & = & {\left( \text{Na}_{\text{tot}} - \left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack a_{1} \right)/a_{2}\mspace{720mu},} \\
\end{array}$$ where *a*~1~ is the total cellular volume of all cells in the medium, and *a*~2~ is extracellular volume in the medium. The values of *a*~1~ and *a*~2~ were obtained from [Fig 6](#pone.0151839.g006){ref-type="fig"}.

The proton motive force (pmf) is given by $$\begin{array}{r}
{\text{pmf} = \frac{\Delta\mu_{\text{H}^{+}}}{\text{F}} = \Delta\Psi - \frac{\text{RT}}{\text{F}\mspace{720mu}\text{log}_{10}\left( \text{e} \right)}\Delta\text{pH}\mspace{720mu}.} \\
\end{array}$$ R is the gas constant, T is the temperature (in Kelvin), F is the Faraday constant and ΔΨ is the membrane potential ([Table 5](#pone.0151839.t005){ref-type="table"}). The pH gradient is $$\begin{array}{r}
{\Delta\text{pH} = \text{pH}_{\text{out}} - \text{pH}_{\text{in}} = - \log_{10}\frac{\left\lbrack \text{H}_{\text{o}}^{+} \right\rbrack}{\left\lbrack \text{H}_{\text{i}}^{+} \right\rbrack}\mspace{720mu},} \\
\end{array}$$ and where we expressed the free energy to transfer a mole of ions from inside to outside of the membrane as $$\begin{array}{r}
{\Delta\mu_{\text{H}^{+}} = F\Delta\Psi - \frac{\text{RT}}{\log_{10}\left( \text{e} \right)}\Delta\text{pH}\mspace{720mu}.} \\
\end{array}$$ Thus, for a net proton charge of positive outside and negative inside, Δ*μ*~H^+^~ is positive and the free energy to transfer the protons from outside to inside the membrane is −Δ*μ*~H^+^~. We will also use this convention for the sign of the free energy in modeling the fluxes involving the (positively charged) sodium and potassium ions below. Moreover, we will adopt the convention that for fluxes through the membrane potential, a positive value is oriented outwards.

10.1371/journal.pone.0151839.t005

###### Initial values of the model variables and constant total concentrations.

![](pone.0151839.t005){#pone.0151839.t005g}

  -------------------------------- --------------------------- ------------- ------------------
  Initial Conditions                                                         
  Dependent Variables              Algebraic Variables                       
  \[$\text{H}_{\text{i}}^{+}$\]    1.0000 × 10^−7^             \[ADP\]       1.7120 × 10^−3^
  \[ATP\]                          5.8800 × 10^−4^             pmf           1.0956 × 10^−1^
  \[$\text{K}_{\text{i}}^{+}$\]    2.3000                      ΔpH           −5.0000 × 10^−1^
  \[$\text{Na}_{\text{i}}^{+}$\]   1.9000                      ΔpK           2.0193
  ΔΨ                               8.0000 × 10^−2^             ΔpNa          −3.0103 × 10^−1^
  \[$\text{H}_{\text{o}}^{+}$\]    3.1623 × 10^−7^             Δ*μ*~H^+^~    1.0572 × 10^4^
  \[$\text{Na}_{\text{o}}^{+}$\]   3.8000                      Δ*μ*~K^+^~    -3.8011 × 10^3^
  \[$\text{K}_{\text{o}}^{+}$\]    2.2000 × 10^−2^             Δ*μ*~Na^+^~   9.4368 × 10^3^
  Total concentrations                                                       
  \[H^+^\]                         3.1593 × 10^−7^ mol/liter                 
  \[K^+^\]                         0.0251 mol/liter                          
  \[Na^+^\]                        3.7974 mol/liter                          
  Other constants                                                            
  R (gas constant)                 8.314462 joules/mol                       
  T temperature at 25°C            25 + 273 K                                
  F Faraday constant               96485 coul/mol                            
  *n*~*syn*~ H^+^/ATP              4                                         
  -------------------------------- --------------------------- ------------- ------------------

These initial conditions were obtained from published values. The references and experimental conditions which yield these initial conditions are discussed in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}. See [Table 1](#pone.0151839.t001){ref-type="table"} for units.

The algebraic variable ΔpNa is given by $$\begin{array}{r}
{\Delta\text{pNa} = \text{pNa}_{\text{out}} - \text{pNa}_{\text{in}} = - \log_{10}\frac{\left\lbrack \text{Na}_{\text{o}}^{+} \right\rbrack}{\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack}\mspace{720mu}.} \\
\end{array}$$ For the electrogenic model, where the sodium ion extrusion is not balanced by proton intrusion, the free energy to transfer a mole of ions from inside to outside the membrane is included in the model, and it is given by $$\begin{array}{r}
{\Delta\mu_{\text{Na}^{+}} = F\Delta\Psi - \frac{\text{RT}}{\log_{10}\left( \text{e} \right)}\Delta\text{pNa}\mspace{720mu}.} \\
\end{array}$$

Similarly, for the potassium ions, the algebraic variables are given by $$\begin{array}{r}
{\Delta\mu_{\text{K}^{+}} = F\Delta\Psi - \frac{\text{RT}}{\log_{10}\left( \text{e} \right)}\Delta\text{pK}\mspace{720mu},} \\
\end{array}$$ and $$\begin{array}{r}
{\Delta\text{pK} = \text{pK}_{\text{out}} - \text{pK}_{\text{in}} = - \log_{10}\frac{\left\lbrack \text{K}_{\text{o}}^{+} \right\rbrack}{\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack}\mspace{720mu}.} \\
\end{array}$$

### ATP Synthase Flux {#sec014}

*J*~*ATPS*~ denotes the inward flux of protons through the ATP synthase and the synthesis of ATP from ADP and Pi.

The ATP reaction is given by $$\begin{array}{r}
\left. n_{\text{syn}}\text{H}_{\text{o}}^{+} + \text{ADP} + \text{Pi}\rightleftharpoons n_{\text{syn}}\text{H}_{\text{i}}^{+} + \text{ATP}\mspace{720mu}. \right. \\
\end{array}$$ We are interested in ATP synthesis as the proton motive force is built by respiration. Therefore, the proton motive force remains above the point of reversibility of the ATP synthase and hence only the forward reaction (ATP synthesis) will be considered in our numerical simulations. A positive sign of the flux denotes the inward (or forward) flux of protons and the total sum of ATP and ADP is constant in the cell. The parameter *n*~syn~ denotes the stoichiometry H^+^/ATP. In archaea, values from 2 to 4 H^+^/ATP have been reported \[[@pone.0151839.ref029], [@pone.0151839.ref030]\] and we use the value 4 here. We did not consider the growth of the cells in the model due to the short duration of the bioenergetics experiments (at most one hour). Furthermore, due to the use of rich medium in which enough organic phosphate is available for the organism, utilization of cellular Pi for processes other than ATP synthesis are not considered. Thus, during the simulation time interval it is assumed that the concentration of Pi is constant. Since we consider "normal" cell conditions where Pi is in excess of ATP and ADP, the reaction ADP + Pi → ATP is not limited by Pi. The reaction flux is given by $$\begin{array}{r}
{J_{ATPS} = \alpha_{ATPS} \times \left\lbrack \text{ADP} \right\rbrack^{\gamma_{ATPS:ADP}} \times \left\lbrack \text{Pi} \right\rbrack \times \left\lbrack \text{ATPS} \right\rbrack \times \text{pmf}\mspace{720mu}.} \\
\end{array}$$ The flux expression indicates that ADP, Pi, the concentration of ATP synthase (\[ATPS\]), and the proton motive force (pmf) all affect the rate of production of ATP. The incorporation of the ATP synthase concentration is for model flexibility but for our purposes, the time duration of 1 hour is short enough so that the ATP synthase concentration is constant.

The parameter *α*~*ATPS*~ is the kinetic rate of the equation while the parameter *γ*~*ATPS*:\ *ADP*~ is the kinetic order of ADP. In this paper, we will denote all reaction kinetic rates by the symbol *α*, subscripted by the corresponding flux, and we will denote all kinetic orders of variable *X* in flux *F* by *γ*~*F*:\ *X*~.

By combining the constants in [Eq (13)](#pone.0151839.e043){ref-type="disp-formula"}, we can simplify the flux as $$\begin{array}{r}
{J_{ATPS} = \beta_{ATPS} \times \left\lbrack \text{ADP} \right\rbrack^{\gamma_{ATPS:ADP}} \times \text{pmf}\mspace{720mu},} \\
\end{array}$$ where $$\begin{array}{r}
{\beta_{ATPS} = \alpha_{ATPS} \times \left\lbrack \text{Pi} \right\rbrack \times \left\lbrack \text{ATPS} \right\rbrack\mspace{720mu}.} \\
\end{array}$$ Note that *n*~syn~ does not appear in the flux expression above but it appears in the equations of variables that are affected by the ATP synthase (see Eqs ([1](#pone.0151839.e010){ref-type="disp-formula"}) and ([22](#pone.0151839.e053){ref-type="disp-formula"})).

### Electron Transport Chain Flux {#sec015}

The flux *J*~*ETCP*~ denotes the outward flux of protons through the ETC and is modeled as $$\begin{array}{rcl}
J_{ETCP} & = & {\alpha_{ETCP} \times \left\lbrack \text{XH} \right\rbrack \times \left\lbrack \text{ETCP} \right\rbrack \times \left\lbrack \text{O}_{2} \right\rbrack \times e^{- F\frac{\gamma_{ETCP:pmf}\text{pmf}}{\text{RT}}}\mspace{720mu}.} \\
\end{array}$$ The flux expression reflects the network in [Fig 1](#pone.0151839.g001){ref-type="fig"} where the concentrations of XH, O~2~ and the proton pumping complexes in the electron transport chain (denoted by ETCP) all affect the rate of change of proton pumping. Since \[XH\], \[O~2~\] and \[ETCP\] are constant, we simplify the flux expression as $$\begin{array}{r}
{J_{ETCP} = \beta_{ETCP} \times e^{- F\frac{\gamma_{ETCP:pmf} \times \text{pmf}}{\text{RT}}}\mspace{720mu},} \\
\end{array}$$ where *β*~*ETCP*~ = *α*~*ETCP*~ × \[XH\] × \[O~2~\] × \[ETCP\].

The impact of pmf on the ATP synthase flux at the scenario we are interested in (from low to maximal pmf) can be modeled by a simple proportionality of *J*~*ATPS*~ to pmf ([Eq (14)](#pone.0151839.e044){ref-type="disp-formula"}). However, the relationship between *J*~*ETCP*~ and the pmf is more complex: *J*~*ETCP*~ builds up the pmf, but only up to a maximum value of around 300 mV. Thus, the pmf inhibits the ETC, and this inhibition has very fast dynamics. We modeled *J*~*ETCP*~ in a similar manner to our model of the catalytic cycle of the light-driven proton pump bacteriorhodopsin \[[@pone.0151839.ref028]\], in which an exponential factor was used to model inhibition. The respiratory proton pumps are influenced by the pmf in the same manner as bacteriorhodopsin, hence we used the same expression of the exponential factor as in \[[@pone.0151839.ref028]\] to model voltage dependence of the flux. Note that we used the symbol *γ* for the parameter inside the exponential factor (*γ*~*ETCP*:\ *pmf*~) even though this parameter is not technically a kinetic order.

### Sodium-proton Antiporter Flux {#sec016}

*J*~*NaH*~ is the inward flux of protons and outward flux of sodium ions through the sodium-proton antiporter which is given by the reaction $\left. \text{H}_{\text{o}}^{+} + \text{Na}_{\text{i}}^{+}\rightarrow\text{H}_{\text{i}}^{+} + \text{Na}_{\text{o}}^{+} \right.$. The sodium-proton antiporter in *H. salinarum* is still not completely understood; it is possible that the antiporter is electroneutral (i.e., the number of protons and sodium ions are equal hence it does not use the membrane potential) or it could be electrogenic. For an electroneutral antiporter, the flux is given by $$\begin{array}{r}
{J_{NaH}^{n} = \alpha_{NaH}\left( \Delta\text{pNa} - \Delta\text{pH} \right)\mspace{720mu}.} \\
\end{array}$$

To model the electrogenic flux, we denote the ratio of protons per sodium ion as *n*~NaH~. The flux of the sodium-proton antiporter is then given by $$\begin{array}{r}
{J_{NaH}^{e} = \alpha_{NaH}\left( \Delta\mu_{\text{Na}^{+}} - n_{\text{NaH}}\Delta\mu_{\text{H}^{+}} \right)\mspace{720mu}.} \\
\end{array}$$

### Potassium Uniport Flux {#sec017}

The flux *J*~*K*~ is given by $$\begin{array}{r}
{J_{K} = \alpha_{K} \times \Delta\mu_{\text{K}^{+}}\mspace{720mu}.} \\
\end{array}$$

### ATP consumption rate {#sec018}

The rate of ATP use in the organism is modeled as $$\begin{array}{r}
{J_{ATPuse} = \alpha_{ATPuse} \times \left\lbrack \text{ATP} \right\rbrack\mspace{720mu}.} \\
\end{array}$$ The flux expression does not involve a kinetic order (*γ*~*ATPuse*:\ *ATP*~ = 1) because adding this kinetic order as a model parameter did not improve the fit (data not shown). Thus, we assumed its value to be equal to one in order to minimize the number of parameters. The only other kinetic order in our equations is in the ATP synthase flux, where the kinetic order *γ*~*ATPS*:\ *ADP*~ was necessary to fit the data.

We have thus presented the mathematical expressions for the fluxes in the model. An alternative approach is to use the Michaelis-Menten method for modeling enzyme kinetics. However, we chose the use of reaction rates and kinetic orders, since our modeling approach was motivated by the flexibility of the power-law type of models in biochemical systems \[[@pone.0151839.ref031]\].

### Rate of Change of Membrane Potential {#sec019}

To model the rate of change of the membrane potential, we compute the current (of positive charges) produced by each flux which transports ions through the membrane. For a positive net flux, the membrane potential increases while it decreases for a negative net movement of ions. For an electroneutral sodium-proton antiport, the net charge of the ions translocated is zero hence fluxes due to the antiport are not included in the rate of change of the membrane potential. In this case, the fluxes affecting the membrane potential are *J*~*ATPS*~, *J*~*ETCP*~ and *J*~*K*~. The current produced by these fluxes is computed by multiplying the fluxes with the volume of the cell, Avogadro's number (6.022140857 × 10^23^ mol^−1^) and by the elementary charge (1.602176565 × 10^−19^ coul). The product of these three quantities will be denoted as *k*~1~ and by denoting the number of protons involved in the phosphorylation of one molecule of ADP by the ATP synthase by *n*~syn~, then the rate of change of the membrane potential is given by $$\begin{array}{r}
{\frac{d\Delta\Psi}{dt} = \frac{\alpha_{mempot}k_{1}}{C_{m}}(J_{ETCP} - n_{\text{syn}}J_{ATPS} - J_{K})\mspace{720mu},} \\
\end{array}$$ where *C*~*m*~ is the cell membrane capacitance. The estimation of the value of *C*~*m*~ is given in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}. For an electrogenic system, the rate of change of the membrane potential now includes the flux from the antiport $$\begin{array}{r}
{\frac{d\Delta\Psi}{dt} = \frac{\alpha_{mempot}k_{1}}{C_{m}}(J_{ETCP} - n_{\text{syn}}J_{ATPS} - J_{K} - \left( n_{\text{NaH}} - 1 \right)J_{NaH}^{e})\mspace{720mu}.} \\
\end{array}$$ We lump together the three parameters *α*~*mempot*~, *k*~1~ and *C*~*m*~ into one parameter $$\begin{array}{r}
{\beta_{mempot} = \frac{\alpha_{mempot}k_{1}}{C_{m}}\mspace{720mu}.} \\
\end{array}$$

Parameter Estimation {#sec020}
--------------------

To estimate the values of the unknown parameters, we formulated a cost function that, for a given set of parameter values, measures the difference between model output and experimental data. The experimental data taken from literature consists of time-course sodium and potassium concentration \[[@pone.0151839.ref003]\] and steady state concentration of ATP \[[@pone.0151839.ref001]\] and pmf \[[@pone.0151839.ref004], [@pone.0151839.ref005]\]. We used the steady state values for ATP concentration and the pmf since these variables rapidly reached their steady-states (within milliseconds for pmf \[[@pone.0151839.ref004], [@pone.0151839.ref005]\] and within seconds for ATP \[[@pone.0151839.ref001]\]). On the other hand, the sodium and potassium concentrations took about an hour to reach steady state \[[@pone.0151839.ref003]\], and thus their dynamics dominated the time range of our simulations.

The optimal parameter values were obtained by numerically minimizing the cost function $$\begin{array}{ccl}
{\min\limits_{p \in R^{Np}}J\left( p \right)} & = & {\frac{1}{N_{K}}\sqrt{\frac{\sum_{k = 1}^{N_{K}}\left( \left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack^{data}\left( t_{k} \right) - \left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack^{model}\left( p;t_{k} \right) \right)^{2}}{\sum_{k = 1}^{N_{K}}\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack^{data}\left( t_{k} \right)^{2}}}} \\
 & + & {\frac{1}{N_{Na}}\sqrt{\frac{\sum_{k = 1}^{N_{Na}}\left( \left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack^{data}\left( t_{k} \right) - \left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack^{model}\left( p;t_{k} \right) \right)^{2}}{\sum_{k = 1}^{N_{Na}}\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack^{data}\left( t_{k} \right)^{2}}}} \\
 & + & \left. \frac{w_{ATP}}{\left\lbrack ATP \right\rbrack^{data}\left( t_{final} \right)} \middle| \left\lbrack ATP \right\rbrack^{data}\left( t_{final} \right) - \left\lbrack ATP \right\rbrack^{model}\left( t_{final} \right) \right| \\
 & + & \left. \frac{w_{pmf}}{pmf^{data}\left( t_{final} \right)} \middle| pmf^{data}\left( t_{final} \right) - pmf^{model}\left( t_{final} \right) \middle| \mspace{720mu}, \right. \\
\end{array}$$ subject to the ODE model Eqs ([1](#pone.0151839.e010){ref-type="disp-formula"}) or ([2](#pone.0151839.e014){ref-type="disp-formula"}),

where *p* is the vector of parameter values with length *Np* (*Np* = 8 for the electroneutral model and *Np* = 9 for the electrogenic model), *t*~*k*~ are time points where data were measured, and *N*~*K*~ and *N*~*N*~*a*~~ are the number of data points for $\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack$ and $\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack$, respectively. *t*~*final*~ is the time point where steady state ATP and pmf were measured.

Each term in [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"} measures the difference between one set of data and the model output, and each term was normalized. Normalization was performed in order to scale the values. Thus the cost function calculates the relative error between the model and the data. We used the weights *w*~*ATP*~ and *w*~*pmf*~ to give more importance to fitting the steady state ATP concentration and to allow more flexibility in fitting the pmf (*w*~*ATP*~ = 10, *w*~*pmf*~ = 0.5). These weights do not affect the theoretical optimal solution of the cost function. However, in practice we found that using these weights helped us obtain better convergence with the numerical methods and thus we used these values in all our parameter estimation calculations in the paper. The values of the experimental data are given in [Table 6](#pone.0151839.t006){ref-type="table"}.

10.1371/journal.pone.0151839.t006

###### Experimental data used in the cost function ([Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}).

![](pone.0151839.t006){#pone.0151839.t006g}

  steady state ATP   3.7 mmol/kg cell water   
  ------------------ ------------------------ --------
  0                  2304.7                   1851.6
  4.8                2437.5                   1695.3
  10                 2601.6                   1718.8
  20                 2828.1                   1492.2
  40                 2828.1                   NA
  60                 2937.5                   1296.9

All values were taken from literature: ATP \[[@pone.0151839.ref001]\], pmf \[[@pone.0151839.ref004]\] Na^+^ and K^+^ \[[@pone.0151839.ref003]\].

To evaluate the model at the data time-points, we numerically solved the ODE using Matlab's stiff solver `ode15s`, providing the solver with initial conditions (Tables [1](#pone.0151839.t001){ref-type="table"} and [5](#pone.0151839.t005){ref-type="table"}). We used a relative tolerance of 1 × 10^−6^ and an absolute tolerance of 1 × 10^−8^ in numerical ODE calculations. To minimize the cost function [Eq (25)](#pone.0151839.e056){ref-type="disp-formula"}, we used two optimization algorithms: Matlab's `fminsearch` function (which is the simplex-based Nelder Mead algorithm) and a Matlab implementation of the Simulated Annealing algorithm (J. Vandekerckhove, Matlab Central). For the Nelder Mead algorithm, we used the tolerance of 1 × 10^−6^ for `TolCon`, `TolFun`, and `TolX`. For the Simulated Annealing algorithm, we used a tolerance of 1 × 10^−6^ for the stop temperature.

We separately solved for the optimal parameters of the electrogenic and electroneutral models. To estimate the parameters of the electroneutral model, we supplied an initial guess of a vector of ones to the simulated annealing algorithm ([Table 2](#pone.0151839.t002){ref-type="table"}, Set EN1). However, the resulting model did not fit well the experimental data on $\left\lbrack \text{K}_{\text{i}}^{+} \right\rbrack$ and $\left\lbrack \text{Na}_{\text{i}}^{+} \right\rbrack$. We therefore performed manual fitting by varying the parameter values ourselves, and found another set of parameters that yielded a model output which qualitatively fitted the internal potassium and sodium concentrations better than set EN1 ([Table 2](#pone.0151839.t002){ref-type="table"}, Set EN2). We then used the manually obtained parameters as the initial parameter guess for another round of optimization using Nelder-Mead ([Table 2](#pone.0151839.t002){ref-type="table"}, Set EN3) and Simulated Annealing ([Table 2](#pone.0151839.t002){ref-type="table"}, Set EN4). Parameter set EN4 produced a model with a worse fit to the data and was dropped. We performed one final round of optimization by using set EN3 as the initial guess for Simulated Annealing ([Table 2](#pone.0151839.t002){ref-type="table"}, Set EN5). EN5 is our best set of parameters for the electroneutral model.

Note that the best set of parameters that we chose (set EN5) did not yield the lowest value for the cost function ([Table 2](#pone.0151839.t002){ref-type="table"}). We had to rely on our own manual evaluation of the model output and discarded those that qualitatively did not reflect the data. This practice, although not ideal, is typically done when modeling biochemical systems where modelers follow an iterative process that involves manual intervention when choosing parameter values or network connectivity \[[@pone.0151839.ref032]\].

We performed the same strategy to obtain a set of parameter values for the electrogenic model. The parameter sets obtained in [Table 3](#pone.0151839.t003){ref-type="table"} were obtained using the same algorithms as in the electroneutral model (e.g., EG1 was obtained using the same algorithms as EN1), except that in this case we considered an additional parameter which is the ratio of protons to sodium ions. Our best set of parameters for the electrogenic model was given by set EG1, which was obtained using Simulated Annealing with an initial guess of a vector of ones. As in the electroneutral case, the set of parameters we chose did not yield the lowest value for the cost function ([Table 3](#pone.0151839.t003){ref-type="table"}).

All plots of the model using the parameter sets in Tables [2](#pone.0151839.t002){ref-type="table"} and [3](#pone.0151839.t003){ref-type="table"} are given in [S1 File](#pone.0151839.s001){ref-type="supplementary-material"}. We also provide the matlab code we used for parameter estimation ([S1 Matlab Code](#pone.0151839.s002){ref-type="supplementary-material"}).

Parameter Sensitivity Analysis {#sec021}
------------------------------

For a given model output at a certain time instance, we want to quantify the model sensitivity to minute changes in the values of a parameter. Consider variable *X*~*i*~ and denote the model output at *X*~*i*~ evaluated at time *t*~*k*~ by *X*~*i*~(*t*~*k*~). Then the sensitivity of *X*~*i*~ to infinitesimal changes in parameter *p*~*j*~ is given by $$\begin{array}{r}
{\left. \operatorname{}\frac{\partial X_{i}\left( t \right)}{\partial p_{j}} \right|_{t = t_{k}}\mspace{720mu}.} \\
\end{array}$$ Since the model variables and model parameters have various units, the sensitivity is normalized and denoted as *S*~*ij*~(*t*~*k*~) $$\begin{array}{r}
{S_{ij}\left( t_{k} \right) = \left. \operatorname{}\frac{p_{j}\partial X_{i}\left( t \right)}{X_{i}\left( t_{k} \right)\partial p_{j}} \right|_{t = t_{k}} = \left. \operatorname{}\frac{\partial\log\left( X_{i}\left( t_{k} \right) \right)}{\partial\log\left( p_{j} \right)} \right|_{t = t_{k}}\mspace{720mu}.} \\
\end{array}$$ The model and parameter values *X*~*i*~(*t*~*k*~) (*i* = 1, ..., *n*;*t*~*k*~ = 1, ..., *N*~*t*~) and *p*~*j*~ (*j* = 1, ..., *m*) are denoted as the nominal values. Let us denote the *N*~*t*~ × *m* sensitivity matrix by **S**~*i*~, then the Fisher Information Matrix is given by $$\begin{array}{r}
{\text{FIM} = \sum\limits_{i = 1}^{n}\mathbf{S}_{i}^{T}\mathbf{Q}_{i}^{- 1}\mathbf{S}_{i}\mspace{720mu}.} \\
\end{array}$$ The matrix **Q**~*i*~ is the measurement error covariance matrix. Here we assume that **Q**~*i*~ is a diagonal matrix with elements $\sigma_{i,k}^{2}$, where *σ*~*i*,*k*~ = *ϵ*~1~ *X*~*i*~(*t*~*k*~)+*ϵ*~2~, where *ϵ*~1~ and *ϵ*~2~ are relative and absolute errors. The FIM consolidates the parameter sensitivities while accounting for the noise in measurements \[[@pone.0151839.ref033]\]. The sensitivity of the model to parameter *p*~*j*~, over all time points is calculated using the diagonal of the FIM $$\begin{array}{r}
{r_{j} = \sqrt{\sum\limits_{i = 1}^{n}\sum\limits_{k = 1}^{Nt}\left( \frac{p_{j}}{\sigma_{i,k}}\frac{\partial X_{i}\left( t_{k} \right)}{\partial p_{j}} \right)^{2}}\mspace{720mu}.} \\
\end{array}$$

To compute the sensitivities, we first derived analytical expressions of the derivatives of the ODE model with respect to each parameter. This resulted in a system of *n* × *m* "sensitivity" equations (*n* is the number of variables and *m* is the number of parameters). We then numerically solved the ODE model and the sensitivity equations simultaneously (*n*+*n* × *m* differential equations). The ODE was numerically integrated using Matlab's stiff ODE solver and evaluated at *Nt* discrete time points (*t*~1~, ..., *t*~*k*~, ...*t*~*Nt*~). The values of the relative and absolute errors used as tolerances for the ODE solver were 1 × 10^−8^ and 1 × 10^−10^, respectively, which we also used for the values of *ϵ*~1~ and *ϵ*~2~ in the FIM.

Supporting Information {#sec022}
======================

###### Supplementary Text and Figures.

The supplementary text contains details about the derivation of cellular constants, medium constants and initial conditions. The file also contains parameter sensitivity results and model output using all parameter sets.

(PDF)

###### 

Click here for additional data file.

###### Matlab code for parameter estimation and for plotting results.

We provide a set of scripts that can be used to plot the model output using the parameter sets in Tables [2](#pone.0151839.t002){ref-type="table"} and [3](#pone.0151839.t003){ref-type="table"}. An example of parameter estimation to obtain parameter set EN3 is provided. Also provided are scripts that can be used for converting experimental measurements into different units.

(ZIP)

###### 

Click here for additional data file.
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