A new approach to normalizing fuzzy sets is introduced where it is assumed that the normalization method is compatible with a given t-norm. In this context it is proved that the most usual ways to normalize fuzzy subsets correspond to the most common t-norms.
Introduction
It is well known that a normalized fuzzy subset of a universe X generates a possibility distribution on the universe [17] . However, in many situations we have to handle non-normalized fuzzy subsets that do not generate valid possibility distributions. In these cases, it is assumed that there is a lack of information or evidence which means that the mass assignment values associated with the distribution add up to a number y 1 smaller that 1. The lack of mass 1 − y 1 is then usually assigned to the empty set. In order to obtain a possibility distribution from a given non normalized fuzzy subset µ, we have to reallocate the missing mass 1 − y 1 . The manner in which 1 − y 1 is redistributed characterizes a specific normalization of µ and a number of such methods have been suggested [3, 4, 9, 10, 15] .
In [11] an axiomatic approach has been proposed in order to decide when a normalization can be considered as valid. If µ is a non normalized possibility distribution on a set X (here and in the sequel the universe of discourse X will be assumed to be finite) with non-zero values y 1 , y 2 , ..., y n where y i > y i+1 , the focal sets are M i = {x ∈ X|µ(x) ≥ y i } for i = 1, ..., n and the mass associated to M i is m i = y i − y i+1 and the empty set M 0 has mass m 0 = 1 − y 1 .
According to [11] a valid normalization of µ is defined as the distribution corresponding to a mass reassignment to the focal sets of µ such that the new masses of M i are m i + u i for all i = 1, 2, ..., n where n i=1 u i = m 0 and 0 ≤ u i ≤ 1 for all i = 1, 2, ...n. Hence, a specific normalisation is identified by a unique vector u ∈ { u 1 , . . . , u n ∈ [0, 1] n :
Such a definition can be justified in terms of a voting models where individual voters from a population each identify a subset of X constraining some underlying variable. For x ∈ X the value of µ(x) is then taken to be the proportion of subsets containing x across the population of voters. In this case, if µ is non-normalized it must mean that some voters take the view that no elements of X satisfy the proposed constraint. Given this interpretation we can view the above definition of valid normalization as being the result of a two stage voting process. The first stage involves the identification of the subsets of elements for each voter as described above. In the second stage those voters who have selected the empty set are told that the constraint is consistent and asked to select a non-empty subset. Those voters who have select a non-empty set in the first stage leave their selection unchanged in the second stage. This latter assumption is rather strong and a weakening of it leads to alternative definitions of valid normalization (see [11] ). These, however, are beyond the scope of this current paper.
The following axioms can then be shown to characterize valid normalizations. Theorem 1.1.μ is a valid normalization of µ if and only ifμ satisfies the following axioms:
In this paper we will relate the above axiomatic approach and the most common normalization methods with the use of particular t-norms, so that the selection of a specific normalization will be determined by the way the logical connectives are modeled. In Section 2, normalization will be related to the residuation of a t-norm in such a way that the normalizationμ of a fuzzy subset µ (defined bŷ µ(x) =T (y 1 |µ(x))) can be seen as the conditional possibility distribution µ(•|y 1 ) (the distribution of µ conditioned on the (degree of) existence of its elements with maximal membership value y 1 ). The most common ways of normalizing a fuzzy subset will be shown to correspond to the residuation of the most popular t-norms (Lukasiewicz, Product and the Minimum t-norms). It will also be proved that every valid normalization of a fuzzy subset can be obtained in this way.
In Section 3 we will investigate the requirement that the normalization of a given fuzzy subset µ be as similar as possible to µ with respect to the natural similarity E T X on the set of fuzzy subsets of X as generated by a given t-norm T . The greatest (i.e.: less specific) normal fuzzy subsetμ satisfying this reasonable property will be taken as the normalization of µ wrt E T X . The main result of the Section is that the normalization of µ wrt E T X coincides with the one of the previous Section. Section 4 relates normalization to fuzzy T -preorders. As it will be recalled, every fuzzy subset µ on X generates a fuzzy T -preorder on X. It will be proved that the normalization of µ obtained in the previous Sections is the only normalized fuzzy subset of X that generates the same fuzzy T -preorder than µ on X.
Normalizing using residuation
In this Section the normalizationμ of a fuzzy subset µ will be generated using the residuation of a t-norm so thatμ can be interpreted as the as the conditional possibility distribution µ(•|y 1 ). Given this definition we will show that the most popular ways to normalize a fuzzy subset correspond to the use of the Minimum, Product and Lukasiewicz t-norms. In addition, it will be proved that for any valid normalizationμ of a fuzzy subset µ there exists a t-norm for whichμ = µ(•|y 1 ). Initially, however, we recall some well known properties of residuations. Definition 2.1. The residuationT of a t-norm T is defined fora all x, y, ∈ [0, 1] bŷ
T can be interpreted as the implication → T associated to T . 
where t [−1] is the pseudo-inverse of t defined by
T is strict if t(0) = ∞ and non strict otherwise. t is called an additive generator of T . Proposition 2.3. Let T be a continuous archimedean t-norm and t an additive generator of T . ThenT
Examples 2.4. The following special case of ordinal sum will be required in subsequent proofs.
Definition 2.5. Let T be an archimedean t-norm and a ∈ [0, 1). Then the t-norm O Ta is defined by
where
The following is the definition of the normalization of a fuzzy subset with respect to a given t-norm T . As in the previous Section, if µ is a (non normalized) possibility distribution (a fuzzy subset) on a finite set X, y 1 , y 2 , ..., y n where y i > y i+1 will be its non-zero values. Definition 2.7. Given a t-norm T and a non-normalized possibility distribution µ on X, the normalized distributionμ of µ wrt T is the fuzzy subset of X defined bŷ
Let us defineŷ 1 ,ŷ 2 , ...,ŷ n bŷ
i.e.ŷ i are the non zero values ofμ.
Proposition 2.8. The normalized distributionμ of µ wrt T satisfies (Ax1), (Ax2) and (Ax3). If T is a continuous t-norm, thenμ also satisfies (Ax4). If moreover
then (Ax5) is also satisfied andμ is a valid normalization of µ.
Proof. (Ax4) follows from the fact thatT is strictly increasing wrt its second variable if T is a continuous t-norm.
Condition (1) is simply the translations of (Ax5).
Lemma 2.9. If T is a continuous t-norm,
is equivalent to
Note. This Lipschitz property for t-norms is equivalent to the fact that T is a copula [12] . Then T is generated by a convex additive generator or it is an ordinal sum of such archimedean t-norms. The weakest of such t-norms is the Lukasiewicz t-norm and the Minimum is the strongest one.
Proof.
Taking
and thereforeT
At this point we are able to prove that the most widely used normalization procedures correspond to the use of the t-norms of Lukasiewicz, Product and the Minimum.
Definition (Minimal Normalization)
The minimal normalization of a fuzzy subset µ of X with greatest value y 1 is the fuzzy subset µ of X defined bŷ
In other words,μ is obtained from µ by shifting its greatest value y 1 to 1. In terms of the definition of valid normalization proposed in [11] this corresponds to the case where u 1 = 1 − y 1 and u i = 0 for i = 2, . . . , n. This means that all the mass associated with the empty set is transferred to the focal set with smallest non-zero cardinality. A voting model justification for such a normalization strategy is as follows: Those voters selecting the empty set in the first stage of the voting process can be regarded as the most sceptical or pessimistic voters. In the second round of voting the minimal normalization corresponds to those voters who voted for the empty set making the minimal change to their level of scepticism in order to become consistent.
Proposition 2.12. The minimal normalization corresponds to the residuation of the Minimum t-norm.
Proof.
It follows from 2.4.3.
Definition (Maximal Normalization)
The maximal normalizationμ of µ is obtained by shifting all non-zero values y i of µ adding 1 − y 1 (the lack of evidence) to them so that:
At the mass assignment level this corresponds to the case where u n = 1 − y 1 and u i = 0 for i = 1, . . . , n − 1 so that all of the mass associated with the empty set is transferred to the focal set with largest cardinality. Here voters in the second round are selecting the most general constraint as an indication of their uncertainty regarding the true nature of the constraint.
Proposition 2.13. The maximal normalization corresponds to the residuation of the Lukasiewicz t-norm.
Proof.
It follows from 2.4.1.
The minimal and maximal normalizations mark out extreme points on a hierarchy of normalizations which characterise a nested sequence of sets (or families) of probability distributions. More specifically, it is well known that a normalized possibility distribution µ identifies a family of probability distributions P = {P r : ∀S ⊆ X N ec(S) ≤ P r(S) ≤ P os(S)} where N ec and P os are respectively the necessity and possibility measures generated by µ. Clearly then each possible normalization u of a non-normalized possibility distribution µ identifies a family of distributions P u consistent with the resulting normalized possibility distribution. If u 1 = 1 − y 1 , 0, . . . , 0 denotes the minimal normalization, u n = , 0, . . . , 0, 1 − y 1 denotes the maximal normalization and more generally u i denotes the normalization where u i = 1 − y 1 and u j = 0 for j = i then the following holds (see [11] ):
Hence, this hierarchy of normalization are characterised by increasingly general associated families of probability distributions. In particular, the family of distributions associated with the minimal normalization only includes probability distributions consistent with every valid normalization whereas the family associated with the maximal normalizations contains every distribution consistent with a valid normalization. Viewed at the possibility distribution level the hierarchy of normalizations described in [11] forms a sequence of normalizations where the mass 1 − y 1 of the empty set is added to all values y i of µ greater than or equal to a given threshold a ∈ [0, 1]. This allows the followings characterization in terms of ordinal sums. 
It follows from lemma 2.6.
The last common normalizationμ of µ is obtained by setting the mass of the empty set to zero and re-scaling all remaining masses so that they sum to unity. At the possibility distribution level this can be defined as follows:
Definition (Cross Entropy Normalization)
The cross entropy normalization of a possibility distribution µ with greatest value y 1 is given by:
In [11] it is proved that the mass assignment forμ obtained in this way minimizes the cross entropy relative to the mass assignment of the non-normalized possibility distribution µ.
Proposition 2.15. The normalization of µ minimizing cross entropy with respect to µ corresponds to the residuation of the Product t-norm.
Proof.
It follows from 2.4.2.
Let us show that for every valid normalizationμ of a given fuzzy subset µ of X there exists a t-norm T such thatμ =T (y 1 |µ).
First we need the following lemma.
Lemma 2.16. Let µ be a valid normalization of µ. If y i =ŷ i then y j =ŷ j ∀j ≥ i.
From (Ax5), 0 =ŷ i − y i ≥ŷ j − y j .
Theorem 2.17. Let µ be a valid normalization of µ. There exists a t-norm T (archimedean or an ordinal sum of the type O Ta ) such that
.
Proof. a) Let us first suppose that y i =ŷ i ∀i = 1, 2, ..., n. We now construct the additive generator of an archimedean t-norm T satisfying (4). (4) could then be written aŝ
or, equivalently, t(y i ) = t(ŷ i ) + t(y 1 ) ∀i = 1, 2, ..., n.
Let us define suitable values for all t(y i ) and t(ŷ i ).
First, assign any positive number k to t(y 1 ) (t(y 1 ) = k.t(ŷ 1 ) = 0). Now, assign t(ŷ 2 ) a positive number smaller than k ifŷ 2 > y 1 , or a greater one otherwise. Then, calculate t(y 2 ) using (5) .
At the i-th step, ifŷ i < y i−1 then assign a value to t(ŷ i greater than t(y i−1 . Otherwise, ifŷ i is between two points with already assigned images, then assign to t(y i ) a value between them. Then calculate t(y i ) using (5).
Finally we can assign any value from the interval (t(y n ), ∞] to 0.
Interpolating the values by a decreasing map we get the desirable t which is the additive generator of a strict archimedean t-norm if t(0) = ∞ and of a non strict one otherwise. b) Let us suppose now that there exists an i such that y i =ŷ i . Let i 0 be the smallest subindex satisfying this property and a a number between y i0 and y i0−1 .
By Lemma 2.16., y j =ŷ j ∀j ≥ i 0 . For all i < i 0 let us calculate z i = yi−a 1−a andẑ i =ŷ i−a 1−a . We can find an archimedean t-norm with T (z 1 ,ẑ i ) = z i if i < i 0 in the same way as in a).
Then
If
Normalization and similarity relations
Given a t-norm T , there is a very natural way to generate a similarity relation E T X on the set of fuzzy subsets of a universe X. Then, as a result of normalizing a fuzzy subset µ of X one would like to get a normal fuzzy subset as similar as possible to µ wrt E T X . This idea will be developed in this Section and as the main result Theorem 3.8 states that the less specific normal fuzzy setμ of X among the most similar ones to µ wrt E T X is precisely the one of Definition 2.7 (i.e.:μ =T (y 1 |µ)).
Let us recall the definition of T -similarity relation.
Definition 3.1. Given a t-norm T , a T -similarity E on a set X is a fuzzy relation on X such that for all x, y, z ∈ X 3.1.1. E(x, x) = 1 (Reflexivity) 3.1.2. E(x, y) = E(y, x) (Symmetry) 3.1.3. T (E(x, y), E(y, z)) ≤ E(x, z) (T -transitivity)
T -similarity relations extend the concepts of equivalence and equality to the fuzzy framework. They are also called fuzzy equalities, fuzzy equivalence relations, T -indistinguishability operators, likeness and probabilistic relations depending on the authors and on the t-norm used to model their transitivity. E(x, y) can be viewed as the degree of similarity or indistinguishability between x and y. For a general study on T -similarities the reader is referred to [2] .
In the sequel all t-norms will be assumed to be continuous, although many results remain valid for only left continuous ones. Lemma 3.2. Every fuzzy subset µ of X generates a similarity E µ on X in the following way:
E(x, y) = T (T (µ(x)|µ(y)),T (µ(y)|µ(x))) ∀x, y ∈ X. If Π is the product t-norm, then
(with the convention that
If M in is the Minimum t-norm, then
Definition 3.4. Given a continuous t-norm T, the natural T -similarity on [0,1] is defined by
In this case,
From E T we can build a natural T -similarity relation between the fuzzy subsets of a given universe X. Proposition 3.5. Let X be a set. The fuzzy relation E T X defined on the set of fuzzy subsets of X by
From a logical point of view, E T can be seen as the biimplication connective ↔ T associated to T . Then E T X fuzzifies the equality of crisp subsets of a universe: (A = B if and only if ∀x ∈ X x ∈ A ⇔ x ∈ B).
Let µ be a fuzzy subset of X. Let N µ be the set of all normalized fuzzy subsets of X most similar to µ wrt E T X and with the same support than µ (i.e.: ν ∈ N µ if and only if ν is normal, with the same support than µ and if ρ is a normal fuzzy subset of X with the same support than µ, then E
Proof.
Let x 0 ∈ X be such that ν(x 0 ) = 1. Defining ρ by
Clearly M ax(ν, ρ) is a normalized fuzzy subset with the same support than µ.
and therefore
But due to the maximality of ν and ρ,
Next Theorem is the main result of the Section. Theorem 3.8. Let µ be a fuzzy subset of X, y 1 its greatest value and µ N = sup ν∈Nµ . Then
Proof. We will first show that the fuzzy subsetT (y 1 |µ) is in N µ .
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But this is equal to y 1 .
Therefore,T (ρ(x)|µ(x)) ≥ y 1 which means that
and finally ρ(x) ≤T (y 1 |µ(x)).
Corollary 3.9. The minimal normalization of µ is the greatest normal fuzzy subset of X most similar to µ by E
M in X
in N µ . Corollary 3.12. The normalization of µ minimizing cross entropy wrt µ is the greatest normal fuzzy subset of X most similar to µ by E Π X in N µ . Corollary 3.13. Letμ be a valid normalization of µ and T a t-norm as in Theorem 2.17. Thenμ is the greatest normal fuzzy subset of X most similar to µ by E T X in N µ .
Next Proposition states that ifμ is a valid normalization of µ wrt a t-norm T , then the T -similarities generated by µ andμ coincide in the support of µ.
Lemma 3.14. Let T be a t-norm and x, y, z ∈ [0, 1] such that x ≥ y ≥ z. Then
T (T (x|y),T (y|z)) =T (x|z).

Proof.
IfT (x|y) = α,T (y|z) = β andT (x|z) = γ, then T (x, α) = y, T (y, β) = z and T (x, γ) = z.
Proposition 3.15. Letμ be a valid normalization of µ, T a t-norm as in Theorem 2.17. and Eμ and E µ the similarities generated byμ and µ on the support of µ.
Eμ(x, y) =T (T (y 1 |µ(x))|T (y 1 |µ(y)) or equivalently
But by Lemma 3.14.,
and thereforeT (µ(x)|µ(y)) = E µ (x, y) = Eμ(x, y).
The reciprocal of the Proposition is not true in general, but it depends on the nature of the t-norm [7, 8] . So, it can be proved that the reciprocal holds for strict archimedean t-norms and for the Minimum. Nevertheless, if T is a non strict archimedean t-norm, t is an additive generator of T and ϕ(x) = t −1 (t(0) − t(x)) the associated strong negation, there are exactly two normalized fuzzy subsets generating a T -similarity coincident with E µ in the support of µ:μ and its negate ϕ(μ).
This situation will be clarified in the next Section with the help of fuzzy Tpreorders.
Normalization and fuzzy T -preorders
Every fuzzy subset µ of a universe X generates a fuzzy T -preorder on X. Let us suppose that µ describes a distribution on X and we are interested in the order of the elements that is compatible with the evidence that gives µ. If we have to normalize the distribution, we will want to get a normal fuzzy subsetμ generating the same fuzzy T -preorder than µ. It will be proved thatμ is unique and precisely the fuzzy subset found in the two previous Sections. Definition 4.1. Given a t-norm T , a fuzzy T -preorder P on a set X is a fuzzy relation on X such that for all x, y, z ∈ X 4.1.1. P (x, x) = 1 (Reflexivity) 4.1.2. T (P (x, y), P (y, z)) ≤ P (x, z) (T -transitivity)
In the same way as T -similarities fuzzify the concept of crisp equivalence relation, fuzzy T -preorders are the fuzzy expression of crisp preorders. They have been used in situations where the elements of the set need to be ordered such as Decision Making.
Lemma 4.2. Every fuzzy subset µ of X generates a fuzzy T -preorder P µ on X in the following way:
If Π is the product t-norm, then
Theorem 4.4. Let µ be a fuzzy subset of X and y 1 its greatest value. Letμ be a normalized fuzzy subset of X with the same support than µ such that for a given t-norm T P µ = Pμ on the support of µ. Then a)μ is unique. b)μ = T (y 1 |µ) if x ∈ support of µ 0 otherwise.
So, the normalization µ of a fuzzy subset µ wrt t-norm T is the only normalized set that gives the same fuzzy ordering on the support of µ.
Proof.
Let us first prove b) Let y, z be two elements of the support of µ. We have to prove that P µ (y, z) = Pμ(y, z).
If µ(y) ≥ µ(z), then P µ (y, z) =T (µ(y)|µ(z)) and Pμ(y, z) =T (T (y 1 |µ(y))|T (y 1 |µ(z))).
This last equality is equivalent to T (T (y 1 |µ(y)), Pμ(y, z)) =T (y 1 |µ(z)).
But from Lemma 3.14.,
T (T (y 1 |µ(y)), P µ (y, z)) =T (y 1 |µ(z)) and therefore P µ (y, z) = Pμ(y, z). If µ(y) < µ(z), then P µ (y, z) = Pμ(y, z) = 1.
Let us now prove a) Let ν be a normalized fuzzy subset of X with P ν = P µ on the support of µ, x 1 ∈ X such that µ(x 1 ) = y 1 and x 0 ∈ X such that ν(x 0 ) = 1. From P ν (x 1 , x 0 ) = P µ (x 1 , x 0 ) = Pμ(x 1 , x 0 ), and it follows that µ(x 1 ) ≤ µ(x 0 ) and therefore µ(x 0 ) = 1 and from P ν (x 0 , x 1 ) = P µ (x 0 , x 1 ) = Pμ(x 0 , x 1 ), ν(x 1 ) =T (1|ν(x 1 )) =T (µ(x 0 )|µ(x 1 )) =T (µ(x 0 )|y 1 ) = 1.
Therefore the core of ν coincides with the core ofμ. Then ∀x ∈ X Pμ(x 1 , x) =T (1|μ(x)) =μ(x)) and P ν (x 1 , x) =T (1|ν(x)) = ν(x)).
Thenμ(x) = ν(x).
Concluding Remarks
In this paper, the normalization of a fuzzy subset has been studied assuming that it must be compatible with a t-norm T . It has been proved that ifμ is a valid normalization of µ, than there exists a t-norm T such thatμ is the normalization of µ wrt T .
Also the most popular methods of normalizing a fuzzy subset are related to the most common t-norms.
In this context, the normal fuzzy setμ obtained from µ can be viewed as a) The distribution of µ conditioned to the (degree of) existence of its elements of greatest membership y 1 .
b) The most specific normal fuzzy subset of X among the most similar fuzzy subsets to µ wrt E T X with the same support than µ.
The unique normal fuzzy subset wit the same support than µ generating the same fuzzy T -preorder that µ.
