ABSTRACT: This paper examines the properties of Moran's I test for spatial error autocorrelation when endogenous variables are included in the regression specification and estimation is carried out by means of instrumental variables procedures (such as two stage least squares). We formally derive the asymptotic distribution of the statistic in a general model that encompasses endogeneity due to system feedbacks as well as spatial interaction (in the form of spatially lagged dependent variables). We assess the small sample performance of the test in a series of Monte Carlo simulation experiments and compare it to a number of ad hoc approaches that have been suggested in the literature. While some of these ad hoc procedures perform surprisingly well, the new test is the only acceptable one in the presence of spatially lagged dependent variables. The test is straightforward to compute and should become part of routine specification testing of models with endogeneity that are estimated for cross-sectional data.
Introduction
In empirical regional and urban economic research, many models are estimated for crosssectional observations on aggregate spatial units such as counties or census tracts. Such data sets are likely to exhibit a lack of independence in the form of spatial autocorrelation. This is increasingly acknowledged in applied econometric work and approached by implementing diagnostic tests for the presence of spatial autocorrelation (for reviews, see Anselin 1988a Anselin , 1988b Anselin and Bera 1997) . In the typical case, the regression model is linear, the regressors are exogenous, and the diagnostic is formulated in terms of the ordinary least squares residuals. The most popular test applied in this context is Moran's I test for spatial autocorrelation (Moran 1950) , which was generalized to regression residuals by Cliff and Ord (1972) (see also Ord 1973, 1981 ). Moran's I test is similar in structure to the familiar Durbin-Watson test for serial correlation in the time domain and shares many of its properties. In particular, it is locally best invariant (King 1981) and its exact distribution depends on the explanatory variables in the model and the dependence structure embodied in the alternative hypothesis (King 1987; Sen 1990; Tiefelsdorf and Boots 1995) . Assuming normality for the errors and fixed regressors, Moran' I is an exact test. Its distribution can be computed in small samples by means of numerical integration following the procedure suggested in Tiefelsdorf and Boots (1995) . However, this is typically not done in practice. Instead, an asymptotic approximation is used that is based on the expected value and variance of the statistic under the null hypothesis of independence and normality (Cliff and Ord 1973; Sen 1976 ; see also Terui and Kikuchi 1994) . In most cases, this approximation is quite satisfactory and the test has demonstrated superior power in several Monte Carlo simulation studies (e.g., Hordijk 1974; Bartels and Hordijk 1977; Anselin and Rey 1991; Anselin and Florax 1995 ).
Moran's I test is a powerful misspecification test. However, it does not provide an indication of the nature of the spatial process that causes the autocorrelation, specifically whether it is due to an error process or an omitted spatially lagged dependent variable. Other tests, based on the Lagrange Multiplier principle (e.g., Burridge 1980; Anselin 1988a Anselin , 1988c Anselin et al. 1996) are more appropriate in this respect, but they are asymptotic in nature and depend on the assumption of normal error terms. Also, when the misspecification is error autocorrelation, Moran's I consistently achieves higher power in small samples than the corresponding Lagrange Multiplier test. On the other hand, LM tests are easier to implement in practice since they do not involve moment calculations as is the case for Moran's I (see Anselin and Hudak 1992 ).
Moran's I and the LM tests are typically considered in a context where all explanatory variables are exogenous. In the practice of empirical regional research however, the potential endogeneity of variables in a model is increasingly acknowledged (e.g., Kelejian and Robinson 1993; Holz-Eakin 1994) . Little is known about the properties of tests for spatial error autocorrelation when such endogeneity is present.
The objectives of this paper are twofold. First, from a theoretical perspective, we formally derive the asymptotic distribution of Moran's I statistic based on residuals that are obtained from an instrumental variables (IV) procedure such as two stage least squares (2SLS) in a general model that encompasses endogeneity due to system feedbacks as well as spatial interaction (spatially lagged dependent variables). In doing this, we stress the set of assumptions needed to rigorously obtain the asymptotic properties. Second, focusing on situations encountered in practice, we assess the small sample performance of the suggested test, as well as a variation which is ad hoc in nature, but has been considered in practice (e.g., Holtz-Eakin 1994) . This variation boils down to the application of the moments derived in Cliff and Ord (1972) to IV residuals. We also empirically investigate the effect of endogeneity on the standard OLS-based Moran's I and LM statistics, i.e., when the endogeneity is ignored in the estimation. Ours is the first study to address this aspect.
The remainder of the paper consists of six sections. First, we outline the formal framework for the derivations in terms of the general model specification. Next we spell out the necessary assumptions. This is followed by a discussion of instrumental variable estimation and the asymptotic distribution of the statistic, both for the general model, as well as in a number of special cases. Next, the various diagnostics are evaluated empirically in a series of Monte Carlo simulation experiments. The paper closes with some concluding comments and practical recommendations. Formal proofs are relegated to the Appendix.
The General Model
Consider a regression model that contains both exogenous explanatory variables, as well as endogenous variables and spatially lagged dependent variables:
or, more concisely,
where and . The notation is as follows: is the N by 1 vector of observations on the dependent variable; is an N by matrix of observations on exogenous variables with β as the corresponding by 1 vector of parameters; is an N by (N + J)
spatial weights matrix whose elements are known constants; is the (N + J) by 1 vector , with as a J by 1 vector of observations on J values of the dependent variable that correspond to border locations; ρ is a scalar spatial autoregressive parameter; is an N by g matrix of observations on g endogenous regressors, with α as the corresponding g by 1 parameter vector; and ε is the N by 1 vector of error terms. Throughout the paper, we will use the subscript of the spatial weights matrix to indicate its dependence on the sample size (N).
The weights matrix can be partitioned to make it conformable to the partition of , such that , where is N by N and is N by J. Given this notation, equation (1) can also be written as .
In practice, the border effects are typically ignored. This constitutes a special case of our general model, with J = 0 and no term of the form in equation (3). We consider border observations explicitly in order to ensure a correct model specification for each sample size N.
Clearly, their omission would lead to measurement error problems (see, e.g., Griffith 1983) . This is important in the derivation of the asymptotic properties and is further discussed below.
The elements of and are not necessarily assumed to form a complete system. In other words, it is possible for the elements of to interact among themselves, and to interact with the elements in , as well as with other neighboring elements (not part of ). In what follows, the feedback between and is explicitly accounted for.
In addition to endogeneity in the form of a spatially lagged dependent variable, our general model also involves system feedbacks contained in the matrix of endogenous variables .
This implies the existence of other unspecified equations in which the elements of are partially determined by the elements of along with other variables. For this reason, the elements of cannot be assumed to be unrelated to the elements of ε.
Note that the assumptions below that directly involve a weights matrix pertain to . The weights matrix is involved indirectly in Assumptions 8 and 9 through from equation (2).
More importantly, Assumption 1 rules out situations in which the elements of the weights matrix are re-specified as additional observations are added to the sample. For example, this is the case when the number of neighbors for each observation is allowed to change as the sample increases in size. This would happen in the familiar row-standardized case, where each non-zero weight in the i-th row of equals , with as the number of neighbors for observation i. We avoid this problem by specifying the more general as the weights matrix in (1), such that is the number of nonzero elements in the i-th row of , which will exceed the number of nonzero elements in when border locations are neighbors of observation i.
However, the derived from the row elements in will not change as new observations are added to the sample (i.e., all the neighbors of observation i are already taken into account), so that Assumption 1 is not violated. Consequently, the weights structure of the model is correctly specified for each sample size.
Assumption 1 may be unduly restrictive, but the technical apparatus required to treat more complex ways in which the elements of the weights matrix are affected by increasing sample size are beyond the scope of the current paper. For an in-depth treatment of the difficulties encountered in formalizing asymptotics for spatial samples, see, e.g., Cressie (1993, pp. 100-101) and Kelejian and Prucha (1996) .
Assumption 2
Let be the number of rows in that consist entirely of zero elements. Then, for all N, where is a finite constant.
This imposes a bound on the number of observations that are unconnected, or "islands,"
in the sense that they have no neighbors specified in . Hence Assumption 2 ensures that at most elements of are unrelated to other elements of (through ), even as . If this were not the case, a situation could arise where the sample would grow in size by adding unconnected observations. Since Moran's I statistic is based on sums of cross products of residuals for neighboring locations (as determined by the nonzero elements in ), the addition of unconnected observations to the sample would only add zero to this sum. This violates a fundamental assumption of the central limit theorem needed to determine the large sample distribution of the test, since central limit theorems are based on sums of an infinite number of terms.
Assumption 2 will be satisfied in most situations where there is no abrupt change in the structure of spatial dependence that is reflected in the weights matrix. For example, this will be the case for regular lattice structures.
if and only if ; however, need not equal This requires a spatial weights matrix whose binary (boolean) form is symmetric. In other words, if unit i is viewed as neighboring unit j, then the reverse should be the case as well, although the strength of potential interaction (the value of the spatial weights) need not be identical. In practice, this assumption will be satisfied by most spatial econometric model specifications, although it precludes one-directional forms of spatial autocorrelation such as may be present in network flows. Since the latter can be treated more directly as extensions of the time series case, this is not very restrictive.
Assumption 4
The sequence of spatial weights matrices is such that its elements satisfy the following constraints:
(a) and , for all , i = 1, . . . , , and , where is a finite constant
, with as a finite constant, and
, with as a finite constant.
The main point of Assumption 4 is that the spatial weights matrices should be such that, regardless of sample size, each element of is related to at most other elements of . In other words, and in conjunction with Assumption 3, this implies that there are at most nonzero elements in each row and column of . This can be interpreted as a bound on the extent of spatial interaction (dependence) allowed in the sample, which is needed for identification purposes (see, e.g., the discussion of mixing conditions in Anselin 1988a, Ch. 5). Furthermore, the spatial sample is assumed to grow in such a manner that units that are "sufficiently" apart from i
are not neighbors of i, nor have neighbors in common (i.e., they are not second order neighbors).
More precisely, this implies a form of spatial ordering of the observations, such that observations that are separated by units (a finite constant) are neither first nor second order contiguous.
This does not pertain to the way data would be collected in practice, but is a formal mathematical (conceptual) requirement imposed to ensure that the spatial structure (the structure of ) does not change as the sample increases to infinity. It is satisfied by all spatial layouts in which a form of distance decay (in a proper metric, see, e.g., Weibull 1976) operates to limit the extent of interaction. As mentioned earlier, in our approach, all neighbors of i are contained in an augmented weights matrix .
Assumptions 1 and 4 may be seen as unduly restrictive because they impose a given ordering of the data. However, it is important to make this ordering explicit, since without it a much more complex technical apparatus is needed to handle the way in which spatial weights matrices evolve with an increasing sample size. The assumption is not often stated in the literature, but is typically implicit. For example, in the first formal derivation of the asymptotic normality of Moran's I by Sen (1976) 
(or, in the notation of Cliff and Ord 1981, p. 19) . For the same reasons as before, the double
sums in (4) are also at most of order N and thus the sample size N is the proper deflator to obtain a constant (and finite) limit . For example, using , we see that .
Assumption 5 The matrix is nonsingular at the true value of , for all N.
This implies that the model is complete with respect to , in the sense that equation (3) can be solved for , as .
Assumption 6 The error terms are independent and identically distributed (i.i.d.), with zero mean, , fixed variance, , and finite third absolute moment, .
This may be viewed as the null hypothesis, say , which implies, among other things, that the elements of the disturbance vector are not spatially autocorrelated.
Assumption 7
The matrices of observations on the exogenous variables, and are nonstochastic, and rank ( , ) = . In addition, consider an N by matrix whose columns are a subset of the spatially lagged exogenous variables , with
, and let . Then we assume that , with as a finite upper bound on the elements of X, and , where is nonsingular.
This assumption implies that the analysis is conditional on the observed values of the exogenous variables in and . Furthermore, both matrices are assumed to be of full rank, and perfect multicollinearity is excluded. Also, the elements of and are assumed to be bounded, which precludes certain types of variables, such as powers or exponentials of coordinates of locations in a trend surface regression. The elements of the matrix X will serve as instru-
ments in the estimation procedure outlined in the next section.
Note that if a regression contains a spatially lagged dependent variable (but no other endogenous variables), the spatial lags of the exogenous variables, can be used as instruments (for a rigorous treatment, see Kelejian and Robinson 1993) . However, in the framework outlined here, this is not necessarily the case, since some of the excluded exogenous variables may constitute a proper instrument set. In this instance, would be zero and the instrument matrix X could simply be . However, the large sample efficiency of the IV estimator will increase with the number of instruments, i.e., with .
The non-singularity of is a standard assumption in a large sample framework and will typically be satisfied in practice since the elements of X are bounded and perfect multicollinearity is excluded.
Assumption 8
, where is a matrix of finite elements, with rank( ) This is a standard assumption needed to ensure that the parameters of the model are identified. A necessary condition for this is that , i.e., when there are at least as many instruments and that do not appear in equation (1) 
,
where , , and are matrices of finite elements.
Assumption 9 ensures that the variables involved in the various operations needed in the estimation and in the proofs have bounded moments. Note that some of the elements of the matrices may be zero, for example, the elements of that pertain to the plim of the cross product of the error terms ε with the non-stochastic (Assumption 7) exogenous variables .
Instrumental Variables Estimation
As is well known, the presence of the endogenous variables in in equation (1) of instruments X (defined in Assumption 7), the IV estimator for δ can be expressed as: ,
in the notation of equation (2). As shown in a number of places (e.g., Schmidt 1976, Davidson and MacKinnon 1993) , the estimator is consistent and asymptotically normal under a reasonable set of conditions that are satisfied by our Assumptions 1-9. More formally: ,
where (9) is the associated limiting covariance matrix.
The IV residuals are obtained as:
.
( 1 0 ) Since is a consistent estimator for δ, or, , it can be shown that when our set of asssumptions is satisfied, is a consistent estimator for the error variance , or, .
Hence, approximate small sample inference for δ may be based on the normal distribution, with .
The consistency of and will be exploited in the next section to obtain the large sample properties of Moran's I statistic based on IV residuals .
Moran's I Statistic for Residuals from Instrumental Variables Estimation
Based on the IV residuals , Moran's I statistic can be expressed as:
, ( 1 1 ) where is the spatial weights matrix, and is the usual normalizing factor, .
Using the set of assumptions outlined in Section 3 in conjunction with the consistency of , we
show formally in the appendix that is asymptotically normal with mean zero and finite
where will be discussed in more detail below. With replaced by a consistent estimator , an asymptotic test can be constructed such that the null hypothesis of no spatial autocorrelation may be rejected at the α level of significance if
where is the value of a standard normal variate corresponding to α. For example, taking a significance level of 5%, the null hypothesis would be rejected if the expression in (13) exceeded 1.96.
Note that the exact specification of the error terms under the alternative hypothesis of spatial autocorrelation need not be known to obtain these asymptotic results. However, clearly,
the power of the test will depend on how well the weights matrix describes the pattern of spatial autocorrelation under the alternative (for a more detailed discussion of the effect of misspecified weights on the power of tests, see Florax and Rey 1995) .
Implementation of the Test in the General Case
In the general case where both endogenous variables as well as spatially lagged dependent variables are present in the model specification (as in equation (1)), the asymptotic variance of is shown in Appendix A to be:
, ( 1 4 ) with as the error variance, and as given in Assumption 4, and .
( 1 5 Note that the first term on the right hand side of equation (15) (as well as its transpose in the third term) pertains to the probability limit of a series of cross-products of the vector of error terms ε with the spatial lags of the elements of . Specifically, this term can be expressed as:
( 1 6 ) While and in (16) are stochastic, is not, nor is its spatial lag, (Assumption 7).
Furthermore, the elements of (of which in any row there are at most non-zero due to Assumption 4) are bounded due to Assumption 1, and the elements of are bounded due to 
Special Case: No Endogenous Regressors
When no endogenous regressors are present in the model, then , and, using the previous result, . Consequently, the term A in equation (14) will equal zero and the variance . In this case, it follows from equation (12) that ,
( 1 7 ) since the square of a standard normal variate is distributed as chi-squared with one degree of freedom.
Note that equation (11) can also be written as:
, due to Assumption 4(c), and hence, Also,
. Therefore, the test statistic in equation (17) In sum, the results of this special case imply that in the standard regression context the asymptotic distribution of N times the square of Moran's I is equivalent to that of the LM-error statistic. It is important to note that this result is obtained without having to resort to a normality assumption for the error terms.
2 Let . Then a formal proof of this property is based on the fact that , and . Assumptions 1, 4 and 7 imply that is bounded and thus . Hence, following Chebychev's inequality, .
Special Case: No Spatially Lagged Dependent Variables
A special case of great interest in practice is when the model specification only contains exogenous variables and endogenous variables that reflect system feedbacks, or, . This is the standard (i.e., non-spatial) situation in which the 2SLS procedure is used to obtain consistent parameter estimators. Then, under a reasonable set of assumptions and in the absence of spatial autocorrelation (of either spatial error or spatial lag form) in the equations that determine the endogenous variables in , the term A in equation (14) equals zero (the precise conditions under which this holds and a proof are given in Appendix B). Consequently, under these conditions, a test for spatial error autocorrelation in models with (non-spatial) endogenous regressors can be based on the simplified form of the statistic in equations (17) or (18), which is identical in form to the usual LM-error test, but based on the residuals obtained from IV estimation (equation (10)).
Monte Carlo Simulation Study
We obtain an initial assessment of the size and power of the IV-based Moran's I test from a small number of Monte Carlo simulation experiments. We consider both the asymptotic form of the test (equations 12-16), as well as an ad hoc finite sample approximation based on the stan- We also consider the size and power of Moran's I and the LM-Error tests computed from the residuals of an OLS estimation. These tests are clearly ad hoc, since they represent a situation in which the endogeneity of a subset of regressors is ignored. Consequently, OLS will generally be both biased and inconsistent. However, this approach may seem attractive in practice, since OLS is simple to compute relative to more complex consistent procedures and often is superior in terms of mean squared error. It is therefore important to assess the extent to which the properties of these diagnostics are affected. This aspect of our simulations extends earlier work on the effect of misspecifications on the size and power of spatial autocorrelation tests, e.g., when heteroskedasticity or non-normality are present, or when the spatial process is misspecified (see Anselin and Rey 1991; Anselin and Florax 1995; Florax and Rey 1995; Kelejian and Robinson 1995) .
Experimental Design
The experimental design for the Monte Carlo simulations is based on a format extensively used in earlier studies in the standard linear regression model (e.g., Anselin and Rey 1991; Anselin and Florax 1995) . A new feature is the consideration of endogeneity.
We consider two different contexts. In the first, we assess the empirical Type I errors of the tests when endogeneity is present in the form of systems feedbacks, but without a spatial lag in the model (see Section 5.3). We specify a small system of two equations, with two endogenous variables and four exogenous variables: (19)- (20) is overidentified, reflecting a situation often encountered in practice. For the sake of simplicity, we did not incorporate cross-equation correlation in the error terms, although this could be added in a straightforward way. In the simulations, the exogenous variables are generated as independent uniform random numbers between 0 and 1 and kept fixed in all experiments.
The values for the endogenous variables are obtained by solving the reduced form of the model (19)- (20): (21) and .
Clearly, different degrees of endogeneity can be obtained by manipulating the values of the parameters and the characteristics of the error terms. In our experiments, we set all parameters equal to 1, except , which was set equal to 0.1. This induced sufficient endogeneity to create a significant degree of simultaneity bias for the OLS estimator. For example, the bias of the OLS estimate for was approximately −0.4 for all sample sizes (for a true value of 1.0). In comparison, the bias of the consistent IV estimator was −0.07 for samples of size N = 48 but only −0.0004
for samples of size N = 900. However, in terms of mean squared error (MSE), the OLS estimator was superior to the IV estimator for N = 48 and N = 81, due to its smaller sampling variance, but it was significantly inferior for the larger data sets. Specifically, for N = 900 the MSE of the OLS estimator was 0.17, compared to 0.006 for the IV estimator.
Four different error distributions were considered: the standard normal, the lognormal, the uniform and the chi-squared distribution with one degree of freedom. In all cases, the generated error terms were transformed to obtain a zero mean and unit variance, using standard procedures.
The second context we considered is the model in which the endogeneity consists solely of the presence of a spatially lagged dependent variable. Formally, this is expressed as (23) where , , and are N by 1 vectors of values of the corresponding terms defined in (19), , and are parameters, is a spatial autoregressive coefficient, and W is a known spatial weights matrix. In the simulations, we let vary from 0.1 to 0.9 to assess the effect of spatial lag autocorrelation on the empirical Type I errors of test statistics. The exogenous variables are generated as before as uniform random variates, and . The observations on the dependent variable are obtained from the usual reduced form solution .
( 2 4 ) The power of the test statistics is compared under the alternative hypothesis of a spatial autoregressive error process , with as an error vector whose terms are i. i. d.
with mean zero and unit variance. The same four distributions were considered for as before:
the normal, the lognormal, the uniform and the Chi-squared with one degree of freedom. The autoregressive parameter took values from 0.1 to 0.9. This is implemented in the simultaneous system (19)- (20) by first generating , and subsequently substituting the values for in the reduced form equations (21) and (22).
Five different spatial configurations were considered: an irregular lattice structure corresponding to first order contiguity of the 48 U.S. states; and four regular lattice structures for a rook-type contiguity in square 9 by 9 (N = 81), 11 by 11 (N = 121), 30 by 30 (N = 900) and 40 by 40
(N = 1600) lattices. All spatial weights matrices were used in row-standardized form.
Under the null hypothesis in the non-spatial model, 20,000 replications were generated, yielding a two standard deviation range for the empirical Type I error from 0.0469 to 0.0531 around α = 0.05 and from 0.0086 to 0.0114 around α = 0.01. For the other cases, 10,000 replica-
tions were used, yielding sufficient precision for our purposes (2 SD range for the empirical Type I error from 0.0456 to 0.0544 around α = 0.05 and 0.008 to 0.012 around α = 0.01). In the interest of space, only the more salient findings are listed here in some detail. A complete set of results for all cases considered is available from the authors.
Size of the Tests in the Presence of Systems Endogeneity
The first case we consider pertains to the models (19)- (20) where an endogenous systems variable is contained in the specification, but no spatially lagged dependent variable. The empirical rejection frequencies under the null hypothesis of no spatial error autocorrelation for our IVError test (IV-ERR), Moran's I test using IV residuals (I-IV), the LM test for error autocorrelation using OLS residuals (LM-OLS) and Moran's I test applied to OLS residuals (I-OLS) are presented in Table 1 However, for α = 0.01 this is the case for all samples considered except N = 48. In the other cases, the null is under-rejected. The LM-OLS test also tends to be more sensitive to non-normality than the I-OLS test (again, under-rejecting the null), which confirms earlier results in the standard linear regression case (Anselin and Rey 1991) .
In spite of its slight discrepancies at the tail of the distribution (reflected in the under-rejection reported above), the distribution of the IV-ERR statistic under the null is remarkable close to
the normal, as illustrated in Figure 1 for N = 48. In the larger sample sizes, the fit to the normal distribution is almost perfect, which clearly demonstrates the asymptotic nature of the test.
Size of the Tests in the Presence of a Spatially Lagged Dependent Variable
The results in terms of the size of the various tests are strikingly different when spatial interaction is the source of endogeneity in the model (in the form of a spatially lagged dependent variable). The IV-ERR test is the only test that properly corrects for the complex interaction between spatial lag and spatial error dependence (see also Anselin et al. 1996) , but only for very large sample sizes. As shown in Table 2 for normal errors, and apart from a few exceptions for N = 48, the test significantly over-rejects the null hypothesis for large values of ρ, and under-rejects for small val- ues. Even with N = 1600, the rejection rates still exceed the 2SD bound for ρ > 0.5, although to a lesser extent. The results are qualitatively similar for non-normal errors.
The performance of the ad-hoc tests is totally unacceptable in this situation, as demonstrated by the results for the I-IV test (for normal errors) in Table 3 . The test significantly overrejects the null hypothesis in all samples and its performance does not improve as the sample Table 1 to those in Tables   2 and 3 
Power of the Tests
The frequency with which the null hypothesis is rejected for increasing degrees of spatial error autocorrelation is reported in Table 4 , for both IV-based and OLS-based tests. In this instance, the seeming acceptability of using OLS residuals in the presence of endogenous regres- ρ sors has disappeared, and both IV tests show significantly superior power. The power is essentially unaffected by non-normal distributions (not reported in Table 4 ). Of the two, the I-IV test performs marginally better, particularly for the smaller samples and smaller values of λ, but both tests demonstrate good power against this alternative. Even in the smallest data set, the null is rejected in roughly half the cases by both tests for , while for N = 121 this is already achieved for and in over 95% of the cases for . By contrast, the 50% mark is never reached for the OLS based tests with N = 48, and even for N = 121 the rejection frequency tops out at 78% (for the I-OLS test with λ = 0.8).
In other words, there is some evidence that ignored endogeneity significantly lowers the power of OLS-based tests against spatial error autocorrelation. While in this instance an OLS estimator may still be superior to an IV estimator in terms of mean squared error, especially in 
Concluding Remarks
As in any simulation study, the generality of the conclusions drawn from our series of experiments is limited by their design. We have only considered a small set of aspects related to endogeneity and the interaction between the size and power of the tests, and issues such as the number of endogenous variables, the degree of identifiability, inter-equation correlation, the choice of instruments and others that affect the properties of estimators remain to be considered.
The results of the Monte Carlo simulations suggest that the asymptotic form of Moran's I test based on IV residuals, which we derived in this paper, achieves the proper size in medium Moran's I statistic formulated in terms of IV residuals has surprisingly good properties, especially when the error distribution is normal. The formal basis for these results remains to be determined. However, the attractive properties of this test hold only in the purely endogenous case. When spatially lagged dependent variables are included in the model, the test is unreliable, in the sense that the null hypothesis is rejected too frequently when no spatial error autocorrelation is present.
OLS based tests, especially Moran's I test, seem to have the proper size when the errors are normally distributed. However, ignoring endogeneity results in a significant loss in power.
In other words, while there is little to lose by ignoring endogeneity when no spatial error autocorrelation is present, the use of OLS-based tests in general is ill-advised since it will tend to under-reject the null when a problem is present. This is important to note, since the generally lower MSE of OLS estimators relative to IV estimators in small samples has often led to the use of OLS in practice (e.g., in the estimation of regional econometric models), even though it is inconsistent in the presence of endogenous regressors.
In sum, the asymptotic properties of Moran's I test based on IV residuals are reflected in reasonably sized samples. While the ad hoc version based on the usual mean and variance approximations also performed well in our simulations, and even achieved slightly higher power, the reason for this is not well understood. Since our test is easy to compute and is the only procedure of the ones considered that has acceptable properties in the presence of a spatially lagged dependent variable, it should be used in practice whenever instrumental variables estimation is carried out for cross-sectional data. Further work is needed in order to assess the extent to which these conclusions hold in a wider range of contexts and to understand more fully the large sample properties of the ad hoc version of the test.
APPENDIX A
We derive the asymptotic distribution of by applying a central limit theorem and using a series of results on the limiting properties of the numerator and denominator of (equation 11). We start by considering more closely both numerator and denominator of , .
( A . 1 )
Note that the limit of the first term in the denominator by virtue of Assumption 4. The second element converges to the error variance, or, (see Section 4). Consequently, the denominator in (A.1) converges in probability to a non-stochastic constant . Apart from this constant, the asymptotic distribution of in (A.1) is therefore completely determined by the asymptotic distribution of the numerator term on the right hand side.
We may express the 2SLS estimator (equation 7) as
where is in light of the limiting result in equation (8), and thus plim( ) = 0. We can exploit this to establish a relation between the IV residuals and the error terms . Substituting (A.2) into equation (10) After some manipulation of the powers of N, it easily follows that the second term on the right hand side of (A.4) equals and the third term equals . Since is and bounded in probability (and thus does not vanish in the limit), and (Assumption 9.d), the probability limit of the third term is zero (due to the presence of ). As a result, taking probability limits The limiting properties of can be obtained more explicitly by utilizing the results in Section 4. By substituting equation (2) for in equation (7), it follows readily that , N 1 2 for , this will also be the limiting distribution of . We obtain this limiting distribution by expressing as a sum of random variables and applying the central limit theorem for m-dependent variables given in Schmidt (1976, p. 258) . In the typical fashion, this will yield , where the asymptotic variance must be derived from the terms that constitute . To obtain these terms, first note that
where are the elements of the vector in (A.11), and the other notation is as before. Some further manipulation yields or, , ( A . 1 5 ) We now need to demonstrate that as defined in (A.16) satisfies the four conditions for the central limit theorem for m-dependent variables as described in Schmidt (1976) .
Condition 1:
This condition is satisfied since (Assumption 4.b) and thus in (A.16) only contains crossproducts of the form , with . Since Assumption 6 specifies the error terms to be i. i. d. with zero means, when , and also , therefore .
Condition 2: ( , . . . , ) is independent of ( , . . . , ) for all q greater than a given constant This condition is satisfied by the structure of the weights matrices imposed under Assumption 4.a (where the finite constant plays the role of q) and the independence of the error terms in Assumption 6. Therefore, two sequences of that are further than apart will have no error terms in common.
Condition 3:
, , where is a finite constant
The boundedness of the absolute third moments can be demonstrated by considering the following inequality, Several assumptions are used to obtain the boundedness of the powers involving spatial weights and error terms in (A.17). Assumption 1 ensures that individual spatial weights are bounded by and Assumption 4.a. requires that there are at most non-zero elements in each row of the spatial weights matrix. Consequently, the term involves at most cross-product terms of the form whose absolute third moments are bounded by , which is finite in light of Assumption 6. Since the third absolute moments are bounded, all lower order absolute moments will be bounded as well. Furthermore, the elements are bounded because , and are assumed to be finite matrices in Assumptions 7 through 9. This establishes bounds on the right hand side in inequality (A.17) and hence the boundedness of . The results of (B.3), (B.4) and (B.5) together with Chebychev's inequality establish that . 
