Abstract. We propose an ensemble learning method called Network Boosting which combines weak learners together based on a random graph (network). A theoretic analysis based on the game theory shows that the algorithm can learn the target hypothesis asymptotically. The comparison results using several datasets of the UCI machine learning repository and synthetic data are promising and show that Network Boosting has much resistance to the noisy data than AdaBoost through the cooperation of classifiers in the classifier network.
Introduction
With the rapid development of various business and scientific research based on information technology, the number and the size of distributed databases increase continuously. For the massiness of the distributed datasets, the conditional data mining techniques based on central process on a single computer are not appropriate for today's need. New technologies are required for distributed applications.
In recent 10 years, the ensemble learning methods become a hot topic in the machine learning community. Two of the most popular techniques for constructing ensembles are bootstrap aggregation ("bagging" [1] ) and the Adaboost family of algorithms ("boosting" [2] [3] [4] ). Both of these methods operate by taking a base learning algorithm and invoking it many times with different training sets.
The Bagging algorithm (Bootstrap aggregating) [1] uses bootstrap samples to build the base classifiers. Each bootstrap sample is formed by uniformly sampling from the training set with replacement. The accuracy can be improved through building multiple versions of base classifier when unstable learning algorithms (e.g. neural networks, decision trees) are used.
The AdaBoost algorithm [3] , calls a given base learning algorithm repeatedly and maintains a distribution of weights over the training set in a series of rounds t = 1, ..., T . During the training progress, the weights of incorrectly classified examples are increased so that the weak learner is forced to focus on the hard examples in the training set.
While the overall success of AdaBoost, there is increasing evidence that boosting algorithms are not quite as immune from overfitting [5] . Krieger et al. [6] introduced a new ensemble learning strategy called BB algorithm based on the careful application of both bagging and boosting. They demonstrated experimentally that the performance of this algorithm is superior to boosting when the training set is noisy. Other noisy tolerant boosting algorithms include AdaBoost Reg [7] , AveBoost2 [8] , et al.
To satisfy the requirement of rapid developing distributed applications, Fan [9] and Lazarevic [10] [11] proposed the distributed versions of boosting for parallel and distributed data mining. The distributed boosting algorithms put more efforts on the disjoint partitions of the data set (d-sampling) and the mechanism is designed for such purpose.
In this paper, we propose a new ensemble learning method called Network Boosting (NB) which combines classifiers on the basis of a network. Through the communication between classifiers, the misclassified samples' weights increase during the training progress. The final classification decision is made through the majority voting of all the hypotheses learned in the training progress. Under the game theory framework, we prove that the Network Boosting algorithm can learn target hypothesis asymptotically. The difference between distributed boosting algorithm and Network Boosting lies in the cooperation mechanism between distributed sites (classifiers).
In chapter 2 we propose the classifier network and the mechanism of Network Boosting (NB). Chapter 3 gives the proof of the convergence of the NB algorithm. Results of comparisons on UCI data sets and the comparisons on noisy data are shown in chapter 4. Chapter 5 concludes with a short summary.
Classifier network and Network Boosting
The idea of Network Boosting comes from our recent research [13, 14] on complex network [15] . In a complex system, the complexity comes from the selforganization or emergence of structure and function from the interaction between the constituent parts of the system. So we introduce the cooperation of classifiers based on a network and expect high accuracy and noise resistance as emergent functions of the classifier network and network boosting scheme.
From biology over computer science to sociology the world is abundant in networks [15] . In the present work, we use random graph as the topology of our classifier network for it has much resistance to the targeted attack [16] and is more suitable for the distributed applications. A random graph is a collection of points, or vertices, with lines, or edges, connecting pairs of them at random. Starting with the influential work of Erdos and Renyi in the 1950s and 1960s [17] , the study of random graphs has a long history.
Based on the communication structure, we construct a classifier network in which the nodes are classifiers and links between nodes represent the relationship between classifier pairs. If there is a link between node i and node j, then classifier i will exchange information with classifier j during the training progress.
The dynamic integration approach contains two phases. Assume there are K nodes (classifiers) in the network and the training round is T . In the learning phase, given training set Z = (x 1 , y 1 ) , (x 2 , y 2 ) , ..., (x l , y l ) , each classifier on the classifier network is provided with the same training instances and maintains a weight record w k,t (i) for k = 1, ..., K , t = 1, ..., T , i = 1, ..., l of the instances respectively. Then the classifier in the classifier network is built by the training set sampled from the training data according to the weights record of the training data it holds. After that, the weights of the instances of every node are updated according to the classification results of the node and its neighbors. The classifier network is trained T rounds in such way.
In the application phase, the final classification of the committee is formed by all the hypotheses the classifier network learned during the training progress so that for a new instance its label is decided by the voting. The algorithm is listed in Fig. 1 . 
where node n is neighbor of node k. I is indication function and Z k,t is a normalization constant, such that
Output: Final hypothesis by majority voting using the learned hypotheses h k,t : x → {−1, +1} for k = 1, ..., K and t = 1, ..., T .
Fig. 1. Algorithm Network Boosting
For convenience, we use N B (K, T, ρ, β) denoting the parameters used by the Network Boosting when the network is given.
Network game and boosting
Freund and Schapire [18] showed that boosting can be cast in a game-theoretic framework [19] [20] [21] . They treated the problem of learning as a repeated game and refer to the row player as the learner and the column player as the environment. Let M be the mistake matrix in which entry M (i, j) is the loss suffered by the row player (learner). The game is played from the row player's perspective and leave the column player's (environment) loss or utility unspecified. Mixed strategies are used by the row and column players in each round. That is, the row player chooses a distribution P over the rows of M and the column player chooses a distribution Q over columns. The row player's expected loss in the round t is computed as
If the column player uses a mixed strategy but the row player chooses a single row i (pure strategy), then the (expected loss) is
Given a weak learning algorithm, the goal of boosting is to run the weak learning algorithm many times in the repeated play with the environment (instances), and to combine the learned hypotheses into a final hypothesis with error rate as small as possible. Von Neumann's well-known minmax theorem states that max
for every matrix M . The common value v of the two sides of the equality is called the value of the game M . Freund and Schapire [18] proved that by using the LW algorithm, the average loss in the repeated game is not much lager than the game value v . Here we extend the proof of Freund and Schapire for boosting algorithm to the Network Boosting algorithm. Let X be a finite set of instances and H be finite set of hypotheses h : X → {−1, 1} . Let c : X → {−1, 1} be an unknown target concept, not necessarily in H .
The mistake matrix M has rows and columns indexed by instances and hypotheses, respectively.
Assuming (H, c) is γ learnable (so that there exists a γ-weak learning algorithm). On each round t , the learner k in the classifier network computes mixed strategy P k,t by normalizing the weights:
Given M (i, Q k,t ) for each node k at round t , the environment updates the weights by the simple multiplicative rule:
where node n is neighbor of node k and β ∈ [0, 1). Theorem 1 For any node k in the classifier network, the accumulative loss suffered by the instances with parameter β ∈ [0, 1) satisfies:
where
The proof of Theorem 1 is given in the appendix. From Theorem 1 it is clear that when β approaches 1, α β also approaches 1 and the accumulative loss of row player in the T rounds repeated play will not be much greater than the loss of the best strategy for node k.
Corollary 2 Under the conditions of Theorem 1 and with β set to
the average per-trial loss suffered by the instances in node k when T is large enough is
. Proof: See Section 2.2 in Freund and Shapire [2] and note that
approaches 0 when T is large enough.
Corollary 3 Under the conditions of corollary 2, the average expected loss of the instances over K nodes in the T trainings when T is large enough is
where v is the value of game M . Proof: Let P * be a minmax strategy for M so that for all column strategies Q k,t , for all k = 1, ..., K and t = 1, ..., T , M (P * , Q k,t ) ≤ v. According to Corollary 2,
Proof end.
On each round t at the node k , Q k,t may be a pure strategy h k,t and should be chosen to maximize
In other words, h k,t should have maximum accuracy with respect to distribution P k,t . It's just the goal of weak learner. According to the minmax theorem:
, each classifier on the network will learn the target hypothesis asymptotically. So the combined hypotheses learned by the classifier network will compute a final hypothesis h f in identical to target c for sufficiently large T .
Experiment results

Experiments on UCI Repository
In this section we present experiments of C4.5, Bagging, AdaBoost.M1, BB and Network Boosting on the UCI data sets. We use the implementations of C4.5, Bagging, AdaBoost.M1 and BB provided by Weka in our experiments [22] . The experimental setting is described before the results of the experiments. We employed 16 domains drawn from the UCI Repository [12] . Previously comparisons of AdaBoost, Bagging and other dynamic classifier integration methods were made in [23] [5] [24] [7] . The main characteristics of the 16 data sets are presented in Table 1 .
We performed statistical tests to compare the five algorithms. For all the domains we generate 100 random partitions into training and test set with proportion 60 : 40. Then we train a classifier and compute its test set error on each partition. C4.5 is employed as base classifier in all the ensemble methods without the pruning.
In our experiments, we found that sampling parameter 33% achieves better performance. The same conclusion is drawn in BB algorithm [6] . About the size and the connection probability of the classifier network, we found that the accuracy can be improved if the size of the network becomes large (with the expense of more calculation demand); the smaller connection probability often leads to better results for higher connection probability makes the environment more chaostic.
In order to play fairly, 300 C4.5 base classifiers were used in these four ensemble methods. For AdaBoost, we constructed ensembles of at most 300 classifiers. However, if the AdaBoost algorithm terminated early (because a classifier had weighted error greater than 0.5 or unweighted error equal to zero), then a smaller ensemble was necessarily used. For BB algorithm, BB (30, 10, 1/3) was used. That is, the aggregate BB classifier is a combination of 300 base classifiers, resulting from the combination of 30 subsamples of 10 boosting iterations. For Network Boosting, a classifier network contains 30 classifiers and based on a random graph with connection probability 0.07 for each pair of nodes and 10 training steps was built. The sampling parameter ρ = 1/3 and β = 0.5 were used for all the data sets. audiology  226  24  69  -breast-w  699  2  -9  colic  368  2  15  7  credit-a  690  2  9  6  diabetes  768  2  -8  glass  214  6  -9  heart-c  303  2  7  6  heart-h  294  2  7  6  hepatitis  155  2  13  6  iris  150  3  -4  labor  57  2  8  8  lymph  148  4  15  3  soybean  683  19  35  -vehicle  846  4  -18  vote  435  2  16  -waveform  300  3  -40   Table 2 shows the average error rate (err) and standard deviation (std) of each data set tested by every algorithm and results of significance tests of Bagging, AdaBoost, BB with NB. "+" and "-" mean that there is significant difference between the results of the two algorithms. From the table we can find that NB can improve the accuracy significantly compared to Bagging, AdaBoost and BB. Learning curve analysis provides a powerful tool to inspect the dynamics of an ensemble learning method [25] . In Figure 2 we show the performance of NB algorithm on different training steps. Due to lack of space, we do not include the results for all 16 datasets, but present 5 representative datasets. Every point in the graph is the average error rate of 50 tests at the given training round on that dataset. From the figure we can find that NB can learn the target hypothesis quickly after only about 10 training rounds.
Experiments on synthetical data set
First we begin by specifying a simple model used by Krieger [6] . We suppose that there are five dependent feature variables, X 1 , ..., X 5 . We generate each feature i.i.d. from a uniform distribution on the unit interval. The class label Y is binary and determined only by X 1 and X 2 according to the following rule:
Furthermore, we assume that addition of noise which randomly and independently flips the observed class label with some fixed probability 1−p . Under this distortion we have that P (Y = 1|X 1 > X 2 ) = 1 − p and P (Y = 0|X 1 ≤ X 2 ) = 1 − p. The special case where p = 1 corresponds to noiseless data. We generate a training set consisting of 1000 pairs (Y, X) from the Unit Square model. To test our classifier we provide a noiseless test data set of 10000 points. For bagging and AdaBoost, 300 base classifiers are used; for BB, BB(30,10,1/3) is used; for Network Boosting, we use NB(30,10,1/3,β) with different β. The connection probability of network is set 0.07. In Table 3 the comparison results of average error rate and standard deviation are shown on 100 tests. Network Boosting shows high resistance to noise than others. The significance test (t-test with significance level 0.05) shows that the results of NB(30,10,1/3,0.9) are significantly better than the results of AdaBoost when data are noisy (p=0.9, p=0.8, p=0.7). With the increasing β, NB algorithm shows higher ability on defeating noise for the weights of noisy data will increase slowly with bigger β. As every thing has two sides, with bigger β, the Network Boosting algorithm needs more training rounds to converge to the target hypothesis.
Conclusion
In this paper a technique for dynamic integration of classifiers was experimented. The algorithm is easily run in a distributed system. Under the game theory framework, we prove that the average expected loss suffered by row player (environment) is not much larger than that of the game value which means that as a dual problem the combined hypotheses is an approximate maxmin strategy. Through the cooperation between classifiers, the classifier network shows remarkable resistance to overfitting. For the additional computation requirement introduced by the communication between classifiers (nodes) is small and can be ignored, the efficiency of NB is equal to Bagging, AdaBoost and BB when the same number of base classifiers and sample parameter (when generating training data for each base classifier) are used.
The proposed dynamic integration technique Network Boosting was evaluated with C4.5, AdaBoost, bagging and BB on 16 data sets from the UCI machine learning repository. The results achieved are promising. In order to show the Network Boosting's ability on overfitting, we compared it with others on UnitSquare model. In addition, under some conditions, Network Boosting can be reduced to AdaBoost and Bagging. If there is just one node in the network and weighted voting is used, then Network Boosting reduces to AdaBoost; if the training steps of Network Boosting is one, it just equates the bagging algorithm.
Through the experiments, random graph performs well and is a good choice for NB. How about the performance of Network Boosting if other topologies introduced? Such topologies include small-world network, scale-free network and grid network. Further researches are need in the future on explore the dynamic mechanism of Network Boosting on different network topologies.
