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Abstract
This thesis is concerned with convex optimization problems in quantum information
theory. It features an iterative algorithm for optimal quantum error correcting codes,
a postprocessing method for incomplete tomography data, a method to estimate
the amount of entanglement in witness experiments, and it gives necessary and
sufficient criteria for the existence of retrodiction strategies for a generalized mean
king problem.
keywords: quantum information, convex optimization, quantum error correction,
channel power iteration, semidefinite programming, tough error models, quantum
tomography, entanglement estimation, witness operators, mean king, retrodiction.
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Summary
This thesis investigates several problems in quantum information theory related to
convex optimization. Quantum information science is about the use of quantum
mechanical systems for information transmission and processing tasks. It explores
the role of quantum mechanical effects, such as uncertainty, superposition and en-
tanglement, with respect to information theory. Convexity naturally arises in many
places in quantum information theory, as the possible preparations, processes and
measurements for quantum systems are convex sets. Convex optimization meth-
ods are therefore particularly suitable for the optimization of quantum information
tasks. This thesis focuses on optimization problems within quantum error correction,
quantum tomography, entanglement estimation and retrodiction.
Quantum error correction is used to avoid, detect and correct noisy interactions
of the information carrying quantum systems with the environment. In this the-
sis, error correction is considered as an optimization problem. The main result is
the development of a monotone convergent iterative algorithm, the channel power
iteration, which can be used to find optimal coding and decoding operations for
arbitrary noise. In contrast to the common approach to quantum error correction,
the algorithm does not make any a priori assumptions about the structure of the
encoding and decoding operations. In particular, it does not require any error to
be corrected completely, and hence can find codes outside the usual quantum error
correction setting. More generally, the channel power iteration can be used for the
optimization of any linear functional over the set of quantum channels. The thesis
also discusses and compares the power iteration to the use of semidefinite program-
ming for the computation of optimal codes. Both techniques are applied to different
noise models, where they find improved quantum error correcting codes, and suggest
that the Knill-Laflamme form of error correction is optimal in a worst case scenario.
Furthermore, the algorithms are used to provide bounds on the correction capabili-
ties for tough error models, and to disprove the optimality of feedback strategies in
higher dimensions.
Quantum tomography is used to estimate the parameters of a given quantum state
or quantum channel in the laboratory. The tomography yields a sequence of mea-
surement results. As the measurement results are subject to errors, a direct interpre-
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tation can suggest negative probabilities. Therefore, parameters are fitted to these
tomography data. This fitting is a convex optimization problem. In this thesis, it
is shown how to extend the fitting method in the case of incomplete tomography of
pure states and unitary gates. The extended method then provides the minimum
and maximum fidelity over all fits that are consistent with the tomography data.
A common way to qualitatively detect the presence of entanglement in a quantum
state produced in an experiment is via the measurement of so-called witness op-
erators. In this thesis, convexity theory is used to show how a lower bound on a
generic entanglement measure can be derived from the measured expectation values
of any finite collection of entanglement witnesses. This is shown, in particular, for
the entanglement of formation and the geometric measure of entanglement. Thus,
with this method, witness measurements are given a quantitative meaning without
the need of further experimental data. More generally, the method can be used
to calculate a lower bound on any functional on states, if the Legendre transform
of that functional is known. It is proven that the bound is optimal under some
conditions on the functional.
In the quantum mechanical retrodiction problem, better known as the mean king
problem, Alice has to name the outcome of an ideal measurement on a d-dimensional
quantum system, made in one of (d + 1) orthonormal bases, unknown to Alice at
the time of the measurement. Alice has to make this retrodiction on the basis of
the classical outcomes of a suitable control measurement including an entangled
copy. In this thesis, the common assumption that the bases are mutually unbiased
is relaxed. In this extended setting, it is proven that, under mild assumptions on
the bases, the existence of a successful retrodiction strategy for Alice is equivalent to
the existence of an overall joint probability distribution for (d+1) random variables,
whose marginal pair distributions are fixed as the transition probability matrices of
the given bases. This provides a connection between the mean king problem and
Bell inequalities. The qubit case is completely analyzed, and it is shown how in
the finite dimensional case the existence of a retrodiction strategy can be decided
numerically via convex optimization.
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Chapter 1
Introduction
Quantum information is an emerging interdisciplinary research field that combines
ideas of physics, mathematics, information theory and computer science. It is based
on the ability to control quantum systems like photons, atoms, or ions, with the
purpose to use them for processing and transmission of information. Quantum
information promises or has already offered exciting new possibilities, such as ex-
ponential speedup for algorithms, compared to all known classical ones. It allows
the generation of cryptographic keys, whose security relies on laws of nature only.
Moreover, it offers a chance to by-pass the exponential explosion of the problem
size in simulations of quantum systems by using quantum systems themselves as
simulators for other quantum systems.
From the point of view of a mathematical physicist, quantum information is the
reconsideration of the foundations of quantum mechanics in an information theoret-
ical context. In classical information theory, information is encoded into messages.
In the simplest case, these are just strings of bits, which can either be in the state
0 or 1. Classical information theory does not distinguish between different physical
carriers of a message, as, in principle, the message can be perfectly transferred and
copied between these carriers. However, this is no longer true if the physical carrier
is a quantum system. In quantum information theory, the analog of a bit is a qubit.
A qubit is a two-level quantum system, for example, the ground and excited state of
an atom. Not only can the qubit be in all superpositions of the ground and excited
state, the available operations on qubits are fundamentally different from the avail-
able operations on bits. Since every measurement of a quantum state introduces
some disturbance, and a quantum state cannot be identified in a single measure-
ment, copying of an unknown quantum state is impossible [5]. This fact can also
be seen as a consequence of Heisenberg’s uncertainty principle. If we could copy an
unknown quantum state, we could do a joint measurement of position and momen-
tum by just measuring the position on the original state and the momentum on the
clone. Quantum information has unique features such as entanglement, a correlation
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between qubits that is stronger than it could be between any classical information
carriers. This adds new possibilities in the handling of information theoretical tasks.
Like classical information theory, quantum information theory does not differentiate
between physical carriers, as long as they are quantum systems. Furthermore, the
questions posed in quantum information theory are often similar to the questions in
classical information theory. Yet, typically, the answers are different.
Convex optimization is an active subfield of mathematical optimization. It includes
least squares, linear programming, and entropy maximization and has a variety of
applications in science, engineering, and finance. The concept of convexity is closely
related to mixtures and expectation values. Therefore, it plays a major role in quan-
tum mechanics, or, more generally, in any statistical theory. Although there is no
analytical formula for the solution of general convex optimization problems, they can
reliably and efficiently be solved numerically in many cases. Often, one can even
guarantee that the numerical result found is the global optimum within any desired
accuracy. Furthermore, every convex optimization problem has an associated dual
problem, which sometimes has an interesting interpretation in terms of the original
problem. Thus, convex analysis adds another point of view to the problem at hand,
and does not merely provide practical algorithms. Even for nonconvex optimization
problems, convex optimization methods provide lower bounds on the optimal value
by using relaxation techniques. It turns out that optimization problems in quan-
tum information theory can often be formulated as semidefinite programs, a special
well-known class of convex optimization problems. These problems are particularly
accessible to numerical inspections. However, methods of convex optimization are
not yet commonly used in quantum information theory.
Quantum error correction is the umbrella term for techniques to avoid, detect,
and correct noise in quantum systems. It is often seen as one of the fundamen-
tal technological bases for the scaling of quantum computers. Quantum noise are
all processes that corrupt the designated evolution of the quantum system, usu-
ally involving nonreversible interactions with the environment. Especially for large
systems or long computations, these errors can accumulate and thereby inhibit quan-
tum communication or quantum computation. The usual quantum error correction
setting is to protect a subspace of a larger Hilbert space that is subjected to noise.
This protected subspace is then used to transfer quantum information. For exam-
ple, one logical qubit is encoded into several qubits. However, since the state, or
equivalently, the quantum data, of such a qubit is unknown, it cannot be copied.
So classical codes based on redundancy cannot be applied in the quantum setting.
Furthermore, since every measurement to gain information about the current quan-
tum state introduces some perturbation [6], classical codes that condition on the
state cannot be applied either. Nevertheless, the classical idea of codewords can
be transferred to the quantum case. For example, CSS codes [7, 8] combine two
classical linear codes, which meet some technical requirements, to a quantum code.
3These codes increase the distinguishability of the codewords, i. e., the possible states
of the encoded qubit in the undisturbed case. The detection and correction of er-
rors using linear codes is based on parity checks, so no information about the states
themselves is gained. CSS codes are a subclass of so called stabilizer codes [9], the
prevalent form of quantum error correcting codes. Stabilizer codes are designed to
correct a limited number of specific quantum errors perfectly. Codes that are based
on codewords can perfectly correct a given set of quantum errors if and only if they
meet the Knill-Laflamme condition [10]. Furthermore, these codes are optimal for
asymptotic questions [11]. In total, the theory of perfect error correction with code-
words is well established, and already led to experimental realizations [12, 13]. On
the other hand, little is known for the case of approximate error correction, although
few quantum errors can be corrected perfectly. While perfect error correcting codes
can be used to approximately correct these errors in some cases, it is not known
in general, whether there are better approximate codes. Furthermore, there is no
equivalent for the Knill-Laflamme condition that decides whether noise reduction is
possible at all. Also, it is not known if the special form of codeword based encoding
is optimal for finite dimensional systems. For some error sources, such as amplitude
damping due to the spontaneous emission of a photon, approximate error correcting
codes have been found for a fixed choice of dimensions [14]. In this thesis, quantum
error correction is regarded as the convex optimization problem to find the best
possible code for a given quantum noise. In particular, it will not be assumed that
the encoding is based on codewords. Also, for approximate error correction, it will
not be required that a code corrects any error perfectly. This corresponds to an
ab-initio approach to quantum error correction. Furthermore, bounds on the ability
to perfectly correct arbitrary noise are studied in the case that the interaction of the
system with its environment is limited.
Quantum tomography describes methods to identify quantum states and quan-
tum channels in the laboratory. For a quantum state produced by a preparation
device, several different measurements have to be successively made on the output
of that device in order to estimate all parameters of the produced quantum state.
These parameters form the density operator of the state, which is a complete char-
acterization of the physical system. For a quantum channel, that is, a device that
also takes an input, a combination of preparation for the input and measurements
of the output is used to determine the channel parameters. Since quantum channels
describe the dynamics of the system, the tomography of quantum channels is also
known as process tomography. Due to statistical and systematic errors, a direct
interpretation of the obtained measurement results would often result in parameters
that do not have a physical meaning, as, for example, they would correspond to
negative probabilities. Therefore, parameters are usually assigned from the mea-
surement results using a maximum likelihood estimator [15, 16], which is a convex
optimization problem [17, 16, 18]. It is typically assumed that the tomography data
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is complete in the sense that, apart form the noise, it specifies all parameters of the
given system. However, since the measurements available for a quantum system are
limited by the possible interactions with the system, a complete tomography may
not be feasible. One goal of this thesis is to extend the convex optimization problem
of state and channel tomography to the case of incomplete tomography. Since several
parameter sets would reproduce the measured data, this extension should provide
the maximum and minimum fidelity of these sets with the designated system, for
example, a pure state or unitary time evolution.
Entanglement is a correlation between quantum mechanical systems that is stronger
than it could be between classical systems. It is a key resource in quantum infor-
mation science that is essential to many quantum computational tasks such as tele-
portation or dense coding. This correlation of quantum systems, for example, two
entangled particles, is independent of the spatial separation, and the measurement
of a particle at one place can instantly predetermine the outcome of a measurement
at the other particle at another place. Due to this combination, Einstein referred
to entanglement as “spooky” action at a distance [19]. However, no information
transfer is possible based on entanglement alone, so this spooky action cannot be
used for superluminal communication. Yet, entanglement excludes the existence of
local hidden variables, neither particle can be completely characterized by local pa-
rameters. This fact can be described mathematically via Bell inequalities [20] and
was verified in a series of experiments by Aspect et al. [21, 22, 23]. A common
way to test for entanglement in an experiment is via the measurement of so-called
witness operators [24], where a negative expectation value witnesses the presence
of entanglement. However, so far witness operators are only used for the mere de-
tection of entanglement. As a resource, the amount of entanglement in a given
quantum system is of great interest as well. Therefore entanglement measures have
been invented (see [25] for a survey). One goal of this thesis is to use convexity
theory to give measurements of witness operators a quantitative meaning in terms
of entanglement measures.
Retrodiction in quantum information theory is the problem to reconstruct the
values of measurements which can no longer be obtained from the system itself.
It is often told as the mean king tale [26, 27, 28, 29]. Alice has to ascertain the
result of a basis measurement made by the king. The king randomly chooses this
basis from a set of, in general, non-commuting bases. Alice is allowed to do the
initial preparation and to make a final measurement on the system. Although she
knows all possible bases, Alice gains information about the king’s choice only after
she has no longer access to the system. Retrodiction is interesting with respect to
quantum cryptography, where such random choices are frequently made. Indeed,
it is known that Alice can retrodict the king’s measurement result with certainty,
when the bases are mutually unbiased [30, 26, 27, 31, 28, 29]. Mutually unbiased
means that the measurement of one basis does not give any information about the
5outcome of a measurement of another basis, which fallaciously suggests that this is
a particular mean choice. In this thesis, the assumption that the bases are mutually
unbiased is relaxed. In this more general setting it is studied whether Alice can
find a successful retrodiction strategy, and the mean king problem is shown to be a
convex optimization problem.
Each of the above goals is closely related to convex optimization. The basic concepts
of quantum information and convex optimization are briefly presented in Chapter 2.
Chapter 4 about postprocessing tomography data depends on definitions from Chap-
ter 3 about quantum error correction. The other chapters are rather self-contained.
As the chapters address different topics in quantum information theory, each comes
with its own conclusion.
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Chapter 2
Basic Concepts
This chapter gives a brief survey of the mathematical framework of quantum in-
formation theory and convex optimization. The survey is restricted to those topics
that are required for the understanding of the later chapters. A good nontechnical
introduction to quantum information is given by Werner [32]. For a short review
of the theory and applications of semidefinite programming, the most frequently
used convex optimization method in this thesis, I recommend the text by Vanden-
berghe and Boyd [33]. A more complete treatment of quantum information can be
found in [34, 35]. The mathematical framework of operator algebras is presented
in the textbooks [36, 37, 38]. Convex optimization is addressed in more detail in
[39, 40, 41].
2.1 Proper Cones
Before we introduce quantum information theory, we have a quick glance at the
mathematical concepts of convexity and cones. Convexity of a set means that the
line segment between any two elements of the set lies in the set as well.
2.1.1 Definition (Convex Set). A set C with elements of a vector space is convex,
if we have
λx+ (1− λ)y ∈ C
for any x, y ∈ C and any 0 ≤ λ ≤ 1.
It immediately follows that if C is convex, xi ∈ C for i = 1, . . . , n and 0 ≤ λi ≤ 1
with
∑n
i=1 λi = 1, then we have
∑n
i=1 λixi ∈ C. Such a sum is called a convex
combination with weights λi.
A convex combination can be interpreted as a mixture or weighted average, and
therefore has a natural connection to probability distributions.
7
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If a convex set is closed and bounded, then it can be generated via all convex
combinations of its extreme points. A point x of a convex set is called an extreme
point if and only if x cannot be expressed as a convex combination x = λy+(1−λ)z,
0 < λ < 1, except by taking y = z = x. Extreme points can be thought of as corners
of the set.
The definition of convexity can be transferred to functions. A real-valued function
f on a vector space is said to be convex if and only if the epigraph
{(x, t) |x ∈ dom f, f(x) ≤ t} ,
that is, the graph above the function, is a convex set. This is equivalent to the
condition that dom f is a convex set and that
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)
for all x, y ∈ dom f and all λ with 0 ≤ λ ≤ 1.
We are also interested in sets, where we can scale the elements without leaving the
set.
2.1.2 Definition (Cone). A set C is called a cone, if for all x ∈ C and all λ ≥ 0 we
have λx ∈ C.
If a set C is convex and a cone, we say that C is a convex cone. Combining both
properties, we have µλx+ µ(1− λ)y ∈ C for all µ ≥ 0, 0 ≤ λ ≤ 1, and all x, y ∈ C.
This means that C is a convex cone, if for all µ1, µ2 ≥ 0 and all x, y ∈ C we have
µ1x+ µ2y ∈ C.
Thus, for any two vectors x and y, the pie slice with apex 0 and edges passing
through x and y is in the convex cone as well.
We are mostly interested in so-called proper cones.
2.1.3 Definition (Proper Cone). A convex cone C in a normed vector space is a
proper cone, if the following conditions hold.
1. C is closed. That is, the limit of any sequence of vectors in C is in C.
2. C has nonempty interior. That is, there exists a vector such that a ball with
strictly positive radius centered at that vector is contained in C.
3. C is pointed. That is, if x ∈ C and −x ∈ C then x = 0.
Such a proper cone induces a partial ordering “≥C”.
2.2. QUANTUM INFORMATION THEORY 9
2.1.4 Proposition. Let a subset C of a vector space V be a proper cone. Then, a
partial ordering on V is given by
x ≥C y ⇔ x− y ∈ C.
We also say x >C y if x−y is in the interior of C. We will usually drop the index C,
however, the partial ordering should not be confused with an ordinary inequality.
For example, there can be elements x and y in the vector space, such that neither
x ≥ y nor y ≥ x holds.
We will only consider cones in vector spaces over a field with a partial ordering, and
where the vector space has a scalar product 〈·|·〉, for example, C ⊂ Rn. If C is a
cone in such a space, then we define the dual cone as
C∗ = {|y〉 |〈y|x〉 ≥ 0 for all |x〉 ∈ C } .
Note that the dual cone C∗ is always convex, even if the primal cone C is not.
Furthermore, if the primal cone C is a proper cone, then the dual cone C∗ is also a
proper cone and we have (C∗)∗ = C. Important proper cones are selfdual, meaning
that even C∗ = C. Among them are the nonnegative orthant Rn+, the positive
semidefinite cone S, and the quadratic cone Q. The positive semidefinite cone S is
defined as the set of positive semidefinite matrices,
S =
{
M ∈ Cd×d
∣∣∣M = M∗, 〈v|Mv〉 ≥ 0 for all |v〉 ∈ Cd} .
The quadratic cone Q is defined as
Q =
{
(x, y) ∈ R× Cd−1 |x ≥ ‖y‖
}
.
In particular, the semidefinite cones are frequently used in quantum information
theory, where we will use intersections of hyperplanes with these cones to model
convex constraints.
2.2 Quantum Information Theory
Quantum information theory, just like classical information theory, is a statistical
theory. Thus, in order to test its predictions, experiments have to be often repeated
and the predicted probabilities have to be compared to the relative frequencies of
the outcomes. In quantum information theory, a statistical experiment is assembled
from two components, the preparation procedure and the observation procedure.
During the preparation, a physical system is engineered in a distinguished state.
During the observation, properties of such a state are measured. We will build up
all observations from boolean valued measurements and call such a measurement of
a truth value an effect.
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Given a physical system, the mathematical description of such a statistical experi-
ment therefore consists of the following entities: The set S of all states that a given
system can be prepared in, the set E of all effects that can be measured on the
system, and a map
S × E 3 (ρ,A) 7→ ρ(A) ∈ [0, 1], (2.1)
that maps all combinations of states and effects to the probability to obtain the
result “true” in the corresponding experiment.
This general scheme does not only apply to quantum systems, but also to classical
systems and hybrid systems, that is, systems that have quantum and classical parts.
Each of these systems can be characterized by a so-called observable algebra A,
where A is a C∗-algebra with identity. A C∗-algebra is a complex vector space with
associative and distributive multiplication, an involution ·∗ and a norm ‖ · ‖.
The involution, also known as adjoint operation, is an antilinear operation with
(AB)∗ = B∗A∗ and (A∗)∗ = A for all A,B ∈ A. Antilinear means that (A+B)∗ =
A∗ + B∗ and (αA)∗ = αA∗, where α denotes the complex conjugate of the scalar
α ∈ C.
The norm satisfies ‖AB‖ ≤ ‖A‖‖B‖ and ‖A∗A‖ = ‖A‖2 (and thus ‖A∗‖ = ‖A‖)
for all A,B ∈ A, in addition to the positive definiteness (‖A‖ ≥ 0 and ‖A‖ = 0 if
and only if A = 0), the positive homogeneity (‖αA‖ = |α|‖A‖ for all scalars α), and
the triangle inequality (‖A+B‖ ≤ ‖A‖+ ‖B‖). Furthermore A is closed under this
norm. We will use 1 as symbol for the identity of A.
For the description of quantum mechanical systems we have A = B(H), the algebra
of bounded operators on a Hilbert space H. In this thesis, only finite dimensional
Hilbert spaces are considered if not stated otherwise. Thus, we can take H = Cd, so
B(H) corresponds to the matrix algebra of complex d× d matrices.
A special subset of elements of A we will frequently refer to, is the set of positive
operators.
2.2.1 Definition (Positive Operators). Let A be a C∗-algebra. An operator A ∈ A
is called positive, if A is selfadjoint, that is, A = A∗, and the spectrum of A is a
subset of the positive half-line R+.
In B(H), we have the following equivalent characterizations of positivity (see Thm.
2.2.12 [36]).
2.2.2 Proposition. Let A ∈ B(H), where H is a finite dimensional Hilbert space.
Then the following conditions are equivalent.
1. A is positive.
2. 〈ψ|Aψ〉 ≥ 0 for all |ψ〉 ∈ H.
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3. A = B∗B for a (unique) selfadjoint operator B ∈ B(H).
The set of positive operators is a proper cone (Prop. 2.2.11 [36]) and therefore
induces a partial ordering.
2.2.3 Proposition (Positive Cone). Let A,B,C ∈ A. We say A ≥ B, if A −
B is positive. The relation “≥” defines a partial ordering, i. e., it is reflexive,
antisymmetric and transitive. In particular, if A ≥ 0 and A ≤ 0, then we have
A = 0. Furthermore, the following implications are valid (see Prop. 2.2.13 [36]):
1. if A ≥ B ≥ 0 then ‖A‖ ≥ ‖B‖;
2. if A ≥ B ≥ 0 then C∗AC ≥ C∗BC ≥ 0 for all C;
Every operator in A can be expressed as a linear combination of positive operators.
2.2.4 Proposition. Let A be a C∗-algebra with identity. Then, every element A ∈ A
has a decomposition of the form
A = +A1 −A2 + iA3 − iA4,
with positive elements Ai.
Proof. We can write A as the linear combination A = Ar + iAi of the selfadjoint
operators Ar = 1/2(A+A∗) and Ai = 1/(2i)(A−A∗). Furthermore, every selfadjoint
element of A can be decomposed into a linear combination of positive operators
(Prop. 2.2.11 [36]). So for B∗ = B ∈ A we have1 B = B+−B− with B± = 1/2(|B|±
B) ≥ 0. Combining the two decompositions leads to the linear decomposition of an
arbitrary operator of A into positive operators. 
With the notion of positivity, we can now define the set of states S and effects E for
the quantum case A = B(H). The set of effects is defined as
E = {A ∈ B(H) |1 ≥ A ≥ 0} .
The set of states is defined using the dual space,
S = {% ∈ B(H)∗ |% ≥ 0, %(1) = 1} .
Given the state %, the probability to measure the effect A is %(A). Observe that the
combination of the constraints of both sets ensure that the result of an experiment is
always in the interval [0, 1], and hence can be interpreted as a probability. Both sets
are convex and are completely characterized by their extreme points. As we restrict
the dimension of the Hilbert space H to be finite dimensional, we can apply Riesz
1The operator |B| is defined below.
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Theorem [42] and identify the state % with an operator ρ using the Hilbert-Schmidt
scalar product 〈A|B〉 = tr(A∗B),
%(A) = 〈ρ|A〉 = tr(ρA).
With this identification, the set of states becomes {ρ ∈ B(H) |ρ ≥ 0, tr(ρ) = 1}. The
extreme points characterizing this set are the one-dimensional projections |ψ〉〈ψ|,
which are called pure states. Therefore, we will also refer to vectors |ψ〉 as pure
states. Note that the trace norm ‖ρ‖1 = tr |ρ| is used for states, while the operator
norm ‖A‖ = supψ∈H,‖ψ‖=1 ‖Aψ‖ is used for effects. Here |ρ| is defined as |ρ| =
√
A∗A
in terms of the functional calculus:
2.2.5 Definition. Let f be a complex function, f :C → C, and A ∈ B(Cd) be an
operator with eigenvalue decomposition A =
∑d
i=1 λi|ei〉〈ei|. Then, f(A) is defined
as
f(A) =
d∑
i=1
f(λi)|ei〉〈ei|.
Since A∗A is positive, an eigenvalue decomposition exists, and thus,
√
A∗A defines
|ρ| for all operators A ∈ B(Cn).
By associating an effect with every possible outcome of a measurement, we can
describe more general measurements.
2.2.6 Definition (POVM). A positive operator valued measure (POVM) for a
finite set X of measurement outcomes is a set of effects Ex, x ∈ X, such that∑
x∈X Ex = 1.
Often, we have that Ex are projections. In this case we call the set of effects
a projection valued measure (PVM). For example, the eigenvalue decomposition
A =
∑
i λi|ei〉〈ei| corresponds to the PVM with operators |ei〉〈ei|. Moreover, we can
interpret any hermitian operator A ∈ B(H) as an observable with the expectation
value tr(ρA) =
∑
i λi tr(ρ|ei〉〈ei|) =
∑
i λi〈ei|ρ|ei〉 for a given state ρ.
We can compose systems out of different subsystems via the tensor product. Let H
and K be finite dimensional Hilbert spaces that correspond to two subsystems with
observable algebras B(H) and B(K). Then, the observable algebra for the composite
system is given by B(H)⊗ B(K) ' B(H⊗K).
Here H ⊗ K is defined as the linear span of tensor products |ψ〉 ⊗ |φ〉 of vectors
|ψ〉 ∈ H and |φ〉 ∈ K. That is, given two bases {|ψi〉} ⊂ H and {|φj〉} ⊂ K, every
vector |ϕ〉 ∈ H ⊗K can be decomposed as
|ϕ〉 =
∑
ij
αij |ψi〉 ⊗ |φj〉
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with scalars αij . The tensor product is a bilinear form, which means that
α(|ψ〉 ⊗ |φ〉) = (α|ψ〉)⊗ |φ〉 = |ψ〉 ⊗ (α|φ〉),
(|ψ1〉+ |ψ2〉)⊗ |φ〉 = |ψ1〉 ⊗ |φ〉+ |ψ2〉 ⊗ |φ〉,
|ψ〉 ⊗ (|φ1〉+ |φ2〉) = |ψ〉 ⊗ |φ1〉+ |ψ〉 ⊗ |φ2〉,
for scalar α and vectors |ψ〉, |ψ1〉, |ψ2〉 ∈ H and |φ〉, |φ1〉, |φ2〉 ∈ K. The scalar
product of H⊗K is defined by
〈ψ1 ⊗ φ1|ψ2 ⊗ φ2〉 = 〈ψ1|ψ2〉H〈φ1|φ2〉K
Likewise, B(H)⊗B(K) is the linear span of operators of the form (A⊗B), with the
additional operations
(A⊗B)(C ⊗D) = (AC)⊗ (BD),
(A⊗B)∗ = A∗ ⊗B∗.
The operator A⊗B acts on the vector |ψ〉 ⊗ |φ〉 as A|ψ〉 ⊗B|φ〉, which is extended
by linearity for general C ∈ B(H)⊗ B(K) and |ϕ〉 ∈ H ⊗K.
The effect A⊗B ∈ B(H⊗K) corresponds to the joint measurement of A on the first
and B on the second system. The system can be restricted to one of the subsystems
using the partial trace.
2.2.7 Definition (Partial Trace). Let ρ ∈ B(H⊗K) be the state of the composite
system, then the partial trace trK that restricts the state to the first subsystem B(H)
is defined by the equation
tr
(
trK(ρ)A
)
= tr(ρ(A⊗ 1))
for all operators A ∈ B(H).
Note that trK(ρ) ∈ B(H) is an operator, and that 1 ∈ B(K) corresponds to the
effect that ignores the output of the measurement on that system.
We can now look at the possible correlations between subsystems. A state ρ ∈
B(H⊗K) is called correlated, if there are effects A ∈ B(H), B ∈ B(K), such that
tr
(
ρ(A⊗B)) 6= tr ( trK(ρ)A) tr ( trH(ρ)B).
This implies that states that are not correlated can be written as a tensor product,
ρ = ρ1⊗ρ2. Such states can be prepared using two preparation devices. One locally
prepares ρ1 on the first subsystem, the other locally prepares ρ2 on the other sub-
system. Due to the convexity of the state space, we know that we can also prepare
mixtures of such states ρ =
∑
i λiρ1,i⊗ ρ2,i. This can also be done with local prepa-
ration devices by sharing the result of a random number generator between them,
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ρ T A
B(H) B(K)
Figure 2.1: Quantum experiment with channel T , preparation ρ and observable
A. In the Heisenberg picture, T maps the observable A ∈ B(K) to the observable
T (A) ∈ B(H). The corresponding channel T∗ in the Schro¨dinger picture maps the
state ρ to the state T∗(ρ) ∈ B(K).
where the random number generator produces output i with probability λi. Here,
the sharing of the random number leads to correlations between the subsystems.
However, not all states of a composite quantum system can be prepared in this way,
which brings us to the definition of entanglement.
2.2.8 Definition (Entanglement). A state ρ ∈ B(H ⊗ K) is called separable or
classical correlated, if it can be written as a convex combination of the form
ρ =
∑
i
λiρ1,i ⊗ ρ2,i,
with weights λi and states ρ1,i ∈ B(H), ρ2,i ∈ B(K). Otherwise, ρ is called entangled.
Entanglement is unique to quantum systems. There is neither entanglement between
classical systems, nor is there entanglement between the quantum and classical parts
of a hybrid system.
Operations on quantum systems, for example, the free time evolution, are used to
process quantum information. As in classical information theory, we describe such
a processing step with a channel.
2.2.9 Definition (Quantum Channel). A quantum channel is a linear, completely
positive, unital map with
T :B(K)→ B(H)
A map is called positive, if it maps positive operators to positive operators. It is
called completely positive, if this is the case even when the map is only applied to a
subsystem. That is, T is completely positive if
T ⊗ idn:B(K)⊗ B(Cn)→ B(H)⊗ B(Cn)
is positive for all n ∈ N, where idn denotes the identity map on B(Cn). Note that
positivity of a channel does not imply that the channel is completely positive. Com-
plete positivity allows to use channels to describe operations local to a subsystem.
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A map T :B(K)⊗B(H) is called unital, if it maps the unity of B(K) to the unity of
B(H),
T (1K) = 1H.
Combined with linearity and complete positivity this ensures that a channel maps
effects to effects, possibly on a different quantum system. We will also consider
subchannels, where we relax the unital condition to T (1) ≤ 1. This means that the
channel is allowed to sometimes produce no output at all.
A schematic diagram of a quantum information experiment with a channel T :B(K)→
B(H) is shown in Figure 2.1. If ρ is the state of the system in B(H) and A is the
effect measured on the system B(K), then the probability of obtaining the result
“true” is
tr
(
ρ T (A)
)
.
We can also describe the processing step using the predual of T . The predual of T
is the map T∗:B(H)→ B(K), for which
tr
(
T∗(ρ)A
)
= tr
(
ρ T (A)
)
.
The predual is linear and completely positive. The unital condition of T translates
to the condition that T∗ is trace preserving,
tr
(
T∗(ρ)
)
= tr
(
T∗(ρ)1
)
= tr
(
ρ T (1)
)
= tr(ρ1) = tr(ρ).
We will call T the channel in the Heisenberg picture, and refer to T∗ as the channel
in the Schro¨dinger picture. Observe that the set of quantum channels between two
quantum systems is convex.
Every channel can be represented as follows [43].
2.2.10 Theorem (Stinespring Dilation Theorem). Let H and K be two Hilbert
spaces with dimensions dimH and dimK. Then, every channel T :B(K) → B(H)
can be written in the form
T (A) = v∗(A⊗ 1D)v.
Here v is an isometry, that is, v∗v = 1, and D is an additional Hilbert space called
dilation space. This form is called the Stinespring representation of the map T . For
the minimal dilation dimension we have dimD ≤ (dimH)(dimK). The minimal
Stinespring representation is unique up to unitary equivalence.
A closely related representation is the Kraus decomposition [44], which is also known
as operator-sum representation.
2.2.11 Corollary (Kraus Decomposition). Let H and K be two Hilbert spaces with
dimensions dimH and dimK. Then, every channel T :B(K)→ B(H) can be written
in the form
T (A) =
N∑
i=1
t∗iA ti,
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with so-called Kraus operators ti:H → K. The number of independent Kraus oper-
ators is fixed with N ≤ (dimK)(dimH).
Proof. Let T (A) = v∗(A ⊗ 1D)v be a Stinespring dilation of the channel T with
dilation space D. Consider a family |χi〉〈χi| of one-dimensional projectors with∑
i |χi〉〈χi| = 1D. A Kraus representation is then given by the operators ti defined
by 〈φ|tiψ〉 = 〈φ ⊗ χi|vψ〉. On the other hand, given a Kraus representation of the
channel one can choose an orthonormal basis |χi〉 to get a Stinespring isometry. The
isometry property is implied by the unital condition T (1) =
∑
i t
∗
i ti = 1. As the
minimal dilation dimension is fixed, the minimal number of Kraus operators is also
fixed. If the Kraus operators aren’t linearly independent, one could choose a smaller
dilation space and hence a new Kraus decomposition with a smaller number of Kraus
operators. Therefore, in Kraus decompositions with minimal number of operators,
these operators are linearly independent. As the maximal size of the matrix of
such a Kraus operator is (dimK)(dimH), the number of linearly independent Kraus
operators is below this value. 
Note that if T (A) =
∑
i t
∗
iA ti is a channel in the Heisenberg picture, then the
corresponding channel in the Schro¨dinger picture is T∗(ρ) =
∑
i tiρ t
∗
i , since
tr
(
ρ T (A)
)
=
∑
i
tr(ρ t∗iAti) =
∑
i
tr(tiρ t
∗
iA) = tr
(
T∗(ρ)A
)
.
Another channel representation that is closely related to the Stinespring Dilation
Theorem is the ancilla form, also known as unitary representation.
2.2.12 Corollary (Ancilla Form). Let T∗:B(H) → B(H) be a channel in the
Schro¨dinger picture. Then, T∗ can be written in the form
T∗(ρ) = trK
(
U(ρ⊗ ρK)U∗
)
,
with an additional Hilbertspace K, a state ρK ∈ B(K) and a unitary operator U , that
is, U∗U = UU∗ = 1.
The proof (e. g., see [34]) is based on the fact that if T (A) = v∗(A ⊗ 1K)v is a
Stinespring representation of T , then we can extend the isometry v:H → H⊗K to a
unitary operator U :H⊗K → H⊗K. Since the time evolution of a closed quantum
system is reversible and therefore represented by a unitary operator, we can interpret
the ancilla form as the common evolution of the system with the environment K,
where the initial state of the composite system is ρ ⊗ ρK. For example, if H is a
Hamilton operator that describes the evolution of the composite system, we can
choose U = e−iHt/~. However, bear in mind that the ancilla form is not unique. A
channel can be represented by several different unitary operators U .
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Ax− b
C
O
Figure 2.2: Constraint of a conic program. A conic program is the minimization of
a linear objective (not depicted) over the intersection (dashed line) of a convex cone
C and an affine plane {y |y = Ax− b}. The apex of the cone is the origin O of the
underlying vector space.
For a closed quantum system B(H) with time evolution U = e−iHt/~ generated by
the Hamilton operator H, we immediately see from the ancilla form that
T (|ψ〉〈ψ|) = U |ψ〉〈ψ|U∗ = |Uψ〉〈Uψ|.
Hence, in this case, T maps pure states to pure states. Moreover, since the set of
states is completely characterized by the extreme points, we only have to consider
the action of U on vectors |ψ〉 ∈ H.
2.3 Convex Optimization
Convex optimization problems are optimization problems, where the objective and
the constraints are convex. We will consider optimization problems with linear
objective, where the convex constraints can be modeled as intersection of an affine
plane with a proper cone. Such a convex optimization problem is called a conic
program2. In its primal form, it can be written as
min
x
{〈c|x〉 |Ax− b ≥C 0} .
Here {y |y = Ax− b} is an affine plane and ≥C is the partial ordering induced by
the cone C. Thus Ax− b ≥ 0 is the intersection of both. When the scalar product
is complex, only the real part is optimized. Figure 2.2 shows an example of the
constraint of a conic program.
2The term “program” refers to a mathematical optimization problem.
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Every primal problem has an associate dual problem. To see this, we look at the
constraints in the dual cone. For λ ∈ C∗ we have 〈λ|Ax− b〉 ≥ 0 and thus
〈A∗λ|x〉 ≥ 〈λ|b〉.
So for every λ ∈ C∗ with A∗λ = c leads to a lower bound on the primal objective,
〈A∗λ|x〉 = 〈c|x〉 ≥ 〈λ|b〉.
The dual program is the optimization to find the maximal lower bound,
max
λ
{〈λ|b〉 |λ ≥C∗ 0, A∗λ = c} .
The duality is symmetric, that is, the dual problem is also a conic program, and the
dual of the dual problem is equivalent to the primal problem.
An element x is called feasible if it satisfies the constraints, that is, Ax − b ≥ 0.
Likewise, a dual feasible element λ satisfies the dual constraints. For any pair of
feasible elements (x, λ), the difference between the two objectives, 〈c|x〉 − 〈λ|b〉, is
called the duality gap. It follows from the above that it is always nonnegative,
〈c|x〉 − 〈λ|b〉 ≥ 0.
With appropriate constraint qualification (see Thm. 2.4.1 [40]), we even have strong
duality, which means that the duality gap is zero for an optimal pair of primal and
dual feasible points. For example, this is the case if the primal or dual problem is
bounded and strictly feasible. Strictly feasible means that there exists an element
in the interior of the cone that satisfies the constraints. For the primal problems,
this means there exists an x such that Ax− b > 0. For the dual problem, this means
that there exists a λ > 0 with A∗λ = c.
So whenever we can find a pair of feasible points (x, λ) with duality gap ε, we
know that the objectives 〈c|x〉 and 〈λ|b〉 lie in an ε-interval around the true global
optimum. Thus, the dual point λ certifies the optimality of the primal point x up
to ε. This is the main virtue of conic programming, since there exist numerical
algorithms that solve both problems for arbitrary small ε. Note that when strong
duality holds, we necessarily have 〈λ|Ax − b〉 = 0 for any optimal pair (x, λ). This
condition is known as complementary slackness.
The duality gap has another interesting implication. If both optimization prob-
lems have a solution, the duality gap implies that both optimization problems are
bounded. So whenever the primal or dual problem is unbounded and we can find
a feasible point for any of the problems, the other problem cannot have a feasible
point as well. This is known as Theorem of Alternatives or as Farkas’ Lemma.
There are some commonly used conversion techniques for the handling of conic
programs. Observe that partial ordering constraints can be translated into equality
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constraints and vice versa. A partial ordering constraint a ≥ b can be written as
equality constraint a+ s = b using a slack variable s that is constrained to the cone,
that is, s ≥ 0. On the other hand, an equality constraint a = b can be expressed via
the two partial ordering constraints a ≥ b and −a ≥ −b. Due to this fact, there are
several different but equivalent formulations of conic programs in the literature.
Another common technique is to introduce an auxiliary variable that serves as an
upper bound on the objective. This way, a nonlinear objective can be minimized as
long as the bound condition can be written as a conic constraint. Then, the linear
objective to minimize is just the auxiliary variable itself. For example, the Shur
complement can be used for the optimization of a quadratic objective.
The Shur complement allows to express a quadratic constraint as a semidefinite
constraint.
2.3.1 Proposition (Shur Complement). Let M be a hermitian matrix partitioned
as
M =
(
A B
B∗ C
)
,
where A and C are square. Then,
M > 0 ⇔ A > 0, C −B∗A−1B > 0.
The matrix C−B∗A−1B is called Shur complement. The proof is interesting, because
it only relies on basic properties of the semidefinite cone S:
2.3.2 Lemma. Let M,X be n× n matrices, then
M ≥ 0 ⇔ detX 6= 0, X∗MX ≥ 0.
Proof. M ≥ 0 is equivalent to the existence of a matrix B such that M = B∗B.
Therefore X∗MX = X∗B∗BC = (BX)∗(BX) ≥ 0. On the other hand, since X
is invertible, for every vector z there exists a vector y = X−1z such that z = Xy.
Hence 〈z|Mz〉 = 〈Xy|MXy〉 = 〈y|X∗MXy〉 ≥ 0. 
With this Lemma, the Proposition 2.3.1 about the Shur complement can easily be
shown [45].
Proof (Prop. 2.3.1). Let
X =
(
1 −A−1B
0 1
)
.
Then, detX = 1 and M > 0 if and only if X∗MX > 0 with the above Lemma for
strict inequality. As
X∗
(
A B
B∗ C
)
X =
(
A 0
0 C −B∗A−1B
)
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and a direct sum of matrices is positive if and only if the summands are positive,
the result follows. 
Most texts and software packages about convex optimization only consider the case,
where the underlying vector space is Rn. In principle, this includes the complex
case, as the complex case can be reduced to the real case [46]. To express the cone
of complex hermitian positive semidefinite matrices using real symmetric positive
semidefinite matrices, consider the linear transformation T : Cd×d → R2d×2d,
Tx =
(
Rex − Im x
Im x Rex
)
, (2.2)
where Rex denotes the real part and Im x denotes the imaginary part of x. If x is
hermitian, Rex is symmetric, Im x is antisymmetric ((Im x)> = − Im x∗ = − Im x)
and hence Tx is symmetric. On the other hand, a symmetric matrix with block
structure
s =
(
a −b
b a
)
(2.3)
leads to a hermitian matrix x = a+ ib.
The fact that a complex conic program formulated with real variables is again a conic
program is based on the observation that T does not change the scalar product (up
to a factor) and that the above block structure is a convex constraint. For any two
hermitian positive semidefinite matrices x, y we have
〈Tx|Ty〉 = tr((Tx)>Ty)
= tr
((
Rex Im x
− Im x Rex
)(
Re y − Im y
Im y <y
))
= 2 tr(RexRe y + Im x Im y) = 2〈x|y〉
since
〈Rex+ i Im x|Re y + i Im y〉
= tr (RexRe y + Im x Im y + iRex Im y − i Im xRe y)
and the imaginary part vanishes as x and y are positive (x = a∗a, y = b∗b, tr (x∗y) =
tr ((ba∗)∗ba∗) ≥ 0).
Now consider the block decomposition of a real symmetric matrix
s =
(
a b
c d
)
.
To ensure the block structure (2.3), we need additional constraints. Let |i〉〈j| denote
a matrix basis element in the computational basis. As s is symmetric, we already
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have a> = a, d> = d. We only have to ensure that the upper or lower triangular
parts of a and d are the same,
〈
(
|i〉〈j| 0
0 −|i〉〈j|
)
|s〉 = 0, i, j = 1, . . . , d; i < j.
Symmetry also already implies that b> = c, so, again, we only have to ensure equality
of upper or lower triangular part,
〈
(
0 |i〉〈j|
|i〉〈j| 0
)
|s〉 = 0, i, j = 1, . . . , d; i < j.
These constraints are linear, and hence can be modeled in a conic program.
A software packages for the optimization of complex conic problems is given by
Sturm [47], so the conversion into a real valued problem can be avoided.
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Chapter 3
Quantum Error Correction
3.1 Introduction
Quantum error correction is one of the key technologies for quantum computation.
Quantum effects are mostly absent in everyday life. So while scaling a quantum
system, it is a nontrivial task to preserve the quantum nature that is responsible
for the exponential speedup as in the Shor algorithm [48]. In a quantum computer,
one has to fight the natural decoherence as well as unwanted interactions with the
environment that introduce errors in the computation. Hence the task is to avoid,
detect, and correct these quantum errors.
Quantum errors pose new challenges to correction algorithms, as the situation is
fundamentally different from today’s digital computers. Not only do we have an
analog device, we also have new phenomenons such as entanglement, and the lack
of a cloning possibility. Due to the No-Cloning Theorem [5], encoding based on
simple redundancy and majority vote as decoding is not possible. Therefore, we
have to look for more subtle ways to distribute quantum information among larger
systems in order to be able to reduce errors. Quantum error correction schemes are
based on increased distinguishability rather than on redundancy. Since the explicit
constructions of such codes by Shor [49] and Steane [50], we know that such schemes
exist. Furthermore, the theory of stabilizer codes1 even provides us with a tool to
create such encodings for larger systems. In this chapter, the focus is on fault
tolerant storage and transmission of quantum systems rather than on fault tolerant
computation.
The setting is as follows: Given an unknown quantum state ρ on a d-dimensional
Hilbert space H, the noise that acts on that state is described by a quantum channel
T̂ :B(H) → B(H), ρ 7→ T̂ (ρ). The idea is, given a larger quantum system K with
noise T :B(K)→ B(K), to find a quantum code, such that the conjunction E ◦T ◦D
1See [51] or [35] for a survey on the existing techniques.
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E T D
Figure 3.1: Quantum error correction setting. The encoder E encodes the state of a
smaller quantum system into a state of the larger quantum system that is subject to
the noise T . The decoder D then tries to recover the state of the smaller quantum
system.
is closer to the ideal channel id: ρ 7→ ρ than T̂ is.
3.1.1 Definition (Quantum Code). A quantum code for the Hilbert spaces H
and K is given by an encoding channel E:B(H) → B(K) and a decoding channel
D:B(K)→ B(H).
The quantum error correction setting is shown in Figure 3.1. A common choice for
K is the n-th tensor product of H, K = H⊗n, with the assumption that T = T̂⊗n.
However, this doesn’t have to be the case and we will allow noisy interactions between
tensor factors.
3.1.1 Perfect Correction
In the ideal case, perfect error correction is possible, that is, one can find encoding
and decoding channels, such that
(E ◦ T ◦D)(ρ) = id(ρ) = ρ, ∀ρ ∈ B(H). (3.1)
Due to convexity of the state space, it is sufficient to look at the correction of Kraus
operators tα of the noisy channel for pure states,
T (|ψ〉〈ψ|) =
∑
α
tα|ψ〉〈ψ|t∗α.
Indeed, if the code corrects the operators tα, it also corrects all linear combinations
of them. Hence, if a code corrects the noisy channel T with Kraus operators tα
perfectly, it also perfectly corrects all other channels that have Kraus operators in
the space spanned by the tα. For this reason, the focus is on the correction of all
operators from an operator space E ⊂ B(H). The elements e ∈ E of such a space are
called error operators, or just errors. A basis of E is called error basis. So, in the
case of a finite dimensional Hilbert space we have the remarkable situation that the
correction of a discrete set of basis errors guarantees the correction of a continuous
set of errors.
A particular class of error bases provides the connection between quantum error
correction and group theory [52].
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3.1.2 Definition (Nice Error Basis). A basis {eg |g ∈ G} of a linear operator space
E ⊂ B(H), dimH = d, is called nice error basis, if
1. eg is a unitary operator on H,
2. G is a group of order d2,
3. tr(eg) = dδg,1,
4. egeh = ωg,hegh, ωg,h ∈ C, |ωg,h| = 1, for all g, h ∈ G.
In the qubit case, a nice error basis is given by the Pauli operators:
identity I = σ0 =
(
1 0
0 1
)
, I|a〉 = |a〉
bit-flip X = σ1 =
(
0 1
1 0
)
, X|a〉 = |a⊕ 1〉
phase-flip Z = σ3 =
(
1 0
0 −1
)
, Z|a〉 = (−1)a|a〉
combined bit-
and phase-flip
Y = σ2 =
(
0 −i
i 0
)
,
Y |a〉 = iXZ|a〉
= i(−1)a|a⊕ 1〉,
with a ∈ {0, 1} and the mapping |0〉 ∼
(
1
0
)
, |1〉 ∼
(
0
1
)
.
For larger dimensions, nice error bases are given by discrete Weyl systems2. The
connection to group theory lead to the development of so called stabilizer codes [9].
These codes are designed to perfectly correct errors that are tensor products of Pauli
operators.
To do so, stabilizer codes use a special type of encoders, namely channels with a
single Kraus operator.
3.1.3 Definition (Isometric Encoder). An isometric encoder E:B(H)→ B(K) is a
channel of the form E(ρ) = vρv∗, with an isometry v, i. e., v∗v = 1.
The columns of the isometry v can be interpreted as codewords for the computa-
tional basis of ρ. Thus, isometric encoding can be thought of as increasing the
distinguishability of the basis states. For isometric encoders, there exist a general
statement about their ability to correct errors, probably the most important insight
into perfect error correction so far [10]:
2See [51] for more details.
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3.1.4 Theorem (Knill-Laflamme). Given an operator space E ⊂ B(K). Let E(x) =
v∗xv be an isometric encoder with the isometry v:H → K. Then, there exists a de-
coder such that this code can perfectly correct all noisy channels with Kraus operators
in E if and only if
v∗e∗αeβv = λe∗αeβ1H, λe∗αeβ ∈ C, (3.2)
for all eα, eβ ∈ E.
In the proof of the theorem3, a decoding channel is explicitly constructed. Such a
decoder can always be chosen to be homomorphic [54].
3.1.5 Definition (Homomorphic Decoder). A homomorphic decoder D:B(H) →
B(K) is a completely positive map with D(1) ≤ 1 and
D(xy) = D(x)D(y)
for all x, y ∈ B(H).
We generally refer to a completely positive map D with D(1) ≤ 1 as a subchannel.
In contrast to channels, subchannels may produce no output result for some inputs.
This is sometimes used to shorten the description of decoders for input cases that
can never occur in a particular setting.
Note that if D is a channel, i. e., D(1) = 1, then D has the form
D(x) = u(x⊗ 1D)u∗,
with a dilation Hilbert space D, where u is a unitary operator. The normalization
condition implies D(1) = u(1⊗ 1D)u∗ = uu∗ = 1, and u∗u = 1 follows from
D(xy) = u(xy ⊗ 1D)u∗ = D(x)D(y) = u(x⊗ 1D)u∗u(y ⊗ 1D)u∗.
With the Knill-Laflamme Theorem at hand and the ability to construct stabilizer
codes, perfect error correction is possible for a certain type of errors: rare errors in
multiple applications of the channel. Stabilizer codes are designed to correct error
operators that are tensor factors of (usually only few) Pauli errors with the identity
on all other factors. They are not designed to correct small errors, such as a small
unitary overrotation. With limited resources, perfect error correction is often not
possible, even for small errors. However, coding schemes can still be used to reduce
the noise, which is the objective of approximate error correction.
3.1.2 Approximate Correction
In the case that no perfect error correction code exists for a given noise, it may still
be possible to reduce the noise with an approximate error correcting code. So in the
3For example, see [53] for a proof of the Knill-Laflamme Theorem in the above formulation.
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T
ωω
Figure 3.2: Definition of the channel fidelity for a channel T . The maximal entangled
state ω is used as input of T ⊗ id, as well as observable.
situation where, for given K, no solution (E,D) to (3.1) exists, we are looking for
a code such that the resulting channel E ◦ T ◦D is more close to the ideal channel
than the initial noise T̂ . As a measure of how close a given channel T is to the ideal
channel, we will use a special case of Schumacher’s entanglement fidelity4:
3.1.6 Definition (Channel Fidelity). Let H be a d-dimensional Hilbert space, ω =
|Ω〉〈Ω| the maximally entangled state with |Ω〉 = 1√
d
∑ |ii〉 ∈ H ⊗H, and let id be
the ideal channel on B(H). The channel fidelity of a channel T :B(H) → B(H) is
defined as
fc(T ) = tr(ω(T ⊗ id)(ω))
= 〈Ω|(T ⊗ id)(|Ω〉〈Ω|)|Ω〉. (3.3)
The main virtue of choosing this fidelity as a figure characterizing the deviation from
the identity is that it is linear in T . The definition is depicted in Figure 3.2. Note
that due to the cyclicity of the trace, the channel fidelity has the same form in the
Schro¨dinger picture,
fc(T ) = tr(ω(T ⊗ id)(ω)) = tr((T∗ ⊗ id)(ω)ω) = tr(ω(T∗ ⊗ id)(ω)) = fc(T∗). (3.4)
The channel fidelity has the following useful properties [53].
3.1.7 Proposition. Let H be a d-dimensional Hilbert space, T :B (H) → B(H) a
channel.
• fc is linear in T .
• fc(T ) is continuous with respect to the operator norm.
• 0 ≤ fc(T ) ≤ 1 for all channels T .
• fc(T ) = 1 ⇔ T = id.
4The channel fidelity equals Schumacher’s entanglement fidelity [55] for the choice of state ρ =
trH ω = 1/d1, where ω is the maximal entangled state.
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• Given the Kraus operators tα of T , T (A) =
∑
α t
∗
αA tα, the channel fidelity
can be written as
fc(T ) =
1
d2
∑
α
| tr(tα)|2. (3.5)
Furthermore, the channel fidelity is directly related to the mean fidelity for pure
input states [56]. However, observe that for a channel T (A) = σxAσx, the channel
fidelity is fc(T ) = 0, but perfect correction is possible simply by an additional
rotation σx. The linearity of the channel fidelity makes it especially valuable as
objective for convex optimization, as we will do later in this chapter. Such a linear
criterion is possible only because the ideal channel is on the boundary of the set of
channels. Linearity is the reason why we prefer the channel fidelity to the norm of
completely boundedness (cb-norm),
‖T‖cb = sup
{
‖(T ⊗ idn)(A)‖
∣∣∣n ∈ N;A ∈ B(H⊗ Cn); ‖A‖ ≤ 1}.
As an example, we look at the fivefold tensor product of the qubit depolarizing
channel as noise, Tp:B(H)→ B(H),
Tp(A) = p tr
(
A
1
d
1
)
1+ (1− p)A. (3.6)
That is, we have dimH = d = 2, K = H⊗5, and T (A) = T⊗5p (A). If we decompose
(3.6) into Pauli operators, we get
Tp(A) =
p
4
(
XAX + Y AY + ZAZ
)
+
(
1− 3
4
p
)
1A1. (3.7)
We can now apply the five bit code (E5, D5) [57, 58] as an example of a stabilizer
code. The five bit code is designed to correct all Kraus operators of T 5p that have
at most one tensor factor different from the matrix unity. Clearly, only few Kraus
operators of T 5p are of this form, so perfect correction is not possible. However, from
(3.7) we see that all terms of order p are corrected. A longer calculation [53] shows
that the fidelity using the five bit code is
fc(E5T⊗5p D5) = 1−
45
8
p2 +
75
8
p3 − 45
8
p4 +
9
8
p5 (3.8)
compared to the fidelity
fc(Tp) = 1− 34p. (3.9)
of the single use of the depolarizing channel. That is, the five bit code reduces
the error from order p to p2. This connection between the number of errors that a
code corrects perfectly and the approximate correction performance for an arbitrary
channel is true more generally. See [51] for a quantitative statement in terms of the
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cb-norm. Furthermore, isometric encoding is optimal with respect to the quantum
capacity5.
However, although codes for perfect error correction can be applied in the approxi-
mate correction setting, they can be outperformed by codes adapted to this setting.
For example, in [14], Leung, Nielsen, Chuang, and Yamamoto construct such a code
for a specific noisy channel that does not satisfy the Knill-Laflamme condition (3.2),
but violates a bound for perfect correcting codes. Also, in [60], Cre´peau, Gottesman,
and Smith construct a family of approximate error correcting codes that correct more
localized errors than it is possible to correct with a perfect error correcting code.
Moreover, the fidelity obtained with their codes is exponentially good in the number
of qubits used in the intermediate Hilbert space.
Another special case in approximate quantum error correction is the reversal of a
quantum channel, i. e., H = K and E = id. In [61], Barnum and Knill give a
construction scheme for an approximate reversal channel and show that the result-
ing fidelity is close to that of the (unknown) optimal reversal operation. A more
general result regarding approximate error correction is given by Schumacher and
Westmoreland [62]. They show that approximate error correction is possible, if the
loss of coherent information is small. That is, they establish a connection between
approximate correction and an entropic quantity.
3.2 Optimal Codes for Approximate Correction
Here, we make a more direct approach and treat approximate quantum error cor-
rection as the optimization problem
max
(E,D)
fc(ETD). (3.10)
This is particularly interesting in the low dimensional case with fixed resourceK, that
is, the maximal Hilbert space dimension that can be engineered in the laboratory is
fixed. Furthermore, we will make no assumptions about E, D or T . In particular,
we will not assume that E is an isometric encoder or that D is a homomorphic
decoder, nor will we assume a tensor structure of the noise T .
The optimization (3.10) is a joint optimization over the encoder E and the decoder
D. We will solve this optimization by alternately optimizing over the encoder and
decoder, that is, either E or D is changed to improve the fidelity in each step.
3.2.1 Definition (Seesaw Iteration for Error Correcting Codes). Let f be a fidelity
for channels S:B(H) → B(H), that quantifies how close a given channel is to the
5Quantum capacity is the highest possible number of qubit transmissions per use of the channel
using a suitable code and in the limit of large messages to transmit. See [59] for an overview.
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start with random
channels E and D
fix decoder D, iterate encoder E
fix encoder E, iterate decoder D
are E and D both
stable fixed points?
local optimal
code (E,D)
Yes
No
Figure 3.3: Seesaw iteration algorithm for an optimal error correcting code.
identity. Furthermore, let T :B(K) → B(K) be the noisy channel. The seesaw
iteration is then defined by:
1. Randomly choose a decoder channel D0:B(H)→ B(K).
2. Choose the encoder channel En+1:B(K)→ B(H) as a channel that maximizes
E 7→ f(ETDn).
3. Choose the decoder channel Dn+1:B(H)→ B(K) as a channel that maximizes
D 7→ f(En+1TD).
4. Exit, if En+1 and Dn+1 are both stable fixed points. Otherwise continue with
step 2.
The algorithm is shown in Figure 3.3. It will result in a local optimum (E,D)
and several runs from different starting points will be necessary to build up con-
fidence that (E,D) is indeed a global optimum. Note that the seesaw iteration
can also find error correcting codes for the implementation of reversible channels,
most notably unitary gates. If ETD implements the unitary channel U(A) =
u∗Au, then uETD(·)u∗ is the ideal channel, and the objective to optimize becomes
f(uETD(·)u∗).
Breaking up the joint optimization with the seesaw iteration reduces it to two single
optimization problems of the following form:
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3.2.2 Problem (Optimizing a Linear Functional over Channels). Let S:B(H1) →
B(H2) be a channel, where H1 and H2 are fixed Hilbert spaces of finite dimension.
Given a linear objective f that is positive on all positive maps, the problem is to
find a channel S that maximizes f ,
f(S) = max
T
f(T ). (3.11)
Problem 3.2.2 is a semidefinite program [63] as we will verify below, that is, a linear
optimization problem with a semidefinite constraint.
We will now have a closer look on the constraints of the optimization (3.11). In
this optimization, T :B(H1) → B(H2) is constrained to be a channel. This means
that the map T (in Heisenberg picture) has to be linear, completely positive, and
unital. Equivalently, this means that the predual (Schro¨dinger picture) T∗ has to be
a linear, completely positive, and trace preserving map. By definition, the map T is
completely positive if T ⊗ idK maps positive operators to positive operators for any
Hilbert space K. In order to be able to easily test for complete positivity, we make
use of a one-to-one correspondence between channels and Hilbert space operators
[64, 65].
3.2.3 Definition (Jamiolkowsky Dual of a Channel). Let H1, H2 be finite di-
mensional Hilbert spaces and let L2(H1,H2) denote the space of Hilbert Schmidt
operators from H1 to H2 with scalar product
〈〈
x
∣∣y〉〉 = tr(x∗y). Then, if |i〉,
i = 1, . . . ,dimH1 denotes the vectors of a basis of H1, we associate with any map
T :B(H1)→ B(H2) an operator T˜ ∈ B
(L2(H1,H2)) by
T˜ (x) =
∑
i,j
T (|i〉〈j|)x|j〉〈i| (3.12)
with inversion formula
T (A) =
∑
µ,j
T˜ (|µ〉〈j|)A|j〉〈µ| (3.13)
where |µ〉 is a set of basis vectors for H2.
In short, the defining equation (3.12) can be written in the form
〈a|T (|i〉〈j|)|b〉 = 〈a|T˜ (|b〉〈j|)|i〉. (3.14)
With the linear isomorphism L2(H1,H2) ' H1⊗H2, |ϕ〉〈ψ| ' ϕ⊗ψ, equation (3.12)
can be seen as the definition of matrix elements of a matrix T̂ ,
〈a⊗i|T̂ (b⊗j)〉 = 〈〈|a〉〈i|∣∣T˜ (|b〉〈j|)〉〉 = tr((|a〉〈i|)∗T˜ (|b〉〈j|)) = 〈a|T˜ (|b〉〈j|)|i〉. (3.15)
So in this sense, equation (3.14) amounts to a reshuﬄing of matrix elements.
The key feature of the correspondence between T and T˜ is as follows:
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3.2.4 Proposition. Let T be a map T :B(H1)→ B(H2). Then T is completely pos-
itive if and only if T˜ is a positive definite operator on the Hilbert space L2(H1,H2).
Proof. Let T be completely positive. Then T has a Kraus decomposition T (x) =∑
α t
∗
αxtα with operators tα ∈ L2(H2,H1). We can therefore write equation (3.12)
as
T˜ (x) =
∑
ij
∑
α
t∗α|i〉〈j|tαx|j〉〈i| =
∑
α
t∗α tr(tαx).
Thus, we have 〈〈
x
∣∣T˜ (x)〉〉 = ∑
α
| tr(tαx)|2,
and we can write T˜ as
T˜ =
∑
α
∣∣t∗α〉〉〈〈t∗α∣∣, (3.16)
which implies that T˜ is positive.
Conversely, let T˜ ≥ 0. Then T˜ has the decomposition T˜ = ∑α∣∣t∗α〉〉〈〈t∗α∣∣. With the
inversion formula (3.13), we get
T (A) =
∑
µj
∑
α
t∗α tr(tα|µ〉〈j|)A|j〉〈µ|
=
∑
µj
∑
α
t∗αA〈j|tα|µ〉 |j〉〈µ| =
∑
α
t∗αAtα.
Thus, T is a completely positive map. 
With the matrix representation (3.15) of T˜ , Proposition 3.2.4 reads:
T̂ ≥ 0⇔ T is completely positive. (3.17)
We will now express the remaining constraint, T (1) = 1, in terms of T˜ , or equiva-
lently, T̂ :
3.2.5 Lemma.
1. The map T :B(H1)→ B(H2) is unital, i. e., T (1) = 1, if and only if
trH1 T̂ = 1H2 , (3.18)
where trH1 denotes the partial trace over the Hilbert space H1.
2. The map T∗:B(H1) → B(H2) is trace preserving, i. e., trT∗(ρ) = tr ρ, if and
only if
trH2 T̂∗ = 1H1 , (3.19)
where trH2 denotes the partial trace over the Hilbert space H2.
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Proof. The first part follows from the equality
〈a|1|b〉 =
∑
i
〈a|T (|i〉〈i|)|b〉 =
∑
i
〈a|T˜ (|b〉〈i|)|i〉
=
∑
i
〈a⊗ i|T̂ (b⊗ i)〉 = 〈a| trH1(T̂ )|b〉.
For the second part, we write the trace preservation condition as trT∗(|i〉〈j|) = δij
for all basis vectors i, j and conclude that
〈i|1|j〉 =
∑
a
〈a⊗ i|T̂∗(a⊗ j)〉 = 〈i| trH2(T̂∗)|j〉.

As we have a positive objective, we can also allow subchannels, i. e., completely
positive linear maps with T (1) ≤ 1, in the maximization (3.11). If the optimum is
attained on a subchannel T , we can always add Kraus operators, such that the equal-
ity holds, without lowering the objective. In terms of T̂ , the subchannel constraint
can be written in Heisenberg picture as
1− trH1 T̂ ≥ 0. (3.20)
Combining the channel constraints (3.17) and (3.20) we get the semidefinite con-
straint
T̂ ⊕ (1− trH1 T̂ ) ≥ 0, (3.21)
so Problem 3.2.2 is indeed a semidefinite program.
We will now show that every optimization over subchannels of a linear positive
functional can be written in terms of the channel fidelity and the Jamiolkowsky dual.
So consider the positive linear functional f to optimize over channels T :B(H1) →
B(H2). Applying Riesz Theorem [42], we can write every continuous linear functional
of T˜ as scalar product with another operator, say F˜∗, f(T˜ ) =
〈〈
F˜∗
∣∣T˜〉〉 = tr(F˜ T˜ ).
As f is positive, F˜ is a positive operator. With the Kraus operators tα of T and
equation (3.16) we get
f(T ) = tr(F˜ T˜ ) =
∑
α
tr(F˜
∣∣t∗α〉〉〈〈t∗α∣∣)
=
∑
α
〈〈
t∗α
∣∣F˜ ∣∣t∗α〉〉
=
∑
α
tr(tαF˜ (t
∗
α)),
(3.22)
where we used the definition of the Hilbert Schmidt scalar product
〈〈
x
∣∣y〉〉 = tr(x∗y)
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in the last equation. Inserting the definition (3.12) for F˜ , we get∑
α
tr(tαF˜ (t
∗
α)) =
∑
α
tr
(
tα
∑
ij
F (|i〉〈j|)t∗α|j〉〈i|
)
=
∑
ij
tr(F (|i〉〈j|)T (|j〉〈i|)).
(3.23)
Note that F is completely positive, but not necessarily a channel, as the uni-
tal condition does not hold in general. Using the predual F∗ of F , defined by
tr(x∗F∗(y)) = tr(F (x)∗y), and using the fact that for completely positive maps
F (x)∗ =
∑
α(f
∗
αxfα)
∗ = F (x∗), we obtain∑
ij
tr(F (|i〉〈j|)T (|j〉〈i|)) =
∑
ij
tr(F (|j〉〈i|)∗T (|j〉〈i|))
=
∑
ij
tr(|i〉〈j|F∗(T (|j〉〈i|)))
=
∑
ij
〈j|F∗T (|j〉〈i|)|i〉.
(3.24)
Rewriting the last expression in terms of the maximally entangled state |Ω〉 =
(dimH1)−1/2
∑
k |kk〉 leads us to∑
ij
〈j|F∗T (|j〉〈i|)|i〉 =
∑
ijkl
〈j|l〉〈i|k〉〈j|F∗T (|l〉〈i|)|k〉
=
∑
ijkl
〈ii|(id⊗F∗T (|ll〉〈ii|)|kk〉
= (dimH1)2〈Ω|(id⊗F∗T )(|Ω〉〈Ω|)|Ω〉
= (dimH1)2fc(F∗T ),
(3.25)
where we used equation (3.3) for the channel fidelity fc. So we can write any linear
positive objective of a channel T in terms of the channel fidelity fc and a completely
positive map F .
3.2.6 Proposition. Let f(S) be a linear positive functional for channels S:B(H1)→
B(H2) with finite dimensional Hilbert spaces H1, H2. Then there exists a completely
positive map F :B(H1)→ B(H2), such that
f(S) = (dimH1)2fc(F∗S), (3.26)
where fc denotes the channel fidelity from Definition 3.1.6.
Note that F is in general not normalized, i. e., F (1) 6= 1. Furthermore, as dimH1
is fixed, we can safely omit the factor in the optimization if convenient.
We will now determine the maps F and S corresponding to the iteration steps of
the seesaw iteration algorithm in Figure 3.3. For the decoder optimization, we have
the linear functional
D 7→ fc(ETD) = fc(F∗S). (3.27)
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From this, we can immediately deduce that
F = (ET )∗, S = D. (3.28)
For the encoder optimization, E 7→ fc(ETD), we rewrite the objective in the
Schro¨dinger picture according to (3.4),
E∗ 7→ fc(D∗T∗E∗) = fc(F∗S). (3.29)
This leads to the identification
F = TD, S = E∗. (3.30)
Observe that the channel fidelity fc(ETD) can also be regarded as a linear objective
for T . If we can find a channel T1, such that fc(ET1D) = 1, we know from Proposition
3.1.7 that ET1D is the ideal channel, and hence, that (E,D) is a perfect error cor-
recting code. In particular, we don’t need a seesaw like iteration as for the optimal
code (E,D), so this optimization can be done by a single convex optimization. Thus,
we have a numerical algorithm that can build up confidence whether a particular
code is a perfect error correcting code, possibly for a different type of noisy channel
than it is designed to correct. We will now identify F˜ for the corresponding objective
T 7→ fc(ETD). (3.31)
Analog to (3.25), we can rewrite the channel fidelity in the form
(dimH1)2fc(ETD) =
∑
ab
〈a|E(T (D(|a〉〈b|)))|b〉
=
∑
ab
∑
µj
〈a|E
(
T˜ (|µ〉〈j|)D(|a〉〈b|)|j〉〈µ|
)
|b〉.
(3.32)
Furthermore, from linearity we get
f(T˜ ) =
∑
αβ
f(
∣∣α〉〉〈〈α∣∣T˜ ∣∣β〉〉〈〈β∣∣) = ∑
αβ
〈〈
α
∣∣T˜ ∣∣β〉〉f(∣∣α〉〉〈〈β∣∣)
=
∑
αβ
〈〈
α
∣∣T˜ ∣∣β〉〉〈〈β∣∣F˜ ∣∣α〉〉 = tr(T˜ F˜ ). (3.33)
And thus, with equation (3.32) and in abuse of notation, we conclude that〈〈
β
∣∣F˜ ∣∣α〉〉 = f(∣∣α〉〉〈〈β∣∣)
=
∑
ab
∑
µj
〈a|E
(∣∣α〉〉〈〈β∣∣(|µ〉〈j|)D(|a〉〈b|)|j〉〈µ|)|b〉
=
∑
ab
〈a|E
(∣∣α〉〉D(|a〉〈b|)∣∣β∗〉〉)|b〉.
(3.34)
In summary, we have seen that the encoder and decoder optimization in the seesaw
algorithm of Figure 3.3 can be stated in terms of F∗ and S, with moderate com-
putational overhead given by the concatenation and adjoining in (3.28) and (3.30).
Furthermore, we have the ability to test the perfect correction abilities of a code
with the noisy channel optimization (3.31).
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3.2.1 Channel Power Iteration
In the following, we will develop an iteration algorithm [1] to obtain a numerical
solution for the single iteration steps (3.11), f(S) = maxT f(T ). The key equation
for this iteration is given by (3.22),
f(S) =
∑
α
tr
(
sαF˜ (s
∗
α)
)
. (3.35)
In the special case of optimizing isometric encoders, S(x) = v∗xv, I showed in my
diploma thesis [53] that this equation leads to the fixed point equation
F˜ (v) = v|F˜ (v)| (3.36)
for an optimal isometry v. Consequently, the numerical optimization was done by
calculating the encoder isometry of step (n + 1), vn+1, as polar isometry of F˜ (vn).
However, that this iteration leads to the global maximum was only shown for special
cases. Furthermore, the seesaw iteration in Figure 3.3 requires the optimization of
channels with multiple Kraus operators.
We will now extend the iteration algorithm for isometric encoding such that it can be
used for the optimization of general channels. In particular, it will therefore allow
to optimize a decoder channel. Note that the above iteration implicitly complies
with the channel constraints, as for every isometry v∗v = 1. For general channels,
the iteration must conform to the subchannel constraints (3.18),
trH1 T˜ ≤ 1, (3.37)
and (3.19),
trH2 T˜∗ ≤ 1, (3.38)
for Schro¨dinger and Heisenberg picture, respectively, where we identify T˜ with its
matrix representation T̂ . Note that these constraints are operator inequalities, and
do not merely fix a normalization factor. It is instructive, however, to compare the
problem with a simplified one, in which only the trace of the subchannel inequality
is imposed, i. e., in which we only demand that
trS(1) =
∑
α
〈〈
s∗α
∣∣s∗α〉〉 ≤ (dimH2)2. (3.39)
Up to a factor this is just saying that S˜ is a density operator. With this relaxed
constraint, the optimal value of equation (3.35) is the largest eigenvalue of F˜ , and
it is attained for an S with a single Kraus summand given by a corresponding
eigenvector.
A numerical algorithm to compute the eigenvector of the largest eigenvalue of a
positive operator F˜ is given by the power iteration [66, 67]. The power iteration
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starts with a generic initial vector and iteratively applies the operator F˜ on it.
Then, all components belonging to other eigenspaces will be suppressed and we
will end up asymptotically in the eigenspace of the largest eigenvalue. In order to
avoid numerical problems with arithmetic precision, it is convenient to normalize
the iterates in every step, so that we get an iteration on unit vectors. Otherwise,
roundoff errors may be scaled by large components of the iterated vector. So in
our case, every iteration step of the power iteration, that optimizes (3.35) with the
simplified constraint, consists of
1. Apply F˜ to the adjoint of every Kraus operator of S.
2. Normalize.
So assume F˜ has the eigenvalue decomposition F˜ =
∑n
i=1 λi
∣∣i〉〉〈〈i∣∣, with eigenvalues
0 6= λ1 > λ2 ≥ . . . ≥ λn ≥ 0.
When we start with the vector
∣∣s(0)〉〉 = ∑ni=1 µ(0)i ∣∣i〉〉, µ(0)1 6= 0, then the m-th step
of the power iteration leads to∣∣s(m)〉〉 = 1‖F˜m∣∣s(0)〉〉‖ F˜m∣∣s(0)〉〉
= λm1
(
µ
(m)
1
∣∣1〉〉+ n∑
i=2
(
λi
λ1
)m
µ
(m)
i
∣∣i〉〉) m→∞−−−−→∣∣1〉〉.
Here the coefficients µ(m)i are given by the normalization and the µ
(0)
i of the start-
ing vector. Thus we have F˜
∣∣s(∞)〉〉 = λ1∣∣s(∞)〉〉 with a linear rate of convergence,
depending on λ2/λ1.
As we will show below, all we need to do to get an iteration that implies the sub-
channel constraint (3.37) or (3.38) is to change the meaning of “normalize” in this
scheme. Note that there is nothing special about the Kraus decomposition as ap-
plying F˜ to every Kraus operator of S is the same as
S˜′n+1 = F˜ S˜nF˜ , (3.40)
where S˜n is the normalized S˜ of the last iteration step and S˜′n+1 is the unnormalized
S˜ of the next step.
3.2.7 Definition. Let S:B(H1) → B(H2) be a completely positive map. Then we
define the normalized version of S as
N(S)(x) = S(1)−
1
2S(x)S(1)−
1
2 , (3.41)
where S(1)−
1
2 denotes the pseudo-inverse of S(1)
1
2 .
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It is useful to express this in terms of the Kraus operators of S. So let {sα} be the
Kraus operators, S(1) =
∑
α s
∗
αsα. To compute the pseudo-inverse, we have to split
the Hilbert space H2 into an orthogonal sum of the support of S(1) and its kernel,
i. e., the space of all vectors φ such that sαφ = 0 for all α. On the support of S(1)
this operator is invertible, so we can simply compute the inverse in the functional
calculus. Another way to describe the construction (3.41) is to set6
N(S)(x) = lim
ε→0
h2εS(x)h
2
ε,
hε = (S(1) + ε1)
−1/4.
(3.42)
Note that N(S(1)) is the projection onto the support of S(1), so N(S) is a subchan-
nel in general. It is a proper channel if and only if this projection is the identity, i. e.,
if S(1) was invertible in the first place. Furthermore, in the case of encoder iteration
(3.30), we have the identification S = E∗, i. e., S is a channel in Schro¨dinger pic-
ture. Thus, the normalization condition becomes N∗(S)(x) = N(S∗)(x). In terms
of Kraus operators, this means that
s∗α = eα 7→ eα
∑
β
e∗βeβ
−1/2 = s∗α
∑
β
sβs
∗
β
−1/2 .
With the normalization step of Definition 3.2.7, we have the following iteration.
3.2.8 Definition (Subchannel Power Iteration). Let H1, H2 be finite dimensional
Hilbert spaces. Furthermore, let f be a linear positive objective on channels S:B(H1)→
B(H2), given by the positive operator F˜ ∈ B(L2(H1,H2)) according to equation
(3.35). Then, the subchannel power iteration is given by the iteration step Sn 7→
Sn+1:
S˜′n+1 = F˜ S˜nF˜ , (3.43)
Sn+1 = N(S′n+1), (3.44)
where N(S) denotes the proper normalization depending on whether S is a channel
in the Heisenberg picture or in the Schro¨dinger picture.
Note that the iteration does not change the number of Kraus operators. Therefore,
the starting channel S0 should contain the maximal number of independent Kraus
operators, or equivalently, use the maximal minimal dilation dimension in Stine-
spring representation. On the other hand, if we restrict the encoder iteration (3.30)
to a single Kraus operator v, we obtain
vn+1 = s
∗
1,n+1 = F˜ (e
∗
1,n)
(
F˜ (e∗1,n)
∗F˜ (e∗1,n)
)−1/2
= F˜ (vn)
(
F˜ (vn)
∗F˜ (vn)
)−1/2
,
6The odd choice of powers will be convenient later.
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which is the polar isometry of F˜ (v), since
vn+1|F˜ (vn)| = F˜ (vn)
(
F˜ (vn)
∗F˜ (vn)
)−1/2 · (F˜ (vn)∗F˜ (vn))1/2 = F˜ (vn).
So the iteration for isometric encodings [53] is indeed a special case of the subchannel
power iteration.
The main result for the subchannel power iteration is given by the following Theorem.
3.2.9 Theorem (Subchannel Power Iteration). The subchannel power iteration,
given in Definition 3.2.8, is monotone. That is, for successive iterates Sn, Sn+1 we
have f(Sn+1) ≥ f(Sn). Furthermore, if Sn(1) is invertible in all iteration steps,
then every channel S for which the maximum of f is attained is a stable fixed point
of the iteration.
We will proof these properties below and drop the assumption about the existence
of the inverse of Sn(1) by extending the algorithm to ensure that this is the case
near an optimal solution.
3.2.1.1 Monotonicity
It is instructive to once again look at the case of the search for the largest eigenvalue
of a positive operator A, by iterating A on a vector φ and renormalizing it in every
step, so that φ 7→ 〈φ|A2φ〉−1/2Aφ. The monotonicity of this iteration follows from
the following Lemma, which will also be used in the proof of the monotonicity of
the subchannel power iteration.
3.2.10 Lemma (Monotonicity). Let A be a bounded positive operator on a Hilbert
space, and φ an arbitrary vector in that space. Then, for every vector φ 6= 0,
〈φ|A3φ〉 ≥ 〈φ|A
2φ〉〈φ|Aφ〉
〈φ|φ〉 . (3.45)
Equality holds if and only if φ is an eigenvector of A.
More precisely, assume that in the inequality
〈φ|A3φ〉 − 〈φ|A
2φ〉〈φ|Aφ〉
〈φ|φ〉 ≤ ε . (3.46)
Then, with a = ‖φ‖−2〈φ|Aφ〉, we have
‖(A− a1)φ‖2 ≤ ε
a
. (3.47)
Proof. Let A be bounded and positive, and denote by Mk = 〈φ|Akφ〉,k = 0, 1, . . .,
the moments of the spectral measure in the vector φ. Then, for any a, b ∈ R, c ≥ 0
the operator
A(A− b1)2 + c(A− a1)2
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is positive, which implies
〈φ|A(A− b1)2|φ〉+ c〈φ|(A− a1)2|φ〉 ≥ 0 (3.48)
⇔ (M3 − 2bM2 + b2M1) + c(M2 − 2aM1 + a2M0) ≥ 0 . (3.49)
With b = c = M2/M1 and a = M1/M0, this becomes
M3 −
M22
M1
+
M2
M1
(
M2 +
M21
M0
)
≥ 0 ⇔ M3 −
M21M2
M1M0
≥ 0,
which leads to the desired inequality (3.45),
M3 ≥
M2M1
M0
. (3.50)
Now suppose equation (3.46) holds for some ε ≥ 0. Then the second term in (3.49)
is also bounded by ε, as both terms in (3.48) are positive. Thus we have
‖(A− a1)φ‖2 = (M2 − 2aM1 + a2M0)
≤ ε
c
= ε
M1
M2
≤ εM0
M1
=
ε
a
,
where we used that M2 ≥ M21 /M0. For ε = 0 this means that φ is an eigenvector
with eigenvalue a. 
For the iteration of the largest eigenvalue, this Lemma immediately implies the
monotonicity property
〈Aφ|A|Aφ〉
〈Aφ|Aφ〉 ≥
〈φ|A|φ〉
〈φ|φ〉 . (3.51)
Now consider the iteration on subchannels. We will apply the Lemma to an operator
on the Hilbert space, which is the direct sum of copies of L2(H1,H2), with one
component for each Kraus operator of S. The vectors in this space are hence tuples
ψ = (ψ1, . . . , ψn), where N is the number of Kraus operators and ψα ∈ L2(H1,H2).
The scalar product of this Hilbert space is given by
〈〈
ψ
∣∣φ〉〉 = N∑
α=1
tr(ψ∗αφα).
Then, we fix ε > 0 in (3.42) and take
(Aψ)α = hεF˜ (hεψα)
φα = h
−1
ε s
∗
α,
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with
hε = (M + ε1)−1/4,
M = S′n+1(1) =
∑
α
F˜ (s∗α,n)F˜ (s
∗
α,n)
∗. (3.52)
This implies that A is a positive operator, because
〈〈
ψ
∣∣Aψ〉〉 = ∑α tr(ψ∗αhεF˜ (hεψα)),
which is positive by positivity of F˜ and hermiticity of hε.
Note that, with the above choices, we have (Aφ)α = hεF˜ (s
∗
α), and that
s∗α,n+1 = lim
ε→0
h2εF˜ (s
∗
α,n) (3.53)
are the normalized Kraus operators of the next iteration step according to equation
(3.42).
The successive moments of A appearing in the Lemma become〈〈
φ
∣∣φ〉〉 = tr(h−2ε ∑
α
s∗αsα
)
= tr
(
(M + ε1)1/2
∑
α
s∗αsα
)
〈〈
φ
∣∣Aφ〉〉 = ∑
α
tr
(
sαF˜ (s
∗
α)
)
= f(Sn)〈〈
φ
∣∣A2φ〉〉 = 〈〈Aφ∣∣Aφ〉〉
=
∑
α
tr
((
hεF˜ (s
∗
α)
)∗
hεF˜ (s
∗
α)
)
= tr
(
h2ε
∑
α
F˜ (s∗α)F˜ (s
∗
α)
∗
)
= tr
(
(M + ε1)−1/2M
)〈〈
φ
∣∣A3φ〉〉 = 〈〈Aφ∣∣A∣∣Aφ〉〉
=
∑
α
tr
(
(hεF˜ (s
∗
α))
∗hεF˜ (h
2
εF˜ (s
∗
α))
)
=
∑
α
tr
(
(h2εF˜ (s
∗
α))
∗F˜ (h2εF˜ (s
∗
α))
)
= f(Sε,n+1),
where Sε,n+1 is the completely positive map with Kraus operators s∗α,ε,n+1 = h2εF˜ (s∗α),
which in the limit ε→ 0 goes to the next iterate. In this limit, inequality (3.45) of
the monotonicity Lemma 3.2.10 becomes
f(Sn+1) ≥ trM
1/2
tr(M1/2
∑
α s
∗
αsα)
f(Sn) ≥ f(Sn), (3.54)
42 CHAPTER 3. QUANTUM ERROR CORRECTION
where in the last step we used that
∑
α s
∗
αsα = Sn(1) ≤ 1. This proves monotonicity
of the subchannel power iteration for channels in Heisenberg picture.
For the iteration in the Schro¨dinger picture, i. e., iteration of S∗(·) =
∑
α sα · s∗α
instead of S, as in the encoder iteration (3.30), the analogous analysis applies with
the choice
(Aψ)α = F˜ (ψαgε)gε,
gε = (M + ε1)−1/4,
M =
∑
α
F˜ (sα)∗F˜ (sα),
φα = sαg
−1
ε .
(3.55)
In this case, we have S˜∗ =
∣∣sα〉〉〈〈sα∣∣, so from equation (3.22) we know that the
objective is given by
f(S∗) =
∑
α
tr
(
s∗αF˜ (sα)
)
.
The Kraus operators of the next iteration step are given by
sα,n+1 = lim
ε→0
F˜ (sα,n)g
2
ε .
With the above choice, the scalar products of Lemma 3.2.10 become〈〈
Φ
∣∣Φ〉〉 = tr (g−2ε ∑
α
s∗αsα
)
,
〈〈
Φ
∣∣AΦ〉〉 = ∑
α
tr
(
g−1ε s
∗
αF˜ (sα)gε
)
=
∑
α
tr
(
s∗αF˜ (sα)
)
= f(S∗,n),〈〈
Φ
∣∣A2Φ〉〉 = ∑
α
(
gεF˜ (sα)
∗F˜ (sα)gε
)
= tr(g2εM),〈〈
Φ
∣∣A3Φ〉〉 = ∑
α
(
g2ε F˜ (sα)
∗F˜ (F˜ (sα)g
2
ε)
)
= f(S∗,ε,n+1),
which implies monotonicity also in the Schro¨dinger picture. This completes the
proof of the monotonicity of the subchannel power iteration in Theorem 3.2.9.
3.2.1.2 Fixed Points
We will now analyze if the subchannel power iteration does have fixed points when
the objective value does not change. In principle, the iterated channel could still
change in every iteration step, although the objective value does not increase. We
will see that fixed points of the iteration exists, when the iteration results in a
channel and not in a subchannel. Furthermore, we will extend the algorithm to
ensure that this is indeed the case, so the iteration results in a channel after every
step.
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The case of equality of the objective in subsequent iterations provides two conditions.
One is the equality in the last step of (3.54),
tr
(
M1/2
∑
α
s∗αsα
)
= trM1/2, (3.56)
with M given by equation (3.52). This means that the operator
∑
α s
∗
αsα, which
is the support projection of Sn(1), acts like the identity on the support of M , or
equivalently, on the support of Sn+1(1),
suppSn+1(1) ≤ suppSn(1). (3.57)
Equality in the first inequality of (3.54) comes from near equality in Lemma 3.2.10.
Equation (3.47) then leads us to,
‖Aφ− aφ‖ → 0, a =
〈〈
φ
∣∣Aφ〉〉〈〈
φ
∣∣φ〉〉 , (3.58)
with an ε-dependence in A and φ. Recall that the Hilbert space is a direct sum over
components labeled by α, so this limit statement can be written for each component
separately,
‖hεF˜ (s∗α)− ah−1s∗α‖ → 0. (3.59)
If M has zero-eigenvalues, then we see from the defining equation (3.52) that hε is
unbounded in the limit ε→ 0. So in general, we cannot conclude from (3.59) that
s∗α,ε,n+1 = h
2
εF˜ (s
∗
α)→ as∗α,n. (3.60)
However, if we assume M to be invertible, i. e., the iterated S is always a channel
and not a subchannel, equation (3.60) holds. For the eigenvalue, we then get
a =
〈〈
φ
∣∣Aφ〉〉〈〈
φ
∣∣φ〉〉 = f(Sn)tr((M + ε1)1/2∑α s∗αsα) →
f(Sn)
tr(M1/2)
=
∑
α tr
(
sαF˜ (s
∗
α)
)
∑
α tr
(
F˜ (s∗α)∗F˜ (s∗α)
)1/2 .
where we used equation (3.56). So a ≥ 0 and, since f(Sn) = f(Sn+1), we get a = 0
or a = 1. Thus, in the case of equality in (3.54), we have
s∗α,n+1 = s
∗
α,n, (3.61)
that is, we have Sn+1 = Sn. So if M is invertible, we have indeed a fixed point in
the subchannel power iteration.
On the other hand, if we found a vector Φ such that MΦ = 0, ‖Φ‖ = 1, that is, M
is not invertible, we can add an additional Kraus operator
t =
∑
i
ai|Ψi〉〈Φ| (3.62)
44 CHAPTER 3. QUANTUM ERROR CORRECTION
to the iterated channel S such that
S(1) = t∗t+M−1/2MM−1/2 ≤ 1.
So S including the new Kraus operator is still a normalized subchannel. With this
additional Kraus operator, the objective f(S) has the additional term
tr
(
tF˜ (t∗)
)
= tr
(
t
∑
ij
F (|i〉〈j|)t∗|j〉〈i|
)
=
∑
ijkl
aka¯l〈Φ|F (|i〉〈j|)Φ〉〈Ψl|j〉〈i|Ψk〉
=
∑
kl
aka¯l〈Φ|F (|Ψk〉〈Ψl|)Φ〉.
(3.63)
This term does not increase the objective for any choice of Kraus operator of the
form (3.62), as long as for all A
〈Φ|F (A)Φ〉 = 0. (3.64)
We can rewrite this condition to a condition on the kernel of F (1) with the following
Lemma.
3.2.11 Lemma. Given a completely positive and linear map F :B(H1)→ B(H2) we
have the equivalence
〈Φ|F (A)Φ〉 = 0 ∀A ∈ B(H1) ⇔ F (1)Φ = 0
Proof. Let 〈Φ|F (A)Φ〉 = 0 for all A. Then, in particular, we have 0 = 〈Φ|F (1)Φ〉 =
‖F (1)1/2Φ‖2, so F (1)1/2Φ = 0 and thus F (1)Φ = 0.
Conversely, let F (1)Φ = 0. Since A ≤ ‖A‖1 for any positive operator A, and F
maps positive operators to positive operators, we know that F (A) ≥ 0 and that
F (‖A‖1 − A) ≥ 0. From linearity of F we obtain 〈Φ|F (A)Φ〉 ≤ ‖A‖〈Φ|F (1)Φ〉.
Combined with the positivity of F (A), we conclude that 〈Φ|F (A)Φ〉 = 0 for all
positive A. Furthermore, any operator A has a linear decomposition into positive
operators [36], A =
∑
i aiAi, Ai ≥ 0. Consequently, F (A)Φ =
∑
i ciF (Ai)Φ = 0 for
any operator A. 
This Lemma reduces the problem to the following: If F (1) has a kernel and P is the
projector onto this kernel, we can safely apply the iteration on the reduced Hilbert
space (1 − P )H2, since no vector in PH2, and thus no Kraus operator that maps
from PH2 → H1, can ever increase the objective value. But then, if we found a
vector Φ in the iteration with the reduced Hilbert space such that MΦ = 0, we
can find an additional Kraus operator t of the form (3.62) that strictly increases
the objective according to equation (3.63). If we add a Kraus operator for every
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non-trivial vector from the kernel of M , we end up with an invertible normalization
sum
M ′ =
∑
α
F˜ (s∗α)F˜ (s
∗
α)
∗ +
∑
β
t∗βtβ. (3.65)
Furthermore, we can give a lower bound on the fidelity gain in advance. Suppose we
have already reduced the Hilbert space H2 such that the kernel of F (1) is trivial.
Then, F (1) has a smallest eigenvalue λmin and
〈Φ|F (1)Φ〉 ≥ λmin
for all Φ. We can rewrite this as average over a basis,
1
d1
∑
i
〈Φ|F (|i〉〈i|)Φ〉 ≥ λmin
d1
,
where d1 is the dimension of the Hilbert space H1. Since λmin/d is an average value,
we know there exists a vector |i〉 such that
〈Φ|F (|i〉〈i|)Φ〉 ≥ λmin
d1
.
Consequently, with the choice
t = |i〉〈Φ| (3.66)
as additional Kraus operator, the gain in the objective (3.63) is lower bounded by
λmin/d1. Since the objective is bounded, this also implies that M cannot have a
kernel if the objective value is above(
max
S
f(S)
)
− λmin/d1.
Thus, M is invertible in this case and therefore (3.60) and (3.61) hold. From this
it follows that a channel S, for which the global optimal objective value is attained,
is a fixed point of the iteration. In particular, close to the global optimal objective
value, the iterated channel has always full support on the reduced Hilbert space
(1 − P )H2, leading to an iteration on channels rather than on subchannels. For
this reason, we will call the modified subchannel power iteration the channel power
iteration.
3.2.12 Definition (Channel Power Iteration). Let H1, H2 be finite dimensional
Hilbert spaces. Furthermore, let f be a linear positive objective on channels S:B(H1)→
B(H2), given by the positive operator F˜ ∈ B(L2(H1,H2)) according to equation
(3.35). Then, the channel power iteration is given by:
1. Calculate the projection P onto the kernel of F (1), where F is the given by
(3.13). Calculate F˜ ∈ B(L2(H1, (1− P )H2)).
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2. Start with a random channel S0 with maximal number of linear independent
Kraus operators.
3. Update the Kraus operators of Sn according to
S˜′n+1 = F˜ S˜nF˜ .
4. If M = S′n+1(1) =
∑
α s
′∗
α,n+1s
′
α,n+1 has a non-trivial kernel, add Kraus oper-
ators to S′n+1 according to (3.66) until kerM = {0}.
5. Set Sn+1 = N(S′n+1), where N denotes the proper normalization depending on
whether S is a channel in the Heisenberg picture or in the Schro¨dinger picture.
6. If ‖Sn+1 − Sn‖cb > 0 continue with step 3. Otherwise add Kraus operators to
Sn+1 according to equation (3.62), where the Φ are taken from the kernel of
F (1), until Sn+1 becomes a channel Sn+1:B(H1)→ B(H2).
Note that we already know from equation (3.63) that the objective value is neither
increased nor decreased in the last step. If {|β〉} is a basis of PH2, a choice of
Kraus operators is given by {|β〉〈β|}. Thus, the iteration always returns a proper
normalized channel. Furthermore, close to the optimal value, the iteration is the
same as the subchannel power iteration of Definition 3.2.8, since M has always full
support, so no Kraus operators have to be added. A flowchart of the channel power
iteration is shown in Figure 3.4.
3.2.13 Theorem (Channel Power Iteration). The channel power iteration given in
Definition 3.2.12 has the following properties:
1. The iteration is monotone, that is, for successive iterates Sn, Sn+1 we have
f(Sn+1) ≥ f(Sn).
2. Every global optimal channel S is a fixed point of the iteration.
3. Let d1 be the dimension of H1 and λmin be the smallest eigenvalue of F (1),
where F is the completely positive map defined by equation (3.13). Further-
more, let fmax be the global optimal value of f . Then, if
f(Sn) > fmax − λmin/d1,
the operatorM = S′n+1(1) in step 4 of the iteration is invertible, and therefore,
the iteration does not add further Kraus operators (3.66) to the channel.
4. The linearization of the iteration at a global optimal fixed point is stable, that
is, the operator that acts on the perturbation as the linearization of the iteration
is a contraction7.
7A bounded operator is said to be a contraction if the operator norm of the operator is less than
or equal to one.
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reduce H2 until kerF (1) = {0}, set S0 to
random channel with maximal Kraus rank.
power: S˜′n+1 = F˜ S˜nF˜
add Kraus operator t
given by eq. (3.66)
normalization sum invertible?
normalize: Sn+1 = N(S
′
n+1)
Sn+1 fixed point?
extend Sn+1 to a channel S:B(H1)→ B(H2)
with the original Hilbert space H2
Yes
Yes
No
No
Figure 3.4: Flowchart of the channel power iteration from Definition 3.2.12.
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Since the additional Kraus operators strictly increase the fidelity, the monotonicity
of the channel power iteration, item 1 of the Theorem, follows from the monotonicity
of the subchannel power iteration. Items 2 and 3 of the Theorem follow from the
above discussion. The invertibility of the normalization sum near the global optimal
value of the objective, which is guaranteed by item 3 of the Theorem, was required
in the proof of the existence of fixed points. It will also become useful in the proof
of the stability of the iteration, item 4 of the Theorem, which is presented below.
In summary, the channel power iteration is an iterative algorithm for the optimiza-
tion of a linear, positive objective over the set of channels (Problem 3.2.2 on page
31). The iteration monotonically increases the objective value, and every global
optimal channel is a stable fixed point of the iteration.
3.2.1.3 Stability
It remains to show that the iteration is stable close to the global optimum of the
objective functional. Since the objective functional increases in every step and is
bounded, we know that f(Sn) converges. However, this does not ensure that the
global optimum is found, even if the starting channel has an objective value that is
very close to that optimum. So what we have to show is that for slight perturbations
from the global optimal fixed point channel, the iteration reduces the perturbation,
and hence brings the channel back to the global optimal fixed point.
To this end, we consider the variational problem of finding the maximum of (3.35).
We will consider a fixed channel S and establish the conditions for it to be a local
maximum of f . As for the monotonicity property, we regard a channel as tuple
of Kraus operators. Let N be the number of Kraus operators of S. Then, the
collection of Kraus operators (s1, . . . , sN ) lies in the space of N -tuples of linear
operators sα:H1 → H2. We denote this space as Hilbert space K, where the scalar
product for two vectors t, s ∈ K is given by
〈s|t〉 =
∑
α
tr(s∗αtα).
We will also consider K as a real Hilbert space KR, with the scalar product 〈s|t〉R =
Re 〈s|t〉. A hermitian operator valued version of this scalar product is
l s, tm =
∑
α
(s∗αtα + t
∗
αsα). (3.67)
For t ∈ K and x ∈ B(H1), we will write tx for the tuple (tx)α = tαx. For the
variational analysis let s(η) be a parametrized differentiable curve with s(0) = s,
sα(η) = sα + η s˙α +
1
2
η2 s¨α +O(η3). (3.68)
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Note that complete positivity of the channel is implied by taking Kraus operators
as variables rather than the channel itself. Thus, we no longer need to solve a
variational problem with inequality constraint. The remaining constraint is∑
α
s∗αsα =
1
2
l s, sm = 1.
From this, we see that the channel constraint for s(η) is satisfied to the first order,
if and only if
l s, s˙m =
∑
α
(s∗αs˙α + s˙
∗
αsα) = 0. (3.69)
Note that this does not describe a C-linear subspace, because both s˙α and s˙
∗
α appear
in the condition. As an R-linear subspace the set of admissible s˙α is described in
the following Lemma.
3.2.14 Lemma. Let s ∈ K be the tuple of Kraus operators of a channel S. Then
the tangent space T at s to the manifold of channels is given by
T = {t ∈ KR |ls, tm = 0} , (3.70)
and its orthogonal complement in KR is
T ⊥ = {sx ∈ K |x = x∗ ∈ B(H1)} . (3.71)
Moreover, the orthogonal decomposition t = t‖ + t⊥ of a general t ∈ KR along this
decomposition is given by
tα =
(
tα − 12sα l s, tm
)
+
1
2
sα l s, tm . (3.72)
Proof. The definition of the tangent space follows from (3.69). For the complement
T ⊥, we look at the scalar product of t ∈ T and sx ∈ K, x = x∗ ∈ B(H1) in KR,
〈t|sx〉R = Re
∑
α
tr(t∗αsαx) =
1
2
∑
α
(
tr(t∗αsαx) + tr((sαx)
∗tα)
)
=
1
2
∑
α
tr
(
(t∗αsα + s
∗
αtα)x
)
=
1
2
∑
α
tr
(
l s, tm x
)
= 0.
Thus, the orthogonal complement of the tangent space is indeed given by (3.71).
The decomposition (3.72) follows from the fact that ls, tm is hermitian, so t⊥ is
clearly of the form sx, x = x∗. Note that the calculation
〈s|t‖〉 =
∑
α
(s∗αt
‖
α + t
‖∗
α sα)
=
∑
α
(
s∗αtα −
1
2
s∗αsα l s, tm+t∗αsα −
1
2
l s, tm s∗αsα
)
=
∑
α
(
s∗αtα + t
∗
αsα
)−ls, tm = 0
uses the normalization condition
∑
α s
∗
αsα = 1. 
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For the analysis of maxima, we also require that s(η) satisfies the channel constraint
to second order. For the η2-term of the normalization sum
∑
α sα(η)
∗sα(η) we get
0 =
∑
α
(
s˙∗αs˙α +
1
2
(s∗αs¨α + s¨
∗
αsα)
)
. (3.73)
We will decompose the operator s¨α as
s¨α = −sα
∑
β
s˙∗β s˙β + rα, (3.74)
with some r ∈ K. Inserting this in (3.73) and using ∑α s∗αsα = 1 leads us to
0 =
∑
α
(
s˙∗αs˙α +
1
2
(
s∗α(−sα
∑
β
s˙∗β s˙β + rα) + (−
∑
β
s˙∗β s˙βs
∗
α + r
∗
α)sα
))
=
∑
α
s˙∗αs˙α −
1
2
∑
β
s˙∗β s˙β +
1
2
∑
α
s∗αrα −
1
2
∑
β
s˙∗β s˙β +
1
2
∑
α
r∗αsα =
1
2
l s, rm,
(3.75)
which is true if and only if r ∈ T . So for s(η) to be a channel to second order, we
have the necessary conditions s˙ ∈ T and s¨ as given by equation (3.74) with r ∈ T .
On the other hand, these condition are also sufficient. Given s˙, r ∈ T , we can define
qα(η) = (sα + ηs˙α +
1
2
η2s¨α)h,
where
h =
(∑
α
(sα + ηs˙α +
1
2
η2s¨α)∗(sα + ηs˙α +
1
2
η2s¨α)
)−1/2
and s¨α is given by equation (3.74). With this we have
∑
α q
∗
αqα = 1, so qα are indeed
Kraus operators of a channel. Furthermore, since h = (1+O(η3))−1/2 = 1+O(η3),
we know that qα(η) has the decomposition (3.68). So every tuple
(s˙, r) ∈ T × T
defines a parametrized differentiable curve s(η) of channels with s(0) = s of the form
(3.68) with s¨α given by (3.74).
We now look at the optimality conditions for the first and second derivation of
f(S(η)) at η = 0. For the first derivation, at η = 0, we get
df
dη
∣∣∣∣
η=0
=
[
d
dη
∑
α
tr
(
sα(η)F˜ (s
∗
α(η)
)]
η=0
=
∑
α
tr
(
s˙αF˜ (s
∗
α) + sαF˜ (s˙
∗
α)
)
= 2 Re
∑
α
tr
(
s˙αF˜ (s
∗
α)
)
= 2〈F˜ (s∗)∗|s˙〉R.
(3.76)
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Here we used that
tr
(
sαF˜ (s˙
∗
α)
)
=
∑
ij
tr
(
sαF (|i〉〈j|)s˙∗α|j〉〈i|
)
=
∑
ij
tr
(|j〉〈i|sαF (|i〉〈j|)s˙∗α)
=
∑
ij
tr
((
F (|j〉〈i|)s∗α|i〉〈j|
)∗
s˙∗α
)
= tr
(
F˜ (s∗α)
∗s˙∗α
)
.
As every s˙ ∈ T belongs to a differentiable curve of channels, (3.76) has to be zero
for all s˙ ∈ T at an optimal value of f . So at an optimum we necessarily have
F˜ (s∗)∗ ∈ T ⊥. (3.77)
For the second derivation, at η = 0, we get
d2f
dη2
∣∣∣∣
η=0
=
[
d2
dη2
∑
α
tr
(
sα(η)F˜ (s
∗
α(η)
)]
η=0
=
∑
α
tr
(
2s˙αF˜ (s˙
∗
α) + sαF˜ (s¨
∗
α) + s¨αF˜ (s
∗
α)
)
= 2 Re
∑
α
tr
(
s˙αF˜ (s˙
∗
α) + s¨αF˜ (s
∗
α)
)
.
(3.78)
We will now insert (3.74) into this equation. For a stationary point we can drop the
term proportional to r since
Re
∑
α
tr
(
rαF˜ (s
∗
α)
)
= 〈F˜ (s∗)∗|r〉R = 0
from the condition (3.77) from the first derivation. Thus we obtain
d2f
dη2
∣∣∣∣
η=0
= 2 Re
∑
α
tr
(
s˙αF˜ (s˙
∗
α)−
∑
β
s˙∗β s˙β
 F˜ (s∗α)sα), (3.79)
where we used the cyclicity of the trace. As
∑
β s˙
∗
β s˙β is hermitian, the sum depends
only on the hermitian part 12 l s, F˜ (s
∗)∗m of
∑
α F˜ (s
∗
α)sα. Equation (3.79) then
reads
d2f
dη2
∣∣∣∣
η=0
= 2 Re
∑
α
tr
(
s˙αF˜ (s˙
∗
α)−
1
2
s˙∗αs˙α l s, F˜ (s∗)∗m
)
, (3.80)
where the summation index β was renamed to α. At a maximum, these derivatives
have to be negative for all s˙ ∈ T , i. e., s corresponds to a local maximum, if
∑
α
tr
(
s˙αF˜ (s˙
∗
α)
) ≤ 1
2
∑
α
tr
(
s˙∗αs˙α l s, F˜ (s∗)∗ m
)
. (3.81)
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So the optimality conditions are given by equation (3.77) and (3.81). As the objective
is linear in the set of channels, it has a single global optimum. For any two channels
S and T for which f(S) > f(T ), the convex combination (ηS+(1−η)T ) corresponds
to a curve of channels along which the objective functional strictly increases with η,
so f(T ) cannot be a local optimum. However, from the largest eigenvalue iteration
we know that there may be fixed points for which the global maximum is not reached,
namely, when the starting vector has no component in direction of the eigenvector of
the largest eigenvalue. But a small perturbation of such a fixed point is sufficient to
get the iteration going again, and therefore generically going to the global optimum.
In our case, this means that we have to start the iteration with a channel that has
full Kraus rank.
We will now look at the linearization of the iteration at the global optimum of the
objective functional. As we already proofed items 2 and 3 of Theorem 3.2.13, we
know that the operator M = S′n+1(1) is invertible near the optimum and that each
optimal channel is a fixed point of the iteration. In particular, the iteration does
not add further Kraus operators near the optimum, the channel power iteration is
the same as the subchannel power iteration. So let s ∈ K belong to a global optimal
channel, then equation (3.61) holds, or equivalently,
F˜ (s∗α) = s
∗
α. (3.82)
We look at perturbations s(η) of this channel of the form (3.68), sα(η) = sα+ηs˙α+
O(η2). Each step of the iteration consists of an application of the operator F˜ and a
normalization operation, so the iteration step becomes
s∗α,n+1 = M
−1/2F˜ (s∗α,n)
near the global optimum.
The first part of the iteration step is the application of the already linear operator
F˜ , which leads us to
F˜ (s∗α(η)) = s
∗
α + ηF˜ (s˙
∗
α) +O(η2).
Here we used the fixed point property (3.82) and the linearity of F˜ .
Next, we have to compute the operator M ,
M(η) =
∑
α
F˜ (s∗α(η)) F˜ (s
∗
α(η))
∗
= 1+ η
∑
α
(
s∗αF˜ (s˙
∗
α)
∗ + F˜ (s˙∗α)sα
)
+O(η2)
= 1+ η l s, F˜ (s˙∗)∗ m+O(η2).
To compute the inverse of the square root to the first order, we make the ansatz
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M(η)−1/2 = 1+ ηW +O(η2) and solve the equation
1+O(η2) =
(
M(η)−1/2
)2
M(η) = (1+ ηW )(1+ ηW )M(η)
= (1+ 2ηW )M(η) +O(η2) = 1+ η
(
ls, F˜ (s˙∗)∗ m+2W
)
+O(η2).
This leads us to W = −12 l s, F˜ (s˙∗)∗m, and hence
M(η)1/2 = 1− η1
2
l s, F˜ (s˙∗)∗ m+O(η2).
Finally, we have to apply M(η)−1/2 to F˜ (s(η)∗), so the linearization of a complete
iteration step becomes
M(η)−1/2F˜ (s(η)∗) =
(
1− η1
2
l s, F˜ (s˙∗)∗ m
)(
s∗α + ηF˜ (s˙
∗
α)
)
+O(η2)
= s∗α + η
(
F˜ (s˙∗α)−
1
2
l s, F˜ (s˙∗)∗ m s∗α
)
+O(η2).
If we compare this result with Lemma 3.2.14, we see that the linear term corresponds
to the projection of F˜ (s˙∗α)∗ onto the tangent space T . Thus, that term can be written
in the form PBs˙ with a projection P and an operator B given by (Bs˙)α = F˜ (s˙∗α).
With this definition, the linearization of the iteration acts on the perturbation as
s˙∗n+1 = PBs˙
∗
n. (3.83)
Since the initial perturbation s˙ will be in the tangent space, we only have to consider
the powers of the operators PBP for the analysis of the asymptotic behavior of
the iteration near a global optimal fixed point. If PBP is a contraction, that is,
‖PBP‖ ≤ 1, the iteration is stable, and even asymptotically stable if ‖PBP‖ < 1.
Since PBP is positive, all eigenvalues are non-negative, so no oscillatory behavior
is possible. On the other hand, if ‖PBP‖ > 1, there would be an initial deviation
from s which blows up exponentially. However, since
1
2
l s, F˜ (s∗)∗m =
1
2
∑
α
(
s∗αF˜ (s
∗
α)
∗ + F˜ (s∗α)sα
)
=
1
2
∑
α
(2s∗αsα) = 1
at a fixed point s, the optimality condition (3.81) becomes∑
α
tr
(
s˙αF˜ (s˙
∗
α)
) ≤∑
α
tr
(
s˙∗αs˙α
)
and we obtain
〈s˙|PBP |s˙〉 ≤ 〈s˙|s˙〉,
which, as PBP is positive, is the same as ‖PBP‖ ≤ 1. Thus the iteration is stable.
In summary, the linearization of the iteration applied to a deviation from a global
optimal fixed point becomes the application of the linear operator F˜ followed by a
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projection to the tangent space of the channel manifold. The optimality condition
for the fixed point implies that the overall operation is a contraction, and thus, that
the iteration is stable. This shows item 4 of Theorem 3.2.13 and concludes the proof
of Theorem 3.2.13 and Theorem 3.2.9.
3.2.1.4 Implementation
We will now estimate the computational cost of a single iteration step of the sub-
channel power iteration based on the number of floating point operations (flops).
For this, we treat operations on complex numbers as a single flop. Note that flop
counts give only a rough estimate on the runtime on modern (classical) computer
hardware, as e. g., possible parallelism, cachability, and locality of reference can all
have dramatic impact on the computation time.
For a channel S:B(H1)→ B(H2), the subchannel power iteration requires the chan-
nel S as well as the Jamiolkowsky dual S˜ as data. Therefore we choose, according
to equation (3.14),
s(a, i, b, j) = 〈a|S(|i〉〈j|)|b〉 = 〈a|S˜(|b〉〈j|)|i〉 (3.84)
as data type to store the channel S. This requires (d1d2)2 storage units, where
d1 = dimH1 and d2 = dimH2. Note that by taking the elements columnwise from
s, we can reshape8 s and obtain the (d1d2)× (d1d2)-matrix representation Ŝ defined
in (3.15). We will make no assumptions about the structure of this matrix (e. g.,
sparsity, rank).
For the flop-count analysis, we will divide the subchannel power iteration of Defini-
tion 3.2.8 into three steps:
1. Apply the operator F˜ , S˜ 7→ F˜ S˜F˜ .
2. Compute the pseudo-inverse S(1)−1/2.
3. Apply the pseudo-inverse to normalize the new iterate,
S(x) 7→ S(1)−1/2S(x)S(1)−1/2.
The first step is equivalent to a matrix multiplication with the reshaped s. For the
matrix multiplication of n× n-matrices A and B, we have to compute∑
k
〈i|A|k〉〈k|B|j〉 (3.85)
for every pair (i, j). As the computation of (3.85) requires n multiplications and
(n − 1) additions, we have a total flop count of n2(2n − 1). In our estimation, we
8This corresponds to the action of the Matlab command reshape(s, [d1d2, d1d2]).
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are only interested in the order of the flop count, so we treat unconstrained matrix
multiplication as O(n3). Thus, the first step has a flop count of O((d1d2)3).
The second step involves the computation of the pseudo-inverse of the square root
of S(1). The computation of 〈a|S(1)|b〉 = ∑i〈a|S(|i〉〈i|)|b〉 needs d1d22 flops. For
the computation of S(1)−1/2, we need the eigenvalue decomposition of S(1). We
can exploit the fact that S(1) ≥ 0. Thus, we can convert the problem of finding
the eigenvalue decomposition of S(1) into the problem of finding the eigenvalue
decomposition of the real symmetric matrix(
A −B
B A
)
,
where S(1) = A + iB. As this increases the complexity only by a factor [68],
the order of floating point operations is still appropriately estimated. Several algo-
rithms for computing the eigenvalue decomposition for real symmetric matrices exist
[68]. We will use the Jacobi method (Contribution II/1 by H. Rutishauser, [68]) for
the flop count, although, as noted by Rutishauser, a combination of Householder-
transformation together with methods for tridiagonal matrices is more efficient for
large matrices. The Jacobi algorithm has quadratic convergence in the number of
Jacobi rotations. Jacobi rotations are of the form
A 7→ UTAU,
where U = U(p, q, φ) is an orthogonal matrix which deviates form the unit matrix
only in the elements 〈p|Up〉 = 〈q|Uq〉 = cos(φ) and 〈p|Uq〉 = −〈q|Up〉 = sin(φ).
Thus we have O(d22) steps and O(d2) operations per step, which leads to a flop
count of O(d32) for the eigenvalue decomposition. Given the eigenvalues λi, we
compute the eigenvalues of S(1)1/2 as 1/
√
λi, if λi > 0. Otherwise, we will add
further Kraus operators in the channel power iteration (Def. 3.2.12), or set the new
eigenvalues to zero in the subchannel power iteration (Def. 3.2.8). As the gain in the
objective for each additional Kraus operator in the channel power iteration is lower
bounded, λ = 0 will not happen close to the optimal channel. Therefore, we will not
consider the flops needed for finding additional Kraus operators. Finally, given the
eigenvalues of S(1)1/2 as diagonal matrix D, we have to compute S(1)1/2 = V DV T ,
where V is the product of the Jacobi rotation matrices U , that can already be
computed along with the Jacobi rotation itself. As matrix multiplication, the last
step has also at most O(d32) flops.
In the third step, we compute 〈a|S(1)−1/2S(|i〉〈j|)S(1)−1/2|b〉 for all pairs (a, i, b, j)
with the two equations,
〈a|S(|i〉〈j|)S(1)−1/2|b〉 =
d2∑
k=1
〈a|S(|i〉〈j|)|k〉〈k|S(1)−1/2|b〉
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and
〈a|S(1)−1/2S(|i〉〈j|)S(1)−1/2|b〉 =
d2∑
l=1
〈a|S(1)−1/2|l〉〈l|S(|i〉〈j|)S(1)−1/2|b〉.
The above equations have both the same flop count, so the third step requires
O(d21d32) floating point operations. Note that if we would solve this with a single
equation, we would unnecessarily compute the second sum due, to the decomposition
of the unity, for every term of the first sum. This would give an additional factor
d2.
In total, we have that every iteration step costs
O((d1d2)3) +O(d32) +O(d21d32) = O((d1d2)3) (3.86)
floating point operations. From the comparison with the power iteration, we expect
linear convergence of the overall iteration depending on the ratio of the two largest
eigenvalues of F˜ . However, as we haven’t developed an explicit lower bound on the
rate of convergence, we cannot give a flop count estimate for the total iteration.
The implementation of the seesaw and the (sub)channel power iterations are straight
forward. The channel is stored using the array (3.84). This has the advantage that
calculations with the Jamiolkowsky dual for the power step and calculations with
the usual channel representation in the normalization step can both be computed
efficiently. For this, a new class HSChannel9 was added to the existing object oriented
framework of my diploma thesis [53]. The class and its connection to the existing
channel representations with Stinespring isometry or Kraus operators are shown in
the UML diagram in Figure 3.5. For performance reason, the class stores the input
and output dimension of the channel in addition to the channel array (3.84). From
equation (3.16), T˜ =
∑
α
∣∣t∗α〉〉〈〈t∗α∣∣, we see that every Kraus decomposition belongs to
a decomposition T̂ = BB∗, where the columns of B are given by the Kraus operators
t∗α. The converse is also true [65], in particular, the eigendecomposition, where we
combine the eigenvalues and eigenvectors to obtain the form T̂ = BB∗, belongs to
Kraus operators that are linear independent as they are orthogonal in the Hilbert-
Schmidt scalar product
〈〈
x
∣∣y〉〉 = trx∗y. This is interesting, as we can deduce
from the number of independent Kraus operators whether a channel is isometric
or homomorphic. The matrix T̂ is obtained from the array (3.84) via a simple
reshape operation. Thus, HSChannel implements the KrausChannel interface with
O((d1d2)3) flops for the eigenvalue decomposition. Furthermore, HSChannel has a
method dual that maps Schro¨dinger channels to Heisenberg channels and vice versa,
i. e., tα 7→ t∗α, via the equation
t(a, i, b, j) = 〈a|T (|i〉〈j|)|b〉 = 〈j|T∗(|b〉〈a|)|i〉 = t∗(j, b, i, a).
9The name was chosen to indicate that T˜ operates on L2(H1,H2).
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<<interface>>
Channel
+evaluate(observable:matrix): matrix
+concatenate(object1:Channel,object2:Channel): Channel
+tensor(object1:Channel,object2:Channel): Channel
+getInputDimension(): int
+getOutputDimension(): int
+addChannel(channel:Channel,strength:double): Channel
<<interface>>
KrausChannel
+krausoperator(number:int): matrix
+numberOfKrausoperators(): int
<<interface>>
StinespringChannel
+stinespringIsometry(): matrix
+dilatationspaceDimension(): int
MemCostChannel
-krausoperators: list
+MemCostChannel(krausoperators:list)
+MemCostChannel(stinespringisometry:matrix,dilatationspacedimension:int)
+channelFidelity(): double
CombCostChannel
-krausoperator: function
+CombCostChannel(object:KrausChannel)
+CombCostChannel(krausoperator:function,numberofkrausoperators:int)
+channelFidelity(): double
HSChannel
-hsChannel: array(a,i,b,j) = < a |S(| i >< j |)| b >
-inputDim: int
-outputDim: int
+<<constructor>> HSChannel(channel:Channel)
+<<constructor>> HSChannel(hsChannel:array(a,i,b,j))
+dual(): HSChannel
+eig(): vector
+eig(): [matrix, matrix] 
+getHilbertSchmidtMap(): array(a,i,b,j)
Figure 3.5: UML class diagram of channel classes. Updated version of the diagram in [53]. The Channel interface has a new
operation addChannel for convex combinations of channels. The new class HSChannel holds the matrix (3.84) for easy calculations
in Jamiolkowsky dual and standard channel representation alike.
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The subchannel power iteration (Definition 3.2.8 on page 38) was implemented for
the different channel types via the classes HSDecoderIteration, HSEncoderIteration,
and HSNoiseIteration. The additional steps of the channel power iteration (Def-
inition 3.2.12) were omitted, as in practice, the iteration results turned out to be
always a channel and never a subchannel. From equations (3.28) and (3.30) we see
that the iterated channel D in the decoder iteration is in the Heisenberg picture,
while the iterated channel E∗ in the encoder iteration is in the Schro¨dinger picture.
That is, the encoder and decoder iterations have different normalizations. Instead
of normalizing E∗ directly, the dual E was normalized, so the encoder iteration only
differs from the decoder iteration in two additional calls to dual, before and after the
normalization step. Therefore, we restrict the discussion to the decoder iteration.
The class HSDecoderIteration takes the concatenated channel ET as well as the
starting channel D as arguments. In compliance with equation (3.28), it stores the
dual (ET )∗ as map F , and D as S, the channel to optimize. The class provides the
method iterate, that iterates until the gain in fidelity is below a given threshold.
Each step of the iteration is given by the following method, the implementation of
the subchannel power iteration step of Definition 3.2.8.
function this = iterationStep( this )
% computes one step of the iteration
% Sˆ −> Fˆ*Sˆ*Fˆ
in = getInputdim(this.hsS);
out = getOutputdim(this.hsS);
sHsMap = reshape(getHilbertSchmidtMap(this.hsS),[in*out,in*out]);
fHsMap = reshape(getHilbertSchmidtMap(this.hsF),[in*out,in*out]);
newSHsMap = reshape(fHsMap*sHsMap*fHsMap,[out,in,out,in]);
% normalize D
% S(x) |−> S(1)ˆ(−1/2)S(x)S(1)ˆ(−1/2)
% S(1) = sum i S( |i><i |)
newHsDOfOne = zeros(out,out);
for j=1:in
newHsDOfOne = newHsDOfOne + squeeze(newSHsMap(:,j,:,j));
end
% S(1)ˆ(−1/2)
n = pinv(sqrtm(newHsDOfOne));
% S( |k><j |) −> S(1)ˆ(−1/2)S( |k><j |)S(1)ˆ(−1/2)
ndn = zeros(out,in,out,in);
for k=1:in
for j=1:in
ndn(:,k,:,j) = n*squeeze(newSHsMap(:,k,:,j))*n;
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end
end
this.hsS = CHSChannel(ndn);
The reshape operations are used to turn the array (3.84) into the Jamiolkowsky
matrix and vice versa. Matlab’s internal functions are used for the computation
of the pseudo inverse D(1)−1/2. As the code dimension, and therefore the input
dimension of the decoder in Heisenberg picture, is usually small compared to the
noise dimension, e. g., in= 2 in the qubit case, there would be little benefit from
further code vectorization10. However, readability of the code would be greatly
reduced.
Finally, the seesaw iteration takes the noisy channel, the dimension of the code
space, and optionally the desired accuracy, and returns the channel fidelity as well
as the code (E,D) found.
function [fidelity, encoderChannel, decoderChannel] = ...
seesawPower(inDim, noiseChannel, seesawAccuracy)
% accuracy
if (nargin == 2)
seesawAccuracy = 10ˆ(−4);
end
encoderChannel = CHSChannel( ...
CRandomChannel(getOutputdim(noiseChannel),inDim));
decoderChannel = CHSChannel( ...
CRandomChannel(inDim,getInputdim(noiseChannel)));
endIteration = false;
while not(endIteration);
ET = concatenate(encoderChannel, noiseChannel);
decoderIteration = CHSDecoderIteration(ET, decoderChannel);
decoderIteration = iterate(decoderIteration);
decoderObjectiveValue = computeObjectiveValue(decoderIteration);
decoderChannel = getDecoder(decoderIteration);
TD = concatenate(noiseChannel, decoderChannel);
encoderIteration = CHSEncoderIteration(TD, encoderChannel);
encoderIteration = iterate(encoderIteration);
encoderObjectiveValue = computeObjectiveValue(encoderIteration);
encoderChannel = getEncoder(encoderIteration);
if(abs(encoderObjectiveValue − decoderObjectiveValue) < seesawAccuracy)
endIteration = true;
10This can also be seen using Matlab’s profiler.
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end
end
fidelity = decoderObjectiveValue/inDimˆ2;
3.2.1.5 Conclusion
The optimization of a linear functional over the set of channels can be solved via a
modified version of the power iteration, the channel power iteration or subchannel
power iteration. Both algorithms improve the linear functional in every step and
global optimal solutions are stable fixed points of the channel power iteration. The
iterations do not require any special properties of the channels like symmetry. Fur-
thermore, it is possible to limit the number of independent Kraus operators of the
solution. Both methods have a high numerical stability as errors do not accumulate
over iteration steps. The subchannel power iteration has an easy implementation
and a fast runtime of the iteration step compared to the semidefinite programming
approach about to be mentioned.
The iterations can be used to find a local optimal quantum error correcting code for
a given noisy channel by alternately optimizing the encoding and decoding channel.
As the iterations do not require any special properties of the channels, they can
find codes that do not rely on the Knill-Laflamme condition (3.2). Furthermore,
one can restrict the encoding to be isometric due to the ability to limit the number
of independent Kraus operators. This option is particularly interesting for larger
systems as the problem size grows exponentially in the number of qubits.
3.2.2 Semidefinite Programming
As already mentioned above, the single step in the seesaw iteration, that is, the
optimization of a linear objective over the set of channels (Problem 3.2.2), can also be
solved using semidefinite programming. This fact was first published by Audenaert
and De Moor [63] and was recently rediscovered by Fletcher, Shor, and Win [69]
and Kosut and Lidar [70]. The main virtue of using semidefinite programming is
that, under certain technical conditions, the numerical result is guaranteed to lie in
an arbitrarily small interval around the true value of the global optimum.
We already identified the structure of the semidefinite constraint for subchannels
T :B(H1)→ B(H2) in the Heisenberg picture in equation (3.21) on page 33,
T̂ ⊕ (1− trH1 T̂ ) ≥ 0.
Here T̂ is the matrix representation of the Jamiolkowsky dual T˜ of T , as defined
in equation (3.15). The constraint ensures that T is a completely positive map and
3.2. OPTIMAL CODES FOR APPROXIMATE CORRECTION 61
that T (1) ≤ 1. Hence, T is a subchannel in the Heisenberg picture. With another
direct summand,
T̂ ⊕ (1− trH1 T̂ )⊕ (−1+ trH1 T̂ ) ≥ 0,
we can even restrict to the equality constraint T (1) = 1. It is more natural to write
this in the standard primal form of a conic program (see p. 266 in [39]),
min {〈c|x〉 |Ax = b, x ∈ C } , (3.87)
where 〈c|x〉 is a linear functional, Ax = b is a linear system of equations, and C is a
pointed convex cone. In our case, we have x = T̂ , 〈c|x〉 = − tr(F̂ T̂ ) with F̂ defined
by equation (3.22), Ax = trH1 T̂ , b = 1, and C is the cone of positive semidefinite
matrices T̂ ≥ 0. Usual implementations require x to be in vector form, so we take
x to be the vector that results from stacking the columns of the corresponding
matrix11. For channels in the Schro¨dinger picture T∗:B(H1) → B(H2), the only
difference is that Ax = trH2 T̂∗ as we see from Lemma 3.2.5.
So, Problem 3.2.2 has the form of the semidefinite program
minimize −f(T ) = − tr
(
F̂ T̂
)
subject to trH1 T̂ = 1,
T̂ ≥ 0.
(3.88)
The corresponding dual problem is
max {〈b|y〉 |c−A∗y ∈ C∗ } , (3.89)
where C∗ denotes the dual cone of C defined by C∗ = {y |〈x|y〉 ≥ 0∀x ∈ C }. Here
C = C∗, since the cone of positive semidefinite matrices is self-dual. Audenaert and
De Moor [63] wrote (3.88) in the standard semidefinite form
min
{
〈c|x〉
∣∣∣∣∣F (x) = F0 +∑
i
xiFi ≥ 0
}
, (3.90)
with the dual problem
max {− tr(F0Z) |Z ≥ 0; tr(FiZ) = ci } . (3.91)
They made the partial trace constraint implicit via their choice of parametrization
and showed that F0 = 1H1⊗H2/dimH2 for channels in the Schro¨dinger picture.
From this we immediately see that F (0) > 0, that is, the primal problem is strictly
feasible for x = 0. This implies (Theorem 3.1 [33]) that the duality gap12 is zero,
i. e., the optimal values of the primal and dual objectives are equal. As the dual
11Column stacking is also known as vectorization.
12The duality gap is the difference between the primal and dual objective
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objective is always less than or equal to the primal objective, each feasible13 pair
(x, Z) results in an interval [− tr(F0Z), 〈c|x〉] in which the true optimal value lies. So
each solution Z for the dual problem for which the duality gap is 〈c|x〉+tr(F0Z) ≤ ε
certifies that x is optimal up to ε.
To estimate the runtime of the primal problem, we use the floating point operations
(flop) count of the semidefinite programming implementation given in chapter 11.8.3
of [39]. In the primal form (3.90) with x ∈ Rn and complex hermitian p×p-matrices
Fi, the dominating order in the flop count for a single iteration step is
max{np3, n2p2, n3}. (3.92)
The Jamiolkowsky dual T˜ , and therefore x, has about (d1d2)2 real parameters,
where d1 = dimH1 and d2 = dimH2, so we have n = O((d1d2)2). Observe
that we can also parametrize F˜ using d1d2 real parameters for the diagonal and
(d1d2/2(d1d2 + 1)− d1d2) complex parameters for the off-diagonal matrix elements.
This parametrization would be more comparable to the power iteration, however,
the dominant order would still be (d1d2)2. As the parametrization by Audenaert and
De Moor implicitly guarantees the correct partial trace, the semidefinite constraint
is only T˜ ≥ 0, and therefore we have p = d1d2. In summary, we obtain a flop count
of
O((d1d2)6)
for an iteration step of the primal problem. This is more expensive than the
O((d1d2)3) from (3.86) on page 56 for the power iteration.
As shown in [63], the dual problem can be reduced to a semidefinite program with
p = d1d2 and only n = d21 unknown parameters instead of (d1d2)
2 parameters for Z
in (3.91). From (3.92) we obtain a flop count with dominant order
max{d21(d1d2)3, d41(d1d2)2}
for a single iteration step of the dual problem. Although this is still worse than the
power iteration, it is significantly better than the computational cost of the primal
problem.
The implementation was done using SeDuMi [47]. SeDuMi solves conic problems in
the form (3.87), which is why we formulated the optimization as conic problem in
the first place. The code directly implements (3.88).
function [fidelity, encoderChannel, decoderChannel] = ...
seesawSDP(inDim, noiseChannel, seesawAccuracy, sdpAccuracy)
% Finds the optimal Encoder−Decoder pair with semidefinite programming.
%
13That is, (x, Z) satisfies the constraints of the primal and dual problem, respectively.
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% Optimizes the channel fidelity with a seesaw iteration, using
% semidefinite programming for the single optimizations. The seesaw
% iteration is started with a random encoder and decoder channel.
% Alternately the encoder and decoder are fixed and the decoder and
% encoder are optimized, respectively.
%
% seesawSDP(inputDimension, noiseChannel, seesawAccuracy, sdpAccuracy)
%
% seesawSDP(inputDimension, noiseChannel, seesawAccuracy)
% Single optimization of encoder and decoder ends, if the fidelity gain
% is below seesawAccuracy/10
%
% seesawSDP(inputDimension, noiseChannel)
% Seesaw iteration ends, if the fidelity gain is below 1e−4. Single
% optimization of encoder and decoder ends,if the fidelity gain is below
% 1e−5.
%
% inDim : dimension of the Hilbert space to code into the channel.
% noiseChannel : channel in Heisenberg picture to use by the coding.
% seesawAccuracy : seesaw iteration ends, if the fidelity gain is below
% this value.
% sdpAccuracy : single optimization of encoder and decoder ends, if the
% fidelity gain is below this value.
% return : fidelity of the optimal solution, encoder and decoder channel
% in Heisenberg picture.
% accuracy
if (nargin == 2)
seesawAccuracy = 10ˆ(−4);
sdpAccuracy = 10ˆ(−5);
elseif (nargin == 3)
sdpAccuracy = seesawAccuracy/10;
end
% channel ETD in Heisenberg picture
% D: inputDimension −> decoderOutputDimension
% T: decoderOutputDimension −> encoderInputDimension
% E: encoderInputDimension −> inputDimension
eInDim = getOutputdim(noiseChannel);
dOutDim = getInputdim(noiseChannel);
% random start channels
encoderChannel = CHSChannel(CRandomChannel(eInDim, inDim));
% constraints
%%%%%%%%%%%%%
% x = decoder in Heisenberg picture
%
% define A
% < iA | xChannel( | iI >< iJ |) | iB >
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% = < iA | HSChannel(xChannel)(| iB >< iJ |) | iI >
% = HilbertSchmidtMap(xChannel)(iA,iI,iB,iJ)
%
% xChannel is unital: xChannel(1) = 1
% xChannel(1) = partialTrace xInput(HilbertSchmidtMap(xChannel))
% = sum {iI,iJ}( HilbertSchmidtMap(xChannel)(iA,iI,iB,iJ)*Δ(iI − iJ) )
Ad = zeros(dOutDimˆ2,inDimˆ2*dOutDimˆ2);
for iA = 1:dOutDim
for iB = 1:dOutDim
vtmp = zeros(dOutDim,inDim,dOutDim,inDim);
vtmp(iA,:,iB,:) = eye(inDim); % Δ(iI−iJ)
% reshape works columnwise:
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
Ad(iA+(iB−1)*dOutDim,:) = reshape(vtmp,[1,inDimˆ2*dOutDimˆ2]);
end % iB
end % iA
clear vtmp
Ad = sparse(Ad);
% define b
% xChannel(1) = A*x = 1 = b
bd = reshape(eye(dOutDim),[dOutDimˆ2,1]);
% define cone
Kd.s = [inDim*dOutDim]; % mat(xChannel) ≥ 0
Kd.scomplex = 1; % mat(xChannel) is hermitian
Kd.ycomplex = [1:dOutDimˆ2]; % number of constraints (A*x) i = b i
% from xChannel(1) = 1
% x = encoder in Schroedinger picture
% define A
% < iA | xChannel( | iI >< iJ |) | iB >
% = < iA | HSChannel(xChannel)(| iB >< iJ |) | iI >
% = HilbertSchmidtMap(xChannel)(iA,iI,iB,iJ)
%
% xChannel is trace preserving: trace(xChannel( | iI >< iJ |)) = Δ(iI−iJ)
%
% trace(xChannel( | iI >< iJ |))
% = sum {a,b}(HilbertSchmidtMap(xChannel)(iA,iI,iB,iJ)*Δ(iA−iB))
Ae = zeros(inDimˆ2,inDimˆ2*eInDimˆ2);
for iI = 1:inDim
for iJ = 1:inDim
vtmp = zeros(eInDim,inDim,eInDim,inDim);
vtmp(:,iI,:,iJ) = eye(eInDim);
% reshape works columnwise:
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
Ae(iI+(iJ−1)*inDim,:) = reshape(vtmp,[1,inDimˆ2*eInDimˆ2]);
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end %iJ
end % iI
clear vtmp
Ae = sparse(Ae);
% define b
% xChannel is trace preserving: trace(xChannel( | iI >< iJ |))
% = Δ(iI−iJ) = b
be = reshape(eye(inDim),[inDimˆ2,1]);
% define cone
Ke.s = [inDim*eInDim]; % mat(xChannel) ≥ 0
Ke.scomplex = 1; % mat(xChannel) is hermitian
Ke.ycomplex = [1:inDimˆ2]; % number of constraints (A*x) i = b i
% from trace preserving condition
% parameters
%%%%%%%%%%%%
pars.fid = 0; % quiet
pars.eps = sdpAccuracy;
% seesaw
fidelity = −1;
endSeesaw = false;
while not(endSeesaw)
oldFidelity = fidelity;
% decoder iteration
etChannel = concatenate(encoderChannel, noiseChannel);
f = reshape(getHilbertSchmidtMap(dual(etChannel)), ...
[inDim*dOutDim, inDim*dOutDim]);
c = − vec((f'))/inDimˆ2;
% solve SDP
[x,y,info] = sedumi(Ad,bd,c,Kd,pars);
% decoder in Heisenberg picture
decoderChannel = CHSChannel(reshape(x,[dOutDim,inDim,dOutDim,inDim]));
% encoder iteration
tdChannel = concatenate(noiseChannel, decoderChannel);
f = reshape(getHilbertSchmidtMap(tdChannel), ...
[inDim*eInDim, inDim*eInDim]);
c = − vec((f'))/inDimˆ2;
% solve SDP
[x,y,info] = sedumi(Ae,be,c,Ke,pars);
% compute fidelity
fidelity = real(−(c'*x));
% encoder in Heisenberg picture
encoderChannel = dual(CHSChannel(reshape(x, ...
[eInDim,inDim,eInDim,inDim])));
if abs(oldFidelity − fidelity) < seesawAccuracy;
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endSeesaw = true;
end
end % while
The matrices Ad and Ae for the affine equality constraints that model the partial
trace conditions are both sparse. The positive semidefinite cones are defined via Kd
and Ke for the decoder and encoder, respectively. The channel fidelity is given via
f(T˜ ) = tr(F˜ T˜ ) with the choices F = (ET )∗ form equation (3.28) for the iteration of
the decoder D, and F = TD from equation (3.30) for the iteration of the encoder E∗.
The method getHilbertSchmidtMap returns the array t(a, i, b, j) = 〈a|T˜ (|b〉〈j|)|i〉,
as defined in equation (3.84). The method dual maps T to T∗ and vice versa. As one
can see, most of the required data format transformations can be done via reshape,
so they produce little computational overhead.
Alternatively, one could implement the parametrization of Audenaert and De Moor
with implicit partial trace constraint and realize the positivity of the Jamiolkowsky
dual in the dual conic program formulation (3.89). However, this would lead to an
even larger matrix A, in particular, since SeDuMi uses the matrix cone
S =
{
x ∈ Cp2 |x+ x∗ ≥ 0
}
for the dual cone C∗. For example, in the Schro¨dinger picture, the implicit parametriza-
tion has (d21 − 1)(d22 − 1) + (d22 − 1) parameters. The matrix A∗ would map these
parameters to the corresponding Jamiolkowsky matrix, which has to be positive
semidefinite. In order to have x ≥ 0 in terms of the above matrix cone S, we would
require that x ∈ S, ix ∈ S, and −ix ∈ S, so x + x∗ ≥ 0 and x = x∗. In total, A∗
would be a (3(d1d2)2)×((d21−1)(d22−1)+(d22−1))-matrix. On the other hand, if we
were only interested in the optimal fidelity and not in the channel for that optimal
fidelity, we could implement the simplified dual problem.
The main advantage of semidefinite programming is, that in the case of zero duality
gap, we obtain a certified optimum up to any given accuracy. However, this comes at
the price of computational overhead compared to the power iteration. Furthermore,
we cannot restrict the encoding to be isometric, as restrictions on the rank of T̂ are
not linear. On the other hand, we can combine both iteration methods. We take
the iteration result of the power iteration, solve the dual problem, and show that
the duality gap is zero to certify that we indeed found the global optimum up to the
given accuracy. This way, we only need to solve the dual problem via semidefinite
programming, which is computationally much cheaper than the primal problem.
3.3 Applications
The above iteration methods have the following characteristic features:
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• For known channels these methods yield excellent results without requiring
any special properties of the channels like symmetry.
• The optimization of either encoding or decoding is a semidefinite problem for
which the solution is a certified global optimum. The process of alternatingly
optimizing these therefore improves the objective in every step, and hence
converges to a local optimum. However, there is no guarantee for having
found the global optimum.
• The methods suffer from the familiar explosion of difficulty as the system size
is increased. Correction schemes like the five qubit code can still be handled
on a PC, but a nine qubit code would involve optimization over 210 × 210-
matrices, which is set up by multiplying and contracting some matrices in 218
dimensions. This may be possible on large machines, but it is clear that these
methods are useless for asymptotic questions.
• The power iteration has an advantage here, because it has a lower flop count
and it works with a fixed number of Kraus operators. So one can restrict the
encoding to be isometric, that is, to have a single Kraus operator, which turns
out to be optimal in many cases. This cuts down on the problem size, at least
for the optimization of encodings.
• For asymptotic coding theory one still needs codes which can be described also
for very large dimensions, be it by explicit parametrization or by a characteri-
zation of typical instances of random codes. It is here that methods transferred
from classical coding theory will continue to be useful.
3.3.1 Test Cases
We can use noise situations, where the optimal solution is already known, to create
test cases for the seesaw iteration as well as for the optimizations of the linear
objectives in the encoder and decoder iteration steps.
3.3.1.1 Noiseless Subsystems
As the first test case we use a noisy channel, where the algebra generated by the error
operators has a noiseless subsystem [71]. We expect that the seesaw iteration finds a
code (E,D) that encodes into this subsystem, and thus allows perfect transmission
of quantum states, leading to a channel fidelity equal to one.
Consider the channel T :B(H) → B(H), T (ρ) = ∑α tαρ t∗α. Following Zanardi [72],
we define the interaction algebra A as the algebra generated by the Kraus operators
tα. The algebra A can be written as a direct sum of complex square matrix algebras
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MdJ with multiplicity nJ ,
A ∼=
⊕
J∈J
1nJ ⊗MdJ , (3.93)
where J labels the irreducible components of A. The factors 1nJ are then called
noiseless subsystems. The state space decomposition that corresponds to (3.93) is14
H ∼=
⊕
J∈J
CnJ ⊗ CdJ . (3.94)
If there even exists an irreducible representation J of A with dJ = 1 and nJ ≥ 2, we
can just encode a quantum state |ψ〉 into the corresponding summand in (3.94). The
encoded quantum state is then, up to a global phase, preserved under the action of
the noise. Such a summand is called decoherence free subspace.
We will now see how to read off the available quantum codes from the decomposition
(3.93). To this end, we look at the commutant A′ of A defined by,
A′ = {X ∈ B(H) |XA = AX for all A ∈ A} .
From equation (3.93) we get
A′ ∼=
⊕
J∈J
MnJ ⊗ 1dJ . (3.95)
Thus we can project to each summand of the direct sum by projectors QJ = 1nJ ⊗
1dJ ∈ A ∩ A′. Furthermore, we can use the projected space QJH as range for
an isometric encoding with isometry v. Let {|J, µ, ν〉} be an orthonormal basis
associated with the decomposition (3.94), i. e., µ = 1, . . . , nJ and ν = 1, . . . dj .
Then, we fix J and ν and set
v =
∑
µ
|Jµν〉〈µ|. (3.96)
From (3.93) it follows that
v∗t∗αtβv =
nJ∑
µ=1
nJ∑
ξ=1
|µ〉〈Jµν|t∗αtβ|Jξν〉〈ξ|
=
nJ∑
µ=1
nJ∑
ξ=1
|µ〉〈Jµν|1⊗Xαβ|Jξν〉〈ξ|
=
nJ∑
µ=1
nJ∑
ξ=1
δµ,ξ λ
J,ν
t∗αtβ
|µ〉〈ξ| = λJ,νt∗αtβ1,
(3.97)
where Xαβ is some operator and λ
J,ν
t∗αtβ
is a complex number, both depending on the
noise operators. Hence, the isometry v satisfies the Knill-Laflamme condition (3.2)
14Note that each summand of the direct sum is a Hilbert space split into good and bad as in
Keyl’s error corrector’s dream [51].
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on page 26, and therefore it is an encoding isometry of a perfect error correcting
code. The code dimension is nJ , so we require nJ ≥ 2, which amounts to having a
noncommutative commutant A′ in (3.95).15
Observe that there is a severe limitation of this algebraic framework. The interaction
algebra A for a channel T contains all possible products of Kraus operators, and
thus equation (3.97) holds for any such a product. On the other hand, the Knill-
Laflamme condition (3.2) of Theorem 3.1.4 does not at all require to hold for any
product, but only for any pair of Kraus operators. For example, we look at a system
that is the fivefold tensor product of qubit systems, H = (C2)⊗5. We take the error
operators eα to be the tensor products
eα = eα,1 ⊗ ...⊗ eα,5, (3.98)
where at most one factor eα,i, i = 1, . . . , 5, is a Pauli operator and all others are the
identity. In total, we have 16 error operators, one is the identity 1⊗5, and additional
3 · 5 operators as we have all combinations of three Pauli operators σx, σy, σz on
five tensor positions. In order that there exists a perfect error correction code, the
Knill-Laflamme condition (3.2) must hold for all combinations e∗αeβ, that is, for all
operators
e∗α,1eβ,1 ⊗ ...⊗ e∗α,5eβ,5
with at most two factors e∗α,ieβ,i different from the identity. However, the error
operators (3.98) generate the full algebra B(H), and therefore the commutant of
the interaction algebra is C1. This implies that there is no perfect quantum error
correcting code of the form (3.96). Nevertheless, there exists a perfect quantum
error correcting code for the single side errors (3.98), which is the famous five bit
stabilizer code [57, 58].
Yet, there are cases in which a nontrivial noiseless subsystem exists. As test case,
we choose the 3-qubit collective rotation channel,
T (A) = txAtx + tyAty + tzAtz,
where the Kraus operators are given by
tα =
1√
3
ei(σα⊗1⊗1+1⊗σα⊗1+1⊗1⊗σα),
with the Pauli operators σα. The tα are self-adjoint, so T is a bistochastic channel,
i. e., T (1) = T∗(1) = 1. Each Kraus operator is a collective Pauli rotation on all
three qubits. For this channel, Holbrook et al. [73] show that the commutant of the
interaction algebra is
A′ ∼= (12 ⊗M2)⊕ C14.
15For a more detailed explanation and further properties of noiseless subsystems, please refer to
Zanardi [72].
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Figure 3.6: Comparison of the channel fidelity of no error correction (dotted line),
the majority vote stabilizer (eq. (3.102), dashed line) and the iteration (solid line)
applied to the 3-fold tensor product of the bit flip channel.
Thus, according to (3.97) there exists an isometry v:C2 → (C2)⊗3 that encodes a
qubit into the noiseless subsystem M2. Using the decoder D(A) = vAv∗ we obtain
fc(ETD) = fc(idC2) = 1 for the channel fidelity.
We use the collective rotation channel as test case for the seesaw iteration using either
the subchannel power iteration or the semidefinite program for the optimizations of
the encoder E:B((C2)⊗3) → B(K) and the decoder D:B(K) → B((C2)⊗3). The
optimal channel fidelities found by the iteration are summarized in the following
table:
optimal channel fidelities found by the seesaw iteration with
dimK subchannel power iteration semidefinite program
2 1.00 1.00
3 0.98 0.98
4 0.89 0.89
5 0.67 0.67
6 0.50 0.50
7 0.41 0.41
8 0.34 0.34
Both methods, power iteration and semidefinite program, yield the same channel
fidelity in all cases. In particular, both find a perfect error correcting scheme in the
qubit case, where a decoherence free subspace exists.
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3.3.1.2 Bit-Flip Channel
Another test case for the seesaw iteration is given by the 3-fold tensor product of
the bit flip channel as noise. The bit flip channel applies the Pauli matrix σx with
probability p and does nothing with probability (1− p),
Tp(ρ) = p σxρσx + (1− p)ρ. (3.99)
We compare the result with the majority vote stabilizer code. This stabilizer code
maps |0〉 7→ |000〉 and |1〉 7→ |111〉, i. e.,
E3(ρ) = vρv∗, (3.100)
with the isometry v = |000〉〈0| + |111〉〈1|. The usual Kraus decomposition of the
noise T⊗3p uses operators which are a combination of σx and 1 on the tensor factors,
e.g., there is a Kraus operator
√
p2(1− p)(σx⊗σx⊗1). One says that this operator
flips the first two qubits with probability p2(1−p). The majority vote decoder maps
the subspaces, the Kraus operators with at most one tensor factor different from the
identity maps to, back to the undisturbed subspace, so they are corrected,
D3(ρ) =
4∑
α=1
dαρd
∗
α, (3.101)
d1 = |0〉〈000|+ |1〉〈111|,
d2 = |0〉〈001|+ |1〉〈110|,
d3 = |0〉〈010|+ |1〉〈101|,
d4 = |0〉〈100|+ |1〉〈011|.
Of course this is good for rare bit flip occurrences and the code makes things worse
at bit flip probabilities greater than 1/2. The bit flip is the only quantum error with
a classical analogue. Therefore we expect the iteration to find the known classical
majority vote code, with an additional flip for p > 1/2.
The channel fidelity using the majority vote stabilizer is
fc(D3T⊗3p E3) = (1− p)3 + 3(1− p)2p. (3.102)
This can be seen from the Kraus operators of the channel D3T⊗3p E3 and equation
(3.5) for the channel fidelity, fc(T ) = 1/d2
∑
α | tr(tα)|2. The Kraus operator of T⊗3p
that is proportional to the identity is perfectly corrected by the code (E3, D3), as
well as all Kraus operators proportional to a bit flip on a single tensor factor only.
The identity has probability (1− p)3, a single side error has the total probability of
3(1 − p)2p. For all other Kraus operators of T⊗3p , the majority vote results in the
wrong results, and therefore these errors correspond to Kraus operators of D3T⊗3p E3
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proportional to a bit flip. Since trσx = 0, the terms of the channel fidelity are zero
in this case. In summary we get the fidelity (3.102).
The iteration is started with random channels as encoder and decoder and it stops
if the difference between the fidelities of sequent iteration steps is below a given
threshold. The results are shown in Figure 3.6. The fidelity of the best code (E,D)
found by the seesaw iteration coincides with the majority rule code within numerical
accuracy. Like the stabilizer, the iterated encoder is isometric, that is, it has only
one Kraus operator. Also the decoder in both cases is homomorphic, i.e. it can be
written in the form D(x) = u(x⊗1)u∗ in the Heisenberg picture, where u is unitary.
Moreover, one can find a unitary transformation on (C2)⊗3 mapping (E,D) to the
majority rule code. Near the crossover point only the upper branch (solid line)
produces a stable solution in the (sub)channel power iteration: if one perturbs the
exact expression for the lower branch (dashed line) by mixing it with a small fraction
of a random channel, the iteration again finds the upper branch. Thus the 3-fold
tensor product of the bit flip channel also provides a test case for the treatment of
local but not global optimal codes.
Together, these test cases cover the situations noiseless subspace, stabilizer code, and
local optimal solution that is not global optimal. All are suitable for test automation
as well as unit tests, given either encoder or decoder is fixed to the optimal solution
while iterating the other.
3.3.2 Depolarizing Channel
We will now take the five-fold tensor product of the depolarizing qubit channel as
noise. We will compare the optimal code obtained from the seesaw iteration with
the five bit code [57, 58]. The performance of the five bit code in this case was our
example on page 28. The depolarizing channel, given by equation (3.6),
Tp(A) = p tr
(
A
1
d
1
)
1+ (1− p)A,
can be interpreted as a channel that replaces the input state by the complete mixed
state ρ = 1/d with probability p and leaves the input system untouched with prob-
ability (1 − p). Choosing the depolarizing channel as noise complies with a worst
case analysis, as every channel can be turned into a depolarizing channel with the
same channel fidelity via a twirl operation [74].
From the Kraus decomposition (3.7) we see that Tp is a channel even for 1 ≤ p ≤
4/3. The three Pauli operators are applied with equal probability, that is, no error
dominates. This can be interpreted by looking at the effect of Tp on the Bloch
sphere. The completely mixed state corresponds to the center of the Bloch sphere,
so for p ≤ 1 the effect of the depolarizing channel on the Bloch sphere is a uniform
contraction. For 1 ≤ p ≤ 4/3, we get a contracted inversion of the sphere, the
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Figure 3.7: Comparison of the channel fidelity of no error correction (dotted line),
five bit code (dashed line) and the iteration (solid line) applied to the 5-fold tensor
product of depolarizing channel with parameter p. Note that T is a channel even
for p > 1. For p > 1, the upper dashed line shows the channel fidelity of the five
bit encoder and optimal decoder, while the lower dashed line corresponds to the
usual five bit code. The circles correspond to results of the seesaw iteration with a
restriction to isometric encodings.
channel Tp approximates the Universal-NOT gate |ϕ〉 7→ |ϕ⊥〉∀ϕ16. Note, however,
that a perfect inversion of a Bloch sphere, or equivalently a perfect Universal-NOT
gate, is not a physical operation.
We will compare the iteration result to the five bit code (E5, D5), where we already
know from equation (3.8) on page 28 that it is better than no coding for small values
of p. No coding means that a single channel Tp is used, or equivalently, that the
encoder maps the input system to one of the tensor factors and the decoder simply
traces out the remaining four qubits. The five bit code is the smallest stabilizer that
corrects localized errors. Therefore we expect to find better codings for larger values
of p, where the local errors are no longer the dominant Kraus operators.
We use the seesaw iteration with the subchannel power iteration for the single op-
timizations. The iteration results reported below were computed by starting from
various random initial configurations. The iteration was stopped when the gain of
fidelity was below some threshold. The results are shown in Figure 3.7. For the
parameter range 0 ≤ p ≤ 1 −√2/3 ≈ 0.18, the iteration does not find any code
that is better than the five bit code. For 1 −√2/3 ≤ p ≤ 1, we find no code that
is better than no coding at all. That we do not find any better codes even near the
crossover point between the five bit code and no coding is very surprising in view
of the fact that the five bit code is not at all designed to give good results for large
16See [75] for approximations to the Universal-NOT gate.
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Figure 3.8: Norm difference between successive encoders in the iteration for the
5-fold tensor product of the depolarizing channel with depolarization probability p.
errors. However, for 1 ≤ p ≤ 4/3, the iteration result is clearly superior to the five
bit code, even if we just take the five bit encoding and optimize the decoder with
the subchannel power iteration (upper dashed line in Figure 3.7).
To analyze the convergence of the subchannel power iteration, we look at the oper-
ator norm differences of the successive encoders and decoders. The norm difference
is taken as
‖Ên − Ên−1‖2,
where ‖ · ‖2 denotes the operator norm and Ê is the matrix associated with the
channel E, or equivalently E˜, according to equation (3.15) on page 31. The norm
differences for various parameters p are shown in Figure 3.8, the plot for the decoders
looks similar. We see that the final phase of the iteration is typically an exponential
approach to the fixed point. Also, the convergence in the cases where no coding
is optimal is much faster than the convergence in the cases where the five bit code
stabilizer is optimal. The iteration results turn out to have full support, that is, the
result was always a channel, not a subchannel. Furthermore, we did not find any
stable suboptimal fixed point.
Figure 3.7 also shows the results of the seesaw iteration where we used the semidefi-
nite program for the decoder iteration and the subchannel power method restricted
to a single Kraus operator for the encoder iteration (circles in the figure). That is,
we restrict E to be an isometric encoding. This shows that isometric encoding is
also optimal for the case p > 1.
We now have a closer look at the case p > 1. From the Kraus decomposition of the
depolarizing channel (3.7), we see that we can improve the channel fidelity for the
depolarizing channel Tp in this case using a unitary channel with one of the Pauli
matrices as decoder, e.g., with the code (E = id, D(A) = XAX). From equation
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Figure 3.9: Comparison of the optimal codes for different number of qubits found
by the seesaw iteration for the depolarizing channel with 1 ≤ p ≤ 4/3. It shows that
the code found in the five qubit case is better than the code found for four or three
qubits. The optimal channel fidelity found for T⊗2p and Tp is p/4, which is equal to
the channel fidelity of a code that simply rotates back one of the Pauli operators,
e.g., E(A) = A, D(A) = XAX.
(3.5), fc(T ) = 1/d2
∑
α | tr(tα)|2, we immediately obtain that the channel fidelity for
such a code is p/4. Figure 3.9 shows the seesaw iteration results for T⊗np as noise
for the cases n = 1, . . . 5. As shown in the figure, there exists a code with fidelity
larger than p/4 already in the three qubit case n = 3. The plot also indicates that
the code obtained in the five qubit case n = 5 uses all five qubits and, unlike the
case n = 4, cannot be reduced to a code on a smaller system.
In summary, we have found a new code that uses all five qubits and is superior to the
five bit stabilizer code for p > 1. Interestingly, we can restrict the encoding operation
for the new code to be isometric, which is a basic feature of Knill-Laflamme type
encodings. For p < 1 we haven’t found any code that outperforms existing codes.
Up to about 18 percent depolarization probability, the five-bit code is optimal. For
larger depolarization probabilities, the best way of using the fivefold tensor product
of the depolarizing channel is to do no coding, which means to just use one of the
tensor factors Tp. Furthermore, for the smaller system T⊗4p and p < 1, the iteration
indicates that no coding is optimal even for small p. However, this has little bearing
on general channels, since the depolarizing channel is highly symmetric. If we modify
the depolarizing channel such that the input state is, with probability p, replaced
by |1〉〈1| instead of the completely mixed state 1/21, the seesaw iteration always
finds a code with better performance than the stabilizer code for the complete range
0 < p < 1. This suggests to investigate less symmetric noise as done in the following.
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3.3.3 Amplitude Damping Channel
We now take the four-fold tensor product of the amplitude damping channel as noise
and consider the encoding of qubit systems. This case is interesting, because Leung
et al. [14] developed an approximate error correcting code for this case. Their code
does not satisfy the Knill-Laflamme condition of Theorem 3.1.4. Note that approx-
imate quantum error correction has no classical analogue. Also, their code is not
based on classical coding techniques. In particular, they do not use a decomposition
into Pauli matrices. Furthermore, their code violates the quantum singleton bound
(12.4.3 [35]), which states that the smallest code that corrects single qubit errors
must at least use five qubits to encode one qubit. In summary this means that the
four-fold tensor product of the amplitude damping channel corresponds to a purely
quantum setting.
The amplitude damping channel for qubits is defined as Tγ :B(C2)→ B(C2),
Tλ(A) = t∗0,λA t0,λ + t
∗
1,λA t1,λ, (3.103)
where the Kraus operators are given by
t0,λ =
(
1 0
0
√
1− γ
)
=
1
2
((
1 +
√
1− γ)1+ (1−√1− γ)σz),
t1,λ =
(
0
√
γ
0 0
)
=
√
γ
2
(
σx + iσy
)
.
(3.104)
Here σx, σy, and σz are the corresponding Pauli operators and the damping param-
eter γ is the probability to flip the state |1〉 to the state |0〉. These channels form a
semigroup TγTη = Tγη. They can be used to model energy dissipation. For example,
γ can be thought of as the probability of losing a photon (8.3.5 [35]). From equation
(3.104) we see that a Pauli decomposition would involve all four matrices of the
Pauli basis, so a stabilizer code for the correction of local errors, i. e., small values of
γ, would indeed need to encode a logical qubit into five qubits. The channel fidelity
of the amplitude damping channel is
fc(Tγ) =
1
d2
∑
α
| tr(tα)|2 = 14
∣∣∣∣tr(12 (1 +√1− γ)1
)∣∣∣∣2 = (1 +√1− γ2
)2
,
(3.105)
where we used the fact that the Pauli matrices are traceless in the second equality.
We will compare the results of the iteration with the four bit code by Leung et al.
[14]. The four bit code has the isometric encoder
E4(A) = v∗Av, (3.106)
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Figure 3.10: Syndrome measurement of the four bit amplitude damping code [14].
where v = |0L〉〈0|+ |1L〉〈1|, with the logical states
|0L〉 = 1√
2
(|0000〉+ |1111〉)
|1L〉 = 1√
2
(|0011〉+ |1100〉) .
(3.107)
To see that this code does not satisfy the Knill-Laflamme condition (3.2), we consider
the error operator t⊗40,λ of the four-fold tensor product of the amplitude damping
channel. The Knill-Laflamme condition requires that
〈0L|(t⊗40,λ)∗t⊗40,λ|0L〉 = 〈1L|(t⊗40,λ)∗t⊗40,λ|1L〉.
In contrast, we have
〈0L|(t⊗40,λ)∗t⊗40,λ|0L〉 =
1
2
(
1 + (1− γ)4) = 1− 2γ + 3γ2 − 2γ3 + 1
2
γ4
〈1L|(t⊗40,λ)∗t⊗40,λ|1L〉 = (1− γ)2 = 1− 2γ + γ2.
Thus, the Knill-Laflamme does not hold exactly, but only to the first order in γ.
The decoder was constructed by distinguishing the possible outcomes of a pure
input qubit and applying the appropriate correction procedure. The distinguishing
of possible outcomes, also known as syndrome measurement, is done as shown in
Figure 3.10. The four lines correspond to the four qubits, to the C-NOT gate17,
and is a σz-measurement, i. e., the projection onto |0〉 or |1〉. The circuit
Wk corresponds to the correction procedure, chosen according to the measurement
results from the two meters k = (M2,M4). They are shown in Figure 3.11. Here
depicts the NOT gate, which is equivalent to a σx unitary operation. The
parameters θ and θ′ of the rotation and controlled-rotation gates depend on the
amplitude damping parameter γ. They are give by the equations tan θ = (1 − γ)2
and cos θ′ = 1 − γ. The rotation itself is defined as UΘ = exp(iΘσy), where σy is
the corresponding Pauli matrix. The controlled-rotation only applies the rotation
to the target qubit |t〉 if the control qubit |c〉 is set18,
|c〉 ⊗ |t〉 7→ |c〉 ⊗ U c|t〉.
17See the textbook [35] for a complete overview of the quantum circuit model.
18See chapter 4.3 in [35] for a detailed discussion of controlled operations.
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Figure 3.11: Correction procedures of the four bit amplitude damping code [14].
These are the circuits Wk in Figure 3.10 for all possible tuples of k = (M2,M4).
The angles θ and θ′ of the rotation and controlled-rotation gates are specified by the
amplitude damping parameter γ through tan θ = (1− γ)2 and cos θ′ = 1− γ. Given
the angle Θ, the unitary of the rotation and controlled-rotation is exp(iΘσy).
The control qubit is marked with a black dot in the Figure. The gate W1,1 is not
specified in [14], as that syndrome does not occur with a probability O(γ) or above.
Here we take it to be a σz-measurement of the third qubit.
Note that the circuits W0,1 and W1,0 use an additional ancilla qubit prepared in
the |0〉 state, so both circuits translate to four Kraus operators. Together with the
other two circuits we have 12 Kraus operators in total. Apart from W1,1, all Kraus
operators are parametrized with the amplitude damping parameter γ. The Kraus
operators of the decoder
D4,γ(A) =
12∑
α=1
d∗α,γAdα,γ (3.108)
are
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d∗1 =

0 0
0 0
0 0
0 0
0 0
1 0
0 0
0 0
0 0
0 1
0 0
0 0
0 0
0 0
0 0
0 0

, d∗2 =

0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 0
0 0
0 0
0 1
0 0
0 0
0 0
0 0
0 0

, d∗3,γ =

1√
1+(γ−1)4 0
0 0
0 0
0 1√
2
0 0
0 0
0 0
0 0
ou0 0
0 0
0 0
0 0
0 1√
2
0 0
0 0
(γ−1)2√
1+(γ−1)4 0

,
d∗4,γ =

− (γ−1)2√
1+(γ−1)4 0
0 0
0 0
0 1√
2
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 − 1√
2
0 0
0 0
1√
1+(γ−1)4 0

, d∗5,γ =

0 0
0 1− γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 0
0 0

, d∗6,γ =

0 0
0 −√(2− γ)γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0

,
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d∗7,γ =

0 0
0 0
0 1− γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
1 0
0 0

, d∗8,γ =

0 0
0 0
0 −√(2− γ)γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0

, d∗9,γ =

0 0
0 0
0 0
0 0
0 1− γ
0 0
0 0
1 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0

,
d∗10,γ =

0 0
0 0
0 0
0 0
0 −√(2− γ)γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0

, d∗11,γ =

0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 1− γ
0 0
0 0
1 0
0 0
0 0
0 0
0 0

, d∗12,γ =

0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 −√(2− γ)γ
0 0
0 0
0 0
0 0
0 0
0 0
0 0

.
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The channel fidelity of the four bit code for the amplitude damping noise is19
fc(E4T⊗4γ D4,γ) =
1
2
+
√
1 + (γ − 1)4
2
√
2
+ γ −
√
1 + (γ − 1)4
2
√
2
γ − 15
4
γ2 +
7
2
γ3 − γ4.
Thus, the amplitude damping code is better than no coding for damping probabilities
below p ≈ 0.25.
We now compare the above code with numerical optimizations. The numerical re-
sults are obtained using the seesaw iteration with the semidefinite program approach
for the single optimizations.
First, we look at the four qubit case, that is, the noise is T⊗4γ . The results are
shown in Figure 3.12. In the figure, the channel fidelity of different quantum codes
(E,D) are compared to the channel fidelity of no coding, that is, to that of the
single use of the amplitude damping channel fc(Tγ) given by equation (3.105). The
approximate error correcting four qubit code [14] does increase the channel fidelity
for 0 < γ < 0.25. For a larger value of the amplitude damping parameter, using the
code is actually worse than no coding at all. If we fix the decoding to that of the four
qubit code D4,γ and optimize the encoder (“encoder optimization” in the figure), we
get an improved channel fidelity compared to that of the single amplitude damping
channel for 0 < γ < 0.35. Conversely, if we fix the encoder to E4 and optimize the
decoder channel (“decoder optimization” in the figure), the resulting code improves
the channel fidelity for 0 < γ < 0.46. Finally, if we optimize both, encoder and
decoder, with the seesaw iteration, the channel fidelity of the resulting code (E,D)
has a strict improvement over the four bit code for 0 < γ < 1.
Second, we look at the five qubit case, that is, the noise is T⊗5γ . Again, we compare
the channel fidelity of different quantum codes (E,D) to the channel fidelity of
the single use of the amplitude damping channel fc(Tγ). The results are shown in
Figure 3.13. The five bit stabilizer code [57, 58] improves the channel fidelity for
0 < γ < 0.27, the five bit decoder with optimal encoder for 0 < γ < 0.29, and the
five bit encoder with optimal decoder for 0 < γ < 0.47. As in the four qubit case,
the seesaw iteration results in a code that has a strict improvement over the other
codes (including no coding) for 0 < γ < 1.
While this thesis was finalized, Fletcher, Shor, and Win [69] also did the decoder
optimizations in Figure 3.12 and 3.13. Their results coincide with the above optimal
decoder curves within pixel resolution. Please also note the comment [2] by Werner,
Audenaert and myself.
If we compare both cases, T⊗4γ and T⊗5γ , we see that for the optimal codes found by
the seesaw iteration, the fidelity gain is below one percent for 0 < γ < 0.2. Given
the experimental effort for the additional qubit and that, unlike the assumption of
19This has been calculated from the 192 Kraus operators of E4T
⊗4
γ D4,γ and equation (3.5),
fc(T ) = 1/d
2∑
α | tr(tα)|2.
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Figure 3.12: Comparison of error correction schemes for the 4-fold tensor product
of the amplitude damping channel. The no coding curve displays the function γ 7→
fc(Tγ), the for bit code curve the function γ 7→ fc(E4T⊗4γ D4,γ) with the quantum
code by Leung et al. [14]. Encoder and decoder optimization takes D4,γ and E4 as
decoder and encoder, respectively. The curve of the complete optimization is the
result of the seesaw iteration.
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Figure 3.13: Comparison of error correction schemes for the 5-fold tensor product
of the amplitude damping channel. The no coding curve displays the function γ 7→
fc(Tγ), the five bit code curve the function γ 7→ fc(E5T⊗5γ D5) with the five bit
code [57, 58]. Encoder and decoder optimization takes D5 and E5 as decoder and
encoder, respectively. The curve of the complete optimization is the result of the
seesaw iteration.
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the iteration, a quantum circuit can usually not be done with perfect fidelity, it is
doubtful that one can increase the fidelity with an additional qubit in the experiment.
Third, we look at the case with the three-fold tensor product T⊗3γ . We will now
compare the optimizations with fc(Tγ) and the above results. One may also compare
the results with the majority vote code (E3, D3) from equations (3.100) and (3.101).
The channel fidelity of the majority vote code for the amplitude damping noise T⊗3γ
is
fc(E3T
⊗3
γ D3) =
1
4
((
1 + (1− γ)3/2
)2
+ 3γ (γ − 1)2
)
=
1
2
(
1 +
√
1− γ − γ
√
1− γ − 3
2
γ2 + γ3.
)
If we compare this to the channel fidelity of the single use of amplitude damping
channel as computed in equation (3.105),
fc(Tγ) =
(
1 +
√
1− γ
2
)2
=
1
2
(
1 +
√
1− γ − 1
2
γ
)
,
we see that the majority vote code never increases the channel fidelity. This is even
true if we optimize the encoder or decoder only, while fixing the other channel to the
majority vote version. In particular, the majority vote encoder is already optimal
for the majority vote decoder for this noise. The result of the seesaw optimization
is shown in Figure 3.14. We see a strict improvement over no coding for 0 < γ < 1.
Furthermore, we get an improvement over the four bit code for γ > 0.14. Figure
3.14 also shows that the seesaw iteration gets frequently stuck for 0.25 < γ < 0.4.
Either there is a local optimal solution, or this is due to a flat channel fidelity region.
For the even smaller cases maxE,D fc(ETγD) and maxE,D fc(ET⊗2γ D) there is no
fidelity improvement over no coding.
In summary, the codes found by the seesaw iteration always outperformed the known
error correction codes. There is a strict improvement of the channel fidelity for
0 < γ < 1 in all cases. Even more, for damping parameters γ > 0.14, the optimal
code found by the seesaw iteration for T⊗3γ is superior to the four bit code [14] for
T⊗4γ . On the other hand, this also suggests that, although not optimal, the four bit
code is better than any three qubit code for small damping probabilities. Finally,
Figure 3.14 shows that the seesaw iteration can result in a code that is not globally
optimal.
3.3.4 Tough Error Models
We will now use the iteration to study the ability to correct a noisy quantum channel,
given only the number of independent Kraus operators of the channel. Consider
a noisy channel T on a n-dimensional system, which requires at most k Kraus
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Figure 3.14: Comparison of the channel fidelity of the single use of the amplitude
damping channel Tγ without coding with the optimal codes found by the seesaw
iteration for the three-fold tensor product of the amplitude damping channel T⊗3γ ,
and the four bit code [14] applied to the four-fold tensor product of the amplitude
damping channel T⊗4γ .
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operators. If k is sufficiently small, one can find a perfect error correcting code
(E,D) for the transmission of a c-dimensional system,
fc(ETD) = fc(idc) = 1.
We will obtain analytic and numerical results on the triples (c, n, k) making such
correction possible without further information on the error operators.
In terms of the Stinespring representation, the restriction to k Kraus operators means
that the dilation space is at most k-dimensional. So in this sense, by restricting k,
we set an upper bound on the dimension of the environment the noise interacts
with. This is where the intuition comes from: If the noise does not interact with
the environment, i. e., k = 1, the evolution of the system is unitary and therefore
completely reversible. Thus, if the noise only interacts with a small part of the
environment, k  n, we expect it to be partly reversible, with a tradeoff between
k and the dimension c of the reversible subspace. This brings us to the following
questions.
3.3.1 Problem. Consider noisy channels of the form T :B(H)→ B(H), dimH = n,
with at most k Kraus operators, T (A) =
∑k
α=1 t
∗
αA tα. Furthermore, consider all
codes (E,D) with E:B(H)→ B(K), D:B(K)→ B(H), dimK = c. We then ask:
For which triples (c, n, k) are all channels correctable?
That is, there exist a perfect error correction scheme with code dimension c for every
channel T that maps between bounded operators on a n dimensional Hilbert space
and has k Kraus operators.
Certainly, some combinations of error operators are harder to correct than other.
In this regard, we will call the boundary cases of (c, n, k) tough error models. Also,
one can restrict oneself to consider only linearly independent Kraus operators. For
linearly dependent Kraus operators, one can find a Kraus representation with less
operators, hence if such a channel is correctable, it is already correctable using fewer
Kraus operators. Lemma 2.2.11 on page 15 implies that we have at most n2 linear
independent Kraus operators for any channel T .
Tough error models are interesting for both, small and large parameters of the di-
mensions c and n. Small parameters can be interesting for actual implementation,
where the asymptotic behavior provides bounds on the feasibility of quantum com-
puting. In this chapter, we will only consider error correcting codes with isometric
encoding (see Definition 3.1.3 on page 25). Therefore, we can focus on the Knill-
Laflamme condition (3.2) from Theorem 3.1.4 on page 26, as it is necessary and
sufficient for the existence of a quantum code with isometric encoder: There exists
a perfect error correcting code with isometric encoder E(A) = v∗Av that corrects a
set of operators E if and only if for all e, f ∈ E
v∗e∗fv = ω(e∗f)1, (3.109)
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with complex numbers ω(e∗f).
The Knill-Laflamme condition (3.109) does not take into account that the error
operators e, f in question belong to a Kraus decomposition of the noise channel and
hence fulfill a channel constraint. But taking the channel constraint into account
does not change the behavior of bounds on (c, n, k). If (c, n, k) is correctable for
k Kraus operators tα without channel constraint, then (c, n, k) is, of course, also
correctable for k operators tα with channel constraint
∑
α t
∗
αtα = 1. But this implies
that (c, n, k − 1) is correctable for k − 1 operators without channel constraint by
setting
tk =
√√√√1− k−1∑
α=1
t∗αtα
and hence the asymptotic behavior of bounds is not affected.
3.3.4.1 Bounds
A simple upper bound on k for the problem is given by entanglement breaking
channels [76]. Entanglement breaking channels destroy the initial entanglement of
a state with another system. That is, the channel T∗ is entanglement breaking,
if id⊗T∗(ρ) is separable for all ρ. Since entanglement can’t be increased by local
operations alone, we cannot find a code (E,D) such that ETD is the identity.
Entanglement breaking channels can be written as [76]
T (A) =
n∑
j=1
|Ψj〉〈Φj |AΦj〉〈Ψj |,
with some Hilbert space vectors |Ψj〉, |Φj〉. That is, the number of Kraus operators
k is at most n, the dimension of the underlying Hilbert space H. This implies the
upper bound k ≤ n for the admissible triples (c, n, k).
We will now develop a lower bound on the code dimension c. The bound is based
on the idea to realize the Knill-Laflamme condition (3.109) in two steps: First, we
realize the independency of ω(e∗f) from the isometry v. Then, we establish the
orthogonality of the codewords, that is, the orthogonality of the columns of v, which
realizes the 1 in equation (3.109). With this strategy, we obtain the following result.
3.3.2 Proposition. Let n be the dimension of the Hilbert space H of a noisy chan-
nel T :B(H) → B(H) with k Kraus operators. Then one can find a perfect error
correcting code with isometric encoder for code dimension c, such that
c ≥
⌊ n
2k2
⌋
. (3.110)
The proof of this bound is based on the following Lemma.
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3.3.3 Lemma. Let A ∈ B(Cn) be a hermitian operator. Then there exists a scalar
ω and at least n/2 vectors qi ∈ Cn such that
〈qi|Aqj〉 = ωδij .
Proof. Let A|Φi〉 = λi|Φi〉, i = 1, . . . n, be the eigendecomposition of A. Let ω be the
median of the eigenvalues. Now successively take the largest and smallest eigenvalue
and define
qi(t) := cos(t)|Φi〉+ sin(t)|Φn−i〉.
By intermediate value theorem there exists a t such that
〈qi(t)|Aqi(t)〉 = ω.

With this Lemma, we can construct an isometry v that satisfies the Knill-Laflamme
condition (3.109).
Proof of Proposition 3.3.2. Given a noisy channel characterized by the dimension
n with k Kraus operators, we choose a hermitian basis Aj for the linear span of
all operators of the form e∗f , where e and f are the Kraus operators of the noisy
channel. As there are k2 combinations e∗f , the hermitian basis consists of at most
k2 operators. Note that e∗f are not generally hermitian, so we need to decompose
them into hermitian and anti-hermitian parts. But for every combination e∗f , the
combination f∗e is also in that span, i. e., the set of operators e∗f is closed under
the involution, and hence there is no factor two in the estimation of the number of
hermitian basis elements.
Now we successively apply the above Lemma to the basis operators Aj , restricted to
the subspace spanned by the qi of the previous step. As this halves the remaining
dimension in every step and A1 has n eigenvectors, the final subspace is bn/2k2c-
dimensional. For the vectors |qi〉 of the last step, we have
〈qi|e∗f |qj〉 = ω(e∗f)δij ,
for all combinations e∗f . This leads us to an encoding isometry v =
∑
i |qi〉〈i|
satisfying (3.109), where |i〉 is a basis of a bn/2k2c-dimensional Hilbert space. 
For small numbers of Kraus operator the bound (3.110) yields:
k 1 2 3 4 5
n ≤ 2c 16c 512c 65536c 33554432c
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For a single Kraus operator the channel is unitary and hence invertible, leading to
a code with c = n. In this case the bound gives c ≥ bn/2c, and therefore the bound
isn’t tight. The first nontrivial case k = 2 gives c ≥ n/16, which is the same ratio
as for the five bit stabilizer code [57, 58] that corrects 16 specific Kraus operators.
On the other hand, correcting 16 generic Kraus operators according to the bound
strategy already requires n = 2256c.
Knill, Laflamme and Viola [71] obtained a lower bound by realizing the Knill-
Laflamme condition (3.109) the other way round: They first produce the orthog-
onality 1, and then the independency of ω(e∗f) from the isometry v. With this
approach they got the following bound on the code dimension.
3.3.4 Proposition (Knill, Laflamme, Viola). Let n be the dimension of the Hilbert
space H of a noisy channel T :B(H) → B(H) with k Kraus operators. Then one
can find a perfect error correcting code with isometric encoder for code dimension c,
such that
c ≥
⌈ n
k2
⌉ 1
k2 + 1
. (3.111)
They obtain this bound as follows. First, they use a classical code with c ≥ d n
k2
e
such that
〈ci|e∗fcj〉 = ωi(e∗f)δij
holds for the classical codewords |ci〉. Note that ω still depends on i, so this is
not already a quantum code. Then, they use convex combinations of the classical
codewords as quantum codewords
|qi〉 =
∑
j∈Ii
√
βij |cj〉 with
∑
j∈Ii
βij = 1,
where βij are the coefficients and Ii are certain index sets about to be defined. Doing
so one gets
〈qi|e∗fqj〉 =
∑
j∈Ii
βijωj(e∗f)δij . (3.112)
So the coefficients βij and index sets Ii have to be chosen such that
∑
j∈Ii βijωj(e
∗f)
is independent of i. This can be done according to Radon’s Theorem [77].
3.3.5 Theorem (Radon). Any set of (c(m+1)−m) points in a real m-dimensional
vector space can be divided into c sets, whose convex hulls have non-empty intersec-
tion.
Note that Radon’s Theorem is tight, i. e., there exists counter examples for the
division into c + 1 sets. To apply the Theorem, we take the ωj as k2 dimensional
real vectors. The real dimension is k2 since for every combination e∗f we also have
the combination f∗e. As the dimension of the classical code is ≥ d n
k2
e, the Theorem
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tells us that we can find c sets Ii whose convex hulls have a common point ω in their
intersection, as long as ⌈ n
k2
⌉
≤ c(k2 + 1)− k2.
In that case, we take βij in equation (3.112) to be the convex weights that correspond
to the common point ω in the intersection, i. e., we have∑
j∈Ii
βijωj(e∗f) = ω(e∗f)
independent of i. This leads us to the isometry v =
∑c
i=1 |qi〉〈i| that satisfies the
Knill-Laflamme condition (3.109). Thus a perfect error correcting code exists for
⌈ n
k2
⌉ 1
k2 + 1
≤ c− k
2
k2 + 1
,
which concludes the proof of Prop. 3.3.4.
For small numbers of Kraus operator the bound (3.111) yields:
k 1 2 3 4 5
n ≤ 2c 20c 90c 272c 650c
The case of a single Kraus operators shows that this bound is not tight, also. For
two Kraus operators, k = 2, we obtain that c ≥ n/20, which is slightly worse than
the c ≥ n/16 we got from the former bound (3.110). For k ≥ 3 this bound is always
better. Correcting 16 arbitrary Kraus operators according to this strategy leads to
n = 65792c. This is still a very large overhead compared to the correction of the 16
localized Pauli errors that can be corrected using the five bit code. For this noise,
we have n = 25 = 24c using the five bit code. Furthermore, observe that the five
bit code also improves the channel fidelity for the five-fold tensor product of the
depolarizing channel with depolarization probability p < 1 − √6/3 ≈ 0.18 as we
have shown in section 3.3.2. That is, although it is not a perfect error correcting
code in this case, it improves the fidelity in the presence of 45 Kraus operators of
the noise.
Since isometric encoding is sufficient in terms of quantum capacity, equation (3.111)
also implies a bound on the quantum capacity. If we set n = DN and k = KN , then,
for large N , we get
c ≥ 1
2
(
D
K4
)N
,
which leads to a bound on the quantum capacity Q,
Q = lim
N→∞
log c
N
≥ logD − 4 logK.
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Figure 3.15: Iteration results for the encoding of qubits, c = 2, into n-dimensional
Hilbert spaces subject to random noisy channels T :B(H)→ B(H), dimH = n, with
various number of Kraus operators.
3.3.4.2 Numerical Results
We will now numerically investigate the triples (c, n, k) in the qubit case c = 2.
For a given noisy channels T , we will use the seesaw iteration with semidefinite
programming for the single iteration steps to find the optimal code (E,D). As the
channel fidelity f(ETD) is one if and only if ETD is the ideal channel, we can show,
up to a small threshold, whether a given channel can be corrected perfectly. Every
channel that we cannot correct perfectly then suggests an upper bound on the triples
(c, n, k). However, bear in mind that the seesaw iteration does not guarantee that
the code found is indeed a global optimum, so the bound could be too pessimistic.
At first, we will use random channels as noise. The random channels are created
by choosing real and imaginary part of a matrix uniformly distributed between 0
and 1 and using Gram-Schmidt orthogonalization to create a Stinespring isometry
for the noisy channel out of it. The number k of Kraus operators is determined by
the dimension chosen for the dilation space. The following table lists the number
of Kraus operators for which the channel fidelity of the optimal code found by the
seesaw iteration is below 99 percent, f(ETD) < 0.99.
n 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
k 2 3 3 3 4 4 4 5 5 5 6 6 6 6 7 7 7 7
Figure 3.15 shows results of the seesaw iteration for some choices of n. One can see
that the combinations (2, 5, 3), (2, 8, 4), (2, 12, 5) and (2, 18, 7) are not correctable
with fc > 0.99 and form a numerical upper bound on the (c, n, k). If we compare
this result with the lower bound (3.111), we see that lower bound yields n ≤ 180
already for the case k = 3 . This encourages to search for both, tougher noise and
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better bounds.
We will now look at the correction of SU(2) covariant channels. The motivation for
this comes from the following observation.
3.3.6 Proposition. No isometric encoding v that perfectly corrects localized errors
can be covariant in the sense that
vu = u⊗nv
for all unitary u.
Proof. Let v be a covariant encoding that corrects localized errors. So the encoding
channel is E(A) = v∗Av with vu = u⊗nv for all unitary u. This implies that for any
hermitian operator X,
v∗
(
e−itX
)⊗n
v = e−itX .
Differentiating at t = 0 leads to
i
d
dt
v∗(eitX)⊗nv
∣∣∣∣
t=0
= v∗
 n∑
j=1
Xj ⊗ 1n\j
 v = X, (3.113)
where j and n \ j are the index sets of the corresponding tensor factors. On the
other hand, as v corrects localized errors, it satisfies the Knill-Laflamme condition
(3.109). Thus we have
n∑
j=1
v∗Xj ⊗ 1n\jv =
n∑
j=1
ω(Xj ⊗ 1n\j)1. (3.114)
In order to satisfy both equations, (3.113) and (3.114), X has to be a multiple of 1.
This means that v can’t correct single localized qubit errors, and in particular, no
nontrivial distance based stabilizer encoding can be covariant. 
More general, error operators that are generators of the symmetry of the encoding
isometry can’t be corrected unless the corresponding Lie-algebra is abelian in which
case v is a classical code.
This suggest to look at the case of covariant noise. Let t be an SU(2) covariant
Stinespring isometry of the channel T , i. e.,
T (A) = t∗(A⊗ 1)t,
tDj = (Dj ⊗Ds)t,
where Dj and Ds are representations of SU(2). Here Ds corresponds to the dilation
space with dimension (2s+1). The reasonable choices of s are limited by the maximal
minimal dilation dimension n2 = (2j + 1)2,
(2s+ 1) ≤ (2j + 1)2.
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Figure 3.16: Iteration results of the encoding of qubits, c = 2, for SU(2) covariant
noisy channels T :B(H) → B(H), dimH = n, with various number k of Kraus
operators.
The dimension of Ds also implies that the number of Kraus operators is odd. The
isometry t is given by Clebsch-Gordon coefficients. From this we get the additional
constraint
|j − s| ≤ j ≤ j + s.
Again, we use the seesaw iteration to investigate the qubit case c = 2. The results
are shown in the Figures 3.16 and 3.17. In Figure 3.16 we see that the fidelity is the
better, the fewer Kraus operators the noise has and the larger the dimension of the
noisy system is. Furthermore, we see that for a fixed number of Kraus operators k,
the iterated codes sometimes decrease the channel fidelity with larger n. However,
as the seesaw iteration was stopped if the gain in fidelity was below 10−8, and
several runs have been made for these parameters, these cases seem to have a flat
fidelity region around the optimal value. This is interesting, because it shows the
limitations of a numerical approach to quantum error correction. It can also be
seen in the following table, that lists the number of Kraus operators for which the
channel fidelity of the optimal code found by the seesaw iteration is below 99 percent,
f(ETD) < 0.99.
n 2 . . . 6 7 . . . 11 12 13 14 . . . 21 22 . . . 29 30 31
k 3 . . . 3 5 . . . 5 7 5 7 . . . 7 9 . . . 9 11 11
While comparing these result with the results for random noise, note that, as shown
above, the number of Kraus operators of a SU(2) covariant channel is always odd.
Figure 3.17 shows that the (c, n, k) combinations (2, 5, 3), (2, 12, 5), and (2, 19, 7)
impose the same bound as in the case of random noise. It also shows that (2, 27, 9)
is not correctable. In this sense, covariant noise is as tough as random noise.
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Figure 3.17: Iteration results of the encoding of qubits,c = 2, for SU(2) covariant
noisy channels T :B(H)→ B(H), dimH = n, for selected values of n.
3.3.4.3 Conclusion
We have proven another lower bound for tough error models that realizes the Knill-
Laflamme condition by spectra flattening and filtering instead of orthogonalization
and Radon’s theorem, as done for the bound by Knill, Laflamme, and Viola. Neither
bound is tight, but the new bound is not based on the usage of classical codes
and provides better results in the case k = 3. Furthermore, we have shown that
isometric encoding with a covariant isometry does not allow to correct local errors.
In particular, this means that no distance based stabilizer can have a covariant
encoding isometry. Additionally, we used the seesaw iteration to calculate upper
bounds on the triples (c, n, k) using random and SU(2)-covariant noise. As there
is a fairly large gap between upper and lower bounds, this suggest that there exist
tougher error models or better bounds.
3.3.5 Classical Feedback
In contrast to the coding schemes above, where we encode a smaller quantum system
into a larger one, we will now look at the case of recovery only. That is, the dimension
of the quantum system stays the same and there is no encoding operation. However,
we will allow recovery operations during and after the time evolution conditioned on
the outcomes of measurements on the environment. This setup is known as classical
feedback in discrete time [78]. Using a seesaw iteration with the subchannel power
iteration, we will show that the optimal feedback strategies for qubits are not optimal
for higher level systems.
Let T :B(H) → B(H), dimH = d, be a noisy channel that is given by n Markovian
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steps,
T = T (1) ◦ · · · ◦ T (n),
with n possibly different channels T (k). We allow correction operations between any
two subsequent steps that can be conditioned on all measurement results obtained
so far. From the Stinespring representation of T (k) it is clear that we can associate a
Kraus representation T (k)(A) = t∗αkAtαk with any measurement on the environment.
If we take the environment large enough, it suffices to consider projective measure-
ments20, but any measurement of a basis on the dilation space in the Stinespring
representation corresponds to a Kraus decomposition of the channel. So the most
general correction scheme is
Tcorr,∗(ρ) =
∑
α1,...αn
R
(x1,...xn)∗
(
t(n)αn . . . R
(x1)∗ (t(1)α1 ρ t
(1)∗
α1 ) . . . t
(n)∗
αn
)
.
The main idea can be seen from the example of the depolarizing channel. From (3.7)
on page 28 we know that the depolarizing channel has a Kraus decomposition, where
each Kraus operator is proportional to a unitary operator. If we do a measurement
on the environment such that we know which Kraus operator was applied, we can
simply revert the unitary evolution and end up with the ideal channel. This works
independently of the depolarization probability. In particular, we can perfectly
recover from the completely depolarizing channel, which has zero quantum capacity.
In general, in the single step situation, i. e., n = 1, Gregoratti and Werner obtain
(Prop. 4 [78])
fc(Tcorr) ≤ 1/d2
∑
α
(tr |tα|)2
via the Cauchy-Schwarz inequality. So the optimal recovery is given by the polar
isometries (unitaries) of the Kraus operators tα.
In the multi-step case, they look at different strategies as depicted in Figure 3.18.
In (a), the most general case is shown. The two special cases (b) and (c) correspond
to the strategy to condition the recovery only on the latest measurement result,
respectively, to do a single correction at the end. Gregoratti and Werner [78] showed
that both special cases are equivalent and optimal for qubit systems.
For d = 3, we will use a seesaw iteration combined with the subchannel power
iteration to show that neither case, (b) or (c), is generally optimal. As a counter-
example, consider a two-step channel, T = T (2) ◦ T (1), with T (1) = T (2) and T (1)
20See chapter 2.2.8 of [35] how to turn a POVM into a PVM on a larger system.
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Figure 3.18: Different strategies for error correction based on classical feedback for
the multi-step channel T = T (2) ◦ T (1) [78]. In the most general case (a), the final
correction operations R depends on all information gathered so far. This includes
the special cases (b) and (c). In (b), only the last measurement result is used for
the correction. In (c), there is a single correction operation at the end, depending
on all measurement results obtained.
given by the Kraus operators
t1 =
0 1 01 0 0
0 0 1


√
1/6 0 0
0
√
1/3 0
0 0
√
1/2
 ,
t2 =

√
5/6 0 0
0
√
2/3 0
0 0
√
1/2
 .
The operator t1 is already written in polar decomposition. The fidelities given by
the strategies (b) and (c) are
f (b)c (Tcorr) =
1
d2
∑
α1,α2
(
tr
∣∣tα2 |tα1 |∣∣)2 ≈ 0.9570,
f (c)c (Tcorr) =
1
d2
∑
α1,α2
(tr |tα2tα1 |)2 ≈ 0.9556.
We will compare these channel fidelities with the numerical result of the seesaw
iteration for
max
Qα,β ,Rα
∑
α,β
fc (TαRαTβQα,β) , (3.115)
which corresponds to the most general case (a) in Figure 3.18. Here, we already
used the linearity of fc, so the optimization can be done separately for each α or
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Figure 3.19: Result of the seesaw iteration (3.115) for optimal feedback for the
channel T = T (2) ◦ T (1) defined in the text.
(α, β). From equation (3.33) on page 35, we see that the corresponding Jamiolkowsky
operators can be calculated via〈〈
β
∣∣F˜ ∣∣α〉〉 = f(∣∣α〉〉〈〈β∣∣).
The result of the iteration is shown in Figure 3.19. The fidelity obtained by the
seesaw iteration is approximately 0.9584. We see that neither a step-by-step cor-
rection, nor a single correction at the end is optimal. This is interesting, because
it implies that the optimal correction requires some foresight in the intermediate
correction Rα. Since T (1) = T (2) and
∣∣t2|t2|∣∣ = |t2||t1|, optimal correction based on
the measurement results so far is equivalent to optimal step-by-step correction (b).
Gregoratti and Werner also give an example where step-by-step correction (b) is
worse than final correction (c). Also in this case, both are inferior to the iteration
result.
3.4 Conclusion
Error correction can be formulated as an optimization problem with the channel
fidelity as linear objective, and the encoder channel E and decoder channel D as
entities to optimize. The seesaw iteration solves the joint optimization over the pair
of channels (E,D) numerically by alternatingly optimizing the encoder with fixed
decoder and optimizing the decoder with fixed encoder, unless the gain in fidelity is
below some threshold. This results in a local optimal pair of encoder and decoder
channel for the given noise.
The involved optimizations of an objective functional f(S) over all channels S for
S = E and S = D are both convex optimization problems. They can be solved
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via semidefinite programming. Furthermore, we developed iterative algorithms for
the optimization of f(S): the subchannel power iteration and the channel power
iteration. These iterations monotonically increase the objective functional and ev-
ery global optimal solution of the channel power iteration is a stable fixed point.
Moreover, they have a high numerical stability since errors do not accumulate over
iteration steps. Compared to a standard semidefinite programming approach, they
require less computational effort and allow to restrict the number of independent
Kraus operators. For example it is possible to restrict E to isometric encodings,
which is optimal in an asymptotic sense and often also turns out to be optimal in
low dimensions.
In general, the optimization scheme makes neither prior assumptions about the
structure of coding and decoding operation nor does it make prior assumptions
about the noise. In this sense, the seesaw iteration corresponds to an ab-initio-
approach to quantum error correction. The iterated encoders and decoders adapt
to the given noise, they utilize symmetries of the global dynamics on demand and
even find the special form of Knill-Laflamme type of codes where they are optimal.
In the case where no perfect error correcting code exists, the code finds approximate
error correction schemes.
In particular, the seesaw iteration finds a perfect error correction scheme in the
presence of a noiseless subsystem in the example of the three qubit collective rotation
channel. Furthermore, for the three-fold tensor product of the bit-flip channel, the
only quantum error with a classical analogue, a code that is unitarily equivalent to
the classical majority vote code is found.
For the five-fold tensor product of the depolarizing channel for damping parameter
less or equal one, we could not find any better code than choosing either the five
bit stabilizer code or no coding. This is remarkable, as it suggests that the five bit
code is already optimal in a worst case error scenario, although it is designed to
correct rare errors only. In contrast, new codes are found for damping parameters
greater one, and for the n-fold tensor product of the amplitude damping channel for
n = 3, 4, 5. These codes are even better than the approximate error correcting four
bit code by Leung et al. in the case n = 4, and better than the five bit code for n = 5.
The novelty of the codes is deduced from the fact that they lead to superior fidelities
compared to the known codes, even in the cases where the encoder or decoder of
the known codes were optimized to the specific noise. Like the four bit code, the
new code found for n = 4 violates the singleton bound for distance based perfect
quantum error correction.
The seesaw iteration was used to provide upper bounds on tough error models,
that is, on the ability to perfectly correct noisy channels where only the number
of independent Kraus operators is fixed. These results were compared to a known
and a newly developed lower bound. The large difference between lower and upper
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bounds suggests that there exist better bounds or tougher errors.
For error correction using classical feedback in discrete time we used a seesaw iter-
ation to show that a correction strategy, that is proven to be optimal in the qubit
case, is not optimal for higher dimensional systems. This is an example for the usage
of a numerical method to test conjectures and either falsify them or build up further
confidence.
In summary, the subchannel power iteration provides a reliable and efficient algo-
rithm for the optimization of any linear objective over the set of channels. Combined
with the seesaw iteration, it makes ab-initio error correcting available to test the per-
formance of perfect as well as approximate error correction schemes.
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Chapter 4
Postprocessing Tomography
Data
An experimental realization of a quantum system usually differs more or less from its
design that is based on a theoretical model. Typically, the model does not account for
the given small imperfections in the laboratory. For the analysis and verification of
the quantum system, it has to be estimated using the accessible measurements. This
identification of an experimentally implemented quantum system via measurements
is called tomography. Quantum state tomography refers to the identification of
quantum states, and quantum channel tomography or quantum process tomography
refers to the identification of quantum channels.
The tomography of a quantum system yields a sequence of measuring results for
measurements given by the tomography strategy. As a consequence of the statistical
and systematic errors of the measurement, a direct interpretation of the data has the
problem that physical constraints are often not met. In particular, the positivity
condition for quantum states and the unitarity condition for quantum gates are
typically violated [79]. In this sense, the measured data suggests some unphysical
behavior. To regain a physical meaning, one searches a model quantum system that
complies best with the measured data. The assignment of such a model to the data is
done via a fitting algorithm. A common method for this is the maximum-likelihood
estimation [17, 16] which will be explained in the following section. In [18], Kosut et
al. show that such a fitting of a state or channel to the measurement results can be
formulated as a conic program. Thus, this problem is efficiently solvable numerically.
However, already in the case of state tomography, given a d dimensional Hilbert
space, a full tomography requires the measurement of d2−1 degrees of freedom (real
diagonal plus complex upper triangle minus normalization). This exponential growth
of the required number of measurements with increasing number of qubits for a multi-
qubit state raises the question, whether it is possible to gain meaningful insight into
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properties of the engineered quantum system with fewer measurements. In this
chapter, it is shown how to extend the postprocessing in reference [18] to obtain
upper and lower bounds for linear figures of merit for any number of measurement
results. As an application of this method, it is shown how to obtain the best-case
fidelity and worst-case fidelity to a designated pure state or a designated unitary
channel. For the latter, we will once again use the channel fidelity defined in the
previous chapter as linear objective. From the analysis of tomography data, it
will become apparent that the fidelity measure is highly sensitive to the chosen
postprocessing method.
4.1 General Framework
Especially if the theoretical model of the engineered quantum system is a pure
state or a unitary channel, conditions on the representing matrix such as positivity
are often not met. Pure states and unitary channels are the extreme points of the
corresponding probability distributions, and already a slight deviation would lead to
“probabilities” greater than one or less than zero. Instead of a direct interpretation
of the measurement results, we ask the question:
Which quantum system is likely to produce the measured data? (4.1)
This question is answered by maximizing the likelihood function. The likelihood is
the probability to get the given measurement results assuming one has a specific
system in the laboratory. The system that is assigned to the measurement results
is one that maximizes this probability.
Let ni be the number of times outcome i was obtained in a measurement of {mi},
and let s(mi) be the probability of obtaining outcome i given the quantum system is
s. If we assume that the experiments are statistically independent, the probability
of obtaining the data ni is given by ∏
i
s(mi)ni (4.2)
For example, in the case of states, mi would be an operator of a POVM, s = ρ, and
s(mi) = tr(ρmi).
The quantum system that maximizes (4.2) is the one that maximizes the log-
likelihood function
L(s) := log
∏
i
s(mi)ni =
∑
i
ni log s(mi). (4.3)
As non-negative weighted sum of concave functions, (4.3) is a concave objective
and the optimization can be done via a downhill simplex method in the case of
4.1. GENERAL FRAMEWORK 103
state [15] and channel tomography [16]. Recall that for conic programs, given the
duality gap is zero, the dual optimal solution certifies that the primal solution found
is indeed a global optimum. Yet, the simplex method does not exploit duality to
prove optimality of the result. Hence it is possible to get stuck in a particular flat
region of the objective. The problem in applying duality theory to (4.2) or (4.3) is
that the objective is not linear in s.
If, however, we assume independent normal distribution of the measured data, the
probability that this data is produced by a physical system s becomes proportional
to ∏
i
e
− 1
2
(
di−s(mi)
σi
)2
. (4.4)
Here, di is the relative frequency of the result i corresponding to the measurement of
{mi} with standard deviation σi, and s(mi) is the probability of the result i, given
the quantum system is s. The probability (4.4) can be maximized by solving the
minimization
min
s
∑
i
(
di − s(mi)
σi
)2
, (4.5)
which is known as least squares minimization.
Note that often measurement results are obtained by counting events, e. g., clicks
in an avalanche photodiode. In these cases, measurement errors are usually Poisson
distributed. According to the central limit theorem, a Poisson distribution can be
approximated by a normal distribution, if the expectation number of clicks gets large
[80]. However, if this is not the case, this approximation may result in a misleading
maximum likelihood estimation. Also note that the normal distribution is not robust
against outliers. Furthermore, observe that the standard deviation is σi =
√
Npi in
the case of Poisson distributed measurement data, where N is the number of trials
and pi is the probability of getting a click. Thus, when we expect no clicks from the
model, i. e., pi = 0, we have σi = 0, and few clicks due to noise in the experiment
get an infinite weight in the corresponding least squares term in (4.5), which can
greatly reduce the fidelity of the fit.
The main virtue of the formulation (4.5) is that with fixed values of the σi and a
standard trick of convex optimization about to be mentioned, the objective (4.5) can
be written as the optimization of a linear functional with a conic constraint. Thus, it
can be solved via conic programming [63, 18]. A conic program is the optimization
of a linear objective, where the variable is restricted to lie in the intersection of
an affine plane with a convex cone. The trick is that instead of solving (4.5), we
minimize an auxiliary variable t, such that
t2 ≥
∑
i
(
di − s(mi)
σi
)2
. (4.6)
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Now (4.5) can be written as conic program of the form
min
x
{〈c|x〉|Ax− b ≥C 0} , (4.7)
where c and x are complex vectors, Ax− b is an affine mapping of x and ≥C is the
the partial ordering induced by a pointed convex cone C. To do so, we choose Ax−b
such that (Ax− b)1 = t and (Ax− b)i+1 = (di− s(mi))/σi. Then, if Ax− b is inside
the quadratic cone Q defined as
Q :=
{
(q1, q2) ∈ R× Cd−1| q1 ≥ ‖q2‖
}
,
we have
t = (Ax− b)1 ≥
∥∥∥−−−−−−−−→(Ax− b)i+1∥∥∥ =
√√√√∑
i
(
di − s(mi)
σi
)2
,
which implies equation (4.6). Thus (4.5) is equivalent to a minimization of a linear
objective, constrained to the intersection of an affine plane Ax− b with the cone Q.
In the case of incomplete tomography data, the quantum system s for which the
minimum (4.5) is attained need not be unique, i. e., several quantum systems s may
lead to the same value of t in (4.6). As one is usually interested in the performance
of the laboratory system to engineer a particular quantum system, we ask for the
best-case fidelity and worst-case fidelity with the designated system. Fortunately,
the design is often a pure state or a unitary quantum gate. That is, it is an extreme
point in the set of all states or the set of all channels, respectively. The fidelity with
extreme points of a convex set can be written as linear objective. Thus we end up
with a three step postprocessing:
1. Compute the optimal t in (4.6).
2. Compute the minimum fidelity consistent with that t.
3. Compute the maximum fidelity consistent with that t.
(4.8)
Given a linear figure of merit, i. e., a linear fidelity, all steps are conic programs and
thus reliably solvable numerically. This can be extended to quadratic fidelities, if the
same quadratic cone trick applies. Also, robustness analysis of the conic constraints
can give insights in how to improve the quality of the quantum system and the
tomography.
4.2 States
We assume a finite dimensional Hilbert space H. States are therefore given by
density operators ρ ∈ B(H). They lie in the cone of semidefinite complex matrices
S (i. e., ρ ≥ 0). The normalization condition tr(ρ) = 1 translates to two conic
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constraints (i.e., tr(ρ)− 1 ≥ 0 and − tr(ρ) + 1 ≥ 0). The least squares fit (4.5) of a
state ρ to given measurement results ai with standard deviation σi for the operators
Ai thus becomes a conic program in (t, ρ):
minimize t
subject to t2 ≥
∑
i
(
ai − tr(ρAi)
σi
)2
,
ρ ≥ 0,
tr(ρ)− 1 ≥ 0,
− tr(ρ) + 1 ≥ 0.
(4.9)
Hence, it is a linear optimization problem in the cone C = Q× S ×R+ ×R+.
In the case that the designated state ψ is pure, the minimal and maximal fidelity
with ψ can be calculated for fixed t via a conic program in ρ:
minimize ±〈ψ|ρ|ψ〉
subject to t2 ≥
∑
i
(
ai − tr(ρAi)
σi
)2
ρ ≥ 0,
tr(ρ)− 1 ≥ 0,
− tr(ρ) + 1 ≥ 0.
(4.10)
4.3 Channels
Due to the duality between quantum channels and states on a larger Hilbert space
[65, 64], the problem of finding a channel that fits best to given measurement results
is essentially the same as for states.
A channel in the Heisenberg picture is a completely positive, unital map. As in
Definition 3.2.3 on page 31 in the previous chapter, we associate an operator T˜ ∈
B(L2(H1,H2)) to every channel T :B(H1)→ B(H2) by
T˜ (x) :=
∑
k,l
T (|k〉〈l|)x|l〉〈k|.
Here H1 and H2 are finite dimensional Hilbert spaces of possibly different dimension
and |k〉 denote basis vectors of H1. From Proposition 3.2.4 on page 32 we know that
the channel T is completely positive if and only if T˜ is positive semidefinite (i. e.,
T˜ ∈ S). Furthermore, Lemma 3.2.5 states that T is unital if and only if the partial
trace trH1 T˜ = 1 (i. e., trH1 T˜ − 1 ∈ S and − trH1 T˜ + 1 ∈ S). If T˜ is known, the
associate channel T is given by equation (3.13),
T (A) =
∑
b,l
T˜ (|b〉〈l|)A|l〉〈b|. (4.11)
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The only difference for channels T∗:B(H1)→ B(H2) is that the partial trace is over
the output Hilbert space H2 instead of H1.
The least squares fit (4.5) of a channel T to given measurement results ai with
standard deviations σi for operators Ai given the input states ρi becomes:
minimize t
subject to t2 ≥
∑
i,b,l
(
ai − tr(ρiT˜ (|b〉〈l|)Ai|l〉〈b|)
σi
)2
,
T˜ ≥ 0,
trH1(T˜ )− 1 ≥ 0,
− trH1(T˜ ) + 1 ≥ 0.
(4.12)
Thus, it is a linear optimization problem in (t, T˜ ) with the cone C = Q×S ×S ×S.
Again, the fitted channel may not be unique. If the model system is a channel given
by a unitary operator U , adU(A) := U∗AU, one can compute the minimum fidelity
and maximum fidelity with the model for given t as above. The fidelity is taken as
the channel fidelity of Definition 3.1.6 on page 27 for the concatenation of T with
the inverse of the unitary channel,
FU (T ) := 〈Ω|(id⊗UTU∗)|Ω〉. (4.13)
Here |Ω〉 denotes the standard maximally entangled unit vector and id is the identity
channel. This unitary channel fidelity is linear in T , and equal to 1 if and only if
T = adU. For unitary channels, the postprocessing is therefore done in three steps
as for pure states.
The best-case fidelity and worst-case fidelity for the tomography of a unitary gate is
particularly interesting as often the tomography is done under the assumption that
the engineered system is indeed unitary. This results in an incomplete tomography
if the system is considered as a general channel instead, as a general Stinespring
isometry has far more parameters than a unitary operator on the input system.
Typically, the assumption of having a unitary operation in the laboratory cannot be
justified, as interactions with the environment cannot be precluded. In this case, the
described scheme results in a fit of general and not necessarily unitary channels that
are consistent with the measurement results, and the best-case fidelity and worst-
case fidelity show how close channels that are consistent with the measurement
results are to the designated unitary channel.
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4.4 Implementation
The implementation was done using the Matlab package SeDuMi [47]. SeDuMi is a
numerical solver for conic problems. The primal form is
min {Re 〈c|x〉 |Ax = b, x ∈ C } .
Here x is the vector to optimize, Ax = b is an affine constraint and C is a symmetric
cone, i. e., C is self-dual and homogeneous1. The dual form is
max {Re 〈b|y〉 |c−A∗y ∈ C } .
For matrices, the vectors x and y are obtained by column stacking, a technique also
known as vectorization.
In this case, the formulation in the dual form was chosen and the code directly
implements (4.9) and (4.12) and the corresponding fidelity optimizations. For the
dual problem, SeDuMi’s definition for the matrix cone is S = {x |x+ x∗ ≥ 0}, so
in order to ensure x ≥ 0 we have to demand x ∈ S and x∗ = x, which splits into
ix ∈ S (ix ≥ ix∗) and −ix ∈ S (ix∗ ≥ ix). The Matlab code is given in Appendix
A on page 151.
Note that writing equality constraints as two inequality constraints can lead to
numerical difficulties, although this was not observed in the given implementation.
An alternative approach is to use the primal form with explicit equality constraints
and model the inequality constraints via so called slack variables s, that is, we use
the fact that Ax− b ≥ 0 if and only if there exists an s ≥ 0 such that Ax−s− b = 0.
The disadvantage of this approach is that we need a slack variable for every least
squares term, and the number of terms is exponentially increasing in the number
of qubits of the system in the case of complete tomography. Another alternative is
to enforce the equality constraints via the choice of parameters to optimize, as, for
example, done by Audenaert and De Moor [63]. This approach may destroy sparsity
of A, and thus may require longer solution times.
For less sophisticated optimization packages than SeDuMi, the problem (4.5) can be
formulated solely in terms of positive semidefinite cones, that is, without an explicit
quadratic cone. In order to achieve this, we use the Shur complement [45], which
states that for a hermitian matrix M partitioned as
M =
(
A B
B∗ C
)
,
1Homogeneous means that for every non-zero element of the cone there exists a bijective map
that maps this element to unity. This property about the scaling behavior of the cone is required
for some solver algorithms. See [39] for a precise definition.
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Figure 4.1: Result of least squares fit of imaginary tomography data for a four-qubit
Dicke state with two excitations. The upper curve shows the best possible pure
state fidelity of a fitted state with the Dicke state depending on the value of the
least squares sum. The lower curve shows the worst-case fidelity of a fitted state. A
fitting algorithm that does not guarantee to have found the global minimum of the
least squares sum can result in any fidelity between these two curves.
where A and C are square, M ≥ 0 is equivalent to A ≥ 0 and C − B∗A−1B ≥ 0.
For example, to write the problem (4.9) as a semidefinite program, we introduce for
every pair (Ai, ai) an auxiliary variable ti and the affine mapping (ρ, ti) 7→Mi with
Mi =
(
ti (tr(ρAi)− ai)
(tr(ρAi)− ai) 1
)
.
Looking at the Shur complement of Mi we see that Mi is positive semidefinite if
and only if ti ≥ (tr(ρAi)− ai)2. Minimizing the ti with the constraints Mi ≥ 0 and
tr(ρ) = 1 results in the desired least square fit density operator ρ. However, this
requires an auxiliary variable ti for every term of the least squares sum instead of a
single auxiliary variable as in the formulation (4.5). Thus it leads to an exponential
overhead in the number of qubits in the case of complete tomography.
4.5 Example
As example, we consider the four-qubit Dicke state with two excitations,
|ψ〉 = 1
6
(|0011〉+ |0101〉+ |1001〉+ |0110〉+ |1010〉+ |1100〉.)
We will use imaginary tomography data as it could have been obtained by an exper-
iment such as [79]. That is, let ρexp be the engineered state, then the tomography
data corresponds to the measurements
tr(ρexp(σi ⊗ σj ⊗ σk ⊗ σl)) (4.14)
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for all 81 combinations of Pauli matrices, i. e., i, j, k, l ∈ {x, y, z}. In the experi-
ment [79], the statistics are gathered with single photon detectors connected to a
multi-channel coincidence unit. Each setting (4.14) has 24 = 16 possible four-fold
coincidences. The rates of these coincidences are scaled according to the detection
efficiencies, so the errors, e.g., due to the Poisson distribution, get scaled as well.
The result of the least squares fit is shown in Figure 4.1. It shows the maximum and
minimum fidelity 〈ψ|ρfit|ψ〉 depending on the value of the least squares sum (4.5),
3∑
i,j,k,l=1
(
d(i,j,k,l) − tr(ρfit(σi ⊗ σj ⊗ σk ⊗ σl))
σ2i
)2
,
where we estimated the variances σ2i by the measured number of clicks σ
2
i = ni,
since the normal distribution approximation of a Poisson distribution has the same
mean and variance as the Poisson distribution itself. However, for ni = 0 this leads
to a division by zero problem, so in this case, one has to choose a sufficiently large
weight of the corresponding least squares term. Another choice of the variances
would be σ2i = (N tr(ρfitAi)), where N is the total number of obtained coincidence
clicks in the experiment containing the measurement operator Ai. However, a conic
formulation (4.6) with the upper bound as linear objective would not be possible in
this case.
The fidelity of 0.55 at the minimum of the least squares sum is of no particular
interest for this imaginary experiment, however, what is interesting are the charac-
teristics of the curves. Already a one percent larger least squares sum leads to a
maximum fidelity of 0.64 and the minimum fidelity of 0.45, that is, the value of the
fidelity changes by about 16 percent. For a 10 percent larger least squares sum the
maximum fidelity is 0.82 and the minimum fidelity 0.22. A fitting algorithm that
does not guarantee to have found the global minimum of the least squares sum2 can
in principle get stuck in a particular flat region of that sum and result in any fidelity
between the two curves for the maximum and minimum fidelity.
4.6 Conclusion
Postprocessing tomography data via conic programming provides a certified fidelity
for the state or the channel in the experiment. In the case of incomplete tomography
of pure states or unitary channels, it calculates the minimum fidelity and maximum
fidelity with respect to the designated quantum system, where the extrema are taken
over all systems that are consistent with the observed data. The example shows that
the minimum fidelity and maximum fidelity can change by large amounts, if the fit
is allowed to have a least squares sum that is slightly larger than its global minimal
2For example, compare with the Powell algorithm proposed in [81].
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value. In contrast to other methods, conic programming is guaranteed to find the
global minimum of the least squares sum, and therefore neither overestimates nor
underestimates the fidelity of the fit.
Chapter 5
Entanglement Estimation in
Experiments
Entanglement is a fundamental resource for communication and computation that
is unique to quantum mechanical systems. Therefore, the amount of entanglement
inherent in a quantum state is of great experimental and theoretical interest. A stan-
dard method for establishing experimentally, whether a given state is entangled, is
the measurement of an entanglement witness. An entanglement witness is an oper-
ator that is designed in such a way that a negative expectation value can only be
obtained from an entangled state, while no conclusion about the given entanglement
can be drawn from a positive expectation value. In contrast to a complete tomog-
raphy combined with the computation of the value of an entanglement measure for
the fitted state, this approach has the advantage that only few measurements are
necessary to witness the entanglement. Often, only a single witness is measured
for this purpose. However, the numerical value of the observed expectation value
is usually considered to be of no further importance. In particular, no conclusions
about the amount of entanglement are drawn, that is, witnesses are solely used for
the detection of entanglement.
In this chapter, we show how a lower bound on a generic entanglement measure can
be derived from the measured expectation values of any finite collection of entan-
glement witnesses. Thus, witness measurements provide quantitative information
about the given entanglement without any additional experimental effort. More
generally, the method uses the Legendre transform to characterize the best possible
lower bound on any convex function E(ρ) with compact sublevel sets for all states ρ
that are consistent with given expectation values of a finite set of hermitian opera-
tors. The results in this chapter are prepublished in [4], together with an application
to the multiphoton experiment [82]. Similar ideas and conclusions are reached by
Eisert et al. [83].
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x
f(x) 〈y|x〉
−fˆ(y)
Figure 5.1: Legendre transform of the function f(x) for a fixed value y. The Legendre
transform fˆ(y) is defined as the maximum gap between the line 〈y|x〉 (dashed line)
and f(x) (solid line). If f is differentiable, the maximum is attained at a value of x
for which f ′(x) = y, as shown by the affine function 〈y|x〉 − fˆ(y) (dotted line).
In [84], the Legendre transformation was used to characterize additivity proper-
ties of entanglement measures. The question how to estimate entanglement in the
incomplete tomography setting was first addressed in [85]. Bounds on some entan-
glement measures from special Bell inequalities or entanglement witnesses have been
obtained in [86, 87]. Methods to estimate entanglement measures in experiments by
making measurements on several copies of a state have been discussed in [88, 89, 90].
5.1 Bound Construction
The bound construction arises from the theory of the Legendre transform [39, 41],
which is also known as conjugate function, Fenchel transformation or dual function1.
The Legendre transformation of a function f is defined to be the maximum gap
between the line 〈y|x〉 and f(x).
5.1.1 Definition (Legendre Transformation). Let f :Rn → R. Then the Legendre
transform of f is defined as fˆ :Rn → R,
fˆ(y) = sup
x∈dom f
{〈y|x〉 − f(x)} , (5.1)
where dom f denotes the domain of f . The domain of the Legendre transform
consists of y ∈ Rn for which the supremum is finite.
Figure 5.1 shows the situation for a fixed y. As pointwise supremum of affine func-
tions, the Legendre transform fˆ is a convex function, no matter whether or not the
1The definitions may slightly differ. For example, [39] uses the term Legendre transform when
they refer to differentiable functions and conjugate function for the general case.
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function f is convex. Furthermore, if f is convex and closed2, we have ˆˆf = f [39, 41].
The defining equation (5.1) leads to the inequality
f(x) + fˆ(y) ≥ 〈y|x〉, (5.2)
which is called Fenchel’s inequality or Young’s inequality.
The main idea is as follows. Let ρ be the given quantum state and E(ρ) be the
function to estimate. In the simplest case we have a single expectation value w =
tr(ρW ) from the measurement of the hermitian operator W . So if we know the
Legendre transform of E, Fenchel’s inequality (5.2) already leads us to the lower
bound
E(ρ) ≥ 〈W |ρ〉 − Eˆ(W ) = tr(ρW )− Eˆ(W ) = w − Eˆ(W ).
Observe that this is not the only bound we get from the expectation value w. Since
every scalar multiple of the hermitian operator W is also a valid measurement, we
have
E(ρ) ≥ rw − Eˆ(rW )
for every scalar r. So the optimal lower bound we obtain this way, let us call it ε˜(w),
is
E(ρ) ≥ ε˜(w) = sup
r
{
rw − Eˆ(rW )
}
, (5.3)
which is itself a Legendre transformation of the function r 7→ Eˆ(rW ).
Note that the bound (5.3) does not require convexity of E. However, if we as-
sume that E is indeed convex and has compact sublevel sets, that is, the sets
SEt = {ρ |E(ρ) ≤ t} are compact, we obtain the best possible lower bound on E
for the given measurement result. To see this, let us consider n hermitian operators
W1, . . .Wn, so we also extend the analysis to the case of several measurements. Now
let E be a convex function with compact sublevel sets that maps quantum states to
real numbers. Furthermore, let w1, . . . , wn be the expectation values for the state ρ
obtained in the experiment, i. e., R 3 wi = tr(ρWi), i = 1, . . . , n. The best lower
bound on E(ρ) is then given by ε:Rn → R,
ε(w1, . . . , wn) = inf
σ
{E(σ) |tr(σWi) = wi, i = 1, . . . , n} , (5.4)
the infimum of E over all states that lead to the given expectation values.
5.1.2 Proposition. If E is convex and has compact sublevel sets, then ε in (5.4)
is convex and closed on
dom ε = {~w ∈ Rn |∃ρ : tr(ρWi) = wi } .
2A function f is closed if the epigraph {(x, t) |x ∈ dom f, f(x) ≤ t} is closed, or equivalently, if
the sublevel sets {x ∈ dom f |f(x) ≤ t} are closed for all t.
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Proof. The function (5.4) is convex on
dom ε = {~w ∈ Rn |∃ρ : tr(ρWi) = wi } .
As the infimum always exists on dom ε, we can find ρα for every ~wα ∈ dom ε such
that ε(~wα) = E(ρα) − δ for arbitrary small δ. Let ρ =
∑
α λαρα be a convex
combination of such ρα. Then we have tr(ρWi) = λαwαi , and due to convexity of E
we get
E(ρ) ≤
∑
α
λαE(ρα) =
∑
α
λαε(~wα) + δ.
With δ → 0 and since ε(∑α λα ~wα) ≤ E(ρ) we conclude that ε is convex.
Furthermore, ε in (5.4) is closed. The sublevel sets of ε are given by
Sεt = {~w |∀δ > 0∃ρ : tr(ρWi = wi), i = 1, . . . , n;E(ρ) ≤ t+ δ} ,
where we inserted the definition of the infimum. This can be rewritten using the
sublevel sets SEt of E, that we assume to be compact, leading to
Sεt =
⋂
δ>0
{
~w
∣∣∃ρ : tr(ρWi = wi), i = 1, . . . , n; ρ ∈ SEt+δ }
=
⋂
δ>0
{
tr(ρ ~W )
∣∣ρ ∈ SEt+δ} .
Here tr(ρ ~W ) is the vector with i-th component tr(ρWi). Since tr(ρ ~W ) is continuous
and SEt+δ compact, S
ε
t is an intersection of compact sets and therefore compact. In
particular, we have that ε is closed. 
Because ε in (5.4) is convex and closed, we have ˆˆε = ε. Therefore we can characterize
ε:Rn → R as the supremum of all affine functions below it. So consider bounds of
the type
ε(~w) ≥ 〈~r|~w〉 − c (5.5)
for arbitrary ~r ∈ Rn and c ∈ R, and 〈~r|~w〉 = ∑i riwi. Note that by definition of ε
in equation (5.4) this is the same as saying that E(ρ) ≥ 〈~r|~w〉 − c for every ρ giving
the expectation values wi, i = 1, . . . , n. As a constant, c does not depend on ~w, so
c ≥ 〈~r|~w〉 − E(ρ)
has to hold for any ~w for which a state ρ exists such that ~w = tr(ρ ~W ), and therefore
for any ρ. The best choice for c is thus
c = sup
ρ
{∑
i
ri tr(ρWi)− E(ρ)
}
= sup
ρ
{
〈ρ|
∑
i
riWi〉 − E(ρ)
}
= Eˆ
(∑
i
riWi
)
,
(5.6)
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where we used the condition ~w = tr(ρ ~W ) and the linearity of the trace. So for a
given slope ~r, the optimal constant c only depends on the operator W = ∑i riWi
and the Legendre transform of E,
Eˆ(W) = sup
ρ
{tr(ρW)− E(ρ)} . (5.7)
We can now use the optimal constant c in (5.6) for the formula (5.5) to write ε(~w)
as the supremum of all affine functions below it,
ε(~w) = sup
(r1,...,rn)
∑
j
rjwj − Eˆ
(∑
i
riWi
) , (5.8)
that is, as Legendre transform of εˆ(~r) = Eˆ(
∑
i riWi). So in this case, the Legendre
transform (5.8) is indeed the optimal lower bound by definition of ε(~w) in (5.4).
In summary, we obtained the following result.
5.1.3 Theorem. Let w1, . . . , wn be the expectation values of the hermitian operators
W1, . . . ,Wn for a given quantum state ρ, i. e., wi = tr(ρWi), i = 1, . . . , n. Further-
more, let E:B(H) → R be a function that maps quantum states to real numbers.
Then the best lower bound on E(ρ),
ε(w1, . . . , wn) = inf
σ
{E(σ) |tr(σWi) = wi, i = 1, . . . , n}
is bounded below by
ε˜(w1, . . . , wn) = sup
(r1,...,rn)
∑
j
rjwj − Eˆ
(∑
i
riWi
) .
Moreover, if E is convex and E has compact sublevel sets, then ε = ε˜.
The computation of ε˜(w1, . . . , wn) does involve the computation of the two Legendre
transforms, ˆˆε (equation (5.8)) and Eˆ(W) (equation (5.7)). For a fixed ~r, the constant
c = Eˆ (
∑
i riWi) already gives the best lower bound of the form (5.5). So even if
the optimization over ~r does not attain the true global optimal value, for example,
due to numerical difficulties, the result is still a lower bound on E. This situation
is depicted in Figure 5.2. By contrast, we see from equation (5.8) that an error in
the computation of Eˆ can lead to a lower bound that is too optimistic.
Typically n is small, for example, n = 1, compared to the dimension of the space of
all Hermitian operators on the given Hilbert space. So (5.8) is an optimization over
a low-dimensional space. The ability to efficiently compute Eˆ(
∑
i riWi) depends on
the entanglement measure E and witnesses Wi chosen. Below, this is discussed for
the entanglement of formation and the geometric measure of entanglement.
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ε(w)ε(w)
wexperiment wc{
(a)
(b)
(c)
εa
εb
εc
Figure 5.2: A schematic view of the lower bound construction for the convex function
E(ρ) in case of a single measured expectation value wexperiment. The figure shows
ε(w), the optimal lower bound on E over all states conforming to the expectation
value as function of w, and lower bounds given by affine functions rw−c below it, as
in (5.5). The line (a) corresponds to the optimal solution εa = ε(wexperiment) for the
slope r and constant c for wexperiment, that is, r is the slope for which the supremum
(5.8) is attained at the point wexperiment. The line (b) shows an affine function with
optimal c but suboptimal r leading to the lower bound εb, whereas the line (c) has
neither optimal slope r, nor optimal constant c, leading to the bound εc.
5.2 Entanglement Measures
One of the main resources in quantum information is entanglement, which is used
in quantum algorithms such as teleportation or dense coding3. A bipartite state is
entangled if its correlation cannot be explained with a classical random generator,
that is, if it is not separable [91, 32]. Deciding whether or not a given state is
entangled is one of the basic tasks of quantum information theory. In principle,
this information can be deduced from the explicit form of the density operator.
However, this procedure requires a complete tomography of the state, and hence
the measurement of a number of matrix elements, which grows exponentially in the
number of qubits of the system. It is therefore highly desirable to verify entanglement
on the basis of only a few, maybe only one measurement.
Entanglement witnesses [24] are observables designed for this purpose. By defini-
tion, they have positive expectation on every separable state, so when a negative
expectation is found in some state, it must be entangled. Consequently, entangle-
ment witnesses have been used in many experiments [92, 93, 94, 95, 96, 82], and their
theory is far developed [97, 98, 99, 86, 100]. Moreover, by the elementary duality
theory of convex sets, for every entangled state there is a witness which has negative
expectation on it. So we can indeed detect the entanglement of a state with a single
3See [35] for a description of these and other quantum algorithms.
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measurement.
Besides the mere detection, the quantification of entanglement is an even more chal-
lenging problem in the field. Many entanglement measures have been introduced for
this purpose (see [25]). Typically, their computation involves nontrivial optimiza-
tions over large sets, even if the density matrix of a state is fully known. Needless
to say that their determination in experiments is a tremendous task.
With the above method, entanglement witnesses can not only be used for the de-
tection of entanglement, but also for its quantification. Any measured negative
expectation value of a witness turns into a nontrivial lower bound on entanglement
measures. Below, the the procedures for computing such bounds are described in
detail for the entanglement of formation [58] and the geometric measure of entan-
glement [101].
Note that the method also covers the case of incomplete tomography. For any finite
set of measured expectation values, it characterizes the best possible bound on any
convex entanglement measure consistent with these expectations.
5.2.1 Convex Roof Constructions
Many entanglement measures are defined by an extension process called convex roof
construction [58], which extends a function E defined for pure states, |ψ〉 7→ E(|ψ〉),
to a function for mixed states via
E(ρ) = inf
pi,|ψi〉
{∑
i
piE(|ψi〉)
∣∣∣∣∣0 ≤ pi ≤ 1,∑
i
pi = 1,
∑
i
pi|ψi〉〈ψi| = ρ
}
,
i. e., as infimum over all decompositions of ρ into extreme points of the convex state
space. The convex roof construction is the minimal convex extension of the function.
It is the largest convex underestimator of E on pure states, and the epigraph4 of the
convex roof is the convex hull of the epigraph of E. If the entanglement measure is
defined via a convex roof construction, the calculation of the Legendre transform Eˆ,
equation (5.7), can be simplified to a variational problem over pure states only,
Eˆ(W) = sup
ρ
{tr(ρW)− E(ρ)}
= sup
ρ
{
tr(ρW)− inf
pi,|ψi〉
∑
i
piE(|ψi〉)
}
= sup
pi,|ψi〉
{∑
i
pi
(
〈ψi|W|ψi〉 − E(|ψi〉)
)}
= sup
|ψ〉
{〈ψ|W|ψ〉 − E(|ψ〉)} .
(5.9)
4The epigraph of a function f , f(x) ∈ R, is the set above the graph of f ,
{(x, t) |x ∈ dom f, f(x) ≤ t}.
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Here we used the constraint ρ =
∑
i pi|ψi〉〈ψi| and the fact that the optimal value
is attained on an extreme point of the convex set of states, since the convex combi-
nations of terms in the sum cannot be larger than the largest term.
Note that the amount of entanglement does not change under local unitary oper-
ations. Consequently, if we look at vectors of the form |ψ〉 = (U1 ⊗ U2)|φ〉, with
unitary operators U1 and U2 for fixed |φ〉, then the optimization in (5.9) only in-
volves the maximization of the first term 〈ψ|W|ψ〉. For example, consider a witness
operator of the form W = α1− |χ〉〈χ|. In this case, we have to maximize
|〈χ|ψ〉|2 = |〈χ|(U1 ⊗ U2)φ〉|2.
The maximum is attained when both vectors |χ〉 and |ψ〉 have the same Schmidt
basis, and the Schmidt coefficients are ordered in the same way [100]. Therefore, the
Legendre transform (5.9) reduces to an optimization over Schmidt coefficients for
the given Schmidt basis of |χ〉. That is, we can reduce the set of states the supremum
is taken over. For example, if |χ〉 ∈ H ⊗H, dimH = d, we only need to optimize d
positive numbers instead of d2 complex coefficients that would be required for the
full state space.
5.2.2 Entanglement of Formation
Given the Hilbert space H⊗K, the entanglement of formation EF [58] is defined as
the convex roof of
EvN(|ψ〉) = S(trH(|ψ〉〈ψ|)) = S(trK(|ψ〉〈ψ|)),
where S(ρ) = − tr(ρ log2 ρ) is the von Neumann entropy and trH and trK are the
partial traces over the Hilbert spaces H and K, respectively. The entanglement of
formation can be interpreted as the least expected entanglement of any ensemble
of pure states realizing ρ, or equivalently, the minimal entanglement that must be
invested to realize the state in an experiment.
We will utilize the Gibb’s variational principle (see [102]) from statistical mechanics
for the computation of the variational problem (5.9) for the Legendre transform EˆF.
That is, we rewrite the entropy in terms of the Legendre transform of the free energy
F ,
S(ρ) = inf
H
{tr(ρH)− F (H)} = − tr(ρ log ρ). (5.10)
Here the infimum is taken over all hermitian operators H. In comparison to the
expression in statistical mechanics, we have set the Boltzmann constant and the
inverse temperature to one. However, we will use the natural logarithm as in sta-
tistical mechanics, so one has to accordingly scale the obtained bound at the end.
The free energy F is given by
F (H) = inf
ρ
{tr(ρH)− S(ρ)}, (5.11)
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where the infimum is taken over all states ρ. From statistical mechanics we known
that this infimum is attained at
ρ =
1
tr(e−H)
e−H .
Inserting the optimal ρ into (5.11) leads us to
F (H) = tr
(
1
tr(e−H)
e−HH
)
− S
(
1
tr(e−H)
e−H
)
= tr
(
1
tr(e−H)
e−HH
)
+ tr
(
1
tr(e−H)
e−H log
1
tr(e−H)
e−H
)
= − log (tr (e−H)) .
(5.12)
With this result, equation (5.10) can be written as
S(ρ) = − tr(ρ log ρ) = inf
H
{tr(ρH) + log(tr e−H)},
so we conclude that the infimum is attained for H = − log ρ.
Inserting the Legendre transform expression of the entropy (5.10) into equation (5.9)
for the Legendre transform EˆF we get
EˆF(W) = sup
|ψ〉
{
〈ψ|W|ψ〉 − inf
H
{tr(trK(|ψ〉〈ψ|)H)− F (H)}
}
= sup
|ψ〉
sup
H
{〈ψ|W|ψ〉 − tr(trK(|ψ〉〈ψ|)H) + F (H)}
= sup
|ψ〉
sup
H
{〈ψ|(W − (H ⊗ 1))|ψ〉+ F (H)} .
(5.13)
Thus, EˆF is a joint supremum over pure states |ψ〉 ∈ H⊗K and hermitian operators
H on B(H).
The main virtue of rewriting EˆF in this form is that when one of the variables of the
suprema is fixed, the supremum over the other variable can be calculated directly
without the use of a search algorithm. For fixed H, the optimal |ψ〉 in (5.13) is an
eigenvector for the largest eigenvalue of (W−(H⊗1). For fixed |ψ〉, the optimization
(5.13) is equivalent to
sup
H
{− tr((trK |ψ〉〈ψ|)H) + F (H)} = − inf
H
{tr((trK |ψ〉〈ψ|)H)− F (H)} , (5.14)
since the first term 〈ψ|W|ψ〉 in (5.13) is constant. So the optimal H of (5.14) is the
same as the optimal H for the Legendre transformation (5.10) with ρ = trK |ψ〉〈ψ|,
that is,
H = − log(trK |ψ〉〈ψ|).
And since the suprema in (5.13) commute, by alternating between them we mono-
tonically increase the obtained value for EˆF(W) in every step and get a convergence
to a local maximum.
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If the local maximum is indeed a global one, the value of EˆF(W) can be used in (5.8)
to obtain a lower bound on the entanglement of formation for the given measured
expectation values. However, as the algorithm itself does not guarantee to have
found a global optimum, the corresponding ε(~w) in (5.8) could overestimate the
entanglement of formation for the given experimental state. On the other hand, in
the example given in [4], the optimal value found was independent of the starting
point, giving strong support to the claim of having found the global optimum.
5.2.3 Geometric Measure of Entanglement
The geometric measure of entanglement EG is an entanglement monotone for mul-
tipartite systems [103, 104, 101]. For an n-partite system it is defined as the convex
roof of
EG(|ψ〉) = 1− sup
|φ〉=|ϕ1〉⊗···⊗|ϕn〉
|〈φ|ψ〉|2, (5.15)
that is, as one minus the maximal squared overlap with a fully separable state. Thus,
it can be interpreted as distance or angle to the nearest unentangled state. For pure
states, the geometric measure is a lower bound on the relative entropy and one can
derive from it an upper bound on the number of states which can be discriminated
perfectly by local operations and classical communication [105, 106].
Inserting the definition (5.15) into (5.9), the Legendre transform EˆG becomes
EˆG(W) = sup
|ψ〉
sup
|φ〉=|ϕ1〉⊗···⊗|ϕn〉
{〈ψ|(W + |φ〉〈φ|)|ψ〉 − 1} . (5.16)
As in the case of entanglement of formation, we have a supremum over two variables,
which we solve by alternately fixing one variable and optimizing the other. For a
fixed |φ〉, the supremum over |ψ〉 is attained if |ψ〉 is an eigenvector for the largest
eigenvalue of the operator (W + |φ〉〈φ|). For a fixed vector |ψ〉, the term 〈ψ|W|ψ〉
in (5.16) is fixed and we have to solve
sup
|φ〉=|ϕ1〉⊗···⊗|ϕn〉
|〈ψ|φ〉|2, (5.17)
where the supremum is taken over all separable states |φ〉. We do this optimization
for every tensor factor |ϕi〉 separately. Suppose we want to optimize the i-th tensor
factor |ϕi〉 while fixing the other tensor factors |ϕj 6=i〉. Then, we look at the Schmidt
decomposition of |ψ〉 with respect to the partition into the Hilbert spaces Hi and
H{1,...,n}\i. So let
|ψ〉 =
∑
α
λα|αi〉 ⊗ |α{1,...,n}\i〉
be the corresponding Schmidt decomposition after a proper reordering of tensor
factors. Then we have
|〈ψ|φ〉|2 = |
∑
α
λα〈αi|ϕi〉〈α{1,...,n}\i|ϕ{1,...,n}\i〉|2,
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where
|ϕ{1,...,n}\i〉 =
⊗
j∈{1,...,n}\i
|ϕj〉.
This is maximal, if the vectors are parallel. Therefore, the supremum (5.17) for fixed
|ϕj〉, j ∈ {1, . . . , n} \ i, is attained at
|ϕi〉 = N
∑
α
λα〈α{1,...,n}\i|ϕ{1,...,n}\i〉|αi〉,
where N denotes a normalization such that ‖ϕi‖ = 1. We do this optimization for
all |ϕi〉, i = 1, . . . , n, successively
Since the suprema commute, by alternating the optimizations for |ψ〉 and |ϕi〉, i =
1, . . . , n, we are monotonically increasing the obtained value for EˆG(W) arriving at
a local maximum. However, the same special note of warning as for the algorithm
for the entanglement of formation applies. If the final value for (|ψ〉, |φ〉) does not
belong to a global optimum, the optimization (5.8) suggests a lower bound on EG
that is too large. On the other hand, for witness operators of the form α1− |χ〉〈χ|,
the Legendre transform EˆG can be calculated analytically [4], so the lower bound
property of (5.8) is ensured.
5.3 Conclusion
We developed a method that, based on given expectation values, provides a lower
bound for a functional on states, if the Legendre transform of that functional is
known. If the functional is convex and has compact sublevel sets, then the lower
bound is optimal in the sense that it is the minimal value of the functional for all
states that are compatible with the given expectation values. The method allows
to estimate the amount of entanglement of a state using standard witness measure-
ments, without requiring any additional experimental effort. This is interesting, as
it means that the method can also be applied to past experiments, where witness
measurements were merely used to detect entanglement qualitatively. The method
is also well suited to provide bounds in the case of incomplete tomography. For
the entanglement of formation and the geometric measure of entanglement, we have
given numerical algorithms to compute the Legendre transformation.
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Chapter 6
The Meaner King
A
ship-wrecked physicist gets stranded on a far-away island that is ruled by a
mean king who loves cats and hates physicists since the day when he first
heard what happened to Schro¨dinger’s cat. A similar fate is awaiting the
stranded physicist. Yet, mean as he is, the king enjoys defeating physicists on their
own turf, and therefore he maliciously offers an apparently virtual chance of rescue.
He takes the physicist to the royal laboratory, a splendid place where experiments of
any kind can be performed perfectly. There the king invites the physicist to prepare
a certain silver atom in any state she likes. The king’s men will then measure one
of the three Cartesian spin components of this atom — they’ll either measure σx,
σy, or σz without, however, telling the physicist which one of these measurements
is actually done. Then it is again the physicist’s turn, and she can perform any
experiment of her choosing. Only after she’s finished with it, the king will tell her
which spin component had been measured by his men. To save her neck, the physicist
must then state correctly the measurement result that the king’s men had obtained.
Much to the king’s frustration, the physicist rises to the challenge — and not just
by sheer luck: She gets the right answer any time the whole procedure is repeated.
How does she do it?
— The King’s Problem [26]
The above tale, known as the mean king problem, describes the basic quantum
mechanical retrodiction problem to use an entangled copy of a quantum system
to reconstruct the values of measurements, which can no longer be obtained from
the system itself (see Figure 6.1). In the above form, the problem was solved by
Vaidman, Aharonov, and Albert [30]. The solution relies on the fact that the three
Pauli bases the king’s men are allowed to measure have the special property of being
mutually unbiased.
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6.0.1 Definition (Mutually Unbiased Bases). A number of k orthonormal bases
{Φa(i)}, a = 1, . . . , k, on a given Hilbert space H with dimension d are mutually
unbiased, if
|〈Φa(i)|Φb(j)〉|2 = 1
d
for all a 6= b. Here, Φa(i) is the i-th vector of the a-th basis.
Mutually unbiasedness ensures that Alice’s measurement result is totally useless for
her final guess, if Alice is making her measurement in one of the king’s bases, but
didn’t choose the same basis as the king’s men. This even holds if the game is played
many times and she is allowed to collect statistical data. Therefore, mutually unbi-
ased bases seem to be a particular mean choice for the king and the generalization
of the problem is usually done in the following way (see Ref. [28] for variations of
the problem):
6.0.2 Problem (Mean King). Alice is supposed to retrodict the outcome of a von
Neumann measurement of a basis that is randomly chosen by the king’s men from
a set of known mutually unbiased orthonormal bases {Φa(i)}. Here Φa(i) ∈ H is
the i-th vector of the a-th basis, i = 1, . . . , d = dimH, a = 1, . . . , k. To do so, Alice
prepares a quantum state ρ ∈ B(H⊗K). She sends the first part of the state to the
king’s men. The king’s men randomly choose a basis a and make a von Neumann
measurement in that basis, but keep their result i secret. The quantum system is
returned to Alice and she is allowed to do a final measurement {Fx} on it. After
that, the quantum system is discarded. She is told the choice a of the king’s men.
Based on her result x and the basis a, Alice guesses the result that the king’s men
obtained with her estimation function s(a, x). She dies a cruel death, if s(a, x) 6= i.
(See Figure 6.1.)
Let k be the number of bases of H with dimH = d. Then mutually unbiased bases
are known to exist for k ≤ d + 1 if d is the power of a prime [107]. For other
dimensions, the existence of k = d + 1 mutually unbiased bases is still an open
problem [108]. Nevertheless, if the king’s men’s choice is between mutually unbiased
bases, there is always a solution to the retrodiction problem, where Alice obtains
the result of the king’s men’s measurement with certainty [26, 109, 110, 27, 29]. An
experimental realization was done by Schulz et al. [111].
6.1 The Meaner King Problem
As there always exists a solution for Alice, choosing between unbiased bases is not
unkind at all. On the contrary, as we demand from Alice’s solution that she is
right in every single run, statistical correlations between the bases do not affect the
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King’s men
Alice
ρ
a
Φa(i)
Fx s
c
Figure 6.1: The mean king problem protocol: Alice prepares a quantum state ρ;
The king’s men choose a basis a among several choices and make a von Neumann
measurement in that basis {Φa(i)}; Alice is allowed to do a final measurement Fx
afterwards; After that, she is told the king’s men basis choice a; She has to guess
the measurement result of the king’s men (function s); Alice guess x and the king’s
measurement result i are compared (function c) and Alice dies a cruel death if they
don’t match (not depicted).
difficulty of the problem. We therefore drop the assumption of unbiasedness of the
bases: The king chooses between any choice of finitely many bases.
6.1.1 Problem (Meaner King). Alice is supposed to retrodict the outcome of a
von Neumann measurement of a basis of the Hilbert space H, dimH = d, that is
randomly chosen by the king’s men from a known and finite set of k bases. Otherwise,
the procedure is the same as in problem 6.0.2 (see Figure 6.1).
Not very much has been done in the case without the assumption of mutually unbi-
asedness. Some special cases have been discussed in [112, 113, 29, 114].
With his choice {|Φa(i)〉} for the bases, the king determines how many operators he
is able to distinguish with his measurements. This quantity is given by the dimension
of the space
R = spanR {|Φa(i)〉〈Φa(i)| |i = 1, . . . d, a = 1, . . . , k} , (6.1)
the space of hermitian operators spanned by the projectors given by the bases.
6.1.2 Lemma. The space R is at most (k(d− 1) + 1)-dimensional.
Proof. Since
∑
i |Φa(i)〉〈Φa(i)| = 1, we have one dimension shared by all bases and
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therefore at most (d − 1) new dimensions for every additional basis. In summary
this gives at most (k(d− 1) + 1) dimensions for the space R. 
We will identify two important situations: Firstly, the case where there are no
degeneracies and the dimension of R is indeed (k(d− 1) + 1), i. e., maximal in the
sense of Lemma 6.1.2. Secondly, the case where R is the space of all hermitian
operators on the given Hilbert space, i. e., the dimension is maximal, dimR = d2.
6.1.3 Definition (Non-Degenerate). A set of bases {|Φa(i)〉} is non-degenerate, if
the space spanned by the operators |Φa(i)〉〈Φa(i)| is (k(d− 1) + 1)-dimensional.
6.1.4 Definition (Tomographically Complete). A set of bases is tomographically
complete, if the operators |Φa(i)〉〈Φa(i)| span the whole space of hermitian operators
on H. Here |Φa(i)〉 ∈ H is the i-th vector of the a-th basis.
Restricting the king to non-degenerate bases includes the case of mutually unbiased
bases but prevents degeneracies and complex dependencies, as we will see later.
6.1.5 Lemma. Mutually unbiased bases are non-degenerate.
Proof. Let {|Φa(i)〉}, i = 1, . . . d, a = 1, . . . , k be a set of k mutually unbiased bases,
i. e.,
|〈Φa(i)|Φb(j)〉|2 = (1− δab)1
d
+ δabδij . (6.2)
The dimension of the real linear span of the projectors |Φa(i)〉〈Φa(i)| is given by the
rank of the matrix
Mai,bj := 〈|Φa(i)〉〈Φa(i)|||Φb(j)〉〈Φb(j)|〉HS = |〈Φa(i)|Φb(j)〉|2 = (1− δab)1
d
+ δabδij ,
where 〈A|B〉HS = tr(A∗B) is the Hilbert Schmidt scalar product. The last equality
is due to the condition (6.2). With the ordering
(a, i) = (1, 1), . . . , (1, d), (2, 1), . . . ,
we have that δab corresponds to an operator 1k ⊗Ed, where Ed is the d× d-matrix
with all matrix elements equal to 1. From this it follows that
M =
1
d
(Ekd − 1⊗ Ed) + 1 = 1
d
(Ek − 1)⊗ Ed + 1.
As the matrix (Ek − 1) has the simple eigenvalue (k − 1) and the (k − 1)-fold
eigenvalue −1, the matrix M has the eigenvalues:
1 + (k − 1) simple,
1 +−1 = 0 (k − 1)-fold,
1 k(d− 1)-fold.
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Thus, the rank of M or equivalently the dimension of the real linear span of projec-
tors |Φa(i)〉〈Φa(i)| is k(d− 1) + 1. In particular k = d+ 1 mutually unbiased bases
are therefore tomographically complete. 
The following lemma reveals why the case k = d+ 1 is of particular interest.
6.1.6 Lemma. Let H be a Hilbert space, dimH = d, and S be a set of tomographi-
cally complete bases, |S| = k, with vectors |Φa(i)〉, i = 1, . . . , d, a = 1, . . . , k. Then
we have k ≥ d+ 1.
Proof. For every basis a we have that
∑d
i=1 |Φa(i)〉〈Φa(i)| = 1. Hence, every basis
leads to at most (d− 1) independent projectors and, together with the identity, the
bases span an at most (k(d − 1) + 1)-dimensional space. To be tomographically
complete we require that
k(d− 1) + 1 ≥ d2.
Therefore we need k ≥ (d+ 1). 
So in the case k = d+1, we can compare solutions for mutually unbiased bases with
solutions for tomographically complete bases.
6.2 Strategies and Marginals of Joint Distributions
In order to survive, Alice has to choose her initial state ρ, her measurements Fx and
her estimation function s such that (see Figure 6.1)
tr
[
ρ(|Φa(i)〉〈Φa(i)| ⊗ 1)Fx(|Φa(i)〉〈Φa(i)| ⊗ 1)
]
=
{
λix if i = s(x, a),
0 otherwise.
(6.3)
Here, λix ≥ 0 such that
∑
i
∑
x λix = 1. That is, Alice guess is never wrong and the
total probability of getting a result given the combination of measurements {Φa(i)}
and {Fx} is one. To simplify the notation, we take the measurement result x to be
itself the mapping x: a 7→ i. Then equation (6.3) becomes
tr
[
ρ(|Φa(i)〉〈Φa(i)| ⊗ 1)Fx(|Φa(i)〉〈Φa(i)| ⊗ 1)
]
= λixδi,x(a). (6.4)
As there are k possible choices for the basis and d different measurement results,
the number of possible estimation functions or equivalently the number of different
outcomes |X|, X = {x: {1, . . . , k} → {1, . . . , d}}, is |X| = dk. We will call Alice
choice of initial state ρ and measurement {Fx} a strategy if they satisfy (6.4) for the
given bases {Φa(i)}.
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Intuitively, Alice will try to keep a system that is maximally correlated with the
system she gave to the king. This suggests that a maximally entangled state is the
optimal choice for an initial state.
First, note that Alice can always choose a pure state as initial state, even if we do
not pose any constraint on the king’s bases.
6.2.1 Lemma. If Alice found a solution for equation (6.4) with initial state ρ, then
there exists a solution with a pure initial state.
Proof. Assume that ρ is a solution of (6.4). Let ρ =
∑
j λj |ej〉〈ej |, λj > 0, be a
decomposition of ρ into normalized pure states |ej〉. Since λj > 0 we have
〈ej |(|Φa(i)〉〈Φa(i)| ⊗ 1)Fx(|Φa(i)〉〈Φa(i)| ⊗ 1)|ej〉 = 0
for all i 6= x(a) and all j. Also, as 0 < λj ≤ 1,
∑
j λj = 1, and
(|Φa(i)〉〈Φa(i)| ⊗ 1)Fx(|Φa(i)〉〈Φa(i)| ⊗ 1) ≤ 1,
we have
〈ej |(|Φa(i)〉〈Φa(i)| ⊗ 1)Fx(|Φa(i)〉〈Φa(i)| ⊗ 1)|ej〉 = 1
for all i = x(a) and all j. Hence ρ = |e1〉〈e1| is a solution to (6.4) with an initial
pure state. 
Suppose Alice has found a solution to (6.4) and the corresponding pure initial state
of Lemma 6.2.1 is |Ψ〉 ∈ H ⊗ K, dimH = d, dimK = D. Let |Ω〉 = 1/√d∑i |ii〉
be the maximally entangled state on H⊗H . Due to the Schmidt decomposition of
|Ψ〉, |Ψ〉 = ∑j λj |j〉H|j〉K, we can already assume that dimK = dimH. However,
we write |Ψ〉 as
|Ψ〉 = (1⊗ S)|Ω〉 = 1√
d
D∑
i=1
d∑
j=1
d∑
k=1
(1⊗ |i〉〈j|)Sij |k〉|k〉 =
D∑
i=1
d∑
j=1
Sij√
d
|j〉|i〉,
with an operator S:H → K. As (1⊗ S) commutes with the king’s men’s measure-
ment and with |Φˆa(i)〉 ∈ H ⊗H defined as
|Φˆa(i)〉 : = (|Φa(i)〉〈Φa(i)| ⊗ 1)|Ω〉
=
1√
d
∑
α
〈Φa(i)|α〉|Φa(i)〉|α〉 = 1√
d
|Φa(i)〉|Φa(i)〉, (6.5)
condition (6.4) becomes
〈Φˆa(i)|(1⊗ S)∗Fx(1⊗ S)|Φˆa(i)〉 = λixδi,x(a). (6.6)
Alice strategy would stay the same if she uses a maximally entangled state initially
and if she could measure
Fˆx = (1⊗ S∗)Fx(1⊗ S) (6.7)
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instead of Fx. Clearly Fˆx are positive as Fx are positive. It remains to show that∑
x Fˆx = 1 in order to be a valid measurement. In this case, Alice could start her
strategy with a maximally entangled state.
Now we look at the structure of Alice strategy. Again, assume Alice has a strategy
and let |ηx〉 be a vector in the support of the operator Fˆx. From (6.6) it follows that
〈Φˆa(i)||ηx〉〈ηx||Φˆa(i)〉 = 0
whenever i 6= x(a), and hence we have
〈Φˆa(i)|ηx〉 = 0 if i 6= x(a). (6.8)
Definition (6.5) implies that
∑
i |Φˆa(i)〉 = |Ω〉. Therefore, we get
〈Φˆa(i)|ηx〉 = 〈Φˆa(i)|ηx〉+
∑
j 6=x(a)
〈Φˆa(j)|ηx〉 = 〈Ω|ηx〉δi,x(a). (6.9)
To determine how many of such vectors |ηx〉 Alice can find, we look at the space R
defined in (6.1), or equivalently at the space
Rˆ := spanR{|Φˆa(i)〉}
by the identification (6.5). If Alice can’t find any vector satisfying (6.9) with
〈Ω|ηx〉 6= 0, then all solutions of that equation are in the orthogonal complement
Rˆ⊥ of Rˆ. This implies that the value x can never occur as a result of Alice’s mea-
surement. Thus, Alice strategy has to rely on the cases where such solutions exist.
In the following, we divide such a solution by 〈Ω|ηx〉 to have
〈Φˆa(i)|ηx〉 = δi,x(a). (6.10)
Equation (6.10) is a linear system of equations with complex entries. If we restrict
|ηx〉 to be a vector in RˆC := spanC{|Φˆa(i)〉}, the solution is uniquely determined,
since all scalar products with vectors from this space are fixed. Furthermore, we
then have |ηx〉 ∈ Rˆ, as all scalar products are real. This can immediately be seen
if we write |ηx〉 ∈ RˆC as |ηx〉 = |αx〉 + i|βx〉 with |αx〉, |βx〉 ∈ Rˆ. Consequently,
whenever a non-zero solution exists for some x ∈ X, we can pick a unique solution
ηx, determined by the conditions
ηx ∈ Rˆ, 〈Φˆa(i)|ηx〉 = δi,x(a). (6.11)
Remember that vectors in Rˆ correspond to hermitian operators. Expressed in the
standard basis we have
√
d
∑
α,β
|α〉〈β|〈αβ|ηx〉 =
√d∑
α,β
|α〉〈β|〈αβ|ηx〉
∗
=
√
d
∑
α,β
|β〉〈α|〈αβ|ηx〉 =
√
d
∑
α,β
|β〉〈α|〈βα|ηx〉
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and hence
〈αβ|ηx〉 = 〈βα|ηx〉. (6.12)
It follows from the above that the measurement of an effect proportional to |ηx〉〈ηx|
would have the result “true” only if i = x(a), and “false” otherwise.
6.2.2 Proposition. If Alice can find any vector |ηx〉 satisfying (6.11), then a
measurement {λ|ηx〉〈ηx|,1 − λ|ηx〉〈ηx|}, λ = 1/‖ηx‖2, would be a strategy for an
unambiguous retrodiction problem, where she is allowed to pass (measurement of
1− λ|ηx〉〈ηx|), but has to be absolutely sure of her guess otherwise (measurement of
λ|ηx〉〈ηx|).
That Alice has to be right with her guess in every run, and in particular independent
of the king’s result i, therefore imposes a non-trivial constraint: Alice has to find
λx ≥ 0 and ηx satisfying (6.11), such that
∑
x λx|ηx〉〈ηx| = 1.
We will now show that strategies for Alice are related to probability distributions
over X.
6.2.3 Definition (Classical Model). A set of k bases {|Φa(i)〉} admits a classi-
cal model, if there exists a joint distribution p of k variables li ∈ {1, . . . , d} with
probability mass function p(l1, . . . , lk), such that the marginals
pab(i, j) :=
d∑
l1,...,lk=1
δla,iδlb,j p(l1, . . . , lk)
are given by
pab(i, j) =
1
d
|〈Φa(i)|Φb(j)〉|2. (6.13)
6.2.4 Theorem. Let {|Φa(i)〉} be a collection of k orthonormal bases in a d-
dimensional Hilbert space. Then we have:
1. If the bases are non-degenerate and admit a classical model, then there exists
a strategy for Alice that solves the meaner king problem and Alice can use a
maximally entangled state initially.
2. If the set of bases is tomographically complete and Alice has a strategy that
solves the meaner king problem, then the king’s bases admit a classical model
and if Alice’s strategy begins with a pure state, this state is maximally entan-
gled.
In particular we have k ≤ (d + 1) in the first case and k ≥ (d + 1) in the second
case. Note that the existence of a classical model does only depend on the absolute
value of the scalar products (6.13) and not on their phases. That is, only part of
the available information about the bases is actually required for the theorem.
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Proof of Theorem 6.2.4. Due to Lemma 6.2.1, we will only consider strategies with
pure initial states.
The first part of the theorem states sufficient conditions for the existence of a strategy
for Alice. Suppose that the bases are non-degenerate and that a classical model
exists. For each x, condition (6.11) is a linear system of equations for |ηx〉. As∑
i |Φˆa(i)〉 = |Ω〉 for every basis, we only take the first (d − 1) equations (6.11) for
each a. Together with the normalization condition 〈Ω|ηx〉 = 1, we have a system of
k(d−1)+1 equations. Non-degeneracy of the bases guarantees that these equations
are non-singular, and therefore one can find a vector |ηx〉 for every x. Thus we have
〈Φˆa(i)|
∑
x
p(x)|ηx〉〈ηx||Φˆb(j)〉 =
∑
x
p(x)δi,x(a)δj,x(b)
=
1
d
|〈Φa(i)|Φb(j)〉|2 = 〈Φˆa(i)|Φˆb(j)〉,
(6.14)
where we used that fact that p is a classical model in the second equation. This
amounts to ∑
x
p(x)|ηx〉〈ηx| = 1R^. (6.15)
Furthermore, we can add to each operator Γx = p(x)|ηx〉〈ηx| an operator Γ⊥x ≥ 0
from the complement of Rˆ, such that ∑x(Γx + Γ⊥x ) = 1 ⊗ S∗S for some S with
‖(1 ⊗ S)|Ω〉‖ = 1. This provides a valid strategy for Alice, since the operators Γ⊥x
have no influence on the measured expectation values. In particular, we can choose
S = 1, i. e.,
∑
x Γ
⊥
x is the projection onto Rˆ⊥, which means that Alice can use a
maximally entangled state initially.
Now, we want to prove the second part of the theorem, i. e., show the necessary con-
ditions for the existence of a strategy in the case that the bases are tomographically
complete. Suppose Alice has a strategy and the bases are tomographically complete.
As the bases are tomographically complete, we have Rˆ⊥ = {0}. Therefore, Alice
strategy has to consist of vectors according to (6.11) with scalar factors p(x) ≥ 0,
Fˆx = p(x)|ηx〉〈ηx|.
Note that we can set p(x) = 0 for any x for which (6.11) has no non-zero solution to
have dom p = X. Since p(x) ≥ 0, we have Fˆx ≥ 0. If we expand |ηx〉 in the standard
basis,
|ηx〉 =
∑
α,β
〈αβ|ηx〉|αβ〉,
the overall normalization condition becomes
(1⊗ S∗S) =
∑
x
Fˆx =
∑
x
p(x)|ηx〉〈ηx|
=
∑
α,β
∑
γ,δ
∑
x
p(x)〈αβ|ηx〉|αβ〉〈γδ|〈γδ|ηx〉.
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Using (6.12) and since the first tensor factor is unity, we know that∑
x
p(x)〈αβ|ηx〉〈δγ|ηx〉 = δαγuβδ
=
∑
x
p(x)〈βα|ηx〉〈γδ|ηx〉 = δβδuαγ ,
for some uβδ ∈ C. Furthermore, since S∗S ≥ 0, we know that uβδ ≥ 0. In particular,
if we set γ = α we get uβδ = δβδuαα independently of α. Since 1 = ‖Ψ‖2 =
〈Ω|1⊗ S∗S|Ω〉 = uαα, we conclude that uαα = 1. Thus we have∑
x
p(x)〈αβ|ηx〉〈δγ|ηx〉 = δαγδβδ,
which amounts to S∗S = 1: in the tomographically complete case, the initial state
of Alice must be maximally entangled.
Now consider the scalar product of
∑
x Fˆx with |Ω〉,
1 = 〈Ω|Ω〉 = 〈Ω|
∑
x
Fˆx|Ω〉 =
∑
x
p(x)|〈Ω|ηx〉|2 =
∑
x
p(x),
where we used (6.11) and S∗S = 1. Since we already know that p(x) ≥ 0, we obtain
that p is a probability distribution over X. On the other hand, if we take scalar
products with Φˆa(i) as defined in (6.5) and use (6.11), we get
1
d
|〈Φa(i)|Φb(j)〉|2 = 〈Φˆa(i)|Φˆb(j)〉
= 〈Φˆa(i)|
∑
x
p(x)|ηx〉〈ηx||Φˆb(j)〉 =
∑
x
p(x)δi,x(a)δj,x(b).
Hence the king’s bases admit the classical model p according to Definition 6.2.3. 
6.2.5 Corollary. Let {|Φb(i)〉} be a set of k mutually unbiased bases in a d-dimensional
Hilbert space, then Alice can find a strategy for the mean king problem 6.0.2.
Proof. We have already seen in Lemma 6.1.5 that mutually unbiased bases are non-
degenerate. Furthermore, the marginals are given by
pab(i, j) =
1
d
|〈Φa(i)|Φb(j)〉|2 = δabδij 1
d
+ (1− δab) 1
d2
, (6.16)
where we used the mutually unbiasedness condition in the second equality. These
are exactly the marginals of k statistical independent uniformly distributed random
variables. Thus, a safe strategy for Alice exists according to Theorem 6.2.4. 
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6.3 Finding a Strategy for Alice
Given the bases of the king, we want to determine whether we can find a strategy
for Alice. We will assume that the given bases are non-degenerate unless stated
otherwise, that is, we are considering the meaner king problem as described in
Figure 6.2. According to Theorem 6.2.4, a strategy for Alice exists, if we can find a
joint probability p with the marginals
pab(i, j) =
1
d
|〈Φa(i)|Φb(j)〉|2, (6.17)
for a, b = 1, . . . , k and i, j = 1, . . . , d. Observe that for any pair (a, b) of bases, the
values pab(i, j) are the joint probabilities of a pair of d-valued, uniformly distributed
random variables:∑
i
pab(i, j) =
1
d
〈Φb(j)|
∑
i
|Φa(i)〉〈Φa(i)||Φb(j)〉 = 1
d
=
1
d
〈Φa(i)|
∑
j
|Φb(j)〉〈Φb(j)||Φa(i)〉 =
∑
j
pab(i, j)
(6.18)
and ∑
i
∑
j
pab(i, j) =
d∑
i=1
1
d
= 1. (6.19)
An particularly interesting case is the setting d = 6 and k = 7, as it is still an open
problem, whether mutually unbiased bases exist in this case.
6.3.1 Qubit case
The simplest non-trivial case is d = 2 and k = 3. One choice for non-degenerate
bases would be the eigenvectors of the three Pauli matrices, as they are mutually
unbiased. In general, a basis in d = 2 is given by the two intersecting points of a
line through the origin of the Bloch sphere with the sphere’s hull. Three qubit bases
are non-degenerate (and hence tomographically complete), if these lines do not lie
in a plane. For special choices of these bases, the problem has been discussed by
Ben-Menahem [113].
6.3.1.1 Possible Situations
In the qubit case, the marginals (6.17) are determined by three parameters p12, p13, p23 ∈
[0, 1],
p12 := p12(1, 1), p13 := p13(1, 1), p23 := p23(1, 1). (6.20)
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King’s men
Alice
Ω
a
Φa(i)
Fx
c
Figure 6.2: The meaner king problem in the non-degenerate case: The king’s men
choose between k non-degenerate bases {Φa(i)}, i = 1, . . . , d. They make a von
Neumann measurement on their part of the maximally entangled state Ω but keep
their result i secret. Afterwards, Alice does a measurement Fx on both systems
and sends her estimation function x: a 7→ i to the king. The results are compared
(function c) and Alice dies a cruel death if x(a) 6= i.
All other marginals follow from the equations (6.18) and (6.19):
pab(2, 1) =
1
2
− pab(1, 1), pab(1, 2) = 12 − pab(1, 1), (6.21)
pab(2, 2) = 1− pab(1, 1)− pab(2, 1)− pab(1, 2) = pab(1, 1), (6.22)
where (a, b) = (1, 2), (1, 3), (2, 3).
These parameters are not independent. Suppose p12 and p13 are given, then we have
p23 =
1
2
|〈Φ2(1)|Φ3(1)〉|2.
We expand |Φ2(1)〉 in the basis |Φ1(i)〉 using the equations (6.17) and (6.21) and
obtain:
|Φ2(1)〉 =
2∑
j=1
〈Φ1(j)|Φ2(1)〉|Φ1(j)〉
= 〈Φ1(1)|Φ2(1)〉|Φ1(1)〉+ 〈Φ1(2)|Φ2(1)〉|Φ1(2)〉
= eiα
√
2 p12|Φ1(1)〉+ eiβ
√
1− 2 p12|Φ1(2)〉,
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Figure 6.3: Possible range of marginals (p12, p13, p23) for the qubit case of the meaner
king problem. The range of triples admitting a classical model and therefore a
successful retrodiction strategy for Alice is described as tetrahedron inside this body.
for some phases α, β ∈ R. Then, p23 reads
2 p23 = |e−iα
√
2 p12〈Φ1(1)|Φ3(1)〉+ e−iβ
√
1− 2 p12〈Φ1(2)|Φ3(1)〉|2
= |eiγ
√
2 p122 p13 + eiϑ
√
(1− 2 p12)(1− 2 p13)|2
= |
√
2 p122 p13 + eiϕ
√
(1− 2 p12)(1− 2 p13)|2
= 2 p12d p13 + (1− 2 p12)(1− 2 p13)
+ 2 cos(ϕ)
√
2 p122 p13(1− 2 p12)(1− 2 p13),
for some phases γ, ϑ, ϕ ∈ R. Thus, the value of p23 is bracketed by the cases
cos(ϕ) = ±1 as shown in Figure 6.3.
6.3.1.2 Situations with a Solution
We will now show that the marginals admitting a classical model correspond to a
tetrahedron inside the baggy tetrahedron in Figure 6.3. To this end, we consider the
original Bell setting [20]. The outcome of the measurement of basis a corresponds
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to a random variable xa with the values {1, 2}. Let x = (x1, x2, x3) be the vector of
random variables for the three bases. We assign a sign to the value xa by
σa(x) :=
{
+1 if xa = 1,
−1 if xa = 2.
(6.23)
That is, σa(x) is +1, if the outcome of the random variable for the a-th basis is 1
and −1 otherwise. As in Bell’s setting, we define the correlation coefficient to be
Cab :=
2∑
x1=1
2∑
x2=1
2∑
x3=1
p(x)σa(x)σb(x). (6.24)
Here p(x) is the probability mass function of a classical probability distribution
and a and b are the indices of the random variables. For given marginals pab(i, j),
equation (6.24) becomes
Cab :=
2∑
xa=1
2∑
xb=1
pab(xa, xb)σ(xa)σ(xb), (6.25)
where σ is defined analogously to (6.23). If we look at the difference between two
correlation coefficients, we get
Cab − Cac =
∑
x
p(x)(σa(x)σb(x)− σa(x)σc(x))
=
∑
x
p(x)σa(x)σb(x) (1− σb(x)σc(x)) .
Here we used the fact that σb(x)2 = 1 in the second equation. Furthermore,
(
1 −
σb(x)σc(x)
) ≥ 0, so we can conclude that
Cab − Cac ≤
∑
x
p(x) (1− σb(x)σc(x)) = 1− Cbc. (6.26)
Together with the inequalities that follow from the substitutions σa(x) → −σa(x),
σb(x)→ −σb(x), and σc(x)→ −σc(x), we obtain the four Bell inequalities
Cab − Cac + Cbc ≤ 1 original eq. (6.26), (6.27)
−Cab + Cac + Cbc ≤ 1 with σa(x)→ −σa(x), (6.28)
−Cab − Cac − Cbc ≤ 1 with σb(x)→ −σb(x), (6.29)
Cab + Cac − Cbc ≤ 1 with σc(x)→ −σc(x). (6.30)
We now express the correlations Cab in terms of the parameters pab defined in (6.20).
From equation (6.25), we get
Cab = pabσ(1)2 + 2
(
1
2
− pab
)
σ(1)σ(2) + pabσ(2)2 = 4pab − 1,
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Figure 6.4: Possible range of marginals (p12, p13, p23) admitting a classical model.
This tetrahedron is described by the inequalities (6.31) and lies inside the baggy
tetrahedron depicted in Figure 6.3. The black line shows the marginals (6.34) of the
parametrized bases (6.33) for the range (6.35) of the parameter θ.
where we used (6.21) and (6.22). With the choice of parameters p = 2p12, q = 2p13
and r = 2p23, the inequalities (6.27), (6.28), (6.29), and (6.30) describe the four
sides of a tetrahedron inside the baggy tetrahedron in Figure 6.3,
eq. (6.27)⇔ (2p− 1)− (2q − 1) + (2r − 1) ≤ 1⇔ p− q + r ≤ 1,
eq. (6.28)⇔ −(2p− 1) + (2q − 1) + (2r − 1) ≤ 1⇔ −p+ q + r ≤ 1,
eq. (6.29)⇔ −(2p− 1)− (2q − 1)− (2r − 1) ≤ 1⇔ p+ q + r ≥ 1,
eq. (6.30)⇔ (2p− 1) + (2q − 1)− (2r − 1) ≤ 1⇔ p+ q − r ≤ 1.
(6.31)
This tetrahedron is depicted in Figure 6.4. Hence, a classical model for given
marginals only exists, if these marginals correspond to a point inside that tetra-
hedron. Therefore, even in the qubit-case, there are quantum mechanical values of
pab(i, j) that do not correspond to a classical model. These values correspond to the
bulge regions in Figure 6.3. As a consequence, if the king can choose tomographi-
cally complete bases with marginals outside the classical tetrahedron, Alice cannot
solve the retrodiction problem with certainty, according to Theorem 6.2.4.
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6.3.1.3 A Mean Choice
We will now give an example of such a choice of bases, where Alice cannot find a
strategy to retrodict the king’s outcome with certainty. To this end, we parametrize
the pure states with angles θ and ϕ as shown in Figure 6.5,
|Ψ(θ, ϕ)〉 = cos θ
2
|0〉+ eiϕ sin θ
2
|1〉, (6.32)
where |0〉 and |1〉 are the eigenstates of the σz Pauli operator for the positive and
negative eigenvalue, respectively. For a given angle θ, we choose the vectors of the
three bases to be
{Ψ1(1),Ψ1(2)} = {|Ψ(θ, 0)〉, |Ψ(θ + pi, 0)〉},
{Ψ2(1),Ψ2(2)} = {|Ψ(θ, 2pi3 )〉, |Ψ(θ + pi,
2pi
3
)〉},
{Ψ3(1),Ψ3(2)} = {|Ψ(θ, 4pi3 )〉, |Ψ(θ + pi,
4pi
3
)〉}.
(6.33)
Clearly, as cos(α + pi/2) = − sin(α) and sin(α + pi/2) = cos(α), these are three
orthogonal bases. Furthermore, for 0 < θ < pi/2, the Bloch vectors of these bases
do not lie in a plane and the bases are therefore tomographically complete.
By construction of the bases (6.33), all parameters p12, p13, and p23 are equal. This
can be seen in Figure 6.5, but also through direct calculation: Given the vectors
|Ψa(1)〉 = |Ψ(θ, ϕ)〉 and |Ψb(1)〉 = |Ψ(θ, ω)〉, the corresponding marginal pab(1, 1) is
given by
pab(1, 1) =
1
2
|〈Ψ(θ, ϕ)|Ψ(θ, ω)〉|2
=
1
2
∣∣∣∣∣cos
(
θ
2
)2
+ ei(ω−ϕ) sin
(
θ
2
)2∣∣∣∣∣
2
=
1
2
(
cos
(
θ
2
)4
+ sin
(
θ
2
)4
+ 2 cos
(
θ
2
)2
sin
(
θ
2
)2
cos(ω − ϕ)
)
=
1
2
(
1 +
sin(θ)2
2
(cos(ω − ϕ)− 1))
)
.
For p12 and p23 we have (ω − ϕ) = 2pi/3 and for p13 we have (ω − ϕ) = 4pi/3. But
since cos 2pi/3 = cos 4pi/3 = −1/2, all values are equal to
p12 = p13 = p23 =
1
2
(
1− 3
4
sin(θ)2
)
=
1
16
(3 cos(2θ) + 5) . (6.34)
Consequently, the values of (6.34) lie between 1/2 for θ = 0 and 1/8 for θ = pi/2.
In the Figures 6.3 and 6.4, this corresponds to the diagonal line segment from p12 =
p13 = p23 = 1/2 to p12 = p13 = p23 = 1/8. The line segment intersects the face
p12 + p13 + p23 ≥ 1/2 of the tetrahedron (6.31) at θ = 1/2 arccos(−7/9).
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|0〉
|1〉
x
y
z
|Ψ〉
θ
ϕ
Figure 6.5: Bloch sphere representations of the choice of the first basis vector for
the three bases. The vectors have the same angle θ and the angles ϕ = 0, ϕ = 2pi/3
and ϕ = 4pi/3.
Thus, for
1
2
arccos
(
−7
9
)
< θ <
pi
2
, (6.35)
the bases (6.33) are tomographically complete and do not admit a classical model.
Therefore, Theorem 6.2.4 tells us that Alice cannot find a strategy for the meaner
king problem 6.1.1 that guarantees her to successfully retrodict the king’s outcome
in every case. This shows that, even in the qubit case, the situation is dramatically
different to the mean king problem with mutually unbiased bases (Problem 6.0.2),
where Alice can always find a successful strategy.
6.3.1.4 A Random Choice for the King’s Bases
We are now going to answer what Alice chance is to find a strategy, if the king
chooses his bases randomly according to the Haar measure. The basis vectors of
an orthonormal bases can be seen as the columns of a unitary matrix, so the king’s
qubit bases are elements of the unitary group U(2). The Haar measure is the unique
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measure µ, µ(U(2)) = 1, that is left-translational invariant in that group, µ(Γ) =
µ({Ug |g ∈ Γ}) for all U ∈ U(2), and Γ in the Borel subsets of U(2). This means that
the probability for the bases are the same, independently of an additional rotation
of the Bloch sphere.
As we are aware of the region of triples (p12, p13, p23) for which a classical model
and hence a strategy for Alice exist, we have to compute the probability that this
triple is outside the tetrahedron (6.31) delimiting this region. First, let us compute
the probability to be outside the face p12 + p13 + p23 ≥ 1/2, i. e., the probability for
2(p12+p13+p23) = |〈Φ1(1)|Φ2(1)〉|2+|〈Φ1(1)|Φ3(1)〉|2+|〈Φ2(1)|Φ3(1)〉|2 < 1. (6.36)
This inequality can be rewritten in terms of one dimensional projections using the
Bloch sphere representation of qubit states,
|Φi(1)〉〈Φi(1)| = 12 (1+ ~xi · ~σ) ,
where ~xi is a unit vector on the Bloch sphere and ~σ is the vector of Pauli matrices.
We then have
|〈Φi(1)|Φj(1)〉|2 = tr(|Φi(1)〉〈Φi(1)||Φj(1)〉〈Φj(1)|)
=
1
4
(tr1+ tr(~xi · ~σ~xj · ~σ)) = 12 (1 + ~xi · ~xj) .
(6.37)
Here we used the fact that the Pauli matrices are traceless. With this, equation
(6.36) reads
~x1 · ~x2 + ~x1 · ~x3 + ~x2 · ~x3 < −1. (6.38)
The invariance of the Haar measure means that the ~xi, i = 1, 2, 3, are three uniformly
distributed unit vectors on the Bloch sphere. The integration over all bases using
the Haar measure such that the inequality (6.38) holds yields the probability to be
outside that tetrahedron face,
Pout,face =
∫
d~x1d~x2d~x3χ(~x1, ~x2, ~x3),
χ(~x1, ~x2, ~x3) =
{
1 if ~x1 · ~x2 + ~x1 · ~x3 + ~x2 · ~x3 < −1,
0 otherwise.
(6.39)
For the integration we will use that the scalar products of uniformly distributed unit
vectors with a fixed vector are uniformly distributed on the interval [−1, 1].
6.3.1 Proposition. Let d~x denote the invariant probability measure on the unit
sphere in R3. Then, for any scalar function f and any unit vector ~e,∫
d~x f(~x · ~e) = 1
2
∫ 1
−1
dt f(t).
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Proof. Since the measure is invariant under rotations of ~x, we can take ~e = (0, 0, 1).
Using the polar coordinates as in Figure 6.5, we get∫
d~x f(~x · ~e) = 1
4pi
∫ pi
0
sin θ dθ
∫ 2pi
0
dϕ f(cosϕ).
The substitution t = cos θ leads us to∫
d~x f(~x · ~e) = −1
2
∫ cospi
cos 0
dt f(t) =
1
2
∫ 1
−1
dt f(t),
which completes the proof. 
If we integrate (6.39) with respect to ~x3, keeping the other vectors fixed, the condi-
tion of the indicator function χ can be written in the form
(~x1 + ~x2) · ~x3 < −(1 + ~x1 · ~x2).
Thus, we can apply Proposition 6.3.1 with ~e = (~x1 + ~x2) /|~x1 + ~x2| to equation
(6.39),
Pout,face =
1
2
∫
d~x1d~x2
∫ 1
−1
dtf(~x1, ~x2, t),
f(~x1, ~x2, t) =
{
1 if t < −1+~x1·~x2|~x1+~x2| ,
0 otherwise.
This amounts to
Pout,face =
1
2
∫
d~x1d~x2
(
1− 1 + ~x1 · ~x2|~x1 + ~x2|
)
=
1
2
∫
d~x1d~x2
(
1−
√
1 + ~x1 · ~x2
2
)
,
(6.40)
where we used the fact that |~x1+~x2| =
√
2(1 + ~x1 · ~x2). Next, we apply Proposition
6.3.1 again to integrate (6.40) with respect to ~x2 and obtain
Pout,face =
1
4
∫
d~x1
∫ 1
−1
dt
(
1−
√
1 + t
2
)
=
∫
d~x1
(
1
2
− 1√
32
∫ 2
0
ds
√
s
)
=
∫
d~x1
(
1
2
− 1
3
)
=
1
6
.
(6.41)
In the last equation, we used the normalization of the Haar measure for the inte-
gration over ~x1. Thus, the probability to be outside the region delimited by the
tetrahedron face p12 + p13 + p23 ≥ 1/2 is 1/6.
From the symmetry of the problem it is clear that this also holds for the other
three faces of the tetrahedron that borders the region of triples that admit a clas-
sical model. Using the Bloch sphere representation (6.37), the inequalities for the
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remaining three faces of the tetrahedron (6.31) can be written in the form
s12(1 + ~x1 · ~x2) + s13(1 + ~x1 · ~x3) + s23(1 + ~x2 · ~x3) > 2
⇔ s12~x1 · ~x2 + s13~x1 · ~x3 + s23~x2 · ~x3 > 2− (s12 + s13 + s23),
where sij is the sign of the term in the original inequality describing the tetrahedron
face. As we always have the combination of one minus sign and two plus signs, the
right hand side of the last inequality always amounts to 1. Furthermore, due to the
invariance of the Haar measure, we can always change the sign of two terms on the
left hand side, while keeping the sign of the third term. Thus we can change all
signs on the left hand side to minus. By multiplication with (−1) we obtain (6.38),
so this is exactly the same integration as for the first face.
This means that for random bases, drawn according to the Haar measure, the overall
probability that the triples of marginals are not inside the classical tetrahedron
(Figure 6.4) is 4/6 = 2/3. So with probability 1/3, a classical model exists, and
therefore a retrodiction strategy for Alice.
However, her chance to survive is larger. Even if she cannot find a successful strategy
in every case, she may be able to find the correct answer in some of the cases. This
situation was analyzed using semidefinite programming (see subsection 6.3.4 below).
That is, we have
∑
x p(x)|ηx〉〈ηx| < 1 and her success probability is bounded below
by
∑
x p(x). For random bases, drawn according to the Haar measure, the average
was 〈∑x p(x)〉 = 2/3 for a sample size of ten million bases.
6.3.2 Expectation Maximization
One approach to find a successful retrodiction strategy for Alice is to consider the
finding of a classical probability distribution as a hidden variable problem. Given
the marginals (6.17), Gill [115] suggests to find a corresponding classical model (if
it exists) via the expectation maximization (EM) algorithm [116]. To this end, we
rewrite the marginals pab(i, j) as probability distribution over the set
{(a, b, i, j) |a < b; a, b ∈ {1, . . . , k}; i, j ∈ {1, . . . , d}}
with probabilities
p˜(a, b, i, j) = Npab(i, j), where N :=
1∑
a<b 1
=
1
k
2 (k − 1)
.
Clearly, p˜(a, b, i, j) ≥ 0 and ∑a<b∑i,j p˜(a, b, i, j) = 1. The probabilities p(l1, . . . , lk)
of the classical model now become hidden variables. The corresponding EM algo-
rithm then reads:
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Algorithm 1 Meaner-King-EM-Algorithm
Init: Start with a valid probability mass function, e. g., q1(l1, . . . , lk) = 1dk , li =
1, . . . , d, and compute the marginals
qab(i, j) =
d∑
l1,...,lk=1
δla,iδlb,jq(l1, . . . , lk).
Step:
1. For each a < b and each (l1, . . . , lk) define
qn+1(l1, . . . , lk) = Nqn(l1, . . . , lk)
∑
a<b
pab(la, lb)
qab(la, lb)
. (6.42)
2. Update the marginals qab(i, j).
3. Compute the relative entropy between the marginals,
D(Npab(i, j)‖Nqab(i, j)) = N
∑
a<b
∑
i,j
pab(i, j) log
(
pab(i, j)
qab(i, j)
)
.
Until: If the relative entropy is below a given threshold or if the gain to the previous
relative entropy is above a given threshold, continue with the next step. Otherwise
q is the best classical model found.
From equation (6.42) it follows immediately that a classical model q with marginals
equal to pab(i, j) is a fixed point of the iteration. Furthermore, convergence of the
EM algorithm was shown in [116].
Looking at the iteration step, we see that the calculation of all qab(i, j) as well as
the calculation of all qn+1(l1, . . . , lk) needs dk k2 (k−1) floating point operations each,
if we calculate the d2 k2 (k− 1) ratios pab/qab in advance. However, the calculation of
the d2 k2 (k− 1) logarithms in the relative entropy is expensive, so we may only check
the terminating condition after several steps.
Implementation details: The code can be vectorized in several places. For example,
the marginals of the bases can be computed as:
% compute given marginals from bases
pijab = zeros(d,d,N,N);
for a = 1:N
for b=(a+1):N
pijab(:,:,a,b) = 1/d*abs(bases(:,:,a)'*bases(:,:,b))ˆ2;
end
end
144 CHAPTER 6. THE MEANER KING
The marginals of the classical model can be computed via sum and squeeze:
margQijab = zeros(d,d,N,N);
%% compute marginals from q
for a = 1:N
for b = (a+1):N
margQAB = q;
for iB = 1:N
% sum over all but a and b
if (iB 6= a) && (iB 6= b)
margQAB = sum(margQAB, iB);
end
end
margQijab(:,:,a,b) = squeeze(margQAB);
end
end
Special attention has to be paid for the cases qab(i, j) = 0 and 0 log 0 = 0 in the iter-
ation step. A linear index x is used for the probability distribution q(l1, . . . , lk), and
the d-adic number representations of the indices x = [l1, · · · , lk] are precomputed.
Advantages of the algorithm are that it has a small memory footprint and is easy
to implement. Disadvantages are that it converges slowly and that there is no way
to penalize boundary solutions, if the solution set is open. Due to its poor speed of
convergence this algorithm was dropped.
6.3.3 Linear Programming
Given the marginals (6.17), the existence of a classical model is a linear program fea-
sibility problem. We are looking for a probability mass function q(l), l = (l1, . . . , lk),
with the marginals pα = pab(i, j), α = (a, b, i, j). Thus, the feasibility problem can
be written as
minimize 0
subject to
∑
l
q(l)δα(l) = pα ∀α
q(l) ≥ 0 ∀l∑
l
q(l) = 1,
(6.43)
where δα(l) = δla,iδlb,j . Problem (6.43) is equivalent to the dual form,
maximize 0
subject to A∗y + c = 0
y ≥ 0,
(6.44)
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of the linear program
minimize 〈c|x〉
subject to Ax ≤ 0. (6.45)
Applying Farka’s Lemma (see [39]), we know that (6.44) is feasible if and only if the
system of inequalities
Ax ≤ 0, 〈c|x〉 < 0,
is infeasible.
To get a non-boundary solution in the case that the solution set is open, we consider
the penalty function
f(q) :=
1
2
∑
l
q(l)2. (6.46)
A more mixed probability distribution q has a smaller value of the penalty function.
Hence our optimization problem becomes:
minimize
1
2
∑
l
q(l)2
subject to
∑
l
q(l)δα(l) = pα ∀α
q(l) ≥ 0 ∀l∑
l
q(l) = 1.
(6.47)
6.3.4 Semidefinite Programming
Finding a classical model for the given bases can also be stated as semidefinite
program. To this end we rewrite the condition (6.11) as matrix equation
M |ηx〉 = |mx〉, (6.48)
where the matrix M and the vector |mx〉 are defined as
M :=

〈Ω|
〈Φˆ1(1)|
...
〈Φˆ1(d− 1)|
〈Φˆ2(1)|
...

and |mx〉 :=

1
δ1,x(1)
...
δd−1,x(1)
δ1,x(2)
...

.
The first row of M and mx describe our choice for the normalization, 〈Ω|ηx〉 = 1.
This also fixes the scalar products with the last vector Φa(d) for all bases a = 1, . . . , k
since
∑
i |Φˆa(i)〉 = |Ω〉. The matrix M is (k(d − 1) + 1) × d2 dimensional. In the
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tomographically complete case, we have k = (d + 1) and Rˆ⊥C = {0}. Therefore, M
is invertible and the solution for |ηx〉 is given by
|ηx〉 = M−1|mx〉.
The overall normalization condition (6.15) for a classical model p therefore becomes∑
x p(x)|M−1mx〉〈M−1mx| = 1R^, or equivalently∑
x
p(x)|mx〉〈mx| = M1R^M∗ = MM∗. (6.49)
Note that the matrices |mx〉〈mx| are sparse. Since 〈Ω|ηx〉 = 1, we have
1 = 〈Ω|Ω〉 = 〈Ω|
∑
x
p(x)|ηx〉〈ηx||Ω〉 =
∑
x
p(x)|〈Ω|ηx〉|2 =
∑
x
p(x)
by construction. Together with (6.14) we conclude that equation (6.49) implies that
p is a probability mass function of a classical model if the p(x) are positive for all x.
This means that finding a classical model is a semidefinite feasibility problem in the
p(x),
minimize 0
subject to
∑
x
p(x)|mx〉〈mx| = MM∗,
p(x) ≥ 0, x = 1, . . . , dk.
(6.50)
This problem type,
minimize 〈c|z〉
subject to Az = b
z ≥ 0,
(6.51)
is also known as cone program in standard form [39] with the dual problem
maximize 〈b|y〉
subject to A∗y ≤ c. (6.52)
Note that ≤ in (6.52) is the partial ordering of the dual cone, where ≥ in (6.51) is
the partial ordering of the primal cone. If there is a solution z > 0 with Az = b,
i. e., the Slater condition holds, we have strong duality. The alternative system is
thus
〈b|y〉 > 0, A∗y ≤ 0. (6.53)
In the case that one cannot find a classical model, i. e., a strategy for Alice that works
for every choice of basis of the king, we are interested in to at least maximize Alice’s
survival chance. Given we found a solution with
∑
x p(x)|ηx〉〈ηx| < 1, we can extend
this to a POVM by the additional measurement operator F0 := 1−
∑
x p(x)|ηx〉〈ηx|.
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Alice success probability P , given the king’s choice a, is then bounded below by the
sum of probabilities of the outcomes (i, x),
P :=
∑
x 6=0
∑
i
〈Φˆa(i)|p(x)|ηx〉〈ηx||Φˆa(i)〉 =
∑
x 6=0
∑
i
δi,x(a)p(x) =
∑
x 6=0
p(x). (6.54)
In fact, this bound on the success probability is independent of the king’s choice a.
The corresponding semidefinite problem is given by
maximize
∑
x
p(x)
subject to px ≥ 0 x = 1, . . . , dk∑
x
p(x)|mx〉〈mx| ≤MM∗.
(6.55)
6.3.4.1 Implementation Details
The optimization (6.55) is implemented in Matlab as conic program using SeDuMi
[47] as solver. SeDuMi expects the input in standard conic primal form (6.51) or
dual form (6.52). Therefore, the implementation of (6.55) in dual form is straight
forward:
function y = SolveMeanKing( MMStar )
% Returns optimal probability mass function p(x) for the mean king
% problem.
% MMStar is (dˆ2)x(dˆ2)−matrix
d = sqrt(size(MMStar, 1));
N = d + 1;
% vectors | m x >
mx = CreateMX(d, N);
% cone K, c − A'*y in K
%
% p x ≥ 0
% M*M' − \sum x p x | m x >< m x | ≥ 0
K.l = dˆN;
K.s = [dˆ2];
K.scomplex = [1];
K.xcomplex = [1:dˆN];
K.ycomplex = [];
% b = <1...1 |
b = ones(dˆN, 1);
% c= [ 0, M*M'].'
c = zeros(dˆN + dˆ4, 1);
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c((dˆN + 1):end,1) = vec(MMStar);
% At = [ 1, − | m x >< m x | ].'
At = sparse([], [], [], dˆN + dˆ4, dˆN);
At(1:dˆN,:) = −speye(dˆN);
for iX = 1:dˆN
At(dˆN+1:end, iX) = vec(mx(:,iX)*(mx(:,iX)'));
end
% parameters
pars.fid = 0;
pars.eps = 1e−4;
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!');
end
6.3.4.2 Test Cases
1. For the first test case we choose the mutually unbiased bases, for which we
already know that a strategy for Alice exists. For d = 2 mutually unbiased
bases are given by the eigenvectors of the Pauli bases, i. e., the test case takes
the bases{{
1√
2
(
1
1
)
,
1√
2
(
1
−1
)}
,
{
1√
2
(
1
i
)
,
1√
2
(
1
−i
)}
,
{(
1
0
)
,
(
0
1
)}}
.
2. The second test case is given by the bases (6.33). We expect the existence and
non-existence of a classical model according to equation (6.35).
6.3.5 Numerical Results
The conic program (6.55) was applied to low dimensional cases. Unfortunately, the
case d = 6 was not solvable on the available computer systems.
Figure 6.6 shows the results for the parametrized qubit bases (6.33). As one can
see, the lower bound on the success probability decreases with the distance to the
face of the Bell inequality tetrahedron. Note that in the case θ = pi/2, the bases are
degenerate as they lie in the x− y-plane of the Bloch sphere (see Figure 6.5).
The conic program was also applied to d + 1 random bases. The randomness was
generated by applying the Gram-Schmidt orthogonalization procedure to a matrix
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pi/2
θ
∑ xp
(x
)
-00
0.2
0.4
0.5
0.6
0.8
1
1 1.4
Figure 6.6: Lower bound on the probability to survive for Alice, if the king’s bases
are chosen according to (6.33). Here - marks the intersection of the pab-triples
(6.34) with the tetrahedron due to the Bell inequality p12 + p13 + p23 ≥ 1/2 of the
tetrahedron (6.31). Inside the tetrahedron, a classical model and therefore a strategy
for Alice exists for these bases, i. e.(
∑
x p(x) = 1).
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with pseudo random complex entries, where each entry consists of a real and imagi-
nary part drawn from a normal distribution with mean 0 and standard deviation 1.
The following table summarizes the numerical results.
d Ps 〈
∑
x p(x)〉 log10N
2 0.3342 0.6664 7
3 0.0013 0.398 6
4 0 0.35 4
Here Ps is the probability that a strategy exists, 〈
∑
x p(x)〉 is the average lower
bound on the probability that she can find the right answer, and N is the sample
size. In the case d = 4, none of the sample random bases admitted a classical model,
although Alice overall success probability was about 0.35. These results suggest that
the existence of a classical model in higher dimensions is rather exceptional.
6.4 Conclusion
In this chapter, it was shown that the mean king problem cannot be solved in
all cases, if the king is not restricted to use mutually unbiased bases as in the
original statement of the problem. This means that the king can choose bases,
such that Alice cannot retrodict his measurement outcome. In the qubit case, a
parametrized set of bases with this property was explicitly constructed and it was
shown that for random bases, drawn according to the Haar measure, the probability
for the existence of a strategy for Alice is 1/3. For any finite dimension, sufficient
criteria for the existence of a strategy were given in the case of non-degenerate bases,
and necessary conditions for the existence of a strategy were given in the case of
tomographically complete bases. These criteria can be useful in the construction of
security protocols, e. g., if the king must be able to deny his measurement result,
but the chosen measurement apparatus becomes known by the attacker. Several
numerical algorithms to decide whether a classical model exists for given marginals
have been discussed. The numerical studies in higher dimensions suggest that only
few cases admit a classical model, and therefore a successful retrodiction strategy
for Alice. An interesting further study would be to decide whether the mean king
protocol can be used to generate a secret key between the king and Alice, in the
cases where a successful retrodiction strategy exists.
Appendix A
Tomography Listings
A.1 States
The following Matlab function computes the minimal least squares sum and a cor-
responding state for given tomography data. It is an implementation of the conic
program (4.9) on page 105.
function [leastSquaresSum, fittedState] = StateEstimation(tomographyData)
%Least squares fit to tomograph results.
%
% tomographyData : Cell with tomography data in the form
% {{A 1/sigma 1, a 1/sigma 1}, {A 2/sigma 2, a 2/sigma 2}, ... }
%
% return : Minimal least squares sum and fitted state. If the minimal
% least squares sum is zero, then the tomography data already leads
% to a positive semidefinite matrix with unit trace.
% get state dimension
% state is a dxd matrix
d = size(tomographyData{1}{1},1);
% number of terms in the least squares sum
n = size(tomographyData, 2);
% Dual problem in SeDuMi form:
% maximize Re b*y, subject to c − A*y is element of the cone
% create A and c
% (c − A*y) in cone
% At = A*
% Cone is R+ x R+ x Q x S x S x S
% tr(rho) − 1 in R+
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% − tr(rho) + 1 in R+
% Least squares terms in Q
% rho ≥ 0 in S
% i rho ≥ 0 in S
% −i rho ≥ 0 in S
% allocate memory
At = zeros(2 + 1 + n + 3*dˆ2, 1 + dˆ2);
c = zeros(2 + 1 + n + 3*dˆ2, 1);
b = zeros(1 + dˆ2, 1);
% == objective ==
b(1,1) = −1;
% == constraints ==
% === least squares ===
% y = (t, vec(rho))
% t is upper bound on least squares sum
% y is in the quadratic cone, tˆ2 ≥ least squares sum
At(3,1) = −1;
% === tomography constraints ===
% tr ( rho A i) − a i) = (c − A*y) j
%
% trace(rho A) = sum i sum j <i | rho |j><j | A |i>
%
for ii=1:n
Ai = tomographyData{ii}{1};
ai = tomographyData{ii}{2};
% At(3 + ii, 2:end) =
for iii=1:d
for jjj=1:d
At(3 + ii, 1 + (jjj − 1)*d + iii) = Ai(jjj, iii);
end
end
c(3 + ii, 1) = ai;
end
% === semidefinite state constraints ===
% tr (rho) = 1
% tr(rho) − 1 ≥ 0
% c − A*y in cone
c(1,1) = −1;
At(1,2:end) = −vec(eye(d))';
% −tr(rho) + 1 ≥ 0
% c − A*y in cone
c(2,1) = 1;
At(2,2:end) = vec(eye(d))';
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% rho ≥ 0
% At( index(i,j) ) = MatrixOne(i,j)
%
% index(row i, column j) = (j − 1)*d + i
for ii = 1:d
for jj = 1:d
At((2+1+n) + (jj − 1)*d + ii, 1 + (jj − 1)*d + ii) = −1;
% i*...
At((2+1+n+dˆ2) + (jj − 1)*d + ii, 1 + (jj − 1)*d + ii) = −i;
% −i*...
At((2+1+n+2*dˆ2) + (jj − 1)*d + ii, 1 + (jj − 1)*d + ii) = i;
end
end
% == solve ==
% specifiy cone
%
% note that the dual Scone is defined as
% { mat | mat + mat' ≥ 0 }
% hence we need
% mat in dual Scone
% i*mat in dual Scone
% −i*mat in dual Scone
% which results in mat ≥ 0
K.l = 2;
K.q = [1 + n];
K.s = [d, d, d];
K.xcomplex = [1:(K.q(1)+2)];
K.scomplex = [1, 2, 3];
% register complex variables
%
% bound and state diagonal terms are real
K.ycomplex = [];
for col = 1:(d−1)
K.ycomplex = [K.ycomplex, ((col − 1)*d + col + 2):(col*d + col + 1) ];
end
% set misc SeDuMi options
pars.fid = 0;
pars.eps = 1e−6;
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!');
end
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% set return value
leastSquaresSum = y(1);
fittedState = mat(y(2:end));
For a given upper bound t on the least squares sum, the Matlab function below
computes the minimal and maximal pure state fidelity of a fitted state with a given
pure state. This is an implementation of the conic program (4.10).
function [minFidelity, maxFidelity, minFittedState, maxFittedState] = ...
MinMaxPureStateFidelity(pureState, leastSquaresSum, tomographyData)
% Optimizes the fidelity with a design pure state given a least squares
% distance to tomography data.
%
% The fidelity < pureState | fittedState | pureState >
% is optimized over all states with a given least squares sum.
%
% pureState : densitiy matrix of pure state as target for the objective
% leastSquaresSum : upper bound on the least squares sum, as, for example,
% obtained from StateEstimation(tomographyData).
% tomographyData : Cell with tomography data in the form
% {{A 1/sigma 1, a 1/sigma 1}, {A 2/sigma 2, a 2/sigma 2}, ... }
% return : maximum fidelity and fitted state that achieves it
% get state dimension
% state is a dxd matrix
d = size(tomographyData{1}{1},1);
% number of terms in the least squares sum
n = size(tomographyData, 2);
% Dual problem in SeDuMi form:
% maximize Re b*y, subject to c − A*y is element of the cone
% create A and c
% (c − A*y) \in cone
% At = A*
% Cone is R+ x R+ x Q x S x S x S
% tr(rho) − 1 in R+
% − tr(rho) + 1 in R+
% Least squares terms in Q
% rho ≥ 0 in S
% i rho ≥ 0 in S
% −i rho ≥ 0 \in S
% allocate memory
At = zeros(2 + 1 + n + 3*dˆ2, dˆ2);
c = zeros(2 + 1 + n + 3*dˆ2, 1);
b = zeros(dˆ2, 1);
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% == objective ==
% b'*y = <psi | rho |psi> = trace( rho |psi><psi | )
for ii=1:d
for jj=1:d
b((jj − 1)*d + ii) = pureState(jj, ii);
end
end
% == constraints ==
% y = vec(rho)
% === tomography constraints ===
% c − Ay = leastSquaresSum
c(3,1) = leastSquaresSum;
% (tr(rho A i) − a i) = (c − A*y) j
%
% trace(rho A) = sum i sum j <i | rho |j><j | A |i>
%
for ii=1:n
Ai = tomographyData{ii}{1};
ai = tomographyData{ii}{2};
for iii=1:d
for jjj=1:d
At(3 + ii, (jjj − 1)*d + iii) = Ai(jjj, iii);
end
end
c(3 + ii, 1) = ai;
end
% === semidefinite state constraints ===
% tr(rho) = 1
% tr(rho) − 1 ≥ 0
% c − A*y in cone
c(1,1) = −1;
At(1,:) = −vec(eye(d))';
% −tr(rho) +1 ≥ 0
% c − A*y in cone
c(2,1) = 1;
At(2,:) = vec(eye(d))';
% rho ≥ 0
% At( index(i,j) ) = Matrixone(i,j)
%
% index(row i, column j) = (j − 1)*d + i
for ii = 1:d
for jj = 1:d
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At((2+1+n) + (jj − 1)*d + ii, (jj − 1)*d + ii) = −1;
% i*...
At((2+1+n+dˆ2) + (jj − 1)*d + ii, (jj − 1)*d + ii) = −i;
% −i*...
At((2+1+n+2*dˆ2) + (jj − 1)*d + ii, (jj − 1)*d + ii) = i;
end
end
% == solve ==
% specifiy cone
%
% note that the dual Scone is defined as
% { mat | mat + mat' ≥ 0 }
% hence we need
% mat in dual Scone
% i*mat in dual Scone
% −i*mat in dual Scone
% which results in mat ≥ 0
K.l = 2;
K.q = [1 + n];
K.s = [d, d, d];
K.xcomplex = [1:(K.q(1)+2)];
K.scomplex = [1, 2, 3];
% register complex variables
%
% bound and state diagonal terms are real
K.ycomplex = [];
for col = 1:(d−1)
K.ycomplex = [K.ycomplex, ((col − 1)*d + col + 1):(col*d + col) ];
end
% set misc SeDuMi options
pars.fid = 0;
pars.eps = 1e−6;
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!')
end
% set return value
maxFidelity = real(b'*y);
maxFittedState = mat(y);
% == minimum fidelity ==
b = −b;
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% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!')
end
% set return value
minFidelity = −real(b'*y);
minFittedState = mat(y);
A.2 Channels
For given tomography data, the following Matlab function computes the minimal
least squares sum, the minimal and maximal channel fidelity to a designated unitary
gate, and the corresponding channels. It is an implementation of the conic program
(4.12) with the additional channel fidelity optimizations.
function [ leastSquaresSum, minFidelity, maxFidelity, minChannel, ...
maxChannel ] = UnitaryChannelFidelityLSFit( unitary, tomographyData )
% Returns minimum and maximum fidelity of least squares fit to channel
% tomography data compared to a unitary design.
%
% unitary : Design unitary. The fidelity that is optimized is
% F U(C) = trace( w (id tensor C)[(1 tensor U)w(1 tensor U)'])
% where w is maximally entangled state, id the identity channel
% and C a channel in Heisenberg picture.
% tomographyData : Tomography data in the form
% {{rho 1, A 1/sigma 1, a 1/sigma 1}, {rho 2, A 2/sigma 2, a 2/sigma 2},
% ... }.
% return : minimal least squares sum, minimum and maximum fidelity as well
% as corresponding channels as HSChannel objects.
% == determine minimal least squares sum ==
% Channel
% C(a,i,b,j) == <a |C( |i><j |) |b>
% dimensions Channel: In −> Out
dIn = size(tomographyData{1}{2}, 1);
dOut = size(tomographyData{1}{1}, 1);
if dIn 6= dOut
error('Input and output dimensions of the channel must be equal!');
end
% number of least squares terms
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n = size(tomographyData, 2);
% matC = C( (a,i), (b,j) ) = reshape(C, dIn*dOut, dIn*dOut)
% reshape works columnwise:
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
% Dual problem in SeDuMi form:
% maximize Re b*y
% subject to c − A'*y is element of the cone
% Scone = { mat | mat + mat' ≥ 0 }
% =>
% if
% mat in S
% i*mat in S
% −i*mat in S
% then
% mat ≥ 0
% y = (t, vec(matC))
% (t, least squares terms) in Q
% partialTrace(matC) − 1 ≥ 0
% −partialTrace(matC) + 1 ≥ 0
% matC ≥ 0
K.q = [1 + n];
K.s = [dOut, dOut, dOut, dOut, dIn*dOut, dIn*dOut, dIn*dOut];
K.scomplex = [1:7];
K.xcomplex = [1:K.q(1)];
K.ycomplex = [2:((dIn*dOut)ˆ2 + 1)];
% allocate memory
At = zeros(1 + n + 4*dOutˆ2 + 3*(dIn*dOut)ˆ2, 1 + (dIn*dOut)ˆ2);
c = zeros(1 + n + 4*dOutˆ2 + 3*(dIn*dOut)ˆ2, 1);
b = zeros(1 + (dIn*dOut)ˆ2,1);
% === objective ===
b(1,1) = −1;
% === constraints ===
% ==== tomography data ====
At(1,1) = −1;
% tr( rho T(A) )
% = sum b <b | rho T(A) |b>
% = sum b sum a <b | rho |a> <a | T(A) |b>
% = sum b sum a sum i sum j <b | rho |a> <a | T( |i><j |) |b> <i |A |j>
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for iLSTerm = 1:n
rhoi = tomographyData{iLSTerm}{1};
Ai = tomographyData{iLSTerm}{2};
% ai
c(iLSTerm + 1, 1) = tomographyData{iLSTerm}{3};
% trace(rhoi C(Ai)) − ai
for iJ = 1:dIn
for iB = 1:dOut
for iI = 1:dIn
for iA = 1:dOut
% reshape works columnwise:
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
At(iLSTerm + 1, 1 + iA + (iI−1)*dOut + ...
(iB−1)*dOut*dIn + (iJ−1)*dOut*dIn*dOut) ...
= rhoi(iB, iA)*Ai(iI, iJ);
end
end
end
end
end
% ==== channel constraints ====
% c − At*y in K
%
% T(1) = 1
% sum i sum j Δ(i,j) <a | T( |i><j | ) |b> = Δ(a,b)
% paritalTrace(matC) − 1 = 0
for iB = 1:dOut
for iA = 1:dOut
vtmp = zeros(dOut, dIn, dOut, dIn);
vtmp(iA, :, iB, : ) = eye(dIn, dIn); % Δ(i,j)
vtmp = reshape(vtmp, dOut*dIn, dOut*dIn);
% paritalTrace(matC) − 1 ≥ 0
At(n + 1 + (iB − 1)*dOut + iA, :) = −[0; vec(vtmp)];
% i*...
At(n + 1 + dOutˆ2 + (iB − 1)*dOut + iA, :) = −i*[0; vec(vtmp)];
% −i*...
At(n + 1 + 2*dOutˆ2 + (iB − 1)*dOut + iA, :) = i*[0; vec(vtmp)];
% −paritalTrace(matC) + 1 ≥ 0
At(n + 1 + 3*dOutˆ2 + (iB − 1)*dOut + iA, :) = [0; vec(vtmp)];
% Δ(a,b)
if (iA == iB)
% paritalTrace(matC) − 1 ≥ 0
c(n + 1 + (iB − 1)*dOut + iA) = −1;
% i*...
c(n + 1 + dOutˆ2 + (iB − 1)*dOut + iA) = −i;
% −i*...
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c(n + 1 + 2*dOutˆ2 + (iB − 1)*dOut + iA) = i;
% −paritalTrace(matC) + 1 ≥ 0
c(n + 1 + 3*dOutˆ2 + (iB − 1)*dOut + iA) = 1;
end
end
end
% matC ≥ 0
for iJ = 1:dIn
for iB = 1:dOut
for iI = 1:dIn
for iA = 1:dOut
% reshape works columnwise:
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
At(1 + n + 4*dOutˆ2 + iA + (iI − 1)*dOut + ...
(iB − 1)*dOut*dIn + (iJ − 1)*dOut*dIn*dOut, ...
1 + iA + (iI − 1)*dOut + (iB − 1)*dOut*dIn + ...
(iJ − 1)*dOut*dIn*dOut) = −1;
% i*...
At(1 + n + 4*dOutˆ2 + dOutˆ2*dInˆ2 + iA + ...
(iI − 1)*dOut + (iB − 1)*dOut*dIn + ...
(iJ − 1)*dOut*dIn*dOut, 1 + iA + (iI − 1)*dOut + ...
(iB − 1)*dOut*dIn + (iJ − 1)*dOut*dIn*dOut) = −i;
% −i*...
At(1 + n + 4*dOutˆ2 + 2*dOutˆ2*dInˆ2 + iA + ...
(iI − 1)*dOut + (iB − 1)*dOut*dIn + ...
(iJ − 1)*dOut*dIn*dOut, 1 + iA + (iI − 1)*dOut + ...
(iB − 1)*dOut*dIn + (iJ − 1)*dOut*dIn*dOut) = i;
end
end
end
end
% set misc SeDuMi options
pars.fid = 0;
pars.eps = 1e−10;
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!');
end
leastSquaresSum = y(1,1);
% == optimize fidelity with given unitary ==
% fix least squares sum to minimal value
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c(1) = leastSquaresSum;
% remove upper bound coordinates
At = At(:,2:end);
K.ycomplex = [1:(dIn*dOut)ˆ2];
% change objective
b = zeros((dIn*dOut)ˆ2,1);
% C(a,i,b,j) == <a |C( |i><j |) |b>
% index(array(a,i,b,j)) = a
% + (i−1)*aMax
% + (b−1)*aMax*iMax
% + (j−1)*aMax*iMax*bMax
% F U(C) = 1/dˆ2 sum {a,b,i,j} <a |C( |i><j |) |b><i |U |a><b |U' |j>
d = dIn;
for iA = 1:d
for iB = 1:d
for iI = 1:d
for iJ = 1:d
b(iA + (iI−1)*d + (iB−1)*dˆ2 + (iJ−1)*dˆ3) = ...
unitary(iI,iA)'*unitary(iJ,iB)/dˆ2;
end
end
end
end
% === maximum fidelity ===
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!');
end
maxFidelity = abs(b'*y);
maxChannel = CHSChannel(reshape( mat(y), dOut, dIn, dOut, dIn));
% === minimum fidelity ===
b = −b;
% SeDuMi call
[x, y, info] = sedumi(At', b, c, K, pars);
if ((info.pinf == 1) | | (info.dinf == 1))
warning('Infeasible problem!');
end
minFidelity = abs(b'*y);
minChannel = CHSChannel(reshape( mat(y), dOut, dIn, dOut, dIn));
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