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Abstract. The number of contending neighbors of a node in a multihop
ad hoc network has to be adjusted while analyzing the performance of
the network such as computing the end-to-end delays along a path from
a given source to a destination. In this paper, we describe a method
to adjust the number of contending neighbors of a node in a multihop
wireless ad hoc network. Our method is based on the minimum number
of neighbors that has to be common between two consecutive nodes along
a path. We derive an analytical expression for the adjustment factor.
1 Introduction
The IEEE 802.11 DCF (Distributed Coordination Function) and IEEE 802.11e
EDCA (Enhanced Distributed Channel Access) have potentials to be used as
medium access control (MAC) layer protocols in wireless ad hoc networks. IEEE
802.11 DCF and IEEE 802.11e EDCA are based on Carrier Sense Multiple Ac-
cess with Collision Avoidance (CSMA/CA), which is a contention based MAC
protocol. In other words, a station that has frames to transmit senses the carrier
and if it finds the carrier free for a certain time duration, it starts transmitting
the frame. After finishing the transmission it waits for an acknowledgment from
the receiver. If another station starts transmitting when a tagged station is trans-
mitting, the collision is said to occur. If it does not receive the acknowledgement,
it tries to transmit the frame again after going through the backoff procedure,
until a retry limit is reached. When the number retransmissions exceeds the retry
limit, the frame is discarded.
Many researchers have proposed analytical models for evaluating the per-
formance of IEEE 802.11 DCF and IEEE 802.11e EDCA. For example, the
performance of IEEE 802.11 DCF has been evaluated in [2], [3], [4]. Models for
evaluating the performance of IEEE 802.11e EDCA are proposed in [5], [6], [7],
[8]. All these studies consider a single cell wireless local area network (WLAN)
consisting of, say n, nodes. Since the network does not have multiple hops, there-
fore, all these n nodes contend for the channel. A common assumption among all
these models is that collision probability and the probability of transmission (or
transmission attempt rate [3]) is a function of the number of nodes contending
for the channel. The analysis of the average delay and average throughput is
based on the above assumption. One may ask a question: What should one do
in a multihop network (such as an ad hoc network)? Should one multiply the
average delay by the number of hops to get the average end-to-end delay? The
answer of the question is not so trivial and straight forward. To answer it, one
has to consider a model for the ad hoc network.
In case of an ad hoc network, where there are often multiple hops between a
given source and a destination, the situation is different. Only nodes that are ly-
ing within the carrier sense range of a node contend for the channel. Specifically,
the number of nodes contending for the channel should not be counted more
than once if the respective nodes are contending for the channel at the same
time. In other words, there is a need to adjust the average number of nodes
contending for the channel if their contention areas overlap.
In this paper, we analyze the adjustment to be made in the average number
of neighboring nodes contending for the channel. The average number of nodes
after adjustment can be used to compute the average delay and/or throughput
incurred by packets flowing along a multihop path from a given source to a
destination.
The rest of the paper is organized as follows. In Section 2, we present the
network model. In Section 3, we analyze the adjustment to be made in the
average number of nodes contending for the channel. Section 4 contains results
and discussion. Finally, the last section is for conclusion.
2 Network Model
Let there be an ad hoc network with n nodes uniformly and randomly distributed
in a region of area A. Each node is equipped with an omnidirectional antenna
and has a transmission radius r. Let the signal power at the transmitting node,
P (x = 0), be P0. The signal power at a distance x from the transmitting node
is given by the following expression.
P (x) =
P0
xγ
. (1)
where, γ is called path loss exponent, and varies from 2 to 5 depending upon
the environment. The transmission range is the maximum distance from the
transmitting node up to which the signal can be decoded successfully by the
nodes lying in the area of the circle drawn taking the transmitting node as the
center of the circle. In other words, it is the maximum distance beyond which
the transmitted signal cannot be decoded successfully by a receiver. The signal
power at a distance r = r0 is given by
P (r0) =
P0
r
γ
0
. (2)
Beyond the transmission range, the signal power is not strong enough to be
successfully decoded by a receiver, however, the signal may collide with signals
transmitted by other nodes. The maximum distance from the transmitting node
up to which the carrier can be sensed, irrespective of whether it can be decoded
or not, is called the carrier sense range. The carrier sense range of each node is
denoted by rcs and is assumed to be β times the transmission range. In other
words,
β =
rcs
r0
(3)
where β > 1, and is generally taken to be equal to 2. Let us call the number
of nodes per unit area as the node density of the network i.e. the node density
is, ζ = n
A
. The number of nodes that are in the transmission range of a node
including itself is ζpir2, and the number of nodes lying in the carrier sensing
range is
νcs = ζpir
2
cs. (4)
The number of neighbors of a node that are lying within its transmission range
is ν−1. Similarly, the number of neighboring nodes lying within the carrier sense
range of the node is νcs − 1. However, the number of nodes contending for the
channel including the node itself is νcs.
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Fig. 1. A multihop path between a given source S and the destination D. The
carrier sensing range of each node is twice of the transmission range.
3 Adjustment for The Number of Contending Nodes
In this section, we describe the adjustment to be made for the minimum number
of neighbors that are common between the carrier sense ranges of the nodes that
are lying along a path from a given source to the destination.
Let there be h hops along a path from a given source to a destination (see
Figure 1). It means that there are h + 1 nodes forming the path including the
source and the destination. However, since the destination does not transmit
(for the time instance while it is acting as the destination, and does not have its
own frames to transmit), therefore, there are h nodes involved in transmitting
the frame.
Figure 1 shows a multihop path from a given source S to a given destination
D. Source S has a contention with all nodes lying in its carrier sense range.
When the frame is in the hands of the first intermediate node along a path,
it has a contention with nodes lying in its carrier sense range excluding the
nodes lying in the area that is common among the contention areas of the two
nodes. This is based on the assumption that queueing delays at the network layer
are negligible as compared to the MAC delays, and it seems to be justified for
relatively low values of queue load factor1. The first intermediate node transmits
the frame to the second intermediate node. When the frame is in the hands of
second intermediate node, it has a contention with the number of neighbors in
its carrier sense range excluding the nodes lying in the area that is common
between it and the source. The third intermediate node has a contention with
the nodes lying in its carrier sense range excluding the nodes lying in the area
that is common between it and the source. The fourth intermediate node has a
contention with all nodes lying in its carrier sense range, the fifth intermediate
node has contention with nodes lying in the area that is common between it and
the fourth intermediate node, and so on.
Assume that we follow themaximum forward region (MFR) policy for travers-
ing between successive hops. In other words, there is the maximum advancement
while traversing each hop along a path. Further, the paths are assumed to be
approximated by straight lines between corresponding source-destination pairs.
We now describe the minimum area that has to be common between two
nodes depending upon the distances between their centers.
3.1 Common Area Between Two Nodes
Let t be the distance between the centers of two nodes. For S and i1, t = r; for
S and i2, t = 2r; for S and i3, t = 3r. For i4 and i5, t = r; for i4 and i6, t = 2r;
for i4 and i7, t = 3r; and so on.
An expression for the area of the region which is common between two circles
of radii r and R, respectively, and whose centres are separated by a distance t is
given in [1]. Based on that, the expression for the area that is common between
two circles of the same radii R, and whose centers are separated by a distance t
is as follows.
A(t, R) = 2R2
{
arccos
(
t
2R
)
− t
4R2
(
4R2 − t2) 12} (5)
1 For relatively large values of load factor, the timings of the transmissions of two
neighboring nodes might be significantly different due to relatively large queueing
delays. In that case, there does not seem to be a need of adjusting the number of
neighbors contending for the channel, because each node will, then, contend with all
neighbors lying in its carrier sense range. As a result, the end-to-end delay can be
taken as the the single hop delay multiplied by the number of hops along the path.
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Fig. 2. Common area between the carrier sense ranges of two adjacent nodes
with a distance between their centers t = r.
For S and the first intermediate node, t = rcs
2
, R = rcs, we have,
AS,i1 = A
(rcs
2
, rcs
)
= 2r2cs
{
arccos
(
rcs
4rcs
)
− rcs
8r2cs
(
4r2cs −
r2cs
4
) 1
2
}
= 2r2cs
{
arccos
(
1
4
)
−
√
15
16
}
= 2.1521rcs
2
≈ 2r2cs
{
13pi
31
−
√
15
16
}
. (6)
Equation (6) gives the minimum area that is common between two consecutive
nodes along a path (say P). Let us call the area AS,i1 as a1. In other words, a1
is the area that is common between node i and j, where j = i+ 1 and i, j ∈ P .
For S and the second intermediate node, t = rcs, R = rcs, we have,
AS,i2 = A (rcs, rcs)
= 2r2cs
{
arccos
(
rcs
2rcs
)
− rcs
4rcs2
(
4r2cs − r2cs
) 1
2
}
= 2r2cs
{
arccos
(
1
2
)
−
√
3
4
}
= 2r2cs
{
pi
3
−
√
3
4
}
= 1.2283rcs
2. (7)
Equation (7) gives the minimum area that is common between two nodes i and
j such that j = i+ 2 and i, j ∈ P . Let us call the area AS,i2 as a2.
For S and the third intermediate node, t = 3rcs
2
, R = rcs, we have,
AS,i3 = A
(
3rcs
2
, rcs
)
= 2r2cs
{
arccos
(
3rcs
4rcs
)
− 3rcs
8r2cs
(
4r2cs −
9r2cs
4
) 1
2
}
= 2r2cs
{
arccos
(
3
4
)
− 3
√
7
16
}
= 0.4533rcs
2
≈ 2r2cs
{
23pi
100
− 3
√
7
16
}
. (8)
Equation (8) gives the minimum area that is common between two nodes i
and j such that j = i+ 3 and i, j ∈ P . Let us call the area AS,i3 as a3.
3.2 Common Area Among the Nodes Lying Along a Path
Let the contention area of a node i be denoted by ci. The contention area of a
single node is a = pircs
2. The contention area that is common among a set of h
nodes along a path is given by the following expression.
h⋃
l=1
cl =
i=h∑
i=1
ci −
i=h,j=h∑
i=1,j=1,i6=j
ci ∩ cj +
i=h,j=h,k=h∑
i=1,j=1,k=1,i6=j 6=k
ci ∩ cj ∩ ck − · · ·+ · · ·
+ (−1)s+1
i=h,j=h,k=h,··· ,m=h∑
i=1,j=1,k=1,··· ,m=1,i6=j 6=k 6=···6=m
ci ∩ cj ∩ ck ∩ · · · ∩ cm
+ · · ·+ (−1)h+1c1 ∩ c2 ∩ · · · ∩ ch
(9)
Or,
h⋃
l=1
cl =
(
h
1
)
cl −
(
h
2
)⋂
i6=j
(ci, cj) +
(
h
3
) i=h,j=h,k=h⋂
i=1,j=1,k=1,i6=j 6=k
(ci, cj , ck) + · · · − · · ·
+ (−1)s+1
(
h
s
) ⋂
i6=j 6=k 6=m
(ci, cj , ck, cm)− · · ·+ · · ·
+ (−1)h+1
(
h
h− 1
) h⋂
l=1
cl. (10)
3.3 Adjustment Factor
We define a factor, χ, that we call adjustment factor, as follows.
ν′cs = νcs(1− χ) (11)
where, νcs is the adjusted number of nodes lying in the carrier sense range of a
tagged node, and νcs is the number of nodes without any adjustment that are
lying in the carrier sense range of the tagged node. From (11), we have,
χ = 1− ν
′
cs
νcs
= 1− ζa
′
ζpir2cs
= 1− a
′
pir2cs
, (12)
where, a′ is the area that is common between two or more nodes lying along a
path from a given source to a destination.
We now discuss how to evaluate the adjustment factor when there are two
nodes, three nodes, ..., six nodes along a path. Let there be two nodes along a
path. Using (10), we have
c1 ∪ c2 = c1 + c2 − c1 ∩ c2
= a+ a− a1
= 2a− a1. (13)
The adjustment factor for two nodes is
χ =
a1
2a
=
2.1521rcs
2
2pircs2
=
2.1521
2pi
=
2.1521
pi
(
1− 1
2
)
. (14)
Let there be three nodes along a path. Using (10), we have
c1 ∪ c2 ∪ c3 = c1 + c2 + c3 − c1 ∩ c2 − c2 ∩ c3 − c1 ∩ c3 + c1 ∩ c2 ∩ c3
= a+ a+ a− a1 − a1 − a2 + a2
= 3a− 2a1. (15)
The adjustment factor for three nodes is
χ =
2a1
3a
=
2× 2.1521rcs2
3pircs2
=
2× 2.1521
3pi
=
2.1521
pi
(
1− 1
3
)
. (16)
Let there be four nodes along a path. Using (10), we have
c1 ∪ c2 ∪ c3 ∪ c4 = c1 + c2 + c3 + c4 − c1 ∩ c2 − c1 ∩ c3 − c1 ∩ c4 − c2 ∩ c3
− c2 ∩ c4 − c3 ∩ c4 + c1 ∩ c2 ∩ c3 + c1 ∩ c2 ∩ c4
+ c2 ∩ c3 ∩ c4 + c1 ∩ c3 ∩ c4 − c1 ∩ c2 ∩ c3 ∩ c4
= a+ a+ a+ a− a1 − a2 − a3 − a1 − a2 − a1 + a2 + a3
+ a2 + a3 − a3
= 4a− 3a1. (17)
The adjustment factor for four nodes is
χ =
3a1
4a
=
3× 2.1521rcs2
4pircs2
=
3× 2.1521
4pi
=
2.1521
pi
(
1− 1
4
)
. (18)
The area that is common between two nodes i and j, such that j = i + 4
and i, j ∈ P , is 0. In other words, contention areas of two nodes i and j, with
j = i+4 and i, j ∈ P , are disjoint or do not have any common region. Therefore,
while evaluating an expression of finding the area of intersection between two or
more nodes, e.g. c1 ∩ ci ∩ cj , if there are any two nodes i and j in the expression
such that j = i + 4, then the value of the contention area represented by the
expression is 0. This is exemplified in the ensuing discussion.
In all cases of intersections discussed above, we have not encountered a situ-
ation where the area of intersection of two or more nodes is 0. We now discuss
the following two cases: (i) five nodes along a path, and (ii) six nodes along a
path, where we find that the area of intersection between two or more nodes can
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Fig. 3. Adjustment factor as a function of the number of hops along a path from
a given source to a destination.
be 0. Let there be five nodes along a path. Using (10), we have
5⋃
l=1
cl = c1 + c2 + c3 + c4 + c5 − c1 ∩ c2 − c1 ∩ c3 − c1 ∩ c4 − c1 ∩ c5 − c2 ∩ c3
− c2 ∩ c4 − c2 ∩ c5 − c3 ∩ c4 − c3 ∩ c5 − c4 ∩ c5 + c1 ∩ c2 ∩ c3
+ c1 ∩ c2 ∩ c4 + c1 ∩ c2 ∩ c5 + c1 ∩ c3 ∩ c4 + c1 ∩ c4 ∩ c5 + c2 ∩ c3 ∩ c4
+ c2 ∩ c3 ∩ c5 + c2 ∩ c4 ∩ c5 + c3 ∩ c4 ∩ c5 − c1 ∩ c2 ∩ c3 ∩ c4
− c1 ∩ c2 ∩ c3 ∩ c5 − c1 ∩ c2 ∩ c4 ∩ c5 − c1 ∩ c3 ∩ c4 ∩ c5
− c2 ∩ c3 ∩ c4 ∩ c5 + c1 ∩ c2 ∩ c3 ∩ c4 ∩ c5
= a+ a+ a+ a+ a− a1 − a2 − a3 + 0− a1 − a2 − a3 − a1 − a2 − a1
+ a2 + a3 + 0 + a3 + 0+ a2 + a3 + a3 + a2 − a3 − 0− 0− 0− a3 + 0
= 5a− 4a1. (19)
The adjustment factor for five nodes is
χ =
4a1
5a
=
4× 2.1521rcs2
5pircs2
=
4× 2.1521
5pi
=
2.1521
pi
(
1− 1
5
)
. (20)
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Fig. 4. Incremental increase in the adjustment factor as a function of the number
of hops along a path from a given source to a destination.
Let there be six nodes along a path. Using (10), we have
6⋃
l=1
cl = c1 + c2 + c3 + c4 + c5 + c6 − c1 ∩ c2 − c1 ∩ c3 − c1 ∩ c4 − c1 ∩ c5
− c1 ∩ c6 − c2 ∩ c3 − c2 ∩ c4 − c2 ∩ c5 − c2 ∩ c6 − c3 ∩ c4 − c3 ∩ c5
− c3 ∩ c6 − c4 ∩ c5 − c4 ∩ c6 − c5 ∩ c6 + c1 ∩ c2 ∩ c3 + c1 ∩ c2 ∩ c4
+ c1 ∩ c2 ∩ c5 + c1 ∩ c2 ∩ c6 + c1 ∩ c3 ∩ c4 + c1 ∩ c3 ∩ c5 + c1 ∩ c3 ∩ c6
+ c1 ∩ c4 ∩ c5 + c1 ∩ c4 ∩ c6 + c1 ∩ c5 ∩ c6 + c2 ∩ c3 ∩ c4 + c2 ∩ c3 ∩ c5
+ c2 ∩ c3 ∩ c6 + c2 ∩ c4 ∩ c5 + c2 ∩ c4 ∩ c6 + c3 ∩ c4 ∩ c5 + c3 ∩ c4 ∩ c6
+ c3 ∩ c5 ∩ c6 + c4 ∩ c5 ∩ c6 − c1 ∩ c2 ∩ c3 ∩ c4 − c1 ∩ c2 ∩ c3 ∩ c5
− c1 ∩ c2 ∩ c3 ∩ c6 − c1 ∩ c2 ∩ c4 ∩ c5 − c1 ∩ c2 ∩ c4 ∩ c6
− c1 ∩ c2 ∩ c5 ∩ c6 − c1 ∩ c3 ∩ c4 ∩ c5 − c1 ∩ c3 ∩ c4 ∩ c6
− c1 ∩ c3 ∩ c5 ∩ c6 − c2 ∩ c3 ∩ c4 ∩ c5 − c2 ∩ c3 ∩ c4 ∩ c6
− c2 ∩ c3 ∩ c5 ∩ c6 − c2 ∩ c4 ∩ c5 ∩ c6 − c3 ∩ c4 ∩ c5 ∩ c6
+ c1 ∩ c2 ∩ c3 ∩ c4 ∩ c5 + c1 ∩ c2 ∩ c3 ∩ c4 ∩ c6
+ c1 ∩ c2 ∩ c3 ∩ c5 ∩ c6 + c1 ∩ c3 ∩ c4 ∩ c5 ∩ c6
+ c2 ∩ c3 ∩ c4 ∩ c5 ∩ c6 − c1 ∩ c2 ∩ c3 ∩ c4 ∩ c5 ∩ c6
= a+ a+ a+ a+ a+ a− a1 − a2 − a3 − 0− 0− a1 − a2 − a3 − 0− a1
− a2 − a3 − a1 − a2 − a1 + a2 + a3 + 0 + 0 + a3 + 0 + 0 + 0 + 0 + 0
+ a2 + a3 + 0 + a3 + 0 + 0 + a2 + a3 + a3 + a2 − a3 − 0− 0− 0− 0
− 0− 0− 0− 0− a3 − 0− 0− 0− a3 + 0 + 0 + 0 + 0 + 0 + 0− 0
= 6a− 5a1. (21)
The adjustment factor for six nodes is
χ =
5a1
6a
=
5× 2.1521rcs2
6pircs2
=
5× 2.1521
6pi
=
2.1521
pi
(
1− 1
6
)
. (22)
Theorem 1. Let h be the number of nodes along a path from a given source to a
destination and let the adjusted average number of neighbors lying in the carrier
sense range of a node along the path be represented by ν′cs = νcs(1−χ), where χ
is called the adjustment factor. Then, χ is given by the following expression.
χ =
2.1521
pi
(
1− 1
h
)
, h ≥ 2. (23)
Proof. We prove it using principle of mathematical induction. For h = 2, we
have,
χ =
2.1521
pi
(
1− 1
2
)
, (24)
which is true as per (14).
Let the statement of Theorem 1 be true for h = k. In other words,
χ =
2.1521
pi
(
1− 1
k
)
, k ≥ 2. (25)
We now add one more node along the path containing k nodes. The area of the
union of the set of k nodes is
Sk =
k⋃
l=1
cl (26)
The area of the union of set of k nodes and the node added to the path is,
Sk ∪ S1 =
(
k⋃
l=1
cl
)
∪ ck+1
=
(
k⋃
l=1
cl
)
+ ck+1 −
(
k⋃
l=1
cl
)
∩ ck+1. (27)
Replacing
⋃k
l=1 cl in (27) by the R.H.S. of (9), and rearranging further, we get
an expression for the unions of the contention areas of k + 1 nodes. Putting the
values of contention areas of single, two, three, and four nodes in terms of a and
ai, i = 1, · · · , 3, we get the following expression.
χ =
2.1521
pi
(
1− 1
k + 1
)
, k ≥ 2. (28)
Hence, the statement of Theorem 1 is true for all integers h.
4 Results and Discussion
Figure 3 shows the adjustment factor as a function of the number of hops along
a path from a given source to a destination. We observe that as the number of
hops increases the adjustment factor initially increases rapidly and then increases
slowly. In other words, when the number of hops continue to be larger, the effect
of adjustment factor continue to diminish.
Figure 4 shows incremental increase in the adjustment factor as a function
of the number of hops along path from a given source to a destination. We
observe that as the number of hops are increased, the incremental increase in
the adjustment factor decreases. Specifically, when the number of hops in the
path are increased from 2 to 3, the incremental increase in the adjustment factor
is 33.33%. Similarly, when the number of hops in a path is increased from 3 to
4, the incremental increase in the adjustment factor is 12.5%.
5 Conclusion
In this paper, we described a method to adjust the number of neighbors contend-
ing for the channel in a multihop wireless ad hoc network that uses a contention-
based MAC protocol. We computed the adjustment factor which comes out to
be a function of the number of nodes (or hops) along a path from a given source
to a destination. We observed that as the number of hops is increased, the in-
cremental increase in the adjustment factor decreases.
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