The development of a function f(x) defined on this interval takes the form (1) /(*) ~ £ anPn(x), 0 where (2) aB = J Pn(x)f(x)w(x)dx.
The problem I wish to consider is this. Let L" denote the class of functions f(x) which are measurable, and for which /_>*> (3) I \f(x)\pw(x)dx < «J.
For what values of p is it true that for all f(x) in Z* we have convergence in the mean of expansion (1) , that is, The range of values of p depends on the nature of the function w(x). If w(x) = (l-x2)~112, in which case the pn(x) are the normalized Tchebichef polynomials, the range is l<p<*x; this follows from M. Riesz' classical theorem on the mean convergence of Fourier series. Recently I have considered the problem for w(x) =1, that is, for Legendre series [3] . In this case the range turns out to be 4/3<£<4, with failure of mean convergence for some functions in Lp if 1 ^£<4/3 or p>4. The purpose of this paper is to bridge the gap between the two results by considering the problem for the general weight function w(x) = (1 -x2)x-1/2, Presented to the Society, November 30, 1946; received by the editors February 25, 1947. (') Numbers in brackets refer to the bibliography at the end of the paper.
[March X^O; the corresponding pn(x) are the normalized ultraspherical polynomials [l] . It will be established ( §8) that (4) holds for all f(x) in Uw if 1 1 (5) 2-< p < 2 + -, X+ 1 A but not ifl-¿p<2-1/(X +1) or p >2 + 1/X(2). For X = 0 this is consistent with Riesz' theorem, for X = 1/2 with my own.
If in (1-x2)x_1/2 we replace x by xX_1/2, and take the limit as X->°°, the weight function becomes e~x , and the corresponding polynomials those of Hermite on (-<», oe). The inequality (5) suggests that in this case p-mean convergence holds only for p = 2. This, and a similar result for Laguerre series, will be confirmed by suitable counterexamples.
A large part of the work carries over to more general weight functions than (1 -x2)x~1/2. We shall therefore first obtain a set of sufficient conditions on w(x) in order that the property (4) hold for all f(x) in L£. Later it will be established that if (5) is true, then these conditions are actually fulfilled by the special weight function.
It is possible to generalize the whole problem by considering distributions da(x) rather than w(x)dx. Except for p = 2, the more general problem appears to be very difficult, and the present methods seem to offer little towards its solution.
1. The hypotheses on w(x). Let p>l be fixed. We shall assume that w(x) satisfies hypotheses (H1)-(H8) given below. As they stand they are rather complicated, but are in precisely the form we need. In later sections a simpler set of conditions, which imply these, will be given. (2) Except when X = 0, the end values are in doubt. If X = 0, it is known that the theorem fails for £ = 1 and p= °°. See, for example, [3] . The theorem was announced by the author, without proof, in the note [3a].
(H7) The kernels
have the property that I.
K±(x, y)g(y)dy belong to Lp( -1, 1) whenever g(y) does. It is easy to prove, although we shall not use the fact, that if the preceding hypotheses are satisfied for some p>l, they are also satisfied when p is replaced by p'. This is to be expected in view of the fact that mean convergence for p implies mean convergence for p' [4, p. 108 ].
In the following sections we shall prove that if (H1)-(H7) hold, then (4) is true for all f(x) in Lvw.
2. The partial sums. The kernel kN(x, y) is given by [l, p. 42] kff(x, y) = E pAx)pn(y) = «AT
where un = kn/kn+i, and k">0 is the coefficient of x" in the polynomial p"(x). The polynomials qn(x) defined in the preceding section are given by(?)
We write pn for pn(i) and pn for pn( -1).
A straightforward computation shows that
A" x -y 
Now suppose that/(x) £££,. Then the partial sums sn(f; x) of (1) are given by f-i kH(x, y)f(y)w(y)dy, so that almost everywhere ,, n UnDn , n f1 wiy)^iy)fiy) , (
A is a constant independent of w and x.
3. Proofs of the lemmas. To prove Lemma 2.1 we begin with the observa-tion that by virtue of (HI) and (H2)
;an Now, by (2.1)
This formula can be found in [l, p. 302]. It follows that lim"^0OM" = l/2.
The conclusion of the lemma will now follow if we can prove that
By [l, p. 46] pn+i/pn>0 and p"+i/p"<0. We shall prove the first part of where A is independent of ».
To establish (4.1) it is enough to prove that each of the first two terms on the right-hand side of (4.2) is bounded in re; call them /" and /" respectively.
Now let
An(y) = (1 -y2)-1'4u-(y)1'2?n(y).
According to (H4) these functions are uniformly bounded in w and y. Since A similar argument applies to Z". Let
Bn(y) = (l -y'y'Wyytpn+ib).
By (H3), they are uniformly bounded. Now The rest of the proof proceeds as for ZB, with the substitution of K-(x, y)
for K+(x,y). Hence f(x)=g(x).
6. Reduction of the hypotheses. We shall now specialize w(x) to the form To show the failure of mean convergence it is enough to establish that (9.1) lim inf aJ f\l-x2f~1/21 pT"\x) \Pdx\ '" > 0.
by [l, p. 168 (7.34.1)]. From this (9.1) follows, and the proof is complete. 
