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HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION
MOHAMMED ABOUZAID
Abstract. Let X be a closed symplectic manifold equipped a Lagrangian torus fibra-
tion. A construction first considered by Kontsevich and Soibelman produces from this
data a rigid analytic space Y , which can be considered as a variant of the T -dual in-
troduced by Strominger, Yau, and Zaslow. We prove that the Fukaya category of X
embeds fully faithfully in the derived category of coherent sheaves on Y , under the tech-
nical assumption that pi2(X) vanishes (all known examples satisfy this assumption). The
main new tool is the construction and computation of Floer cohomology groups of La-
grangian fibres equipped with topologised infinite rank local systems that correspond,
under mirror symmetry, to the affinoid rings introduced by Tate, equipped with their
natural topologies as Banach algebras.
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1. Introduction
1.1. Statement of the main result. Let X be a closed symplectic manifold. One of the
key tools used to understand the symplectic topology of X is its Fukaya category, placing
the computations of this category as a central problem in the subject. Such computations
would ideally rely on geometric features of X . For example, the fact that cotangent bundles
are fibered in Lagrangian planes ultimately accounts for the computation of their (derived)
Fukaya categories as categories of modules over the chains on the based loop space of the
base [1].
The case of a symplectic manifold equipped with a Lagrangian torus fibration has been
the focus of much interest because of its relevance to mirror symmetry via the Strominger-
Yau-Zaslow conjecture [17]. Kontsevich and Soibelman [13] where the first to propose a
mathematically precise conjecture in this context: under the assumption that the torus
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fibration admits a Lagrangian section, they showed that one can associate a rigid analytic
space Y (in the sense of Tate) to every such symplectic manifold, and conjectured that
the Fukaya category is equivalent to the category of (rigid analytic) coherent sheaves on
Y . They also took the first step in this direction by assigning line bundles on Y to each
Lagrangian section of X , and comparing the multiplication on the Floer cohomology groups
of Lagrangian sections with the product of the sections of the corresponding bundles.
The next step was taken by Fukaya in [9], showing in complete generality that the Floer
cohomology of Lagrangian submanifolds varies analytically with respect to the natural co-
ordinates on the space of Lagrangians coming from the flux homomorphism. Fukaya’s work
was phrased in terms of the self-Floer cohomology of Lagrangians, but a minor adaptation
shows that one can assign to an object L of the Fukaya category of X a sheaf LL of coherent
analytic complexes on the mirror space [4]. To avoid technical difficulties, we shall from
now on restrict attention to symplectic manifolds with vanishing second homotopy group,
and consider only the subcategory of the Fukaya category consisting of tautologically unob-
structed Lagrangians, i.e. those for which there is a choice of almost complex structure so
that all holomorphic discs are constant.
In this context, the family Floer functor was shown to be faithful in [5]. More precisely,
associated to a Lagrangian torus fibration is a gerbe β on Y classified by a class in H2(Y,O∗).
An A∞ functor from the Fukaya category of X to the derived category of β-twisted coherent
sheaves on Y was constructed, and the corresponding family Floer map
(1.1.1) HF ∗(L,L′)→ HomY (LL′ ,LL)
was proved to be injective for every pair of Lagrangians. Here, and in contract to the rest
of the paper, we use the notation HomY to indicate morphisms in the derived category of
coherent sheaves on Y , without specifying a model for this category. The main result of this
paper is
Theorem 1.1. The family Floer map is surjective. In particular, there is a fully faithful
embedding of the Fukaya category of X in the β-twisted derived category of coherent sheaves
on Y .
The main deficiencies of this result are its restrictive assumptions that (1) all Lagrangians
are tautologically unobstructed, and (2) the ambient symplectic manifold is equipped with
a non-singular fibration. Removing the first assumption would require the use of a package
of virtual fundamental chains; the one developed by Fukaya-Oh-Ohta-Ono [10] would be
sufficient for the task at hand. The decision not to use it to prove a theorem for general
Lagrangians amounts to the desire not to add another layer of complexity to the paper. On
the other hand, admitting singular Lagrangians as fibres, e.g. immersed Lagrangians, will
require some new insights about Floer theory in families, though the first steps have been
taken by Fukaya in his announced results about mirror symmetry for K3 surfaces.
1.2. A summary of the proof. The proof of Theorem 1.1 is based on the following idea:
the linear dual to LL can also be thought of as a (β-twisted) complex of sheaves RL on Y ,
and there is a natural map, which was essentially already used in [5], from the cohomology
of the derived tensor product of these sheaves to the Floer cohomology
(1.2.1) RL′ ⊗Y LL → HF
∗(L,L′).
Surjectivity of Equation (1.1.1) can thus be deduced from the sujectivity of the composition
(1.2.2) RL′ ⊗Y LL → HF
∗(L,L′)→ HomY (LL′ ,LL).
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In fact, we shall show that this composition is an isomorphism.
The implementation of this strategy turns out to be particularly complicated; the goal of
the remainder of this introduction to is indicate what the difficulties are, and how they are
bypassed. We begin by specifying that as in [5] our model for the derived category of Y will
be of Cˇech nature: we fix a polyhedral cover {Pσ}σ∈Σ of the base Q of the torus fibration,
which gives rise to an affinoid cover of Y . A classical result of Tate [19] implies that the
derived category of coherent sheaves on each of these affinoid domains is equivalent to the
category of modules over the corresponding ring of functions, so that we can describe the
derived category of coherent sheaves on Y in terms of modules over a category F with objects
labelled by iterated intersections of elements of the cover, in which the only morphisms are
associated to inclusions. In the most basic case of a space covered by two affinoid domains,
this encodes the idea that a (coherent) sheaf on the ambient space can be thought of as a
pair of modules over the rings of function on the two elements of the cover, a module over
the ring of functions on the intersection, together with an isomorphism between the module
associated to the intersection and the restrictions of the module for each piece of the cover.
This is equivalent, though less economical, than the data of the two modules together with
an isomorphism between their restrictions, but it proves to be much more convenient when
formulating the corresponding notion at the level of cochain complexes.
The starting point of the results of [5] is that the category F has a symplectic interpreta-
tion as follows: picking a basepoint qσ ∈ Pσ, we can identify the cohomology HLL(σ) with
the Floer cohomology of L with the fibre Xqσ , equipped with an (infinite) rank local system
which depends on the polytope Pσ, and which can be expressed as a completion of the
group ring of Xqσ . The structure maps of the modules associated to L, as well as the maps
in Equation (1.2.2), can then be interpreted as maps associated to families of holomorphic
discs with boundary conditions on L and a collection of fibres parametrised by families of
paths interpolating between the basepoints chosen for each element of the cover. We can
thus associate to this composition the picture on the right of Figure 1, where the label by
polytopes indicates that we are considering the corresponding family of Lagrangian fibres.
Each disc is labelled by the corresponding map, defined in Section 2, which gives a more
precise formulation of the ideas being sketched in this introduction.
(2.1.16) LPσ
L′ Pτ
LPσ
Pτ
L′
(2.1.13)
(2.1.12)
LPσ
Pτ
L′
(2.1.7)
(2.1.9)
Figure 1. An informal representation of the moduli spaces giving rise
to two compositions in Diagram (2.1.16), together with the moduli space
giving rise to the homotopy between them.
Figure 1 thus shows a picture cobordism between the moduli spaces of discs used to
define the two maps we are considering and the moduli space of discs which we should try
to use to prove that the composition is an isomorphism. The essential problem is to give a
meaning, both in geometry and algebra, to the picture shown on the left. At the level of
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geometry, the naive idea of considering families of fibres over the two polytopes runs into
a transversality problem, because two fibres intersect if and only if they are equal, and it
seems difficult to arrange for such a parametrised problem (in which the intersections of
Lagrangians change), to give moduli spaces of the correct dimension.
As is standard in Floer theory, we resolve the first problem by introducing Hamiltonian
perturbations, and associate to the node in Figure 1 with label (Pτ , Pσ) the set of intersec-
tions between a fibre over Pτ , and the image of a fibre over Pσ under a Hamiltonian isotopy.
This leads to two new problems, which are responsible for the first two real innovations of
this paper. The first problem is to ensure that the Floer cohomology groups associated to a
perturbed pair can be given appropriate meaning under mirror symmetry. At the least, we
need to know that the perturbed Floer cohomology of the pair Pσ = Pτ is isomorphic to the
affinoid ring associated to the corresponding subset of Y . The naive idea of defining such a
group as a Floer cohomology of Lagrangians equipped with local systems (see, e.g. [3] for
the infinite rank case relevant to this setup) does not succeed, and produces a group that
is far larger than the desired one. This is analogous to the statement that, if we consider a
power series ring k[[x]] as a module over the polynomial ring k[x] in the natural way, then
the map
(1.2.3) k[[x]]→ Homk[x](k[[x]],k[[x]])
is far from being an isomorphism. A solution is offered by the fact that a power series ring
acquires a natural topology from its description as an inverse limit, with respect to which
it is complete. If we consider instead continuous morphisms, then the above map becomes
an isomorphism.
We are thus led to consider the Floer theory of Lagrangians equipped with topological local
systems, keeping the topologies into account when defining Floer cohomology groups (see
Section 2.2). The idea of incorporating topological vector spaces in the study of Floer theory
probably goes back to Fukaya [8], who intended to use it to study Lagrangian foliations.
We do not develop the general theory, limiting ourselves to those properties required for the
proof of the main theorem. Among the indications that this approach gives the right answer
is that we succeed in proving that (i) the self-Floer cohomology of a Lagrangian with such
a local systems can be computed using either a Morse-theoretic model or an appropriate
Hamiltonian perturbation (see Section 2.6.2) and (ii) the Floer cohomology associated to a
pair of polytopes in the base depends only on a neighbourhood of their intersections (see
Section 2.2.6).
This leads us to the second problem: the Floer cohomology of Lagrangians equipped
with the topological local systems that we consider is, at first sight, not invariant under
Hamiltonian isotopies, as is implicit in the statement that we can use any fibre over Pσ as
basepoint: distinct fibres are disjoint, hence should have trivial Floer cohomology. However,
an outcome of this paper is that, after perturbation, the Floer cohomology group for the
pair, equipped with the appropriate local systems, is isomorphic to the ring of functions
on the mirror affinoid domain. Unfortunately, the techniques used in [5], elaborating on
Fukaya’s ideas from [9], to prove the corresponding invariance statement in the construction
of the family Floer functor do not seem to be adapted to this problem.
The solution is to use the reverse isoperimetric inequality of Groman and Solomon [11]
(with a simplified proof by DuVal [7]), in order to prove the desired invariance. The basic
idea is that the completions we consider can be expressed in terms of the minimal length of
the representative of any homotopy class of paths in a Lagrangian fibre, and that the reverse
isoperimetric inequality gives a bound (from above) for the lengths of the paths arising as
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the boundary of a holomorphic disc of given energy. While previous work only considered
the case of a single Lagrangian (rather than a pair), the method of DuVal is sufficiently
flexible to immediately yield the generalisations we need, as explained in Appendix A, and
first implemented in Section 2.5.2.
With this at hand, we would like to interpret the picture on the right of Figure 1 as a
factorisation:
(1.2.4) RL′ ⊗Y LL → HomY (LL′ ,∆)⊗Y LL → HomY (LL′ ,LL),
where ∆ corresponds to the geometric diagonal of Y . At this point, we encounter the
final difficulty: the model of sheaves on Y provided by modules over F is not adequate for
this argument. The key problem is that we have set morphisms in F from Pτ to Pσ to
vanish whenever Pτ does not contain Pσ, but the corresponding Floer cohomology groups
only vanish if the polytopes are disjoint. On the algebraic side, the intuition is that Floer
theory recovers a model for an enlargement of the category of coherent sheaves on Y , which
admits as objects pushforwards of the structure sheaves of affinoid sub-domains. In algebraic
geometry, this would be handled by considering the category of quasi-coherent sheaves, but
the analogue in the analytic setting is poorly understood.
While it would be possible to proceed along this route, and construct a category Po in
which morphisms are not artificially set to vanish for non-inclusions, we choose instead a
shortcut that allows us to study only the local analogue of this category. To this end, we
introduce a bimodule over F, which would corresponds to the pullback of the diagonal of
Po under the natural embedding F → Po, and which will play the role of the geometric
diagonal of Y .
Having arranged for Figure 1 to correspond to a cobordism of moduli spaces of curves,
and for the left hand side to have an algebraic interpretation, we are left with the problem
of showing that this alternate factorisation of the composition is an isomorphism. This is
proved by showing that the corresponding maps can be computed locally in Q, i.e. that the
value on a polytope Pσ is determined by the restriction to the subcategory Fσ of F consisting
of polytopes which intersect Pσ. Having reduced the computation to a local problem, we then
introduce a local category which extends Fσ by eliminating the requirement that morphisms
vanish for non-inclusions. The basic idea is then to extend RL to a right module over this
local category, and prove that it is the bimodule dual of LL (see Section 2.4.2). If Yσ ⊂ Y
is the corresponding analytic subspace, this essentially amounts to showing that the map
(1.2.5) RL ⊗Yσ LL′ → HomYσ (LL,∆)⊗Yσ LL′ ,
is an isomorphism. To show that the local analogue of the second map in Equation (1.2.4)
is an isomorphism, we use basic algebraic arguments that amount to the statement that LL
corresponds to a complex of coherent sheaves.
To complete the argument, we still have to compare the computations associated to the
local category with those associated to Fσ. This ends up being a variant of the acyclicity
result of Tate alluded to above, which implies that a Cˇech model associated to a fixed
affinoid cover computes the correct (derived) space of maps between complexes of coherent
sheaves, so that the coherence of LL again plays a crucial role.
1.3. Outline of the paper. Theorem 1.1 is proved in Section 4.1, which constructs the
various A∞ operations required to make precise the above outline of the proof. This in turn
relies on the usual constructions of families of pseudo-holomorphic equations, constructed
compatibly over various abstract moduli spaces, as explained in the preceding Section 3.
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Because of the inherent combinatorial complexity of such constructions, we have chosen
to precede the A∞ constructions by Section 2, which constructs all the operations at the
cohomological level, and in fact proves a weak version of Theorem 1.1 for Lagrangian sec-
tions. Given the content of Section 2 and the three Appendices on reverse isoperimetric
inequalities, Tate’s acyclicity results, and the computation of Floer cohomology groups with
coefficients in completions of the homology of the group ring of the torus, filling in the rest
of the paper is just a matter of following one’s nose.
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Notation. Let k be a field, and Λ the corresponding Novikov field consisting of series
(1.3.1)
∑
λ∈R
cλT
λ, cλ ∈ k
with the property that the set of exponents λ for which the coefficients cλ do not vanish is
discrete and bounded below.
The ring Λ admits a valuation
(1.3.2) val(
∑
λ∈R
cλT
λ) = λ0
where λ0 is the smallest exponent whose coefficient does not vanish (we set val 0 = +∞).
2. Cohomological constructions
2.1. Statement of the main results. Let X → Q be a Lagrangian n-torus fibration. In
order to bypass difficulties involving the foundations of holomorphic curve theory, we shall
assume that π2(Q) = 0. As we are interested in the Floer theory of Lagrangians in X , we
consider a (finite) collection A of Lagrangians in X , such that, for each L ∈ A, we have
(2.1.1)
an almost complex structure JL with respect to which all holomorphic discs with
boundary on L are constant.
Moreover, we shall assume for simplicity that all Lagrangians in A are mutually transverse.
Recall that, by the Arnol’d-Liouville theorem, we have a lattice T ∗,Zq Q ⊂ T
∗
qQ, and an
isomorphism
(2.1.2) T ∗qQ/T
∗,Z
q
∼= Xq
which is canonical up to translation in the left hand side. In particular, a metric on Q
induces a canonical flat metric on Xq for all q ∈ Q. We shall fix such a metric in the
remainder of the paper.
By passing to homology, the Arnol’d-Liouville map gives rise to an isomorphism
(2.1.3) TqQ ∼= H
1(Xq,R)
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where Xq is the fibre over q ∈ Q. With respect to this map, we have a natural isomorphism
of lattices
(2.1.4) T Zq Q
∼= H1(Xq,Z),
where T Zq Q is the lattice dual to T
∗,Z
q . This lattice arises from an integral affine structure
in the sense that there is an affine exponential map
(2.1.5) H1(Xq,R)→ Q
which is a diffeomorphism near 0, and which induces an isomorphism of lattices at each
point.
Definition 2.1. An integral affine polytope P ⊂ Q is the image of a polytope in H1(Xq,R)
which is defined by inequalities 〈 , αi〉 ≥ λi with αi ∈ H1(Xq,Z) and λi ∈ R.
As recalled in Section 2.2.1 below, we may associate to each such polytope a ring ΓP
which is an affinoid ring in the sense of Tate [19].
We consider a finite partially ordered set Σ such that the length of any totally ordered
subset is bounded by n+ 1, indexing a cover {Pσ}σ∈Σ of Q by integral affine polytopes of
sufficiently small diameter, and equipped with basepoints qσ ∈ Pσ, such that Pσ ⊂ Pτ if
τ ≤ σ, and
(2.1.6) Q =
∐
σ∈Σ
Pσ/∼,
where the equivalence relation identifies a point in Pσ with its image in Pτ if τ ≤ σ. For
example, starting with a finite cover of Q dual to a triangulation, we can define Σ to the
set of subsets of the index set, ordered by inclusion, so that Pσ is the intersection of the
elements of the cover appearing in the label.
In this section, which can be read as an extended introduction, we construct the following
structures at the cohomological level which we shall later lift to the A∞ level:
(1) A category HF whose objects are elements σ ∈ Σ, with HF(τ, σ) vanishing unless
τ ≤ σ, and otherwise given by a Floer cohomology group HF ∗(Pτ , Pσ) which is
isomorphic to the affinoid ring ΓPσ .
(2) For each Lagrangian L ∈ A and σ ∈ Σ, Floer cohomology groups HF ∗(Pσ, L) and
HF ∗(L, Pσ) which give rise to right and left modules HRL and HLL over HF (see
Section 2.3).
(3) For each pair of Lagrangians (L,L′) in A, a map
(2.1.7) HF ∗(L,L′)→ HomΛ(HF
∗(L′, P ), HF ∗(L, P ))
inducing a map into the space of left-module maps:
(2.1.8) HF ∗(L,L′)→ HomHF(HLL′ , HLL).
We define as well a map
(2.1.9) HF ∗(Pσ, L
′)⊗HF ∗(L, Pσ)→ HF
∗(L,L′)
which is compatible with the action of morphisms in HF, in the sense that we have
an induced map
(2.1.10) HRL′ ⊗HF HLL → HF
∗(L,L′).
At the cohomological level, the structures listed above are the same as those considered in
[5]. Our chain-level construction however will be different as we shall need to consider the
following additional data:
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(4) A geometric diagonal bimodule H∆HF over HF, given for a pair (τ, σ) by a Floer
cohomology group HF ∗(Pτ , Pσ). The key point here is that these groups may be
non-vanishing even if the condition τ ≤ σ does not hold.
(5) For each L ∈ A, and for each pair (τ, σ) of polytopes, a map
(2.1.11) HF ∗(L, Pσ)⊗Λ HF
∗(Pτ , L)→ HF
∗(Pτ , Pσ),
which descends to a map of bimodules:
(2.1.12) HLL ⊗HRL → H∆HF.
(6) Finally, we construct a map
(2.1.13) HF ∗(Pτ , Pσ)⊗HF
∗(L, Pτ )→ HF
∗(L, Pσ),
which gives rise to a map of left modules
(2.1.14) ∆HF ⊗HF HLL → HLL.
For the statement of the main result of this section, it will be convenient to interpret
Equation (2.1.12) as a map of right modules:
(2.1.15) HRL → HomHF(HLL,∆HF).
Proposition 2.2. Given pairs (τ, σ) in Σ and Lagrangians (L,L′) ∈ A, we have a commu-
tative diagram
(2.1.16)
HF ∗(Pτ , L
′)⊗HF ∗(L, Pτ ) HF ∗(L,L′)
HomΛ(HF
∗(L′, Pσ), HF
∗(Pτ , Pσ))⊗HF ∗(L, Pτ ) HomΛ(HF ∗(L′, Pσ), HF ∗(L, Pσ))
HomΛ(HF
∗(L′, Pσ), HF
∗(Pτ , Pσ)⊗HF ∗(L, Pτ )).
Allowing arbitrary pairs in Σ, we obtain a commutative diagram
(2.1.17)
HRL′ ⊗HF HLL HF ∗(L,L′)
HomHF(HLL′ , H∆HF)⊗HF HLL HomHF(HLL′ , HLL)
HomHF(HLL′ , H∆HF ⊗HF HLL).
This result is proved in Section 2.7.2, and is illustrated in Figure 1.
Remark 2.3. The notation that we use hides the following complication: the morphism
spaces in HF will be defined using a Morse-theoretic model of Floer cohomology. On the
other hand, the construction of the bimodule ∆HF will be genuinely Floer-theoretic as it is
defined using Hamiltonian perturbations.
Corollary 2.4. If Equations (2.1.15) and (2.1.14) and the map
(2.1.18) HomHF(HLL′ , H∆HF)⊗HF HLL → HomHF(HLL′ , H∆HF ⊗HF HLL)
are isomorphisms, then Equation (2.1.8) is surjective. 
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We shall see that the conditions of Corollary 2.4 hold whenever L and L′ are Lagrangian
sections; we shall discuss the proofs, because they serve as models for the A∞ analogues
which hold in general.
The fact that Equation (2.1.18) is an isomorphism amounts to the statement that the
module HLL behaves with respect to the functors Hom and ⊗ in much the same way as
a projective module over a ring, whenever L is a Lagrangian section. This is of course not
surprising, because a Lagrangian section gives rise, under mirror symmetry, to a line bundle.
Next, we use the fact that the Floer cohomology groups HF ∗(Pτ , Pσ) vanish whenever
the inputs are disjoint. This leads us to introduce, for each σ ∈ Σ, a full subcategory HFσ
of F, whose set of objects Σσ consists of elements of the cover which intersect Pσ. We have
the following elementary result (for the statement, we abuse notation by using the same
notation for a module on F and its restriction to Fσ):
Lemma 2.5. For each left module L over HF, the natural maps
HomHF(L,∆HF(σ, ))→ HomHFσ (L,∆HF(σ, ))(2.1.19)
∆HF( , σ)⊗HFσ L→ ∆HF( , σ)⊗HF L(2.1.20)
are isomorphisms.
Proof. The two arguments are entirely analogous; we explain the second. We can describe
the tensor product over HF as the cokernel of the map
(2.1.21)
⊕
∆HF(τ−0, σ)⊗HF(τ−1, τ−0)⊗ L(τ−1)→
⊕
∆HF(τ, σ) ⊗ L(τ),
with the direct sum being taken over objects of HF, and the arrow being given by the
difference between the two compositions. The key fact is that, whenever HF(τ−1, τ−0) 6= 0,
the polytope Pτ−0 is contained in Pτ−1 , so that τ−0 being an object of HFσ implies the
same for τ−1. In particular, both direct sums are in fact taken over objects of HFσ, which
implies the desired isomorphism. 
Because of the above result, whose A∞ generalisation holds with the same proof, verifying
that the analogues of Equations (2.1.15) and (2.1.14) are isomorphisms is a local compu-
tation, in the sense that the corresponding computations involve the each of the categories
HFσ separately.
To perform these local computations, it is useful to introduce a category HPoσ, whose
objects are the polytopes of Q which are contained in a polygonal neighbourhood of Pσ that
itself contains the open star of σ with respect to the cover Σ (i.e. all Pτ intersecting Pσ
non-trivially). The morphisms in HPoσ are again given by Floer cohomology groups, and
we have a faithful embedding
(2.1.22) j : HFσ → HPoσ,
which is the inclusion of a directed subcategory. We shall then prove in Section 2.7 that
the pullback of the diagonal bimodule of HPoσ is naturally isomorphic to the restriction of
∆HF to HFσ. Moreover, for each L ∈ A there are left and right modules HLL,σ and HRL,σ
over H Poσ whose pullbacks to HFσ are naturally isomorphic to the restrictions of HLL
and HRL.
This allows us to reduce local computations to the category HPoσ in certain special cases,
and to the corresponding A∞ category in general. For example, the proof that Equation
(2.1.14) is an isomorphism reduces to the statement that the map of the tensor product of
pullbacks of left and right modules
(2.1.23) j∗∆HPoσ (σ, )⊗HFσ j
∗ (HLL,σ)→ j
∗HLL,σ(σ)
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is an isomorphism. We shall prove that the above follows from Tate acyclicity assuming
that Lσ meets Xqσ at a point (see Section 2.3.4).
2.2. The cohomological category of polytopes.
2.2.1. Loops, paths, and local systems. We fix, for each σ ∈ Σ, a local Lagrangian section
(2.2.1) ισ : νQσ → X
of the projection X → Q, defined over a contractible neighbourhood νQσ of Pσ. It is
important for later purposes to require that νQσ contain Pτ whenever τ ∈ Σσ, i.e. whenever
Pσ ∩ Pτ is non-empty.
The first step is to associate to each polytope P ⊂ νQσ a ring ΓP . Given a point q ∈ νQσ,
we shall then produce a local system UP on the fibre Xq.
Let us write p − q for the element of H1(Xq,R) corresponding to a point p ∈ P under
the (affine) chart based at q. We have a non-archimedean valuation on the group ring Γ of
π1(Xq, ισ(q)) with coefficients in the Novikov field Λ, given by
Γ ≡ Λ[π1(Xq, ι(q))]→ R ∪ {+∞}(2.2.2)
valp
(∑
cβz
β
)
= minβ val(cβ) + 〈β, p− q〉.(2.2.3)
Here, val(cβ) denotes the valuation of this element of Λ (see Equation (1.3.2)). Taking the
minimum over all elements of P , we obtain the valuation
(2.2.4) valP
(∑
cβz
β
)
= minp∈P valp
(∑
cβz
β
)
,
and define the ring ΓPq to be the completion of the group ring with respect to the corre-
sponding norm (i.e. consider series such that the number of terms with valuation bounded
above by any fixed constant is finite). Elements of this ring can be written uniquely as series
(2.2.5)
∑
β∈π1(Xq ,ι(q))
cβz
β
satisfying the condition
(2.2.6) lim
|β|→+∞
valP
(
cβz
β
)
= +∞.
Given another basepoint ι(q), concatenation with a path from ι(q) to ισ(q) defines an
isomorphism between the corresponding rings, which is well defined up to conjugacy. Since
π1(Xq, ι(q)) is abelian, we conclude that this ring is independent of the choice of basepoint
up to canonical isomorphism.
Lemma 2.6. There are natural isomorphisms ΓPq → Γ
P
q′ for each pair of points (q, q
′) in
νQσ, with the property that for every triple (q, q
′, q′′), we have a commutative diagram:
(2.2.7) ΓPq //

ΓPq′′ .
ΓPq′
>>
⑥
⑥
⑥
⑥
⑥
⑥
⑥
⑥
Proof. Since νQσ is contractible, there is a canonical identification between the fundamendal
groups of the fibres Xq based at ισ(q). Writing z
β
q for the element of Γ
P
q associated to a
class β in this group, the map is given by
(2.2.8) zβq 7→ T
〈β,q′−q〉zβq′
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The appearance of 〈β, q′ − q〉 accounts for the flux of the isotopy between Xq and Xq′ . 
Given these canonical isomorphisms, we shall write ΓP for any of these rings, discarding
the choice of point in Q.
We now produce the local systems: let Uσ denote the local system on Xq whose value
at a point x is the free Λ-module on the homotopy classes of paths starting at ισ(q) and
ending at x,
(2.2.9) Uσ,x ≡ Λ[π0(Ωισ(q),xXq)].
If P is an integral affine polytope in TqQ, the tensor product (over Λ[π1(Xq, ισ(q))]) with
ΓP defines a local system UP , with fibre
(2.2.10) UPσ,x ≡ Λ[π0(Ωισ(q),xXq)]⊗Λ[π1(Xq,ισ(q))] Γ
P .
Note that Uσ,x is a free rank-1 module over Λ[π1(Xq, ισ(q))], with a generator corresponding
to a choice of homotopy class of paths from ισ(q) to x. Choosing such a path, we obtain a
norm on Uσ,x, and U
P
σ,x is the completion with respect to this norm.
In order to state the analogue of Lemma 2.6, we have:
Lemma 2.7. If B is a contractible subset of Q contained in νQσ, and x : B → XB is a
Lagrangians section, there is a canonical identification
(2.2.11) UPσ,xq
∼= UPσ,xq′
for all points q, q′ ∈ B.
Proof. Pick a class γ in π0(Ωισ(q),xXq)
∼= π0(Ωισ(q′),xXq). Since B is contractible, there is
a unique homotopy class of maps
(2.2.12) u : [0, 1]2 → XB
such that the restrictions to {0} × [0, 1] and {1} × [0, 1] map to Xq and Xq′ and represent
the class γ, and the restrictions to [0, 1]×{0} and [0, 1]×{1} map to the sections ισ and x.
We define
(2.2.13) Fγ(q, q
′) =
∫
[0,1]2
u∗ω,
and note that this integral is independent of the choice of representative of the given homo-
topy class because all boundary conditions are Lagrangian. We then define the map from
UPxq to U
P
xq′
by
(2.2.14) zγ 7→ TFγ(q,q
′)zγ .

As the proof shows, the identification from the previous Lemma is compatible with parallel
transport maps in the following sense: we can associate to a homotopy class γ of paths with
endpoints (x0, x1) on Xq, and to q
′ ∈ B a real number Fγ(q, q′) which is the flux of this
path. Under the identification of Equation (2.2.11), the parallel transport maps associated
to this homotopy class of paths in Xq and the corresponding homotopy class in Xq′ differ
by multiplication by TFγ(q,q
′). In the setting of the above Lemma, we shall therefore omit
the superscript from xq unless it is required for clarity of exposition.
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A key aspect of the constructions of this paper will be the need to verify the T -adic
convergence of operators constructed using holomorphic curves. Consider points x, y ∈ Xq,
a path γ with endpoints x and y, and the induced parallel transport map
(2.2.15) z[γ] : UPσ,x → U
P
σ,y
for a polytope P ⊂ Q which is in the image of the affine exponential map based at q. Fixing
paths from x to y to the basepoint associated to σ, we obtain valuations on the fibres of
these local systems. We can also assign a homology class in H1(X,Z) to γ, and the valuation
of z[γ] is then bounded by the product of the norm of [γ] with the distance from the origin
to the inverse image of P in TqQ, where
(2.2.16) |[γ]| ≡ min[γ′]=[γ] ℓ(γ
′),
and ℓ is the length of the loop γ′, with respect to the flat metric on Xq induced by the
metric on Q.
Lemma 2.8. If the image of P in TqQ under the inverse of the affine exponential map is
contained in the ball of radius ǫ, the valuation of the parallel transport map z[γ] on UPσ is
bounded below by −ǫ · |[γ]|, up to adding a constant which is independent of γ. 
It is convenient to replace the condition about the inverse image of P under the expo-
nential map by a condition in Q. To this end, we shall assume from now on that:
(2.2.17)
for all q ∈ Q, the distortion of the affine exponential map in the ball of radius 1
in TqQ is bounded by 2.
The following result will play a key role in the proof of convergence of various Floer
theoretic constructions.
Corollary 2.9. Let 0 < δ be a positive real number, and let ǫ be a constant which is smaller
than the minimum of 1/2 and δ/2. Assume that {γi}
∞
i=0 is a sequence of paths with endpoints
x and y in Xq and λi ∈ R is a sequence going to +∞ such that
(2.2.18) δ · |[γi]| ≤ λi + a constant independent of i.
Whenever P is contained in the ball of radius ǫ about q in Q, the map
(2.2.19)
∞∑
i=1
T λiz[γi] : UPσ,x → U
P
σ,y
converges in the T -adic topology.
Proof. The valuation of T λiz[γi] is given by
(2.2.20) λi + valP z
[γi] ≥ λi − 2ǫ · |γi| ≥ (1− 2ǫ/δ)λi + a constant independent of i.
The assumptions that 2ǫ < δ and λi →∞ imply that this valuation also goes to +∞. 
The reader should have in mind that the constant δ which appears in the statement is
obtained from applying the reverse isoperimetric inequality to a collection of holomorphic
curves with boundaries γi, and energies λi.
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2.2.2. Gradings and orientations. In order to construct a category over a field of charac-
teristic different from 2, we pick a Pin structure on Pσ ⊂ Q for each σ ∈ Σ. As Pσ is
contractible, there is no obstruction to such a choice. Via the canonical identification, for
q ∈ Q, of the tangent space of Xq with the trivial vector bundle with fibre T ∗Xq, we obtain
a Pin structure on Xq, varying continuously over q ∈ Pσ.
Remark 2.10. Given a vector bundle on the 3-skeleton of Q, we may define a Fukaya category
twisted by the corresponding class in H2(X,Z2) by picking twisted Pin structures. More
generally, one can twist by general classes in H2(X,Z2), but we abstain from such generality
as some of the corresponding rings would be non-commutative, and we shall later appeal to
algebraic results which are not known in this generality.
To obtain a Z-graded category we use the fact that the (canonical up to homotopy)
trivialisation of the square of the top exterior power of TQ induces a trivialisation of the
square of the top (complex) exterior power of TX with respect to any compatible almost
complex structure, i.e. a complex quadratic volume form. This gives rise to a grading on
all fibres Xq in the sense of [15].
2.2.3. Floer cohomology. Given a pair (σ0, σ1) of elements of Σ, consider a point q ∈ νQσ0∩
νQσ1 together with a Morse function
(2.2.21) fσ0,σ1 : Xq → R,
whose critical locus we denote Crit(σ0, σ1).
We denote by λσ0,σ1 the rank-1 free abelian group of isomorphism classes of families of
Pin structures on TqQ, parametrised by [0, 1] and twisted by the orientation line of this
vector space as in [16, Equation (11.32)], which agree with the chosen structures associated
to σ0 and σ1 at the endpoints. Given a critical point x ∈ Crit(σ0, σ1), define
(2.2.22) δx ≡ λσ0,σ1 ⊗ detx,
where detx is the orientation line of the stable manifold of x. Let deg(x) denote the degree
of this graded line.
The choices ισi of Lagrangian sections over νQσi yield local systems Uσi on Xq. Given
polytopes Pi ⊂ T ∗qQ, we obtain by local systems U
Pi
σi which are constructed by completion,
and define
(2.2.23) CM∗(Xq,Hom
c(UP0σ0 , U
P1
σ1 )⊗ δ) ≡
⊕
x∈Crit(P0,P1)
Homc(UP0σ0,x, U
P1
σ1,x)⊗ δx
where Homc(UP0σ0,x, U
P1
σ1,x) is the space of continuous homomorphisms, i.e. those with finite
valuation
(2.2.24) valφ = inf
f∈U
P0
σ0,x
\{0}
val(φ(f)) − val(f).
We now recall the construction of the differential: let I denote the interval (−∞,+∞)
for which we use the parameter t. We define
(2.2.25) T (σ0, σ1) = {γ : I → Xq|
dγ
dt
= ∇fσ0,σ1}/R
where the gradient is taken with respect to a Riemannian metric on Xq, and the R action
is by translation. We have a natural evaluation map
(2.2.26) T (σ0, σ1)→ Crit(σ0, σ1)× Crit(σ0, σ1)
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given by taking the limits at −∞ and +∞, and the compactified moduli space of gradient
trajectories is given by
(2.2.27) T (σ0, σ1) ≡
⋃
k
T (σ0, σ1)×Crit(σ0,σ1) T (σ0, σ1)×Crit(σ0,σ1) · · ·×Crit(σ0,σ1)T (σ0, σ1).
The evaluation map (2.2.26) extends to the compactification
(2.2.28) T (σ0, σ1)→ Crit(σ0, σ1)× Crit(σ0, σ1),
and we write T (x0, x1) for the fibre over critical points x0 and x1.
For a generic choice of metric, T (x0, x1) is a compact manifold with boundary of dimen-
sion
(2.2.29) dim T (x0, x1) = deg(x0)− deg(x1)− 1,
which is oriented relative the tensor product δ∨x0 ⊗ δx1 (this requires a trivialisation of the
tangent space of I, for which we use the standard orientation). In particular, whenever
(2.2.30) deg(x0) = deg(x1) + 1
we can associate to each element of T (x0, x1) a natural isomorphism
(2.2.31) detγ : detx1 → detx0 .
Parallel transport also induces an isomorphism of topological vector spaces
Πγ : Hom
c(UP0σ0,x1 , U
P1
σ1,x1)→ Hom
c(UP0σ0,x0 , U
P1
σ1,x0)(2.2.32)
ψ 7→ z[γ] ◦ ψ ◦ z−[γ].(2.2.33)
Taking the tensor product of these two maps with the identity on λσ0,σ1 , we define
µ1 : CM∗
(
Xq,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ)
)
→CM∗
(
Xq,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ)
)
(2.2.34)
µ1 ≡
∑
[γ]∈T
0
(σ0,σ1)
(−1)deg(x1)Πγ ⊗ idλ⊗ detγ ,(2.2.35)
where T
0
(σ0, σ1) is the space of rigid gradient flow lines. Since the sum is necessarily finite,
this differential is continuous
Choosing a basepoint qσ0,σ1 ∈ νQσ0 ∩ νQσ1, we define
(2.2.36) CF ∗((σ0, P0), (σ1, P1)) ≡ CM
∗
(
Xqσ0 ,qσ1 ,Hom
c(UP0 , UP1 ⊗ δ)
)
.
It will be useful to arrange for this complex to be independent up to isomorphism of
the choice of basepoint. Recall that the choice of section ισ0 induces an identification of
symplectic manifolds
(2.2.37) XνQσ0
∼= T ∗νQσ0/T
∗
Z
νQσ0
over the base νQσ0, hence diffeomorphisms Xq ∼= Xq′ for all pairs (q, q′) ∈ νQσ0, which
are compatible for triples. We shall leave these diffeomorphisms implicit in our notation.
With this in mind, the function fσ0,σ1 appearing in the right hand side of Equation (2.2.23)
can therefore be thought of as a Morse function on any fibre over νQσ0 ∩ νQσ1, and the
metric on Xq induces a metric on Xq′ . Since the base is contractible, Lemma 2.7 provides
an isomorphism of local systems, so we obtain an isomorphism of cochain complexes
(2.2.38) CM∗(Xq,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ))→ CM
∗(Xq′ ,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ))
which is compatible with composition for triples (q, q′, q′′). This establishes that this Morse
complex is indeed independent of the choice of basepoint in νQσ0.
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Since the local systems associated to two different choices of sections are isomorphic as
local systems of topological vector space, the above complex is independent up to isomor-
phism of the choices ισi . Moreover, continuation maps in Morse theory give rise to homotopy
equivalences of these Morse complexes, so that the corresponding homology group, which
we denote
(2.2.39) HF ∗(P0, P1) ≡ HM
∗(Xq,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ))
is independent of all auxiliary choices, including the choice of elements σi ∈ Σ.
Remark 2.11. Note that we broke symmetry and chose ισ0 to identify fibres over νQσ0∩νQσ1.
We could have chosen ισ1 , or in fact any other trivialisation. In chain-level constructions,
we shall need to verify compatibility between various trivalisations, by ensuring that they
arise from a contractible set of choices.
2.2.4. Morse theoretic product. Consider a triple σ = (σ0, σ1, σ2) of elements of Σ such that
the intersection
(2.2.40) νQσ ≡ νQσ0 ∩ νQσ1 ∩ νQσ2
is non-empty. We use the above discussion to identify the functions fσi,σj as Morse functions
on a single fibre over a point q ∈ νQσ. Morse theory thus induces a product on the Floer
cohomology groups for pairs, whose construction, while standard, we now recall in order to
set up notation for future use.
Consider the semi-infinite intervals
(2.2.41) I+ ≡ [0,∞) and I− ≡ (−∞, 0].
We define the space of Morse data
V±(σi, σj) ⊂ C
∞(I±, C
∞(Xq, TXq))(2.2.42)
to consist of families of vector fields on Xq, parametrised by I±, which agree with gradfσi,σj
outside a compact set. The gradient flow is taken with respect to the metric chosen in the
construction of the Floer complex for the pair (σi, σj).
Given ξ±ij ∈ V±(σi, σj), we then define
(2.2.43) T±(σi, σj) ⊂ C
∞(I±, Xq)
to be the set of perturbed gradient flow lines, i.e. maps γ from I± to Xq satisfying
(2.2.44)
dγ
dt
= ξ±ij .
The limit of γ at ±∞ yields a natural evaluation map
(2.2.45) T±(σi, σj)→ Crit(σi, σj).
We define the spaces of broken semi-infinite perturbed gradient flow lines, to be
(2.2.46) T ±(σi, σj) ≡ T±(σi, σj) ∪ T±(σi, σj)×Crit(σi,σj) T (σi, σj).
where we use the evaluation map at ∓∞ for T (σi, σj). An element of this fibre product can
be thought of as a broken flow line together with a semi-infinite flow line, with matching
asymptotic limits.
There is a natural evaluation map
(2.2.47) T ±(σi, σj)→ Xq × Crit(σi, σj),
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given by evaluation at 0 and of the limit of γ at ±∞. We denote the coequaliser of the three
evaluation maps from the product to Xq by
(2.2.48) T (σ) ≡ Coeq
(
T −(σ0, σ2)× T +(σ1, σ2)× T +(σ0, σ1)→ Xq
)
,
This is the space of flow lines which map 0 to the same point, and is topologised by conver-
gence on compact subsets together with breaking of flow lines.
Given critical points xi ∈ Crit(σi, σi+1) (with index counted modulo 3), we define
(2.2.49) T (x0, x2, x1)
to be the inverse image of (x1, x2, x0) under the evaluation map
(2.2.50) T (σ)→
2∏
i=0
Critσi,σi+1 .
For a generic choice of triples of Morse perturbations (ξ+01, ξ
+
12, ξ
−
02), T (x0, x2, x1) is a
compact topological manifold with boundary, naturally oriented relative
(2.2.51) det∨x0 ⊗ detx2 ⊗ detx1 .
Dualising, we obtain, for each rigid element γ ∈ T (x0, x2, x1), a natural map
(2.2.52) detγ : detx2 ⊗ detx1 → detx0 .
Let us now assume that we are given Pi ⊂ νQσi. Parallel transport (and composition)
also induces a map
(2.2.53) Πγ : Hom
c(UP1σ1,x2 , U
P2
σ2,x2)⊗Hom
c(UP0σ0,x1 , U
P1
σ1,x1)→ Hom
c(UP0σ0,x0 , U
P2
σ2,x0)
which can be defined as follows: let γij denote the path from xi to xj determined by γ. We
have
(2.2.54) Πγ (ψ12 ⊗ ψ01) = z
[γ20] ◦ ψ12 ◦ z
[γ12] ◦ ψ01 ◦ z
[γ01].
We also have a natural map
(2.2.55) λσ : λσ1,σ2 ⊗ λσ0,σ1 → λσ0,σ2
induced by concatenating paths.
Taking the sum, over all triples of critical points, of the tensor products of Equations
(2.2.52), (2.2.53), and (2.2.55), we obtain a map
(2.2.56) CM∗
(
Xq,Hom
c(UP1σ1 , U
P2
σ2 ⊗ δ)
)
⊗ CM∗
(
Xq,Hom
c(UP0σ0 , U
P1
σ1 ⊗ δ)
)
→ CM∗
(
Xq,Hom
c(UP0σ0 , U
P2
σ2 ⊗ δ)
)
which is given by the formula
µ2 ≡
⊕
x∨0 ∈Crit(P0,P2)
∑
x1∈Crit(P0,P1)
x2∈Crit(P1,P2)
(−1)deg(x1)Πγ ⊗ λσ ⊗ δγ .(2.2.57)
Since the sum is finite, this is necessarily a continuous map. Composing the left and right
hand sides with the isomorphisms of Equation (2.2.38), we obtain the product
(2.2.58) µ2 : CF ∗((σ1, P1), (σ2, P2))⊗ CF
∗((σ0, P0), (σ1, P1))→ CF
∗((σ0, P0), (σ1, P1)),
which induces a cohomological product
(2.2.59) HF ∗(P1, P2)⊗HF
∗(P0, P1)→ HF
∗(P0, P1).
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Remark 2.12. In [5], we twisted the product by an explicit term obtained from a Cˇech
cocycle representing the obstruction to the existence of a Lagrangian section of X → Q
which is equipped with a Pin structure. To see that our construction is equivalent, note
that the obstruction to a consistent trivialisation of the local systems λσ0,σ1 is exactly
w2(Q) ∈ H
2(Q,Z2), while resolving the ambiguity in the construction of the local systems
UP over all basepoints corresponds to the choice of a global Lagrangian section of X → Q.
2.2.5. Definition of the cohomological categories. For σ, τ ∈ Σ, we define
(2.2.60) F(τ, σ) ≡
{
CF ∗((τ, Pτ ), (σ, Pσ)) τ ≤ σ
0 otherwise.
Letting HF(τ, σ) denote the corresponding cohomology group, we obtain a category HF
with compositions given as in Section 2.2.4. We omit the verification that the associativity
conditions hold, which will follow from the construction of an A∞ category in Section 4.
We denote by HFσ the full subcategory with objects given by τ ∈ Σσ.
For each σ ∈ Σ and pair of polytopes P0, P1 ⊂ νQσ, we define
(2.2.61) Poσ(P0, P1) ≡ CF
∗((σ, P0), (σ, P1)).
Letting HPoσ(P0, P1) denote the corresponding Floer cohomology group, we obtain a cate-
gory HPoσ.
Remark 2.13. In Section 4.4, we shall find it useful to redefine Poσ to add the choice of a
basepoint qi ∈ Pi to each object. The additional choice gives a category with many more
objects, but it will be clear from the computations of this section that objects corresponding
to different choices of basepoints on the same polytope are equivalent.
The fact that Floer cohomology groups are independent of the all auxiliary choices yields
a faithful embedding HFσ → HPoσ, which is the inclusion of a directed category. One way
to make this embedding more explicit is as follows: Fix a homotopy of sections between the
restrictions of ιτ and ισ to νQσ ∩ νQτ . This induces an isomorphism of local systems:
(2.2.62) UPττ → U
Pτ
σ .
Taking the sum of these isomorphisms over all maxima of the Morse function fσ0,σ1 , we
obtain a continuation element
(2.2.63) κ ∈ CF 0((τ, Pτ ), (σ, Pτ ))
which is closed and whose cohomology class is canonical. Given a pair (τ0, τ1) of objects
of HFσ, the left and right products with the corresponding continuation elements induce a
map
(2.2.64) F(τ0, τ1) ∼= CF
0((τ0, Pτ0), (τ1, Pτ1))→ CF
0((σ, Pτ0), (σ, Pτ1 ))
∼= Poσ(Pτ0 , Pτ1).
Passing to cohomology, we obtain the functor
(2.2.65) HFσ → HPoσ .
Remark 2.14. The standard way of constructing a map of Morse complexes for different
choices of Morse functions is to consider a 1-parameter family of vector fields interpolating
between the two gradients, and counting solutions of the corresponding flow lines. Keeping
in mind that a generic point in a manifold lies on a unique negative gradient flow line starting
at a maximum, one sees that the count of pairs of gradient trees defining the product is the
same count that defines a composition of continuation maps
(2.2.66) CF 0((τ0, Pτ0), (τ1, Pτ1))→ CF
0((σ, Pτ0 ), (σ, Pτ1 )).
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To show that this is a fully faithful embedding we construct a continuation element in
CF 0((σ, Pτ ), (τ, Pτ )) as in Equation (2.2.63), and show that the product
(2.2.67) CF 0((τ, Pτ ), (σ, Pτ ))⊗ CF
0((σ, Pτ ), (τ, Pτ ))→ CF
0((σ, Pτ ), (σ, Pτ ))
maps the tensor products of the two continuation elements to the multiplicative unit.
2.2.6. Computation of morphisms in the category. To understand the categories HF and
HPoσ, we summarise some computations established in the Appendices. The first result is a
computation for inclusions, which comes in two parts, the second of which will not be used
until we discuss duality in Section 2.4.
Proposition 2.15. If P1 ⊆ P0, the module action
(2.2.68) m : Γ⊗ Ux → Ux
extends to a quasi-isomorphism
(2.2.69) ΓP1 → CF 0((σ0, P0), (σ1, P1)).
If P0 is contained in the interior of P1, there is a (natural up to sign) trace
(2.2.70) tr : HomcΛ(Γ
P0 ,ΓP1)→ Λ.
Composing the trace with the module action, we obtain a map
CFn((σ0, P0), (σ1, P1))→ Hom
c
Λ(Γ
P0 ,Λ)(2.2.71)
θ 7→ tr ◦ θ ◦m(2.2.72)
which induces a quasi-isomorphism
(2.2.73) CFn((σ0, P0), (σ1, P1))→ Hom
c
Λ(Γ
P0 ,Λ).

The first part of the above result, proved in Appendix C.4, implies that the morphism
spaces in HF are given by
(2.2.74) HF(τ, σ) ≡
{
ΓPτ τ ≤ σ
0 otherwise.
In particular, HF is isomorphic to the category denoted F in [5], allowing us to tie the
constructions of the two papers. The second part is proved in Appendix C.5.
Next, we consider a polytope P ⊂ νQσ for σ ∈ Σ, and a cover {Pα}α∈A, indexed by a
finite partially ordered set, in the sense that Pβ ⊂ Pα if α ≤ β. The natural (restriction)
map ΓPα → ΓPβ gives rise to a map of local systems UPασ → U
Pβ
σ , allowing us to form the
Cˇech complex
(2.2.75) Tˇ (P ;A) ≡
⊕
α0∈A
U
Pα0
σ →
⊕
α0<α1∈A
U
Pα0
σ →
⊕
α0<α1<α2∈A
U
Pα0
σ → · · ·
as a complex of (topological) local systems over Xqσ . Note that this is a finite direct sum of
topological local systems, and thus there is no ambiguity in the construction of the topology
on Tˇ (P ;A). Moreover, we have a canonical map of local systems
(2.2.76) UPσ → Tˇ (P ;A)
given by the restriction to UPασ for all α ∈ A.
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For each P ′ ⊂ νQσ, we can define cochain groups
Poσ(Tˇ (P ;A), P
′) ≡ CM∗(Xq,Hom
c(Tˇ (P ;A), UP
′
σ )⊗ δ)(2.2.77)
Poσ(P
′, Tˇ (P ;A)) ≡ CM∗(Xq,Hom
c(UP
′
σ , Tˇ (P ;A))⊗ δ)(2.2.78)
equipped with the sum of the Morse differential and the internal differential of Tˇ (P ;A). We
can now state an immediate consequence of Proposition B.1, which is the version of Tate
acyclicity which we shall use for computations:
Lemma 2.16. The map from UPσ to Tˇ (P ;A) induces quasi-isomorphisms
Poσ(Tˇ (P ;A), P
′)→ Poσ(P, P
′)(2.2.79)
Poσ(P
′, P )→ Poσ(P
′, Tˇ (P ;A))(2.2.80)
for all P ′ ⊂ νQσ. 
The above result allows us to reduce global computations to local computations. To fully
make use of locality, we need the fact, proved in Appendix C.4, that the Floer complex
CF ∗((σ0, P0), (σ1, P1)) is acyclic whenever P0 and P1 are disjoint. In addition, we observe
that the Floer complex Poσ(Tˇ (P ;A), P
′) is isomorphic to the complex
(2.2.81)
⊕
α0∈A
Poσ(P, Pα0 )→
⊕
α0<α1∈A
Poσ(P, Pα0 )→
⊕
α0<α1<α2∈A
Poσ(P, Pα0 )→ · · · ,
and similarly for Poσ(P
′, Tˇ (P ;A)).
Corollary 2.17. Let (P, P ′, P ′′) be polytopes contained in νQσ. If the intersections of P
′
and P ′′ with an open neighbourhood of P agree, there are natural isomorphisms
HF ∗(P, P ′) ∼= HF ∗(P, P ′′)(2.2.82)
HF ∗(P ′, P ) ∼= HF ∗(P ′′, P ).(2.2.83)
Proof. By taking the intersection of P ′ and P ′′, it suffices to prove the result under the
assumption that P ′′ ⊂ P ′. In this case, we can extend P ′′ to a cover of P ′ with the
property that all other elements of the cover intersect P trivially, hence the Floer cohomology
of all other elements of the cover with P vanish. From Equation (2.2.81), we obtain an
isomorphism
(2.2.84) HPoσ(Tˇ (P ;A), P
′) ∼= HPoσ(P, P
′′).
The result then follows from Lemma 2.16. 
We thus see that the morphisms between objects in HPoσ are local in the sense that they
only depend on a neighbourhood of the intersection of the corresponding polytopes.
2.3. Local cohomological modules. In this section, we shall assign, to each Lagrangian
L in A, left and right modules over the categories HPoσ, and use Tate acyclicity to compute
these modules whenever L is Hamiltonian isotopic to a Lagrangian meeting Xqσ at a point.
We begin by imposing a condition which can be achieved by a small Hamiltonian pertur-
bation:
(2.3.1)
the intersection of L with every fibre Xq is inessential (i.e. contained in a disjoint
union of closed contractible sets).
For the remainder of the paper, we fix a closed neighbourhood νXL of each element of A so
that, for each point q ∈ Q, the intersection νXL ∩Xq is inessential. We denote by JL the
space of tame almost complex structures which agree with JL away from a fixed compact
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subset of the interior of νXL, where JL is the almost complex structure with respect to
which we have assumed that L does not bound any non-constant holomorphic disc.
We now impose constraints on the diameter of νQσ, which will be essential in ensuring
that, for each σ ∈ Σ, we can define a Floer cohomology group for pairs L ∈ A and P ∈ νQσ.
By Assumption (2.3.1), the map
(2.3.2) Xqσ → Xqσ/∼
obtained by collapsing the components of Xqσ ∩νXL admits a right inverse up to homotopy,
so the identity of the first homology of Xqσ factors as
(2.3.3) H1(Xqσ ;Z)→ H1(Xqσ/∼;Z)→ H1(Xqσ ;Z).
We can therefore equip Xqσ/∼ with a metric so that the norm |[γ]| of the homology class
of any loop in Xqσ is bounded above by the length ℓ(γ/∼) of the projection.
For each JL-holomorphic curve u from a strip to X , with boundary conditions on a fixed
compact subset of νXL along t = 0, and Xqσ at t = 1 (the coordinates on the strip R× [0, 1]
are (s, t)), we consider the energy E(u) =
∫
u∗ω and the length ℓ(∂u/∼) of the projection to
Xqσ/∼ of the boundary component of the strip labelled Xqσ . According to Corollary A.2,
we may choose a constant C independent of u such that this length is bounded by CE(u).
We require that
(2.3.4) the diameter of νQσ is bounded by 1/4C.
Remark 2.18. This is the first of many places where we impose a condition on the diameters
of the covers {νQσ} and {Pσ}. The basic idea for achieving it is to start with a given
cover, and refine it until the desired constraint is satisfied. The only difficulty with this idea
is that the reverse isoperimetric inequality depends on the choice of Lagrangian boundary
conditions, and that a refinement of the cover entails changing which fibres are associated
to elements of the cover (since we require qσ ∈ νQσ). The solution implemented in Section 3
is to establish a reverse isoperimetric inequality for choices parametrised by the space of all
possible fibres (this is compact), and then pick a cover which is sufficiently fine with respect
to this uniform constant.
Finally, in order to construct a module over a field of characteristic different from 2, we
assume that each L ∈ A is equipped with a Pin structure, or more generally a Pin structure
relative the pull-back of a vector bundle on the 3-skeleton of Q. To obtain a Z-graded
category, assume that the Lagrangians are graded with respect to the chosen quadratic
volume form on X (in the sense of [15]).
2.3.1. Floer complexes between polytopes and Lagrangians. For each σ ∈ Σ and L ∈ A,
we choose a Hamiltonian diffeomorphism Φσ,L supported in νXL such that Lσ ≡ Φσ,LL is
transverse to Xqσ . Let Crit(σ, L) and Crit(L, σ) denote the set intersections of Lσ with Xqσ .
The chosen Pin structures on Xqσ and L give rise to an assignment δx of a 1-dimensional
Z2-graded free abelian group associated to each element x of Crit(σ, L) or Crit(L, σ). The
canonical grading of the fibre with respect to the standard quadratic complex volume form
on X , together with a choice of grading on L determine a Z-grading on δx.
With this in mind, we define, for each P ⊂ νQσ the Floer complex
CF ∗(L, (σ, P )) ≡
⊕
x∈Crit(σ,L)
UPσ,x ⊗ δx.(2.3.5)
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A choice of paths connecting the endpoints of orbits to a basepoint on Xqσ induces a
(complete) norm on these complexes, and the corresponding topology is independent of
choice.
In order to define the differential, pick a family
(2.3.6) J(L, σ) : [0, 1]→ JL
which restricts at 0 to the pushforward of JL under Φσ,L. We obtain a moduli space R(L, σ)
of finite energy J(L, σ) holomorphic strips with boundary conditions Lσ along t = 0, and
Xqσ at t = 1 (the coordinates on the strip R × [0, 1] are (s, t)). To simplify the discussion
later, we set
(2.3.7) J(σ, L)(t) = J(L, σ)(1 − t).
There is a natural evaluation
(2.3.8) R(L, σ)→ Crit(σ, L) × Crit(σ, L)
given by the asymptotic conditions at ±∞. We denote the fibre at (x0, x1) by R(x0, x1).
Choosing J(L, σ) generically ensures that this is a topological manifold of dimension
(2.3.9) dimR(x0, x1) = deg(x0)− deg(x2)− 1
whose boundary is covered by codimension-1 strata corresponding to breaking of strips:
(2.3.10) ∂R(x0, x1) =
⋃
x∈Crit(σ,L)
R(x0, x)×R(x, x1).
The output of Floer theory is that, whenever R(x0, x1) has dimension 0, each element
induces a map:
(2.3.11) δu : δx1 → δx0 .
In order to define the differential in Equation (2.3.5), we recall from Section 2.2.1 that a
path from x0 to x1 induces a parallel transport map from U
P
σ,x1 to U
P
σ,x0 . The boundary of
an element u ∈ R(x0, x1) gives rise to such a path which we denote ∂u. For the statement
of the next result, we recall that the topological energy E(u) of a holomorphic curve is its
area.
Lemma 2.19. There is a constant A, independent of u, such that whenever P ⊂ νQσ, we
have
(2.3.12) E(u) + valP z
[∂u] ≥ E(u)/2 +A.
Proof. It suffices to bound valq z
[∂u] for any q ∈ νQσ. The condition that the distortion
is bounded by 2 implies that the image of P in TqX is contained in the ball of radius
2 diam νQσ. Thus
(2.3.13) valq z
[∂u]
q ≥ −2 diam νQσ|[∂u]| ≥ −
|[∂u]|
2C
,
where the second inequality follows from Equation (2.3.4). At the cost of introducing an
additive constant, the choice of metric fixed in the discussion preceding (2.3.4) allows us to
replace |[∂u]| by the length ℓ(∂u/∼). We can then apply the reverse isoperimetric inequality:
the key point is that, according to Corollary A.2 the reverse isoperimetric inequality for JL-
holomorphic with boundary conditions on νXL and Xqσ applies (with the same constant) to
J(L, σ) holomorphic curves, because the two almost complex structures agree by assumption
away from a fixed compact subset of the interior of νXL. The result thus follows. 
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Corollary 2.20. For each pair (x0, x1) of intersection points, the expression
(2.3.14)
∑
u∈Rq(x0,x1)
TE(u)z[∂u]
gives a well-defined map from UPσ,x1 to U
P
σ,x0 .
Proof. This is a direct consequence of Corollary 2.9, whose hypothesis is satisfied by the
previous Lemma. 
We conclude that, for each pair (x0, x1) of intersection points, the expression
(2.3.15) ∂x0,x1 ≡
∑
u∈Rq(x0,x1)
TE(u)z[∂u] ⊗ δu
gives a well-defined map from UPσ,x1 ⊗ δx1 to U
P
σ,x0 ⊗ δx0 .
Definition 2.21. The differential on CF ∗(L, (σ, P )) is given by
(2.3.16)
⊕
x0
∑
x1
(−1)deg(x1)+1∂x0,x1 .
By the previous discussion, this differential is a continuous operator with respect to the
natural topology on Floer complexes (i.e. bounded with respect to the norm induced by a
choice of homotopy classes of paths to the basepoint).
Remark 2.22. Note that the sign in Equation (2.3.16) differs by one from the sign in Equation
(2.2.23). The reason for this choice is that the sign conventions for modules are more intuitive
if they are based on unreduced gradings.
Reversing the roˆles of the Lagrangian and the polytope, we consider the complex
(2.3.17) CF ∗((σ, P ), L) ≡
⊕
x∈Crit(σ,L)
HomcΛ(U
P
σ,x,Λ)⊗ δxq ,
with differential dual to the one on CF ∗(L, (σ, P )).
2.3.2. Modules over the local categories. For each σ ∈ Σ, L ∈ A, and P ⊂ νQσ, we define
L∗Lσ(P ) ≡ CF
∗(L, (σ, P ))(2.3.18)
R∗L,σ(P ) ≡ CF
∗((σ, P ), L).(2.3.19)
The differentials µ
1|0
LL,σ
and µ
0|1
RL,σ
are given by Equation (2.3.16) and its dual.
We now construct the module structure on HLL,σ, i.e. the left action of morphism spaces
in HPoσ. The construction of the right module action is entirely similar, as we shall explain
at the end.
Define R(L, σ, σ) to be the moduli space of strips in R(L, σ), with an additional marked
point along the segment mapping to Xqσ . We have a natural evaluation map
(2.3.20) R(L, σ, σ)→ Crit(L, σ)×Xqσ × Crit(L, σ).
Let T R(L, σ, σ) be the fibre product of R(L, σ, σ) with the space T +(σ, σ) of (perturbed)
positive half-gradient flow lines of the function fσ,σ. We shall call such moduli spaces mixed
moduli spaces, as they consist of gradient flow lines and pseudo-holomorphic discs with
matching evaluation maps to Lagrangians in X . Their use is standard in constructions
combining Morse and Floer theory, going all the way back to [14] (see for example [6] in the
Lagrangian setting).
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We have a natural evaluation map
(2.3.21) T R(L, σ, σ)→ Crit(L, σ)× Crit(σ, σ) × Crit(L, σ),
with the ordering given counterclockwise around the boundary starting at the outgoing end.
Denote by E the set of ends and marked points that we have chosen, which we decompose
into Ein = {e1, e2} and Eout = {e0}, with Ein consisting of the incoming (positive) end
and the marked point, and Eout consisting of the singleton output. We denote the fibre
at a triple x = {xe}e∈E in the left hand side of Equation (2.3.21) by T R(x). By parallel
transport along the gradient flow line and the part of the boundary mapping to Xqσ , we
obtain a map
(2.3.22) Homc(Uσ,xe2 , Uσ,xe2 )⊗ Uσ,xe1 → Uσ,xe0 .
For generic choices of perturbations, the fibre product defining T R(x) is transverse, so
that it is a manifold with boundary of dimension
(2.3.23) deg(xe0 )−
∑
e∈Ein
deg(xe),
and which is naturally oriented relative
(2.3.24) δ∨xe0 ⊗
⊗
e∈Ein
δxe .
A rigid element u ∈ T R(Υ) thus induces a map
(2.3.25)
⊗
e∈Ein
δxe → δ
∨
xe0
.
Given a triple Υ = (L, P0, P1), with P0 and P1 contained in νQσ, we combine Equations
(2.3.22) and (2.3.25) to obtain a map
(2.3.26) Poσ(P0, P1)⊗ LL,σ(P0)→ LL,σ(P1)
which, upon twisting by (−1)deg(x1)+1, gives rise to the structure map µ
1|1
LL,σ
. Passing to
cohomology, we obtain
(2.3.27) HPoσ(P0, P1)⊗HLL,σ(P0)→ HLL,σ(P1).
The construction of the right module map proceeds as follows: we construct a moduli
space R(σ, σ, L) by considering strips in R(σ, L) with an additional marked point on the
boundary with label Xqσ , then define T R(σ, σ, L) to be the fibre product over Xqσ with the
moduli space of semi-infinite gradient flow lines of fσ,σ (see Figure 2). The count of rigid
elements of these moduli spaces defines a map µ
1|1
RL,σ
on Floer cochains
(2.3.28) RL,σ(P−0)⊗ Poσ(P−1, P−0)→ RL,σ(P−1)
for each pair of polytopes (P−0, P−1) in νQσ. At the level of cohomology, we obtain the
desired map:
(2.3.29) HRL,σ(P−0)⊗HPoσ(P−1, P−0)→ HRL,σ(P−1).
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XqσXqσ
Lσ
∇fσ,σ
Figure 2. An element of the moduli space T R(σ, σ, L) defining the right
module over HPoσ.
2.3.3. Computation of the module structure over HFσ. Equation (2.2.74) gives a particu-
larly simple description of the category HFσ, with morphisms given by affinoid algebras.
Identifying ΓP with the completion of the homology of the based loop space of Xqσ , the
construction of the Floer complexes yields natural maps
ΓP
′
⊗ LLσ (P )→ LLσ (P
′)(2.3.30)
RLσ(P
′)⊗ ΓP
′
→ RLσ(P ),(2.3.31)
whenever P ′ ⊂ P , arising from the map
(2.3.32) UPσ,x ⊗ Γ
P ′ → UPσ,x ⊗ΓP Γ
P ′ ∼= UP
′
σ,x.
Passing to cohomology, we conclude that the groups HLL,σ(Pτ ) and HRL,σ(Pτ ) give rise to
modules over HFσ. This construction, which does not use any gradient trees or holomorphic
discs in the module structure maps, was used in [5]. In this section, we show:
Lemma 2.23. The pullbacks of HLL,σ and HRL,σ under the inclusion of HFσ in HPoσ
are naturally isomorphic to the modules constructed from Equation (2.3.32). 
The key point is the following result:
Lemma 2.24. All contributions to the maps
Po0(P0, P1)⊗ L
k
Lσ (P0)→ L
k
Lσ (P1)(2.3.33)
RkLσ(P−0)⊗ Po
0(P−1, P−0)→ R
k
Lσ(P−1)(2.3.34)
are given by configurations whose holomorphic component is a constant strip.
Proof. By construction, the holomorphic component of such an element is a strip with
endpoints x and y of equal Maslov index, hence has Fredholm index 0. However, the fact
that the almost complex structure on the strip is translation invariant implies that the
minimal Fredholm index of a non-constant disc is 1. 
In particular, if maxx denotes the unique maximum of fσ,σ which is the endpoint of a
(perturbed) gradient flow line starting at x, the left and right module actions are given by
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the sums of the maps
Po0(P0, P1)⊗ L
k
Lσ(P0)→(2.3.35) ⊕
x∈Crit(L,P )
Homc(UP0σ,maxx, U
P1
σ,maxx)⊗ U
P0
σ,x → U
P1
σ,x
RkLσ(P−0)⊗ Po
0(P−1, P−0)→(2.3.36) ⊕
x∈Crit(L,P )
Homc(UP−0σ,x ,Λ)⊗Hom(U
P−1
σ,maxx, U
P−0
σ,maxx)→ Hom
c(UP−1σ,x ,Λ)
where the second map (in both cases) is induced by parallel transport along the flow line
from x to maxx. Using the inclusion ΓP1 ⊂ Po0(P0, P1), we conclude:
Corollary 2.25. If P1 ⊂ P0 the pullback of LkLσ(P0) to Γ
P1 ⊂ Po0(P0, P1) is a free module
of rank equal to the number of elements of Crit(L, σ) of degree k. 
Passing to cohomology yields Lemma 2.23.
2.3.4. Computation for sections. We now prove that Equation (2.1.23) is an isomorphism
whenever Lσ meets Xqσ transversely at a single point. The tensor product on the left of
Equation (2.1.23) is the cokernel of the map
(2.3.37)⊕
ρ0≤ρ1∈Σσ
HPoσ(Pρ1 , Pσ)⊗HF(Pρ0 , Pρ1 )⊗HLσ(Pρ0 )→
⊕
ρ0∈Σσ
HPoσ(Pρ0 , Pσ)⊗HLσ(Pρ0 ).
If we restrict to ρ0 = ρ1 in the above complex, the cokernel computes the tensor product over
ΓPρ0 = HF(Pρ0 , Pρ0) of the modules HPoσ(Pρ0 , Pσ) and HLL,σ(Pρ0 ). Thus the cokernel is
the same as that of the map
(2.3.38)⊕
ρ0<ρ1∈Σσ
HPoσ(Pρ1 , Pσ)⊗HF(Pρ0 , Pρ1)⊗HLσ(Pρ0)→
⊕
ρ0∈Σσ
HPoσ(Pρ0 , Pσ)⊗ΓPρ0HLL,σ(Pρ0).
The above map factors through the direct sum of the surjections
(2.3.39)
HPoσ(Pρ1 , Pσ)⊗HF(Pρ0 , Pρ1)⊗HLσ(Pρ0)→ HPoσ(Pρ1 , Pσ)⊗ΓPρ1HF(Pρ0 , Pρ1)⊗ΓPρ0HLσ(Pρ0 )
Since HF(Pρ0 , Pρ1) is a free rank-1 module over Γ
Pρ1 , the flatness of the map of rings
ΓPρ0 → ΓPρ1 [19, Lemma 8.6] yields an isomorphism
(2.3.40) HF(Pρ0 , Pρ1)⊗ΓPρ0 HLσ(Pρ0 )→ HLσ(Pρ1).
It thus suffices to compute the cokernel of the map
(2.3.41)⊕
ρ0<ρ1∈Σσ
HPoσ(Pρ1 , Pσ)⊗ΓPρ1 HLσ(Pρ1)→
⊕
ρ0∈Σσ
HPoσ(Pρ0 , Pσ)⊗ΓPρ0 HLL,σ(Pρ0 ).
So far, the discussion has been completely general. We now use the assumption that L
meets Xqσ at a point: let x denote the intersection of Lσ with Xqσ . For each P ⊂ νQσ, we
have a canonical isomorphism
(2.3.42) LL,σ(P ) = U
P
σ,x,
with trivial differential. Using Corollary 2.25, we conclude that each module HLL,σ(Pρ) is
free of rank 1 over ΓPρ , and we are thus reduced to prove:
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Lemma 2.26. If Lσ meets Xqσ transversely at a single point, the complex
(2.3.43)
⊕
ρ0<ρ1∈Σσ
HPoσ(Pρ1 , Pσ)→
⊕
ρ0∈Σσ
HPoσ(Pρ0 , Pσ)→ HPoσ(Pσ, Pσ)
is right exact.
Proof. Let P be a polytope containing Pσ in its interior, and contained in the union of
polytopes Pτ with τ ∈ Σσ. By Corollary 2.17, the restriction
(2.3.44) HPoσ(Pτ ∩ P, Pσ)→ HPoσ(Pτ , Pσ),
is an isomorphism, so that the Lemma follows from the right exactness of the complex
(2.3.45)
⊕
ρ0<ρ1∈Σσ
HPoσ(Pρ1 ∩ P, Pσ)→
⊕
ρ0∈Σσ
HPoσ(Pρ0 ∩ P, Pσ)→ HPoσ(Pσ , Pσ).
This is a consequence of Tate acyclicity: Lemma 2.16 implies that the map from the Cˇech
complex
(2.3.46)
⊕
0≤k
⊕
ρ0<···<ρk
HPoσ(Pρ1 ∩ P, Pσ)[−k], δˇ

to HPoσ(Pσ, Pσ) is a quasi-isomorphism. Passing to cohomology, the quotient complex
corresponding to 1 ≤ k yields a map of cohomology groups which fits in a commutative
diagram
(2.3.47)⊕
ρ0<ρ1∈Σσ
HPoσ(Pρ1 ∩ P, Pσ) H
∗
⊕
1≤k
⊕
ρ0<···<ρk
HPoσ(Pρ1 ∩ P, Pσ)[−k], δˇ

⊕
ρ0∈Σσ
HPoσ(Pρ0 , Pσ).
Moreover, the images of these two maps agree. Applying the long exact sequence on coho-
mology and using the fact that HPoσ(Pσ , Pσ) vanishes except in degree 0 implies the desired
result. 
Corollary 2.27. If Lσ meets the fibre over qσ transversely at a single point, the map
(2.3.48) j∗∆HPoσ(σ, )⊗HFσ j
∗ (HLL,σ)→ j
∗HLL,σ(σ)
is an isomorphism. 
2.4. Local module duality. By construction, the left and right modules associated to
each Lagrangian L ∈ A are linearly dual. In this section, we fix σ ∈ Σ, and construct a map
of bimodules
(2.4.1) HLL,σ ⊗HRL,σ → ∆HPoσ .
We then prove that, if Lσ is a Lagrangian section, this map defines an isomorphism between
the values at Pσ of HRL,σ and the bimodule dual of HLL,σ.
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2.4.1. A map to the local diagonal bimodule. Consider the triple Υ = (σ, L, σ). We define
R(Υ) to consist of elements of R(σ, L) equipped with a marked point along the boundary
component labelled σ, and define T R(Υ) to be the fibre product of R(Υ) with the space
T −(σ, σ) of (perturbed) negative half-gradient flow lines. We have a natural evaluation map
(2.4.2) T R(Υ)→ Crit(σ, σ) × Crit(σ, L)× Crit(L, σ).
For each pair (P, P−) of polytopes contained in νQσ, the count of rigid elements of this
moduli space thus defines a map
(2.4.3) LL,σ(P )⊗ RL,σ(P−)→ Poσ(P−, P )
which, on co-homology, induces a map
(2.4.4) HLL,σ(P )⊗HRL,σ(P−)→ HPoσ(P−, P ).
We omit, as usual, the straightforward verification that this arises from a map of bimodules.
Dualising, we obtain
(2.4.5) HRL,σ → HomHPoσ(HLL,σ,∆HPoσ ).
We have the following variant of Lemma 2.24:
Lemma 2.28. All contributions to the maps
Ln−kLσ (P )⊗ R
k
Lσ(P−)→ Po
n
σ(P−, P )(2.4.6)
are given by configurations whose holomorphic component is a constant strip. 
Letting minx denote the unique minimum of fσ,σ which is the endpoint of a (perturbed)
gradient flow line starting at x, we conclude
Corollary 2.29. In degree n, the map to the diagonal bimodule is given by the sum of the
maps
(2.4.7)
L
n−k
Lσ
(P ) ⊗ RkLσ(P−) →
⊕
x∈Crit(L,σ)
UPσ,x ⊗ Hom
c(UP−σ,x ,Λ) → Hom(U
P−
σ,minx, U
P
σ,minx)
where the second map is induced by parallel transport along the flow line from x to min x. 
2.4.2. Computing the right module for sections. In this section, we prove:
Lemma 2.30. The restriction of Equation (2.4.5) to Pσ
(2.4.8) HRL,σ(Pσ)→ HomHPoσ(HLL,σ,∆HPoσ(Pσ , ))
is an isomorphism whenever Lσ meets Xqσ transversely at one point. 
The argument is formally dual to the one given in Section 2.3.4. We start by noting that
the right hand side is the kernel of the map
(2.4.9)∏
ρ0∈Σσ
Hom(HLL,σ(Pρ0),HPoσ(Pσ, Pρ0))→
∏
ρ0≤ρ1∈Σσ
Hom(HF(Pρ0 , Pρ1)⊗HLL,σ(Pρ0 ),HPoσ(Pσ, Pρ1)).
We use the isomorphism ΓPρ0 = HF(Pρ0 , Pρ0), the fact that HF(Pρ0 , Pρ1) is a free rank-1
module over ΓPρ1 , and the flatness of the map ΓPρ0 → ΓPρ1 to rewrite this as the kernel of
the map
(2.4.10)∏
ρ0∈Σσ
HomΓPρ0 (HLL,σ(Pρ0),HPoσ(Pσ , Pρ0))→
∏
ρ0<ρ1∈Σσ
HomΓPρ1 (HLL,σ(Pρ1 ),HPoσ(Pσ, Pρ1)).
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Assuming that Lσ meets Xqσ at one point implies that HLL,σ(Pρ) is free of rank one over
ΓPρ , hence simplifying the above to:
(2.4.11)
∏
ρ0∈Σσ
HPoσ(Pσ, Pρ0)→
∏
ρ0<ρ1∈Σσ
HPoσ(Pσ , Pρ1).
We now introduce a polytope P , containing Pσ in its interior, and covered by its intersection
with Pτ . By Corollary 2.17, the restriction
(2.4.12) HPoσ(Pσ, Pτ )→ HPoσ(Pσ, P ∩ Pτ )
is an isomorphism. The desired computation then follows from the following application of
Tate acyclicity:
Lemma 2.31. The complex
(2.4.13) HPoσ(Pσ, P )→
∏
ρ0∈Σσ
HPoσ(Pσ, P ∩ Pρ0)→
∏
ρ0<ρ1∈Σσ
HPoσ(Pσ , P ∩ Pρ1)
is left exact. 
Since Pσ is contained in the interior of P , the computations of Appendix C, summarised
above in Section 2.2.6, together with the definition of RL,σ(Pσ) yield an isomorphism
(2.4.14) HPoσ(Pσ, P ) ∼= Hom
c(UPσσ,x,Λ)
∼= HRL,σ(Pσ).
As in Section 2.3.4, this isomorphism is compatible with module action, implying Lemma
2.30.
2.5. Global cohomological modules. Given L ∈ A and σ ∈ Σ, we define
L∗L(σ) ≡ CF
∗(L, (σ, Pσ))(2.5.1)
R∗L(σ) ≡ CF
∗((σ, Pσ), L),(2.5.2)
with differentials µ
1|0
LL
and µ
0|1
RL
obtained from Equation (2.3.16) and its dual. In this section,
we show that the corresponding cohomology groups give rise to left and right modules HLL
and HRL over HF. In Section 2.5.5 below, we show that the restrictions of these modules
to HFσ are isomorphic to the pullbacks of the corresponding local modules, while in Section
2.5.6, we construct the maps relating the Floer cohomology of Lagrangians in A with the
corresponding left and right modules. All these constructions are minor variants of those
appearing in [5].
2.5.1. Non-Hamiltonian continuation equation. Consider a triple
(2.5.3) Υ = (σ−1, σ−0, L) or Υ = (L, σ0, σ1),
such that Pσi+1 ∩ Pσi 6= ∅ (we allow −0 = i for consistency with later notation). Note that
the case σi = σi+1 is already covered in the previous section, so we may assume that they
are different. The continuation maps between modules associated to L and the two elements
of the cover will be defined by a count of pseudo-holomorphic strips, so we begin by labelling
the positive end ein of the strip S = R× [0, 1] with the pair Υein of labels (σ0, L) or (L, σ−0),
and the negative end eou with the pair Υeou given by (σ1, L) or (L, σ−1). We thus obtain
assignments (σe, qΥe) of elements of Σ and Q for each end e. Fix disjoint neighbourhoods
νSe of these ends, and write ∂ΣS for the boundary component of S which is labelled by
elements of Σ.
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Consider the straight path qΥ from qσein to qσeou determined by the affine structure; we
parametrise this path by the real line, with the condition that it agree with qσe in νSe. The
quotient of ∂ΣS by the intersection with νSe is a closed interval.
Next, we fix Hamiltonians
(2.5.4) Hσi,L : [0, 1]×X → R
which generate Φσi,L, and choose a map
(2.5.5) HΥ : R× [0, 1]×X → R
which agrees with HΥe near each end e of the strip. We let
(2.5.6) ΦΥ : R→ Ham(X)
denote the induced path of Hamiltonian diffeomorphisms.
If we choose a family
(2.5.7) J(Υ): R× [0, 1]→ J
of almost complex structures which agree with J(Υe) along the end e, and whose restriction
to the boundary t = 1 (the coordinates are (s, t) on the strip) agrees with the pushforward
of JL under the path ΦΥ, we obtain a moduli space R(Υ) of stable J(Υ)-holomorphic strips
with boundary conditions given by the path XqΥ along the boundary t = 0, and by ΦΥ(L)
along t = 1. By evaluation along the boundary t = 0, we associate to each element u of
R(Υ) a path
(2.5.8) ∂Qu : R→ XS,
where the right hand side denotes the fibre bundle over a closed interval, obtained from the
Lagrangian boundary conditions by collapsing the inverse image of the neighbourhoods νSe
to the fibres Xqσe .
Consider as in Section 2.3 the quotient XS/∼ by the equivalence relation which collapses
the components of the intersection of νXL with the boundaries Xqσein
and Xqσeou to points.
According to Lemma A.3, there is a constant C such that, up to an additive constant, the
length of ∂Qu/∼ is bounded by CEgeo(u), where the geometric energy is given by
(2.5.9) Egeo(u) =
∫
|du|2 =
∫
u∗ω
with the norm taken with respect to the metric induced by the almost complex structure.
Using the fact that we have an isomorphism H1(Xq,Z) ∼= H1(XqΥ ,Z) for any q in the path
qΥ, we arrange as before for the metric on XqΥ/∼ to have the property that for any q ∈ qΥ
the norm of the homology class in H1(Xq,Z) associated to a loop in XqΥ is bounded by the
length of the image of this loop in XqΥ/∼. We then require that
(2.5.10) the diameter of νQσ is bounded by 1/8C.
2.5.2. Energy of continuation maps. The moduli space R(Υ) is slightly unusual because
the moving Lagrangian boundary conditions along t = 0 do not form a Hamiltonian family.
The standard description of the Gromov-Floer bordification (in terms of breaking of strips
at the ends, bubbling of discs at the boundary and of spheres at the interior) applies with
unmodified proof, as does the treatment of regularity.
The main difference with the standard case of Hamiltonian families is that Gromov com-
pactness fails in general. We now explain that it remains valid in our setting: the section
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XqΥ
Xqσ0
Lσ0
ΦΥL
Lσ1
Xqσ1
XqΥ
Xqσ−0
Lσ−0
ΦΥL
Lσ−1
Xqσ−1
Figure 3. The boundary conditions for elements of R(σ−1, σ−0, L) and R(L, σ0, σ1).
ισein determines an identification of XνQσein with a neighbourhood of the 0-section in the
cotangent bundle of the fibre over the basepoint qσe , in such a way that the section corre-
sponds to a cotangent fibre; let λσein denote the (locally defined) Liouville 1-form obtained
from this identification. We define the (topological) energy of an element u ∈ R(Υ) to be
given by
(2.5.11) E(u) ≡
∫
u∗ω −
∫
(∂Qu)
∗λσein −
∫
HΥ(s, 1, u(s, 1))ds.
Lemma 2.32. If {ur}r∈[0,1] is a 1-parameter family of strips with boundary conditions
given by the path XqΥ along the boundary t = 0, and by ΦΥ(L) along t = 1, with constant
asymptotic conditions at the ends, then E(u0) = E(u1).
Proof. This is a straightforward application of Stokes’s theorem: consider the associated
map
(2.5.12) [0, 1]× R× [0, 1]→ X.
Since ω is closed, and we have assumed that the asymptotic conditions are constant, the
integral of ω over the boundary vanishes. This sum decomposes in two 4 terms; the integrals
over the faces corresponding to the boundary of the first factor give rise to the terms involving
ω in E(u0) and E(u1). For the integral over the face corresponding to t = 0, we note that
the image of this face is contained in XνQσein , and that the choice of primitive λσein allows us
to apply Stokes’s theorem to yield the two corresponding terms in E(ui), using the fact that
contributions from the end s = ±∞ vanish because the asymptotic conditions are constant.
Finally, the restriction of the map to the face corresponding to t = 1 factors through the
family
(2.5.13) L× R→ X
given by applying the map ΦΥ from Equation (2.5.6). Since ΦΥ is generated by HΥ, the
pullback of ω to L× R agrees with −dHΥ ∧ ds. The 1-form −HΥ ∧ ds defines a primitive,
so that a final application of Stokes’s theorem yields that the term corresponding to this
stratum is the difference of the corresponding terms appearing in E(u0) and E(u1). Having
accounted for all the terms in E(u0)− E(u1), the result follows. 
We now prove that Gromov compactness holds, under Condition (2.5.10):
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Lemma 2.33. For u ∈ R(Υ), we have
(2.5.14) E(u) ≥
3
4
Egeo(u) + a constant independent of u.
In particular, for any positive real number E, the subset of R(Υ) consisting of curves of
energy bounded by E is compact.
Proof. Gromov’s argument [12] shows that the geometric energy
∫
u∗ω defines a proper map
R(Υ)→ [0,∞), so that the first statement implies the second, and it suffices to bound the
difference between the two energies.
Identifying the path qΥ with a path in H
1(Xqσein
;R), and lifting ∂Qu to a path ∂˜Qu in
H1(Xqσein
;R), we can express the integral of the 1-form λσein as∫
(∂Qu)
∗λσein =
∫ ∞
−∞
〈qΥ(s), ∂s∂˜Qu〉ds(2.5.15)
= 〈qΥ(−∞), ∂˜Qu(−∞)〉 −
∫ ∞
−∞
〈∂sqΥ(s), ∂˜Qu〉ds(2.5.16)
≤
1
8C
· ℓ(∂Qu) + ℓ(∂Qu)
∫ ∞
−∞
|∂sqΥ(s)|ds(2.5.17)
≤
ℓ(∂Qu)
4C
.(2.5.18)
Above, we have used Equation (2.5.10) to bound the length of qΥ. The reverse isoperimetric
inequality thus implies that
(2.5.19)
∣∣∣∣∫ (∂Qu)∗λσein
∣∣∣∣ ≤ Egeo(u)/4.
Combining this with the fact that the last term in Equation (2.5.11) can be bounded in
terms of the data HΥ, we conclude the desired result. 
We now restrict to the union of components corresponding to a pair of intersection points
(x−, x+). Choosing a path, for each end e, from these points to the basepoint in Xqσe
obtained by intersecting with the section associated to σein , we obtain a homology class
[∂Qu] in H1(Xqσe ;Z) associated to u ∈ R(x−, x+). Using Condition (2.5.10), we find that
(2.5.20) |[∂Qu]| ≤ CE
geo(u) ≤ 3C/4E(u) + a constant independent of u.
2.5.3. Mixed moduli spaces. We equip the strip with the marked point e = (0, 0) in the case
Υ = (σ−1, σ−0, L), and e = (0, 1) in the case Υ = (L, σ0, σ1). We assign to this marked
point the label Υe = (σ−1, σ−0) in the first case and Υe = (σ0, σ1) in the second.
This choice of marked point equips the moduli space R(Υ) from the previous section with
a natural evaluation map
(2.5.21) R(Υ)→ XqΥe
where we use the trivialisation associated to the first element of Υe to identify the two fibres.
The fibre carries a Morse function fΥe from Section 2.2.3, and a choice of family of vector
fields on [0,∞), which agree with the gradient flow outside a compact set, yields a moduli
space T +(Υe), which also admits an evaluation map to XqΥe . We define the mixed moduli
space as a fibre product (see Figure 4)
(2.5.22) T R(Υ) ≡ R(Υ)×XqΥe T +(Υe).
32 M. ABOUZAID
Xqσ0Xqσ1
Lσ0Lσ1
∇fσ0,σ1
Figure 4. An element of the moduli space T R(L, σ0, σ1) defining the left
module over HF.
As before, this space admits an evaluation map to the product of the intersection points
associated to the triples {e, eou, ein}, and we denote the fibre over a triple x of generators
by T R(x)
2.5.4. The global left and right multiplications. If Υ = (L, σ0, σ1), an element of T R(x)
defines a map
Homc(U
Pσ0
σ0,xe , U
Pσ1
σ1,xe)⊗ U
Pσ0
σ0,xein
→ U
Pσ1
σ1,xeou ,(2.5.23)
where we have used the canonical identifications from Lemma 2.7 to omit the superscript
from the intersection points of Lagrangians. The map is defined as follows: given u = (v, γ)
in this moduli space, the trivialisation ισein , allows us to identify xe and xeou with points in
Xqein . Applying this trivalisation to the path along the boundary of the elements of v from
the positive end to v(e) and the gradient flow line γ, we obtain a parallel transport map
(2.5.24) U
Pσ0
σ0,xein
→ U
Pσ0
σ0,xe.
Given an element of the left hand side of Equation (2.5.23), the composition of this isomor-
phism with the given linear map in Homc(U
Pσ0
σ0,xe , U
Pσ1
σ1,xe) yields an element of U
Pσ1
σ1,xe which
we transport, along the image in Xqein of the gradient flow line and the boundary of the
holomorphic strip to the fibre of U
Pσ1
σ1 at xeou , which is the right hand side of Equation
(2.5.23).
Remark 2.34. As explained in the discussion following Lemma 2.7, one must specify the fibre
along which one performs parallel transport because the identifications of the local systems
over different fibres are only compatible with parallel transport maps up to multiplication
by the exponential of the flux.
Multiplying the tensor product of the isomorphism in Equations (2.3.25) with that in
Equation (2.5.23) by (−1)deg(x1)+1, we obtain, for u a rigid element in T R(Υ), a map
(2.5.25) µu : F(σ0, σ1)⊗ LL(σ0)→ LL(σ1).
Lemma 2.35. The sum ∑
u∈T R(σ1,σ0,L)
TE(u)µu(2.5.26)
is convergent.
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Proof. The key point is to bound the valuation of TE(u)µu. The map µu is a composition
of two parallel transport maps with an evaluation map. The evaluation map has trivial
valuation and the valuation of the two parallel transport maps is bounded by the sum
of the norms of the two corresponding loops obtained by concatenating with fixed paths
to a basepoint. Up to an additive constant independent of u, the sum of norms of these
loops is bounded by the length of the projection of ∂Qu to XqΥ/∼. Applying the reverse
isoperimetric inequality, we conclude that the valuation of the parallel transport maps is
bounded by CEgeo(u). By Condition (2.5.10), the polytopes Pσi are contained in the ball
of radius 1/4C in TqeinQ, to that applying Lemma 2.8 yields
(2.5.27) valµu ≥ −E
geo(u)/4 + a constant independent of u.
From Lemma 2.33, we conclude that the valuation of TE(u)µu is bounded above by E(u)/2,
up to a constant term independent of u. Gromov compactness (for the geometric energy)
thus implies that the sum is convergent. 
Remark 2.36. Note that the definitions of E(u) and µu are asymmetric, since they rely
on distinguishing the fibre Xqin corresponding to the incoming end. However, the product
TE(u)µu is independent of this choice.
We denote the sum in Lemma 2.35 by
(2.5.28) µ
1|1
LL
: F∗ (σ0, σ1)⊗ L
∗
L(σ0)→ L
∗
L(σ1).
The standard description of the boundary of T R(Υ) implies that this is a cochain map,
hence that it induces a map on cohomology
(2.5.29) HF∗(σ0, σ1)⊗HL
∗
L(σ0)→ HL
∗
L(σ1),
which makes the groups HLL into a left module over the category HF. The last statement
requires the construction of a homotopy corresponding, in the usual language of A∞ modules
to the operation µ
2|1
LL
, and hence will be subsumed by later constructions.
In the case Υ = (σ−1, σ−0, L), elements of the moduli space T R(xein ;xeou , xe) give rise
to a map
Homc(U
Pσ−0
σ−0,xein
,Υ)⊗Homc(U
Pσ−1
σ−1,xe, U
Pσ−0
σ−0,xe)→ Hom
c(U
Pσ−1
σ−1,xou ,Υ).(2.5.30)
The sum of maps associated to this moduli space defines the chain-level product
(2.5.31) µ
1|1
RL
: R∗L(σ−0)⊗ F
∗(σ−1, σ−0)→ R
∗
L(σ−1).
which induces the structure map of the right module HRL at the cohomological level.
2.5.5. Comparison of local and global modules. Recall that we denote by HFσ the subcat-
egory of HF with objects the elements τ ∈ Σ such that Pτ ∩ Pσ 6= ∅. We have a faithful
embedding HFσ → HPoσ. In this section, we prove that the pullback of HLL,σ under this
functor is naturally isomorphic to the restriction of HLL.
We could define such a map using previously constructed moduli spaces, but it is conve-
nient for later purposes to have a variant, in which we replace the boundary marked point
by an interior marked point: let R2,1 denote the one element subset of the moduli space of
discs with one interior marked point and two boundary punctures, corresponding to the unit
disc with punctures at ±1 and marked point at the origin. Consider a basepoint σ ∈ Σ, and
a pair Υ = (L, τ), with τ ∈ Σσ. Pick a parametrisation of the path qσ,τ by the boundary
component R×{1} of the strip, which agrees with qσ near the positive end and with qτ near
the other end. We equip the strip with boundary conditions given by the corresponding
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path of fibres, and by the Lagrangian L along the boundary R × {0}, perturbed near the
ends as in Section 2.5.1 to achieve transversality with Xqσ near the positive end, and Xqτ
near the negative end. Choosing a family of almost complex structures as before, we obtain
a moduli space R(Υ). Choosing a homotopy between the sections ισ and ιτ , the count of
rigid elements of this space defines a map
(2.5.32) LL,σ(Pτ ) ≡ CF
∗(L, (σ, Pτ ))→ CF
∗(L, (τ, Pτ )) ≡ LL(τ),
which is a quasi-isomorphism. Swapping the roles of the boundary conditions at 0 and 1,
and dualising, we obtain
(2.5.33) RL,σ(Pτ ) ≡ CF
∗((σ, Pτ ), L)→ CF
∗((τ, Pτ ), L) ≡ RL(τ).
These constructions give rise to maps of cohomological modules by the use of mixed moduli
spaces as in previous sections.
2.5.6. Floer cohomology of Lagrangians, and global modules. We now proceed to construct
the top horizontal and right vertical maps in Diagram (2.1.17); this is a minor variant of the
maps considered in [5]. Given L 6= L′ ∈ A, and σ ∈ Σ, we consider the triple Υ = (L,L′, σ)
or (L, σ, L′). Let S be a disc with 3 punctures. The triple Υ induces a unique labelling of
the boundary components of the complement of the punctures which respects the ordering
counterclockwise around the boundary; we write Υe for the pair associated to each end e.
We pick a strip-like end on each puncture, which is positive if the corresponding edge is
incoming, and negative otherwise.
R(L, σ, L′)
L
Lσ
Xqσ
L′σ
L′
R(L,L′, σ)
Xqσ
L′σ
L′
Lσ
L
Figure 5. The boundary conditions for elements of the moduli spaces
R(L,L′, σ) and R(L, σ, L′).
Pick Hamiltonian paths connecting Φσ,L and Φσ,L′ to the identity, giving rise to moving
Lagrangian boundary conditions along the boundary segments labelled L and L′, such that
the end labelled by (L,L′) has constant conditions given by L and L′ (see Figure 5). As in
the previous section, the pushforward of JL or JL′ by the corresponding path of symplecto-
morphisms determines an almost complex structure J(z) along these boundary components.
We define
(2.5.34) J(Υ) ⊂ C∞(S, J)
to be the space of almost complex structures parametrised by S which extend the above
map, and whose restriction to each end e agrees, under a choice of strip-like ends, with the
families J(Υe) assigned earlier to pairs of labels containing an element of Σ, and given by a
fixed regular choice of path from JL to JL′ for Υe = (L,L
′).
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If we impose constant Lagrangian conditions Xqσ along the remaining boundary compo-
nent, the choice of an element J(Υ) of J(Υ) determines a moduli space R(Υ) of holomorphic
triangles equipped with an evaluation map
(2.5.35) R(Υ)→
∏
e
Crit(Υe),
where the product is taken over all the ends. Assuming that the family of almost complex
structure is generic, and after imposing a further constraint on the diameter of νQσ in terms
of the corresponding reverse isoperimetric inequality, the count of rigid elements of R(Υ)
(together with parallel transport) induces maps
LL′(σ) ⊗ CF
∗(L,L′)→ LL(σ)(2.5.36)
RL′(σ) ⊗ LL(σ)→ CF
∗(L,L′),(2.5.37)
depending on whether Υ = (L,L′, σ) or (L, σ, L′).
Dualising Equation (2.5.36) gives rise to a map
(2.5.38) CF ∗(L,L′)→ HomcΛ(L
∗
L′(σ),L
∗
L(σ)).
Using a mixed moduli space as in Section 2.5.3, and a family of moving Lagrangian boundary
conditions, we find that this map commutes with the action of morphisms groups in HF,
and obtain the map from Equation (2.1.8).
We also obtain a commutative diagram
(2.5.39) HR∗L′(σ) ⊗HF
∗(σ−, σ)⊗HL∗L(σ−)
//

HR∗L′(σ)⊗HL
∗
L(σ)

HR∗L′(σ−)⊗HL
∗
L(σ−)
// HF ∗(L,L′),
which proves that we have defined a map from the tensor product of left and right modules
over HF to the Floer cohomology of the pair (L,L′).
2.6. The pertubed diagonal. The constructions of Section 2.5 generalise those of Section
2.3 to the global category. In this section, we extend the results of Section 2.4: the key
point is to construct a bimodule over HF whose restriction to HFσ, for each σ ∈ Σ, agrees
with the pullback of the diagonal bimodule of HPoσ.
The construction will be implemented via a perturbed Lagrangian Floer cohomology
group of fibres. To this end, let φ : X → X be a Hamiltonian diffeomorphism which is
generic in the sense that
(2.6.1) for all pairs (q−, q) ∈ Q2, Xq− ∩ φXq is discrete.
Fix a neighbourhood ν(X ∩ φX) in Q2 ×X of the set
(2.6.2)
∐
(q−,q)∈Q2
Xq− ∩ φXq ⊂ Q
2 ×X.
We denote by νX(Xq− ∩ φXq) the inverse image over (q−, q) ∈ Q
2, and require that this
subset be sufficiently small that
(2.6.3) for all pairs (q−, q), the intersections of νX(Xq− ∩ φXq) with Xq− and φXq are
inessential.
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Let Σφ denote the set Σ× {φ}, with elements σφ = (σ, φ). Given a pair Υ = (σ−, σφ) ∈
Σ× Σφ, we introduce the notation
νXΥ ≡ νX(Xqσ− ∩ φXqσ ).(2.6.4)
Given a path J(Υ) of almost complex structures on X which are constant away from a fixed
compact subset of the interior of νXΥ, Lemma A.1 provides a reverse isoperimetric constant
C for J(Υ) holomorphic strips with boundary conditions Xqσ− and φXqσ , with the length
measured in the quotient of these Lagrangians by the equivalence relation which identifies
two points in the same component of the intersection with νXΥ. We require that
(2.6.5) diam νQσ < 1/4C.
As before, the reverse isoperimetric inequality is independent of the restriction of J(Υ) to
the chosen compact subset of the interior of νXΥ, and of the intersection of the Lagrangians
with this inessential region. This will allow us to pick perturbations in order to achieve
transversality.
2.6.1. Perturbed Floer cohomology for pairs of polytopes. Consider, for all pairs
(2.6.6) Υ = (σ−, σ
φ) ∈ Σ× Σφ
a Hamiltonian function
(2.6.7) HΥ : X × [0, 1]→ R,
supported in νXΥ. We write ΦΥ for the composition of φ with the Hamiltonian diffeomor-
phism generated by HΥ, and assume that
(2.6.8) Crit(Υ) ≡ Xqσ− ∩ ΦΥXqσ
consists only of transverse intersection points.
By assumption, this is a discrete space, and, given the choice of Pin structures from
Section 2.2.2, we obtain a 1-dimensional free abelian group δx associated to each element x
of Crit(Υ). Consider the moduli space
(2.6.9) R(Υ)→ Crit(Υ)2
of stable finite energy J(Υ)-holomorphic strips with boundary condition Xqσ− along t = 0
and ΦΥXqσ along t = 1, equipped with its natural evaluation map at the ends to intersection
points of the boundary Lagrangians. Choosing the almost complex structure generically, the
fibre R(x0, x1) over a pair (x0, x1) has the expected dimension, and whenever the moduli
space is rigid, we obtain a map δu of orientation lines for each u ∈ R(x0, x1).
Given a curve u ∈ R(x0, x1), let ∂Σu and ∂
φ
Σu denote the boundary components labelled
by σ− and σ
φ. Parallel transport along these boundaries defines maps
z[∂
φ
Σ
u] : UPσσ,x1 → U
Pσ
σ,x0(2.6.10)
z[∂Σu] : U
Pσ−
σ−,x0 → U
Pσ−
σ−,x1.(2.6.11)
We define the Floer complex
CF ∗
(
(σ−, Pσ−), (σ
φ, Pσ)
)
≡
⊕
x∈Crit(Υ)
Homc(U
Pσ−
σ−,x, U
Pσ
σ,x)⊗ δx,(2.6.12)
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with differential µ
0|1|0
φ given by
µ
0|1|0
φ |ψ ⊗ δx0,x1 ≡
∑
u∈R(x0,x1)
(−1)deg(x1)+1TE(u)z[∂
φ
Σ
u] · ψ · z[∂Σu] ⊗ δu.(2.6.13)
Condition (2.6.5) implies that Pσ and Pσ− are contained in the ball of radius 1/4C about qσ
and qσ− . As in Corollary 2.9, we conclude that this differential is well-defined and continuous
with respect to the topology on these Floer complexes.
To define a bimodule over HF, we set
(2.6.14) ∆(σ−, σ) ≡ CF
∗
(
(σ−, Pσ−), (σ
φ, Pσ)
)
and denote the cohomology by H∆(σ−, σ).
As it is completely analogous to the discussion from Section 2.5.4, we omit the details
of the construction of the bimodule structure maps (they will appear in greater generality
when we discuss the A∞ refinement).
2.6.2. Map from the diagonal bimodule. The main result of this section is the existence of
a map from the diagonal bimodule on HF to the perturbed diagonal:
Lemma 2.37. If Σ labels a sufficiently fine cover, then for each triple (σ, τ, τ−) in Σ such
that τ and τ− both lie in Σσ, there is a natural quasi-isomorphism
(2.6.15) Poσ(Pτ− , Pτ )→ ∆(τ−, τ).
In particular, the restriction of H∆ to HFσ is isomorphic to the pullback of the diagonal
bimodule of HPoσ. 
Fix a basepoint σ ∈ Σ, and consider elements τ and τ− of Σσ. Let Υ = {τ−, τφ},
and denote by RΥ a copy of R2,1, which we think of as parametrising a disc S with a
puncture at −1 (we denote the corresponding end by e), an interior marked point at 0,
and a boundary marked point at 1. The basic idea is that the puncture corresponds to the
perturbed bimodule, the marked point at 1 to the diagonal of HPoσ, and the interior marked
point to the fact that we shall interpolate between the data defining these two bimodules.
We begin by strengthening the conditions imposed at the beginning of Section 2.6 by
imposing the relevant isoperimetric constraint: let ∂φΣS be the part of the boundary of S
corresponding to the upper semi-circle, and ∂ΣS the lower semi-circle. We pick parametri-
sations of the paths qτ−,σ and qτ,σ
qΥ : ∂ΣS → Q(2.6.16)
qφΥ : ∂
φ
ΣS → Q(2.6.17)
which agree with qσ near the marked point −1, and have value (qτ− , qτ ) near the end. We
also pick a map
(2.6.18) ΦΥ : ∂
φ
ΣS → Ham(X),
which is the identity near −1, and agrees with ΦΥe near the end (recall that Υe = (τ−, τ
φ)).
Given this data, we form Lagrangian boundary conditions given by the path XqΥ on ∂ΣS
and ΦΥXqφ
Υ
on ∂φΣS (see Figure 6); by construction, these boundary conditions agree with
Xqσ at the marked point. Let XS to be the fibre bundle of Lagrangian boundary conditions
over the quotient of the boundary of S by the two components of its intersection with a
fixed neighbourhood νSe of the negative end over which these paths are locally constant.
Define XS/∼ to be the quotient by the equivalence relation that collapses the intersections
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of νXΥe with the fibres Xqτ− and ΦΥeXqτ over the endpoints. We can associate to each
map u from S to X with such boundary conditions a map
∂u : ∂S → XS/∼.(2.6.19)
We equip this quotient with a metric so that, for a loop in XS , the norm of the homology
class in H1(Xqσ ,Z) is bounded by the length in the quotient.
Let J(Υ) be a family of almost complex structures on the strip which, under a choice
of strip-like ends, agrees with J(Υe) near the end e. According to Lemma A.3, there is a
constant C independent of u, such that, whenever u is J(Υ)-holomorphic, the length of the
path ∂u/∼ is bounded by the product of the energy with C, up to an additive constant
which is also independent of u. We require
(2.6.20) diam νQσ < 1/8C.
Since Σ is finite, we can assume that such an isoperimetric estimate holds independently
of the choice of element σ ∈ Σ. Moreover, by Lemma A.3, the estimate holds uniformly for
Floer data (i.e. choices of moving Lagrangian boundary conditions and families of almost
complex structures) which are arbitrary in νSe×νXΥe, but are otherwise given by the above
fixed choice.
Let R(Υ) denote the moduli space of finite energy stable J(Υ) holomorphic strips, with
moving Lagrangian boundary conditions given by the paths XqΥ and ΦΥX
φ
qΥ . We have a
natural evaluation map at ±1:
(2.6.21) R(Υ)→ Crit(Υ)×Xqσ .
By construction, the reverse isoperimetric inequality from Equation (2.6.20) applies to this
moduli space.
Xqτ−
Φ(τ−,τφ)Xqτ
XqΥ
ΦΥXqφ
Υ
Xqσ ∇fΥ
Figure 6. A representation of an element of the moduli space T R(Υ), for
Υ = {τ−, τ
φ}, and basepoint σ.
We now consider the fibre product
(2.6.22) T R(Υ) ≡ R(Υ)×Xqσ T +(σ, σ)
where T +(σ, σ) is the moduli space of perturbed half-gradient flow lines introduced in Sec-
tion 2.2.4. We have a natural evaluation map
(2.6.23) T R(Υ)→ Crit(τ−, τ
φ)× Crit(σ, σ),
whose fibre at a pair (x0, x1) we denote
(2.6.24) T R(x0, x1).
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Choosing paths connecting the intersections of Xqσ with the sections associated to τ , τ−,
and σ yields isomorphisms of local systems U
Pτ−
τ−
∼= U
Pτ−
σ and UPττ
∼= UPτσ . Using this
together with parallel transport along the boundary of an element u of this moduli space
yields a map
Homc(U
Pτ−
σ,x1 , U
Pτ
σ,x1)→ Hom
c(U
Pτ−
τ−,x0 , U
Pτ
τ,x0)(2.6.25)
φ 7→z[∂Σu] · ψ · z[∂
φ
Σ
u],(2.6.26)
where ∂Σu and ∂
φ
Σu are the restrictions of u to the boundary components ∂ΣS and ∂
φ
ΣS.
For generic choices of the almost complex structure and the Morse perturbation, T R(x0, x1)
is a manifold with boundary of dimension deg(x0)−deg(x1), and rigid elements of this mod-
uli space induce an isomorphism δu of orientation lines. Tensoring these with the parallel
transport maps, we define
(2.6.27) κ : Poσ(Pτ− , Pτ )→ ∆(τ−, τ)
to be given by the sum
(2.6.28) κ|φ⊗ δx1 ≡ −
∑
u∈TR1q(x0,x1)
TE(u)z[∂u] · ψ · z[∂−u] ⊗ δu.
The reverse isoperimetric inequality for moduli problems with moving Lagrangian bound-
ary conditions, together with Condition (2.6.20), implies that this map is well-defined and
continuous.
Remark 2.38. The minus sign above accounts for the fact that we use reduced gradings to
define the differential on Poσ(Pτ− , Pτ ), but unreduced gradings for ∆(τ−, τ).
To prove that this map is a chain equivalence, we construct a two-sided homotopy inverse:
Given a sequence Υ = (τ−, τ
φ), we denote by RΥ a copy of R2,1 which we now think of as
equipped with a marked point at −1 and a puncture at 1. By reflecting the data chosen
above, we obtain moving Lagrangian boundary conditions which agree with Xqσ near −1
and with the pair (Xqτ− ,ΦΥeXqτ ), near the puncture. We obtain a moduli space R(Υ) with
an evaluation map to Xqσ × Crit(Υe). Taking the fibre product over Xqσ with the moduli
space T−(σ, σ) of perturbed flow lines, we obtain the moduli space T R(Υ), equipped with
an evaluation map to the product of Crit(σ, σ) at the negative end, and Crit(τ−, τ
φ) at the
positive end. Counts of rigid elements of this moduli space define a map
(2.6.29) ∆(τ−, τ)→ Poσ(Pτ− , Pτ ).
We omit the proof that this is a left and right homotopy inverse to Equation (2.6.27),
noting only that this a priori requires a further reverse isoperimetric constraint on the cover.
Passing to cohomology proves Lemma 2.37.
2.6.3. Computing the bimodule: distant polytopes. In this section, we prove the following
result:
Lemma 2.39. If the cover Σ is sufficiently fine, and diamPσ ≪ diam νQσ for all elements
σ ∈ Σ, then the group H∆(τ−, τ) vanishes whenever Pτ and Pτ− are not contained in a
common chart νQσ. 
The difference in scale between Pσ and νQσ will be set by a reverse isoperimetric con-
dition. Consider the space of discs with punctures at ±1, and two interior marked points,
which lie on the real axis and are equidistant from the origin. This moduli space has two
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boundaries, corresponding to the two marked points lying at the origin, and to the breaking
of the domain into two components.
Fix a Hamiltonian isotopy from the identity to φ. For each pair Υ = (τ−, τ
φ), con-
catenation with the Hamiltonian isotopy from φ to ΦΥ yield a Hamiltonian isotopy from
the identity to ΦΥ, and in the inverse direction by reversing the direction of the path.
As shown in Figure 7, we equip the curves over the moduli space described in the previ-
ous paragraph with Lagrangian boundary conditions which are obtained from the constant
boundary conditions (Xqτ− , Xqτ ) by applying the induced homotopy of paths from ΦΥ to
itself, interpolating between the constant path and the concatenation of the path from ΦΥ
to the identity with its inverse. The constant path corresponds to the case where the two
marked points agree, and the concatenation to the broken curve.
ΦΥXqτΦΥXqτ
Xqτ−
ΦΥXqτ
Xqτ−
Xqτ−
Xqτ
Xqτ−
r = 0 r =∞
Figure 7. The boundary conditions, near from the ends, of the moduli
space which induces a null-homotopy of Floer complexes.
We now pick almost complex structures for this family of Lagrangian boundary condi-
tions: for the constant boundary conditions, we use the translation-invariant almost complex
structure J(τ−, τ
φ) chosen in Section 2.6.1, while near the broken curve, we assume that
the almost complex structure is obtained by gluing, and agrees with J(τ−, τ
φ) at the ends.
Applying Lemma A.4, we obtain a reverse isoperimetric constant for holomorphic curves in
this family.
Using the fact that Xqτ and Xqτ− are disjoint, we find that the composition of maps
associated to the broken curve vanishes, since it corresponds to a map factoring through a
Floer complex that is the 0 group by definition. Choosing the diameter of the elements of
the cover {Pσ}σ∈Σ to be much smaller than that of the cover {νQσ}σ∈Σ, we obtain a null
homotopy for the identity map on ∆(τ−, τ), implying Lemma 2.39.
2.7. Global bimodule maps. Given a Lagrangian L ∈ A we have defined left and right
modules over HF. In Section 2.7.1, we construct a map of bimodules
(2.7.1) HLL ⊗HRL → ∆
by using a moduli space of holomorphic triangles, with one moving Lagrangian boundary
condition. We also construct a map of left modules
(2.7.2) ∆⊗HF HLL → HLL.
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These are the missing ingredients in the statement of Proposition 2.2, which we proceed to
prove in Section 2.7.2.
In order to compare these constructions with the local ones, we recall that Lemma 2.5
shows that the computation of tensor products with ∆ and morphisms of left module to ∆
are local. The main results of this section are summarised by the following:
Proposition 2.40. For each σ ∈ Σ, there are commutative diagrams of bimodules over
HFσ
(2.7.3)
j∗HLL,σ ⊗ j∗HRL,σ j∗∆HPoσ
HLL ⊗HRL H∆
and of left HFσ-modules:
(2.7.4)
j∗H∆HPoσ ⊗HFσ j
∗HLL,σ j
∗HLL,σ
H∆⊗HFσ HLL HLL.
Note that the first commutative diagram in the above Proposition is equivalent to
(2.7.5)
j∗HRL,σ HomHFσ (j
∗HLL,σ, j
∗∆HPoσ)
HomHFσ
(
j∗HLL,σ, H∆
)
HRL HomHFσ
(
HLL, H∆
)
Our previous results establish that all the vertical arrows in Diagrams (2.7.4) and (2.7.5)
are isomorphisms if we restrict to the object σ ∈ HFσ. Together with Lemma 2.5, we
conclude
Lemma 2.41. If Lσ meets Xqσ at one point, there are natural isomorphisms
∆(σ, )⊗HF HLL →HLL(σ)(2.7.6)
HRL(σ)→HomHF
(
HLL,∆( , σ)
)
.(2.7.7)

Corollary 2.42. If L,L′ ∈ A are Lagrangian sections, the composition
(2.7.8)
HRL′ ⊗HF HLL HomHF (HLL′ , HLL)
HomHF
(
HLL′ , H∆
)
⊗HF HLL HomHF
(
HLL′ , H∆⊗HF HLL
)
.
is an isomorphism.
Proof. It suffices to show that the bottom horizontal map is an isomorphism; this essentially
follows from the techniques developed in Section 2.3.4: choosing a generator for HF(Pτ , Pρ)
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and HLL(ρ) as rank-1 modules over Γ
Pρ , we can write morphisms fromHLL′ to any module
M as the kernel of the map
(2.7.9)
⊕
σ0∈Σ
M(σ0)→
⊕
σ0<σ1∈Σ
M(σ1).
This implies that HomHF(HLL′ , ) is right exact. Identifying ∆HF ⊗HF HLL, as a left
module, with the cokernel of
(2.7.10)
⊕
ρ0<ρ1∈Σ
∆HF(ρ0, )⊗Γρ0 Γ
ρ1 →
⊕
ρ0∈Σ
∆HF(ρ0, )
we obtain the desired result.
Remark 2.43. In Section 4.3.1, we provide a less computational proof of the A∞ refinement
of this statement. The reader is invited to adapt that proof to the cohomological level, or
alternatively adapt this computational proof to the A∞ refinement.

R(σ−, σφ, L)
ΦΥL
ΦΥXqσ
Xqσ−
R(σ−, L, σφ)
ΦΥXqσ
ΦΥL
Xqσ−
Figure 8. The boundary conditions for elements of the moduli spaces
R(σ−, σφ, L) and R(σ−, L, σφ).
2.7.1. Construction of the maps. Let S be a thrice-punctured disc, equipped with a fixed
neighbourhood νse of each end e. Let Υ be a set of labels for the boundary components
which is either (i) (σ−, L, σ
φ) or (ii) (σ−, σ
φ, L), with L ∈ A, and σ, σ− ∈ Σ. Pick a map
(2.7.11) ΦΥ : ∂S → Ham(X)
which agrees with the identity on the component labelled σ−, interpolates between ΦL,σ
and ΦL,σ− on the component labelled L, and interpolates between the identity and Φσ−,σφ
on the component labelled σφ. Applying these Hamiltonians to the Lagrangians L, Xqσ ,
and Xqσ− yields moving Lagrangian boundary conditions on S (see Figure 8).
In order to straightforwardly appeal to the reverse isoperimetric inequality, we require
that the restriction of the path ΦΥ to each end νSe agree away from a fixed compact subset
of the interior of νSΥe with (i) φ along the boundary component labelled by σ
φ and (ii) the
identity on every other component. This restriction is exactly the same as the one made in
the choice of perturbations used to define the Floer cohomology groups of fibres with L, or
in Section 2.6 for pairs for fibres. We choose a family of almost complex structures on X
parametrised by S, whose restriction to νSe is obtained from J(Υe) by a choice of strip-like
ends. We denote by R(Υ) the corresponding moduli space of stable holomorphic discs.
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We write XS for total space of the boundary conditions labelled σ and σ
φ, modulo the
relation which identifies each component of the inverse image of νSe to the corresponding
fibre; this is a fibre bundle over a pair of closed intervals. We consider the equivalence relation
∼, which is the identity in the interior, and which is given, at a boundary Lagrangian labelled
by an end e, by collapsing the components of the intersection with νXΥe to a point. We
equip this quotient with a metric such that norm of the homology class of a loop is bounded
by the length of the projection.
Lemma A.3 provides a reverse isoperimetric constant C for each element of R(Υ). We
require that
(2.7.12) diam νQσ, diam νQσ− <
1
8C
.
This condition ensures the convergence of the count of rigid elements of the moduli space
R(Υ), yielding maps
∆(σ−, σ)⊗ LL(σ−)→ LL(σ)(2.7.13)
LL(σ)⊗ RL(σ−)→ ∆(σ−, σ).(2.7.14)
Passing to cohomology, we obtain the maps
H∆(σ−, σ)⊗HLL(σ−)→ HLL(σ)(2.7.15)
HLL(σ) ⊗HRL(σ−)→ H∆(σ−, σ).(2.7.16)
2.7.2. Proof of Proposition 2.2. Consider the moduli space R4 of holomorphic discs with
4 boundary punctures, one of which is distinguished as outgoing. Given a quadruple Υ =
(L, σ−, L
′, σφ), with σ, σ− ∈ Q and L,L
′ ∈ A, we denote by RΥ a copy of R4 with the
corresponding boundary labels, and by
(2.7.17) SΥ →RΥ
the universal curve over this moduli space. Recall that RΥ is homeomorphic to a closed
interval, with boundary given by the two possible configurations of stable discs consisting
of two components each of which is disc with 3 punctures. These configurations are distin-
guished by the fact that the node is labelled by the pair (L,L′) in one case and by (σ−, σ
φ)
in the second.
We choose families of strip-like ends for all surfaces over RΥ, which we assume are
compatible with those made in Sections 2.5.6, 2.6.1, and 2.7.1 over the boundary strata.
The choices made in these sections also determine moving Lagrangian boundary conditions
on the fibres over the boundary. We extend these choices to arbitrary surfaces representing
elements of RΥ, compatibly with gluing near the boundary of the moduli space, in such a
way that the moving Lagrangian boundary conditions are (i) constant (with value Xqσ− )
along the boundary with label σ−, (ii) give a family of paths interpolating between Φσ,L(L)
and Φσ−,L(L), or Φσ,L′(L
′) and Φσ−,L′(L
′), along the boundary components with label L
and L′, and (iii) give a family of paths with endpoints on Xqσ , interpolating between the
constant path and the concatenation of a path fromXqσ to Φσ−,σφ(Xqσ ) and its inverse along
the remaining boundary. Our previous choices also determine families of almost complex
structures on X parametrised by the fibres over the endpoints of the moduli space; we
extend them to a family JS over each curve S in RΥ in such a way that the almost complex
structure along the boundary components labelled L and L′ are the pushforwards of JL and
JL′ by the corresponding Hamiltonian diffeomorphisms, and the restrictions to the ends
agree with the choices made in the construction of the Floer cohomology groups.
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R(L, σ−, L′, σφ)
Lσ−
Lσ
Xqσ
L′σ−
L′σ
Xqσ−
Lσ−
Xqσ−
Φσ−,σφXqσ
Xqσ
Lσ
R(L, σ−, σφ)
L′σ−
L′σ
R(σ−, L′, σφ)
L
L′
Xqσ
Lσ
L′σ
R(L,L′, σ)
R(L, σ−, L′)
L′σ−
Lσ− Xqσ−
Figure 9. The boundary conditions for different elements of R(L, σ−, L′, σφ).
Each such surface is equipped with a decomposition which we call the thick-thin decom-
position; for a surface far from the boundary, the thin parts are neighbourhoods of the ends
where the boundary conditions are locally constant and the almost complex structure is
obtained by pull-back from an interval by a choice of strip-like end. For a surface near the
boundary, there is an additional component coming from the gluing region. Each component
Θ of the thin part has a corresponding subset νXΘ of X equipped with a compact subset
of the interior away from which the restrictions to Θ of the boundary conditions and the
almost complex structures are constant.
For each surface S ∈ SΥ, let XS denote the fibre bundle over the pair of closed intervals
obtained from the subset of ∂S labelled by σφ and σ− by collapsing the components of the
intersection with the thin part. We denote by XS/∼ the quotient of XS by the equivalence
relation which, in each fibre corresponding to a component Θ of the thin part, identifies the
components of the intersection with νXΘ to points. As before, we pick a metric on this
quotient so that the lengths of loops in the quotient provide a bound for the norm of the
homology class in a fibre.
By the results of Appendix A, we can find a constant C which uniformly controls the
length of the projection to XS/∼ of the boundary of JS-holomorphic curves in X with the
above boundary conditions. We then require that
(2.7.18) diam νXσ <
1
8C
.
By construction, we have an evaluation map
(2.7.19) R(Υ)→ Crit(L, σ−)× Crit(σ−, L
′)× Crit(L′, σ)× Crit(L, σ).
Choosing the data generically, the count of rigid elements of these moduli spaces thus induces
a map
(2.7.20) RL′(σ−)⊗ LL(σ−)→ HomΛ(LL′(σ),LL(σ))
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which gives a homotopy for the following diagram
(2.7.21)
RL′(σ−)⊗ LL(σ−) CF ∗(L,L′)
HomΛ(LL′(σ−),∆(σ−, σ))⊗ LL(σ−) HomΛ(LL′(σ),LL(σ)),
because the boundary strata of R(Υ) over the boundary of RΥ correspond to the two
compositions. Passing to cohomology, we obtain the commutativity of Diagram (2.1.16).
2.7.3. Compatibility of the maps of left modules. We now prove the commutativity of Dia-
gram (2.7.4). Let R3,2 denote the moduli space of discs with 2 boundary punctures, one of
which is distinguished as outgoing and the other as incoming, together with one boundary
marked point, and 2 interior marked points. Consider the embedding
(2.7.22) R3 ×
(
R2,1
)2
⊂ R3,2
shown on the right of Figure 10, and corresponding to the configuration where one interior
marked point escapes at each of the boundary marked point and incoming puncture. For
the appropriate choices of Lagrangian boundary conditions and families of almost complex
structures, this embedding corresponds to the composition of the bottom and left arrows in
Diagram (2.7.4). We also have an embedding
(2.7.23) R2,1 ×R3 ⊂ R3,2
corresponding to the configuration where the two interior marked points agree, and escape
to the outgoing end. Note that this is a slight abuse of notation, as we should add a factor on
the left corresponding to the sphere with 3 marked points that bubbles off when two interior
points collide, but we shall equip this stable disc with the Floer data obtained by forgetting
the bubble, so that we can ignore it. This stratum corresponds to the other composition in
Diagram (2.7.4). To construct a homotopy, we fix a path
(2.7.24) R3,2 ⊂ R3,2
interpolating between these two strata.
L
σ
σ
τ
L L
τ−
τφ
σ
σ
σ
Figure 10. The boundary of the moduli space giving rise to the homotopy
46 M. ABOUZAID
Let σ be a basepoint in Σ, L a Lagrangian in A, and τ, τ− elements of Σσ. Let Υ denote
the sequence (L, τ−, τ
φ), and denote by RΥ a copy of the space R3,2, with corresponding
labels on the complement in the boundary of the marked point. Let SΥ denote the universal
curve.
Over the boundary boundary stratum of RΥ labelled by a configuration with two disc
components, the boundary labels are given by (L, τφ) on the disc carrying an interior marked
point, and (L, τ−, τ
φ) on the other. The first case was already considered in Section 2.5.5,
where we chose a path of Lagrangians between the pairs (Lσ, Xqσ) and (Lτ , Xqτ ). In the
second case, we use the triple of constant Lagrangians (Lσ, Xqσ , Xqσ ).
Over the other boundary stratum of RΥ the choice of moving Lagrangian boundary
conditions is immediately obtained from the choices made in Sections 2.5.5 for the disc with
labels (L, τφ−), in Section 2.6.2 for the disc with interior marked point with labels (τ−, τ
φ),
and in Section 2.7.1 for the disc with labels (L, τ−, τ
φ).
We now pick families of moving Lagrangian boundary conditions, which are Hamiltonian
along the boundary labelled L, and almost complex structures on the universal curve over
RΥ, which near the endpoints of this interval, are obtained by gluing, up to a perturbation
term supported in the thick part away from the boundaries in which we apply the reverse
isoperimetric inequality. In this way, we achieve transversality using standard methods for
the corresponding moduli space R(Υ), while still being able to appeal to Lemma A.4 to
ensure the existence of a uniform reverse isoperimetric constant for elements of this moduli
space. To avoid bubbling problems, we assume that the family of almost complex structures
at each point z along the boundary condition labelled L is obtained from JL by applying the
Hamiltonian diffeomorphism mapping L to the boundary condition over z. We also assume
that the boundary condition at the marked point with label (τ−, τ
φ) agrees with Xqσ , so
that we have an evaluation map
(2.7.25) R(Υ)→ Xqσ .
Assuming that the diameter of νQσ is sufficiently small relative to this constant, the
count of elements of the fibre product
(2.7.26) T R(Υ) ≡ R(Υ)×Xqσ T +(σ, σ)
space defines a homotopy for the diagram
(2.7.27)
Poσ(Pτ− , Pτ )⊗ LLσ(Pτ−) LLσ (Pτ )
∆(τ−, τ) ⊗ LL(τ) LL(τ).
Passing to cohomology yields the commutativity of Diagram (2.7.4).
2.7.4. Comparison with the map to the perturbed diagonal. In this section, we prove the
commutativity of Diagram (2.7.5); most of the arguments are essentially the same as in
the previous section, except that we shall encounter a moduli space with a boundary facet
containing a node for which the boundary label is given by a pair of Lagrangians which
agree. This requires us to add to the moduli space an additional component consisting of
pairs of discs connected by a gradient flow line of varying length. This type of additional
cobordism appears throughout the literature when combining Morse-theoretic and Floer-
theoretic moduli spaces.
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σ
L
σ
σ
L
σ
τφ
τ−
τ−
L
τφ
σ
σ
r = −∞
ℓ = 0
r = 0
ℓ =∞
Figure 11. The boundary of the moduli space giving rise to the homotopy
between the two compositions in Diagram (2.7.5).
Given a triple Υ = (τ−, L, τ) with L ∈ A and τ, τ− ⊂ νQσ as before, we shall construct a
moduli space interpolating between the two moduli spaces defining the compositions being
compared. To this end, we let RΥ denote a copy of the space R3,2, which we now think
of as parametrising discs with 3 boundary punctures and 2 interior marked points whose
position is constrained, as illustrated in the middle and right of Figure 11.
Over the boundary stratum ofRΥ labelled by a configuration consisting of three discs, the
moving Lagrangian boundary conditions are given by the choices made in Section 2.5.5 for
the two discs carrying marked points, and by those in Section 2.7.1 for the thrice-punctured
disc.
Over the other boundary stratum of RΥ, the choice of basepoint σ ∈ Σ yields moving
Lagrangian conditions on the boundary of the disc carrying the interior marked point, which
were fixed in Section 2.6.2. We forget the labels on the second component, and consider the
constant boundary conditions (Xqσ , L,Xqσ). Note that these two conditions are compatible
because, near the marked point, the boundary conditions considered in Section 2.6.2 are
constant with value Xqσ ; this is why we label the middle of Figure 11 with a node connecting
the two components (instead of a pair of ends with matching labels).
As in the previous section we interpolate between these two boundary conditions, and
the corresponding choices of almost complex structures, to obtain a moduli space R(Υ),
equipped with an evaluation map:
(2.7.28) R(Υ)→ Crit(L, σ)× Crit(σ, L)× Crit(τ−, τ
φ).
There is a reverse-isoperimetric constant for these moduli space, with respect to which we
impose the condition that the cover be sufficiently small.
The stratum of the boundary of this moduli space corresponding to discs with 3 compo-
nents evidently gives rise to the composition
(2.7.29) j∗HRL,σ → HRL → HomHFσ
(
j∗HLL,σ,∆
)
,
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around the left and bottom of Diagram (2.7.5). The other boundary does not, however,
correspond to the other composition, because it should involve a Floer cohomology group
of local systems over Xqσ , which has been defined using Morse theory.
We therefore introduce a space T [0,∞](σ, σ) of (perturbed) gradient flow lines of fσ,σ with
arbitrary length, which is equipped with a natural evaluation map
(2.7.30) T [0,∞](σ, σ)→ X
2
qσ
corresponding to the two ends of the flow line. The boundary is covered by a copy of Xqσ on
which the evaluation map is the diagonal (corresponding to the gradient flow line of length
0), and the closure of the codimension 1 stratum
(2.7.31) T+(σ, σ) ×Crit(σ,σ) T−(σ, σ)
which corresponds to gradient lines of infinite length. The compactification is obtained by
allowing broken flow lines with multiple components, i.e. by adding the strata:
(2.7.32) T+(σ, σ) ×Crit(σ,σ) T (σ, σ) ×Crit(σ,σ) T−(σ, σ).
We now define T R(Υ) to be the union of R(Υ) with the fibre product
(2.7.33) R(Υeou)×Xqσ T [0,∞](σ, σ) ×Xqσ R(σ, L, σ),
where Υeou = (τ−, τ
φ). By construction, we have an evaluation map
(2.7.34) T R(Υ)→ Crit(L, σ)× Crit(σ, L) × Crit(τ−, τ
φ).
For generic choices of Floer and Morse data, this moduli space gives rise to a homotopy for
the diagram
(2.7.35)
LLσ (Pτ )⊗ RLσ(τ−) Poσ(τ−, τ)
LL(τ)⊗ R(τ−) ∆(τ−, τ).
Passing to cohomology, and using adjunction, we obtain the commutativity of Diagram
(2.7.5).
3. Higher moduli spaces
In this section, we consider the families of holomorphic curves which will be used in the
A∞ refinement of the constuctions of Section 2. We separate considerations of convergence
and transversality by proceeding in two steps: (i) we first write families of equations with
moving Lagrangian boundary conditions for which we state reverse isoperimetric inequalities
that are robust under a certain class of perturbations, then (ii) we perturb these equations
to achieve transversality among the Lagrangian boundary conditions and regularity for the
moduli spaces of holomorphic curves, within the allowable class.
3.1. Abstract moduli spaces of discs. A stable tree is a finite tree T with edges E(T )
and vertices V (T ) such that the valency of every vertex is larger than or equal to 3. A
stable planar tree is a tree as above, equipped with a cyclic ordering of the edges E(Tv) of
the tree Tv consisting of the edges adjacent to any vertex v. We write F (T ) for the set of
flags. We allow edges which are adjacent to a single vertex, and which are called external
and form a set denoted Eext(T ), and fix a distinguished such edge (the root) which we call
outgoing, forming the singleton Eou(T ). The remaining external edges are called incoming
and denoted Ein(T ). The path from a vertex v to the root determines a unique outgoing
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edge eouv of Tv; we call the remaining edges adjacent to v incoming, and denote the sets
of incoming and outgoing edges at a vertex v by Einv (T ) and E
ou
v (T ). The cyclic ordering
and the choice of outgoing edge give rise to a unique ordering of Ev(T ) compatible with the
cyclic structure with the property that eouv is the last element.
The cyclic ordering determines an isotopy class of proper embeddings of the corresponding
topological tree in the plane, and the choice of outgoing edge determines an ordering of the
components of R2 \ T given counterclockwise starting with the component which is to the
left of the outgoing edge when directed outwards. Given a set A, each ordered subset Υ of
A consisting of Eext(T ) elements induces a map
(3.1.1) π0(R
2 \ T )→ A.
We assign to each edge e of T the ordered pair Υe consisting of the labels of the two regions
adjacent to e, with the convention that, if e is oriented towards the outgoing edge, the
label which is to the left appears first. We denote by Υv the induced label on the tree Tv
associated to each vertex v.
In this section, we shall consider as labels ordered subsets Υ of Q ∐ Qφ ∐ A (where
Qφ = Q× {φ}) such that
(3.1.2)
(i) there are at most n+1 distinct elements of Q (respectivelyQφ), and 2 elements
of A appearing in Υ (ii) the elements of Q (respectively Qφ) are consecutive in
Υ and are contained in a ball of radius 1, (iii) all elements of Q precede those of
Qφ, and (iv) any elements of Qφ appear last.
In other words, the sequence is of the form
(3.1.3) (L1, . . . , Lj , q−r, . . . , q−0, L
′
1, . . . , L
′
k, q
φ
0 , q
φ
1 , . . . , q
φ
ℓ )
where j + k ≤ 2.
Given such a label Υ, let RΥ denote the moduli space of stable holomorphic discs with
(i) a marked point for each cyclically successive pair of elements of Q or Qφ in Υ and (ii)
a puncture for each other cyclically successive pair of elements of Υ. We assume that the
cyclic ordering induced by the ordering of Υ corresponds to the counterclockwise ordering
around the boundary of the disc. There are thus |Υ| punctures and marked points in total,
and the boundary components of the complement of the marked points are labelled by the
elements of Υ. In addition, there is a distinguished puncture corresponding to the first and
last element of Υ, which we call outgoing. For each tree T labelled by Υ, we then define
(3.1.4) R
T
Υ ≡
∏
v∈V (T )
RΥv .
We distinguish the subset V deg(T ) ⊂ V (T ) consisting of vertices with degenerate labels, i.e.
such that the label is contained in Q or Qφ.
Each map T → T ′ which collapses internal edges induces an inclusion
(3.1.5) R
T
Υ →R
T ′
Υ
and the tree with a unique vertex corresponds to the moduli space RΥ. Moreover, if Υ→ Υ′
is a map of ordered sets which collapses successive elements that are equal, we obtain a
(forgetful) map of moduli spaces
(3.1.6) RΥ →RΥ′ .
Let SΥ denote the universal curve over RΥ. For L ∈ A, q ∈ Q, or qφ ∈ Qφ, we denote
by ∂LSΥ, ∂qSΥ, and ∂φq SΥ the corresponding boundary segment of the complement of the
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marked points. We write ∂QSΥ and ∂
φ
QSΥ for the union of boundary components labelled
by elements of Q or Qφ.
For each tree T , we write S
T
Υ for the fibre over the stratum R
T
Υ. This space decomposes
as a disjoint union of components labelled by the vertices of T :
S
T
Υ ≡
∐
v∈V (T )
S
v
Υ(3.1.7)
S
v
Υ ≡ SΥv ×RΥv R
T
Υ.(3.1.8)
We shall need to consider certain moduli spaces of discs with conformal constraints. Fix
a basepoint q∗ on Q, and consider ordered subsets Υ of Q∐Qφ ∐A of the form
(L, q0, . . . , qℓ)(3.1.9)
(q−r, . . . , q−0, L)(3.1.10)
(q−r, . . . , q−0, q
φ
0 , q
φ
1 , . . . , q
φ
ℓ )(3.1.11)
(L, q−r, . . . , q−0, q
φ
0 , q
φ
1 , . . . , q
φ
ℓ )(3.1.12)
(q−r, . . . , q−0, L, q
φ
0 , q
φ
1 , . . . , q
φ
ℓ ),(3.1.13)
where all elements of Q and Qφ are within distance 1 of q∗. In the first three cases, we define
RΥ to be the inverse image of the 0-dimensional submanifold R2,1 ⊂ R2,1 fixed in Section
2.5.5, while in the last two cases, we define it to be the inverse image of the 1-dimensional
submanifold R3,2 ⊂ R3,2 fixed in Section 2.7.3. The maps to R2,1 and R3,2 are obtained
by forgetting all marked points labelled by pairs of elements of Q or Qφ.
Remark 3.1. There is a minor difference between the moduli spacesRΥ for Υ given by Equa-
tions (3.1.12) and (3.1.13). In the first case, we considerR3,2 as parametrising discs with one
boundary marked point, and two punctures, while in the second, we have three boundary
punctures. The difference will be apparent when we discuss the boundary conditions that
will be imposed on these moduli spaces.
The boundary strata of RΥ are also labelled by trees. To describe them, we begin
by associating to each stratum of R2,1 or R3,2 a rooted planar tree T equipped with a
distinguished subset of vertices denoted N(T ) (for nodes) consisting of those vertices which
correspond to disc components which carry an interior marked point. For R2,1, we thus
obtain a tree with a unique bivalent node, and no other vertices. In the same way, each
boundary stratum of RΥ corresponds to a planar tree with a distinguished set of vertices
N(T ) ⊂ V (T ) which are allowed to be bivalent, and such that the tree obtained by forgetting
all incoming edges with labels pairs of elements in Q or Qφ corresponds to a tree labelling
a boundary stratum of R2,1 or R3,2.
We distinguish the set of vertices V ∗(T ) ⊂ V (T ) with the property that they separate
an incoming Floer edge from all nodes. Writing Υ∗v for the sequence obtained from Υv by
replacing all points in Q or Qφ by q∗, we have natural product decomposition
(3.1.14) R
T
Υ ≡
∏
v∈N(T )
RΥv ×
∏
v∈V ∗(T )
RΥ∗v ×
∏
v/∈N(T )∪V ∗(T )
RΥv .
Remark 3.2. The distinction between RΥ∗v and RΥv is entirely formal, as the two spaces
are naturally homeomorphic. As indicated by the labelling of Figure 12, we shall use these
moduli spaces to extend the construction of Section 2.6.2, which should indicate to the
reader why we introduce this notation.
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q−2
q−1
q−0
L
qφ0q
φ
1
qφ2
eou
q−2
q−1 q−0
L
qφ0q
φ
1
qφ2
q−2
L
qφ2
q−1
q−0
qφ1
q∗
q∗
eou
q−2
q−1 q−0
L
qφ0q
φ
1
qφ2
Figure 12. A representation of two elements of the same moduli space
R(Υ), and the trees labeling the strata they lie on. The blue vertices are
in N(T ), the red one in V ∗(T ), and the green one in V deg(T ).
As before, we also define the set V deg(T ) ⊂ V (T ) \N(T ) to consist of those vertices with
label Υv contained in Q or Q
φ.
By construction, elements of RΥ correspond to curves with at most two incoming ends.
We set the labels on these incoming ends to be
(3.1.15) Υe = (L, q∗) or Υe = (q∗, L),
while for all other ends we use the planar embedding from Equation (3.1.1) to set the label.
Let SΥ denote the universal curves over RΥ, obtained by restriction of the universal
curve over RΥ. As before, given a tree T , the fibre S
T
Υ over R
T
Υ can be written as a union
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of components labelled by vertices of T , and which we denote S
v
Υ. We have
(3.1.16) S
v
Υ ≡

SΥv ×RΥv
R
T
Υ v ∈ N(T )
SΥ∗v ×RΥ∗v
R
T
Υ v ∈ V
∗(T )
SΥv ×RΥv R
T
Υ otherwise.
3.1.1. Strip-like ends, gluing charts, and thin-thick decompositions. Recall that a positive
(respectively negative) strip-like end on a Riemann surface S is a holomorphic map
(3.1.17) [0,∞)× [0, 1]→ S or (−∞, 0]× [0, 1]→ S
which is a biholomorphism in a neighbourhood of a puncture. We shall equip the outgoing
puncture of a curve inRΥ with a negative strip-like end, and all other punctures with positive
strip-like ends. As in [16, Section (9f)], we make this choice consistently for all curves in RΥ
and for all labels Υ . The key consistency condition is that, near the boundary strata of RΥ,
the strip-like ends are compatible with the gluing maps which are constructed as follows:
for each tree T labelling a stratum of RΥ, the choices of ends induces an open embedding
(the gluing map)
(3.1.18) R
T
Υ × (0,∞]
E(T ) →RΥ.
Fixing the identification of (0,∞] with (−1, 0] which takes R to −e−R, we obtain charts
(3.1.19) R
T
Υ × (−1, 0]
E(T ) →RΥ
which equip the moduli space with the structure of a smooth manifold with corners.
The gluing map lifts at the level of universal curves to a map
(3.1.20) S
T
Υ × (−1, 0]
E(T ) → SΥ,
which is surjective over the image of the gluing map at the level of moduli spaces. The same
discussion applies to the moduli spaces RΥ: choices of strip-like ends induce gluing charts
near the boundary strata, which lift to the universal curve.
The gluing charts equip each curve S in RΥ or RΥ with a thick-thin decomposition:
the thin part will be the union of the image under the gluing maps of (i) the strip-like
ends, (ii) the curves corresponding to degenerate vertices, and (iii) curves which become
unstable upon omitting repeated elements of Q or Qφ. The thick part is the complement.
We associate to each component Θ of the thin part, the subset νXΘ of X given by (i) the
empty set if all labels appearing on the intersection of the boundary with e are contained in
Q or Qφ, (ii) the set νXΥe if Θ contains the image of an end e under gluing. Here, we set
νXΥ to be (i) X if Υ is degenerate, (ii) the set νXL if Υ consists of an element of Q ∪Qφ
and L ∈ A, and (iii) the set νX(Xq− ∩ φXq) if Υ = (q−, q
φ).
By construction, any two ends with images in Θ have the same label, so this definition
is consistent (it is important here to distinguish ends from marked points).
Finally, for each S in SΥ, we fix neighbourhoods ν∂QS and ν∂
φ
QS in S of the corresponding
boundary components of S, which are compatible with gluing, and which only intersect each
other in the thin part. If S contains a component with degenerate labels, we assume that such
a component is contained in ν∂QS or ν∂
φ
QS as long as there is a part of the boundary with
the corresponding label. We write ν∂QSΥ and ν∂
φ
QSΥ for the union of such neighbourhoods
over all points S ∈ RΥ.
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We also choose such neighbourhoods of the boundary components of S ∈ SΥ; the only
difference is that the neighbourhood ν∂QS and ν∂
φ
QS should intersect in the union of the
thin part with a neighbourhood of any marked point with label in Q∐Qφ.
3.2. Unperturbed families of equations. Fix a metric on the base Q, and assume the
contractibility of the spaces of paths of length bounded by any constant smaller than 2n+4,
with endpoints fixed to be any two points of distance bounded by 2.
3.2.1. Paths of fibres. For each non-degenerate sequence Υ, we choose maps
qΥ : ∂QSΥ → Q(3.2.1)
qφΥ : ∂
φ
QSΥ → Q,(3.2.2)
of lengths respectively bounded by twice the number of elements of Υ lying in Q and Qφ,
and varying smoothly in the choice of labels. We require these maps to satisfy the following
additional properties:
(1) (Values along the ends) The restrictions of qΥ and q
φ
Υ to the intersection of each
end with ∂qSΥ and ∂φq SΥ are constant with value q.
(2) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ,
the restrictions of qΥ and q
φ
Υ to a neighbourhood of R
T
Υ are obtained by gluing in
the sense that the following diagram commutes in a neighbourhood of the origin:
(3.2.3)
(
∂QS
T
Υ ∐ ∂
φ
QS
T
Υ
)
× (−1, 0]E(T ) ∂QSΥ ∐ ∂
φ
QSΥ
Q.
qΥ∐q
φ
Υ qΥ∐q
φ
Υ
(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
and vertex v ∈ V deg(T ), the restriction of qΥ and q
φ
Υ to S
v
Υ is constant. Otherwise,
these data are compatible with (qΥv , q
φ
Υv
) in the sense that we have a commutative
diagram
(3.2.4)
∂QS
v
Υ ∐ ∂
φ
QS
v
Υ ∂QSΥv ∐ ∂
φ
QSΥv
Q.
qΥ∐q
φ
Υ qΥv∐q
φ
Υv
(4) (Forgetful maps) If Υ is obtained from a sequence Υ′ by repeating elements of Q
or Qφ, the choices of paths are compatible with the induced forgetful maps in the
sense that the following diagrams commute:
(3.2.5)
∂QSΥ ∂QSΥ′ ∂
φ
QSΥ ∂
φ
QSΥ′
Q Q.
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(5) (Forgetting φ) If Υ is an ordered non-degenerate subset of Qφ ∐ A, and πΥ the
corresponding ordered subset of Q∐A, we have a commutative diagram
(3.2.6)
∂φQSΥ ∂QSπΥ
Q.
The construction of such paths proceeds by induction on the number of element of Υ, and
the bound on the lengths of the paths ensures the contractibility of the corresponding space
of choices, ensuring that there is no obstruction to extending the choices from the boundary
strata to the interior of the moduli space.
For each q∗ ∈ Q, and sequence Υ of the form given in Equations (3.1.9)–(3.1.13), we
choose maps
qΥ : ∂QSΥ → Q(3.2.7)
qφΥ : ∂
φ
QSΥ → Q(3.2.8)
varying smoothly in the choice of labels, and of length bounded by 1 plus twice the number
of elements of Υ lying in Q or Qφ. The key condition is that:
(1) The maps have value q∗ near any marked point or node with label given by one
element in Q and one in Qφ.
We require these maps to satisfy the following additional properties, which are entirely
analogous to those listed above:
(2) (Values along the ends) The restrictions of qΥ and q
φ
Υ to the intersection of each
end e with ∂qSΥ and ∂φq SΥ are constant with value q if e is an outgoing end, and
q∗ if e an incoming end.
(3) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ,
the restrictions of qΥ and q
φ
Υ to a neighbourhood of S
T
Υ are obtained by gluing.
(4) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
and vertex v ∈ V (T ), the restrictions of the maps qΥ and q
φ
Υ to S
v
Υ agree with (i)
constant functions if v is degenerate, (ii) the maps qΥv and q
φ
Υv
if v is a node, (iii)
the constant function q∗ if v ∈ V ∗(T ), and (iv) the functions qΥv and q
φ
Υv
in the
remaining cases.
(5) (Forgetful maps) If Υ → Υ′ is a map of labels, then qΥ and q
φ
Υ′ are obtained from
qΥ′ and q
φ
Υ′ by composition with the forgetful map.
Note that Condition 2 above is compatible with Equation (3.1.15), which sets the labels for
incoming ends to consist of an element of A and the basepoint q∗.
3.2.2. Deformation of the diagonal. Recall that we chose a Hamiltonian diffeomorphism φ
in Section 2.6. We now pick a map
(3.2.9) φΥ : ∂
φ
QSΥ → Ham(X)
such that the following properties hold:
(1) (Values along the ends) the restriction to an end e agrees with φ if Υe = (σ−, σ
φ)
and with the identity otherwise.
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(2) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ
the restriction of φΥ to a neighbourhood of R
T
Υ is obtained by gluing in the sense
that the following diagram commutes near the origin:
(3.2.10)
∂φQS
T
Υ × (−1, 0]
E(T ) ∂φQSΥ
Ham(X).
φΥ
φΥ
(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
and vertex v ∈ V (T ) the map φΥ is (i) constant if v is degenerate, and (ii) otherwise
agrees with φΥv in the sense that we have a commutative diagram
(3.2.11)
∂φQS
v
Υ ∂
φ
QSΥv
Ham(X).
φΥ
φΥv
(4) (Forgetful maps) For each forgetful map Υ→ Υ′, the following diagrams commute:
(3.2.12)
∂φQSΥ ∂
φ
QSΥ′
Ham(X).
(5) (Forgetting φ) If Υ is an ordered subset of Qφ ∐ A, φΥ constant with value the
identity map.
Again, the construction proceeds by induction on the number of elements of Υ; while the
space of Hamiltonian diffeomorphisms may not be contractible, it is easy to lift all choices
to the space of paths based at the identity in Ham(X). In this way, all obstructions to
extending choices from boundary strata to the interior vanish.
Similarly we consider a family
(3.2.13) φΥ : ∂
φ
QSΥ → Ham(X),
such that the following properties hold:
(1) The restriction to a neighbourhood of a node or marked point with label in Q×Qφ
is constant with value the identity.
(2) (Values along the ends) the restriction to each end e agrees with φ if Υe contains
an element of Q, and with the identity otherwise.
(3) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ
the restriction of φΥ to a neighbourhood of S
T
Υ is obtained by gluing.
(4) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
and vertex v ∈ V (T ), the restriction of φΥ to S
v
Υ agrees with (i) a constant function
if v is degenerate, (ii) the map φΥv if v is a node, (iii) the identity if v ∈ V
∗(T ),
and (iv) the map φΥv otherwise.
(5) (Forgetful maps) Whenever Υ is obtained from Υ′ by repeating elements of Q or
Qφ, φΥ is obtained from φΥ′ by composition with the forgetful map.
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3.2.3. Choices of almost complex structures. Let J denote the space of ω-tame almost com-
plex structures on X . For simplicity, fix an almost complex structure Jφ on X , and recall
that we have chosen an almost complex structure JL associated to each L ∈ A, and subsets
νXΥ of X for each pair Υ of labels. For each sequence Υ as in the preceding sections, we
consider maps
JνΥ : ν∂QSΥ ∪ ν∂
φ
QSΥ →J(3.2.14)
JνΥ : ν∂QSΥ ∪ ν∂
φ
QSΥ →J(3.2.15)
satisfying the following conditions:
(1) (Values along the ends) Away from a fixed compact subset of the interior of νXΥe,
the restriction to each end e is constant, with value JL if L ∈ Υe, and Jφ otherwise.
(2) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ or
RΥ the restrictions to a neighbourhood of R
T
Υ or R
T
Υ are obtained by gluing.
(3) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
or RΥ and non-degenerate vertex v ∈ V (T ), the restriction of JνΥ or J
ν
Υ to S
v
Υ or
S
v
Υ agrees with the almost complex structure associated to Υv.
(4) (Forgetful maps) The choice of almost complex structure is compatible with forgetful
maps associated to repeating elements of Qφ or Q.
(5) (Forgetting φ) The choice of almost complex structure is compatible with the pro-
jection Qφ → Q if Υ contains no element of Q.
3.2.4. Reverse isoperimetric constant. For each curve S in RΥ or RΥ, the paths qΥ and q
φ
Υ
or qΥ and q
φ
Υ determine a closed manifold with boundary XS , homeomorphic to two copies
of the product of a fibre with [0, 1] in the first case, and one such copy in the second case,
obtained from the boundary conditions over ∂QS and ∂
φ
QS by identifying the fibres over
each component Θ ⊂ S of the thin part. We define the equivalence relation ∼ on XS to
collapse the intersection of the fibre over Θ with each component of νXΘ to a point. The
assumption that this intersection is inessential allows us to fix a metric on the quotient so
that, for each loop in XS , the length of the projection to XS/∼ bounds the norm of the
corresponding homology class in H1(Xq,Z) for any q on the path qΥ or q
φ
Υ.
Given a curve S in RΥ or RΥ, let u : S → X be a map such that u(z) lies in (i) νXL
if z ∈ ∂LS, (ii) in XqΥ(z) or XqΥ(z) if z ∈ ∂QS, and (iii) in φΥ(z)Xqφ
Υ
(z) or φΥ(z)Xqφ
Υ
(z) if
z ∈ ∂φQS. Each such curve has an evaluation map
(3.2.16) ∂u/∼ : ∂QS → XS/∼.
Let ℓ(∂u/∼) denote the length of this curve.
Lemma 3.3. There is a universal constant C such that, for each choice of labels Υ, we
have
(3.2.17) ℓ(∂u/∼) ≤ CEgeo(u) + a constant independent of u
for each curve u with boundary conditions as above, whose restriction to ν∂QS and ν∂
φ
QS
are holomorphic with respect to the complex structures fixed in Section 3.2.3. Moreover, for
each components Θ of the thin part of S, this constant is independent of the restriction of
the complex structure and the Lagrangian boundary conditions to Θ× νXΘ.
Proof. The existence of such a constant for each curve S follows from Lemma A.3. The
assumption that the Floer data are compatible with gluing and boundary strata implies
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that we can use Lemma A.4 to conclude that the constant can be chosen uniformly for S in
RΥ or RΥ for any finite collection of labels. The fact that Q is compact implies that the
constant may be chosen uniformly if the number of labels on the boundary is bounded. The
assumption that the data are compatible with forgetful maps, and the constraint that there
be at most n+1 distinct boundary labels corresponding to elements of Q or Qφ implies that
the constant may be chosen uniformly. 
3.3. Perturbed equations. We now return to the context of Section 2, and consider a
partially ordered set Σ labelling a pair of nested covers {Pσ ⊂ νQσ}σ∈Σ of Q, such that the
cover {Pσ} has dimension n (i.e. the maximal length of any totally ordered subset of Σ is
n+ 1). Moreover, we assume that
(3.3.1) diam νQσ ≤ max(1,
1
8C
),
where the constant C is the one from Lemma 3.3. For each σ ∈ Σ, we choose a basepoint
qσ ∈ Pσ, which we think of as a map
(3.3.2) Σ→ Q.
As before, we write Σφ for Σ× {φ}, whose elements are equipped with the same choices of
basepoints.
Let Υ denote an ordered subset of Σ∐ Σφ ∐A such that
(3.3.3)
(i) all elements of Σ (respectively Σφ) are consecutive and are increasing with
respect to the partial order on Σ, and (ii) all elements of Σ precede those of Σφ,
(iii) any element of Σφ appear last, and (iv) all elements of A are distinct.
In other words, the sequence is of the form
(3.3.4) (L1, . . . , Lj , σ−r, . . . , σ−0, L
′
1, . . . , L
′
k, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ )
where σi ≤ σi+1. In this paper, we shall only consider the cases j + k ≤ 2.
We have a map of labelling sets
(3.3.5) Σ∐ Σφ ∐A→ Q∐Qφ ∐A,
so that any curve S ∈ RΥ is equipped with moving Lagrangians boundary conditions along
the boundary components ∂ΣS and ∂
φ
ΣS by the construction of Section 3.2. By abuse of
notation, we write
qΥ : ∂ΣSΥ → Q(3.3.6)
qφΥ : ∂
φ
ΣSΥ → Q(3.3.7)
for these paths.
Next, we fix an element σ ∈ Σ, and consider an ordered subset Υ of Σσ ∐Σ
φ
σ ∐A, whose
image πΥ under the map Σ → Q is one of the sequences in Equations (3.1.9)–(3.1.13),
and such that the corresponding ordered subsets of Σ and Σφ respect the partial ordering.
We write RΥ for RπΥ, and shall set q∗ = qσ in all future constructions. We have the
same product decomposition as in Equation (3.1.14), replacing Υ∗v by Υ
σ
v , i.e. the sequence
obtained by replacing all elements of Σ and Σφ by σ. We also impose the analogue of
Equation (3.1.15), and set the labels of the incoming ends to be either Υe = (L, σ) or
Υe = (σ, L).
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3.3.1. Families of Hamiltonians. We shall perturb the Lagrangian boundary conditions from
Section 3.2 to achieve transversality. To this end, we choose maps
HΥ : ∂SΥ → C
∞(X × [0, 1],R)(3.3.8)
HΥ : ∂SΥ → C
∞(X × [0, 1],R)(3.3.9)
which are subject to the following constraints:
(1) (Restriction to the thick part) Away from the thin part of each curve S, the restric-
tions of HΥ and HΥ to the boundary components labelled by elements of Σ or Σ
φ
vanish.
(2) (Restriction to the thin part) In each component Θ of the thin part, HΥ and HΥ
are supported in νXΘ.
(3) (Restriction to the ends) Sufficiently far along each end e, HΥ and HΥ agree with
the Hamiltonian HΥe fixed in Sections 2.3 and 2.6 (keeping Equation (3.1.15) into
account).
(4) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ or
RΥ, the restriction of HΥ to a neighbourhood of R
T
Υ is obtained by gluing.
(5) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
or RΥ and vertex v ∈ V (T ) the restriction of HΥ or HΥ to S
v
Υ or S
v
Υ agrees with
(i) a constant if v is degenerate, (ii) the family HΥv if v is a node, (iii) the family
HΥσv if v ∈ V
σ(T ), and (iv) the family HΥv in the remaining case.
(6) (Forgetful maps) HΥ and HΥ are compatible with the forgetful maps associated to
repeating elements of Σ or Σφ.
(7) (Forgetting φ) If Υ is an ordered subset of Σφ∐A, and πΥ the corresponding ordered
subset of Σ∐A, then HΥ agrees with HπΥ under the identification of SΥ with SπΥ.
The construction proceeds by induction, and the only non-trivial part is to ensure that the
conditions imposed on the thin parts and on the ends are consistent with the requirement
with compatibility of gluing. This is indeed the case because HΥe was assumed to be
supported in νXΥe.
Let ΦΥ denote the map
(3.3.10) ∂S → Ham(X),
which on the components labelled by elements of Q∐A agrees with the Hamiltonian diffeo-
morphisms generated by HΥ, and on the components labelled by Q
φ agrees with the result
of applying these diffeomorphisms to φΥ.
3.3.2. Families of almost complex structures. For each non-degenerate pair Υ in Σ∐Σφ∐A,
we fix a map
(3.3.11) J(Υ): [0, 1]→ J
which is constant outside of νXΥ with value JΥ, and agrees with the pushforward of JL by
ΦΥ on an endpoint corresponding to L ∈ A. Recall that we set νXΥ = X if Υ is a subset
of A, so that there is no obstruction to choosing such a family for a pair (L,L′).
We pick families of almost complex structures
JΥ : SΥ →J(3.3.12)
JΥ : SΥ →J(3.3.13)
subject to the following constraints:
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(1) (Restriction to the boundary) In the thick part, the restriction to the neighbour-
hoods of the boundary components labelled by elements of Σ∐Σφ agree with those
fixed in Equations (3.2.14)-(3.2.15). Moreover, the restriction to each boundary
component labelled by L ∈ A agrees with the pushforward of JL by ΦΥ.
(2) (Restriction to the thin parts) Over each component Θ of the thin part, J(Υ) or
J(Υ) are constant away from νXΘ.
(3) (Restriction to the ends) Sufficiently far along each end e, J(Υ) and J(Υ) agree with
JΥe under a choice of strip-like end (it is important here to keep Equation (3.1.15)
into account).
(4) (Compatibility with gluing) For each tree T labelling a boundary stratum of RΥ
or RΥ, the restriction of JΥ to a neighbourhood of the corresponding boundary
stratum asymptotically agrees with the map obtained by gluing. In the case of RΥ,
this means that the diagram
(3.3.14)
∂S
T
Υ × (−1, 0]
E(T ) ∂SΥ
J
JΥ JΥ
commutes up to a map S
T
Υ × (−1, 0]
E(T ) → J which is supported in a compact
subset, and which vanishes to infinite order at the origin.
(5) (Compatibility with boundary) For each tree T labelling a boundary stratum of RΥ
or RΥ and vertex v ∈ V (T ) such that Υv is non-degenerate, the restriction of J(Υ)
or J(Υ) to S
v
Υ or S
v
Υ agree with the pullbacks of J(Υv), J(Υ
σ
v ), or J(Υv).
(6) (Forgetful maps) J(Υ) and J(Υ) are compatible with the forgetful maps associated
to repeating elements of Σ or Σφ.
(7) (Forgetting φ) For each sequence Υ in Σφ ∐A, J(Υ) agrees with J(πΥ).
3.3.3. Moduli spaces of pseudoholomorphic discs. Given a choice of Hamiltonian paths HΥ
and almost complex structure JΥ, we define the moduli space R(Υ) to be the space of finite
energy JΥ-holomorphic maps for a curve S ∈ RΥ to X , with (moving) Lagrangian boundary
conditions given by (i) ΦΥ(L) along ∂LS, (ii) ΦΥ(XqΥ) along ∂ΣS, and (iii) ΦΥ(Xqφ
Υ
) along
∂φΣS.
Returning to the context of Section 3.2.4, we now consider the topological energy E(u)
defined as in Section 2.5.2. The following result follows immediately from Lemma 3.3, and
the proof of Lemma 2.33:
Corollary 3.4. Every element u in R(Υ) or R(Υ) satisfies the reverse isoperimetric in-
equality
(3.3.15) ℓ(u) ≤
3C
4
E(u) + a constant independent of u.

The finite energy condition implies that we have a natural evaluation map
(3.3.16) R(Υ)→
∏
Crit(Υe)
where the product is taken over all ends of elements ofRΥ, i.e. over all external edges e of the
underlying tree T whose label Υe is non-degenerate (i.e. not contained in Σ or Σ
φ). We have
a similar map for R(Υ), and denote the fibre over a collection xe ∈ Crit(Υe) of intersection
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points by R({xe}) in either case. The following result is then a standard consequence of
regularity theory for holomorphic curves; for its statement, we fix the constant codim which
vanishes for the moduli spaces R(Υ), and equals the codimension of RΥ ⊂ RΥ for the
moduli spaces R(Υ).
Lemma 3.5. For generic choices of Floer data (HΥ, J(Υ)) and (HΥ, J(Υ)) the moduli
space R(Υ) and R(Υ) are regular. In particular, R({xe}) is a manifold with boundary of
dimension
(3.3.17) |Υ| − 3− codim+deg(xeou )−
∑
e6=eou
deg(xe).
This space is naturally oriented relative the tensor product of the orientation lines of RΥ
or RΥ with δxeou ⊗
⊗
e∈Ein(Tv)
δ∨xe . The boundary is covered by the inverse image of the
boundary strata of RΥ or RΥ, together with the union, over all ends e of elements of RΥ
or RΥ, of the images of the fibre products
(3.3.18) R(Υ)×Crit(Υe) R(Υe) or R(Υ)×Crit(Υe) R(Υe).

3.4. Parametrised Morse moduli spaces. In Section 2, we constructed various moduli
spaces as fibre products of moduli spaces of discs and gradient flow lines, along common
evaluation maps to Lagrangian fibres. This construction is not sufficiently flexible in general,
as iterated fibre products may not be transverse. The standard solution is to take perturba-
tions of the Floer equations and the gradient flow equations which depend on the abstract
configuration being considered. For our applications, it suffices to perturb the gradient flow
lines, so we adopt this simplified context.
3.4.1. Morse and Floer edges. Let T be a rooted planar tree with a label Υ by elements of
Σ ∪ Σφ ∪A as in the discussion following Corollary 3.4. We define a decomposition
(3.4.1) E(T ) = EFl(T )∐ EMo(T )
into Floer and Morse edges as follows:
(3.4.2)
any edge labelled by a pair in Σ or in Σφ lies in EMo(T ). All other edges lie in
EFl(T ).
We have a corresponding decomposition of the set of flags of T into Floer and Morse flags:
(3.4.3) F (T ) = FFl(T )∐ FMo(T ).
To edges in EMo(T ), we shall associate (perturbed) Morse flow lines in a Lagrangian fibre
of X → Q. To this end, we set
(3.4.4) T e =
{
[0,∞] e ∈ Eint(T )
{∞} e ∈ Eext(T )
.
For each vertex v, recall that Υv denotes the ordered subset of Υ obtained from the
labels of the components adjacent to v, starting again with the component to the left of the
outgoing edge eouv . Note that we have a canonical identification between the punctures of
HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 61
an element of RΥv and the Floer edges of Tv, and between the boundary marked points and
the Morse edges. We define
T RT,Υ ≡
∏
v∈V (T )
RΥv ×
∏
e∈EMo(T )
T e(3.4.5)
T RT,Υ ≡
∏
v∈N(T )
RΥv ×
∏
v∈V σ(T )
RΥσv ×
∏
v/∈V σ(T )∪N(T )
RΥv ×
∏
e∈EMo(T )
T e.(3.4.6)
Identifying T e with the interval [−1, 0] via the map R 7→ −e−R, we obtain the structure of
a manifold with corners on this space. The corner strata are products of the corner strata
of RΥv , RΥσv , and RΥv according to the topological type of the corresponding stable disc,
and the stratification of T e according to whether the length is 0, non-zero and finite, or
infinite. To have a better description of the boundary strata of T RT,Υ, we write
(3.4.7) T R
σ
T,Υ ≡
∏
v∈V (T )
RΥσv ×
∏
e∈EMo(T )
T e,
for an isomorphic copy of T RT,Υ whenever Υ is a sequence of the form
(L, σ0, . . . , σℓ)(3.4.8)
(σ−r, . . . , σ−0, L)(3.4.9)
(σ−r, . . . , σ−0, σ
φ
0 , · · · , σ
φ
ℓ ),(3.4.10)
and all elements of Σ above lie in Σσ.
Remark 3.6. We stress the difference between T R
σ
T,Υ and T RT,Υσ . In the first case, the
labels for Morse edges are given by pairs of elements of Υ, and hence can include elements
of Σ which differ from the basepoint σ. In the second case, all Morse edges have label (σ, σ).
For each map T ′ → T which collapses internal edges, and v a vertex of T , let T ′v denote
the subtree of T ′ whose vertices are those mapping v, and whose edges all are edges adjacent
to such vertices. We have a natural identification of strata
(3.4.11) T RT ′,Υ ⊃ T R
T
T ′,Υ ⊂ T RT,Υ
given on one side by the locus where the lengths of all collapsed edges is 0 and on the other
by the inclusion R
T ′v
Υv ⊂ RΥv . We obtain the space
(3.4.12) T RΥ ≡
⋃
|Eext(T )|=|Υ|
T RT,Υ/∼
by gluing the spaces T RT,Υ along their common strata. Restricting to trees labelling the
boundary strata of RΥ, we similarly obtain:
(3.4.13) T RΥ ≡
⋃
T RT,Υ/∼.
We can stratify the boundary of T RΥ in such a way that the strata are indexed by trees
T labelled by Υ:
(3.4.14) T R
T
Υ ≡
∏
v∈V (T )
T RTv ,Υv .
Such a stratum corresponds to collections where each Floer edge of T can be identified with
the node of a broken disc, and where the Morse edges of T have infinite length. In particular,
the codimension 1 boundary strata are given by a choice of tree T with |Υ| external edges,
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together with a distinguished internal edge e ∈ E which is either (i) the unique internal
Floer edge or (ii) the unique internal Morse edge whose length is specified to equal ∞.
We have a similar description for the moduli spaces T RT,Υ with constraints, with bound-
ary strata given by
(3.4.15) T R
T
Υ ≡
∏
v∈N(T )
T RTv ,Υv ×
∏
v∈V σ(T )
T R
σ
Tv ,Υv ×
∏
v/∈V σ(T )∪N(T )
T RTv ,Υv ,
where T is required to label a boundary stratum of RΥ. With the exception of strata
corresponding to the boundary of R3,2 in the cases corresponding to Equations (3.1.12) and
(3.1.13), the boundary strata again have either a unique Floer edge, or a unique Morse edge
of infinite length.
We associate to each Morse edge of T a universal interval over T RT,Υ: first, we define
Ir for r ∈ [0,∞) to be the interval [0, r]. We extend this to r =∞, by setting
(3.4.16) I∞ ≡ I+ ∐ I−.
We equip the space
(3.4.17) I [0,∞] ≡
∐
r∈[0,∞]
Ir
with the natural topology away from r =∞, extended to the latter by the requirement that
the sets
(3.4.18)
∐
R<r≤∞
[0, R) and
∐
R<r≤∞
(−R, 0]
be open. We then define
(3.4.19) Ie ≡

I [0,∞] e ∈ E
int(T )
[0,∞) e ∈ Ein(T )
(−∞, 0] e ∈ Eou(T )
and note that we have a natural projection map
(3.4.20) Ie → T e
for all Morse edges of T .
Pulling back the universal interval over T e yields the universal interval associated to the
edge e:
(3.4.21) I
e
T,Υ → T RT,Υ.
and the union over all Morse edges is the universal interval over T RT,Υ
(3.4.22) IT,Υ → T RT,Υ,
which is again equipped with a natural smooth structure. The two universal intervals over
the codimension 1 strata of T RT,Υ are naturally isomorphic. We have an entirely analogous
construction of a universal interval
(3.4.23) IT,Υ → T RT,Υ,
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3.4.2. Morse data and moduli spaces for pairs. Given a pair of elements Υ = (Υ0,Υ1) of Σ
or Σφ, let νQΥ denote the intersection νQΥ0 ∩ νQΥ1. Recall XνQΥ denotes the restriction
of the torus bundle X → Q to νQΥ; we pick a disinguished fibre XqΥ which we equip with
a metric, and with a Morse-Smale function
(3.4.24) fΥ : XqΥ → R.
Pick in addition a Lagrangian section over νQΥ, which induces a trivialisation of XνQΥ by
parallel transport. We write
(3.4.25) ψq,q
′
Υ : Xq → Xq′
for the induced map of fibres over points q, q′ ∈ νqΥ. For simplicity of notation, we may
sometimes omit the subscript from the above maps.
We extend the definition of Morse data given in Equation (2.2.42) as follows: for a non-
negative real number r, we define
(3.4.26) Vr(Υ) = C
∞(Ir, C
∞(XqΥ , TXqΥ)).
For the case r =∞, we define
(3.4.27) V∞(Υ) = V+(Υ)× V−(Υ),
and recall that we require that elements of V±(Υ) correspond to a family of vector fields
parametrised by I±, which agree with the gradient vector field outside a compact set. We
then define
(3.4.28) V[0,∞](Υ) ≡
∐
r∈[0,∞]
Vr(Υ).
Exactly as in Section 2.2.4, we define T•(Υ,V), for • ∈ {±} ∐ [0,∞), to be the set of
pairs (γ, ξ), with γ a path in XqΥ with domain I• and ξ ∈ Vr(Υ) satisfying the perturbed
gradient flow equation dγdt = ξ. We also define
(3.4.29) T∞(Υ,V) = T−(Υ,V)×CritΥ T+(Υ,V),
and obtain the union
(3.4.30) T[0,∞](Υ,V) =
∐
r∈[0,∞]
Vr(Υ).
The spaces corresponding to • ∈ {±} ∪ ∐[0,∞] fibrewise compactifications over V•
(3.4.31) T•(Υ,V) ⊂ T •(Υ,V)
by adding to T•(Υ,V) the fibre products at the ends with the space T (Υ) of gradient flow
lines. In the case • =∞, the boundary stratum is given by
(3.4.32) T−(Υ,V)×CritΥ T (Υ)×CritΥ T+(Υ,V).
Taking the union over r ∈ [0,∞], we obtain the space
(3.4.33) T[0,∞](Υ,V) ⊂ T [0,∞](Υ,V)
which maps to V[0,∞](Υ) with compact fibres.
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3.4.3. Morse moduli spaces for labelled trees. Let T be a tree labelled as in Section 3.1. For
each edge in EMo(T ), we define
(3.4.34) Ve(Υ) ≡
{
V±(Υe)× T RT,Υ if e is infinite
V[0,∞](Υe)×T e T RT,Υ otherwise.
In particular, for any edge e, there is thus a natural projection map
(3.4.35) Ve(Υ)→ T RT,Υ.
The fibre product of these spaces over T RT,Υ for all e ∈ EMo(T ) defines the space of Morse
data
(3.4.36) VT (Υ)→ T RT,Υ.
We can define spaces VσT (Υ)→ T R
σ
T,Υ and VT (Υ)→ T RT,Υ in exactly the same way.
A section of VT (Υ) thus consists of a choice of perturbed gradient flow equation for
each edge e ∈ EMo(T ), metrised according to the image of this point in T T , and hence
corresponds to a map
(3.4.37) Ie → C
∞(XqΥe , TXqΥe ).
for each Morse edge e. We shall assume that such a map is smooth, and moreover agrees to
infinite order, along the boundary of the moduli space, with the map obtained in gluing.
We shall moreover pick the data consistently in the following sense: identifying the ele-
ments of E(T ) \ {e} and E(T/e), we assume that the following diagram commutes for each
Morse edge e′ of T :
(3.4.38)
I
e′
T,Υ|T R
T/e
T,Υ I
e′
T/e,Υ|T R
T/e
T,Υ
C∞(XqΥ
e′
, TXqΥ
e′
).
In addition, for each Morse edge e of T , and for each edge e′ 6= e± of T±e (with corresponding
edges e′ ∈ E(T )), we require the commutativity of the diagram:
(3.4.39)
I
e′
T,Υ|T RT−e ,Υ−e × T RT+e ,Υ+e I
e′
T±e ,Υ
±
e
|T RT±e ,Υ±e
C∞(XqΥ
e′
, TXqΥ
e′
.)
We impose the analogous condition that the restrictions of the Morse data associated to e
agree, upon restriction to this boundary stratum, with the pullbacks of the data associated
to e± on the respective components.
Such sections determine moduli spaces
(3.4.40) T e(Υ)→ T RT,Υ,
for each Morse edge e, which compactify the parametrised moduli space of (perturbed)
gradient solutions corresponding to e. The same construction yields moduli spaces
T
σ
e (Υ)→ T R
σ
T,Υ(3.4.41)
T e(Υ)→ T RT,Υ,(3.4.42)
whenever e is a Morse edge of a tree labelling a boundary stratum of R
σ
Υ or RΥ.
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Remark 3.7. Note that, while we have an identification T R
σ
T,Υ
∼= T RT,Υσ , the spaces
T
σ
e (Υ) and T e(Υ
σ) are spaces of perturbed gradient flow lines for Morse functions which
are a priori different, over fibres which themselves may be different.
For each flag f containing e, we have an evaluation map
(3.4.43) T e(Υ)→ X
f
qΥe
,
while for each infinite end of e, we have an evaluation map
(3.4.44) T e(Υ)→ CritΥe ,
so we obtain a decomposition of T e(Υ) into components T e(x; Υ) labelled by such critical
points.
Lemma 3.8. For generic choices of admissible Morse data, the moduli spaces T e(Υ),
T
σ
e (Υ), and T e(Υ) associated to an internal Morse edge e are manifolds with boundary
of dimension equal to
(3.4.45) n+ |Υ| − 3− codim
where codim is as in Lemma 3.5. This manifold is naturally oriented relative the tensor
product of |XqΥe | with the underlying abstract moduli spaces, and has boundary given by the
inverse image of their boundaries under the evaluation map.
If e is a external edge, then T e(x; Υ), T
σ
e (x; Υ), and T e(x; Υ) are manifolds with boundary
of dimension
(3.4.46)
{
n− deg(x) + |Υ| − 3− codim e ∈ Ein(T )
deg(x) + |Υ| − 3− codim e ∈ Eou(T )
which are naturally oriented relative the tensor product of the orientation line of the under-
lying moduli space with |XqΥe | ⊗ δ
∨
x in the first case, and δx in the second case. The inverse
image of each stratum of the underlying abstract moduli space is again naturally a subman-
ifold, of the same codimension. There is an additional boundary stratum of codimension 1,
given for T (Υ) by
(3.4.47) T (Υe)×Crit(Υe) T e(Υ)
and similarly for T
σ
e (Υ) and T e(Υ). 
Consistency of the choices of data implies that the two moduli spaces over each codimen-
sion 1 boundary stratum of the boundary are naturally identified: in particular, if e is an
internal edge, then over the stratum ℓ(e) =∞ we have a homeomorphism
(3.4.48) T e(Υ)|T RT−e ,Υ−e × T RT+e ,Υ+e
∼= T e−(Υ
−
e )×Crit(Υe) T e+(Υ
+
e ),
with the same type of decomposition for edges of T
σ
e (Υ) and T e(Υ).
3.5. Mixed moduli spaces. Let T be a rooted planar tree labelled by Υ. Given a choice
of Floer data as in Section 3.3 and Morse data as in Section 3.4, we obtain moduli spaces
of holomorphic discs for all vertices and of gradient flow lines for all Morse edges. We shall
define mixed moduli spaces as fibre products with respect to evaluation maps to the fibres.
In order to specify these evaluation maps, we need to make some additional choices:
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For any Morse flag f of a tree T labelling a boundary stratum of RΥ, R
σ
Υ or RΥ, we pick
maps
qfΥ : T RT,Υ → νQΥf(3.5.1)
qf,σΥ : T R
σ
T,Υ → νQΥf(3.5.2)
qfΥ : T RT,Υ → νQΥf(3.5.3)
subject to the following constraints:
(1) (Value at marked points) For each vertex v such that Υv is degenerate, the values of
qfΥ, q
f,σ
Υ , or q
f
Υ for flags containing v agree. If Υv is non-degenerate, q
f,σ
Υ is constant
with value qσ, while q
f
Υ (or q
f
Υ) agrees with the value of the path qΥv or q
φ
Υv
(resp.
qΥv or q
φ
Υv
) at the corresponding marked point of the surface in SΥv (resp. SΥv ).
(2) (Compatibility with boundary) The two values of the maps qfΥ and q
f
Υ over each
boundary stratum of T RT,Υ, T R
σ
T,Υ, or T RT,Υ agree.
To clarify the last condition, recall that we have given a description of each boundary stratum
as either a product of lower dimensional moduli spaces, corresponding to the breaking of a
disc giving rise to a Floer edge or of a Morse edge having infinite length, or as a boundary
stratum common to two different moduli spaces, corresponding to a Morse edge having
length 0, or the breaking of a disc giving rise to a Morse edge.
Let XfΥ denote the pullback of X to a bundle over T RΥ under the map q
f
Υ. For each
Morse flag f = (v, e), we have a natural evaluation map
(3.5.4) T e(Υ)→ X
f
Υ
obtained by applying ψΥ in order to identify the fibres of X
f
Υ with XqΥe . We also have a
map from R(Υv) ×RΥv T RT,Υ to the same space, obtained by evaluation at the marked
point associated to e. Let XTΥ define the fibre product over T RΥ of the spaces X
f
Υ for all
Morse flags over T RΥ. We then define the mixed moduli space as the fibre product
(3.5.5)
T RT (Υ)
∏
e∈EMo(T )
T e(Υ)×
∏
e∈EFl(T )
Crit(Υe)
∏
v∈V Mo(T )
R(Υv)×RΥv T RT,Υ X
T
Υ ×
∏
f∈FFl(T )
Crit(Υf ).
Unwinding the definition of the fibre product, we find that an element of T RT (Υ) consists
of (i) a point in T RT,Υ, (ii) a gradient flow line in T e over this point in T RT,Υ for each
Morse edge e in T , (iii) an intersection point of the corresponding Lagrangians at each Floer
edge e of T , and (iv) a holomorphic map in R(Υv) over the projection to RΥv . At each
Morse flag v ∈ e, we require that the evaluations of the gradient flow line in T e(Υ) (at the
end of e) and of the curve in R(Υv) (at the marked point corresponding to e) agree as points
in XfΥ, while at each Floer flag v ∈ e we require the asymptotic conditions for the elements
of R(Υv) to be given by the intersection point of Lagrangians chosen for e.
Taking the same fibre product construction yield moduli spaces T R
σ
T (Υ) → T R
σ
T,Υ, as
well as moduli spaces with constraints
(3.5.6) T RT (Υ)→ T RT,Υ.
HOMOLOGICAL MIRROR SYMMETRY WITHOUT CORRECTION 67
Taking the evaluation map at all external edges yields the map
(3.5.7) T RT (Υ)→
∏
e∈Eext(T )
Crit(Υe),
whose fibre at a collection x = {xe} of critical and intersection points we denote T RT (x),
and similarly for the other two moduli spaces. Regularity and gluing theory imply that, for
generic Morse and Floer data, the fibre product defining each stratum is transverse. The
key point is that, in each fibre product over XfΥ, one of the factors is a Morse gradient flow
line, and that the inhomogeneous data for flow lines is allowed to vary with respect to the
parameter in the abstract moduli space of discs and metric trees.
Lemma 3.9. For generic Floer and Morse data, the moduli space T RT (x) is a manifold
with boundary of dimension
(3.5.8) |Υ| − 3− codim+deg(xeou)−
∑
e∈Ein(T )
deg(xe),
where codim is as in Lemma 3.5. This space is naturally oriented relative the tensor product
of the tangent space of the underlying moduli space with
(3.5.9) δxeou ⊗
⊗
e∈Ein(Tv)
δ∨xe .
The codimension 1 boundary strata of T RT (Υ), T R
σ
T (Υ), and T RT (Υ) are given by the
inverse images of the boundary strata of the corresponding abstract moduli spaces, together
with the images of the fibre products
(3.5.10)
{
T RT (Υ)×Crit(Υe) T (Υe) e ∈ E
Mo(T ) ∩ Eext(T )
T RT (Υ)×Crit(Υe) R(Υe) e ∈ E
Fl(T ) ∩ Eext(T ),
and the analogous fibre products for T R
σ
T (Υ) and T RT (Υ). 
Since the data are chosen consistently for different trees T , there are codimension 1 strata
which appear in pairs: given a Morse edge e, we have a map
T RT (Υ)|T R
T/e
T,Υ → T RT/e(Υ)|T R
T/e
T,Υ(3.5.11)
corresponding on the left to locus where this Morse edge has length 0, and on the right to
the locus where it appears from a breaking of holomorphic discs.
Taking the union along the identification induced by Equation (3.5.11) over all T with
d + 1 external edges, we obtain a moduli space T R(Υ) which admits an evaluation map
to Crit(Υe) for each external edge as before. The same construction yields moduli spaces
T R
σ
(Υ) and T R(Υ). We denote by T R(x0, xd, . . . , x1) the fibre over points in
∏
e∈Eext Crit(Υe),
with x0 corresponding to the output.
Lemma 3.10. If the asymptotic conditions (x0, xd, . . . , x1) satisfy
(3.5.12) d− 2− codim+deg(x−)−
d∑
i=1
deg(xi+) = 1,
then T R(x0, xd, . . . , x1) is a 1-dimensional manifold with boundary. The boundary decom-
poses into strata labelled by the codimension 1 boundary strata of RΥ, R
σ
Υ, or RΥ, together
with the boundary strata described by Equation (3.5.10). 
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4. Chain level constructions
In this section, we first refine the global structures from Section 2 to theA∞ level. We then
proceed to the local case, and establish the equivalence between local and global invariants.
One minor difference with the cohomological construction is that the local category will
have objects labelled by additional choices of basepoints. This leads to a much larger
category, which is easier to make into the target of our functor, but the quasi-isomorphism
classification of objects will be the same as in Section 2.
4.1. Statement of results. Given the cover Σ fixed in the previous section, we begin by
constructing the A∞ category F. To each L ∈ A we associate left and right modules LL
and RL over F, and construct, for each pair L and L
′ of elements of A, maps
CF ∗(L,L′)→ HomF(LL′ ,LL)(4.1.1)
RL′ ⊗F LL → CF
∗(L,L′).(4.1.2)
Next, we construct the bimodule ∆, together with module maps
RL → HomF(LL,∆)(4.1.3)
∆⊗F LL → LL.(4.1.4)
The analogue of Proposition 2.2 is the following result, from Section 4.2 below:
Proposition 4.1. Given pairs (L,L′) ∈ A, there is a homotopy commutative diagram
(4.1.5)
RL′ ⊗F LL CF
∗(L,L′)
HomF(LL′ ,∆F)⊗F LL HomF(LL′ ,LL)
HomF(LL′ ,∆F ⊗F LL)
In Section 4.3.1, we show the following result concerning the left modules associated to
Lagrangians:
Lemma 4.2. For each L ∈ A, the left module LL lies in the triangulated closure of left
Yoneda modules over F. In particular, it is a perfect left module.
Corollary 4.3. If Equations (4.1.3) and (4.1.4) are isomorphisms, then the map
(4.1.6) HF ∗(L,L′)→ H HomF(LL′ ,LL)
is surjective.
Proof. The fact that LL′ is perfect implies that the natural map
(4.1.7) HomF(LL′ ,∆)⊗F LL → HomF(LL′ ,∆⊗F LL)
is a quasi-isomorphism; indeed, the analogous statement for Yoneda modules is true by
the Yoneda Lemma, so one can apply a filtration argument. The result then follows from
Diagram (4.1.5) 
In order to verify the assumption of the above Corollary, we introduce the subcategory
Fσ of F with objects τ ∈ Σσ. We have the following variant of Lemma 2.5, whose proof is
given in Section 4.3.2 below:
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Lemma 4.4. For each left module L over F, the natural maps
HomF(L,∆F(σ, ))→ HomFσ(L,∆F(σ, ))(4.1.8)
∆F( , σ)⊗Fσ L→ ∆F( , σ)⊗F L(4.1.9)
are quasi-isomorphisms.
Having reduced the main result to a local computation, we now proceed, as suggested by
the results of Section 2, by removing the various Hamiltonian perturbations that appear in
the restriction of L to Fσ. To this end, we introduce a category Poσ corresponding to the
polytopes contained in νQσ. We construct this category in such a way that we have a strict
A∞ embedding:
(4.1.10) j : Fσ → Poσ .
We then construct modules LL,σ and RL,σ, as well as a map of right modules
(4.1.11) RL,σ → HomFσ (LL,σ,∆Poσ ) .
The comparison between local and global constructions is summarised by the following
result, from Section 4.4 below:
Proposition 4.5. There are quasi isomorphisms of modules over Fσ
j∗∆Poσ → ∆(4.1.12)
j∗LL,σ → LL(4.1.13)
j∗RL,σ → RL(4.1.14)
which fit in homotopy commutative diagrams of right Fσ modules
(4.1.15)
j∗RL,σ HomFσ (j
∗LL,σ, j
∗∆Poσ )
RL HomFσ
(
LL,∆
)
HomFσ
(
j∗LL,σ,∆
)
and of left Fσ modules
(4.1.16)
j∗∆Poσ ⊗Fσ j
∗LL,σ j
∗LL,σ
∆⊗Fσ LL LL.
This reduces computations of the global modules over the local category, to computations
of the local modules. In Section 4.5, we prove the A∞ analogues of Corollary 2.27 and Lemma
2.30:
Lemma 4.6. The natural maps
j∗RL,σ(σ)→ HomFσ (j
∗LL,σ, j
∗∆Poσ (σ, ))(4.1.17)
j∗∆Poσ ( , σ)⊗Fσ j
∗LL,σ → j
∗LL,σ(σ)(4.1.18)
are quasi-isomorphisms.
This is the final ingredient which we need in order to prove the main result of this paper:
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Proof of Theorem 1.1. The results of [5] imply that the functor is faithful, so that it suffices
to show that Equation (4.1.1) is surjective on cohomology. Corollary 4.3 reduces this to
showing that the bi-module ∆ behaves like the diagonal bimodule when tensored with LL,
and that RL is the space of left module maps from LL to ∆. Both statements are reduced
by Lemma 4.4 to each local category Fσ, and reduced further by Proposition 4.5 to the
corresponding statement for the local modules LL,σ and RL,σ, and the pullback of the
diagonal of Poσ. Lemma 4.6 thus completes the argument. 
4.2. Global constructions. The objects of F are elements σ ∈ Σ, with morphisms given
by Equation (2.2.60). Associated to an element L of A, the left and right A∞ modules LL
and RL over F have underlying cochain complexes that were introduced in Section 2.3.2.
The bimodule ∆ is given by Equation (2.6.14). We now explain the construction of the
complexes and maps appearing in Diagram (4.1.5), and the homotopy for this diagram.
Given a sequence of objects Υ = {σi}di=0, the A∞ operation
(4.2.1) µd : F(σd−1, σd)⊗ · · · ⊗ F(σ0, σ1)→ F(σ0, σd)
is defined by counting rigid elements of T R(Υ) as follows: given a collection x = (x0;x1, . . . , xd) ∈
Crit(σ0, . . . , σd), we note that every element of T R(x) induces a map
(4.2.2) Homc(U
Pσd−1
σd−1,xd , U
Pσd
σd,xd)⊗ · · · ⊗Hom
c(U
Pσ0
σ0,x1 , U
Pσ1
σ1,x1)→ Hom
c(U
Pσ0
σ0,x0, U
Pσd
σd,x0)
obtained by parallel transport along all gradient flow line components (the boundary of all
discs are constant in this case). Tensoring with the map on orientation lines induced by
Equation (3.5.9), we obtain the map
(4.2.3) µu : F(σd−1, σd)⊗ · · · ⊗ F(σ0, σ1)→ F(σ0, σd).
We define the higher products as the finite sum
µk ≡
∑
u∈T R(x)
(−1)zµu,(4.2.4)
where z = 2 − d +
∑
deg xi, as in [16]. The proof that these operations satisfy the A∞
relation is standard (see, e.g. [2]).
Remark 4.7. We recall that the sign conventions in [16] are associated to assigning to each
generator is reduced grading.
Given a sequence Υ = (L, σ1, . . . , σℓ), with L ∈ A and σi ∈ Σ, the module structure on
LL is defined by counting elements of T R(Υ): for each x = (x0;x1, . . . , xℓ) ∈ Crit(Υ) and
u ∈ T R(x), we obtain a map
(4.2.5) Homc(U
Pσℓ−1
σℓ−1,xℓ , U
Pσℓ
σℓ,xℓ)⊗ · · · ⊗Hom
c(U
Pσ1
σ1,x2 , U
Pσ2
σ2,x2)⊗ U
Pσ1
σ1,x1 → U
Pσℓ
σℓ,x0 .
by parallel transport along the boundary of the disc components as well as along all con-
stituent gradient flow lines of u. Together with the map on orientation lines given by
Equation (3.5.9), a rigid element thus induces a map
µu : F(σℓ−1, σℓ)⊗ · · · ⊗ F(σ1, σ2)⊗ LL(σ1)→ LL(σℓ).(4.2.6)
We define the higher left module structure maps as the sum
µ
ℓ−1|1
LL
≡
∑
y∈TR(x)
x∈Crit(Υ)
(−1)z+1TE(u)µu(4.2.7)
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where E(u) is the sum of the topological energies of the underlying strip, and the sign
z+ 1 accounts for the fact that x0 and x1 are assigned their usual gradings, and all other
generators their reduced grading.
Lemma 4.8. The sum in Equation (4.2.7) converges.
Proof. Fix a path connecting a basepoint on Xqσ1 with the intersection point of this La-
grangian with each section ισi . This induces a norm on each Floer complex appearing in
Equation (4.2.6), and we shall prove that there are only finitely many elements u of the
moduli space such that valuation of µu is uniformly bounded by any given constant. As
µu is a composition of maps associated to gradient flow lines and to a holomorphic strip,
and the valuation of the maps associated to gradient flow lines is bounded, the valuation of
µu is thus bounded, up to a constant independent of u, by the product of the diameter of
elements of the cover {Pσ}σ∈Σ with the length of the boundary of the strip. The latter is
bounded by the reverse isoperimetric inequality as in Lemma 3.3, and the result thus follows
from Gromov compactness. 
We now briefly outline how the remaining operations are constructed: if we consider
instead a sequence Υ = (L,L′, σ1, . . . , σℓ), with L,L
′ ∈ A and σi ∈ Σ, then the count of
elements of T R(Υ) induces a map
(4.2.8) CF ∗(L,L′)→ Hom(F(σℓ−1, σℓ)⊗ · · · ⊗ F(σ1, σ2)⊗ LL′(σ1),LL(σℓ)) .
Regarding signs, we use the convention that the generators of CF ∗(L,L′) and LL(σℓ) are
equipped with unreduced gradings, and all other are equipped with reduced grading.
Fixing L and L′, and considering an arbitrary sequence of elements of Σ, we obtain the
map
(4.2.9) CF ∗(L,L′)→ HomF (LL′ ,LL) .
Letting Υ = (σ−r , . . . , σ−1, L), the count of rigid elements of T R(Υ) yields the structure
map
(4.2.10) µ
1|r−1
RL
: RL(σ−1)⊗ F(σ−2, σ−1)⊗ · · · ⊗ F(σ−r , σ−r+1)→ RL(σ−r)
for the right module RL. Our sign conventions are again dictated by the requirement that
generators of RL(σ) are equipped with the unreduced grading; this corresponds to the fact
that the moduli space T R(x−0;x−r+1, . . . , x−1) contributes with sign
(4.2.11) z+ 1 +
−1∑
i=−r+1
deg(xi)
in the definition of µ
1|r
RL
. Considering the case Υ = (L, σ1, . . . , σr, L
′) yields the map
(4.2.12) RL′(σr)⊗ F(σr−1, σr)⊗ · · · ⊗ F(σ1, σ2)⊗ LL(σ1)→ CF
∗(L′, L).
The structure map µ
ℓ|1|r
∆
(4.2.13)
F(σℓ−1, σℓ)⊗· · ·⊗F(σ0, σ1)⊗∆(σ−0, σ0)⊗F(σ−1, σ−0)⊗· · ·⊗F(σ−r, σ−r+1)→ ∆(σ−r, σℓ).
of the bimodule ∆ is obtained by the count of rigid elements of T R(Υ), with Υ = (σ−r, . . . , σ−1, σ−0, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ ).
If we consider instead a sequence Υ = (σ−r, . . . , σ−1, σ−0, L, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ ), we obtain a
map
(4.2.14)
F(σℓ−1, σℓ)⊗· · ·⊗F(σ0, σ1)⊗LL(σ0)⊗RL(σ−0)⊗F(σ−1, σ−0)⊗· · ·⊗F(σ−r , σ−r+1)→ ∆(σ−r , σℓ).
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The maps associated to all such sequences for fixed L yield the map of bimodules:
(4.2.15) LL ⊗ RL → ∆.
Finally, the sequence Υ = (L, σ−s, . . . , σ−1, σ−0, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ ) yields the map
(4.2.16)
F(σℓ−1, σℓ)⊗· · ·⊗F(σ0, σ1)⊗∆(σ−0, σ0)⊗F(σ−1, σ−0)⊗· · ·⊗F(σ−r, σ−r+1)⊗LL(σ−r)→ LL(σℓ).
Fixing L, we obtain the map of left modules:
(4.2.17) LL ⊗F ∆→ LL.
We now prove the commutativity of the main diagram:
Proof of Proposition 4.1. Given a sequence Υ = (L, σ−r, . . . , σ−1, σ−0, L
′, σφ0 , σ
φ
1 , . . . , σ
φ
ℓ ),
the count of rigid elements of T R(Υ) defines a map
(4.2.18)
F(σℓ−1, σℓ)⊗· · ·⊗F(σ0, σ1)⊗LL′(σ0)⊗RL′(σ−0)⊗F(σ−1, σ−0)⊗· · ·⊗F(σ−r, σ−r+1)⊗LL(σ−r)→ LL(σℓ),
which we rewrite by adjunction as a map
(4.2.19) RL′(σ−0)⊗ F(σ−1, σ−0)⊗ · · · ⊗ F(σ−r , σ−r+1)⊗ LL(σ−r)
→ Hom(F(σℓ−1, σℓ)⊗ · · · ⊗ F(σ0, σ1)⊗ LL′(σ0),LL(σℓ)) .
Fixing L and L′, and letting the sequences of elements in Σ vary, we obtain a map
(4.2.20) RL′ ⊗F LL → HomF (LL′ ,LL)
which is a homotopy between the two compositions in Diagram 4.1. 
4.3. Global computations. To prove our main result, we shall need some additional al-
gebraic computations:
4.3.1. Perfectness of left modules. Recall that the left module Yσ associated to each element
σ of Σ is given by
(4.3.1) Yσ(τ) ≡ F(σ, τ).
Because the category F is directed, we can associate to each of its objects a different left
module Lσ given by
(4.3.2) Lσ(τ) ≡
{
F(σ, σ) τ = σ
0 otherwise,
where the module structure of F(σ, σ) is the obvious one. The next result asserts that these
modules can be built from Yoneda modules. For the proof, we introduce the notion of a
module being supported at σ ∈ Σ if its cohomology vanishes at every other object of F. By
construction, the module Lσ is supported at σ.
Lemma 4.9. There is an iterated extension of Yoneda modules which is quasi-isomorphic
to Lσ.
Proof. The proof is by induction on the number of elements larger than σ in the partial
ordering of Σ. By definition, the maximal elements correspond to objects σ of F such that
F(σ, τ) vanishes whenever τ 6= σ. This establishes the Lemma in the base case of maximal
elements. By induction, we therefore assume that the Lemma holds for all τ larger than a
fixed element σ.
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The fact that F is directed provides a filtration of every left module with subquotient
direct sums of modules supported on elements of Σ. Applying this to the Yoneda module
Yσ, the quasi isomorphism between F(σ, τ) and F(τ, τ) implies that Yσ is filtered by modules
quasi-isomorphic to Lτ for σ ≤ τ . Applying the induction hypothesis, we conclude that the
Yoneda module Yσ admits a filtration so that one subquotient is quasi-isomorphic to Lσ,
and all others are iterated extensions of Yoneda modules. This implies that Lσ is itself
obtained as an iterated extension of Yoneda modules, proving the result. 
From the above, we conclude:
Proof of Lemma 4.2. Consider the filtration of LL associated to the fact that F is directed.
The subquotient associated to each object σ ∈ Σ is the complex LL(σ) as a module over
F(σ, σ). Consider the filtration of LL(σ) by degree of the corresponding intersection point
between Lσ and Xqσ . The subquotients are, by the computations of Section 2.3.4, quasi-
isomorphic to free modules of rank-1 over F(σ, σ). The conclusion is immediate. 
4.3.2. Reduction to the local directed categories.
Proof of Lemma 4.4. Since the result holds far more generally, and in order to simplify the
notation, let P and Q be left and right modules over F such
(4.3.3) P(τ) and Q(τ) are acyclic whenever τ /∈ Σσ.
By the computations of Sections 2.6.2 and 2.6.3, the left and right modules ∆(σ, ) and
∆( , σ) satisfy this assumption. We shall prove that, for each left module L over F, the
natural maps
HomF(L,P)→ HomFσ(L,P)(4.3.4)
Q⊗Fσ L→ Q⊗F L(4.3.5)
are quasi-isomorphisms. To this end, consider the number filtration of the bar complex,
with associated graded complex given by the direct sum
(4.3.6) Q(σd)⊗ F(σd−1, σd)⊗ · · · ⊗ F(σ0, σ1)⊗ L(σ0).
By assumption, the only non-trivial contribution occurs if σd ∈ Σσ. On the other hand, if
τ ∈ Σσ, and there is a non-trivial morphism ρ → τ in F, then ρ ∈ Σσ. Thus the fact that
σd lies in Σσ implies that all other elements of the sequence above also lie in Σσ, so that the
inclusion of bar complexes induces an isomorphism on the cohomology of associated graded
groups. The argument for HomF(L,P) is entirely analogous. 
4.4. Local constructions. In this section, we revisit the local constructions from Section
2, and lift them to the A∞ level. We start in Section 4.4.1 by constructing the category
Poσ associated to an element of Σ, which admits Fσ as an embedded subcategory. We then
briefly indicate how the constructions of Section 4.2 can be adapted to produce left and
right modules over Poσ associated to each Lagrangian L ∈ A, and the local duality map
from Equation (4.1.11). We then use the moduli spaces constructed in Section 3.5 to prove
Proposition 4.1.
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4.4.1. The local category of (based) polytopes. We shall give a relatively convoluted defini-
tion of the category Poσ, which ensures that there is a strict A∞ embedding Fσ ⊂ Poσ. The
basic idea is that we can think of the structure maps of Poσ as counting either (perturbed)
gradient flow segments on Xqσ , glued together along choices of diffeomorphisms with spec-
ified isotopies to the identity, or as collections of (perturbed) gradient flow segments on
fibres Xq over different points in νQσ, glued together along identifications of these fibres.
The diffeomorphisms ψq,q
′
σ associated to the chosen section of X over νQσ will be essential
in comparing these two points of view. In order to achieve an embedding of Fσ, we also
choose a homotopy between the Lagrangian sections associated to each τ ∈ Σσ, and that
associated to σ itself.
The objects of the category Poσ are pairs q ∈ P , where P ⊂ νQσ. The choice of
basepoint q is of no real consequence; the objects corresponding to all such choices will be
quasi-isomorphic, and the choice is only included to give us enough flexibility to produce
the desired strict A∞ embedding.
For each pair Υ = ((q0, P0), (q1, P1)), we choose a fibre qΥ in νQσ, a metric gΥ on XqΥ ,
and a Morse-Smale function fΥ on XqΥ . We assume that these choices are subject to the
following constraint:
(4.4.1)
If (q0, q1) = (qσ0 , qσ1), the data (qΥ, gΥ, fΥ) agree with the data used to define
the Floer complex CF ∗((σ0, P0), (σ1, P1)) in Equation (2.2.36).
Remark 4.10. We implicitly assume that, whenever τ 6= ρ, the basepoints qρ and qσ are
distinct. Of course, this condition can be easily achieved by generic choices, but more
importantly, we can always enlarge the category Poσ so that we can associate to each
element of Σσ a fixed object of Poσ.
The morphisms are then given by the Morse complexes
(4.4.2) Poσ(Υ) ≡ CM
∗
(
XqΥ ,Hom
c(UP0σ , U
P1
σ ⊗ δ)
)
.
To define the compositions, we pick, for each sequence Υ of objects of Poσ, metric tree
T labelled by Υ, and disc with marked points Sv ∈ RΥv for each vertex, the following data:
(i) perturbed gradient equations on Xqe ≡ XqΥe for each edge of T , (ii) a point qv ∈ νQσ
for each vertex of T , and (iii) a diffeomorphism
(4.4.3) ψf : Xqe → Xqv
for each flag f = (v ∈ e), with a specified homotopy to ψqe,qvσ .
Remark 4.11. The choice of discs associated to vertices is completely unnecessary, and only
appears here to make the construction exactly the same as that for the construction of the
A∞ structure on F.
Because the path space is contractible, there is no obstruction to making such choices
in families, compatibly with degenerations of discs and breaking of edges. In addition, to
ensure compatibility with the construction of the category Fσ, we require that:
(4.4.4)
If Υ = ((qσ0 , P0), . . . , (qσn , Pn)), with σi ∈ Σσ such that σ0 ≤ · · · ≤ σn, the
choice for any tree labelled by Υ agrees with that in Sections 3.4.3 and 3.5.
The specified homotopy for sequences coming from objects of Σ arises from the isotopy,
fixed above, between the Lagrangian sections associated to elements of Σσ, and the section
for σ itself.
It is now entirely straightforward to see that the counts of such rigid configurations equip
Poσ with the structure of an A∞ category. We obtain an embedding of Fσ as a subcategory
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of Poσ, corresponding to the objects (qσ, Pσ), by using for each pair Υ = (τ0, τ1) of objects
of Fσ, the isomorphism
(4.4.5) CM∗
(
XqΥ ,Hom
c(U
Pτ0
τ0 , U
Pτ1
τ1 ⊗ δ)
)
∼= CM∗
(
XqΥ ,Hom
c(U
Pτ0
σ , U
Pτ1
σ ⊗ δ)
)
induced by the choice of isotopy of sections associated to σ and τi.
4.4.2. Modules and structure maps. Given L ∈ A, we have already fixed a Hamiltonian
isotopic Lagrangian Lσ which is transverse to Xqσ . Given an element (q, P ) of Poσ, we
define
LLσ (q, P ) ≡ CF
∗(L, (σ, P ))(4.4.6)
RLσ(q, P ) ≡ CF
∗((σ, P ), L)(4.4.7)
as in Section 2.3.2. In other words, all the groups are defined using holomorphic strips with
Lagrangian boundary conditions (Lσ, Xqσ ).
Let Υ be a sequence of the form
(L, (q0, P0), . . . , (qℓ, Pℓ))(4.4.8)
((q−r, P−r), . . . , (q−0, P−0), L)(4.4.9)
(q−r, P−r), . . . , (q−0, P−0), L, (q0, P0), . . . , (qℓ, Pℓ)).(4.4.10)
As in Section 3.3, let Υσ denote the sequence obtained from Υ by replacing all objects of
Poσ by the element σ of Σ. We have a corresponding moduli space R(Υσ) of holomorphic
discs boundary conditions Lσ and Xqσ , with two ends (adjacent to the segment labelled L),
equipped with a collection of boundary marked points.
As in Section 3.4.1, we consider a moduli space T R
σ
Υ of discs and metric trees, which has
a top-dimensional stratum of the formR
T
Υσ×
∏
e∈EMo(T ) T e for each tree T with label Υ. We
then proceed to inductively choose Morse data on all edges of the tree T , compatibly with
the choice of Morse data on the trees which define the A∞ structure. As in Equation (3.5.5),
we obtain a mixed moduli space T R
σ
T (Υ) as a fibre product of moduli spaces R(Υ
σ) and
the moduli spaces of (perturbed) gradient trajectories over the common evaluation maps to
Lagrangian torus fibres. For sequence Υ of the form
(L, (qσ0 , Pσ0 ), . . . , (qσℓ , Pσℓ))(4.4.11)
((qσ−r , Pσ−r ), . . . , (qσ−0 , Pσ−0 ), L)(4.4.12)
(qσ−r , Pσ−r ), . . . , (qσ−0 , Pσ−0), L, (qσ0 , Pσ0 ), . . . , (qσℓ , Pσℓ)),(4.4.13)
with σ0 ≤ . . . ≤ σℓ, and σ−r ≤ . . . ≤ σ−0 ordered subsets of Σ, we assume that the choices
agree with those made in Section 4.
The count of rigid elements of the moduli space associated to Equation (4.4.8) defines a
map
(4.4.14)
Poσ((qℓ−1, Pℓ−1), (qℓ, Pℓ))⊗ · · · ⊗ Poσ((q0, P0), (q1, P1))⊗ LL,σ(q0, P0)→ LL,σ(qℓ, Pℓ),
which makes LL,σ into a left module over Poσ. We similarly obtain the structure of a right
module on RL,σ by considering sequences as in Equation (4.4.9).
Finally, the sequence in Equation (4.4.10) gives rise to a map
(4.4.15)
Poσ((qℓ−1, Pℓ−1), (qℓ, Pℓ))⊗ · · · ⊗ Poσ((q0, P0), (q1, P1))⊗ LL,σ(q0, P0)⊗ RL,σ(q−0, P−0)
⊗Poσ((q−1, P−1), (q−0, P−0))⊗· · ·⊗Poσ((q−r, P−r), (q−r+1, P−r+1))→ Poσ((q−r, P−r), (qℓ, Pℓ)).
76 M. ABOUZAID
Fixing L, and letting r and ℓ vary, we obtain the map of bimodules
(4.4.16) LL,σ ⊗ RL,σ → ∆Poσ .
4.4.3. The global-to-local comparison. The purpose of this section is to complete the reduc-
tion of the global computations to local ones. The argument is an entirely straightforward
use of the moduli spaces T R(Υ) from Section 3.5.
Proof of Proposition 4.5. Fix an element σ ∈ Σ. We first begin by considering sequences Υ
of the form (L, σ0, . . . , σℓ) or (σ−r, . . . , σ−0, L), where σi ∈ Σσ. The counts of rigid elements
of the corresponding moduli spaces define maps
F(σℓ−1, σℓ)⊗ · · · ⊗ F(σ0, σ1)⊗ LLσ(qσ0 , Pσ0)→ LL(σℓ)(4.4.17)
RLσ(qσ−0 , Pσ−0)⊗ F(σ−1, σ−0)⊗ · · · ⊗ F(σ−r , σ−r+1)→ RL(σ−r)(4.4.18)
which are the structures maps of left and right module homomorphisms j∗LLσ → LL and
j∗RLσ → RL. Here, we use the identification
(4.4.19) F(σi, σj) ∼= Poσ((qσi , Pσi), (qσj , Pσj ))
giving rise to the A∞ embedding noted at the end of Section 4.4.1.
Considering instead a sequence Υ = (σ−r, . . . , σ−1, σ−0, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ ), we obtain a map
(4.4.20) F(σℓ−1, σℓ)⊗ · · · ⊗ F(σ0, σ1)⊗ Poσ((qσ−0 , Pσ−0 ), (qσ0 , Pσ0))
⊗ F(σ−1, σ−0)⊗ · · · ⊗ F(σ−r, σ−r+1)→ ∆(σ−r, σℓ),
which defines the map of bimodules j∗∆Poσ → ∆.
The homotopies in Diagrams (4.1.15) and (4.1.16) follow in exactly the same way by
counting rigid elements of T R(Υ) for sequences:
(L, σ−r, . . . , σ−0, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ )(4.4.21)
(σ−r, . . . , σ−0, L, σ
φ
0 , σ
φ
1 , . . . , σ
φ
ℓ ).(4.4.22)

4.5. Local computations. We conclude the main part of the paper by performing to the
necessary local computations:
Proof of Lemma 4.6. The two arguments are entirely analogous; we explain the proof of
the duality isomorphism. The decomposition of the intersection points of Lσ with Xqσ
by degree provides a filtration of j∗RL,σ(σ) as a cochain complex, and of j
∗LL,σ as a left
module, hence of HomFσ (j
∗LL,σ, j
∗∆Poσ(σ, )) as a cochain complex. It suffices to prove
that the map at the level of each associated graded group is a quasi-isomorphism. Regularity
implies that all holomorphic strips whose inputs and outputs agree are constant, so that the
module structure on each subquotient of this filtration on j∗LL,σ is the same as the module
structure for a Lagrangian section, whose restriction to each object τ is quasi-isomorphic to
a free rank-1 module. The complex we are trying to compute is thus quasi-isomorphic to
the Cˇech complex
(4.5.1)
( ⊕
τ0<···<τk
Poσ((qσ, Pσ), (qσ, Pτk))[−k], δˇ
)
by the argument of Section 4.3.2, using the quasi-isomorphism between (qσ, Pτk) and (qτk , Pτk).
As in Section 2.4.2, we may replace Pτk in the above expression by Pτk ∩P for a polytope P
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containing Pσ in its interior, and covered by the elements of Σσ. By Tate acyclicity, we con-
clude that each associated graded group of HomFσ (j
∗LL,σ, j
∗∆Poσ (σ, )) is quasi-isomorphic
to Poσ((qσ , Pσ), (qσ , P )) whose cohomology is quasi-isomorphic to the linear dual of Γ
σ by
the computation of Appendix C. The associated graded group of j∗RL,σ(σ) is isomorphic to
this same group, and the fact that the map between them is an isomorphism then follows
from Proposition 2.15. 
Appendix A. Reverse isoperimetric inequalities
A.1. The basic inequality. Let X be a closed symplectic manifold, S a Riemann surface
obtained from a closed Riemann surface with boundary by removing boundary punctures.
Let K ⊂ X be a closed codimension 0 submanifold with boundary, and assume that we
have a labelling
(A.1) ΥS : π0(∂S)→ {K} ∪ L
of ∂S by {K} ∪ L, where L is a collection of Lagrangians in X . Given i ∈ π0(∂S), we
write ∂iS for the corresponding component of the boundary. We write ∂KS for the union
of components labelled by K, and Li for the Lagrangian labelled by a component i. We
assume that all intersections among Lagrangians appearing in L are contained in the interior
of K, and choose another closed subset K ′ containing this intersection, and contained in
the interior of K:
(A.2) K ′ ⋐ K ⊂ X.
In addition, we fix a Riemannian metric gX with respect to which we shall compute all
norms.
Given an almost complex structure J , consider a family
(A.3) JS : S → J
of almost complex structures which agree with J away from K ′. There is an associated
moduli space
(A.4) M(ΥS , JS)
of JS-holomorphic curves with boundary conditions given by ΥS in the sense that a point
z ∈ ∂KS maps to K ′, while a point z ∈ ∂iS on a component labelled by a Lagrangian maps
to Li.
Recall that the geometric energy Egeo(u) of any element u of the moduli space is the area
(A.5) E(u) =
∫
‖du‖2.
Moreover, given a component i of ∂S, we define
(A.6) ℓLi,K (∂u)
the length of the part of ∂u mapping along Li to the complement of K, with respect to
gX |Li.
Lemma A.1. For each choice of labels ΥS, there exists a constant C, depending on J
but not on the family JS, such that for each element u ∈ M(ΥS, JS) and each component
i ∈ π0(∂S) which is labelled by a Lagrangian, we have
(A.7) ℓLi,K (∂u) ≤ CE(u).
This constant is independent of the restriction of Li to K.
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Proof. This is a minor modification of the results of Groman-Solomon and Duval. We briefly
indicate how to adapt Duval’s proof: Since all intersection points between Lagrangians are
contained inK ′, we may choose a tubular neighbourhood νXLi of Li, which is equipped with
a non-negative weakly plurisubharmonic function ρi (with respect to J) that vanishes on
the intersection with K ′ ∪ Li, and does not vanish away from the intersection with K ∪ Li.
Moreover, we require that ρi be (strictly) plurisubharmonic away from K, with weakly
plurisubharmonic square root. Near ∂K ′ ∩Li, such a function can be locally modelled after
the function
(A.8) χ(x1)
(
|y1|
2 + · · ·+ |yn|
2
)
.
for the Lagrangian [0,∞)×Rn−1 ⊂ Cn, where χ is a smooth function vanishing for x1 ≤ 0.
For simplicity, we assume that gX everywhere dominates the (semi)-metric induced by ρ
and J .
Let ℓρi(∂u) denote the length of ∂u with respect to the (semi)-metric induced by dd
cρi,
and Eρi the integral of dd
cρi over the part of u with image in νXLi. There is a constant C0
such that
(A.9) ℓρi(∂u) ≤ C0Eρi(u).
The basic idea of is that the function
Eρi (r,u)
r2 which measures the area of u in the domain
ρi ≤ r is monotonic, and by Fubini’s theorem, has limit bounded above by a constant
multiple ℓρi(∂u) (see [7] for details); the fact that ρi vanishes to order greater than 1 along
K ′ implies that this part of boundary does not contribute to ℓρi(∂u).
Away from K, the metric induced by ddcρi is uniformly comparable to gX , so we may
assume the existence of a constant C1 such that
(A.10) ℓLi,K∂u ≤ C1ℓρi(∂u)
On the other hand, the assumption that gX dominates dd
cρi implies that
(A.11) Eρi (u) ≤ E
geo(u).
The result follows from combining these inequalities. 
For application, it will be convenient to state the estimate in a different way: define Li/∼
to be the quotient of Li by the relation which identifies points in the same component of
K ∩ Li. Given a metric on Li/∼, we have:
Corollary A.2. There exists a constant C such that, for each element u ∈M(ΥS, JS), we
have
(A.12) ℓ (∂iu/∼) ≤ CE(u).

A.2. Moving Lagrangian boundary conditions. It will be necessary to have a gener-
alisation for moving boundary conditions, and families of almost complex structures. Let
S be a Riemann surface equipped with a thick-thin decomposition: in our setting, this will
simply mean a collection of subsets Θ ⊂ S, the components of the thin part, which include
neighbourhoods of all punctures.
Let ΥS be moving boundary conditions on S, i.e. a smooth assignment of a subset of X
to each point on ∂S, which we assume is locally constant on the thin-part. We shall only
consider the situation in which the restriction to each component is either a moving family
of Lagrangians, or is a constant family given by a compact subset K ⊂ X as in the previous
section.
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For each component i ∈ π0(∂S) labelled by a moving family of Lagrangians, we denote
the graph by L˜i ⊂ ∂iS ×X . By construction, this map is independent of the first factor in
the thin part, so that we obtain a Lagrangian Li,Θ in X for each component Θ of the thin
part.
Assume that we are given, for each such component, an almost complex structure JΘ on
X as well as a pair of codimension 0 manifolds with boundary
(A.1) ν′XΘ ⊂ νXΘ ⊂ X
which contain the intersection of the labels of all boundary components which intersect Θ.
We pick a family JS of almost complex structures on X parametrised by S, such that
(A.2)
the restriction of JS to the product of a component Θ of the thin part with
X \ ν′ΘX agrees with JΘ.
Given this data, we shall consider the moduli space
(A.3) M(ΥS , JS)
of JS holomorphic curves with boundary conditions ΥS : it is convenient to introduce the
almost complex structure J˜S on S × X induced by JS , and describe this moduli space as
the space of J˜S holomorphic sections with boundary conditions given by L˜i over ∂iS.
Our goal is to prove a reverse isoperimetric inequality for these moduli spaces. The
basic idea is that Lemma A.1 provides an estimate for the moduli spaces holomorphic strips
corresponding to each end; we shall extend this estimate to S, at the cost of a possibly
weaker proportionality constant, as well as the addition of a constant term. The main point
is to provide a proof that extends to families of (broken) holomorphic curves.
We shall compare the geometric energy of each curve u
(A.4) Egeo(u) =
∫
|du|2 =
∫
u∗ω
to the length of the boundary, which we formulate as follows: we denote by L˜i/∼ the
quotient of L˜i by the equivalence relation which (i) collapses each component of the inverse
image of Θ in L˜i to a single fibre, and (ii) identifies points in the same component of
the intersection of L˜i with νXΘ. In particular, L˜i/∼ maps to the quotient of ∂iS by the
components of the intersection with the thin part, agrees with L˜i away from the inverse
image of these components, and agrees with the quotient considered in the previous section
over each component of the thin part.
Lemma A.3. There exists a constant C such that, for each u ∈M(ΥS , JS), we have
(A.5) ℓ(∂iu/∼) ≤ CE
geo(u) + a constant independent of u.
The constant depends only on the restriction of the Lagrangian boundary conditions and the
almost complex structures to a neighbourhood of ∂iS, but is independent of their restriction
to Θ× ν′XΘ for each component Θ of the thin part.
Proof. The graph L˜i is a totally real submanifold with respect to the almost complex struc-
ture J˜S which at every point in z ∈ S is the product of the complex structure on S with
the value of the family JS at x. This almost complex structure is compatible with the
symplectic form
(A.6) ωX + ωS,
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where ωS is an area form on S which we assume has area 1. If we define E(u˜) to be the
area with respect to such a symplectic form, we have
(A.7) E(u˜) = E(u) + 1,
which will be one origin for the constant term in the statement of the Lemma. The remainder
of the proof proceeds in essentially the same way as that of Lemma A.1:
For each component Θ of the thin part which is adjacent to i, equipped with the
family of almost complex structures JΘ, fix the neighbourhood νXLi,Θ and the function
ρi,Θ : νXLi,Θ → R considered in the proof of Lemma A.1.
By projection to the second factor, we obtain a function on Θ×X which we denote ρi,Θ.
We consider a neighbourhood νS×X L˜i of L˜i which contains the product Θ×Li,Θ for all com-
ponents Θ of the thin part which meet L˜i, and is equipped with a weakly plurisubharmonic
function
(A.8) ρi : νS×X L˜i → [0,∞)
such that the following properties hold
(1) Over Θ ⊂ S, ρi agrees with ρi,Θ.
(2) Away from Θ×νXΘ, the function ρi is strictly plurisubharmonic, and only vanishes
on L˜i.
(3) The square root of ρi is everywhere weakly plurisubharmonic.
The existence of such a function follows from the usual patching argument for plurisub-
harmonic functions as in [7]. For simplicity, we also assume that there is a finite diameter
metric on S whose product with gX everywhere dominates the metric induced by ρi.
Given a section u˜ corresponding to an element of M(ΥS , JS), let ℓρi(∂iu˜) denote the
length of ∂iu˜ with respect to the (semi)-metric induced by dd
cρi, and Eρi the integral of
ddcρi over the part of u˜ with image in νS×X L˜i. As before, there is a constant C0 such that
(A.9) ℓρi(∂iu˜) ≤ C0Eρi(u).
Away from a small neighbourhood of the inverse image of Θ, the metric induced by ddcρi is
uniformly comparable to the product of gX with a metric on S. Because ρi is non-degenerate
in the fibre direction over Θ, we therefore obtain a constant C1 such that
(A.10) ℓ(∂iu/∼) ≤ C1ℓρi(∂iu˜) + a constant independent of u,
where the constant term accounts for the fact that the derivatives of ρi in the base direction
vanish identically on Θi.
On the other hand, the assumption that gX and the metric on S dominate dd
cρi implies
that
(A.11) Eρi(u) ≤ E(u˜).
The result follows from combining this inequality with Equations (A.7), (A.9), and (A.10).

A.3. Compatibility with gluing. We shall require a uniform estimate for families of
Riemann surfaces. Let us therefore consider a rooted planar tree T , and a collection of
Riemann surfaces with punctures Sv for each vertex of T , with an identification of the ends
of Sv with the edges adjacent to v. We write E
int(T ) for the edges of T which are adjacent
to two vertices. Given gluing parameters
(A.1) R : Eint(T )→ [0,∞]
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and a choice of disjoint strip-like ends for each end of Sv, we obtain a Riemann surface ST,R
by gluing. Assuming that each Sv is equipped with a thick-thin decomposition, we obtain
a thick-thin decomposition of ST,R. We allow the possibility that the decomposition of a
component Sv be degenerate, in the sense that the thin part consists of the entire surface.
The planar structure determines an embedding T ⊂ R2 up to isotopy; assume that we
have moving boundary conditions ΥSv , which are locally constant on all components of
the thin part, and are consistent for adjacent vertices, in the sense that the subsets of X
assigned to the two ends corresponding to each interior edge of T agree. We write ΥST,R
for the moving boundary conditions on ST,R obtained by gluing. As in the previous section,
we pick, for each component Θ of the thin part of a curve Sv, closed subsets ν
′
XΘ ⋐ νXΘ
of X , which contains the intersections of all labels, and an almost complex structure JΘ on
X ; we assume that these choices are the same for the thin parts meeting the two punctures
corresponding to a given edge in T .
Finally, we pick families of almost complex structures JSv which agree with JΘ on Θ ×
X \ ν′XΘ, and are also compatible across the edges of T . Let JST,R be a family of almost
complex structure on ST,R which agrees with the family obtained by gluing (i) in the thick
part near each boundary stratum, and (ii) in the thin part away from Θ × ν′XΘ for each
component Θ of the thin part.
Given this data, we shall consider the moduli space
(A.2) M(ΥST,R , JST,R)
which is given as in the previous section if all gluing parameters are finite, and is given for
infinite gluing parameters by the fibre products, along the evaluation maps for the edges, of
the moduli spaces M(ΥSv , HSv , JSv ) corresponding to the vertices.
For each i ∈ π0(R2\T ) with Lagrangian label, and finite gluing parameter R, consider the
quotient L˜i,R/∼ of the moving Lagrangian boundary condition over the component of the
boundary corresponding to i, by the relation considered in the previous section: collapse
each component of the inverse image of the thin part, then identify points in the same
component of ν′XΘ in the fibres over a component Θ of the thin part. By construction, the
spaces we obtain for different choices of gluing parameters are naturally homeomorphic; we
write L˜i/∼ for any of these spaces, and note that we have an evaluation map
(A.3) ∂iu/∼ : ∂iST,R → L˜i/∼
for any choice of gluing parameter.
Lemma A.4. There exists a constant C such that, for each R ∈ [0,∞]E
int(T ) and u ∈
M(ΥST,R , JST,R), we have
(A.4) ℓ (∂iu/∼) ≤ CE
geo(u) + a constant independent of u and R.
This constant depends on the restriction of JST,R to a neighbourhood of the corresponding
boundary component, and is independent of the restriction of (L˜i,R, JST,R) to the product of
each component Θ of the thin part with ν′XΘ.
Proof. It suffices to check that the constants in the proof of Lemma A.3 can be chosen in
terms of the corresponding constants for the moduli spaces M(ΥSv , JSv ) and independently
of R. For Equation (A.7), this follows from the fact that the choice of symplectic form
on X × SV induces a symplectic form on X × ST,R. For Equation (A.9), we note that a
choice of function ρi,Sv for all v induces, by gluing, a function ρST,R , for which we have
the same estimate. The same argument applies to Equation (A.10), which completes the
argument. 
82 M. ABOUZAID
Appendix B. Tate’s acyclicity theorem
Given an affinoid covering of an affinoid domain, Tate showed in [19] that the augmented
Cˇech complex of the rings of functions is acyclic, and more generally for the Cˇech complex
with coefficients in a complex of coherent sheaves. Tate’s argument starts by constructing a
null-homotopy for Laurent coverings (see Section B.2 below), then proceeds to use standard
tools of homological algebra to conclude the general case.
In this section, we imitate the strategy of Tate’s proof in order to be able to use Cˇech
methods to compute morphism spaces in the analytic Fukaya category. Since the construc-
tion is completely local, we consider a torus Tn equipped with a basepoint and Morse func-
tion. Let F denote the A∞-category with objects integral affine polytopes P ⊂ H1(Tn,R),
morphisms for a pair (P0, P1) given by the complex
(B.1) CF ∗(P0, P1) ≡ CM
∗(Xq,Hom
c(UP0 , UP1)⊗ δ)
and A∞ operations as in Section 4.4.1.
Let A be an ordered set indexing a cover {Pα}α∈A of a polytope P . Given a totally
ordered subset τ ⊂ A, we denote by Pτ the intersection of the polytopes Pa for a ∈ τ . If τ
is a subset of σ, the inclusion Pσ ⊂ Pτ gives rise to a canonical element
(B.2) δστ ∈ CF
0(Pτ , Pσ)
whose construction is recalled in Section B.1 below.
We obtain a twisted complex
(B.3) Tˇ (P,A) ≡
(⊕
Pσ[−|σ|], δ
)
,
where δ is the Cˇech differential. Explicitly, if σ equals (a1, . . . , am) as an ordered set, then
the restriction of the differential to Pσ is given by
(B.4)
∑
a∈A\σ
(−1)iδσ∪{a}σ .
Proposition B.1. The natural map
(B.5) P → Tˇ (P,Σ)
induced by
⊕
a∈A δ
a
∅
is a quasi-isomorphism in the category of twisted complexes over F.
The proof of this proposition is given in Section B.3 below.
B.1. Restriction maps on Floer cochains. We begin by defining the map in Equation
(B.2) more precisely: if P1 ⊂ P0, the restriction map Γ
P0 → ΓP1 induces a map of local
systems
(B.1) UP0 → UP1 ,
which is a continuous inclusion (we point out again that, unlike in Section 2.2.1, we do not
decorate local systems by elements of an underlying cover of Q). These maps are natural in
sense that given a triple P2 ⊂ P1 ⊂ P0 the map UP0 → UP2 is given by composition.
Taking the sum of these elements over all maxima of the Morse function on Tn, we obtain
(B.2) δP1P0 ∈ CF
0(P0, P1).
To tie back to Equation (B.2), we define
(B.3) δστ ≡ δ
Pσ
Pτ
.
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B.2. Tate’s null-homotopy. Following Tate, we begin by consider an integral affine func-
tion u on H1(T
n,R). If P is an integral affine polytope, let P+ and P− denote the subsets of
P where u is non-negative, respectively non-positive, and let P± denote their intersection.
In the language of rigid geometry, this corresponds to a Laurent cover with two terms (Tate
calls these two term special affine coverings, see [19, Lemma 8.3]).
Consider the two-term Cˇech complex Cˇ∗(ΓP ; {+,−})
(B.1) ΓP+ ⊕ ΓP− ΓP± .dˆ
This complex is natural in the sense that every inclusion P ⊂ P ′ induces a natural map of
complexes
(B.2) Cˇ∗(ΓP
′
; {+,−})→ Cˇ∗(ΓP ; {+,−}).
Lemma B.2. There is a continuous null-homotopy for the augmented Cˇech complex complex
(B.3) Γp → Cˇ
∗(ΓP ; {+,−})
which is natural in P .
Proof. Applying a change of coordinates, we may assume that u is a coordinate function
on H1(T
n,R), corresponding to a monomial z in the group ring Γ. We formally write every
element of the ring of functions on P±, P+, P−, and P as F (z, w) =
∑+∞
i=∞ z
ifi(w) where
w = (w2, . . . , wn) are the other coordinates, and define
F+(z, w) ≡
+∞∑
i=1
zifi(w)(B.4)
F−(z, w) ≡
0∑
i=−∞
zifi(w).(B.5)
Evidently, F− + F+ = F . On Γ
P± , the null homotopy is provided by
ΓP+ ⊕ ΓP− ← ΓP±(B.6)
(F+,−F−)←[ F(B.7)
The valuation of this map is non-negative because the minimal valuation of F± on P± is
achieved on P±, and dˆ ◦ hˆ|ΓP± is the identity. On ΓP+ ⊕ ΓP− , the null homotopy is
ΓP ← ΓP+ ⊕ ΓP−(B.8)
F− +G+ ←[ (F,G),(B.9)
which again has non-negative valuation. The reader may easily compute that hˆ ◦ dˆ|ΓP is
the identity. On ΓP+ ⊕ ΓP− , we have
(B.10) (F,G)
--❭❭❭❭❭❭❭❭❭
❭❭❭❭
❭❭❭❭❭
❭❭❭❭❭
qq❜❜❜❜❜❜❜❜❜❜
❜❜❜❜❜
❜❜❜❜❜
❜❜❜
F− +G+ --❭❭❭❭❭❭❭❭❭❭
❭ F −G
qq❜❜❜❜❜❜❜❜❜❜
❜
(F− +G+ + (F −G)+, F− +G+ − (F −G)−) ,
from which the equation for a null-homotopy follows.
Naturality with respect to restriction maps is automatic from the fact that we did not
appeal to any property of P in constructing hˆ. 
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Given a topological vector space V , we consider the complex
(B.11) Homc(Cˇ∗(ΓP ; {+,−}), V ) ≡ Homc(ΓP± , V )→ Homc(ΓP+ , V )⊕Homc(ΓP− , V ),
where Homc is the space of continuous maps. Composing with h˜, we obtain a null-homotopy
for the augmented complex
(B.12) Homc(Cˇ∗(ΓP ; {+,−}), V )→ Homc(ΓP , V )
which is natural in P , V .
B.3. Acyclicity of the augmented complex. We next consider a general Laurent cover:
let {um}m∈M be a collection of integral affine functions on H1(Tn,R) indexed by a finite
set M . Given a polytope P , we associate to each element ofM ×{+,−} the polytope Pm,±
given by the subset where um is non-negative (or non-positive). We say that the elements
Pm,± are the Laurent cover associated to M ×{+,−}, so that we obtain a twisted complex
Tˇ (P,M × {+,−}) on F given by Equation (B.3).
Let (P, P ′) be a pair of polytopes. By definition, the space of morphisms in the category
of twisted complexes on F from Tˇ (P,M × {+,−}) to P ′ is given by ⊕
σ⊂M×{+,−}
CF ∗(Pσ, P
′)[−n], δ
(B.1)
with the differential induced by restriction.
Lemma B.3. For each pair of polytopes (P, P ′), the natural map
(B.2)
 ⊕
σ⊂M×{+,−}
CF ∗(Pσ , P
′)[−n], δ
→ CF ∗(P, P ′)
is a quasi-isomorphism.
Proof. Filtering by the degree of critical points of the Morse function, it suffices to prove
that the augmented complex
(B.3)
⊕
σ⊂M×{+,−}
Homc(ΓPσ ,ΓP
′
)→ Homc(ΓP ,ΓP
′
)
is a quasi-isomorphism. As in [19, Lemma 8.4], induction on the number of elements of M
reduces this to the case of a singleton, which follows immediately from Lemma B.2. 
Corollary B.4. If M × {+,−} indexes a Laurent cover of a polytope P , there is a natural
quasi-isomorphism
(B.4) P → Tˇ (P,M × {+,−}).

We now prove the main result of this section:
Proof of Proposition B.1. We essentially follow the method introduced by Tate in [19, Sec-
tion 8]: every cover Σ admits a refinement by a Laurent cover M × {+,−} obtained by
considering the functions defining all boundary facets of polytopes appearing in the cover.
The naturality of the construction of the complexes Tˇ implies that we can write the map
from P to the Cˇech twisted complex associated to M × {+,−} as a composition:
(B.5) P → Tˇ (P,Σ)→ Tˇ (P,M × {+,−}),
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where the first arrow is the map which we would like to show is a quasi-isomorphism. By
Corollary B.4, it suffices to show that the second map is a quasi-isomorphism. Filtering by
the number of elements of a subset σ ∈ Σ, this follows by applying Corollary B.4 to
(B.6) Pσ → Tˇ (Pσ ,M × {+,−}).

Appendix C. Computations of Floer cohomology groups
As in Appendix B, we consider the local situation, by studying the category of polyotpes
in H1(T
n,R). The main goal is to prove Proposition 2.15. Along the way, we shall prove
that morphisms between disjoint polytopes vanish.
Remark C.1. A version of the results of this section holdd for the completions of the homol-
ogy of the based loops space of any topological space having the homotopy type of a finite
CW complex, where the polygons are integral affine subsets of first cohomology. The proof
would take us too far afield, so we give a computational and explicit proof in the case of
tori.
C.1. The 1-dimensional case. Consider the circle equipped with the standard Morse
function with a unique minimum and maximum, and let U denote the local system corre-
sponding to the regular representation of the fundamental group. Identifying the space of
paths from the minimum to the maximum with the space of based loops at the maximum
via the choice of one segment, and the homology of the latter with the Laurent polynomial
ring Γ = Z[z, z−1], the differential in the Morse complex with coefficients in Hom(U,U) can
be expressed as the map
(C.1) φ 7→ φ− z · φ · z−1,
and the kernel of this differential is naturally isomorphic to
(C.2) Γ ≡ HomΓ(Γ,Γ) ⊂ HomZ(Γ,Γ).
Consider the map
HomZ(Γ,Γ)← HomZ(Γ,Γ)(C.3)
ψ(zi) + zh(ψ)(zi−1) = h(ψ)(zi)←[ ψ,(C.4)
which we normalise by setting hψ(1) = 0.
Lemma C.2. The map h defines a homotopy from the identity of Hom(U,U) to the pro-
jection
HomZ(Γ,Γ)→ HomΓ(Γ,Γ) ≡ Γ(C.5)
φ 7→ φ(1)(C.6)
from the degree 0 summand to Γ. 
For later purposes, it is convenient to derive this complex, and the corresponding null-
homotopy, from a version of the Koszul complex: namely, consider
(C.7) Γ⊗ Γ→ Γ⊗ Γ
with differential
(C.8) d(f ⊗ g) = f ⊗ g − z−1 · f ⊗ g · z.
The complex Hom(U,U) is naturally isomorphic to the complex of Γ-module maps from
Equation (C.7) to Γ, and the null-homotopy h arises from a null homotopy of this complex.
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Remark C.3. Note that the choice of Koszul complex depends on a choice of decomposition
of Laurent polyonomials into positive and negative powers. In particular, the differential
d− associated to swapping the roˆles of z and z
−1 is related to the above differential by the
equation
(C.9) d− = −z · d · z
−1.
The minus sign above accounts for the sign ambiguity we shall encounter later when we
consider the dual Floer cohomology group.
C.2. The standard Morse complex on the torus. We consider the torus Tn ≡ S1 ×
· · · × S1, whose group ring we denote Γ. The product decomposition, and an orientation of
each factor, induce an isomorphism
(C.1) Γ ≡ Z[z±1 , · · · , z
±
n ].
It is convenient to switch back and forth between this notation, and the notation wherein
we write elements of Γ as zα for α ∈ Zn.
Consider the standard Morse function, i.e. the sum of the standard Morse functions on
each factor, having a unique minimum and maximum, and pick on each factor a path from
the minimum to the maximum. Consider the universal local system whose fibre at a point is
the space of paths to a basepoint, which we choose to be the maximum. Our choice of paths
identifies the Morse complex with coefficients in the endomorphisms of this local system
with
(C.2) Hom(Γ,Γ)⊗H∗(Tn,Z),
with a differential given by
(C.3) ∂(φ⊗ α) =
∑
i
∂i(φ⊗ α) ≡
∑
i
(
φ− zj · φ · z
−1
j
)
⊗ bj ∧ α,
where {bj}nj=1 is the standard basis of H
1(T n).
There is a natural subcomplex of Equation (C.2) given by the inclusion of
(C.4) Γ→ Hom(Γ,Γ)⊗H∗(T n;Z)
whose image lies is HomΓ(Γ,Γ) ⊗H0(T n). We shall construct an explicit retraction from
the right to the left hand side.
To this end, we define a map
hj : Hom(Γ,Γ)→ Hom(Γ,Γ)(C.5)
hjψ(z
α) =
{
0 if αj = 0
ψ(zα) + zj · ψ(zα−ej ) otherwise
(C.6)
where α ∈ Zn, and ej is the jth basis element. Note that this is a recursive definition of
hjψ, and that the explicit formula is
(C.7) hjψ(z
α) =
{∑αj−1
i=0 z
iejψ(zα−iej ) 0 ≤ αj
−
∑−1
i=αj
ziejψ(zα−iej ) αj < 0.
We then define
h : Hom(Γ,Γ)⊗H∗(T n)→ Hom(Γ,Γ)⊗H∗(T n)(C.8)
h =
n∑
j=1
hj ⊗ ιj ,(C.9)
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where ιj is the slant product
(C.10) H∗(T n;Z)→ H∗−1(T n;Z)
with the basis element of ej ∈ H1(T n;Z).
Lemma C.4. The map h is a homotopy between the identity and the projection
Hom(Γ,Γ)⊗H0(T n;Z) 7→ Γ(C.11)
φ⊗ 1 7→ φ(1).(C.12)
Proof. The complex Hom(Γ,Γ) ⊗ H∗(T n;Z) is naturally isomorphic to the complex of Γ-
homomorphisms from the n-fold tensor product of Equation (C.7) to Γ, and the homotopy
to the projection is induced from the corresponding homotopy in Equation (C.3). 
C.3. Construction of the homotopy for inclusions: I. Our goal is to extract from
Lemma C.4 a bounded homotopy for the completions. To this end, we now use Γ to denote
the ring of Laurent polynomials over the Novikov field Λ.
Let P0 and P1 be integral affine polytopes in H
1(T n;R). The Morse complex computing
morphisms between the corresponding local systems is given by
(C.1) CF ∗(P0, P1) ∼= Hom
c(ΓP0 ,ΓP1)⊗H∗(T n;Z),
with differential given by Equation (C.3). Moreover, we have the inclusion of HomcΓ(Γ
P0 ,ΓP1)
in degree 0.
Lemma C.5. If P1 ⊂ P0, the homotopy h is continuous, hence induces a retraction
(C.2) Homc(ΓP0 ,ΓP1)⊗H∗(T n;Z)→ HomcΓ(Γ
P0 ,ΓP1) = ΓP1
Proof. It suffices to prove that each map hj is continuous, in which case is suffices to bound
(C.3) val(hjψ)− valψ
for any (continuous) map ψ from ΓP0 to ΓP1 . A straightforward computation reduces this
to proving that
(C.4) valP0 zj ≤ valP1 zj
which follows immediately from the inclusion P1 ⊂ P0. 
From this, we conclude the first part of Proposition 2.15, exhibiting the isomorphism
between HF ∗(P0, P1) and Γ
P1 if P1 ⊂ P0.
C.4. Construction of the homotopy for disjoint sets. Let us now consider the case
where P0 and P1 are disjoint integral affine polytopes. By a change of coordinates, we may
assume that the first lies in the region where the first coordinate is strictly positive, and the
second in the region where it is strictly negative. We then define
h : Homc(ΓP0 ,ΓP1)⊗H∗(T n)→ Homc(ΓP0 ,ΓP1)⊗H∗(T n)(C.1)
ψ ⊗ v 7→
∞∑
i=1
zi1 · ψ · z
−i
1 ⊗ ι1v.(C.2)
We note that the infinite series on the right hand side is convergent because
(C.3) val(zi1 · ψ · z
i−1
1 ) = val(ψ) + i
(
valP0(z) + valP1(z
−1)
)
and the assumptions on P and P1 respectively imply that
(C.4) 0 < valP0 z and 0 < valP1 z
−1.
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Lemma C.6. The map h defines a null-homotopy of Homc(ΓP0 ,ΓP1)⊗H∗(T n).
Proof. Let us write H∗(T n) as the direct sum H0(S1)⊗H∗(T n−1)⊕H1(S1)⊗H∗(T n−1).
The compositions
h ◦ ∂1 : Hom
c(ΓP0 ,ΓP1)⊗H0(S1)⊗H∗(T n−1)→ Homc(ΓP0 ,ΓP1)⊗H0(S1)⊗H∗(T n−1)
∂1 ◦ h : Hom
c(ΓP0 ,ΓP1)⊗H1(S1)⊗H∗(T n−1)→ Homc(ΓP0 ,ΓP1)⊗H1(S1)⊗H∗(T n−1),
both agree with the identity by an explicit computation. On the other hand, h commutes
with each differential ∂i for i 6= 1. The result follows. 
Corollary C.7. If P0 ∩ P1 = ∅, the cohomology group HF ∗(P0, P1) vanishes. 
C.5. Computation of morphisms for inclusions: II. Consider the 1-dimensional case,
with intervals P1 ⊂ P0. Recall that
(C.1) valP0 z < valP1 z and valP0 z
−1 < valP1 z
−1,
thus, there is a constant c such that
(C.2) valP1 z
i − valP0 z
i > c|i|.
Lemma C.8. The natural inclusions
(C.3) Homc(ΓP0 ,ΓP0)← Homc(ΓP1 ,ΓP0)→ Homc(ΓP1 ,ΓP1)
factor through the inclusions
ΓPi⊗ˆHomc(ΓPi ,Λ) ⊂ Homc(ΓPi ,ΓPi).(C.4)
Proof. We can formally write any element φ ∈ Homc(ΓP1 ,ΓP0) as
(C.5)
∑
i,j
φi(z
j)zi ⊗ ρj ,
where φi(z
j) is the coefficient of zi in φ(zj), and ρj is the homomorphism which assigns 1
to zj and 0 to every other monomial basis element of Γ. The assumption that φ is bounded
implies that there exists a constant K such that
(C.6) mini,j
(
valφi(z
j) + valP0 z
i − valP1 z
j
)
≥ K.
The result now follows from Equation (C.2), since replacing valP0 z
i by valP1 z
i allows us to
add c|i| to the right hand side, so that, when considered as an element of Homc(ΓP1 ,ΓP1),
there are only finitely many terms with valuation bounded above by any given number.
Replacing valP1 z
j by valP0 z
j implies the same for Homc(ΓP0 ,ΓP0). 
We conclude that there is a natural trace
(C.7) tr : Homc(ΓP1 ,ΓP0)→ Λ,
given by the composition of the inclusions into ΓPi⊗ˆHomc(ΓPi ,Λ) with the evaluation map
ΓPi⊗ˆHomc(ΓPi ,Λ)→ Λ(C.8)
f ⊗ ρ 7→ ρ(f).(C.9)
Explicitly, the trace can be written as
(C.10) ψ 7→
+∞∑
i=−∞
ψ(zi)i,
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where the subscript records the coefficient of zi. This in particular shows that the traces
defined via endomorphisms of ΓP0 and ΓP1 agree.
We now consider the map
ǫ : Homc(ΓP1 ,ΓP0)→ Homc(ΓP1 ,Λ)(C.11)
ǫψ(f) = tr (ψ ◦ f) .(C.12)
It is easy to see that ǫ composes trivially with the differential on CF ∗(P1, P0) hence
defines a chain map to Homc(ΓP1 ,Λ). Consider the map
Homc(ΓP1 ,ΓP0)← Homc(ΓP1 ,Λ): δ(C.13)
ρ(f) = δ(ρ)(f).(C.14)
Lemma C.9. The composition ǫ ◦ δ is the identity on Homc(ΓP1 ,Γ).
Proof. Consider the map δ(ρ) · zi. We compute that
(C.15) δ(ρ)(zi · zj) = ρ(zi+j).
Thus the trace of this map is given by setting j = 0, and is equal to ρ(zi). 
We now define a map ~ which will serve as a homotopy between the identity and the
composition δ ◦ ǫ, and which is determined by the expression
Homc(ΓP1 ,ΓP0)← Homc(ΓP1 ,ΓP0)(C.16)
ψ + ~(z−1 ◦ ψ ◦ z) = ~(ψ)←[ ψ,(C.17)
which we normalise by requiring that ~(ψ) vanish if the image of ψ is contained in the image
of δ. We obtain an explicit expression for this map as follows: formally write
(C.18) ψ =
∑
i∈Z
ψi
with ψi having image in the line spanned by z
i. We have
(C.19) ~ψi =

∑i−1
j=0 z
−j ◦ ψi ◦ zj 1 ≤ i
0 i = 0∑−1
j=i z
−j ◦ ψi ◦ zj i ≤ −1,
and we (formally) define
~ψ =
∑
i∈Z
~ψi(C.20)
=
∑
j≤−1
z−j ◦ ψ≤j ◦ z
j +
∑
0≤j
z−j ◦ ψj+1≤ ◦ z
j,(C.21)
where ψ≤j is the sum of all components ψi with i ≤ j, and ψj+1≤ is the sum of all components
with j + 1 ≤ i.
Lemma C.10. The expression in Equation (C.21) is convergent, and the map ~ is contin-
uous.
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Proof. We compute that, for j strictly negative, the valuation of z−j · ψ≤j · zj is given by
the infimum over all Laurent polynomials f of
valP0 z
−j · ψ≤j · z
jf − valP1 f = j valP0 z
−1 + valP0 ψ≤j · z
jf − valP1 z
jf(C.22)
+ valP1 z
jf − valP1 f(C.23)
≥ j valP0 z
−1 + valψ≤j + valP1 z
j(C.24)
≥ −j
(
valP1 z
−1 − valP0 z
−1
)
+ valψ.(C.25)
The desired bound in this case thus follows from Equation (C.2). The case of positive
monomials is similar, and the result immediately follows. 
Lemma C.11. The map ~ defines a homotopy between the identity on CF ∗(P1, P0), and
the projection δ ◦ ǫ.
Proof. The fact that ~◦d is the identity follows trivially from Equation (C.17). The identity
d ◦ ~ follows from computation using the formal decomposition used above. In particular,
for φ with image in the line spanned by zi with i positive, we have
d~φ = d
(
φ+ z−1φz + · · ·+ z−i+1φzi−1
)
(C.26)
= φ− z−1φz + z−1φz − z−2φz2 + · · · − z−iφzi(C.27)
= φ− z−iφzi.(C.28)
The result thus follows from the equality δ ◦ ǫ(φ) = z−iφzi. 
We now consider the higher dimensional situation: let P1 ⋐ P0 be nested integral affine
polytopes in Rn. As before, we have a map
ǫ : Homc(ΓP1 ,ΓP0)→ Homc(ΓP1 ,Λ)(C.29)
ǫψ(f) = tr (ψ ◦ f) .(C.30)
with one-sided inverse given by the inclusion
(C.31) δ : Homc(ΓP1 ,Λ)→ Homc(ΓP1 ,ΓP0)
whose image consists of maps factoring through Λ · 1 ⊂ ΓP0 .
Consider the maps ~j given by
HomZ(Γ
P1 ,ΓP0)← HomZ(Γ
P1 ,ΓP0)(C.32)
ψ + ~j(z
−1
j ◦ ψ ◦ zj) = ~j(ψ)←[ ψ,(C.33)
which we normalise by requiring that ~j(ψ) vanish if the image of ψ is contained in the
space spanned by monomials with trivial power of zj (i.e. convergent Laurent series in the
variables zi for i 6= j). As in Section C.4, we set
(C.34) ~ =
n∑
j=1
~j ⊗ ιj .
This map provides a homotopy between the identity on CF ∗(P1, P0) and the projection to
Homc(ΓP1 ,Λ) given by the composition
(C.35) CFn(P1, P0)
ǫ // Homc(ΓP1 ,Λ)
δ // CFn(P1, P0).
The proof of Proposition 2.15 is now complete.
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Remark C.12. The constructions of this section are formally dual to those of Section C.4,
in the sense that the formulae we use can be derived from those of that section by dualising
with respect to the pairing
Γ⊗ Γ→ Λ(C.36)
f ⊗ g 7→ Res(fgdz/z)(C.37)
where the symbol Res(hdz) assigns 1 to the monomial h = z−1, and 0 to every non-trivial
monomial. One can thus link the discussion of this section with the theory of residues via
Tate’s approach [18].
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