Abstract. Simultaneous tests of a huge number of hypotheses is a core issue in high flow experimental methods. In the central debate about the type I error rate, [Benjamini and Hochberg, 1995] have provided a procedure that controls the now popular False Discovery Rate (FDR).
Introduction
Although multiple testing issues have been widely discussed in the statistical literature for a long time, novel approaches have emerged in recent years to face situations where the number of tests is especially huge. Simultaneous tests have for instance become one of the core issues in the analysis of gene expressions measured in microarray experiments. Here, the main goal is to identify the genes that show good evidence of being differentially expressed under two conditions (eg. treatments, genotypes or times in kinetic studies).
In the recent discussions about a type I error rate that would yield to less conservative decision rules than the traditional Bonferroni strategy, a major innovation has come from [Benjamini and Hochberg, 1995] , who define the false discovery rate (FDR) as the proportion of true H 0 among the tests for which H 0 is rejected. [Benjamini and Hochberg, 1995] also provide a decision rule that is shown by [Benjamini and Yekutieli, 2001 ] to control the FDR under a large class of positive dependency between the test statistics.
Generally, attempts to improve the existing methods involve a better knowledge in the responses' dependency structure. Unfortunately, the high dimensionality of the data usually prohibits the modelling of the whole set of variables' joint distribution. As mentioned by [Kendziorski et al., 2003] , treating variables as independent tend to be less efficient than some Bayesian approaches which take advantage of the shared information between variables. Some authors (see for instance [Lönnstedt and Speed, 2002] ) proposed moderated versions of the t-statistic where the variable-specific variance estimator that appears in the denominator is augmented by a constant derived from the data of all variables.
In many situations, relating the responses to auxiliary variables can also give insight into the correlation structure of sets of variables. For instance, in the case of transcriptomic data, phenotypic variables, often much easier to obtain than microarray data, can help interpreting the correlation structure between gene expressions. Integrating biological relevant knowledge and gene expressions is still not usual in the differential analysis, though more traditional in exploratory data analysis.
The aim of our paper is to propose a testing method, based on moderated t-statistics that integrates external information to improve the power of the usual testing strategies. This external information is supposed to be available in the sample for which the core variables concerned by the tests are measured but also on additional items for which the responses are not measured. Improving inference in such a double-sampling framework is not new in some areas of statistics. However, such sampling strategies are usually dedicated to improvements of estimation procedures and more rarely to testing issues.
In a multivariate regression framework, many papers have dealt with the optimal allocation of the measurements of the outcome and of the auxiliary variable (see [Conniffe, 1985] ; [Causeur, 2005] ). The starting point of the present paper comes from [Causeur and Husson, 2007] who proposed to adapt the methodology to testing issues.
In section 2, some basics about multiple testing are recalled and the impact of a high correlation on the error rates is discussed. Section 3 is dedicated to the definition of our moderated t-statistics in a double-sampling scheme and section 4 addresses the statistical properties of a double-sampling Benjamini-Hochberg procedure. In the talk, the method will be illustrated by microarray data used to select the genes that affect the degree of muscle destructuration in pigs.
Simultaneous test of a large number of hypotheses
Let Y (k) ij be the jth replicate, j = 1, . . . , n (k) i of the kth variable, k = 1, . . . , K, for the ith level of a factor. Hereafter, the case of a factor with only two levels will be considered. The usual framework is assumed, namely
The main goal is to point out the variables Y (k) for which the
. . , K, has to be rejected in favor of the alternative hypothesis H (Benjamini and Hochberg, 1995) Most of the multiple testing strategies are based on the ranked p-values p 1 ≤ p 2 ≤ . . . ≤ p K of the t-tests used to compare the mean levels of the K variables under both conditions. Basically, procedures rely on the choice of a cut-off t such that, if
The False Discovery Rate
is rejected. For each cut-off t, call V t the number of false discoveries (or false positives), namely the number of variables for which H (k) 0 is rejected although it is true. Call also R t the observable number of variables for which H (k) 0 is rejected. The False Discovery Rate FDR t for the cut-off t is defined by [Benjamini and Hochberg, 1995] as the expected rate of false discoveries among the variables for which the null hypothesis is rejected:
[ Benjamini and Hochberg, 1995] suggest to choose t among the ordered pvalues p k . Suppose first that the number m 0 of true
is known. If t = p k , then R t = k and, assuming the p-values are independently and uniformly distributed, an intuitive estimator of FDR t is given by
Usually, K − m 0 is negligible with respect to K which allows the replacement of m 0 by K in the former procedure. Under a quite general assumption of positive dependency, [Benjamini and Yekutieli, 2001] show that such a procedure controls the FDR at level α.
The Non-Discovery Rate
The discussions about simultaneously testing many hypotheses have so far focused on Type I error rate. [Dudoit et al., 2003] have however explored different definitions of the power of a multiple testing strategy. Among these definitions, 1 − E(T t /m 1 ) has been widely used, where m 1 is the number of true H (k) 1 and T t is the number of non-rejected H (k) 0 that should have been rejected (false negatives). Hereafter, NDR t = E(T t /m 1 ) will be used as the type II error rate.
Impact of a high correlation on the type II error rate
The following simulation study is intended to show the impact of a high correlation on the NDR. First, in 1000 datasets with two groups of n = 10 rows, 100 independent variables are simulated according to a normal distribution with standard deviation 1 and expectation 0 for half of the variables. For the remaining 50 variables, µ
1 is set to 1.25. In 1000 other datasets, the same feature is reproduced except that each pair of variables has the same intra-group correlation, ρ = 0.90. For each dataset, a Benjamini-Hochberg procedure is performed with a control of the FDR at level α = 0.05 and the rates of false negatives and false positives are calculated. Figure 1 , displaying the histograms of the error rates, shows a much larger dispersion of the distribution of the error rates when the variables are highly correlated. In other words, in the case of a high correlation, the type II error rate is much more unstable than in the opposite case of independence. Note that, the expectation of the rate of false negatives, namely the NDR, is however, roughly speaking, the same.
Testing in the presence of an auxiliary covariate
Although there is no methodological concern considering the case of many auxiliary covariates, the present paper focuses on the situation of only one covariate Z.
Moderated t-statistics
Suppose that measurements Z ij , j = 1, . . . , N i , of Z are available on a sample containing the
2 items on which the variable Y (k) is measured. In the following, Z ij is assumed to be normally distributed with mean µ i and standard deviation σ. Hereafter N = N 1 + N 2 denotes the size of the wider sample. Call Y (k) n and Z n (k) the n (k) −vectors of the observations of the outcome and the covariate respectively on the sample of size n (k) . The above double-sampling context is a particular case of the general situation described in [Causeur and Husson, 2007] where the test of a General Linear Hypothesis, here H
is considered under the assumption of a non-diagonal covariance structure involving Z. If the variance parameters are assumed to be known, the likelihood ratio-test statistic T (k) resulting from [Causeur and Husson, 2007] can be expressed as follows:
where ρ k is the intra-condition correlation between Y (k) and Z, f derived on the small sample, which means that no improvement is to be expected from the covariate.
The moderated t-statistics,T k = T (ρ k ,σ k ,σ), integrating the measurements of the covariates, are obtained by plugging in the ML estimators, given by [Causeur, 2005] , of the variance parameters in expression (1).
Small-sample distribution
In some traditional fields of application of the multiple testing methods, a very small number of replications in each groups is rather frequent. Therefore, there is an actual need in a non-asymptotic approximation of the moderated test statistics' distribution. The result that is given hereafter concerning this distribution is not proved here since it is deduced from [Causeur and Husson, 2007] .
Let us define the random variate T n,N (ρ 2 k ) as follows:
where T 1 , T 2 and T 3 are mutually independent. In addition, if δ
1 )/σ k denotes the standardized difference between the mean levels of the kth response variable in both conditions, T 1 is distributed according to a normal distribution with expectation
and standard deviation 1. T 2 is distributed according to a χ 2 n1+n2−3 distribution. Suppose now that B and S are independent random variates following respectively a B([n
2 ]/2) and a χ 2 N1+N2−2 , then T 3 is conditionally distributed, given B and S, as the ratio between a non-central chi-square variable with 1 degree of freedom and non-centrality
The moderated t-statisticT k and T n,N (ρ 2 k ) have the same limiting distributions when n and N are large and moreover, even in small-sample conditions, the distribution of T n,N (ρ 2 k ) approximates the distribution ofT k .
Power of the double-sampling test
First, let us consider that the variance parameters are known. It is straightforward checked that the distribution of T (k) (ρ k , σ k , σ) is then normal with mean δ n,N (ρ k ) where δ 
Note that δ n and δ N are the expectations of the test statistics calculated on the sample of size n (k) and N respectively. Therefore, expression (3) implies that the power of the double-sampling test is always larger than the power of the test based on the small sample only (equality holds if ρ k = 0) and always smaller than the test that would be based on the sample of size N (equality holds if ρ k = 1).
When the variance parameters are no more assumed to be known, the preceding result remains true asymptotically. The left plot of figure 2 displays the power functions for various values of ρ k together with the power function of the t-test on the small-sample in the case n tests on which it is based. The following simulation study aims at showing the impact of a relevant auxiliary variable on the power of the procedure. For various values ρ, 1000 datasets are simulated, with two groups of n 1 = n 2 = 10 rows and 100 variables, normally distributed with a null difference between the means in both groups for half of the variables and a difference of 1.25 for the second half of the variables, standard deviation 1 and an equal intra-group correlation ρ with an auxiliary covariate Z. Z is itself normally distributed with standard deviation 1 and mean 0 for items in the first group and 2 in the second group. N 1 = N 2 = 75 observations of Z are available in each group, among which the n 1 = n 2 = 10 rows for which the responses are observed. For each dataset, both the usual Benjamini-Hochberg procedure based on the single-sampling t-tests and the modified procedure based on the double sampling-scheme are performed with a control of the FDR at level α = 0.05. Figure 3 shows the decrease of the mean NDR of the double-sampling procedure when ρ increases. It also shows that the mean NDR of the singlesampling strategy remains quite unchanged for all the values of ρ. In fact, the perturbed form of the graph is due to the high dispersion of the distribution of the rate of false negatives that was already mentioned on section 2. Figure 3 also displays histograms of the rates of false negatives for the two approaches for ρ = 0.6 and confirms this difference in terms of dispersion.
Illustration
In the talk, phenotypic variables are used as covariates to improve the power of the differential analysis in a study of microarray data dedicated to muscle destructuration in pigs. 
