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Jet-Observablen sind sehr wichtig fu¨r das Versta¨ndnis der Physik der starken Wech-
selwirkung, da die partonische Dynamik nur anhand von Jets experimentell beobachtet
werden kann. Aufgrund der vielfa¨ltigen pra¨zisen Messungen dieser Observablen (und
damit eng verwandter Ereignisformvariablen), die bei LEP, HERA und am Tevatron
durchgefu¨hrt wurden, und in Hinblick auf die zu erwartende Qualita¨t der Messdaten
am LHC, werden Jet Observablen heutzutage fu¨r Pra¨zisionsstudien benutzt. Hierfu¨r ist
eine hohe Genauigkeit der theoretischen Vorhersagen erforderlich, welche Berechnungen
in der zweitfu¨hrenden Ordnung (NNLO) in der Sto¨rungstheorie beno¨tigt.
In den letzten Jahren wurden mit Hilfe des Antenna Subtraktionsformalismus NNLO
QCD Korrekturen zu 3-Jet Produktion in Elektron-Positron Annihilation berechnet.
Im ersten Teil dieser Arbeit wird dieses Subtraktionsschemata auf Prozesse mit einem
hadronischen Anfangszustand erweitert. Dies erlaubt nun die Implementierung eines
Monte Carlo Generators auf Parton-Niveau zur Berechnung von NNLO Korrekturen
zu Jet-Observablen in tief inelastischer Elektron-Proton Streuung. Ausserdem ist diese
Erweiterung ein fundamentaler Baustein fu¨r die Konstruktion eines derartigen Pro-
gramms fu¨r rein hadronische Teilchenkollisionen.
Im zweiten Teil der Dissertation betrachten wir die Kombination von NNLO Rech-
nungen mit Resummationsrechnungen, welche dominante Terme in allen Ordnungen
der Sto¨rungstheorie aufsummieren. Verschiedene Schemen werden hierfu¨r hergeleitet.
Das Matching wird auf NLLA+NNLO Genauigkeit fu¨r sechs Ereignisformvariablen
angewendet, die sehr genau am LEP Beschleuniger gemessen worden sind. Die resul-
tierenden Vorhersagen wurden fu¨r eine neue Bestimmung der starken Kopplungskon-
stante αs benutzt:
αNLLA+NNLOs (MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo) .
Im letzten Teil werden ho¨here Momente von Ereignisformvariablen auf NNLO betra-
chtet und dazu anhand eines dispersiven Models analytische nicht-perturbative Poten-
zkorrekturen (NPPC) berechnet. Ein kombinierter Fit von αs und der nicht-perturbativen
effektiven Kopplung α0 wurde durchgefu¨hrt:
αNNLO+NPPCs (MZ) = 0.1153 ± 0.0017 (exp)± 0.0023 (theo),
αNNLO0 = 0.5132 ± 0.0115 (exp)± 0.0381 (theo) .
Die zwei αs Bestimmungen erlauben desweiteren Hadronisierungskorrekturen mit
verschiedenen Monte Carlo Event-Generatoren zu studieren, und die mit den Vorher-
sagen von analytischen Modellen zu vergleichen.
Abstract
Jet observables are of fundamental importance in the physics of strong interactions
since the parton dynamic can be studied experimentally only observing jets. Thanks to
the many very accurate measurements carried out at LEP, at HERA and at Tevatron,
and in view of the high quality data expected at LHC, jets are nowadays objects of
precision studies, for which next-to-next-to-leading (NNLO) order QCD calculations
are mandatory.
Recently NNLO QCD corrections to 3-jet production in electron-positron annihila-
tion were computed using the antenna subtraction formalism. In the first part of this
work we extend this subtraction scheme to incorporate processes with one hadronic
initial state at NNLO. This allows the implementation of a parton-level Monte Carlo
event generator programme for the calculation of NNLO corrections to jet production
observables in deeply inelastic electron-proton scattering. Furthermore it is an impor-
tant ingredient for the construction of a similar parton-level programme for hadron
colliders.
In the second part of the thesis we consider the matching of the fixed NNLO cal-
culations mentioned above with resummation calculations. Several matching schemes
are derived at different orders in perturbation theory. In a second step we apply the
matching at NLLA+NNLO to a set of six event-shape variables measured very pre-
cisely at LEP. These new matched results were used to perform a new fit of the strong
coupling constant αs resulting in
αNLLA+NNLOs (MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo) .
In the final part of the thesis we consider moments of event-shape variables at NNLO
and compute analytic non-perturbative power corrections (NPPC) to them, using the
dispersive model. A combined fit of αs and a non-perturbative effective coupling α0 is
performed finding
αNNLO+NPPCs (MZ) = 0.1153 ± 0.0017 (exp)± 0.0023 (theo),
αNNLO0 = 0.5132 ± 0.0115 (exp)± 0.0381 (theo) .
The two determinations of αs permitted also to investigate the role of hadronization
corrections using different generations of Monte Carlo event generator predictions and
analytic models.
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For some strange coincidence, this thesis has begun to be written in concomitance with
the first couple of days of running of the world most powerful particle accelerator ever
build: the Large Hadron Collider (LHC) at CERN in Geneva. The LHC will allow
to explore energies and distances never reached before. The entire particle physics
community, and together with it the whole humanity, is looking forward to see some
signs of new physics phenomena and of course of the only piece missing in the theory
which today describes all of the known interactions between elementary particles: the
Higgs boson. Although this theory, called the Standard Model of elementary particle
physics (SM), is by now established, an important part responsible for explaining the
origin of the mass of all elementary particles is still missing. This chapter is a brief
overview of a history which started many centuries ago, when people started to believe
that matter should consist of some fundamental building blocks, and culminated with
the formulation and the discovery of the SM: one of the most elegant and fascinating
theories that human mind could ever conceive. In this chapter we will describe some
basic concepts of particle physics and of the SM and slowly focus on the part describ-
ing the strong interaction, which will concern us in the next chapters: the so-called
Quantum Chomodynamics (QCD).
1.1 The idea of matter building blocks
The idea that our universe can be understood as an assembly of some basic building
blocks is very old. Although the idea was motivated for many centuries only by philo-
sophical reasons, the concept of atom dates back to the 6th century BC. The earliest
references were found in ancient India. About one century later Leucippus, followed
by his pupil Demokritos, developed the atomism: a natural philosophy whose basic
idea was that the natural world consists of two opposite and indivisible constituents:
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atoms and void. The word atom derives from the Greek a´tomos, which means ”un-
cuttable”. For the atomists atoms were the building blocks of all knowable matter.
They were invisible and, as the etymology of the word says, they were indivisible and
thus also unchangeable and eternal. Void was seen as the opposite of matter or, in
other words, the space in which matter can move. Atomism as a natural philosophy
became very controversial already at the time of Plato and it was almost forgotten in
later times since it was considered as unacceptable form of materialism and atheism
and thus heretical.
Only after the renaissance, in the late 16th and during the 17th century atomism
reappeared, though in new forms. Important contributions to the new spread and the
development of the atomistic ideas came from Francis Bacon, Galileo Galilei, Rene´
Descartes and Robert Boyle. In the 18th century the scientific method initiated by
Galileo Galilei started to influence the philosophical concepts about the structure of
matter, since some of the ideas and hypotheses could be verified by repeatable demon-
strations. In the 19th century the developments in chemistry lead to important dis-
coveries which could be explained very naturally by assuming the existence of atoms.
In the late 19th century and the first years of the 20th century many experiments
confirmed the existence of atoms. In 1905 A. Einstein published a work on the Brow-
nian motion [5] which is considered as one of the contributions which gave a definitive
confirmation of the existence of molecules, and therefore of what we today call atoms.
1.2 The long way to the Standard Model of particle physics
The confirmation of the existence of atoms was actually only the beginning. That this
was not the ultimate answer to the question about the building blocks of matter became
somehow clear already some years before, in 1897, when J. J. Thomson discovered the
first subatomic particle: the electron. As around 1911 E. Rutherford carried out his
famous scattering experiment in which he bombarded a gold foil with α particles, it
became clear that atoms have an inner structure with a central part responsible for
nearly the whole mass, the so-called nucleus, and a cloud of electrons orbiting around
it. In 1919 Rutherford observed that hydrogen nuclei were present also in other nuclei.
This claim can be paraphrased by saying that the proton is also part of the nuclei of
other atoms. For this reason, this observation is usually indicated as the discovery
of the proton. However, only after J. Chadwick discovered the neutron, in 1932, it
became clear that the nuclei are actually build up by protons and neutrons tightly
bound together. In the same year also the positron, the antiparticle of the electron,
was discovered by C. D. Anderson by studying cosmic rays.
In the first half of the last century the new discoveries in the microscopic world in
terms of elementary particles came along with a huge evolution (sometimes even seen
2
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as a “revolution”) in the paradigm and the way of thinking about them. The theory
of special relativity and quantum mechanics, followed by the unification of the two
in a framework which is known today as Quantum Field Theory (QFT), pointed out
that our intuitive way of thinking about the world faces severe problems in describing
the nature and the behaviour of elementary particles. In fact all elementary particles
are quantum mechanical objects, in the sense that they obey the rules of quantum
mechanics. According to them, the behaviour of, say, an electron is sometimes well
described by thinking of it as a point-like particle, whereas some other times it is more
appropriate to see it as a wave or a wave packet.
After the second world war, when the first particle colliders were built, many other
particles were found. At that time scientists also realized that they needed to join their
efforts in order to realize the bigger and bigger experiments and research laboratories
needed. Many new research centers were build in those years. We mention just a
few like CERN (1954), DESY (1959) or SLAC (1962). In the sixties, seventies and
eighties many important experimental discoveries and theoretical developments lead
to the quantum field theory now called “The Standard Model”. Among them there
is also the discovery that protons and neutrons are not elementary particles, but are
rather constituted by some more fundamental particles called quarks and gluons. The
first one were first discovered in deep-inelastic scattering experiments at SLAC [6, 7],
whereas evidence for latter was observed first at the electron-positron collider PETRA
at DESY [8]. For a detailed historical review of the development of particle physics we
refer to e.g [9].
1.3 The Standard Model of particle physics
The Standard Model of particle physics (SM) is a QFT-based model which describes the
interactions among elementary particles due to three of the four known forces existing in
nature. Gravitation, although being the most evident force for people in everyday’s life,
is the weakest of the four forces and its proper quantum description is still an open issue.
Classically it is very well described by General Relativity (GR). The SM consists of two
basic theories: the electroweak theory, which describes the electroweak interactions and
Quantum Chromodynamics (QCD), which deals with strongly interacting particles. It
is formulated mathematically in terms of a Lagrange density which is invariant under
local SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge transformations. In the framework of quantum
field theories, interactions among elementary spin-1/2 particles are always mediated
by some other spin-1 particles, called gauge bosons. Figure 1.1 shows the complete
particle content of the Standard Model.
Quantum-Electrodynamics (QED) is the theory of electromagnetic interactions at
















































Figure 1.1: Particles and forces described by the Standard Model. Fermions are present
in three different quark and lepton families. Furthermore, the six quark flavours can have
three different colours.
interaction, which is mediated by electromagnetic waves. In the quantum descriptions
these waves are seen as particles and are called photons. In the Standard Model QED
is unified with the weak interaction to form the so-called broken part of the SM La-
grangian. In fact the original SU(2)L ⊗U(1)Y symmetry is spontaneously broken to a
U(1)em symmetry by the Higgs-Kibble [10–14] mechanism, by which all the particles
of the SM acquire a mass1. The strong force described by QCD is the part of the
SM having the non-Abelian SU(3)C symmetry. The label C stands for “colour”. The
strong force is responsible for the interaction among quarks and is mediated by gluons.
For historical reasons quarks and gluons are collectively called partons [18]. For reasons
which will become clear in the next chapter, partons cannot be isolated at low energy,
but are always combined into bound states called hadrons.
Although the Higgs boson, which is connected to the breaking of the electroweak
symmetry, was not found yet and there are currently two colliders2 hunting for it,
the SM is very successful in describing electroweak and strong interactions. Its major
achievements were the prediction of the W± and Z0 bosons discovered in 1983 at CERN
SPS collider, the prediction of the top quark discovered at Tevatron in 1995 and the
many precise descriptions of electroweak and strong observables measured at LEP, at
HERA and at the Tevatron. The very precise measurements of jet observables need to
be compared with correspondingly accurate theoretical predictions.
1For a review of the Standard Model and of the Higgs mechanism we refer to a text book on the
SM like e.g. [15–17].
2One of the many aims of the LHC, which is starting up in these weeks, is to reveal the mechanism
of electroweak symmetry breaking, either by finding the SM Higgs boson or some other particle. Also
at Tevatron physicists are looking for the Higgs boson and in the last years they were able to exclude
it in a mass range around 160 GeV [19].
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The aim of this thesis is to improve higher order corrections for some of the QCD
observables measured at LEP and to extend computational tools in order to improve
the theoretical predictions for observables measured at HERA, at the Tevatron and in
future also at LHC.
At LEP a class of observables which describes the topology of hadronic final states
was measured very precisely. Up to recently, the theoretical predictions for these so-
called event-shape observables were based on a computation at next-to-leading order
(NLO) in perturbation theory, matched with a resummed prediction at next-to-leading-
logarithmic accuracy (NLLA). The development of the antenna subtraction formal-
ism [20, 21], which is described in detail in Chapter 3, permitted to extend the order of
the computation to next-to-next-to-leading order (NNLO). In this thesis we match the
NNLO calculations onto the resummed NLLA and give some insight on how to extend
the matching procedure to higher orders. The matched results were used to make new
fits of the strong coupling constant αs [22]. Furthermore the means and higher moments
of event-shape distributions were combined with non-perturbative corrections using a
dispersive model for αs [23]. In a second step the antenna subtraction formalism was
extended in order to be applicable to deep-inelastic scattering (DIS) and hadron-hadron
scattering processes, where there is at least one parton in the initial state [24].
In Chapter 2 we give a brief theoretical overview of QCD, focusing on some basic
properties which will be used in the following chapters. In Chapter 3 we present the
antenna subtraction formalism used to compute event-shape variables at NNLO, and
we extend it to the case in which there is a parton in the initial state. Chapter 4
is dedicated to event-shape observables in e+e−-annihilation. We explain how the
matching procedure works and how it was implemented in the C++ programm Lormeso.
Chapter 5 is dedicated to an analysis of non-perturbative corrections to the moments






In this chapter we introduce all the important concepts which are needed to understand
the following chapters and the new results presented in the thesis. It is not meant to
substitute any of the many very good textbooks on QCD, to which we refer for further
details [25–27]. It is rather a collection of the key ideas and it explains and develops
the language and the framework used in the next chapters.
2.1 Cross section calculations in QFT
Before starting with the description of the basis of QCD, we very briefly review the
basic concepts used in particle physics and how the structure of a theoretical calculation
looks like.
Apart from experiments which deal with cosmic rays, almost all other experiments
in high energy and particle physics are colliding experiments, where either two beams
of particles are accelerated and collided or a single beam is accelerated and smashed
against a fixed target. The resulting particles in the final state are analysed with the
goal of reconstructing the collision and understanding its dynamic. For this purpose
the most important quantities to be measured are cross sections, which are intrinsic to
the colliding particles and thus allow for comparisons among experiments with different
characteristics. Considering two bunches of particles of type A and B, with a length
lA, lB and a density per volume ρA, ρB, we can define the cross section to be
σ =
] Scattering events
ρA lA ρB lB A
, (2.1)
where A is the cross-sectional area common to the two bunches (Figure 2.1). It is
customary to measure the momenta k1, . . . , km of the outgoing particles. By specifying
the exact momenta which we want to select in the reaction, the quantity σ will be
infinitesimal. For this reason physicists are in general not only interested in the total
































































Figure 2.1: Two bunches of particles cross each other and some of them scatter together.
which is the infinitesimal quantity in the momenta of the outgoing particles1. Inte-
grating the differential cross section over the full range of momenta of all final state
particles, one obtains again the total cross section. Usually, instead of considering the
differential cross section in the momenta of the final state particles, physicists compute
the differential cross section in some other kinematical quantity Om (k1, . . . , km), for
example transverse momentum rapidity, which is a function of the final state momenta
itself. The theoretical predictions for the differential cross section in an observable On











dΦm |M (pA, pB → {kf})|2 J (m)m (k1, . . . , km) . (2.2)
The first factor on the right hand side is the flux factor. It takes care of the correct
normalization with respect to the total incoming particles according to eq. (2.1). The
sum runs over all possible configurations with m particles in the final state and Sm is
a symmetry factor, which ensures that contributions from indistinguishable final states
are not double counted. The integral goes over dΦm which is them-particle phase space,
whereasM (pA, pB → {kf}) is the matrix element for the reaction, whose absolute value
squared gives the probability for the transition. Finally J
(m)
m (k1, . . . , km) is a weight
called jet function, which defines the measurement and depends on the observable Om.
The matrix element contains all the information about the dynamic of the interaction
and is computed in QFT by making perturbation theory in the coupling constant.
In practice this means that all observables in QCD are computed by making a series
expansion in the strong coupling constant αs. We consider now a 2 → m scattering.
For the moment we do not specify whether the initial state particles are partons or
leptons. The leading-order (LO) contribution will then be given by
M (pA, pB → {kf}) =
∣∣M0m〉
where
∣∣M0m〉 denotes the amplitude of the process. Inserting this into (2.2) we obtain
a theoretical prediction for the cross section. This is however only the leading contri-
bution and therefore just a first approximation. To this prediction one can compute











. The index i labels the particle whereas the index j labels the spatial
component.
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quantum corrections, which might turn out to be important. The first approximation of
the quantum corrections is called next-to-leading order (NLO) and is one order higher in
the coupling constant. NLO corrections can be of two types: either virtual (this means
that they take into account a quantum fluctuation which is represented by a loop in the
Feynman diagram) or real. In
∣∣M0m〉 the label “0” denotes the number of loops in the
amplitude, whereas “m” is the number of final state particles. In the real corrections
an additional particle is present in the final state (m→ m+ 1) and it is allowed to be
arbitrarily collinear to the parton from which it was emitted and also its energy can
be arbitrarily small. One can go even higher in the perturbative expansion by com-
puting second order quantum corrections generally called next-to-next-to-leading order
(NNLO) corrections. In fact experimental data on several observables often attain an
accuracy of a few per cent or better, such that meaningful precision studies must rely
on theoretical predictions that require corrections at NNLO accuracy. A cross section
at NNLO is based on different amplitudes belonging to different Hilbert spaces: the




)2 ∣∣M2m〉+ O (α3s) , (2.3)
the amplitude for (m+ 1)-particle production at one loop:
|Mm+1〉 =
∣∣M0m+1〉+ (αs2pi
) ∣∣M1m+1〉+ O (α2s) , (2.4)
and the amplitude for the production of (m+ 2) particles at tree-level
|Mm+2〉 =
∣∣M0m+2〉+ O (α1s) . (2.5)














2< 〈M0m|M2m〉+ 2 〈M1m|M1m〉+ 16pi< 〈M0m+1|M1m+1〉+ 〈M0m+2|M0m+2〉) ,
(2.6)
where < denotes the real part. All the QCD amplitudes are computed starting from the
QCD Lagrangian density LQCD. Before writing down the QCD Lagrangian we recall
briefly the historical development which lead to it.
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2.2 The origin of QCD
After the second world war the interest in nuclear and high energy physics was very
high. This permitted to build a sequence of increasingly more powerful accelerators
which, by probing matter at ever smaller distances, lead to the discovery of many new
particles1. In the 60s there were so many different particles, that it was common to
speak about a particles zoo. All these hadrons could successfully be classified on a
group-theoretical basis in higher representations of SU(3) by M. Gell-Mann, Y. Dothan
and Y. Ne’eman [28]. It was even possible to predict the existence of a further par-
ticle resonance which was discovered some time later and called Ω−. The particles in
the fundamental representation of SU(3)F , building up all other particles, were called
quarks and came in three flavours (therefore the label ’F’): up (u), down (d) and
strange (s). In parallel the results of many deep-inelastic lepton-nucleon scattering
(DIS) experiments were consistent with the parton model, which assumes that the nu-
cleon is build up by pointlike constituents and the electron scatters incoherently against
them in DIS experiments. However the description of some hadrons gave rise to prob-
lems. In particular some resonances were discovered, which have a fully symmetric spin-
and flavour-wavefunction nevertheless they have a half-integer spin and therefore obey
Fermi statistics. The canonical example is the resonance ∆++ which is a composite
state of three valence up quarks and has spin Jz = +3/2:∣∣∆++; +3/2〉 = |u ↑〉 |u ↑〉 |u ↑〉 . (2.7)
This situation would imply a violation of Pauli’s spin-statistic theorem. The Pauli-
principle can be restored by introducing a new degree of freedom called colour [29] and
assuming that the resonance is completely antisymmetric in this new quantum number:




εijk |ui ↑〉 |uj ↑〉 |uk ↑〉 , (2.8)
where εijk is the completely antisymmetric Levi-Civita tensor. The idea behind the
SU(3)C colour symmetry is that all hadrons are “white” or colour-less, this means that
they must either be made by a totally antisymmetric composition of the three colours or
by a colour-anticolour pair. The success of the colour-symmetry lead to the definitive
development of Quantum Chromodynamics (chromo derives from the Greek khroˆma
and means colour) where the SU(3)C symmetry is promoted to a gauge symmetry. The
corresponding gauge bosons, called gluons, transform by construction under the eight-
dimensional adjoint representation. In the 70s, 80s and 90s three other heavier quark
flavours were discovered. They can be ordered in three families as shown in Figure 1.1.
1For a broader historical overview, we refer to other books on QCD like [25], and QCD history
as [9].
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2.3 The QCD Lagrangian
QCD is an example of a non-Abelian Yang-Mills theory [30], whose Lagrangian density
is composed by three important pieces:
LQCD = Linv. + Lgauge-fixing + Lghost . (2.9)
The first term Linv. is invariant under local SU(3)C gauge transformations. It can
be constructed starting from the Dirac Lagrangian by demanding local SU(3)C gauge
invariance and it contains the kinetic terms of quark and gluon fields and all the quark-
gluon and gluon-gluon interaction terms. Adopting Einstein’s summation convention












Fµν, aF aµν , (2.10)
where the sum runs over all quark flavours f . The field strength tensor F aµν and the
covariant derivative /D can be written in terms of the gluon field Aaµ as
F aµν = ∂µA
a












(mq)ij = mqδij . (2.13)
In the above equations gs is the bare gauge coupling, T
a
ij the generators of the SU(3)
gauge group in the fundamental representation and fabc are its structure constants.
In a covariant gauge the large degeneracy between sets of gluon field configurations,
which are equivalent under gauge transformations, requires the addition of two more
terms to the QCD Lagrangian. A gauge-fixing term Lgauge-fixing and a term for the ghost
fields Lghost, which are auxiliary fields η
a. Their interactions compensate for unphysical
polarizations in 3-boson vertices and external gauge boson states. The popular choice








where ξ is a parameter contributing only to the overall normalization. The Lagrangian








The two terms Lgauge-fixing and Lghost break gauge symmetry by imposing a particular
gauge choice. However a more general symmetry is still intact and was first derived
by C. Becchi, A. Rouet and R. Stora [31]. From LQCD it is possible to derive the
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Feynman rules and compute scattering processes by making a perturbative expansion





A set of QCD Feynman rules in covariant gauge is given in Figure 2.2. In this thesis we
A,µ p B, ν
: δAB
[























: −gs fABC [(p− q)ρ gµν+
(q − r)µ gνρ+
(r − p)ν gρµ]
A, µ B, ν
C, ρ D, σ
: −igs fEACfEBD [gµνgρσ − gµσgνρ]
−igs fEADfEBC [gµνgρσ − gµρgνσ ]
−igs fEABfECD [gµρgνσ − gµσgνρ]
Figure 2.2: QCD Feynman rules in covariant gauge.
will consider scattering amplitudes for processes where the centre-of-mass (CM) energy
Q is much larger than the quark mass mq. The only exception is the top quark, which
will be neglected since its mass is to high to be produced in the experiments we will
consider. From a renormalization group analysis of quark masses [25, 26] it turns out
that all masses can safely be set to zero in this regime. We will therefore work in a
completely massless theory with only five active flavours (NF = 5), unless something
different is stated.
2.3.1 Renormalization and running coupling constant
In computing loop corrections to scattering processes one encounters divergencies due
to very large momenta which can circulate in the loop. These divergencies are called
ultraviolet (UV) divergencies. They are typically of the following form:∫
d4k
1


















ln Λ . (2.17)
In a renormalizable theory UV divergencies can be absorbed in a redefinition of
the parameters and the fields of the Lagrangian. Since we are neglecting all the quark
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masses, the only a priori free parameter in the Lagrangian is the bare coupling param-
eter gs. In massless QCD renormalization amounts in practice to replacing the fields
by their renormalized counterparts and to redefining gs. However, before absorbing the
divergencies into the renormalized quantities, we need to find a way to isolate them.
The mathematically most elegant method to do this is probably dimensional regu-
larization [32], since it preserves gauge and Lorentz invariance1. Unlike in Quantum
Electrodynamics (QED), where the point at which the subtraction to remove the UV
divergences is naturally given by the on-shell conditions, in QCD one can choose at
which scale µ the theory should be renormalized, since there is no a priori preferable
scale. The renormalization procedure introduces therefore a new mass scale µ. In the
modified minimal subtraction scheme (MS) the bare coupling constant α0s is related to




evaluated at the renormalization scale µ2 by
α0sµ
2























e−γE with the Euler constant γE = 0.5772 . . .
and µ20 is the mass parameter introduced in dimensional regularization to maintain the
coupling parameter of the Lagrangian dimensionless. The coefficient S is an artefact
of dimensional regularization. The coefficients β0 and β1 are the first two coefficients
of the QCD β-function derived below and given in (2.23).
A physical dimensionless observable R should now be calculated as a perturbation
series in the strong coupling αs. We assume that R depends only on an energy scale Q.
Since we are neglecting all quark masses, the observable R can depend only on the ratio
Q2/µ2 and on the renormalized coupling αs. In general, higher order corrections to the





(m ≤ n+ 1). Although in principle
we can choose the value of µ freely, those terms become large if µ is very different from
Q. This leads to some restrictions on the choice of µ due to the requirement that the
perturbative series in αs converges well. Since µ is an arbitrary parameter, physical
























= 0 . (2.19)










1An introduction to dimensional regularization can be found in many textbooks, we refer for ex-
ample to [33] or [34].
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The β function gives the evolution of the renormalized coupling αs with respect to
the arbitrary scale µ. It can be derived from the relation between the bare and the
renormalized coupling given in (2.18). We rewrite it more generally as
α0s = Zαs (µ)αs (µ) , (2.21)
where Zαs is the coupling renormalization factor. Since the bare coupling constant α
0
s




α0s = 0 .
From this equation we can derive the β-function, which in QCD is given by




















(11CA − 2NF ) = 1
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3 , CA = 3 are the Casimir operator of SU(3) in the fundamental and adjoint




; CA = N . (2.24)











= 0 . (2.25)
















is the value of the renormalized coupling constant complying with
our choice of the renormalization scale µ: it plays the role of initial condition for the



































is a solution of equation (2.25). This means that all of the
scale dependence in R enters through the running of the coupling constant. Solving









, are in the perturbative region, we can truncate the
β-function at a given order and solve equation (2.26). Considering the β-function only












































. This means that the running cou-
pling constant resums all these logarithmic coefficients. Considering higher order terms






with (m < n + 1). From (2.29) it is also clear that the run-




goes to zero, as t becomes very large. This is the
so-called asymptotic freedom of QCD. Since large momentum means short distances,
the behaviour of the running coupling constant for large Q2 tells us that the interaction
between quarks and gluons is relatively weak at short distances. On the other hand
it is very strong at long distances and it leads to the so-called confinement. The fact
that QCD is a non-Abelian theory and therefore gluons are charged under the same
interaction, can be seen as an intuitive explanation of this latter phenomenon. The sign
of β0 plays a crucial role
1 in determining whether the coupling increases or decreases.
It is usual in QCD to define a parameter ΛQCD where the coupling diverges. Starting





) = 0. (2.30)













The exact numerical value of ΛQCD depends on the definition of the βi coefficients
and on the considered order in α¯s; generally it is around ΛQCD = 200 MeV. It means
1In fact, it is easy to see that if the number of flavours were big enough, the negative sign of β0
becomes positive and the coupling would have a different behaviour.
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that the coupling constant becomes large and the perturbation theory has no predictive
power any more for scales comparable with the masses of the light hadrons (Q ≈ 1 GeV).
In our calculations we will use the following renormalization scale dependence for the
coupling constant in the MS scheme [35] (we now slightly change the notation using





























































The world average of αs (MZ0) = 0.1184 [36], where MZ0 is the mass of the Z
0 boson,
yields ΛQCD = 213 MeV.
2.4 Infrared divergencies
In calculating QCD cross sections one does not only encounter UV divergencies, but also
infrared (IR) divergencies. However, unlike UV divergencies, which can be absorbed
in a redefinition of the parameters in the Lagrangian, IR divergencies1 can not be
“renormalized away”2.
We can see more explicitly how IR singularities arise, by considering a generic 2→ 2
process with an outgoing quark-antiquark pair and by assuming that the outgoing quark




We shall assume that all the three momenta k1, k2, k3 are outgoing. The internal
fermion propagator of the quark goes on-shell, if the energy of the gluon or the angle
1By IR singularities we mean both soft and collinear singularities.
2In an effective theory approach like Soft-collinear-effective-theory (SCET) IR divergences can be
treated like UV divergences and absorbed into renormalization constants. Following this approach
several important studies on the IR structure of QCD could recently be made [37–40].
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2E1E3 (1 − cos θ13) −→ ∞ if E3 → 0 or θ13 → 0.
In the collinear case (θ13 → 0) the propagator becomes strictly singular only in the
limit of massless quarks. Taking into account also the spinors of the outgoing quark
(antiquark) it is easy to see that the limit E1 → 0 leads to an integrable singularity.
The internal fermion propagator is off-shell by an amount p2g⊥ = 2pq · pg, where pg⊥
is the transverse momentum of the gluon relative to the quark-antiquark system. The
virtual quark (antiquark) survives for a time 1/pg⊥ before the gluon is radiated and can
therefore travel an indefinite distance if the radiated gluon is soft, collinear or both.
We therefore see that the origin of IR singularities are processes happening at large
distances. We already know from the previous section that perturbative QCD is not
applicable for long distances, however the real reason for the IR singularities goes even
beyond this. In fact, divergencies due to soft bremsstrahlung are already known from






for collinear radiation1. The parameter m here is the mass of the
electron and q is the 4-momentum transferred to the electron in the scattering process.
The same holds for quarks emitting soft and collinear gluons. The real theoretical
problem is the assumption made in constructing the quantum field theory, that the
asymptotic states are free of any interaction, which is not true if a particle can propagate
indefinitely before radiating soft bremsstrahlung. The real asymptotic states can be
perturbatively approximated by constructing coherent states [41]. On the other side,
both in QCD and in QED there is an experimental limit in the sensitivity to soft and
collinear radiation. In both cases it is experimentally impossible to measure indefinitely
soft radiation2. In these cases quantum mechanics tells us that we have to sum over all
possible and undistinguishable reactions that lead to the same final state configuration.
This idea was formalized in a theorem by F. Bloch and A. Nordsieck [42] and by
T. Kinoshita [43], T. Lee and M. Nauenberg [44] (the so-called KLN theorem), which
states that observable transition probabilities are free of IR singularities. In fact, in
summing over all possible configurations we have to take into account also virtual
1A detailed discussion of IR-divergencies in QED can be found for example in [33].
2There is nevertheless a big difference between QED and QCD in how collinear and soft emis-
sion is measured experimentally. In QED there is no confinement and the final state, including soft
bremsstrahlung, can in principle be measured. The bremsstrahlung detected in an experiment only
depends on the sensitivity and the energy resolution of the detector. A soft photon is only measurable
if the finite resolution of the detector allows it. In QCD however, there are also physical restrictions
in addition to the technical ones. Whether a soft or collinear gluon is radiated or not, the quarks will
undergo some soft interaction in the hadronization process, until all coloured particles are collected
into colour-singlet hadrons. In a final state the particles produced in the hadronization and the result
of the hadronization of a soft gluon are not distinguishable if the gluon has a transverse momentum
smaller than the typical scale of soft gluon interactions: roughly 1 GeV.
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corrections, which also contain IR divergencies when the momentum in the loop tends
to zero leading to long-lived virtual fluctuations. Because of the KLN theorem the
IR divergencies appearing in the virtual contributions exactly cancel against the real
ones. The big difference between the real and the virtual case is that in the latter one,
divergencies occur already in the loop integral and, being part of the matrix element,
they can be extracted explicitly before integrating over the phase space, whereas in
the former case they become explicit only once phase space integration is performed.
How to cancel these singularities against each other when computing differential cross
sections is the subject of Chapter 3. Later in this chapter we will compute an example
where the cancellation of real and virtual IR singularities can be seen explicitly. We
will also see a case where the KLN theorem in principle applies, but is not used in
practice. In this case we need to resort to other strategies to cancel the divergencies.
Real experiments cannot measure quarks and gluons, but rather hadrons. For this
reason, before looking at some typical QCD reactions, we need to define more precisely
what we meant at the very beginning of this chapter in speaking about jets.
2.5 Jet observables
As already seen, QCD is characterized by the phenomena of confinement and asymp-
totic freedom. Confinement describes the fact that quarks and gluons do not exist as
free particles but only in bound states. On the other hand, asymptotic freedom tells
us that the dynamics of QCD reactions at high energies are determined by quarks and
gluons. These two peculiarities of QCD allow us to investigate the nature of partons
at high energy colliders, but do not permit us to look at them directly. What we can
measure are just final states, which consist of several hadrons and leptons, whose energy
and momentum are measured in detectors. Between the hard process (i.e. what hap-
pens at parton level) and the measured final state, the process of hadronization takes
place. This is not a perturbative process and therefore cannot be computed in the
framework of perturbative QCD. In Chapter 5 we will look at the issue of hadroniza-
tion more carefully. In order to understand what happens at the parton level, we need
some observables which are independent of the final state particles’ nature. If the final
state particles produced in the hadronization are originated with a small transverse
momentum, the final state will consist of some well-defined clusters of hadrons and
leptons. It is reasonable to think, though far from trivial, that each cluster results from
the hadronization of a parton produced in the hard process. For this reason, collimated
sprays of particles in the final state are often grouped together in so-called jets. It is
not obvious at all, that hadronization corrections to QCD parton level predictions are
small. Fortunately hadronization studies have shown that at least at high energies,
these corrections are indeed small and theoretical predictions can be reliably compared
18
2.5 Jet observables
Figure 2.3: A two-jet (left) and a three-jet (right) event measured by the Jade detector
at the e+e− collider PETRA (DESY).
to experimental data. The study of jets permits to understand and to measure many
aspects of QCD. This is the reason why jets have become an important bridge between
theoretical calculations at parton level and experimentally measured hadronic final
states. In practice, jets are studied using so-called jet observables. These observables
have to satisfy the criterion of infrared safety, which consists of two requirements.
1. If, in a final state consisting of m particles, two particles have collinear momenta,
the observable should allow to consider the two collinear particles as one particle
with a momentum equal to the sum of the two original ones. This criterion is
called collinear safety.
2. A jet observable should also be infrared safe. This means that if in a final state
consisting of m particles one of them has an almost vanishing energy, the observ-
able should allow to neglect it.
We can write these two criteria more formally:
Om (p1, p2, . . . , pm)
p1‖p2−→ Om−1 (p1 + p2, p3, . . . , pm) ,
Om (p1, p2, . . . , pm)
E1→ 0−→ Om−1 (p2, p3, . . . , pm) .
(2.33)
There are several infrared and collinear safe jet observables. More generally jets are
defined by means of jet algorithms, which are algorithms applied both at parton level
and at hadron level, to define which particle forms or belongs to which jet. In e+e−
colliders a very popular class of jet observables are event-shape observables. We will
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define them more exactly later and study them in great detail in Chapter 4. At the
beginning of this chapter we introduced the jet function J
(n)
m as an observable dependent
weight in the phase space integral. More precisely it defines the procedure for building
m jets out of n partons. It is a function of the final state momenta k1, . . . , kn and
satisfies the criteria (2.33) for IR safety. In general J
(n)
m contains θ- and δ-distributions.
In considering event-shape observables J
(n)
m can also represent the definition of the
n-parton contribution to an event-shape observable related to m-jet final states.
2.5.1 Jet algorithms
As already anticipated, in a scattering process the bridge between a measured final
state and the hard process are the clusters of final state particles called jets. Often it is
experimentally not obvious at all, how final state particles have to be grouped into jets.
The difficulty consists in distinguishing, for example, a soft emitted gluon from the
result of a hadronization process. The definition of jet algorithms permits a suitable
procedure for the classification of a final state consisting of hadrons (experimentally)
or quarks and gluons (theoretically) according to the number of jets. In practice a jet
algorithm consists of two important parts. The algorithm itself is a set of rules for
grouping the particles into jets and usually involves a set of parameters that specify
how close two particles must be to belong to the same jet. Furthermore, there is the
so-called recombination scheme, which indicates what momentum must be assigned
to the combination of two particles. The Snowmass accord of 1990 [45] collects all
the main features a jet algorithm should have in order to be successfully used both
in theory and in experiments. There are two broad categories of jet algorithms: the
cone algorithms and the sequential recombination algorithms. Today the first ones are
mainly used in hadron colliders and are based on the idea that a jet consists of a spray
of particles contained in a cone around the particle with larger transverse momentum.
Recently, in view of the large jet activity which will be seen in collisions at the LHC,
a lot of progress was made in the development of fast and theoretically well defined
cone algorithms. The SISCone algorithm presented in [46] is a seedless1 and IR safe
algorithm but, instead of taking a time of order O(N2N ) to find jets among N particles
as older seedless algorithms do [47], it runs in polynomial (N2 lnN) time.
Sequential recombination algorithms found their roots in electron-positron collider
experiments. The idea behind them is to reconstruct jets by repeatedly combining
the closest pair of particles according to some predefined distance measure. They are
usually simpler to state than cone algorithms and they are somehow believed to go
beyond just finding the jets since they assign a sequence to the clustering procedure
1The directions of dominant energy flow are usually found by taking some (or all) of the event
particles as trials: so-called seeds. However this procedure often leads to infrared unsafe algorithms
since the addition of a new soft gluon may give a new stable cone.
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which is somewhat connected to the branching at the parton level. Since in this thesis
we will concentrate mainly on observables in e+e− collisions, we look a bit closer at
recombination algorithms1. Historically the JADE algorithm [49] is one of the most
important algorithms of this kind and for this reason we will briefly describe it. We
consider the production ofm particles with momenta k1, . . . , km, in an electron-positron
annihilation process. This can be thought both at the parton level in a theoretical
computation or at hadron level in a real experimental final state (Figure 2.3). The
number of jets in such a final state can be determined by fixing a minimum invariant
mass ycut and then compute the quantity
yJADEij =
2EiEj (1 − cos θij)
s
, (2.34)







and check if it is greater than the fixed ycut. If ymin < ycut, the two particles i and
j used to compute ymin are recombined in a new pseudoparticle with a momentum
defined by the recombination scheme. Three main schemes exist in literature:
• the E-scheme: the two 4-momenta are summed together: kij = ki + kj,
• the E0-scheme: the two energies are summed together:






such that mij = 0,
• the P -scheme: the two 3-momenta are summed together:
Eij =
∣∣∣~ki + ~kj∣∣∣ and ~kij = ~ki + ~kj ,
such that mij = 0.
This procedure can be applied several times, until yJADEij > ycut for all remaining pairs
of particles. At this point the number of pairs yJADEij corresponds to the number of
jets. This algorithm is illustrated in Figure 2.4.
From the theoretical point of view, the JADE algorithm has the advantage that
it satisfies the criteria (2.33), however it also suffers from some limitations. It has
the tendency to reconstruct spurious jets. The presence of the term EiEj in (2.34)
favours to recombine two soft particles even if they are moving in opposite directions.





k1, . . . , kn
m = n
Compute
sij = (ki + kj)
2 = 2EiEj (1− cos θij)





sij < ycut s
Is this satisfied?yes
no
m Jet final state
with momenta {km}
Substitute ki, kj with
kij
according to the rec. scheme
m = n− 1
Clustering algorithm
JADE
Figure 2.4: Diagram for a typical clustering algorithm.
Figure 2.5: A typical event classified by the JADE algorithm as three-jet event.
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quarks, if their energy is small enough, they are clustered to form a third jet which does
not coincide with any of the original partons of the event. This problem of non-local
soft correlation can be overcome by defining a slightly modified variant of the JADE
algorithm, which is called the k⊥-algorithm or Durham algorithm [50]. Instead of the
minimum of the invariant mass squared, the k⊥-algorithm minimizes a quantity, which
for small angles between the partons corresponds to the relative transverse momenta.








(1 − cos θij)
s
. (2.35)
With this new criterion, the configuration in Figure 2.5 is classified in a more natural
way as a two-jet event. The Durham jet algorithm can be also used to define an
event-shape variable. We will come back to this in the next section.
2.5.2 Event-shape variables
Event-shape variables are mainly used to define a quantity, generically called y here,
which characterizes the topology of an event. The idea is to parameterize in a smooth
way the topology of hadronic final states by studying its energy-momentum flow. Event-
shape observables were developed in the context of electron-positron annihilation pro-
cesses but, although this still remains the main field of application, some attempt to
use them also in lepton-hadron or hadron-hadron colliders has been proposed and stud-
ied recently [51–53]. Despite of this, in this thesis we will consider them only in high
precision calculation for e+e− collision. Event-shape variables are normalized in order
to be dimensionless and independent of the production cross section. The range of
values such a variable can take is usually delimited by the minimal configuration of two
jets in the final state y → 0, and an upper kinematic limit ymax, which in some cases
corresponds to either completely spherical or at least a symmetric event configuration.
In the following we briefly give the definitions of the variables which we will study in
Chapter 4:
Thrust: T [54, 55] The thrust is defined with a unit vector ~nT called the thrust axis,








where the sum extends over all final state particles i of the event. In order to be
consistent with the limit y → 0 being the two jet limit, we consider τ = 1− T .
1For a more general analysis of the recent developments in this field we refer to [48].
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Heavy jet mass: ρ [56] Considering a plane perpendicular to the thrust axis ~nT , one
can divide the event in two hemispheres H1 and H2. For each hemisphere the










The heavy jet mass ρ is defined as the larger of the two hemisphere masses









Wide jet broadening: BW [57] A measure of the broadening of particles in trans-








, i = 1, 2 , (2.39)
where j runs over all of the particles in the event. The wide jet broadening is the
larger of the two hemisphere broadenings:
BW = max (B1, B2) . (2.40)
In analogy one can also define the narrow jet broadening as BN = min (B1, B2).
Total jet broadening: BT The total jet broadening is the sum of wide jet broadening
and narrow jet broadening:
BT = BW +BN . (2.41)










where the index i runs over all the final state momenta ~pi. This tensor has three
eigenvalues λj , j = 1, 2, 3 satisfying
0 ≤ λj ≤ 1 ,
∑
j
λj = 1 .
The C-parameter is defined as
C = 3 (λ1λ2 + λ2λ3 + λ3λ1) . (2.43)
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Durham jet resolution parameter: Y3 [50, 60–63] As anticipated, the Durham jet
algorithm (2.35) can also define an event-shape variable. The Y3 value for an event
is the threshold value of the resolution parameter ycut, below which the event is
classified as a two-jet event and not as a three-jet event any more. It is usual
to consider ln (Y3) instead of only Y3. A detailed description of this event-shape
variable is given in [64].
2.6 Born level QCD cross sections
In this section we introduce the main features of two processes which will come up
again in the following chapters. We will first compute the leading order cross section
for electron-positron annihilation into 3 jets. In Chapter 4 we will use NNLO results
and match them to resummation calculations. In Chapter 5 we will add power correc-
tions arising from analytical models of non-perturbative contributions. In Chapter 3
we will review how the NNLO results for e+e− annihilation could be computed and
we will extend this method to compute processes in deep-inelastic scattering. The for-
malism developed in the following section on DIS will also be useful to understand the
comparisons made to cross-check our calculations with results already available in the
literature.
2.6.1 e+e−-annihilation into 3-jets
Electron-positron annihilation to hadrons plays historically a very prominent role for
QCD phenomenology, and it provides also the simplest colliding beam process that
can be described using perturbative QCD. The simplicity is twofold: on one side the
initial state particles have well-defined energies, allowing to determine the centre-of-
mass energy of the hard collision with high accuracy, on the other side the initial state
leptons annihilate into a colourless photon or Z0-boson via electroweak interaction
providing a very “clean” final state environment. All the partonic and jet activity
belongs clearly to the final state. This is not the case in proton-proton collisions, where
the remnants of the initial state proton also appear as jets in the final state, though
usually at high rapidities.
The leading order process is given by the annihilation of e+e− into a quark-antiquark
pair, which will then emit further soft gluons and finally hadronize into 2 jets. A typical
2-jet final state is shown left in Figure 2.3. The Feynman diagram contributing to the
process is shown in Figure 2.6, which also specifies the definition of the momenta.
The squared amplitude, summed over final state spins, colours and quark flavour and













Figure 2.6: Leading order Feynman diagram for e+e− → 2 jets.









s = q2 = (p1 + p2)
2 = 2p1p2 = (k1 + k2)
2 .
The leptonic tensor corresponds to the square of the leptonic part, which can be seen













1 − p1 · p2 gµν).
The factor 1/4 is due to the average over the initial leptons spin and e is the electro-





The expression for Hµν is similar to the one of L
µν with k1, k2 instead of p1, p2 and a
prefactor taking into account the different quark electric charges Qf and the number
of colours N . Both tensors satisfies
qµL
µν = qµHµν = 0 , (2.45)
which is a consequence of QED gauge invariance. Expressing the matrix element in
terms of the kinematically invariant Mandelstam variables
s = (p1 + p2)
2 ; t = (p1 − k1)2 ; u = (p1 − k2)2
1For an introduction to cut-techniques we refer e.g. to [65].
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∣∣M (e+e− → qq¯)∣∣2 = 2e2N∑
f
Q2f
t2 + u2 − s2
s2
. (2.46)
If we are not interested in the angular correlation between the leptons and the partons































The total cross section can be found by integrating over the two particle phase space.
Because of momentum conservation the integration turns out to be trivial1 and the


















In order to obtain a three jet final state, the qq¯-pair must emit at least a further
hard gluon. The probability for the emission of a gluon from a quark (antiquark) is
proportional to the strong coupling constant αs. For this reason the precise determina-
tion of e+e− → 3 jet observables plays a very important role in the determination of
the strong coupling constant. Figure 2.7 shows the relevant Feynman diagrams with-
out the leptonic part, which remains unchanged. Instead of considering the reaction












|M (γ∗ → qq¯g)|2 . (2.50)
The computation of the spin averaged matrix element in d = 4− 2 dimensions gives∑
Spin






































Figure 2.7: Next-to-leading real correction to e+e− → 2 jets. Only the hadronic part is
shown.
where the invariants sij are defined as sij = (ki + kj)
2. In d = 4 dimensions ( = 0)












(1− x1) (1− x2) (2.52)
where xi =
2qki
s . In the centre-of-mass frame xi = 2Ei/
√





(Eq + Eq¯ + Eg) = 2 .
Furthermore it is easy to show that the xi satisfy the following constraints:
0 ≤ xi ≤ 1 ; xi + xj ≥ 1 with i 6= j ; i, j = q, q¯, g. (2.53)
Using eqs. (2.52) and (2.50) we find



















In the next section we will use this result to compute the leading order contribution to
the differential cross section for thrust.
If we consider the contributions of Figure 2.7 as NLO corrections to e+e− → 2 jets,
take into account also the virtual contribution at order αs (Figure 2.8) by interfering










































Figure 2.8: Next-to-leading virtual correction to e+e− → 2 jets. Only the hadronic part
is shown.
where σRNLO is the contribution coming from the real correction and σ
V
NLO the one
coming from the virtual correction. The are both IR divergent and have soft-collinear
1/2- and collinear 1/-poles. However the total hadronic cross section at NLO, given
by the sum of the two contributions is equal to


























This is an example in which we see the cancelations between real and virtual contribu-
tions predicted by the KLN theorem.
2.6.2 Thrust at leading order
Thrust is the most prominent example of event-shape variables. We study it here at
leading order as a benchmark. In Chapter 4 we will see results at NNLO for all the six
observables defined in Section 2.5.2.
Thrust is an infrared and collinear safe variable: the contributions from soft particles
with ~pi → 0 drop out and collinear splitting does not change its values:
|(1 − λ) ~pi · ~n| + |λ ~pi · ~n| = |~pi · ~n| . (2.58)
From the definition (2.36) it follows directly that for a two-jet event, a so-called
pencil-like event, the value of thrust is T = 0. Instead, for a spherical event we have to













|cos θ| sin θ dθ dφ = 1
2
. (2.59)
With the constraints (2.53) on the xi variables we can project the allowed phase






2(1 − T )
2(1 − T ) T 1 xq
2 jet region
3 jet region
Figure 2.9: Daliz plot showing the allowed region for the event γ∗ → qq¯g. The singular
2-jet regions are along the sides of the upper-right triangle.
kinematically allowed regions for xq and xq¯ represented by the upper right-triangle.
Lines of constant xg run parallel to the diagonal. The regions outside the dashed
triangle are the two-jet regions. Indeed, if the angle θqg or θq¯g between a quark and the
gluon tends to zero, then
2 pq · pg = (1− xq) q2 → 0
meaning that xq , xq¯ → 1. This is a collinear singularity: the matrix element squared
diverges if the gluon is emitted parallel to one of the quarks, as can be seen from
equation (2.54). If this happens we cannot physically distinguish the two collinear
partons and only two jets are observed. Similarly, if the gluon becomes soft (Eg → 0),
then both xq, xq¯ → 1.
To compute explicitly the cross section for thrust, we need to know the jet function
JT = JT (x1, . . . , xn). It can be found with the following consideration. We assume that
we have 3 partons in the final state and an energy ordered configuration x1 > x2 > x3.
We do not know which of the xi (i = q, q¯, g) corresponds to x1, x2 or x3. Nevertheless,
for a given three-jet configuration and assuming massless particles (|~pi| = Ei), the








|~p1|2 + |~p1| |~p2| cos θ12 + |~p1| |~p3| cos θ13
|~p1|2 + |~p1| |~p2|+ |~p1| |~p3|
=
~p21 − ~p1 · ~p2 − ~p1 · ~p3
|~p1|2 + |~p1| |~p2|+ |~p1| |~p3|
=
2 |~p1|

















Figure 2.10: Line of equal cross section for Thrust. The plot shows also the six region of
different ordering of the xi, i = q, q¯, g.
Therefore, the value of T is given by the maximum value of the three xi, and the jet
function is
JT (x1, . . . , xn) = max {(x1, . . . , xn)} . (2.61)
It is now easy to draw the lines of constant cross section into the Daliz plot as shown in
Figure 2.10. The figure also shows the six different regions in the (xq, xq¯)-plane with
different ordering of the energy fractions xq, xq¯ and xg. In region 1 for example we
have:
xq¯ > xq > xg,
whilst in region 2 the ordering of xq and xg is reversed and we have
xq¯ > xg > xq.
Knowing the measurement function it is now possible to compute the leading order












(1− xq) (1− xq¯)
)
δ (T −max (xq, xq¯, xg)) . (2.62)
where σ0 is the Born term in d = 4 dimensions given in (2.49) and dPS3 is the 3-particle
phase space.
Before performing the integral, it is possible to use the symmetry of the matrix
element to simplify the integration. Because of the invariance of |M (γ∗ → qq¯g)|2 under
the exchange xq ↔ xq¯, we can integrate twice only over the regions 1, 2 and 3 in
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a′0 (T ) , (2.63)
with the leading order coefficient a′0 (T ) given by












It is important to remark that a′0 (T ) vanishes for T =
2
3 . This has a clear physical
meaning: since the minimal value for the thrust in a three-jet configuration (reached in
the case, where the three jets have the same energy and their momenta form an angle
of 120 degrees between each other) is exactly T = 23 , it is obvious that the cross section
for a configuration with more spherical symmetry, realizable only with more jets, has
to vanish. The value of a′0 (T ) for T <
2
3 does not have any physical sense. Another
important remark is that a′0 (T ) still contains the collinear and infrared enhancements.
In fact the logarithm in a′ (T ) becomes large in the two-jet limit where T → 1 and the
convergence of the perturbation series is spoiled. The divergence in the limit T → 1
is clearly visible in Figure 2.11, where the leading order prediction for τ = 1 − T is
plotted against the experimental measurements. The perturbative prediction clearly
fails to describe the data in the 2-jet region, where the measured cross section has a
peak and then tends to vanish, whereas the theoretical LO prediction diverges. The
tendency for the experimental data to vanish in the limit τ → 0 can be understood
thinking that the probability of measuring a perfectly pencil-like event with no spread
in both jets is almost zero.
As already anticipated it is convenient to write the cross section in terms of τ instead
of T . From now on, speaking about thrust we will always refer to τ . In this case the








a0 (τ) , (2.65)
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αs (MZ) = 0.1189
LO
ALEPH data
Figure 2.11: Leading order parton level prediction for thrust compared to the data
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In the second line we made the logarithmic structure explicit. We will study it for
general event-shape observables in Chapter 4.
The NLO contribution b0 (τ), which contains configurations of up to four jets is
known only numerically. In four-jet final states the thrust is minimal when the four
jets have the same momentum and lie on two planes, rotated by 90 degrees and forming





between each other. In this case the thrust
can takes values of
0 < τ < 1− 1√
3
.
In order to obtain reliable theoretical predictions also in the soft and collinear region,
the fixed order computations have to be matched we resummed calculations. All the
details of the matching procedure are given in Chapter 4.
2.6.3 Deep-inelastic lepton-nucleon scattering
Another very important process, which historically led to the development of the parton
model [7] is deep-inelastic lepton-nucleon scattering. It allows to probe the content of
hadrons like protons and neutrons and led to the discovery of their substructure. The
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typical kinematical setup is shown in Figure 2.12: an electron (e−) and a nucleon (N)
scatter inelastically exchanging a photon, a Z0 or a W± boson. In case of a neutral
current exchange, in the final state the scattered electron is again present together
with hadrons coming from the scattered nucleon and labeled by X. In case of a charged
current exchange a neutrino is produced, whose presence can eventually be inferred from
missing transverse momentum or missing energy. Referring to the momenta defined in






Figure 2.12: Kinematical setup of a deep-inelastic scattering process.
Figure 2.12 we can define the following standard deep-inelastic kinematical variables:
Q2 =− q2 (squared transferred momentum),
x =
Q2
2P · q (Bjorken x-variable),
y =
q · P
p1 · P (energy transferred to the nucleon in its restframe). (2.67)
In the following we will consider only deep-inelastic electron-proton scattering with the















where the first factor on the right hand side is the flux factor, which depends on the
momenta and the masses of the incoming particles, the factor 1/4 takes care of the
spin average and the last factor is the phase space of the outgoing lepton. The matrix
element Mfi is
Mfi = −e2u¯(p2)γµu(p1) 1
q2
〈X,PX | jµ(0) |N,P 〉 , (2.69)
where jµ(0) is the electromagnetic current operator and |N,P 〉 the unpolarized nucleon
state with momentum P . Neglecting the mass of both the electron and the proton and
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(2pi)4 δ(4) (P + q − PX) 〈N,P | j†ν(0) |X,PX〉 〈X,PX | jµ(0) |N,P 〉 .
(2.72)
Very generally, the tensorial structure of Wµν must be given by the vectors qµ and Pµ
and the metric tensor gµν . The two requirements of parity invariance (Wµν = Wνµ)




































PµPν − P · q
q2








P · q . (2.74)
The functions Fi(x,Q
2) (i = 1, 2) are called structure functions and parameterize the




is the longitudinal structure function. Inserting the general form (2.74) contracted with




























The two terms in the squared bracket of eq. (2.75) correspond to the absorption of a
transversely (F1) and longitudinally (FL) polarized virtual photon.
In order to find the cross section we need to find an expression for the structure
functions F2(x,Q
2) and FL(x,Q
2). We can compute them by multiplying the hadronic
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d− 2
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Figure 2.13: Application of the optical theorem to DIS: the hadronic tensor is related to
the imaginary part of the forward Compton amplitude.
where




Using the Fourier representation of the δ-distribution




〈P | j†µ(z) |PX〉 = eiz(P−PX) 〈P | j†µ(0) |PX〉





eiqz 〈N,P | [j†µ(z), jν(0)] |N,P 〉 . (2.78)
The second term of in the commutator can be added because it vanishes. Equa-
tion (2.78) is the starting point for an operator product expansion (OPE). In the
so-called Bjorken limit, Q2 →∞, x fixed, the integral (2.78) is dominated by the inte-
gration region near the lightcone z2 ∼ 0. Thus, using the optical theorem which relates
the hadronic tensor to the forward Compton amplitude (Figure 2.13) together with
the OPE it is possible to perform a formal expansion of the current product in (2.78)
around the lightcone into a series of local composite operators of leading twist2. The
details of the OPE go beyond the scope of this introduction and for a nice review on
this we refer to [17].
An important result of this field theoretical treatment is the connection between
the hadronic and the partonic structure functions. If we consider the elastic scattering
of an electron and a quark with a fraction ξ of the proton momentum P (Figure 2.14a),
















PµPν − P · q
q2








P · q .
(2.79)
1We leave implicit the average over the proton spin.
2The difference between the dimension and the angular momentum of an operator is called twist.
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with parton level structure functions Fˆ2, FˆL which can now be computed explicitly








1 + (1− y)2] 1
2
Q2f δ(x− ξ) , (2.80)
















































Figure 2.14: Leading order (a) and order O(αs) QCD corrections (b)-(e) to deep-inelastic
electron-proton scattering.
The relation between the hadronic differential cross section and the differential cross


















1From momentum conservation it follows that x = ξ.
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This formula is of fundamental importance in cross section computations of reactions
with hadronic initial states. The factor 1/ξ can be traced back to the scaling P → ξP
used to obtain the lepton-parton flux factor. The function fhi (ξ, µF ) is the parton
distribution function (PDF) and gives the probability of finding a quark (antiquark or
gluon) of flavour i and momentum fraction z inside hadron h:
fhi (ξ, µF ) dξ = P
(
ξ′ ∈ [ξ, ξ + dξ]) with i = q, q¯, g .




















Q2, z, µF , µR
)
, (2.83)
where i = 2, L. The last two equations need some further explanations. First of all,
the new variable z is equal to the ratio z = x/ξ, which is the Bjorken x-variable of
the parton level process where only a fraction ξ of the proton momentum P is in-
volved. In passing from (2.82) to (2.83) a change of variable was made. The partonic
structure function has a label j for the flavour, in order to distinguish the structure
functions of quark, antiquark and gluon. Both the PDF and the partonic structure
functions depend on the renormalization scale1 µR and on the factorization scale µF ,
which appears also in (2.82). The scale µF is a non-physical scale which is introduced to
separate the computable perturbative dynamics described in the partonic cross section
and structure functions from the low energy non-perturbative physics contained in the
PDFs. In fact, in computing higher order corrections to the partonic process qγ∗ → q
(Figure 2.14 (b)-(e)), the cross section becomes sensitive to initial state collinear sin-
gularities, which are not canceled against virtual contributions like final state collinear
divergences. In the case of final state collinear splitting, the momentum flow is the
same as in the case where there is no splitting, since we are not able to distinguish
the two different collinear particles. In the case of an initial state collinear splitting
however, the momentum carried away from the collinear particle does not enter in the
electromagnetic vertex and therefore the collinear singularities from the real correction
do not cancel against the virtual one. To say it in other words, the photon is able to
distinguish between an initial state quark q and a collinear quark-gluon pair qg. This
is a case in which the KLN theorem is not applicable2. Nevertheless, we do not want
to be sensitive to low-energy and long-distance physics, which is not computable in
perturbative QCD. Using a procedure called mass factorization, which is similar the
1We put a label R in order to distinguish the renormalization scale from the factorization scale.
2This does not mean that the KLN theorem does not hold. The problem is that hadrons are given
as they are, and we do not know the relative weight of parton Fock states in a hadron.
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renormalization, we can absorb these divergencies introducing an arbitrary factoriza-
tion scale µF and redefining the bare parton distribution functions which describe the
universal low energy hadron-specific physics, such that we are left with a finite result.
Parton density functions are not computable in perturbation theory and have to be
found by fits to experimental data. However they acquire a dependence on µF which
is computable in perturbative QCD and is described by a set of integro-differential
equations called1 DGLAP equations.
Formally the equations (2.82) and (2.83) are exact only in the Bjorken limit Q2 →∞
since they are only the leading contribution in the OPE we mentioned before. At finite







where n = 4 in DIS.








were computed at 2-
loop accuracy by E. B. Zijlstra and W. L. van Neerven [3] and later by S. Moch and
J. A. M. Vermaseren [70]. We report the expansion of the structure functions in terms
of splitting functions and coefficient functions at NLO in the Section 3.7. Nowadays
structure functions are known at three loops [71].
2.7 Factorization and parton branching
We now investigate the behaviour of a matrix element Mm with m final state particles
if we add one further particle and let it become soft or collinear. We will see that
the matrix element for m + 1 particles factorizes into the original m-particle matrix
element times an expression which is universal. In Figure 2.15 we define the setup and
the momenta.
The index i of the colour matrix T ai represents the parton from which the gluon
was emitted, i.e. it can be in the fundamental or adjoint representation. The m-parton
matrix element has a tilde since it is a vector in Dirac space.
2.7.1 Factorization in the soft limit
The soft limit is defined by setting kµj = λq
µ with λ > 0 and by sending λ→ 0 keeping
qµ fixed. In this limit the emission of the soft gluon from internal propagators is IR
1DGLAP stands for Dokshitzer [67], Gribov and Lipatov [68], Altarelli and Parisi [69]. For more
details about the universal factorization theorem and the DGLAP evolution of PDFs we refer to some












Figure 2.15: Soft or collinear emission from one external leg.
finite. If we consider the emission of a soft gluon off an external quark (Figure 2.15),



















ki · kj εµ(kj)Mm . (2.84)
In the last line we used the anticommutation relation between γ-matrices and the
Dirac equation. The Dirac spinor was absorbed in the m-parton matrix element Mm
and therefore we can drop the tilde on it. A similar result can be obtained also in case
a gluon emits another gluon, while the emission of soft quarks leads to a integrable
singularity because the fermion propagator is less singular then that of the gluon.
Since in general we do not know from which leg the soft gluon is emitted, we have to
sum over all external partons. We find that in the soft limit the m+ 1 matrix element







kn · kj . (2.86)
For the matrix element squared we find
〈
M0m+1|M0m+1






kn · kj ko · kj
〈
M0m








∣∣Tn · To ∣∣M0m〉 . (2.87)
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The factor 2sno/(snjsoj) is called eikonal factor. We observe that there is a factoriza-
tion of the (m + 1)-parton matrix element into a m-parton matrix element (which is
clearly process dependent) and a universal eikonal factor. This feature will be of crucial
importance in the next chapter. Something very similar happens in the collinear case
too.
2.7.2 Factorization in the collinear limit
To study the collinear limit of a (m+ 1)-parton matrix element we work in a physical
gauge and consider directly a squared matrix element. There are different possible
splittings summarized in Table 2.1. We look here again at the case already considered
before, of a quark splitting into a collinear gluon and a quark. Focusing only on the
splitting part of the squared amplitude we have
ki + kj ki
kj








where dµν(kj , n) is the propagator in the physical gauge
dµν(p, n) = −gµν + pµnν + nµpν
p · n ,
and nµ is an arbitrary light-like vector. Inserting this in A we find












and after some Dirac algebra this becomes












The collinear limit of momenta ki and kj is defined by the Sudakov parametrization:
kµi = zk




2 k · n ,




2 k · n ,
where kµi⊥ + k
µ
j⊥ = 0. The vector k
µ gives the collinear direction and
k2 = 0 , n2 = 0 , ki⊥ · k = kj⊥ · k = ki⊥ · n = kj⊥ · n = 0 .
41
2. QUANTUM CHROMODYNAMICS
In the collinear limit kµi⊥, k
µ
j⊥ → 0 and sij → −
k2j⊥
z(1−z) .
Inserting the Sudakov parametrization in (2.89) and keeping only the most divergent





















P˜ 0q→qg (z) = 2CF
[
1 + z2
1− z −  (1− z)
]
.
Therefore the collinear limit for the whole matrix element squared is given by
〈
M0m+1|M0m+1










The function P˜ 0q→qg(z) is one of the so-called Altarelli-Parisi [69] splitting functions
and is associated with the branching q → qg. There are four different splitting functions
associated with the different possible splittings and they can be expanded in powers of
αs. Furthermore there are two families of splitting functions associated with timelike
or spacelike splitting. At leading order they are the equal, but they differ at higher
orders.
The result we derived for P˜ 0q→qg(z) is divergent for z → 1. This behaviour encap-
sulates the soft singularity, since for z → 0 the gluon becomes not only collinear but
also soft. In order to remove this singularity we have to add the contribution from the
virtual pieces
ki + kjki + kj kiki
kjkj
;
However, instead of computing these contribution explicitly we can make use of fermion
number conservation, from which it follows directly that1∫ 1
0
dz P 0q→qg(z) = 0 . (2.92)
1The spacelike P 0q→qg(z) splitting function appears in the O(αs) corrections to the quark PDF,
where z is the Bjorken variable of the quark. From
∫
dz q(z,Q2) = 0 it follows that the integral over z
of the splitting function must vanish.
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Since the virtual contributions can only have influence on terms proportional to δ(1−z),
we make the ansatz
P 0q→qg(z) = 2CF
[
1 + z2
1− z +C δ(1 − z)
]
+ O() .
From condition (2.92) it follows
C = −δ(1− z)
∫ 1
0
dz P 0q→qg(z) ,
however, if we perform the integral na¨ıvely, it diverges at the upper boundary. The
problem is that P 0q→qg(z) is not a proper function but rather a distribution1. By















1− z − (1 + z) +
3
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with the (+)-distribution defined as
∫ 1
0
dz [f(z)]+ g(z) =
∫ 1
0













where g(z) is a smooth and divergence-free function in the interval z ∈ [0, 1].
The other splitting functions can be derived in a similar way. The leading order
results, labeled by a 0, are summarized in Table 2.1, where we shortened a bit the
notation by labeling a splitting of the type a → bX as P 0ba(z). This is the customary
notation for splitting functions used in many textbooks. Nowadays splitting functions
are known at NNLO [72, 73].
Knowing how the matrix elements behave in soft and collinear regions, we can
compute higher order corrections to QCD processes taking care of all the cancelations
occurring in IR regions. The method we use is called antenna subtraction and is
presented in the next chapter.




Splitting process Altarelli-Parisi splitting function






















z + z(1− z)
]
+ 2δ(1 − z) (11CA−2NF )3
Table 2.1: Leading order splitting functions normalized according to [3, 4].
This concludes this short introduction to QCD and collider physics. Nothing con-
tained in this chapter is new or was developed during my thesis, however it is part
of the basic knowledge needed to develop and understand the computations and the
results presented in the next chapters.
44
3Antenna Subtraction
In this chapter we present the antenna subtraction formalism developed to compute
cross sections at NNLO. The first part is an introduction to the formalism and re-
lies mainly on [21] and on a series of lectures given at the University of Zu¨rich by
T. Gehrmann and A. Gehrmann-DeRidder. In the second part we present the exten-
sion to include processes with one hadronic initial state at NLO [74] and the compu-
tations which now allows to construct subtraction terms for hadronic initial states also
NNLO [24].
3.1 The need for a subtraction scheme
In order to understand better the need for a subtraction formalism, we specify the nota-
tion introduced in (2.2) by considering electron-positron annihilation and in particular
the cross-section for e+e− → m jets. At leading order in perturbation theory the dif-
ferential cross section for an m-jet observable is obtained by computing the integral









dΦm (k1, . . . , km; q)
1
Sm
|Mm (k1, . . . , km; q) |2J (m)m (k1, . . . , km) . (3.2)
The normalization factor N includes all QCD-independent factors as well as the de-
pendence on the renormalized strong coupling constant αs,
∑
m denotes the sum over
all configurations with m partons, finally dΦm is the m-parton phase space (B.1). As










In the previous chapter we have seen that at NLO the real and the virtual corrections
are both infrared divergent, but, according to the KLN theorem, the two divergen-
cies are equal and of opposite sign and therefore cancel once the two contributions are
summed together. However the real and the virtual corrections must be integrated over
different phase spaces. Furthermore the virtual corrections develop IR singularities by
integrating over the loop momentum whereas in the real contribution the IR singu-
larities become explicit only after integrating the matrix element over the appropriate
phase space. Since the phase space integration in most of the cases is not feasible an-
alytically because of the jet function J
(m)
m , which is often defined recursively, one has
to find a way to isolate the IR singularities of the real corrections such that they can
be canceled against the ones coming from the virtual loop integration. In practice this
can be done by introducing a subtraction term dσS at the integrand level, which must
satisfy the following two requirements:
(A) it should approximate the real radiation matrix element in all singular limits, and
(B) it should be sufficiently simple to be integrated analytically over a section of the
phase space that encompasses all regions corresponding to singular configurations.
















Both pieces in the squared brackets are now finite and a numerical integration can
safely be performed. The numerical problem and its solution has been formulated by
means of a nice and simple example by Z. Kunszt and D.E. Soper [75].
The same idea apply also at NNLO. However, from (2.6) we see that several more
ingredients are needed in this case: the two-loop corrected m-parton matrix elements,
the one-loop corrected (m+1)-parton matrix elements, and the tree-level (m+2)-parton
matrix elements. For most massless jet observables of phenomenological interest, the
two-loop matrix elements have been computed some time ago [76–91], while the other
two types of matrix elements are usually known from calculations of NLO corrections
to (m + 1)-jet production [92–101]. The one-loop (m + 1)-parton matrix elements
contribute to m-jet observables at NNLO if one of the partons involved becomes un-
resolved (soft or collinear) [102–106]. In these cases, the infrared singular parts of the
matrix elements need to be extracted and integrated over the phase space appropriate
to the unresolved configuration to make the infrared pole structure explicit. Methods
for the extraction of soft and collinear limits of one-loop matrix elements are worked
out in detail in the literature [102–112]. Likewise, the (m+ 2)-parton matrix elements
contain double real radiation singularities corresponding to two partons becoming si-
multaneously soft and/or collinear [113–119]. To determine the contribution to NNLO
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i j k l
Figure 3.1: Schematic representation of colour connection in a matrix element.
jet observables from these configurations, one has to find two-parton subtraction terms
which coincide with the full matrix element and are still sufficiently simple to be inte-
grated analytically, in order to cancel their infrared pole structure with the two-loop
virtual and the one-loop single-unresolved contributions. The full NNLO contribution
























Again all the terms in squared brackets are separately finite. Often starting from
systematic methods for subtraction at NLO [20, 75, 120–123], several NNLO subtraction
methods have been proposed in the literature [124–135], and are worked out to a varying
level of sophistication. One of these methods is the so-called antenna subtraction
scheme. It was derived at NNLO in [21] for partons only in the final state. In this
thesis we compute the extension of the NNLO antenna subtraction formalism to include
configurations, where one of the hard radiator partons is in the initial state. Before
presenting the details of the calculations we briefly review the antenna subtraction
method in general.
The characteristics and the differences between the several subtractions methods
lie mainly in the construction of the subtraction terms. In general they all rely on the
factorization of matrix elements, which was sketched in Chapter 2, and of the phase
space, shown later. In the antenna subtraction formalism colour ordered squared matrix
elements are considered. This means that |Mm+1(k1, . . . , km+1; q)|2 in (3.3) denotes a
squared, colour ordered matrix element where the particles are colour connected to
their next neighbour particles. An illustration of colour ordering is given in Figure 3.4.
There are some advantages in considering colour ordered amplitudes. One of them
is that a particle becoming unresolved can become collinear or soft only to its colour
connected neighbours. In this case the soft factorization (2.87) is simplified since instead
of summing over all external partons, we have to consider only the partons colour
connected to the one becoming unresolved. Therefore, if parton j, colour connected
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to the partons i and k becomes soft, the colour ordered matrix element undergoes
QED-like factorization
|Mm+1(k1, . . . , ki, kj , kk, . . . , km+1; q)|2 → 2sik
sijsjk
|Mm(k1, . . . , ki, kk, . . . , km+1; q)|2 .
(3.6)
Antenna functions are constructed such that in the limit of parton j becoming soft
they exactly reproduce the eikonal factor 2sik/(sijsjk) of (3.6). The same happens also
in the collinear case, where the antennae reproduce the correct factorization with the
splitting function as shown in (2.91).
3.2 Final-final antenna subtraction
We start looking at antenna subtraction by considering infrared singularities appearing
only due to final state radiation. We call these configurations final-final configurations.
In the following we will consider only massless partons. Antenna subtraction with
massive partons was derived at NLO in [136].
Since we are considering m-jet production in electron-positron annihilation, and
the initial state is colour less, infrared singularities can appear only due to final state
radiation. At NLO the real radiation matrix element of eq. (3.4) depends on (m + 1)
momenta k1, . . . , km+1. Its general form corresponds to the Born cross section dσ
B with
m→ m+ 1. In the antenna formalism the antenna subtraction terms are obtained as










X0ijk|Mm(k1, . . . ,KI ,KK , . . . , km+1; q)|2J (m)m (k1, . . . ,KI ,KK , . . . , km+1) .
(3.7)
such that
dσRNLO − dσSNLO = N
∑
m+1













In the limit where parton j becomes unresolved the (m + 1)-parton matrix element
tends to a reduced m-parton matrix with redefined momenta KI ,KK which are a
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Figure 3.2: Illustration of NLO antenna factorization for final-final configurations repre-
senting both the factorization of the squared matrix element and of the phase space. The
antenna function X0ijk, respectively the antennae phase space dΦXijk , are represented by
the term in squared brackets.
linear combinations1 of the original momenta ki, kj , kk, times the tree antenna function
X0ijk which depends only on the momenta ki, kj , kk. This is shown schematically in
Figure 3.2 which also shows that the antenna X0ijk is build up by a physical 3-parton
matrix element depending on ki, kj , kk normalized to a 2-parton matrix element which
depends on the renormalized momenta KI ,KK . The antenna X
0
ijk describes all of
the soft and collinear configurations (for a given colour ordered amplitude) in which a
parton j is emitted between two hard colour-connected partons i and k. The difference
dσRNLO − dσSNLO
is therefore finite in all soft and collinear limits of the phase space and can be safely
integrated numerically. The requirement (A) defined in the previous section is thus
satisfied.
In order to be useful, the antenna subtraction formalism has to satisfy also the
requirement (B). A key observation in this regard is that the jet function in (3.7)
does not depend on the individual momenta ki, kj , kk, but only on KI ,KK . Therefore,
exploiting the factorization of the phase space2,
dΦm+1(k1, . . . , km+1) = dΦm(k1, . . . ,KI ,KK , . . . , km+1) · dΦXijk(ki, kj , kk;KI +KK) ,
(3.9)
1The definition of the momenta KI ,KK in terms of ki, kj , kk is called momentum mapping. We
will look more carefully at this issue later.
2The factorization of the phase space is intimately connected to the choice of the momentum
mapping. This is particularly true in the initial-final case.
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The NLO antenna phase space dΦXijk corresponds to the inclusive 3-particle phase
space normalized to the 2-particle phase space P2 (B.3), which is a constant
1. This is
also represented pictorially in Figure 3.2 and can be seen by setting m = 2 in (3.9)
such that
dΦ3 = P2 dΦXijk . (3.11)
The integration of the tree antenna X0ijk over its phase space in (3.10) can be done








C () = (4pi)
eγE
8pi2
with Euler constant γE = 0.5772 . . . .
The normalization factor C () is related to the renormalized coupling constant, and
its relation to the bare coupling constant α0s, given in (2.18).
Up to now we denoted the antenna functions very generally as X. However ev-
ery antenna is determined by both the external state and the pair of hard partons it
collapses to. At NLO the following possibilities exists:
• antennae that collapse onto a hard quark-antiquark pair:
qgq¯ → qq¯ : X = A ,
• antennae that collapse onto a hard quark-gluon pair:
qgg → qg : X = D ,
qq′q¯′ → qg : X = E ,
• antennae that collapse onto a hard gluon-gluon pair:
ggg → gg : X = F ,
gqq¯ → gg : X = G .
1The 2- and 3-particle phase spaces are computed in Appendix B.
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As already anticipated, all antenna functions are derived in a systematic manner from
physical matrix elements known to possess the correct limits: the quark-antiquark
antenna functions from γ∗ → qq¯ + (partons) [137], the quark-gluon antenna func-
tions from χ˜ → g˜ + (partons) [138] and the gluon-gluon antenna functions from H →
(partons) [139]. Similarly to the antenna phase space, also the antenna functions are
obtained by normalizing the colour ordered 3-parton squared matrix elements to the
squared matrix element for the underlying 2-parton process
X0ijk = Sijk,IK
∣∣∣M0ijk∣∣∣2∣∣M0IK ∣∣2 , (3.13)
where Sijk,IK denotes the symmetry factor associated to the specific antenna. All











Soft: 3g → 0
Collinear: 3g||1q 3g||2q¯
Singular limits:
Soft: 2g → 0 3g → 0




Soft: 1g → 0 2g → 0 3g → 0


















Table 3.1: Final-final antennae at NLO.
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We now focus on the issue of the momentum remapping and the corresponding
phase space factorization. We consider again a colour ordered configuration of momenta
ki, kj , kk in which momentum kj becomes unresolved. In this case the three momenta
have to be remapped into a pair of momenta KI ,KK :
ki, kj , kk
kj unresolved→ KI ,KK .
This remapping must fulfill the following conditions
• momentum conservation must be guaranteed: ki + kj + kk = KI +KK ,
• the new momenta KI ,KK must be on the mass shell: K2I = K2K = 0,
• the new momenta should reduce to the old ones in the exact singular limits.
The first two conditions are also the reason why we consider always three momenta in
the mapping instead of just two. If particle j becomes collinear to particle i, the parton
k is not involved directly. However it is not possible to fulfill momentum conservation
and on-shellness contemporarily with only two momenta.
The remapped momenta KI and KK must be a linear combination of the old ones
and we can very generally choose
KI = aki + bkj + ckk ; KK = (1− a)ki + (1− b)kj + (1− c)kk with a, b, c ∈ R ,
in order to ensure momentum conservation. From the on-shellness condition it follows
ab sij + ac sik + bc sjk = 0 ; a(sij + sik) + b(sij + sjk) + c(sik + sjk) = sijk ,
where sijk = (ki + kj + kk)
2. Finally, the third condition is fulfilled if
for kj → 0: KI = ki ; KK = kk,
for ki||kj : KI = ki + kj ; KK = kk,
for kj ||kk: KI = ki ; KK = kj + kk.
The way to satisfy these three conditions is not unique. As shown in [20], there is a
1-parameter family of possible choices. One possible choice is the one used also in the





(1− ρ)sijk − 2bsjk
2(sij + sik)
; c =









3.3 Initial-final antenna subtraction
















dδ(KI +KK − q) ,
in the following way:∫

























δ+(k2k)δ(q − ki − kj − kk)
=
∫
dΦm(k1 + · · · +KI +KK + · · ·+ km+1; q) · dΦXijk(ki, kj , kk;KI +KK) .
We now have all the ingredients to construct NLO subtraction terms for singular
final-final configurations. The next possible step is to extend this formalism to one
order higher in perturbation theory. As shown in (3.5), at NNLO there are two dif-
ferent subtraction terms which must be computed: one for the double real emission
contribution and one for the mixed real-virtual correction. All the details about the
construction of subtraction terms at NNLO for final-final configurations can be found
in [21], whereas the construction of subtraction terms and the real implementation
of the antenna subtraction to compute e+e− → 3 jet at NNLO is explained in [140].
The new results obtained with this computation concern event-shape variables and jet
rates [141–144]. The matching of this results with resummation and an analysis of
non-perturbative corrections to them are presented in Chapter 4 and 5. In the next
section we present the antenna subtraction at NNLO for reactions where there is one
parton in the initial state, the so-called initial-final configurations.
3.3 Initial-final antenna subtraction
In a reaction with two hadronic initial states h1, h2, the cross section is found by












ab (ξ1P1, ξ2P2) , (3.15)
where ξ1 and ξ2 are the momentum fractions of the partons of species a and b. In





















Figure 3.3: Illustration of NLO antenna factorization for initial-final configurations rep-
resenting the factorization of the squared matrix element. The antenna function X0i,jk is
represented by the term in squared brackets.
PDF by a δ-distribution (f(ξ) → δ(1 − ξ)) and we recover the universal factorization
formula (2.82). It should be noted that the parton level cross section dσˆab is normalized
to the hadron-hadron flux factor, which is transformed into the parton-parton flux
factor by dividing out ξ1 and ξ2.
Subtraction terms in the case of one hard parton in the initial state are built in the
same fashion as for the final-final case given in (3.7). All the antennae needed at NLO
are derived in detail in [74]. The factorization of an (m + 1)-parton matrix element
into a reduced matrix element and an initial-final antenna is depicted schematically
in Figure 3.3. We have the following subtraction term associated to a hard radiator
parton i with momentum p in the initial state:
dσˆS,(if)(p, r) = N
∑
m+1






X0i,jk |Mm(k1, . . . ,KK , . . . , km+1; zp, r)|2 J (m)m (k1, . . . ,KK , . . . , km+1) . (3.16)
The additional momentum r stands for the momentum of the second incoming particle,
for example, a virtual boson in DIS, or a second incoming parton in a hadronic collision
process. This contribution has to be appropriately convoluted with the parton distri-
bution function fhi . The tree antenna X
0
i,jk, depending only on the original momenta p,
kj and kk, contains all the configurations in which parton j becomes unresolved. The
m-parton amplitude depends only on redefined on-shell momenta k1, . . . ,KK , . . . , and
on the momentum fraction z1.
The jet function, J
(m)
m , in (3.16) depends on the momenta kj and kk only through
KK . Thus, provided a suitable factorization of the phase space, one can perform the
1In the limit of parton j becoming unresolved this momentum fraction z correspond the partonic
Bjorken-variable z defined in (2.83).
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integration of the antennae analytically. Due to the hard particle in the initial state,
the factorization of phase space is not as straightforward as for final-final antennae.
The starting point is again the (m + 1)-particle phase space dΦm+1. We can again
insert twice the unity as
1 =
∫











dδ(q + zp−KK) , (3.18)
with Q2 = −q2. Integrating over q, the phase space can be factorized in an m-parton
phase space convoluted with a two particle phase space:









where Q2 = −q2 = −(kj + kk − p)2. Replacing the factorized phase space in (3.16), we
can explicitly carry out the integration of the antenna factors over the two particle phase
space. When combining the integrated subtraction terms with virtual contributions



























2) dΦm(k1, . . . ,KK , . . . , km+1; z p, r)
× |Mm(k1, . . . ,KK , . . . , km+1; z p, r)|2 J (m)m (k1, . . . ,KK , . . . , km+1) .
Finally, the subtraction term has to be convoluted with the parton distribution func-
tions to give the corresponding contribution to the hadronic cross section. The explicit
poles in the integrated form cancel the corresponding ones in the virtual and mass fac-
torization contributions. To carry out the explicit cancellation of poles, it is convenient
to recast, by a shift of variables, the integrated subtraction term, once convoluted with




























This convolution has already the appropriate structure and mass factorization can
be carried out explicitly leaving a finite contribution. The remaining phase space
integration, implicit in the Born cross section, dσˆB, and the convolutions can be safely
done numerically. Again, when considering reactions with only one incoming hadron,
the second PDF has to be replaced by a Dirac delta. Reactions with two hadrons will
require additional subtractions containing initial-final antennae involving the second
parton in the initial state and initial-initial antennae as well. This case is discussed
to NLO in [74]. All the initial-final antennae at NLO with their unresolved limits are










Soft: 3g → 0
Collinear: 3g||1q 3g||2q
Singular limits:
Soft: 2g → 0 3g → 0






















Table 3.2: Initial-final quark-initiated antennae at NLO.
As shown in (3.5), at NNLO two types of contributions to m-jet observables require
subtraction: the tree-level m + 2 parton matrix elements (where one or two partons
can become unresolved), and the one-loop m + 1 parton matrix elements (where one
parton can become unresolved). The corresponding subtraction terms are denoted by
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Soft: 2g → 0 3g → 0


















Table 3.3: Initial-final gluon-initiated antennae at NLO. The D-type quark-gluon antenna




In dσSNNLO, we have to distinguish four different types of unresolved configurations
(Figure 3.4):
(a) One unresolved parton but the experimental observable selects only m jets;
(b) Two colour-connected unresolved partons (colour-connected);
(c) Two unresolved partons that are not colour connected but share a common radi-
ator (almost colour-unconnected);
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Figure 3.4: The four different possible unresolved configurations at NNLO.
Among those, configuration (a) is properly accounted for by a single tree-level three-
parton antenna function like used already at NLO. Configuration (b) requires a tree-
level four-parton antenna function (two unresolved partons emitted between a pair of
hard partons), while (c) and (d) are accounted for by products of two tree-level three-
parton antenna functions. With radiator parton i in the initial state, the subtraction










X0i,jk |Mm+1(k1, . . . ,KK , . . . , km+2; zp, r)|2





























mlK |Mm(k1, . . . ,KK ,KM , . . . , km+2; zp, r)|2
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i,jK |Mm(k1, . . . ,KK ,KM , . . . , km+2); zp, r|2














I,lm |Mm(k1, . . . ,KK ,KM , . . . , km+2; zp, r)|2






I,jk |Mm(k1, . . . ,KK ,KM , . . . , km+2); zp, r|2














nop |Mm(k1, . . . ,KK , . . . ,KN ,KP , . . . , km+2; zp, r)|2
×J (m)m (k1, . . . ,KK , . . . ,KN ,KP , . . . , km+2)
]
. (3.27)
As before, the original momenta of the (m + 2)-parton phase space are denoted by
j, k, . . ., while the combined momenta obtained from a phase space mapping are labeled
by J,K, . . .. Only the combined momenta appear in the jet function. x0abc is a 3-parton
sub-antenna function containing only limits where parton b is unresolved with respect
to parton a, but not limits where parton b is unresolved with respect to parton c.
dσS,c1NNLO applies if the common radiator is in the final state, while dσ
S,c2
NNLO applies if
the common radiator is in the initial state. The only genuinely new ingredient here is
the four-parton initial-final antenna function X0i,jkl, which can be obtained by crossing
the corresponding final-final antenna functions, and has to be integrated analytically
over the appropriate antenna phase space. The factorization of the matrix element in
case of two colour-connected unresolved partons into a reduced matrix element and an























Figure 3.5: Illustration of NNLO double-real antenna factorization for initial-final con-
figurations representing the factorization of the squared matrix element. The antenna
function X0i,jkl is represented by the term in squared brackets.
function exploits the phase space factorization (analogous to the NLO case),

















In all products of two three-parton antenna functions, the analytic integration has
to be performed only over the outmost antenna function, yielding the integrated NLO
antenna functions in the appropriate (final-final or initial-final) kinematics.
The one-loop single unresolved subtraction term dσV S,1NNLO must account for three
types of singular contributions:
(a) Explicit infrared poles of the virtual one-loop (m+ 1) parton matrix element.
(b) Single unresolved limits of the virtual one-loop (m+ 1) parton matrix element.
(c) Terms common to both above contributions, which are oversubtracted.















X0i,jk(z,−tik) |Mm+1(k1, . . . , kk, . . . , km+1; zp, r)|2
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X0i,jk |M1m(k1, . . . ,KK , . . . , km+1; zp, r)|2 J (m)m (k1, . . . ,KK , . . . , km+1)




















× |Mm(k1, . . . , kk, . . . ,KN ,KP , . . . , km+1; zp, r)|2















X0i,jk |Mm(k1, . . . ,KK , . . . , kn, kp, . . . , km+1; zp, r)|2
× J (m)m (k1, . . . ,KK , . . . , kn, kk, . . . , km+1)
]
, (3.33)
In here, X1i,jk denotes a one-loop three-parton initial-final antenna function, which is
the only new ingredient. Figure 3.6 show the factorization of a real-virtual matrix
element into the corresponding reduced real and virtual matrix elements and the real
and virtual antennae. These one-loop antenna functions can be obtained by crossing















different types of antenna functions corresponding to the different pairs of hard partons

































Figure 3.6: Illustration of NNLO real-virtual antenna factorization for initial-final con-
figurations representing the factorization of the squared matrix element. The antenna
function X1i,jk is represented by the second term in squared brackets.
For the initial-final kinematics, we consider the antenna derived in [21] for the final-
final case and we cross one parton into the initial state. Special care has to be taken
in these crossings, if we start from those final-final antenna functions which contain
more than one quark/antiquark or more than one gluon in the final state. In the
case of more than one quark/antiquark pair of different flavour (final-final antenna






4-type), we have to distinguish the crossing of the pri-
mary quark q (which is coupled to the external current) and the secondary quark q′
(which is not coupled to the external current). The identical flavour antenna func-
tion C04 (1q, 3q, 4q¯, 2q¯) is constructed from the interference of the four-quark amplitudes
with the antiquark-momenta interchanged, and it contains only the (3q, 4q¯, 2q¯) triple
collinear limit. Consequently, it is symmetric in the two antiquark momenta, but not in
the two quark momenta, and has thus three different crossings: C0q,qq¯q (either antiquark
crossed), C0q¯,q¯qq¯ (quark (1q) crossed) and C
0
q¯,qq¯q¯ (quark (3q) crossed). Crossing one of
several gluons into the initial state is unambiguous for most antenna functions owing
to their symmetry properties. The only exception is the quark-gluon antenna func-
tion D04(1q, 3g, 4g, 5g), where gluons (3g) and (5g) are colour-connected to the quark,
while gluon (4g) is not. We thus distinguish two crossings, D
0
g,ggq (gluon (3g) or (5g)
crossed) and D0g′,ggq (gluon (4g) crossed). We list all NLO and NNLO initial-final an-
tenna functions with an initial state quark in Table 3.4 and with an initial state gluon
in Table 3.5.
It was shown in [145, 146] that these antenna subtraction terms result in an over-
subtraction of large-angle soft gluon radiation. To correct for this oversubtraction, one





where a and c label arbitrary hard partons. Those soft factors are associated with
an antenna phase space mapping (i, j, k) → (I,K) (final-final) or (p, j, k) → (zp,K)
(initial-final). In contrast to all previous subtraction terms, the hard momenta a, c do
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Quark initiated tree level one loop
quark-quark
q → gq A0q,gq A1q,gq, A˜1q,gq, Aˆ1q,gq
q → ggq A0q,ggq,A˜0q,ggq
q → q′q¯′q B0q,q′q¯′q
q′ → qq¯q′ B0q′,qq¯q′
q → qq¯q C0q,qq¯q, C0q¯,q¯qq¯, C0q¯,qq¯q¯
quark-gluon
q → gg D0q,gg D1q,gg, Dˆ1q,gg
q → ggg D0q,ggg
q → q′q¯′ E0q,q′q¯′ E1q,q′q¯′ , E˜1q,q′q¯′ , Eˆ1q,q′q¯′
q → q′q¯′g E0q,q′q¯′g, E˜0q,q′q¯′g
q′ → q′q E0q′,q′q E1q′,q′q, E˜1q′,q′q, Eˆ1q′,q′q
q′ → q′qg E0q′,q′qg, E˜0q′,q′qg
gluon-gluon
q → qg G0q,qg G1q,qg, G˜1q,qg, Gˆ1q,qg
q → qgg G0q,qgg, G˜0q,qgg
q → qq′q¯′ H0q,qq′q¯′
Table 3.4: List of tree level and one loop antenna functions for the initial-final configu-
rations with a quark in the initial state.
not need to be equal to the hard momenta of partons i, k in the antenna phase space
- they can be arbitrary on-shell momenta in the initial or final state.
If parton (a) is in the initial state, and (c, i, j, k) are in the final state, the integral




















where we have defined
xac,IK =
tacsIK
(taI + taK)(scI + scK)
. (3.37)
If parton (i) is in the initial state, while (a, c, j, k) are in the final state, we obtain the
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Gluon initiated tree level one loop
quark-quark
g → qq¯ A0g,qq¯ A1g,qq¯, A˜1g,qq¯, Aˆ1g,qq¯
g → gqq¯ A0g,gqq¯, A˜0g,gqq¯
quark-gluon
g → gg D0g,gq D1g,gq, Dˆ1g,gq
g → ggq D0g,ggq, D0g′,ggq
g → qq′q¯′ E0g,qq′q¯′ , E˜0g,qq′q¯′
gluon-gluon
g → gg F 0g,gg F 1g,gg,Fˆ 1g,gg
g → ggg F 0g,ggg
g → qq¯ G0g,qq¯ G1g,qq¯, G˜1g,qq¯, Gˆ1g,qq¯
g → qq¯g G0g,qq¯g, G˜0g,qq¯g
Table 3.5: List of tree level and one loop antenna functions for the initial-final configu-



















z1+2 (1− z)−1−2y−ac,iK ,
(3.38)




(saK + (1− z)sai) (scK + (1− z)sci) . (3.39)
3.3.1 Phase space mappings
As discussed previously for the final-final case and above in this section, the construction
of subtraction terms requires mapping the original set of momenta onto a reduced set.
Appropriate mappings for the initial-final configurations, both for single and double
unresolved configurations have been discussed in [74].
The proper subtraction of infrared singularities requires that the momentum map-
ping satisfy
zp→ p , KK → kk when j becomes soft ,
zp→ p , KK → kj + kk when j becomes collinear with k ,
zp→ p− kj , KK → kk when j becomes collinear with i .
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In this way, infrared singularities are subtracted locally, except for angular correlations,
before convoluting with the parton distributions. That is, matrix elements and subtrac-
tion terms are convoluted together with PDFs. In addition, the redefined momentum,
KK , must be on shell and momentum must be conserved, p− kj − kk = zp −KK , for
the phase space to factorize as above. This is accomplished by1:
z =
s1j + s1k − sjk
s1j + s1k
,
KK = kj + kk − (1− z)p , (3.40)
where s1j = (p− kj)2, etc. If parton j becomes soft or collinear to parton k, z → 1. If
parton j becomes collinear with the initial state parton i, z = 1−w with w the fraction
of the momentum p carried by parton j.
This mapping is easily generalized to deal with more than one parton becoming
unresolved. As explained above, the building blocks for the double real radiation in
the initial-final situation are colour-ordered four-parton antenna functions Xi,jkl, with
one radiator parton i (with momentum p) in the initial state, two unresolved partons
j, k and one radiator parton l in the final state:
z =
s1j + s1k + s1l − sjk − sjl − skl
s1j + s1k + s1l
,
KL = kj + kk + kl − (1− z)p , (3.41)
where kj , kk and kl are the three final-state momenta involved in the subtraction term.
It satisfies the appropriate limits in all double singular configurations:
1. j and k soft: z → 1, KL → kl,
2. j soft and kk ‖ kl: z → 1, KL → kk + kl,
3. kj = wp ‖ p and kk soft: z → 1− w, KL → kl,
4. kj = wp ‖ p and kk ‖ kl: z → 1− w, KL → kk + kl,
5. kj ‖ kk ‖ kl: z → 1, KL → kj + kk + kl,
6. kj + kk = wp ‖ p: z → 1− w, KL → kl,
where partons j and k can be interchanged in all cases.
The construction of NNLO antenna subtraction terms requires moreover that all
single unresolved limits of the four-parton antenna function Xi,jkl have to be sub-
tracted, (3.24), such that the resulting subtraction term is active only in its double
1The symmetric mapping used in the final-final case leads to a non factorizing phase space. The
reasons for this are explained in detail in [74].
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unresolved limits. A systematic subtraction of these single unresolved limits by prod-
ucts of two three-parton antenna functions can be performed only if the NNLO phase
space mapping turns into an NLO phase space mapping in its single unresolved limits.
In the limits where parton j becomes unresolved, we denote the parameters of the
reduced NLO phase space mapping (3.40) by z′ and K ′L. We find for (3.41):
1. j becomes soft:
z → s1k + s1l − skl
s1k + s1l
= z′ , KL → kk + kl − (1− z)p = K ′L .
2. kj ‖ kk, kj + kk = KK :
z → s1K + s1l − sKl
s1K + s1l
= z′ , KL → kK + kl − (1− z)p = K ′L .
3. kj = wp ‖ p:
z → (1− w)(s1k + s1l)− skl
s1k + s1l
= (1−w)z′ , KL → kk+kl−(1−z′)(1−w)p = K ′L.
It can be seen that in the first two limits, the NLO mapping involves the original incom-
ing momentum p, while in the last limit (initial state collinear emission), it involves the
rescaled incoming momentum (1 − w)p. To subtract all three single unresolved limits
of parton j between emitter partons i and k from Xi,jkl, one needs to subtract from
it the product of two three-parton antenna functions Xi,jk · XI,Kl. The phase space
mapping relevant to these terms is the iteration of two NLO phase space mappings.
Analytical integration of terms with this mapping is required only over the phase space
appropriate to the first antenna function.
Equally, parton k can become unresolved. Expressing the reduced NLO phase space
mapping by z′′ and K ′′L. We find for (3.41):
1. k becomes soft:
z → s1j + s1l − sjl
s1j + s1l
= z′′ , KL → kj + kl − (1− z)p = K ′′L .
2. kk ‖ kj , kj + kk = KK :
z → s1K + s1l − sKl
s1K + s1l
= z′′ , KL → kK + kl − (1− z)p = K ′′L .
3. kk ‖ kl, kl + kk = KK :
z → s1K + s1j − sKj
s1K + s1j
= z′′ , KL → kK + kj − (1− z)p = K ′′L .
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In all limits, the reduced NLO mapping involves the original incoming momentum p.
Consequently, the three single unresolved limits of parton k between emitter partons
j and l can be subtracted from Xi,jkl by a product of a final-final and an initial-final
three-parton antenna function Xjkl ·Xi,JL. The phase space mapping relevant to these
terms is the product of an NLO final-final phase space mapping with an initial-final
mapping. Integration of the final-final antenna phase space yields a constant, not
involving an extra convolution.
3.4 Integration of initial-final antenna functions at NNLO
The initial-final antenna functions all have the scattering kinematics
q + pi → k1 + k2(+k3) ,
where
q2 = −Q2 < 0 , p2i = 0 , z =
Q2






3 = 0 , (3.42)
and k3 is present only for the NNLO real radiation antenna functions. Consequently,
integration over the final-state two-parton or three-parton phase space yields a result
which depends only on Q2 and z. From dimensional counting, one can immediately
conclude that the dependence on Q2 is only multiplicative, according to the mass
dimension of the integral.
The NNLO double real radiation antenna functions X0i,jkl have to be integrated
over the inclusive three-parton final state phase space. The NNLO one-loop single real
radiation antenna functionsX1i,jk are integrated over the inclusive two-parton final state
phase space, and over the loop momentum. For both types of integration, we employ
the by-now standard technique of reduction to master integrals. The master integrals
are then computed from their differential equations in Q2 and z.
To perform the reduction, we first express all phase space integrals as loop integrals
with cut propagators [147] using the identity





with j = 1, 2, 3 .
Consequently, all NNLO integrals are expressed as cuts of two-loop four-point functions
with two off-shell legs in forward scattering kinematics. Using integration-by-parts
(IBP, [148, 149]) and Lorentz invariance (LI, [150]) identities among the integrals of
any given topology, the large number of different integrals can be expressed in terms of
a small number of master-integrals. This reduction is performed iteratively, based on
the lexicographic ordering of the integrals, expressed by the Laporta algorithm [151].
After carrying out the reduction, one finds nine master integrals for the NNLO
double real radiation antenna functions, described in Section 3.4.1 below, and listed in
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Appendix B.3.1. For the NNLO one-loop single real radiation antennae, one finds six
master integrals, which we describe in Section 3.4.2 and list in Appendix B.3.2.
We computed these integrals both directly and by using the differential equation

























to carry out the differentiations at the integrand level. The boundary conditions
required for the solution of the differential equations are either obtained from self-
consistency conditions on the integrals, or by explicit evaluation. The explicit eval-
uation is very similar to the evaluation of inclusive four-point phase space integrals,
described in [158]. In Appendix B a simple example is carried out explicitly.
Some of the more involved master integrals can be related to phase space integrals
computed by E. B. Zijlstra and W. L. van Neerven in the context of the NNLO cor-
rections to deep inelastic structure functions [3, 4]. Where appropriate, we compared
our results to the expressions in the appendix of [3, 4], finding full agreement. Explicit
expressions for all master integrals are listed in Appendix B.3.1–B.3.2.
All master integrals contain multiplicative factors of the form (1−z)− or (1−z)−2,
which regulate soft endpoint singularities in initial state convolution integrals. These
factors must be left as such in the master integrals, and can be expanded in the form
of distributions1
















only after being inserted into the integrated antenna functions. All other terms in the
master integrals can be expanded, yielding Harmonic Polylogarithms (HPLs,[159–162])
of argument z.
3.4.1 Tree-level 2→ 3 antenna functions
For the tree-level 2→ 3 antenna functions, we have the ’DIS-like’ process
q + pi → k1 + k2 + k3 .
1This expansion is proven in Appendix A.
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There are 12 propagators, including the three that are cut in the phase space integration
(D10, D11, D12):
D1 = (pi − k1)2 ,
D2 = (q − k1)2 ,
D3 = (k2 + k3)
2 ,
D4 = (pi − k2)2 ,
D5 = (q − k2)2 ,
D6 = (k1 + k3)
2 ,
D7 = (pi − k3)2 ,
D8 = (q − k3)2 ,











To perform the reduction to master integrals, we impose momentum conservation p3 =
q + pi − k1 − k2, set p2i = 0, q2 = −Q2 and drop any integral where D10, D11 and D12
are not in the denominator. After labeling the inclusive phase space integral as I[0],
the convention for naming the master integrals follows the labeling of the numerators,
i.e.










When squaring the 2 → 3 antennae, we find at most 4 propagators, plus the 3 cut
ones. All the integrals can be reduced to the set of 9 master integrals shown in Fig-
ure 3.7. All the masters, except I[1, 2, 4, 5], have been computed by direct integration
and by the differential equations method, supplemented, where necessary, by a direct
calculation at z = 1 after factorizing the leading singularity. The z = 1 boundary
conditions for I[1, 3, 4, 6] and I[2, 3, 5, 6] were checked numerically using sector decom-
position [163–166]. I[1, 2, 4, 5] has been computed only using the differential equations
method. The master integrals I[1, 2, 5], I[2, 3, 5], I[2, 3, 5, 6] and I[1, 2, 4, 5] agree up to
order 0 with the results in [3, 4]. We summarize in Table 3.6 some of the properties
of the master integrals.
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I[0] I[2] I[2, 6]
I[1, 2, 5] I[2, 3, 5] I[2, 4, 9]
I[1, 3, 4, 6] I[2, 3, 5, 6] I[1, 2, 4, 5]
Figure 3.7: Master integrals for the phase space integration of the tree level initial-
final antennae at NNLO. The double line in the external states represents the off-shell
momentum, q with q2 = −Q2, the single one is the incoming parton. All internal lines are
massless. The cut propagators are the ones intersected by the dotted line.
3.4.2 One-loop 2→ 2 antenna functions
When interfering the one loop 2→ 2 antennae with the corresponding tree level ones,
we can combine the loop and phase space integrations. The partonic process in this
case is
q + pi → k1 + k2 .
Denoting the loop momentum by l, we can identify four topologies, two planar (Topol-
ogy 1 and 2) and two non-planar (Topology 3 and 4). The topologies are defined in
Table 3.7. Topologies 1 and 2 only differ in the propagator D5, as is also the case for
Topologies 3 and 4. Subtopologies of the non-planar integrals can be expressed by the
planar topologies.
All the resulting integrals can again be reduced to a small set of masters. In this
case we find only six of them. They are shown in Figure 3.8. The notation for the
master integrals follows the propagator definitions of Topology 2 in the planar case
(denoted by V ) and of Topology 3 in the non-planar case (denoted by C).
The one loop plus phase-space master integrals have been computed using differen-
tial equations in external invariants, together with a direct calculation at z = 1 after
factorizing the leading singularity at z = 1. Integrals V [1, 2, 3, 4], V [1, 2, 3, 4, 5] and
C[1, 2, 3, 4] have been checked, up to order 0, against a direct analytic calculation.
We summarize in table 3.8 some of the properties of the master integrals. Explicit
expressions for the master integrals are listed in Appendix B.3.2.
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master deepest pole behaviour at z = 1 known to order
I[0] ε0 (1− z)1−2ε all
I[2] ε0 (1− z)−2ε all, ε5
I[2, 6] ε−1 (1− z)−2ε all, ε5
I[1, 2, 5] ε−2 (1− z)−2ε ε3
I[2, 3, 5] ε−2 (1− z)−1−2ε ε3
I[2, 4, 9] ε−3 (1− z)−2ε ε3
I[1, 3, 4, 6] ε−3 (1− z)−1−2ε all, ε5
I[2, 3, 5, 6] ε−3 (1− z)−1−2ε ε1
I[1, 2, 4, 5] ε−2 (1− z)−2ε ε1
Table 3.6: Summary of the main properties of the three particles phase space master
integrals
Topology 1 Topology 2 Topology 3 Topology 4
D1 l
2 l2 l2 l2
D2 (l + pi)
2 (l + pi)
2 (l + pi)
2 (l + pi)
2
D3 (l + pi − k1)2 (l + pi − k1)2 (l + pi − k1)2 (l + pi − k1)2
D4 (l − q)2 (l − q)2 (l + k2)2 (l + k2)2



















Table 3.7: Definition of the topologies for the combined phase space and loop integration.
We always integrate the unrenormalized 2 → 2 one-loop squared matrix elements,
divided by a normalization factor C(), relevant to a particular antenna function, which
we denote as X1,Ui,jk. The antenna function is obtained after renormalization and sub-
traction of the corresponding tree-level antenna function multiplied with the one-loop
correction to the hard radiator pair. Renormalization of the one-loop antenna func-
tions is always carried out in the MS-scheme at fixed renormalization scale µ2 = Q2.
It amounts to a renormalization of the strong coupling constant and (in the case of
the quark-gluon and gluon-gluon antenna functions) to a renormalization of the ef-
fective operators used to couple an external current to the partonic radiators. The

























V[1, 3] V[1, 4] V[2, 4]
V[1, 3, 4] V[1, 2, 3, 4, 5] C[1, 2, 3, 4]
Figure 3.8: Master integrals for the loop plus phase space integration of the one loop
initial-final antennae at NNLO. The double line in the external states represents the off-
shell momentum, q with q2 = −Q2, the single one is the incoming parton. All internal
lines are massless. The cut propagators are the ones intersected by the dotted line.
master deepest pole behaviour at z = 1 known to order
V [1, 3] ε−1 (1− z)−ε all, ε5
V [1, 4] ε−1 (1− z)−ε all, ε5
V [2, 4] ε−1 (1− z)−2ε all, ε5
V [1, 3, 4] ε−1 (1− z)−ε ε3
V [1, 2, 3, 4, 5] ε−3 (1− z)−1−2ε ε3
C[1, 2, 3, 4] ε−3 (1− z)−ε ε3






, b0,F = −1
3
(3.52)
are the colour-ordered coefficients of the one-loop QCD β-function 1:
β0 = b0N + b0,FNF . (3.53)
The renormalization constants for the effective operators are
η0 = 0 , η0,F = 0 for X = A ,
η0 = b0 +
3
2
, η0,F = b0,F for X = D,E ,
η0 = 2 b0 , η0,F = 2 b0,F for X = F,G .
The one-loop antenna functions are obtained from the renormalized one-loop squared
matrix elements by subtracting from them the product of the tree-level antenna func-
1For reasons of coherence with already published Literature, throughout this chapter we use a
different convention for the QCD β-function. This is however restricted to this chapter only.
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2 = 0 , (3.57)




















3.5 Quark initiated antennae
The quark-initiated initial-final antenna functions are obtained from the final-final an-
tenna functions by crossing a quark into the initial state. Their unintegrated analytical
expressions are obtained by a pure kinematical crossing from the final-final expres-
sions listed in [21], with no extra symmetry factors or overall signs applied, and no
further decompositions into sub-antennae. This procedure differs from the approach
used in previous work on initial-final antenna functions at NLO [74]. In the applica-
tion of the antenna subtraction formalism to the calculation of NNLO corrections to
e+e− → 3j [140], it turned out that several decompositions can be circumvented by an
appropriate symmetrization of the real radiation matrix elements in the process under
consideration, and that the remaining required decompositions can be derived on a
case-by-case basis, often not along the lines of [21, 74]. A systematic decomposition
would start from a specific process under consideration, and is beyond the scope of the
present study.
The virtual one-loop antenna functions are obtained from the final-final one-loop
antenna functions [21], where some attention has to be paid to the correct analytic con-
tinuation of the polylogarithmic functions. In the initial-final kinematics, the relevant
final state phase space consists of three different Riemann sheets [167–174], which have
to be patched together correctly.
All quark-initiated initial-final antenna functions are listed in Table 3.4. The explicit
expressions of the integrated antennae are rather long and for this reason we do not
report them here. They can be found in [24].
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3.6 Gluon initiated antennae
The gluon-initiated initial-final antenna functions are obtained from final-final antenna
functions listed in [21] by crossing a gluon into the initial state. As in the quark case,
their unintegrated forms are pure kinematical crossings of the final-final expressions,
with no symmetry factors or polarization sums multiplied on them. Also, we do not
provide a decomposition into sub-antennae here. The precise decomposition depends
on the requirements and symmetries of the process under consideration, and is normally
performed in the context of an actual calculation.
As in the quark-initiated case, some attention has to be paid in the crossing of the
virtual one-loop antenna functions from the final-final kinematics [21] to the initial-
final kinematics. This crossing requires the analytical continuation of the polylogarith-
mic functions to the relevant phase space, again consisting of three different Riemann
sheets [167–174].
All gluon-initiated initial-final antenna functions are listed in Table 3.5, for the
explicit expressions of the integrated results we again refer to [24].
3.7 Rederivation of NNLO coefficient functions
Being derived from physical matrix elements, the integrated antenna functions can be
compared to results from literature for inclusive cross sections or coefficient functions,
as was done previously for the final-final antennae in [136–139]. In the case of the
initial-final antennae, we can compare the integrated quark-antiquark antennae and
gluon-gluon antennae against NNLO corrections to deep inelastic coefficient functions
known in the literature. The former ones can be checked against DIS structure function
calculations [3] whereas the latter can be compared to the φ-DIS structure functions
computed in [70, 175]. The quark-gluon antennae, derived from neutralino decay, can-
not be associated to any physical process and only the deepest pole could be checked
against a combination of Altarelli-Parisi splitting functions.
3.7.1 Deep inelastic scattering: γ induced
In DIS, if one uses the orientation-averaged leptonic tensor of equation (2.47), the
hadronic tensor at parton level Wˆµν (given in formula 2.79) is contracted with the
metric tensor −gµν . This corresponds to the trace of the hadronic tensor, which in




for i = 2, L , (3.62)
is given by
















3.7 Rederivation of NNLO coefficient functions
where the structure functions can be expanded in powers of the strong coupling con-


























































and Sε = exp [ε (ln (4pi)− γE)]. For clarity, we drop the dependence on z and Q2. The
factors Sε and µ0 are the conventional factors appearing in dimensional regularization.
To zeroth order in αs the structure functions are given by the simple parton model
result, which follows from (2.80), (2.81) and (3.62) by factoring out the quark charge





L,g = 0 , F
(0)
2,q = δ (1− z) , F(0)2,g = 0 . (3.65)
Since the overall normalization of the antenna functions is given by the leading order
antenna Aq,q = δ(1 − z), we find that the correct normalization of W µµ to be checked




µ = F2 −
d− 1
d− 2FL . (3.66)
This last equation at order αs and α
2
s can be compared to a linear combinations of
NLO and NNLO antennae respectively. For completeness and clarity, before giving
the explicit relations between the structure functions and the antennae, we report the
expressions of the structure functions in terms of the Altarelli-Parisi splitting functions
given in Table 2.1 and the other coefficient functions ci and ai. We take them from [3, 4],
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P (0)gg ⊗ c(1)2,g −
1
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where the convolution symbol ⊗ is defined by1
















The previous expressions are needed to check all the initial-final quark-antiquark
antennae. They are still unrenormalized and are thus to be compared to the unrenor-



























= − 4Ag,qq¯ , (3.78)
where F
(1)
q is the one-loop quark form-factor given in [176]. The notation X|a means















= − A˜0q,ggq + 8A˜1,Uq,gq − 4C0q,q¯qq¯ − 2C0q¯,q¯qq¯ − 2C0q¯,qq¯q¯
+ 16δ (1− z)
(







1More about the computation with convolutions and (+)-distributions can be found in Appendix A.
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= 2A0q,ggq + 8A
1,U
q,gq
+ 16δ (1− z)
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= − 4A0g,gqq¯ − 8A1,Ug,qq¯ . (3.84)
The structure functions (3.67)-(3.76) are given in [3, 4] in unrenormalized form. To
compare with our results, we thus considered the one-loop unrenormalized antenna
functions (obtained by undoing the renormalization) the two-loop unrenormalized form
factor, both characterized by the label U . Full agreement is found with [3, 4].
3.7.2 Deep inelastic scattering: φ-scalar induced
The gluon-gluon F-, G- and H-type antenna functions can be checked with the deep
inelastic scalar induced structure functions derived in [70, 175]. These structure func-
tions are obtained in an effective theory with a scalar φ coupled to the square of the
gluon field strength tensor. This effective theory is very instrumental in deriving glu-
onic splitting functions, and is also the effective field theory describing the coupling of
the Higgs boson to gluons through a loop of asymptotically heavy coloured particles.
Since φ is a scalar particle the corresponding hadronic tensor has only one structure
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P (0)gg ⊗ P (0)gg +
NF
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P (0)qq ⊗ P (0)gq +
1
8














P (0)gq ⊗ c(1)φ,g −
1
2






gq ⊗ a(1)φ,g + P (0)qq ⊗ a(1)φ,q
)
. (3.89)






φ,i , with i = q, g are given in
the Appendix of [24]. They were derived independently in [175], and we find full agree-
























g,gg + 4δ (1− z)
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g,gg + 4δ (1− z)
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=− G˜0g,qq¯g + 4G˜1,Rg,qq¯ + 4δ (1− z)
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=4Gˆ1,Rg,qq¯ + 4δ (1− z)
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= G˜0q,qgg + 8G˜
1,R







= − 2H0q,qq′ q¯′ − 8Gˆ1,Rq,qg . (3.98)
The antenna J˜0q,qqq¯ comes from the interference of four quark final states with identical
















− z)ζ3)+ O () . (3.99)
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The functions F
(i)
g (i = 1, 2) are the one- respectively two-loop gluon form factor given
in [176].
3.7.3 χ˜-induced antennae
There is no physical process which could be used to check the quark-gluon antennae,
which were derived from neutralino decay [138]. However the correct combination of
Altarelli-Parisi splitting functions which multiply the deepest pole can be read out from
the diagrams associated with the different antennae. To have the correct colour factors
for the χ-induced antennae we have to set CF = CA = N in all the splitting functions.
We start considering quark initiated antennae at NLO. A quark-line in the initial
state can split into a quark-gluon pair, where either the quark or the gluon are hard.
For the gluon-initiated case the situation is similar. An initial gluon line can either
split into two further gluons, or into a quark-antiquark pair. The structure function






P (0)qq − P (0)gq
)








P (0)gg − CAP (0)qg
)
+ c(1)χ,g −  2a(1)χ,g
)
. (3.101)
At NLO there are three different quark-initiated quark-gluon antennae: Dq,gg, Eq′,q′q
and Eq,q′q¯′ . However, as shown in Table 3.2, only the first two have a real splitting in
the initial state. They correspond to the two possible splittings of a quark: Pqq and
Pgq. Comparing the 1/ terms of the antennae and the structure function at leading






























is the appropriate χ-form factor computed in [138]. The antenna Eq,q′q¯′ contributes at










There is only one antenna function for the gluon-initiated case at NLO, however it

























be found from a diagrammatic analysis and its origin has to do with an ambiguity in
the normalization of the antenna functions which also influences the singular limits.
At NNLO we can proceed in an analogous way but considering two emissions in a
row. This leads to convolutions of splitting functions. Defining the splittings at NLO
P (0)χ,q = P
(0)
qq − P (0)gq ; P (0)χ,g = P (0)gg − CAP (0)qg ,
and following the same structure as for the φ-induced structure functions, we can make
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1
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The factor CF /CA in F
(2)
χ,q means that only one of the two factors CF present in the
convolution P
(0)


























































= − 2E0q,q′ q¯′g − 4E1,Rq,q′ q¯′ − 2Dˆ1,Rq,gg + 8Eˆ1,Rq′,q′q +
7
3
δ(1 − z) . (3.114)
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The leading colour part of the quark-initiated structure function was divided into a
flavour non-singlet part (NS) and a pure singlet part (PS) in analogy to the γ-induced
structure functions. In the PS part a remainder part is left. Its origin has to do with
the Majorana nature of the neutralino, whose decay is used to compute the quark-gluon
antennae.
3.8 Conclusions and outlook
In this chapter, we have extended the NNLO antenna subtraction formalism [21] to
include initial-final antenna configurations, where one of the hard radiator partons is
in the initial state. We described the construction of initial-final antenna subtraction
terms from antenna functions, including the required phase space factorization and
mappings.
The analytic integration of the NNLO initial-final antenna functions requires the
derivation of inclusive 2 → 3 phase space integrals at tree-level and of 2 → 2 phase
space integrals at one loop. We reduced all these integrals to a small set of master
integrals, which we computed using differential equations or by direct integration. With
these, we provide integrals of all NNLO initial-final antenna functions, as required for
the implementation into a parton-level event generator programme. A highly non-
trivial check of our results is provided by the rederivation of deep inelastic coefficient
functions [3, 4, 70, 175], which can be expressed as particular linear combinations of
antenna functions.
The subtraction terms presented here allow the construction of a parton-level event
generator program for the calculation of NNLO corrections to jet production observ-
ables in deeply inelastic electron-proton scattering. Of foremost importance in this con-
text is the dijet production cross section in deep inelastic scattering [177–182], which
has been used at HERA to measure the gluon distribution in the proton and the strong
coupling constant αs. This cross section is at present only known to NLO [167–172],
which is insufficient for various reasons. The error on the extraction of αs from HERA
(2+1) jet data is dominated [183] not by the statistical uncertainty on the data, but by
the uncertainty inherent to the NLO calculation, as estimated by varying renormaliza-
tion and factorization scales. Given that the statistical precision of the data will further
improve once all data from the HERA-II run are analysed, the theoretical description
requires the inclusion of the next-to-next-to-leading order (NNLO), i.e. O(α3s), correc-
tions. Moreover, present determinations of parton distribution functions [184–187] at
NNLO accuracy [72, 73] can only include data sets for observables where NNLO correc-
tions are known [3, 4, 188–191]. Consequently, the precise HERA deep inelastic dijet
data could be used in global NNLO determinations only once the NNLO QCD correc-
tions to this observable are computed. Using the subtraction formalism derived here,
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and the already known matrix elements [90, 91, 173, 174, 192–198], such a calculation
can now be envisaged.
Moreover, the initial-final antenna functions derived here are an important ingre-
dient to the calculation of NNLO corrections to jet observables at hadron colliders.
In this case, all radiator configurations contribute: final-final (derived in [21]), initial-
final (derived here) and initial-initial [199]. The initial-initial antenna functions are at
present known only to NLO, and work on their extension to NNLO is ongoing.
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4Matching of Fixed Order and
Resummation for Event Shape
Observables
In this chapter we consider NNLO results for the set of six event-shape variables intro-
duced in Section 2.5.2 and match them with resummed calculations at next-to-leading
logarithmic accuracy (NLLA) [200], to obtain results which are reliable over the whole
possible kinematical range. The matched results can be used to perform high precision
studies on event-shape observables and allow a new determination of the strong coupling
constant αs [22]. This class of observables is also interesting because it shows a rather
strong sensitivity to hadronisation effects, at least in phase-space regions characterised
by soft and collinear gluon radiation.
We start analyzing the logarithmic structure of fixed order and resummed calcula-
tions. In a second step we match the two computations [201] and consider all possible
sources of theoretical uncertainty following the method developed in [202]. A C++
routine is presented, which permits to quickly analyse and determine the different
sources of uncertainty. Finally we report about the new determination of αs and on
some interesting insights about hadronization corrections made possible by these new
results.
4.1 Fixed order and resummed calculations
In Section 2.6.2 we computed the leading order prediction for the event-shape observable
thrust. The fixed order state-of-the-art description of event-shape observables like
thrust was until recently just NLO [171, 203–209]. Applying the antenna subtraction
formalism explained in the previous chapter to e+e−-annihilation into 3 jets at NNLO,
it was possible to extend the knowledge of the perturbative expansion of event-shape
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observables one order higher [140, 141, 144, 146, 210]. These calculations are based
on a numerical integration of the relevant three-parton, four-parton and five-parton
matrix elements, which are combined into a parton-level event generator. Next-to-
leading order electroweak corrections were also computed very recently [211, 212]. At
this order, the perturbative differential cross section at a centre-of-mass energy Q and































































For the QCD β-function we follow the convention given in (2.23). In theoretical compu-
tations it is customary to normalize the distributions to the hadronic Born cross section
σ0 given in (2.49) since, for massless quarks, the normalisation cancels all electroweak
coupling factors. However, experimentally it is easier to normalize the distributions to
the total hadronic cross section σhad. The correction for the normalization can be done
by expanding the ratio σ0/σhad in powers of α¯S
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1In Section 2.6.1 we computed the first correction to the expansion of this ratio, however since very






















The dependence on the renormalization scale µ is universal and is the same in (4.3)
















(y, xµ) + O(α¯
4
s) , (4.5)
where A¯, B¯, C¯ are related to A,B,C by
A¯(y) =A(y) ,
B¯(y, xµ) =B(y, xµ)−K1A(y) ,





For later convenience we consider also the integrated cross section:

































The fixed-order coefficients A, B, C can be obtained by integrating the distribution (4.5)
and using R(ymax, Q, µ) = 1 to all orders, where ymax is the maximal kinematically
allowed value for the shape variable y.
4.2 Resummed calculations
The convergence of the fixed order expansion (4.5) is spoiled if the fixed order coeffi-
cients A (y) , B(y), C(y) become large. This happens in the region of the phase space
where y is small, since the fixed order coefficients are enhanced by powers of − ln(y).
As explained in detail in Chapter 2, the arise of these enhancements is due to soft and
collinear gluon emission. At the n-th order in perturbation theory, the highest power
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In order to make some predictions in the region y → 0 we have to resum the
logarithmic terms to all orders in αs. For suitable observables this leads to leading
logarithm (LL) exponentiation, such that
ln R(y) ∼ Lg1(αsL) ,
where L = ln (y0/y) and y0 is an observable dependent parameter. The function g1(αsL)
is an analytic function and can be expanded in a power series in its argument. For all
the event-shape variables we will consider later also the next-to-leading logarithms
(NLL) exponentiate giving
RNLLResum(y,Q, µ) = (1 + C1α¯s) e
(Lg1(αsL)+g2(αsL)) . (4.9)
By differentiating expression (4.9) with respect to y, one recovers the resummed differ-
ential event shape distributions, which yield an accurate description for y → 0.
Assuming that exponentiation holds to higher logarithmic accuracy too1, a generic
resummed result has the form
RResum(y,Q, µ) =
(
1 + C1α¯s + C2α¯
2
s + . . .
)
e(Lg1(αsL)+g2(αsL)+α¯sg3(αsL)+...) . (4.10)













4 + . . . , (4.11)















3 + . . . . (4.13)
Reexpanding the resummed prediction we obtain a clear picture of the logarithmic
structure
R1 (y) = C1 + G11L + G12L
2 , (4.14)














R3 (y) = C3 + (G31 + C1G21 + C2G11)L
+
(





11 + C2G12 +G11G21
)
L2
1For thrust this is confirmed by a computation in an effective field theory approach at N3LLA [214].
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An overview of the different logarithmic contributions at fixed order and in resummation





















Table 4.1: Logarithmic terms at LO, NLO and NNLO and at LL (blue frame), NLL
(green frame) and NNLL (brown frame). The terms in dashed frames comes from trivial
exponentiation. The colour of the dashed frames indicated the logarithmic accuracy at
which they appear.
The difference between the logarithmic part and the full fixed order expansion at
the different orders is given by
d1(y) = A(y)−R1(y) ,
d2(y) = B(y)−R2(y) ,
d3(y) = C(y)−R3(y) .
The functions di(y) contain the non-logarithmic part of the fixed order contribution
and vanish for y → 0. We collect them into a function D(y,Q, µ) defined as




sd3(y) + . . . . (4.17)
Having the two different calculations – the fixed order calculations, valid in the
multijet region, and the resummed results which holds in the soft and collinear part of
the phase space – we can match them in order to have the most reliable prediction over
the whole kinematical range.
4.3 Matching of fixed order and resummed calculations
In combining two calculations together, one has to pay attention not to consider twice
the same contributions. There are different matching schemes proposed in the litera-
ture, however mainly two are used. We will present them both in the following.
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4.3.1 The R-matching scheme
In the R-matching scheme the two expressions (4.6) and (4.10) are matched and log-
arithms appearing twice are subtracted. The explicit expression for the matched inte-
grated cross section R(y,Q, µ) depends on the order of the calculations considered in
the matching. At NLLA+NLO the following formula holds (for clarity we drop any
dependence on the renormalization scale, which will be analysed separately):
R(y,Q, µ) =
(







+α¯s (A(y)−R1(y)) + α¯2s (B(y)−R2(y)) . (4.18)
The differences in the second line corresponds to the remainder functions di(y) defined
above. It is however preferable to write it as difference between the full fixed order
coefficient and its logarithmic part since in practice these are the functions which are
known. In fact, the logarithmic terms in the Ri(y) functions can be easily found be
reexpanding the analytically known resummed functions gi(αsL), whereas the fixed
order coefficient function is usually know only as a numerical binned distribution. It
is easy to guess that in the kinematical region where y → 0, resummation dominates
and the second line vanishes, whereas in the multijet region the functions Ri(y) cancel
exactly the logarithms contained in the resummed calculation keeping small higher
order logarithmic corrections on top of the full fixed order result.
This approach has however also some practical problems. From the theoretical side,
in order to match the calculation with fixed NLO results, the first term of the expansion
of the NNLL resummation function g3(αsL) is also needed. However, belonging to a
subleading logarithmic accuracy, the coefficients G21 and C2 are known only numerically
for the majority of the observables. The numerical value of these coefficients can be
inferred by fitting the fixed order numerical distributions with a function of the form
f(y,G21, C2) = R2(y,G21, C2) + d2(y) (4.19)
where for d2(y) a reasonable assumption must be made. Several tries were made in this
direction, however the numerical results suffer always from high numerical instability.
The same problem arises by going one order further both at fixed order and in
resummation. The expression for the matching at NNLLA+NNLO is
R(y,Q, µ) =
(









+α¯s (A(y)−R1(y)) + α¯2s (B(y)−R2(y)) + α¯3s (C(y)−R3(y)) .
(4.20)
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At the moment only thrust is known at a sufficiently high logarithmic accuracy [214]
allowing to try this matching, and further studies on this have to be done1. For all
















+α¯s (A(y)−R1(y)) + α¯2s (B(y)−R2(y)) + α¯3s (C(y)−R3(y)) .
(4.21)
In this case the situation is even worse, since five different coefficients have to be
extracted numerically.
However there is another matching scheme where all the needed coefficients can be
extracted analytically from known resummed results.
4.3.2 The ln(R)-matching scheme
The ln(R)-matching scheme is believed to be theoretically the most stable one and
for this reason it is generally preferred [202]. In this case all the matching coefficients
needed can be found analytically. In order to understand the ln(R)-matching scheme,
we rewrite eq. (4.10) as follows:
R(y, αs) = C(αs)Σ(y, αsL) , (4.22)
where
Σ(y, αsL) = e
(Lg1(αsL)+g2(αsL)+α¯sg3(αsL)+...) ,
and C(αs) corresponds to the constant part in front of the exponential in (4.10). Taking
the logarithm on both sides we obtain something of the form
ln(R(y, αs)) = K(αs) + ln(Σ(y, αs)) . (4.23)
We now consider the fixed-order expansion and take the logarithm of it











Considering the Taylor expansion of ln (1 + x) for small x, we can write















1In Section 4.6.3 we derive g3(αsL) from [214] and perform the matching with NNLO calculations
in the ln(R)-matching scheme. For the constants C2 and C3 needed for a matching in the R-matching
scheme we still have to rely on a numerical determination.
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The two expressions (4.23) and (4.24) can be matched after having subtracted the
constant term K(αs), which is already included in A(y), B(y) and C(y). By matching
we obtain














C (y)−A (y)B (y) + 1
3




This formula holds for the matching of NNLLA+NNLO. We will use it in Section 4.6.3,
where we derive the function g3(αsL) for thrust from the results computed in [214]
using soft-collinear-effective-theory (SCET). The advantage of this matching scheme
is that, since everything is exponentiated, we do not need to separate explicitly the
constant or the subleading contribution. At NLLA+NNLO the matched expression is
given by


















The results obtained in SCET for thrust would in principle allow also a matching
at N3LLA+NNLO. The correct formula in the ln(R)-matching scheme at this order is





















4.4 Modifications to the matching schemes
In the last section we gave different results for the matched integrated cross section,
which are valid over the whole phase space. However, contrary to the fixed order
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prediction (4.6), for which every coefficient vanishes such that R(ymax) = 1, in the
limit y → ymax, the two predictions (4.21) and (4.25) give the wrong results. It is
obvious that the differential cross section dσ/dy has to vanish in this region for a fixed
order prediction, because every fixed order calculation takes into account only a finite
(in fact very few) number of final particles. It is therefore clear that the cross section
for the production of more and more final jets has to vanish. In our case, considering
the NNLO fixed order prediction, the maximal number of final jets is five. The cross
section at the phase space limit for six partons should therefore vanish. The limited
predictive ability of the two matching schemes in the multijet region can be solved
by modifying them slightly. This is done by imposing a kinematical constraint, which
assures the right prediction for y → ymax.
The constraints for the so-called modified ln(R)-matching scheme are













In order to fulfil these two constraints, we can redefine L as follows:















The power p is called the degree of modification. We choose p = 1, as usual in literature.
It determines how fast the integrated cross section is damped at the kinematical limit.
The values of ymax can usually be determined by symmetry arguments, like the one
made for the thrust in Section 2.6.2.
For the ln(R)-matching scheme, the substitution L → L˜ is enough to fulfil the








, i = 1, 2, 3 . (4.30)
The dependence on the renormalization scheme was so far not considered. Every
second order term acquires an explicit µ-dependence.


















A(y) + 2 ln(x2µ) (2β0B(y) + 2β1A(y)) + C(y).
(4.32)
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µ) (2β0C2 + 2β1C1) .
(4.33)
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Making these substitutions into formula (4.26) for the ln(R)-matching at NLLA+NNLO
we observe the matching NLLA with NNLO introduces a mismatch in the cancellation
of renormalisation scale logarithms, since the NNLO expansion fully compensates the
renormalisation scale dependence up to 2 loops, while NLLA only compensates it up
to 1 loop. In order to assess the impact of this mismatch, we have introduced the
lnR(µ)-matching scheme, which is explained in the next section.
One further source of arbitrariness is the choice of the logarithm to be resummed.
In fact, it is not clear whether powers of αs ln(y0/y) or powers of αs ln(2y0/y) have
to be resummed. The origin of this arbitrariness has to do with how much of the
non-logarithmic part of the fixed order prediction is exponentiated together with the
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logarithms. We can express this arbitrariness by introducing a new constant xL, which
rescales the logarithm to be resummed [202]:















This rescaling modifies once more the resummed formulae and their expansion coeffi-
cients. By requiring
Rˆ(y) = R(y) ,
where Rˆ(y) denotes the rescaled integrated cross section, we find the following substi-
tutions:
Cˆ1(y) = C1 +G11 ln(xL) +G12 ln(xL)
2 , (4.38)















Cˆ3 (y) = C3 + (G31 + C1G21 + C2G11) ln(xL)
+
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G12 → Gˆ12 = G12 , Gˆ23 = G23 , Gˆ34 = G34 ,
G11 → Gˆ11 = G11 + 2G12 ln(xL) ,
G22 → Gˆ22 = G22 + 3G23 ln(xL) ,
G33 → Gˆ33 = G33 + 4G34 ln(xL) ,
G21 → Gˆ21 = G21 + 2G22 ln(xL) + 3G23 ln(xL)2 ,
G32 → Gˆ32 = G32 + 3G33 ln(xL) + 6G34 ln(xL)2 ,
G31 → Gˆ31 = G31 + 2G32 ln(xL) + 3G33 ln(xL)2 + 4G34 ln(xL)3 . (4.41)
The changes in the Gij can also be written in terms of the gi functions:
g1(αsL)→ gˆ1(αsLˆ) = g1(αsLˆ) ,
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2 − G12α¯s ln(xL)2 ,



















; ∂ˆ ≡ d
dα¯sLˆ
.
Finally, the full dependence on (αsL), µ, xL of the functions g1, g2, g3, and g4 are
(the argument (αsLˆ) of the gi functions is not written explicitly in order to clarify the
notation)
ˆ¯g1 = g1 (4.43)






































−G11 ln (xL)−G12 ln (xL)2 (4.45)






























































































−G21 ln (xL)−G22 ln (xL)2 −G23 ln (xL)3 (4.46)
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These relations are completely general and hold for all possible event-shape observables
which can be described with this matching formalism.
4.5 The ln(R(µ))-matching scheme
As already anticipated, applying the substitutions (4.31), (4.33) and (4.36) to the fixed
order and the resummation contribution of equation (4.26) exemplifies a tension be-
tween NLLA and NNLO, since the NNLO coefficients compensate the renormalisation
scale variation of αs up to two loops, while the NLLA coefficients only compensate the
one-loop variation. A fully consistent matching, including the full scale dependence, is
therefore only accomplished by combining NLLA+NLO or NNLLA+NNLO. In order
to assess the effect of this incomplete compensation of scale-dependent terms, we have
defined an alternative matching scheme, called ln(R(µ))-scheme in which we added to
the NLLA+NNLO matching formula (4.26) the two-loop terms proportional to xµ for
the resummation, i.e. the scale-dependent logarithms appearing in g3 and in the asso-
ciated matching coefficients G21 and G32. At NLLA+NNLO the matching prescription
corresponds to (4.25), retaining only the µ dependent part of g3 and of G21 and G32.
4.6 Event-shape observables at NLLA+NNLO
In this section we apply the computations made in the previous sections to a set of six
event-shape variables measured with high accuracy by a number of experiments, most
of them at LEP at centre-of-mass energies between 91 and 206GeV [1, 2, 215–227],
and at the SLAC-SLD experiment at 91GeV [228], as well as at DESY at lower energies,
e.g. by the JADE experiment [229, 230]. In particular we concentrate on the set of
six event shape observable presented in Section 2.5.2: thrust T [54, 55] (respectively
τ = 1 − T ), heavy jet mass ρ [56], wide and total jet broadening BW and BT [57], C-
parameter [58, 59] and two-to-three-jet transition parameter in the Durham algorithm
Y3 [50, 60–63].
Because of the issues explained above concerning the R-matching scheme, we per-
form the matching using the ln(R)-matching scheme. Closed analytic forms for the LL
and NLL resummation functions g1(αsL), g2(αsL) are available for τ [231], ρ [232, 233],
BW and BT [234, 235], C [236, 237] and Y3 [238]. All the needed matching coefficients
are reported in Table C.1. They can be obtained by expanding the analytic resumma-
tion functions of the different observables collected in Appendix C.
In the matching of Y3, the constants Fi appearing the matching coefficients depend
on the jet algorithm [238] and can in general be determined only numerically. For the
Durham-algorithm, one finds [239]
F2 = −pi2/32 and F3 = 0.0620 ± 0.0100 ,
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using the semi-numerical resummation method described in [240]. Numerical values of
the matching coefficients for N = 3, NF = 5 are given in Table 4.2.
G11 G12 G22 G23 G33 G34
τ/C 4.0 −2.66667 −24.9388 −10.2222 −285.055 −45.716
ρ 4.0 −2.66667 −13.2415 −10.2222 −196.125 −45.716
BT 8.0 −5.33333 −61.8768 −27.2593 −824.787 −156.741
BW 8.0 −5.33333 −15.0876 −27.2593 −472.065 −156.741
Y3 4.0 −1.33333 0.867972 −3.40741 −28.1784 −9.7963
Table 4.2: The numerical value of the logarithmic coefficients Gij for LL and NLL up to
the third order in αs.
4.6.1 The C++ routine Lormeso
To perform the matching and study the uncertainties and the variation of the results
under variation of the different parameters xµ, xL, p involved in the matching, the
C++ routine Lormeso (Log-R-Matching of Event-Shape Observables ) was written and
is available online1. In the programm, whenever possible, the resummation functions
and their derivatives are implemented analytically. The matching can be computed at
different orders: NLLA+NLO, NLLA+NNLO and for thrust also at NNLLA+NNLO.
The output is given in form of numerical files which can be feeded in a second step
to some data analysis software like PAW [242] or ROOT [243]. Alternatively, being
written in C++, it is possible to directly create histograms from Lormeso by interfacing
it with ROOT. Starting from it a fortran copy of Lormeso was implemented and used to
perform a new determination of αs at NLLA+NNLO [22], where also mass corrections




The new results of the matching are shown in Figure 4.1 and 4.2. We compare the
matched NLLA+NNLO predictions for all event-shape variables with the fixed order
NNLO predictions, and the matched NLLA+NLO with fixed order NLO.
To allow for a better distinction of the different orders, all distributions were
weighted by the respective shape variables. We use Q = MZ and fix xµ = 1, the
1For technical details about the routine we refer to the online manual [241] which will be soon
available.
2More details on this can be found in [241].
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αs (MZ) = 0.1189
NLLA+NLO
NLO
Figure 4.1: Comparison of the matched NLLA+NNLO and NLLA+NLO with fixed order
NNLO and NLO predictions for the thrustlike observables τ , ρ and C-parameter.
strong coupling constant is taken as αs(MZ) = 0.1189 [244]. To quantify the renormal-
isation scale uncertainty, we have varied 1/2 < xµ < 2, resulting in the error band on
these figures.
Several common effects are seen for all shape variables. The most striking obser-
vation is that the difference between NLLA+NNLO and NNLO is largely restricted
to the two-jet region, while NLLA+NLO differ in normalisation throughout the full
kinematical range. This behaviour may serve as a first indication for the numerical
smallness of corrections beyond NNLO in the three-jet region.
An immediate consequence of this behaviour concerns the extraction of αs from
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αs (MZ) = 0.1189
NLLA+NNLO
NNLO
Figure 4.2: Comparison of the matched NLLA+NNLO and NLLA+NLO with fixed order
NNLO and NLO predictions for BT , BW and Y3.
event shape data. Studies at LEP [1, 2, 215–227, 245] yielded substantially different
values (by about 10-15%) from NLO and NLLA+NLO theory. This discrepancy is an
immediate consequence of the varying normalisations in the two approaches. One can
expect that αs obtained using NLLA+NNLO will differ from the fixed-order NNLO
result [246] only moderately, given the good agreement of both descriptions in the
three-jet region for fixed αs, and this is indeed observed [22] as we will explain in the
next section.
In the three-jet region, NLLA+NNLO agrees with NNLO and the difference be-
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Figure 4.3: Comparison of the matched NLLA+NNLO and NLLA+NLO with fixed order
NNLO with the hadron-level data taken by the ALEPH experiment [1, 2].
tween the two matched NLLA+NNLO and NLLA+NLO predictions is only moderate.
In particular we clearly observe that it is much smaller than the difference between the
fixed order NNLO and NLO predictions. The renormalisation scale uncertainty in the
three-jet region is reduced by 20-40% between NLLA+NLO and NLLA+NNLO. In the
approach to the two-jet region, the NLLA+NLO and NLLA+NNLO predictions agree
by construction, since the matching supresses any fixed order terms. Equally, the renor-
malisation scale uncertainty on both these predictions is identical in this region and is
still very large. Performing the matching with the ln(R(µ))-scheme we observe a clear
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Figure 4.4: ln(R(µ))-matching results compared with the usual ln(R)-matching. The
dependence on the renormalization scale µ is much reduced.
reduction of the scale dependence also in the two-jet region (Figure 4.4). However, in
this scheme the scale dependence is very likely overcompensated. Some further studies
in this sense could be made for the observable thrust, for which the full NNLLA term is
now known [214]. The parton-level fixed order NNLO and matched NLLA+NLO and
NLLA+NNLO predictions are compared to hadron-level data taken by the ALEPH ex-
periment [1, 2] in Figure 4.3. The description of the hadron-level data improves between
parton-level NLLA+NLO and parton-level NLLA+NNLO, especially in the three-jet
region for most event shapes. The behaviour in the two-jet region is described better
by the resummed predictions than by the fixed order NNLO, although the agreement
is far from perfect. This discrepancy was observed already in earlier studies based on
NLLA+NLO. It can in part be attributed to hadronisation corrections, which become
large in the approach to the two-jet limit. The study of logarithmic corrections beyond
NLLA for the thrust distribution [214] shows that subleading logarithms in the two-
jet region can account for about half of this discrepancy. The NNLLA contribution
matched with NNLO for thrust is shown in Figure 4.5.
A final remark concerns the distribution of the C-parameter. At values around
C ≈ 0.75 a clear peak is visible. This is a so-called Sudakov shoulder and is due to
further large logarithms arising because of soft gluon divergences within the physical
region. A detailed analysis of Sudakov shoulders can be found in [247].
4.6.3 A first study beyond NLLA
In this section we derive the NNLL resummation function g3(αsL) for thrust from the
result obtained in SCET [214]. The starting point for a computation in SCET is the
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where p2L and p
2
R are the invariant masses of the energetic particles in the left and in
the right jet, Q is the CM energy of the collision, kQ is the increase of the invariant
mass on the two sides due to soft emission and µ is an arbitrary renormalization scale.
Evaluating the hard function H(Q2, µ), the jet function J(p2L, µ) and the soft function





























with η = 4AΓ(µj , µs). The functions S(µ, ν) and Ai (µ, ν) (i = Γ,H, J) are Sudakov
exponents. The two functions j˜(L, µ) and s˜(L, µ) are the Laplace transforms of the
jet and the soft function. They give the initial conditions of the renormalization group
equation. For the explicit expressions of all these functions we refer to [214]. The de-
pendence on the unphysical scale µ is disappeared in (4.48) and everything is expressed
using three new different scales: the hard scale µh, the jet scale µj and the soft scale
µs. The canonical relations between these scales and the physical scale Q can be read
off formula (4.48) and are given by
µH = Q ; µj =
√
τQ ; µs = τQ . (4.49)
In order to be compared with the resummation formula (4.10), equation (4.48) must
be integrated over the thrust distribution giving























This is the starting point for the extraction of the resummation functions gi(αsL) for
i = 1, 2, 3, (4). Although in principle it is possible to extract also the function g4(αsL),
it contains contributions of the soft functions at two loops, which are known only
numerically, and the 4-loop cusp anomalous dimension Γ3, for which an approximation
is used. Furthermore, for the purpose of matching thrust at NNLLA+NNLO in the
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Figure 4.5: Matched NNLLA+NNLO distribution for thrust in the ln(R)-matching
scheme compared with the NLLA+NNLO distribution. The ratio of the difference be-
tween NNLLA+NNLO and NLLA+NNLO to the NLLA+NNLO distribution shows an
increase of 5-8%.
ln(R)-matching scheme, the knowledge of g3(αsL) is enough. For these reasons we limit
here ourself to the extraction of the latter resummation function.
The first step is to fix the different scales present in (4.50) to their natural values


















where now η = 4AΓ(
√




also present in the traditional approach and defined as F(R′) in the formulae of Ap-
pendix C. The LL and NLL resummation functions g1(αsL) and g2(αsL) can be found
by setting the prefactors (the hard function H(Q2, Q) and the Laplace transforms j˜ and
s˜ of the jet and soft functions) of this kernel to unity and considering only the appro-
priate logarithmic part of the exponential factor. These prefactors become important
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only at NNLLA. In order to obtain g3(αsL) we have to consider also the derivatives
contained in j˜ and s˜ applied to the kernel, up to O(αs). The hard function H(Q
2, Q),
being evaluated at two equal scales, does not contain any logarithms and is a pure
constant which can be set to unity. By inserting the running relation of the strong
coupling constant between two different scales, exponentiating the whole expression
and expanding it in powers of the strong coupling constant evaluated at the hard scale
Q we obtain the resummation formulae g1(αsL), g2(αsL) and g3(αsL). Having expo-
nentiated also pieces of the constant part, g3(αsL) contains also terms of the order
α¯2sL
0. In order to ensure the correct normalization according to [200], we subtract by
hand the constant part such that g3(0) = 0. The resummation function g3(αsL) in the
























































−2(β21 + β0β2)λ2 + 2(1 − λ)(−β0β2 − 2β21λ+ 2β0β2λ) ln(1− 2λ)
− β21(1− λ) ln(1− 2λ)2 + 4(1− 2λ)(β0β2 + β21λ− β0β2λ) ln(1− λ)










(λ+ (1− λ) ln(1− 2λ)− (1− 2λ) ln(1− λ))
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+Ψ(0, 1 + 4R′)
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Ψ(0, 1 + 4R′)2 +
Γ0
2
Ψ(1, 1 + 4R′)
]
, (4.52)
where the anomalous dimensions are given by
Γ0 =4CF , Γ1 = 8CF K , Γ2 = 16CF L ,
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where K and L are given in (5.21) and (5.22), and the constants cJ1 , c
S
1 of the jet and








cS1 =− CFpi2 .
Inserting the expression (4.52) for g3(αsL) in equation (4.25) for the ln(R)-matching
at NNLLA+NNLO we obtain the distribution shown in Figure 4.5. It is clearly visible
that the next-to-next-to-leading logarithms contained in g3(αsL) still give an important
contribution to the cross section. Apart from the far multi-jet region, the cross section
increases of about 5-8% in the region of kinematical interest. The dependence on the
renormalization scale decreases by up to 30%, however it is much larger then the renor-
malization scale dependence estimated by the ln(R(µ))-matching at NLLA+NNLO.
In this regard it is important to note that the two dependencies differ because the
matching schemes differ in the estimation of the renormalization scale uncertainty.
4.7 A new determination of αs
The new matched NLLA+NNLO predictions allowed to perform a new fit of the strong
coupling αs [22]. However, since this analysis was not directly part of this thesis, but
rather a consequence, we only briefly report its most important results.
The measurements we used have been carried out by the ALEPH collaboration [1, 2]
at eight different centre-of-mass energies between 91.2 and 206GeV. The event-shape
distributions were obtained from the reconstructed momenta and energies of charged
and neutral particles. The measurements have been corrected for detector effects, i.e.
the final distributions correspond to the so-called particle (or hadron) level. In addition,
at LEP2 energies above the Z peak they were corrected for initial-state radiation effects.
At energies above 133 GeV, backgrounds from 4-fermion processes, mainly from W-pair
production and also ZZ and Zγ∗, were subtracted following the procedure given in [2].
The experimental uncertainties were estimated by varying event and particle selection
cuts. They are below 1% at LEP1 and slightly larger at LEP2.
The perturbative QCD prediction is corrected for hadronisation and resonance de-
cays by means of a transition matrix, which is computed with the Monte Carlo gener-
ators PYTHIA [248], HERWIG [249] and ARIADNE [250], all tuned to global hadronic
observables at MZ [251]. The parton level is defined by the quarks and gluons present
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at the end of the parton shower in PYTHIA and HERWIG and the partons resulting
from the colour dipole radiation in ARIADNE. Corrected measurements of event-shape
distributions are compared to the theoretical calculation at particle level. For a detailed
description of the determination and treatment of experimental systematic uncertain-
ties we refer to [2, 246].
The value of αs is determined at each energy using a binned least-squares fit. The
fit programs of [246] have been extended to incorporate the NNLO+NLLA calculations
in the same way as they are implemented in Lormeso. Combining the results for six
event-shape variables and eight LEP1/LEP2 centre-of-mass energies, we obtained
αNLLA+NNLOs (MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo) .
The fitted values of the coupling constant as found from event-shape variables calculated































Figure 4.6: The measurements of the strong coupling constant αs for the six event shapes,
at
√
s = MZ , when using QCD predictions at different approximations in perturbation
theory. The shaded area corresponds to the total uncertainty.
Comparing these results to both the fit using purely fixed-order NNLO predic-
tions [246] and the fits based on earlier NLLA+NLO calculations [2], we could make
the following observations:
• The central value is slightly lower than the central value of 0.1228 obtained from
fixed-order NNLO only, and slightly larger than the NLO+NLLA results. The
fact that the central value is almost identical to the purely fixed-order NNLO
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result could be anticipated from the findings in Ref. [201]. There it is shown
that in the three-jet region, which provides the bulk of the fit range, the matched
NLLA+NNLO prediction is very close to the fixed-order NNLO calculation.
• The dominant theoretical uncertainty on αs(MZ), as estimated from scale vari-
ations, is reduced by 20% compared to NLO+NLLA. However, compared to the
fit based on purely fixed-order NNLO predictions, the perturbative uncertainty
is increased in the NNLO+NLLA fit. The reason is that in the two-jet region
the NLLA+NLO and NLLA+NNLO predictions agree by construction, because
the matching suppresses any fixed order terms. Therefore, the renormalisation
scale uncertainty is dominated by the next-to-leading-logarithmic approximation
in this region, which results in a larger overall scale uncertainty in the αs fit.
• As already observed for the fixed-order NNLO results, the scatter among the
values of αs(MZ) extracted from the six different event-shape variables is sub-
stantially reduced compared to the NLO+NLLA case.
• Using the ln(R(µ))-matching scheme, a substantial reduction of the perturbative
uncertainty from ±0.0035 (obtained in the default lnR-scheme) to ±0.0022 is
observed, which might indicate the size of the ultimately reachable precision for
a complete NNLO+NNLLA calculation. Although both schemes are in principle
on the same theoretical footing, it is the more conservative error estimate ob-
tained in the lnR-scheme which should be taken as the nominal value, since it
measures the potential impact of the yet uncalculated finite NNLLA-terms. This
is confirmed by the scale dependence observed in the matched NNLLA+NNLO
results for thrust shown in Figure 4.5, which is largen then the scale dependence
for NLLA+NNLO in the ln(R(µ))-matching.
• Bottom quark mass effects, which are numerically significant mainly at the LEP1
energy, were included through to NLO. Compared to a purely massless evaluation
of the distributions, the inclusion of these mass effects enhances αs(MZ) by 0.8%.
On top of the αs determination a detailed analysis of hadronization corrections
was made. Apart from observing large discrepancies between the event simulation
programs used at LEP [248–250] and more modern generators [252, 253], the most
striking conclusion is that two “classes” of variables appear. The first class containing
thrust, C-parameter and total jet broadening, the second class containing heavy jet
mass, wide jet broadening and the two-to-three-jet transition parameter Y3. Comparing
parton level and hadron level predictions from PYTHIA, this first class of variables gives
a parton level prediction which is about 10% higher than the NNLO+NLLA prediction,
where the PYTHIA curve has been obtained with tuned parameters, the tuning to data
being performed at the hadron level. This tuning results in a rather large effective
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coupling in the parton shower, such that the parton level prediction of PYTHIA turns
out large. This may imply that the hadronization corrections come out to be too
small for these variables, resulting in a larger αs(MZ) value. We will provide further
evidence for the underestimation of hadronization corrections by the legacy generators
by analyzing non-perturbative power corrections for moments of event-shape variables
in the next chapter.
4.8 Conclusions and outlook
This chapter was dedicated to the systematic study of the matching of fixed order
and resummed calculations for event-shape variables in electron positron annihila-
tion. The extension of the matching formalism from NLLA+NLO to include higher
order corrections was needed after the recent publication of NNLO results for event
shapes [141, 143, 210]. However we extended the formalism to include also higher order
logarithmic corrections in the resummation, once they become available. For the mo-
ment resummation beyond NLLA was performed only for thrust, which is now known
at N3LLA, using an effective field theory approach [214].
The matching procedure was done in the ln(R)-matching scheme at NLLA+NNLO
and results are given for all six event-shape observables τ , ρ, C-parameter, BW , BT and
Y3 [201]. In the three-jet region the new matched results agree in general much better
with the fixed order NNLO predictions and resummation becomes important only in
the two-jet region. The renormalization scale dependence in the three-jet region is also
reduced by 20-40% with respect to the old NLLA+NLO predictions. However, in the
two-jet region we do not see any improvement in the renormalization scale uncertainty.
This can be expected since we have not improved the theoretical prediction on the
resummation side.
Matching NLLA predictions with NNLO calculations leads to a mismatch in the
cancelations of the renormalization scale dependence between fixed order and resum-
mation. In order to study the effects of the two loop cancellation also in the resummed
part, we have defined a slightly modified version of the matching scheme, which we
called ln(R(µ))-matching scheme. In this new scheme we observe a substantial reduc-
tion of the renormalization scale dependence.
The matched results were also used for a new determination of the strong coupling
constant αs resulting in
αNLLA+NNLOs (MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo) .
In this case we observed a slightly lower value of αs with respect to a similar analysis
done with NNLO result only [246]. However the dominant theoretical uncertainty, due
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to scale variation, is increased because of the inclusion of resummed NLLA calculations
which suffer from a higher renormalization scale dependence.
Finally a detailed analysis of hadronization corrections with different Monte Carlo
programs [22] led to the observation that the simulation programs used at LEP might
underestimate the hadronization corrections in favor of a larger parton level prediction.
This could partially explain the larger value obtained in fits of αs using Monte Carlo
hadronization corrections with respect to other determinations. An alternative example




Apart from being measured with great accuracy, event-shape variables provide a wealth
of data at a variety of centre-of-mass energies. Exploiting this large energy range, one
can attempt to disentangle perturbative and non-perturbative contributions (which
scale differently with increasing energy) to event-shape observables. To do this, instead
of studying the distributions like we did in the previous chapter, one can also study
mean values and higher moments. In the following we will first introduce some very
general ideas about non-perturbative corrections. In a second step we will apply them
to the study of moments of event-shape variables at NNLO [254]. Using data from
JADE [229, 255] and OPAL [219], we perform a simultaneous fit of the strong coupling
constant αs and of a non-perturbative parameter α0. The results of this analysis, are
published in [23].
5.1 Event-shape moments









where ymax is the kinematically allowed upper limit of the observable.
The perturbative contribution to 〈yn〉 is given up to NNLO in terms of the dimen-
sionless coefficients Ay,n, By,n and Cy,n as:
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where s denotes the centre-of-mass energy squared and µ is the QCD renormalisation
scale. The NLO expression is obtained by suppressing all terms at order α3s. The first
two coefficients of the QCD β-function are given in (2.23).
The perturbative coefficients in (5.2) are independent on the centre-of-mass energy.
They are obtained by integrating the parton-level distributions at NNLO accuracy [141,
143, 210] considered in the previous chapter. The coefficients entering the event-shape
moments are computed at a renormalisation scale fixed to the centre-of-mass energy,
and are therefore just dimensionless numbers for each observable and each value of n.
For this study the set of six event-shape variables introduced in Chapter 2 and analysed
in Chapter 4 is considered. Their coefficients were computed up to NNLO in [254, 256].





where N is the number of events. They were measured for a variety of different event-
shape variables and by several experiments, most extensively by JADE [229, 255] and
OPAL [219], but also by DELPHI [225] and L3 [224]. A combined analysis of JADE and
OPAL results has been performed in [257].
As the calculation of moments involves an integration over the full phase space, they
offer a way of comparing to data which is complementary to the use of distributions,
where in general cuts on certain kinematic regions are applied. Furthermore, the two
extreme kinematic limits – two-jet-like events and multi-jet-like events – enter with
different weights in each moment: the higher the order n of the moment, the more
it becomes sensitive to the multi-jet region. Therefore it is particularly interesting to
study the NNLO corrections to higher moments of event shapes, as these corrections
should offer a better description of the multi-jet region due to the inclusion of additional
radiation at parton level.
Moments are particularly attractive in view of studying non-perturbative hadroniza-
tion corrections to event shapes. As briefly described in the previous chapter, one typ-
ically corrects for hadronization effects by using generic Monte Carlo event simulation
programs. We also said, that in the context of the determination of the strong coupling
constant using the matched NLLA+NNLO results for the distribution of event-shape
variables [22], a study of hadronization revealed large discrepancies between the stan-
dard event simulation programs used at LEP [248–250] on one hand, and more modern
generators [252, 253], which incorporate recent theoretical advances, on the other hand.
In the event-shape distributions, it is very difficult to disentangle hadronization correc-
tions empirically, since they typically result in a distortion of the distribution, which
can not be unfolded in a straightforward manner.
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5.2 Renormalons and power corrections
In event-shape moments, one expects the hadronization corrections to be additive,
such that they can be divided into a perturbative and a non-perturbative contribution,
〈yn〉 = 〈yn〉pt + 〈yn〉np , (5.4)
where the non-perturbative contribution accounts for hadronization effects. The non-
perturbative part is suppressed by powers of λp/Q
p (p ≥ 1), where Q ≡ √s is the
centre-of-mass energy and λ1 is of the order of ΛQCD. The functional form of λp has
been discussed quite extensively in the literature, but as this parameter is closely linked
to non-perturbative effects, it cannot be fully derived from first principles.
5.2 Renormalons and power corrections
In order to understand the relation between power corrections and hadronization a
short detour is needed. The origin of power corrections is related to renormalons1.






This series might be divergent. In this case the expansion (5.5) is a useful approximation
of P if it is asymptotic inside a region C in the complex α-plane, i.e. if there exist






for all α in C and the truncation error at the order N is uniformly bounded to be of
order αN+1.














α B[P ](t) , (5.7)
which has the same expansion as P (α), even if the original series is divergent. If P˜ (α)
exists, then the series P (α) is said to be Borel summable and P˜ (α) is its Borel sum.
1A very nice review on renormalons can be found in [258].
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QCD is probably not fully Borel summable, however there is some hope that at least
an important subset of contributions is resummable [259].
Nevertheless, the importance of the Borel transformation is that the divergent be-
haviour of the original series is encoded in the singularities of its borel transformation.
In fact a renormalon is a singularity in the complex plane of the Borel transform, related
to large or small loop momentum behaviour in a renormalized theory. A toy example
taken from [258] illustrates the relations between renormalons and power corrections.
Assume that the coefficients of the expansion (5.5) grow like
pn
n→∞∼ K an n!nb ,
where K,a and b are constants. Then one often finds that also the numbers KN go like
KN ∝ aN N !N b and thus the truncation error can be found as follows:
KN+1α
N+1 ∝ aN+1(N + 1)!(N + 1)bαN+1
∝ (aα)N+1(N + 1)N+1(N + 1)b e−N+1
√
2pi(N + 1)
∝ (aα(N + 1))N+1 , (5.8)
where we used n! ≈ (n/e)n√2pin. From the last line it follows that the series decreases
until aα(N + 1) ≈ 1 i.e. until N = N? ≈ 1/(|a|α). After that the approximation of
P (α) does not improve any more. This means that for N?  1 the approximation is
good up to terms of order
KN?α
N? ∼ e− 1|a|α . (5.9)
Now, assuming that
pn = K a
nΓ(n+ 1 + b) ,
the Borel transform is given by{





n = K Γ(1+b)
(1−a t)b+1
for b < 0 (b = −m) : B[P ](t) =∑∞n=mK an Γ(n+1−m)Γ(n+1) tn = K (a t)n2F1(1,1,1+m;a t)Γ(m+1) .
(5.10)
For b < 0 and a > 0, a typical situation to be expected in QED and QCD, the Borel









2F1(1, 1, 1 +m; a t) . (5.11)
The integrand has a branch-cut along the real axis for t > 1/a, and P˜ (α) can be found
by moving the contour above or below the singularities. In this case an imaginary part
results












5.3 Power corrections to event-shape moments
which has an ambiguity in the sign due to the choice of the contour. This ambiguity
can be interpreted as an indication that exponentially small terms of the same form
as (5.12) must be added explicitly to the series expansion, such that the ambiguities in
defining the sum of the perturbative series cancel and an improved approximation to
the exact function P (α) is obtained.



















Coming back to event shapes one can therefore say that non-perturbative power
corrections can be related to infrared renormalons in the perturbative QCD expansion
for the event-shape variable1. The analysis of infrared renormalon ambiguities suggests
power corrections of the form λp/Q
p, but cannot make unique predictions for λp: it is
only the sum of perturbative and non-perturbative contributions in (5.4) that becomes
well-defined [258]. Different ways to regularize the IR renormalon singularities have
been worked out in the literature [268–273]. The most na¨ıve one is to simply give a
small mass µ to the gluon. However this violates the QCDWard identities. To overcome
this a dispersive model was developed [265] where the gluon acquires a “virtual mass”
(gluon spectral function) via a dispersion relation [274]. This is equivalent to introduce
an IR cutoff µI and to replace the strong coupling constant below the scale µI by an







2) = α0(µI) . (5.13)
5.3 Power corrections to event-shape moments
Applying the dispersive model for the strong coupling to event-shape variables leads to






(y − ay P ) , (5.14)
where the numerical factor ay depends on the event shape and is listed in Table 5.1,
while P is believed to be universal (universality breaking terms arise from hadron mass
1Several detailed studies where made on this subject [260–267].
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effects [277] in the moments of ρ, an estimate on these effects can be obtained from
general-purpose event generator programs, e.g. from PYTHIA [248]) and scales with
the CM energy like µI/Q.




























discarding the integration over the kinematically forbidden values of y. This leads to
the the non-perturbative predictions for the moments of y:
〈y1〉 = 〈y1〉pt + ayP,
〈y2〉 = 〈y2〉pt + 2〈y1〉pt(ayP ) + (ayP )2,
〈y3〉 = 〈y3〉pt + 3〈y2〉pt(ayP ) + 3〈y1〉pt(ayP )2 + (ayP )3,
〈y4〉 = 〈y4〉pt + 4〈y3〉pt(ayP ) + 6〈y2〉pt(ayP )2 + 4〈y1〉pt(ayP )3 + (ayP )4,
〈y5〉 = 〈y5〉pt + 5〈y4〉pt(ayP ) + 10〈y3〉pt(ayP )2 + 10〈y2〉pt(ayP )3 + 5〈y1〉pt(ayP )4 + (ayP )5
(5.18)
It should be noted that the multiplicative power correction in (5.17) is considered
to be accurate to 1/Q. For n ≥ 2, the evaluation (5.18) yields also higher powers of
P , which are formally of higher order in inverse powers of Q. Contributions with the
same scaling behaviour could equally come from subleading power corrections in P .
Compared to the terms above, these subleading power corrections would be weighted
with higher perturbative moments, and are thus suppressed numerically.
5.4 Dispersive model extended to NNLO
Up to now, the dispersive model for power corrections to event shapes was used in
connection with NLO calculations of the perturbative part. In this context, one obtains
event-shape observable 1− T C Y3 ρ BT BW
ay 2 3pi 0 1 1
1
2
Table 5.1: The ay coefficients of the non-perturbative event-shape moment prediction
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with the Milan factorM = 1.49±20%, which is known at two loops. Its uncertainty [274]
accounts for currently unknown corrections beyond this loop order. The term in square
brackets amounts to the renormalon subtraction in the power corrections, expanded to
NLO. The prediction of the dispersive model can be extended to match onto the NNLO
perturbative prediction, and first steps in this direction were taken already in [278] for
power corrections to the thrust distribution.
The perturbative ingredients to the dispersive model are the running of the coupling
constant and the relation between the MS-coupling and the effective coupling, whose
definition [279] absorbs universal correction terms from the cusp anomalous dimension.
In the present context, we use the evolution of the coupling constant given in (2.22)



































































The coefficient L is obtained from the three-loop cusp anomalous dimension [37–39,
280], which can be extracted from the three-loop corrections to the partonic splitting
functions [72] or to the quark and gluon form factors [281, 282].











assuming F to be dimensionless. The value of p determines the scaling behaviour of the
power correction, with p = 0 for the leading power correction to event-shape variables.
The dispersive model assumes that in the non-perturbative range of (5.23) the
perturbative strong coupling αs(µ) is replaced by an effective coupling that remains
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introducing an infrared matching scale µI ,ΛQCD  µI  Q and αp as a non-perturbative
parameter. One has then to subtract the perturbative part of (5.23) in the range from
0 to µI from the whole integral, that is, the value of (5.25) with αs,IR replaced by αs.
This perturbative contribution to (5.23) thus acquires a dependence on the renor-
malisation scale µR used in the strong coupling constant. By requiring F to be scale-
independent, one can then infer logarithmic terms in the non-perturbative contribution
































































Together with (5.2) this gives the full expression for the event-shape observable mo-
ments, including perturbative and non-perturbative contributions.
For BT and BW there is a further correction to (5.26). It arises from the kinematical
mismatch between parton direction and thrust direction used to define the hemispheres
used in the broadening variables. Retaining (5.18), this modification can be accounted
for by a modification to the power correction. In [276], this modification was computed
to NLO for the first moment as






) + 34 − β03CF + η0

 , (5.27)






) + 34 − 2β03CF + η0

 (5.28)
with αˆs(Q) = αs(e
− 3
4Q) and η0 = −0.6137. Corrections to higher moments have not
been derived up to now, and we assume that they can be approximated by using the
above modifications to the power correction in all moments. The full NNLO expression
for these has not been calculated either. The potentially dominant NNLO terms can
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however be approximated by including the effective coupling to this order, resulting in






1 + Kαˆs2pi +
Lαˆ2s
4pi2
) + 34 − β03CF + η0

 , (5.29)






1 + Kαˆs2pi +
Lαˆ2s
4pi2
) + 34 − 2β03CF + η0

 . (5.30)
However, further NNLO corrections to this expression will reside in the coefficient η0.
Therefore, we will treat BW and BT separately from the other variables in the numerical
studies in the following section.
5.5 Analysis of JADE and OPAL data
The theoretical expressions for event shapes derived in the previous section contain two
parameters: the strong coupling constant αs(MZ) and the non-perturbative coupling
parameter α0. Using experimental data on event-shape moments, it is possible to fit
these parameters. The data from the JADE and OPAL experiments [255] consists of 18
points at centre-of-mass energies between 14.0 and 206.6 GeV for the first five moments
of T , C, Y3, MH , BW and BT , and have been taken from [283]. For each moment the
NLO as well as the NNLO prediction was fitted with αs(MZ) and α0 as fit parameters,
except for the moments of Y3, which have no leading (1/Q) power correction and thus
are independent of α0. For the heavy jet mass, we use only the even moments 〈M2H〉
and 〈M4H〉, since the theoretical prediction is in terms of ρ =M2H/s.
5.5.1 Fits
The fits were done using the program ROOT [243] and its χ2 fit method. The errors used
for the fit were the total errors, composed of the experimental statistic and systematic
errors, added in quadrature. Based on these, ROOT returned errors on the fit which
are displayed in Tables D.1-D.12 in Appendix D together with the fit results. For T
and C the NNLO values of αs(MZ) and α0 seem to be more stable throughout the
moments, as at NNLO they increase less towards higher moments than at NLO. For
Y3 and ρ, where the values decrease at higher moments, this is not the case. These
moments show αs(MZ) results which are significantly lower at NNLO than at NLO.
The αs(MZ) values of BW are much lower than the ones of the other observables, and
do not change much from NLO to NNLO. For BT the αs(MZ) values at NNLO are
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lower than at NLO. Both are exceptionally stable throughout the different moments.
The α0 values of all moments are higher at NNLO than at NLO.
(Mz)sα


















































Figure 5.1: Plot of the individual measurements for αs(MZ). The shaded region corre-
sponds to the error band defined by the weighted mean for the event shape and the total
error on it.
5.5.2 Theoretical systematic errors
There are different parameters in the theoretical prediction which may influence the
results displayed above, namely the matching scale µI , the renormalisation scale µR
and the Milan factor M. In order to estimate the resulting theoretical uncertainty on
αs(MZ) and α0, the fits were repeated, µI , µR and M being separately varied by the
amount shown in Table 5.2.
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Figure 5.2: Error band plot of the individual measurements for α0
For this purpose the scaling factor xµ =
µR
Q was introduced. The uncertainty on the
corresponding parameter was then taken to be the difference between the nominal and
the new value returned by ROOT. In order to get a total systematic error, the greater
values of the up and down uncertainties were determined and quadratically added. As
α0 depends directly on µI no error was determined for this variation. For Y3 there is
only an error on αs(MZ) coming from the xµ variation, since the theoretical description
of this observable does not contain a contribution from the leading power correction,
and is thus independent on µI and M. At NLO the fit to the moment 〈C3〉 suffers from
a numerical instability by scaling up M by 20%. The numbers reported in Table D.3
refer to an up variation of 19%.
The NLO error on αs(MZ) agrees well with the values of [255]. At NNLO, it is
reduced by more than half throughout all event-shape observables except BW , confirm-
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nominal value up variation down variation
µI [GeV] 2 3 1
xµ 1 2 0.5
M 1.49 1.788 (+20%) 1.192 (-20%)
Table 5.2: Table of the µI , xµ and M variations
ing a good description by the NNLO prediction. Unfortunately, this is not the case for
the error on α0. It does not change much from NLO to NNLO, even increasing a little
in the first moments due to the higher xµ uncertainty at NNLO and decreasing slightly
at the higher moments, with exception, again, of BW . Analyzing the different sources
of the systematical errors, we observe that the error on αs(MZ) is clearly dominated
by the xµ variation, while the largest contribution to the error on α0 comes from the
uncertainty on the Milan factor M. Since this uncertainty has not been improved in the
current study, it is understandable that the systematic error on α0 remains unchanged.
This finding clearly motivates the need for a three-loop calculation of the Milan factor.
However, it is very important to note that the uncertainty on the Milan factor has little
impact on the extraction of αs(MZ), thereby demonstrating the systematic decoupling
of perturbative and non-perturbative effects in the dispersive model.
For the higher moments (n ≥ 2) of the jet broadenings BW and BT , the kinematical
modifications to the power correction are not known at present. We have approximated
them in the above fits by the corrections to the first moments, given to NLO and NNLO
in the previous section. If we do not apply these correction to the higher moments,
the mutual consistency of the parameter extractions from different moments of BT
deteriorates considerably, while only minor improvements in consistency are observed
on BW .
Including empirical hadron mass corrections [277, 284] from PYTHIA affects in
particular the parameter extraction from ρ, resulting in values of αs(MZ) and α0 from
ρ much lower than from the other variables. Since these corrections may interplay with
other non-perturbative parameters in PYTHIA, we do not include them in our default
fits or error estimates.
By taking the weighted means over the corresponding values from all moments of
all observables one gets combined values for αs(MZ) and α0. The weights are given by
the inverse of the total error squared and are normalized such that the sum over all
weights is equal to one. For the errors one has to take care of the correlation between
the errors of the single measurements. The correlation matrix for αs(MZ) and α0 is in
first approximation equal to the correlation matrix for the event-shape moments, since
the variable transformation is linear in first approximation. The correlation matrix for
the event-shape moments is given in [283]. We first combine the measurements from
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NNLO
Observable αs (MZ) Experimental Error Theoretical Error Total Error
τ 0.1208 0.0018 0.0045 0.0048
C 0.1181 0.0013 0.0046 0.0048
ρ 0.1131 0.0024 0.0019 0.0031
Y3 0.1139 0.0016 0.0015 0.0022
BT 0.1161 0.0014 0.0036 0.0038
BW 0.1062 0.0021 0.0018 0.0027
Total 0.1131 0.0017 0.0022 0.0028
Total w/o BT ,BW 0.1153 0.0017 0.0023 0.0028
Observable α0 Experimental Error Theoretical Error Total Error
τ 0.5444 0.0184 0.0388 0.0430
C 0.4841 0.0066 0.0347 0.0353
ρ 0.6380 0.0270 0.0824 0.0867
Y3 - - - -
BT 0.4924 0.0102 0.0449 0.0460
BW 0.3362 0.0125 0.0338 0.0360
Total 0.4604 0.0108 0.0359 0.0375
Total w/o BT ,BW 0.5132 0.0115 0.0381 0.0398
Table 5.3: Table of the αs(MZ) and α0 results for the individual moments and the global
weighted average.
different moments of the same observable. Figures 5.1 and 5.2 compare the combined
NNLO results on the αs(MZ) and α0 measurements. Owing to the large correlation
between individual moments of the same observable, the combined errors are only
marginally smaller than the errors obtained from single measurements. The combined
results and their errors are summarized in Table 5.3. From this Table, we clearly
observe that the theoretical error on the extraction of αs(MZ) from ρ, Y3 and BW is
considerably smaller than from τ , C and BT . It was observed previously in [254] that
the moments of the former three shape variables receive moderate NNLO corrections
for all n, while the NNLO corrections for the latter three are large already for n = 1
and increase with n. Consequently, the theoretical description of the moments of ρ, Y3
and BW displays a higher perturbative stability, which is reflected in the theoretical
uncertainty on αS(MZ) derived from them.
In a second step, we combine the αs(MZ) and α0 measurements obtained from
different event-shape variables. Taking the weighted mean over all values, but exclud-
ing the values for the moments of BW and BT where the theoretical description is
incomplete, we obtain at NNLO:
αNNLO+NPPCs (MZ) = 0.1153 ± 0.0017 (exp)± 0.0023 (theo), (5.31)
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αNNLO0 = 0.5132 ± 0.0115 (exp)± 0.0381 (theo) . (5.32)
where the errors have been derived taking into account the correlation between the
moments of different event shapes. Including the values for BW and BT modifies this
result to:
αNNLO+NPPC,Bs (MZ) = 0.1131 ± 0.0017 (exp)± 0.0022 (theo),
αNNLO,B0 = 0.4604 ± 0.0108 (exp)± 0.0359 (theo) .
These latter values are however quoted only to illustrate the impact of including the
broadenings. The default fit result is (5.32), where only observables with a consistent
theoretical description are included.
To illustrate the improvement due to the inclusion of the NNLO corrections, we
also quote the corresponding NLO results. Based on τ , C, ρ and Y3, we obtain:
αNLO+NPPCs (MZ) = 0.1200 ± 0.0021 (exp)± 0.0062 (theo),
αNLO0 = 0.4957 ± 0.0118 (exp)± 0.0393 (theo) ,
while inclusion of BW and BT modifies this to
αNLO+NPPC,Bs (MZ) = 0.1147 ± 0.0020 (exp)± 0.0046 (theo),
αNLO,B0 = 0.4019 ± 0.0130 (exp)± 0.0296 (theo) ,
We compare the NLO and NNLO combinations in Figure 5.3. It can be seen very clearly
that the measurements obtained from the different variables are consistent with each
other within errors. The average of αs(MZ) is dominated by the measurements based
on ρ and Y3, which have the smallest theoretical uncertainties. From NLO to NNLO,
the error on αs(MZ) is reduced by a factor two, and the result shifts towards the lower
end of the NLO error band, as was already the case in the individual measurements.
No improvement and no shift in the central value between NLO and NNLO is seen on
α0.
5.6 Comparison with PYTHIA hadronization corrections
The primary motivation for studying power corrections to moments of event shapes
in the dispersive model comes from the observation that, as already anticipated, the
commonly used method to derive hadronization corrections from multi-purpose event
generator programs may be unreliable, as [22].
To quantify the difference of both approaches to hadronization corrections, we com-
pare them on the example of the moments of 1 − T . For this comparison, we ex-
tracted the PYTHIA [248] hadronization corrections to these moments from the ratio of
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Figure 5.3: Error band plot of the final results. The points for αs(MZ) are C, T , Y3,
MH and for α0 C, T , MH .
PYTHIA hadron level and parton level results. Using these corrections in combination
with the NNLO perturbative expressions for the event-shape moments, we repeated the
fit of αs(MZ) on the different moments of 1−T . The results are displayed and compared
with the fits in the dispersive model in Figure 5.4. We observe that both approaches
yield a reasonable description of the experimental data, but that the resulting values
of αs(MZ) are considerably larger when applying hadronization corrections extracted
from PYTHIA. Given that the perturbative contribution increases monotonously with
αs(MZ), this indicates that the hadronization corrections in PYTHIA are considerably
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0.14  0.0005± = 0.1192 sαFit with Pythia hadronization: 
 0.0015± = 0.1166 sαFit with power corrections: 
 = 0.1189sαPure NNLO prediction: 









0.025  0.0008± = 0.1272 sαFit with Pythia hadronization: 
 0.0018± = 0.1202 sαFit with power corrections: 
 = 0.1189sαNNLO with 









0.005  0.0010± = 0.1306 sαFit with Pythia hadronization: 
 0.0021± = 0.1233 sαFit with power corrections: 
 = 0.1189sαNNLO with 











0.0012  0.0011± = 0.1339 sαFit with Pythia hadronization: 
 0.0024± = 0.1267 sαFit with power corrections: 
 = 0.1189sαNNLO with 














 0.0013± = 0.1367 sαFit with Pythia hadronization: 
 0.0027± = 0.1294 sαFit with power corrections: 
 = 0.1189sαNNLO with 
Figure 5.4: Comparison of fits with hadronization corrections from PYTHIA and power
corrections from the dispersive model.
smaller (and perhaps underestimated) than those obtained in the dispersive model.
This observation is quantified on the moments of (1 − T ) at √s = MZ , displayed
in Figure 5.5. Depending on the moment number, we observe that the PYTHIA
hadronization corrections are between two and four times smaller than those obtained
from the dispersive model. It can also be seen that the PYTHIA-based predictions are
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Pow. Corr.:      pert.      non-pert
Pythia:      pert.      non-pert
Figure 5.5: Perturbative and non-perturbative contributions to the moments of 1− T at√
s =MZ as predicted by power corrections (left) and PYTHIA (right).
decent agreement on the full range of energies, Figure 5.4, PYTHIA fails in the precise
description of the energy dependence of the hadronization corrections.
Our comparison suggests strongly that hadronization corrections extracted from
PYTHIA (or from other comparable multi-purpose event generator programs [249, 250])
are lower than power corrections obtained from analytical hadronization models. This
can be partially understood from the fact that perturbative predictions of PYTHIA are
larger than fixed order calculations since they are based on a parton-shower approx-
imation to the all order resummation result, which is known to shift the distribution
away from the two jet singularity. As a consequence, using PYTHIA hadronization
corrections to analyse data in view of precision extractions of αs(MZ) may result in
anomalously large values, since the missing numerical magnitude of the power correc-
tions must be compensated by a larger perturbative contribution.
5.7 Conclusions
In this chapter we presented a study on the perturbative and non-perturbative contribu-
tions to the moments of event shapes in e+e−-annihilation [23]. In view of the recently
calculated NNLO perturbative contributions [254, 256] to the event-shape moments, we
extended the dispersive model for non-perturbative power corrections [265, 267, 275]
to include all logarithmic corrections to this order. The normalization of the power
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correction (the Milan factor [275]) is however still restricted to NLO accuracy, and
specific corrections [276] to the jet broadenings BW and BT are also only included to
NLO.
We used this newly obtained theoretical description of the event-shape moments to
reanalyse data from JADE and OPAL in view of a determination of the strong coupling
constant αs(MZ) and of the non-perturbative parameter α0. We observed that inclusion
of the NNLO corrections results in a considerably better consistency among the values
extracted from different moments of the same variable, and an improved consistency
among the different variables. Averaging over the different moments and different
shapes (excluding BW and BT , where the theoretical description is incomplete, and
taking proper account of the uncertainty due to missing terms in the Milan factor), we
obtain the following combined values:
αNNLO+NPPCs (MZ) = 0.1153 ± 0.0017 (fit)± 0.0023 (th),
αNNLO0 = 0.5132 ± 0.0115 (fit)± 0.0381 (th) ,
Compared to previous NLO results, the theoretical error on αs(MZ) (which is dom-
inated by the scale variation, improved at NNLO) is reduced by a factor of two, while
the error on α0 (which is dominated by the uncertainty on the Milan factor) remains
unchanged. We observed that the sources of uncertainty on αs(MZ) and α0 largely de-
couple. An improvement on α0 will only be achievable once the three-loop corrections
to the Milan factor become available.
It is noteworthy that application of the dispersive model to hadronization correc-
tions results in a considerably lower value of αs(MZ) from event shapes than pervious
studies based on Monte Carlo hadronization models [22], and in better agreement with
measurements from other observables [285]. A direct comparison hints to an under-
estimation of hadronization effects in the Monte Carlo models. This feature has been
observed previously also on the thrust distribution [278]. Revisiting the hadronization
models in multi-purpose Monte Carlo programs appears to be mandatory for meaning-
ful precision QCD studies at colliders.
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The main topic of this thesis are jet observables. The state-of-the-art of higher order
corrections to jet observables are NLO calculations. For very few observables NNLO
calculations are also available. The computation of corrections beyond NLO is in many
cases far too involved to be made completely during the time of a PhD thesis. However,
such a long computation is composed of several smaller steps.
During my PhD I had the opportunity to have a deeper look into several differ-
ent steps of such higher order calculations. Considering a scattering experiment of
two particles (Figure 6.1), for example electron-positron annihilation, several different
things happen between the initial collision and the final state particles observed in the
detector.
Figure 6.1: A schematic picture of an electron-positron annihilation process (left), and
the resulting final state as it is seen in a real detector (right).
Following the colours of Figure 6.1 we have an initial hard collision, which is a
QED process in this case (yellow). The hard final state, deriving from the decay of
a virtual photon, consists initially of a very energetic quark-antiquark pair which can
radiate gluons or exchange virtual gluons. This part of the process is well described by
127
6. CONCLUSIONS
perturbative QCD. As the quark and antiquark fly apart in different directions, each
parton radiates gluons which become softer and softer. To first approximation the two
primary jets do not interact with each other anymore. However, following the rules of
quantum mechanics, very soft gluons still manage to transfer colour information from
one jet to the other and, when considering higher orders, this effect has to be taken
into account. This part of the process corresponds to the orange part in Figure 6.1.
When the energy of the partons becomes of the order of ΛQCD the partons condensate
to form colour singlet states: this is hadronization. Hadrons can fly a certain distance
(violet) before they decay in lighter and more stable hadrons which can finally be seen
in experimental detectors (blue).
In order to reach high precision predictions, all the different parts of the process must
be described with enough high accuracy. In my thesis I had the great opportunity of
working on the improvement of the theoretical computation at several different stages.
An improved description of the hard process is possible by computing higher or-
der corrections in perturbation theory. In this sense, the extension of the antenna
subtraction formalism described in Chapter 3 will allow to construct a parton-level
event generator program for the calculation of NNLO corrections to jet-production ob-
servables in deeply inelastic electron-proton scattering. Particulary important in this
context is the dijet production cross section in DIS [177–182], which has been used
at HERA to measure the gluon distribution in the proton and the strong coupling
constant αs. As already mentioned in the conclusions of Chapter 3, the dominating
uncertainties in these determinations are due to theoretical scale uncertainties of the
NLO calculations [167–172]. However initial-final antennae cannot be used only for pro-
cesses with one hadronic initial state. Together with initial-initial antennae [74, 199],
they are needed also for the computation of cross sections with two hadronic initial
states. Initial-initial antennae at NLO are known since some time [74], and the NNLO
calculations are in progress [199]. With the complete set of NNLO antennae (final-
final, initial-final and initial-initial) some very important cross sections for the LHC
can be computed at NNLO precision: the cross section for vector boson production
plus one jet, dijet production and W -pair production. From this point of view the
NNLO initial-final antennae are a fundamental ingredient also for the LHC physics
programm.
The region of the showering, where energetic partons emit bremsstrahlung and
become softer, is better described in terms of resummation, which takes into account
the leading contribution from the emissions to all orders, than in terms of a fixed order
calculation. However, in order to avoid the double counting of contributions, fixed order
calculations and resummation must be properly matched together. The details of the
matching procedure were presented in Chapter 4. We also presented the matching
procedure for higher order resummation, once it will become available. In this regard
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there were several interesting developments in recent years and resummation beyond
NLLA starts to be feasible. A first example is given by thrust [214].
The last step in a QCD scattering process is hadronization. This process cannot
be described in the framework of perturbation theory. Usually numerical Monte Carlo
models are used to describe this part of the process. However, the analysis of the
convergence of QCD perturbation theory permits to formulate also some analytical
models which go beyond the perturbative regime and describe to some extend also
the non-perturbative part of the process. In Chapter 5 we considered the dispersive
model [265, 267, 275] to describe the hadronization corrections to moments of event-
shape variables. The combination of the new NNLO results for the moments [254, 256]
combined with non-perturbative corrections describe the data much better compared
to the old NLO results. In particular the values of αs from the fits are much more stable
also for the higher moments. Since higher moments are more sensitive to the multijet
region, this is a sign that NNLO corrections can describe this kinematical region much
better.
Together with the αs fit performed using event-shape distributions, the study of
moments of event-shape variables with non-perturbative corrections permitted to shed
some light on important difference between hadronization corrections evaluated from
the standard numerical Monte Carlo codes and the analytical models. In particular
it was possible to observe that the legacy Monte Carlo generators might overestimate
the perturbative predictions, which in turn means that the hadronization corrections
could be underestimated. This effect could be particularly dramatic by comparing LHC
data with theoretical NNLO predictions and hadronization corrections produced with
Monte Carlo generators. Since the needed theoretical prediction for LHC processes
is very high, to understand and have these effects under control is of fundamental
importance for the LHC.
In the introduction we mentioned that the LHC is just starting up. Nobody knows
when and if the LHC will deliver some signal of physics beyond the Standard Model.
However, it seems to be clear, that the huge jet activity which will be observed has to
be understood very precisely in order the find deviations from SM predictions. For this
reason higher order calculations and a deep understanding of the different stages of a
process at hard-, soft- and hadronization-scale is mandatory. Many physicists worked
hard both at the experimental level, to ensure high precision measurements, and at the
theoretical level, to provide high precision predictions. The computations explained in






In this chapter we briefly summarize the most important special functions used in the
computation of master integrals but also elsewhere. A complete list of definitions and
properties can be found e.g. in [286] and [287]. We also summarize some important
property of the calculus with distributions and in particular with (+)-distributions.
A.1 Some special functions
A.1.1 Harmonic Polylogarithms: HPL’s
A very special class of functions, which appears in the computation of master integrals,
are harmonic polylogarithms (HPLs). They can be defines starting from three functions
f1(x) =
1



















f−1(t)dt = ln(1 + x) .
All oder HPLs can be defined recursively as
H(a, a1, . . . , an;x) =
∫ x
0
dtfa(t)H(a1, . . . , an; t) . (A.1)
A detailed review on HPLs can be found e.g. in [161].
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A.1.2 The Gamma function




tz−1e−tdt for <(z) > 0 . (A.2)
It appears often in the computation of master integrals. Below we list some important
identities used in the calculation of master integrals.
Γ(1 + z) = zΓ(z)
Γ(n+ 1) =n!
Γ(z − n) = (−1)n Γ(1− z)Γ(z)
Γ(−z + n+ 1) (A.3)













with n ∈ N+ . (A.4)
The Γ-function can also be written as an exponential as










where γE is the Euler constant and ζ(j) is the Riemann Zeta function. The evaluation
of the Γ-function in some special point gives:
Γ(1) = Γ(2) = 1 ; Γ(1/2) =
√
pi .
A.1.3 The Euler Beta function




tx−1(1− t)y−1dt for <(x) > 0 ,<(y) > 0 . (A.6)





A.1.4 Hypergeometric function 2F1(a, b; c; z)
The hypergeometric function 2F1(a, b; c; z) appears often in the computation of master
integrals. Its primary definition is given in terms of a hypergeometric series













A.2 Computation with plus-distributions
It is the most common hypergeometric function of a whole families of hypergeometric
functions pFq defined as







where q ≥ p or q = p− 1 and |z| < 1.
The hypergeometric function 2F1(a, b; c; z) has also an integral representation:





dttb−1(1− t)c−b−1(1− tz)−a , with <(c) > <(b) > 0 ,
(A.10)





+ [c− (a+ b+ 1)z] du
dz
− ab u = 0 , (A.11)
where u = 2F1(a, b; c; z).
Among the many identities between hypergeometric 2F1-functions, the following












− b; b+ 1; z2
)
. (A.12)
The proof of this identity is not trivial and is given for example in [288].
A.2 Computation with plus-distributions
The (+)-prescription, or (+)-distribution, was introduced in Chapter 2 to regularize a
pole singularity at x = 1 in the Altarelli-Parisi splitting functions. It is defined as
∫ 1
x
dz g (z) [f(z)]+ ≡
∫ 1
x












where f(z) is a function singular in z = 1 whereas g(z) is smooth and divergent-free in
the interval 0 < z < 1. A realization of the (+)-distribution which is more convenient












Plus-distributions in dimensional regularization typically arise from the expansion
of expressions of the form (1−z)−1−a which is given in (3.45). We now explicitly prove
































































When a smooth function g(z) is multiplied with a (+)-distribution the following identity
turns out to be useful:∫ 1
x










Phase Space Master Integrals
An important part in the derivation of the integrated initial-final antenna functions
was the computation of the phase space master integrals. We give here some deeper
insight in this calculations and the results of the master integrals shown in Figure 3.7
and 3.8.
B.1 Computation of 2-parton phase space
The m particle phase space dΦm in d dimensions is generically defined as










and p1 and p2 are the incoming momenta. In the following we derive the 2-particle
phase space integrals.
We start considering the 2-particle phase space for a process 1→ 2 (like for example








Figure B.1: Momentum flow in a 2-particle phase space: 1 → 2 configuration typical
in e+e− annihilation (left) and 2 → 2 configuration with one massive leg typical in DIS
processes (right)
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is (Figure B.1, left)







dδ(d)(q − k1 − k2) .
























) ∫ rd−1dr . (??)












































2 ds δ(q2 − s) . (B.2)
In deriving the last equation we also used the fact that s01 = q
2 − s. Integrating we











Next we look at the case of a 2→ 2 process with a spacelike massive initial particle.
This was used to compute the 1-loop master integrals for the virtual antennae. The
starting point is the same with a different momentum conserving δ function since now
















(q + pi − k1)2
)
.
We now choose the following reference frame for the momenta (−q2 = Q2):
p1+q = (
√
s, 0, 0, 0); pi = (E, 0, 0, E); k1 = E1(1, 0, sinψ, cosψ); k2 = pi+q−k1 ,
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)dE1dψ (E1 sinψ)d−3 δ(+) ((pi + q − k1)2) .
In order to change variables and pass to Lorentz invariants sij we use now the method
of the Gram determinant1, which in this case is the determinant of the following matrix:
∆3(pi, k1, k2) =
∣∣∣∣∣∣
2p2i 2pi · k1 2pi · k2
2k1 · pi 2k21 2k1 · k2
2k2 · pi 2k2 · k1 2k22
∣∣∣∣∣∣ = 2s1i s2i s12 . (B.4)
Evaluating s1i, s2i and s12 = s, we find ∆3(pi, k1, k2) = 2E
2
1(Q
2 + s)2 sin2 ψ. The
Jacobian of the variable transformation (E1, ψ) → (s1iq, s1i), where s1iq = 2k1(pi + q),















)ds1(iq)ds1i (√2∆3)−1 [2(Q2 + s)2]− d−32 ∆ d−323 δ(+)(s− s1iq)
Using now again (B.4) and the identities s1iq = s, s2i = (Q
2 + s)− s1i and integrating











) s d−42 ds1i [s1i((Q2 + s)2 − s1i)] d−42 .


























1i (1− y1i)− . (B.6)
1More about Gram determinants can be found in the book of E. Byckling and K. Kajantie [289].
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Figure B.2: Momentum flow in a 3-particle phase space: 1 → 3 configuration typical
in e+e− annihilation (left)and 2 → 3 configuration with one massive leg typical in DIS
processes (right)


















The two equations (B.3) and (B.7) are equal since







The technique of the Gram Determinant becomes very useful in computing phase
space integrals with more particles. In [158] a general formula for the volume of an
m-particle phase space is derived.
B.2 Computation of phase space master integrals
The double-real master integrals of Figure 3.7 are 3-particle phase space integrals. We
start considering a general master I. Figure B.2 shows the momentum configuration.
We define the momenta in a similar way to the previous section, by working in the
center-of-mass frame of pi + q:
pi + q =
√
s(1, 0, 0, 0) k3 = E3(1, 0, sinψ, cosψ)
pi = Ei(1, 0, 0, 1) k1 = E1(1, sin θ sinφ, sin θ sinφ, cos θ) ,
where Ei = (s + Q
2)/(2
√
s). To distinguish the different masters we introduce a
general |M |2 which will contain the propagators according to the label of the master












× (2pi)dδ(d)(pi + q − k1 − k2 − k3)|M |2
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× δ(+) ((pi + q − k1 − k2 − k3)2) |M |2 ,
where used












= Γ(d− 3)√pi24−d .
We now use again the Gram determinant, this time with 4 momenta:
∆4(k1, k2, k3, pi) =
∣∣∣∣∣∣∣∣
2k21 2k1 · k2 2k1 · k3 2k1 · pi
2k2 · k1 2k22 2k2 · k3 2k2 · pi
2k3 · k1 2k3 · k2 2k23 2k3 · pi
2pi · k1 2pi · k2 2pi · k3 2p2i
∣∣∣∣∣∣∣∣
= λ(s12s3i, s13s2i, s1is23) ,
(B.8)
where λ is the Ka¨llen function λ(x, y, z) = x2 + y2 + z2 − 2(xy + xz + yz). Using the
property of the determinant
∆4(k1, k2, k3, pi) = ∆4(pi + q, k1, k3, pi) = −(2E1E3(Q2 + s) sin θ sinφ sinψ)2 .
We are now ready to make the change of variables and write everything in terms of
invariants sij as follows:
E1 → s1iq = 2
√
sE1 ,
E3 → s3iq = 2
√
sE3 ,











E1(1− cos θ) ,
φ→ s13 = 2E1E3(1 − sinψ sin θ cosφ− cosψ cos θ) ,
where s = s123 = (k1 + k2 + k3)
2 and sjiq = 2kj(pi + q). Next we write the Jacobian of
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2 δ(s − s3iq − s1iq + s13)|M |2 .
(B.9)
We now transform the Gram determinant using
s2i = (Q
2 + s)− s3i − s1i ; s23 = s3iq − s13 ; s12 = s1iq − s13
as follows
∆4(k1, k2, k3, pi) =λ (s12s3i, s13s2i, s1is23)
=λ
(




(s1iq − s13)s3i, s13[(Q2 + s)− s3i − s1i], s1i(s − s1iq)
)
,
where in the last line we used the delta function of the integrand and integrated over














2 |M |2 , (B.10)
where ∆˜4 is the Gram determinant written in terms of yij.
As explained in Chapter 3, for all the masters a differential equation or a system of
differential equations was derived. An example of such a differential equation and the
general strategy to solve them is presented later in this chapter. However, in order to
find the unique solution of a differential equation, also a boundary condition is needed.
Equation (B.10) is the starting point to compute the boundary conditions, usually
computed for the limit z → 1 after having factorized the leading singularity.
B.2.1 3-particle phase space
We show that by choosing |M |2 = 1, i.e. by considering no propagators at all, we obtain
as expected the 3-particle phase space volume P3 which is also the first master integral
I[0]. In order to simplify the computation we first factorize the Gram determinant
(−∆˜4) =(y3i − y3i,a)(y3i,b − y3i)y21iq
(1)
= y21iq(y3i,b − y3i,a)2χ(1− χ) ,
where we substituted
y3i = (y3i,b − y3i,a)χ+ y3i,a with χ ∈ [0, 1] ,
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1iq (y3i,b − y3i,a)−2
∫ 1
0
dχ[χ(1− χ)]− 12− .
Furthermore
y41iq(y3i,b − y3i,a)2 = 16y13y1i(z − y1iq)(y13 − y1iq)(z y1i − y1iq) ,
which can be disentangled by substituting
y1i = z1i z1iq ; y13 = z13 z z1iq ; y1iq = z1iq z ,
such that
y41iq(y3i,b − y3i,a)2 = z41iqz4(y3i,b − y3i,a)2 = 16z4(1− z13)z13(1− z1i)z1i(1− z1iq)z41iq .














1−2z1−21iq (16(1 − z13)z13(1− z1i)z1i(1− z1iq))− .
The integration is now easily done in terms of Euler Beta functions (A.6). Finally we






Γ(3− 3)Γ(2 − 2) , (B.11)
which is exactly the 3-particle phase space volume. The last equation is also solution










I[0] = (1− 2)I[0] . (B.13)
B.2.2 Iterative solution of differential equations
We now consider the master integral I[2], which is the easiest with at least one propa-













I[2] = − (2) I[2] . (B.15)
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The second differential equation gives the dependence on Q2
I[2] ∝ (Q2)−2 .
To solve the equation in z we factor out the leading singularity by defining1
I[0] =(1− z)1−2IR[0] ,
I[2] =(1− z)−2IR[2] ,














On the right hand side of the equation IR[2] has coefficients proportional to , 
2, . . .
This means the IR[2] is regularized and we can now solve the equation iteratively by














IR[2, z,−1] + IR[2, z, 0] + IR[2, z, 1] + 2IR[2, z, 2] + O(3) . (B.18)




















and inserting the expansion and comparing order by order we find
- At O(1/):
IR[2, z,−1] = IR[2, 1,−1] .
- At O(0):
















= IR[2, 1, 0] + 2H(0; z) .
- Etc.
1In all the masters we also factor out the numerical part of I [0] which is as overall normalization.
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Proceeding in this way the differential equation can be solved order by order. The
solutions of the different orders at z = 1 must be computed explicitly as we showed
for I[0]. Sometimes however they can be inferred from the iterative solution. This can
be seen for example at O(0) here, where one of the terms proportional to IR[2, 1,−1]
gives a divergent contribution. This means that IR[2, 1,−1] = 0. The simple case of
I[2] could of course also be solved to all orders, as summarized in Table 3.6, however
in this way also the most difficult master integrals could be solved and their solution
is reported in the next section.
B.3 Master Integrals







B.3.1 Master integrals for double real radiation























pi2 − 10ζ3 + 115
2
H(0; z) − 4
3













H(0; z) − 26
3
pi2H(0; z) − 20H(0; z)ζ3
+ 115H(0, 0; z) − 8
3















2H(0; z) − 
(2
3






− 38H(0; z) + 2pi2H(0; z) − 4
3
pi2H(1; z) − 30H(0, 0; z) + 20H(1, 0; z) + 4H(0, 1, 0; z)






pi2 − 20ζ3 + 11
45
pi4
+ 130H(0; z) − 10pi2 H(0; z) − 24H(0; z) ζ3 + 20
3




pi2H(0, 1; z) + 114H(0, 0; z) − 14
3
pi2H(0, 0; z) − 76H(1, 0; z) + 4pi2H(1, 0; z)
− 8
3
pi2H(1, 1; z) − 20H(0, 1, 0; z) − 4H(0, 0, 1, 0; z) + 70H(0, 0, 0; z) − 60H(1, 0, 0; z)
+ 40H(1, 1, 0; z) + 8H(1, 0, 1, 0; z) − 12H(0, 1, 0, 0; z) + 8H(0, 1, 1, 0; z)
















+ 2H(0, 0; z) + 2H(1, 0; z)
)
+ 4ζ3 − 2
3
pi2H(0; z) − 2
3
pi2H(1; z)




− 4H(0; z)ζ3 − 4H(1; z)ζ3 + 4
3




pi2H(1, 1; z) − 4H(0, 0, 1, 0; z) − 4H(1, 0, 1, 0;x) − 12H(0, 1, 0, 0; z)
+ 8H(0, 1, 1, 0; z) + 14H(0, 0, 0, 0; z) + 14H(1, 0, 0, 0; z) − 12H(1, 1, 0, 0; z)
























pi2 + 10H(1, 0; z) − 22H(0, 0; z)
)









pi4 + 156ζ3H(0; z) − 68H(1; z)ζ3 − 20
3
pi2H(0, 1; z) + 22pi2 H(0, 0; z)
− 18pi2 H(1, 0; z) + 20
3
pi2H(1, 1; z) + 28H(0, 0, 1, 0; z) − 52H(1, 0, 1, 0; z)
+ 76H(0, 1, 0, 0; z) − 40H(0, 1, 1, 0; z) − 106H(0, 0, 0, 0; z) + 94H(1, 0, 0, 0; z)























pi2H(0; z) + 2pi2H(1; z) − 8H(−2, 0; z) + 2pi2H(−1; z) − 8H(0, 1, 0; z)
+ 8H(−1,−1, 0; z) − 16H(−1, 0, 0; z) + 8H(−1, 1, 0; z) + 20H(0, 0, 0; z)






+ 4pi2H(0, 1; z) − 4pi2H(−1,−1; z) + 16
3
pi2H(−1, 0; z) − 4pi2H(−1, 1; z)
− 20
3
pi2H(0, 0; z) − 4pi2H(1,−1; z) + 16
3
pi2H(1, 0; z) − 4pi2H(1, 1; z)
+ 28ζ3H(−1; z) − 28ζ3H(0; z) + 28ζ3H(1; z) − 32H(0, 0,−1, 0; z)
− 8H(0, 0, 1, 0; z) + 16H(0,−1,−1, 0; z) − 32H(0,−1, 0, 0; z) + 16H(0,−1, 1, 0; z)
+ 16H(−1, 0,−1, 0; z) + 16H(−1, 0, 1, 0; z) + 16H(1, 0,−1, 0; z) + 16H(1, 0, 1, 0; z)
+ 16H(0, 1,−1, 0; z) − 32H(0, 1, 0, 0; z) + 16H(0, 1, 1, 0; z) − 16H(−1,−1,−1, 0; z)
+ 32H(−1,−1, 0, 0; z) − 16H(−1,−1, 1, 0;x) − 40H(−1, 0, 0, 0; z)
− 16H(−1, 1,−1, 0; z) + 32H(−1, 1, 0, 0; z) − 16H(−1, 1, 1, 0; z) + 44H(0, 0, 0, 0; z)
− 16H(1,−1,−1, 0; z) + 32H(1,−1, 0, 0; z) − 16H(1,−1, 1, 0; z) − 40H(1, 0, 0, 0; z)






















pi2H(0; z) − 8H(0,−1, 0; z) + 10H(0, 1, 0; z)





+ 20ζ3H(0; z) − 32H(0, 0,−1, 0; z) + 4pi2H(0,−1; z)
− 2pi2H(0, 1; z) + 19
3
pi2H(0, 0; z) + 10H(0, 0, 1, 0; z) + 16H(0,−1,−1, 0; z)
− 32H(0,−1, 0, 0; z) + 16H(0,−1, 1, 0; z) + 16H(0, 1,−1, 0; z) + 22H(0, 1, 0, 0; z)

























pi2H(−1; z) + 28
3
pi2H(0; z) − 20
3
pi2H(1; z) + 8H(0,−1, 0; z) + 24H(0, 1, 0; z)
+ 24H(−1, 0, 0; z) − 16H(−1, 1, 0; z) − 68H(0, 0, 0; z) − 16H(1,−1, 0; z)





+ 88H(0; z)ζ3 − 56H(1; z)ζ3
− 4
3
pi2H(0,−1; z) − 28
3
pi2H(0, 1; z) + 16H(0, 0,−1, 0; z) − 8
3
pi2H(−1,−1; z)
− 8pi2H(−1, 0; z) + 16
3
pi2H(−1, 1; z) + 68
3






pi2H(1, 0; z) +
40
3
pi2H(1, 1; z) + 24H(0, 0, 1, 0; z) + 16H(0,−1,−1, 0; z)
+ 16H(0,−1, 0, 0; z) − 16H(0,−1, 1, 0; z) + 16H(−1, 0,−1, 0; z) − 16H(−1, 0, 1, 0; z)
− 16H(1, 0,−1, 0; z) − 48H(1, 0, 1, 0; z) − 16H(0, 1,−1, 0; z) + 80H(0, 1, 0, 0; z)
− 48H(0, 1, 1, 0; z) − 32H(−1,−1,−1, 0; z) + 16H(−1,−1, 0, 0; z)
+ 56H(−1, 0, 0, 0; z) − 48H(−1, 1, 0, 0; z) + 32H(−1, 1, 1, 0; z) − 148H(0, 0, 0, 0; z)
− 48H(1,−1, 0, 0; z) + 32H(1,−1, 1, 0; z) + 136H(1, 0, 0, 0; z) + 32H(1, 1,−1, 0; z)



































+ 4pi2H(0,−1; z) − 4pi2H(0, 1; z) + 68
3
pi2H(0, 0; z) − 28
3
pi2H(1, 0; z)
+ 88ζ3H(0; z) − 32ζ3H(1; z) − 16H(0, 0,−1, 0; z) + 24H(0, 0, 1, 0; z)
+ 16H(0,−1,−1, 0; z) − 32H(0,−1, 0, 0; z) + 16H(0,−1, 1, 0; z) + 32H(1, 0,−1, 0; z)
− 40H(1, 0, 1, 0; z) + 16H(0, 1,−1, 0; z) + 96H(0, 1, 0, 0; z) − 32H(0, 1, 1, 0; z)
































pi4 + 184ζ3H(0; z) +
80
3








B.3.2 Master integrals for one-loop single real radiation




















+ 12H(0; z) − 1
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+ 32H(0; z) − 2
3
pi2H(0; z) − 4H(0; z) ζ3 + 12H(0, 0; z) − 1
6
pi2H(0, 0; z)









1 + H(0; z) + 2
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pi4 + 130H(0; z) − 10
3
pi2H(0; z) − 16H(0; z) ζ3 + 76H(0, 0; z) − 4
3
pi2H(0, 0; z)
















+ H(0, 0; z) + H(1, 0; z)
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pi2H(1; z) + 3H(0, 0, 0; z)
+ 4H(1, 0, 0; z) + H(1, 1, 0; z) + 
( 43
360
pi4 − 4H(0; z) ζ3 − 5H(1; z) ζ3
− 1
2
pi2H(0, 0; z) − 2
3
pi2H(1, 0; z) +
1
6
pi2H(1, 1; z) + 7H(0, 0, 0, 0; z)




































pi4 + 80H(0; z) ζ3 − 22H(1; z)ζ3 + 4
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pi2H(1, 0; z) +
1
3
pi2H(1, 1; z) + 16H(0, 0, 1, 0; z) − 8H(1, 0, 1, 0; z)
+ 40H(0, 1, 0, 0; z) + 8H(0, 1, 1, 0; z) − 76H(0, 0, 0, 0; z) + 32H(1, 0, 0, 0;x)

































pi2H(1; z) + 10H(0, 0, 1; z) − 2H(1, 0, 1; z) + 10H(0, 1, 0; z)









We summarize here the expressions for the resummed NLL integrated cross section
(4.10) for different event shapes. One has
R (y,Q, µ) = (1 + C1α¯s) Σ (y) ,
with
Σ (y) = exp {Lg1 (αsL) + g2 (αsL)} .
Following [235, 238], and in order to unify the notation, the resummed part is then
expressed through auxiliary functions h1 (λ) and h2 (λ), with:





R′ (λ) = −1
2
[





The functions h1 (λ), h2 (λ), Σs (y) and F (R
′) depend on the event shape observable,













C.1 Thrust and C-Parameter





h1 (λ) = − CF
2λβ0
[(1− 2λ) ln (1− 2λ)− 2 (1− λ) ln (1− λ)] ,
h2 (λ) = −CF K
4β20








ln (1− 2λ)− 2 ln (1− λ) + 1
2
ln2 (1− 2λ)− ln2 (1− λ)
)
,









Γ (1 + 4R′)
.
These yield:













− ln [Γ (1 + 4R′)]− 4γER′ .
C.2 Heavy Jet Mass





h1 (λ) = − CF
2λβ0
[(1− 2λ) ln (1− 2λ)− 2 (1− λ) ln (1− λ)] ,
h2 (λ) = −CF K
4β20






ln (1− 2λ)− 2 ln (1− λ) + 1
2
ln2 (1− 2λ)− ln2 (1− λ)
)
,








Γ (1 + 2R′)2
.
These yield:













− 2 ln [Γ (1 + 2R′)]− 2γER′ .
C.3 Total Jet Broadening








(ln (1− λ) + λ) ,
152
C.4 Wide Jet Broadening
h2 (λ) = −CF K
2β20
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Γ (1 + 2R′)
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These yield:























C.4 Wide Jet Broadening








(ln (1− λ) + λ) ,
h2 (λ) = −CF K
2β20
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Γ (1 + R′)2
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These yield:



















Figure C.1: Interpolation of the numerical recoil correction for Y3.
















C.5 Two-to-three Jet Transition in the Durham Algo-
rithm








(ln (1− λ) + λ) ,
h2 (λ) = −3CF
2β0
ln (1− λ)− CF K
2β20 (1− λ)












Σs (y) = e
Lh1(λ)+h2(λ) .
The function F (R′) for Y3 is known only numerically [238, 240] and is shown in Fig-
ure C.1.
We interpolate the points using a slightly modified version of Newton’s divided
difference formula implemented in the CERN Computer Program Library (Function
154
C.5 Two-to-three Jet Transition in the Durham Algorithm
DIVDIF in the CERN Program Library [290]). These yield:




















The argument of recoil correction F (R′) in this case is given by
R′ = R′ (λ) = − [h1 (λ) − λh′1 (λ)] = Cfβ0
λ
1− λ (C.1)
with λ = β0pi αS L. For the region of interest, that is for values of R
′ below 1.5 (figure
(C.2)), the interpolation of the derivative F′ of F with respect to its argument is also
described good by the interpolation (C.3).





L = − ln (y3)






as a function of L. For L between 0 and 10 the
value of R′ is below 1.5.
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C. RESUMMATION FUNCTIONS









Figure C.3: Numerical derivative of the interpolation vs numerical derivative of the
function F (R′).
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C.5 Two-to-three Jet Transition in the Durham Algorithm

















[−3197C2A + 1024CANF + 108CFNF − 68N2F + 132C2Api2 − 792CACF pi2 − 24CANF pi2
+144CFNF pi
2 + 2304C2F ζ(3)
]
G34 = − 7108CF (11CA − 2NF )2

















[−3197C2A + 1024CANF + 108CFNF − 68N2F + 132C2Api2 − 396CACF pi2 − 24CANF pi2
+72CFNF pi
2 + 576C2F ζ(3)
]
G34 = − 7108CF (11CA − 2NF )2
Total jet broadening: y = BT
G11 = 6CF
G12 = −4CF
G22 = − 19CF
(
35CA − 2NF − 6CApi2 + 24CF pi2 + 288CF ln2 2
)





(−2471C2A + 760CANF + 108CFNF − 44N2F + 132C2Api2 − 792CACF pi2 − 24CANF pi2
+144CFNFpi
2 + 864C2F pi
2 ln 2− 9504CACF ln2 2 + 1728CFNF ln2 2− 5184C2F ln3 2
+2376C2F ζ (3)
)
G34 = − 29CF (11CA − 2NF )2
Wide jet broadening: y = BW
G11 = 6CF
G12 = −4CF
G22 = − 19CF
(
35CA − 2NF − 6CApi2 + 288CF ln2 2
)





(−2471C2A + 760CANF + 108CFNF − 44N2F + 132C2Api2 − 24CANF pi2 + 864C2F pi2 ln 2
−9504CACF ln2 2 + 1728CFNF ln2 2− 5184C2F ln3 2− 2808C2F ζ (3)
)
G34 = − 29CF (11CA − 2NF )2







(−35CA + 144CF F2 + 2NF + 6CApi2
)





(−2471C2A + 4752CACFF2 + 2592C2F F3 + 760CANF + 108CFNF − 864CF F2NF − 44N2F
+132C2Api
2 − 24CANF pi2
)
G34 = − 172CF (11CA − 2NF )2







In this appendix, we collect the extractions of αs(MZ) and α0 at NLO and NNLO from
individual moments of the six event shape variables: τ , C, ρ, Y3, BT , BW .
NLO 〈τ〉 〈τ2〉 〈τ3〉 〈τ4〉 〈τ5〉
χ2/dof 1.0043 1.0565 0.8399 0.6459 0.4740
αs(MZ) 0.1242 0.1344 0.1416 0.1479 0.1534
Experimental Error 0.0018 0.0023 0.0028 0.0033 0.0038
xµ variation: xµ = 0.5 -0.0054 -0.0083 -0.0101 -0.0115 -0.0129
xµ = 2.0 0.0066 0.0102 0.0123 0.0143 0.0162
µI variation: µI = 1.0 Gev 0.0025 0.0035 0.0038 0.0045 0.0054
µI = 3.0 Gev -0.0019 -0.0025 -0.0027 -0.0031 -0.0037
M variation: M− 20% 0.0012 0.0016 0.0017 0.0020 0.0024
M+ 20% -0.0011 -0.0014 -0.0016 -0.0018 -0.0021
Theoretical Error 0.0072 0.0109 0.0130 0.0151 0.0172
α0 0.4782 0.5147 0.5359 0.5521 0.5744
Experimental Error 0.0151 0.0152 0.0189 0.0222 0.0243
xµ variation: xµ = 0.5 0.0017 0.0004 -0.0038 -0.0065 -0.0081
xµ = 2.0 -0.0000 -0.0001 0.0030 0.0051 0.0064
M variation: M− 20% 0.0432 0.0423 0.0405 0.0377 0.0375
M+ 20% -0.0306 -0.0307 -0.0298 -0.0284 -0.0290
Theoretical Error 0.0433 0.0423 0.0406 0.0382 0.0384
Table D.1: Results for αs(Q) and α0 as obtained from fits to τ moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NLO predictions.
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D. FIT RESULTS WITH NON-PERTURBATIVE CORRECTIONS
NNLO 〈τ〉 〈τ2〉 〈τ3〉 〈τ4〉 〈τ5〉
χ2/dof 0.9889 0.9411 0.7284 0.5526 0.3997
αs(MZ) 0.1166 0.1202 0.1233 0.1267 0.1294
Experimental Error 0.0015 0.0018 0.0021 0.0024 0.0027
xµ variation: xµ = 0.5 -0.0020 -0.0034 -0.0042 -0.0048 -0.0054
xµ = 2.0 0.0025 0.0042 0.0051 0.0058 0.0065
µI variation: µI = 1.0 Gev 0.0017 0.0017 0.0017 0.0019 0.0022
µI = 3.0 Gev -0.0011 -0.0011 -0.0011 -0.0013 -0.0014
M variation: M− 20% 0.0009 0.0010 0.0009 0.0011 0.0012
M+ 20% -0.0009 -0.0009 -0.0009 -0.0010 -0.0011
Theoretical Error 0.0032 0.0046 0.0054 0.0062 0.0070
α0 0.5165 0.5408 0.5452 0.5512 0.5641
Experimental Error 0.0135 0.0152 0.0194 0.0223 0.0246
xµ variation: xµ = 0.5 0.0140 0.0075 0.0016 -0.0008 -0.0023
xµ = 2.0 -0.0078 -0.0045 -0.0001 0.0019 0.0031
M variation: M− 20% 0.0415 0.0430 0.0396 0.0357 0.0347
M+ 20% -0.0298 -0.0308 -0.0286 -0.0264 -0.0261
Theoretical Error 0.0438 0.0436 0.0397 0.0358 0.0348
Table D.2: Results for αs(Q) and α0 as obtained from fits to τ moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NNLO predictions.
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NLO 〈C〉 〈C2〉 〈C3〉 〈C4〉 〈C5〉
χ2/dof 1.1849 1.5245 1.5651 1.5446 1.4094
αs(MZ) 0.1230 0.1308 0.1347 0.1374 0.1407
Experimental Error 0.0013 0.0016 0.0020 0.0023 0.0026
xµ variation: xµ = 0.5 -0.0052 -0.0079 -0.0091 -0.0100 -0.0108
xµ = 2.0 0.0063 0.0096 0.0111 0.0122 0.0134
µI variation: µI = 1.0 Gev 0.0029 0.0045 0.0051 0.0057 0.0064
µI = 3.0 Gev -0.0022 -0.0031 -0.0034 -0.0038 -0.0041
M variation: M− 20% 0.0013 0.0020 0.0022 0.0025 0.0028
M+ 20% -0.0012 -0.0018 -0.0019 -0.0022 -0.0024
Theoretical Error 0.0071 0.0107 0.0124 0.0137 0.0151
α0 0.4267 0.4632 0.4789 0.4839 0.4857
Experimental Error 0.0082 0.0064 0.0067 0.0069 0.0070
xµ variation: xµ = 0.5 0.0052 0.0027 -0.0010 -0.0035 -0.0054
xµ = 2.0 -0.0029 -0.0021 0.0007 0.0027 0.0042
M variation: M− 20% 0.0324 0.0359 0.0377 0.0376 0.0366
M+ 20% -0.0236 -0.0266 -0.0268 -0.0283 -0.0278
Theoretical Error 0.0328 0.0360 0.0377 0.0377 0.0370
Table D.3: Results for αs(Q) and α0 as obtained from fits to C moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NLO predictions.
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D. FIT RESULTS WITH NON-PERTURBATIVE CORRECTIONS
NNLO 〈C〉 〈C2〉 〈C3〉 〈C4〉 〈C5〉
χ2/dof 1.1574 1.2418 1.2353 1.1735 1.0216
αs(MZ) 0.1161 0.1180 0.1193 0.1202 0.1216
Experimental Error 0.0011 0.0013 0.0016 0.0017 0.0019
xµ variation: xµ = 0.5 -0.0020 -0.0033 -0.0039 -0.0043 -0.0046
xµ = 2.0 0.0025 0.0040 0.0047 0.0051 0.0056
µI variation: µI = 1.0 Gev 0.0019 0.0022 0.0023 0.0025 0.0028
µI = 3.0 Gev -0.0013 -0.0014 -0.0015 -0.0016 -0.0017
M variation: M− 20% 0.0011 0.0012 0.0013 0.0014 0.0015
M+ 20% -0.0010 -0.0011 -0.0012 -0.0013 -0.0014
Theoretical Error 0.0033 0.0047 0.0054 0.0059 0.0064
α0 0.4689 0.4897 0.4919 0.4877 0.4828
Experimental Error 0.0071 0.0063 0.0067 0.0069 0.0070
xµ variation: xµ = 0.5 0.0166 0.0095 0.0053 0.0027 0.0010
xµ = 2.0 -0.0105 -0.0066 -0.0033 -0.0013 0.0001
M variation: M− 20% 0.0316 0.0360 0.0359 0.0346 0.0326
M+ 20% -0.0234 -0.0264 -0.0265 -0.0258 -0.0246
Theoretical Error 0.0357 0.0372 0.0363 0.0347 0.0326
Table D.4: Results for αs(Q) and α0 as obtained from fits to C moments measured by






Experimental Error 0.0023 0.0033
xµ variation: xµ = 0.5 -0.0028 -0.0038
xµ = 2.0 0.0039 0.0049
µI variation: µI = 1.0 Gev 0.0014 0.0014
µI = 3.0 Gev -0.0011 -0.0011
M variation: M− 20% 0.0006 0.0006
M+ 20% -0.0006 -0.0006
Theoretical Error 0.0042 0.0051
α0 0.5914 0.5657
Experimental Error 0.0268 0.0361
xµ variation: xµ = 0.5 0.0115 0.0092
xµ = 2.0 -0.0042 -0.0047
M variation: M− 20% 0.0795 0.0748
M+ 20% -0.0539 -0.0508
Theoretical Error 0.0803 0.0753
Table D.5: Results for αs(Q) and α0 as obtained from fits to ρ moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NLO predictions.
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Experimental Error 0.0021 0.0030
xµ variation: xµ = 0.5 -0.0009 -0.0012
xµ = 2.0 0.0013 0.0017
µI variation: µI = 1.0 Gev 0.0012 0.0010
µI = 3.0 Gev -0.0008 -0.0007
M variation: M− 20% 0.0007 0.0006
M+ 20% -0.0006 -0.0006
Theoretical Error 0.0018 0.0020
α0 0.6565 0.6208
Experimental Error 0.0224 0.0316
xµ variation: xµ = 0.5 0.0312 0.0233
xµ = 2.0 -0.0184 -0.0143
M variation: M− 20% 0.0799 0.0759
M+ 20% -0.0547 -0.0518
Theoretical Error 0.0858 0.0794
Table D.6: Results for αs(Q) and α0 as obtained from fits to ρ moments measured by












χ2/dof 0.8616 0.6386 0.7771 0.8691 0.9499
αs(MZ) 0.1183 0.1172 0.1165 0.1149 0.1124
Experimental Error 0.0011 0.0016 0.0020 0.0026 0.0033
xµ variation: xµ = 0.5 -0.0040 -0.0042 -0.0040 -0.0038 -0.0035
xµ = 2.0 0.0053 0.0054 0.0052 0.0049 0.0045
Theoretical Error 0.0047 0.0048 0.0046 0.0043 0.0040
Table D.7: Results for αs(Q) and α0 as obtained from fits to Y3 moments measured by













χ2/dof 0.8577 0.6581 0.7948 0.8781 0.9557
αs(MZ) 0.1156 0.1136 0.1136 0.1129 0.1106
Experimental Error 0.0010 0.0015 0.0019 0.0025 0.0032
xµ variation: xµ = 0.5 -0.0005 -0.0008 -0.0006 -0.0002 -0.0002
xµ = 2.0 0.0015 0.0017 0.0015 0.0013 0.0012
Theoretical Error 0.0010 0.0013 0.0011 0.0008 0.0007
Table D.8: Results for αs(Q) and α0 as obtained from fits to Y3 moments measured by












χ2/dof 1.5775 1.6741 1.5926 1.4005 1.1996
αs(MZ) 0.1199 0.1276 0.1308 0.1327 0.1347
Experimental Error 0.0012 0.0018 0.0023 0.0027 0.0031
xµ variation: xµ = 0.5 -0.0037 -0.0078 -0.0093 -0.0101 -0.0108
xµ = 2.0 0.0049 0.0094 0.0112 0.0123 0.0133
µI variation: µI = 1.0 Gev 0.0021 0.0032 0.0036 0.0038 0.0041
µI = 3.0 Gev -0.0016 -0.0024 -0.0026 -0.0028 -0.0030
M variation: M− 20% 0.0010 0.0015 0.0016 0.0017 0.0018
M+ 20% -0.0009 -0.0014 -0.0015 -0.0016 -0.0017
Theoretical Error 0.0054 0.0101 0.0119 0.0130 0.0140
α0 0.4252 0.4897 0.5180 0.5193 0.5088
Experimental Error 0.0130 0.0105 0.0112 0.0129 0.0146
xµ variation: xµ = 0.5 0.0154 0.0083 0.0005 -0.0050 -0.0093
xµ = 2.0 -0.0106 -0.0074 -0.0015 0.0031 0.0070
M variation: M− 20% 0.0333 0.0443 0.0500 0.0493 0.0452
M+ 20% -0.0238 -0.0318 -0.0358 -0.0354 -0.0329
Theoretical Error 0.0367 0.0451 0.0501 0.0496 0.0462
Table D.9: Results for αs(Q) and α0 as obtained from fits to BT moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NLO predictions.
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χ2/dof 1.6191 1.4765 1.3723 1.2059 1.0363
αs(MZ) 0.1164 0.1158 0.1158 0.1158 0.1162
Experimental Error 0.0011 0.0014 0.0017 0.0019 0.0022
xµ variation: xµ = 0.5 -0.0012 -0.0027 -0.0033 -0.0035 -0.0037
xµ = 2.0 0.0016 0.0035 0.0041 0.0044 0.0047
µI variation: µI = 1.0 Gev 0.0017 0.0017 0.0018 0.0018 0.0019
µI = 3.0 Gev -0.0012 -0.0011 -0.0012 -0.0012 -0.0012
M variation: M− 20% 0.0010 0.0010 0.0010 0.0010 0.0011
M+ 20% -0.0009 -0.0009 -0.0009 -0.0009 -0.0010
Theoretical Error 0.0025 0.0040 0.0046 0.0049 0.0052
α0 0.4844 0.5053 0.5059 0.4938 0.4772
Experimental Error 0.0104 0.0094 0.0098 0.0108 0.0117
xµ variation: xµ = 0.5 0.0491 0.0272 0.0190 0.0142 0.0109
xµ = 2.0 -0.0295 -0.0186 -0.0129 -0.0093 -0.0066
M variation: M− 20% 0.0325 0.0419 0.0436 0.0415 0.0374
M+ 20% -0.0240 -0.0300 -0.0312 -0.0297 -0.0270
Theoretical Error 0.0589 0.0500 0.0476 0.0438 0.0390
Table D.10: Results for αs(Q) and α0 as obtained from fits to BT moments measured by













χ2/dof 1.5082 1.2870 1.1182 0.8965 0.6999
αs(MZ) 0.1128 0.1077 0.1049 0.1023 0.1010
Experimental Error 0.0015 0.0020 0.0027 0.0033 0.0039
xµ variation: xµ = 0.5 0.0007 -0.0028 -0.0026 -0.0022 -0.0019
xµ = 2.0 0.0006 0.0036 0.0035 0.0030 0.0027
µI variation: µI = 1.0 Gev 0.0018 0.0015 0.0016 0.0016 0.0016
µI = 3.0 Gev -0.0014 -0.0012 -0.0012 -0.0012 -0.0013
M variation: M− 20% 0.0008 0.0007 0.0007 0.0007 0.0008
M+ 20% -0.0008 -0.0007 -0.0007 -0.0007 -0.0007
Theoretical Error 0.0021 0.0040 0.0039 0.0035 0.0032
α0 0.3960 0.3552 0.3090 0.2550 0.2025
Experimental Error 0.0106 0.0132 0.0154 0.0180 0.0203
xµ variation: xµ = 0.5 0.0870 0.0256 0.0137 0.0107 0.0089
xµ = 2.0 -0.0401 -0.0166 -0.0097 -0.0074 -0.0059
M variation: M− 20% 0.0357 0.0308 0.0222 0.0112 -0.0005
M+ 20% -0.0250 -0.0214 -0.0157 -0.0084 -0.0006
Theoretical Error 0.0941 0.0400 0.0261 0.0155 0.0089
Table D.11: Results for αs(Q) and α0 as obtained from fits to BW moments measured by
JADE and OPAL for centre-of-mass energies between 14.0 and 206.6 GeV using theoretical
NLO predictions.
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χ2/dof 1.5645 1.2884 1.1158 0.8943 0.7145
αs(MZ) 0.1117 0.1058 0.1032 0.1014 0.1037
Experimental Error 0.0014 0.0018 0.0025 0.0031 0.0038
xµ variation: xµ = 0.5 -0.0010 -0.0007 -0.0006 -0.0003 0.0005
xµ = 2.0 0.0007 0.0011 0.0010 0.0007 0.0001
µI variation: µI = 1.0 Gev 0.0015 0.0012 0.0012 0.0012 0.0016
µI = 3.0 Gev -0.0010 -0.0008 -0.0008 -0.0008 -0.0011
M variation: M− 20% 0.0009 0.0007 0.0007 0.0007 0.0009
M+ 20% -0.0008 -0.0006 -0.0007 -0.0007 -0.0009
Theoretical Error 0.0020 0.0018 0.0017 0.0016 0.0020
α0 0.4632 0.4029 0.3519 0.2992 0.2744
Experimental Error 0.0083 0.0110 0.0127 0.0143 0.0137
xµ variation: xµ = 0.5 0.0393 0.0313 0.0256 0.0221 0.0358
xµ = 2.0 -0.0384 -0.0232 -0.0181 -0.0155 -0.0220
M variation: M− 20% 0.0378 0.0314 0.0227 0.0122 0.0045
M+ 20% -0.0270 -0.0222 -0.0163 -0.0093 -0.0045
Theoretical Error 0.0545 0.0443 0.0342 0.0252 0.0360
Table D.12: Results for αs(Q) and α0 as obtained from fits to BW moments measured by
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