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Abstrat
In this thesis, exat and semilassial approahes are derived for prediting wave
energy distributions in oupled avities with variable material properties. These
approahes are attrative beause they an be extended to more omplex built-up
systems.
For the exat treatment, we desribe a multi-omponent boundary ele-
ment method. We point out that depending on the boundary onditions and the
number of interfaes between sub-omponents, it may be advantageous to use a
normal derivative method to set up the integral kernels. We desribe how the
arising hypersingular integral kernels an be redued to weakly singular integral
and then using the pieewise onstant olloation method. The normal derivative
method an be used to minimise the number of weakly-singular integrals thus
leading to BEM formulations whih are easier to handle.
The seond omponent of this work onerns a novel approah for
nding an exat formulation of the transfer operator. This approah is demon-
strated suessfully for a dis with boundary onditions hanging disontinuously
aross the boundary. Suh an operator aptures the diration eets related to
the hange of boundary onditions. So it inorporates boundary eets suh as
diration and surfae waves. A omparison between the exat results from the
BEM against the exat transfer operator shows good agreement between both
ategories.
i
ii
Suh an exat operator onverges to the semilassial Bogomolny trans-
fer operator in the semilassial limit (k → ∞). Having seen how the exat
transfer operator behaves for a unit dis, a similar approah is adapted for the
oupled-avity onguration resulting in the semilassial transfer operator. Our
formulation for the transfer operator is appliable not only for the quantization
of a system, but also to reover the Green funtion.
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Chapter 1
Introdution
Determining the wave energy distributions in omplex built-up strutures where
material properties hange from one sub-struture to the next is a ommon
problem in mehanial engineering, aoustis, optis and quantum mehanis
e.g. solving the Shrödinger equation where the potential hanges disontinu-
ously aross a surfae. The vibration dynamis of oupled plates with dierent
thikness or eletromagneti waves in a homogeneous media with disontinuous
hanges in the dieletri onstants are examples thereof.
Wave propagation through suh domains is an old topi and an be
traed bak to Ibn Sahl in 984 [1, 2℄ when he onsidered optial media with a
disontinuous hange of refrative index. At the disontinuity line a ray is split
into a reeted and transmitted omponent, suh a phenomenon is referred to as
ray splitting. Sahl derived a onservation law of refration at the disontinuity
interfae. Suh a law was later rederived by Snell in 1626, and is known as Snell's
law or Snell-Desartes law [1℄. In domains with abrupt hanges of parameters
in the wave equation (suh as wave speed and absorption oeients at the
interfaes between the omponents), it is ruial to measure how muh energy is
reeted bak or transmitted at the disontinuity interfae. Suh information is
alled as the reetion and transmission oeients.
Methods of mathematial modelling an be either analytial or numeri-
1
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al. The most popular tehniques of solving partial dierential equations (PDEs)
analytially were based on the use of separation of variables and series approxi-
mations. Purely analytial tehniques have lost their popularity beause of their
limitations to simple geometries. Therefore, it is often neessary to resort to nu-
merial tehniques, as they are reliable for arbitrary geometries. These methods
inlude the Finite Element Methods (FEMs) [3℄, whih an be traed bak to 1943
when Courant [4℄ onsidered a pieewise linear approximation over a triangular
mesh. A few deades later, the Boundary Element Method (BEM) was intro-
dued in 1963 by Jaswon [5℄ and Symm [6℄. The BEM has advantages over other
popular numerial tehniques suh as the FEM [7℄ or Finite Dierene Methods
(FDM) due to the redution of the dimensionality of the problem by one, whih
is of partiular importane from a omputational point of view. Making use of
the fat that the free Green funtion is known in eah sub-domain of a omplex
built-up struture of dierent material properties, the BEM is an eient tool to
treat suh problems. Furthermore, the boundary integral equations are a starting
point for many asymptoti tehniques in the short-wavelength (high-frequeny)
limit suh as the Bogomolny transfer operator [8℄.
However, purely numerial methods beome prohibitively expensive in
the high-frequeny limit. Thus, in this limit, asymptoti methods are often
favourable. Suh methods provide the onnetion between wave propagation and
the underlying ray dynamis. Coneptually, in the limit of small wavelength
(λ→ 0), the ray optis onept is suient to analyse the system. In this limit,
a wave an be approximated as a ray that is speularly reeted at the boundary.
This analogy is similar to billiard systems where a partile is elastially reeted
o the walls of the billiard. The study of omplex wave problems in the ray limit
is often alled wave or quantum haos [9℄. One semilassial tehnique is the
transfer operator, whih is based on the short wavelength asymptoti of the free-
spae Green funtion; it was pioneered by Bogomolny in 1990 [8℄. The transfer
operator an be obtained from the asymptoti expression of the boundary inte-
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gral kernels in the semilassial limit [10℄. Therefore, by using the semilassial
transfer operator, the free Green funtion is taken in the limit of large wavenum-
ber (k → ∞). The Hankel funtion in the free-spae Green funtion is then
approximated asymptotially by exponential funtions whih are easy to handle
and overome the singularity issue usually enountered in the BEM formulation.
It is noteworthy to mention that both the BEM and the semilassial transfer
operator gives the quantisation ondition for a system without any information
about the periodi orbits, in ontrast with the Gutzwiller periodi-orbits trae
formula [11℄. The semilassial transfer operator enhanes the appliability of
the BEM in the high-frequeny limit. Also it provides a method to ompute the
reetion and transmission oeients expliitly.
For a ontinuous hange of the material properties throughout the me-
dia, trajetories will undergo many hanges of diretion aording to the hange
of wavenumber, thus trajetories beome urves in spae. This phenomenon will
not be onsidered in this thesis. However, it an be done within the transfer op-
erator framework. Hene, we only onsider abrupt hanges of material properties
at ertain interfaes.
Problems involving propagation of waves, ranging from quantum me-
hanial problems to seismi waves in elasti solids and aoustis are well de-
sribed by linear wave equations. In this thesis, we will restrit our analysis to
the two dimensional Helmholtz equation, although the onepts and ideas are
appliable to other wave equations and for problems in higher dimensions.
Layout of the thesis
The main goal of this thesis is to introdue numerial methods to investigate
the wave energy distribution in multi-omponent systems of dierent material
properties in the low and high-frequeny range. An important problem is to nd
the reetion and transmission oeients at the interfaes between the sub-
omponents. The information about suh oeients are stored in an impliit
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way within the BEM formulation. Thus we need to devie a method to extrat
suh information expliitly.
To put our work in perspetive, in Chapter 2 an overview is presented
of the existing tehniques that are used to predit wave energy distributions in
omplex built-up strutures in the low, mid and high-frequeny ranges.
Preliminaries and onepts of the BEM are outlined in Chapter 3.
Also some appliations of the BEM, suh as omputing the spetrum of the
Laplaian, some of the eigenfuntions and the Green funtion for non-onvex
polygonal domains in the presene or absene of absorption.
In Chapter 4 a normal derivative BEM sub-omponent tehnique is im-
plemented to investigate the wave energy distribution in multi-omponent sys-
tems where the wavenumber and damping parameters hange disontinuously in
dierent parts of the system. As a starting point we explore the wave energy dis-
tribution in oupled-polygonal domains, with the aim of nding eient methods
on large sale, multi-omponent systems. This tehnique an be applied where
a straightforward use of lassial single-domain BEM would not be possible due
to the fat that the free Green funtion is not known aross the whole domain
for multi-omponent strutures beause of the hange of the wavenumber. Using
the normal derivative formulation may prove useful in reduing the number of
regularization proedures neessary. Then the BEM sub-omponents tehnique
is demonstrated for dierent geometri ongurations with various ombinations
of material parameters. We onsider the absorption phenomenon whih plays an
important role in engineering appliations and aoustis. It takes into aount
the loss of energy in a dissipative system due to damping of the system. We have
published the results of this hapter in [12, 13℄
In Chapter 5, a new formulation of the exat and the semilassial
transfer operator is presented for a dis with boundary onditions hanging dis-
ontinuously aross the boundary. A omparison is arried out between the exat
and the semilassial transfer operator showing the advantage of the former in
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the sense that it aptures diration eets at the disontinuity of the boundary
onditions. Also, the exat transfer operator inludes the evanesent ontribu-
tions unlike the semilassial Bogomolny transfer operator. Depending on the
presribed boundary onditions, the Green funtion or its normal derivative are
alulated using both the BEM and the exat transfer operator, then a ompar-
ison is arried out showing good agreement between both approahes. Therefore
it demonstrates the eieny of using the exat transfer operator. We show that
from the exat transfer operator one an retrieve the semilassial Bogomolny
transfer operator using Debye's asymptoti relations.
In Chapter 6, the ideas of Chapter 5 were adapted to the oupled-
avity onguration. There are some issues related to the non-smooth geometry
of polygonal domains, suh as orner and the fat that the operators involved
in the formulation are not diagonal for the polygonal geometry. Therefore, we
only derive the semilassial transfer operator for oupled-avity onguration,
but we point out how the exat transfer operator for suh onguration ould be
obtained. Then a omparison is arried out between the multi-omponent BEM
and the semilassial transfer operator.
Chapter 7 is dediated to the onlusions drawn from this thesis and
reiterates the main results. Some possible diretions for future work are disussed.
Chapter 2
Literature review
In this hapter we will give an overview of the existing numerial methods for
modelling interior/exterior/vibro-aousti problems. For the sake of larity, we
give the lassiation of the problem that is onsidered. If the problem is enlosed
by ertain boundaries, and there is no interest in the outside domain, then it is
referred to as an interior problem. But if one is interested in the outside part
of the domain, then it is an exterior or sattering problems. A vibro-aousti
problem an be dened as a vibrating struture surrounded by a uid, so that the
vibration produes a pressure waves throughout the uid. Most of the available
numerial predition tehniques for suh problems an be lassied as being either
deterministi (exat) or statistial tehniques.
2.1 Deterministi methods for low-frequeny regimes
In what follows we will present an overview of the ommonly used determin-
isti numerial tehniques. Setion 2.1.1 presents the widely used Finite Ele-
ment Method (FEM), and briey mentions some optimisations of FEM suh
as the hp adaptivity and the Disontinuous Galerkin Method (DGM). 2.1.2
disusses the Wave Based Tehnique (WBT) and its appliation for modelling
interior/exterior/vibro-aousti problems. A larger disussion is dediated to the
6
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Boundary Element Method (BEM) in 2.1.3, disussing its various formulations,
advantages and disadvantages. The last two setions, 2.1.5 and 2.1.6, onern
domain deomposition tehniques with diret and iterative solver, respetively.
It is noteworthy to mention that the deterministi methods suh as, FEM, BEM,
and WBT are limited to long wavelengths of vibration (low-frequeny), due to
the interpolation of the solution in terms of shape funtions as will be explained
in the following setions.
2.1.1 Finite Element Method
The Finite Element Method (FEM) is the most popular numerial method, hav-
ing being ommerially developed and suessful in many appliations. An early
text-book by Zienkiewiz and Cheung [14℄ in 1965 popularised the FEM. For re-
ent referenes see Zienkiewiz et al. [15℄, also a review by Zienkiewiz and Taylor
[7, 16℄. For a brief history of the FEM see the reviews by Gupta and Meek [17℄,
and Oden [18℄. FEM approximates the solution over a mesh, assembled so that
the ontinuity and equilibrium ondition are met along the interfaes between
their elements [19℄. In FEM the domain is disretized into nite elements of
triangles, quadrilateral, ...et, then the solution is interpolated in terms of sim-
ple, polynomial shape funtions. The approximate solution in terms of suh
shape funtions does not full the boundary onditions. Therefore, one needs to
use a Weighted Residual Method (WRM) to minimise the residual as it will be
disussed in (2.1.4). The FEM system matrix oeients results from simple
numerial integrations, and the residual equations an be solved diretly. The
resultant matrix is sparsely populated with real oeients, this allows the use
of eient storage tools for sparse matries.
Sine suh shape funtions are not exat solutions of the governing
dierential equation, a ne disretization is usually needed to maintain reasonable
predition auray. Therefore, the omputational ost of FEM will grow in
diret proportion to the frequeny, leading to a prohibitively large omputing
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time for large strutures at high frequenies. As a rule of thump, to model
a wave aurately, the number of elements needed per wavelength ranges from
5 to 10, depending on the type of elements, e.g, onstant, linear or quadrati,
respetively. In the high-frequeny limit ne disretization beomes prohibitively
expensive.
Often one needs to ompromise between the omputational time and
the auray by setting dierent treatment of the regions where the error is
pronouned. Therefore FEM is optimised either by inreasing the order of the
shape funtion polynomials p or dereasing the element size h, orresponding to
what is now known as the p and h adaptivity, or ombining both to get the hp
adaptivity [20, 21℄.
Furthermore the hp adaptivity an be implemented easily with the Dis-
ontinuous Galerkin method (DGM). It was rst initiated by Reed and Hill in
1973 for the neutron transport linear hyperboli equations [22℄. Within the DGM
the mesh renement an be arried out independently at eah element without
onsidering ontinuity. So, the parameters h and p an have dierent values at
eah element. Furthermore, one ould have dierent approximation loal spae
at eah element, beause ontinuity at the element interfaes is not required
[23, 24℄. Therefore, the hp-adaptive DG-FEM methods allow more exibility of
the appliability of the FEM [25℄.
Although, FEM is not diretly appliable to unbounded domains be-
ause it is based on the disretization of the domain, many approahes have been
proposed to enfore the FEM to treat suh domains. One of these approahes
is the Absorbing Boundary Conditions (ABCs), also alled the Non-Reetion
Boundary Conditions (NRBCs) [26, 27℄. The idea of suh an approah is to
introdue artiial boundaries with a ondition that the amplitude of the re-
etion oeients at suh boundaries are very small, or even with vanishing
reetion oeients in what is known as Perfetly Absorbing Boundary Condi-
tions (PABCs) [26℄. Another approah is to introdue a layer of ertain thikness
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at R distane representing the diameter of the trunation boundary. Thus the
outgoing waves will be perfetly absorbed (zero reetion) by the end of this
layer. This tehnique is known as Perfetly Mathed Layer (PML), it was rst
initiated by Berenger [28℄ in 1994 for appliation of eletromagneti waves with
Maxwell's equation. Further, Chew and Weeden [29℄ proposed a PML approah
that is based on the analyti ontinuation of the governing PDE to the omplex
plane. Hene, within these approahes the outgoing waves never ome bak to
interat with the solution.
Furthermore, the unbounded domains an be modelled by innite ele-
ments whih disretize the problem domain as the nite elements do [30℄. Within
this approah, the shape funtions are onstruted as a multipliation of radial
funtions by another funtion that insures the ontinuity of the solution along
the interfae and a suitable amplitude whih deays with radial distane for mod-
elling travelling waves. To gain satisfatory auray, one needs to inrease the
radial order of the shape funtions. So the domain will be divided into a lose re-
gion where standard nite elements are applied, and far region where the innite
elements are applied.
2.1.2 Wave Based Tehnique
The Wave Based Tehnique (WBT) is a numerial predition tool that was in-
trodued by Desmet [31℄ in 1998. Sine then it has been widely used for mod-
elling interior/exterior/vibro-aoustis problems. It uses wave-like basis fun-
tions, whih originate from Tretz approah [32, 33℄. The funtions used in the
Tretz approah exatly satisfy the governing PDE, but do not neessarily full
the presribed boundary onditions. Therefore, as ommonly used in FEM, the
WBT adopts a Galerkin weighted residual sheme [34℄ in whih the boundary
onditions are enfored by minimising the boundary residual as will be disussed
in 2.1.4.
In the ontext of the Helmholtz equation the shape funtions used for
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WBT represent propagating and evanesent plane waves. Similar to the BEM
and in ontrast with the FEM, the WBT yields a fully populated matrix with
omplex entries and an not be deomposed into frequeny independent matries.
It is laimed that the WBT is more eient than FEM whih employs simple
polynomial shape funtions that are not exat solutions for the governing PDE
[31, 35℄. To gain insight into this tehnique the reader is referred to the referenes
[35, 36, 37℄ and referenes therein. One requirement is that the domain has to
be onvex, hene non-onvex domains have to be deomposed into onvex sub-
domains. These sub-domains are reoupled again by applying ontinuity and
equilibrium onditions at the interfaes between them.
Desmet and oworkers [38℄ applied the WBT for a three dimensional
aousti ar-like avity with loudspeaker exitation. Then a omparison is per-
formed between WBT predition and FEM predition to experimental data,
showing good agreement between the three ategories. Hepberger et al. [39℄
also implemented suh a tehnique to analyse the engine noise radiation in three
dimensions, in whih they divide the problem into bounded and unbounded re-
gions by an artiial spherial trunation boundary. For the bounded region the
exat aousti pressure is approximated as a linear ombination of wave fun-
tions that originate from Tretz approah. While for the unbounded region, the
exat pressure is interpolated in terms of radiation funtions alongside with the
Sommerfeld radiation ondition (2.4). A omparison with BEM simulations is
arried out, showing good agreement with the WBT predition [39℄.
2.1.3 Boundary element method
Next we will present a historial overview of the development of the boundary
element method, and disuss its dierent formulations. We then disuss its ad-
vantages and disadvantages.
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Historial Review of BEM
In 1828 Green presented his three integral identities and theorems [40℄. Though
this pioneering work remained obsure during Green's life, about a entury later it
beame the foundation for using Boundary Integral Equations (BIEs) for solving
potential problems. Within the boundary integral methods the governing PDE
an be transformed into an equivalent system of BIEs either diretly through
Green's seond identity or indiretly using layer potentials with titious den-
sities. During the early period of the development of boundary integral formu-
lations, BIEs were solved analytially [41℄ in what is known as the Boundary
Integral Equation Method (BIEM). This limited the appliability of the method
to simple problems.
A major development of BIEs arose when disretization of the bound-
ary was onsidered. In 1963 Jaswon [5℄ and Symm [6℄ introdued a numerial
sheme to solve the BIEs and approximated the solution in terms of pieewise
polynomial shape funtions over boundary elements. Thus the regular integrals
were omputed numerially using Simpson's rule, whereas the singular integrals
were integrated analytially. This is what is now known as the Boundary Ele-
ment Method (BEM). In priniple, whether the BIEs are solved analytially or
numerially one ould use the term boundary integral equations method (BIEM)
[42℄. However, the preferred name hereafter is the BEM, simply beause is widely
used.
BEM is now a very well established and well doumented tehnique,
see Cheng [42℄ for a historial review, Banerjee and Watson [43, 44℄, Brebbia
[34, 45, 46, 47, 48℄ for an introdution. For appliations in elastiity and potential
theory see Jaswon [5℄ and Symm [6℄, respetively. For engineering appliations
see Popov et al. [49, 50℄, and for appliations in solids and uids see Bonnet [51℄.
For aousti and eletromagneti appliations see Kress [52℄ and Colton [53℄. For
a rigorous mathematial insight into BIE theories and their abstrat formulation
using funtional analysis see Atkinson [54℄, Mikhlin [41℄, Kress [52℄, Dautray [55℄
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and Hakbush [56℄.
BEM is a powerful tehnique for obtaining an approximate solution
for PDEs that arise in sienti and engineering appliations, suh as elasto-
dynamis, uid dynamis, wave sattering, radiation and propagation. Before
disussing the dierent formulations of BEM, it may be useful to introdue the
possible types of boundary onditions.
Types of boundary onditions
There are a variety of boundary onditions that an be onsidered for a boundary
value problem. They an be ategorised as the following for a boundary point
x ∈ ∂D, where ∂D is the boundary of the domain.
If the boundary onditions are set for ψ(x), that is ψ(x) = f(x), then it is
alled Dirihlet Boundary Conditions (DBCs). Example of this type of BCs is a
membrane problem.
If the boundary onditions are set for
∂ψ(x)
∂nx
, then it is alled Neumann
Boundary Conditions (NBCs). The operator
∂
∂nx
denotes the diretional deriva-
tive along the normal vetor ~n at the boundary element x, that is,
∂
∂nx
= ~nx·∇x,
where the dot denotes the salar produt, ∇x is the gradient operator with re-
spet to x.
An example of this type of BCs is an aousti problem, where the aousti po-
tential (pressure) an not be set to zero, but the veloity an be set to zero on
the boundary.
A linear ombination of DBCs and NBCs is known as mixed boundary
onditions, also alled the Robin boundary onditions. That is,
A
∂ψ(x)
∂nx
+Bψ(x) = f(x),
where A and B are onstants. Example of these type of BCs our in heat
problems, where the temperature is related to the thermal ux.
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Depending on the applied formulation, there are two types of BEM formulations,
namely the diret BEM and indiret one as will be disussed below.
Diret BEM formulations
In this formulation, the atual physial quantities suh as the displaement, tra-
tion, potential or the veloity are used to formulate the BIEs. The values of suh
quantities over the boundary play the role of soure densities in generating the
solution throughout the interior of the domain. This formulation is alled the
method of fundamental solution, in whih suh a solution is distributed regard-
less of the boundary. This formulation an be dedued through the Green seond
identity whih is given as,∫∫
D
(
φ∇2ψ − ψ∇2φ) dA = ∫
∂D
(
φ
∂ψ
∂ns
− ψ ∂φ
∂ns
)
ds, (2.1)
where the funtions φ and ψ are twie ontinuously dierentiable on the domain
D, and dA is an area element. This integral transformation allows the integral
over the interior of the domain to be transformed into an integral on the bound-
ary. This formulation is alled diret, beause it solves for φ or ∂φ
∂ns
or both
of them depending on the type of presribed boundary onditions whether it is
Neumann, Dirihlet or mixed boundary onditions, respetively. Using suh an
identity redues the dimensionality of the problem by one, whih is of partiular
importane from a omputational point of view. This feature beomes advanta-
geous in leading to onsiderably (albeit fully populated) smaller matries. Thus,
there is no need to solve large system of equations and to dene ompliated data
strutures.
An alternative diret formulation is to adopt a weighted residual method
just as in FEM; this will be disussed in 2.1.4. Three publiations by Jaswon
[5, 57℄ and Symm [6℄ represent the birth of the diret formulation [42℄. Further-
more there is a formulation whih uses funtions that are related to the physial
quantities. Then suh funtions need to be integrated or dierentiated to om-
pute the atual physial quantities. Suh formulation is sometimes alled the
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semi-diret BEM formulation [58℄, but an still be lassied under the diret
formulation.
Indiret BEM formulations
This formulation is based on using titious density funtions to formulate the
BIEs so that the solution for Neumann or Dirihlet boundary problems an be
represented as a single or double-layer potential, respetively.
To obtain an integral equation for a problem with Neumann boundary onditions,
one ould write the unknown funtion ψ as a single layer potential,
ψ(x) =
∫
Γ
σ(s)F (s, x)ds, (2.2)
where F (s, x) is the fundamental solution of the governing PDE, whih is a
solution of the problem disregarding the presribed boundary onditions. Also it
is alled the free-spae Green funtion. The funtion σ(s) is a titious, unknown
density funtion, and Γ is the boundary of the domain.
In potential theory σ(s) is alled a monopole density funtion. Suh a
density funtion arises from some partiular form of soure distributions on the
boundary [54℄. The BIE (2.2) is lassied as a Fredholm integral equation of the
rst kind [54℄, beause the unknown funtion σ(s) appears only impliitly (under
the integral sign).
Similarly for Dirihlet problems, one ould write the following BIE,
∂ψ(x)
∂nx
= cσ(x) +
∫
Γ
σ(s)
∂F (s, x)
∂nx
ds, (2.3)
where the integral on the right hand side of equation (2.3) is alled a double layer
potential, and the funtion σ(s) is alled a unknown dipole density funtion. The
onstant c arises from the jump relation of the double layer potential as will
be disussed later in 3.3.10. The BIE (2.3) is lassied as Fredholm integral
equation of the seond kind [54℄, beause the unknown funtion σ(s) appears
both expliitly and impliitly.
Chapter 2: Literature review 15
These formulations are alled indiret, beause they are used to solve
for the titious, unknown density funtion σ(s) whih has no physial relation
to the problem in ontrast of solving for the physial quantities diretly. This
formulation is preferable in ombining interior/exterior problems in whih the
boundary does not have to be losed; it is also ideal for large sale aousti
problems with open boundaries [35℄.
Preliminary remarks on the BEM
The BIEs are derived for the wavefuntion, its normal derivative or for both quan-
tities, depending on whether Neumann, Dirihlet or Robin (mixed) boundary
onditions are set on the boundary. The mehanism of the BEM is to disretize
the boundary into a number of elements to ompute the integrals numerially
over suh elements. The system of integral equations is onverted into a linear
system of algebrai equations whih an be solved numerially. Diret solvers
should be used if the number of unknowns is reasonably small, for example the
Gaussian elimination and LU deomposition. Otherwise iterative methods should
be employed if one seeks to obtain ertain auray for the approximate solution
of large number of unknowns. For iterative shemes, a suitable pre-onditioner
should be used to speed up the onvergene [59℄.
The BEM formulation depends heavily on the existene of the appro-
priate fundamental solutions spei to the problem being solved. This feature
an be onsidered as a two-edged sword; on the one hand, the use of the exat
fundamental solution (free solution disregarding the boundary) allows extremely
aurate resolution of parameters throughout the domain. In addition it is es-
sential, along with the Green identity, to establish the appropriate BIEs. On the
other hand, sine the fundamental solutions are spei to the problem being
onsidered, there are restritions on the appliability of BEM; for instane, for
heterogeneous and non-linear problems.
In priniple, the BEM is apable for solving unbounded media without
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the need for artiial boundaries, sine it involves neither domain disretization
nor boundaries at innity. Further, the BEM formulation inherently fulls the
Sommerfeld radiation ondition [53℄, whih is given as,
lim
R→∞
R
{
∂φ
∂R
− ıkφ
}
= 0, (2.4)
where R = |r − r0| is the distane from an exterior point r to a boundary point
r0 ∈ ∂D, φ is the wavefuntion and k is the wavenumber.
Suh a ondition haraterises the behaviour of the solution at innity, and elimi-
nates the radiated plane waves and their ombinations at innity. So the BEM is
unquestionably the method of hoie for suh ategories. It nds appliations in
radiation, underwater aoustis, elasti wave problems in geophysis, seismology,
earthquake engineering. This makes the BEM an advantageous tehnique over
the lassial domain methods for ertain types of problems.
In the ase of inhomogeneities and non-linearity, the BEM is not a
preferable approah. In ontrast, the FEM will be more suitable for suh at-
egories. However, the sub-region BEM tehnique as will be disussed in 2.1.5
an handle non-homogeneous problems with knowing exatly the interfaes that
separate the sub-regions. Furthermore, the Dual Reiproity Method (DRM)
enlarges the appliability of BEM to non-linear ategories, as will be disussed
later in 2.1.7.
Non-uniqueness
A mathematial issue enountered in BEM is the non-uniqueness of the solution
of an exterior problem at ertain frequenies, whih are the eigenfrequenies for
the assoiated interior problem. To irumvent this disadvantage, it is reliable to
use a robust approah proposed by Burton and Miller in 1971 [60℄. Within this
approah a linear ombination between the surfae Helmholtz integral equation
(3.3.3) for r ∈ ∂D and its normal derivative is onstruted with an arbitrary
oupling parameter.
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It was proved that suh linear ombination would yield a unique solu-
tion for all frequenies with a suitable omplex-valued oupling parameter [60℄.
Suh an approah is widely adopted in the ontext of three-dimensional radia-
tion aousti problems (Meyer [61℄, Terai [62℄, Yang [63℄). However, this method
suers taking the normal derivative of the Helmholtz equation giving rise to a
hypersingular integral whih alls for further regularization proedures. Riddle
[64℄ presents a treatment of the non-uniqueness problem without any need to
produe another integral equation. In this thesis we are primarily interested in
the interior problem so the non-uniqueness phenomenon does not play any role.
Singularity
Owing to the use of the two-point (soure and reeiver) singular fundamental
solution, the boundary integral formulations suer from singularities. Thus the
general implementation of the BEM requires the omputation of singular integrals
with various types of singularities, suh as weakly, strongly, and hypersingular
of the order O(ln(|R|), O( 1
R
) and O( 1
R2
), respetively, where R is the distane
between the reeiver and the soure point. Aurate and eient omputations
of suh integrals have made the BEM an eient and generally well-onditioned
numerial solution proedures.
The hypersingularity arises from the need of taking the normal deriva-
tive of the Helmholtz integral equation in order to obtain a seond kind Fred-
holm integral equation, as the rst kind Fredholm integral equation may be
ill-onditioned [34, 54, 60℄. Furthermore, suh a derivative is needed to eliminate
the non-uniqueness problem as disussed in the previous setion.
A great deal of researh has been devoted to various ways of dealing
with the hypersingularity. As we an not disuss all the ited literature, rather
we mention some key referenes. There are several tehniques to evaluate various
types of singularities. The most widely used tehnique for regularization is the
onversion of the hypersingular integral into a Cauhy prinipal value (CPV)
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integral as will be disussed in 4.4.1.
Krisnasamy et al. [65℄ dealt with the hypersingularity for the aousti
wave sattering in three dimensions. Their method is free of any disretization
assumption, it demands only suient smoothness on the density funtion of the
hypersingular funtion at the singularity point for the Taylor series expansion
to be applied. Then a onversion by Stokes's theorem is arried out to redue
the order of the singularity by onverting the surfae integrals into line integrals.
They used a regularization relationship, whih redues the hypersingularity to a
weak singularity.
Some approahes [66, 67℄ represent the hypersingular integrals in terms
of the Hadamard nite-part [68℄. For instane, Bose [66℄ regularized the hyper-
singular integral that arises from aousti sattering problem in two and three
dimensions by using the Hadamard nite-part representation.
In priniple, there are two diretions for regularization that are dis-
ussed in the literature. The rst aims to remove all the non-integrable sin-
gularities analytially before any disretization is performed; suh an analyti
regularization is not entirely general and may be limited to ertain problems. In
ontrast, the regularizations after disretization analyse eah individual integrals
by anelling the divergent terms globally using a Galerkin or olloation formu-
lation [69, 70℄. This approah heavily requires the smoothness of the boundary
[70℄.
Most of the tehniques developed for regularization redue the sin-
gularity to at worst weakly singular, or a omplete regularization suh as the
singularity-free formula that is derived in [63℄.
A regularization formula for the hypersingular integral was rst ob-
tained by Maue [71℄ in 1949. It then was rederived in a simpler way by Mitzner
[72℄ in 1966 for aousti sattering from urved interfaes between two media of
dierent density.
Furthermore, Kutt [73℄ reobtained suh formula for two and three-
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dimensional sattering problems by adopting the nite part of the hypersingular
integral. Burton and Miller [60℄ used Maue'e formula for treating the resulting
hypersingular integral. In the author's opinion, the Meyer's formula [61℄ for reg-
ularizing the hypersingular integral in three dimensions ould be a rederivation
of Maue's formula. However, Meyer's formula an be implemented easily with
pieewise onstant olloation method that is disussed in 4.7, just as has been
done in [74℄. In ontrast, Maue's formula may be a bit ompliated for numer-
ial evaluation, so it needs a further treatment to make it ready for numerial
omputations.
In this thesis, we derive an integral identity for an at interfae in two
dimensions, whih is a speial ase of the formula that is derived in [60℄ for a
urved interfae.
Hornberger et al. [75℄ implemented the BEM for two-dimensional magneti bil-
liards, where they onsider the interior and the exterior problem. They express
the hypersingular operator as a speial limit similar to the CPV integral. Then
they use the asymptoti expression of the free-spae Green funtion. Kutt [73℄
developed a numerial approah to evaluate one-dimensional hypersingular inte-
grals in nite part representation using Gaussian quadrature [76℄. Further, he
proposed one-dimensional points and weights for Gaussian type nite quadrature
for dierent order of the singularity, that is,
FP
∫ 1
0
f(x)
xk
dx ≈
n∑
j=1
wjf(xj),
where xj and wj are a set of speially designed Gaussian points and weights,
respetively, and n is the number of integration points. This method evaluates
the singular integral numerially disregarding the divergent part. Suh ideas an
be adopted for integrations in two and three dimensions. Sladek and Sladek
[69, 70℄ gave a survey on the treatment of all types of singularities.
A dierent approah of regularization is to subtrat the singular part,
and then evaluate the reminder (non-singular term) using Gaussian type quadra-
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ture whereas the singular part is integrated using analytial integration formula.
Next, we will disuss a dierent approah for regularization that is based on a
suitable oordinate transformation whose Jaobian smoothens out the singular-
ity.
Coordinate transformations
One of the best known oordinate transformations for treating weak singularities
is attributed to Telles [77℄. It is an elegant and simple way to deal with singular
and nearly singular integrals. This transformation is performed in suh a way
that its Jaobian weakens or anels out the singularity. Then the resulting
integral an be evaluated by standard Gaussian type quadrature, suh as Gauss-
Legendre quadrature. Telles' transformation was originally designed to ompute
one-dimensional integrals with a logarithmi singularity. It uses quadrati or
ubi transformations depending on whether the singular point is loated at the
end of an element or lying at a point within the element, respetively. This
transformation will be revisited in 4.6.3 where we will present some formulae.
Another way to deal with weakly singular integrals is to use the `tanh
rule' [78℄, whih requires dividing the integral into a sum of two integrals at the
singularity point as,
I =
∫ β
α
g(y)dy,
where the integrand g(y) has a singularity at α or β. Then one needs to use the
following variable transformation,
y =
(
β − α
2
)
tanh(w) +
(
β + α
2
)
, −∞ < w <∞.
Furthermore, Hayami and Brebbia [79, 80℄ developed another transformation
whih needs to be implemented in polar oordinates.
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2.1.4 Weighted Residual Methods
Mirroring the FEM, the BIEs an be solved numerially by the Weighted Residual
Method (WRM) [15, 34℄. To explain the proedure of the WRM, onsider a
dierential or integral operator L as
L(u) = b, in Ω. (2.5)
where u is the exat solution of the dierential or integral equation. The rst
step in the formulation of the WRM is to approximate the solution in terms of
simple basis funtions as
u′(x) =
N∑
i=1
ciφi(x).
where u′ is the approximate the solution of equation (2.5). Then one needs to
substitute u′ into equation (2.5) to obtain
L(u′) = a. (2.6)
Now dene the funtion R as
R = b− a. (2.7)
where R is alled the residual or error funtion. To make u′(x) an aurate
solution of equation (2.5), the onstants ci in the interpolation of u
′(x) need
to be hosen in suh a way that minimises the residual R. To minimise the
error over the interior or foring the approximate solution to obey the presribed
boundary onditions, the error funtion R an be distributed over the domain
or the boundary respetively by multiplying it by weighted funtion w. Then
integrate over the boundary, one obtains∫
Ω
RwdΩ = 0, i = 1, 2, · · · , N (2.8)
where
w = α1ψ1 + . . . + αnψn.
This weighted integral of the error R is alled the WRM.
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Various types of weighting funtions ψi lead to dierent approximate
methods suh as sub-domain olloation, Galerkin or point olloation methods,
all of these methods are disussed thoroughly in [34℄ with some illustrative ex-
amples. For instane, for the point olloation methods the weighting funtions
ψi are delta funtions. The Galerkin method uses the same funtions for the
weighting funtions as for the approximate solution, that is ψi = φi. This pro-
dues a symmetri oeient matrix whih is advantageous espeially for large
problems [43℄.
Banerjee [44℄ disusses dierent types of diret and indiret BEM for-
mulations that lead to symmetri and non-symmetri oeients matrix. Using
the WRM for the BEM formulation, it beomes easy to ombine the BEM with
FEM.
2.1.5 Division into sub-omponents
We are primarily interested in non-homogeneous media that are made up of
dierent material properties, that is dierent parameters in the wave equation,
suh as wave veloity and absorption oeients haraterise for dierent regions.
Therefore one an not easily apply the lassial single-domain BEM disussed in
Chapter 3. Thus it is ruial to develop an eient method for suh ategories.
Furthermore, a BEM analysis for omplex shapes an be simplied by dividing
the domain under onsideration into simpler sub-omponents in what is alled
the multi-omponent or sub-region BEM. It also is known as the zoning/sub-
setioning tehnique [44℄, and is ommonly used in engineering appliations [44,
50, 58, 81, 82℄.
The ore idea of this approah is to divide the non-homogeneous stru-
ture into homogeneous sub-omponents that an be takled individually by the
BEM, i.e. onstrut a BIE for eah sub-omponent. The resulting BIEs are then
ombined with the ontinuity of the solution and the equilibrium of the energy
ux aross the interfaes between the sub-omponents. Then all the boundaries
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have to be disretized, inluding the internal boundaries that separate the sub-
omponents.
The subdivision into sub-omponents is not only employed for homo-
geneous media, but also for domains that suer from irregular geometry, suh
as raks, long proles or nothes to enhane the omputational eieny. The
BEM sub-region tehnique is widely onsidered as an eient tool for treating
non-homogeneous domains. The subdivision approah leads to a blok-banded
global matrix with one blok for eah sub-region, and overlaps between bloks
when sub-regions have an interfae. This replaes the fully populated matrix by
a blok-banded matrix, whih is omputationally more onvenient. One ould
onlude that the sub-omponents tehnique enhanes the appliability of BEM.
Kita and Kamiya [81℄ presented a sub-region BEM approah, in whih
the global matrix is onstruted by a superposition of the BIEs for eah sub-
region by implementing the ontinuity onditions along the interfaes. Within
this approah in order to ompute the global matrix, a matrix inversion for eah
sub-region matrix equation is required, whih sometimes is not a stable operation
and inrease the overall omputational time.
Banerjee [44℄ introdued an advaned multi-region assembly to deal
with zoned or pieewise homogeneous bodies. In his approah, the zero-bloks
never enter into the formulation, whih onsiderably dereases the memory re-
quired to store the global matrix. On the other hand, his approah requires
matrix inversion operations for the individual matrix system for eah sub-region.
Sine the sub-omponent tehnique needs to reate new boundaries (interfaes)
and therefore new unknowns, this results in a large number of unknowns as we
need to ompute two unknowns along eah interfae. Therefore, for large prob-
lems, a parallel omputing is often desirable as will be disussed in the next
setion.
The diret Gauss elimination solver is normally used to solve the linear
system of equations generated by the BEM. However, for the usual feature of the
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BEM matries whih are non-symmetri and dense, suh solver beome uneo-
nomi. Therefor for large number of unknowns, it is wise to resort to iterative
solvers to redue the running time. Many iterative solvers have been disussed
thoroughly and tested in [83℄ suh as the onjugate and bi-onjugate gradient
aeleration.
2.1.6 Domain Deomposition Method
In the analysis of large-sale models, usually some diulties are enountered in
terms of the required memory and the CPU speed. To overome suh obstales,
one needs high performane omputing tehniques, inluding parallel omputing.
The Domain Deomposition Method (DDM) [59℄ has ome to redue the om-
putational eort involved with solving large BEM or FEM models. DDM is a
tool that is artiially introdued to ease large-sale omputations and in some
situations, domain deomposition is natural from the physis of the problem.
The domain deomposition methods oer onsiderable advantages for eient
omputation and the ability to mix solvers. It has subsequently evolved with the
development of multiproessor omputer arhitetures.
In priniple, DDM is a perfetly onvenient implementation in a par-
allel omputing environment. Thus to be able to deal with domains of dierent
material properties, or domains that are governed by dierent dierential equa-
tions or boundary onditions, the domain under onsideration is deomposed
into sub-domains. Eah sub-domain is treated separately and has its own system
of equations. Then one needs to apply the ontinuity onditions between the
neighbouring sub-domains. This approah produes a blok-banded or even a
sparse matrix when dealing with a large number of sub-domains in whih the
number of zero-bloks inreases [84℄. This is the most appealing feature of the
DDM, beause the sparse system an be solved eiently by iterative solvers.
The riterion for the hoie of the suitable iterative solver relies on the PDE
and the type of deomposition. For example, the Lagrange multiplier is used
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for a non-overlapping deomposition, while the Shwarz formulation is used for
overlapping deomposition [59℄.
Sugino et al. [85℄ showed the utility of the DDM analysis with the
BEM for an interfae motion of two-layer uid. They onstruted BIEs for the
Laplae equation for eah sub-domain in onjuntion with ompatibility and
equilibrium onditions on the interfaes. Suitable iterative solvers are favoured
with the DDM, suh as Shwarz's iterative algorithms and many other types of
iterative algorithms that are disussed thoroughly in [59℄. Consider an interfae
between two media whih belongs to both the left and right sub-domains, that
is Γ = Γl and Γr, respetively. Uzawa's method [86℄ was implemented as an
iterative sheme for boundary onditions (BCs) along both interfaes Γl and Γr.
Suh a sheme sets an initial Dirihlet BCs along interfaes, and then alulating
the ux at the interfaes. Suessive updates of the ux on the interfae between
the sub-domains are arried out until the required auray is reahed.
Furthermore, Kamiya and o-workers [86℄ presented a parallel imple-
mentation of the BEM with DDM, in whih the boundary element analysis is
performed for eah sub-domain in parallel. If the ontinuity onditions along
the interfae are satised, then the proess is terminated, if not the boundary
onditions along the interfae need to be modied and the proess is repeated.
Three dierent iterative shemes are used, that is the Uzawa, Shwarz
Neumann-Neumann and the Shwarz Dirihlet-Neumann methods. The Shwartz
Dirihlet-Neumann method sets an initial Dirihlet and Neumann BCs along Γl
and Γr, respetively. The Shwarz Neumann-Neumann method sets an initial
Neumann BCs along both interfaes Γl and Γr. In Kamiya's work [86℄, the
parameter of the iterative shemes was seleted empirially, however, some eort
must be dediated to nd the optimal value of suh a parameter. Suh a value is
not only needed to speed up the onvergene, but also to ontrol the onvergene
of the iterative oupling methods [87℄. The hoie of the iterative sheme is
problem dependent; speially, it depends on the type of the BCs on the external
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boundaries.
Lu and Wu [82℄ introdued a new sub-region BE tehnique based on
the DDM for multi-layered elasti rak problems. This method is onvenient
for implementation on parallel (multiproessor) omputer arhitetures beause
the oeient matrix for eah sub-region an be alulated independently. This
allows the outer boundary onditions to be hanged beause to do so, only the
equations for the sub-region onerned need to be realulated.
Furthermore, DDM is exible for solving PDEs of heterogeneous har-
ater, for example, a PDE whih is ellipti in one sub-region and paraboli in the
other region. Due to the independent treatment of eah sub-domain, the DDM
lends itself onveniently to parallel omputing. DDM has the advantage that no
preonditioning of the matrix is needed due to the separate treatment of eah
sub-domain.
Within the DDM, one ould have a dierent numerial method for
dierent regions. For instane, if a struture is onstruted of plasti and elasti
regions, then the former is best analysed by FEM and the remaining innite/semi-
innite linear elasti regions may be best analysed by BEM [87℄. Another example
of FE-BE oupling has been implemented to an aoustis system that ontains a
vibrant struture radiating sound through an opening to an exterior domain. For
suh a model the aousti wave eld of the interior and the exterior is analysed
by FEM and BEM, respetively [88℄. Finite element-boundary element method
(FE-BE) oupling has been investigated intensively and implemented for a variety
of appliations suh as uid mehanis, frature mehanis, eletrodynamis,
aoustis and mehanis [43, 44℄.
2.1.7 Multi-domain Dual Reiproity Method
Attempts were made to extend the appliability of the BEM to heterogeneous
and non-linear problems. In suh ategories, it is neessary to put the non-
homogeneous or non-linear terms into a body fore. Within the lassial BEM for-
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mulation, these terms lead to domain integrals and the BEM loses its boundary-
only harater.
To overome these limitations of BEM, in 1982 Nardini and Brebbia
[89℄ proposed a new formulation alled the Dual Reiproity Method (DRM)
whih depends on the use of partiular solutions. A thorough introdution into
the method and its appliations an be found in [89, 90℄ and referenes therein.
Some illustrative examples about the method are demonstrated by Brebbia [91℄.
To explain the ore idea of this method, onsider the formulation for
Poisson's equation with an arbitrary soure term χ(r) as
∇2u = χ(r). (2.9)
The term χ(r) an represent the non-heterogeneity or the non-linearity of the
problem. Within the lassial BEM formulation, this term lead to domain inte-
grals as
cu+
∫
∂Ω
[
∂u(x)
∂nx
F − ∂F
∂nx
u(x)
]
=
∫
Ω
Fχ(r)dΩ, (2.10)
where F and Ω are respetively the fundamental solution and the domain of
the problem. Thus the starting point in the DRM formulation is to express the
non-homogeneous term χ(r) as a series of known basis funtions as,
χ(r) =
N∑
i=1
γifi (2.11)
where the funtions fi are so alled the Radial Basis Funtions (RBFs) [92℄, γi
are unknown oeients, and N is the number of basis funtions. The funtions
fi are geometry-dependent funtions whose value depends only on the distane
of a point xi from the origin or any hosen entre point y, i.e,
fi(xi, y) = fi(| xi − y |).
This interpolation leads to a partiular solution ψi of the problem,
∇2ψi = fi. (2.12)
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These partiular solutions ψi an be found analytially for a given basis funtions
fi just by integrating equation (2.12). Substituting equations (2.11) and (2.12)
into equation (2.9) leads to,
∇2u =
N∑
i=1
γi(∇2ψi). (2.13)
Then one needs to apply the weighted residual method as addressed in 2.1.4,
and Green's identity or a reiproity priniple [58, 89℄, whih lends to the name
of the method (DRM). To do so, one needs to multiply both sides of equation
(2.13) by the fundamental solution F , and integrate over the domain Ω. One has
cu+
∫
∂Ω
[
∂u(x)
∂nx
F − ∂F
∂nx
u(x)
]
=
N∑
i=1
γi
∫
Ω
F (∇2ψi)dΩ. (2.14)
Eah term in the RHS of equation (2.14) an be integrated by parts leading to
boundary integrals.
Reently, Popov and Power [84℄ used the sub-regions tehnique that is
disussed in 2.1.5 with the DRM to deal with domains of pieewise homogeneous
material properties. Initially, they implemented this approah to the ow of a
mixture of gases through porous media. They deomposed the struture into
sub-regions, then implemented the DRM for eah sub-region in what is alled
the Multi-Domain Dual Reiproity Method (MD-DRM). They laimed that it
is possible to treat domains with a strong variation of material properties by
rening the mesh. The DRM has been widely implemented by many researhers.
For instane, non-linear problems have been onsidered by Telles [93℄ and free
vibration for two-dimensional strutures have been onsidered by Samman [94℄.
2.2 Statistial methods for high-frequeny problems
The deterministi numerial methods disussed above are usually restrited to
the low-frequeny range, as they beome prohibitively expensive and unreliable
in the mid and high-frequeny range. For the high-frequeny range, statistial
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approahes have beome popular for prediting the mean energy of the system
and negleting wave eets suh as interferene or diration. Therefore, they
are often favoured only in the high-frequeny range.
2.2.1 Statistial Energy Analysis
Statistial Energy Analysis (SEA) divides the system into a small number of sub-
systems whose response is desribed in terms of vibrational energy. The global
SEA equations are obtained through an energy balane of eah sub-system. For
a detailed aount about this approah, the reader is referred to a text-book
by Lyon and DeJong [95℄. The interation between the subsystems is desribed
using the balane of energy ow. This leads to a set of linear equations that an
be solved for the mean wave energy stored in eah sub-system.
SEA an eiently deal with omplex strutures arrying wave energy
over the subsystems, inluding a large number of reetions and sattering events.
By applying this method, one an predit both the ensemble vibrational energy
levels and the ensemble variane of the energy levels [96℄. Despite the power of
SEA, its appliability is limited to the high-frequeny range.
In addition, the subsystems must be dynamially well separated and
the absorption is small, as strong damping may lead to signiant deay. Fur-
thermore, the subsystems need to be suiently random; this ondition will be
fullled if the subsystem boundaries are suiently irregular. It is worth men-
tioning that the SEA is based on a lassial ray piture and does not take into
aount wave phenomena.
2.2.2 Dynamial Energy Analysis
Dynamial Energy Analysis (DEA) is a thermodynami approah in the high-
frequeny limit, and is based on similar ideas to SEA. This approah onsiders a
multi reetion in terms of linear operators. Then it represents these operators
in terms of basis funtions resulting in SEA-type equations. A natural hoie
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of basis funtions for problems with periodi boundary onditions is the Fourier
basis, as adopted by Tanner [97℄. However suh a formulation enounters some
diulties, suh as slow onvergene and the treatment of the orners on the
boundary.
These drawbaks have been avoided using Chebyshev basis funtions
[98℄. It has been shown that DEA is an eient tehnique for prediting wave
energy distribution in omplex built-up strutures at high frequenies. Further-
more, suh a tool enhanes the appliability of SEA and overomes its geometrial
limitations. Consequently, DEA has more apability than SEA in the sense that
it ontains information about dynamial orrelations between sub-systems.
This tehnique was implemented suessfully to determine the wave en-
ergy distribution in a variety of oupled, two-avity ongurations [97℄. Besides
it was implemented for multi-omponent systems with variable material proper-
ties. A omparison is then arried out against SEA and the adaptive DG-FEM.
This shows the eieny of DEA over SEA and DG-FEM for ertain regular
geometries and high frequenies, respetively [12, 97, 98℄. DEA removes the SEA
restrition for energies to be equidistributed in subsystems, meaning it no longer
matters whether a suitable SEA subdivision an be found. This makes the DEA
more suitable for a big problem for many engineering appliations suh as interior
aoustis of vehiles.
2.3 Hybrid methods for mid-frequeny regimes
There are systems with large variations of loal wavelength, for example a ar
body is onstruted of dierent omponents suh as bending (Panel) and sti
(frames) sub-omponents, in what is referred to as mid-frequeny problems. To
predit the wave intensity distribution in suh systems, it is not reliable to use a
deterministi tool as it will be prohibitively expensive.
On the other hand, using a statistial approah often loses important
information about the system. Therefore, the system should be divided into sub-
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systems, in whih a hybrid framework should be applied. That is, the regions
with long wavelengths are treated by a deterministi method and the ones with
short wavelengths are treated by a statistial tool. Reently, some methods have
been developed whih are based on strething the appliability of a deterministi
tool; these inlude wave based tehniques (WBTs). Other approahes are based
on relaxing some of the SEA assumptions whih are alled the Statistial modal
Energy distribution Analysis (SmEdA) [99℄.
An important hybrid deterministi-statistial approah has been devel-
oped by Shorter and Langley [100℄ for systems that exhibit a mixed harater
where some subsystems have a random behaviour and others have deterministi
behaviour. They suessfully employed a FEM for deterministi sub-systems and
SEA for random subsystems to ahieve a FE-SEA hybrid approah. Moreover,
another hybrid FE-SEA approah has been developed in [101℄. This approah
involves using random diuse eld orrelation funtions and its relation to the
Green funtion [102℄. For example, the panels in a ar body are treated by SEA
whereas the frames are treated by the FEM. Furthermore, Vergote et al. [103℄
adopt a similar idea where they ombine a Tretz-based deterministi method
with SEA to ahieve a hybrid WB-SEA method. They implement this hybrid
tehnique to a vibro-aousti problem that is onstruted of a three-dimensional
deterministi aousti avity oupled to a two-dimensional elasti plate with ran-
dom properties.
In ontrast with SEA, DEA provides information about the dynamial
orrelations between sub-systems that play a role in systems that have elements
with short and long wavelengths. Therefore, it is expeted that a hybrid approah
that ombines a deterministi tool with DEA will be of a great importane [97℄.
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2.4 Asymptoti methods for mid and high-frequeny
regimes
One of the most popular and suessful tools is the semilassial approximations,
whih is extensively used in quantum mehanis to provide a better understand-
ing of the orrespondene between quantum and lassial mehanis. Here, we
give an overview of the asymptoti methods for the high-frequeny problems
relating wave problems to ray dynamis. This area of researh is well dou-
mented in a series of textbooks, see Haake [104℄, Gutzwiller [105℄, Brak and
Bhaduri [106℄, Stökmann [107℄, and an artile review by Tanner and Sønder-
gaard [9℄. Motivated by the importane of the propagation of high-frequeny
waves in many elds, e.g., seismology, aoustis, optis, mirowaves, and quan-
tum mehanis, this phenomenon is a lassial topi with a rih history of researh
and has been investigated through various approahes. For instane, Bogomolny
and Huges [108℄ theoretially and numerially investigated the vibration of high-
frequeny plates by studying the Biharmoni equation in the short wavelength
(high-frequeny) limit.
It is known that integrable systems (onstants of motion are equal to
the number of degrees of freedom) suh as retangular or spherial billiards an
be quantized using Einstein-Brillouin Keller (EBK) quantization ondition [105℄.
However, for non-integrable (haoti) systems suh as stadium billiards, one an
use the well known Gutzwiller periodi-orbit sum trae formula [11℄. It dominated
the eld for a long time as the only way for quantization by summing over periodi
orbits. Due to the exponential proliferation of the number of periodi orbits in
haoti system, the innite sum or produt over periodi orbits is not onvergent
on the real energy axis and the omputed eigenvalues are not real. Gutzwiller
periodi-orbit sum trae formula represents the density of states in the omplex
energy plane.
Some attempts were devoted to the analyti ontinuation of the spetral
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determinant to the real energy axis. Berry and Keating [109, 110℄ introdued an
approximation expression of the spetral determinant on the real energy axis. In
1992 Doron and Smilansky [111℄ presented a semilassial quantization approah
for billiards of any shape. Their approah is based on the relationship between
the dynamis inside and outside the billiard.
However a new dierent approah for quantizing haoti systems in the
semillassial limit was proposed by Bogomolny whih will be disussed next.
2.4.1 Transfer operator method
In 1990 Bogomolny [8℄ pioneered a new approah for quantizing systems in the
semilassial limit; his approah is known as the Bogomolny semilassial transfer
operator. Suh an operator is an appropriate way of quantizing systems with-
out any knowledge of the periodi orbits in ontrast with the Gutzwiller trae
formula. Thus, this approah does not enounter any divergene problem. The
stage of Bogomolny's method is a suitable Poinaré Surfae of Setion (PSS)
whih is naturally but not neessarily the boundary of the domain. The PSS is a
surfae drawn through the phase spae of the system. Thus Bogomolny's method
is known also as the Surfae of Setion Method (SSM) as adapted in [112, 113℄.
The Bogomolny semilassial transfer operator T (q, q′;E) at energy E
is obtained by summing over all the lassial trajetories on a PSS whih go from
the initial point q′ in the same diretion to the nal point q with only one rossing
of the PSS as,
T (q, q′;E) =
1√
2πı~
∑
cl.tr.
q′→q
A(q, q′)eı
“
S(q,q′;E)
~
−πν
2
”
.
The funtion S(q, q′;E) =
∫ q
q′
pdq is the ation at energy E along the lassial
trajetory, p and q respetively refer to the momentum and position, and ~ is
the Plank onstant. The amplitude A provides information about the fousing
of nearby trajetories [106℄. The phase index ν is the Maslov index [11℄ ounting
the number of points where the semilassial approximation breaks down.
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Boasman [10, 114℄ obtained the transfer operator by using the asymp-
toti expansion of the kernels of the BIEs, then analytially and numerially he
tested the auray of his approah for irular and haoti billiards suh as sta-
dium and Afria billiards. He showed that the dierene between both methods
is of the order O(~2). Also he derived a formula for the dierene between the
exat and the semilassial spetra. Furthermore, he showed that both results
obtained from the Bogomolny transfer operator and the semilassial kernels of
the BIEs have the same leading-order approximation, however, they are not the
same when higher-order orretions are onsidered.
Sine the Bogomolny transfer operator does not inlude the evanesent
ontribution, it an not reprodue boundary eets suh as surfae waves and
diration. Therefore some thoughts have been emerged on whether one ould
exatly obtain suh an appropriate operator. Doron and Smilansky [111℄ de-
veloped a sattering approah to quantization whih inlude the leading-order
orretions oming from evanesent modes. They onsider the billiard interior
as a sattering o the boundary of the billiard. Their approah is based on the
relation between the interior and exterior of a billiard, and using the fat that
the spetra of the interior problem an be omputed from the sattering operator
[115℄.
Furthermore, a work by Prosen followed in 1994 and 1995 [112, 113,
116℄; he presented an abstrat formulation of the exat quantum Poinaré map-
ping for general bound Hamiltonian system. His approah does not start from the
BIEs. He showed how the exat quantum Poinaré map onverges to the semi-
lassial Bogomolny transfer operator. Furthermore, he systematially derived
the high-order orretions to the semilassial transfer operator.
In this thesis, a novel derivation of the exat transfer operator is pre-
sented for a dis with boundary onditions hange disontinuously aross the
boundary. Our approah is designed to aommodate multi-omponent systems.
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2.4.2 Asymptoti methods for systems with ray-splitting
The ray-splitting phenomenon generally appears when the material properties
hange in a distane ǫ shorter than the wavelength (ǫ < λ), for example, a
Shrödinger equation with disontinuous step potential as disussed in [117, 118,
119℄. This phenomenon also nds appliations in elasti media where we have two
wavenumbers orresponding to the longitudinal pressure waves and the transverse
shear waves. The dierene of wave speeds then leads to the ourring of ray-
splitting at the disontinuity line (interfae). That is an inident ray gives birth
to four rays, two of them are pressure and shear rays reeted o the interfae
while the other two are transmitted pressure and shear waves as depited in gure
2.1.
Ray-splitting phenomenon happens aording to Snell's law, whih is given as,
Figure 2.1: Ray splitting in elasti media, s and p stands for shear and pres-
sure waves respetively.
c1 sin θ2 = c2 sin θ1, (2.15)
where c1 and c2 are respetively the wave veloities for the left and right side of
the interfae. The angles θ1 and θ2 are respetively the angles of the inidene
and refration measured with respet to the normal to the interfae as depited
in gure 2.2. Snell's law reets the onservation of the tangential momentum
at the ray-splitting boundary, and it is energy onserving.
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Figure 2.2: Illustrative sketh of Snell's law.
The ray-splitting phenomenon develops dirative eets at the inter-
fae between two media. Another phenomenon is related to the ray splitting is
the signature of lateral waves. Suh waves behave in a dierent way one they
hit the interfae, they are travelling laterally for a distane along the interfae
before leaving the interfae. Suh waves were onsidered by Kohler and Blümel
[120℄, also disussed in [117℄.
Asymptoti methods have been found to be powerful tools in giving
information in the high-frequeny limit for systems with ray-splitting. A series
of papers by Blümel et al. [117, 118, 119℄ ontributed to the development of the
theory of semilassial approximations for systems with ray splitting. Blümel
et al. [117℄ presented a formal derivation of the semilassial transfer operator
for a two-dimensional Shrödinger equation with disontinuous step potential for
a unit dis. They started from the BIEs by writing the free Green funtion in
terms of its Fourier transform representation along innite interfae separating
the two media of dierent material properties. Their approah is not quite handy
for multi-omponent system, beause it is not eonomi to have suh treatment
for systems with multiple interfaes.
They demonstrated that the ray splitting phenomenon makes the ir-
ular billiard haoti. They also onsidered the eets of lateral waves. They
arried out a omparison between the exat spetra against the semilassial
Chapter 2: Literature review 37
transfer operator showing good agreement between the two ategories and ver-
ifying the eieny of the semilassial transfer operator for systems with ray
splitting.
It is worth mentioning that the semilassial approximation for systems
with ray splitting does not onsider wave eets suh as diration or tunnelling.
These eets an be taken into aount by onsidering ray dynamis in the om-
plex plane as shown by Creagh [121℄.
Couhman et al [122℄ generalised the Gutzwiller periodi-orbit sum
trae formula [11℄ for elasti media with ray splitting. Their trae formula sums
over all losed orbits of the ray splitting problems. Suh orbits are lose on them-
selves and have speular reetion either from the external boundaries or from
the interfae. Suh a trae formula requires the alulations of the reetion and
transmission oeients for eah orbit.
It is worth mentioning that the ray splitting phenomenon in elasti
media enhanes the degree of haos as disussed in [117℄, where rays hange from
pressure to shear waves. This leads to an exponential growth of the number of
periodi orbits. With the absene of ray splitting Couhman's trae formula an
be redued bak to the known Gutzwiller's trae formula where the losed orbits
are the usual periodi orbits. Furthermore, a full derivation of the trae formula
for an elasti media whih support pressure and shear waves was presented by
Tanner and Søndergaard [123℄.
Bogomolny developed a semilassial trae formula for the high-frequeny
vibration of an elasti plate [108℄. A powerful tehnique for deriving suh trae
formula from wave equations is to derive an asymptoti expression of the bound-
ary integral kernels obtaining the semilassial transfer operator.
Tanner and Søndergaard [123℄ adopted similar ideas of Bogomolny's
work [108℄ to derive the short wavelength asymptoti of the boundary integral ker-
nels of Navier-Cauhy equation for two-dimensional, homogeneous and isotropi
elasti media using the asymptoti approximation from the indiret formulation
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of the boundary integral equation.
Additionally, Søndergaard and Tanner derived a trae formula for an elasti, ir-
ular dis with free boundaries by writing the spetral density as the trae of the
Green funtion [124℄.
Chapter 3
The boundary element method
for homogeneous media
3.1 Introdution
In this hapter, we present the standard BEM whih will then be used in the next
hapter; to develop a multi-omponent BEM. we also show some of its applia-
tions. We implement the BEM for the Helmholtz equation for two-dimensional
non-onvex polygonal-domain with Dirihlet boundary onditions yielding the
spetrum, the orresponding eigenfuntions, and the Green funtion. We show
how to overome the arising weak-singularity in the BIEs by deriving a further
boundary integral equation. We ompare the BEM treatments onsidering inte-
gral kernels with and without taking normal derivatives. By showing numerial
example for smooth boundary (irle), we thus observe that it an be advanta-
geous to onsider normal derivative kernels.
3.2 Helmholtz equation and its fundamental solution
In this thesis, the governing wave equation is the two-dimensional salar Helmholtz
equation with onstant wave veloity. Suh equation arises naturally in many
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physial appliations related to wave propagation and vibration phenomena, suh
as free partile in a nite domain referred as quantum billiard problem, mem-
brane vibrations, aousti wave elds, eletromagneti and mirowave eld in
avities. For systems without potential suh as billiards, the stationary (time
independent) Shrödinger equation an be redued to the Helmholtz equation
with the saling,
k =
(√
2mE
~
)
where k is the wavenumber, m is the partile's mass, E is the partile's energy,
and ~ is the Plank onstant. We onsider a polygonal-shaped domain D in the
following. Suh a geometry is desired in many engineering appliations, suh as
room aousti. The homogeneous Helmholtz equation is given as
(∇2 + k2)ψ(q) = 0, (3.2.1)
where ψ is the orresponding eigenfuntion to the eigenvalue k, and ∇2 is the
two-dimensional Laplae operator in Cartesian oordinates.
The rst step within the BEM formulations is to introdue the funda-
mental solution of the problem whih is essential to establish the neessary BIEs.
The fundamental solution of a dierential equation is a solution with a unit point
soure equal to δ(r − r′) applied at a given, xed soure point r′. The following
equation thus holds,
(∇2q + k2)G0(q, r; k) = −δ(q− r), (3.2.2)
where the fundamental solution, also alled the free-spae Green funtion G0
dened as,
G0(r, r
′; k) =
ı
4
H
(1)
0 (k|r− r′|). (3.2.3)
The derivation of G0 an be found in Appendix A. Physially, G0(r, r
′; k) mea-
sures the response at a reeiver point r of a soure point loated at r
′
propagating
into the free spae, disregarding the presribed boundary onditions. The fun-
tion H
(1)
0 (k|r−r′|) denotes the Hankel funtion of the rst kind and zeroth order,
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and
|r− r′| =
√
(x− x′)2 + (y − y′)2
is the distane between the soure r
′
and the observation point r. Here
H
(1)
0 (z) = J0(z) + ıY0(z),
where J0(z) and Y0(z) are the zeroth order Bessel funtions of the rst and
seond kind, respetively. They are given by the following power series,
J0(z) =
∞∑
k=0
(−1)k
(k!)2
(z
2
)2k
, (3.2.4)
and
Y0(z) =
2
π
[
ln
(z
2
)
+ γ
]
J0(z)− 2
π
∞∑
k=1
ak
(−1)k
(k!)2
(z
2
)2k
, (3.2.5)
where ak =
∑k
m=1 1/m and
γ = lim
n→∞
(
n∑
m=1
1/m− lnn
)
= 0.57721 · · ·
represents Euler's onstant [125℄.
Sine the free-spae Green funtion is a funtion of the distane between
two points, it obeys the symmetry property for r and r
′
. A general feature of the
fundamental solution is the singularity; for example, in two dimensions, one has
G0(r, r
′; k) ≃ O (ln |r− r′|) ,
∂
∂n
r
G0(r, r
′; k) ≃ O
(
1
|r− r′|
)
,
∂2
∂n
r
∂n
r
′
G0(r, r
′; k) ≃ O
(
1
|r− r′|2
)
.
For the BEM formulation, one needs to utilise the free-spae Green funtion
G0(r, r
′; k), whih satises the non-homogeneous Helmholtz equation (3.2.2).
3.3 Derivation of the boundary integral equations
In this setion, we show the derivation of the BIEs for the Helmholtz equation
with Dirihlet boundary onditions as an eigenvalue problem. To begin one needs
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to multiply equation (3.2.1) and (3.2.2) by G0(r, r
′; k) and ψ(r′), respetively.
Then subtrat the two resulting equations, and integrate over the region D with
an area element dAq, to obtain∫∫
D
[
G0(q, r; k)∇2
q
ψ(q)− ψ(q)∇2
q
G0(q, r; k)
]
dA
q
=
∫∫
D
δ(q− r)ψ(q)dA
q
.
(3.3.1)
The integral on the right hand side (RHS) of equation (3.3.1) depends on the
position of r, and an be lassied as the following,
∫∫
D
δ(q− r)ψ(q)dA
q
=


ψ(r), if r ∈ D;
1
2ψ(r), if r ∈ ∂D;
0, otherwise.
(3.3.2)
For the left hand side (LHS) of equation(3.3.1), one needs to make use of the
Green seond identity (2.1) to obtain,
∫
∂D
[
G0(q, r, ; k)
∂
∂nq
ψ(q)− ψ(q) ∂
∂nq
G0(q, r; k)
]
dq =


ψ(r), if r ∈ D;
1
2ψ(r), if r ∈ ∂D;
0, else.
(3.3.3)
where ~nq denotes the outward unit normal vetor at the boundary point q. The
operator
∂
∂nq
denotes the diretional derivative along the normal vetor ~nq at the
boundary element q, that is,
∂
∂nq
G(q, r; k) = ~nq·∇qG(q, r; k),
where the dot denotes the salar produt, ∇q is the gradient operator with respet
to q, and dq is the ar length element along the boundaryD. The two-dimensional
dierential equation (3.2.1) is thus redued to a one-dimensional boundary inte-
gral equation (3.3.3).
The diret substitution of DBCs, and letting r → β ∈ ∂D in equation (3.3.3)
leads to the following BIE∫
∂D
G0(q, β; k)
∂
∂nq
ψ(q)dq = 0. (3.3.4)
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This BIE is lassied as Fredholm integral equation of the rst kind, beause
the unknown
∂
∂nq
ψ(q) appears only impliitly, that is under the integration sign.
Note that, this BIE has a logarithmially divergent kernel (weakly-singular) at
q = β. Atually, we an proeed with the BIE (3.3.4) after a areful treatment
of the weak-singularity of G0(q, β; k).
A well known trik [10, 126℄ to avoid this additional ompliation for
problem with DBCs is to take the normal derivative of the BIE (3.3.3) with
respet to r in the limit (r → β ∈ ∂D) transforming all G0 terms to ∂G0/∂nβ
terms. Sine r is an interior point, we may generally dierentiate beneath the
integral sign. That is applying the operator (nβ · ∇r) on (3.3.3), one obtains
lim
r→β
∂
∂nβ
ψ(r) = lim
r→β
∫
∂D
[
∂
∂nβ
G0(q, r; k)
∂
∂nq
ψ(q)− ψ(q) ∂
∂nβ
∂
∂nq
G0(q, r; k)
]
dq.
(3.3.5)
Sine we aim to formulate a boundary only method, the interior eld
point is now positioned into the boundary r → β ∈ ∂D in equation (3.3.5). This
should not present any restrition or diulties and all the integrals remain well
behaved as long as the soure point is loated far away from β. Imposing DBCs
in equation (3.3.5) leads to,
lim
r→β
∂
∂nβ
ψ(r) = lim
r→β
∫
∂D
∂
∂nβ
G0(q, r; k)
∂
∂nq
ψ(q)dq. (3.3.6)
The RHS of equation (3.3.6) known in potential theory as the double layer po-
tential, and there is a speial relation for its limit to the boundary. That is the
kernel lim
r→β ∂∂nβG0(q, r; k) has a jump when r tends to the boundary. There-
fore, when formulating the BIEs, it is neessary to onsider the disontinuity
properties for the layer potentials as will be addressed next.
3.3.1 Classial jump relation
In this setion, we present the onept of the jump onditions for the double layer
potential whih is dened as the following,
ξ(β) = lim
r→β
∫
∂D
∂
∂nβ
G0(q, r)
∂
∂nq
ψ(q)dq. (3.3.7)
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Now dene
µ(q) =
∂
∂nq
ψ(q). (3.3.8)
Thus double layer potential ξ an be rewritten in terms of µ as
ξ(β) = lim
r→β
∫
∂D
∂
∂nβ
G0(q, r)µ(q)dq, (3.3.9)
where µ is alled the density of the double layer potential.
The jump ondition (lassial jump relation) expresses the dierene between the
value of the layer potential on the boundary and its value either in the interior
or the exterior of the boundary ∂D as stated in the following theorem:
Classial Jump Relation
Theorem 3.3.1 [52℄ The double layer potential ξ with ontinuous
density µ an be ontinuously extended from an interior point in
D to a boundary point β ∈ ∂D with the limiting values,
ξ±(β) =
∫
∂D
∂G0(q, β)
∂nβ
µ(q)dq ∓ 1
2
µ(β), β ∈ ∂D, (3.3.10)
where
ξ±(β) := lim
h→+0
ξ(β ± hnβ)
where nβ denotes the outward normal at β, and the indies +
and − respetively refer to the limits obtained by approahing the
boundary ∂D from outside or inside D, that is
ξ+(β) = lim
z→β,
z∈Dextξ(z)
ξ(z)
ξ−(β) = lim
z→β,
z∈Dint
ξ(z)

 x ∈ ∂D (3.3.11)
and the integral exists as an improper integral.
In addition to the jump relation for the double layer potential, there are
further lassial jump relations onerning the layer potentials and their normal
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derivative that are disussed thoroughly in [56℄.
To onlude, the interior and exterior limiting values of the double layer potential
and its atual value on the boundary are related by the following relation [60℄
[ξ]∂D = [ξ(z)]int − 1
2
µ(β) = [ξ(z)]
ext
+
1
2
µ(β), (3.3.12)
where β ∈ ∂D and z is either interior or exterior point.
After we introdued the jump relation for the double layer potential, we will use
this onept in the BEM formulation.
Let us go bak to equation (3.3.6) in the previous setion and take the limit of
it as (r → β ∈ ∂D), then applying the jump ondition (3.3.10), one obtains,
µ(β) =
∫
∂D
∂
∂nβ
G0(q, β; k)µ(q)dq +
1
2
µ(β).
Hene, one has
µ(β) = 2
∫
∂D
µ(q)
∂
∂nβ
G0(q, β; k)dq. (3.3.13)
This onstitutes a Fredholm equation of the seond kind as the unknown µ ap-
pears both expliitly and impliitly, that is inside and outside the integral, re-
spetively.
The kernel of the BIE (3.3.13) is given as,
∂
∂nβ
G0(q, β; k) = − ık
4
cos θ(q, β)H
(1)
1 (k|q − β|), (3.3.14)
and
cos θ(q, β) =
(q − β).~n
|q − β| , for |q − β| 6= 0. (3.3.15)
where θ(q, β) is the angle between the normal at the boundary point β and the
hord onneting the initial boundary point q to the nal boundary point β as
depited in gure 3.1.
For a very small argument of the Hankel funtion in the limit q → β,
one an use the following asymptoti expansion of the Hankel funtion as,
H
(1)
1 (k|q − β|) ∼
−2ı
πk | q − β | , as | q − β |→ 0.
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Figure 3.1: Sketh of the polygon with the boundary points q and β.
This asymptoti expansion of H
(1)
1 has a singularity of the order O(
1
r
), never-
theless, suh singularity anelled out by the geometri fator cos θ. For urved
boundary, the term cos θ(q, β) is obtained as,
cos θ(q, β) ∼ 1
2
κ | q − β |, as q → β, (3.3.16)
where κ is the urvature of the boundary, for a irle boundary, the urvature is
dened to be the reiproal of its radius.
Thus for urved boundary, the kernel given by equation (3.3.13) beomes
∂G0(q, β; k)
∂nβ
= − ık
4
cos θ(q, β)H
(1)
1 (k|q − β|)
∼ − κ
2π
, as q → β. (3.3.17)
3.4 The seular equation for the spetrum
In this setion we use the obtained boundary integral equation (3.3.13) in the
previous setion to obtain the eigenvalues ondition. To do so, one needs to make
use of the following property of the delta funtion,
φ(y) =
∫ ∞
−∞
δ(x− y)φ(x)dx. (3.4.1)
So,the BIE (3.3.13) an be rewritten as,
∫
∂D
[
δ(q − β)− 2 ∂
∂nβ
G0(q, β; k)
]
µ(q)dq = 0. (3.4.2)
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This BIE needs to be disretized on the boundary. Thus we obtain the following
ondition,
det[I −K(q, β; k)] = 0. (3.4.3)
This is alled the quantization ondition, also it is known as the seular equation
- a equation whose real zeros are in one to one orrespondene with the spetrum.
The values of k whih satisfy equation (3.4.3) are the eigenvalues. The notation I
denotes the identity matrix and K(q, β; k) is the boundary integral kernel dened
for the boundary elements q and β as
K(q, β; k) = 2
∂
∂nβ
G0(q, β; k) = − ık
2
cos θ(q, β)H
(1)
1 (k|q − β|). (3.4.4)
where the boundary elements q and β will be suppressed thereafter.
In the disretization proedures, we set the size of the BEM kernel to,
dim(K) ≈ length of the boundary (L)
average distane between boundary elements
,
The average distane between boundary elements is set to
λ
b
, where λ = 2π
k
is
the wavelength. The onstant b is the number of the boundary elements used
per wavelength [10℄, here it has been hosen to be 5. The dimension of the BEM
matrix is,
dim(K) ≈ Lbk
2π
(3.4.5)
with a fully populated matrix.
Note that when using numerial methods suh as FEMs or FDMs to
obtain the spetrum up to ertain value of k, the kernel size needs to inrease
like,
dim(K) ≈ k2, (3.4.6)
however, with a sparsely populated matrix. Suh a redution of the sale of the
problem from (3.4.6) to (3.4.5) by a fator of k is due to the distint advantage
of the BEM whih only requires disretization of the boundary rather than the
whole domain.
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3.4.1 Singular value deomposition
In this setion we ompute the determinant obtained in equation (3.4.3) for a
polygonal domain skethed in gure 3.2. Figure 3.3 shows the modulus of the
omplex-valued determinant for range of k values. For omputing the determi-
nant, it is advantageous to make use of the singular value deomposition (SVD).
The alulation of the spetrum amounts to nding the zeros of the omplex-
valued determinant. This an be ahieved by nding the minima of |det(I −K)|.
The spetral points (eigenvalues) are well dened by the sharp minima of the
 2
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y
x
Figure 3.2: Sketh of the polygon used for omputing the spetrum.
lowest singular values as a funtion of k. Using the SVD the determinant of the
matrix (I −K) an be alulated by writing,
(I −K) = USV †,
where V † denotes the onjugate transpose of V . The matries U and V † are
unitary matries of n× n dimension, and S is a diagonal matrix with real, non-
negative elements S1 > S2 > . . . > Sn > 0. The set {Si}ni=1 is alled the set of
singular values in desending order.
Hene the determinant an be alulated as
|det(I −K)| = |detU ||detS||detV †|.
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Sine the modulus of the determinant of any unitary matrix equals unity, i.e
|detU | = |detV †| = 1.
Hene, one obtains
|det(I −K)| =
n∏
i=1
|Sii|.
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Figure 3.3: The modulus of the spetral determinant.
The reason for making use of the SVD is that wherever there is minima
of the seond smallest singular value, this is a sign of the existene of two nearby
eigenvalues as shown in gure 3.4. In this gure one an see that between k =
25.38 and k = 25.4, there is minima of the seond smallest singular value and
there is two nearby eigenvalues. Usually nearby eigenvalues are easy to miss in the
omputations. Figure 3.5 shows that only one of two nearby eigenvalues between
62.105 and 62.11 has been aptured and the other was missed. Furthermore,
sine the distane between suessive eigenvalues dereases with inreasing the
wavenumber, one needs to inreases the matrix size to apture nearby eigenvalues
for higher range of k.
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Figure 3.4: The solid and dashed lines respetively represent the smallest
and seond-smallest singular values, and the ross represents the
eigenvalues.
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Figure 3.5: The solid and dashed lines respetively represent the smallest
and seond-smallest singular values, and the ross represents the
eigenvalues. There is a missing eigenvalue just before k = 62.11
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After obtaining the spetrum of about 5000 eigenvalues, still we need
to hek whether there were any missing eigenvalues. This hek is usually an
be ahieved by looking into the osillatory part of the density of state as shown
next.
3.5 The density of states and the Weyl formula
We ompute the spetra of about 5000 eigenvalues with k < 62 for a polygonal
domain skethed in gure 3.2. Here we use this spetrum to ompute the spetral
density N(E), whih ounts the number of energy levels below a given energy E,
N(E) = {n : En ≤ E}.
It an be written in terms of the wavenumber k as a sum of the smooth part and
the osillatory (utuating) part [9℄ as,
N(k) = N
os
+N
Weyl
,
where N
smooth
= N
Weyl
is the mean part of the spetral ounting funtion N(k). It
also alled the Weyl formula for the mode density whih an for two-dimensional
billiards shapes written as,
N
Weyl
=
1
4π
[
Ak2 − Lk]+ c, (3.5.1)
whih onsists of the area, length and urvature terms, where A, L are the area
and the perimeter of the domain, respetively. The geometri onstant c denotes
urvature and orners terms [9, 108℄. For smooth boundaries, c is dependent on
the urvature of the boundary whereas for non-smooth boundaries c is dependent
upon the angle of the orners.
The area term has an interpretation that the probability for the system to be in
a ertain region in phase spae is proportional to the volume of suh a region.
Figure 3.6 shows that the Weyl term N
Weyl
goes through the histogram of the
umulative density of eigenvalues N(k).
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Figure 3.6: The spetral stairase ounting funtion N(k) and its average,
the Weyl term N
Weyl
, of a polygonal-shaped domain with DBCs
for about 5000 eigenvalues with wavenumber k < 62.
3.5.1 The osillatory part of the density of states
A quantity whih sensitively indiates whether spetral points were missed or not
is the utuating part N
os
of the density of states. It is the dierene between
the stairase funtion N(k) ounting the energy levels and the smooth part (Weyl
term) N
Weyl
, that is
N
os
= ∆N = N(k)−N
Weyl
.
Figure 3.7 shows that N
os
osillates around zero, therefore it onrms that the
spetrum is omplete in the given range of k. A missing eigenvalue leads to an
osillatory signal as shown in gure 3.8. Therefor, the osillatory part of the
density of states oers hek of obtaining the omplete spetrum.
3.5.2 Computing the eigenfuntions
One the eigenvalues are found from the quantization ondition (3.4.3), one an
ompute the orresponding eigenfuntions by using equation (3.3.3) with r, an
interior point. Then imposing the DBCs on the LHS of equation (3.3.3), one
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, with missing an
eigenvalue at k = 30.012009
obtains,
ψ(r) =
∫
∂D
G0(r, q; k)µ(q)dq, r ∈ D. (3.5.2)
This integral is regular (non-singular) beause r ∈ D, thus it an be evaluated by
numerial quadrature along with the omputed boundary funtion µ(q). That is
after solving the BIE (3.4.2) for the boundary funtion µ, one an evaluate the
eigenfuntion ψ(r) at any interior point using equation (3.5.2).
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3.5.3 The BEM formulation for the Green funtion
In this setion we present the derivation of the Green funtion G whih satises
both the Helmholtz equation and the presribed boundary onditions. Note that
the free-spae Green funtion G0 is a solution of the Helmholtz equation but does
not full the presribed boundary onditions. To begin with, sine both G and
G0 satisfy (3.2.2), one has
(∇2 + k2)G(q, r′) = −δ(q− r′), (3.5.3)
and
(∇2 + k2)G0(q, r) = −δ(q− r), (3.5.4)
where the wavenumber k is related to the frequeny as
k =
ω
c
+ ıη, η > 0, ı =
√−1,
where ω is the angular frequeny. The onstant fators c and η are respetively
the wave propagation speed and the damping parameter.
Coneptually, the derivation of the Green funtion is similar to the derivation of
the quantization ondition (3.4.3). We begin by multiplying equation (3.5.3) and
(3.5.4) by G0(q, r) and G(q, r
′), respetively, and taking the dierene. Then we
integrate over the domain D to obtain,∫∫
D
[
G0(q, r)∇2G(q, r′)−G(q, r′)∇2G0(q, r)
]
dA
q
=∫∫
D
[
G(q, r′)δ(q − r)−G0(q, r)δ(q − r′)
]
dA
q
.
(3.5.5)
Applying the Green seond identity (2.1) leads to,∫
∂D
[
G0(q, r; k)
∂G(q, r′)
∂nq
−G(q, r′)∂G0(q, r; k)
∂nq
]
dq =
G(r, r′; k)−G0(r, r′).
(3.5.6)
Then applying the presribed boundary onditions, one obtains,
G(r, r′) = G0(r, r′) +
∫
∂D
G0(q, r)µ(q, r
′)dq (3.5.7)
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where,
µ(q, r′) =
∂
∂nq
G(q, r′).
The Green funtion at any interior point r for a given soure point r
′
an be
omputed using equation (3.5.7) [127℄.
The term G0(r, r
′) in equation (3.5.7) represents the diret ontribution
of rays starting at the soure r
′
and reahing a reeiver point r without any
reetion from the boundary. The seond term in equation (3.5.7) is alled the
single layer potential or the elementary potential with density µ(q, r′). Suh a
term represents the indiret ontribution of rays whih reah a reeiver point after
hitting the boundary at least one. Coneptually, it represents the orretion
to the free-spae Green funtion to onstrut the full Green funtion with all
reetions and propagation.
To formulate the BIE we follow the same steps in 3.3 by taking the normal
derivative of equation (3.5.7) in the limit (r → β ∈ ∂D) , and applying the jump
onditions (3.3.10). One obtains,∫
∂D
[δ(q − β)−K(q, β; k)] µ(q, r′)dq = 2 ∂
∂nq
G0(q, r
′; k). (3.5.8)
This is a non-homogeneous Fredholm integral equation of the seond kind. The
kernel K(q, β; k) is given by equation (3.4.4). After disretizing the boundary,
equation (3.5.8) an be evaluated numerially to obtain the system of algebrai
equations,
(I −K)µ = b. (3.5.9)
The vetors b and µ are the soure and solution vetors, respetively. Sine the
matrix (I − K) is antisymmetri and fully populated with non-zero oeients,
diret solvers suh as Gaussian elimination or the LU deomposition should be
used.
The boundary funtion µ(q, r′) is periodi of its argument with the period equal
to the perimeter of the boundary L, that is
µ(q, r′)|q=0 = µ(q, r′)|q=L.
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The BEM analysis an be performed to nd all the boundary unknowns
and then in a post-proessing proedures, by positioning the soure point r
′
at
the point of interest. The Green funtion an be alulated at any interior point
by a numerial quadrature for the non singular integrals in equation (3.5.7) using
the boundary data µ(q, r′). Next we show some results.
3.5.4 Results for the Green funtion
The Green funtion at a spei reeiver point r is alulated by summing over
all ontribution from paths starting at a xed soure point r
′
and ending at r
inluding the diret ones plus paths that hit the boundary at least one before
reahing r. We observed that slight hange in k leads to a ompletely dierent
struture of the Green funtion. This means that the wave funtion is very
sensitive to the hange of the frequeny resulting in dierent interferene patterns.
We inlude the absorption phenomenon in terms of a omplex values
of the wavenumber with positive imaginary part (ℑ(k) ≥ 0) representing the
damping of the system.
We onsider three example domains as depited in gure 3.9 suh as
weakly and strongly oupled polygonal sub-omponents referred to as ongura-
tion A and B, respetively, as well as a more regular onguration that is on-
struted of an irregular and retangular struture denoted onguration C. The
latter ould orrespond to a room that is oupled to a orridor. We show plots
of the Green funtion for dierent parameters of the wavenumber and damping
fators. Figure 3.10 shows the Green funtion for ongurations A, B and C. It
Figure 3.9: From the left to the right ongurations A, B and C, respetively.
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shows that for low absorption, there are still some long paths from the multi-
reetion on the boundary, that are surviving and ontributing to the Green
funtion. But this is not the ase with strong damping where the pattern of the
Green funtion looks muh like the diret ontribution (irle waves oming out
from the soure point). This means the only surviving paths are the diret ones
from the soure to the reeiver point.
In addition, we observe that at high absorption, the wave energy pro-
dued from the soure is damped out before reahing the interfae.
a) b)
) d)
Figure 3.10: ℜ(G(r, r′; k)) for onguration. A, B and C with dierent range
of wavenumbers k with and without absorption, the imaginary
part of k represents the damping of the system.
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3.6 The Auray of the solution
In the absene of absorption, (real values of the wavenumber k), the Green fun-
tion is real as it is understood from equation (3.5.3) that the Laplae operator
∇2, and the delta funtion δ(r− r′) both are real quantities. Therefore, only the
real part of the Green funtion is ontributing to the solution. The imaginary
part is non-zero only when onsidering the absorption phenomena, that is the
wavenumber k is omplex-valued. This will be used in verifying our numerial
omputation. The ℑG(r, r′; k) must be small ompared to ℜ(G(r, r′; k)) as shown
in the gure 3.11 whih ompares the real and the imaginary parts of the solution
vetor µ for onguration A.
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Figure 3.11: The real and imaginary par of the solution vetor µ for k = 50
for 4500 boundary elements.
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3.7 Advantages of the normal derivative equation
Here, we disuss the preferene of the seond kind Fredholm BIE (3.3.13) over
the rst kind Fredholm equation (3.3.4). Firstly, it is worth mentioning that, the
Fredholm equation of the rst and seond kind both possess a unique solution
and are well adopted for numerial alulations [34℄. An ill-onditioning problem
is usually assoiated with equations of the rst kind, however this does not arise
here, beause the presene of the singularity of the kernel ensures diagonal dom-
inane in the system matrix and the problem will be well-onditioned [60, 34℄.
We used the BIE (3.3.13) to obtain all the results shown in this hapter, beause
it is non-singular in ontrast to the BIE (3.3.4).
On the other hand, the BIE (3.3.4) leads to a symmetri matrix, due
to the symmetry property of the free spae Green funtion, whereas the BIE
(3.3.13) leads to a non-symmetri matrix due to the term cos θ. We arry out a
omparison between both equations for a unit dis with Dirihlet boundary on-
ditions. Respetively, gures 3.12 and 3.13 show plots of the real and imaginary
part of the boundary funtion µ, alulated using the original BIE (3.3.4) and the
normal derivative equation (3.3.13). As the imaginary part of µ gives the mea-
sure of the error, gure 3.13 shows that the normal derivative equation (3.3.13)
is more eient than the original BIE (3.3.4), therefore in the next hapter we
will use analogous derivation to derive the BIEs.
However, the determinant ondition obtained from the BIE (3.3.4) is
not stable and beomes exponentially small as one inreases the number of bound-
ary elements. For instane, for 200 BEs the values of the determinant are smaller
than the mahine underow threshold, thus the output of the programme is just
zeros, that is, this equation is not numerially stable. Whereas equation (3.3.13)
works eiently for omputing the spetrum. Table 5.1 shows the rst ten of
the sequene of the eigenvalues of a irle with DBCs, whih oinide with the
analyti eigenvalues (zeros of Bessel funtions) as tabulated in [125℄.
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In onlusion, for a smooth boundary suh as a irle the normal deriva-
tive equation (3.3.13) works more eiently than the original BIE (3.3.4). Built
on this observation we argue that the seond kind integral equation is more stable
than using the rst kind integral equation. We argue that the singularity of G0
is responsible for the inauray and the stability problem.
However, for a non-smooth geometries (edges and orners), the normal
is not dened (not unique) at the orners. Hene, orner orretions need to be
onsidered as it may aet the auray [34℄. Therefore the normal derivative
method for non-smooth geometries is spoiled by the orners problem. Next, we
disuss how the orner issue is treated in the literature.
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Figure 3.12: ℜ(µ) for a unit irle with Dirihlet boundary onditions for
k = 50 and 2000 boundary elements.
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Figure 3.13: ℑ(µ) for a unit irle with Dirihlet boundary onditions for
k = 50 and 2000 boundary elements.
3.8 Corner orretions for non-smooth boundaries
A geometry with sharp orners or edges are ommonly used in modelling engi-
neering problems. The BEM formulation is based on the Green seond identity
(2.1) whih requires that the involved funtions to be twie ontinuously dier-
entiable. However, for boundaries with edges and orners, we make the assump-
tion that the boundary is pieewise twie dierentiable, that is, the boundary
is onstruted as nite union of twie dierentiable sub-intervals, nevertheless
the whole boundary is not twie dierentiable. Corner nodes ause problems
for two reasons. Firstly, the normal vetor at a orner is not well dened, and
the normal derivatives
∂ψ(q)
∂n
hanges its value sharply aross the orner. This
leads to disontinuity of
∂ψ(q)
∂n
aross the orner. Seondly, at a orner node,
the standard jump relation (3.3.10) is no longer valid and needs to be adjusted
to aommodate the orners. Therefore, the treatment of orners in the BEM
formulation requires great are in order to obtain an aurate numerial solution
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in the presene of orners.
Here, we present some approahes to treat diulties related to the
orners. One possibility is to introdue a small urvature rounding o the orner
[58℄. Suh a proedure provides a reasonable results lose to the orner, but is
not very aurate at the orner itself.
For non-smooth boundaries, the jump relation of the double layer po-
tential given by equation (3.3.10) also needs to be modied to aommodate the
orner. This modiation ontains an extra angle-dependent fator wherever we
meet a orner. At the orner xi, the jump relation need to be adjusted as,
ξ±(xi) =
∫
∂D
∂G0(xi, q)
∂nxi
µ(q)dq ∓ 1
2
δ±i µ(xi), i = 1, · · · , N, (3.8.1)
where,
δ+i =
γi
π
, δ−i = 2−
γi
π
and γi is the angle at a orner with 0 < γi < π, as depited in gure 3.14 and
N is the number of orners [52℄. One problem with the implementation of this
formula is the diulty in speifying a orner preisely during the disretization
proedure.
Figure 3.14: polygon with orners xi and angles γi for i = 1, . . . , 5.
Yan and Lin [128℄ present a review artile of the treatment of the orner
problem. Amongst other types of treatment, they presented the orner node
splitting method. Within this method, the orner node x is split into two nodes
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x− ǫ and x+ ǫ as depited in gure 3.15. Eah of the new nodes shifts the orner
node by a small distane ǫ away from both sides, this gets rid of the orner node.
Therefore, one an apply the standard jump relation (3.3.10). This method is
also alled disontinuous, beause both ψ(q) and ∂ψ(q)
∂n
have dierent values at
the two new nodes. If one uses the weighted residual method as disussed in
2.1.4 to solve the BIE, then the shape funtions used in the interpolation need
to be adjusted aordingly to aommodate the two new nodes. For a more in
depth disussion of this method and other methods, the reader is referred to
[45, 58, 128℄. The disadvantage of this approah is the inrease in the number of
degrees of freedom.
For the purpose of this thesis, the orner issue is not an important
theme beause the diration eets oming from the orners should deay by
inreasing the number of boundary elements.
Figure 3.15: Sketh of orner node x split into two new nodes x−ǫ and x+ǫ,
the original nodes are in blak, the new nodes in purple.
3.9 Conlusions
We give a onise aount of the BEM, whih is a numerial tool that gives ap-
proximate eigenvalues as the minima of the spetral determinant. We implement
this method for the Helmholtz equation for two-dimensional onave polygonal
domains with Dirihlet boundary onditions yielding the spetrum, the orre-
sponding the eigenfuntions, and Green funtion. We numerially identify the
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spetrum of about 5000 eigenvalues with wavenumber k < 62; the osillatory
part of the density of state onrms that there are no missing eigenvalues. Fur-
thermore, we obtain the Green funtion both in the presene and the absene of
absorption.
So far we assume that all the onvex omponents that onstrut the
onave domain have the same material properties. This means all the om-
ponents have the same wavenumber. Realistially, this is not always the ase,
as real-life models may have disontinuous hange of materials properties. For
suh ategories, it is not possible to apply the lassial single-domain BEM pre-
sented in this hapter, beause the free-spae Green funtion is not known for
the whole struture. Therefore, it is ruial to develop an eient method for
suh ategories as will be disussed in the next hapter.
Chapter 4
Multi-omponent boundary
element method
4.1 Introdution
For multi-omponent systems with material parameters hanging disontinu-
ously, suh as the wave speed and absorption oeients at the interfaes be-
tween the omponents, generally the free-spae Green funtion is known only for
sub-omponents, but not for the whole system. A BEM analysis of suh ate-
gories with a omplex shape an be simplied by deomposing the domain into
sub-omponents. The BIE for eah sub-omponent is onstruted in onjuntion
with the ompatibility and the equilibrium onditions along the interfaes. This
is known as multi-omponent BEM treatment [44, 50, 58, 81, 82℄.
In this hapter we implement this deomposition tehnique. We ana-
lytially derive an integral identity for the arising hypersingular integrals. This
failitates the numerial evaluation of the remaining problem. Finally, we demon-
strate the appliability of the method and disuss the attainable auray. We
have published the results of this hapter in [12, 13℄.
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4.2 Wave problem statement
As starting point, we onsider a two-avity onguration in two dimensions as
eluidated in gure 4.1. Our aim is a generalisation of the method to large sale,
multi-omponent systems. In this setion, we will state all the assumptions of
the model.
The onsidered domain Ω = Ω1 ∪ Ω2 is deomposed into two sub-domains with
Figure 4.1: Geometri onguration of the oupled-avity.
dierent material properties. That is Ω1 and Ω2 are separated by a hange of
the material densities between ρ1 and ρ2 at the interfae, with ρ1 6= ρ2. They
are related by,
ρ1
ρ2
=
k21
k22
. (4.2.1)
Therefore, the wave speed and absorption oeients may hange disontin-
uously at the interfae between the left sub-domain Ω1 and the right sub-domain
Ω2. The governing dierential equation is the homogeneous Helmholtz equation
given as,
(∇2 + k2j )u = 0, j = 1, 2 (4.2.2)
where u is the wavefuntion, and j is the index of the sub-domain. The wavenum-
ber kj is given as,
kj =
ω
cj
+ ıηj , ηj > 0, ı =
√−1,
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where ω is the angular frequeny at whih the struture is exited. The onstant
fators c and η are the wave propagation speed and the damping parameters,
respetively.
Here, we do not restrit ourselves to a ertain appliation. The Helmholtz
equation for domains with dierent parameters desribes many physial phenom-
ena suh as a free partile in nite domain with disontinuous step potential, an
eletromagneti avity with disontinuous refrative index, aousti avities of
dierent materials for example air/solid or uid/solid.
We shall denote the external boundary for eah sub-domain by,
Γj = ∂Ωj\I, I = ∂Ω1 ∩ ∂Ω2,
where I denotes the internal boundary (interfae). We aim to derive the Green
funtion that obeys the presribed boundary onditions and solves the following
inhomogeneous Helmholtz equation,
(∇2r + k2)G(r, r′; k) = −δ(r− r′). (4.2.3)
The funtionG(r, r′; k) desribes the amplitude of the wave eld through-
out the interior of Ω, where r′ and r are the soure and the observation points re-
spetively. The soure exitation is represented by the two-dimensional δ−distribution.
For oupled system, we have two set of boundary onditions either on the external
or the internal boundaries as desribed in the next setion.
4.2.1 The boundary Conditions
We onsider DBCs for the Green funtion G(r, r′; k) along the external boundary
Γj, that is,
Gj(q, r
′; kj) = 0, q ∈ Γj . (4.2.4)
In addition to the DBCs along Γj , for a oupled system one needs to impose the
ontinuity of the Green funtion and the equilibrium of the energy ux aross
Chapter 4: Multi-omponent boundary element method 68
the interfae. This an be written as
G1(q, r
′; k1) = G2(q, r′; k2)
ρ2
∂G1(q, r
′; k1)
∂nq
= −ρ1 ∂G2(q, r
′; k2)
∂nq

 , q ∈ I. (4.2.5)
The operator
∂
∂nq
denotes the diretional derivative along the normal vetor ~n at
the boundary element q, that is,
∂
∂nq
= ~nq·∇q,
where the dot denotes the salar produt, ∇ is the gradient operator with respet
to q.
The funtions G1 and G2 refer to the Green funtion for the left and right sub-
domain, respetively. These onditions guarantee the ontinuity of the wavefun-
tion and the onservation of energy ux normal to the interfae. They are alled
the ontinuity onditions.
Having introdued the governing Helmholtz equation and the presribed
boundary onditions, next we formulate the boundary integral equations for the
model.
4.3 Derivation of the boundary integral equations
In this setion the diret BIEs for eah omponent j = 1, 2 will be derived using
similar methods to those disussed in 3.5.3. To begin with, sine both G1,2 and
G0 satisfy the Helmholtz equation (4.2.3), one has,
(∇2
q
+ k2j )Gj(q, r
′; kj) = −δ(q− r′), (4.3.1)
(∇2
q
+ k2j )G0(q, r; kj) = −δ1j δ(q− r), (4.3.2)
where we assume that the soure is loated in the left sub-omponent, i.e, r
′ ∈ Ω1.
Here, δij is the Kroneker delta symbol dened as,
δij ≡


1, if i = j;
0, if i 6= j.
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After multiplying equation (4.3.1) and equation (4.3.2) by G0(q, r; kj) and
−Gj(q, r′; kj), respetively, adding the resulting equations and integrating over
the domain Ωj, one has∫∫
Ωj
[G0(q, r; kj)∇2Gj(q, r′; kj)−Gj(q, r′; kj)∇2G0(q, r; kj) ]dAq =∫∫
Ωj
[Gj(q, r
′; kj)δ(q− r)− δ1jG0(q, r; kj)δ(q− r′) ]dAq.
(4.3.3)
where j = 1, 2, and dA
q
is an area element. Treating this equation in a similar
manner of what we did in 3.5.3, one has∫
∂Ωj
[
G0(q, r; kj)
∂Gj(q, r
′; kj)
∂nq
−Gj(q, r′; kj)∂G0(q, r; kj)
∂nq
]
dq =
−δ1jG0(r, r′; kj) +Gj(r, r′; kj),
(4.3.4)
Now, one needs to partition the integral in the BIE (4.3.4) by writing the bound-
ary of eah sub-omponent using
∂Ωj = Γj ∪ I, j = 1, 2.
Then implementing DBCs (4.2.4) in the BIE (4.3.4) one obtains,
∫
I
[
G0(q, r; kj)
∂GIj (q, r
′; kj)
∂nq
−GIj (q, r′; kj)
∂G0(q, r; kj)
∂nq
]
dq
+
∫
Γj
G0(q, r; kj)
∂Gj(q, r
′; kj)
∂nq
dq = −δ1jG0(r, r′; kj) +Gj(r, r′; kj),
(4.3.5)
where GIj denotes the Green funtion along the interfae I.
Note that the integrands in the BIE (4.3.5) are bounded as long as r is
an interior point. Nevertheless, diulties may arise in the numerial evaluation
of these integrals when onsidering the limit r → β ∈ ∂Ωj .
In the BIE (4.3.5), for example, G0 has a logarithmi singularity when β ∈
I. The weakly singular terms an be regularised using, for example, a Telles
transformation [77℄ as disussed in 4.6.3.
Assuming the boundary is smooth in a small neighbourhood of the
point β, the limit limr→β ∂G0(q, r)/∂nq = 0 at β = q, but it has a jump when r
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tends to the boundary as follows
lim
r→β
∂G0(q, r)/∂nq = ∂G0(q, β)/∂nq +
1
2
δ(q − β) (4.3.6)
with β ∈ ∂Ω, whih is known as the jump relation [56℄.
To avoid the treatment of the weak singularity, similar to the treatment of the
single-domain avity with Dirihlet BCs in 3.5.3, we take the normal derivative
of the BIE (4.3.5) with respet to r or β transforming all G0 terms to ∂G0/∂nβ
terms. These an in turn be handled by the jump relation, equation (4.3.6),
learly separating the regular and singular part.
We propose to extend this idea to multi-omponent domain with Dirih-
let BC on the outer boundaries. We proeed by taking the normal derivative of
the BIE (4.3.5) with respet to r, and then let the interior point r approah the
boundary point β. That is, we apply the operator ~nβ · ∇r to both sides of the
BIE (4.3.5). Subsequently we position the interior point r onto the boundary,
that is, r → β ∈ ∂Ω. Here we need to lassify three ases for the boundary point
β in whih β ∈ Γj or I. Some integrals beome singular (integrand is innite at
the singularity point) or even hypersingular while others remain regular as will
be disussed next.
4.3.1 Cases for the boundary point β
In this setion we onsider dierent ases for boundary point β when taking the
normal derivative of equation (4.3.5). If β ∈ Γj, then we are able to exhange
the order of dierentiation and integration for the rst and the seond integrals
in the BIE (4.3.5). The double layer potential in the third term in equation
(4.3.5) has a jump at r→ β ∈ Γj, thus one an apply the lassial jump relation
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(3.3.10). One obtains∫
I
[
∂G0(q, β); kj
∂nβ
µIj (q, r
′)−GIj (q, r′; kj)
∂2G0(q, β; kj)
∂nβ∂nq
]
dq
+
∫
Γj
∂G0(q, β; kj)
∂nβ
µj(q, r
′)dq +
µj(β, r
′)
2
= µj(β, r
′)− δ1j ∂G0(β, r
′; kj)
∂nβ
,
(4.3.7)
where the boundary funtion µj(β, r
′) is alulated as
µj(β, r
′) = lim
r→β
∂Gj(r, r
′; kj)
∂nβ
, j = 1, 2.
For the ase β ∈ I, we are not able to interhange the order of dieren-
tiation and integration when taking the normal derivative of the seond integral
in equation (4.3.5), beause the limiting integrand has a 1/(β − q)2 singularity
(hypersingular) whih is non-integrable. This integral needs to be interpreted in
a limiting sense similar to Cauhy's prinipal value integral by exluding the in-
nite part that ontains the singularity as addressed in the next setion. Therefore,
the hypersingular integral is dened by taking the limit in the following way,
∂
∂nβ
∫
I
∂G0(q, β; kj)
∂nq
dq = lim
r→β
∫
I
∂2G0(q, r; kj)
∂nβ∂nq
dq 6=
∫
I
lim
r→β
∂2G0(q, r; kj)
∂nβ∂nq
dq.
It should be noted that the `limit of the integral 6= the integral of the limit '.
To avoid the hypersingular integral above one needs to take the limits
properly and then do the numerial evaluation. Later we will explain how the
non-singular expression is obtained.
Assuming the integrand has been transformed into a well behaved funtion in
this limit, one has,∫
I
∂G0(q, β; kj)
∂nβ
µIj (q, r
′)dq +
µIj(q, r
′)
2
− ∂
∂nβ
∫
I
GIj (q, r
′; kj)
∂G0(q, β; kj)
∂nq
dq
+
∫
Γj
∂G0(q, β; kj)
∂nβ
µj(q, r
′)dq = −δ1j ∂G0(β, r
′; kj)
∂nβ
+ µIj (q, r
′).
(4.3.8)
The limit of the integrand of the rst integral in equation (4.3.8) for β ∈ I has a
jump when r tends to the boundary.
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Sine the hypersingular kernels bring diulties in terms of the numerial eval-
uation, eorts must be dediated to do the regularization. Next, we present
the onept of Cauhy's priniple value integral followed by the regularization
proedures.
4.4 Cauhy's prinipal value integral
Even though the integrands of the singular integrals beome innite at the sin-
gularity point, one still an evaluate suh integrals by rewriting them as a speial
limit in what is known as the Cauhy Prinipal Value (CPV) integral. To give
the onept of the CPV, onsider the following integral,
b∫−
a
f(x)
x− x0dx, x0 ∈ (a, b),
where f(x) is assumed to be Hölderian funtion at x0 as dened later in this
setion, and f(x0) 6= 0, so that the singularity of order one. This singularity
is not integrable in the usual sense (Riemann or Lebesgue integral), beause
the integral is singular at the point x = x0. Nevertheless, this integral an be
reformulated in a limiting sense using the CPV integral as
b∫−
a
f(x)
x− x0dx = limǫ→0
{∫ x0−ǫ
a
f(x)
x− x0dx+
∫ b
x0+ǫ
f(x)
x− x0dx
}
, a < x < b.
(4.4.1)
Despite the fat that the integrand is innite at the singularity point, the integral
is well behaved around the singular point. The CPV integrals an be denoted as
C.P.V
∫
or
∫− to indiate that it is an improper integral.
For the existene of the CPV integral, the funtion f(x) neessarily needs to be
Hölder ontinuous on the interval (a, b).
Denition [Hölder ontinuous℄ A funtion f is Hölder ontinuous on the interval
(a, b) if,
| f(x)− f(x′) |≤ C | x− x′ |β, ∀x, x′ ∈ (a, b), (4.4.2)
where 0 < β ≤ 1, and C > 0 is a onstant [55℄.
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For a higher order singularity, the CPV integral may still be singular.
In this ase, one needs to use the Hadamard Finite-Part (HFP) integral, whih
is attributed to Jaques Hadamard [68℄. It an be onsidered as a generalisation
of the CPV integral. It expresses an integral as a sum of nite and innite parts,
then onsiders only the nite part.
4.5 Regularization of the hypersingular integral
One needs to onvert the hypersingular integral into a form whih redues the
strength of the singularity to at worst weakly singular. Suh a transformation
proedure is alled regularization. The hypersingular integral an be written as,
lim
r→β
∂
∂nβ
∫
γ
G(q, r′)
∂G0(q, r)
∂nq
dq = lim
r→β
{
∂
∂nβ
∫
γ
∂G0(q, r)
∂nq
× [G(q, r′)−G(r, r′)]dq +G(r, r′) ∂
∂nβ
∫
γ
∂G0(q, r)
∂nq
dq
}
(4.5.1)
where γ is the ar-length that ontains the singularity point and we just add and
subtrat the following term
lim
r→β
G(r, r′)
∂
∂nβ
∫
γ
∂G0(q, r)
∂nq
dq.
Therefore, for the sake of simpliity, let us start by onsidering the integral,
∂
∂nβ
∫
γ
∂G0(q, β)
∂nq
dq = lim
r→β
∫
γ
∂2G0(r, q)
∂nβ∂nq
dq,
negleting for the moment the term [G(q, r′)−G(r, r′)] as it will be treated later
in 4.7.
4.5.1 Integral identity for the hypersingular integral
A onvenient expression for the hypersingular integrand is derived in Appendix
C and the following relation is obtained,
∂2G0(r, q)
∂nβ∂nq
= − ı
4
{
d
dq
[
kσ
ρ
H
(1)
1 (kρ)
]
+ k2H
(1)
0 (kρ)
}
. (4.5.2)
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where the notations σ = |q − β|, ρ = |r− q| and ∆r = |r− β| as depited in
gure 4.2.
Hene, the integral of the seond derivative of the Green funtion is of the form
Figure 4.2: Geometrial illustration of an interior point r approahing a
boundary point β ∈ ∂Ω, ρ = |r− q|, σ = |β− q| and ∆r = |r−β|.
lim
∆r→0
∫
γ
∂2
∂nβ∂nq
G0(β, q)dq =
ı
4
lim
∆r→0
{
k2
∫
γ
H
(1)
0 (kρ)dq
+
∫
γ
− d
dq
[
k
σ
ρ
H
(1)
1 (kρ)
]
dq
}
,
(4.5.3)
whih deomposes the hypersingular integral into a weakly singular integral and
another integral whih an be omputed numerially.
The rst integral in the RHS of equation (4.5.3) has a weak (integrable)
singularity of the order O (ln |ρ|), so taking the limit ommutes with performing
the integration. For onveniene, let us assume that β = 0, that is, σ = q.
However, for the seond integral one needs to do the integral rst and then take
the limit ∆r→ 0; one obtains
lim
∆r→0
∫ q
0
∂2
∂nβ∂nq
G0(β, q)dq =
ı
4
lim
∆r→0
{
k2
∫ q
0
H
(1)
0 (kρ)dq
+
∫ q
0
− d
dq
[
k
σ
ρ
H
(1)
1 (kρ)
]
dσ
}
=
ı
4
{
k2
∫ q
0
H
(1)
0 (kq)dq − lim
∆r→0
[
k
σ
ρ
H
(1)
1 (kρ)
]q
0
}
=
ı
4
{
k2
∫ q
0
H
(1)
0 (kq)dq − kH(1)1 (kq)
}
, (4.5.4)
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where we used γ = [q, β] and β = 0.
If one takes the limit before doing the integration in the seond term on the RHS
of equation (4.5.4), then
∫ q
0
lim
∆r→0
− d
dq
[
k
σ
ρ
H
(1)
1 (kρ)
]
dq =
∫ q
0
− d
dq
[
k
σ
σ
H
(1)
1 (kσ)
]
dq
=
[
kH
(1)
1 (kq)
]q
0
→∞,
whih is diverging when the argument of the Hankel funtion q tends to zero.
Maintaining the right order, that is, evaluating the integral rst and
then taking the limit leads to the following non-singular expression [60, 71, 72, 73℄
for the singularity point β
lim
∆r→0
∫ β+σ
β
∂2G0(q, r)
∂nβ∂nq
dq = k2
∫ β+σ
β
G0(q, β)dq +
d
dq
G0(β + σ, β). (4.5.5)
The limit proess disussed above an be easily illustrated by skething
the hypersingular integrand in the limit (∆r → 0). Figure 4.3 shows that when
∆r = 0, the real part of suh an integrand blows up to innity at the singularity
point. By onsidering small ∆r > 0, one observes that the area above the x-
axis, region A1 in Figure 4.3, is anelled by the orresponding area below the
x-axis, region A2. Hene, the integrals remain nite and the limit ∆r→ 0 exists.
Clearly, hanging the limit and integration leads to singular behaviour.
Having done the regularization, one an evaluate the original hypersin-
gular integral term using equation (4.5.5) as
lim
∆r→0
∂
∂nβ
∫
γ
G(q, r′)
∂G0(q, β)
∂nq
dq = lim
∆r→0
∂
∂nβ
∫
γ
∂G0(q, β)
∂nq
× [G(q, r′)−G(β, r′)] dq +G(β, r′){k2 ∫
γ
G0(q, β)dq +
d
dq
G0(q, β)
∣∣∣∣
σ
}
.
(4.5.6)
Note that the integral ontaining the term [G(q, r′)−G(β, r′)] is not
regular but it an be readily integrated numerially by using a pieewise onstant
olloation approximation as will be shown in 4.7.
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Figure 4.3: Real part of the hypersingular integrand ℜ
(
∂2G0(q,β)
∂nq∂nβ
)
against
the distane between the interior point r and the boundary point
β. The solid red line for the distane ∆r = 0, and the dashed,
green line for the distane ∆r = 0.002.
For a problem with DBCs, one an see that taking the normal derivative
transfers the weakly singular terms ontaining G0 from the outer boundaries
to the interfae. The logarithmi singularities requires further regularisation.
This may be ahieved by a suitable oordinate transformation suh as a Telles
transformation [77℄ or by expanding the Hankel funtion and integrating out the
logarithmially divergent term expliitly as will be disussed next.
4.6 Treating the weakly singular integral
Here we will disuss some of the possible ways of treating the weakly singular
integrals. These inlude the logarithmi Gaussian quadrature, subtration of the
singularity, and suitable variable transformations.
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4.6.1 Gaussian quadrature
A simple way to numerially approximate a regular (non-singular) integral is the
standard Gaussian quadrature (GQ). In one-dimension it an be implemented
as, ∫ 1
−1
f(x)dx ≈
n∑
i=1
f(xi)wi, (4.6.1)
where xi and wi are the Gaussian quadrature points and the assoiated weighting
funtions, respetively, and n is the number of integration points. The integration
range for the standard GQ is from −1 and 1. Thus one may need a linear
transformation to aommodate general integration limits from a to b, as follows∫ b
a
f(x)dx =
(
b− a
2
)∫ 1
−1
f
[
b+ a
2
+
(
b− a
2
)
ξ
]
dξ.
GQ evaluates the integrand at a given number of points alled the Gaussian
oordinates, then the funtion is multiplied by a weight funtion and the sum
is taken to approximate the integral. A large number of Gaussian points leads
to a better auray. The standard GQ is not suiently aurate for weakly
singular (logarithmi) integrals, even with a large number of Gaussian points.
The logarithmi Gaussian quadrature is designed to treat suh integrals. This
evaluates the integral of a funtion f(x) over the range from 0 and 1 numerially
as, ∫ 1
0
f(x) ln
(
1
x
)
dx ≃
n∑
i=1
f(xi)wi, (4.6.2)
where the xi and wi are the Gaussian quadrature points and the assoiated
weighting funtions, respetively. It is noteworthy to mention that the integral
is taken over the limits from 0 to 1. Therefore, one needs to do a linear transfor-
mation in order to aommodate general limits. We should emphasise that, for
logarithmi Gaussian quadrature the Gaussian points and weighting funtions
are dierent from those for the standard Gaussian quadrature. The Gaussian
quadrature points and the assoiated weighting funtions for standard and loga-
rithmi GQ for dierent values of n are tabulated in the textbook by Stroud and
Serest [129℄, and an also be found in [34, 58℄.
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4.6.2 Singularity subtration
The integral of the free-spae Green funtion G0(q, β) is an integral of Bessel
funtions J0(k|q − β|) and Y0(k|q − β|). The latter beomes logarithmially sin-
gular when q and β are in the same boundary element. An asymptoti expansion
of G0(q, β) is used in whih the divergent term is separated as,∫
G0(q, β; k)dq =
ı
4
{∫ [
H
1
0(k|q − β|)−
2ı
π
ln(k|q − β|)dq
]
+
∫
2ı
π
ln(k|q − β|)dq
}
. (4.6.3)
The integral on the rst line of the RHS of equation (4.6.3) is ontinuous and
an be integrated numerially using standard Gaussian quadrature. However,
the integral on the seond line of the RHS of equation (4.6.3) an be integrated
analytially using ∫
ln |z|dz = z[ln |z| − 1].
4.6.3 Telles' transformation
The Telles transformation [77℄ is a popular variable transformation method to
treat the weakly singular integral. The Jaobian of suh transformation merely
weakens or anels out the singularity. This approah uses a quadrati or ubi
variable transformation, depending on whether the singular point is lying at
the end of the element (integration domain) or within the element, respetively.
Consider the integral
I =
∫ 1
−1
f(x)dx,
where f(x) is a weakly singular funtion at one of the extremities of the integral.
This means that the singularity point x0 satises |x0| = 1. We an use the
following quadrati transformation for the integral I,
I =
∫ 1
−1
f
[
(1− ζ2)x0
2
+ ζ
]
(1− ζx0)dζ, (4.6.4)
Chapter 4: Multi-omponent boundary element method 79
where ζ is the new oordinate. Sine the Jaobian vanishes at x0 then the result-
ing non-singular integral an be evaluated numerially by Gaussian quadrature
given by equation (4.6.1).
For the ase |x0| < 1, one needs to partition the integral into two
integrals at the singularity point and employ (4.6.4) for eah integral. However,
Telles introdued another ubi transformation for the ase that the singularity
point lies within the element, that is |x0| < 1. Hene one needs to use the
following non-linear transformation,
I =
∫ 1
−1
f
[
(ζ − ζ ′)3 + ζ ′(ζ ′2 + 3)
1 + 3ζ ′2
]
3(ζ − ζ ′2)
1 + 3ζ ′2
dζ, (4.6.5)
where ζ ′ is given as
ζ ′ = 3
√
γ∗x0 + |γ∗|+ 3
√
γ∗x0 − |γ∗|+ x0, (4.6.6)
and γ∗ is given as
γ∗ = x20 − 1.
To demonstrate the validity of the method, Telles [77℄ presented some
examples that show the eieny of his transformation. We give a simple illus-
trative example
I =
∫ 1
−1
ln |x|dx.
The singularity point x0 = 0 is loated within the integration range, so one needs
to use the ubi transformation (4.6.5) as follows,
γ∗ = −1 and ζ ′ = 3√0 + 1 + 3
√
0− |1| = 0,
I =
∫ 1
−1
ln |x|dx =
∫ 1
−1
ln
∣∣∣∣ζ3 + 01 + 0
∣∣∣∣3ζdζ = 3
∫ 1
−1
ζ ln |ζ3|dζ.
Therefore, one an easily see that the Jaobian anels the singular-
ity and vanishes at the singularity point. Then the resulting integral an be
omputed by Gaussian quadrature. As it has been addressed in (4.6.1), the log-
arithmially singular integral an be evaluated using the logarithmi Gaussian
quadrature (4.6.2). Nevertheless, Telles shows that using his transformation rst,
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and then using the Gaussian quadrature greatly improves the auray and gives
better results than logarithmi Gaussian quadrature.
4.7 Colloation method
In the olloation method, a funtion G an be expressed as a histogram, that
is, approximated by pieewise onstant basis funtions as,
G(q) =
N∑
i=1
ciψi(q). (4.7.1)
Dividing the boundary into sub-intervals si, we obtain
∂Ω =
N⋃
i=1
si,
where the basis funtions
ψi(q) =


1, if q ∈ si;
0, otherwise.
The point q is alled the olloation point whih is hosen to be the mid point of
the sub-interval si as depited in gure 4.4, and N is the number of olloation
points.
The olloation method an be applied to the following integral
Figure 4.4: Sketh of the boundary ∂Ω divided into sub-intervals si, the dots
are the boundary elements and the stars are the olloation points
qi (the mid point of si).
lim
∆r→0
∂
∂nβ
∫
γ
∂G0(q, β)
∂nq
[
G(q, r′)−G(β, r′)]dq
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where β is the singularity point. We denote the kernel of the integral as,K(q, β; k),
and for simpliity we suppress the soure point r
′
in our notations. Using the
interpolation (4.7.1) leads to
∫
I
K(q, β; k) [G(q)−G(β)] dq ≃
N∑
i=1
ci
∫
si
ψi(q)K(q, β; k)dq
− cj
∫
γ
K(q, β; k)dq, (4.7.2)
where
I =
N⋃
i=1
si
as depited in gure 4.4. The funtion G(β) = cj where sj = γ, and the singu-
larity point β is the mid-point of the ar-length γ. If q = β in the rst integral
on the RHS of equation (4.7.2), then ci = cj . Therefore the term between the
square brakets ci − cj vanishes when the olloation point β lies in the range of
integration.
Hene by using the interpolation (4.7.1), the term ontaining the fator
[G(q, r′)−G(β, r′)] in equation (4.5.6) is vanishing on the sub-interval γ where
the integral kernel beomes hypersingular.
4.8 Disretization and matrix formulations
Having treated both the hypersingular and the weakly singular integrals of the
BIEs analytially, the following regularized BIEs an be solved eiently by
numerial means.
For β ∈ Γj , we have the following BIE∫
I
[
∂G0(q, β)
∂nβ
µI(q, r′)−GI(q, r′)∂
2G0(q, β)
∂nβ∂nq
]
dq
+
∫
Γj
[
∂G0(q, β)
∂nβ
− δ(q − β)
2
]
µj(q, r
′)dq = −δ1j ∂G0(β, r
′)
∂nβ
.
(4.8.1)
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For β ∈ I, we have the following BIE∫
I
[
∂G0(q, β)
∂nβ
− δ(q − β)
2
]
µI(q, r′)dq −
∫
I\γ
GI(q, r′)
∂2G0(q, β)
∂nβ∂nq
dq
+
[
ık2j
2
{∫
γ
[
H
1
0(k|q − β|)−
2ı
π
ln(k|q − β|)dq
]
+
∫
γ
2ı
π
ln(k|q − β|)dq
}
− ıkj
2
H
(1)
1
(
kj∆q
2
)]
GI(β, r′) +
∫
Γj
∂G0(q, β)
∂nβ
µj(q, r
′)dq = −δ1j ∂G0(β, r
′)
∂nβ
,
(4.8.2)
with ∆q the distane between the boundary points, and β being the entroid of
the interval γ, that is
γ =
[
β − ∆q
2
, β +
∆q
2
]
.
We implemented the ontinuity onditions (4.2.5) impliitly as
ρ2µ
I
1 = −ρ1µI2 = µI , GI1 = GI2 = GI .
Let us emphasise that the BIE (4.8.1) is regular, and the BIE (4.8.2)
only ontain a weakly singular integral along γ. Therefore depending on the
boundary onditions and the number of interfaes between sub-omponents, it
may be advantageous to take normal derivatives. This minimises the number of
weakly singular integrals, thus leading to BEM formulations whih are easier to
handle.
All the boundaries have to be disretized inluding the internal boundaries that
separate the sub-domains. Now, the boundary integral formulation an be writ-
ten in matrix form as
Aµ = b.
The global matrix A and the vetor b an be deomposed into sub-matries and
sub-vetors as follows

KΓ1Γ1
FΓ1I
SΓ1I
0
FIΓ1
K
II
H
II
0
0 K
II
H
II
FIΓ2
0 FΓ2
SΓ2I
KΓ2Γ2




µ
Γ1
1
µI
G
I
µ
Γ2
2


=


bΓ1
b
I
0
0


.
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Here A is a N ×N square matrix with dimension,
N = NΓj + 2NI, j = 1, 2,
where NΓj and NI are the number of boundary elements on Γj, and I, respe-
tively. The sub-matries K, F and S are given as,
KΓjΓj
(m, i) =
[
2
∂G0(qm, qi)
∂nqi
− δmi
]
∆q, qm, qi ∈ Γi,
FΓjI
(m, i) = 2
∂G0(qm, qi)
∂nqi
∆q, qi ∈ Γj, qm ∈ I,
SΓjI
(m, i) = −2∂
2G0(qm, qi)
∂nqi∂nqm
∆q, qi ∈ Γj, qm ∈ I.
The soure vetor b is onstruted as,
bΓ1
(i) = −2∂G0(qi, r
′)
∂nqi
, qi ∈ Γ1
b
I
(i) = −2∂G0(qi, r
′)
∂nqi
, qi ∈ I.
The matrix that orresponds to the hypersingular term is given as,
H
II
(m,n) =


−2
[
k2jF (∆q)− ıkj2 H
(1)
1
(
kj∆q
2
)]
, if qm = qn;
S
II
(m,n), if qm 6= qn,
where F (∆q) is given by equation (4.6.3). The blok KΓjΓj expresses the rays
starting and ending on the boundary Γj, FΓjI and SΓ1Iontains the rays starting
on Γj and ending at the interfae, HII ontains the rays starting and ending on
the interfae itself, and similarly for the other sub-matries.
The sub-matries in the third and fourth row bloks of the global matrix
have the same struture as the ones on the rst and the seond row bloks,
apart from hanging the value of the wavenumber. In ontrast with the lassial
single-domain BEM, the multi-omponent treatment leads to a blok-banded
matrix with one blok for eah sub-region, and overlaps between bloks when
sub-regions have a ommon interfae. As the number of sub-domains inreases,
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the number of zero bloks in the global matrix also grow. For a large number of
sub-domains we have a banded matrix whih is advantageous omputationally,
and allows us to exploit linear solvers for banded linear systems.
The linear system onsidered here has a unique solution (the number of unknowns
equal to the number of equations) and an be solved using a diret solver, suh
as LU deomposition. The system should be solved for the four sub-vetors of
unknowns,
µ = {µ1,µI,GI,µ2}T .
Then after obtaining the boundary funtion µ, one needs to plug it into equation
(4.3.5) to obtain the Green funtion throughout the interior of the domain.
4.9 Appliations
We apply the multi-omponent BEM to dierent geometri ongurations with
dierent ombinations of material parameters as onsidered in [12℄. Three suh
example domains are depited in gure 3.9. We plot the real part of the Green
funtion as shown in gures 4.5 and 4.6 for the three ongurations.
For onguration A shown in gure 4.5 a and b, the interfae is rela-
tively small ompared with the ar-length of the boundary. Wave solutions are
thus enhaned in the left domain in the ase of damping. In ontrast, for ongu-
ration B shown in gure 4.5  and d, waves easily esape to the right sub-domain
and the solution has a more uniform appearane.
For onguration C shown in gure 4.5 e, f, it is interesting to observe
the bouning ball modes in the pattern of the wave funtion, suh modes usually
live between parallel boundaries.
From the Green funtion, we an ompute the energy density E as
E = |G(r, r′)|2.
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So the mean energy density over the interior of the domain an be omputed as,
E =
1
A
∫
|G(r, r′)|2dxdy,
where A is teh area of the domain. Figure 4.7 shows a omparison between the
mean energy densities in the left and the right sub-domains for onguration A
with the same value of the wavenumber in eah sub-domain: ℜ(k1) = ℜ(k2) =
100. The damping fator ℑ(k) takes the disrete values 0, 0.1, 0.2, ..., 1.4. At
zero damping, the mean energy density in the right sub-domain is higher than
the orresponding value in the left sub-domain. However, with damping the mean
energy densities in the left sub-domain are always higher than those in the right
sub-domain. By inreasing the damping, the mean energy density dereases in
both sub-domains.
4.10 Auray of the results
In the absene of absorption, it should be noted from equation (4.2.2) that the
Green funtion should be real beause the Laplae operator ∇2 and the delta
funtion δ(r − r′) both are real quantities, and k is onsidered real. We use this
fat to verify our numerial omputation in whih the imaginary part of the Green
funtion ℑ(G(r, r′; k)) must be small ompared to the real part ℜ(G(r, r′; k)).
To demonstrate the auray of the multi-omponent BEM, we show
a omparison of the imaginary part of µ alulated using the multi-omponent
BEM method for the ase k1 = k2 against the single-domain BEM as shown in
gure 4.8. One an observe that by dividing the domain under onsideration into
sub-omponents, we gain more aurate solution ompared with the treatment of
the domain as single region using the same number of boundary elements. This
is attributed to the fat that in the multi-omponent BEM we have more degrees
of freedom than the lassial singe-domain BEM.
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a) b)
) d)
e) f)
Figure 4.5: ℜ(G(r, r′; k)) for onguration. A, B and C with dierent range
of wavenumbers k, the imaginary part of k represents the damp-
ing of the system.
4.11 Conlusions
In this hapter we implemented a normal derivative multi-omponent tehnique
to investigate the wave energy distribution in multi-omponent systems where the
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a) b)
) d)
e) f)
Figure 4.6: ℜ(G(r, r′; k)) for onguration. A, B and C with dierent range
of wavenumbers k, the imaginary part of k represents the damp-
ing of the system.
wavenumber and damping parameters hange disontinuously in dierent parts
of the system. This tehnique an be applied where a straightforward use of
lassial single-domain BEM would not be possible. This is due to the fat that
the free Green funtion is only known for homogeneous problems and thus not
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Figure 4.7: Mean energy densities in left and right sub-domain for ongu-
ration A for ℜ(k1) = ℜ(k2) = 100.
known for multi-omponent strutures. Using the normal derivative formulation
may prove useful in reduing the number of regularisation proedures neessary.
To treat the arising hypersingular integral, we introdued an elegant
and simple way for deriving an integral identity whih redues the hypersingular
integral into a weakly singular integral. A seond step of evaluating the hy-
persingular integral is done by using a pieewise onstant olloation method.
Therefore, we have developed a ode and have tested it against the lassial
single-domain BEM demonstrating the eieny of the method.
We have applied the method to several oupled-avity ongurations. This ap-
proah an be easily implemented for omplex built-up strutures suh as the
onguration depited in gure 4.9. However for large problems the assoiated
linear system will grow very large and inreasingly sparse. In suh ases the di-
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Figure 4.8: ℑ(µ) for k = 30 with 3000 boundary elements for both methods.
ret solvers do not seem to be eonomi. Thus, the iterative solvers as disussed
in 2.1.6 will be preferable to the diret solvers employed here.
Ù1
Ù2Ù3
Ù4
Ù5
ñ1
ñ2ñ3
ñ4
ñ5
Figure 4.9: Example of a multi-omponent system.
Chapter 5
Transfer operator for a dis with
disontinuous boundary
onditions
5.1 Introdution
In the preeding hapter, we obtained the Green funtion of the oupled-avity
onguration with dierent material properties. From this quantity we an om-
pute the mean energy throughout the onguration. However, for suh domains,
it is ruial to measure how muh energy is reeted or transmitted at the dison-
tinuity of the material properties. A measure of this is provided by the reetion
and transmission oeients. These oeients provide the probability of a wave
to be reeted or transmitted and they are stored in an impliit way within the
BEM formulation. Therefore, it is ruial to develop an approah to obtain suh
oeients expliitly. One possible way to do so is using the transfer operator
pioneered by Bogomolny [8℄. To form suh an operator for the oupled avities,
we rst onsider a dis with boundary onditions hanging disontinuously aross
the boundary, for example, Dirihlet boundary onditions along one part of the
90
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boundary and Neumann boundary onditions along the rest of the boundary.
Suh a model inorporates similar features to the oupled-avities in the sense
that the disontinuity in the material properties leads to disontinuity in the
boundary onditions. At a orner of a non-smooth boundary, it is expeted that
we have diration eets similar to the eet oming from the disontinuity of
the boundary onditions. The goal of this hapter is to present the derivation of
the transfer operator and point out where semilassial approximations an be
made at eah step of the derivation.
The reason for starting with the dis problem is that, the irular ge-
ometry oers a lean test environment and many simpliations to investigate
the auray of the obtained transfer operator. These inlude the fat that the
irle does not inlude ertain ompliations, suh as orners. Also due to the
rotational symmetry of the irle, the Fourier transform of any boundary oper-
ator form a diagonal matrix in momentum spae, whih is advantageous from a
omputational point of view and failitates the formulation.
The disontinuity of the boundary onditions allows us to test how the
exat transfer operator aptures diration eets. Our formulation for the exat
transfer operator starts from the BIEs with the boundary funtions expressed in
terms of the inoming and the outgoing plane waves. We obtain a map whih
relates the inoming waves to the outgoing waves. We all this map the shift
operator.
It should be remarked that the disontinuity of the boundary ondition
does not aet the auray of the shift operator, beause suh an operator is
derived from the BIEs without any referene to the boundary onditions. A
seond operator whih we all the reetion operator relates the outgoing waves
to the inoming waves. Suh a map is derived only from the knowledge of the
presribed boundary onditions as shown in 5.6. Then, the transfer operator
is onstruted by ombining the shift and the reetion operator to form the
transfer operator for whih the physial solution is an eigenfuntion. Having
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done this for a dis, similar ideas an be adapted for other geometries as will be
disussed in Chapter 6.
Setion 5.14 shows that the obtained exat transfer operator shows
good agreement with the BEM results. The exat transfer operator inorporates
boundary eets suh as diration and surfae waves unlike the semilassial
Bogomolny transfer operator. For a dis with Dirihlet boundary onditions, 5.5
shows that how the exat transfer operator an be redued to the semilassial
Bogomolny transfer operator. The formulation for the exat transfer operator
presented here based on ideas developed by Stephen Creagh.
To illustrate the basi ideas of the formulation of the transfer operator, we begin
by presenting a one-dimensional problem.
5.2 Formulation of the transfer operator for a one-
dimensional problem
In this setion, we show how to derive the transfer operator for one-dimensional
problem, for instane, a one-dimensional beam of length a as depited in gure
5.1. We show how the atual boundary funtion, (either the Green funtion or
Figure 5.1: One-dimensional beam of length a.
its normal derivative depending on the presribed boundary onditions), an be
rewritten in terms of the inoming and outgoing waves and present a relation
that onnets both of them.
The starting point of the derivation of the transfer operator is the one-
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dimensional BIEs for the Helmholtz equation given as,
ψ(0)
ψ(a)

 = ∑
x′∈{0,a}
[
G0(x, x
′; k)µ(x′)− ∂G0(x, x
′; k)
∂n′
ψ(x′)
]
x=0,a
, (5.2.1)
where G0 is the one-dimensional free-spae Green funtion (derived in Appendix
A) as
G0(x, x
′; k) =
ı
2k
eık|x−x
′|. (5.2.2)
The BIE (5.2.1) an be written using G0 and its normal derivative as,
ψ(0)
ψ(a)

 = ı
2k

 1 eıka
eıka 1



µ(0)
µ(a)

+ 1
2

 1 eıka
eıka 1



ψ(0)
ψ(a)

 . (5.2.3)
Now we introdue the following operators,
Gˆ0 =
ı
2k



I 0
0 I

+

 0 eıka
eıka 0



 , (5.2.4)
where we deompose the operator Gˆ0 into a diagonal and o-diagonal part. We
denote to the o-diagonal parts of Gˆ0 by Rˆ0, that is,
Gˆ0 =
ı
2k
(Iˆ + Rˆ0). (5.2.5)
Similarly, we dene,
Gˆ1 = −1
2
(Iˆ + Rˆ1), (5.2.6)
where Iˆ is the identity operator.
The operators Rˆ0 and Rˆ1 are dened as,
Rˆ0 = Rˆ1 =

 0 eıka
eıka 0

 . (5.2.7)
Our notations distinguishes between Rˆ0 and Rˆ1, beause their higher dimensional
analogous are not equal. Hereafter, we refer to Gˆ0 and Gˆ1 as the Green operators.
Thus the BIE (5.2.1) an be written in terms of these operators as,
ψ = Gˆ0µ− Gˆ1ψ. (5.2.8)
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Further to the deomposition of the boundary integral kernels, we rep-
resent the solution of the Helmholtz equation as a superposition of plane waves.
For instane, these waves are respetively lassied as inoming waves (eıkx) and
outgoing waves (e−ıkx) to and from the vertex a as depited in gure 5.1. One
needs to onsider the opposite sign for the other end of the beam. That is, the
boundary funtions ψ and µ an be deomposed as
ψ = ψ− + ψ+, (5.2.9)
and
µ =
∂ψ(s)
∂ns
= ık(ψ− − ψ+), (5.2.10)
where ψ− and ψ+ are respetively the inoming and the outgoing waves. Here-
after, ψ− and ψ+ are alled the sattering amplitudes.
To proeed with the derivation of the transfer operator, one needs to plug equa-
tions (5.2.5), (5.2.6), (5.2.9) and (5.2.10) into the BIE (5.2.8). One has,
ψ− + ψ+ =
ı
2k1
(Iˆ + Rˆ0)· ık1(ψ− − ψ+) + 1
2
(Iˆ + Rˆ1)(ψ− + ψ+). (5.2.11)
This equation is redued to the following equation,
ψ− =
(
Rˆ0 + Rˆ1
2
)
ψ+, (5.2.12)
using Rˆ0 = Rˆ1 as shown by equation (5.2.7), one has
ψ− = Rˆψ+. (5.2.13)
where Rˆ = Rˆ0 = Rˆ1. The operator Rˆ is alled the shift operator and maps the
outgoing wave vetor ψ+ to the inoming wave vetor ψ−.
Sine the shift operator Rˆ does not know anything about the presribed
boundary ondition, one needs to onstrut another relation whih inorporates
these onditions. Suh a map is derived from the knowledge of the boundary
onditions. If we set Dirihlet boundary onditions at the two end points of the
beam, that is,
ψ(0) = ψ(a) = 0, (5.2.14)
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this leads to,
ψ+ = −Iˆψ−. (5.2.15)
This relation maps the inoming wave vetors to the outgoing wave vetors. We
all this map the reetion operator.
To form the transfer operator, we now ombine the shift operator with the re-
etion operator by inserting equation (5.2.15) into equation (5.2.13). One has,
ψ− = −RˆIˆψ− = Tˆψ−, (5.2.16)
where Tˆ is alled the transfer operator, it is a mapping of the inoming wave
vetor at a ertain boundary point into the inoming wave vetor after one travel
along the beam. Equation (5.2.16) gives the quantization ondition of the beam
as,
det(Iˆ − Tˆ ) = 0.
In onlusion, the formulation of the transfer operator starts out by
expressing the boundary integral kernels as diagonal and o-diagonal parts, then
deomposing the boundary funtions in terms of the sattering amplitudes. In the
light of the one-dimensional approah developed here. We extend this formulation
to the two-dimensional ase. However, the treatment is less straightforward then.
5.3 Singular part of the Green operator Gˆ0
In this setion we present the operator formulation of the shift operator for a two-
dimensional dis, generalising the one-dimensional ase that has been disussed
in the previous setion. In the one-dimensional treatment, the diagonal part of
the boundary integral operators played an important role. Thus, we need to
onsider analogous ontributions in the two-dimensional ase as well.
The derivation of the shift operator starts from the BIE where the
physial solution is an eigenfuntion. The BIE (3.3.3) an be written in terms of
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the Green operators Gˆ0 and Gˆ1 as,
ψ = Gˆ0µ− Gˆ1ψ. (5.3.1)
This is the basi BIE before applying the presribed boundary onditions. The
Green operators Gˆ0 and Gˆ1 are dened as,
Gˆ0µ = lim
r→β
∫
∂Ω
G0(q, r; k)µ(q)dq, (5.3.2)
and,
Gˆ1ψ = lim
r→β
∫
∂Ω
∂G0(q, r; k)
∂nq
ψ(q)dq, (5.3.3)
where r and β are respetively an interior and boundary point, and ∂Ω is the
boundary of the unit dis.
Sine the two-dimensional free-spae Green funtion has a logarithmi singularity,
the diagonal and o-diagonal part of the Green operators Gˆ0 and Gˆ1 will be alled
the singular and regular parts, respetively. That is,
Gˆ0 = Gˆ
reg
0 + Gˆ
sing
0 ,
where Gˆreg0 arries the ontribution from the boundary. The goal of this setion is
to derive the singular part of the Green operator Gˆ0, and in the following setion
we derive its regular part.
To proeed with the derivation of Gˆsing0 , let us assume that the boundary
an be approximated by a straight line. We then express Gˆsing0 in the following
limit,
Gsing0 (s, s
′; k) =
ı
4
lim
ǫ→0
H
(1)
0 (kρ(s, s
′))
=
ı
4
lim
ǫ→0
H
(1)
0 (k
√
|s− s′|2 + ǫ2), (5.3.4)
where s and s′ are boundary points, and ǫ being a small distane from the
boundary as depited in gure 5.2; the singularity shows up when ǫ → 0. For
simpliity, we set s′ = 0.
It should be mentioned that for a straight line boundary that is, ρ(s, s′) =√
|s− s′|2 + ǫ2, we have Gˆsing0 = Gˆ0, this means there is no ontribution from the
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boundary.
However this is not the ase for urved boundary beause
ρ(s, s′) ∼
√
|s− s′|2 + ǫ2,
that is, it neglets the urvature of the boundary. This is a good approximation of
the boundary for unritially reeted waves from the boundary (not tangentially
inident on the boundary).
It is onvenient for our formulation to express Gˆsing0 in momentum spae. To do
Figure 5.2: Straight line boundary with boundary points s and s′ and r is an
interior point.
so, one takes the Fourier transform of equation (5.3.4), that is,
G˜sing0 =
ı
4
lim
ǫ→0
∫ ∞
−∞
e−ıkspH(1)0 (k
√
s2 + ǫ2)ds
=
ı
4
lim
ǫ→0


2
k
√
1−p2 e
ıkǫ
√
1−p2, if p2 < 1,
−2ı
k
√
p2−1e
−kǫ
√
p2−1, if p2 > 1.
(5.3.5)
This is not a unique denition of Gˆsing0 , but it aptures the logarithmi-
ally singular part of G0 and is found later to give a deomposition of the bound-
ary integral equations whih has the expeted semilassial limits. We believe
that an alternative denition of Gˆsing0 whih takes the urvature of the boundary
into aount may lead to better-onverging deompositions of the boundary inte-
gral equations but we do not pursue these in this thesis. Alternative denitions
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of the singular part should in any ase have the same leading-order semilassial
limit.
For larity of notations, we shall use the notation `tilde' for the Fourier trans-
form. For the seond line of equation (5.3.5), we borrow the result for the integral
from Gradshteyn et al. [130℄.
Now let us introdue the operator pˆn whih is dened formally as,
pˆn =
√
1− pˆ2, (5.3.6)
where the operator pˆ generally is dened in position spae as,
pˆ =
1
ık
∂
∂s
,
where s is the ar-length oordinate.
The operator pˆn ats on a funtion ψ(s) as,
pˆnψ(s) =
√
k
2π
∫ ∞
−∞
dp
√
1− p2ψ˜(p)eıspk.
where ψ˜(p) is the Fourier transform of ψ(s) dened as,
ψ˜(p) =
√
k
2π
∫ ∞
−∞
e−ıkpsψ(s)ds. (5.3.7)
Equation (5.3.7) shows how the operator pˆn ats on the wavefuntion ψ. When
p2 < 1, ψ will be a propagating wavefuntion, but if p2 > 1, then ψ(s) orre-
sponds to an evanesent wavefuntion whih deays in a diretion normal to the
boundary.
Performing the limit (ǫ→ 0) in equation (5.3.5) and using (5.3.6), one has
Gˆsing0 =


ı
2kpˆn
if p2 < 1,
1
2kpˆn
if p2 > 1.
(5.3.8)
It is worth mentioning that, equation (5.3.8) gives the singular part of
Gˆ0 for any smooth boundary and therefore does not onsider the treatment of
the orners for non-smooth boundaries. Next we show how to obtain the regular
part of Gˆ0.
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5.3.1 The regular part of the Green operator Gˆ0
In the preeding setion, we generally obtained the singular part of Gˆ0 whih is
valid for any smooth boundary. However, here we show how to obtain its regular
part speially for a unit dis. Similarly to the derivation of the singular part of
Gˆ0, we start from the free-spae Green funtion for a boundary point a and an
exterior point r of a distane ǫ from the boundary, that is r = a+ǫ, as illustrated
in gure 5.3. Then later we will let r → a. One has,
G0(a, r; k) =
ı
4
H
(1)
0 (kρ(a, r)). (5.3.9)
The length of the trajetory onneting the boundary point a and the exterior
Figure 5.3: Sketh of the exterior point r = (r, φ) and the boundary point
a = (a, φ′).
point r an be parametrised in terms of the angles φ and φ′ by using the law of
osines. Then we use the addition theorem given by equation (9.1.79) in [125℄,
one obtains,
G0(a, r; k) =
ı
4
H
(1)
0 (k
√
a2 + r2 − 2ar cos(φ− φ′))
=
ı
4
∞∑
n=−∞
H
(1)
n (kr)Jn(ka)e
ın(φ−φ′)
(5.3.10)
We now would like to see how the operator Gˆ0 ats on a boundary
funtion µ. Sine for a losed boundary, any boundary funtion must be periodi,
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the ontinuous boundary funtion µ an be written in Fourier basis as,
µ(φ) =
∞∑
m=−∞
µme
ımφ, (5.3.11)
Using equation (5.3.10) and equation (5.3.11), one has,
Gˆ0µ =
ı
4
∑
n
∑
m
H
(1)
n (kr)Jn(ka)µm
∮
aeı[nφ+(m−n)φ
′]dφ′
=
ıπa
2
∑
m
H
(1)
m (kr)Jm(ka)e
ımφµm,
where we have used the orthogonality property of the exponential funtions.
Therefore, the Green operator Gˆ0 forms a diagonal matrix in momentum repre-
sentations, with diagonal elements equal to,
(G0)mm =
ıπa
2
H
(1)
m (kr)Jm(ka). (5.3.12)
It should be noted that by onsidering r as an interior point, one obtains
(G0)mm =
ıπa
2
H
(1)
m (ka)Jm(kr). (5.3.13)
We now take either equation (5.3.12) or equation (5.3.13) in the limit (r → a).
One has
(G0)mm =
ıπa
2
H
(1)
m (ka)Jm(ka). (5.3.14)
The one-dimensional ase that is presented in the previous setion oers guidane
as how to formulate the orresponding Green operators for the two-dimensional
ase. Therefore, in a similar fashion to the one-dimensional ase, Gˆ0 an be
written as,
Gˆ0 =
ı
2k
1√
pˆn
(Iˆ + Rˆ0)
1√
pˆn
, (5.3.15)
where the regular part is problem-dependent, and it will be derived for a unit
dis next.
By obtaining the regular and the singular parts of the operators Gˆ0, we an work
out the expliit expression of Rˆ0 from equation (5.3.15) as,
Rˆ0 =
2k
ı
√
pˆnGˆ0
√
pˆn − Iˆ
=
2k
ı
pˆnGˆ0 − Iˆ ,
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where we may ommute the diagonal operators Gˆ0 and
√
pˆn in the speial ase
of the dis.
The operator pˆn is obtained for a dis as,
pˆeımφ =
1
ıka
∂eımφ
∂φ
,
thus,
(pˆ)m =
m
ka
. (5.3.16)
Inserting Gˆ0 and pˆn obtained respetively by equation (5.3.14) and (5.3.16) in
equation (5.3.16), one obtains Rˆ0 as,
(R0)mm′ =
(
2k
ı
(
pˆnGˆ0
)
mm′
− 1
)
δmm′
=
(
πka
√
1−
(m
ka
)2
H
(1)
m (ka)Jm(ka)− 1
)
δmm′
=
(
π
√
(ka)2 −m2H(1)m (ka)Jm(ka) − 1
)
δmm′ . (5.3.17)
To onlude, we obtained the regular and singular parts of the Green operator
Gˆ0, next we show how to obtain the analogous expression of the operator Gˆ1.
5.3.2 The regular and singular parts of the Green operator Gˆ1
As we have established in 3.3.1, the normal derivative of G0 has a jump when
taking the limit of an interior point to the boundary. The objet of this setion
is to obtain the regular and singular parts of the operator Gˆ1.
The idea of the evaluation of Gˆ1 on the boundary is based on the
relation (3.3.12) whih relates the evaluation of
∂G0(q,r)
∂n′
in the interior, exterior
and the boundary. Thus using the relation (3.3.12) we extrat the regular part
of Gˆ1. That is taking the average of the limiting values of
∂G0(q,r)
∂n′
approahing
the boundary along the normal from inside and outside the domain. By doing
so, the singular part is anelled out.
From equation (5.3.12), the operator Gˆ0 an be evaluated at an exterior point
r > a as,
(Gext0 )mm′ =
ıπa
2
H
(1)
m (kr)Jm(ka)δmm′ , (5.3.18)
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and Gˆ0 evaluated at an interior point r < a as,
(Gint0 )mm′ =
ıπa
2
H
(1)
m (ka)Jm(kr)δmm′ . (5.3.19)
Sine, for a dis, the radius is normal to the boundary, one has
∂G0
∂n′
=
∂G0
∂a
.
Thus using equations (5.3.18) and (5.3.19) the normal derivative of Gˆ0 with
respet to the exterior point r, one has
lim
r→a,
r>a
(Gext1 )mm′ = lim
r→a,
r>a
ıπka
2
H
(1)
m (kr)J
′
m(ka)δmm′
=
(
1
2
+
ıπka
2
H
(1)
m (ka)J
′
m(ka)
)
δmm′ , (5.3.20)
and Gˆ1 evaluated at an interior point r < a as
lim
r→a,
r<a
(Gint1 )mm′ = lim
r→a,
r<a
ıπka
2
(H(1)m (ka))
′
Jm(kr)δmm′
=
(
−1
2
+
ıπka
2
(H(1)m (ka))
′
Jm(ka)
)
δmm′ . (5.3.21)
The arising terms ±12 in equations (5.3.20) and (5.3.21) ome from the jump
relation of Gˆ1 given by equation (3.3.12).
The average of the exterior and interior values given by equations (5.3.20) and
(5.3.21), respetively, evaluates Gˆ1 on the boundary, so
(Gbou1 )mm′ =
ıπka
4
(
H
(1)
m (ka)Jm(ka)
)′
δmm′ . (5.3.22)
Hereafter we set z = ka.
The Wronskian of H
(1)
m (z) and Jm(z) [125℄ is given as,
W (Jm(z),H
(1)
m (z)) = Jm(z)(H
(1)
m (ka))
′ − J′m(z)Hm(z) =
2ı
πz
. (5.3.23)
If we invoke the Wronskian (5.3.23) into equation (5.3.22), then we reobtain
equation (5.3.20) and equation (5.3.21).
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The singular part of the Green operator Gˆ1 an be obtained by taking
the dierene between the exterior and interior values given by equation (5.3.20)
and equation (5.3.21), respetively as,
(Gsing1 )mm = (G
ext
1 )mm − (Gint1 )mm
=
ıπz
2
W (Jm,H
(1)
m )
= 1, (5.3.24)
where we have plugged the Wronskian (5.3.23) on the seond line of equation
(5.3.24).
In a similar fashion of writing the one-dimensional Gˆ1 as shown in 5.2, one has
Gˆint1 = −
1
2
1√
pˆn
(
Iˆ + Rˆ1
)√
pˆn, (5.3.25)
and
Gˆext1 = −
1
2
1√
pˆn
(
−Iˆ + Rˆ1
)√
pˆn. (5.3.26)
The average of equations (5.3.25) and (5.3.26) evaluate Gˆ1 on the boundary, one
has
Gˆbou1 = −
1
2
1√
pˆn
Rˆ1
√
pˆn (5.3.27)
To evaluate the boundary operator Rˆ1, one needs to use Gˆ
bou
1 given by equation
(5.3.27), one has
Rˆ1 = −2
√
pˆnGˆ
bou
1
1√
pˆn
. (5.3.28)
Sine for a dis, the operators Gˆbou1 ,
√
pˆn and
1√
pˆn
are diagonal, so we are allowed
to ommute them, one has
(R1)mm′ =
−ıπka
2
(
H
(1)
m (ka)Jm(ka)
)′
δmm′ . (5.3.29)
After obtaining the regular and singular parts of the Green operators Gˆ0 and Gˆ1,
we an proeed to the derivation of the shift operator as shown next.
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5.3.3 The exat and the semilassial shift operator
To summarise, in the previous setions we introdued the deomposition of the
Green operators Gˆ0 and Gˆ1 into regular and singular parts. In a similar fashion
to the one-dimensional ase we now deompose the boundary funtions ψ and µ
in terms of the inoming and outgoing waves ψ− and ψ+ as
ψ =
1√
pˆn
(ψ− + ψ+), (5.3.30)
and
µ = ık
√
pˆn(ψ− − ψ+), (5.3.31)
where ψ− and ψ+ are the inoming and the outgoing wave vetors. In the one-
dimensional ase, the inoming and outgoing waves are only travelling to the left
or to the right. However, in two dimensions they are propagating in all diretion.
Therefore, one needs to inorporate their diretion using the operator
√
pˆn.
In this setion, we inorporate the Green operators Gˆ0 and Gˆ1 obtained
by equations (5.3.15), (5.3.25) into the BIE (5.3.1) with the deomposition rela-
tions (5.3.30) and (5.3.31) as,
1√
pˆn
(ψ− + ψ+) =
ı
2k
1√
pˆn
(Iˆ + Rˆ0)
1√
pˆn
· ık
√
pˆn(ψ− − ψ+)
+
1
2
1√
pˆn
(Iˆ + Rˆ1)
√
pˆn
1√
pˆn
(ψ− + ψ+).
(5.3.32)
Multiplying equation (5.3.32) by the operator 2
√
pˆn from the left, one arrives at
the following expression,
ψ− =
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1
]−1
(Rˆ0 + Rˆ1)ψ+
= Rˆψ+. (5.3.33)
The operator Rˆ is alled the exat shift operator for any type of smooth geometry.
Sine the operators Rˆ0 and Rˆ1 are diagonal for a dis, the inverse of the operator[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1
]
is easy to alulate, however for other geometry it may be
more diult to evaluate.
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To obtain the semilassial shift operator, one an semilassially as-
sume that
Rˆ0 ≃ Rˆ1 ≃ Rˆ,
that is the semilassial shift operator an be dened as,
Rˆ
sem
= Rˆ0 or Rˆsem = Rˆ1.
To obtain the expliit expression of the shift operator Rˆ for the dis,
one needs to substitute Rˆ0 and Rˆ1 given by equations (5.3.17) and (5.3.29),
respetively, into equations (5.3.33). Using the fat that Rˆ0 and Rˆ1 ommute in
the speial ase of the dis. One has
(R)mm =
πz
√
1− (m
z
)2
H
(1)
m Jm − ıπzH(1)m J′m
πz
√
1− (m
z
)2
H
(1)
m Jm + ıπzH
(1)
m J
′
m
=
√
1− (m
z
)2
Jm − ıJ′m√
1− (m
z
)2
Jm + ıJ
′
m
=
√
1− (m
z
)2 − ıJ′m/Jm√
1− (m
z
)2
+ ıJ′m/Jm
. (5.3.34)
These are the diagonal elements of the exat shift operator.
To investigate the dierene between the operators Rˆ0, Rˆ1 and Rˆ, we
plot their diagonal elements for the value of the wavenumber k = 50 and Fourier
bases from m = −100 to m = 100. For omputational reasons, we need to om-
pute the operators Rˆ0, Rˆ1 and Rˆ in a nite dimensional subspae using disrete
bases. Figures 5.4 and 5.5 respetively show the real part and the modulus of the
diagonal elements of the operators Rˆ0, Rˆ1 and Rˆ. Both gures learly distinguish
two regions, the propagating region for |m| < k and the non-propagating region
for |m| > k. Figure 5.4 shows that the real part of the diagonal elements of all
the operators have similar osillation for |m| < k. However deviation starts to
appear near the threshold |m| ≈ k. In the propagating region, gure 5.5 shows
that the modulus of the exat shift operator |Rˆ| obeys the unitarity property
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Figure 5.4: Real part of the diagonal elements of the operators Rˆ0, Rˆ1 and
Rˆ.
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Figure 5.5: Modulus of the diagonal elements of the operators Rˆ0, Rˆ1 and Rˆ.
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dened as,
|Rmm|2 = RmmR∗mm = 1, for |m| ≤ k, (5.3.35)
where R∗mm is the omplex onjugate of Rmm. Conversely, both |(R0)mm| and
|(R1)mm| exhibit small osillations around this value, that is,
|(R0,1)mm| = 1 + osillations, for m ≤ k. (5.3.36)
The unitarity property (5.3.35) is violated for |m| > k. At the threshold |m| = k
the propagating waves beome deaying waves. Also, one an see that all the
diagonal elements of the operators Rˆ0, Rˆ1 and Rˆ deay in the tail region |m| ≫ k.
Next we show asymptotially how the exat shift operator Rˆ deays for |m| ≫ k.
5.3.4 Asymptoti expression of the shift operator for |m| ≫ z
Here we investigate how the diagonal elements of the shift operator Rˆ deay in
the tail region, that is, in the limit (|m| ≫ z). In suh a limit, Bessel funtions
an be written in their asymptoti expansion for large order m using Debye's
asymptoti expansion [125℄. This expansion approximates the Bessel funtions
as an exponential funtion with slowly varying amplitude similar to the Wentzel-
Kramers-Brillouin (WKB) approximation onneting the osillatory and evanes-
ent region of the solution at either side of turning points. Debye's asymptoti
expansion [125℄ of Bessel funtions in the limit |m| ≫ z is given as,
Jm(mseh(α)) =
em(tanh(α)−α)√
2mπtanh(α)
(
1 +
∞∑
k=1
uk(t)
mk
)
, (5.3.37)
and
J
′
m(mseh(α)) =
√
sinh(2α)
4πm
em(tanh(α)−α)
(
1 +
∞∑
k=1
vk(t)
mk
)
. (5.3.38)
These relations has the following transformation,
z = mseh(α). (5.3.39)
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where α is xed and positive, m is large and positive. The series uk(t) and vk(t)
are given by equations (9.3.9) and (9.3.12) in [125℄, where t is dened as,
t = oth(α). (5.3.40)
Inserting the transformation (5.3.39) into (5.3.40), leads to,
t =
m/z√(
m
z
)2 − 1 . (5.3.41)
Using the approximation (5.3.37) and (5.3.38) for the ratio J
′
m/Jm that is involved
in the expression of the exat shift operator given by equation (5.3.34), one has
J
′
m/Jm =
√
sinh(α)osh(α)tanh(α)
(
1 +
∑∞
k=1
vk(t)
mk
1 +
∑∞
k=1
uk(t)
mk
)
. (5.3.42)
By onsidering the leading-order terms of the series uk and vk, one has(
1 +
∑∞
k=1
vk(t)
mk
1 +
∑∞
k=1
uk(t)
mk
)
= 1 +
∞∑
k=1
wk
mk
≃ 1 + v1 − u1
= 1 +
−9t+ 7t3
24
− 3t− 5t
3
24
= 1 +
1
2
(−t+ t3). (5.3.43)
Using equation (5.3.41), one has
t2 − 1 = 1[(
m
z
)2 − 1] ,
and
1 +
1
2
(−t+ t3) = 1 + 1
2
m/z[(
m
z
)2 − 1] 32 . (5.3.44)
Inserting equation (5.3.44) into equation (5.3.43), then substituting the resulting
equation into (5.3.42) and nally in equation (5.3.34), one has
(R)mm ≃ −1
4z
[(
m
z
)2 − 1] 32 , |m| ≫ z,
= (R
asy
)mm .
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where Rˆ
asy
is alled the asymptoti expansion of the exat shift operator Rˆ in
the limit |m| ≫ z.
It should be noted that the asymptoti shift operator deays alge-
braially as Rˆ
asy
∼ 1
m3
rather than exponentially. This is due to the denition
of pˆn and the set-up of the deomposition relations for the boundary funtions
given by equations (5.3.30) and (5.3.31), therefore the exponentially deaying
waves are hidden into the formulation.
Figure 5.6: The modulus and the real parts of the diagonal elements of the
exat shift operator Rˆ ompared to its asymptoti Rˆ
asy
.
Figure 5.6 ompares the modulus and the real part of the diagonal elements
of Rˆ
asy
against the orresponding quantity of the exat shift operator Rˆ for the
value of the wavenumber k = 100.5 and the size of Fourier basis from m = 103 to
m = 130. This range of m allows us to see the dierene between the operators
Rˆ and its asymptoti Rˆ
asy
for |m| ≈ z. It shows that the asymptoti Rˆ
asy
has
prominent deviation from the exat Rˆ near the threshold |m| = z, where the
Debye asymptoti breaks down for |m| ≈ z. Conversely, gure 5.7 shows that
Debye's approximation works quite well for |m| ≫ z.
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Figure 5.7: The modulus and the real parts of the diagonal elements of the
exat shift operator Rˆ ompared to its asymptoti Rˆ
asy
. in the
tail region.
5.4 The transfer operator for a dis with DBCs
As an illustration of the transfer operator approah, here we show how the trans-
fer operator for the unit dis with DBCs an be obtained in position spae. The
DBCs is dened as,
ψ(s) = 0, s ∈ ∂Ω,
where ∂Ω is the boundary of the dis.
In 5.3.3, we have obtained the shift operator in momentum spae, that is,
ψ− = Rmmψ+
= F(Rmm ∗ ψ+) (5.4.1)
where we used the onvolution theorem. Now take the inverse Fourier transform
of equation (5.4.1), one has,
ψ−(s) =
∑
s′
R(s− s′)ψ+(s′), (5.4.2)
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and R(s− s′) is obtained by,
R(s− s′) =
∑
m
Rmme
ım(s−s′). (5.4.3)
whih forms a non-diagonal matrix. Thus, the shift operator in position spae
depends on the dierene (s− s′), whereas it is a diagonal in momentum spae.
Therefore the transfer operator for a dis with DBCs in position and momentum
spae is obtained respetively as,
T (s, s′) = −
∑
m


√
1− (m
z
)2
Jm − ıJ′m√
1− (m
z
)2
Jm + ıJ
′
m

 e 2πım(s−s′)L , (5.4.4)
where L is the length of the boundary and,
Tmm′ = −δmm′Rmm = −


√
1− (m
z
)2
Jm − ıJ′m√
1− (m
z
)2
Jm + ıJ
′
m

 . (5.4.5)
where the minus sign is due to the Dirihlet boundary onditions.
By using the transfer operator in momentum spae, we an onstrut the follow-
ing quantization ondition as,
det(I − Tmm) =
∞∏
m=−∞

 −2
√
1− (m
z
)2
Jm√
1− (m
z
)2
Jm + ıJ
′
m

 , |m| 6= z. (5.4.6)
Thus the zeros (eigenspetrum) of the determinant of the matrix (I − Tmm) are
just the zeros of Bessel funtions as an be seen from equation (5.4.6). Respe-
tively gures 5.8 and 5.9 show the modulus of the spetral determinant omputed
using the transfer operator and the BEM. Both determinants have minima at the
same positions as shown in gure 5.10 whih plots the SVD of the determinant as
presented in 3.4.1. Table 5.1 shows the obtained eigenvalues from both methods
whih agree exatly with the zeros of Bessel funtions that are listed in [125℄. So
we demonstrate that equation (5.4.6) give the same spetrum as that obtained
from the orresponding seular equation of the BEM, even though eah equation
uses a dierent basis. However, the sale of the BEM determinant is dierent
Chapter 5: Transfer operator for a dis with disontinuous boundary
onditions 112
from the orresponding sale of the transfer operator. Figure 5.10 shows that the
minima of the smallest singular values of the BEM determinant at the eigenvalue
k = 50.8438 is higher than the orresponding minima of the transfer operator.
This behaviour of the BEM determinant an be attributed to the dierent basis
of eah method and the large sale of the BEM determinant. We defer the dis-
ussion of the dierene of the sale of the spetral determinant obtained from
both methods to 5.9.
To onlude, we have obtained the transfer operator for a dis with
DBCs. Suh an operator an be redued to the semilassial Bogomolny transfer
operator in the semilassial limit as shown next.
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Figure 5.8: Semi-Log plot of the modulus of the determinant |det(I − T )|
alulated by the transfer operator.
5.5 Bogomolny transfer operator for a dis with DBCs
In the previous setion, we obtained the exat transfer operator for a dis with
DBCs given by equation (5.4.4). In this setion, we show how to redue it to the
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Figure 5.10: The smallest singular values and the eigenvalues omputed using
the BEM and the exat transfer operator.
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Table 5.1: The eigenvalues of the unit dis with DBCs within the k range
[50.1, 51].
i Eigenvalues(k)
1 50.2453
2 50.5681
3 50.5836
4 50.6610
5 50.6782
6 50.8071
7 50.8438
8 50.9306
9 50.9377
10 50.9650
semilassial Bogomolny transfer operator. The rst level of approximation is to
approximate the exat shift operator Rˆ by Rˆ0. One has
T (s, s′; k) = − 1
2π
∞∑
m=−∞
[π
√
z2 −m2H(1)m (z)Jm(z) − 1]eım(s−s
′). (5.5.1)
where s′ and s are respetively the initial and nal boundary points of the tra-
jetory. Equation (5.5.1) an be simplied using the Poisson summation formula
whih relates a funtion f to its Fourier transform as,
∞∑
m=−∞
f(m) =
∞∑
n=−∞
∫ ∞
−∞
dxe2πıxnf(x).
Thus,
T (s, s′; k) = − 1
2π
∞∑
n=−∞
∫ ∞
−∞
[π
√
z2 − x2Hx(z)Jx(z)− 1]eıx(s−s′)e2πıxndx.
(5.5.2)
The seond level of approximation is to use Debye's asymptoti expansion of
Bessel funtions for large |m| and z > |m|. The leading-order term of the Bessel
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funtions [125℄ are given as,
Jx(x sec β) =
√
2
πx tanβ
cosΨ, (5.5.3)
Yx(x sec β) =
√
2
πx tan β
sinΨ, (5.5.4)
where 0 < β < π2 , Ψ = x(tan β − β)− π4 .
This approximation uses the following transformation z = x secβ.
Using these approximations, the Hankel funtion an be approximated as,
H
(1)
x (x sec β) =
√
2
πx tanβ
eıΨ. (5.5.5)
If we substitute equations (5.5.5), (5.5.3) into (5.5.2), then we obtain,
T (s, s′; k) =
1
2π
∞∑
n=−∞
∫ π
2
0
dβz sin β
[
πz
√
1− cos2 β
(
2
πx tan β
)
eıΨ cosΨ− 1
]
eıx[(s−s
′)+2πn]
(5.5.6)
where x = zsec β .
Using cosΨ =
(
eıΨ+e−ıΨ
2
)
, equation (5.5.6) an be redued to,
T (s, s′; k) =
e−ı
π
2
2π
∞∑
n=−∞
∫ π
2
0
z sin βeızf(β)dβ, (5.5.7)
where
f(β) = cos β[2(tan β − β) + (s− s′) + 2πn].
This osillatory integral an be done by the stationary phase approximation
(SPA). The stationary phase ondition is
f ′(β) = [2β − (s− s′)− 2πn] sin β = 0.
The solution of this equation is,
β0 =
[
(s− s′) + 2πn
2
]
.
We an set n = 0 whih orresponds to taking the rst term in the Poisson
summation formula, beause for other values of n, the obtained stationary points
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lie outside the range 0 < β < π2 . Therefore the only stationary point whih lies
within the given range is,
β0 =
(s− s′)
2
.
To omplete the SPA, we need to ompute,
f ′′(β) = 2 sinβ − 2β cos β − (s− s′) cos β,
whih implies,
f ′′(β0) = 2 sin
∣∣∣∣s− s′2
∣∣∣∣ .
Thus, evaluating the integral (5.5.7) at the stationary points β0 leads to,
T (s, s′; k) =
e−ı
π
2
√
2ıπ
2π
sin
∣∣∣∣s− s′2
∣∣∣∣
√
z
2
∣∣sin ∣∣ s−s′2 ∣∣∣∣e
2ız sin
˛˛
˛ s−s′2
˛˛
˛− ıπν2 , (5.5.8)
where the phase ν = 0 beause f ′′(β0) > 0.
For a unit dis (a = 1), we have z = k, and the length of any hord onneting
the two boundary points s and s′ is given as,
ρ(s, s′) = 2 sin
∣∣∣∣s− s′2
∣∣∣∣ ,
as depited in gure 5.11. Also, the angle between the hord onneting s′ to s
Figure 5.11: Sketh of the unit dis.
and the normal at the boundary point s′, is equal to the orresponding angle at
s, that is
cos θ(s, s′) = cos θ(s′, s).
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Also, for a irle we have,
cos θ(s, s′) = sin
∣∣∣∣s− s′2
∣∣∣∣ .
Thus one obtains the semilassial Bogomolny transfer operator for a unit dis
as,
T (s, s′; k) =
1√
2πı
√
k
ρ(s, s′)
√
cos θ(s, s′) cos θ(s′, s)eıkρ(s,s
′). (5.5.9)
This is onsistent with known results [10℄.
5.6 The reetion operator
In 5.3.3, we derived the shift operator whih does not know anything about the
presribed boundary onditions. Thus, we need to devise another operator whih
arries the information about the boundary onditions. Suh an operator is alled
the reetion operator, beause it tells us how an inoming wave is reeted one
it hits the boundary.
In this setion we onsider a dis with boundary onditions hanging
disontinuously aross the boundary. That is, we set Dirihlet boundary ondi-
tions along one part of the boundary and we set Neumann boundary onditions
along the rest, as depited in gure 5.12. These onditions an be formulated as,
ψ(s) = 0, s ∈ Γ
D
,
µ(s) =
∂ψ(s)
∂ns
= 0, s ∈ Γ
N
,

 , Mixed BCs (5.6.1)
where Γ
D
and Γ
N
refer to the Dirihlet and Neumann parts, respetively. The
goal of this setion is to present the derivation of the reetion operator exatly
and semilassially, and then show a omparison between them. For onveniene
we proeed to a derivation in momentum spae.
5.6.1 The exat reetion operator
We now show how to obtain the exat reetion operator. We start out by
formulating the mixed boundary onditions desribed by equation (5.6.1) in terms
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Figure 5.12: Sketh of the unit dis with mixed boundary onditions.
of the harateristi funtion χ as,
χ
D
ψ(s) = 0, s ∈ Γ
D
, (5.6.2)
and,
χ
N
µ(s) = 0, s ∈ Γ
N
. (5.6.3)
The harateristi funtion χ
N
is dened by,
χ
D
(s) =


1, if s ∈ Γ
D
,
0, otherwise,
(5.6.4)
and similarly for χ
N
(s). Now one needs to insert equations (5.3.30) and (5.3.31)
into the boundary onditions (5.6.2) and (5.6.3), respetively,
χ
D
ψ = χ
D
1√
pˆn
(ψ− + ψ+) = 0, (5.6.5)
and,
1
ık
χ
N
µ = χ
N
√
pˆn(ψ− − ψ+) = 0. (5.6.6)
Note that the harateristi funtion does not in general ommute with the op-
erators
√
pˆn and
1√
pˆn
. We multiply equation (5.6.5) by pˆn, then subtrat the
resulting equation from equation (5.6.6), one has
pˆnχD
1√
pˆn
(ψ− + ψ+)− χN
√
pˆn(ψ− − ψ+) = 0. (5.6.7)
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Multiplying equation (5.6.7) by
1√
pˆn
, and rearranging leads to,
(√
pˆnχD
1√
pˆn
+
1√
pˆn
χ
N
√
pˆn
)
ψ+ =
(
1√
pˆn
χ
N
√
pˆn −
√
pˆnχD
1√
pˆn
)
ψ−.
(5.6.8)
Therefore, the exat reetion operator Sˆ
ex
in momentum spae is obtained as,
Sˆ
ex
=
(√
pˆnχD
1√
pˆn
+
1√
pˆn
χ
N
√
pˆn
)−1( 1√
pˆn
χ
N
√
pˆn −
√
pˆnχD
1√
pˆn
)
. (5.6.9)
Equation (5.6.8) an be written as,
ψ+ = Sˆexψ−. (5.6.10)
In Appendix E, we show that the following ommutators,[
χ
(D,N)
,
1√
pˆn
]
= χ
(D,N)
1√
pˆn
− 1√
pˆn
χ
(D,N)
, (5.6.11)
and
[χ
(D,N)
,
√
pˆn] = χ(D,N)
√
pˆn −
√
pˆnχ(D,N), (5.6.12)
both have loalised eets at the disontinuity of the boundary ondition. The
funtion χ
(D,N)
refers to the harateristi funtions alulated either along Dirih-
let or Neumann parts. However, semilassially we an approximate the reetion
operator by negleting the ontribution from the ommutators as shown next.
5.6.2 The semilassial reetion operator
We now present the semilassial reetion operator. From the exat reetion
operator derived in the previous setion, we an obtain the semilassial reetion
operator by assuming that the harateristi funtions χ
(D,N)
ommute with the
operators
√
pˆn and
1√
pˆn
in equation (5.6.9), then one has,
Sˆ
sem
= (χ
D
+ χ
N
)−1 (χ
N
− χ
D
) (5.6.13)
where,
χ
D
+ χ
N
= Iˆ ,
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and
χ
N
− χ
D
= Sˆ
sem
.
This shows that by negleting the ontribution from the ommutators (5.6.11),
the exat reetion operator Sˆ
ex
is redued to the semilassial reetion operator
Sˆ
sem
.
Now we proeed to the derivation of the semilassial reetion operator
by writing the mixed boundary onditions (5.6.1) in terms of the harateristi
funtion χ as,
S
sem
ψ+(s) = [χN(s)− χD(s)]ψ−(s). (5.6.14)
we prefer to obtain this equation in momentum spae by taking its Fourier trans-
form of equation (5.6.14), one has
S
sem
ψ˜+ = (χ˜N − χ˜D)m ∗ ψ˜−
=
∑
m′
(χ˜
N
− χ˜
D
)m−m′ (ψ˜−)m′ ,
where we have applied the onvolution theorem given as
f˜ ∗ g˜ =
∑
m′
f(m−m′)gm′ .
The Fourier transform of χ
D
(s) is,
F(χ
D
(s)) = (χ˜
D
)m =
1
L
∫ L
0
e
−2πıms
L χ
D
(s)ds
=
d
L
e
−2πım
L
sin
(
dm
L
)
,
where d is the length of the Dirihlet part, and L is the length of the whole
boundary; (for a unit dis L = 2π). The funtion sin is alled the sin ardinal
funtion and is dened by,
sin
(
dm
L
)
=
L
dmπ
sin
(
dmπ
L
)
.
In a similar manner, we obtain the Fourier transform of χ
N
(s) as
(χ˜
N
)m =
b
L
e
ımπ( b
L
−2)
L
sin
(
bm
L
)
, (5.6.15)
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where b = 2π − d is the length of the Neumann part.
Thus the semilassial reetion operator in momentum spae is obtained as,
(S
sem
)mm′ = (χ˜N − χ˜D)m−m′ . (5.6.16)
It should be noted that the reetion operator in momentum spae
given by (5.6.16) forms a full matrix, whereas in position spae given by equa-
tion (5.6.14) it forms a diagonal matrix with diagonal elements −1 and 1 along
the Dirihlet and the Neumann parts, respetively. The reetion operator re-
tains the behaviour of the sin(x) funtion, that is, S
sem
is diagonally dominant
whereas the o-diagonal elements beomes small as they go away from the diag-
onal.
5.6.3 Comparison between the exat and the semilassial re-
etion operator
In this setion, we demonstrate a brief omparison between the exat reetion
operator Sˆ
ex
and the semilassial reetion operator Sˆ
sem
for a unit dis.
Figure 5.13 shows a ontour plot of the modulus of the diagonal elements of the
exat and the semilassial reetion matrix. The x and y axes of the ontour
plot represent the indies (i, j) of the matrix. This omparison is arried out
for the wavenumber value k = 15.1, and Fourier basis size from m = −30 to
m = 30, where m is the index of Fourier basis. We set the length of Dirihlet
and Neumann parts equal to π. Figure 5.13 shows that the reetion operator
forms a diagonally dominant matrix, and the dierene between the elements of
S
ex
and S
sem
is pronouned at the diagonal elements with indies equal to i = 15
and i = 45.
For a lose look at the dierene whih appears at these diagonal ele-
ments, we ompute the perentage relative error between the diagonal elements
of S
ex
and S
sem
for the same parameters mentioned above as
| Error | % =
∣∣∣∣(Sex)mm − (Ssem)mm(S
ex
)mm
∣∣∣∣× 100.
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Figure 5.14 shows the perentage relative error between the exat and semilas-
sial results. It shows that the error is pronouned around the Fourier indies
m = −15,m = 15. Here beause we used positive indies for the diagonal ele-
ments for the reetion matrix from i = 1 and i = 2N +1, where N is the size of
Fourier basis, this is equivalent to i = −N and i = N . That is the matrix indies
i = 15 and i = 45 orrespond to the Fourier basis indies m = −15,m = 15.
The spike at the diagonal elements of the exat reetion operator with indies
i = 15 and i = 45 is attributed to a mathematial issue in the denition of the
operator involved in the formulation of the exat reetion operator. This issue
is related to the singularity of the operator
1√
pˆn
at |m| = k in momentum spae.
The semilassial reetion operator does not have suh operator, so its diagonal
elements do not show any spike.
After obtaining the shift and reetion operators exatly and the semi-
lassially, we ombine both operators to onstrut the exat and the semilassial
transfer operator for the unit dis as shown next.
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Figure 5.13: The modulus of the elements of the exat and the semilassial
reetion matrix. The x and y axes of the ontour plot repre-
sents the indies i and j of the matrix.
5.7 The transfer operator
To summarise the previous setions, for a dis with mixed boundary onditions
we have derived the exat shift operator (5.3.34) and the exat reetion operator
(5.6.9), both omputed in momentum spae. In this setion, we onstrut the
exat and the semilassial transfer operator. To form the exat transfer operator
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Figure 5.14: The perentage relative error between the modulus of the diag-
onal elements of the exat and semilassial reetion matrix.
one needs to plug equation (5.6.10) into equation (5.3.33). One has,
ψ− = RˆSˆexψ−, (5.7.1)
(Iˆ − Tˆ
ex
)ψ− = 0 (5.7.2)
where Tˆ
ex
is the exat transfer operator.
Regarding the semilassial transfer operator, we onstrut two versions. The
rst denoted as Tˆ (1)
sem
is onstrued by ombining the exat shift operator Rˆ and
the semilassial reetion operator as
ψ− = RˆSˆsemψ− = Tˆ (1)
sem
ψ−. (5.7.3)
The seond version Tˆ (2)
sem
is onstrued by ombining the semilassial shift operator
Rˆ0 and the semilassial transfer operator,
ψ− = Rˆ0Sˆsemψ− = Tˆ (2)
sem
ψ−. (5.7.4)
We need to investigate the auray of the exat transfer operator Tˆ
ex
against
Tˆ (1)
sem
and Tˆ (2)
ex
. Figure 5.15 shows the spetral determinant of the transfer oper-
ator method obtained exatly or semilassially. It shows that the semilassial
transfer operator Tˆ (1)
ex
gives reasonably good results ompared to Tˆ
ex
. However,
by using Tˆ (2)
ex
, the minima of the spetral determinant exhibit a shift from those
of Tˆ
ex
as shown in gure 5.15.
Ideally, we want to ompare the results with BEM, next we present the BEM
formulation for the dis.
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Figure 5.15: Semi-Log plot of the modulus of the spetral determinant
| det(I − T ) | alulated by the exat transfer operator and two
versions of the semilassial transfer operator Tˆ (1)
sem
and Tˆ (2)
sem
.
5.8 BEM formulation for a dis with mixed boundary
onditions
The objet of this setion is to present the BEM formulation for a dis with mixed
boundary onditions desribed by equation (5.6.1). Similar to the derivation of
the BIEs in 3.5.3, we obtain the following BIEs for a dis. That is,∫
Γ
D
[
G0(q, r)µD(q, r
′)− ∂G0(q, r)
∂nq
ψ
N
(q, r′)
]
dq+∫
Γ
N
[
G0(q, r)µD(q, r
′)− ∂G0(q, r)
∂nq
ψ
N
(q, r′)
]
dq = −G0(r, r′) +G(r, r′).
(5.8.1)
where r and r
′
are respetively the interior and soure points, and Γ
D
and Γ
N
refer to the Dirihlet and Neumann parts, respetively. The boundary funtions
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ψ and µ are the Green funtion and its normal derivative along the Dirihlet and
Neumann parts, respetively. Applying the mixed boundary onditions desribed
by equation (5.8.1) leads to,∫
Γ
D
G0(q, r)µD(q, r
′)dq −
∫
Γ
N
∂G0(q, r)
∂nq
ψ
N
(q, r′)dq = −G0(r, r′) +G(r, r′).
(5.8.2)
We now need to take the interior point r to the boundary, therefore, we onsider
two ases.
Firstly, letting r → β ∈ Γ
D
in equation (5.8.2), leads to the following BIE,∫
Γ
D
G0(q, β)µD(q, r
′)dq −
∫
Γ
N
∂G0(q, β)
∂nq
ψ
N
(q, r′)dq = −G0(β, r′), (5.8.3)
Seondly, letting r → β ∈ Γ
N
in equation (5.8.2), leads to∫
ΓD
G0(q, β)µD(q, r
′)dq −
∫
Γ
N
[
∂G0(q, β)
∂nq
− δ(q − β)
2
]
ψ
N
(q, r′)dq = −G0(β, r′),
(5.8.4)
where the delta funtion δ(q − β) omes from applying the jump relation (3.8.1)
for lim
r→β
∂G0(q,r)
∂nq
.
Thus from the BIEs (5.8.3) and (5.8.4), we an onstrut the following system of
equations,
G0(q, β; k) −
∂G0(q,β;k)
∂nq
G0(q, β; k) −
[
∂G0(q,β;k)
∂nq
− δ(q−β)2
]



µD
ψ
N

 =

−G0(β, r′; k), β ∈ ΓD
−G0(β, r′; k), β ∈ ΓN

 .
(5.8.5)
This system an be written as,
K
BEM
Φ = b
where K
BEM
is the BEM kernel, Φ = {µ
D
, ψ
N
} is the solution vetor, and b is the
soure vetor.
The kernels G0(q, β; k) and
∂G0(q,β;k)
∂nq
are obtained for a dis as,
G0(q, β; k) =
ık
4
H
(1)
0 (kρ(q, β))
=
ık
4
H
(1)
0
(
2k sin
∣∣∣∣q − β2
∣∣∣∣
)
, (5.8.6)
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and,
∂G0(q, β; k)
∂nq
=
−ık
4
cos θ(q, β)H
(1)
1 (kρ(q, β))
=
−ık
4
sin
∣∣∣∣q − β2
∣∣∣∣H(1)1
(
2k sin
∣∣∣∣q − β2
∣∣∣∣
)
, (5.8.7)
where ρ(q, β) and cos θ(q, β) are alulated as depited in gure 5.11.
After taking are of the weak singularity for the kernel in the rst blok of K
BEM
matrix, the system (5.8.5) an be solved for the boundary funtions µ and ψ
along the Dirihlet and Neumann parts, respetively.
In 5.10, we will ompare the spetral determinant obtained from the BEM
against the transfer operator method. Before doing this, we examine the onne-
tion between the two methods next .
5.9 Connetion between the BEM and the transfer op-
erator methods
Prior to arrying out the omparison between the BEM and the transfer operator
method, it is interesting to investigate the basis hange from the BEM to the
transfer operator formulation. A possible way to do so is to insert the Green
operator formulations into the matrix K
BEM
. Sine the Green operators given by
equations (5.3.15), (5.3.25) learly separate the regular and singular parts, we
need to rewrite the BIE (5.8.4) as,∫
Γ
D
G0(q, β)µD(q, r
′)dq −
∫
Γ
N
[
∂G0(q, β)
∂nq
+
δ(q − β)
2
]
ψN(q, r′)dq =
ψ
N
(β, r′)−G0(β, r′), β ∈ ΓN,
(5.9.1)
where we separate the term oming from the jump onditions. Now the term
between the square brakets in equation (5.9.1) an be replaed by,
∫
Γ
N
[
∂G0(q, β)
∂nq
+
δ(q − β)
2
]
ψ
N
(q, r′)dq → −1
2
1√
pˆn
(
Iˆ + Rˆ1
)√
pˆnψN. (5.9.2)
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The rst integrand in the BIE (5.9.1) is not singular beause q ∈ Γ
D
, and β ∈ Γ
N
,
so we do not onsider the singular part of Gˆ0, that is
lim
r→β
∫
Γ
D
G0(q, r)µD(q, r
′)dq → ı
2k
1√
pˆn
Rˆ0
1√
pˆn
µ
D
. (5.9.3)
Now let us analyse the BIE (5.8.3) in terms of the singularity. The rst integrand
in the BIE (5.8.3) has a weak singularity at q = β ∈ Γ
D
, thus we need to onsider
the singular part of Gˆ0, that is
lim
r→β
∫
Γ
D
G0(q, r)µD(q, r
′)dq → ı
2k
1√
pˆn
(Iˆ + Rˆ0)
1√
pˆn
µ
D
. (5.9.4)
The seond integrand in the BIE (5.8.3) is not singular beause q ∈ Γ
D
, and
β ∈ Γ
N
, so we do not onsider the singular part of Gˆ1, that is
lim
r→β
∫
Γ
N
∂G0(q, r)
∂nq
µ
D
(q, r′)dq → 1
2
1√
pˆn
Rˆ1
√
pˆnµD. (5.9.5)
Therefore, using the relations (5.9.2), (5.9.3), (5.9.4) and (5.9.5), the BEM matrix
K
BEM
given by equation (5.8.5) an be transformed to the new basis as,
K
BEM
=

 ı2k 1√pˆn (Iˆ + Rˆ0) 1√pˆn 12 1√pˆn Rˆ1
√
pˆn
ı
2k
1√
pˆn
Rˆ0
1√
pˆn
1
2
1√
pˆn
(
Iˆ + Rˆ1
)√
pˆn − Iˆ

 . (5.9.6)
where we only onsider the singular parts of the operators Gˆ0 and Gˆ1 on the
diagonal bloks.
By doing some manipulations, the matrix (5.9.6) an be rearranged as,
K
BEM
=
(
1
2
)( ı
2k
) 1√pˆn 0
0 − 1√
pˆn



(Iˆ + Rˆ0) Rˆ1
−Rˆ0 (Iˆ − Rˆ1)



 1√pˆn 0
0
√
pˆn


We now an ompute the spetral determinant of K
BEM
by doing the diretization
of the boundary. Thus, one obtains,
det(K
BEM
) =
(
1
2
)N ( ı
2k
)N
det

 1√pˆn 0
0 − 1√
pˆn


× det



Iˆ 0
0 Iˆ

−

−Rˆ0 −Rˆ1
Rˆ0 Rˆ1



 det

 1√pˆn 0
0
√
pˆn

 ,
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where N is the number of boundary points, the power of N omes from doing
the disretization. The minus sign in front of the bloks on the rst row of the
matrix of Rˆ is attributed to DBCs, whereas the plus sign in front of the bloks on
the seond row orresponds to NBCs. This means that the presribed boundary
ondition are inorporated, we an form the transfer operator from suh matrix
as,
det(K
BEM
) =
(
1
2
)N ( ı
2k
)N
det
(−1
pˆn
)
det

(Iˆ + TˆDD) TˆDN
−Tˆ
ND
(Iˆ − Tˆ
NN
)

 .
where Tˆ
DD
= −Rˆ0, TˆDN = −Rˆ1, TˆNN = Rˆ1 and TˆND = Rˆ0, where the subsripts
D and N refers to the Dirihlet and Newmann boundary onditions, respetively.
Therefore, we obtain a relation between the seular equation obtained from the
BEM and the transfer operator as,
det(K
BEM
) = f(k,N)det(I − T ) (5.9.7)
where f(k,N) is a funtion of number of boundary points and the wavenumber
k, the operator
√
pˆn depends on suh quantities as well.
Equation (5.9.7) shows that the sale of the BEM determinant should
be dierent from the sale of the determinant obtained by the transfer opera-
tor method. Also det(K
BEM
) should inrease by inreasing the number of the
boundary points. However, this hange of basis should not aet the spetrum
as shown next.
5.10 Comparison of the spetral determinant of the
transfer operator and the BEM
In this setion we arry out a omparison of the spetral determinant obtained
from the exat transfer operator and the BEM methods.
The lower plot of gure 5.16 shows the spetral determinant of the BEM, whereas
the upper plot in gure 5.16 shows the spetral determinant of the exat transfer
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Figure 5.16: Semi-Log plot of the modulus of the determinants | det(I −T ) |
alulated by the exat and semilassial transfer operator and
the BEM det(K
BEM
).
operator methods. The exat transfer operator shows sharp minima same as the
BEM at similar positions, however the minima of the spetral determinant om-
puted using the exat transfer operator is worse than the orresponding minima
of the BEM around k = 15.3 as shown in gure 5.16. This behaviour of the
transfer operator an be attributed to the fat that the transfer operator is not
fully onvergent due to the singularity of the operator
1√
pˆn
in momentum spae.
Another thing to observe is that the spetral determinant of the BEM
and the transfer operator have dierent sale. This is attributed to the dierent
basis of eah methods as it has been addressed by equation (5.9.7) in the previous
setion.
So far we have formulated the transfer operator for an eigenvalue problem ob-
Chapter 5: Transfer operator for a dis with disontinuous boundary
onditions 131
taining the spetral determinant. Next we will onsider the formulation for the
transfer operator where the physial solution is the Green funtion.
5.11 Transfer operator formulation for the Green fun-
tion
In 5.3 we have formulated the transfer operator for an eigenvalue problem where
the physial solution is the eigenfuntion. To be able to reover the Green fun-
tion we need to onsider the soure term Gfree in the BIE (3.5.6) given as,
ψ −Gfree = Gˆ0µ− Gˆ1ψ. (5.11.1)
The free-spae Green funtion Gfree forms a vetor for xed soure point and the
other argument being a boundary point, whereas the Green operator Gˆ0 obtained
by equation (5.3.15) forms a matrix where both of its arguments are boundary
points. By inluding the soure in equation (5.11.1), ψ will be the Green funtion
of the system on the boundary.
Therefore in this setion we onsider the formulation of the transfer operator
where the physial solution is the Green funtion or its normal derivative de-
pending on the type of the boundary onditions. To do so, we inorporate the
Green operators Gˆ0 and Gˆ1 obtained by equations (5.3.15), (5.3.25) into the BIE
(5.11.1) along with the deomposition relations (5.3.30) and (5.3.31) as,
1√
pˆn
(ψ− + ψ+)−Gfree = ı
2k
1√
pˆn
(Iˆ + Rˆ0)
1√
pˆn
· ık
√
pˆn(ψ− − ψ+)
+
1
2
1√
pˆn
(Iˆ + Rˆ1)
√
pˆn
1√
pˆn
(ψ− + ψ+).
(5.11.2)
Doing some manipulation, then multiplying equation (5.11.2) from the left by
the operator
√
pˆn, one has[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]
ψ− = (Rˆ0 + Rˆ1)ψ+ + 2
√
pˆnG
free. (5.11.3)
We now need to multiply equation (5.11.3) from the left by the following operator[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1
.
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One arrives at the following equation,
ψ− =
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1
(Rˆ0 + Rˆ1)ψ+
+ 2
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1√
pˆnG
free
= Rˆψ+ + 2
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1√
pˆnG
free, (5.11.4)
where Rˆ is the exat shift operator is obtained as
Rˆ =
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1
(Rˆ0 + Rˆ1) (5.11.5)
Now, we ombine the shift and the reetion operator to form the transfer oper-
ator by inserting equation (5.6.10) into equation (5.11.4). One has
ψ− = RˆSˆψ− + 2
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1√
pˆnG
free. (5.11.6)
This equation an be written as,
(Iˆ − Tˆ )ψ− = 2
[
(Iˆ + Rˆ0) + (Iˆ − Rˆ1)
]−1√
pˆnG
free, (5.11.7)
where Tˆ is the transfer operator.
The free-spae Green funtion Gfree is given in momentum spae as,
(G˜)freem =
ı
4
H
(1)
m (kr)Jm(kr
′)eımφ
′
. (5.11.8)
where (r′, φ′) are the polar oordinates of the soure point r′, and r is the radius
of the dis.
To arry out a omparison between the exat and the semilassial
transfer operator, we ompute the sattering amplitudes ψ− and ψ+ by using
both approahes. To do so, one needs to solve equation (5.11.7) for ψ−, then
plug ψ− into the following equation to obtain ψ+ as,
ψ+ = Sˆψ−,
where Sˆ is the reetion operator either alulated exatly or semilassially.
Next we present a disussion of the obtained results.
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5.12 Results and disussion
In this setion, we show a omparison between the results obtained from the
exat and the semilassial transfer operator. The exat transfer operator Tˆ
ex
is
obtained using the exat reetion operator given by (5.6.9) and the exat shift
operator Rˆ, whereas the semilassial transfer operator Tˆ
sem
is obtained using the
semilassial reetion operator given by equation (5.6.16) and the semilassial
shift operator Rˆ0.
We arry out the omparison for the sattering amplitudes ψ− and ψ+
obtained either by using the exat or the semilassial transfer operator. Using
the fat that for real values of the wavenumber, the boundary funtions ψ and µ
are real funtions as has been established in 3.6. So, the auray of the sat-
tering amplitudes an be heked using the deomposition relations (5.3.30) and
(5.3.31) whih relate the sattering amplitudes to the boundary funtions. Also,
to hek the behaviour of the exat and the semilassial sattering amplitudes
at the disontinuity of the boundary onditions. We extrat the ontribution
oming from the ommutators (5.6.11) by onsidering the quantities (ψ+ + ψ−)
and (ψ+ − ψ−) along the Dirihlet and Neumann parts, respetively, using the
exat and the semilassial transfer operator.
For all the alulations in this setion, we set the length of the Dirih-
let and Neumann parts both equal to π as depited in gure 5.12. Thus, in our
disussion below we will refer to the points (s = 0, π) as the disontinuity points.
The soure point is loated at the symmetry line y = 0, r′ = (0,−0.5). Arbitrar-
ily, we hose the value of the wavenumber to be k = 50.1. For the omputations
of the disrete Fourier transform, we trunate the series to a nite sum, that is,
the Fourier basis runs from m = −N to m = N , where we set N = 380.
At rst let us disuss the sale of the real and imaginary parts of the
sattering amplitudes ψ− and ψ+ shown respetively in gures 5.17 and 5.18.
These sattering amplitudes are obtained by both the exat and the semilassial
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transfer operator. In essene, the fat that the boundary funtions ψ and µ are
real funtions should be built into the sattering amplitudes ψ− and ψ+ through
the deomposition relations (5.3.30) and (5.3.31). It is understood from the
deomposition relation (5.3.30) for ψ that ψ− and ψ+ should be dominantly real
along the Neumann part as shown in gure 5.17. Sine we have the omplex
number ı in front of the RHS of equation (5.3.31), thus ψ− and ψ+ should be
dominantly imaginary along the Dirihlet part as shown in gure 5.18.
Another thing to hek is the boundary onditions desribed by equa-
tion (5.6.1). As we have already mentioned in the previous paragraph, the real
parts of the sattering amplitudes ℜ(ψ−) and ℜ(ψ+) is the measure of the error
along the Dirihlet part, whereas their imaginary part ℑ(ψ−) and ℑ(ψ+) is the
measure of the error along the Neumann part. We observe that by using the
exat transfer operator ℜ(ψ−) and ℜ(ψ+) along Dirihlet part for s ∈ (0, π] are
smaller than those of the semilassial transfer operator as shown in gure 5.17.
By using the exat transfer operator ℑ(ψ−) and ℑ(ψ+) along Neumann part for
s ∈ (π, 2π] are smaller than those of the semilassial transfer operator as shown
in gure 5.18. These results veries that the exat transfer operator gives more
aurate results than the semilassial transfer operator.
Another feature to observe is that by looking at gure 5.18, one an
see that the real and imaginary part of ψ− is always smooth along the whole
boundary inluding the disontinuity points either by using the exat or the
semilassial transfer operator. However this is not the ase with ψ+. By using
the exat transfer operator, ψ+ has spike at the disontinuity points as shown
in the lower plot of gure 5.18, whereas it looks quite smooth when using the
semilassial transfer operator. This gives an indiation that the exat transfer
operator inorporates diration eets oming from the disontinuity of bound-
ary onditions, whereas the semilassial one neglets them.
The reason for the dierent behaviours of ψ+ and ψ− is that the out-
going wave ψ+ inorporates any eets oming from the boundary suh as the
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Figure 5.17: The blue and the red line respetively represent the real part
of ψ+ and ψ− alulated from the semilassial and the exat
transfer operator.
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Figure 5.18: The solid and the dashed line respetively represent the imag-
inary part of ψ+ and ψ− alulated from the semilassial and
the exat transfer operator.
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disontinuity of the boundary onditions. The sharpness of ψ+ at the disonti-
nuity points is attributed to the resulting diration eets at the disontinuity
points. Physially, one an initial inoming wave hits the boundary at the dison-
tinuity points, the emerging dirative wave appears as a point like distributional
soure in ψ+.
In Appendix E, we show that the ommutators have loalised diration
eets at the disontinuity points and an osillatory ontribution around suh
points. To ompare the semilassial transfer operator against the exat in terms
of inorporating boundary eets. We extrat the ommutators ontribution to
ψ+ by onsidering the following quantities
[ψ+(s) + ψ−(s)], s ∈ ΓD (5.12.1)
and
[ψ+(s)− ψ−(s)], s ∈ ΓN, (5.12.2)
where Γ
D
and Γ
N
refer to the Dirihlet and Neumann parts, respetively. Us-
ing the exat and the semilassial transfer operator. Figure 5.19 shows the
imaginary part of these quantities (5.12.1) and (5.12.2), it an be seen at the dis-
ontinuity points, the ommutators have loalised ontribution whih looks like
sin funtion as zoomed in the little window in gure 5.19 whih is the Fourier
transform of a delta funtion in a nite basis. This ould give an indiation of the
existene of distributional terms in diration eets. Suh eets deay away
from the disontinuity points. We argue that trunating the Fourier basis to a
nite size is responsible for the ringing behaviour at the disontinuity points.
However the semilassial approximation does not show this behaviour, beause
it neglets the ommutator ontributions.
To onlude, it was shown that the exat transfer operator gives more
aurate results than the semilassial in terms of inorporating the boundary
onditions and diration eets at the disontinuity of boundary onditions.
After we hek the auray of the sattering amplitudes ψ+ and ψ−, and verify
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our expetation of their behaviour, we will use them to reover the boundary
funtion ψ and µ as shown next.
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Figure 5.19: The imaginary part of the quantities (ψ+ +ψ−) and (ψ+−ψ−)
along the Dirihlet-part (0, π] or Neumann-part (π, 2π], respe-
tively.
5.13 Reovering the Green funtion from the transfer
operator
In this setion we reover the Green funtion ψ or its normal derivative µ along
the Neumann or Dirihlet part, respetively, from the transfer operator method.
To obtain these boundary funtions, one needs to plug the sattering amplitudes
ψ− and ψ+ in the deomposition relations (5.3.30) and (5.3.31), respetively.
The sattering amplitudes ψ+, and ψ− are obtained in momentum spae, and so
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are the boundary funtions ψ and µ. We then need to take their inverse Fourier
transform to get them in position spae by using equation (5.3.11). We ompute
the boundary funtion µ using the exat and the semilassial transfer operator,
then we ompare the attainable auray of eah operator. Figure 5.20 shows
that the boundary funtions µ has spike at the disontinuity points whereas ψ
looks smooth at the disontinuity points as shown in gure 5.22. This indiates
the fat that the exat transfer operator aptures the diration eets, whereas
the semilassial one neglets them.
Sine for real values of k, the boundary funtions ψ and µ should be
real, so the imaginary part is the measure of the error of the boundary funtions
ψ and µ as has been addressed in 3.6. Aording to this measure of error
gures 5.21 and 5.23 show that the exat transfer operator gives more aurate
results than the semilassial transfer operator. The symmetry in the plots of
the boundary funtions µ at π2 , and ψ at
3π
2 is due to the fat that the soure
point is loated at the symmetry line y = 0, r′ = (0,−0.5).
For a rigorous hek of our results, we will ompare our results with the BEM as
shown next.
5.14 Comparison between the exat transfer operator
and the BEM
In this setion, we arry out a omparison between the exat transfer operator and
the BEM in terms of the auray of the Green funtion or its normal derivative
µ along the Neumann and Dirihlet parts, respetively. The results shown here
are for the value of the wavenumber k = 50.1, and the length of Dirihlet and
Neumann part both equal to π. Thus, in our disussion below we will refer to
the points (s = 0, π) as the disontinuity points. For the BEM omputations
we used 761 boundary elements and for the transfer operator the size of Fourier
basis from m = −380 to m = 380, where m is the index of Fourier basis. That
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Figure 5.20: ℜ(µ) reovered from ψ+, and ψ− using the exat and semilas-
sial transfer operator.
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Figure 5.21: ℑ(µ) reovered from ψ+, and ψ− using the exat and semilas-
sial transfer operator.
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Figure 5.22: ℜ(ψ) reovered from ψ+, and ψ− using the exat and semilas-
sial transfer operator.
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Figure 5.23: ℑ(ψ) reovered from ψ+, and ψ− using the exat and semilas-
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al transfer operator.
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is, we have used the same matrix size for both methods.
Sine the sale of the Green funtion along the Newmann part is rela-
tively smaller than the sale of its normal derivative µ along the Dirihlet part,
we plot eah quantity separately. Figure 5.24 shows the real part of µ along
Dirihlet part omputed by the BEM and the exat transfer operator using the
same matrix size. We observe that both approahes behave exatly the same at
the disontinuity points (s = 0, π). However, overall there is a small deviation
between the two results. This is due to the use of nite basis, and the dierent
basis representations of eah method as has been disussed in 5.9.
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Figure 5.24: ℜ(µ) omputed from the BEM and the exat transfer operator.
To ompare the attainable auray of both methods, we look at the
imaginary part of the boundary funtions whih is the measure of the error as has
been established in 3.6. Figure 5.25 shows that both methods have omparable
measure of error.
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Figure 5.25: ℑ(µ) omputed from the BEM and the exat transfer operator.
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Figure 5.26: ℜ(ψ) omputed from the BEM and the exat transfer operator.
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5.15 Conlusions
In this hapter we have introdued a new formulation of the exat transfer oper-
ator where the physial solution is the eigenfuntions or the Green funtion. We
point out any possible semilassial approximations an be made at eah step
of the derivation. We demonstrated this tehnique for a avity of irular ge-
ometry with boundary onditions hanging disontinuously aross the boundary.
We found that the obtained transfer operator inorporates diration eets at
the disontinuity of the boundary onditions. From the exat approah we show
how the semilassial transfer operator an be obtained, then we demonstrate a
omparison between the exat and the semilassial results. For a rigorous hek,
we arry out a omparison with the BEM showing good agreement between both
approahes.
Chapter 6
Transfer operator for oupled
avities
6.1 Introdution
Based on the ideas that have been developed in the previous hapter for the
transfer operator of a single avity of irular shape with disontinuous boundary
onditions, we derive an analogous approah for oupled avities of dierent
material properties. The dis problem has similar features to the oupled-avity
onguration in the sense that the disontinuity in the material properties at
nite interfaes leads to disontinuities in the boundary onditions. We set up
the oupled avities as two oupled polygons with an interfae of nite length
along the ommon segment between both polygons. Hene the end points of the
interfae will be orners. The behaviour of the solution at the disontinuity in
the boundary onditions of a dis is analogous to the behaviour of the solution
at the end points for the interfaes between the oupled avities. Both types
of disontinuities appear in a distane smaller than the wavelength, thus they
develop diration eets. As in Chapter 5, the transfer operator is derived by
ombining two operators, the rst one is obtained from the relevant BIEs and is
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alled the shift operator. The seond operator is obtained from the presribed
boundary onditions and is alled the sattering operator.
The derivation of the shift operator involves two levels of approxima-
tions, the rst one is that the derivation of the singular part of the Green operator
Gˆ0 presented in 5.3 is built on the assumption that the boundary is loally at,
thus it does not aount for the orners of irregular geometries. The seond level
of approximation is using the asymptoti expansion of the boundary kernels.
For the oupled avities following the same steps of deriving the sat-
tering operator as in 5.6.1 leads to a ompliated expression for the reetion
and transmission oeients. Thus to failitate the derivation, we proeed semi-
lassially by negleting the ontributions from the ommutators (5.6.11).
Having obtained both the shift and the sattering operators semilassially, we
ombine them to form the semilassial transfer operator.
Our formulation of the transfer operator is done in suh a way that it
an in priniple be made exat, and it is lear where the semilassial approxi-
mations are made at eah stage of the derivation. This makes our approah is
dierent from the approah onsidered by Blümel et al. [117℄, and Prange et
al. [118℄. They present the semilassial transfer operator for the Shrödinger
equation in two dimensions with disontinuous step potential. They onsider a
half-plane interfae separating two media of dierent material properties. That
is, they ignore the ontribution oming from the boundary and onsider only
an innite interfae at x = 0. Sine they onsider the problem in free spae
(disregarding the boundary of the domain), they approximate the Green fun-
tion of the system by the free-spae Green funtion on innite interfae. Then
they take its Fourier transform in the y-diretion and do the resulting integral
by the stationary phase approximations yielding the reetion and transmission
oeients. Our approah is more suitable to aommodate omplex built-up
struture with multiple interfaes.
To approah the treatment of the oupled avities, rst we present a one-dimensional
Chapter 6: Transfer operator for oupled avities 147
problem whih has a disontinuous hange of material properties.
6.2 Formulation of the transfer operator for a one-
dimensional problem
The objetive for this setion is to develop some ideas in one dimension that
will be generalised for the treatment of the oupled avities in two dimensions.
We present the formulation of the transfer operator for a one-dimensional beam
whih has an abrupt hange of material properties at the disontinuity point
x = 0. First we proeed with the derivation of the shift operator. We deompose
the beam at the point x = 0 into a left part [−a, 0] and right part [0, b] as depited
in gure 6.1. For the left and right part of the beam we have the wavenumber
values k1 and k2, respetively.
Following the same steps of the one-dimensional problem as presented in 5.2,
Figure 6.1: One-dimensional beam of length a+ b with disontinuity of ma-
terial properties at x = 0.
one obtains the shift operator for the left-part of the beam as,
ψ− = RˆLψ+, (6.2.1)
where RˆL is alled the shift operator, and ψ− and ψ+ are respetively the in-
oming and the outgoing waves for the left part of the beam. Hereafter, they are
alled the sattering amplitudes. Similarly, we derive the shift operator for the
right part of the beam as,
φ− = RˆRφ+. (6.2.2)
where φ− and φ+ are respetively the inoming and the outgoing waves for the
right part of the beam.
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Now we an ombine equation (6.2.1) with equation (6.2.2), to obtains
ψ−
φ−

 =

RˆL 0
0 RˆR



ψ+
φ+

 . (6.2.3)
Using the partition of the boundary ∂Ω = {a, 0, b}, equation (6.2.3) an be
written as, 

ψ
(a)
−
ψ
(0)
−
φ
(0)
−
φ
(b)
−


=


RˆL
aa
RˆL
a0
0 0
RˆL
0a
RˆL
00
0 0
0 0 RˆR
00
RˆR
0b
0 0 RˆR
b0
RˆR
bb




ψ
(a)
+
ψ
(0)
+
φ
(0)
+
φ
(b)
+


, (6.2.4)
where ψ
(a)
− and ψ
(a)
+ respetively denotes the inoming and outgoing waves at the
end point a, and similarly φ
(b)
− and φ
(b)
+ at the end point b. The notations ψ
(0)
−
and ψ
(0)
+ respetively denotes the inoming and outgoing waves at the left side
of the disontinuity point x = 0, and similarly φ
(0)
− and φ
(0)
+ at the right side of
the disontinuity point x = 0.
This equation an be written in a ompat form as,
Ψ− = RˆΨ+, (6.2.5)
where Rˆ is the shift operator for the whole beam, andΨ− = {ψ(a)− , ψ(0)− , φ(0)− , φ(b)− },
and similarly for the outgoing wave vetor Ψ+.
Sine the shift operator Rˆ does not know anything about the presribed
boundary onditions, one needs to onstrut another operator whih inorporates
suh onditions. Suh a map an be derived from the knowledge of the boundary
onditions.
Similarly to the treatment in 5.1, one needs to deompose the wave-
funtions in terms of plane waves as,
ψ = A(ψ− + ψ+), (6.2.6)
φ = B(φ− + φ+). (6.2.7)
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The onstants A =
√
ρ1
k1
and B =
√
ρ2
k2
are hosen to guarantee the onservation
of the energy ux aross the disontinuity point, that is, the obtained operator
will be unitary. The onstants ρ1 and ρ2 are respetively the material densities in
the left and the right side of the beam and they are related by equation (4.2.1).
We begin by inorporating the boundary ondition at the end points a, b. We set
Dirihlet boundary onditions at these points, that is,
ψ(a) = φ(b) = 0. (6.2.8)
Inserting the boundary onditions (6.2.8) into equation (6.2.6) and equation
(6.2.7), leads to
ψ
(a)
+ = −ψ(a)− , (6.2.9)
and
φ
(b)
+ = −φ(b)− , (6.2.10)
For domains with disontinuous hanges of material properties, one also
needs to inorporate the following ontinuity and equilibrium onditions aross
the disontinuity point x = 0 given as
ψ(0)(x) = φ(0)(x), ρ2
∂ψ(0)(x)
∂n
= −ρ1∂φ
(0)(x)
∂n
. (6.2.11)
Inserting equations (6.2.6) and (6.2.7) into (6.2.11), and using the fat that the
inoming wave are just (eıkx) and outgoing waves are (e−ıkx) to and from the
vertex b, respetively. One needs to onsider the opposite sign for the right
end of the beam. After some lines of algebra, the following relation between
the inoming and outgoing waves from both sides of the disontinuity point is
obtained, 
ψ
(0)
+
φ
(0)
+

 =


(
α−β
α+β
)
2Bβ
A(α+β)
2Aα
B(α+β) −
(
α−β
α+β
)



ψ
(0)
−
φ
(0)
−

 , (6.2.12)
where we used the notations α = ρ2k1, β = ρ1k2.
Combining the relations obtained from the external and internal boundary on-
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ditions given by equations (6.2.9), (6.2.10) and (6.2.12), one obtains

ψ
(a)
+
ψ
(0)
+
φ
(0)
+
φ
(b)
+


=


−1 0 0 0
0 r t 0
0 t −r 0
0 0 0 −1




ψ
(a)
−
ψ
(0)
−
φ
(0)
−
φ
(b)
−


. (6.2.13)
This equation an be written in a ompat form as,
Ψ+ = SˆΨ−, (6.2.14)
where Ψ+ = {ψ(a)+ , ψ(0)+ , φ(0)+ , φ(b)+ }, and similarly for the inoming wave vetor
Ψ−.
The map Sˆ is alled the sattering operator. It forms a unitary matrix with
diagonal elements orrespond to the reetion oeients r obtained as
r =
(
ρ2k1 − ρ1k2
ρ2k1 + ρ1k2
)
. (6.2.15)
The o-diagonal elements of S orrespond to the transmission oeients t ob-
tained as
t =
(
2
√
ρ1ρ2k1k2
ρ2k1 + ρ1k2
)
. (6.2.16)
The equations (6.2.15) and (6.2.18) an be simplied using the relation (4.2.1)
between ρ's and k's, so one reobtains the reetion and transmission oeients
in terms of k's as
r =
(
1− k1k2
1 + k1k2
)
, (6.2.17)
t =
(
2
√
k1k2
k1 + k2
)
. (6.2.18)
The probability of a ray to be reeted or transmitted is obtained as |r|2 or |t|2,
respetively.
To formulate the transfer operator, we now ombine the shift and the
sattering operator by inserting equation (6.2.14) into equation (6.2.5) to form
the transfer operator as
ψ− = RˆSˆψ− = Tˆψ−, (6.2.19)
Chapter 6: Transfer operator for oupled avities 151
where Tˆ is alled the transfer operator. This equation gives the quantization
ondition of the beam as,
det(Iˆ − Tˆ ) = 0.
In onlusion, the formulation of the transfer operator starts out by
expressing the boundary integral kernels as diagonal and o-diagonal parts, and
also deomposing the boundary funtions in terms of the sattering amplitudes.
In the light of the one-dimensional approah developed here, next we extend
this formulation to oupled avities in two dimensions. However, suh treatment
is less straightforward beause the sattering amplitudes are propagating in all
diretions not only to the left or to the right as for the one-dimensional ase.
6.3 The shift operator
In this setion we present the formulation of the shift operator for the oupled
avities where the physial solution is an eigenfuntion. The oupled-avity on-
guration onsists of the left sub-domain Ω1 and right sub-domain Ω2 as depited
in gure 6.2.
The formulation of the transfer operator starts from the BIE without
any referene to the boundary onditions. The shift operator will be derived
Figure 6.2: Sketh of the oupled-avity onguration.
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separately for eah sub-domain similar to the analogy of the multi-omponent
BEM introdued in Chapter 4. The BIE (3.5.6) for the left sub-domain an be
rewritten in the following way
ψ = Gˆ0µ− Gˆ1ψ, (6.3.1)
where the Green operators Gˆ0 and Gˆ1 are dened as,
Gˆ0µ = lim
r→β
∫
∂Ω1
G0(q, r; k1)µ(q)dq, (6.3.2)
and,
Gˆ1ψ = lim
r→β
∫
∂Ω1
∂G0(q, r; k1)
∂nq
ψ(q)dq, (6.3.3)
where ∂Ω1 is the whole boundary of the left sub-domain inluding the interfae,
and k1 is the wavenumber in the left sub-domain.
It should be noted that, here we work out the shift operator from the
original BIE whereas the formulation of the multi-omponent BEM in Chapter
4 onsiders the normal derivative of the BIE. However, if one prefers to proeed
with the normal derivative of the BIE, then the orresponding Green operators
an be derived in a similar fashion.
Similarly to the dis problem presented in the previous hapter, we de-
ompose the wavefuntions in the left and right sub-domain in terms of inoming
and outgoing waves as,
ψ =
A√
pˆn
(ψ− + ψ+), (6.3.4)
and
φ =
B√
qˆn
(φ− + φ+). (6.3.5)
where A and B are onstants, ψ− and ψ+ are respetively the inoming and
the outgoing waves vetors for the left sub-domain. Similarly φ− and φ+ for the
right sub-domain. The deomposition of the boundary funtions in one dimension
shown in 6.2 was simpler than equations (6.3.4) and (6.3.5), in the sense that
in one dimension the inoming and the outgoing waves are only travelling to the
left or to the right, whereas in two dimensions these waves are propagating in all
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diretions. The information of their diretion is stored in the operators
√
pˆn and
√
qˆn. The operator
√
pˆn is a global operator whih ats on the whole boundary
of the left sub-domain, inluding the interfae, and similarly
√
qˆn for the right
sub-domain.
The operator
√
pˆn is dierent than
√
qˆn only by the value of the wavenum-
ber. These operators inorporate the angle between inoming or outgoing wave
and the normal at the boundary as it will be shown semilassially in 6.6.
For the normal derivative of the wave funtions, one has
µ =
∂ψ
∂n
= ık1
√
pˆn(ψ− − ψ+), (6.3.6)
and
ϕ =
∂φ
∂n
= ık2
√
qˆn(φ− − φ+). (6.3.7)
where the boundary funtions µ and ϕ are respetively the normal derivative of
the Green funtion in the left and right sub-domain.
We derive the shift operator for eah sub-domain in a similar manner to
the derivation of the shift operator for a dis in 5.3.3. For the left sub-domain,
one needs to insert the Green operators Gˆ0 and Gˆ1 given by equations (5.3.15)
and (5.3.25) and the deomposition relations (6.3.4) and (6.3.6) into the BIE
(6.3.1), one has,
1√
pˆn
(ψ− + ψ+) =
ı
2k1
1√
pˆn
(Iˆ + Rˆ0)
1√
pˆn
· ık1
√
pˆn(ψ− − ψ+)
+
1
2
1√
pˆn
(Iˆ + Rˆ1)
√
pˆn
1√
pˆn
(ψ− + ψ+).
(6.3.8)
Multiplying equation (6.3.8) by 2
√
pˆn from the left and rearranging, one has
(2Iˆ + Rˆ0 − Rˆ1)ψ− = (Rˆ0 + Rˆ1)ψ+. (6.3.9)
We now multiply equation (6.3.9s) from the left by the operator (2Iˆ+Rˆ0−Rˆ1)−1,
one has
ψ− = (2Iˆ + Rˆ0 − Rˆ1)−1(Rˆ0 + Rˆ1)ψ+
= Rˆψ+ (6.3.10)
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where Rˆ is the exat shift operator.
Sine the operators Rˆ0 and Rˆ1 are not diagonal for polygonal geome-
tries, the inverse of the operator (2Iˆ−Rˆ0−Rˆ1) may be diult to evaluate. Thus
to failitate the omputations, we semilassially assume that Rˆ0 ≃ Rˆ1 ≃ Rˆ.
Thus equation (6.3.10) an be redued to the following,
ψ− = Rˆ∂Ω1ψ+. (6.3.11)
where the subsript ∂Ω1 denotes the boundary of the left sub-domain.
In a similar fashion, we obtain the shift operator for the right sub-domain as
φ− = Rˆ∂Ω2φ+. (6.3.12)
where ∂Ω2 is the whole boundary of the right sub-domain inluding the interfae.
We now ollet equations (6.3.11) and (6.3.12) to form the shift operator for the
oupled-avity onguration as,
ψ−
φ−

 =

Rˆ∂Ω1 0
0 Rˆ∂Ω2



ψ+
φ+

 . (6.3.13)
Now one needs to partition the boundary of eah sub-domain using,
∂Ωj = Γj ∪ I, j = 1, 2.
We denote to the external boundary for eah sub-domain by,
Γj = ∂Ωj\I, I = ∂Ω1 ∩ ∂Ω2
where I denotes the internal boundary (interfae) as depited in gure 6.2. Thus
by using this partition, equation (6.3.13) an be written in terms of the hara-
teristi funtion as,

χΓ1ψ−
χ
I
ψ−
χ
I
φ−
χΓ2φ−


=


RˆΓ1Γ1 RˆΓ1I 0 0
RˆIΓ1 RˆII 0 0
0 0 Rˆ
II
RˆIΓ2
0 0 RˆΓ2I RˆΓ2Γ2




χΓ1ψ+
χ
I
ψ+
χ
I
φ+
χΓ2φ+


(6.3.14)
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where the harateristi funtions χΓ1 , χI and χΓ2 are dened by equation (5.6.4).
This equation an be written in a ompat form as,
Ψ− = RˆΨ+, (6.3.15)
where Rˆ is the shift operator for the oupled-avity onguration. Hereafter, we
use the following notation for the outgoing wave vetor,
Ψ+ = {χΓ1ψ+, χIψ+, χIφ+, χΓ2φ+} = {ψL+, ψI+, φI−, φR+}, (6.3.16)
and similarly for the inoming wave vetor Ψ−.
The funtions ψL− and ψI− are respetively the inoming wave sub-vetor along
the outer boundary of the left sub-domain and the interfae, and similarly for
φR− and φI− for the right sub-domain.
The obtained shift operator Rˆ is semilassial for two reason, rst we do
not onsider the treatment of orners in the derivation of the singular part of the
Green operator Gˆ0 in 5.3, and the seond reason is the fat that Rˆ0 ≃ Rˆ1 ≃ Rˆ
has been used.
For the dis ase presented in the previous hapter, we present the
regular part of Gˆ0 and Gˆ1 in momentum spae to take the advantage that they are
diagonal in this spae. This advantage does not hold for the polygonal geometry,
so we present them in position spae.
From equation (5.3.15) we an have Rˆ0 as,
Rˆ0 =
2k
ı
√
pˆnGˆ0
√
pˆn − Iˆ . (6.3.17)
Now Rˆ0 an be obtained asymptotially for k|s−s′| ≫ 1 by using the asymptoti
expansion of the Hankel funtions H
(1)
0 for large arguments k|s − s′| → ∞ and
xed ν [125℄ given as,
H
(1)
ν (k|s− s′|) ≃
√
2
πk|s− s′|e
ı(k|s−s′|− νπ2 −π4 ). (6.3.18)
where |s − s′| is the length of the hord onneting the boundary point s to s′.
Also the operator
√
pˆn will be obtained semilassially in 6.4 as
(pˆn)ss′ ≃ cos θ(s, s′), (6.3.19)
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where θ(s, s′) is the angle between the normal at the boundary point s and
the hord onneting the initial boundary point s′ to the nal boundary point s.
Similarly θ(s′, s) is the orresponding angle at the boundary point s′ as illustrated
in gure 6.2.
Using the asymptoti approximations (6.3.18) (6.3.19), one obtains the
semilassial shift operator as,
Rsc(s, s
′; k) =
1√
2πı
√
k
L(s, s′)
√
cos θ(s, s′) cos θ(s′, s)eıkL(s,s
′), (6.3.20)
where we used (ı)±
1
2 = e±ı
π
4
.
To onlude, we obtained the semilassial shift operator for the ou-
pled avities. We still need to derive another operator whih inorporates the
boundary onditions as shown next.
6.4 The sattering operator
In this setion, we present a derivation of the operator whih arries the infor-
mation about the boundary onditions for the oupled-avity onguration of
dierent material properties. Suh an operator tells us how an inoming wave is
sattered o the boundary one it hits any part of the boundary of the oupled
avities. Thus, it will be alled the sattering operator, and it will be derived
loally at eah part of the boundary.
First let us introdue the presribed boundary onditions for the oupled-
avity onguration. We set Dirihlet boundary onditions along the external
boundary (exluding the interfae) of the oupled avity as eluidated in gure
6.2, that is,
χΓ1ψ(s) = 0, s ∈ Γ1.
χΓ2φ(s) = 0, s ∈ Γ2,

 , Dirihlet BCs. (6.4.1)
The funtion χΓ1 denotes the harateristi funtion dened by equation (5.6.4).
Further to the Dirihlet boundary onditions along the external bound-
ary Γj, one needs to impose the ontinuity onditions of the wavefuntion and the
Chapter 6: Transfer operator for oupled avities 157
equilibrium of the energy ux normal to the interfae as given by the following
equations,
χ
I
ψ(s) = χ
I
φ(s)
ρ2χI
∂ψ(s)
∂ns
= ρ1χI
∂φ(s)
∂ns

 , s ∈ I. (6.4.2)
The onstants ρ1 and ρ2 are the material densities of the left and the right sub-
domain, respetively; they are related by equation (4.2.1).
To proeed with the derivation of the sattering operator, let us insert
the DBCs (6.4.1) into the deomposition relations given by equations (6.3.4) and
(6.3.5). One obtains the following relations,
χΓ1ψ+ = −χΓ1ψ−, (6.4.3)
and
χΓ2φ+ = −χΓ2φ−, (6.4.4)
where we assumed that χ
I
ommute with the operators
1√
pˆn
and
1√
qˆn
. This
semilassial proedure neglets the ontribution from the following ommutator,
C =
[
χ
I
,
1√
pˆn
]
. (6.4.5)
In Appendix E, we show that the ontributions of the ommutator
(6.4.5) deays in the semilassial limit k →∞.
Also we need to inorporate the ontinuity onditions along the interfae, so we
need to plug the deomposition relations given by equations (6.3.4) and (6.3.5)
into the rst line of the onditions desribed by equation (6.4.2). One has
χ
I
A√
pˆn
(ψ− + ψ+) = χI
B√
qˆn
(φ− + φ+). (6.4.6)
The onstants A =
√
ρ1
k1
and B =
√
ρ2
k2
are hosen to guarantee the onservation
of the energy ux aross the disontinuity point, that is, the obtained sattering
operator will be unitary.
Keeping the order of the harateristi funtion χ
I
with the operators
√
pˆn and
√
qˆn will ompliate the alulations and leads to a ompliated expres-
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sion of the reetion and transmission oeients. Thus, to failitate the alu-
lations we proeed by ommuting χ
I
with the operators
1√
pˆn
and
1√
qˆn
. However,
as we have already mentioned, this proedure neglets the ontributions from the
ommutator (6.4.5). One has
χ
I
ψ+ =
B
√
pˆn
A
√
qˆn
χ
I
(φ− + φ+)− χIψ−. (6.4.7)
Also, inserting the deomposition relations given by equations (6.3.4) and (6.3.5)
into the seond line of the onditions desribed by equation (6.4.2) leads to
A
ık1
ρ1
χ
I
√
pˆn(ψ− − ψ+) = −B ık2
ρ2
χ
I
√
qˆn(φ− − φ+). (6.4.8)
For simpliity, dene σ = k1
ρ1
and γ = k2
ρ2
. Assuming that we an ommute the
harateristi funtion χI with the operators
√
qˆn and
√
pˆn, equation (6.4.8) an
be redued to,
χ
I
φ+ =
σA
γB
√
pˆn√
qˆn
χ
I
(ψ− − ψ+) + χIφ−. (6.4.9)
Now, one needs to plug equation (6.4.9) into equation (6.4.7), one arrives at the
following relation,
χ
I
ψ+ =
(
σpˆn − γqˆn
σpˆn + γqˆn
)
χ
I
ψ− +
2B
A
(
γ
√
pˆnqˆn
σpˆn + γqˆn
)
χ
I
φ−. (6.4.10)
where we also ommute the operators
√
pˆn with
√
qˆn.
This equation an be abbreviated as,
χ
I
ψ+ = rˆχIψ− + tˆχIφ−, (6.4.11)
where rˆ and tˆ are the reetion and transmission oeients obtained as,
rˆ =
(
σpˆn − γqˆn
σpˆn + γqˆn
)
, (6.4.12)
and
tˆ =
2B
A
(
γ
√
pˆnqˆn
σpˆn + γqˆn
)
. (6.4.13)
Similarly, one an onstrut the following relation,
χ
I
φ+ = −rˆχIφ− + tˆχIψ−. (6.4.14)
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Equation (6.4.11) an be interpreted as saying that part of the outgoing wave ψ+
is reeted bak with a reetion oeient r, and the other part is transmitted
to the right sub-domain with a transmission oeient t.
We now ombine equations (6.4.3), (6.4.4), (6.4.11), and (6.4.14) to form the
sattering operator as the following,

χΓ1ψ+
χ
I
ψ+
χ
I
φ+
χΓ2φ+


=


−Iˆ 0 0 0
0 rˆ tˆ 0
0 tˆ −rˆ 0
0 0 0 −Iˆ




χΓ1ψ−
χ
I
ψ−
χ
I
φ−
χΓ2φ−.


. (6.4.15)
This equation an be written in a ompat form as,
Ψ+ = SˆΨ−. (6.4.16)
Using equation (6.3.16) the outgoing wave vetor an be written as
Ψ+ = {ψL+, ψI+, φI+, φR+},
and similarly for the inoming wave vetor Ψ−.
The map Sˆ is alled the sattering operator with diagonal elements orrespond
to the reetion oeients r, whereas the o-diagonal elements orrespond to
the transmission oeients t. It inorporates all the information about the
boundary onditions, therefore it tells us what happens to an inoming wave ψ−
one it hits either the external boundaries Γ1 and Γ2 or the internal boundary I.
6.5 The semilassial transfer operator
To summarise, in the previous setions we obtained both the shift and the satter-
ing operator semilassially. We now ombine them to onstrut the semilassial
transfer operator Tˆ . Inserting the outgoing vetor given by equation (6.4.15) into
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equation (6.3.14) with using (6.3.16), leads to

ψL−
ψI−
φI−
φR−


=


RˆΓ1Γ1 RˆΓ1I 0 0
RˆIΓ1 RˆII 0 0
0 0 Rˆ
II
RˆIΓ2
0 0 RˆΓ2I RˆΓ2Γ2




−Iˆ 0 0 0
0 rˆ tˆ 0
0 tˆ −rˆ 0
0 0 0 −Iˆ




ψL−
ψI−
φI−
φR−


.
This equation an be rearranged as the following,

ψL−
ψI−
φI−
φR−


=


Tˆ dΓ1Γ1 Tˆ
d
Γ1I
0 0
Tˆ r
IΓ1
Tˆ r
II
Tˆ t
II
Tˆ t
IΓ2
Tˆ tIΓ1 Tˆ
t
II
−Tˆ r
II
Tˆ rIΓ2
0 0 Tˆ dΓ2I Tˆ
d
Γ2Γ2




ψL−
ψI−
φI−
φR−,


(6.5.1)
where the supersripts d, r and t denotes the diret, reetion and transmission
ontributions to the transfer operator. They are obtained as,
Tˆ dΓ1Γ1 = (−1)RˆΓ1Γ1,
Tˆ rIΓ1 = RˆIΓ1 rˆ,
and
Tˆ tIΓ1 = RˆIΓ1 tˆ.
Using the semilassial shift operator given by equation (6.3.20), one obtains the
dierent ontributions Tˆ d, Tˆ r, and Tˆ t as,
T d(s, s′; k) =
1√
2πı
√
k
L(s, s′)
√
cos θ(s, s′) cos θ(s′, s)eıkL(s,s
′)−ıπ. (6.5.2)
This inludes ontributions from rays away from the interfae and the phase e−ıπ
is due to the Dirihlet boundary onditions on the external boundary. Further-
more,
T r(s, s′; k) =
1√
2πı
√
k
L(s, s′)
√
cos θ(s, s′) cos θ(s′, s)eıkL(s,s
′)r(s, s′), (6.5.3)
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T t(s, s′; k) =
1√
2πı
√
k
L(s, s′)
√
cos θ(s, s′) cos θ(s′, s)eıkL(q,q
′)t(s, s′), (6.5.4)
where the funtions r(s, s′) and t(s, s′) are respetively the reetion and trans-
mission oeients.
Sine we have a straight line interfae, the bloks Tˆ r
II
and Tˆ t
II
vanish be-
ause the term cos θ(s, s′) vanishes for boundary elements lying on the same edge.
Therefore, the system (6.5.1) an be redued to the following set of equations,

ψL−
ψI−
φI−
φR−


=


Tˆ dΓ1Γ1 Tˆ
d
Γ1I
0 0
Tˆ r
IΓ1
0 0 Tˆ t
IΓ2
Tˆ tIΓ1 0 0 Tˆ
r
IΓ2
0 0 Tˆ dΓ2I Tˆ
d
Γ2Γ2




ψL−
ψI−
φI−
φR−


. (6.5.5)
The sub-blok Tˆ dΓ1Γ1 expresses the rays starting and ending on the external bound-
ary Γ1, Tˆ
r
IΓ1
ontains the rays that are reeted from the interfae I bak to the
right sub-domain Γ1. The sub-blok Tˆ
t
IΓ2
ontains the rays that are transmit-
ted from the interfae I to the right sub-domain Γ2, and similarly for the other
sub-bloks.
It should be noted that further redutions an be made to equation
(6.5.5) as shown below. From this equation, one has the following equations,
ψL− = Tˆ
d
Γ1Γ1
ψL− + Tˆ
d
Γ1I
ψI−, (6.5.6)
ψI− = Tˆ
r
IΓ1
ψL− + Tˆ
t
IΓ2
φR−, (6.5.7)
φI− = Tˆ
t
IΓ1
ψL− + Tˆ
r
IΓ2
φR−, (6.5.8)
φR− = Tˆ
d
Γ2Γ2
φR− + Tˆ
d
Γ2I
φI−. (6.5.9)
Substitute equation (6.5.7) into equation (6.5.6), leads to
ψL− = Tˆ
d
Γ1Γ1
ψL− + Tˆ
d
Γ1I
[Tˆ r
IΓ1
ψL− + Tˆ
t
IΓ2
φR−]. (6.5.10)
And substituting equation (6.5.8) into equation (6.5.9), leads to
φR− = Tˆ
d
Γ2Γ2
ψL− + Tˆ
d
Γ2I
[Tˆ t
IΓ1
ψL− + Tˆ
r
IΓ2
φR−]. (6.5.11)
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Therefore, equations (6.5.10) and (6.5.11) eliminate the unknowns ψI− and φI−
along the interfae and they only have the sattering amplitudes along the ex-
ternal boundaries ψL− and φR−. These equations form the following system,
ψL−
φR−

 =

Tˆ dΓ1Γ1 + Tˆ dΓ1ITˆ rIΓ1 Tˆ dΓ1ITˆ tIΓ2
Tˆ dΓ2Γ2 + Tˆ
d
Γ2I
Tˆ t
IΓ1
Tˆ dΓ2ITˆ
r
IΓ2



ψL−
φR−

 . (6.5.12)
The term Tˆ dΓ1ITˆ
r
IΓ1
means that a ray diretly goes from Γ1 to the interfae I, then
it is reeted from I bak to Γ1. Similarly, the term Tˆ
d
Γ1I
Tˆ tIΓ2 means that a ray
diretly goes from Γ1 to the interfae I, then it is transmitted to Γ2.
Equation (6.5.5) an be written in a ompat form as,
Ψ− = TˆΨ−, (6.5.13)
where Tˆ is the semilassial transfer operator and Ψ− = {ψL−, ψI−, φI−, φR−}.
The seular equation is obtained as,
det(Iˆ − Tˆ ) = 0, (6.5.14)
This equation gives an approximation of the quantization ondition of the system.
The zeros of this equation orresponds one by one to the semilassial eigenvalues.
To be able to proeed with equation (6.5.14), we still need to work out the
reetion and transmission oeients expliitly as shown next.
6.6 Reetion and transmission oeients
For a system with ray splitting, the reetion and transmission oeients an be
derived asymptotially by onsidering plane waves inident on innite interfae
loated along the line x = 0. The abrupt hanges of material properties ours
at suh innite interfae as shown in Appendix F. This analogy onsiders the
problem of all spae and treats the ray-splitting interfae as an innite line, hene
it neglets diration eets oming from the two end points of the interfae. This
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idea is similar to the asymptoti derivation of the reetion and transmission
oeients presented by Blümel [117℄.
Here we aim to derive the reetion and transmission oeients rˆ and
tˆ from the transfer operator formulation. To do so, one needs to work out the
inverse Fourier transform of Rˆrˆ given as
(
Rˆrˆ
)
(s, s′) =
∫
dp
∫
dp′
(
Rˆrˆ
)
(p, p′)eıkpse−ıkps, (6.6.1)
where Rˆ and rˆ are respetively the shift and the reetion operators. The mul-
tipliation of these operators an be expressed as the following(
Rˆrˆ
)
(p, p′) =
∫
dp′′R(p, p′′)r(p′′, p′). (6.6.2)
Inserting equation (6.6.2) into equation (6.6.1) leads to,(
Rˆrˆ
)
(s, s′) =
∫
dp
∫
dp′
∫
dp′′R(p, p′′)r(p′′, p′)eıkpse−ıkp
′s′ . (6.6.3)
Next we use the fat that the reetion operator rˆ is diagonal in momentum
spae, that is,
r(p′′, p′) = δ(p′′, p′)r(p′).
So, equation (6.6.3) an be redued to,(
Rˆrˆ
)
(s, s′) =
∫
dp
∫
dp′R(p, p′)r(p′)eıkpse−ıkp
′s′ . (6.6.4)
After using the WKB approximation of Rˆ (approximating Rˆ as an exponential
funtion with some amplitude), the resulting integral an be done by stationary
phase approximation, where r(p′) is a slowly varying funtion, that is, it does
not aet the positions of the stationary points.
So for the two-dimensional integral (6.6.4), it an be shown that [8℄ the stationary
phase ondition is satised at, p = cos θ
L
and p′ = cos θ
R
, thus(
Rˆrˆ
)
(s, s′) = R(s, s′)r(θ
L
(s, s′), θ
R
(s, s′)). (6.6.5)
The dependene of θ
L
and θ
R
on s and s′ will be suppressed hereafter. The
angles θ
L
and θ
R
are the inident and refrated angles measured with respet to
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the normal to the interfae as depited in gure 6.3. They are related by Snell's
law (k1 sin θR = k2 sin θL).
Evaluating the reetion oeient r(p) at the stationary points leads to,
r(θ
L
, θ
R
) =
(
ρ2k1 cos θL − ρ1k2 cos θR
ρ2k1 cos θL + ρ1k2 cos θR
)
. (6.6.6)
By similar manner, we work out the operator Rˆtˆ to obtain the transmission
oeients as,
t(θ
L
, θ
R
) =
(
2
√
ρ1k2ρ2k1 cos θL cos θR
ρ2kL cos θL + ρ1k2 cos θR
)
. (6.6.7)
The equations (6.6.6) and (6.6.7) an be simplied using the relation (4.2.1)
Figure 6.3: Sketh shows the ray splitting at the interfae of the oupled-
avity onguration.
between ρ's and k's, one reobtain respetively the reetion and transmission
oeients as
r =
(
cos θ
L
− k1k2 cos θR
cos θ
L
+ k1k2 cos θR
)
, (6.6.8)
t =
(
2
√
k1k2 cos θL cos θR
k1 cos θL + k2 cos θR
)
. (6.6.9)
Having obtained reetion and transmission oeients, we an evaluate the
spetral determinant using equation (6.5.14) as shown next.
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6.7 Comparison between the semilassial transfer op-
erator and the BEM
In this setion we ompare the spetral determinant of the oupled-avity on-
guration using the quantization ondition obtained by (6.5.14). We then arry
out a omparison of the spetral determinant obtained from the multi-omponent
BEM and the semilassial transfer operator.
The eieny of the semilassial tools for quantisation is an old topi
and an be traed bak to the early nineties. For instane Sieber [131℄ and Tanner
[132℄ investigated the auray of dierent semilassial tools for quantization.
Szeredi et al. [133℄ demonstrated that a nite approximation to the Bogomolny
transfer operator for ertain type of billiard produes approximate eigenvalues
whih are in good agreement with the exat eigenvalues. Here we are not moti-
vated by investigating the auray of the semilassial transfer operator. Rather
we only want to demonstrate that the semilassial transfer operator is a good
starting point for further semilassial analysis.
We arried out the omparison for onguration A depited in gure 3.9
where the wave veloity c hanges at the interfae, that is using dierent value of
the wavenumber in eah sub-domain. For both methods we ompute the spetral
determinant for the frequeny range ω from 1 to 20 and we set the wave veloity
in the left sub-domain to 1 whereas in the right sub-domain it is 2. That is, from
the relation k = ω
c
the value of the wavenumber in the right sub-domain is always
half the value of the wavenumber in the left sub-domain. Respetively, gures
6.4 and 6.5 on normal and log sales, show that the minima of the modulus
of the determinant obtained from the semilassial transfer operator and the
BEM. It an be observed that the minima of the determinant obtained from the
semilassial transfer operator are not as sharp as those of the BEM. Also, the
semilassial transfer operator does not resolve nearby eigenvalues.
The non-sharpness of the minima of the semilassial determinant is
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attributed to the lak of the unitarity of the semilassial transfer operator where
the eigenvalues are not real. The larger the imaginary part of suh eigenvalues
(deviation from the real axis), the less sharp the minima are at the position
of suh eigenvalues. However, the semilassial determinant has quite similar
patterns to that of the exat determinant.
 10  11  12  13  14  15  16  17  18  19  20
|de
t(1-
T)|
k
Semiclassical transfer operator
|de
t(K
BE
M)|
BEM
Figure 6.4: The modulus of the spetral determinant using the BEM and the
semilassial transfer operator for onguration A.
6.8 Conlusions
In this hapter we semilassially formulated the transfer operator for oupled
avities. We point out the semilassial approximations whih have been made
at eah stage of the derivation. In this hapter, the semilassial transfer op-
erator was derived where the physial solution is an eigenfuntion. However an
analogous formulation for the Green funtion an be done in a similar manner
to the dis problem presented in the previous hapter.
The reetion and transmission oeients at the disontinuity line
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Figure 6.5: Semi-Log sale of the modulus of the spetral determinant using
the BEM and the transfer operator for onguration A.
of the material properties were obtained expliitly. The semilassial transfer
operator for oupled avities showed reasonably good results when omparing
with the multi-omponent BEM. These results an be improved by onsidering
the treatment of orners, that is, inluding the orners diration eets. Also
it an be improved by onsidering the ommutator ontribution (6.4.5) in the
derivation of the sattering operator.
Chapter 7
Conlusions and future work
In this thesis a new formulation for the exat transfer operator was proposed
where the physial solution is either an eigenfuntion or the Green funtion.
Our approah is based on introduing the Green operators and deomposing the
boundary funtions into inoming and outgoing plane waves.
7.1 Conlusions
We onsider modelling domains with abrupt hanges of dierent material prop-
erties using the multi-omponent BEM and the transfer operator method. The
latter is formulated semilassially in the high frequeny limit.
In Chapter 3, it was demonstrated that taking the normal derivative
of the BIE for a single avity gave more aurate and stable results than using
the original BIE. This argument was supported by showing a numerial example
of a dis with Dirihlet boundary onditions. Building upon this observation, in
Chapter 4 this idea was extended to the BEM formulation for oupled avities.
The problemati hypersingular integrals arising when taking the normal
derivative of the BIEs were redued to weakly singular integrals by deriving
an integral identity. This integral identity was obtained by deomposing the
hypersingular integrand into a weakly singular integrand and another integrand
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whih an be integrated numerially by using the pieewise onstant olloation
method. Suh an integral identity was derived for a straight line boundary in
two dimensions. Thus it is a speial ase of the identity introdued rst by Maue
[71℄ and then by many other researhers [60, 71, 72, 73℄. After treating the weak
singularity, the obtained BIEs were solved numerially to obtain the boundary
funtions.
It was observed that by deomposing the struture into sub-omponents,
more aurate results for the boundary funtions were obtained ompared to the
lassial single-domain BEM. This is due to the fat that by onsidering the
interfae we have more degrees of freedom in the multi-omponent BEM. In a
post-proessing proedure, the Green funtion was omputed throughout the in-
terior of the domain. Knowing the Green funtion throughout the domain, the
mean energy density ould be omputed. Some appliations of the method for
dierent geometri ongurations and various ombinations of the wavenumber
were presented in Chapter 4.
For systems with ray splitting suh as oupled avities, it is informa-
tive to expliitly work out the reetion and transmission oeients at the
ray-splitting interfae (disontinuity line of material properties). To ahieve this
objetive, the transfer operator method was adopted. To approah the treat-
ment of oupled avities, a simple model was onsidered where an exat transfer
operator was derived.
In Chapter 5, a new formulation for the exat transfer operator was
introdued and demonstrated suessfully for a dis with disontinuous hanges
in boundary onditions. Also, it was shown how the semilassial transfer op-
erator is obtained. Then a omparison between the exat and the semilassial
results was arried out. There was an indiation that the exat transfer operator
inorporated diration eets oming from the disontinuity of the boundary
onditions, whereas the semilassial neglets suh eets.
The exat and the semilassial transfer operator were used to ompute
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the spetral determinant for the unit dis with disontinuous hanges of boundary
onditions. For areful analysis of the performane of the semilassial transfer
operator, the semilassial transfer operator was onstruted by two ways. The
rst one was onstruted by ombining the semilassial reetion operator and
the exat shift operator denoted as Tˆ (1)
sem
. The seond Tˆ (2)
sem
was onstruted by
ombining the semilassial reetion operator and the semilassial shift oper-
ator. It was found that the performane of Tˆ (2)
sem
was less satisfatory than Tˆ (1)
sem
in the sense that the minima of its spetral determinant exhibited a shift from
those of the exat transfer operator.
Using Debye's asymptoti expansion for the Bessel funtions involved
in the shift operator, it was shown that the exat transfer operator for a unit
dis with Dirihlet boundary onditions an be redued to the semilassial Bo-
gomolny transfer operator obtained by equation (5.5.9).
To investigate the eet of a basis hange of the BEM and the trans-
fer operator, we replaed the boundary integral kernels by the Green operators
obtained by equations (5.3.15) and (5.3.25). We obtained a relation between the
quantization ondition of both methods. This relation explained the dierene
of the sale of the spetral determinant obtained from eah method.
Based on the onlusions drawn from Chapter 5, we had a lear pi-
ture of the performane of the semilassial transfer operator. Due to the less
straightforward treatment of oupled-avity ongurations ompared to the dis
problem, only a semilassial transfer operator was derived for this onguration,
however it was pointed out how it an improved to obtain the exat transfer op-
erator .The transfer operator was formulated for an eigenvalue problem obtaining
the spetral determinant. The reetion and transmission oeients were ob-
tained expliitly. The semilassial transfer operator for oupled avities showed
reasonably good results when omparing with the multi-omponent BEM.
It worth emphasising that it was not the aim of this thesis to obtain the
best possible auray of the semilassial transfer operator. Rather we wanted
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to demonstrate that the semilassial transfer operator is good starting point for
further semilassial analysis. Next we highlight some ideas that were inspired
by this thesis.
7.2 Future work
In this setion we suggest some possible diretions for future work. We point out
some mathematial issues whih are worth investigating, and some appliations
whih are worth onsidering. As demonstrated in Chapter 5, the transfer operator
approah looks promising, espeially when it is formulated exatly. It would be
interesting to look into the loal orner diration eets for non-smooth bound-
aries. This an be done by areful treatment of the orners in the formulation of
the transfer operator.
The derivation presented in 5.3 for the singular part of the Green
operator, Gˆ0 was built on the assumption that the boundary is loally at. It
does not take into aount the treatment of orners. That is it neglets the
orner diration eets. So this approah an be improved by onsidering the
treatment of orners for non-smooth boundaries.
Another mathematial issue worth investigating is that within the ur-
rent formulation of the transfer operator, the singular part of the Green operator
Gˆ0 is singular in momentum spae as well as position spae. Suh singularity
may have a negative eet on the onvergene of the transfer operator method.
Ideally it would be more suitable if the urrent formulation an be improved by
not having suh singularity in momentum spae. Also in the urrent formula-
tion of the exat transfer operator we observe that the evanesent ontribution is
hidden impliitly into the set-up of the Green operators and the wavefuntions.
In this thesis, we onsider abrupt hanges of material properties, but
real-life appliations may have ontinuous hange of material properties. So it
would be advantageous to onsider these ategories within the transfer operator
framework.
Appendix A
Free-Spae Green funtion
There are various methods to determine the unbounded (free)-spae Green fun-
tion G0(r, r
′; k0), whih represents the solution of the orresponding dierential
equation disregarding the boundary. Here we shall use the Fourier integral rep-
resentation of the salar Helmholtz equation. Then do the resulting integrals by
residues Cauhy theorem.
Let us start by onsidering the inhomogeneous Helmholtz equation in n-dimension.
To avoid onfusion with the Fourier variable k, we shall write the Helmholtz equa-
tion as
(∇2
r
+ k20)G0(r, r
′; k0) = −δ(r− r′). (A.1)
If we take the Fourier transform of (A.1) relative to r, then we obtain
G˜0(k) =
eık(r−r
′)
(2π)n(k2 − k20)
. (A.2)
Taking the inverse Fourier transform of (A.2), one obtains,
G0(r, r
′; k0) =
1
(2π)n
∫
Rn
eık(r−r
′)
(k2 − k20)
dnk. (A.3)
Note that the integral in (A.3) is ill dened if k is real. Thus we need to modify
it slightly by letting k0 → (k0 + ıǫ) where k0, and ǫ are both real and positive.
Now let ǫ→ 0 to obtain
G0(r, r
′; k0) =
1
(2π)n
lim
ǫ→0
∫
Rn
eık(r−r′)
[k2 − (k0 + ıǫ)2]d
nk. (A.4)
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We shall deal with equation (A.4) in one, two and three dimensions to obtain
the Green funtion in eah spae [3, 134℄. At rst let us start with the one-
dimensional ase,
G0(x, x
′; k0) =
1
2π
lim
ǫ→0
∫ ∞
−∞
dk
eık(x−x′)
[k + (k0 + ıǫ)][k − (k0 + ıǫ)] (A.5)
The integrand has poles at k = ±(k0+ıǫ), therefore, the ontour must be losed in
the upper (lower) half omplex plane for (x− x′) > 0 ((x− x′) 6 0) respetively.
By using the theory of residues, one obtains,
G0(x, x
′; k0) =
1
2π
[
(2πı)
eık0(x−x′)
2k0
θ(x− x′) + (−2πı)e
−ık0(x−x′)
−2k0 θ(x
′ − x)
]
.
(A.6)
where θ(x− x′) is the unit step-funtion, also it is alled the Heaviside funtion,
and dened as
θ(x− x′) =


1, if x > x′;
0, if x < x′.
It an be denoted as H(x− x′).
The minus sign in the seond term in equation (A.6) refers to the negative dire-
tion of the ontour in the lower half-plane, thus
G0(x, x
′; k0) =
ı
2k0
eık0|x−x
′|. (A.7)
This is the free-spae Green funtion of the salar Helmholtz equation in one
dimension.
Seondly, we will deal with equation (A.3) in two dimensions, that is
G0(r, r
′; k0) =
1
(2π)2
lim
ǫ→0
∫
R2
d2k
eık(r−r′)
[k2 − (k0 + ıǫ)2] . (A.8)
It is onvenient to turn to the polar oordinates, one has
G0(r, r
′; k0) =
1
(2π)2
lim
ǫ→0
∫ ∞
0
dk
∫ 2π
0
dθ
keık|r−r′|(cos θ cosφ+sin θ sinφ)
[k2 − (k0 + ıǫ)2] (A.9)
where k = (k cos θ, k sin θ), and
(r− r′) = (|r− r′| cos φ, |r− r′| sinφ),
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and
|r− r′| =
√
(x− x′)2 + (y − y′)2
is the distane between the soure r
′
and the observation point r, with r 6= r′.
The Jaobian of the transformation is |J | = k.
Equation (A.9) needs to be rearranged using a onvenient trigonometri relation,
that is,
G0(r, r
′; k0) =
1
(2π)2
lim
ǫ→0
∫ ∞
0
dk
∫ 2π
0
dθ
keık|r−r′| cos(θ−φ)
[k2 − (k0 + ıǫ)2] dθdk. (A.10)
Reall the following integral representation of the zeroth-order Bessel funtion of
J0(z) [125℄,
J0(z) =
1
(2π)
lim
ǫ→0
∫ 2π
0
eıkz cos(θ−φ)dθ (A.11)
where φ is a onstant. Plugging equation (A.11) into equation (A.10), one has
G0(r, r
′; k0) =
1
2π
∫ ∞
0
kJ0(k|r− r′|)
[k2 − (k0 + ıǫ)2]dk. (A.12)
For the RHS of this equation, one needs to use the integral representation of the
Hankel funtion [125℄ as,
G0(r, r
′; k0) =
ı
4
H
(1)
0 (k0|r− r′|), (A.13)
where H
(1)
0 (k0|r− r′|) denotes the zeroth-order Hankel funtion of the rst kind.
Equation (A.13) is the free-spae Green funtion for the Helmholtz equation in
two-dimensions.
Finally, we shall deal with equation (A.3) in three dimensions ,
G0(r, r
′; k0) =
1
(2π)3
lim
ǫ→0
∫
R3
d3k
eık(r−r
′)
[k2 − (k0 + ıǫ)2] . (A.14)
In three dimensions, it is onvenient to turn to spherial polar oordinates (k, φ, θ).
The Jaobian of the transformation is,
| J | = k2 sin θ,
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and one has
G0(r, r
′; k0) =
1
(2π)3
lim
ǫ→0
∫ ∞
0
k2dk
[k2 − (k0 + ıǫ)2]
∫ 2π
0
dφ
∫ 1
−1
d(cos θ)eık|r−r
′|cos θ
=
1
(2π)3
lim
ǫ→0
∫ ∞
0
k2dk
[k2 − (k0 + ıǫ)2]2π
[
eık|r−r′| − e−ık|r−r′|
]
ık | r− r′ | .
Sine the integrand is an even funtion in k, one has,
G0(r, r
′; k0) =
1
2
2π
| r− r′ | (2π)3 limǫ→0
∫ ∞
−∞
dk
k
[
eık|r−r′| − e−ık|r−r′|
]
ı[k2 − (k0 + ıǫ)2] .
This integrand has poles at the values k = ±(k0 + ıǫ), therefore, e±ık|r−r′| gives
a ontribution in the upper (lower) half omplex plane, respetively.
Finally, one needs to employ Cauhy residues theory,
G0(r, r
′; k0) =
1
2
2π
(2π)3
1
ı | r− r′ |
[
(2πı)
eık0|r−r′|
2
θ(r− r′)− (−2πı)e
ık0|r−r′|
2
θ(r− r′)
]
.
The minus sign in the seond term refers to the negative diretion of the ontour
in the lower half-plane. Therefore, we obtain the free-spae Green funtion of
Helmholtz equation in three dimensions as
G0(r, r
′; k0) =
eık0|r−r
′|
4π | r− r′ | . (A.15)
Appendix B
The Green funtion of a bounded
system
The Green funtion is a solution of a dierential equation, whih is homogeneous
everywhere exept at one point. If this point lies on the boundary, the Green
funtion is said to satisfy inhomogeneous boundary onditions, and vie versa.
The Green funtion, orresponding to a linear, Hermitian operator L(r) is dened
as a solution of the equation
LG(r, r′) = δ(r− r′),
where r and r
′
are the soure and the reeiver points, respetively, and δ(r− r′)
is the Dira delta distribution.
The Green funtion of a bounded system an be onstruted from the
eigenfuntions φn of a Hermitian operator L. Let us begin with the eigenvalue
value problem,
Lφn(r) = λnφn(r). (B.1)
where {φn} is a omplete set of eigenfuntions φn(r), and λn are the eigenvalues.
The funtions {φn} form an orthonormal set, that is,∫
φn(r)φ
∗
m(r)dr = δnm. (B.2)
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Here, δnm is the Kroneker delta symbol dened as
δnm ≡


1, if n = m;
0, if n 6= m.
Furthermore, these funtions {φn} form a omplete basis set in suh a manner
that ∞∑
n=0
φn(r)φ
∗
n(r
′) = δ(r− r′). (B.3)
This property is known as the losure property. Eah eigenvalue λn has a number
of orresponding linearly independent eigenfuntions {φn}. This number is alled
the multipliity of the eigenvalue. It is possible to form a linear ombination of
the eigenfuntions {φn}, whih are mutually orthogonal. Let us onstrut the
Green funtion from the eigenfuntions of the Helmholtz equation given as,
∆φn = −k2nφn (B.4)
where ∆ = div(grad) is the Laplae operator. The orresponding Green funtion
satises the equation,
(∆
r
+ k2)G(r, r′) = −δ(r− r′). (B.5)
Now one needs to employ the fat that {φn} is a omplete set, hene we an
represent G(r, r′) as a funtion of r in the following form
G(r, r′) =
∞∑
m=0
Am(r
′)φm(r). (B.6)
This representation still obeys the boundary onditions, sine the set {φn} do.
Plugging (B.6) and (B.4) into (B.5), one has
∞∑
m=0
(k2 − k2m)Am(r′)φm(r) = −δ(r− r′). (B.7)
Now one needs to multiply both sides of equation (B.7) by φ∗n(r), then integrate
over the domain, one has,
∞∑
m=0
(k2 − k2m)Am(r′)
∫ ∞
−∞
φm(r)φ
∗
n(r)dr = −
∫ ∞
−∞
φ∗n(r)δ(r − r′)dr (B.8)
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Then, one needs to all the orthonormality property (B.2) for the LHS of equation
(B.7), whereas for the RHS, one needs to use the following property of the delta
funtion, ∫ ∞
−∞
f(r)δ(r− a)dr = f(a).
Hene,
An(r
′) =
−φ∗n(r′)
(k2 − k2n)
.
Thus, G(r, r′) an be written as,
G(r, r′; k) = −
∞∑
n=0
φn(r)φ
∗
n(r
′)
(k2 − k2n)
. (B.9)
The Green funtion G(r, r′; k) exhibits simple poles at the values k → ±kn. This
singularity happen when a non-dissipative vibrating system is driven at one of
its resonant frequenies thus giving an innite response [135℄.
Appendix C
Expression for the hypersingular
integrand
In this appendix, an expression of the seond derivative of the free Green fun-
tion (hypersingular integrand) is derived. Suh an expression deomposes the
hypersingular integrand into a weakly singular and regular parts.
Here we do not perform the limit of
∂2G0(r,q)
∂nβ∂nq
as the interior point r
approahing a boundary point β, so we adopt the notations where β and q stand
for both the parametrisation of the boundary and the vetor representing the
point in 2D on the boundary.
The notations r(q) and r(β) are the position vetors at the boundary points
q and β, respetively. We dierentiate with respet to β for xed distane
|r(β)− r(q)| and vary the distane |r− r(β)| . In the derivation below, we fre-
quently use the following relation,
|r− r(q)|2 = |r− r(β)|2 + |r(β)− r(q)|2 . (C.1)
whih an be abbreviated as,
ρ2 = ∆2r+ σ2, (C.2)
where ρ is the distane between the interior point r and the boundary point q, σ
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Figure C.1: Geometrial illustration of an interior point r approahing a
boundary point β ∈ ∂Ω, ρ = |r − r(q)|, σ = |r(β) − r(q)| and
∆r = |r− r(β)|.
is the distane between the boundary point q and the boundary point β, and ∆r
is the distane between the interior point r and the boundary point β as depited
in gure C.1.
The seond derivative of the free Green funtion is obtained as,
∂2G0
∂nβ∂nq
=
∂
∂nβ
[
G′0
∂
∂nq
(
k
√
[r− r(q)]2
)]
= G′′0
∂
∂nq
(
k
√
[r− r(q)]2
)
+ G′0
∂2
∂nβ∂nq
(
k
√
[r− r(q)]2
)
. (C.3)
The derivative of the argument of G0 obtained as
∂
∂nβ
(
k
√
[r− r(q)]2
)
=
−2k |r− r(β)|
2
√
[r− r(q)]2
= −k |r− r(β)||r− r(q)|
= −k∆r
ρ
, (C.4)
and similarly one has
∂
∂nq
(
k
√
[r− r(q)]2
)
= k
∆r
ρ
. (C.5)
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For the seond derivative of the argument of G0, we have
∂2
∂nβ∂nq
(
k
√
[r− r(q)]2
)
= k
∂
∂nβ
[ |r− r(β)|
|r− r(q)|
]
= k


√
[r− r(q)]2· 12
(
[r− r(β)]2
)− 1
2 · −2 |r− r(β)|
[r− r(q)]2
−
√
[r− r(β)]2· 12
(
[r− r(q)]2
)− 1
2 · −2 |r− r(β)|
[r− r(q)]2


= k
[
−
√
[r− r(q)]2 + |r− r(β)|2 ([r− r(q) ]2)− 12
[r− r(q)]2
]
= −k |r(β)− r(q)|
2
|r− r(q)|3
= −kσ
2
ρ3
.
(C.6)
Substituting (C.6), (C.4) and (C.5) into (D.1), leads to
∂2G0
∂nβ∂nq
=
ı
4
{[
−H(1)0 (kρ) +
H
(1)
1 (kρ)
kρ
]
·
(
−k2∆
2
r
ρ2
)
− H(1)1 (kρ)·
(
−kσ
2
ρ3
)}
=
ı
4
{
k2H
(1)
0 (kρ)
∆2r
ρ2
+ kH
(1)
1 (kρ)
[
−∆
2
r
ρ3
+
σ2
ρ3
]}
, (C.7)
where we used
G′′0 =
[
−H(1)0 (kρ) +
1
kρ
H
(1)
1 (kρ)
]
∂
∂q
(kρ).
Using the relation (C.2), equation (C.7) an be rearranged as,
∂2G0(β, q)
∂nβ∂nq
=
ı
4
{
k
ρ
(
1− 2∆
2
r
ρ2
)
H
(1)
1 (kρ) + k
2∆
2
r
ρ2
H
(1)
0 (kρ)
=
ı
4
{
k
ρ
(
1− 2∆
2
r
ρ2
)
H
(1)
1 (kρ)− k2
σ2
ρ2
H
(1)
0 (kρ)
}
+
ık2
4
H
(1)
0 (kρ). (C.8)
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For simpliity, we set β = 0, that is, the distane σ = q, now onsider
− d
dq
[
kσ
ρ
H
(1)
1 (kρ)
]
=
−k
ρ
H
(1)
1 (kρ) + k
σ2
ρ3
H
(1)
1 (kρ)−
kσ
ρ
d
dq
H
(1)
1 (kρ)
=
−k
ρ
H
(1)
1 (kρ) +
kσ2
ρ3
H
(1)
1 (kρ) +
k2σ2
ρ2
[−H(1)0 (kρ) +
1
kρ
H
(1)
1 (kρ)]
= −k
ρ
[
1− 2(ρ
2 −∆2r)
ρ2
]
H
(1)
1 (kρ)− k2
σ2
ρ2
H
(1)
0 (kρ)
=
k
ρ
[
1− 2∆
2
r
σ2
]
H
(1)
1 (kρ)− k2
σ2
ρ2
H
(1)
0 (kρ), (C.9)
Comparing equation (C.8) with equation (C.9), one has,
∂2G0
∂nβ∂nq
= − ı
4
{
d
dq
[
kσ
ρ
H
(1)
1 (kρ)
]
+ k2H
(1)
0 (kρ)
}
. (C.10)
Thus the hypersingular integrand is deomposed into a onvenient form whih is
handy for numerial implementation.
Appendix D
The seond derivative of G0
In 4.8 we obtained the BIEs (4.8.1) and (4.8.2) whih ontain the seond deriva-
tive of the free Green funtion G0(q, β; k) where the boundary points q 6= β. In
this appendix, we obtain the seond derivative of G0(kρ) for ρ = |q − β| 6= 0. We
begin with the seond derivative of H
(1)
0 (kρ) as
∂2H
(1)
0 (kρ)
∂nβ∂nq
= k2
∂ρ
∂nβ
∂ρ
∂nq
(
H
(1)
0
)′′
(kρ) + k
∂2ρ
∂nβ∂nq
(
H
(1)
0
)′
(kρ)
= k2
[
1
kρ
H
(1)
1 (kρ) −H(1)0 (kρ)
]
∂ρ
∂nβ
∂ρ
∂nq
− k ∂
2ρ
∂nβ∂nq
H
(1)
1 (kρ)
= −k2 ∂ρ
∂nβ
∂ρ
∂nq
H
(1)
0 + k
[
1
ρ
∂ρ
∂nβ
∂ρ
∂nq
− ∂
2ρ
∂nβ∂nq
]
H
(1)
1 . (D.1)
The derivative of the argument ρ is obtained as,
∂ρ
∂nq
= ~nq·∇ρ = cos θq, (D.2)
and
∂ρ
∂nβ
= ~nβ·∇ρ = − cos θβ, (D.3)
where ~nq, and ~nβ are the normal at the boundary points q and β as illustrated
in gure D.1.
We now need to insert equations (D.2) and (D.3) into equation (D.1), one has
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Figure D.1: Sketh of the boundary points q and β.
∂2G0(kρ)
∂nβ∂nq
=
ı
4
{
k2(nˆβ· ρˆ)(nˆq· ρˆ)H(1)0 (kρ)
+
k
ρ
[(nˆq· nˆβ)− 2(nˆβ· ρˆ)(nˆq· ρˆ)]H(1)1 (kρ)
}
=
ı
4
{
−k2 cos θq cos θβH(1)0 (kρ)
+
k
ρ
[cos θβ cos θq + sin θβ sin θq]H
(1)
1 (kρ)
}
=
ı
4
{
−k2 cos θβ cos θqH(1)0 (kρ) +
k
ρ
cos(θq − θβ)H(1)1 (kρ)
}
,
where θβ is the angle between the hord onneting q to β and the normal at the
boundary point β, and similarly for θq as depited in gure D.1.
Appendix E
Commutators ating on a
wavefuntion
For the derivation of the reetion operator for the unit dis presented in Chapter
5, we onsider the ommutator ontributions in the derivation of the exat ree-
tion operator in 5.6.1, whereas we neglet suh ontributions in the derivation
of the semilassial reetion operator in 5.6.2. Here in this Appendix, we will
work out this ontribution from the ommutators of a funtion F (p) with the
harateristi funtion χ. The derivation presented in this setion is borrowed
from private notes written by Gregor Tanner. The ommutator is dened as,
[F (p), χ] | ψ >= (Fχ) | ψ > −(χF ) | ψ > . (E.1)
The harateristi funtion χ is dened as
(χφ)(s) = H(s)φ(s)
where H is the Heaviside step funtion dened as
H(s)φ(s) =


φ(s), if s > 0,
1
2φ(0), if s = 0,
0, s<0.
(E.2)
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The ommutator (E.1) as a funtion of s is given as
< s | [F,χ] | ψ > = < s | Fχ | ψ > − < s | χF | ψ >
=
∫
F (s′, s′′)ds′
∫
χ(s
′, s′′)ψ(s′′)ds′′
−
∫
χ(s, s
′)ds′
∫
F (s′, s′′)ψ(s′′)ds′′
=
∫
F (s, s′)H(s′)ψ(s′)ds′ −H(s)
∫
F (s, s′)ψ(s′)ds′.
Dene,
G(s) =
∫
F (s, s′)ψ(s′)ds′. (E.3)
Thus,
< s | χF | ψ >= H(s)G(s). (E.4)
For < s | Fχ | ψ >, we have,
< s | χ | ψ >= H(s)ψ(s),
this an be written in momentum spae as,
< p | χ | ψ > = < p | H˜ψ˜ >
=
k
2π
(H˜ ∗ ψ˜)(p)
=
k
2π
∫ ∞
−∞
H˜(p − q)ψ˜(q)dq. (E.5)
where we assumed that F (p) is diagonal in momentum spae, and we used the
onvolution theorem. The funtions H˜ and ψ˜ are respetively the Fourier trans-
form of the funtions H and ψ. The Fourier transform of the Heaviside step
funtion H is given as [125℄,
H˜(p) =
1
ıkp
+
π
k
δ(p). (E.6)
Substituting equation (E.6) into equation (E.5) leads to,
< p | χ | ψ >= 1
2
ψ˜(p) +
1
2πı
∫ ∞
−∞
ψ˜(q)
p− qdq. (E.7)
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So, one has,
< p | Fχ | ψ > =
∫
dp′ < p | Fχ | ψ >
=
∫
dp′ < p | F | p′ >< p′ | χ | ψ >
=
∫
dp′F (p, p′) < p′ | χ | ψ >, (E.8)
where we used | p′ >< p′ |= I. Now substitute equation (E.7) into equation
(E.8) to obtain,
< p | Fχ | ψ >= 1
2
F (p)ψ˜(p) +
1
2πı
∫ ∞
−∞
F (p)ψ˜(q)
p− q dq. (E.9)
Taking the inverse Fourier transform of equation (E.9), leads to,
< s | Fχ | ψ > = 1
2
k
2π
∫ ∞
−∞
F (p)ψ˜(p)eıkspdp
+
k
2π
1
2πı
∫ ∞
−∞
∫ ∞
−∞
F (p)ψ˜(q)
p− q e
ıkspdpdq =
G(s)
2
+
k
2π
1
2πı
∫ ∞
−∞
∫ ∞
−∞
F (p)ψ˜(q)
p− q e
ıkspdpdq. (E.10)
Hene, adding equation (E.4) to equation (E.10), one obtains the ommutator in
position representation as,
< s | [F,χ] | ψ >=
(
1
2
−H(s)
)
G(s) +
k
2π
1
2πı
∫ ∞
−∞
∫ ∞
−∞
F (p)ψ˜(q)
p− q e
ıkspdpdq.
(E.11)
For onveniene, let us introdue the following notation
C(s) =
k
2π
1
2πı
∫ ∞
−∞
ψ˜(q)dq
∫ ∞
−∞
F (p)
p− q e
ıkspdp. (E.12)
Equation E.11 express the ommutator for any funtion F (p) with the hara-
teristi funtion.
First we assume that F (p) is an analyti funtion, so the integral with
respet to p an be done by the residues Cauhy theorem. Then using equation
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(E.2) one obtains,
C(s) =


1
2G(s), if s > 0,
−12G(s), if s < 0,
k
2π
1
2πı
∫∞
−∞ ψ˜(q)dq
∫∞
−∞
F (p)
p−q dp, s=0.
(E.13)
Thus, if F (p) analyti, we have
< s | [F,χ] | ψ >=
(
1
2
−H(s)
)
G(s) + C(s) =


0, if s 6= 0;
C(0), if s = 0;
(E.14)
this means that the ommutator < s | [F,χ] | ψ > has a loalised ontribution
at s = 0.
We now onsider the ase where F (p) is not analyti, therefore one needs to
onsider the ontribution from poles and branh uts. For instane, hoose F (p)
as,
F (p) = (1− p2) 14 = (1− p) 14 · (1 + p) 14 .
This multivalued funtion has two branh points at p = 1,−1.
To make F (p) a single-valued funtion, a branh ut must be made
along p = 1,−1. For s > 0(s < 0), the integration ontour will be in the upper
(lower) half-plane, with a pole at p = q.
Here we onsider the ase s > 0, so we take the ontribution from the
branh ut at the branh point p = 1 and neglet the branh point at −1 whih
lies outside the integration ontour. The branh ut at p = 1 runs along the
y-axis from ∞ to 0 with z = y 14 eı 3π8 irling below the branh point p = 1, then
runs from 0 to ∞ with z = y 14 e−ıπ8 as depited in gure E.1. For the ase s < 0,
the integration ontour will be downward. One has
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Figure E.1: The ontour of the integral
∫
∞
−∞
(1−p2)
1
4
p−q
eıkspdp.
∮ ∞
−∞
F (p)
eıksp
p− qdp =
∮ ∞
−∞
(1− p2) 14 e
ıksp
p− qdp
=
∫ ∞
−∞
(1− p2) 14 e
ıksp
p− qdp
+ ıeı
3π
8
∫ 0
∞
(y(2 + ıy))
1
4
eıkse−ksy
(1 + ıy − q)dy
+ ıe−ı
π
8
∫ ∞
0
(y(2 + ıy))
1
4
× e
ıkse−ksy
(1 + ıy − q)dy.
The rst term in the RHS of this equation an be omputed from the residues
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Cauhy theorem, one has,∫ ∞
−∞
(1− p2) 14
p− q e
ıkspdp = ıπ(1− q2) 14 eıksq
− ıe−ıπ8 (ı− eıπ2 )eıks
×
∫ ∞
0
(y(2 + ıy))
1
4
e−ksy
(1 + ıy − q)dy. (E.15)
The rst term of equation (E.15) represent the regular part, whereas the seond
term arries the ontribution from the branh uts. Plugging equation (E.15)
into equation (E.12) will give the non-loalised ontribution, that is, for s 6= 0.
Then plug the resulting expression into equation (E.14), one obtains,
< s | [(1− p2) 14χ] | ψ > =


0, if s 6= 0;
C(0), if s = 0;
− k
2π
(1− eıπ2 )
2π
e−ı
π
8 eık|s|
×
∫ ∞
−∞
ψ˜(q)dq
∫ ∞
0
(y(2 + ıy))
1
4
e−k|s|y
(1 + ıy − q)dy
In onlusion, it should be noted that the regular part is loalised at
s = 0, where the ontribution from branh uts represent the non-loalised on-
tribution whih is osillatory around s = 0.
Now let us estimate the order of the non-loal ontribution,∫ ∞
0
(y(2 + ıy))
1
4 e−k|s|ydy
∫ ∞
−∞
ψ˜(q)dq
(1 + ıy − q) = 2πı
∫ ∞
0
(y(2 + ıy))
1
4 ψ˜(1 + ıy)e−k|s|ydy
= 2πı
∞∑
n=0
cn
∫ ∞
0
yn+
1
4 e−k|s|ydy
=
2πı
k|s|Γ
(
n+
5
4
) ∞∑
n=0
cn(k|s|)−
1
4
−n
∼ 1
k|s|
1
(k|s|) 14
(E.16)
where we assumed that,
(2 + ıy)
1
4 ψ˜(1 + ıy) =
∑
n
cny
n.
The resulting integral is Gamma funtion, we onsider the rst term of the sum-
mation n = 0.
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After inserting equation (E.16) into equation (E.12), the fator
1
k
in equation
(E.16) will be anelled out by the prefator of the integral in equation (E.12).
Therefore the order of the non-loalised ontribution of the ommuta-
tors is estimated as
1
k
1
4
whih deays in the semilassial limit k →∞.
We shall demonstrate an illustrative example for the ommutator of the
funtion F (p) = 12πı as,
[F (p), χ](s, s′) =
k
2π
∫
dpdp′eıkps
(
1
2πı
)
e−ıkp
′s′ =
1
ık
δ(s)δ(s′). (E.17)
This simple example demonstrates that the loalised ontribution of the ommu-
tators at the points s = 0 or s′ = 0 has a delta funtion.
Appendix F
Asymptoti derivation of the
reetion and transmission
oeients for oupled avities
Here we present an asymptoti derivation of the reetion and transmission oef-
ients for oupled avities of dierent material properties. Here, we asymptoti-
ally onsider the interfae where we have the disontinuous hange of material
properties as innite line at x = 0. For the left and the right sides of the inter-
fae, we have the value of the wavenumber k and q, respetively, as depited in
gure F.1. The wavenumber in two dimensions has two omponents as,
~k = (kx, ky) = (k cos θ, k sin θ)
where
k =
√
k2x + k
2
y .
We treat kx dependent on ky with ky is the variable of the inverse Fourier trans-
form.
The wave eld in the left and right side of the innite interfae u1(kx, x)
and u2(qx, x) respetively, an be deomposed as a superposition of all possible
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Figure F.1: Sketh of the disontinuity line at x = 0 separating two regions
of dierent wavenumbers k and q.
plane waves inident on both sides of an innite interfae using the inverse Fourier
transform as follows,
u1(kx, x) = A
∫ ∞
−∞
[ψ−(ky)eı
√
k2−k2yx + ψ+(ky)e−ı
√
k2−k2yx]eıkydky, x < 0,
(F.1)
where ψ− and ψ+ are the inoming and outgoing waves on the left side of the
interfae.
For the right side of the interfae, one has
u2(qx, x) = A
∫ ∞
−∞
[φ−(qy)eı
√
q2−q2yx + φ+(qy)e−ı
√
q2−q2yx]eıqydqy, x > 0,
(F.2)
where φ− and φ+ are the inoming and outgoing waves on the right side of the
interfae. Finally the onstants A and B are there to guarantee the onversation
of energy ux aross the interfae and so the obtained sattering matrix is unitary.
They are hosen as
A =
√
ρ1
kx
, B =
√
ρ2
qx
.
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The onstants ρ1 and ρ2 are respetively the material densities in the left and
the right side of the interfae and related by equation (4.2.1). The innite lim-
its of the integral should not be a problem, beause the wavefuntion beomes
evanesent at the limits (ky, qy → ±∞), i.e, waves that are damped exponen-
tially in the diretion normal to the boundary. Semilassially, there are no rays
orresponding to the evanesent waves and they do not arry energy ux.
The plane wave representation of the wave eld given in equation (F.1)
is the basi foundation of Fourier optis, beause when x = 0 the wavefuntion
simply beomes the Fourier transform. Along the interfae, we have ky = qy,
but kx 6= qx simply beause k 6= q. Equation (F.1) represents propagating or
evanesent waves depending on whether (k2 > k2y) or (k
2 < k2y), respetively.
Sine ky = qy along the interfae, so the dependene of ψ−, ψ+, φ−, and φ+ on
ky will be suppressed hereafter.
Now we need to use the ontinuity onditions along the innite interfae at x = 0
given as
u1(0) = u2(0), ρ2
∂u1
∂nx
∣∣∣∣
x=0
= ρ1
∂u2
∂nx
∣∣∣∣
x=0
. (F.3)
Applying the onditions (F.3) leads to the following two equations,
A
∫ ∞
−∞
(ψ− + ψ+)eıky = B
∫ ∞
−∞
(φ− + φ+)eıqy , (F.4)
and
ıkxρ2A
∫ ∞
−∞
(ψ− + ψ+)eıky = ıqxρ1B
∫ ∞
−∞
(φ− + φ+)eıqy . (F.5)
After some algebra, using equations (F.4) and (F.5) one obtains the following
relation whih maps the outgoing wavevetor to the inoming wavevetor,
ψ+
ψ+

 =


(
α−β
α+β
)
2Bβ
A(α+β)
2Aα
B(α+β) −
(
α−β
α+β
)



φ−
φ−

 , (F.6)
where we used the notations α = ρ2kx, β = ρ1qx.
This is alled the sattering matrix with diagonal elements orrespond to the
reetion oeients r obtained as,
r =
(
α− β
α+ β
)
=
(
ρ2k cos θL − ρ1q cos θR
ρ2k cos θL + ρ1q cos θR
)
. (F.7)
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The o-diagonal elements orrespond to the transmission oeients t obtained
as,
t =
2Aα
B(α+ β)
=
(
2
√
ρ1qρ2k cos θL cos θR
ρ2k cos θL + ρ1q cos θR
)
. (F.8)
where we substitute the x-omponent of k and q into the above relations. The
angles θ
L
and θ
R
are the inident and refrated angles measured with respet to
the normal to the disontinuity line and related by Snell's law (k sin θ
R
= q sin θ
L
)
as depited in gure F.1.
It should be noted that if we set k = q, that is ρ1 = ρ2 and cos θL =
cos θR in equations (F.7) and (F.8), then r = 0 and t = 1. This means that the
ray will go straight as long as there is no hange of material properties. The ray
only bends one it enounters an abrupt hange of material properties.
The matrix given in equation (F.6) is unitary. Also it has omplex
eigenvalues of module one. It should be pointed out that this derivation is asymp-
toti, beause it treats the interfae as innite line, so it neglets diration eets
oming from the end points of the interfae. However, in the semilassial limit
suh eets an be negleted.
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