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Abstract— This paper describes the application of Artificial 
Neural Network (ANN) algorithm with backpropagation 
architecture for object recognition of Palembang cultural 
objects in the image content. ANN designed to accept input in 
the form of entropy and texture characteristics of Haralick 
taken from the image of cultural objects that has been acquired 
separately. ANN architecture model was created and 
implemented in application program. To measure effectiveness, 
the results of these implementations were tested by using a data 
set of image that contain Palembang cultural objects, for 
example Songket, Tenong, Mukun, etc. Experimental results 
shows that the ANN model is effectively classify the image up 
to 73% in accuracy. The diversity of objects, methods of data 
acquisition becomes one of the factors that affect the 
recognition result. Further research is needed to determine 
effective features for image content recognition of cultural 
objects that can be implemented in the application 
documentation of cultural objects based on a digital image. 
 
Intisari— Tulisan ini menjelaskan penerapan algoritma 
jaringan saraf tiruan (JST) dengan arsitektur propagasi balik 
untuk pengenalan objek benda budaya Palembang dalam 
konten citra. JST dirancang untuk menerima input berupa ciri 
entropy dan tekstur Haralick yang diambil dari citra benda 
budaya yang telah diakuisisi secara terpisah. Desain model 
arsitektur JST yang telah dibuat lalu diimplementasikan 
dalam bahasa program. Untuk mengukur efektifitas, hasil 
implementasi tersebut diujikan dengan menggunakan data set 
terdiri dari citra dengan konten benda budaya Palembang, 
misalnya Kain Songket, Tenong, Mukun, dll.  Hasil pengujian 
menunjukkan bahwa JST yang dirancang efektif 
mengklasifikasi secara akurat hingga 73%. Keragaman 
bentuk objek, metode akuisisi data menjadi salah satu faktor 
yang mempengaruhi hasil pengenalan. Penelitian lebih lanjut 
diperlukan untuk menentukan fitur yang efektif untuk 
pengenalan konten citra benda budaya sehingga dapat 
diimplementasikan dalam aplikasi dokumentasi benda budaya 
berbasis citra digital. 
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I. PENDAHULUAN 
Sebagai upaya turut serta dalam pelestarian budaya dan 
seni kota Palembang, penelitiaan pendahuluan telah 
membangun aplikasi untuk inventarisasi Seni dan Budaya 
Kota Pelambang lewat dokumentasi citra digital dengan 
Aplikasi berbasis Web [1]. Luasnya jangkauan internet yang 
memudahkan akses informasi kapan, dimana, dan oleh siapa 
saja menjadi salah satu keunggulan yang mendukung 
efektifitas tujuan pengembangan aplikasi tersebut. 
Masyarakat umum juga dapat mengunggah foto citra digital 
yang memiliki konten benda budaya.   
Palembang, tapi melalui proses verifikasi dan validasi 
terlebih dahulu oleh petugas yang berwenang, yaitu Kepala 
bidang pelestarian budaya di Dinas Kebudayaan dan 
Pariwisata kota Palembang. Karena kesibukan, maka 
terkadang diperlukan waktu lama untuk verifikasi dan 
validasi data yang diunggah oleh pengguna umum. Proses 
update basis data dokumentasi citra budaya juga menjadi 
terhambat khususnya jika jumlah data yang diunggah cukup 
banyak. Untuk itu diperlukan metode untuk mengklasifikasi 
secara otomatis mengenali konten citra benda budaya yang 
diunggah oleh pengguna sehingga tidak perlu menunggu 
validasi manual oleh operator aplikasi.  
 
Algoritma yang terbukti efektif untuk pengenalan dan 
klasifikasi adalah Jaringan Saraf Tiruan [2,3,4,5]. JST dapat 
memberikan solusi terhadap masalah masalah real yang 
kompleks, salah satunya untuk klasifikasi data. Jaringan 
tersebut didesain untuk menerima input berupa fitur-fitur 
konten objek benda budaya yang termuat dalam citra digital. 
Fitur yang digunakan antara lain, tekstur, warna dan pola 
yang termuat pada citra dan diekstrak dengan menggunakan 
metode pengolahan citra. Berdasarkan input tersebut, 
algoritma JST didesain untuk menghasilkan luaran berupa 
pengenalan konten citra tersebut sehingga dapat diketahui 
validitasnya apakah termasuk benda budaya Palembang atau 
bukan sehingga dapat secara otomasi memvalidasi input dari 
pengguna tanpa menunggu intervensi operator manusia. 
Dalam penelitian ini diterapkan algoritma JST propagasi 
balik untuk mengenali konten citra apakah memuat objek 
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 benda budaya Palembang atau tidak berdasarkan fitur 
tekstur dan entropy citra. Testur efektif digunakan sebagai 
dasar pengenalan objek [4]. Untuk uji coba, sebuah data set 
terdiri dari citra digital benda budaya Palembang dalam 
format .JPEG dalam berbagai ukuran. Data set dibagi 
menjadi data latih dan data uji yang digunakan sebagai input 
untuk JST dengan arsitektur yang telah dirancang dan 
diimplementasikan dalam bahasa program sehingga 
diperoleh luaran berupa hasil pengenalan konten citra.  
Tulisan ini diorganisasikan sebagai berikut: Bagian 2 
menyajikan metode pengenalan konten citra, bagian 3 
menjelaskan hasil uji coba dan pembahasan  serta  hasil 
evalusi dari metode yang diusulkan berikut simpulannya 
pada bagian 4 dan ucapan terima kasih  di akhir tulisan. 
II. PENGENALAN KONTEN CITRA 
Objek benda budaya yang terdapat dalam konten citra 
dikenali dengan melakukan sejumlah tahapan preprocessing 
dan processing serta mengasilkan luaran berupa hasil 
pengenalan klasifikasi objek. Tahapan preprocessing 
melibatkan proses ekstraksi ciri dan dilanjutkan dengan 
tahapan pengenalan dengan algoritma JST. 
2.1. Ekstraksi Ciri 
Tiap objek dalam satu kelompok memiliki ciri-ciri 
utama yang menjadi pembeda antara satu kelompok atau 
kelas satu sama lain. Untuk pengenalan pola objek, ekstraksi 
ciri tersebut menjadi penting guna memperoleh informasi 
relevan dengan objek sebagai dasar pengukuran kemiripan. 
Semakin baik metode untuk ekstraksi dapat mengumpulkan 
informasi penting dalam objek, maka akan semakin akurat 
hasil pencocokan yang didapat. Citra memiliki konten yang 
hanya dapat diinterpretasikan ketika dilihat secara visual. 
Citra hanya terdiri dari sekumpulan piksel yang membentuk 
pola dan tidak bermakna jika berdiri sendiri.  Dibutuhkan 
metode ekstaksi ciri objek dalam konten citra yang efektif 
sehingga pengenalan objek tersebut menjadi efektif. Salah 
satu fitur atau ciri objek yaitu, warna, bentuk, dan tekstur. 
Untuk objek benda budaya Palembang, contohnya 
tenong, memiliki ragam warna, akibatnya fitur warna tidak 
dapat diambil sebagai fitur unik objek budaya. Warna emas 
pada Tenong dapat dimiliki pula oleh kain atau pakaian khas 
Palembang, misalnya Songket, sehingga akan berdampak 
pada efektifitas pengenalan objek. Karena itu penelitian ini 
menggunakan ciri tekstur objek dengan mengekstrak 
variabel Haralick dan entropy citra.  
Pada tahun 1973 Haralick memperkenalkan co-
occurence matrix   dari fitur tekstur untuk klasifikasi 
otomatis jenis batuan menjadi enam kategori [6]. Hari ini, 
fitur ini banyak digunakan untuk berbagai jenis gambar, 
misalnya, untuk gambar mikroskop sel-sel biologis. Tekstur 
Fitur Haralick terdiri 14 fitur. Implementasi penelitian 
mengoptimalkan Tekstur Fitur persamaan pertama 13 
Haralick [4] ditambah dengan fitur entropy yang berfungsi 
untuk mengukur keteracakan dari distribusi perbedaan lokal 
dalam citra. 
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dimana masing-masing variabel dari fitur tekstur 
Haralick (fi) di atas merujuk pada properti Matrik co-
occurence 
 
 
 
 
2.2. Algoritma Jaringan Saraf Tiruan 
Jaringan Saraf Tiruan (JST) memiliki ragam algoritma 
pembelajaran yang terawasi dan tidak terawasi untuk 
berbagai aplikasi, antara lain klasifikasi, pengenalan 
karakter, dan optimasi. Salah satu algoritma pembelajaran 
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 terawasi untuk klasifikasi adalah propagasi balik (back 
propagation). Proses pelatihan JST dengan algoritma 
backpropagation memerlukan tiga tahapan, yaitu 
feedforward data input untuk pelatihan [7], 
backpropagation untuk nilai error serta penyesuaian nilai 
bobot tiap node masing-masing layer pada JST. Proses 
diawali dengan feedforward nilai input, tiap input unit ke-i 
(xi) menerima sinyal input yang selanjutnya akan 
dipancarkan ke hiddenlayerZ1,..., Zp. Selanjutnya hidden 
unit ke-j akan menghitung nilai sinyal (zj), yang akan 
dipancarkan ke outputlayer , menggunakan fungsi aktivasi f.  
 
 Zj =θ1j +      (14) 
dan 
 
zj = f(Zj)                                       (15)   
  
dimana θ1j = bias hidden unit ke-j. Nilai bias dan bobot awal 
dapat diambil secara acak. Tiap unit output ke-k (Yk) lalu 
menghitung nilai aktivasinya (yk).  
 
 Yk = θ2k +   (16) 
dan 
 
                  yk = f(Yk)     (17) 
 
              f(x) =   (18) 
     
dimana θ2k = bias hidden unit ke-k. Selama proses training 
berlangsung, tiap unit output  membandingkan nilai aktivasi 
yk dengan nilai target (Tm) untuk suatu input pattern guna 
menghitung error nya. Nilai error ini akan digunakan untuk 
menghitung nilai parameter  yang akan memperbaiki 
(update) bobot tiap unit dalam masing-masing layer. 
 
Arsitektur backpropagation JST yang dirancang untuk 
perangkat lunak ini digambarkan pada Gambar 1 berikut [8], 
 
 
Gbr 1. Arsitektur backpropagation dengan 3 layer 
 
III. HASIL UJI COBA 
Desain arsitektur JST dengan algoritma propagasi balik 
yang telah dibuat selanjutnya diimplementasikan dalam 
bahasa pemrograman Matlab. Proses pembelajaran terhadap 
JST terlebih dahulu dilakukan dengan melakukan pelatihan 
menggunakan data set yang telah diakuisisi secara terpisah 
dari prototipe aplikasi dan selanjutnya dilakukan pengujian 
terhadap prototipe tersebut menggunakan data uji yang 
berbeda dengan data latih. Data latih digunakan untuk 
pembelajaran model JST yang dibangun sedangkan data uji 
digunakan untuk mengetahui tingkat efektifitas model JST 
dalam mengenali kelas objek benda budaya yang termuat 
dalam citra. 
3.1. Data Set 
 Data citra yang digunakan dalam penelitian ini diakuisisi 
dengan  menggunakan kamera digital dan menghasilkan 
data set citra beragam ukuran  hingga 2900 x 2500 dalam 
format .JPEG. Sebanyak 35 (Tiga Puluh Lima)  sampel data 
digunakan sebagai data set citra objek benda budaya 
Palembang yang diklasifiasikan menjadi 4 (empat), yaitu 
Wadah, Pakaian, Senjata, Alat Musik yang merupakan 
bagian unsur budaya Peralatan dan Teknologi. Gambar 2 
berikut mengilustrasikan data citra hasil perekaman (akuisisi) 
dengan ukuran yang telah diperkecil (bukan ukuran 
sebenarnya), 
 
 
Gbr 2. Sampel Data Citra Objek Benda Budaya Palembang 
 
Data set tersebut dibagi menjadi dua bagian, yaitu data uji 
dan data latih. Data latih sebanyak 20 (dua puluh) citra 
digunakan pada proses pembelajaran JST. Sedangkan 15 
(lima belas ) citra digunakan pada proses pengujian.  
Input awal citra berupa citra RGB dan selanjutnya akan 
dikonversi menjadi gray level. Proses ini dilakukan karena 
ciri warna tidak diambil sebagai ciri unik suatu klasifikasi 
objek benda budaya Palembang. Warna emas yang ada pada 
benda budaya, misalnya Mukun, bisa saja diiliki oleh sarung 
senjata Rodoos atau kain Songket. Karena itu warna tidak 
diambil sebagai ciri utama, melainkan nilai entropy dan 
tekstur Haralik yang diambil dari nilai matrik cooccurance 
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 bertujuan menganalisa pasangan pixel yang bersebelahan 
secara horizontal. Pada objek citra gray-level. 
Selanjutnya ujicoba dilakukan terhadap arsitektur JST 
yang telah diimplementasikan. JST propagasi balik 
dirancang terdiri dari satu lapisan tersembunyi dengan 
topologi optimal diperoeh berdasarkan hasil uji coba dengan 
hasil seperti pada Tabel I berdasarkan validasi hasil 
pembelajaran yang diuji coba terhadap topologi tersebut 
dengan hasil seperti Tabel II.  
 
TABEL I 
TOPOLOGI OPTIMAL DESAIN JST 
Parameter Nilai 
Jumlah Input Node 14 
Jumlah Output Node 2 
Jumlah Hidden Node 4 
Jumlah Hidden layer 1 
Learning Rate 0.1 
Epoch 1000 
Maximum Error 0.1 
 
 
 
TABEL II 
PENGENALAN KONTEN CITRA DATA PELATIHAN 
Jumlah Hidden Validitas (%) 
3 70 
4 75 
5 40 
 
Uji coba dilanjutkan dengan menggunakan data set 
pengujian yang terdiri dari 15 (lima belas) citra berbeda 
yang terdiri dari kelasifikasi yang sama dengan citra 
pelatihan, yaitu Alat Musik, Pakaian, Wadah, dan senjata 
(Tabel III). Berdasarkan hasil uji tersebut diketahui tingkat 
efektifitas pengenalan JST algoritma pembelajaran 
propagasi balik sebesar 73%. Terjadi kesalahan pengenalan 
terhadap semua citra senjata.  Data citra yang digunakan 
berukuran 1000 x 1290 piksel dan berbeda dengan rata-rata 
citra latih lain > 2000 x 2000 piksel sehingga berdampak 
pada ciri yang diekstrak untuk input sehingga bepengaruh 
pada saat pembelajaran JST dan berakibat pada rendahnya 
pengetahuan JST saat pengenalan konten citra. Selain itu, 
senjata memiliki ragam bentuk misalnya parang, meriam, 
keris, yang memerlukan ciri khas berbeda namun masih 
pada kelas yang sama.  Metode akuisisi yang terpisah dari 
prototipe aplikasi dengan beragam faktor yang tidak sama 
pada saat akuisisi masing-masing objek juga berdampak 
pada hasil pengenalan konten citra objek benda budaya 
Palembang. 
 
TABEL III 
PENGENALAN KONTEN CITRA DATA PENGUJIAN 
Jumlah Hidden Kategori Pengenalan 
 
Wadah Pakaian 
 
Pakaian Pakaian 
 
Pakaian Pakaian 
 
Pakaian Pakaian 
 
Pakaian Pakaian 
 
Wadah Wadah 
 
Wadah Pakaian 
 
Senjata Wadah 
 
Wadah Wadah 
 
Wadah Wadah 
 
Wadah Wadah 
 
Pakaian Pakaian 
 
Wadah wadah 
 
Wadah Wadah 
 
Senjata Pakaian 
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 IV. KESIMPULAN 
JST dengan arsitektur  yang terdiri dari 4 simpul pada 
hiddenlayer  memiliki tingkat keberhasilan lebih tinggi 
dibandingkan  dengan 3 dan 5 simpul, yaitu sebesar 75% 
pada saat pembelajaran. Pada saat pengujian terhadap 
topologi optimal yang telah diperoleh saat pelatihan, 
diketahui tingkat efektifitas pengenalan konten citra benda 
budaya Palembang sebesar 73%.  Keragaman bentuk objek, 
metode akuisisi data menjadi salah satu faktor yang 
mempengaruhi hasil pengenalan. Diperlukan fitur tambahan 
yang mampu meningkatkan pengetahui JST dalam 
pengenalan objek dalam konten citra benda budaya 
Palembang. Tingkat pengenalan yang diperoleh berdasarkan 
hasil uji coba tersebut belum cukup baik untuk diterapkan 
untuk validasi otomatis citra benda budaya pada aplikasi 
dokumentasi benda budaya berbasis web sehingga perlu 
dilakukan penelitian lebih lanjut guna memperbaiki metode 
untuk ekstraksi ciri maupun pengenalan konten citra. 
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