This paper describes an experimental investigation of Ecological Interface Design (EID) in computer network management. The constant potential for the addition and removal of devices, as well as change of configurations, makes this work domain more fluid than those previously studied under EID. Two interfaces were created for the University of Toronto campus network consisting of220 nodes: a P interface based on existing design practices which presented primarily physical information and a P+F interface based on EID which presented both physical and functional information identified by an abstraction hierarchy analysis. Participants were required to use one of the two interfaces to detect and diagnose faults or disturbances in the network in real-time. Network size and fault load were both manipulated as within-participants variables. The P+F interface led to faster detection times, improved rates of detection under higher fault loads, and more accurate diagnoses under higher fault loads. These results suggest that the EID framework may lead to more robust monitoring in computer network management compared to existing interfaces.
INTRODUCTION
The purpose of this research is to determine whether Ecological Interface Design (EID) can serve as a valuable tool in the development of an interface for computer network management. EID is a framework developed by Vicente & Rasmussen (1 992) for the design of human-computer interfaces for complex systems, whose primary aim is to support worker adaptation to novel or unexpected situations. EID was chosen as a potential solution to interface design within this domain because of promising results in other complex work domains, such as petrochemical processing plants, airplane cockpits and medicine, to name but a few (Vicente, 2002) . The complexity in the domain of computer networks arises from the very dynamic nature -not only in terms of state and performance, but also in terms of structureof these networks. Faults and disturbances can happen much more quickly and frequently than in systems with slower dynamics, such as nuclear power plants. Also, the structure of the work domain itself-the number and type of components (e.g., routers, switches, servers, etc.)-can change more frequently than in other sectors, such as aviation and petrochemical plants. Thus, computer network management poses new challenges to EID.
of EID to this new domain. They conducted a work domain analysis of a virtual private network using the abstraction hierarchy (Rasmussen, 1985) , built a prototype EID interface with 3-D graphics, and then evaluated that new interface in a series of usability tests where participants were required either to summarize the network state or to diagnose the state of a pre-specified node. The research presented here extends important this work in several ways. First, we applied EID to Burns, Kuo, and Ng (2002) pioneered the application a different type of network (our campus network), thereby testing the generalizability of the framework in this sector. Second, we investigated the impact of fault frequency, thereby testing the robustness of the framework to dynamic events. Third, we also investigated the impact of network size, thereby testing the robustness of the framework to work domain structure. Finally, our experiment was conducted with a realtime simulation using realistic data that required participants to monitor the entire network, increasing the representativeness of the evaluation.
METHOD
A simulation was developed to take stored data from the University of Toronto campus network-consisting of 220 nodes-and playing those events back in real-time on a PC.
An abstraction hierarchy analysis of ths work domain was conducted, and two interfaces were developed (Duez, 2003) . The P+F interface, shown in Figure la , was based on the EID framework and thus contained both physical and fictional information, as identified through the abstraction hierarchy analysis. The P interface, shown in Figure lb , contained only physical information, which corresponds to the information found in most current leading network management software (see Kuo, 2001 , for a more thorough analysis).
Experimental Design
An experimental design with two within-participants factors (network size and rate of failure) and one betweenparticipants factor (Interface) was adopted. Network size refers to the size of the work domain for a particular trial, and was varied to study performance in larger and more complex systems. Four levels were tested 220, 154, 101, and 57 nodes.
Rate of failure corresponded to the rate at which devices failed (as an average time-to-failure), and was also varied between trials. Three mean rates of failure were used: lfaultper-minute (fpm), 0.6 fpm and 0.25 fpm. The precise timing of the faults was randomized.
Interface refers to the use of either the P or the P+F interface (as described above), and thus has two possible values. A total of 10 participants (6 using the P+F interface and 4 using the P interface) completed these experiments; all participants were undergraduate computer science students at the University of Toronto.
Participants completed the simulations on a Pentium-I11 800 MHz PC clone with 256 MB of SD-RAM running Windows 2000 Server, with a 19" ViewSonic PF790 "PerfectFlat" monitor. A Sony CCD-FX330 8mm HandyCam was used to record the screen and record participants as they spoke.
Experimental Task
Participants completed a total of 30 trials, each 20 minutes in duration, over the course of 15 one-hour sessions (with a ten-minute break given to participants between the two trials in each session). Although sessions were occasionally scheduled back-to-back in two hour blocks (no block lasted longer than two hours), participants were encouraged to schedule 15 one-hour blocks for the experiment.
Each simulation involved the participant monitoring a real-time simulation of a microworld (computer network). During every trial, few or many faults occurred, depending on the average time-to-failure defined for that trial. These faults varied by severity, location, and type of fault. Operators were required to correctly diagnose the root cause of the fault.
Because the exercise was simply one of monitoring and diagnosis, "equipment" was not repaired as soon as a fault was diagnosed, but stayed inactive (or defective) for a set period of time that varied from fault to fault.
Participants were instructed to click on the "Problem Detected" button on the screen (see Figure 1 ; the buttons and clock on the left were identical for the P and P+F interfaces) as soon as they detected a fault, and to speak the location of the perceived fault. They were then to diagnose it to the best of their abilities, and -having reached a diagnosis -click on the "Problem Diagnosed" button and speak their diagnosis. T h s diagnosis was recorded by the tape recorder, and later scored by the experimenter.
Dependent Variables
Four measures were chosen to evaluate participants' performance: time-to-detection (TDe), time-to-diagnosis (TDi), average diagnosis score, and percentage of faults detected. As different types of fault have different levels of difficulty, each of these statistics (with the exception of the last) was averaged over all faults in a single trial, and that average used as the data point for that trial. 95% confidence intervals were used to test for statistical significance because these provide the same information as traditional null hypothesis tests, such as ANOVA, as well as additional important information (see Loftus, 1993 and Vicente & Torenvliet, 2001 for details). If the confidence interval bars for two means do not overlap, then the difference between means is statistically significant at the p < 0.05 level. All statistically significant effects are presented. No other effects were significant. Time-to-detection represents the time that elapses between the onset of a fault and the participant's detection of that particular fault, i.e., the time at which they click on the "Problem Detected" button in reaction to that fault. Participants using the P+F interface had an average TDe of 36.8s over all of the trials, whereas those using the P interface had an average TDe of 44.6s. The largest network studiedone with 220 nodes -produced an average TDe across all participants of 5 1.6s, which is significantly slower than that observed with the three smaller networks (a network of 101 nodes produced an average TDe of 40.4s). There were no significant differences between TDe for the three smaller network sizes.
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TDi
Time-to-diagnosis represents the time that elapses between the onset of a fault and the participant's successful diagnosis of the root cause of that particular fault as determined through their verbal protocol (see "Diagnosis Score," below). If a participant's diagnosis was incorrect or incomplete, no TDi statistic was recorded for that fault.
The only significant main effect observed with TDi was that of fault rate: the lowest fault rate (0.25 faults per minute) was found to lower the TDi by a significant degree, with an average TDi of 36.4s for 0.25fpq compared to 47.7s for the next-lowest fault rate, 0.6fpm. This could be due to the extra time participants had to diagnose a fault, without fear of another fault occurring elsewhere within the network. and fault rate, where -once more -there was a significant difference between TDi for 0.25fpm and the other fault rates, but only for a network with 154 nodes.
The only significant interaction was between network size
Diagnosis Score
Participants were scored (0-3) for their diagnosis of each fault (Pawlak & Vicente, 1996) . If a fault was not diagnosedeither because the participant did not notice it, or because they were distracted by another fault and never returned -then participants received a score of 0 for that fault. If a fault was detected and a diagnosis attempted -but incorrect (wrong node, complete misinterpretation of the symptoms, etc.) -then the participant received a score of 1 (e.g., "there seems to be a problem with node MECH," when indeed the fault actually lay with the node "biostat"). If a diagnosis was almost correct (either a slight factual error or small error in localization), then the participant received a 2 (e.g., "node 'cdfpc' is experiencing higher than normal loads" when the loads were a consequence of a large number of CRC/Align errors). A correct root cause diagnosis received the maximum score of 3 (e.g., "the node stats2 has become unavailable due to excessive load on that node," when such was indeed the case). P+F participants scored higher (average score: 2.7) than P participants (average score: 2.3). Neither fault rate nor network size produced significant main effects. produced a significant effect, for all fault rates observed, as shown in Figure 2 . Whereas the P t F diagnosis scores remained relatively constant, the P diagnosis scores declined gradually as fault load increased, suggesting that the P+F interface leads to more robust performance.
The interaction between interface and fault rate also
Percentage of faults detected
T h s measure is determined by talung the number of faults correctly detected (regardless of the quality of the diagnosis), and dividing by the total number of faults occurring in a simulation (expressing the result as a percentage). Figure 3 shows the interaction between Interface and Fault Rate. Under lower demand loads (i.e., longer mean 
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times-to-failure), there were no statistically significant differences in performance. However, as the loading increased, the average percentage of faults detected by participants using the P interface dropped (to 89%), whereas the percentage of faults detected by those using the P+F interface remained relatively constant (93%), again suggesting that the P+F interface leads to more robust performance.
DISCUSSION
The goal of ths research was to create an interface using EID that would test the applicability of this design approach to the domain of computer networks. Beyond that we wanted to test the results of the design under a variety of situations. Given that both of the within-participants factors (network size and fault rate) had some statistically significant main effects, as reported above, it can be said that the range of simulation scenarios presented to the participants was sufficiently varied to provide a broad range of difficulty (from an uneventful simulation on a small network that was easy to monitor to a large network plagued with device failures). Having said that, we were surprised that the increase in network size did not have more of an effect on performance. Perhaps the interface navigation mechanism-common to both interfaces-allowed participants to deal with large scales equally well.
More interesting, perhaps, are the cases in which statistically significant main effects were not found for the within-participants factors, but were found in the interaction between interface and one of these within-participants factors. In these cases, the relative effect of interface was seen to grow as the load on the operator (in each of these cases, the load caused by fault rate) increased. In fact, looking at the percentage of faults detected, a statistically significant difference between P and P+F interfaces was only observed at the highest fault rate tested. Moreover, in many of the measures, the performance of P+F participants remained more or less constant over all three fault rates, whereas the performance of the P participants declined as the load increased (although this difference only achieved statistical significance for two measures). These effects suggest that the effect of functional information is more prevalent as the task is made more difficult, and that having this information adds robustness, or consistency, to an operator's performance under increased loads. These results are similar to those reported in past studies of EID (Vicente, 2002) . basis for designing improved interfaces for computer network management. By identifying functional information and presenting that information using graphical integration techniques, more robust performance can be achieved compared to existing approaches to network management interface design.
In summary, EID appears to provide a promising
