Abstract. Stationary inner iterations in combination with Krylov subspace methods are proposed for least squares problems. The inner iterations are efficient in terms of computational work and memory, and serve as powerful preconditioners also for ill-conditioned and rank-deficient least squares problems. Theoretical justifications for using the inner iterations as preconditioners are presented. Numerical experiments for overdetermined least squares problems including ill-conditioned and rank-deficient problems show that the proposed methods outperform previous methods.
where A ∈ R m×n , b ∈ R m , and A is not necessarily full rank. (1.1) is equivalent to the normal equation
For the under-determined case, m < n, the problem of computing the minimum norm solution min x∈R n ∥x∥ 2 subject to Ax = b is equivalent to
where A T u = x, if it exists. Direct methods for solving the problems (1.2) or (1.3) are regarded as expensive for large sparse problems. On the other hand, since κ(A T A) = κ(AA T ) = κ(A) 2 , iterative methods may be slow to converge. Here, κ(A) = σ max /σ min is the condition number, where σ max and σ min are the largest and smallest positive singular values of A, respectively. Hence, when iterative methods are used, good preconditioners are necessary to achieve better convergence with small storage requirement [7] . For this purpose, preconditioners such as [21] , [26] , [36] , [4] , [6] , [11] , [37] , [18] , [12] have been proposed for the iterative solution of least squares problems.
For solving systems of linear equations, inner iterations can be applied inside the Krylov subspace methods instead of preconditioning matrices explicitly. Such techniques are often called inner-outer iteration methods. Inner-outer iteration conjugate gradient (CG) methods [3] , [17] , [23] were proposed for the symmetric case. For the nonsymmetric case, methods for preconditioning the generalized minimal residual (GMRES) method using inner iterations were proposed, such as the flexible GMRES (FGMRES) [27] and GMRESR [33] . See also [16] , [24] . In [27] , the CG normal residual (CGNR) method, the GMRES method preconditioned by an incomplete LU factorization, and the GMRES method itself, and in [24] , the GMRES method itself and the symmetric successive over-relaxation (SSOR) method are applied as inner iterations, respectively. The variable preconditioned generalized conjugate residual (VPGCR) method [1] employs the successive over-relaxation (SOR) method as the inner iterations for the preconditioning. A similar inner-iteration technique can be found in [14] . Some success with the biorthogonal Lanczos-based methods have been reported as outer solvers combined with the same type of methods as the inner iterations [31] , [35] . General flexible Krylov subspace methods where Krylov subspace inner iterations are applied to Krylov subspace methods for solving linear systems of equations were analysed in [30] .
As for least squares problems, SOR-like inner iterations for preconditioning GCR for square matrices were proposed especially for singular systems and least squares problems in [2] . In this paper, we propose using Jacobi-type (Cimmino [10] ) and SOR-type (Kaczmarz [22] ) stationary iterative methods specifically designed for least squares problems, as inner-iteration preconditioners for CG and GMRES. These stationary iterative methods are also discussed in [28, Chapter 8] , and are applicable to (1.2) or (1.3) without explicitly constructing A T A and AA T . A significant advantage of such inner-iteration preconditioners is that one can avoid explicitly computing and storing the preconditioning matrix.
The main motivation for proposing the new preconditioners is to reduce CPU time and memory significantly and to broaden the scope of problems which can be solved. Note that previously BA-GMRES with RIF was comparable with, but not definitely superior to, reorthogonalized CGLS with RIF in terms of CPU time for ill-conditioned problems [18] . Moreover, RIF for least squares problems [6] will break down for rank-deficient matrices. We aim to improve these points.
The rest of the paper is organized as follows. In section 2, we describe the preconditioning framework for solving least squares problems using Krylov subspace methods with inner iterations. In section 3, we present and analyse the iterative methods used for the inner iteration. In section 4, we show numerical experiment results on each combination for the outer and inner iterations. Section 5 summarizes the main conclusions of the paper.
Preconditioning framework for inner iteration.
This section presents several frameworks for applying inner iteration to the Krylov subspace methods for least squares problems.
In [18] , the right-preconditioned and left-preconditioned GMRES methods for least squares problems were proposed. The former is called the AB-GMRES and the latter is called the BA-GMRES. AB-GMRES applies GMRES [29] Here R(A) denotes the range space of A. In the paper [18] , the robust incomplete factorization (RIF) [6] was used to construct the factors of the preconditioner B. RIF is guaranteed to work for full rank matrices. The preconditioning matrices are explicitly constructed, saved, and applied at each step of GMRES.
Theorem 2.3. If R(A T ) = R(B) holds, then AB-GMRES determines a least squares solution of min

AB-GMRES method.
Consider using AB-GMRES [18] to solve least squares problems. Instead of forming an explicit preconditioner matrix B, we propose applying several steps of a certain iterative method inside the GMRES whenever B is needed in the AB-GMRES. Therefore, our strategy can be considered as a preconditioned GMRES with an implicit B. 
is involved. Note that B is not formed or stored explicitly. Similar to FGMRES [27] and GMRESR [33] , the number of inner iterations can be changed for each outeriteration. Algorithm 1 shows the general framework for this approach. Note that l is the number of the restart cycle. In the following and hereafter, (a, b) denotes the inner product a T b between vectors a and b. 
Find y j ∈ R j that minimizes ∥βe 1 −H j y∥ 2 . 13 . The idea behind line 4 is as follows. First consider the problem:
This problem is equivalent to
which, in turn, is equivalent to We call this inner iteration. Compared to the inner iteration, the outer solver, GMRES in this case, is called the outer iteration. In order to approximately and efficiently solve the inner least squares problems, we propose using simple stationary iterative methods implicitly related to the normal equation, i.e., without computing AA T .
BA-GMRES method.
Similar to Algorithm 1, next we consider applying inner iterations in the BA-GMRES method [18] . If R(A) = R(B T ) and R(A T ) = R(B) hold, from Theorem 2.4, then GMRES determines a solution of min x∈R n ∥Bb − BAx∥ 2 , which is also a solution of min
The Krylov subspace at the jth step becomes
The algorithm is given as follows.
Algorithm 2.2
BA-GMRES(l) method using inner iterations 1 . Let x 0 be the initial approximate solution.
. Roughly solve
Find y ∈ R j that minimizes ∥βe 1 −H j y∥ 2 = ∥Br j ∥ 2 . 13 . where r 0 is given. This problem is equivalent to
which, in turn, is equivalent to
. Hence, if we roughly solve (2.6) to obtain A T Az ≃ A T r 0 and set z := Br 0 , (2.6) gives
so that B will serve as a preconditioner for solving (2.6)-(2.8).
The idea behind line 5 can be explained similarly by replacing r 0 by Av j , where v j is given.
When B is fixed for all outer iterations, the method minimizes ∥Br j ∥ 2 over x ∈ x 0 + K j (BA,r 0 ), and is guaranteed to give a least squares solution if the conditions R(A) = R(B T ) and R(A T ) = R(B) of Theorem 2.4 are satisfied. On the other hand, when B is not fixed for each outer iteration, the method tries to minimize ∥B j r j ∥ 2 , where B j is different for each outer iteration, and the approximate solution x is sought in
which is no longer a Krylov subspace. In fact, numerical experiments showed that the method failed to converge when B was changed for each iteration by changing the number of inner iterations for each outer iteration.
2.3.
Right-preconditioned CGNE method. Similarly, we can apply inneriteration preconditioners to the CGNE method [28] as follows.
Algorithm 2.3
PCGNE method using inner iterations 1 . Let x 0 be an initial vector, and compute r 0 = b − Ax 0 .
. Roughly solve AA
T z 0 = r 0 to obtainz 0 by using an inner iteration.
Roughly solve AA T z j+1 = r j+1 to obtainz j+1 by using an inner iteration.
In lines 2 and 10, the normal equations may be solved using an iterative method.
Left-preconditioned CGLS (CGNR) method.
We also apply inneriteration preconditioners to the CGLS method [28] as follows.
Algorithm 2.4 PCGLS method using inner iterations 1 . Let x 0 be the initial solution, and compute
Roughly solve A T Az = A T r j+1 to obtain z ≃z j+1 = Br j+1 by using an inner-iteration.
In lines 2 and 11, the normal equations may be solved roughly using an iterative method.
Inner-iteration preconditioners.
In this section, we introduce several stationary iterative methods that can be used to perform the inner-iteration preconditioning for the outer solvers discussed in Section 2. In the following, we assume that A has no zero rows, or zero columns.
3.1. Jacobi-type iterations. Cimmino-NE and -NR methods are described here. They may be considered as kinds of Jacobi iterations.
3.1.1. Cimmino-NE method. The Cimmino-NE method [10] , [28] for least squares problems solves the normal equation (1.3) iteratively. Let α i denote the ith column of the matrix A T for i = 1, 2, . . . , m. At the kth step, the solution is updated by
, where e i is the unit vector whose ith component is 1.
is determined as follows so that the ith component of the residual becomes zero:
Thus, we have the following algorithm.
Algorithm 3.1 Cimmino-NE method
Here, λ is an acceleration parameter.
In Algorithm 3.1, we need only to store the vector δ ∈ R m and the scalar λ ∈ R besides A, x and b. One may also store 1/∥α i ∥ 2 2 , i = 1, 2, . . . , m, to reduce the computational cost.
Algorithm 3.1 with λ = 1 is equivalent to applying the Jacobi method to the second kind normal equation (1.3).
We analyse this method from the inner-iteration preconditioning point of view. The computations in lines 3-5 corresponds to the following:
where
. By repeatedly using the
where I m ∈ R m×m is the identity matrix. Assume
Finally, x (k+1) can be expressed as
which can be interpreted as the Cimmino-NE preconditioner for k iterations. Hence, this B (k) can act as B j in the AB-GMRES(l) method of Algorithm 2.1. Here, let
for simplicity below.
m A and letÂ =ÛΣV T be the singular value decomposition ofÂ. Then, we have
where 
). Hence, we have the following. Theorem 3.1.
Theorem 3.2. C is singular if and only if
Theorem 3.3. Assume C is nonsingular and that the initial guess x (0) for the Cimmino-NE inner-iteration preconditioning method is set to be zero. Then min
Proof.
. From Theorem 2.1, the theorem holds.
Theorem 3.4. Assume C is nonsingular, rank A = m, and that the initial guess x (0) for the Cimmino-NE inner-iteration preconditioning method is set to be zero. Then, with this inner-iteration preconditioning, AB-GMRES determines a least squares solution of min
Hence, from Theorem 2.3, the theorem holds. Note also that since C is symmetric, we may use it to precondition (1.3) for the CGNE method if C is also definite.
Cimmino-NR method.
The Cimmino-NR method [28] solves the normal equation (1.2) iteratively. Let d i be the difference between the ith component of the current solution and the previous solution. The kth Jacobi iteration applied to (1.2) gives the following relation for the ith component
i e i and a i denotes the ith column of A.
Adding an acceleration parameter λ, we obtain the following algorithm [28] .
9 . EndDo Here, λ is an acceleration parameter. At the last loop for k, r does not have to be updated, since it does not affect the final solution. The memory requirement for the right-hand side vector b can be replaced by the residual r. Only the vector d ∈ R n needs to be stored besides A, x and b. Algorithm 3.2 with λ = 1 is equivalent to applying the Jacobi method to the normal equation (1.2) .
The preconditioning matrix of the Cimmino-NR method can be derived in a similar way to that of the Cimmino-NE method. The computations in lines 4-6 at the kth step in Algorithm 3.2 correspond to the following:
repeatedly, we obtain
where I n ∈ R n×n is the identity matrix. Finally, x (k+1) is represented by using A and b as Here, let
below. DenoteǍ = AD n 1 2 and letǍ =ǓΣV T be the singular value decomposition ofǍ. Then, we have
where Theorem 3.5. 
[18] and from Theorem 2.2, the theorem holds.
Theorem 3.8. Assume C is nonsingular, rank A = n, and that the initial guess
the Cimmino-NR inner-iteration preconditioning method is set to be zero. Then with this inner-iteration preconditioning, BA-GMRES determines a least squares solution of min
Hence, from Theorem 2.4, the theorem holds.
Note also that since C is symmetric, we may use it to precondition (1.2) for the CGLS method if C is also definite.
One advantage of the Jacobi iterations is that the vectors
, and, δ (k) can be computed in parallel.
SOR-type iterations.
This subsection provides an overview of the normal error SOR and normal residual SOR methods.
Normal error SOR method.
The NE-SOR method [28] solves (1.3) iteratively. Let α i be the ith column of matrix
5 .
Here, ω is an acceleration parameter. is updated component-wise. This method is also known as the Kaczmarz's method [22] , [32] or the row-action method [9] .
In the following, we derive the preconditioning matrix corresponding to this method, similarly to [32] . Line 5 in Algorithm 3.3 can be expressed as
Then, the kth step is given by
Let Q i be
, R ≡ R∆ m , and Q ≡ Q 1 . Then, if the initial solution x (0) = 0, we have
which can be considered as the preconditioning matrix corresponding to Algorithm 3.3 with k iterations. Hence, this B (k) can act as B j in the AB-GMRES(l) method of Algorithm 2.1. Here,
Noting that On the other hand,
and, if Q does not have an eigenvalue equal to 1,
Hence, if rank A = m, and if Q k+1 does not have an eigenvalue equal to 1, we may expect that for all b ∈ R m and for all x 0 ∈ R n without breakdown for underdetermined full rank problems. δ
Normal residual SOR
Here, ω is an acceleration parameter.
The right-hand side vector b can be overwritten by the residual r. Hence, the storage requirement is only for the scalar δ i , where δ i can also be overwritten for each i.
Next, we derive the preconditioning matrix corresponding to this iterative method, similarly to [32] . The residual vector is updated for i = 1, 2, . . . , n as follows:
, W ≡ D n W , and T ≡ T n . Then, we have
Thus, if x (0) = 0, the preconditioning matrix is given by
which can be considered as a preconditioner for BA-GMRES. Hence,
Hence,
Noting that
holds, provided ω ̸ = 0. Hence, from Theorem 2.2, min On the other hand,
and, if T does not have an eigenvalue equal to 1,
) .
Hence, if rankA = n, and if T k+1 does not have an eigenvalue equal to 1, we may expect that for all b ∈ R m and for all x 0 ∈ R n without breakdown for overdetermined full rank problems.
Normal error and normal residual SSOR method.
In order to precondition the CGNE and CGLS methods, a symmetric preconditioner is required. If lines 3-6 in Algorithm 3.3 and lines 4-8 in Algorithm 3.4 are updated in the forward order, i = 1, 2, . . . , m(n), and then in the reverse order, i = m(n), m − 1(n − 1), . . . , 1, we obtain symmetric variants of NE-and NR-SOR, i.e., the NE-SSOR and NR-SSOR methods, respectively. These variants, when applied to the CGNE and CGNR methods with only one inner iteration, are discussed in [8] , [28, Chapter 10] . 
The algorithm for the NE-SSOR method can be given similarly. The computational work for one iteration and memory requirement, for Cimmino-NE/NR, and NE/NR-SOR, and NE/NR-SSOR, are summarized in Tables 3.1 and  3 .2, respectively. "MV" in Table 3 .1 denotes the computational cost required for 
Cimmino-NE Cimmino-NR NE-SOR NR-SOR NE-SSOR NR-SSOR
Number of op. 2MV+3m + n 2MV+m + 3n 2MV+3m 2MV+3n 4MV+6m 4MV+6n Table 3 .1 shows that the computational work for one inner iteration is roughly proportional to the cost of the matrix-vector multiplications with A, and the work for NE/NR-SSOR is twice that for NE/NR-SOR. Table 3 .2 shows that the inner iterations can be carried out by storing a few vectors only. Note that matrix decompositiontype preconditioners for iterative methods for solving least squares problems requires memory comparable to the size of A, e.g., [4] , [5] .
Numerical experiments.
We tested the preconditioning methods that were discussed in Sections 2 and 3. We will apply our proposed methods to CG-and GMRES-based methods and compare them with the diagonal scaling and the RIF preconditioners.
1 Note that, theoretically, the RIF preconditioner may break down for rank-deficient problems.
The stopping criteria for the ith outer iteration was
The left-hand side of (4.1) can converge to zero because of the equivalence between (1.1) and (1.2). This means that we explicitly compute the relative residual. In the numerical experiments, the CPU time for checking (4.1) was excluded from the total CPU time. The initial solutions for the inner iterations and the outer iterations were always set to x 0 := 0. No restarts were used for GMRES. In this paper, overdetermined problems (m > n) are tested. All zero columns and zero rows of the test matrices were deleted in advance. The elements of b were randomly generated using the Fortran built-in subroutine random_number. Therefore, the test problems were not necessarily consistent, i.e., b may not be in R(A). For overdetermined problems, BA-GMRES is computationally more efficient compared to AB-GMRES since the former works in a smaller dimensional (n < m) space [18] . Similarly, PCGLS is more efficient compared to PCGNE.
All computations were done on a PC workstation with an Intel Xeon X5492 3.4 GHz CPU, 16 GB RAM, and Scientific Linux 5.4. The experiments were done in double precision floating-point arithmetic. All programs for the iterative methods used for our tests were coded in Fortran 95 and compiled by Intel Fortran Version 11.1. For the direct methods, we used Matlab 2010a.
Effect of condition number.
Test matrices RANDLn, n = 1, 2, . . . , 7, were randomly generated using the Matlab function sprandn, as in [18] . Table 4 .1 shows the condition numbers κ(A) of the matrices. They all have a nonzero density of 0.1%, m := 30,000, and n := 3,000. The third column gives the CPU time in seconds taken by a direct method, namely the " backslash \ " solver in Matlab. The fourth column gives the resulting relative residual ∥A T r∥ 2 /∥A T b∥ 2 . The required accuracy for the relative residual ε = 10 −8 is satisfied in all cases. Observe that as the condition number increases, the accuracy decreases. Table 4 .2 gives the shortest CPU time for the iterative methods to achieve a relative residual ∥A T r j ∥ 2 /∥A T b∥ 2 less than ε = 10 −8 as in (4.1) for each problem. Diag., RIF, Cimm.-NR, NR-SOR, and NR-SSOR stand for the diagonal scaling, RIF [6], Cimmino-NR, NR-SOR, and NR-SSOR preconditioners, respectively. The reason that we use NR-SSOR for CGLS is to obtain a symmetric preconditioner. The first row in each cell gives the number of (outer) iterations outside the brackets, and the number of inner iterations and the best parameter value for each method in brackets. The second row gives the total CPU time including the preconditioning time in seconds outside the brackets, and the time to set up the preconditioning matrix of RIF in brackets.
The optimal number of inner iterations and the optimal parameters λ and ω were experimentally determined so that it realizes the shortest CPU time. The parameters λ and ω tested for Cimmino-NE and NR-(S)SOR, respectively, were changed in the interval [0.1, 1.9] with step size 0.1. We used k × 10 −l for the dropping tolerance for RIF, where k = 1, 2, . . . , 9 and l = 1, 2, . . . , 10. The * indicates the fastest method, which was BA-GMRES with NR-SOR except for RANDL5. The superiority of the method becomes more pronounced as κ(A) becomes large. For ε = 10 −8 , the method was also faster than the direct method, even for the ill-conditioned problems. CGLS with reorthogonalization [18] was also tested combined with these preconditioners, but it was slow to converge. The convergence curves for all the CGLS-based methods are quite oscillatory. BA-GMRES-based methods yield smoother curves. The convergence of BA-GMRES with NR-SOR is the fastest. The results for RANDL7 are representative of the superiority of BA-GMRES with NR-SOR, since RANDL7 is the most ill-conditioned problem in this experiment. Experiments were done also for the consistent case b ∈ R(A). Figure 4 .4 shows the relative error vs. number of (outer) iterations for RANDL6 with b := A (1, 1, . . . , 1) T . (1, 1, . . . , 1) T . All the methods attain relative error less than 10 −8 . Again, the convergence of BA-GMRES with NR-SOR is the fastest. Figure 4 .4 shows that the error for the CGLS methods tend to decrease gradually, whereas those of the BA-GMRES methods suddenly decrease at certain steps.
As shown in [18] , preconditioned CGLS (PCGLS) and BA-GMRES for overdetermined problems minimize different quantities. PCGLS minimizes ∥r k | R(A) ∥ 2 , which is the 2-norm of the R(A) component of r k , whereas BA-GMRES minimizes ∥Br k ∥ 2 . Note that the convergence was monitored by ∥A T r k ∥ 2 . Figure 4 .5 plots the number of outer iterations (left) and the CPU time (right) required to achieve relative residual less than ε = 10 −8 vs. the acceleration parameter ω for NR-SOR with BA-GMRES for RANDL7. k denotes the number of inner iterations. The optimum value for the parameter ω with respect to the number of outer iterations and CPU time was between 1.1 and 1.3.
Experiments with practical problems.
Next, we tested the methods for more practical problems.
Full rank problems.
We tested the same methods as in Section 4.1. In Table 4 .3, information on the test matrices, which were used in [6] , are given, including the number of rows m, the number of columns n, the number of nonzero elements "nnz", and the density of the nonzero elements "dens". The first four matrices are from [25] , and the next four are from [19] . The last one, HIRLAM, is from [20] .
2
The condition numbers were computed using the Matlab functions spnrank [15] and svd. (The condition numbers of VERYL and HIRLAM could not be computed on our computers due to insufficient memory.) The CPU time and relative residual for the direct method are also given similar to the CPU time for the direct method is given below the name of each problem. BA-GMRES with the NR-SOR inner iteration gave the shortest CPU time except for illc1850 and HIRLAM. For HIRLAM, CGLS with the NR-SSOR inner iterations gave the best result.
Rank-deficient problems.
Next, experiments were done for rank-deficient problems given in [13] . The information on the matrices are given in Table 4 .5, similar to Table 4 .3. Maragal 8 was transposed so that m > n. The rank and the 
Automatic parameter tuning for NR-SOR.
The NR-SOR method requires two parameters, the number of inner iterations k and the acceleration parameter ω. As seen in Figures 4.5 and 4.7, the number of outer iterations and CPU time for the NR-SOR inner-iteration BA-GMRES method vary with the values of these parameters. Hence, it is desirable to determine the parameters automatically for any given problem. The theoretical determination of the optimum relaxation parameter for some stationary iterative methods for some kinds of square matrices is described in [38] , [34] . However, techniques for the determination for general matrices including rectangular matrices seem scarce. We proposed the following procedure, which should be performed before starting the main algorithm. This tunes the parameters numerically. The idea is to perform some test runs of the NR-SOR iterations alone beforehand in order to determine the near optimal n in and ω.
1. Set ω, e.g., ω := 1. 2. Starting from n in := 0, find the minimum n in which satisfies
3. Find ω opt which minimizes ∥r (nin) ∥ 2 . Here, ω opt is the optimum acceleration parameter for NR-SOR. Let ω i 's be candidates for ω opt . Since ω opt is often in the range [1, 2) and the quantity ∥r (nin) ∥ 2 is usually a convex function of ω with a minimum at ω opt 2, it is efficient to search for ω opt from ω i = i × 10 −1 for i = 19, 18, . . . , 1 in this order. The resulting n in and ω opt would not be absolutely optimum but would be nearly optimum. Fortunately, x (k) and r (k) appear in the algorithm for the NR-SOR iteration, so that the cost for this automatic tuning is marginal. Table 4 .7 gives the numerical experiment results with parameters automatically tuned by the above procedure for the problems presented in Section 4.2.2 with ε = 10 −8 . The first row in each cell gives the number of outer iterations outside the brackets, and the automatically tuned number of inner iterations and acceleration parameter in brackets. The second row gives the total CPU time including the tuning time in seconds outside the brackets, and the parameter tuning time in brackets. Different values for the η in the tuning procedure from 10 −2 to 10 −0.5 were tested. The * indicates the fastest case for each problem.
The CPU times for BA-GMRES with NR-SOR with automatically tuned parameters is close to those with optimum parameters given in Table 4 .6. Moreover, the 
Conclusions.
We proposed applying stationary inner iterations, as preconditioners, to Krylov subspace methods for solving least squares problems. For the inner iterations, Cimmino-(Jacobi-), SOR-, and SSOR-type iterations for least squares problems were employed. For the outer iterations, conjugate gradient type (CGNR and CGNE) methods, and GMRES methods were used.
The inner iterations are efficient in terms of CPU time and memory, and they also serve as powerful preconditioners effective also for ill-conditioned and rank-deficient least squares problems. Theoretical justifications for using the inner iterations as preconditioners were also presented.
Numerical experiments for overdetermined least squares problems, including illconditioned, rank-deficient, and practical problems, showed that the NR-SOR inner iterations combined with the left-preconditioned (BA) GMRES method is the most effective method, which outperforms previous methods. A strategy for choosing the parameters for the NR-SOR inner iterations was also proposed and shown to be effective.
