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Summary
This thesis deals with the study of elliptic Partial Differential Equations. It is divided
into two parts, the first one concerning a nonlinear elliptic equation involving the p-
Laplacian, and the second one focused on a nonlocal problem, which can be formulated
by means of a Dirichlet to Neumann operator related to the fractional Laplacian.
In the first part, we study the regularity of stable solutions to the nonlinear elliptic
equation involving the p-Laplacian
− ∆pu := div
(
|∇u|p−2∇u
)
= f (u) in Ω ⊂ Rn, (0.1)
where Ω is a bounded domain, p ∈ (1,+∞) and f is a C1 nonlinearity. This equation
is the nonlinear version of the widely studied semilinear elliptic equation −∆u = f (u)
in a bounded domain Ω ⊂ Rn. Stable solutions to semilinear equations have been very
recently proved to be bounded, and therefore smooth, in dimension n ≤ 9 by Cabré, Fi-
galli, Ros-Oton, and Serra [38]. This result is optimal, since examples of unbounded sta-
ble solutions are well-known in dimension n ≥ 10. Furthermore, the results in [38] give
a complete answer to a long-standing open problem raised by Brezis and Vázquez [25]
about the regularity of extremal solutions to −∆u = λ f (u). These are nontrivial exam-
ples of stable solutions to semilinear equations, that can be bounded or unbounded in
dependence of the dimension n, domain Ω, and nonlinearity f .
We investigate the boundedness of stable solutions to (0.1), which is conjectured to
be true up to dimension n < p + 4p/(p − 1). Indeed, examples of unbounded stable
solutions are known if n ≥ p + 4p/(p − 1), even in the unit ball. Moreover, in the
radial case or under strong assumptions on the nonlinearity, stable solutions to (0.1) are
proved to be bounded in the optimal dimension range n < p + 4p/(p− 1).
We prove a new L∞ a priori estimate for stable solutions to (0.1), under a new condi-
tion on n and p, which is optimal in the radial case, and more restrictive in the general
one. However, it improves the known results in the field, and it is the first example
of a technique providing both a result in the nonradial case and the optimal result in
the radial case. To establish this result, we extend a technique developed by Cabré [30]
for the classical case of the problem, with p = 2, to the framework of the p-Laplacian.
The strategy is based on a Hardy inequality on the level sets of the solution and on a
geometric inequality for stable solutions to (0.1).
In the first part of the thesis we also investigate Hardy-Sobolev inequalities on hy-
persurfaces of Euclidean space, all of them involving a mean curvature term and hav-
ing universal constants independent of the hypersurface. Our motivation comes from
several applications of these inequalities to the study of a priori estimates for stable
solutions, both in the semilinear and in the nonlinear case.
First, we give a quick and easy to read proof of the celebrated Michael-Simon and
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Allard inequality, which is a generalized Sobolev inequality on hypersurfaces of Rn+1
involving a mean curvature term. Choosing a geometric point of view and focusing on
the codimension one case, we follow mainly the ideas of Michael and Simon [110], but
inserting a simplification given by Allard [10].
Concerning inequalities of the Hardy type, we prove two new forms of the Hardy in-
equality on hypersurfaces ofRn+1, and an improved Hardy or Hardy-Poincaré inequal-
ity, all of them containing a mean curvature term. Our first Hardy inequality originates
from an application to the regularity of stable solutions to semilinear elliptic equations.
In the proof, we use the notion of tangential derivatives presented in Giusti’s book [97],
and an integration by parts formula for tangential derivatives. As a byproduct of this
result, we prove the Hardy inequality on the level sets of a function that we use in the
proof of our L∞ a priori estimate for stable solutions to (0.1). Our second Hardy inequal-
ity is proved using the “ground state” substitution, a technique based on exploiting a
specific positive solution of the Euler-Lagrange equation of the energy functional asso-
ciated with the inequality. We then use a refinement of this procedure, combined with
a Poincaré inequality with weights, to obtain a Hardy-Poincaré inequality on hypersur-
faces. We point out that the ground state substitution has been widely applied to the
study of Hardy-type inequalities in the Euclidean setting but, up to our knowledge, it
has never been used before in the context of hypersurfaces of Rn+1.
In the second part of this thesis, we deal with a Dirichlet to Neumann problem aris-
ing in a model for water waves. Considering the slab of fixed height Rn × [0, 1], a
smooth bounded function u defined on Rn, and a parameter a ∈ (−1, 1), we are inter-
ested in studying the following system of equations
div(ya∇v) = 0 for x ∈ Rn, y ∈ (0, 1),
vy(x, 1) = 0 x ∈ Rn, y = 1,
v(x, 0) = u(x) x ∈ Rn, y = 0,
− lim
y→0
yavy = f (v) x ∈ Rn, y = 0.
(0.2)
This system can also be reformulated as a nonlocal problem on the component endowed
with the Dirichlet datum. Indeed, we can define the Dirichlet to Neumann operator La
as
Lau(x) := − lim
y→0
yavy(x, y), (0.3)
and study the nonlocal equation Lau = f (u) in Rn. This problem is related to a water
waves model and, in a suitable limit, it recovers a fractional Laplace operator.
Problem (0.2) was first studied in the case a = 0 by de la Llave and Valdinoci [70].
Their main result is a Liouville theorem, that establishes the one dimensional symmetry
of monotone solutions, provided that a control on the growth of the energy associated
to the problem is satisfied. As a byproduct of this result, the authors obtained the one
dimensional symmetry of monotone solutions to problem (0.2) with a = 0 and n = 2.
The study of one dimensional symmetry of some classes of solutions to (0.2) is mo-
tivated by a long standing conjecture of De Giorgi for the monotone solutions of the
classical Allen-Cahn equation. See the Introduction to Part II for the statement and the
motivation of the conjecture, and also for the most important known results in the topic.
In the present work, we extend the Liouville theorem in [70] from a = 0 to all the
fractional parameters a ∈ (−1, 1), also considering the wider class of stable solutions
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to (0.2) instead of monotone solutions. Indeed, we recall that it is a standard fact for
this kind of problems that a solution u which is monotone in one direction is also sta-
ble, meaning that the second variation of the associated energy is nonnegative definite
at u. As a consequence of our result, we obtain the one dimensional symmetry of stable
solutions to (0.2) in dimension n = 2 for every parameter a ∈ (−1, 1).
Moreover, we consider the three dimensional case of problem (0.2) with a ∈ (−1, 1),
establishing sharp energy estimates for both the energy minimizers and the monotone
solutions to (0.2). These estimates lead to the one-dimensional symmetry of these classes
of solutions when n = 3 for every a ∈ (−1, 1), by an application of our Liouville theo-
rem mentioned above. Indeed, both monotone and minimizing solutions are a subclass
of stable solutions.
Concerning this nonlocal problem, we also investigate the nature of the operator La
defined in (0.3). First, we deduce its expression as a Fourier operator for every a ∈
(−1, 1), which was previously known only in the case a = 0. As a result, we obtain that
the Fourier symbol of La is asymptotic to the one of the fractional Laplacian for high fre-
quencies, but it is similar to the symbol of the classical Laplacian for small frequencies.
This behavior highlights the mixed nature of the operator La, which is nonlocal, but not
of purely fractional type, and structurally depends on the fractional parameter a. We
further investigate this aspect by studying the Γ-convergence of the energy functional
associated to the equation Lau = W ′(u), where W is a double-well potential.
Specifically, we prove the Γ-convergence of our energy functional to a limit that cor-
responds to a mere interaction energy when a ∈ (0, 1) and to the classical perimeter
when a ∈ (−1, 0]. In terms of the corresponding fractional parameter s = (1− a)/2,
this dichotomy reflects a purely nonlocal behavior when s ∈ (0, 1/2) and a purely clas-
sical asymptotics when s ∈ [1/2, 1). We point out that the threshold s = 1/2 that we
obtain here, as well as the Γ-limit behavior for the regime s ∈ [1/2, 1), is common to
other nonlocal problems treated in the literature, but the limit functional that we obtain
in the strongly nonlocal regime s ∈ (0, 1/2) appears to be new and structurally different
from other nonlocal energy functionals that have been widely investigated.
The thesis is divided into two parts and each part is divided into two chapters. Each
chapter corresponds to an article or a preprint, as follows.
Part I:
• [111] MIRAGLIO, P. Boundedness of stable solutions to nonlinear equations in-
volving the p-Laplacian, preprint, arXiv:1907.13027 (2019);
• [39] CABRÉ, X.; MIRAGLIO, P. Universal Hardy-Sobolev inequalities on hyper-
surfaces of Euclidean space, forthcoming.
Part II:
• [57] CINTI, E.; MIRAGLIO, P.; VALDINOCI, E. One-dimensional symmetry for the
solutions of a three-dimensional water wave problem, J. Geom. Anal. (2019), DOI
10.1007/s12220-019-00279-z.
• [112] MIRAGLIO, P.; VALDINOCI, E. Energy asymptotics of a Dirichlet to Neu-
mann problem related to water waves, preprint, arXiv:1909.02429 (2019).
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In addition, Appendix A and part of the Introduction to Part II are taken from the
survey
• [75] DIPIERRO, S.; MIRAGLIO, P.; VALDINOCI, E. Symmetry results for the solu-
tions of a partial differential equation arising in water waves, to appear in 2019
MATRIX Annals, preprint: arXiv:1901.03581 (2019).
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Riassunto
Questa tesi si occupa di equazioni differenziali alle derivate parziali di tipo ellittico.
È divisa in due parti: la prima riguarda un’equazione nonlineare per il p-Laplaciano,
mentre la seconda è incentrata su un problema nonlocale, che può essere formulato per
mezzo di un operatore di Dirichlet-Neumann collegato con il Laplaciano frazionario.
Nella prima parte, studiamo la regolarità delle soluzioni stabili dell’equazione non-
lineare per il p-Laplaciano
− ∆pu := div
(
|∇u|p−2∇u
)
= f (u) in Ω ⊂ Rn, (0.4)
dove Ω è un dominio limitato, p ∈ (1,+∞) e f è una nonlinearità C1. Questa equazione
è la versione nonlineare dell’equazione semilineare −∆u = f (u) in un dominio lim-
itato Ω ⊂ Rn, che è stata ampiamente studiata in letteratura. Molto recentemente,
Cabré, Figalli, Ros-Oton, e Serra [38] hanno dimostrato che le soluzioni stabili delle
equazioni semilineari sono limitate, e quindi regolari, in dimensione n ≤ 9. Questo
risultato è ottimale, dato che esempi di soluzioni illimitate e stabili sono noti in dimen-
sione n ≥ 10. Inoltre, i risultati in [38] forniscono una risposta completa ad un annoso
problema aperto, proposto da Brezis e Vázquez [25], sulla regolarità delle soluzioni es-
tremali dell’equazione −∆u = λ f (u). Queste ultime sono infatti esempi non banali
di soluzioni stabili di equazioni semilineari, che possono essere limitate o illimitate in
dipendenza della dimensione n, del dominio Ω, e della nonlinearità f .
In questa tesi studiamo la limitatezza delle soluzioni stabili di (0.4), che si con-
gettura essere vera fino alla dimensione n < p + 4p/(p − 1). Sono infatti noti es-
empi di soluzioni stabili e illimitate quando n ≥ p + 4p/(p − 1), anche quando il
dominio è la palla unitaria. Inoltre, nel caso radiale o assumendo ipotesi forti sulla
nonlinearità, è stato dimostrato che le soluzioni stabili di (0.4) sono limitate quando
n < p + 4p/(p− 1).
Nel Capitolo 1 della tesi dimostriamo una nuova stima L∞ a priori per le soluzioni
stabili di (0.4), assumendo una nuova condizione su n e p, che è ottimale nel caso radiale
e più restrittiva nel caso generale. Il nostro risultato migliora ciò che è noto in letteratura
e ed è il primo esempio di tecnica che produce sia un risultato nel caso non radiale sia il
risultato ottimale nel caso radiale. Per ottenere questo risultato estendiamo al caso del
p-Laplaciano una tecnica sviluppata da Cabré [30] per il caso classico del problema, con
p = 2. La strategia si basa su una disuguaglianza di Hardy sugli insiemi di livello della
soluzione, combinata con una disuguaglianza di tipo geometrico per le soluzioni stabili
di (0.4).
Nella prima parte della tesi ci occupiamo anche di disuguaglianze funzionali di tipo
Hardy e Sobolev, su ipersuperfici dello spazio euclideo. Nel fare ciò siamo motivati
dalle varie applicazioni di questo tipo di risultati allo studio di stime a priori per le
soluzioni stabili, sia nel caso semilineare che nel caso nonlineare.
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Come prima cosa, forniamo una dimostrazione semplificata della diguaglianza di
Michael-Simon e Allard, che è una disuguaglianza di Sobolev generalizzata su ipersu-
perfici di Rn+1 con un termine di curvatura. Scegliendo un punto di vista geometrico,
seguiamo principalmente la dimostrazione di Michael e Simon [110], inserendo una
semplificazione presente nel lavoro di Allard [10].
Per quanto riguarda le disuguaglianze di tipo Hardy, in questo lavoro dimostriamo
due forme diverse della disuguaglianza di Hardy su ipersuperfici di Rn+1, oltre ad una
disuguaglianza di Hardy-Poincaré, tutte contenenti un termine di curvatura media. Di-
mostriamo la nostra prima disuguaglianza di Hardy usando l’integrazione per parti e le
derivate tangenti presentate nel libro di Giusti [97]. Inoltre, come conseguenza di questo
risultato, otteniamo la disuguaglianza di Hardy sugli insiemi di livello di una funzione,
che utilizziamo per dimostrare la limitatezza delle soluzioni stabili e di cui abbiamo
parlato in precedenza. Per dedurre la nostra seconda disuguaglianza di Hardy usiamo
invece una tecnica nota come sostituzione ground state, che è basata sull’utilizzo di una
specifica soluzione positiva dell’equazione di Eulero-Lagrange del funzionale associ-
ato alla disuguaglianza. Usando un rifinimento di questa tecnica, combinato con una
disuguaglianza di Poincaré con i pesi, otteniamo la nostra disuguaglianza di Hardy-
Poincaré su ipersuperfici. È importante sottolineare che la sostituzione ground state è
stata ampiamente applicata nell’ambiente di lavoro Euclideo ma, per quanto ci è noto,
non è mai stata usata nel contesto delle ipersuperfici di Rn+1.
Nella seconda parte di questa tesi ci occupiamo di un problema di Dirichlet - Neu-
mann che emerge da un modello per le onde d’acqua. Considerando una striscia di al-
tezza fissataRn× [0, 1], una funzione regolare e limitata u definita suRn e un parametro
a ∈ (−1, 1), siamo interessati a studiare il sistema di equazioni
div(ya∇v) = 0 for x ∈ Rn, y ∈ (0, 1),
vy(x, 1) = 0 x ∈ Rn, y = 1,
v(x, 0) = u(x) x ∈ Rn, y = 0,
− lim
y→0
yavy = f (v) x ∈ Rn, y = 0.
(0.5)
Questo sistema di equazioni può essere riformulato come un problema nonlocale sulla
componente dotata del dato di Dirichlet. Possiamo infatti definire l’operatore di Dirich-
let - Neumann La come
Lau(x) := − lim
y→0
yavy(x, y), (0.6)
e studiare l’equazione nonlocale Lau = f (u) in Rn. Questo problema è collegato ad
un modello per le onde d’acqua e, ad un limite appropriato, restituisce un operatore di
Laplace frazionario.
Il problema (0.5) è stato studiato per la prima volta nel caso a = 0 da de la Llave
e Valdinoci [70]. Il loro risultato principale è un teorema di Liouville che garantisce la
simmetria unidimensionale delle soluzioni monotone, sotto l’ipotesi di avere un con-
trollo sulla crescita dell’energia associata al problema. Come conseguenza di questo
risultato, gli autori ottengono la simmetria unidimensionale delle soluzioni monotone
del problema (0.5) con a = 0 e n = 2.
Lo studio della simmetria unidimensionale di alcune classi di soluzioni di (0.5) è mo-
tivato da un’importante congettura di De Giorgi, formulata a proposito delle soluzioni
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monotone dell’equazione di Allen-Cahn — si veda l’Introduzione alla Parte II per la mo-
tivazione e l’enunciato della congettura, e anche per i risultati più importanti ottenuti
nel campo.
In questo lavoro estendiamo il teorema di Liouville in [70] da a = 0 a tutti i parametri
frazionari a ∈ (−1, 1), considerando inoltre la più ampia classe delle soluzioni stabili
di (0.5) al posto delle soluzioni monotone. È infatti noto in questo tipo di problemi che
le soluzioni monotone siano anche stabili, ovvero che la seconda variazione dell’energia
associata sia definita positiva. Come conseguenza di questo risultato, otteniamo la sim-
metria unidimensionale delle soluzioni stabili di (0.5) in dimensione n = 2 per ogni
parametro a ∈ (−1, 1).
Consideriamo inoltre il problema (0.5) nel caso tridimensionale e con a ∈ (−1, 1),
ottenendo stime di energia ottimali sia per le soluzioni che minimizzano l’energia sia per
le soluzioni monotone di (0.5). Queste stime conducono alla simmetria unidimensionale
di queste classi di soluzioni in dimensione n = 3, tramite un’applicazione del nostro
teorema di Liouville menzionato in precedenza. Infatti, va ricordato che sia le soluzioni
monotone che quelle minimizzanti sono in particolare stabili.
Per quanto riguarda questo problema nonlocale, siamo anche interessati a studi-
are la natura dell’operatore La definito in (0.6). Deduciamo innanzitutto la sua espres-
sione come operatore di Fourier per ogni a ∈ (−1, 1), che era nota precedentemente
solo per a = 0. Da questo risultato otteniamo che il simbolo di Fourier di La è asin-
totico a quello del Laplaciano frazionario per frequenze alte, ma è simile al simbolo del
Laplaciano classico per piccole frequenze. In questo modo si evidenzia la natura mista
dell’operatore La, che è nonlocale ma non puramente frazionaria. Approfondiamo ulte-
riormente la comprensione di questo fenomeno attraverso lo studio della Γ-convergenza
del funzionale dell’energia associato all’equazione Lau = W ′(u), dove W è un poten-
ziale a doppio pozzo.
In particolare, dimostriamo la Γ-convergenza del nostro funzionale energia ad un
limite che corrisponde a un’energia di pura interazione quando a ∈ (0, 1) e al perimetro
classico quando a ∈ (−1, 0]. Rispetto al corrispondente parametro frazionario s =
(1 − a)/2, questa dicotomia riflette un comportamento puramente nonlocale quando
s ∈ (0, 1/2) e un’asintotica puramente classica quando s ∈ [1/2, 1). Evidenziamo che
sia il limite s = 1/2 ottenuto qui sia il comportamento al Γ-limite nel regime s ∈ [1/2, 1)
sono comuni ad altri problemi nonlocali trattati in letteratura. Al contrario, il funzionale
limite che otteniamo nel regime puramente nonlocale s ∈ (0, 1/2) è nuovo e struttural-
mente diverso da altri funzionali di energia nonlocali che sono stati ampiamente stu-
diati.
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Resumen
Mi tesis se encaja en el estudio de las Ecuaciones en Derivadas Parciales elípticas. Está
dividida en dos partes: la primera trata una ecuación no-lineal con el p-Laplaciano, y
la segunda está focalizada en un problema no-local, que puede formularse mediante un
operador de Dirichlet-Neumann relacionado con el Laplaciano fraccionario.
En la primera parte de la tesis, estudiamos la regularidad de las soluciones estables
de la ecuación no lineal con el p-Laplaciano
− ∆pu := div
(
|∇u|p−2∇u
)
= f (u) en Ω ⊂ Rn, (0.7)
dondeΩ es un dominio acotado, p ∈ (1,+∞) y f es una no-linealidad C1. Esta ecuacion
es la versión no-lineal de la ámpliamente estudiada ecuacion semi-lineal−∆u = f (u) en
un dominio acotado Ω ⊂ Rn. Cabré, Figalli, Ros-Oton, and Serra [38] han demostrado
recientemente que las soluciones estables de las ecuaciones son acotadas, y por tanto
regulares, en dimensión n ≤ 9. Este resultado es optimal, dado que son conocidos
ejemplos de soluciones no acotadas y estables en dimensión n ≥ 10. Además, los re-
sultados en [38] dan una respuesta completa a un problema abierto, presentado por
Brezis and Vázquez [25] sobre la regularidad de las soluciones extremales de la ecuación
−∆u = λ f (u). Estas últimas son, de hecho, ejemplos no-triviales de soluciones esta-
bles de ecuaciones semilineales, que pueden ser o no ser acotadas dependiendo de la
dimensión n, del dominio Ω, y de la no-linealidad f .
En esta tesis estudiamos la regularidad de las soluciones estables de (0.7), problema
que se conjetura de ser cierta cuando n < p+ 4p/(p− 1) y, de hecho, se conocen ejemp-
los de soluciones no regulares cuando n ≥ p+ 4p/(p− 1), incluso dentro de la bola uni-
taria. Además, se ha demostrado que, en el caso radial o assumiendo hipótesis fuertes
sobre la no-linealidad, las soluciones estables de (0.7) son acotadas, y por tanto regu-
lares, cuando se satisface que n < p + 4p/(p− 1).
En el primer capítulo, demostramos una nueva estimación L∞ para las soluciones
estables de (0.7), bajo una nueva condición en n y p, que es optimal en el caso radial,
y más restrictiva en el caso general. Esta investigación mejora conocidos resultados
del tema y es el primer ejemplo — contemplando el p-Laplacian — de un método que
produce un resultado para el caso general y un resultado optimal en el caso radial. Para
obtener este resultado, extendemos al caso del p-Laplaciano la técnica desarrollada por
Cabré [30] para el caso clásico del problema, con p = 2. La estrategia se basa en una
desigualdad de Hardy sobre los conjuntos de nivell de la solución, combinado con una
desigualdad de tipo geométrico para las soluciones estables de (0.7).
En la primera parte de la tesis nos ocupamos también de las desigualdades fun-
cionales del tipo Hardy y Sobolev, sobre hipersuperfícies del espacio Euclideo. Nuestra
motivación proviene de varias apliaciones que tienen estas desigualdades en el estu-
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dio de estimaciones para las soluciones estables, tanto en el caso semilineal como en el
no-lineal.
Primeramente, demostramos la conocida desigualdad de Michael-Simon y Allard,
que es una desigualdad de Sobolev generalizada sobre la hipersuperfície de Rn+1 con
un término de curvatura media. Escogiendo un punto de vista geométrico, seguimos
principalmente la demostración de Michael y Simon [110], añadiendo una simplifiación
presentada en el trabajo de Allard [10].
Por lo que concierne a la desigualdad de tipo Hardy, en este trabajo demostramos
dos formas diferentes de la desigualdad de Hardy sobre hipersuperfícies de Rn+1, y
otra desigualdad de Hardy-Poincaré, todas conteniendo un término de curvatura me-
dia. Demostramos nuestra primera desigualdad de tipo Hardy usando la integración
por partes y las derivadas tangenciales presentadas en el libro de Giusti [97]. Además,
como consecuencia de este resultado, obtenemos también una desigualdad de Hardy
sobre los conjuntos de nivel de la función, que necesitamos para probar la acotación de
las soluciones estables mencionadas previamente. Para demostrar la segunda desigual-
dad de Hardy usamos una técnica conocida como sustitución ground state, basada en el
uso de una solución positiva específica de la ecuación de Euler-Lagrange del funcional
asociado a la desigualdad. Sucesivamente, usando un refinamiento de esta técnica com-
binado con una desigualdad de Poincaré ponderada, obtenemos nuestra desigualdad
de Hardy-Poincaré sobre hipersuperfícies. Es importante subrayar que la sustitución
ground state ha sido ampliamente aplicada en el espacio euclideo, pero no se conoce en
la literatura un utilizo de esta técnica en el contexto de las hipersuperficiesRn+1 anterior
a nuestro trabajo.
En la segunda parte de esta tesis, nos ocupamos de un problema de Dirichlet - Neu-
mann que emerge de un modelo para las ondas en el agua. Considerando una tira de
altura fija Rn × [0, 1], una función regular y acotada u definida en Rn, y un parámetro
a ∈ (−1, 1), nos interesamos en estudiar el siguiente sistema de ecuaciones
div(ya∇v) = 0 para x ∈ Rn, y ∈ (0, 1),
vy(x, 1) = 0 x ∈ Rn, y = 1,
v(x, 0) = u(x) x ∈ Rn, y = 0,
− lim
y→0
yavy = f (v) x ∈ Rn, y = 0.
(0.8)
Este sistema de ecuaciones puede ser reformulado como un problema no-local sobre la
componente dotada del dato de Dirichlet. De hecho, podemos definir el operador de
Dirichlet-Neumann La como
Lau(x) := − lim
y→0
yavy(x, y), (0.9)
y estudiar la ecuación no-local Lau = f (u) en Rn. Este problema está relacionado con
un modelo para las ondas en agua y, en un límite apropiado, recubre un operador de
Laplace fraccionario.
El problema (0.8) fue estudiado por primera vez en el caso a = 0 por de la Llave y
Valdinoci [70]. Su principal resultado es un teorema del tipo Liouville, que garantiza la
simetría unidimensional de las soluciones monótonas, bajo la hipótesis de tener un con-
trol sobre el crecimiento de la energía asociada al problema. Como consecuencia de este
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resultado, los autores de [70] obtuvieron la simetría unidimensional de las soluciones
monótonas del problema (0.8) con a = 0 y n = 2.
El estudio de la simetría unidimensional de algunas clases de soluciones de (0.8) está
motivado por una importante conjetura de De Giorgi para las soluciones monótonas de
la ecuación de Allen-Cahn — ver la Introducción a la Parte II para el enunciado y la
motivación de la conjetura, y también para los resultados conocidos en este campo.
En la segunda parte de la tesis, extendemos el teorema de tipo Liouville de [70]
desde a = 0 para todos los parámetros fraccionarios a ∈ (−1, 1), considerando también
la clase más amplia de soluciones estables de (0.8) en vez de las soluciones monótonas.
De hecho, las soluciones monótonas de este tipo de problemas son también estables,
es decir, la segunda variación de la energía asociada es definida positiva. Como con-
secuencia de este resultado, obtenemos la simetria unidimensional de las soluciones
estables de (0.8) en dimensión n = 2 para cada parámetro a ∈ (−1, 1).
Además, consideramos también el problema (0.8) en el caso tridimensional y con a ∈
(−1, 1), obteniendo una estimación de la energía optimal tanto para las soluciones que
minimizan la energía como para las soluciones monótonas de (0.8). Estas estimaciones
nos conducen a la simetría unidimensional de estas clases de soluciones en dimensión
n = 3, aplicando nuestro teorema del tipo Liouville mencionado anteriormente. De
hecho, ambas las clases de soluciones, las monótonas y las minimales, son una subclase
de las soluciones estables.
Relativo a este problema no-local, estamos también interesados en estudiar la natu-
raleza del operador La definidio en (0.9). Primero, deducimos su expresión como oper-
ador de Fourier para cada valor de a ∈ (−1, 1), que anteriormente solo se conocía para
a = 0. Este resultado evidencia la naturaleza del operador La, que es es no-local pero no
puramente fraccionario. De hecho, el símbolo de Fourier de La es asintótico al Lapla-
ciano fraccionario para frecuencias altas y al Laplaciano clasico en el caso de frecuen-
cias bajas. Este comportamiento mixto del operador La está estudiado en profundiad
en la tesis a través del estudio de la Γ-convergencia del funcional energía asociado a la
ecuación Lau = W ′(u), donde W es un potencial de tipo “double well”.
En particular, demostramos la Γ-convergencia de nuestro funcional de energía a
un límite que corresponde a una energía de interacción pura cuando a ∈ (0, 1) y al
perímetro clásico cuando a ∈ (−1, 0]. Respecto al parámetro fraccionario s = (1− a)/2,
esta dicotomía refleja un comportamiento puramente no-local cuando s ∈ (0, 1/2) y una
asintótica puramente clásica cuando s ∈ [1/2, 1). Remarcamos también que el límite
s = 1/2 obtenido, así como el comportamiento del Γ-límite para el régimen s ∈ [1/2, 1),
es común a otros problemas no-locales tratados en la literatura. Al contrario, el fun-
cional límite que obtenemos en el régimen puramente no-local s ∈ (0, 1/2) es nuevo y
estructuralmente diferente a otros funcionales de energía no-locales que han sido inves-
tigados.
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Part I
Stable solutions to nonlinear elliptic
equations
1

Introduction to Part I
The first part of this thesis is devoted to the study of the regularity of stable solutions to
the nonlinear elliptic equation involving the p-Laplacian
−∆pu := div
(
|∇u|p−2∇u
)
= f (u) in Ω ⊂ Rn,
as well as to the associated Dirichlet problem, under the assumption that Ω is a smooth
bounded domain of Rn. Our main result about a priori estimates for stable solutions is
based on the application of a Hardy inequality on hypersurfaces of the Euclidean space.
Moreover, other recent results concerning the regularity of stable solutions to semilin-
ear or nonlinear elliptic equations have been obtained exploiting similar techniques.
Motivated by this, we study some Hardy-Sobolev inequalities on hypersurfaces of the
Euclidean space, all of them involving a mean curvature term and having universal
constants independent from the hypersurface.
Background and known results
The regularity of the minimizers to elliptic equations is a classical topic in the Calculus
of Variations, and more generally in Partial Differential Equations. Considering a PDE
problem and the associated energy functional E , a state of the system with lowest en-
ergy solves an equality, E ′ = 0, and an inequality, E ′′ ≥ 0. However, we can consider
critical points of the energy which are not necessarily global minimizers, but that have
nonnegative second variation of the energy. The solutions to the problem belonging
to this class, which of course includes the minimizers of the system, are called stable
solutions.
For a bounded set Ω ⊂ Rn and a C1 nonlinearity f , we consider a solution u to the
semilinear equation
− ∆u = f (u) in Ω, (I.1)
or to the associated Dirichlet problem. If we consider a potential F such that F′ = f ,
then (I.1) is the Euler-Lagrange equation for the energy functional
E(u) :=
∫
Ω
( |∇u|2
2
− F(u)
)
dx, (I.2)
Considering the second variation of the energy functional E , we say that a solution u
to (I.1) is stable if∫
Ω
|∇ξ|2 dx−
∫
Ω
f ′(u)ξ2 dx ≥ 0 for every ξ ∈ C∞c (Ω). (I.3)
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Very recently, Cabré, Figalli, Ros-Oton, and Serra [38] established that stable solu-
tions to the semilinear Dirichlet problem{ −∆u = f (u) in Ω
u = 0 on ∂Ω (I.4)
are bounded in dimension n ≤ 9, under some reasonable hypotheses on f , that include
f ≥ 0. Moreover, the regularity of stable solutions can be deduce from their bound-
edness using the classical theory of elliptic PDEs, and this result is optimal, since it is
well-known that
u(x) = log |x|−2 solves (I.4) with f (u) = 2(n− 2)eu and Ω = B1, (I.5)
and u is stable if n ≥ 10.
The result in [38] gives a complete answer to the long-standing open problem of
the regularity of stable solutions to semilinear elliptic equations in “low” dimensions.
This problem is the PDE counterpart of the regularity of stable minimal1 hypersurfaces,
which is also conjectured to hold in “low” dimensions. Indeed, minimizing minimal
hypersurfaces are proved to be smooth up to dimension seven — see [20, 97] — while
in R8 the Simons cone
C := {x ∈ R8 s.t. x21 + x22 + x23 + x24 = x25 + x26 + x27 + x28}
is a minimizing minimal surface with a singularity at the origin — see [20]. Consid-
ering the wider class of stable minimal surfaces instead of the minimizers of the area
functional, the regularity has been proved to hold only in dimension n = 3 by Fisher-
Colbrie and Schoen [91], and by do Carmo and Peng [78]. The problem remains open in
dimensions 4 ≤ n ≤ 7.
Going back to the PDE problem, the study of the regularity of stable solutions to
semilinear equations started in the seventies with the seminal paper [61] by Crandall
and Rabinowitz. In this work, the authors considered problem (I.4) for some special
nonlinearities, including the exponential and the power type ones. This paper gave rise
to an extensive literature, part of which is outlined in subsection 1.1.1. We refer to the
brilliant monograph [79] for a complete introduction to the problem.
The importance of proving L∞ a priori estimates for stable solutions to (I.1) has been
stressed since the mid-nineties by Brezis, motivated by the study of extremal solutions
to the semilinear problem (I.4). Indeed, under some suitable hypotheses on f , one can
define extremal solutions, which are nontrivial examples of stable solutions to (I.4). To
introduce them, we consider a positive parameter λ, and the Dirichlet problem{ −∆u = λ f (u) in Ω
u = 0 on ∂Ω. (I.6)
Assuming that the nonlinearity f is positive, nondecreasing, and superlinear at infinity,
it is proved that there exists a parameter λ∗ ∈ (0,+∞) such that if λ ∈ (0,λ∗), then
there exists a positive minimal solution uλ of (I.6) — here minimal means the smallest
possible solution — while if λ > λ∗ there exists no weak solution to (I.6). In addition,
every uλ is stable, the family (uλ)λ is increasing in λ, and one can define the limit
u∗ := lim
λ→λ∗
uλ.
1Here and throughout the thesis, minimal hypersurface refers to a hypersurface which is a critical point
(not necessarily a minimizer) of the area functional.
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We refer to [79] and the references therein for the proof of these classical results. The
function u∗ is called the extremal solution of problem (I.6) and it is a weak solution to (I.6)
with λ = λ∗, in the sense introduced by Brezis et al.[24]. Indeed, we say that u ∈ L1(Ω)
is a weak solution of (I.6) if f (u)dist(x, ∂Ω) ∈ L1(Ω) and∫
Ω
(u∆ϕ+ λ f (u)ϕ) dx = 0 for every ϕ ∈ C2c (Ω).
Assuming in addition that f is convex, Martel [109] established that u∗ is the unique
weak solution to (I.6) for λ = λ∗. In the late nineties, Brezis [23], and Brezis and
Vázquez [25] posed several open question about the extremal solution, especially con-
cerning its regularity, which can be deduced from its boundedness using the classical
theory of elliptic PDEs.
After more than twenty years, in the very recent paper [38] the authors provide a
complete answer to two important open questions about extremal solutions. In partic-
ular, they establish that u∗ ∈ W1,20 (Ω) is a distributional solution to (I.6) with λ = λ∗ in
every dimension, and it is a classical solution if n ≤ 9. This last result is optimal, since
explicit examples of unbounded extremal solutions are known if n ≥ 10.
Choosing a parameter p ∈ (1,+∞), instead of the energy functional defined in (I.2)
we consider
E(u) :=
∫
Ω
( |∇u|p
p
− F(u)
)
dx.
Then its Euler-Lagrange equation involves the p-Laplacian and reads
− ∆pu := div
(
|∇u|p−2∇u
)
= f (u) in Ω, (I.7)
whereΩ ⊂ Rn is a smooth bounded domain and f = F′ is a C1 nonlinearity. Specifically,
we can still ask if stable solutions to the nonlinear equation (I.7) or to the associated
Dirichlet problem { −∆pu = f (u) in Ω
u = 0 on ∂Ω, (I.8)
are bounded in “low” dimensions. Clearly, the optimal threshold dimension for the
boundedness may depend on p.
A solution u of (I.7) is said to be stable if the second variation of the associated energy
functional at u is nonnegative definite, i.e.,∫
Ω∩{|∇u|>0}
{
|∇u|p−2 |∇ξ|2 + (p− 2) |∇u|p−4 (∇u · ∇ξ)2
}
dx
−
∫
Ω
f ′(u)ξ2 dx ≥ 0,
for every ξ ∈ Tu, where Tu is a suitable class of test functions introduced in [51, 85] —
we refer to the beginning of Chapter 1 for the definition of Tu.
The study of the boundedness of stable solutions to (I.8) has been initiated by Garciá-
Azorero, Peral, and Puel [93, 94] considering f (u) = eu. They established that for this
choice of the nonlinearity, stable solutions are bounded whenever
n < p +
4p
p− 1, (I.9)
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proving also that this condition is optimal. Indeed, they showed that whenever n ≥
p + 4p/(p − 1), the function u(x) = log(|x|−p) is a W1,p(B1) singular stable solution
to (I.8), with Ω = B1 and f (u) = pp−1(n− p)eu.
Stable solutions to (I.8) are known to be bounded in the optimal dimension range (I.9)
also in the case of power-like nonlinearities and arbitrary domains, thanks to the result
of Cabré and Sanchón [41], and in the radial case for every locally Lipschitz nonlinearity,
as proved by Cabré, Capella, and Sanchón [33].
Concerning general smooth nonlinearities f in the nonradial case, some partial re-
sults are available under the following assumptions on the nonlinearity
f (0) > 0, f ′ ≥ 0, lim
t→+∞
f (t)
tp−1
= +∞, (I.10)
and also that there exists T ≥ 0 such that
( f (t)− f (0)) 1p−1 is convex for all t ≥ T. (I.11)
Under these hypotheses on f , Sanchón [118, 119] exploited some ideas developed by
Nedev [116] for the semilinear problem, and proved that stable solutions are bounded
whenever {
n < p + pp−1 and p ≥ 2;
n ≤ p + 2pp−1(1+
√
2− p) and p ∈ (1, 2).
Some years later, Castorina and Sanchón [51] obtained the boundedness of stable solu-
tions in dimension
n ≤ p + 2 (I.12)
for every p > 1, assuming (I.10) and (I.11) for some T ≥ 0. This was done extending the
approach of Cabré [28] for p = 2.
The study of stable solutions to semilinear and nonlinear elliptic equations is related
to the functional inequalities of the Sobolev and Hardy type. To give an example of this
connection, we show how the stability in dimension n ≥ 10 of u(x) = log |x|−2 defined
in (I.5) can be easily checked using the Hardy inequality on Rn. Indeed, recalling that
we assume f (u) = 2(n− 2)eu in (I.5), we have that u satisfies the stability inequality (I.3)
if and only if
2(n− 2)
∫
Ω
ξ2
|x|2 dx ≤
∫
Ω
|∇ξ|2 dx for every ξ ∈ C∞c (Ω).
On the other hand, the Hardy inequality for functions with compact support in Ω ⊂ Rn
states that for every ξ ∈ C∞c (Ω)
(n− 2)2
4
∫
Ω
|ξ|2
|x|2 dx ≤
∫
Ω
|∇ξ|2 dx,
where the constant (n− 2)2/4 is sharp and never attained by any function in C∞c (Ω).
As a consequence, u is stable if and only if 2(n− 2) ≤ (n− 2)2/4, and this forces n ≥ 10.
Besides this simple application of the Hardy inequality, some a priori estimates for
stable solutions to (I.1) or (I.7) have been obtained exploiting Hardy and Sobolev in-
equalities on hypersurfaces of Euclidean space.
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The first result of this kind in due to Cabré [28], and consists of an L∞ a priori esti-
mate for stable solutions to semilinear equations of the form (I.1) in dimension n ≤ 4.
The proof in [28] relies on the Michael-Simon and Allard inequality, which is a Sobolev
inequality on submanifolds of Rn, applied on the level sets of the stable solution.
Even if the regularity of stable solutions to (I.4) has been very recently proved to
hold in the optimal dimension range n ≤ 9 — see [38] — the result in [28] has been
the best one available in the topic for nearly a decade. Moreover, in [28] the a priori
bound for stable solutions up to dimension 4 is proved for every nonlinearity f smooth
enough, and in particular it does not depend on the sign of f . On the contrary, in [38],
the nonlinearity is assumed to be nonnegative and this is exploited several times to
obtain the sharp result in dimension n ≤ 9. It is indeed an interesting open problem to
establish whether the boundedness of stable solutions to (I.4) in dimension n ≤ 9 can
be proved without the assumption f ≥ 0. Observe that this holds true in the radial case
— see [32].
Very recently, Cabré [30] provided a new proof of the boundedness of stable solu-
tions to semilinear equations up to dimension n = 4, based on a new Hardy inequality
on the level sets of u. In a unified way with the general case, it gives also an alternative
proof of the sharp result for the radial case in dimension n ≤ 9. As in [28], the only
hypotheses in [30] about the nonlinearity concern its regularity, and in particular the
nonnegativity of f is not assumed. In Chapter 1, we extend this technique to the context
of the p-Laplacian.
Finally, in the nonradial case and for general nonlinearities, the optimal result for
the p-Laplacian will be achieved in the forthcoming paper [40] by Cabré, Sanchón, and
the author, assuming that p > 2 and the domain is strictly convex. Specifically, we
will prove that stable solutions are bounded in the optimal dimension range n < p +
4p/(p − 1) whenever p > 2 and Ω is strictly convex. This will be done by extending
to the p-Laplacian framework some of the techniques used in [38]. In Chapter 1, and
generally in this thesis, we do not use any idea or method developed in [38].
Results of the thesis (Part I)
In Chapter 1, we consider stable solutions to the nonlinear equation (I.7) involving the p-
Laplacian, in a smooth bounded domain Ω ⊂ Rn and for a C1 nonlinearity f . Our main
result establishes an L∞ a priori estimate for stable solutions which holds for every f ∈
C1, under a new condition on n and p. It is stated as follows.
Theorem I.1 ([111]). Let f be any C1 nonlinearity, Ω ⊂ Rn a smooth bounded domain, p ∈
(1,+∞), and u a regular stable solution to (I.7). Assume that
n ≥ 4 and n < 1
2
(√
(p− 1)(p + 7) + p + 5
)
;
or n = 3 and p < 3.
(I.13)
(i) Then, for every δ > 0, we have that
‖u‖L∞(Kδ) ≤ C
(
‖u‖L1(Ω) + ‖∇u‖Lp(Ω\Kδ)
)
, (I.14)
where
Kδ := {x ∈ Ω : dist(x, ∂Ω) ≥ δ} ,
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and C is a constant depending only on Ω, δ, and p.
(ii) If in addition Ω is strictly convex, u is a positive solution of the Dirichlet problem (I.8),
and f is positive, then
‖u‖L∞(Ω) ≤ C, (I.15)
where C is a constant depending only on Ω, p, f , and ‖u‖L1(Ω).
(iii) If Ω is a ball and f is strictly positive in (0,+∞), then both (I.14) and (I.15) hold if
n ≥ 3 and n < p + 4p
p− 1;
n = 2 and p ∈ (1, 3).
We remark that our a priori estimates (I.14) and (I.15) hold under a condition on n
and p, which is optimal only in the radial case for n ≥ 3, whereas it is more restrictive
in the nonradial case. However, our condition (I.13) improves (I.12) for n ≥ 4, since
p + 2 < (
√
(p− 1)(p + 7) + p + 5)/2.
In Theorem I.1 we prove an interior estimate (I.14) and a global bound in strictly
convex domains (I.15). It is worth observing that the former requires no assumptions
on the domain, except its regularity and boundedness, nor on the values of u at the
boundary of Ω. On the other hand, we prove the global result (I.15) assuming the do-
main to be strictly convex and u to be a positive solution to the Dirichlet problem (I.8).
The reason is that we deduce the global bound (I.15) from a combination of the interior
inequality (I.14) with some boundary estimates, which are available only if the domain
is strictly convex and the function is a positive solution of the Dirichlet problem (I.8).
Concerning the nonlinearity f , the only hypothesis that we assume to prove the
interior bound (I.14) concerns its regularity. Then, we have to assume f to be positive
in order to prove the global bound (I.15). In the forthcoming paper [40], we will assume
some additional assumptions on f , including f ≥ 0, to prove the boundedness of stable
solutions in the optimal dimension range n < p + 4p/(p− 1) when p > 2.
Theorem I.1, which is the main result in Chapter 1, is obtained as a consequence of
the following proposition. It gives a control over the weighted Lp norm of the gradient
of u in Ω, in terms of the Lp norm of the gradient of u in a small neighborhood of the
boundary of the domain.
Proposition I.2 ([111]). Let f be any C1 nonlinearity, Ω ⊂ Rn a smooth bounded domain,
p ∈ (1,+∞), and u a regular stable solution to (I.7). Let α ∈ [0, n− 1) satisfy
4(n− 1− α)2 > (α− 2)2(n− 1)(p− 1) if n > p;
4(n− 1− α)2 > (α− 2)2(p− 1)2 if n ≤ p. (I.16)
Then, for all δ > 0 and y ∈ Kδ := {x ∈ Ω : dist(x, ∂Ω) ≥ δ}, it holds that∫
Ω
|∇u(x)|p |x− y|−α dx ≤ C‖∇u‖pLp(Ω\Kδ), (I.17)
where C is a constant depending only on Ω, δ, p, and α.
If Ω is a ball and f is strictly positive in (0,+∞), then (I.17) holds with y = 0 if, instead
of (I.16), we assume that α ∈ [0, n− 1) satisfies
4(n− 1) > (α− 2)2(p− 1) if n > p;
4(n− 1)2 > (α− 2)2(p− 1)2 if n ≤ p.
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The proof of Proposition I.2 is based on two ingredients: a geometric inequality for
stable solutions to (I.7), and a geometric Hardy inequality on the level sets of the sta-
ble solution. The former ingredient is due to Farina, Sciunzi, and Valdinoci [84, 85] and
it is an extension to the p-Laplacian framework of the famous geometric inequality by
Sternberg and Zumbrun [131, 132] for stable solutions to semilinear equations. Assum-
ing that p ∈ (1,+∞), Ω is a smooth bounded domain ofRn, f a C1 nonlinearity and u a
regular stable solution to (I.7), the result in [84, 85] states that for every η ∈ C1c (Ω)∫
Ω∩{|∇u|>0}
(
(p− 1) |∇u|p−2 |∇T |∇u||2 + |∇u|p |A|2
)
η2 dx
≤ (p− 1)
∫
Ω
|∇u|p |∇η|2 dx,
(I.18)
where |A|2 is the square of the second fundamental form of the level sets of u and the
tangential gradient ∇T is referred to the level sets of u as well. These geometric objects
are introduced in detail in Chapter 1.
The second ingredient in the proof of Proposition I.2 is a geometric Hardy inequality
on the foliation of hypersurfaces given by the level sets of the stable solution u, origi-
nally proved by Cabré [30]. To state it, for every point y ∈ Rn, we consider ry = |x− y|
and the radial derivative ury = ∇u · (x− y)/ry. For every smooth function u, parameter
α ∈ [0, n− 1), and ϕ ∈ C1c (Rn), it states that
(n− 1− α)
∫
Ω
|∇u| ϕ2r−αy dx + α
∫
Ω
u2ry
|∇u|ϕ
2r−αy dx
≤
(∫
Ω
|∇u| ϕ2r−αy dx
) 1
2
(∫
Ω∩{|∇u|>0}
|∇u|
(
4 |∇Tϕ|2 + ϕ2 |H|2
)
r−α+2y dx
) 1
2
,
(I.19)
where the mean curvature H and the tangential gradient ∇T are both referred to the
level sets of u. Recall that by Sard’s theorem we know that almost every level set of u is
a smooth embedded hypersurface of Rn.
The proof of Proposition I.2 relies on the combination of (I.18) and (I.19). Without
going into details, the first key point is a suitable choice of the test function ϕ in (I.19),
that is
ϕ = |∇u| p−12 ζ,
where ζ is a positive smooth cut-off function. In this way, from (I.19) we obtain an
inequality for the weighted Lp norm of ∇u, in which the mean curvature appears in
the right-hand side. Then, observing that H2 ≤ (n− 1) |A|2, we are able to control the
right-hand side of this inequality using (I.18), for an appropriate choice of η. Finally,
one of the terms in the right-hand side of the resulting inequality can be reabsorbed in
the left-hand side, provided that α satisfies (I.16). We refer to Chapter 1 for the details.
In Chapter 2 we investigate some Hardy-Sobolev inequalities on hypersurfaces of
Euclidean space, all of them involving the mean curvature and having universal con-
stants independent from the hypersurface. As discussed above, our motivation comes
from the various applications of these results to the problem of regularity of stable so-
lutions to semilinear and nonlinear equations. Besides the result in Chapter 1, we refer
to the previously mentioned [28, 30, 51].
9
Throughout Chapter 2, we consider M to be an n-dimensional C2 hypersurface of
Rn+1, with mean curvature H and normal vector νM. For every C1 function ϕ defined
on M we define the tangential gradient of ψ with respect to M as
∇Tϕ := ∇ϕ− (∇ϕ · νM) νM.
The Sobolev inequality in the Euclidean form was proved to hold on minimal hy-
persurfaces of Rn+1, with different constant, by Miranda [113] in 1967. Some years
later, a more general Sobolev inequality involving a mean curvature term was proved
by Michael and Simon [110], and Allard [10], for k-dimensional submanifolds of the Eu-
clidean space, not necessarily minimal. In the case of hypersurfaces, i.e., submanifolds
of codimension one, their result can be stated as follows. Here and throughout the the-
sis, we denote with C1c (M) the space of C1-functions with compact support on M. In
case M is a compact hypersurface without boundary, then C1c (M) = C1(M).
Theorem I.3 (Michael-Simon [110], Allard [10]). Let M be a smooth n-dimensional hyper-
surface of Rn+1, and E be a smooth domain with compact closure in M. Then,
|E| n−1n ≤ C
(
Per(E) +
∫
E
|H| dV
)
, (I.20)
where H is the mean curvature of M, Per(E) is the perimeter of E, and C is a constant depending
only on the dimension n of M.
Now, let p ∈ [1, n) and ϕ ∈ C1c (M). Then, there exists a positive constant C depending
only on n and p such that
‖ϕ‖p
Lp∗ (M) ≤ C
∫
M
( |∇Tϕ|p + |Hϕ|p ) dV, (I.21)
where p∗ = np/(n− p) is the Sobolev exponent and ∇T denotes the tangential gradient to M.
It is important to stress that the constants appearing in the right-hand side of (I.20)
and (I.21) only depend on n and p, and not on the hypersurface M. Indeed, the geometry
of M is involved only in the mean curvature H. In particular, when M is minimal, such
term vanishes and we recover the Sobolev inequality proved by Miranda [113].
In Chapter 2, we give a quick and easy to read proof of the isoperimetric inequal-
ity (I.20), in the context of hypersurfaces of Rn+1. More precisely, our proof follows
mainly the strategy of Michael and Simon [110], but with a simplification given by Al-
lard [10]. Then, we deduce (I.21) from (I.20) for real valued functions defined on M
using a standard technique, that we include for the sake of completeness.
In the same chapter, we also investigate Hardy inequalities on hypersurfaces of Eu-
clidean space, obtaining two new forms of the inequality and an improved Hardy in-
equality in the sense of Poincaré.
Our first result in this field is strictly related to the foliated Hardy inequality (I.19)
proved by Cabré [30], and that we exploit in the proof of Theorem I.1. Indeed, one
can deduce2 from (I.19) the following Hardy inequality for a smooth hypersurface M
of Rn+1 — see the Introduction to Chapter 2 for more details. Here and throughout the
thesis, C1c (M) denotes the space of the C1 functions with compact support on M. In
case M is compact without boundary, then C1c (M) = C1(M).
2Here we are considering n-dimensional hypersurfaces of Rn+1, while in (I.19) the level sets of u are
(n − 1)-dimensional hypersurfaces of the ambient space Rn. Thus, we apply here (I.19) with n instead
of n− 1.
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Theorem I.4 ([39]). Let M be a smooth n-dimensional hypersurface of Rn+1, and a ∈ [0, n).
Then, for every ϕ ∈ C1c (M)
(n− a)
∫
M
ϕ2
|x|a dV + a
∫
M
(
x
|x| · νM
)2 ϕ2
|x|a dV
≤
(∫
M
ϕ2
|x|a dV
) 1
2
(∫
M
(
4 |∇Tϕ|2 + |Hϕ|2
)
|x|2−a dV
) 1
2
,
(I.22)
where νM is the unit normal normal to M in Rn+1.
In Chapter 2, we present a direct proof of Theorem I.4, not relying on the proof
of (I.19) in [30]. Our proof is based on integration by parts and the use of tangen-
tial derivatives as presented in Giusti’s book [97]. Then, using the coarea formula,
from (I.22) we deduce inequality (I.19) on the level sets of stable solutions. Moreover,
we prove a version of (I.22), and thus of (I.19), for an exponent p ≥ 1, and not only for
p = 2. Our general result is stated in Theorem 2.3.1, and the version of (I.19) for an
exponent p ≥ 1 is deduced in Corollary 2.3.2.
We point out that, as in the case of the Michael-Simon and Allard inequality, all the
constants appearing in (I.22) do not depend on M, but only on the dimension n and the
parameter a. Moreover, if we consider M to be a minimal hypersurface, then H = 0
and we obtain the Hardy inequality with the Euclidean sharp constant. In the case
of M = Rn for every ϕ ∈ C1c (Rn) the inequality reads
(n− 2)2
4
∫
Rn
ϕ2
|x|2 dx ≤
∫
Rn
|∇ϕ|2 dx. (I.23)
Indeed, we recall that (n − 2)2/4 is known to be the best constant in (I.23), and the
equality is not attained by any function ϕ ∈ C1c (Rn).
Knowing the best constant in this kind of inequalities is important for the applica-
tions to PDEs, as for instance in Theorem I.1 or in [30]. In addition, if u in (I.19) is a
radial function, then u2r = |∇u|2, and we can add the two terms in the left-hand side
of (I.19). Thus, the constant in front of the first integral in the left-hand side of (I.19)
becomes n− 1 instead of n− 1− a. This fact is important in the application to nonlin-
ear elliptic equations and, in particular, it gives a better result when we consider radial
solutions — see Theorem I.1 and [30].
A related but different Hardy inequality on manifolds was proved by Carron [49]
in 1997. Considering a smooth hypersurface M ofRn+1 with n ≥ 3, for every ϕ ∈ C1c (M)
it states that
(n− 2)2
4
∫
M
ϕ2
|x|2 dV ≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x|
)
dV. (I.24)
This paper by Carron [49] gave rise to several articles about Hardy inequalities on
manifolds, some of which are commented on in Chapter 2. We improve (I.24) in the con-
text of the hypersurfaces of Rn+1, by adding an extra term in its left-hand side. More-
over, our proof is new and totally different from the one in [49]. Our result is stated as
follows.
11
Theorem I.5 ([39]). Let M be a smooth n-dimensional hypersurface of Rn+1, with n ≥ 3, and
ϕ ∈ C1c (M). Then,
(n− 2)2
4
∫
M
ϕ2
|x|2 dV +
n2 − 4
4
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV
≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x|
)
dV,
(I.25)
where νM is the unit normal normal to M in Rn+1.
We prove Theorem I.5 using the ground state substitution, a technique that is com-
pletely different from the one used by Carron in [49]. In short, the ground state sub-
stitution consists of writing the function ϕ as ϕ = vω, where ω is a positive solution
of the Euler-Lagrange equation of the energy functional associated with the inequal-
ity. More precisely, we take ω(x) = |x|−(n−2)/2. In Euclidean space, this technique has
been applied by Brezis and Vázquez [25] to obtain an improved Hardy inequality. More
recently, Frank and Seiringer [92] used it to prove both classical and fractional Hardy
inequalities on the Euclidean space. We could not find in the literature the use of this
method in the context of hypersurfaces of Rn+1.
Even if we take a = 2 in (I.22), the two Hardy inequalities on hypersurfaces stated in
Theorems I.4 and I.5 are different in their formulation, and completely independent in
their proof. Their statements differ mainly in the mean curvature terms, as we have |H|2
in (I.22) and |H| / |x| in (I.25), also with different constants in front. Finally, our proof
of Theorem I.4 works for every exponent p ≥ 1 — see Theorem 2.3.1 for the general
statement — while our proof of Theorem I.5 gives a meaningful result only for p = 2.
This aspect is further commented on in Chapter 2.
We observe that our Theorem I.5 improves Carron’s inequality (I.24) in the setting
of hypersurfaces of Rn+1, adding an extra term in the left-hand side of the inequality,
which is the same term appearing also in (I.22). However, when M is a minimal hy-
persurface — thus in particular for M = Rn — both Carron’s inequality (I.25) and our
Theorems I.4 and (I.5) give the Hardy inequality with sharp Euclidean constant.
In the Euclidean setting several improvements of the Hardy inequality are provided,
most of them consisting of adding a positive term in the left-hand side of (I.23). Clearly,
this additional term has to be of lower order than the Hardy integral, by the sharpness
of the constant (n− 2)2/4. For instance, Brezis and Vázquez [25] improved (I.23) in the
Poincaré sense, i.e., by adding the L2-norm of the function ϕ in the left-hand side of
the inequality. For any bounded domain Ω ⊂ Rn, any dimension n ≥ 2 and for every
function ϕ ∈ H10(Ω), their result states that
(n− 2)2
4
∫
Ω
ϕ2
|x|2 dx + λ2
(
ωn
|Ω|
) 2
n ∫
Ω
ϕ2 dx ≤
∫
Ω
|∇ϕ|2 dx, (I.26)
where λ2 is the first eigenvalue of the Laplacian in the unit ball of R2, hence positive
and independent of n. Our last result in this part of the thesis is an analogue of (I.26) on
hypersurfaces of Rn+1. It states as follows.
Theorem I.6 ([39]). Let M be a smooth n-dimensional hypersurface of Rn+1, with n ≥ 2,
and Br = Br(0) ⊂ Rn+1 be the open ball of radius r centered at the origin. Then, for every
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ϕ ∈ C1c (Br ∩M) we have
(n− 2)2
4
∫
M
ϕ2
|x|2 dV +
n2 − 4
4
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV +
1
2r2
∫
M
ϕ2 dV
≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x| +
1
4
|Hϕ|2
)
dV,
(I.27)
where νM is the unit normal normal to M in Rn+1.
We prove this result exploiting again the ground state substitution, combining the
proof of Theorem I.5 with a Poincaré inequality in hypersurfaces of Rn+1, that we state
in Proposition 2.4.2. The former argument brings the first mean curvature term in (I.27),
while the latter brings the second one. Observe that they are the same curvature terms
that appear in (I.22) and (I.25).
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Chapter 1
Boundedness of stable solutions to
nonlinear equations
We consider stable solutions to the equation −∆pu = f (u) in a smooth bounded do-
main Ω ⊂ Rn for a C1 nonlinearity f . Either in the radial case, or for some model
nonlinearities f in a general domain, stable solutions are known to be bounded in the
optimal dimension range n < p + 4p/(p− 1). In this chapter, under a new condition
on n and p, we establish an L∞ a priori estimate for stable solutions which holds for
every f ∈ C1. Our condition is optimal in the radial case for n ≥ 3, whereas it is more
restrictive in the nonradial case. This work improves the known results in the topic and
gives a unified proof for the radial and the nonradial cases.
The existence of an L∞ bound for stable solutions holding for all C1 nonlinearities
when n < p + 4p/(p − 1) has been an open problem over the last twenty years. The
forthcoming paper [40] by Cabré, Sanchón, and the author will solve it when p > 2.
1.1 Introduction
For a smooth bounded domain Ω ⊂ Rn, a C1 nonlinearity f and for every p ∈ (1,+∞),
we consider the elliptic equation involving the p-Laplacian
− ∆pu = −div(|∇u|p−2∇u) = f (u) in Ω, (1.1.1)
and the associated Dirichlet problem
−∆pu = f (u) in Ω
u > 0 in Ω
u = 0 on ∂Ω.
(1.1.2)
Solutions u ∈W1,p(Ω) to equation (1.1.1) correspond to critical points of the functional
E(u) :=
∫
Ω
(
1
p
|∇u|p − F(u)
)
dx,
where F′(t) = f (t), and the boundary condition in (1.1.2) is intended in the weak sense
as u ∈ W1,p0 (Ω). Stable solutions to (1.1.1) are those for which the second variation of
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energy E is nonnegative. More precisely, a solution u ∈ C1(Ω) to (1.1.1) is said to be
stable if∫
Ω∩{|∇u|>0}
{
|∇u|p−2 |∇ξ|2 + (p− 2) |∇u|p−4 (∇u · ∇ξ)2
}
dx
−
∫
Ω
f ′(u)ξ2 dx ≥ 0
for every ξ ∈ Tu, defined in [51, 85] as
Tu :=
{
W1,2σ,0(Ω) if p ≥ 2;
{ξ ∈W1,20 (Ω) : ‖∇ξ‖L2σ(Ω) < ∞} if p ∈ (1, 2).
Here and throughout the chapter, ‖·‖L2σ(Ω) is the weighted L2(Ω) norm with weight σ =
|∇u|p−2, and W1,2σ,0(Ω) is defined as the completion of C1c (Ω) with respect to the norm
‖ξ‖W1,2σ (Ω) : = ‖ξ‖L2(Ω) + ‖∇ξ‖L2σ(Ω)
=
(∫
Ω
ξ2 dx
) 1
2
+
(∫
Ω
|∇u|p−2 |∇ξ|2 dx
) 1
2
.
See the beginning of section 4 in [51] for more details about the class Tu of test functions.
In short, it is important to stress that, with this definition, Tu is a Hilbert space. The
difference in defining the class is due to the fact that if p ≥ 2 then σ ∈ L∞(Ω), while this
is not true when p ∈ (1, 2).
We say that u is a regular solution to (1.1.2) if it solves the equation in the distributional
sense and f (u) ∈ L∞(Ω). Every regular solution is proved to be C1,β(Ω) — see [72, 106,
134] — and this is the best regularity that one can expect for solutions to nonlinear
equations involving the p-Laplacian.
In this chapter we focus on the boundedness of stable solutions to (1.1.1), or to the
associated Dirichlet problem (1.1.2), for general nonlinearities f ∈ C1. The importance
of this problem for the classical Laplacian — when p = 2 — has been stressed by Haïm
Brezis since the mid-nineties — see [23,25]. Very recently, it has been completely solved
by Cabré, Figalli, Ros-Oton, and Serra [38], proving that stable solutions are bounded
whenever n ≤ 9. This result is indeed optimal, since explicit examples of unbounded
stable solutions to (1.1.1) with p = 2 are well-known when n ≥ 10.
The boundedness of stable solutions to (1.1.2) is conjectured to hold under the as-
sumption n < p + 4p/(p − 1). In fact, when n ≥ p + 4p/(p − 1), Ω is a ball and
f (u) = eu, García Azorero, Peral, and Puel showed in [94] the existence of an un-
bounded stable solution to (1.1.2). On the other hand, considering radial solutions
to (1.1.2) in a ball, Cabré, Capella, and Sanchón proved in [33] the boundedness of
stable solutions, provided that n < p + 4p/(p− 1). In the nonradial case and for gen-
eral nonlinearities, the optimal result will be achieved in the forthcoming paper [40] by
Cabré, Sanchón, and the author, assuming that p > 2 and the domain is strictly con-
vex. This is done extending to the p-Laplacian framework some of the techniques used
in [38]. In the present work we do not use any idea or method developed in [38]. The
papers [33, 40, 94] are part of an extensive literature on the topic, which is outlined in
subsection 1.1.1.
The aim of the present chapter is to provide L∞ a priori bounds for stable solutions
to (1.1.2) under a certain condition over n and p. In the nonradial case, our condition
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over n and p is not optimal, but it improves the known results in the field. In the radial
case, our proof gives for n ≥ 3 the optimal result in [33] in an unified way with the one in
general domains. Furthermore, our technique is based on a geometric Hardy inequality
on the level sets of the stable solution. This approach — that we explain below in detail
— has been introduced by Cabré in [30] for the classical version p = 2 of the problem
and it has never been used before in the context of the p-Laplacian.
1.1.1 Available results
Let us describe first the large literature for the classical case p = 2, and then list the most
important results for problem (1.1.2) with p ∈ (1,+∞).
The first paper about this topic is by Crandall and Rabinowitz in 1975 [61], in which
they study problem (1.1.2) with p = 2 for smooth nonlinearities f satisfying
f (0) > 0, f ′ ≥ 0, lim
t→+∞
f (t)
t
= +∞. (1.1.3)
These assumptions are verified for instance by exponential and power-type nonlineari-
ties, as discussed in [61].
Assuming that f satisfies (1.1.3), we can introduce extremal solutions, which are
nontrivial examples of stable solutions to (1.1.2), sometimes unbounded. In order to
define them in the classical case, let us consider a positive parameter λ > 0 and the
Dirichlet problem { −∆u = λ f (u) in Ω
u = 0 on ∂Ω. (1.1.4)
It is known the existence of an extremal parameter λ∗ ∈ (0,+∞) such that if λ ∈ (0,λ∗),
then problem (1.1.4) admits a regular solution uλ which is minimal, while if λ > λ∗ then
it admits no regular solution. In addition, the family {uλ} is increasing in λ, every uλ is
stable, and one can define the limit
u∗ := lim
λ→λ∗
uλ. (1.1.5)
The function u∗ is a weak1 solution of (1.1.4) with λ = λ∗ and it is stable. Assuming
also that f is convex, u∗ is the unique weak solution to (1.1.4) for λ = λ∗. It is called
the extremal solution of problem (1.1.4) and its boundedness depends on the dimension,
the domain and the nonlinearity. In [25] the authors raised several open question about
the extremal solution, especially about its regularity, which can be deduced from its
boundedness using classical tools in the theory of elliptic PDEs — see also the open
problems raised by Brezis in [23].
When f (u) = eu, Crandall and Rabinowitz prove in [61] that u∗ ∈ L∞(Ω) if n ≤ 9,
while u∗(x) = log |x|−2 when Ω = B1 and n ≥ 10 — see [103]. Similar results hold for
f (u) = (1+ u)m, and also for functions f such that
lim
t→+∞
f (t) f ′′(t)
f ′(t)
exists, (1.1.6)
1In the sense introduced by Brezis et al.[24]: u ∈ L1(Ω) is a weak solution of (1.1.4) if f (u)dist(x, ∂Ω) ∈
L1(Ω) and ∫
Ω
(u∆ϕ+ λ f (u)ϕ) dx = 0
for every ϕ ∈ C20(Ω).
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as proved also in [61].
We will describe now some L∞ a priori estimates which have been proved for the
smooth stable solutions uλ to (1.1.4) with λ < λ∗, under different assumptions on f . The
estimates are uniform in λ and they led, by letting λ ↗ λ∗, to the boundedness of the
extremal solution. Since the proofs work for every smooth stable solution to (1.1.2) with
p = 2 under the same assumptions on f , we describe here the results in the framework
of stable solutions to (1.1.2) with p = 2.
Nedev obtained in [116] an L∞ bound for stable solutions in dimensions n = 2, 3,
under the hypothesis that f is convex and satisfies (1.1.3). Some years later, Cabré and
Capella [32] solved the radial case for every Lipschitz nonlinearity, proving the bound-
edness of stable solutions when Ω = B1 and n ≤ 9.
In 2010 Cabré [28] proved that in dimensions n ≤ 4 stable solutions are bounded
in every convex domain and for every C1 nonlinearity. A few years later, Villegas [138]
removed the convexity hypothesis about Ω when n = 4, by further assuming that f is
convex. Its proof uses both the results in [28] and [116],
The proof in [28] is rather delicate and it is based on the Michael-Simon and Allard
inequality on the level sets of a stable solution u. The same result has been proved very
recently in [30] also by Cabré, using this time a Hardy inequality on the level sets of
u. This new method is not only simpler, but it also gives a unified proof of the radial
case — in the optimal dimension range n ≤ 9 — and of the nonradial case if n = 3, 4,
obtaining boundedness of stable solutions to (1.1.2) with p = 2 when Ω is convex.
In [28, 30], the L∞ a priori bounds for stable solutions are obtained through an esti-
mate in the interior of the domain combined later with some estimates near the bound-
ary. The interior bounds hold for every regular domainΩ and do not depend on the val-
ues of the stable solutions at the boundary. On the contrary, in order to have boundary
estimates, the author needs to consider stable solutions to the Dirichlet problem (1.1.2)
with p = 2 and also to assume the convexity of Ω. In the present chapter, we follow the
strategy of the second paper, [30], extending it to the case of the p-Laplacian.
As we mentioned above, very recently Cabré, Figalli, Ros-Oton, and Serra [38] set-
tled the problem, proving that stable solutions are bounded in dimension n ≤ 9. The
interior regularity applies to every nonnegative f , while the global result requires f to
be nondecreasing and convex. This was done by the authors using new and different
ideas from the ones in [28, 30]. For more details about the classical problem for the
Laplacian we refer to the recent survey [29] and to the book [79].
Before outlining in detail our results, we comment on what is known about the
boundedness of stable solutions for the p-Laplacian. Let us start by describing the ex-
tremal solutions for the problem{ −∆pu = λ f (u) in Ω
u = 0 on ∂Ω, (1.1.7)
where λ is a positive parameter and f a C1 nonlinearity. Under the assumptions
f (0) > 0, f ′ ≥ 0, lim
t→+∞
f (t)
tp−1
= +∞, (1.1.8)
there exists an extremal parameter λ∗ ∈ (0,+∞) such that if λ ∈ (0,λ∗), then prob-
lem (1.1.7) admits a minimal regular solution uλ, while if λ > λ∗ then it admits no
regular solution. Furthermore, the family {uλ} is increasing in λ, every uλ is stable and
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we can define u∗ as in (1.1.5) — see [41] for these results about the extremal problem for
the p-Laplacian.
For p 6= 2 and f ∈ C1 satisfying (1.1.8), it is not known in general whether u∗ is
a distributional solution of (1.1.7) with λ = λ∗. However, when f is the exponential
nonlinearity or it satisfies some strong assumptions — see [41, 93, 94, 119] — it has been
proved that u∗ is a distributional solution to (1.1.7) with λ = λ∗. In this cases, it is called
the extremal solution of problem (1.1.7).
As in the classical case, also for p > 1 the integrability and regularity properties of
u∗ are obtained as a consequence of uniform estimates for the stable branch {uλ}.
García Azorero, Peral, and Puel treated the exponential nonlinearity f (u) = eu
for p > 1 in [93, 94]. They established the boundedness of stable solutions when
n < p +
4p
p− 1, (1.1.9)
and showed that this condition is optimal. Indeed, they provided an example of un-
bounded stable solution to (1.1.2) with f (u) = eu, Ω = B1 and n ≥ p + 4p/(p− 1).
Some years later, Sanchón proved in [118] that stable solutions are bounded in the
optimal dimension range (1.1.9), under the hypothesis that f ∈ C2 is an increasing
function, it satisfies (1.1.8) and also the strong assumption (1.1.6) on the behavior of f
at infinity. The same result is obtained by Cabré and Sanchón in [41], assuming that the
nonlinearity satisfies (1.1.8) and the power growth hypothesis f (t) ≤ c(1 + t)m, where
m is smaller than a “Joseph-Lundgren type" exponent which is optimal for the regularity
of stable solutions.
As we mentioned above, the radial case of problem (1.1.2) was settled by Cabré,
Capella, and Sanchón in [33] for every locally Lipschitz nonlinearity. Indeed, under this
assumption they proved that radial stable solutions are bounded in the optimal range
n < p + 4p/(p− 1).
Back to the nonradial case, the following works deal with general nonlinearities sat-
isfying essentially (1.1.8). They are also the most recent results in the topic.
Sanchón in [118, 119] considers nonlinearities f that satisfy (1.1.8) and
there exists T ≥ 0 s. t. ( f (t)− f (0)) 1p−1 is convex for all t ≥ T. (1.1.10)
Observe that when p = 2 this last condition becomes the standard convexity assump-
tion on f made in [25] and appearing also in the recent paper [38].
In [118, 119] it is proved the boundedness of stable solutions whenever{
n < p + pp−1 and p ≥ 2;
n ≤ p + 2pp−1(1+
√
2− p) and p ∈ (1, 2).
Both results are obtained following the approach of Nedev in [116] for p = 2. Later,
Castorina and Sanchón [51] extended Cabré’s method in [28] for p = 2 to the case of the
p-Laplacian, proving that stable solutions are bounded in the range
n ≤ p + 2 (1.1.11)
under the assumption that f is C1, and satisfies (1.1.8) and (1.1.10).
In the forthcoming paper [40] by Cabré, Sanchón, and the author, the interior results
in [38] for p = 2 will be extended to the case of the p-Laplacian. In particular, we
will prove that stable solutions are bounded in the optimal dimension range n < p +
4p/(p− 1) whenever p > 2 and Ω is strictly convex.
19
1.1.2 New results and strategy of the proof
Theorem 1.1.1 below is the main result of the present chapter. It establishes, under a
new condition on n and p, an L∞ a priori estimate for stable solutions for every C1
nonlinearity. This condition improves the one in [51], (1.1.11), when n ≥ 4 and p > 2,
even though it is not optimal.
Our result consists of an interior estimate for stable solutions which does not depend
on the boundary values of the function and holds for every C1 nonlinearity and every
bounded domain — see (1.1.13) below. Up to our knowledge, ours is the first result of
this kind for stable solutions to (1.1.1) in the setting of the p-Laplacian.
This interior estimate leads to a global L∞ estimate under the further assumption
that the domain is strictly convex and that u is a stable solution of the Dirichlet prob-
lem (1.1.2), and not only of equation (1.1.1) — see (1.1.14) below.
Theorem 1.1.1. Let f be any C1 nonlinearity, Ω ⊂ Rn a smooth bounded domain, p ∈
(1,+∞), and u a regular stable solution to (1.1.1). Assume that
n ≥ 4 and n < 1
2
(√
(p− 1)(p + 7) + p + 5
)
;
or n = 3 and p < 3.
(1.1.12)
(i) Then, for every δ > 0, we have that
‖u‖L∞(Kδ) ≤ C
(
‖u‖L1(Ω) + ‖∇u‖Lp(Ω\Kδ)
)
, (1.1.13)
where
Kδ := {x ∈ Ω : dist(x, ∂Ω) ≥ δ} ,
and C is a constant depending only on Ω, δ, and p.
(ii) If in addition Ω is strictly convex, u is a positive solution of the Dirichlet problem (1.1.2),
and f is positive, then
‖u‖L∞(Ω) ≤ C, (1.1.14)
where C is a constant depending only on Ω, p, f , and ‖u‖L1(Ω).
(iii) If Ω is a ball and f is strictly positive in (0,+∞), then both (1.1.13) and (1.1.14) hold if
n ≥ 3 and n < p + 4p
p− 1;
n = 2 and p ∈ (1, 3).
(1.1.15)
Remark 1.1.2. We point out that condition (1.1.12) forces p > 2 for n ≥ 5, and p > 4/3
for n = 4. Furthermore, our condition (1.1.12) improves (1.1.11) for n ≥ 4, since p+ 2 <
(
√
(p− 1)(p + 7) + p + 5)/2.
The interior estimate (1.1.13) does not require any assumption on the values of u at
the boundary of Ω, nor the strict convexity of the domain. On the other hand, passing
from (1.1.13) to the global bound (1.1.14) requires some boundary estimates, which are
available if we assume that the domain is strictly convex, u is a positive stable solu-
tion to the Dirichlet problem (1.1.2), and f is positive. We will introduce the boundary
estimates in Section 1.2, before the proof of Theorem 1.1.1.
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Our main result Theorem 1.1.1 is obtained as a consequence of the following propo-
sition. It is an estimate of the weighted Lp norm of the gradient of u in Ω, being con-
trolled by the Lp norm of the gradient of u in a small neighborhood of the boundary of
the domain.
Proposition 1.1.3. Let f be any C1 nonlinearity, Ω ⊂ Rn a smooth bounded domain, p ∈
(1,+∞), and u a regular stable solution to (1.1.1). Let α ∈ [0, n− 1) satisfy
4(n− 1− α)2 > (α− 2)2(n− 1)(p− 1) if n > p;
4(n− 1− α)2 > (α− 2)2(p− 1)2 if n ≤ p. (1.1.16)
Then, for all δ > 0 and y ∈ Kδ := {x ∈ Ω : dist(x, ∂Ω) ≥ δ}, it holds that∫
Ω
|∇u(x)|p |x− y|−α dx ≤ C‖∇u‖pLp(Ω\Kδ), (1.1.17)
where C is a constant depending only on Ω, δ, p, and α.
If Ω is a ball and f is strictly positive in (0,+∞), then (1.1.17) holds with y = 0 if, instead
of (1.1.16), we assume that α ∈ [0, n− 1) satisfies
4(n− 1) > (α− 2)2(p− 1) if n > p;
4(n− 1)2 > (α− 2)2(p− 1)2 if n ≤ p. (1.1.18)
As we mentioned above, in order to prove Proposition 1.1.3 we follow the strategy
used in [30] for the problem with the Laplacian. The main ingredients are a geometric
inequality for stable solutions to (1.1.1) and a Hardy inequality on the level sets of the
function u. The first tool is originally due to Sternberg and Zumbrun [131, 132] for the
case of the Laplacian. We will use a generalization of this inequality to the p-Laplacian
case, due to Farina, Sciunzi, and Valdinoci [84, 85] and stated in Theorem 1.1.4 below.
The Hardy inequality that we use is originally due to Cabré [30], but it can also be
deduced from more general Hardy inequalities studied in [39] by Cabré and the author.
In order to state these two results, we need to introduce some notation.
If u is a C1 solution to (1.1.1) and we consider the set of regular points of u, defined
by {x ∈ Ω : |∇u(x)| > 0}, then u is C2 in this set — see Corollary 2.2 of [64] — since the
equation is uniformly elliptic in a neighborhood of every regular point.
Therefore, for any x ∈ Ω ∩ {|∇u| > 0} we can define the level set of u passing
through x as
Lu,x := {y ∈ Ω : u(y) = u(x)},
which is a C2 embedded hypersurface of Rn. In {x ∈ Ω : |∇u(x)| > 0} we can define
ν :=
∇u
|∇u| ,
which is the normal vector to the level sets of u. Now, we can also introduce the notion
of tangential gradient along the level sets. We define it for every function ϕ ∈ C1(Ω) as
the projection of ∇ϕ on the tangent space to the level sets passing through x, i.e.
∇Tϕ := ∇ϕ− 〈∇ϕ, ν〉 ν.
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For any x ∈ Ω ∩ {|∇u| > 0} we denote with κi the n− 1 principal curvatures of Lu,x
and we recall that the mean curvature of the level sets is defined as
H :=
n−1
∑
i=1
κi.
In the statement of the geometric property of stable solutions, the square of the second
fundamental form of the level sets appears. It is defined as
|A|2 :=
n−1
∑
i=1
κ2i .
Now, we can state the geometric inequality for stable solutions to −∆pu = f (u).
Theorem 1.1.4 (Farina, Sciunzi, Valdinoci [84, 85]). Let p ∈ (1,+∞), Ω be a smooth
bounded domain of Rn, f a C1 nonlinearity and u a regular stable solution to (1.1.1). Then,
for every η ∈ C1c (Ω) it holds that∫
Ω∩{|∇u|>0}
(
(p− 1) |∇u|p−2 |∇T |∇u||2 + |∇u|p |A|2
)
η2 dx
≤ (p− 1)
∫
Ω
|∇u|p |∇η|2 dx.
(1.1.19)
As we mentioned above, this result is originally due to Sternberg and Zumbrun [131,
132] for stable solutions to −∆u = f (u) in a smooth bounded domain Ω with f ∈ C1.
In this case, for every η ∈ C1c (Ω), the inequality reads∫
Ω∩{|∇u|>0}
(
|∇T |∇u||2 + |∇u|2 |A|2
)
η2 dx ≤
∫
Ω
|∇u|2 |∇η|2 dx. (1.1.20)
The idea of obtaining L∞ bounds for stable solutions to −∆u = f (u) using (1.1.20)
was used for the first time in [28]. The key point in [28] is the combination of (1.1.20)
with the Michael-Simon and Allard inequality, applied on every level set of u.
A similar but simpler strategy is used in [30], still for the classical problem with
the Laplacian. It is based on a new geometric Hardy inequality on the foliation of hy-
persurfaces given by the level sets of u, a much simpler tool than the Michael-Simon
and Allard inequality. In the present chapter we extend this idea to the case of the p-
Laplacian. We need both Theorem 1.1.4 and the new Hardy inequality provided in [30]
to prove Proposition 1.1.3, which is the key estimate to prove Theorem 1.1.1.
We need to introduce some further notation in order to state the Hardy inequality
on hypersurfaces of Rn. For every y ∈ Rn, we define
ry = ry(x) = |x− y| ,
and for every function ψ(x) ∈ C1 we write its radial derivative as
ψry(x) =
x− y
|x− y| · ∇ψ(x).
The geometric Hardy inequality is stated in the following theorem. Recall that, in the
statement, the mean curvature H and the tangential gradient ∇T are referred to the
level sets Lu,x of u, which are C2 embedded hypersurfaces of Rn for every point x ∈
Ω ∩ {|∇u| > 0}.
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Theorem 1.1.5 (Cabré [30]). Let Ω ⊂ Rn be a smooth bounded domain, u ∈ C1c (Rn) ∩
C2c (Rn ∩ {|∇u| > 0}), α ∈ [0, n− 1) and y ∈ Rn. Then, for every ϕ ∈ C1c (Rn)
(n− 1− α)
∫
Ω
|∇u| ϕ2r−αy dx + α
∫
Ω
|∇u|−1 u2ryϕ2r−αy dx
≤
(∫
Ω
|∇u| ϕ2r−αy dx
) 1
2
(∫
Ω∩{|∇u|>0}
|∇u|
(
4 |∇Tϕ|2 + ϕ2 |H|2
)
r−α+2y dx
) 1
2
.
(1.1.21)
In particular, if u is radial, then
(n− 1)2
∫
Ω
∣∣∣ury ∣∣∣ ϕ2r−α dx ≤ ∫
Ω∩{|ury |>0}
∣∣∣ury ∣∣∣ (4 |∇Tϕ|2 + ϕ2 |H|2) r−α+2 dx.
1.2 Proof of the L∞ bounds
We prove in this section our main results, namely Proposition 1.1.3 and Theorem 1.1.1,
using the geometric inequality for stable solutions and the Hardy inequality on level
sets.
Proof of Proposition 1.1.3. We apply the geometric Hardy inequality of Theorem 1.1.5 to
the function
ϕ = |∇u| p−12 ζ,
where ζ is a positive smooth function that satisfies
ζ|∂Ω = 0 and ζ ≡ 1 in Kδ/2. (1.2.1)
To be completely rigorous, in the proof we should use
ϕε :=
(
|∇u|2 + ε2
) p−1
4
ζ
instead of ϕ, and then let ε→ 0. We omit the details of this simple argument.
To simplify notation, we define
I :=
∫
Ω
|∇u|p r−αy ζ2 dx;
Ir :=
∫
Ω
|∇u|p−2 u2ryr−αy ζ2 dx.
Plugging ϕ into (1.1.21), we obtain
((n− 1− α)I + αIr)2
≤ I
∫
Ω∩{|∇u|>0}
|∇u| r−α+2y
(
4 |∇Tϕ|2 + |∇u|p−1 ζ2 |H|2
)
dx,
(1.2.2)
with α ∈ [0, n− 1) to be chosen. The tangential gradient of ϕ can be computed as
∇Tϕ = p− 12 ζ |∇u|
p−3
2 ∇T |∇u|+ |∇u|
p−1
2 ∇Tζ,
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and the Cauchy-Schwarz inequality gives
4 |∇Tϕ|2 ≤ (1+ ε)(p− 1)2ζ2 |∇u|p−3 |∇T |∇u||2 + C
ε
|∇u|p−1 |∇Tζ|2 ,
where C is a positive universal constant, and ε > 0 will be chosen later. Therefore, we
get
((n− 1− α)I + αIr)2 ≤ (1+ ε)I
∫
Ω∩{|∇u|>0}
(
(p− 1)2 |∇u|p−2 |∇T |∇u||2
+ |∇u|p H2
)
r−α+2y ζ2 dx +
C
ε
I
∫
Ω∩{|∇u|>0}
|∇u|p r−α+2y |∇Tζ|2 dx.
(1.2.3)
Concerning the last integral in (1.2.3), we can control it in terms of the Lp-norm of the
gradient of u in a neighborhood of the boundary of Ω, since |∇Tζ| has support in (Ω \
Kδ/2) ⊂ (Ω \ Kδ). We also use that, since y ∈ Kδ, we have
δ/2 < ry(x) < diam(Ω) for every x ∈ Ω \ Kδ/2. (1.2.4)
Therefore, we deduce the bound∫
Ω∩{|∇u|>0}
|∇u|p r−α+2y |∇Tζ|2 dx ≤ C
∫
Ω\Kδ
|∇u|p dx, (1.2.5)
for some positive constant C depending only on Ω, δ, and α. Observe that we need
both the upper and the lower bound on ry(x) since a priori α in (1.2.5) can be greater or
smaller than 2.
In the next step, we use that H2 ≤ (n − 1) |A|2 and apply the geometric stability
inequality (1.1.19) in Theorem 1.1.4. Observe that, to apply it, we need to have (p− 1)
instead of (p − 1)2 in the first term in the right-hand side of (1.2.3), and no constants
in front of the term containing |A|2. This will force us to make a bound which differs
whether n is above or below p. For this reason, we distinguish the two cases.
When n > p, we have p− 1 < n− 1 and from (1.2.3) we deduce that
((n− 1− α)I + αIr)2
≤ (1+ ε)(n− 1)I
∫
Ω∩{|∇u|>0}
(
(p− 1) |∇u|p−2 |∇T |∇u||2
+ |∇u|p |A|2
)
r−α+2y ζ2 dx +
C
ε
I
∫
Ω\Kδ
|∇u|p dx.
(1.2.6)
Now, we can control the right-hand side of (1.2.6) using the geometric stability in-
equality (1.1.19) with test function
η = r
2−α
2
y ζ. (1.2.7)
The following computations must be done with a regularization of η in a small neigh-
borhood of y, that we call ηε. Since all terms in the rest of the proof are given by inte-
grable functions, by dominated convergence we can let ε → 0 in all the integrals. For
this reason, we directly write the computations with η instead of ηε.
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Plugging η in (1.1.19) and combining it with (1.2.6), we obtain
((n− 1− α)I + αIr)2
≤ (1+ ε)(n− 1)(p− 1)I
∫
Ω
|∇u|p
∣∣∣∣∇(r 2−α2y ζ)∣∣∣∣2 dx + Cε I
∫
Ω\Kδ
|∇u|p dx.
Using again the Cauchy-Schwarz inequality, there exists a positive universal constant C
such that ∣∣∣∣∇(r 2−α2y ζ)∣∣∣∣2 ≤ (1+ ε) (α− 2)24 r−αy ζ2 + Cε r2−αy |∇ζ|2 ,
again for the same ε > 0 that we will choose later. Since we have chosen ζ satisfy-
ing (1.2.1), if n > p we get
(n− 1− α)2 I2 ≤ ((n− 1− α)I + αIr)2
≤ (1+ ε)2(n− 1)(p− 1) (α− 2)
2
4
I2 +
C
ε
I‖∇u‖pLp(Ω\Kδ).
(1.2.8)
If instead n ≤ p, the same procedure works — including the same choice of test
function (1.2.7) in the stability inequality (1.1.19) — but we have a difference in the
constants. Indeed, in (1.2.3) we use that H2 ≤ (n − 1) |A|2 ≤ (p − 1) |A|2. In this
way, we can take (p− 1) out of the integral and obtain the right constants to apply the
geometric stability inequality (1.1.19). As a consequence, instead of (1.2.8) we get
(n− 1− α)2 I2 ≤ ((n− 1− α)I + αIr)2
≤ (1+ ε)2(p− 1)2 (α− 2)
2
4
I2 +
C
ε
I‖∇u‖pLp(Ω\Kδ).
(1.2.9)
Summarizing, if α ∈ [0, n− 1) satisfies condition (1.1.16), then we can choose ε > 0
in (1.2.8) or (1.2.9) such that∫
Kδ/2
|∇u|p r−αy dx ≤ C‖∇u‖pLp(Ω\Kδ),
for some positive constant C depending only on Ω, δ, p, and α. Finally, using (1.2.4) and
that Kδ ⊂ Kδ/2 we can control the integral over Ω \ Kδ/2 with∫
Ω\Kδ/2
|∇u|p r−αy dx ≤ C‖∇u‖pLp(Ω\Kδ),
proving (1.1.17).
Let us assume now that Ω is a ball and f is strictly positive in (0,+∞). Then Corol-
lary 1.1 of [64] ensures that u is radially symmetric and decreasing in the radius r. Taking
y = 0, we have that I = Ir. Furthermore, H2 = (n− 1) |A|2 and ∇T |∇u| = 0, since ∇u
is orthogonal to the level sets. In this case, from (1.2.2) we deduce
(n− 1)I ≤
∫
Ω∩{|∇u|>0}
|∇u|p |A|2 r−α+20 ζ2 dx,
instead of (1.2.6). Therefore, under the less restrictive assumption (1.1.18), we obtain
(1.1.17) with y = 0 in the same way as in the nonradial case.
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Proposition 1.1.3 is the main tool in the proof of the interior estimate (1.1.13). In
the following lemma, we introduce some boundary estimates that we will need to pass
from (1.1.13) to the global bound (1.1.14) in strictly convex domains.
Proposition 1.2.1 (Castorina, Sanchón [51]). Let Ω ⊂ Rn be a smooth bounded domain, f a
positive C1 nonlinearity, p ∈ (1,+∞) and u a positive regular solution to (1.1.2).
If Ω is strictly convex, then there exist positive constants δ and γ depending only on the
domain Ω, such that for every point x with dist(x, ∂Ω) < δ, there exists a set Ix ⊂ Ω of
positive measure γ for which
u(x) ≤ u(y) for every y ∈ Ix.
In particular,
‖u‖L∞(Ω\Kδ) ≤
1
γ
‖u‖L1(Ω),
where Kδ := {x ∈ Ω : dist(x, ∂Ω) ≥ δ}.
The proof of this lemma — which can be found in [51] — is based on a moving
planes procedure for the p-Laplacian developed in [64]. For this method to work, the
strict convexity assumption about Ω is crucial.
We can now prove our main result.
Proof of Theorem 1.1.1. Let us assume that there exists a nonnegative exponent α satisfy-
ing (1.1.16) such that
n− p < α < n− 1.
The existence of such an exponent α depends on the values of n and p and, in particular,
it is ensured when we assume that n and p satisfy (1.1.12) — see Appendix 1.A.1 for all
the details.
As a consequence of Proposition 1.1.3, for every y ∈ Kδ we obtain that∫
Ω
|∇u(x)|p ry(x)−α dx ≤ C‖∇u‖pLp(Ω\Kδ), (1.2.10)
for some constant C > 0 depending only on Ω, δ, and p.
In the radial case, Proposition 1.1.3 gives (1.2.10) with y = 0 for some nonnegative
exponent α ∈ (n − p, n − 1) satisfying the less restrictive condition (1.1.18). It can be
checked that such an an exponent α exists whenever n and p satisfy (1.1.15) — see Re-
mark 1.A.1.1 in the appendix to this chapter.
Summarizing, in both the radial and the nonradial case — under different assump-
tions on n and p — we have (1.2.10) for some nonnegative α > n− p, and we want to
deduce (1.1.13) and (1.1.14).
In order to prove the interior bound (1.1.13), for every point y ∈ Kδ we use [96,
Lemma 7.16] for the set By := Bδ/2(y), obtaining∣∣∣u(y)− uBy ∣∣∣ ≤ C ∫
Ω
|∇u| r1−ny dx.
Here C is a positive constant depending only on n and δ, and uBy is the mean of u over
the set By, defined by
uBy :=
1∣∣By∣∣
∫
By
u dx.
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Then, applying the Hölder inequality with exponents p and p′ it follows that∣∣∣u(y)− uBy ∣∣∣ ≤ C(∫
Ω
|∇u|p r−αy dx
) 1
p
(∫
Ω
r
p−np+α
p−1
y dx
) 1
p′
. (1.2.11)
The last integral is bounded, since α > n− p and∫
Ω
ry(x)
p−np+α
p−1 dx ≤
∣∣∣Sn−1∣∣∣ p− 1
α− n + p diam(Ω)
α−n+p
p−1 .
Now, using (1.2.10) and (1.2.11) we can conclude that
‖u‖L∞(Kδ) ≤ C
(
‖u‖L1(Ω) + ‖∇u‖Lp(Ω\Kδ)
)
, (1.2.12)
which is (1.1.13), with C depending only on Ω, p, and δ.
Assume now that Ω is strictly convex, u is a positive solution of problem (1.1.2) and
f is positive in (0,+∞). Then, Proposition 1.2.1 gives the boundary estimate
‖u‖L∞(Ω\K2δ) ≤
1
2δ
‖u‖L1(Ω),
where δ is a positive constant that depends only on Ω. We use this bound to control
f (u) in the set Ω \ K2δ. By interior and boundary regularity2 for problem (1.1.2), we
deduce stronger estimates in the set Ω \ Kδ, which is contained in Ω \ K2δ. In particular,
we have ‖∇u‖L∞(Ω\Kδ) ≤ C, for some constant C which depends only on Ω, f , p and
‖u‖L1(Ω). Combining this with (1.2.12) we obtain (1.1.14), since we also have that
‖u‖L∞(Ω\Kδ) ≤ ‖u‖L∞(Ω\K2δ) ≤ C‖u‖L1(Ω).
If Ω is a ball and f is strictly positive in (0,+∞), then from Corollary 1.1 of [64]
we know that u is radially symmetric and decreasing in the radius r. Therefore, it is
sufficient to estimate u(0). From (1.2.10) with y = 0, we obtain
|u(0)| ≤ C
(
‖u‖L1(Ω) + ‖∇u‖Lp(Ω\Kδ)
)
.
Then, proceeding in the same way as in the nonradial case we deduce (1.1.14).
1.A.1 Appendix to Chapter 1
In this appendix we show the existence of a nonnegative α ∈ (n − p, n − 1) satisfy-
ing (1.1.16) whenever n and p satisfy (1.1.12), completing in this way the argument of
the proof of Theorem 1.1.1. We distinguish two cases.
Case 1, n > p. We take3 α = n − p + ε for some ε ∈ (0, p − 1), and we plug it
in (1.1.16), obtaining
4(p− 1− ε)2 > (p− n + 2− ε)2(n− 1)(p− 1).
2See Theorem 1 in [72] or Theorem 1 in [134] for interior C1,β regularity in the style of De Giorgi and
Theorem 1 in [106] for boundary regularity. See also Appendix E in [117].
3The following argument gives that our condition (1.1.12) is the optimal one for the existence of some
α ∈ (n− p, n− 1) satisfying (1.1.16). To see this in the case n ≥ 4 (otherwise it is simple), we may assume
n > p + 2, since (1.1.12) already includes n ≤ p + 2. But then, since α ∈ (n − p, n − 1) we also have
α ∈ (2, n− 1) and therefore, if (1.1.16) is satisfied by some α ∈ (2, n− 1), then it is also satisfied by any
smaller α in this interval. Thus, in the argument, our choice α = n− p + ε for small ε > 0 imposes non
restriction.
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If the inequality holds with ε = 0, then it also holds for an arbitrary small ε > 0. In this
way, we are reduced to check that whenever n and p satisfy (1.1.12), then
4(p− 1) > (p− n + 2)2(n− 1).
This inequality is cubic in n, but quadratic in p. Solving it with respect to p, and exploit-
ing also a surprising cancellation in the discriminant, we obtain
n2 − 5n + 8
n− 1 < p < n.
Observe that this forces n > 2. For n ≥ 3, we solve it with respect to n and find
1
2
(
p + 5−
√
(p− 1)(p + 7)
)
< n <
1
2
(
p + 5+
√
(p− 1)(p + 7)
)
. (1.A.1.1)
If n = 3, both inequalities hold true for every p < 3 = n. If n ≥ 4 instead, the lower
bound in (1.A.1.1) is always verified, and the upper bound on n is the one appearing
in (1.1.12).
Case 2, n ≤ p. In this case, inequality (1.1.16) reads
4(n− 1− α)2 > (α− 2)2(p− 1)2. (1.A.1.2)
For n = 2, 3 one can directly check that no nonnegative solutions α ∈ (n − p, n − 1)
exist. Indeed, when n = 2 we can take the square root of (1.A.1.2) and check that the
solutions α are either strictly negative or greater than 1. When n = 3 instead, (1.A.1.2)
contradicts the assumption p ≥ n = 3.
For n ≥ 4, we are going to see that, for every p ≥ n, there exists a nonnegative α ∈
(n− p, n− 1) satisfying (1.A.1.2). For this, it suffices to look for α belonging to (2, n− 1).
We can now take the square root of (1.A.1.2) and solve the inequality with respect to α.
In this way, we find
α <
2(n + p− 2)
p + 1
and one can easily check that 2(n + p − 2)/(p + 1) > 2 for all p > 1, since we are
assuming n ≥ 4.
Remark 1.A.1.1. The same ideas — including the same choice of α when n > p — can
be used to check that in the radial case there exists a nonnegative α ∈ (n − p, n − 1)
satisfying (1.1.18) whenever n and p satisfy (1.1.15). The only difference is that in the
case n > p we get an inequality which is quadratic in n and cubic in p, and we can
directly solve it with respect to n, finding p < n < p + 4p/(p− 1).
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Chapter 2
Hardy-Sobolev inequalities on
hypersurfaces of Euclidean space
In this chapter we study Hardy-Sobolev inequalities on hypersurfaces of Rn+1, all of
them involving a mean curvature term and having universal constants independent of
the hypersurface. We first consider the celebrated Sobolev inequality of Michael-Simon
and Allard, in our codimension one framework. Using their ideas, but simplifying their
presentations, we give a quick and easy-to-read proof of the inequality. Next, we es-
tablish two new Hardy inequalities on hypersurfaces. One of them originates from an
application to the regularity theory of stable solutions to semilinear elliptic equations.
The other one, which we prove by exploiting a “ground state” substitution, improves
the Hardy inequality of Carron. With this same method, we also obtain an improved
Hardy or Hardy-Poincaré inequality.
2.1 Introduction
In this chapter we establish some new Hardy inequalities on hypersurfaces of Euclidean
space. As the one of Carron [49] — for which we find an improved version — all of
them involve a mean curvature term and have universal constants. Our inequalities
have their origin in the recent work [30] by Cabré on the regularity theory of stable
solutions to semilinear elliptic equations. The paper [30] established the regularity of
such solutions up to dimension four, for all nonlinearities, by using a foliated version of
one of our new Hardy inequalities — the one of Theorem 2.1.3 below. In this way, [30]
succeeded to greatly simplify the 2010 proof of the same result found in [28] by Cabré1.
In addition, [28] used the Michael-Simon and Allard Sobolev inequality, which is a more
sophisticated tool than our Hardy inequality. In fact, one of the features of the current
chapter is that proofs are rather elementary — even if they concern functions defined
on hypersurfaces. In particular, in Section 2.2 we give a quick and easy-to-read proof
of the Sobolev inequality of Michael-Simon and Allard, for completeness and since we
believe it can be useful for potential readers.
Let us start presenting the inequality of Michael-Simon and Allard. In 1967, Mi-
randa [113] established that the Sobolev inequality holds in its Euclidean form, but pos-
sibly with a different constant, on every minimal hypersurface ofRn. Some years later, a
1In the case of nonnegative nonlinearities, regularity of stable solutions up to the optimal dimension
nine has been recently obtained by Cabré, Figalli, Ros-Oton, and Serra [38].
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more general Sobolev inequality for k-submanifolds ofRn, not necessarily minimal, was
proved independently by Michael and Simon [110] and by Allard [10]. This inequality
was subsequently generalized by Hoffman and Spruck [101] to submanifolds of general
Riemannian manifolds.
In the context of hypersurfaces of Rn+1, i.e., submanifolds of the Euclidean space
with codimension one, the Sobolev inequality reads as follows.
Theorem 2.1.1 (Allard [10], Michael-Simon [110]). Let M be a smooth n-dimensional hy-
persurface of Rn+1, p ∈ [1, n), and ϕ ∈ C1(M) have compact support in M. If M is compact
without boundary, any function ϕ ∈ C1(M) is allowed.
Then, there exists a positive constant C, depending only on n and p, such that
‖ϕ‖p
Lp∗ (M) ≤ C
∫
M
( |∇Tϕ|p + |Hϕ|p ) dV, (2.1.1)
where p∗ = np/(n − p) is the Sobolev exponent, H is the mean curvature of M, and ∇T
denotes the tangential gradient to M.
The constant C in (2.1.1) is universal, in the sense that it depends only on the dimen-
sion n and on the exponent p, but not on M. Thus, the geometry of the hypersurface
plays a role just through the term involving the mean curvature H appearing in the
right-hand side of (2.1.1). In particular, when M is minimal2, such term vanishes and
we recover the Sobolev inequality proved earlier by Miranda [113].
The formulation of the Michael-Simon and Allard inequality stated in Theorem 2.1.1
can be easily deduced, using standard tools, from the following isoperimetric inequality.
Theorem 2.1.2 (Allard [10], Michael-Simon [110]). Let M be a smooth n-dimensional hyper-
surface of Rn+1 and E ⊂ M a smooth domain with compact closure in M. Then
|E| n−1n ≤ C
(
Per(E) +
∫
E
|H| dV
)
, (2.1.2)
where H is the mean curvature of M, Per(E) is the perimeter of E, and C is a constant depending
only on the dimension n of M.
The inequalities presented in Theorems 2.1.1 and 2.1.2 were proven in the seventies
in [10, 110], in independent works. In [10] the proof is based on establishing an isoperi-
metric inequality, like the one in Theorem 2.1.2, for k-dimensional varifolds ofRn. From
it, Theorem 2.1.1 can be easily deduced. Instead, in [110] the authors prove directly a
Sobolev inequality for submanifolds of Rn of any codimension. A slight modification
of the argument in [110], due to Leon Simon, is presented in the monograph [59, Theo-
rem 3.11].
In the current chapter, where we focus on the case of hypersurfaces ofRn+1, we first
present a quick and easy-to-read proof of the Michael-Simon and Allard inequality. Our
proof uses mainly the tools of Michael and Simon [110] but contains two simplifications:
we target at the isoperimetric inequality (instead, [110] pursues the Sobolev inequality)
and we use a quick Gronwall-type argument from Allard [10].
After [10, 110], alternative proofs of the Sobolev inequality have been found. In the
case of two-dimensional minimal surfaces (with any codimension), Leon Simon gave a
2Here and throughout the thesis, minimal hypersurface refers to a hypersurface which is a critical point
(not necessarily a minimizer) of the area functional, i.e., a hypersurface with zero mean curvature.
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rather simple proof which, in addition, carries a constant optimal up to a factor of 2.
This work remained unpublished, but is presented in [56, 135]. An improved version
of it, which holds in any two-dimensional surface, not necessarily minimal, was found
by Topping [135]. In the case of submanifolds of arbitrary dimension and codimension,
Castillon [50] gave a new proof of the Michael-Simon and Allard Sobolev inequality by
using optimal transport methods. Finally, an important result has been obtained very
recently by Brendle [22], also in the case of arbitrary dimension and codimension. He
finds a new proof of the Sobolev inequality that, in addition, carries the sharp constant
in the case of minimal submanifolds of Rn+1 of codimension at most two. This is the
first time that the Michael-Simon and Allard inequality is proved in minimal subman-
ifolds (or even minimal hypersurfaces) with the optimal Euclidean constant. Brendle’s
method is a clever extension of the proof of the sharp Euclidean isoperimetric inequality
found by Cabré in [27]. In Appendix 2.A.2 we describe it in some more detail, together
with other results about optimal constants in the Michael-Simon and Allard inequality
— a topic that has been studied mainly in the case of submanifolds being either minimal
or compact without boundary.
Our interest in the Michael-Simon and Allard inequality originates from an appli-
cation of it to the regularity theory for semilinear elliptic equations. More precisely, in
2010 Cabré proved in [28] an a priori estimate for stable solutions to −∆u = f (u) in
bounded domains of Rn+1, using as a key tool the Michael-Simon and Allard inequal-
ity (2.1.1) applied on every level set of u. The estimate in [28], whose proof was quite
delicate, led to the regularity of stable solutions in dimensions n + 1 ≤ 4 for every
smooth nonlinearity f .
An alternative and much simpler proof of this same result has been recently found by
Cabré [30]. This new method does not use the Michael-Simon and Allard inequality, but
it is based instead on a new Hardy inequality with sharp constant — also established
in [30] — adapted to the level sets of a function u. In [30], this Hardy inequality is
later used with u being a stable solution to −∆u = f (u) in a bounded domain Ω ⊂
Rn+1. To describe the new inequality, for every smooth function u we consider its radial
derivative ur = ∇u · x/ |x|. Then, for every ϕ ∈ C1c (Ω), with Ω ⊂ Rn+1 an open set,
and every parameter a ∈ [0, n), the Hardy inequality from [30] states that
(n− a)
∫
Ω
|∇u| ϕ
2
|x|a dx + a
∫
Ω
u2r
|∇u|
ϕ2
|x|a dx
≤
(∫
Ω
|∇u| ϕ
2
|x|a dx
) 1
2
(∫
Ω
|∇u| 4 |∇Tϕ|
2 + |Hϕ|2
|x|a−2 dx
) 1
2
,
(2.1.3)
where the tangential gradient ∇T and the mean curvature H are referred to the level
sets3 of u.
Throughout the chapter, the mean curvature H is the sum, and not the arithmetic
mean, of the principal curvatures. Therefore, when M is the n-dimensional unit sphere,
we have H = n.
Using the coarea formula, from (2.1.3) one can deduce the following Hardy inequal-
ity on a single hypersurface4 M. Here and throughout the chapter, C1c (M) denotes the
3By Sard’s theorem, if u ∈ C∞, almost every level set of u is a smooth embedded hypersurface ofRn+1.
4For this, one applies (2.1.3) with u(x) = dist(x, M) in Ωε := {0 < u < ε} ∩ BR after extending
ϕ ∈ C1c (M ∩ BR) to be constant in the normal directions to M. Then one divides the inequality by ε and
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space of C1 functions with compact support on M. In case M is a compact hypersurface
without boundary, then C1c (M) = C1(M).
Theorem 2.1.3. Let M be a smooth hypersurface of Rn+1 and a ∈ [0, n). Then, for every
ϕ ∈ C1c (M) we have
(n− a)
∫
M
ϕ2
|x|a dV + a
∫
M
(
x
|x| · νM
)2 ϕ2
|x|a dV
≤
(∫
M
ϕ2
|x|a dV
) 1
2
(∫
M
4 |∇Tϕ|2 + |Hϕ|2
|x|a−2 dV
) 1
2
,
(2.1.4)
where νM is the unit normal to M in Rn+1.
In this chapter we present a direct proof of Theorem 2.1.3 which does not rely on
the more involved proof from [30] of its foliated version (2.1.3). Then, using the coarea
formula, we deduce (2.1.3) from it — see Corollary 2.3.2 and its proof. Moreover, in
Theorem 2.3.1 we give a version of (2.1.4), and thus of (2.1.3), for an arbitrary exponent
p ≥ 1 instead of p = 2. Our proof of Theorem 2.1.3 is elementary and based on the use
of the tangential derivatives δi, which we recall in Appendix 2.A.1.
Note that when M = Rn, n ≥ 3, and a = 2, then (2.1.4) is the Euclidean Hardy
inequality with best constant,
(n− 2)2
4
∫
Rn
ϕ2
|x|2 dx ≤
∫
Rn
|∇ϕ|2 dx, (2.1.5)
since the second term in the left-hand side of (2.1.4) vanishes. Instead, when M is close
to a sphere inRn+1 centered at the origin, such term becomes important and could even
make larger the constant n − a in the first term in the left-hand side of (2.1.4). This is
one of the interesting points of our result. Note, however, that (2.1.4) is trivial when
M = Sn, since H ≡ n.
The foliated version (2.1.3) of our Hardy inequality was used in [30] to establish
the boundedness of stable solutions to semilinear elliptic equations up to dimension
n + 1 ≤ 4 for all nonlinearities. Thanks to our improved version, which includes the
second term on its left-hand side, the same proof gave, in the radial case, regularity up
to the optimal dimension n + 1 ≤ 9 — since one has u2r = |∇u|2 in its left hand side for
radial solutions. In the nonradial case, the optimal result in dimension n + 1 ≤ 9 has
been recently obtained, for nonnegative nonlinearities, by Cabré, Figalli, Ros-Oton, and
Serra [38]. This result, whose proof does not rely on Hardy-Sobolev inequalities, gives
a complete answer to a long standing open question posed by Brezis [23] and by Brezis
and Vázquez [25].
The application of inequality (2.1.3) to the regularity theory of stable solutions has
been extended by the author in [111] to nonlinear equations involving the p-Laplacian
— see also Chapter 1. It is worth pointing out here that this is done using the quadratic
version (2.1.3) of the Hardy inequality on the level sets, and not the one for a general
exponent p stated in Corollary 2.3.2.
lets ε → 0. This requires a more general version of (2.1.3) in which the part of ∂Ω = ∂Ωε where ϕ 6= 0 is
divided into two open subsets with u being constant on each of them (equals 0 and ε in our case). This
version of (2.1.3) can be proved exactly as in [30], after checking that the foliated integration by parts
formula of Lemma 2.1 in [30] also holds for these boundary conditions.
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A related but different Hardy inequality on hypersurfaces of Rn+1 was proved in
1997 by Carron [49]. It states that in every dimension n ≥ 3 and for all ϕ ∈ C1c (M) it
holds that
(n− 2)2
4
∫
M
ϕ2
|x|2 dV ≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x|
)
dV. (2.1.6)
In particular, this established that the Hardy inequality in its Euclidean form and with
its best constant holds in every minimal hypersurface of Rn+1. Observe that this also
follows from our Theorem 2.1.3 by taking a = 2. Also in the context of minimal hyper-
surfaces, in Section 2.3 we will prove an analogue sharp Hardy inequality with exponent
p 6= 2, namely, (2.3.2). Even if not explicitly mentioned in [104], inequality (2.3.2) also
follows by the results of Kombe and Özaydin [104, Theorem 2.1].5
In [49] Carron proved also an intrinsic Hardy inequality on Cartan-Hadamard man-
ifolds. His work gave rise to numerous papers in the topic of Hardy inequalities on
manifolds, some of which are commented on next. Carron’s work was extended to gen-
eral Riemannian manifolds by Kombe and Özaydin [104, 105], who also included the
case of a general exponent p instead of only p = 2. Some intrinsic Hardy inequalities
with general weights, not necessarily of the power type, are studied by D’Ambrosio
and Dipierro [62]. The case of the hyperbolic spaceHn and related manifolds is treated
by Berchio, Ganguly, Grillo, and Pinchover [17, 18], obtaining sharp constants and im-
proved versions of the inequality. Finally, let us mention the recent work of Batista,
Mirandola, and Vitório [16] improving Carron’s inequality with power weights in the
setting of manifolds isometrically immersed in Cartan-Hadamard manifolds.
In Theorem 2.1.4 below, we obtain an improved version of Carron’s inequality (2.1.6)
in the case of hypersurfaces of Rn+1 by adding a nonnegative term on its left-hand side
(the same term as in the inequality of Theorem 2.1.3 with a = 2). We could not find such
additional term within the literature on Hardy’s inequalities. In addition, our method
of proof towards Hardy’s inequalities is different from the ones in [16, 49], for instance.
Theorem 2.1.4. Let M be a smooth hypersurface of Rn+1 with n ≥ 3. Then, for every ϕ ∈
C1c (M) we have
(n− 2)2
4
∫
M
ϕ2
|x|2 dV +
n2 − 4
4
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV
≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x|
)
dV,
(2.1.7)
where νM is the unit normal to M in Rn+1.
As in Theorem 2.1.3, the second term in the left-hand side of (2.1.7) is of special
interest when M is close to be a sphere of Rn+1 centered at the origin.
We prove Theorem 2.1.4 using a technique which, in the case of the Euclidean space,
is known as ground state substitution. It dates back at least to the time of Jacobi and it
has been applied for instance in the spectral theory of Laplace and Schrödinger opera-
tors. It is based on writing the function ϕ as ϕ = vω, where typically ω is a positive
solution of the Euler-Lagrange equation of the energy functional associated with the in-
equality. This method has been used in the Euclidean setting by Brezis and Vázquez [25]
5One uses [104, Theorem 2.1] with α = 0 and ρ = |x|, together with the well-known inequality ∆ρ ≥
(n− 1)/ρ involving the Laplace-Beltrami operator, which holds if H ≡ 0 as we show in the beginning of
subsection 3.2.
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to obtain an improved Hardy inequality in Rn, stated in (2.1.9) below. The ground
state substitution is essentially equivalent to the use of a Picone identity, as done in
Abdellaoui, Colorado, and Peral [2], where the authors also obtained some improved
Hardy inequalities in domains of Rn. More recently, Frank and Seiringer [92] used the
ground state substitution to prove fractional Hardy inequalities in Rn. We will use this
method in the framework of functions defined on a hypersurface of the Euclidean space
— something that we could not find in previous literature. In our proof we will take
ω(x) = |x|−(n−2)/2.
The two inequalities of Hardy type in Theorems 2.1.3 and 2.1.4 are different in their
formulations and independent in their proofs. Their statements differ mainly in the
mean curvature term, containing H2 versus |H| / |x|, respectively. At the same time,
their proofs use distinct techniques. In addition, our proof of Theorem 2.1.3 works for
an arbitrary exponent p ≥ 1 — see Theorem 2.3.1 for the general statement — while
the one of Theorem 2.1.4 gives a significant result only in the case p = 2. Indeed,
with our technique one can prove a p-version of (2.1.7), but it is of less interest due
to the presence of the second fundamental form in its right-hand side (instead of only
the mean curvature). Moreover, its left-hand side contains some factors (|xT| / |x|)p−2,
where xT is the tangential part of the position vector x.
As a simple interpolation of the Michael-Simon and Allard inequality and of Theo-
rem 2.1.3 with a = 2, we obtain the following Hardy-Sobolev inequality on hypersur-
faces of Rn+1.
Corollary 2.1.5. Let M be a smooth hypersurface of Rn+1 with n ≥ 3, b ∈ [0, 1], and ϕ ∈
C1c (M). Then, there exists a positive constant C depending only on the dimension n, such that∫
M
|ϕ| 2(n−2b)n−2
|x|2b
dV
 n−2n−2b ≤ C ∫
M
( |∇Tϕ|2 + |Hϕ|2 ) dV. (2.1.8)
Corollary 2.4.1, which is the general version of (2.1.8) with exponents p ∈ [1, n),
covers some possible choices of the parameters in Caffarelli-Kohn-Nirenberg type in-
equalities on hypersurfaces. Indeed, in [15], Batista, Mirandola, and Vitório prove a
Caffarelli-Kohn-Nirenberg inequality for submanifolds of Riemannian manifolds, from
which Corollary 2.4.1 can be deduced, perhaps with a different constant. However, the
proof in [15] is delicate and relies on Riemannian geometry techniques, while we easily
show Corollary 2.4.1 as an interpolation of our previous results in the setting of hyper-
surfaces of Rn+1.
The classical Hardy’s inequality has been improved in the Euclidean setting in many
ways, see for instance [2,4,14,25,66,137]. Many of these improvements consist of adding
a positive term on the left-hand side of the inequality. This additional term has to be of
lower order than the Hardy integral, by the optimality of the constant (n− 2)2/4. This
is done for example by Brezis and Vázquez in [25, Theorem 4.1], where they get an
improvement in the Poincaré sense. Namely, they control both a Hardy-type integral
and the L2-norm of a function in terms of the L2-norm of its gradient. For any bounded
domain Ω ⊂ Rn, any dimension n ≥ 2 and for every function ϕ ∈ H10(Ω), their result
states that
(n− 2)2
4
∫
Ω
ϕ2
|x|2 dx + H2
(
ωn
|Ω|
) 2
n ∫
Ω
ϕ2 dx ≤
∫
Ω
|∇ϕ|2 dx, (2.1.9)
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where H2 is the first eigenvalue of the Laplacian in the unit ball of R2, hence positive
and independent of n, and ωn is the measure of the unit ball in Rn.
Using the ground state substitution as in the proof of Theorem 2.1.4, we prove the
following analogue of the improved Hardy inequality by Brezis and Vázquez, now on
hypersurfaces of Rn+1. We require functions to have compact support on the hypersur-
face M intersected with a ball of radius r in the ambient space.
Theorem 2.1.6. Let M be a smooth hypersurface ofRn+1 with n ≥ 2, and Br = Br(0) ⊂ Rn+1
be the (n + 1)-dimensional open ball of radius r centered at the origin.
Then, for every ϕ ∈ C1c (Br ∩M) we have
(n− 2)2
4
∫
M
ϕ2
|x|2 dV +
n2 − 4
4
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV +
1
2r2
∫
M
ϕ2 dV
≤
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x| +
1
4
|Hϕ|2
)
dV,
(2.1.10)
where νM is the unit normal to M in Rn+1.
The proof of this result combines the one of Theorem 2.1.4 (which uses the ground
state substitution) with a Poincaré inequality in hypersurfaces ofRn+1, stated in Propo-
sition 2.4.2. The former argument brings the first mean curvature term in (2.1.10), while
the latter brings the second one. Note that these are the same curvature terms that ap-
pear in (2.1.7) and (2.1.4).
2.1.1 Structure of the chapter
In Section 2.2 we give a quick and easy-to-read proof of the Michael-Simon and Al-
lard inequality. In Section 2.3 we prove the Hardy inequalities stated in Theorems 2.1.3
and 2.1.4. Finally, Section 2.4 deals with the Hardy-Sobolev inequality of Corollary 2.1.5
and the improved Hardy-Poincaré inequality of Theorem 2.1.6. The appendices concern
tangential derivatives and divergence theorems on hypersurfaces, as well as optimal
constants in the Michael-Simon and Allard inequality.
2.2 The Michael-Simon and Allard inequality
In this section we present a proof of the Michael-Simon and Allard inequality on hyper-
surfaces of Rn+1 stated in Theorem 2.1.2. This result is a generalization of the isoperi-
metric inequality on minimal surfaces of Miranda [113] and it is due to Michael and
Simon [110] and independently to Allard [10]. Throughout the chapter, M is an n-
dimensional smooth hypersurface ofRn+1 with mean curvature H, while E is a bounded
subset of M with n-dimensional Hausdorff measure |E| and perimeter Per(E).
In the proof of Theorem 2.1.2, the notions of tangential derivatives and tangential
divergence are crucial. We introduce them in Definition 2.A.1.1, following the book
of Giusti [97]. We also use the following divergence formula on M — see (2.A.1.6) in
Appendix 2.A.1 for details. If Z is a tangent vector field on M, Ω a smooth domain in M,
divTZ the tangential divergence with respect to the hypersurface M, and νΩ is the outer
normal vector along ∂Ω to Ω, then∫
Ω
divTZ dV =
∫
∂Ω
Z · νΩ dA. (2.2.1)
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In the proof of Theorem 2.1.2, we apply (2.2.1) in the domain Eρ = E ∩ Bρ(y), where
Bρ(y) is the ball of Rn+1 with radius ρ and center y ∈ E. In general, the boundary of Eρ
is not smooth. However, applying Sard’s theorem on ∂E to the function “distance to y”
defined on ∂E, we deduce that almost all its values are regular on ∂E and, hence, that
the boundary of Eρ is Lipschitz for almost every ρ > 0. At the same time, it is possible to
state (2.2.1) for a domain Ω with Lipschitz boundary, approximating it with a sequence
of smooth sets.
By computing the tangential divergence of the position vector x, we can deduce an
important equality which is the starting point of the proof of Theorem 2.1.2:
divTx =
n+1
∑
i=1
δixi =
n+1
∑
i=1
(
∂ixi − νiM
n+1
∑
j=1
(∂jxi)ν
j
M
)
= n + 1−
n+1
∑
i=1
(νiM)
2 = n, (2.2.2)
where δi for i = 1, . . . , n+ 1 denote the tangential derivatives defined in Appendix 2.A.1.
Before starting the proof of Theorem 2.1.2, we also recall that
H = divTνM,
where νM is the normal vector to M — not to be confused with νΩ in (2.2.1) —, and that
the mean curvature vector isH = HνM.
Proof of Theorem 2.1.2. Let y ∈ E and define Eρ := E ∩ Bρ(y), where Bρ(y) is the ball of
Rn+1 centered at y of radius ρ > 0. We start the proof by showing the validity for almost
every ρ > 0 of the inequality
n|Eρ| ≤ ρ
(
Per(Eρ) +
∫
Eρ
|H| dV
)
. (2.2.3)
To prove it, for simplicity and without loss of generality, we may take y = 0. We denote
by νEρ the outer normal vector along ∂Eρ to Eρ. We call xT the tangential part of the
position vector x with respect to the hypersurface M and thus, using (2.A.1.2), we have
divTx = divT
(
xT + (x · νM)νM
)
= divTxT +∇T(x · νM) · νM + (x · νM)divTνM
= divTxT + (x · νM)H.
Integrating in Eρ, and using (2.2.2) and (2.2.1), we deduce
n|Eρ| =
∫
Eρ
divTx dV =
∫
∂Eρ
xT · νEρ dA +
∫
Eρ
(x · νM)H dV
≤ ρPer(Eρ) + ρ
∫
Eρ
|H| dV,
proving (2.2.3).
Back to a general point y ∈ E, note that
Per(Eρ) = Per(E, Bρ(y)) + Per(Bρ(y), E),
where Per(E, Bρ(y)) is the relative perimeter of E inside of Bρ(y) and Per(Bρ(y), E) is
defined in an analogue way. Thus, we can rewrite (2.2.3) as
d
dρ
(
− ρ−n|Eρ|
)
≤ ρ−n
(
Per(E, Bρ(y)) +
∫
Eρ
|H| dV
)
,
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which is equivalent to
d
dρ
(
ρ−n|Eρ| exp
∫ ρ
0
Per(E, Bσ(y)) +
∫
Eσ
|H| dV
|Eσ| dσ
)
≥ 0.
Thus, the function between parentheses is monotone nondecreasing in ρ, and hence
ρ−n|Eρ| exp
∫ ρ
0
Per(E, Bσ(y)) +
∫
Eσ
|H| dV
|Eσ| dσ ≥ limρ→0 ρ
−n|Eρ| = ωn,
where ωn is the volume of the unit ball of Rn.
By choosing ρ0 :=
(
2|E|ω−1n
) 1
n , we deduce that
exp
∫ ρ0
0
Per(E, Bσ(y)) +
∫
Eσ
|H| dV
|Eσ| dσ ≥ ρ
n
0ωn|Eρ0 |−1 ≥ ρn0ωn|E|−1 = 2.
Therefore, for every point y ∈ E, there exists a radius r(y) ∈ (0, ρ0) such that
ρ0
(
Per(E, Br(y)(y)) +
∫
Er(y)
|H| dV
)
≥ |Er(y)| log 2.
If we substitute the chosen value for ρ0, we find
|Er(y)| ≤ C|E|
1
n
(
Per(E, Br(y)(y)) +
∫
Er(y)
|H| dV
)
, (2.2.4)
for some constant C depending only on the dimension n.
Now, since y ∈ E is arbitrary, we have that every point in the set E is the center of a
ball B(y) = Br(y)(y) for which (2.2.4) holds. Since the union of these balls covers E, the
Besicovitch covering theorem gives the existence of a countable sub-collection of balls
{B(yi)}i, with the same radii r(yi) as before, such that
E ⊂ ⋃ B(yi)
and such that every point in E belongs at most to Nn of the balls B(yi), where Nn is
a constant depending only on n. Combining this covering argument with (2.2.4), we
conclude (2.1.2).
Now, it is standard to deduce the Sobolev inequality of Theorem 2.1.1 from the
isoperimetric inequality (2.1.2).
Proof of Theorem 2.1.1. Step 1. First, we prove that for every smooth ϕ it holds that
(∫
M
|ϕ| nn−1 dV
) n−1
n ≤ C
∫
M
( |∇Tϕ|+ |Hϕ| ) dV, (2.2.5)
where C is a positive constant depending only on n.
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Let µ be the measure on M defined by dµ = |ϕ| 1n−1 dV. Then, by Cavalieri’s principle
it holds that∫
M
|ϕ| nn−1 dV =
∫
M
|ϕ| dµ =
∫ +∞
0
µ ({|ϕ| > t}) dt =
∫ +∞
0
∫
{|ϕ|>t}
|ϕ| 1n−1 dV dt
≤
∫ +∞
0
(∫
{|ϕ|>t}
|ϕ| nn−1 dV
) 1
n
|{|ϕ| > t}| n−1n dt
≤
(∫
M
|ϕ| nn−1 dV
) 1
n ∫ +∞
0
|{|ϕ| > t}| n−1n dt,
(2.2.6)
where we used Hölder’s inequality in the second line.
From the regularity of ϕ and Sard’s theorem, we have that the set of singular val-
ues of ϕ has zero Lebesgue measure. Considering only regular values t in the last line
of (2.2.6), we can apply Theorem 2.1.2 to the set E = {|ϕ| > t}. In this way, we obtain(∫
M
|ϕ| nn−1 dV
) n−1
n ≤
∫ +∞
0
|{|ϕ| > t}| n−1n dt
≤ C
(∫ +∞
0
|{|ϕ| = t}| dt +
∫ +∞
0
∫
{|ϕ|>t}
|H| dV dt
)
.
(2.2.7)
Now, in the first integral in the right-hand side of (2.2.7) we use the coarea formula
on manifolds — see [54, Theorem VIII.3.3.] — to write∫ +∞
0
|{|ϕ| = t}| dt =
∫
M
|∇Tϕ| dV.
Finally, plugging this identity in (2.2.7) and applying Fubini’s Theorem on the last inte-
gral in (2.2.7), we obtain (2.2.5).
Step 2. We can easily extend (2.2.5) to the case of an exponent p ∈ [1, n), prov-
ing (2.1.1). In order to do this, we define ψ = |ϕ|s−1 ϕ, with s = p∗/1∗, and we ap-
ply (2.2.5) to ψ. We obtain(∫
M
|ϕ| nsn−1 dV
) n−1
n ≤ C
∫
M
|ϕ|s−1 (s |∇Tϕ|+ |Hϕ|) dV.
Now, exploiting that ns/(n− 1) = 1∗s = p∗, using a Hölder inequality in the right-hand
side with exponents p and p′, and taking into account that (s− 1)p′ = p∗, we get( ∫
M
|ϕ|p∗ dV
) n−1
n
≤ C
(∫
M
|ϕ|p∗ dV
) p−1
p
(∫
M
(
s |∇Tϕ|+ |Hϕ|
)p dV) 1p .
This establishes Theorem 2.1.1.
2.3 Hardy inequalities on hypersurfaces
In this section we establish the two Hardy inequalities on hypersurfaces of Rn+1 stated
in Theorems 2.1.3 and 2.1.4. For the first one, we also prove a general version with
exponent p ≥ 1, which is stated in Theorem 2.3.1 below.
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2.3.1 Hardy inequality through integration by parts
In this subsection we prove the following Hardy inequality, which is the version of
Theorem 2.1.3 for a general exponent p ≥ 1.
Theorem 2.3.1. Let M be a smooth hypersurface of Rn+1, p ≥ 1, and a ∈ [0, n). Then, for
every ϕ ∈ C1c (M) we have
(n− a)
∫
M
|ϕ|p
|x|a dV + a
∫
M
(
x
|x| · νM
)2 |ϕ|p
|x|a dV
≤
(∫
M
|ϕ|p
|x|a dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|p
|x|a−p dV
) 1
p
.
(2.3.1)
By throwing the second term in the left-hand side of (2.3.1) and taking p = a < n,
we deduce that the Hardy inequality in its Euclidean form and with its best constant,
(n− p)p
pp
∫
M
|ϕ|p
|x|p dV ≤
∫
M
|∇ϕ|p dV, (2.3.2)
holds on every minimal hypersurface M for all p ∈ [1, n). As mentioned in our com-
ments following (2.1.6), this inequality also follows from a result in [104].
We recall that, when M = Rn, for 1 < p < n the optimal constant in (2.3.2) is not
achieved by any function in the homogeneous Sobolev space W˙1,p(Rn) — the comple-
tion of C1c (Rn) with respect to the right-hand side of (2.3.2); see [92]. On the contrary,
if p = 1, every radially symmetric decreasing function realizes the equality in (2.3.2)
— as it can be checked using the coarea formula, the layer cake representation for the
function ϕ, and the fact that div(x/|x|) = (n− 1)/|x|.
Proof of Theorem 2.3.1. Using formula (2.2.2) for the tangential divergence of the position
vector x, and then integrating by parts according to (2.A.1.5), we can write
n
∫
M
|ϕ|p
|x|a dV =
∫
M
|ϕ|p
|x|a divTx dV
= −
∫
M
(
p
|ϕ|p−2 ϕ
|x|a ∇Tϕ · x + |ϕ|
p x · ∇T |x|−a − |ϕ|
p
|x|aH · x
)
dV.
Now, recalling that the tangential part of the position vector x is xT = x − (x · νM)νM,
we compute
x · ∇T |x|−a = −a |x|−a−2 x · xT = −a |x|−a + a
(
x
|x| · νM
)2
|x|−a .
Hence, we have
(n− a)
∫
M
|ϕ|p
|x|a dV + a
∫
M
(
x
|x| · νM
)2 |ϕ|p
|x|a dV
= −
∫
M
|ϕ|p−2 ϕ
|x|a−1
(
p∇Tϕ · x|x| − ϕH ·
x
|x|
)
dV
≤
∫
M
|ϕ|p−1
|x|a−1 |
p∇Tϕ−Hϕ| dV.
(2.3.3)
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Finally, we apply Hölder’s inequality with exponents p and p′ to the last integral
in (2.3.3), obtaining∫
M
|ϕ|p−1
|x|a−1 |
p∇Tϕ−Hϕ| dV =
∫
M
|ϕ|p−1
|x|a(p−1)/p
|p∇Tϕ−Hϕ|
|x|(a−p)/p
dV
≤
(∫
M
|ϕ|p
|x|a dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|p
|x|a−p dV
) 1
p
.
Plugging this bound in (2.3.3), we obtain (2.3.1) and finish the proof of Theorem 2.3.1.
When p = 2 and n ≥ 3, we exploit a nice simplification in (2.3.1) and prove Theo-
rem 2.1.3.
Proof of Theorem 2.1.3. We use (2.3.1) with p = 2. Then, since the vectors∇Tϕ andH are
orthogonal, we have
|2∇Tϕ−Hϕ|2 = 4 |∇Tϕ|2 + |Hϕ|2
and Theorem 2.1.3 follows directly from Theorem 2.3.1.
From Theorem 2.3.1 we deduce a version with exponent p for the foliated Hardy
inequality (2.1.3) that Cabré established for p = 2 in [30]. In the statement, we use the
following notation for the radial derivative:
ur = ∇u · x|x| .
Recall that the mean curvature H and the tangential gradient ∇T refer to the level sets
of the function u. The result is the following.
Corollary 2.3.2. Let Ω be a smooth bounded domain ofRn+1, u a C∞(Ω) function, p ≥ 1, and
a ∈ [0, n). Then, for every ϕ ∈ C1c (Ω) we have
(n− a)
∫
Ω
|∇u| |ϕ|
p
|x|a dx + a
∫
Ω
u2r
|∇u|
|ϕ|p
|x|a dx
≤
(∫
Ω
|∇u| |ϕ|
p
|x|a dx
) p−1
p
(∫
Ω
|∇u| |p∇Tϕ−Hϕ|
p
|x|a−p dx
) 1
p
.
(2.3.4)
Proof. Using the coarea formula in Euclidean space for the two integrals in the left-hand
side of (2.3.4), we see that
(n− a)
∫
Ω
|∇u| |ϕ|
p
|x|a dx + a
∫
Ω
u2r
|∇u|
|ϕ|p
|x|a dx
= (n− a)
∫
R
∫
{u=t}
|ϕ|p
|x|a dV dt + a
∫
R
∫
{u=t}
(
x
|x| ·
∇u
|∇u|
)2 |ϕ|p
|x|a dV dt.
(2.3.5)
Now, by Sard’s theorem, {u = t} is a smooth hypersurface of Rn+1 for almost every
t ∈ R, and the normal vector νM of M = {u = t} is
νM =
∇u
|∇u| .
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Therefore, we can apply (2.3.1) to the function ϕ on each smooth hypersurface M =
{u = t} and then integrate in dt, obtaining
(n− a)
∫
R
∫
{u=t}
|ϕ|p
|x|a dV dt + a
∫
R
∫
{u=t}
(
x
|x| ·
∇u
|∇u|
)2 |ϕ|p
|x|a dV dt
≤
(∫
R
∫
{u=t}
|ϕ|p
|x|a dV dt
) p−1
p
(∫
R
∫
{u=t}
|p∇Tϕ−Hϕ|p
|x|a−p dV dt
) 1
p
,
where we have used Hölder’s inequality for an integral in dt. Finally, using again the
coarea formula and combining this inequality with (2.3.5), we deduce (2.3.4).
2.3.2 Hardy inequality through a ground state substitution
In this subsection we prove Theorem 2.1.4 using a method known as the ground state
substitution. Within the proof we will need that
divTxT = divT
(
x− (x · νM)νM
)
= n− (x · νM)divTνM −
(∇T(x · νM)) · νM
= n− (x · νM)H,
(2.3.6)
where we have used that divTx = n, by (2.2.2), and that divTνM = H.
It is now easy to deduce the inequality
∆|x| ≥ n− 1|x| −
(
x
|x| · νM
)
H
for the Laplace-Beltrami operator on M — a result mentioned in the Introduction within
the context of minimal hypersurfaces. Indeed, we have
∆|x| = divT∇T|x| = divT(xT/|x|) = (divTxT)/|x|+ xT · ∇T|x|−1
= (n− (x · νM)H) /|x| − |x|−3|xT|2
≥ (n− 1)/|x| − (x · νM)H/|x|,
as claimed.
Proof of Theorem 2.1.4. We substitute ϕ(x) = ω(x)v(x), with ω(x) = |x|− n−22 and v ∈
C1c (M), in the gradient term∫
M
|∇Tϕ|2 dV =
∫
M
|v∇Tω+ω∇Tv|2 dV. (2.3.7)
Applying the convexity inequality |a + b|2 ≥ |a|2 + 2 a · b, valid for all vectors a, b ∈ Rn,
we obtain ∫
M
|∇Tϕ|2 dV ≥
∫
M
v2 |∇Tω|2 dV +
∫
M
ω∇Tω · ∇T
(
v2
)
dV.
Using the formula of integration by parts (2.A.1.5), we get∫
M
|∇Tϕ|2 dV ≥
∫
M
v2 |∇Tω|2 dV −
∫
M
v2divT (ω∇Tω) dV
+
∫
M
ω v2∇Tω · H dV.
(2.3.8)
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Since ∇Tω is a tangent vector and the mean curvature vector H is normal to M, the
last term in (2.3.8) vanishes. Exploiting an additional cancellation after developing the
divergence in (2.3.8), we have∫
M
|∇Tϕ|2 dV ≥ −
∫
M
ω v2divT (∇Tω) dV. (2.3.9)
Next, we compute the tangential divergence of the vector field ∇Tω, where ω(x) =
|x|α with α = −(n− 2)/2. The tangential gradient of ω is
∇Tω = α |x|α−2 xT = α |x|α−2
(
x− (x · νM)νM
)
.
Hence, using (2.3.6), we have
−divT (∇Tω) = −αdivT
(
|x|α−2 (x− (x · νM)νM))
= −α |x|α−2 (n− x · νMH)− α(α− 2) |xT|2 |x|α−4 .
We plug this into (2.3.9), recalling that ω(x) = |x|α, and obtain∫
M
|∇Tϕ|2 dV ≥ α
∫
M
|x|2α−2 v2x · H dV
− nα
∫
M
|x|2α−2 v2 dV − α(α− 2)
∫
M
|xT|2 |x|2α−4 v2 dV.
(2.3.10)
Now we move the first integral in the right-hand side of (2.3.10) to the left-hand side
of the inequality, and observe that |x|2α−2 v2 = ϕ2/ |x|2. Therefore, (2.3.10) reads∫
M
(
|∇Tϕ|2 + n− 22
ϕ2
|x|2 x · H
)
dV
≥ −nα
∫
M
ϕ2
|x|2 dV − α(α− 2)
∫
M
|xT|2
|x|2
ϕ2
|x|2 dV.
In the last integral, we have |xT|2 = |x|2 − (x · νM)2 and thus the inequality becomes∫
M
(
|∇Tϕ|2 + n− 22
ϕ2
|x|2 x · H
)
dV
≥ −α(n + α− 2)
∫
M
ϕ2
|x|2 dV + α(α− 2)
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV.
Finally, since −α (n + α− 2) = (n − 2)2/4 and α(α − 2) = (n2 − 4)/4, we con-
clude (2.1.7).
2.4 Hardy-Sobolev and Hardy-Poincaré inequalities on hy-
persurfaces
In this section we prove the Hardy-Sobolev inequality stated in Corollary 2.1.5 and the
Hardy-Poincaré inequality of Theorem 2.1.6.
We start from the Hardy-Sobolev inequality on hypersurfaces, that we obtain as an
interpolation of the Michael-Simon and Allard inequality and the Hardy inequality of
Theorem 2.3.1. We state and prove here our result for a general power p ∈ [1, n).
42
Corollary 2.4.1. Let M be a smooth hypersurface ofRn+1, p ∈ [1, n), and b ∈ [0, 1]. Then, for
every ϕ ∈ C1c (M) we have∫
M
|ϕ|p
n−bp
n−p
|x|bp
dV

n−p
n−bp
≤ C
∫
M
( |∇Tϕ|p + |Hϕ|p ) dV, (2.4.1)
for some positive constant C depending only on n and p.
Proof. First, from (2.3.1) with a = p it follows that
(n− p)
∫
M
|ϕ|p
|x|p dV ≤ (n− p)
∫
M
|ϕ|p
|x|p dV + p
∫
M
(
x
|x| · νM
)2 |ϕ|p
|x|p dV
≤
(∫
M
|ϕ|p
|x|p dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|p dV
) 1
p
.
Raising the inequality to the power p and using the convexity inequality |a + b|p ≤
2p−1
(|a|p + |b|p), we obtain
(n− p)p
∫
M
|ϕ|p
|x|p dV ≤
∫
M
|p∇Tϕ−Hϕ|p dV
≤ 2p−1
∫
M
(
pp |∇Tϕ|p + |Hϕ|p
)
dV.
(2.4.2)
Observe that, if b = 0 or b = 1, then (2.4.1) follows respectively from the Michael-
Simon and Allard inequality (2.1.1) or from the Hardy inequality (2.4.2). Thus, we can
assume b ∈ (0, 1) in the rest of the proof.
Now, we consider the integral in the left-hand side of (2.4.1). Using Hölder’s inequal-
ity with exponents 1/b and 1/(1− b), the Hardy inequality (2.4.2), and Theorem 2.1.1,
we get
∫
M
|ϕ|p
n−bp
n−p
|x|bp
dV =
∫
M
( |ϕ|
|x|
)bp
|ϕ|(1−b)
np
n−p dV
≤
(∫
M
|ϕ|p
|x|p dV
)b (∫
M
|ϕ|p∗ dV
)1−b
≤ C
(∫
M
( |∇Tϕ|p + |Hϕ|p ) dV)β ,
where C is a positive constant depending only on n and p, while β is
β = b +
(1− b)p∗
p
=
n− bp
n− p .
Finally, raising the inequality to the power 1/β, (2.4.1) is established. Observe that,
since β > 1, C1/β ≤ C if we take C ≥ 1. Hence, the final constant depends only on n
and p.
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The remaining part of this section is devoted to the proof an improved Hardy in-
equality in the Poincaré sense, stated in Theorem 2.1.6. Its proof is based on a modifica-
tion of the ground state substitution method, that we have used in Theorem 2.1.4, and
on a Poincaré inequality with weights stated next.
The following is a Poincaré inequality with exponent p ≥ 1 and a weight of the type
|x|−a, for functions with compact support on a hypersurface M (more precisely, with
support in a ball of radius r).
Proposition 2.4.2. Let M be a smooth hypersurface of Rn+1, Br = Br(0) ⊂ Rn+1 the open
ball of radius r centered at the origin, p ≥ 1, and a ∈ [0, n). Then, for every ϕ ∈ C1c (Br ∩M)
we have
(n− a)p
∫
M
|ϕ|p
|x|a dV ≤ 2
p−1rp
∫
M
(
pp
|∇Tϕ|p
|x|a +
|Hϕ|p
|x|a
)
dV. (2.4.3)
Proof. As in the proof of Corollary 2.4.1, but with a ∈ [0, n) instead of a = p, from (2.3.1)
we obtain
(n− a)p
∫
M
|ϕ|p
|x|a dV ≤ 2
p−1
∫
M
pp |∇Tϕ|p + |Hϕ|p
|x|a−p dV.
Then, taking advantage of the fact that the support of ϕ is contained in Br(0), we can
bound |x|p ≤ rp and obtain (2.4.3).
Now, we can prove Theorem 2.1.6. Note that here we assume p = 2 and n ≥ 2.
Proof of Theorem 2.1.6. As in the proof of Theorem 2.1.4, we use the ground state substi-
tution ϕ = vω, where ω(x) = |x|−(n−2)/2. We proceed as in the proof of Theorem 2.1.4,
but in the right-hand side of (2.3.7) we use the identity6 |a + b|2 = |a|2 + 2 a · b+ |b|2 for
vectors a, b ∈ Rn. Therefore, we find
∫
M
(
|∇Tϕ|2 + n− 22
|H| ϕ2
|x|
)
dV ≥ (n− 2)
2
4
∫
M
ϕ2
|x|2 dV
+
n2 − 4
4
∫
M
(
x
|x| · νM
)2 ϕ2
|x|2 dV +
∫
M
|∇Tv|2
|x|n−2 dV.
(2.4.4)
Next, to control the last integral in (2.4.4) from below, we use inequality (2.4.3)
with ϕ = v, p = 2, and a = n − 2. Observe that this forces n ≥ 2. In this way, we
have ∫
M
|∇Tv|2
|x|n−2 dV ≥
1
2r2
∫
M
v2
|x|n−2 dV −
1
4
∫
M
|Hv|2
|x|n−2 dV. (2.4.5)
Finally, combining (2.4.4) and (2.4.5), and using the fact that v2/ |x|n−2 = ϕ2, (2.1.10) is
established.
6For an exponent p 6= 2, here one would use a well-known convexity inequality instead of this identity
(see Lemma 2.6 and Remark 2.7 in [92], or [107, Lemma 4.2]).
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2.A.1 Notation for tangential derivatives
In the setting of hypersurfaces of Euclidean space, tangential derivatives can be defined
in an elementary calculus way without using Riemannian geometry, for instance as pre-
sented in Giusti’s book [97]. Throughout the chapter, we adopt this definition of tangen-
tial derivatives, that we recall next. From it, one can define the tangential divergence
of a vector field. Alternatively, one can define the tangential divergence intrinsically
using Riemannian geometry, as done for instance in [54]. In this appendix, and for com-
pleteness, we introduce and compare these two notions in the setting of hypersurfaces
of Rn+1. We start by giving the former definition, following [97].
Definition 2.A.1.1. Let M be a smooth hypersurface of Rn+1 with normal vector νM.
(a) Let ϕ be a C1 function defined on M. We define the i−th tangential derivative of
ϕ, for i = 1, . . . , n + 1, as
δiϕ := ∂iϕ− νiM
n+1
∑
j=1
(∂jϕ)ν
j
M,
where νjM is the j−th component of the normal vector νM to M and ∂jϕ is the j−th
partial derivative of ϕ, once the function ϕ has been extended to all of Rn+1.
(b) With ϕ as in (a), we define the tangential gradient of ϕ as the vector
∇Tϕ = ∇ϕ− (∇ϕ · νM)νM = (δ1ϕ, δ2ϕ, . . . , δn+1ϕ).
Note that ∇Tϕ · νM = 0 for every C1 function ϕ defined on M.
(c) Let Z be a C1 vector field defined on M with values in Rn+1, not necessarily tan-
gent to M, and whose components are Zi with i = 1, . . . , n + 1. We define its
tangential divergence as
divTZ =
n+1
∑
i=1
δiZi. (2.A.1.1)
From the definitions, it easily follows that
divT(ϕZ) = ∇Tϕ · Z + ϕdivTZ. (2.A.1.2)
Observe that this definition of tangential derivatives is extrinsic and it does not give
a basis of the n-dimensional tangent space of M, as the tangential derivatives δi for
i = 1, . . . , n + 1 are linearly dependent. However, if one is familiar with Riemannian
geometry, then it is possible to check that, in the case of hypersurfaces of Rn+1, the
intrinsic Riemannian notion of divergence coincides with divT defined in (2.A.1.1). We
recall that the divergence of a tangent vector field Y on a general Riemannian manifold
(M, g) is defined in an intrinsic way as
divY = tr
(
ξ 7−→ ∇ξY
)
, (2.A.1.3)
where ∇ is the Levi-Civita connection of (M, g). Now, Proposition II.2.1 in [54] states
that, given two Riemannian manifolds (M, g) and (M, g) with M isometrically embed-
ded in M and whose Levi-Civita connections are ∇ and ∇, then for every p ∈ M,
ξ ∈ TpM, and vector field Y ∈ TM on M, we have that
∇ξY = (∇ξY)T,
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where (∇ξY)T denotes the tangential component of ∇ξY with respect to M. Therefore,
if M = Rn+1, M is an isometrically embedded hypersurface of Rn+1, and Y is a tangent
vector field on M, then we have
divY = tr
(
ξ 7−→ ∇ξY
)
= tr
(
ξ 7−→ (∇ξY)T) = n+1∑
i=1
δiYi = divTY,
where div is defined in (2.A.1.3) and divT in (2.A.1.1).
Next, adopting the notion of tangential derivatives from Definition 2.A.1.1, we re-
port a formula of integration by parts proved in [97]. For all C1 functions v and w such
that at least one of them has compact support on M, we have that∫
M
(δiv)w dV = −
∫
M
v (δiw) dV +
∫
M
vwHνiM dV, (2.A.1.4)
where i ∈ {1, . . . , n + 1}, νM is the normal vector to M, and H is the mean curvature
of M. For the proof of (2.A.1.4) we refer to7 [97, Lemma 10.8] or to [30, Lemma 2.1]. If
instead we consider a C1 function v and a C1 vector field Z, such that at least one of
them has compact support on M, then from (2.A.1.4) we easily deduce∫
M
v divTZ dV = −
∫
M
∇Tv · Z dV +
∫
M
vZ · H dV, (2.A.1.5)
where H = HνM is the mean curvature vector of M. Indeed, to show (2.A.1.5) it is
sufficient to write divTZ = ∑n+1i=1 δiZ
i and apply (2.A.1.4) on every term of the sum.
Observe that, if Z is tangent then the mean curvature term in (2.A.1.5) vanishes —
sinceH is normal to M.
The following divergence formula with a boundary term is the analogue result to
(2.A.1.5) with v ≡ 1 when Z does not have compact support. Given a C1 tangent vector
field Z defined on M and a smooth domain Ω ⊂ M, we have that∫
Ω
divTZ dV =
∫
∂Ω
Z · νΩ dA, (2.A.1.6)
where νΩ ∈ TM is the outward unit normal to Ω. This identity can be proved us-
ing a suitable modification of the argument in [97, Lemma 10.8]. One can also deduce
(2.A.1.6) from [54, Theorem III.7.5], i.e., the divergence formula on Riemannian mani-
folds. To this end, one must recall that in [54] the tangential divergence is defined as in
(2.A.1.3) and, in the setting of hypersurfaces of Rn+1, definition (2.A.1.3) is equivalent
to the one we gave in Definition 2.A.1.1.
2.A.2 Optimal constants in the Michael-Simon and Allard
inequality
For an integer k ∈ [2, n], a k-dimensional submanifold M of Rn+1 with mean curvature
H, and a smooth domain E ⊂ M with compact closure in M, the Michael-Simon and
Allard inequality states that
|E| k−1k ≤ C1Per(E) + C2
∫
E
|H| dV, (2.A.2.1)
7We point out two typos in [97, Lemma 10.8]: first, the mean curvature H is missing in the statement,
but not in the proof; second, there is a sign error in front of the integral in the right-hand side, both in the
statement and in the proof. The correct statement is (2.A.1.4).
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for some positive constants C1 and C2 depending only on k. Most of the literature on
the topic of sharp constants for (2.A.2.1) is focused on one of two important particular
cases: either when the submanifolds M are minimal or when they are compact without
boundary and we take E = M. The proofs in [10, 110] do not give sharp constants in
any of these two situations.
In the former case the mean curvature of M is identically zero, and the problem is
finding the optimal constant C1 in the isoperimetric inequality on minimal submani-
folds of Rn+1. Under the additional assumption that the submanifold is area minimiz-
ing, Almgren [11] proved that the isoperimetric inequality with the Euclidean constant
holds, i.e., for every smooth domain E ⊂ M with compact closure in M, one has
kω
1
k
k |E|
k−1
k ≤ Per(E), (2.A.2.2)
where ωk is the volume of the k-dimensional unit ball. Back to the general context of
non minimizers, in the case of two-dimensional minimal surfaces of Rn+1 (i.e., with
k = 2) some partial results have been available for a good number of years. Leon Simon
obtained the desired inequality with half of the expected constant
2pi |E| ≤ Per(E)2.
He never published the proof of this result, but it can be found in the papers [56, 135].
In [135], Topping improved it to give a simple proof of the Michael-Simon and Allard
inequality for 2-dimensional submanifolds of Rn+1, not necessarily minimal. The con-
stant 2pi in Simon’s inequality on minimal surfaces was improved by Stone [133] (the
same improvement is attributed in [56] also to A. Ros), but still without achieving the
constant 4pi conjectured in (2.A.2.2). See the survey [56] for a detailed exposition of
the problem. Finally, the conjecture for arbitrary dimension k has been very recently
proved by Brendle [22] in the case of codimension 1 and 2. His method uses a clever
extension of the proof of the sharp Euclidean isoperimetric inequality found by Cabré
in [27]. Thus, both proofs use the solution of a Neumann problem, together with the
ABP method. In addition, Brendle’s proof allows to characterize flat disks as the only
cases in which equality is achieved.
The second particular case of (2.A.2.1) consists of M being a compact manifold with-
out boundary and E = M. Then, inequality (2.A.2.1) reads
|M| k−1k ≤ C2
∫
M
|H| dV (2.A.2.3)
with 2 ≤ k ≤ n, and the problem of finding the optimal constant C2 is still open. If M =
∂A and A ⊂ Rn+1 is a smooth bounded domain which is also assumed to be convex,
then (2.A.2.3) holds with k = n and equality is only achieved when A is a ball, as a
consequence of the classical Aleksandrov-Fenchel inequality [8,9]. More recently, Guan
and Li [99], and Huisken and Ilmanen [102], relaxed the convexity assumption with
weaker hypothesis on A, obtaining the sharp result in their settings. For a survey on the
subject, see [53].
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Part II
A Dirichlet to Neumann problem
arising in water waves
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Introduction to Part II
The second part of this thesis is devoted to the study of a problem arising from the
theory of irrotational and inviscid fluids. Sometimes, in the literature people refer to it
as a water wave problem. From the mathematical point of view, it is an elliptic Partial
Differential Equation which is prescribed on a domain whose boundary possesses two
connected components, one endowed with a Dirichlet datum, and the other one with a
Neumann datum. The problem can also be reformulated as a nonlocal equation on the
component endowed with the Dirichlet datum, as we are going to see in the following.
Broadly speaking, a PDE is a mathematical equation relating the values of an un-
known function and its derivatives of different orders. We can check whether a function
satisfies the equation at a certain point, provided we know the values of the function in
an arbitrarily small neighborhood. On the contrary, in order to check if a function ver-
ifies a nonlocal equation at a certain point, one needs to know the values of the function
at every point of the domain.
However, some types of nonlocal equations are proved to be equivalent to a bound-
ary reaction problem of local nature in one more dimension. For instance, given a func-
tion u defined on Rn, one can compute its harmonic extension in Rn+, as the solution v
of ∆v = 0 in Rn+ which satisfies v = u on ∂R
n+1
+ = R
n. Then, one can easily check that
the normal derivative ∂νv onRn is (−∆)1/2u, namely the half-Laplacian of the Dirichlet
datum u.
The possibility of writing the fractional Laplacian (−∆)s, which is the prototype of
nonlocal operators, as a Dirichlet to Neumann operator in one more dimension was
established by Caffarelli and Silvestre [46] for all the fractional powers s ∈ (0, 1). The
opportunity of studying a fractional problem as a local PDE in one more dimension
quickly became a standard tool in the study of nonlocal equations, making possible
extensive developments in the field.
From the mathematical point of view, our problem can be stated in the following
way. We consider the slab Rn × [0, 1], with coordinates x ∈ Rn and y ∈ [0, 1], a pa-
rameter a ∈ (−1, 1), a smooth bounded function u defined on Rn, and a nonlinearity
f ∈ C1,γ(R), for some γ > 0. Then, we are interested in the solutions to the following
system of equations:
div(ya∇v) = 0 in Rn × (0, 1),
vy(x, 1) = 0 on Rn × {y = 1},
v(x, 0) = u(x) on Rn × {y = 0},
− lim
y→0
yavy = f (v) on Rn × {y = 0}.
(II.1)
As mentioned above, this problem can be formulated on the trace as a nonlocal equation
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of the type
Lau = f (u) in Rn,
for a suitable linear operator La, that we will define in the following.
Concerning problem (II.1), we are interested in the study of symmetry properties
for some classes of solutions. Specifically, we will study the three dimensional case of
the problem, dealing with monotone and minimizing solutions to (II.1). Furthermore,
we also focus on the Dirichlet to Neumann operator La, clarifying its mixed nature
(local and nonlocal). To this end, we deduce the expression of La in Fourier modes,
highlighting different asymptotic behaviors for small and large frequencies, that make
the problem particularly interesting. Last, we will study the Γ-convergence of an energy
functional related to the equation Lau = W ′(u), where W is a double well potential.
Background and known results
Problem (II.1) is related to a model for water waves. In Appendix A, we recall some
basic fluid dynamics motivations to give a description of problem (II.1) in terms of clas-
sical physics. In short, we look at R2 × (0, H) as “the sea”, where {y = 0} is the surface
of the sea and {y = H} is its bottom. In this setting, we use the irrotationality of the
fluid to write the velocity V of the fluid as V = ∇v, where v is a velocity potential in the
whole slab R2 × [0, H]. Given the density ρ of the fluid, and the values of v on {y = 0}
denoted by u, we consider the velocity potential v in the whole slab R2 × [0, H] that
solves 
0 = div(ρV) = div(ρ∇v) in R2 × (0, H),
0 = V3
∣∣
y=H = vy
∣∣
y=H on R
2 × {y = H},
v = u
∣∣
y=0 on R
2 × {y = 0}.
(II.2)
We point out that the first equation in (II.2) models the mass conservation and the ir-
rotationality of the fluid, and the second one is a consequence of the impenetrability of
the matter — we refer to Appendix A for a complete description of the model. Then,
given the datum of the velocity potential v on the surface, we are interested in studying
the weighted vertical velocity at y = 0, which is responsible for the formation of a wave
starting from the rest position of a “flat sea”. Thus, the operator that we want to study
is
Lau(x) := − lim
y→0
ρ(y)vy(x, y). (II.3)
When ρ := 1 and H → +∞, which is the case of a fluid with constant density and an
“infinitely deep sea”, the operator La is the square root of the Laplacian, see e.g. [46].
For finite values of H the operator described in (II.3) is nonlocal, but also not of purely
fractional type, as we are going to see.
In the following, we choose
ρ(y) := ya (II.4)
as a density, where a ∈ (−1, 1). We notice that, in this case,
the limit as H → +∞ corresponds to the s-th root of the Laplacian, (II.5)
with s := (1− a)/2, but for a finite value of H the problem is not of purely fractional
type. From now on, we normalize the domain by setting H := 1. From a physical point
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of view, the choice in (II.4) corresponds to the situation in which the density of the fluid
at a point depends only on the depth, in a power-like fashion, and it is constant in the
horizontal directions.
After generalizing the physical setting R2 × [0, 1] to the mathematically interesting
case Rn × [0, 1] — with coordinates x ∈ Rn and y ∈ [0, 1] — the extension problem
in (II.2) reads 
div(ya∇v) = 0 in Rn × (0, 1),
vy(x, 1) = 0 on Rn × {y = 1},
v(x, 0) = u(x) on Rn × {y = 0}.
(II.6)
Therefore, in light of (II.4), the Dirichlet to Neumann operator La in (II.3) is given by
Lau(x) = − lim
y→0
yavy(x, y), (II.7)
and, for a given nonlinearity f ∈ C1,γ(R), we want to study the nonlocal equation
Lau(x) = f (u) in Rn. (II.8)
As a technical remark, we notice that, in order to have the operator La well defined for
every smooth function u defined on Rn, we need to choose the extension v in (II.6) in
a unique way. Indeed, for example, if v is a solution of (II.6) with a = 0, then so is the
function v(x, y) + epix/2 sin(piy/2). To overcome this problem and uniquely determine v
in (II.6), we choose among all the possible solutions of (II.6) the one which is a minimizer
of the Dirichlet energy
EK(w) :=
∫
Rn×(0,1)
ya |∇w(x, y)|2 dx dy, (II.9)
in the class of all the functions w ∈ W1,2loc (Rn × (0, 1), ya) such that w(x, 0) = u(x).
Such a minimizer v exists, it is unique, due to the convexity of the energy functional
in (II.9), and it solves the problem in (II.6) — see Lemma 4.2.1 for the detailed proof of
this existence and uniqueness result.
With the setting in (II.6), problem (II.8) can be formulated in the following way:
div(ya∇v) = 0 in Rn × (0, 1),
vy(x, 1) = 0 on Rn × {y = 1},
− lim
y→0
yavy = f (v) on Rn × {y = 0},
(II.10)
where f ∈ C1,γ(R) with γ > 0.
Problem (II.10) has a variational structure, since the solutions of (II.10) correspond
to critical points of the energy functional
E(v) := 1
2
∫
Rn×(0,1)
ya|∇v(x, y)|2 dx dy +
∫
Rn×{y=0}
F(v(x, 0)) dx, (II.11)
where the associated potential F is such that F′ = − f . Since problem (II.10) is set in
a slab of fixed height, it is technically convenient to localize the energy functional on
cylinders. Namely, we define the cylinder
CR := BR × (0, 1), (II.12)
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where BR ⊂ Rn denotes the ball of radius R centered at 0. Then, by (II.11), the localized
energy functional associated to problem (II.10) reads
ER(v) := 12
∫
CR
ya|∇v(x, y)|2 dx dy +
∫
BR×{y=0}
F(v(x, 0)) dx.
In particular, the potential F is naturally defined up to an additive constant, hence, fo-
cusing on bounded solutions, we can also suppose that F ≥ 0. For this kind of problems,
the model case is the nonlinearity f (t) := t− t3, which arises in the study of phase tran-
sitions and it is the derivative of the double-well potential
F(t) =
1
4
(
1− t2
)2
.
The usual notions of minimizer of the energy and of stable solution to problem (II.10)
can be defined in a standard way. We say that a bounded function v ∈ C1(Rn × (0, 1))
is a minimizer for (II.10) if
ER(v) ≤ ER(w)
for every R > 0 and for every bounded competitor w such that v ≡ w on ∂BR × (0, 1).
We say that a bounded solution v of (II.10) is stable if the second variation of the
energy is non-negative, i.e.∫
Rn×[0,1]
ya|∇ξ|2 dx dy−
∫
Rn×{y=0}
f ′(v)ξ2 dx ≥ 0
for every function ξ ∈W1,2(Rn × [0, 1], ya).
Clearly, if v is a minimizer for (II.10), then in particular it is a stable solution. Another
important subclass of stable solutions that we consider is the one of monotone solutions
to (II.10). We say that a solution v of (II.10) is monotone if it is strictly monotone in one
horizontal direction, say ∂xn v > 0. For this kind of problems, it is possible to prove
that monotone solutions are stable using a non-variational characterization of stability
— see Lemma 3.3.1 for all the details.
Problem (II.10) was initially studied by de la Llave and Valdinoci in [70] with con-
stant density, i.e. with a = 0. The main result in [70] is a Liouville theorem that as-
sures the one-dimensional symmetry of monotone solutions on the trace, provided that
a suitable energy estimate for the functional associated to the problem holds true. Since
this energy estimate in dimension n = 2 is a direct consequence of a classical gradient
bound, they obtain that monotone solutions to (II.10) with a = 0 depend on only one
horizontal variable if n = 2.
The main motivation to study symmetry and rigidity properties for solutions to (II.10)
comes from a conjecture formulated by Ennio De Giorgi about the one-dimensional
symmetry of monotone solutions to the classical Allen-Cahn equation. This celebrated
conjecture opened indeed a long-lasting line of investigation, as it was extended also to
the nonlocal version of the Allen-Cahn equation, where the diffusion is driven by the
fractional Laplacian.
In the following, we introduce and motivate the De Giorgi conjecture, and we outline
the most important known results in the topic, both in the classical and in the fractional
case.
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Symmetry properties for the Allen-Cahn equation
In 1979 De Giorgi posed the following question.
Conjecture II.1. Let u be a bounded and smooth solution of the Allen-Cahn equation
−∆u = u− u3 in Rn,
such that ∂xn u > 0. Is it true that, if n ≤ 8, then u is one-dimensional?
A heuristic motivation of the conjecture can be formulated in light of the work of
Modica and Mortola [115]. Indeed, they proved that a proper rescaling of the energy
functional associated to the Allen-Cahn equation Γ-converges to the perimeter func-
tional, as the rescaling parameter goes to zero. In short, Γ-convergence is a variational
notion of convergence for functionals, introduced in [67,69], that is compatible with the
minimizing properties of the energy — we refer to [21, 63] for a complete introduction
to this topic.
Heuristically, the result of Modica and Mortola means that a proper rescaling of
the minimizers of the Allen-Cahn equation converges to characteristic functions of sets
of minimal perimeter. The threshold dimension n = 8 in Conjecture II.1 comes from
the fact that super-level sets of monotone functions are locally epigraphs, and minimal
graphs are flat if n− 1 ≤ 7. Observe that this is a tricky point, since the monotonicity hy-
pothesis in Conjecture II.1 does not ensure that the level sets of u are complete graphs
— see for instance the counterexample provided by Farina and Valdinoci in [86, for-
mula (5)]. For a complete discussion of minimal surfaces, see the illuminating mono-
graph [97].
Summing up, the above heuristic argument would give that, at least in dimen-
sion n ≤ 8, if we look at monotone solutions “from very far” (through a rescaling),
their level sets are close to hyperplanes. The question in Conjecture II.1 asks if, for this
to hold, the level sets of the function must be necessarily parallel hyperplanes.
The conjecture of De Giorgi remained unanswered in every dimension n for almost
twenty years. In the late nineties it was proved to hold if n = 2 by Ghoussoub and
Gui [95] and by Berestycki, Caffarelli and Nirenberg [19]. A few years later, Ambrosio
and Cabré [12] gave a positive answer to Conjecture II.1 in dimension n = 3. Regarding
dimensions 4 ≤ n ≤ 8, Savin proved in [120] the conjecture by assuming the following
additional hypothesis about the limits in the monotone direction
lim
xn→±∞
u(x′, xn) = ±1. (II.13)
Condition (II.13) can be weakened by assuming two-dimensional symmetry of the
profiles at infinity, see [87]. More precisely, a number of symmetry results hold true
under appropriate assumptions of geometric type. Without claiming to be exhaustive,
we mention, for example the following results from [87]:
Symmetry from the profiles. Let −∆u = u− u3 in Rn, with ∂xn u > 0. Let
u(x′) := lim
xn→−∞
u(x′, xn) and u(x′) := lim
xn→+∞
u(x′, xn). (II.14)
Then:
• If both u and u depend on (at most) two Euclidean variables, then u is identi-
cally −1 and u is identically +1; if also n ≤ 8, then u is one dimensional;
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• If either u or u depends on (at most) two Euclidean variables and n ≤ 4, then u is
one dimensional.
Symmetry from level sets being graphs. Let −∆u = u− u3 in Rn, with ∂xn u > 0, and
let the notation in (II.14) hold true. Assume that one level set of u is a graph in the
nth Euclidean direction. Then u is identically −1 and u is identically +1; if also n ≤ 8,
then u is one-dimensional.
Symmetry for monotone minimizers. Let u be a local minimizer of the energy func-
tional ∫ 1
2
|∇u(x)|2 + 1
4
(1− u2(x))2 dx,
and assume that ∂xn u > 0. Suppose that n ≤ 8. Then u is one-dimensional.
Symmetry for minimizers with uniform limits. Let u be a local minimizer of the energy
functional ∫ 1
2
|∇u(x)|2 + 1
4
(1− u2(x))2 dx,
and assume that either
lim
xn→−∞
u(x′, xn) = −1 or lim
xn→+∞
u(x′, xn) = +1,
uniformly for x′ ∈ Rn−1. Then u is one-dimensional.
As a counterpart of the results giving positive answers to Conjecture II.1 (possibly
under additional assumptions), del Pino, Kowalczyk and Wei provided in [71] an ex-
ample of a monotone solution to the Allen-Cahn equation in dimension n = 9 which is
not one-dimensional. In this way, they proved that dimension n = 8 in Conjecture II.1
is the optimal one.
We refer the reader to [53, 86] for some detailed surveys on topics related to Conjec-
ture II.1.
Symmetry properties for the fractional Allen-Cahn equation
The fractional analogue of Conjecture II.1 can be formulated as follows:
Conjecture II.2. Let s ∈ (0, 1) and u be a bounded and smooth solution of the fractional Allen-
Cahn equation
(−∆)su = u− u3 in Rn, (II.15)
such that ∂xn u > 0. Is it true that, if n is sufficiently small, then u is one-dimensional?
This question is also motivated by an analogue in the fractional setting of the Γ-
convergence result by Modica and Mortola, provided by Savin and Valdinoci in [123].
More precisely, for a given bounded set Ω ⊂ Rn, they consider a proper rescaling of the
energy associated to (II.15)
Iε(u,Ω) := ε2sK(u,Ω) +
∫
Ω
V(u) dx, (II.16)
where V = 14(1− u2)2 is a double well potential, and K(u,Ω) is the Ω contribution in
the Hs-seminorm, defined as
K(u,Ω) :=
∫∫
Ω×Ω
|u(x)− u(y)|2
|x− y|n+2s dx dy + 2
∫∫
Ω×CΩ
|u(x)− u(y)|2
|x− y|n+2s dx dy.
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The main result in [123] establishes that a proper rescaling of the energy Iε converges
in the Γ-sense to the classical perimeter if s ≥ 1/2 and to the nonlocal area functional
if s ∈ (0, 1/2).
The nonlocal area functional was introduced by Caffarelli, Roquejoffre and Savin
in [45], and — without going into the details — can be thought as a nonlocal version
of the classical perimeter, counting the interactions between points which lie in the two
separated sides of the boundary of the set.
In light of the Γ-convergence result in [123] and in analogy with the classical case,
one could relate, at least at a level of motivations, the validity of Conjecture II.2 to
the regularity and rigidity properties of the minimizers of the limit energy functional.
Specifically, the Γ-limit objects are the classical minimal surfaces when s ∈ [1/2, 1),
and the nonlocal minimal surfaces when s ∈ (0, 1/2). With respect to this, we re-
call that nonlocal minimal surfaces are known to be smooth only in dimension 2 —
see [124] — and up to dimension 7 provided that s ∈ [1/2− e0, 1/2) and e0 is suffi-
ciently small — see [48]. Nonlocal minimal surfaces that are entire graphs are known to
be necessarily hyperplanes only in dimension 2 and 3, and up to dimension 8 provided
that s ∈ [1/2− e0, 1/2) and e0 is sufficiently small — see [90]. Till now, no singular
minimal surface is known — see however [65] for the construction of a singular cone in
dimension 7, which is a stable critical point of the fractional perimeter when s is suffi-
ciently small.
Of course, this lack of knowledge for the nonlocal minimal surfaces — when com-
pared to the classical minimal surfaces — provides a series of conceptual difficulties
when dealing with Conjecture II.2, especially in the regime s ∈ (0, 1/2).
The problem posed by Conjecture II.2 was solved in dimension n = 2 by Cabré and
Solà-Morales in [44] for s = 1/2, and then by Cabré, Sire, and Valdinoci in [43, 130] for
every s ∈ (0, 1).
A positive answer in dimension n = 3 was given by Cabré and Cinti in [35] and [36]
in the cases s = 1/2 and s ∈ (1/2, 1), respectively. Regarding the strongly nonlocal
regime, namely when s ∈ (0, 1/2), recently the conjecture has been proved in dimension
n = 3 by Dipierro, Farina, and Valdinoci in [74], using an improvement of flatness result
by [76]. An alternative proof of the same result has been announced by Cabré, Cinti, and
Serra [37], using a different approach which relies on some sharp energy estimates and
a blow-down convergence result for stable solutions.
Very recently, Figalli and Serra proved in [92] Conjecture II.2 to be true for s = 1/2
and n = 4, also providing one-dimensional symmetry of stable solutions to (II.15) with
s = 1/2 in dimension n = 3. The result in [92] is quite surprising, since Conjecture II.1
without the extra assumption (II.13) is still open for n = 4. To achieve the result, the
authors exploit in a brilliant way some fractional techniques developed in [58] and [124].
This is indeed a nice example of how purely nonlocal methods can lead to new and
important results in PDEs.
Concerning higher dimensions, Savin proved in [121,122] the conjecture for 4 ≤ n ≤
8 and s ∈ [1/2, 1) under the additional assumption (II.13). Moreover, in [76] it has been
proved that Conjecture II.2 is true in dimensions 4 ≤ n ≤ 8 if s ∈ [1/2− e0, 1/2), for
some e0 sufficiently small, under the additional assumption (II.13).
We also recall that, similarly to what happens in the classical case, it is possible to
obtain one-dimensional symmetry from the geometry of the profiles of the monotone
solutions, defined in (II.14). More precisely, it has been proved in [74] that monotone
solutions with two-dimensional limit profiles are necessarily one-dimensional in dimen-
57
sion n ≤ 8, as long as s ∈ [1/2− e0, 1/2), for a sufficiently small e0 ∈ (0, 1/2).
Besides these results, Conjecture II.2 is also open in its generality, and the critical
dimension might depend on the fractional parameter s.
Results of the thesis (Part II)
Since in our framework we are dealing with the nonlocal operator La, which is related
to the fractional Laplacian, a natural counterpart of Conjecture II.2 is the following one:
Conjecture II.3. Let a ∈ (−1, 1) and u be a bounded and smooth solution of the fractional
Allen-Cahn equation
Lau = u− u3 in Rn,
such that ∂xn u > 0. Is it true that, if n is sufficiently small, then u is one-dimensional?
Conjecture II.3 is related to, but structurally different from, Conjecture II.2. This is
due to the fact that the operator La defined in (II.7) is not purely nonlocal, as it attains
a fractional Laplace operator only in the limit, according to (II.5). We will deepen the
nature of the operator La in Chapter 4.
In this setting, Conjecture II.3 was first addressed by de la Llave and Valdinoci
in [70], for the special case n = 2 and a = 0. As mentioned above, the main result
in [70] is a Liouville theorem, that gives one-dimensional symmetry of monotone so-
lutions under an assumption about the growth of the Dirichlet energy of the solution.
In this way, they established Conjecture II.3 for n = 2 and a = 0 — see in particular
Theorem 1 in [70].
In Chapter 3, we study Conjecture II.3 in the cases n = 2 and n = 3. Our first
result extends the Liouville theorem in [70] from a = 0 to all the fractional parameters
a ∈ (−1, 1), also considering the broader class of stable solutions instead of monotone
solutions. We state it as follows.
Theorem II.4 ([57]). Let f ∈ C1,γ(R), with γ > max{0,−a}, and let v be a bounded and
stable solution of (II.10).
Suppose that there exists C > 0 such that∫
CR
ya|∇xv(x, y)|2 dx dy ≤ CR2 (II.17)
for any R ≥ 2, where the notation in (II.12) has been used for CR.
Then, there exist v0 : R× (0, 1)→ R and ω ∈ Sn−1 such that
v(x, y) = v0(ω · x, y) for any (x, y) ∈ Rn × (0, 1).
In particular, the trace u of v on {y = 0} can be written as u(x) = u0(ω · x).
Finally, either u′0 > 0 or u′0 ≡ 0.
For this kind of elliptic problems, it is a standard fact that bounded solutions have
bounded gradients, see for example [96]. For this reason, if we assume n = 2, then
hypothesis (II.17) is trivially verified by any bounded stable solution. Therefore, we
deduce that bounded stable solutions to (II.10) — and not only monotone solutions —
are one-dimensional on the trace if n = 2. In particular, this implies the validity of
Conjecture II.3 in dimension n = 2 for all a ∈ (−1, 1), as a corollary of Theorem II.4.
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Concerning the case n = 3, in order to deduce Conjecture II.3 from Theorem II.4,
we need to have suitable energy estimates which accomplish hypothesis (II.17). To this
aim, in Chapter 3 we prove a control on the growth of the energy for some subclasses of
stable solutions. These results, combined with Theorem II.4, give a positive answer to
Conjecture II.3 when n = 3.
First, we consider solutions to (II.10) which are minimizers of the associated energy,
and we obtain energy estimates. Our result states as follows.
Theorem II.5 ([57]). Let f ∈ C1,γ(R), with γ > max{0,−a}, and let v be a bounded mini-
mizer for problem (II.10).
Then, we have
ER(v) = 12
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
F(v) dx ≤ CRn−1, (II.18)
for any R ≥ 2, where the notation in (II.12) has been used for CR.
We point out that (II.18) holds in general for minimizers of the energy associated
to problem (II.10) in every dimension n, but only when n ≤ 3 we can combine it with
Theorem II.4 to deduce the one dimensional symmetry of minimizers.
Let us mention that the proof of Theorem II.5 is based on a direct comparison argu-
ment, a classical strategy in the Calculus of Variations. The idea is to build a suitable ad-
missible competitor, for which we can explicitly compute or estimate the energy. Then,
bound (II.18) follows directly from the fact that we are considering minimizers of the
energy. We refer to Section 3.4 for the detailed proof of Theorem II.5.
After dealing with minimizers, we consider bounded solutions whose traces on {y =
0} are monotone in some direction. Restricting to the case n = 3, we prove the following
result, which establishes an energy estimate for monotone solutions to (II.10).
Theorem II.6 ([57]). Let f ∈ C1,γ(R), with γ > max{0,−a}, and let v be a bounded solution
of (II.10) with n = 3 such that its trace u(x) = v(x, 0) is monotone in some direction.
Then, we have
ER(v) = 12
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
F(v) dx ≤ CR2,
for any R ≥ 2, where the notation in (II.12) has been used for CR.
We stress that — on the contrary of (II.18), that holds in every dimension n — we
prove this last energy estimate for monotone solutions to (II.10) only in the case n = 3.
This restriction is due to the strategy used in the proof of Theorem II.6. Indeed, we use
as a key tool that stable solutions enjoy rigidity properties in one dimension less, i.e.
when n = 2, and this forces us to assume n = 3. We refer to Section 3.5 for a complete
proof of Theorem II.6.
As a corollary of the energy estimates in Theorems II.5 and II.6, we obtain the follow-
ing rigidity result for minimizers and monotone solutions in dimension n = 3. Indeed,
for these classes of solutions, hypothesis (II.17) of Theorem II.4 is fulfilled, and the ap-
plication is straightforward. We state the result in the following corollary.
Corollary 2.2.1 ([57]). Let f ∈ C1,γ(R), with γ > max{0,−a} and let n = 3. Assume that
one of the two following condition is satisfied:
59
• v is a bounded minimizer for problem (II.10);
• v is a bounded solution of (II.10) such that its trace u(x) = v(x, 0) is monotone in some
direction.
Then, there exist v0 : R× (0, 1)→ R and ω ∈ S2 such that:
v(x, y) = v0(ω · x, y) for all (x, y) ∈ R3 × (0, 1).
In particular, the trace u of v on {y = 0} can be written as u(x) = u0(ω · x).
In particular, Corollary 2.2.1 establishes the validity of Conjecture II.3 when n = 3.
The case of dimension n ≥ 4 remains open.
In Chapter 4 we further investigate the differences between problem (II.8)-(II.10)
treated in this part of the thesis and its analogue for the fractional Laplacian. Our first
goal is obtaining the expression of the Dirichlet to Neumann operator La in Fourier
modes. This representation was already known for the special case a = 0 in [25,70], as
L̂0u(ξ) = e
|ξ| − e−|ξ|
e|ξ| + e−|ξ|
|ξ| û(ξ), (II.19)
where the symbol û denotes the Fourier transform of u, as customary.
In our first result in Chapter 4, we extend expression (II.19) from a = 0 to every
a ∈ (−1, 1), and we highlight interesting asymptotic properties of the Fourier symbol
of L̂a, that hold for every value of the parameter a. We state the result as follows.
Theorem II.7 ([112]). For every smooth bounded function u defined onRn which is integrable,
we can write the operator La defined in (II.7) via Fourier transform, as
L̂au(ξ) = c1(s) J1−s(−i |ξ|)Js−1(−i |ξ|) |ξ|
2s û(ξ),
where 1− a = 2s, Jk is the Bessel function of the first kind of order k, and
c1(s) := i
(
1− i
2
)4s−2 Γ(1− s)
Γ(s)
.
Moreover, the symbol
Ss(ξ) := c1(s)
J1−s(−i |ξ|)
Js−1(−i |ξ|) |ξ|
2s (II.20)
is a positive and increasing function of |ξ|, and enjoys the following asymptotic properties. There
exist two positive constants C1 and C2 depending only on s such that
lim
|ξ|→0
Ss(ξ)
|ξ|2 = C1;
lim
|ξ|→+∞
Ss(ξ)
|ξ|2s = C2.
(II.21)
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To better understand the implications of the behavior outlined in (II.21), we should
remind that |ξ|2 is the symbol of the classical Laplacian, and that the fractional Laplacian
can be also written in the Fourier setting as
̂(−∆)su(ξ) = |ξ|2s û(ξ),
see for example [73, Proposition 3.3].
Observe that the asymptotic behavior highlighted in (II.21) was already evident in
the simpler case s = 1/2, from expression (II.19). Our result extends it to every frac-
tional power s ∈ (0, 1), clarifying also the connection of La with the fractional Lapla-
cian. Indeed, looking at the asymptotics (II.21), it becomes evident that the operator La
is not of purely fractional type, as it shows a nonlocal behavior for high frequencies, but
it becomes similar to the Laplacian for small frequencies.
To further investigate the mixed nature (local and nonlocal) of the operator La, we
study the Γ-convergence of a proper rescaling of the functional associated to the equa-
tion La(u) = W ′(u), where W is a double-well potential.
From Theorem II.7 we deduce that we can write the Dirichlet energy associated to
the operator La as
EK(v) = 12
∫
Rn×(0,1)
ya |∇v|2 dx dy = 1
2(2pi)n
∫
Rn
Ss(ξ) |û(ξ)|2 dξ.
Therefore, we can associate to the equation La(u) = W ′(u) the functional
J (u) :=
∫
Rn
Ss(ξ) |û(ξ)|2 dξ +
∫
Rn
W(u) dx.
In line with the Γ-convergence results for the Allen-Cahn equation [115, 123] — both
classical and fractional — we assume that W is a double-well potential, namely that it
satisfies
W ∈ C2,γ([0, 1]), W(0) = W(1) = 0, W > 0 in (0, 1),
W ′(0) = W ′(1) = 0, and W ′′(0) = W ′′(1) ≥ 0.
We consider the following partial rescaling of the functional J :
Jε(u) := ε2s
∫
Rn
Ss(ξ) |û(ξ)|2 dξ +
∫
Rn
W(u) dx,
and we point out that we work in the function space X defined as
X := {u ∈ L∞(Rn) s.t. u has compact support and 0 ≤ u ≤ 1} .
In addition, we say that a sequence uj ∈ X converges to u in X if uj → u in L1(Rn) —
note that, according to the definition, X ⊂ L1(Rn).
Observe that the energy Jε differs in the Dirichlet part from Iε defined in (II.16),
which is the energy considered by Savin and Valdinoci in [123]. However, the two
Dirichlet energies are partially related, due to the asymptotic behavior of the symbol
Ss(ξ). This fact will indeed play an important role in our Γ-convergence result, as ex-
plained in more detail in Chapter 4.
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In order to obtain an interesting result in terms of Γ-convergence, we need to rescale
Jε and consider Fε : X → R∪ {+∞} defined as
Fε(u) :=

ε−2sJε(u) if s ∈ (0, 1/2);
|ε log ε|−1 Jε(u) if s = 1/2;
ε−1Jε(u) if s ∈ (1/2, 1).
(II.22)
When s ∈ [12 , 1), we define the limit functional F : X → R∪ {+∞} as
F (u) :=
{
c#Per(E) if u = χE for some bounded set E ⊂ Rn;
+∞ otherwise,
(II.23)
where c# is a positive constant depending only on n and s.
In the case s ∈ (0, 1/2), F : X → R∪ {+∞} is defined as
F (u) :=

∫
Rn
Ss(ξ) |û(ξ)|2 dξ if u = χE, for some set E ⊂ Rn;
+∞ otherwise.
(II.24)
We remark that the limit functional F for s ∈ (0, 1/2) is well defined when u = χE.
Indeed, this is a consequence of the fact that the difference between F and the Hs semi-
norm of u = χE is finite — see Lemma 4.4.1 — and that the nonlocal area functional of
a bounded set is always well defined for s ∈ (0, 1/2).
We stress that the limit functional F that we obtain in the strongly nonlocal regime
s ∈ (0, 1/2) appears to be new in the literature, and really different from other energy
functionals of nonlocal type that have been investigated before our work. We will fur-
ther comment on it in Proposition 2.2.2 below.
Now, we can state the second main result in Chapter 4 in the following theorem. It
establishes the Γ-convergence of the rescaled functional (II.22) to F defined in (II.24)-
(II.23).
Theorem II.8 ([112]). Let s ∈ (0, 1). Then the functional Fε defined in (II.22) Γ-converges to
the functional F defined in (II.24)-(II.23), i.e. for any u in X
(i) for any uε converging to u in X
lim inf
ε→0+
Fε(uε) ≥ F (u);
(ii) there exists a sequence (uε)ε converging to u in X such that
lim sup
ε→0+
Fε(uε) ≤ F (u).
We stress that the Γ-limit functionalF is defined in two different ways depending on
whether s is above or below 1/2. When s ∈ [1/2, 1), the Γ-limit is the classical perimeter,
as in the case of the energy associated to the fractional Laplacian, treated in [123]. Thus,
similarly to the fractional Laplacian for s ∈ [1/2, 1), the nonlocal operator La loses its
nonlocal nature in the Γ-limit and recovers the classical perimeter functional.
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On the other hand, when s ∈ (0, 1/2) the Γ-limit is a nonlocal functional, which is
different from the fractional perimeter, and we are interested in having more informa-
tion about F defined in (II.24).
We consider the special case n = 1, in order to be able to make explicit computations
with the Fourier transform, and we study the Γ-limit functional F defined in (II.24).
Since it is (possibly) finite only when u = χE for some set E ⊂ R, we consider a con-
nected interval Ir ⊂ R of length r and the characteristic function χIr . Then, the square
modulus of the Fourier transform of χIr is
|χ̂Ir(ξ)|2 =
4 sin2(rξ)
ξ2
,
which depends only on the length of the interval. Thus, we can define a function Ts(r) :
[0,+∞) −→ [0,+∞) as
Ts(r) := F (χIr) =
∫
R
Ss(ξ) |χ̂Ir(ξ)|2 dξ, (II.25)
where Ir ⊂ R is a connected interval of length r. Observe that Ts depends on s ∈
(0, 1/2), as the symbol Ss(ξ) defined in (II.20) depends on s. We collect in the following
proposition some properties of the function Ts, that allow us to relate it to the common
notions of classical and fractional perimeter in one dimension.
Proposition 2.2.2 ([112]). Let s ∈ (0, 1/2) and n = 1. The function Ts(r) defined in (II.25)
is positive and enjoys the following asymptotic properties. There exist two positive constants C1
and C2 depending only on s such that
lim
r→0+
Ts(r)
r1−2s
= C1;
lim
r→+∞ Ts(r) = C2.
We recall that from the definition of nonlocal perimeter it follows that an interval
of length r has fractional perimeter of order r1−2s. Therefore, Proposition 2.2.2 makes
clear that F behaves like the fractional perimeter for intervals of small length, while
for big values of r it goes to a constant, counting the finite number of discontinuities of
χIr . In this sense, the limit functional defined in (II.24) interpolates the classical and the
fractional perimeter, at least in dimension one.
Finally, we remark that the restriction n = 1 in Proposition 2.2.2 is due to the possibil-
ity of making explicit calculations with the Fourier transform, and not to some intrinsic
feature of the functional F defined in (II.24). For this reason, a generalization of the
results in Proposition 2.2.2 could hold in higher dimension. We believe that this is an
interesting open question to be studied in future works.
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Chapter 3
One dimensional symmetry for some
classes of solutions
We prove a one-dimensional symmetry result for a weighted Dirichlet to Neumann
problem arising in a model for water waves in dimensions 2 and 3. More precisely,
we prove that stable solutions in dimension 2 and minimizers and monotone solutions
in dimension 3 depend on only one Euclidean variable. Monotone solutions in the 2-
dimensional case without weights were studied in [70]. In this chapter, a crucial ingredi-
ent in the proof is given by an energy estimate for minimizers obtained via a comparison
argument.
3.1 Introduction
3.1.1 A water wave model
In this chapter, we establish one-dimensional symmetry results for solutions of a Dirich-
let to Neumann problem which arises in a model for water waves.
A classical water wave model is that of considering an ideal fluid with density $ and
velocity V in the spatial region R2 × [0, H] — that is the “sea”, which is assumed to be
of depth H > 0. For convenience, one can endow R2 × [0, H] with coordinates x ∈ R2
and y ∈ [0, H]. We consider the level {y = H} as the “bottom of the sea” and the
level {y = 0} as the “surface of the sea”; in this notation, y represents the “depth of the
sea”. Here, we briefly introduce the framework in the stationary case. For a complete
discussion of the model in the general case, see [75].
The mass conservation law gives that div($V) = 0 and the irrotationality condi-
tion that V = ∇v in R2 × (0, H). Assuming that the bottom of the sea is made of
solid material, the impenetrability of the matter gives that the vertical velocity vanishes
along {y = H}. Then, given the values of v along the surface of the sea (and denoting
such datum by u), one is interested in finding the vertical velocity on the surface, pos-
sibly weighted by the density of the fluid. This vertical velocity is, roughly speaking,
responsible for the formation of a wave starting from the rest position of a “flat sea”.
The problem turns out to be linear with respect to the derivatives of the datum u and
semilinear in virtue of the nonlinearity f (u), so it is convenient to denote the vertical ve-
locity on the surface by Lu (with a minus sign that we introduce for later convenience).
In this setting, writing V := (V1, V2, V3) ∈ R3, and denoting by vy the derivative of v
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with respect to the vertical variable y, the problem can be formulated as
0 = div($V) = div($∇v) in R2 × (0, H)
0 = V3
∣∣
y=H = vy
∣∣
y=H on R
2 × {y = H}
u = v
∣∣
y=0 on R
2 × {y = 0}
Lu = f (v) on R2 × {y = 0},
(3.1.1)
where Lu = −$vy
∣∣
y=0 and f : R → R is a given, smooth function. When $ := 1
and H → +∞ (which is the case of a fluid with constant density and an “infinitely deep
sea”), the problem in (3.1.1) is related to the square root of the Laplacian, see e.g. [46].
For finite values of H the operator described in (3.1.1) is nonlocal, but also not of purely
fractional type. Hence, in the sequel, we normalize the domain by setting H := 1.
3.1.2 Dirichlet to Neumann operators
More specifically, in this chapter, motivated by (3.1.1), we consider the slab Rn × [0, 1]
with coordinates x ∈ Rn, y ∈ [0, 1] and a function u : Rn → R. We then consider
v = v(x, y) as the bounded extension of u : Rn → R in the slab Rn × (0, 1) satisfying
the following problem with density $(y) = ya, where a ∈ (−1, 1):
div(ya∇v) = 0 in Rn × (0, 1)
v(x, 0) = u(x) on Rn × {y = 0}
vy(x, 1) = 0 on Rn × {y = 1}.
(3.1.2)
Then, in view of the physical description in (3.1.1), the problem in (3.1.2) naturally leads
to the study of the Dirichlet to Neumann operator La given by
Lau(x) = − lim
y→0
yavy(x, y)
Notice that1 the operator La is given by the operator L appearing in (3.1.1) for the choice
$(y) = ya, which is the weight that we consider throughout the chapter. We also observe
that the operator La is closely related to the fractional Laplacian (−∆)s with s = (1−
a)/2, see e.g. [46], though it is not equal to any purely fractional operator. The case
a = 0, which corresponds to v being the harmonic extension of u in Rn × (0, 1), was
considered in [70], where the authors write explicitly the Fourier symbol of the operator
L0 in this specific case and show that, for large frequencies, the Fourier symbol of L0 is
asymptotic to the Fourier symbol of the half-Laplacian (observe that for a = 0 we have
s = 1/2).
The issue of understanding the local or non-local nature of the operator La depend-
ing on the parameter a ∈ (−1, 1) is the main purpose of the forthcoming work [112]. To
this end, a Fourier representation of La will be provided in [112] for every a ∈ (−1, 1).
1In this chapter we will always work with the extended problem satisfied by v (see problem (3.1.4)
below), hence we do not actually need to define the operator La nor to discuss under which conditions we
have uniqueness for solutions to (3.1.2). We have chosen to introduce the Dirichlet-to-Neumann operator
for the sake of completeness and to make a comparison with some well known related results for nonlocal
equations involving the fractional Laplacian.
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We study here the one-dimensional symmetry of certain bounded solutions to the
problem
Lau = f (u) in Rn, (3.1.3)
where f ∈ C1,γ(R), with γ > max{0,−a}, n = 3 and a ∈ (−1, 1).
The results obtained in this chapter extend a known result by de la Llave and Valdinoci
in [70]. In that paper, one-dimensional symmetry of monotone solutions of (3.1.3) is
established when n = 2 and a = 0. With the extension (3.1.2), our problem can be
formulated in the following local way, that we are going to consider throughout the
chapter: 
div(ya∇v) = 0 in Rn × (0, 1)
− lim
y→0
yavy = f (v) on Rn × {y = 0}
vy(x, 1) = 0 on Rn × {y = 1}.
(3.1.4)
We observe that this formulation of our problem is exactly (3.1.1) for the general n-
dimensional case, with H = 1 and the weight $(y) = ya. We will show that, if v is
a minimizer (in the sense of Definition 3.1.1 below) or a bounded monotone solution
for problem (3.1.4) with n = 3, then there exist a function v0 : R× (0, 1) → R and a
vector ω ∈ S2 such that
v(x, y) = v0(ω · x, y) for every x ∈ R3, y ∈ (0, 1).
In particular, the trace u of v on {y = 0} exhibits one-dimensional symmetry, i.e. it
is a function of only one Euclidean variable. See also Chapter 3 of [26] for additional
discussions.
It is interesting to point out that the results that we give here are new even in the
case a := 0, corresponding to uniform density of the fluid. Nevertheless, we provided
a general setting for the problem in (3.1.4) and we believe that such generality is worth-
while for a series of reasons:
• From a pure mathematical perspective, weights of the type ya belong to the Muck-
enhoupt2 class A2, see [82,83], which plays a special interest in the analysis of par-
tial differential equations with weights, since, in a sense, these weights constitute
the fundamental example of nontrivial, possibly singular or degenerate, weights,
for which a “good elliptic theory” is still possible;
• With respect to fractional operators, it is important to study different values of a,
corresponding to different values of the fractional parameter (and, in this case,
the value a := 0 is often a fundamental threshold dividing “local” and “nonlocal”
behaviors at large scales, see e.g. Theorem 1.5 in [123]);
2As customary, one says that a weight w belongs to the Muckenhoupt class A2 if there exists C > 0
such that, for all balls B, it holds that
−
∫
B
w(x) dx −
∫
B
1
w(x)
dx ≤ C,
with −
∫
denoting average. Roughly speaking, Muckenhoupt weights may be singular or degenerate, but
they cannot be “too singular or too degenerate”, in an integral sense. Also, w belongs to A2 if and only if
so does 1/w.
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• In applications, weights of the type ya can model laminated materials (see e.g. [55])
and, in the context of fluids, describe situations in which the density of the fluid
only depends on the depth;
• In other situations, equations as in (3.1.4) can be related to models in biological
mathematics, in which v represents for instance the density of a given popula-
tion: in this setting, many real-world experiments have confirmed that different
populations exhibit anomalous diffusion, and that the diffusion parameters vary
from one species to another (see e.g. [80] and the references therein), therefore it
is relevant for concrete models to study nonlocal equations for all the parameter
values;
• Most importantly, in our perspective, different values of a allow us more easily
to (at least formally) interpolate between classical partial differential equations
(in a sense, corresponding to the case a → 1) and strongly nonlocal equations
(corresponding to the case a → −1). Hence, since the case a := 0 is of course
extremely important to address, it is also crucial to comprise in the analysis all the
values a ∈ (−1, 1), so to develop a much better intuition of the problem and to per-
mit the use of continuity and bifurcation methods. In this way, the investigation of
nonlocal problems produces results for classical questions which would have not
been available with other techniques. For instance, a very neat example in which
fractional methods lead to new and important results in classical cases is embod-
ied by the recent work [92], in which the authors brilliantly exploit nonlocal tools
developed e.g. in [125] and [58] to obtain symmetry result in a Peierls-Nabarro
model;
• The investigation of fractional problems in the full range of the fractional expo-
nent cases s ∈
(
1
2 , 1
)
, s = 12 and s ∈
(
0, 12
)
is also important to understand
the different behaviors of the energy contributions (see e.g. [123]). As a mat-
ter of fact, typically, when s ∈
(
1
2 , 1
)
, in spite of the nonlocal character of the
problem, the major contribution is “of local type”, in the sense that it comes from
a very well delimited region of the space in which “all the action takes place”.
Conversely, when s ∈
(
0, 12
)
the major contribution comes “from infinity” and
long-range interactions become predominant. In this spirit, the case s = 12 keeps a
balance between these two energy tendencies and, in fact, when s = 12 the energy
contributions typically “repeat themselves at each dyadic scale”, and, in practice,
this special additional invariance often produces logarithmic energy terms that are
characteristic for the case s = 12 .
3.1.3 Connection with the Allen-Cahn equation and a conjecture by
De Giorgi
As we mentioned above, our operator La is related to the s-Laplacian (−∆)s, for s :=
(1− a)/2, and the fractional Laplacian can be seen as a Dirichlet-to-Neumann operator
for a local problem in the halfspaceRn+1+ . More precisely, Caffarelli and Silvestre in [46]
proved that one can study a semilinear nonlocal problem of the form
(−∆)su = f (u) in Rn, (3.1.5)
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by studying the associated local problemdiv(y
1−2s∇v) = 0 in Rn+1+
− lim
y→0
yavy = f (u) on Rn × {y = 0}.
The problem of finding one-dimensional symmetry results for monotone solutions to
(3.1.5) is the counterpart, in the fractional setting, of a celebrated conjecture stated in
1978 by E. De Giorgi about bounded and monotone solutions of the classical Allen-
Cahn equation −∆u = u− u3, see [68]. The nonlinearity u− u3, whose primitive (up
to a sign) has a double well potential structure, arises in the study of phase transitions
problem.
In dimension n = 2 the fractional De Giorgi conjecture has been proved in [44] for
s = 12 and in [43, 123, 130] for every s ∈ (0, 1). The same result in dimension n = 3
has been established by Cabré and Cinti in [35] and [36] with respectively s = 12 and
s ∈ (12 , 1). Then, Savin proved in [121] the conjecture in dimensions 4 ≤ n ≤ 8 for
s ∈ (12 , 1) and with the additional assumption
lim
xn→±∞
u(x′, xn) = ±1. (3.1.6)
Very recently, the conjecture has been proved in dimension n = 3 and with s ∈ (0, 12)
independently and with different methods by Dipierro, Farina and Valdinoci in [74]
(using an improvement of flatness result by [76]) and by Cabré, Cinti, and Serra in [37]
(by a different approach which relies on some sharp energy estimates and a blow-down
convergence result for stable solutions).
In another very recent result, Figalli and Serra proved in [92] the conjecture for
monotone solutions of the half-Laplacian in dimension four without assumption (3.1.6)
and we plan to further investigate this new method in the setting of water waves.
Focusing on the dimension that we take into account in this chapter, i.e. n = 3,
we want to stress an important difference between the water wave problem and the
fractional De Giorgi conjecture. As mentioned above, a different approach is needed
to prove the one-dimensional symmetry of solutions to (3.1.5) when the parameter s
crosses the value 12 . This is due to fact that the optimal energy estimates for solutions
of (3.1.5) change depending whether s is above or below 1/2, as shown in [36]. In
particular, only when s ∈ [1/2, 1) these energy estimates are enough to apply a Liouville
type result and hence to obtain one-dimensional symmetry. As we are going to see,
this does not happen in our case, since the framework is Rn × (0, 1) and the weight
ya is integrable between 0 and 1. This fact gives us some energy estimates that do not
depend on a and allows us to prove one-dimensional symmetry of certain solutions
to (3.1.3) with the same method for all the powers a ∈ (−1, 1), namely s ∈ (0, 1).
For similar results in further dimensions, both in the classical and in the nonlocal
case, see also [5, 12, 36, 43, 44, 76, 120, 123, 130].
We stress that these types of nonlocal or fractional problems usually present several
sources of additional difficulties with respect to the classical cases, such as:
• Lack of explicit barriers and impossibility of performing straightforward calcula-
tions;
• Slow decay of the solutions at infinity;
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• Long range interactions and contributions coming from infinity;
• Infinite energy amounts;
• Formation of new types of interfaces (such as “nonlocal minimal surfaces”).
In general, we also stress that nonlocal operators may present important differences
with respect to the classical ones, also at a very basic level (see e.g. the introductory
discussion in Section 2.1 of [1]).
3.1.4 Variational formulation
As one can easily observe, problem (3.1.4) has a variational structure. Let BR ⊂ Rn
denote the ball of radius R centered at 0, and CR the cylinder
CR := BR × (0, 1). (3.1.7)
The (localized) energy functional associated to problem (3.1.4) is given by
ER(v) = 12
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
G(v) dx,
where the associated potential G is such that G′ = − f . In particular, the potential G is
naturally defined up to an additive constant. To appropriately gauge such constant, we
set
cu := min{G(s) s.t. s ∈ [inf u, sup u]} (3.1.8)
in order to replace G(u) with G(u)− cu and work with a positive potential.
We can now give the definitions of minimizer and of stable solution for problem (3.1.4)
(problem (3.1.3) respectively) in a standard way.
Definition 3.1.1. We say that a bounded C1(Rn × (0, 1)) function v is a minimizer for
(3.1.4) if
ER(v) ≤ ER(w)
for every R > 0 and for every bounded competitor w such that v ≡ w on ∂BR × (0, 1).
We say that a bounded C1(Rn) function u is a minimizer for (3.1.3) if its extension v
satisfying (3.1.2) is a minimizer for (3.1.4).
Definition 3.1.2. We say that a bounded solution v of (3.1.4) is stable if∫
Rn×[0,1]
ya|∇ξ|2 dx dy−
∫
Rn×{y=0}
f ′(u)ξ2 dx ≥ 0
for every function ξ ∈ C10(Rn × [0, 1]).
We say that a bounded function u is a stable solution for (3.1.3) if its extension v
satisfying (3.1.2) is a stable solution for (3.1.4).
Clearly, if v is a minimizer for (3.1.4) then, in particular, it is a stable solution. As
we will observe later on in Section 3.3 (see Remark 3.3.2), also a monotone solution is
stable, hence stability is a weaker notion of both minimality and monotonicity.
70
The one-dimensional symmetry result in two dimensions for the particular case a =
0 obtained in [70] follows as a corollary of a more general result (see Theorem 1 in [70]),
which states that a bounded monotone solution satisfying a certain energy estimate is
necessarily one-dimensional.
More precisely, Theorem 1 in [70] requires the existence of a positive constant C such
that: ∫
CR
|∇xv(x, y)|2 dx dy ≤ CR2,
where ∇x denotes the gradient in the x-variables.
This is trivially true in the case n = 2, thanks to the fact that the gradient of v is
bounded, by standard elliptic estimates (see [96]).
3.1.5 Main results
The first result of this chapter generalizes Theorem 1 of [70] to the class of stable so-
lutions. As it will become clear from the proof, this generalization in itself is not too
difficult but it will be technically crucial for the purpose of this chapter, and in particu-
lar to prove the one-dimensional symmetry of monotone solutions inR3. Therefore, we
state explicitly this result as follows:
Theorem 3.1.3. Let f ∈ C1,γ(R), with γ > max{0,−a}, and let v be a bounded and stable
solution of (3.1.4).
Suppose that there exists C > 0 such that∫
CR
ya|∇xv(x, y)|2 dx dy ≤ CR2 (3.1.9)
for any R ≥ 2.
Then, there exist v0 : R× (0, 1)→ R and ω ∈ Sn−1 such that
v(x, y) = v0(ω · x, y) for any (x, y) ∈ Rn+1+ .
In particular, the trace u of v on {y = 0} can be written as u(x) = u0(ω · x).
Moreover, u′0 > 0 or u′0 ≡ 0.
From this Theorem, we can directly obtain as a Corollary the one-dimensional sym-
metry of stable solutions of (3.1.4), when n = 2 and for every a ∈ (−1, 1). This extends
the result of de la Llave and Valdinoci in [70], in which they consider n = 2, a = 0 and
v as a monotone solution of (3.1.4).
Corollary 3.1.4. Let f ∈ C1,γ(R), with γ > max{0,−a} and let n = 2. Assume that v is a
bounded stable solution for problem (3.1.4). Then, there exist v0 : R× (0, 1)→ R and ω ∈ S2
such that:
v(x, y) = v0(ω · x, y) for all (x, y) ∈ R3 × (0, 1).
In particular, the trace u of v on {y = 0} can be written as u(x) = u0(ω · x).
It is an open problem whether the energy estimate (3.1.9) holds for stable solutions
when n = 3. In the following two results, we establish it for minimizers and for mono-
tone solutions that, as observed before, are in particular stable solutions.
Next result is an energy estimate for minimizers in any dimension n. This type
of results are essential in order to check energy conditions as in (3.1.9) and so apply
Theorem 3.1.3.
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Theorem 3.1.5 (Energy estimate for minimizers). Let f ∈ C1,γ(R), with γ > max{0,−a},
and let v be a bounded minimizer for problem (3.1.4).
Then, we have
1
2
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
(G(v)− cu) dx ≤ CRn−1, (3.1.10)
for any R ≥ 2, where cu is the constant introduced in (3.1.8).
When n = 3 we can prove the same estimate for bounded solutions whose traces on
{y = 0} are monotone in some direction.
Theorem 3.1.6 (Energy estimate for monotone solutions for n = 3). Let f ∈ C1,γ(R),
with γ > max{0,−a}, and let v be a bounded solution of (3.1.4) with n = 3 such that its trace
u(x) = v(x, 0) is monotone in some direction.
Then, we have
1
2
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
(G(v)− cu) dx ≤ CR2, (3.1.11)
for any R ≥ 2, where cu is the constant introduced in (3.1.8).
As mentioned in Subsection 3.1.3, it is worth to stress a crucial difference between
these energy estimates and the ones for the fractional Laplacian obtained in [35, 36].
While in our case we can control the energy with a term that does not depend on the
exponent a of the weight, for the fractional Laplace problem this is not true when s is
small and belongs to the strongly nonlocal range of exponents: in particular, the sharp
energy estimates proved in [36] for s < 12 are not enough to obtain one-dimensional
symmetry of special solutions via a Liouville type argument.
As a consequence of Theorems 3.1.3, 3.1.5, and 3.1.6 we deduce the following result,
which can be seen as the main result of this chapter and provides the one-dimensional
symmetry for minimizers and monotone solutions of a three-dimensional water wave
problem.
Theorem 3.1.7. Let f ∈ C1,γ(R), with γ > max{0,−a} and let n = 3. Assume that one of
the two following condition is satisfied:
• v is a bounded minimizer for problem (3.1.4);
• v is a bounded solution of (3.1.4) such that its trace u(x) = v(x, 0) is monotone in some
direction.
Then, there exist v0 : R× (0, 1)→ R and ω ∈ S2 such that:
v(x, y) = v0(ω · x, y) for all (x, y) ∈ R3 × (0, 1).
In particular, the trace u of v on {y = 0} can be written as u(x) = u0(ω · x).
When n = 2 and a = 0, the analogue of Theorem 3.1.7 was established in [70]: the
improvement in our case comes from the enhanced energy estimates in Theorem 3.1.6.
We stress once again that the result in Theorem 3.1.7 holds true for all a ∈ (−1, 1) and, as
we are going to see, we can perform a unified proof for all a ∈ (−1, 1), without having
to distinguish different regimes. The fact that the results and the methods are common
for all a ∈ (−1, 1) is indeed a special feature for our problem, and it is related to the fact
that the equation in (3.1.4) is set in a slab (differently, for instance, from the cases in [35]
and [36], in which the energy behavior of minimal solutions is completely different in
dependence of a).
72
3.1.6 Technical comments and strategy of the proofs
It is interesting to point out that the results of this chapter are new not only in the three-
dimensional case, but also in the two-dimensional case when a 6= 0. As mentioned
above, in the two-dimensional case studied in [70] the energy estimate (3.1.9) follows
easily by standard elliptic estimates which ensure that the gradient of any bounded
solution to (3.1.4) is bounded. Of course, just using an L∞ bound on the gradient of the
solution, would imply that the energy in cylinders CR grows like Rn, which, for n = 3
would not be enough to apply Theorem 3.1.3.
Our first energy estimate for minimizers (Theorem 3.1.5) is obtained via a compari-
son argument, similar to the one used in [5], based on the construction of a competitor
which is constant in the smaller cylinder CR−1.
The proof of the energy estimate for monotone solutions is, instead, more involved
and it follows the strategy of [35, 36], in which a similar estimate is proved for the frac-
tional Laplacian.
Observe that in Theorem 3.1.6 we restrict the statement to the case n = 3. This
is due to the fact that, after taking the limit at ±∞ in the direction of monotonicity
of the solution, we reduce our problem to the classification of stable solutions in one
dimension less. Such a classification (more precisely the one-dimensional symmetry
and the monotonicity of the limit functions) is known only in dimension 2.
We point out that several important differences arise comparing the settings in [70]
and in [35, 36] with the one considered in this chapter. In particular:
• In [70], only the two-dimensional case is taken into account (and only the non-
singular and nondegenerate case a := 0). The lower dimensionality assumption
is important in [70] since it gives for free the appropriated bounds on the energy
growth;
• In [35, 36], the case of purely fractional operators are taken into account, while the
operators treated here are nonlocal, but nonfractional as well, and these special
features require here, among the other technical bounds, new energy estimates
and a new set of regularity results, that are tailored for the case under consider-
ation. On the other hand, as a byproduct of the sharp energy estimates that we
find, we are able to obtain symmetry results for all values of a ∈ (−1, 1) (while
the energy estimates in [35, 36] cannot be applied beyond the range (−1, 0], thus
reflecting the important difference between the water wave problem studied here
and the fractional Laplace problem in [35, 36]).
3.1.7 Organization of the chapter
The chapter is organized as follows:
• In Section 2 we collect some preliminary results on regularity and gradient esti-
mates for solutions to (3.1.4);
• In Section 3 we give the proof of Theorem 3.1.3, which is based on two preliminary
results: a characterization of stability (Lemma 3.3.1) and a Liouville type theorem
(Lemma 3.3.3). We also deduce directly Corollary 3.1.4;
• In Section 4 we prove the energy estimate for minimizers (Theorem 3.1.5);
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• In Section 5 we prove the energy estimate for monotone solutions (Theorem 3.1.6)
which needs several ingredients (mainly Lemma 3.5.2 and Lemma 3.5.6).
3.2 Regularity results and gradient bounds
In this section we collect some regularity results and gradient estimates for solutions to
problem (3.1.4).
We start by observing that the weight ya, with a ∈ (−1, 1) belongs to the so-called
Muckenhoupt class A2 and hence the theory developed by Fabes, Jerison, Kenig, and
Serapioni [82, 83] applies to the operator div(ya∇).
More precisely in [82,83] a Poincaré inequality, a Harnack inequality, and the Hölder
regularity for weak solutions of div(ya∇) = 0 are established . This theory gives interior
regularity for solutions of our problem (3.1.4). In the sequel we will need regularity up
to the boundary {y = 0} ∪ {y = 1} and some global L∞ estimates for the derivatives
of solutions to (3.1.4). For these results some care is needed, due to the presence of the
weight ya.
We define the weighted Sobolev spaces (recall (3.1.7))
L2(CR, ya) := {v : CR → R | yav2 ∈ L1(CR)}.
H1(CR, ya) := {v : CR → R | ya(v2 + |∇v|2) ∈ L1(CR)}.
In the sequel we will consider the following localized (in the x-variable) linear prob-
lem 
div(ya∇v) = 0 in CR
∂yv = 0 on BR × {y = 1}
−ya∂yv = g on BR × {y = 0}.
(3.2.1)
We start by giving the definition of weak solution for (3.2.1).
Definition 3.2.1. Let R > 0, and let g ∈ L1(BR). We say that a function v ∈ H1(CR, ya)
is a weak solution of problem (3.2.1) if∫
CR
ya∇v · ∇ξ dx dy−
∫
BR×{y=0}
g ξ dx = 0,
for every ξ ∈ C∞0 (BR × [0, 1]).
Later on, we will need the following duality principle which is the analogue, for our
problem, of Proposition 3.6 in [42] (see also [46]).
Lemma 3.2.2. Let g ∈ C(Rn), v ∈ C2(Rn × (0, 1)), and ya∂yv ∈ C(Rn × [0, 1]). If v is a
classical solution of 
div(ya∇v) = 0 in Rn × (0, 1)
∂yv = 0 on Rn × {y = 1}
−ya∂yv = g on Rn × {y = 0},
then the function w = −ya∂yv is a classical solution of the Dirichlet problem
div(y−a∇w) = 0 in Rn × (0, 1)
w = 0 on Rn × {y = 1}
w = g on Rn × {y = 0}.
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The result in Lemma 3.2.2 follows by a simple computation and we refer to [46] for
its proof.
We can now give a regularity result for the localized linear problem (3.2.1).
Proposition 3.2.3. Let g ∈ L∞(BR) and let v be a bounded weak solution of (3.2.1).
Then, there exists β ∈ (0, 1) (depending only on n and a) such that v ∈ Cβ(CR/2) with the
following estimate
‖v‖Cβ(CR/2) ≤ c
1
R,
for some c1R depending on n, a, R, ‖g‖L∞(BR), ‖v‖L∞(CR).
Moreover, we have
‖ya∂yv‖L∞(CR/2) ≤ c
2
R, (3.2.2)
for some c2R depending on the same quantities as above.
Proof. To prove the Cβ regularity of the solution v in BR/2 × [0, 1), we follow the ar-
gument used by Cabré and Sire to prove Lemma 4.5 in [42]. We need to modify such
argument since, in our case, the solution of (3.2.1) is not directly related to the fractional
Laplacian and a localization method needs to be exploited. First, we set g¯ = g η where
η ∈ C∞0 (Rn) is a cut-off function which is identically 1 in B 34 R, so that g¯ is now defined
on the whole Rn and agrees with g in B 3
4 R
. Let now v¯ be the bounded solution of{
div(ya∇v¯) = 0 in Rn+1+
−ya∂yv¯ = g¯ on Rn × {y = 0},
which is precisely the local problem in the halfspace Rn+1+ associated to the nonlocal
equation (−∆) 1−a2 u¯ = g¯, where u¯ = v¯(x, 0) (v¯ is the so-called Caffarelli-Silvestre exten-
sion of u¯, see [46]). By Remark 3.10 in [42], we have that v¯ is continuous and bounded in
Rn+1+ . Hence, by Proposition 2.9 in [127], we have that u¯ ∈ Cβ(Rn) for some β ∈ (0, 1)
depending only on n and a.
Let now v˜ := v− v¯. Then, in C3
4 R
⊂ Rn+1+ , the function v˜ solves{
div(ya∇v˜) = 0 in C3
4 R
−ya∂yv˜ = 0 on B3
4 R
× {y = 0}.
Since now we have reduced our problem to a problem with zero Neumann condition
on {y = 0} we can do an even reflection of the solution v˜ with respect to {y = 0} in
order to get a bounded weak solution of
div(|y|a∇v˜) = 0 in B3
4 R
× (−1, 1).
Now, we can apply the regularity theory in [83] (we recall that the weight |y|a be-
longs to the Muckenhoupt class A2) to get that v˜, and thus v, is Cβ(BR × [0, 1)) for some
β ∈ (0, 1) depending only on n and a.
The Cβ regularity for v up to the top boundary {y = 1} follows in a standard way,
again by even reflection with respect to {y = 1}, observing that the weight ya is non
degenerate for y = 1 and we have zero Neumann condition on this part of the boundary.
This conclude the proof of the first part of the statement.
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We now prove (3.2.2). By Lemma 3.2.2, the function w := −ya∂yv solves
div(y−a∇w) = 0 in CR
w = 0 on BR × {y = 1}
w = g on BR × {y = 0}.
We introduce the function
w := Ps¯(·, y) ∗ g¯
where g¯ = g η is defined in the first part of the proof, s¯ is such that 1− 2s¯ = −a and
Ps¯ is the Poisson kernel for the fractional Laplacian (see Proposition 3.7 and Remark 3.8
in [42]). We have that w ∈ L∞(Rn+1+ ) and satisfies{
div(y−a∇w) = 0 in Rn+1+
w = g¯ on Rn × {y = 0}.
Now, we can define w˜ := w− w. Arguing as in the first part of the proof, we have
that w˜ has zero (weighted) Neumann condition on {y = 0} and hence its odd reflection
across {y = 0} satisfies
div(|y|−a∇w˜) = 0 in B 3
4 R
× (−1, 1).
Using again the regularity theory in [83] (we recall that the weight |y|−a belongs to the
Muckenhoupt class A2) we get that w˜ is Cβ(BR/2 × [0, 1)) with β ∈ (0, 1) depending
only on n and a. Hence the function w = w˜ + w is bounded in BR/2 × [0, 1] with a
bound that only depends on the quantities specified in the statement of the proposition.
This concludes the proof.
As a consequence of Proposition 3.2.3, we get the following estimate for solutions to
the semilinear (localized) problem.
Corollary 3.2.4. Let f be a function in C1,γ(R) , with γ > max{0,−a} and let v be a bounded
solution of 
div(ya∇v) = 0 in CR
∂yv = 0 on BR × {y = 1}
−ya∂yv = f (v) on BR × {y = 0}.
Then, there exists β ∈ (0, 1) (depending only on n and a) such that v ∈ Cβ(CR/2) with the
following estimates
‖v‖Cβ(CR/2) ≤ c
1
R,
for some c depending on n, a, R, ‖ f ‖C1,γ , ‖v‖L∞(CR).
Moreover, we have
‖ya∂yv‖L∞(CR/2) ≤ c
2
R,
for some c depending on n, a, R, ‖ f ‖C1,γ , ‖v‖L∞(CR).
Proof. It is enough to observe that, since f ∈ C1,γ and v is bounded then f (v) is bounded
and hence Proposition 3.2.3 applies to v.
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In the following proposition, we establish global gradient estimates for solutions
to (3.1.4) (the semilinear problem in the infinite slab), which will be crucial to establish
our main result.
Proposition 3.2.5. Let f be a function in C1,γ(R) , with γ > max{0,−a} and let v be a
bounded solution of (3.1.4).
Then,
‖∇xv‖L∞(Rn×[0,1]) + ‖ya∂yv‖L∞(Rn×[0,1]) ≤ C1, (3.2.3)
for some C1 depending only on n, a, ‖ f ‖C1,γ , ‖v‖L∞ .
Proof. We start with the estimate for |∇xv|. Let us define the function
v1(x, y) :=
v(x + he, y)− v(x, y)
|h|β
where e ∈ Sn−1, h ∈ R and β given by Proposition 3.2.3 (and, without loss of generality,
possibly reducing β, we can assume that β is of the form 1/k for some integer k). By
Corollary 3.2.4, we have that v ∈ Cβ(CR/2) and hence that v1 is bounded in CR/4. In
addition, v1 solves
div(ya∇v1) = 0 in CR/4
∂yv1 = 0 on BR/4 × {y = 1}
−ya∂yv1 = f (v((x+he,0))− f (v(x,0))|h|β on BR/4 × {y = 0}.
(3.2.4)
Since f ∈ C1,γ(R) and v ∈ Cβ(CR/2), the right-hand side in the third equation of (3.2.4)
is bounded and we can apply Proposition 3.2.3 to v1 in the cylinder CR/4. Hence we
obtain that v1 is Cβ(CR/8) and, using Lemma 5.6 in [31] and the fact that the direction e
is arbitrary, that v is C2β(CR/8). We have that
‖v‖C2β(CR/8) ≤ cR
with cR depending on n, a, R, ‖ f ‖C1,γ(R), ‖v‖L∞(CR).
Now, we can iterate this procedure for a finite number (namely, k − 1) of times
such that kβ ≥ 1 (this is possible since β is a fix strictly positive number depend-
ing only on the quantities specified in Proposition 3.2.3). In this way, we deduce that
‖∇xv‖L∞(CR/8k ) is bounded. Moreover, since problem (3.1.4) is invariant under transla-
tions in the x-direction, we can obtain uniform estimates for ‖∇xv‖L∞ in any (closed)
cylinder CR/8k(z, 0) = BR/8k(z) × [0, 1] with z ∈ Rn. Observe that the bound c1R in
Proposition 3.2.3 depends on the radius but not on the center of the balls BR. Hence, by
a covering argument we obtain the global bound (3.2.3).
To prove the second part of the statement, we use the bound (3.2.2) of Corollary 3.2.4.
Again, after fixing the radius R = 1 and using a covering argument as before, we deduce
that ‖ya∂yv‖L∞(Rn×[0,1]) ≤ C1, with C1 depending only on n, a, ‖ f ‖C1,γ , ‖v‖L∞ , which
concludes the proof.
3.3 Proof of Theorem 3.1.3
In this section we establish Theorem 3.1.3 with a proof based on two main ingredients.
The first one is the following characterization of stability, which is the analogue for our
problem of Lemma 6.1 in [43].
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Lemma 3.3.1. Let d be a bounded, Hölder continuous function on Rn. Then the inequality∫
Rn×(0,1)
ya|∇η|2 dx dy +
∫
Rn×{y=0}
d(x)η2 dx ≥ 0 (3.3.1)
holds true for any η ∈ C10(Rn × [0, 1]) if and only if there exists a Hölder continuous function
ϕ ∈ H1loc(Rn × [0, 1], ya), such that
div(ya∇ϕ) = 0 in Rn × (0, 1)
−ya∂yϕ+ d(x)ϕ = 0 on Rn × {y = 0}
∂yϕ = 0 on Rn × {y = 1}
(3.3.2)
with
ϕ > 0 in Rn × [0, 1].
Proof. We first assume the existence of ϕ and we prove (3.3.1). Taken a test function η as
in the statement of Lemma 3.3.1, we can multiply (3.3.2) by η
2
ϕ and then integrate over
Rn × (0, 1). We obtain:
0 =
∫
Rn×(0,1)
div(ya∇ϕ)η
2
ϕ
= −
∫
Rn×{y=0}
ya∂yϕ
η2
ϕ
− 2
∫
Rn×(0,1)
ya
η
ϕ
∇η · ∇ϕ+
∫
Rn×(0,1)
ya
|∇ϕ|2η2
ϕ2
≥ −
∫
Rn×{y=0}
d(x)η2 −
∫
Rn×(0,1)
ya|∇η|2,
where in the last estimate, we have used the boundary data of (3.3.2) and Cauchy-
Schwarz inequality. This establishes (3.3.1).
The other implication is more delicate to prove. We first define
QR(ξ) :=
∫
CR
ya|∇ξ|2 dx dy +
∫
BR×{y=0}
d(x)ξ2 dx
and we take λR as the infimum of QR(ξ) in the set
SR :=
{
ξ ∈ H1(CR, ya) : ξ ≡ 0 on ∂BR × (0, 1),
∫
BR
ξ2 = 1
}
⊂ H0(CR, ya) = {ξ ∈ H1(CR, ya) : ξ ≡ 0 on ∂BR × (0, 1)}.
From the stability assumption and Definition 3.1.2, we know that λR ≥ 0. We want to
prove that λR is strictly decreasing in R, in order to deduce that
λR > 0. (3.3.3)
To show that λR is decreasing in R, we observe that from the hypothesis λR is nonin-
creasing and QR is bounded below in SR, since d is a bounded function. Now, if we
take a minimizing sequence (ξk)k ⊂ SR, we have that (∇ξk) is uniformly bounded in
L2(CR, ya). Using also the compactness of the inclusion H0(CR, ya) ⊂ L2(BR) (see the
proof of Lemma 4.1 in [43]), we can state that the infimum of QR in SR is achieved by a
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function ϕR ∈ SR. We observe also that, up to take |ϕR| instead of ϕR, we can choose
ϕR ≥ 0. We remark that the function ϕR solves
div(ya∇ϕR) = 0 in CR
−ya∂yϕR + d(x)ϕR = λRϕR on BR × {y = 0}
∂yϕR = 0 on BR × {y = 1}
ϕR = 0 on ∂BR × (0, 1).
(3.3.4)
Hence, from the strong maximum principle, we have that ϕR > 0 in CR.
Now, we take R1 < R2 and our goal is to show that λR1 > λR2 . Since λR1 ≥ λR2 due
to the inclusion of the domains, we argue by contradiction and suppose that λR1 = λR2 .
The strategy is then to integrate by parts the quantity∫
CR1
ϕR2div(y
a∇ϕR1)
in order to obtain a contradiction. Indeed, by using (3.3.4) and the fact that λR1 = λR2 ,
we find that ∫
∂BR1×(0,1)
yaϕR2
∂ϕR1
∂ν
= 0. (3.3.5)
Since ϕR2 > 0 and
∂ϕR1
∂ν < 0 on ∂BR × (0, 1), the identity in (3.3.5) cannot hold true, thus
we have reached the desired contradiction. Hence λR is strictly decreasing in R and the
proof of (3.3.3) is complete.
Using the definition of λR and the fact that λR is strictly positive, we obtain that
QR(ξ) ≥ λR
∫
BR
ξ2 ≥ −δR
∫
BR
d(x)ξ2 for all ξ ∈ SR
with 0 < δR :=
λR
‖d‖∞ , and therefore
QR(ξ) ≥ εR
∫
CR
ya|∇ξ|2, (3.3.6)
with εR := 1− 11+δR > 0. Now we are able to prove that, fixed cR > 0, there exists a
solution ϕR to the problem
div(ya∇ϕR) = 0 in CR
−ya∂yϕR + d(x)ϕR = 0 on BR × {y = 0}
∂yϕR = 0 on BR × {y = 1}
ϕR = cR on ∂BR × (0, 1).
(3.3.7)
Setting ϕR := ψR + cR, this problem is equivalent to the following one
div(ya∇ψR) = 0 in CR
−ya∂yψR + d(x)ψR + cRd(x) = 0 on BR × {y = 0}
∂yψR = 0 on BR × {y = 1}
ψR = 0 on ∂BR × (0, 1).
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We notice that we can solve the latter system by minimizing in the space H0(CR, ya) the
functional
D(ξ) =
1
2
∫
CR
ya|∇ξ|2 +
∫
BR×{y=0}
[
1
2
d(x)ξ2 + cRd(x)ξ
]
=
1
2
QR(ξ) + cR
∫
BR×{y=0}
d(x)ξ.
Since this functional is bounded from below and coercive in H0(CR, ya), thanks to (3.3.6),
and since the inclusion H0(CR, ya) ⊂ L2(BR) is compact, there exists a minimizer of D
in H0(CR, ya).
We want now to show that ϕR is strictly positive. To do this, we consider its negative
part ϕ−R . By definition, it vanishes on ∂BR × (0, 1), and we can compute that QR(ϕ−R )=0.
Since the first eigenvalue λR of QR is positive, we have that ϕ−R ≡ 0 and so ϕR ≥ 0.
Hence, using the Hopf Lemma (see Lemma 4.11 in [42]), we deduce that ϕR > 0 in CR.
Now that we have found a positive solution of (3.3.7), next step is proving that for a
fixed δ > 0
sup
CR
ϕS ≤ c˜R for all S > R + δ, (3.3.8)
for some c˜R > 0 (we stress that c˜R depends on R but not on S). To do that, we choose
cR in (3.3.7) such that ϕR(0) = 1. 3 Let now ϕS be a solution of (3.3.7) in CS, with
S > R + δ. We take a family of half balls {B+r,i}i ⊂ Rn × [0, 1], centered in (x, 0) with
x ∈ BR, of radius r ∈ (0, δ4), in such a way that they cover BR × {y = 0} and they have
finite mutual intersection. They are in finite number and we call this number k (such
number depends on R, but not on S). Since these balls cover BR × {y = 0}, there exists
j ∈ {1, . . . , k} such that 0 ∈ B+r,j. Since B+4r,j ⊂ CS, we can use the Harnack inequality of
Lemma 4.9 in [42] and obtain:
sup
B+r,j
ϕS ≤ KR infB+r,j
ϕS ≤ KR for every S > R + δ,
where KR is a constant depending only on R. Now, using again the Harnack inequality
in every ball B+r,i of the covering, and using the fact that the balls intersect two-by-two,
we obtain the boundedness of ϕS over BR×{y = 0}. Thanks to the Neumann condition
on the top of the slab, we can extend this bound, using the maximum principle, to the
whole cylinder of radius R, obtaining (3.3.8).
Using now the regularity result for the linear problem established in Proposition 3.2.3,
we have a uniform bound on ‖ϕS‖Cβ(BR/2×[0,1]) for every S > R + δ, therefore we can
find a subsequence of (ϕS) that converges locally to a function ϕ ∈ Cβloc(Rn× [0, 1]) that
is positive and solves (3.3.2).
Remark 3.3.2. Let v be a solution of (3.1.4) such that ∂xn v(x, y) > 0 for any (x, y) ∈
Rn× [0, 1). Then, we can apply Lemma 3.3.1 with the choice d := − f ′(u) and ϕ := ∂xn v,
to deduce that v is stable. The stability of monotone solutions for this kind of problems
3To see that this is possible, consider ϕ1R to be the solution of (3.3.7) with cR = 1. Hence, by the
Hopf Lemma, ϕ1R(0) 6= 0. It is then enough to divide ϕ1R by the value ϕ1R(0) to get a solution of (3.3.7)
(corresponding to cR = (ϕ1R(0))
−1) which takes value 1 at 0.
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has already been observed in Lemma 7 in [70] for the case a = 0. We stress that in this
chapter we also need the existence of a positive solution to the linearized problem as a
necessary (and not only sufficient) condition for stability.
The second ingredient in the proof of Theorem 3.1.3 is the following Liouville-type
result, which is the analogue of Theorem 4.10 in [42]. For its proof, we refer to Section 4.4
of [42], where a similar result is proven for some semilinear equations in the half-space.
In this case, the adaptation to our framework is straightforward.
Lemma 3.3.3. Let ϕ be a positive function in L∞loc(R
n × [0, 1]), σ ∈ H1loc(Rn × [0, 1], ya) such
that: {
−σdiv(yaϕ2∇σ) ≤ 0 in Rn × (0, 1)
yaσ ∂σ∂ν ≤ 0 on Rn × ({y = 0} ∪ {y = 1})
in the weak sense. If in addition: ∫
BR×(0,1)
ya
(
ϕσ
)2 ≤ CR2
holds for every R > 1, then σ is constant.
We can now give the
Proof of Theorem 3.1.3. Let v be a stable solution of (3.1.4). Lemma 3.3.1 implies that there
exists a positive function ϕ that solves (3.3.2) with d(x) = − f ′(u(x)). We can define the
functions
σi =
∂xi v
ϕ
for i = 1, . . . , n.
Our goal is to prove that they are constant. For every fixed i, since ϕ2∇σi = ϕ∇vxi −
vxi∇ϕ and using that both vxi and ϕ satisfy the linearized problem (3.3.2) with d(x) =− f ′(u(x)), we deduce
div(yaϕ2∇σi) = 0.
Moreover, using again that vxi and ϕ satisfy the same linearized problem (in partic-
ular they have the same Neumann condition on {y = 0}), we have
yaσi∂yσi = ya
vxi
ϕ2
vxiy − ya
v2xi
ϕ2
ϕy
ϕ
= 0 on ({y = 0} ∪ {y = 1})×Rn.
Finally, assumption (3.1.9) gives∫
CR
ya(ϕσi)2 =
∫
CR
ya|∂xi v|2 ≤ CR2,
and hence we can apply Lemma 3.3.3 to deduce that σi is constant for every i ∈ {1, . . . , n}
and we call these constants ci. If ci = 0 for every i = 1, . . . n then v only depends on y (it
is constant in the x-variables). Otherwise, the solution v only depends on the variable y
and on the one parallel to the vector (c1, . . . , cn, 0). We call this horizontal variable x˜:
x˜ = ∑
n
i=1 cixi
(∑ni=1 c
2
i )
1
2
.
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We have thus proven that the trace u of v on {y = 0} is a function of only one
Euclidean variable and hence can be written in the form
u(x1, . . . , xn) = u0(x˜),
where u0 is a function defined on R. We can compute the derivative of u0 to get
u′0 =
( n
∑
i=1
c2i
) 1
2
ϕ.
If ci = 0 for every i ∈ {1, . . . , n} then u′0 ≡ 0, otherwise u′0 > 0. This concludes the proof
of Theorem 3.1.3.
From Theorem 3.1.3 we can directly deduce the
Proof of Corollary 3.1.4. Since we are considering the case n = 2, we have from the gra-
dient estimate in Proposition 3.2.5 that
ER(v) ≤ CR2.
This energy estimate allows us to apply Theorem 3.1.3 and to obtain that there exist
v0 : R× (0, 1)→ R and ω ∈ S1 such that
v(x, y) = v0(ω · x, y) for any (x, y) ∈ R2 × (0, 1).
3.4 Energy estimate for minimizers
This section is devoted to the proof of Theorem 3.1.5. Here we prove the energy es-
timate (3.1.10) for solutions of (3.1.3) which minimize the associated energy, and we
argue in an arbitrary dimension n (instead of taking n = 3 as we are going to do in
the next section). It is worth noting that even if the estimate has no dimensional con-
straint in the case of minimal solutions, this will not give one-dimensional symmetry of
minimizers in further dimensions by applying our method, unless one is willing to take
additional assumption on the energy growth of the solutions. Indeed, in order to prove
Theorem 3.1.7 we will use Theorem 3.1.3, which requires the energy in CR to grow like
R2.
We consider v as a bounded minimizer of the functional:
ER(v) = 12
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
{G(u)− cu} dx,
such that v(x, 0) = u(x). The function v solves (3.1.4), and the potential G is such that
G′(u) = − f (u). Recall that the potential G is naturally defined up to an additive con-
stant and that we have set cu to be the minimum of G in the range of u (see (3.1.8)), so
that G(u)− cu ≥ 0. Moreover, we call τ the minimum point of G: in this way, we have
that G(τ)− cu = 0.
As we are going to see, we can directly prove Theorem 3.1.5 using a comparison ar-
gument with a suitable choice of the competitor.
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Proof of Theorem 3.1.5. Since v is a minimizer of E , for every admissible competitor w
(i.e. w = v on ∂BR × (0, 1)) we have
ER(v) ≤ ER(w).
We define
w(x, y) := ηR(x)τ + (1− ηR(x))v(x, y), (3.4.1)
where ηR : Rn → [0, 1] is a smooth function that is equal to 1 inside BR−1 and that
vanishes outside BR. In this way, w is constantly equal to τ in the cylinder BR−1 × [0, 1]
and it is equal to v(x, y) on the lateral boundary ∂BR × [0, 1], so w is an admissible
competitor.
Now we recall the fact that if u is a bounded solution of (3.1.3), then from Proposition
3.2.5
‖∇xv‖L∞(Rn×[0,1]) ≤ C and ‖ya∂yv‖L∞(Rn×[0,1]) ≤ C. (3.4.2)
Using (3.4.2) and the definition (3.4.1) of w, we can control the energy of w (up to
subtracting the constant cu in the potential term) as
1
2
∫
CR
ya|∇v|2 dx dy +
∫
BR
{G(w)− cu} dx
≤ C
∫
CR\CR−1
ya|∇v|2 dx dy + C
∫
CR\CR−1
ya
{
|v|2 + τ2
}
dy
+
∫
(BR\BR−1)×{y=0}
{G(w)− cu} dx
≤ CRn−1
(∫ 1
0
ya dy +
∫ 1
0
y−a dy
)
+ CRn−1 ≤ CRn−1.
This concludes the proof of Theorem 3.1.5.
3.5 Energy estimates for monotone solutions
The main goal of this section is to prove the energy estimate of Theorem 3.1.6 in dimen-
sion three for monotone solutions of (3.1.3). We first give the following result, which is
the counterpart of Corollary 6 in [70] in presence of a weight.
Lemma 3.5.1. Let v be a solution of (3.1.4) such that ∂xn v(x, 0) > 0 for any x ∈ Rn.
Then, ∂xn v(x, y) > 0 for any (x, y) ∈ Rn × [0, 1).
Proof. We start by observing that the weak and strong maximum principle hold for
weak solutions of problem (3.1.4). This follows exactly as in Remark 4.2 in [42], with
the only difference that now we have a Neumann condition on the bottom boundary
{y = 1}. In this part of the boundary it is then enough to apply Hopf’s Lemma to a
possible minimum of the solution v to get the result. With maximum principles at hand,
the proof of the desired result follows exactly the proof of Lemma 5 in [70].
Let now n = 3 and let v be a solution of (3.1.4) whose trace u on {y = 0} is monotone
in the last direction x3. By Lemma 3.5.1, v is monotone in x3 in the whole slabR3× [0, 1],
hence we can define two limit profiles of v as
v(x′, y) := lim
x3→+∞
v(x, y),
v(x′, y) := lim
x3→−∞
v(x, y),
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where x′ = (x1, x2). Notice that v and v are defined in R2 × [0, 1], namely we reduced
the problem by one dimension by taking the limit in x3. This fact allows us to deduce
good energy estimates for both v and v which, in turn, implies the one-dimensional
symmetry and the monotonicity of u and u on {y = 0}. With these properties for v
and v, we are able to characterize the potential G associated to equation (3.1.3) (see
Lemma 3.5.5 below).
Then, the proof of the energy estimates for monotone solutions follows by these two
steps:
• if v is a bounded monotone solution to (3.1.4), then it is in particular a minimizer
for the associated energy in a restricted class of functions SR (basically functions
w˜ such that v ≤ w˜ ≤ v);
• the characterization of G implies that the competitor w constructed in the previous
section belongs to the class SR.
Some of these results are well known in the classical case or for the fractional Lapla-
cian. Here, we need to prove them for our water waves problem, which offers a series
of specific complications also due to the fact that the Poisson kernel is not explicit. For
the sake of completeness, we are going to explain all the details in this section.
Using Theorem 3.1.3, we are able to prove some important properties of the two limit
profiles. This also gives a characterization of the potential G as a corollary.
Lemma 3.5.2. Let f ∈ C1,γ(R) with γ > max{0,−a} and v a bounded solution of (3.1.4)
whose trace u on {y = 0} is monotone in x3.
Then v and v are bounded and stable solutions of (3.1.4) with n = 2, and each of them is
either constant or one-dimensional and monotone in the (x1, x2)-plane.
From Lemma 3.5.2, one also obtains:
Corollary 3.5.3. Set m = inf u ≤ m˜ = sup u and M˜ = inf u ≤ M = sup u . Then
G > G(m) = G(m˜) in (m, m˜), G′(m) = G′(m˜) = 0 and G > G(M) = G(M˜) in (M, M˜),
G′(M) = G′(M˜) = 0.
Proof of Lemma 3.5.2. We prove the desired result for v, clearly the same proof can be
replied for v.
The fact that v is a solution follows from seeing it as the limit of a sequence of func-
tions in four variables, that is
v(x′, y) = lim
t→∞ v
t(x′, x3, y),
where vt(x′, x3, y) = v(x′, x3 + t, y). By Corollary 3.2.4, we have that vt uniformly con-
verges up to subsequences to v in the Cβ sense on compact sets.
Now we want to prove that
v is stable (3.5.1)
and then apply Theorem 3.1.3. By Remark 3.3.2, we have that if v is a monotone solution
of (3.1.4) in dimension n = 3, then v is stable in R3 × (0, 1), hence∫
R3×(0,1)
ya|∇ξ|2 +
∫
R3×{y=0}
f ′(u)ξ2 ≥ 0, (3.5.2)
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for all ξ ∈ C∞0 (R3 × (0, 1)). Following an idea in [35], we define a special test function
ξ in order to get the stability inequality for v. We take ρ > 0 and a function φρ ∈
C∞0 (R, [0, 1]) such that φρ = 0 in (−∞, ρ) ∪ (2ρ+ 2,+∞) and φρ = 1 in (ρ+ 1, 2ρ+ 1).
For every η ∈ C∞0 (R2 × (0, 1)) we define ξ(x, y) = η(x′, y)φρ(x3). So (3.5.2) becomes,
after dividing it by αρ =
∫
R
φ2ρ:
∫
R2×(0,1)
ya|∇η|2 dx′ dy +
∫
R2×(0,1)
yaη2 dx′ dy
∫
R
(φ′ρ)2
αρ
dx3+
−
∫
R2×{y=0}
η2 dx′ dy
∫
R
f ′(v)
φ2ρ
αρ
dx3 ≥ 0.
When ρ → +∞ the second term vanishes, because of the definition of φρ. In the third
term, thanks to the fact that f ∈ C1(R), we have that f ′(v)→ f ′(v), hence∫
R2×(0,1)
ya|∇η|2 −
∫
R2×{y=0}
f ′(v)η2 ≥ 0.
So we proved (3.5.1). In order to conclude that v is one-dimensional and monotone in
the (x1, x2)-plane it is enough to apply Theorem 3.1.3, after observing that, from Propo-
sition 3.2.5, |∇xv| ∈ L∞(R2 × [0, 1]) and hence assumption (3.1.9) is satisfied.
Before proving Corollary 3.5.3, we define the notion of layer solution of (3.1.3) and
we give a sufficient condition for the potential G to have a double-well structure.
Definition 3.5.4. We say that v is a layer solution for (3.1.4) if it satisfies (3.1.4),
vxn(x, 0) > 0 for all x ∈ Rn
and
lim
xn→±∞
v(x, 0) = ±1 for every x′ ∈ Rn−1,
where x = (x′, xn) ∈ Rn.
The following result gives a necessary condition to the existence of layer solutions
of (3.1.4) with n = 1.
Lemma 3.5.5. Let f ∈ C1,γ(R), with γ > max{0,−a} and G′ = f . Let v be a bounded layer
solution of 
div(ya∇v) = 0 in Rn × (0, 1)
−yavy(x, 0) = f (v) on Rn × {y = 0}
vy(x, 1) = 0 on Rn × {y = 1}.
(3.5.3)
Then
G′(1) = G′(−1) = 0. (3.5.4)
Moreover, if n = 1, we also have
G > G(1) = G(−1) in (−1, 1). (3.5.5)
Potentials satisfying (3.5.4), (3.5.5) are called “double-well potentials”.
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Proof of Lemma 3.5.5. The proof combines some ideas contained in the proofs of Lemmas
4.8 and 5.3 in [42].
First we prove that G′(1) = G′(−1) = 0, which holds in any dimension n. We take η
smooth and nonnegative with compact support in B1 × [0, 1) and with strictly positive
integral over B1. For R > 0 we define ηR := η( xR , y). We slide the function v in the xn
direction by considering
vt(x, y) = v(x′, xn + t, y),
which is also a solution of (3.5.3). So we have:
0 =
∫
CR
div(ya∇vt)ηR =
∫
BR×{y=0}
f (ut)ηR −
∫
CR
ya∇vt · ∇ηR
=
∫
BR×{y=0}
f (ut)ηR −
∫
BR×{y=0}
yaut∂yηR +
∫
CR
vtdiv(ya∇ηR).
We have that the first integral converges as t → ∞ to f (1)Rn ∫B1 η and the other two
integrals are bounded by CRn−1. Hence | f (1)| ≤ CR for every R and we get f (1) = 0 by
letting R→ ∞. In the same way we can prove that G′(−1) = 0.
We prove now the second part of the statement. Let n = 1; we claim that∫ 1
0
ta
2
(
v2x(x, t)− v2y(x, t)
)
dt = G(u(x, 0))− G(1).
First, we define the function w as:
w(x) =
∫ 1
0
ta
2
(
v2x − v2y
)
(x, t) dt.
We remark that w is well defined and bounded thanks to (3.2.3). In addition, Proposition
3.2.5 allows us to derive under the integral sign in the definition of w(x), so we can
compute the derivative of w as
∂xw(x) =
∫ 1
0
ta(vxvxx − vyvxy)(x, t) dt
= lim
y→0
yavy(x, y)vx(x, y) =
d
dx
G(u(x, 0)),
(3.5.6)
where we have used an integration by parts and the fact that v is a solution of (3.5.3).
Using (3.5.6), we obtain that
w(x)− [G(v(x, 0))− G(1)] = C
for some constant C. Our next goal is proving that C = 0.
To this end, first we point out the estimate
|w(x)| ≤ C
∫ 1
0
ta|∇v(x, t)|2 dt.
We prove now that for every fixed R > 0
‖∇xv‖L∞(CR(x,0)) + ‖ya∂yv‖L∞(CR(x,0)) −→ 0 as x → +∞, (3.5.7)
where CR(x, 0) = BR(x, 0)× (0, 1) ⊂ R× (0, 1).
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Suppose by contradiction that there exist R > 0, y ∈ R, ε > 0 and a sequence
tm → +∞ such that:
‖∇xv‖L∞(CR(x,0)) + ‖ya∂yv‖L∞(CR(x,0)) ≥ ε for every m. (3.5.8)
Notice that vtm is a solution of (3.5.3) for every m. Also, the sequence vtm is uniformly
bounded. Consequently, we obtain Cβ(CS) estimates for vtm from Proposition 3.2.3, and
we stress that these estimates are uniform in m for every S > 0. From this fact we have
that, up to subsequences, vtm converges to a bounded function v ∈ Cβloc(R× [0, 1]) such
that
div(ya∇v) = 0.
Since v ≡ 1, we get a contradiction with (3.5.8) and we obtain (3.5.7).
Letting now x → +∞ and using (3.5.7), we deduce that C = 0. Moreover taking the
limit for x → −∞, we also have that
G(1) = G(−1).
Now, we are left with proving that
G > G(1) in (−1, 1).
In order to do that, we want to prove that for every x ∈ [0, 1)∫ x
0
ta
2
(
v2y(t, y)− v2x(t, y)
)
dt < G(u(0, y))− G(1). (3.5.9)
We define for every y ∈ R and x ∈ [0, 1]
η(x, y) :=
∫ x
0
ta
2
(
v2y(t, y)− v2x(t, y)
)
dt
and
ϕ(x, y) := G(u(x, 0))− G(1)− η(x, y).
First, we observe that ϕ can not be constant. Indeed, since η(x, 0) = 0, the fact that ϕ is
constant would imply that G is also constant. This would give f ≡ 0 and so u would be
constant, in contradiction with the monotonicity property ux > 0.
Using the fact that div(ya∇v) = 0, we can compute the derivatives of ϕ as
∂yϕ(x, y) = −y
a
2
(v2x − v2y)
and ∂xϕ(x, y) = yavx(x, y)vy(x, y).
Hence, after some computations (see also the proof of Lemma 5.3 in [42]) we see that
ϕ(x, y) is bounded and satisfies
div(ya∇ϕ(x, y)) = −ay2a−1v2x(x, y) (3.5.10)
in R× (0, 1). Our last claim is that
ϕ is strictly positive on R× [0, 1). (3.5.11)
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Notice that this claim implies (3.5.9). In order to prove (3.5.11), we assume by contra-
diction that there exists (x0, y0) in R× [0, 1) such that ϕ(x0, y0) ≤ 0.
Let us divide the proof in two cases, considering at a first attempt a ≥ 0. From (3.5.10)
it follows that
div(ya∇ϕ(x, y)) ≤ 0 (3.5.12)
and, using also the Hopf Lemma 4.11 in [42], we can say that y0 = 0. Hence there exists
x0 ∈ R such that
G(u(x0, 0))− G(1) ≤ 0.
But ψ(x) = G(u(x, 0))− G(1) goes to zero when x → ±∞, so we can take x0 as a global
minimum for ψ. It follows that
0 =
d
dx
G(u(x0, 0)) = lim
y→0
yavy(x0, y)vx(x0, y)
and from the monotonicity property of v, see Remark 3.3.2, we have
0 = − lim
y→0
yavy(x0, y).
By the maximum principle, the point (x0, 0) is also the minimum of ϕ(x, y) = G(u(x, 0))−
G(1)− η(x, y). Since ϕ is the extension of ψ satisfying (3.5.12), we have that (x0, 0) is a
strict minimum for ϕ and we get a contradiction by considering
0 > −ya∂yϕ(x0, y)|{y=0} = ya∂yη(x, y)|{y=0}
= lim
y→0
y2a
2
(
v2y(x0, y)− v2x(x0, y)
)
= lim
y→0
y2a
2
v2x(x0, y) ≥ 0.
This contradiction proves (3.5.11) in the case a ≥ 0. Now we deal with the case a < 0.
First, we compute
div(y−a∇ϕ(x, y)) = −ay−1v2y(x, y). (3.5.13)
Recalling that we are supposing that a negative minimum of ϕ is achieved at (x0, y0) ∈
Rn × [0, 1), we want to show that y0 = 0. Since now a is negative, we have to add an
extra term from (3.5.13) and consider
0 = div(y−a∇ϕ) + ay−1v2y = div(y−a∇ϕ) +
(
ay−a−1
vy
vx
)
ϕx.
From the fact that this last operator is uniformly elliptic with continuous coefficients in
compact sets of Rn × (0, 1), it follows that y0 = 0. Now, we can obtain a contradiction
by considering
0 ≥ − lim inf
y→0+
y−a∂yϕ(x0, y) = ya∂yη(x, y)|{y=0}
= lim inf
y→0
1
2
(
v2x(x0, y)− v2y(x0, y)
)
=
1
2
v2x(x0, 0) > 0.
Notice that we have used also the fact that, from (3.2.3), |vy(x0, y)| ≤ Cy−a → 0 as
y→ 0+. This proves (3.5.11) also when a is negative and finishes the proof.
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Now that we have characterized the potential G in presence of a layer solution, we
are able to deduce Corollary 3.5.3 from Lemma 3.5.2.
Proof of Corollary 3.5.3. We want to find a layer solution of (3.1.4) in order to use the
characterization given by Lemma 3.5.5. Our candidate is the function w defined as
w := 2
(
v− M˜
M− M˜
)
− 1.
We take the function h(w) := 2 f (v)
M−M˜ , and we call H the potential associated to h, so
H′ = −h. Then, w is a solution of problem (3.1.4) with n = 2 with f replaced by the
new nonlinearity h(w). By Lemma 3.5.2 w is either constant or one-dimensional in the
{x1, x2}-plane, and it is monotone if it is not constant. According to Definition 3.5.4, we
have that w is a layer solution of problem (3.1.4) (with the new nonlinearity h). Now
we can apply Lemma 3.5.5, and obtain that H is a double-well potential. Restating this
result for G, we have that G is forced to satisfy G′(M˜) = G′(M) = 0 and G > G(M˜) =
G(M) in (M˜, M).
Using v instead of v, we can prove with the same argument that G′(m˜) = G′(m) = 0
and G > G(m˜) = G(m) in (m, m˜).
As a final step before giving the proof of Theorem 3.1.6, we need to prove the follow-
ing result, which ensures that if v is a bounded monotone solution for problem (3.1.4),
then it is a minimizer in a particular class of functions. This result can be seen as the
counterpart of Proposition 6.2 in [36] for the case into consideration here, in which we
have to take into account the singularity and degeneracy of the weights, the different
domain of the equation and the different boundary conditions.
Lemma 3.5.6. Let f ∈ C1,γ(R), with γ > max{0,−a}, v a bounded solution of (3.1.4) with
n = 3, such that its trace u(x) = v(x, 0) is monotone in its third variable.
Then
ER(v) ≤ ER(w)
for every w ∈ H1(CR, ya) such that w = v on ∂BR × (0, 1) and v ≤ w ≤ v in CR.
Proof. The proof of this property follows the proof of Proposition 6.2 in [36] and is based
on two results:
(i) Uniqueness of solutions to the problem
div(ya∇w) = 0 in CR
w = v on ∂BR × (0, 1)
−ya∂yw = f (w) on BR × {y = 0}
∂yw = 0 on BR × {y = 1}
v ≤ w ≤ v in BR × (0, 1)
(3.5.14)
We give here a proof of this result that uses the idea of sliding the function v in the
xn-direction. Keeping in mind that u and u are respectively the trace of v and v on
{y = 0}, let w be a solution of (3.5.14).
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By Hopf Lemma (see Lemma 4.11 in [42]) and the maximum principle, we have
that
v < w < v in CR. (3.5.15)
Now we slide the function v in the direction of monotonicity xn. We take
vt(x, y) := v(x1, . . . , xn−1, xn + t, y).
Since vt → v uniformly in CR and by (3.5.15), we have that w < vt in CR for t large
enough. We take s as
s := inf
{
t > 0 s.t. w < vt in CR
}
.
We need to prove that
s = 0. (3.5.16)
Suppose by contradiction that s > 0. Then we would have w ≤ vs in all BR × [0, 1]
and there must be a point (x¯, y¯) in which the two functions coincide. But (x¯, y¯) /∈
∂BR × (0, 1) because along ∂BR × (0, 1) it holds that w = v, and we have the
monotonicity hypothesis on v. So (x¯, y¯) must be either in CR or in BR × {y =
0} ∪ BR × {y = 1}, but we get a contradiction either with the maximum princi-
ple or with the Hopf Lemma applied to the positive function vs − w. Hence we
proved (3.5.16).
(ii) Existence of a minimizer for ER in the set:
SR = {w ∈ H1(CR, ya) : w ≡ v on ∂BR × (0, 1), v ≤ w ≤ v in CR}.
This result is the analogue of the one obtained in Lemma 4.1 of [43] for layer solutions of
the fractional Laplacian. The proof can be adapted by substituting−1 and+1, which are
the limits of the layer solution in [43], with v and v, which are respectively a subsolution
and a supersolution for problem (3.1.4).
We already know that v is a solution to problem (3.5.14) and, in view of point (i), we
have uniqueness of this solution. So this solution must coincide with the minimizer for
ER in SR.
Now we are able to prove the energy estimate of Theorem 3.1.6 and to deduce the
one-dimensional symmetry of monotone solutions from it.
Proof of Theorem 3.1.6. We follow the idea in the proof of Theorem 5.2 of [5] and Theorem
1.3 of [35], that is we show that the comparison function w defined in the previous
section satisfies
v ≤ w ≤ v. (3.5.17)
In this way, we have that w belongs to SR, which is the class of functions where v mini-
mizes the energy. We recall that w is defined as:
w(x, y) = τηR(x) +
(
1− ηR(x)
)
v(x, y).
If we prove that τ ∈ [sup u, inf u], we also have (3.5.17) from the maximum principle.
In order to prove this, we use Corollary 3.5.3. We set m = inf u, m˜ = sup u and
M˜ = inf u, M = sup u . We have
G > G(m) = G(m˜) in (m, m˜) if u is not constant;
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G > G(M) = G(M˜) in (M˜, M) if u is not constant.
Suppose that m 6= M˜: In all possible cases we have m˜ ≤ M˜, so there exists τ in [m˜, M˜]
such that G(τ) = cu, where cu is the infimum of G in the range of u. Hence
sup v = sup u = m˜ ≤ τ ≤ M˜ = inf u = inf v
and (3.5.17) is proved. Hence, w ∈ SR and from Lemma 3.5.6 we can conclude that (3.1.11)
holds true.
We have still to consider the special case in which m = M˜ and M = m˜. From
Corollary 3.5.3, it follows that G ≥ G(m) = G(M) in (m, M) and all the solutions vt
are obtained by translation of v. Hence, they produce a foliation and we can use this
fact together with the strong maximum principle to prove that v is a minimizer of the
energy. In this way, we conclude that (3.1.11) follows by Theorem 3.1.5 in this special
case.
From the energy estimates in (3.1.10) and (3.1.11) we obtain the one-dimensional
symmetry of both minimizers and monotone solutions by a direct application of Theo-
rem 3.1.3.
Proof of Theorem 3.1.7. Either if v is a bounded minimizer or is a bounded solution whose
trace on {y = 0} is monotone, we have from Theorem 3.1.6 and Theorem 3.1.5 that
1
2
∫
CR
ya|∇v|2 dx dy +
∫
BR×{y=0}
(G(v)− cu) dx ≤ CR2.
This energy estimate is enough to apply Theorem 3.1.3 and to obtain that there exist
v0 : R× (0, 1)→ R and ω ∈ S2 such that
v(x, y) = v0(ω · x, y) for any (x, y) ∈ R3 × (0, 1).
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Chapter 4
Asymptotics of the energy
We consider a Dirichlet to Neumann operator La arising in a model for water waves,
with a nonlocal parameter a ∈ (−1, 1). We deduce the expression of the operator in
terms of the Fourier transform, highlighting a local behavior for small frequencies and
a nonlocal behavior for large frequencies.
We further investigate the Γ-convergence of the energy associated to the equation
La(u) = W ′(u), where W is a double-well potential. When a ∈ (−1, 0] the energy Γ-
converges to the classical perimeter, while for a ∈ (0, 1) the Γ-limit is a new nonlocal
operator, that in dimension n = 1 interpolates the classical and the nonlocal perimeter.
4.1 Introduction
In this chapter, we consider a possibly singular or degenerate elliptic problem with
weights, which is set on the infinite domain Rn × (0, 1), endowed with mixed bound-
ary conditions. When n = 2, such a problem is related to the formation of water waves
from a steady ocean, the case of homogeneous density of the fluid corresponding to
a Laplace equation in R2 × (0, 1) with mixed boundary conditions, and the weighted
equation arising from power-like fluid densities.
We provide here two types of results. The first set of results focuses on the operator
acting on Rn × {0} produced by the associated Dirichlet to Neumann problem. That is,
we consider the weighted Neumann derivative of the solution along the portion of the
boundary that is endowed with a Dirichlet datum, which corresponds, in the homoge-
neous fluid case, to the determination of the vertical velocity field on the surface of the
ocean. In this setting, we provide an explicit expression of this Dirichlet to Neumann
operator in terms of the Fourier representation, and we describe the asymptotics of the
corresponding Fourier symbols.
The second set of results deals with the energy functional associated to the Dirichlet
to Neumann operator. Namely, we consider an energy built by the combination of a
suitably weighted interaction functional of Dirichlet to Neumann type in the Fourier
space with a double-well potential. In this setting, choosing the parameters in order to
produce significant asymptotic structures, we describe the Γ-limit configuration.
The results obtained are new even in the case n = 2 and even for the Laplace
equation. Interestingly, however, the fluid density plays a decisive role as a bifur-
cation parameter, and the case of uniform density is exactly the threshold separat-
ing two structurally different behaviors. Therefore, understanding the “more general”
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case of variable densities also provides structural information on the homogeneous set-
ting. Specifically, we prove convergence of the energy functional to a Γ-limit corre-
sponding to a mere interaction energy when a ∈ (0, 1) and to the classical perimeter
when a ∈ (−1, 0]. In terms of the corresponding fractional parameter s = 1−a2 , this
dichotomy reflects a purely nonlocal behavior when s ∈ (0, 1/2) and a purely classical
asymptotics when s ∈ [1/2, 1). Interestingly, the threshold s = 1/2 corresponds here
to the homogeneous density case, the strongly nonlocal regime corresponds to degen-
erate densities ya with a > 0, and the weakly nonlocal regime to singular densities ya
with a < 0.
We also point out that the threshold s = 1/2 that we obtain here, as well as the limit
behavior for the regime s ∈ [1/2, 1), is common to other nonlocal problems, such as
the ones in [47, 123, 126]. On the other hand, the limit functional that we obtain in the
strongly nonlocal regime s ∈ (0, 1/2) appears to be new in the literature, and struc-
turally different from other energy functionals of nonlocal type that have been widely
investigated.
The precise mathematical formulation of the problem under consideration is the fol-
lowing. We consider the slabRn× [0, 1]with coordinates x ∈ Rn and y ∈ [0, 1], a smooth
bounded function u : Rn → R, and its bounded extension v in the slabRn× [0, 1], which
is the bounded function satisfying the mixed boundary value problem
div(ya∇v) = 0 in Rn × (0, 1)
vy(x, 1) = 0 on Rn × {y = 1}
v(x, 0) = u(x) on Rn × {y = 0},
(4.1.1)
where a ∈ (−1, 1). Problem (4.1.1) naturally leads to the study of the Dirichlet to Neu-
mann operator La defined as
Lau(x) = − lim
y→0
yavy(x, y). (4.1.2)
The operator La, which is the main object of the present work, arises in the study of a
water wave model. With respect to the physical motivation, one can considerRn× (0, 1)
as “the sea”, where {y = 0} corresponds the surface of the sea (assumed to be at rest)
and {y = 1} is its bottom (assumed to be made of concrete and impenetrable material).
More specifically, the first equation in (4.1.1) models the mass conservation and the
irrotationality of the fluid, and the second one is a consequence of the impenetrability
of the matter. The scalar function v plays the role of a velocity potential, that is the
gradient of v corresponds to the velocity of the fluid particles. Given the datum of the
velocity potential v on the surface — i.e. the Dirichlet condition on {y = 0} in (4.1.1)
— we are interested in studying the weighted vertical velocity on the surface, which is
responsible for the formation of a wave emanating from the rest position of a “flat sea".
The operator La defined in (4.1.2) models indeed this vertical velocity. We refer to [75]
for a complete description of this model and for detailed physical motivations.
We observe that the energy functional associated to (4.1.1) can be written as
EK(v) := 12
∫
Rn×(0,1)
ya |∇v|2 dx dy.
In what follows, we will consider the energy minimization in the class of functions
Hu := {w ∈ H1loc(Rn × (0, 1), ya) s.t. w(x, 0) = u(x) for a.e. x ∈ Rn}. (4.1.3)
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Such a minimizer exists and it is unique — see Lemma 4.2.1 below for a detailed proof
— and we can define the interaction energy associated to u as the interaction energy of
its minimal extension v. Namely, with a slight abuse of notation, we write
EK(u) := inf
v∈Hu
EK(v).
Notice that the minimizer v ∈ Hu of the energy EK solves the mixed boundary problem
(4.1.1) in the weak sense, i.e. ∫
Rn×(0,1)
ya∇v · ∇ϕ = 0 (4.1.4)
for every ϕ ∈ C∞(Rn × [0, 1]) with compact support contained in Rn × (0, 1].
We observe that, thanks to the existence of a unique minimizer of the energy EK in
the class Hu, the operator La is actually well-defined. Indeed, among all the (possi-
bly many) solutions to (4.1.1), we can uniquely choose the one which minimizes EK in
Hu, and define Lau as its weighted vertical derivative evaluated at y = 0, according
to (4.1.2).
In the case a = 0, which corresponds to v being the harmonic extension of u in Rn ×
(0, 1), the operator La defined in (4.1.2) was considered by de la Llave and Valdinoci
in [70]. In particular, they studied the equation
L0(u) = f (u) in Rn, (4.1.5)
where f ∈ C1,β(R), and L0 is the operator defined in (4.1.2) with a = 0. The main result
in [70] is a Liouville theorem for monotone solutions to (4.1.5), which leads in dimension
n = 2 to the one-dimensional symmetry of monotone solutions.
Some years later, Cinti, Valdinoci, and the author [57] generalized this Liouville the-
orem to stable1 solutions to
La(u) = f (u) in Rn, (4.1.6)
where f ∈ C1,β(R) and a ∈ (−1, 1). More precisely, in [57] the rigidity of monotone and
minimizing solutions to (4.1.6) is obtained in the case n = 3 for every a ∈ (−1, 1). This
is done by combining the Liouville theorem for stable solutions with some new energy
estimates for monotone and minimizing solutions to (4.1.6).
The problem of proving one-dimensional symmetry of some special classes of solu-
tions to (4.1.6) is strictly related to a conjecture of De Giorgi for the classical Allen-Cahn
equation, and also to an analogue conjecture for the fractional Laplacian. These conjec-
tures are also related to a classical question posed by Gary W. Gibbons which originated
from cosmological problems. We refer to the recent survey [75] for more details about
these connections and for an outline of the most important recent results in these fields.
In [70] the operator L0 is written via Fourier transform as
L0u = F−1
(
e|ξ| − e−|ξ|
e|ξ| + e−|ξ|
|ξ| û(ξ)
)
, (4.1.7)
1We say that a solution u to (4.1.6) is stable if the second variation of the associated energy is nonneg-
ative definite at u. We also remind that, for this kind of problems, monotone solutions are stable — see
[57]. Clearly, minimizing solutions to (4.1.6) are also stable.
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where û denotes the Fourier transform of u and F−1 the inverse Fourier transform.
From expression (4.1.7), one can easily observe that for large frequencies the Fourier
symbol of L0 is asymptotic to |ξ|, which is the Fourier symbol of the half-Laplacian
(hence, the high-frequency wave formation is related, at least asymptotically, to the op-
erator
√−∆).
The first main result of the present chapter extends (4.1.7) to every a ∈ (−1, 1), pro-
viding the Fourier representation of the operator La for every value of the parameter a
in terms of special functions of Bessel type.
Theorem 4.1.1. For every smooth bounded function u defined on Rn which is integrable, we
can write the operator La defined in (4.1.2) via Fourier transform, as
L̂au(ξ) = c1(s) J1−s(−i |ξ|)Js−1(−i |ξ|) |ξ|
2s û(ξ), (4.1.8)
where 1− a = 2s, Jk is the Bessel function of the first kind of order k, and
c1(s) := i
(
1− i
2
)4s−2 Γ(1− s)
Γ(s)
. (4.1.9)
Moreover, the symbol
Ss(ξ) := c1(s)
J1−s(−i |ξ|)
Js−1(−i |ξ|) |ξ|
2s (4.1.10)
is a positive and increasing function of |ξ|, and enjoys the following asymptotic properties. There
exist two positive constants C1 and C2 depending only on s such that
lim
|ξ|→0
Ss(ξ)
|ξ|2 = C1;
lim
|ξ|→+∞
Ss(ξ)
|ξ|2s = C2.
(4.1.11)
We remind that |ξ|2 is the Fourier symbol of the classical Laplacian and that the
fractional Laplacian can be expressed for a smooth function u defined in Rn as
(−∆)s u(x) = F−1
(
|ξ|2s û(ξ)
)
.
As a consequence, from Theorem 4.1.1 we have that the operator La defined in (4.1.2) is
somewhat asymptotically related to the fractional Laplacian, but it is not equal to any
purely fractional operator. In this spirit, the asymptotic behaviors in (4.1.11) reveal an
important difference between the problem considered here and several other fractional
problems widely investigated in the literature. Namely, in light of (4.1.11), we have that
for large frequencies the Fourier symbol of the operator La is asymptotic to the Fourier
symbol of the fractional Laplacian (−∆)s with s = 1−a2 , but for small frequencies it
is always asymptotic to the Fourier symbol of the classical Laplacian, and this lack of
homogeneity, combined with a significant structural difference “between zero and infin-
ity”, suggests a new and interesting interplay between local and nonlocal phenomena
at different scales.
From (4.1.8) we also deduce an alternative formulation of the Dirichlet energy EK,
that we state in the following result.
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Corollary 4.1.2. Let u be a smooth bounded function defined on Rn which is integrable, and v
the solution of (4.1.1) obtained as the unique minimizer of EK in the classHu. Then,
EK(v) = 12
∫
Rn×(0,1)
ya |∇v|2 dx dy = 1
2(2pi)n
∫
Rn
Ss(ξ) |û(ξ)|2 dξ, (4.1.12)
where a = 1− 2s and Ss(ξ) is defined in (4.1.10).
For later convenience, we introduce the notation
Ss(ξ) = |ξ|2s S˜s(ξ),
where S˜s(ξ) := c1(s)
J1−s(−i |ξ|)
Js−1(−i |ξ|) ,
(4.1.13)
and c1(s) is defined in (4.1.9). When s = 1/2, from (4.1.7) we know that S˜1/2 is the
hyperbolic tangent of |ξ|. In general, S˜s is expressed in terms of Bessel functions of
the first kind, and its behavior at zero and at infinity can be easily deduced by (4.1.11).
Indeed, S˜s converges to a finite constant at infinity, while it behaves like |ξ|2−2s near
zero. This can be seen also in Figure 4.1, where the plots of S˜s are displayed for some
values of s ∈ (0, 1).
S˜(0.5, x)
S˜(0.25, x)
S˜(0.75, x)
S˜(0.1, x)
S˜(0.9, x)
-4 -2 2 4
1
2
3
4
5
Figure 4.1: The symbols S˜s for different values of s ∈ (0, 1).
Heuristically, on the one hand, the connection of La with the fractional Laplacian
was already evident from the formulation (4.1.1)-(4.1.2) of the operator, using the exten-
sion problem. Indeed, if we consider a solution v of (4.1.1) in the whole half-space and
not only in a strip of fixed height, then the associated Dirichlet to Neumann operator is
the fractional Laplacian (−∆)s with s = (1− a)/2 — see [46].
On the other hand, the asymptotic properties outlined in (4.1.11) make more clear
the different nature of La in dependence of the parameter a, which is a very specific
feature of this operator. In order to further investigate this twofold behavior, we study
the Γ-convergence of the energy associated to the equation Lau = W ′(u), where W is a
double-well potential.
As well-known, the Γ-convergence is a variational notion of convergence for func-
tionals, which was introduced in [67, 69] and that captures the minimizing features of
the energy — see also [114] for a classical example of Γ-convergence in the context of
phase transitions. In the recent years, there have been an increasing interest towards
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Γ-convergence results for nonlocal functionals, and some important results in this topic
have been obtained, see for instance [6,7,13,47,98,123,126]. For a complete introduction
to topic of Γ-convergence, we refer the reader to [23, 63].
Since the operatorLa is strictly related to the fractional Laplacian, we are particularly
interested in the paper [123] by Savin and Valdinoci, in which they consider a proper
rescaling of the energy
Iε(u,Ω) := ε2sK(u,Ω) +
∫
Ω
V(u) dx, (4.1.14)
where V is a double-well potential, Ω a bounded set, and K(u,Ω) is defined as
K(u,Ω) :=
∫∫
Ω×Ω
|u(x)− u(y)|2
|x− y|n+2s dx dy + 2
∫∫
Ω×CΩ
|u(x)− u(y)|2
|x− y|n+2s dx dy.
Observe that K(u,Ω) is the “Ω-contribution” of the Hs seminorm of u, where
[u]2Hs(Rn) :=
∫∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s dx dy.
The main result in [123] — that we describe in more detail in Section 4.4 before the
proof of Theorem 4.1.3 — establishes that a proper rescaling of Iε converges in the Γ-
sense to the classical perimeter when s ≥ 1/2 and to the nonlocal area functional for s ∈
(0, 1/2).
For some set E ⊂ Rn, the nonlocal area functional of ∂E in Ω is defined as K(u,Ω)
for u = χE − χC E. This notion was introduced by Caffarelli, Roquejoffre and Savin
in [45], and takes into account the interactions between points which lie in the set E and
points which lie in its complement, thus producing a functional which can be thought
as a nonlocal version of the classical perimeter. For an introduction to this topic, we
refer to [25, Chapter 5], [60], [77], and [108].
We also recall2 that the Hs seminorm can be written via Fourier transform as
[u]2Hs(Rn) =
2C(n, s)−1
(2pi)n
∫
Rn
|ξ|2s |û(ξ)|2 dξ, (4.1.15)
where
C(n, s) :=
(∫
Rn
1− cos(ζ1)
|ζ|n+2s dζ
)−1
. (4.1.16)
The alternative form (4.1.15) of the Hs seminorm highlights the similarity between EK
and the Dirichlet energyK(u,Ω) in (4.1.14). This is evident after comparing (4.1.15) with
expression (4.1.12) for EK, taking also into account that the symbol Ss(ξ) behaves like
|ξ|2s for high frequencies — see (4.1.11).
This fact, together with the results in [123], leads to the natural question of studying
the Γ-convergence of a proper rescaling of
J (u) :=
∫
Rn
Ss(ξ) |û(ξ)|2 dξ +
∫
Rn
W(u) dx,
2See [73, Proposition 3.4] for the proof of (4.1.15), and observe that (2pi)−n is missing in the proof when
they apply the Plancherel theorem.
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where W is a double-well potential W(t). In particular, throughout the chapter we as-
sume that W(t) satisfies
W ∈ C2,γ([0, 1]), W(0) = W(1) = 0, W > 0 in (0, 1),
W ′(0) = W ′(1) = 0, and W ′′(0) = W ′′(1) > 0.
(4.1.17)
Observe also that the fact of being a double-well potential is invariant under a multi-
plicative constant.
The energy functional J is similar to Iε considered in [123], with the important
structural difference of replacing K(u,Ω) with the Dirichlet energy associated to the
operator La, expressed with the Fourier transform.
For every s ∈ (0, 1), we consider the partial rescaling of J given by
Jε(u) := ε2s
∫
Rn
Ss(ξ) |û(ξ)|2 dξ +
∫
Rn
W(u) dx. (4.1.18)
We also define the function space in which we work as
X := {u ∈ L∞(Rn) s.t. u has compact support and 0 ≤ u ≤ 1} , (4.1.19)
and we say that a sequence uj ∈ X converges to u in X if uj → u in L1(Rn). Observe
indeed that, according to the definition, X ⊂ L1(Rn).
In order to obtain an interesting result in terms of Γ-convergence, we take the rescal-
ing of (4.1.18) given by Fε : X → R∪ {+∞}, where
Fε(u) :=

ε−2sJε(u) if s ∈ (0, 1/2);
|ε log ε|−1 Jε(u) if s = 1/2;
ε−1Jε(u) if s ∈ (1/2, 1).
(4.1.20)
It is important to point out that the rescaling of Jε that we consider here is the same
as the one used for the functional Iε in [123], and it is chosen to produce a significant
Γ-limit from the interplay of interaction and potential energies.
When s ∈ (0, 1/2), the limit functional F : X → R∪ {+∞} is defined as
F (u) :=

∫
Rn
Ss(ξ) |û(ξ)|2 dξ if u = χE, for some set E ⊂ Rn;
+∞ otherwise.
(4.1.21)
We point out that the limit functional F for s ∈ (0, 1/2) is well-defined when u = χE.
This is a consequence of the fact that its difference with the Hs seminorm of u = χE is
finite — see the forthcoming Lemma 4.4.1 — and that the nonlocal area functional of a
bounded set is always well-defined for s ∈ (0, 1/2). Moreover, as stated explicitly in
Lemma 4.4.1 means that we can see F as a perturbation of the nonlocal area functional.
We will further comment on the functional F for s ∈ (0, 1/2) in Proposition 4.1.4 below.
In the case s ∈ [1/2, 1), we define F : X → R∪ {+∞} as
F (u) :=
{
c#Per(E) if u = χE for some set E ⊂ Rn;
+∞ otherwise,
(4.1.22)
where c# is a positive constant depending only on n and s, and Per(E) denotes the
classical perimeter of the set E, in the sense described e.g. in [97].
The following is the second main result of the present chapter. It establishes the
Γ-convergence of the rescaled functional (4.1.20) to F defined in (4.1.21)-(4.1.22).
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Theorem 4.1.3. Let s ∈ (0, 1). Then the functional Fε defined in (4.1.20) Γ-converges to the
functional F defined in (4.1.21)-(4.1.22), i.e. for any u in X
(i) for any uε converging to u in X
lim inf
ε→0+
Fε(uε) ≥ F (u); (4.1.23)
(ii) there exists a sequence (uε)ε converging to u in X such that
lim sup
ε→0+
Fε(uε) ≤ F (u). (4.1.24)
We stress that the Γ-limit functionalF is defined in two different ways depending on
whether s is above or below 1/2, showing a purely local behavior when s ∈ [1/2, 1) and
a purely nonlocal behavior when s ∈ (0, 1/2). In view of the different structure of the
problem in terms of the nonlocal parameter s, we prove Theorem 4.1.3 in two different
ways depending on the parameter range. For s ∈ [1/2, 1) the proof is presented in
Section 4.4, while for s ∈ (0, 1/2) we include it in Section 4.5.
When s ∈ [1/2, 1), we recover the classical perimeter in the Γ-limit, as in the case of
the energy associated to the fractional Laplacian treated in [123]. Moreover, the result
in [123] plays a key role in our proof of Theorem 4.1.3 for s ≥ 1/2. Indeed, in this case
we “add and subtract” the square of the Hs-seminorm — properly rescaled — to the
functional Fε. In this way, we write Fε as the nonlocal area functional plus a remainder
term. We then show that the remainder term goes to zero in the limit, and deduce the
proof of Theorem 4.1.3 for s ∈ [1/2, 1) from a proper application of [123, Theorem 1.4].
On the other hand, when s ∈ (0, 1/2), the Γ-limit is the functional F defined in
(4.1.21), that has a nonlocal feature. As a technical remark, we also point out that,
in our framework, the case s ∈ [1/2, 1) is conceptually harder to address than the
case s ∈ (0, 1/2), and the computational complications arising when s ∈ [1/2, 1) are
often motivated by the fact that one has to relate a nonlocal behavior at a given config-
uration with a local asymptotic pattern.
When n = 1, we are able to make explicit computations with the Fourier transform,
and obtain additional information on the Γ-limit functional F defined in (4.1.21).
To this end, since the limit functional F is (possibly) finite only when u = χE for
some set E ⊂ R, we consider a connected interval Ir ⊂ R of length r and the character-
istic function χIr . Then, the squared modulus of the Fourier transform of χIr is
|χ̂Ir(ξ)|2 =
4 sin2(rξ)
ξ2
.
For the sake of completeness we included this computation in Appendix 4.A.1 — see
Lemma 4.A.1.1. We also remark that the squared modulus of the Fourier transform of
χIr depends only on the length of the interval, thus F (χIr) only depends on r.
Therefore, we can define a function Ts(r) : [0,+∞) −→ [0,+∞) as
Ts(r) := F (χIr) =
∫
R
Ss(ξ) |χ̂Ir(ξ)|2 dξ, (4.1.25)
where Ir ⊂ R is a connected interval of length r. Observe that Ts depends on s ∈
(0, 1/2), as the symbol Ss(ξ) defined in (4.1.10) depends on s. The following result
contains some properties of the function Ts that allow us to relate it to the common
notions of classical and fractional perimeter in one dimension.
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Proposition 4.1.4. Let s ∈ (0, 1/2) and n = 1. The function Ts(r) defined in (4.1.25) is
positive and enjoys the following asymptotic properties. There exist two positive constants C1
and C2 depending only on s such that
lim
r→0+
Ts(r)
r1−2s
= C1; (4.1.26)
lim
r→+∞ Ts(r) = C2. (4.1.27)
We recall that from the definition of nonlocal perimeter it follows that an interval of
length r has fractional perimeter of order r1−2s. In this sense, Proposition 4.1.4 tells us
that the limit functional defined in (4.1.21) interpolates the classical and the fractional
perimeter, at least in dimension one. Indeed, for intervals of small length Ts(r) behaves
like the fractional perimeter, while for large values of r it converges to a constant, count-
ing the finite number of discontinuities of χIr .
We remark that the restriction n = 1 in Proposition 4.1.4 is only due to the possibility
of making explicit calculations with the Fourier transform. For this reason, we think that
it is an interesting question to understand how the functional F defined in (4.1.21) for
s ∈ (0, 1/2) interpolates classical and nonlocal objects in any dimension.
Structure of the chapter
In Section 4.2 we prove that there exists a unique minimizer of the energy EK in the
class Hu. In Section 4.3 we prove Theorem 4.1.1 about the Fourier representation of the
operator La. In Section 4.4 we prove the Γ-convergence result of Theorem 4.1.3 when
s ≥ 1/2. In Section 4.5 we assume s ∈ (0, 1/2) and we prove both Theorem 4.1.3 and
Proposition 4.1.4 about the limit functional. Finally, we collect in Appendix 4.A.1 some
ancillary computations and technical results.
4.2 Existence and uniqueness of the minimizer for the
Dirichlet energy
This section concerns the existence and the uniqueness of the minimizer of the energy
EK in the class of functions Hu defined in (4.1.3) for a given a smooth function u. We
state the existence and uniqueness result as follows.
Lemma 4.2.1. If u is a bounded smooth function defined in Rn, then there exists a unique
minimizer of the functional EK in the classHu.
Proof. Step 1. First, using a classical convexity argument, we prove that if such a min-
imizer exists, then it is unique. If we assume that v and w are two minimizers of EK in
Hu, then considering the energy of their arithmetic mean we find that
EK
(
v + w
2
)
=
1
2
∫
Rn×(0,1)
ya
|∇v|2 + |∇w|2 + 2∇v · ∇w
4
dx dy
≤ 1
2
EK(v) + 12EK(w) = EK(v).
(4.2.1)
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Since v and w are minimizers for Ek, the Cauchy-Schwarz inequality in (4.2.1) is an
equality, hence
∇v = λ∇w.
Now, since EK(v) = EK(w), then λ = ±1. If λ = +1, then v and w are equal up to an
additive constant, but this constant must be zero since both functions are equal to u(x)
when y = 0. If instead λ = −1, then from (4.2.1) we deduce that EK(v) = EK(w) = 0,
therefore v and w are constant, and these constants must coincide since they agree when
y = 0.
Step 2. Let us now prove existence. First, we observe that this is equivalent to proving
that there exists a minimizer of the energy
EK,2(v) := 12
∫
Rn×(0,2)
ya |∇v|2 dx dy,
in the class of functions
Hu,2 := {w ∈ H1loc(Rn × (0, 2), ya) s.t. w(x, 0) = w(x, 2) = u(x) for a.e. x ∈ Rn}.
Indeed, let us suppose for the moment that such a minimizer exists and let us denote
it with v. Then, we can deduce that it is unique, using the same argument as in Step 1.
Furthermore, since v is a minimizer, then it is symmetric with respect to {y = 1}. To
see this, let us consider the competitor
v˜(x, y) :=
{
v(x, y) if 0 < y < 1
v(x, 2− y) if 1 < y < 2,
for which we have EK,2(v˜) = EK,2(v) and v˜ ∈ Hu,2. By the uniqueness of the minimizer
of EK,2 in Hu,2, we deduce that v˜ ≡ v, and therefore that v is symmetric with respect
to {y = 1}. Now, if we consider the restriction v|Rn×(0,1), then it belongs to Hu. In
addition, using the minimality and symmetry properties of v, we deduce by a reflection
argument that v|Rn×(0,1) minimizes EK inHu.
Summarizing, to prove Lemma 4.2.1 we are reduced to show that
there exists a minimizer of the energy EK,2 in the class Hu,2. (4.2.2)
In order to prove (4.2.2), we minimize the localized functional EK,2 on BR × (0, 2)
and then take the limit as R → +∞. More precisely, we want to prove that there exists
a minimizer of
ERK,2(v) :=
1
2
∫
BR×(0,2)
ya |∇v|2 dx dy,
in the space
HRu,2 := {w ∈ H1(BR × (0, 2), ya) s.t. w(x, 0) = w(x, 2) = u(x) for a.e. x ∈ BR},
and then take the limit as R→ ∞.
The existence of local minimizers for this problem follows from classical tools in the
calculus of variations. Indeed, the lower boundedness of ERK,2 and the convexity with
respect to the gradient give the weak lower semi-continuity of the functional — see
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[81, Theorem 1, p.446]. In addition, ERK,2 is coercive3 in the H1(BR × (0, 2), ya)-norm and
this, together with weak lower semicontinuity, is enough to conclude the existence of a
minimizer of ERK,2 in the classHRu,2.
Furthermore, the local minimizer is unique for every R > 0, again by the standard
convexity argument of Step 1. Therefore, for every R > 0 we know that there exists a
unique minimizer vR of ERK,2 in Hu,2 and we want to deduce (4.2.2), passing to the limit
as R→ ∞.
To this end, we first observe that vS solves div(ya∇vS) = 0 in the weak sense in CR,
whenever S ≥ R. We choose ϕ = vSη2 in the weak formulation (4.1.4) of the equation,
where η ∈ C∞c (CR, [0, 1]) and η ≡ 1 in CR/2. Using also a Cauchy-Schwarz inequality,
we obtain the Caccioppoli bound∫
BR/2×(0,2)
ya |∇vS|2 ≤ C
∫
BR/2×(0,2)
ya |vS|2 , (4.2.3)
for a constant C depending only on R.
We then observe that, thanks to the maximum principle, every minimizer vS of the
energy functional attains its maximum at a boundary point. This maximum has to be
less or equal than ‖u‖L∞(Rn), where u is the Dirichlet datum on the top and the bottom
of the cylinder. Indeed, if this is not the case, then we can build a competitor with lower
energy than vS by simply truncating vS when its absolute value exceeds ‖u‖L∞(Rn).
Therefore, we can bound the right-hand side of (4.2.3) with a constant depending
only on n, R and ‖u‖L∞(Rn). This gives a uniform bound on the H1(BR/2 × (0, 2), ya)-
norm of vS for every S > R. Hence, we can find a subsequence of (vS) that converges
locally to a function v ∈ Hu,2. Finally, v minimizes EK,2 in Hu,2 since vS are local mini-
mizers, and this proves (4.2.2). This concludes the proof of Lemma 4.2.1.
4.3 The energy via Fourier transform
In this section we want to prove the representation via Fourier transform of the operator
La, outlined in Theorem 4.1.1. We start by considering the simplest case a = 0. To this
end, we observe that problem (4.1.1) with a = 0 reads
∆v = 0 in Rn × (0, 1)
∂yv = 0 on Rn × {y = 1}
v(x, y) = u(x) on Rn × {y = 0},
(4.3.1)
and the Dirichlet to Neumann operator is
L0u = −∂yv(x, y)|{y=0} . (4.3.2)
In this case, the representation via Fourier transform already appears in [70] by de
la Llave and Valdinoci. We state here explicitly this result and give a simple proof of it.
We will then use the same strategy, combined with a suitable special functions analysis,
to prove Theorem 4.1.1 in the general case a ∈ (−1, 1).
3As a technical observation, we point out that the coercivity in this setting follows from the Poincaré
inequality with Muckenhoupt weights — see [100, Chapter 15]. We also observe that, for this inequality
to hold, it is enough to assume the Dirichlet datum on a portion of the boundary with nonnegative
Hausdorff measure.
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Proposition 4.3.1 (de la Llave, Valdinoci [70]). For every smooth bounded function u defined
onRn which is integrable, we can write the operator L0 defined in (4.3.2) via Fourier transform
as
L̂0u = S1/2(ξ)û(ξ) = e
|ξ| − e−|ξ|
e|ξ| + e−|ξ|
|ξ| û(ξ). (4.3.3)
Proof. Taking the Fourier transform of the first equation in (4.3.1), we find an ODE in
the variable y, that is
−|ξ|2v̂ + v̂yy = 0.
This equation is solved by
v̂(ξ, y) = α(ξ)e|ξ|y + β(ξ)e−|ξ|y,
where α and β are functions depending only on ξ. In order to determine α and β, we
consider the Fourier transform of the second and third equations in (4.3.1). The Dirichlet
condition on {y = 0} gives
α(ξ) + β(ξ) = û(ξ),
while the Neumann condition on {y = 1} gives
α(ξ)|ξ|e|ξ| − β(ξ)|ξ|e−|ξ| = 0.
Therefore, we find
α(ξ) =
e−2|ξ|
1+ e−2|ξ|
û(ξ) and β(ξ) =
1
1+ e−2|ξ|
û(ξ).
Finally, computing the Fourier transform of L0u, we find
L̂0u(ξ) = −∂yv̂(ξ, y)|{y=0} = (β(ξ)− α(ξ)) |ξ| =
e|ξ| − e−|ξ|
e|ξ| + e−|ξ|
|ξ| û(ξ),
and this proves (4.3.3).
Now, we consider problem (4.1.1) for a general parameter a ∈ (−1, 1) and we com-
plete the proof of Theorem 4.1.1. For this, we use the same strategy as in the proof
of Proposition 4.3.1, but extra computations are required, together with a set of useful
identities involving special functions.
Proof of Theorem 4.1.1. As we did in the case a = 0, we start by considering the Fourier
transform of the first equation in (4.1.1), that is
−|ξ|2yav̂ + aya−1v̂y + yav̂yy = 0.
This is an ODE with respect to the variable y and it is solved by
v̂(ξ, y) = α(ξ)y
1−a
2 J a−1
2
(−i|ξ|y) + β(ξ)y 1−a2 Ya−1
2
(−i|ξ|y),
where Jm and Ym are Bessel functions of order m of the first and second kind respectively,
while α and β are functions depending only on ξ.
In order to determine α(ξ) and β(ξ), we consider the Fourier transform of the second
and third equations in (4.1.1). The equation on {y = 0} gives
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û(ξ) = α(ξ) lim
y→0
y
1−a
2 J a−1
2
(−i|ξ|y) + β(ξ) lim
y→0
y
1−a
2 Ya−1
2
(−i|ξ|y). (4.3.4)
We recall the two following properties of Bessel functions
lim
x→0
Jm(−ix)
xm
=
2−2m(1− i)2m
Γ(m + 1)
; (4.3.5)
for non integer m, Ym(x) =
Jm(x) cos(mpi)− J−m(x)
sin(mpi)
. (4.3.6)
Now, using (4.3.5) and (4.3.6), we can write (4.3.4) as
û(ξ) = α(ξ)(1− i)a−1 2
1−a
Γ( a+12 )
|ξ| a−12 + β(ξ)(1− i)a−1 2
1−a
Γ( a+12 )
cos
( a−1
2 pi
)
sin
( a−1
2 pi
) |ξ| a−12 .
Using the relation 1− a = 2s, the equation on {y = 0} can be finally written as
|ξ|s û(ξ) = (1− i)
−2s22s
Γ(1− s)
{
α(ξ)− cos (spi)
sin (spi)
β(ξ)
}
. (4.3.7)
Now, we want to use the equation on {y = 1}. First, we compute the derivative
of v̂(ξ, y) with respect to y
∂yv̂(ξ, y) = α(ξ)
1− a
2
y
−1−a
2 J a−1
2
(−i|ξ|y)− α(ξ)y 1−a2 i|ξ|J′a−1
2
(−i|ξ|y)
+ β(ξ)
1− a
2
y
−1−a
2 Ya−1
2
(−i|ξ|y)− β(ξ)y 1−a2 i|ξ|Y′a−1
2
(−i|ξ|y).
We can simplify this expression using the following formulas for the derivatives of
Bessel functions
J′a−1
2
(x) =
a− 1
2x
J a−1
2
(x)− J a+1
2
(x),
Y′a−1
2
(x) =
a− 1
2x
Ya−1
2
(x)−Ya+1
2
(x).
This gives
∂yv̂(ξ, y) = α(ξ)i|ξ|y 1−a2 J a+1
2
(−i|ξ|y) + β(ξ)i|ξ|y 1−a2 Ya+1
2
(−i|ξ|y). (4.3.8)
Using again the relation 1− a = 2s, we write the Neumann condition over {y = 1} as
0 = J1−s(−i|ξ|)α(ξ) +Y1−s(−i|ξ|)β(ξ). (4.3.9)
To determine α and β, we put together the information given by (4.3.7) and (4.3.9) —
which are deduced from the second and third equation in (4.1.1). In this way, we obtain
the system J1−s(−i|ξ|)α(ξ) +Y1−s(−i|ξ|)β(ξ) = 0α(ξ)− cos(spi)sin(spi) β(ξ) = (1−i2 )2s Γ(1− s) |ξ|s û(ξ). (4.3.10)
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Solving (4.3.10), we find
α(ξ) = −c˜(s) Y1−s(−i|ξ|)
cos (spi) J1−s(−i|ξ|) + sin (spi)Y1−s(−i|ξ|) |ξ|
s û(ξ),
β(ξ) = c˜(s)
J1−s(−i|ξ|)
cos (spi) J1−s(−i|ξ|) + sin (spi)Y1−s(−i|ξ|) |ξ|
s û(ξ)
(4.3.11)
where
c˜(s) := −
(
1− i
2
)2s
sin(spi)Γ(1− s).
Using formula (4.3.8) for the y-derivative of v̂, we can compute the Fourier transform of
Lau and find
L̂au(ξ) = −ya∂yv̂(ξ, y)|{y=0}
= −i|ξ|
[
α(ξ) lim
y→0
y1−s J1−s(−i|ξ|y) + β(ξ) lim
y→0
y1−sY1−s(−i|ξ|y)
]
.
(4.3.12)
Using the properties in (4.3.5)-(4.3.6) of Bessel functions, we see that the first limit
in (4.3.12) is zero, and the second one gives a nontrivial contribution. More specifically,
we have that
L̂au(ξ) = isin(spi)Γ(s)
(
1− i
2
)2s−2
|ξ|s β(ξ).
We can simplify this expression, also using (4.3.6) in (4.3.11), and write it as
L̂au(ξ) = c1(s) J1−s(−i |ξ|)Js−1(−i |ξ|) |ξ|
2s û(ξ),
where
c1(s) = i
(
1− i
2
)4s−2 Γ(1− s)
Γ(s)
.
This proves (4.1.8), and we are left with showing the asymptotic properties (4.1.11) of
the symbol Ss(ξ) defined in (4.1.10).
First, we recall the notation in (4.1.13). From the Taylor expansion near 0 of the Bessel
functions of the first kind expressed in (4.3.5), we easily deduce that S˜s(0) = 0 and
lim
|ξ|→0
Ss(ξ)
|ξ|2 = C1,
where C1 is a positive constant depending only on s. Moreover, S˜s(ξ) is radially mono-
tone increasing, since
S˜′s(ξ) = c2(s)
ξ
|ξ|2
1
J2s−1(−i |ξ|)
, (4.3.13)
where c2(s) = 2c1(s) sin(spi)/pi, and this also proves that Ss(ξ) is radially monotone
increasing in ξ.
Finally, from the properties of the Bessel function, we also know that S˜s(ξ) is bounded,
and we easily deduce that
lim
|ξ|→+∞
Ss(ξ)
|ξ|2s = C2,
where C2 is a positive constant depending only on s. This proves (4.1.11) and finishes
the proof of Theorem 4.1.1.
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We observe that if we take a = 0 in (4.1.8), then c1(1/2) = i, and
J−1/2(−i |ξ|) = 1+ i√
pi |ξ| cosh(|ξ|) J1/2(−i |ξ|) =
1− i√
pi |ξ| sinh(|ξ|).
Therefore
L̂0u(ξ) = e
|ξ| − e−|ξ|
e|ξ| + e−|ξ|
|ξ| û(ξ),
and we recover the special case (4.3.3).
To conclude this section, we deduce Corollary 4.1.2 from Theorem 4.1.3, providing
an alternative form of the Dirichlet energy EK associated to La.
Proof of Corollary 4.1.2. Using the integration by parts formula and the fact that v is a
weak solution of (4.1.1), we have
EK(v) = 12
∫
Rn×(0,1)
ya∇v · ∇v dx dy = 1
2
∫
Rn×{y=0}
uLa(u) dx.
Applying Plancherel theorem and formula (4.1.8) for the Fourier transform of La(u), we
conclude that
EK(v) = 12(2pi)n
∫
Rn
L̂au(ξ)û(ξ) dξ = 12(2pi)n
∫
Rn
Ss(ξ) |û(ξ)|2 dξ,
that concludes the proof of Corollary 4.1.2.
4.4 Γ-convergence for s ∈ [1/2, 1)
This section is mainly devoted to the proof of Theorem 4.1.3 in the case s ≥ 1/2, that
concerns the Γ-convergence of the functional Fε defined in (4.1.20).
In the proof of the Γ-convergence result for s ≥ 1/2 we use the following Lemma 4.4.1
which establishes that the difference between the rescaled Hs seminorm and the Dirich-
let energy functional associated to the operator La is finite for every u ∈ L1(Rn). This
result is valid for all s ∈ (0, 1) and it will turn out to be useful not only when s ∈ [1/2, 1)
to prove Theorem 4.1.3, but also when s ∈ (0, 1/2) to ensure that F is well-defined
by (4.1.21).
Lemma 4.4.1. For every s ∈ (0, 1) and u ∈ L1(Rn), there exists a positive constant C depend-
ing only on n and s such that∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s |û(ξ)|2 dξ ≤ C‖u‖2L1(Rn),
where
Cs := lim
ξ→+∞
S˜s(ξ) = 21−2s
Γ(1− s)
Γ(s)
. (4.4.1)
Proof. First, we observe that ‖û‖L∞(Rn) ≤ C‖u‖L1(Rn), for some positive constant C de-
pending only on n. Therefore, we have that∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s |û(ξ)|2 dξ ≤ C‖u‖2L1(Rn)
∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s dξ,
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and we want to show that the integral in the right-hand side is finite.
If s = 1/2, the expression of S˜1/2(ξ) is simpler, and one can directly check that
C1/2 = 1 and ∫
Rn
(
e|ξ| − e−|ξ|
e|ξ| + e−|ξ|
− 1
)
|ξ| dξ = C ∈ (0,+∞),
where the constant C depends only on n.
For the general case of any s ∈ (0, 1), we want to show that there exists a positive
constant C depending only on n and s such that∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s dξ = C ∈ (0,+∞). (4.4.2)
To this end, we can use polar coordinates and write the integral as∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s dξ = ωn−1
∫ +∞
0
(
S˜s(r)− S˜s(+∞)
)
rn−1+2s dr
≤ ωn−1
∫ +∞
0
rn−1+2s dr
∫ +∞
r
∣∣∣S˜′s(t)∣∣∣ dt
= ωn−1
∫ +∞
0
∣∣∣S˜′s(t)∣∣∣ dt ∫ t
0
rn−1+2s dr = ωn−1
n + 2s
∫ +∞
0
tn+2s
∣∣∣S˜′s(t)∣∣∣ dt.
(4.4.3)
Using (4.3.13) to compute S˜′s(t), from (4.4.3) we deduce∫
Rn
(
S˜s(ξ)− Cs
)
|ξ|2s dξ ≤ C c2(s)
∫ +∞
0
tn−1+2s
J2s−1(−it)
dt,
where C is a positive constant depending only on n and s. Finally, the last integral
is finite, since the integrand is bounded, and goes to zero at infinity faster than every
power. This shows (4.4.2) and concludes the proof of Lemma 4.4.1.
Before proving Theorem 4.1.3 for s ≥ 1/2, we recall the setting in [123] used by Savin
and Valdinoci to state their Γ-convergence result. Indeed, we prove Theorem 4.1.3 for
s ≥ 1/2 by showing that the difference between the rescaled Dirichlet energies goes to
zero at the limit, and then applying [123, Theorem 1.4].
We recall that the energy functional considered in [123] is Iε defined in (4.1.14). After
a rescaling, we can assume that the double-well potential V in (4.1.14) satisfies (4.1.17),
and that the function space in [123] is defined as Y := {u ∈ L∞(Rn) : 0 ≤ u ≤ 1}.
Following [123], we say that uε converges to u in Y if uε → u in L1loc(Rn).
Observe that our function space X is contained in Y and X is equipped with the
convergence in L1(Rn). Thus, every time we consider a function u in X and a sequence
uε converging to u in X, we are also in the setting considered in [123], and thus we are
able to exploit useful results from the existing literature.
In respect to this matter, we recall that in [123] the functional Iε in (4.1.14) is rescaled
as
Gε(u,Ω) :=

ε−2sIε(u,Ω) if s ∈ (0, 1/2);
|ε log ε|−1 Iε(u,Ω) if s = 1/2;
ε−1Iε(u,Ω) if s ∈ (1/2, 1).
(4.4.4)
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Theorem 1.4 in [123] establishes that Gε converges in the Γ-sense to the classical perime-
ter if s ∈ [1/2, 1) and to the nonlocal area functional if s ∈ (0, 1/2). More precisely, the
Γ-limit functional in [123] is defined for s ∈ (0, 1/2) as
G(u,Ω) :=
{
K(u,Ω) if u|Ω = χE for some set E ⊂ Ω;
+∞ otherwise,
and for s ∈ [1/2, 1) as
G(u,Ω) :=
{
c∗Per(E,Ω) if u|Ω = χE for some set E ⊂ Ω;
+∞ otherwise,
(4.4.5)
where c∗ is a constant depending only on n, s and the double-well potential V —
see [123] for more details.
We are now able to prove Theorem 4.1.3 for s ≥ 1/2.
Proof of Theorem 4.1.3 for s ∈ [1/2, 1). First, considering the functionalFε defined in (4.1.20),
we introduce the following notation for the ε-weights
λ(ε) :=
{
|log ε|−1 if s = 1/2;
ε2s−1 if s ∈ (1/2, 1) ;
and
κ(ε) :=
{
|ε log ε|−1 if s = 1/2;
ε−1 if s ∈ (1/2, 1) .
Observe that the same ε-weights appear in the functional Gε defined in (4.1.14), which
is treated in [123]. In this proof, we will exploit several times the fact that λ(ε) → 0 as
ε→ 0+.
We recall that the square of the Hs-seminorm can be written as
[u]2Hs(Rn) =
∫∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s dx dy =
2C(n, s)−1
(2pi)n
∫
Rn
|ξ|2s |û(ξ)|2 dξ,
where C(n, s) is defined in (4.1.16).
We consider Fε(uε) and we use the notation in (4.1.13). The limit at infinity of S˜s is
denoted with Cs — see (4.4.1) and also Figure 4.1 — and it is finite and positive for every
s ∈ (0, 1), then in particular in our case. We define
Cs := 2n−1pinC(n, s) Cs, (4.4.6)
and we add and subtract λ(ε)Cs [u]
2
Hs(Rn) to Fε(uε). In this way we obtain
Fε(uε) = λ(ε)
∫
Rn
|ξ|2s
(
S˜s(ξ)− Cs
)
|ûε(ξ)|2 dξ
+ λ(ε)Cs
∫∫
Rn×Rn
|uε(x)− uε(y)|2
|x− y|n+2s dx dy + κ(ε)
∫
Rn
W(uε) dx.
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Using Lemma 4.4.1 and the fact that λ(ε) → 0 as ε → 0+, we deduce that for every
u ∈ X and for every sequence (uε)ε converging to u in L1(Rn), it holds that
lim
ε→0+
λ(ε)
∫
Rn
|ξ|2s
(
S˜s(ξ)− Cs
)
|ûε(ξ)|2 dξ = 0,
Therefore, for every u ∈ X, if uε → u in L1(Rn), we have that
lim
ε→0+
(
F↑(uε)− F˜ε(uε)
)
= 0, (4.4.7)
where
F˜ε(w) := λ(ε) Cs
∫
Rn
|ξ|2s |ŵ(ξ)|2 dξ + κ(ε)
∫
Rn
W(w) dx
= λ(ε)Cs
∫∫
Rn×Rn
|w(x)− w(y)|2
|x− y|n+2s dx dy + κ(ε)
∫
Rn
W(w) dx,
(4.4.8)
and Cs is defined in (4.4.6).
Now, we use (4.4.7) and the Γ-convergence result in [123] to deduce the claims in (i)
and (ii) of Theorem 4.1.3. To this end, we start from the liminf inequality in (i).
For every function u ∈ X we can choose a radius R > 0 such that the ball BR ⊂
Rn contains the support of u. Moreover, for any sequence (uε)ε that converges to u in
L1(Rn), from Theorem 1.4 in [123] we know that
lim inf
ε→0+
Gε(uε, BR) ≥ G(u, BR), (4.4.9)
where G(u,Ω) and Gε(u,Ω) are defined respectively in (4.4.5) and (4.4.4). In addition,
by the definition of F˜ε in (4.4.8), for every R > 0, we have that
∫∫
Rn×Rn
|uε(x)− uε(y)|2
|x− y|n+2s dx dy ≥ K(u, BR),
where K(u, BR) appears in the definition of Gε(u, BR) given in (4.4.4). In particular, it
follows that
F˜ε(uε) ≥ Cs Gε(uε, BR), (4.4.10)
where BR ⊂ Rn is the ball of radius R containing the support of u. We observe that
both F˜ε and Gε contain a double-well potential, and without loss of generality we can
assume that
W = CsV, (4.4.11)
where V is the potential function in the definition of Gε (recall (4.1.14) and (4.4.4)).
Then, using (4.4.7), (4.4.9), and (4.4.10), it follows that
lim inf
ε→0+
F↑(uε) = lim inf
ε→0+
F˜ε(uε)
≥ Cs lim inf
ε→0+
Gε(uε, BR) ≥ Cs G(u, BR) = F (u),
which is the liminf inequality (4.1.23) for a sequence (uε)ε converging to u in X.
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Now, we prove the limsup inequality in claim (ii) of Theorem 4.1.3. For this, we can
assume that
u = χE for some set E ⊂ Rn, and F (u) < +∞, (4.4.12)
otherwise the claim in (ii) is automatically satisfied.
In light of the definition of X given in (4.1.19), since u has compact support in Rn,
we can choose R > 2 large enough such that
the support of u is compactly contained in BR/2. (4.4.13)
Moreover, from Theorem 1.4 in [123] we know the existence of a sequence uε that con-
verges to u in BR such that
lim sup
ε→0+
Cs Gε(uε, BR) ≤ Cs G(u, BR) = F (u), (4.4.14)
where the last equality follows from the definitions of G and F , the fact that u = χE,
and that the support of u is contained in BR.
Besides, since uε converges to u in L1(BR), for every k there exists εk ∈ (0, 1/k) such
that ∫
BR
|u− uεk | dx ≤
1
k
. (4.4.15)
In view of (4.4.14) we can also suppose that
Cs Gεk(uεk , BR) ≤ F (u) +
1
k
. (4.4.16)
Now, for every k ∈N \ {0}, we define
ρk :=
1
kRn−1
(4.4.17)
and
u∗k := uεkψk,
where ψk is a smooth function defined on Rn with values in [0, 1], such that
ψk ≡ 1 in BR−ρk , ψk ≡ 0 outside BR, and |∇ψk| ≤
C
ρk
. (4.4.18)
Then, u∗k ∈ X, and we claim that
u∗k converges to u in L
1(Rn). (4.4.19)
Indeed, using (4.4.15) and that the support of u is contained in BR, we know that∫
Rn
|u∗k − u| dx =
∫
BR−ρk
|uεk − u| dx +
∫
BR\BR−ρk
|uεkψk − u| dx
≤ 1
k
+ 2
∣∣BR \ BR−ρk ∣∣
≤ 1
k
+ C
(
Rn − (R− ρk)n
)
,
for some C > 0 depending only on n.
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This and (4.4.17) yield that∫
Rn
|u∗k − u| dx ≤
1
k
+ CRn
(
1−
(
1− ρk
R
)n) ≤ 1
k
+ CRn−1ρk =
C
k
.
From this, we plainly obtain (4.4.19), as desired.
Now, we recall that
lim sup
k→+∞
Gεk(uεk , BR) < +∞,
thanks to (4.4.14) and the assumption in (4.4.12). We claim that
lim sup
k→∞
Cs Gεk(uεk , BR) ≥ lim sup
k→∞
F˜εk(u∗k). (4.4.20)
To this end, recalling also (4.4.11), we observe that
Cs Gεk(uεk , BR)− F˜εk(u∗k)
= Ik + IIk + IIIk + IVk + κ(εk)
∫
BR\BR−ρk
(W(uεk)−W(uεkψk)) dx,
(4.4.21)
where Ik, IIk, IIIk, and IVk are defined as
Ik := 2Csλ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(uεk(x)− uεk(y))2
|x− y|n+2s
− (uεk(x)− ψk(y)uεk(y))
2
|x− y|n+2s dx dy;
IIk := 2Csλ(εk)
∫∫
BR−ρk×C BR
uεk(y) (uεk(y)− 2uεk(x))
|x− y|n+2s dx dy;
IIIk := 2Csλ(εk)
∫∫
(BR\BR−ρk )×C BR
(uεk(x)− uεk(y))2 − u2εk(x)ψ2k(x)
|x− y|n+2s dx dy;
IVk := Csλ(εk)
∫∫
(BR\BR−ρk )2
(uεk(x)− uεk(y))2
|x− y|n+2s
− (uεk(x)ψk(x)− uεk(y)ψk(y))
2
|x− y|n+2s dx dy.
First, we consider the difference of the potential energies in (4.4.21). We claim that
lim sup
k→∞
κ(εk)
∫
BR\BR−ρk
(W(uεk)−W(uεkψk)) dx ≥ 0. (4.4.22)
To show this, first we recall that we are assuming that F (u) is finite, therefore u = χE
for some set E ⊂ Rn. We also remind that the recovery sequence (uε)ε is defined in [123]
as
uε := u0
(
dist(x)
ε
)
,
where u0 is the heteroclinic connecting the zeros of the potential W, i.e. 0 and 1, and
dist(x) is the signed distance of x to ∂E, with the convention that dist(x) ≥ 0 inside E
and dist(x) ≤ 0 outside E (see in particular [123, page 497]).
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We remark that, in view of (4.4.12) and (4.4.13), we have that χE = u = 0 out-
side BR/2, hence E ⊆ BR/2. In particular, if x lies outside B3R/4, we have that dist(x) ≤
−R/4. Hence, for k big enough, we can assume that uεk is arbitrarily close to zero in
BR \ BR−ρk . On the other hand, since W is a double-well potential — see (4.1.17) — it
follows that W ′(t) ≥ 0 for t near zero. Therefore, since uεkψk ≤ uεk , for k big enough we
have that
W(uεk)−W(uεkψk) ≥ 0 in BR \ BR−ρk ,
and this shows (4.4.22).
Considering now the integral in Ik in (4.4.21), we observe that
(uεk(x)− uεk(y))2 − (uεk(x)− ψk(y)uεk(y))2
=
(
1− ψ2k(y)
)
u2εk(y)− 2uεk(x)uεk(y) (1− ψk(y))
= uεk(y)(1− ψk(y))
(
(1+ ψk(y))uεk(y)− 2uεk(x)
)
Since in this case we are integrating x over BR−ρk , we have that ψk(x) = 1. Hence, we
can write that
(1− ψk(y))
(
(1+ ψk(y))uεk(y)− 2uεk(x)
)
= (ψk(x)− ψk(y))
(
(2− ψk(x) + ψk(y))uεk(y)− 2uεk(x)
)
= (ψk(x)− ψk(y))
(
2(uεk(y)− uεk(x))− (ψk(x)− ψk(y))uεk(y)
)
= 2(ψk(x)− ψk(y))(uεk(y)− uεk(x))− (ψk(x)− ψk(y))2uεk(y).
Consequently, using also that uεk is uniformly bounded, we see that
Ik ≤ Cλ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y)) (uεk(x)− uεk(y))
|x− y|n+2s dx dy
+Cλ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy.
(4.4.23)
To estimate the second integral in (4.4.23), we use (4.4.18) to deduce that
(ψk(x)− ψk(y))2 ≤ C
ρ2k
|x− y|2 ,
and we obtain that∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
≤ C
ρ2k
∫∫
BR−ρk×(BR\BR−ρk)
1
|x− y|n+2s−2 dx dy =: µk ∈ (0,+∞).
(4.4.24)
Observe that µk is finite since s ∈ [1/2, 1) and |x− y|−n−2s+2 is integrable. Accordingly,
we can choose εk so small that λ(εk) ≤ (kµk)−1 and we conclude that
lim
k→+∞
Cλ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
≤ lim
k→+∞
Cλ(εk)µk ≤ lim
k→+∞
C
k
= 0.
(4.4.25)
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This controls the second integral in (4.4.23). Instead, for the first integral in (4.4.23), we
can use the Cauchy-Schwarz inequality and (4.4.14), to write that
λ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y)) (uεk(x)− uεk(y))
|x− y|n+2s dx dy
≤
(
λ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
) 1
2
×
(
λ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(uεk(x)− uεk(y))2
|x− y|n+2s dx dy
) 1
2
≤
(
λ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
) 1
2 (
F (u) + 1
k
) 1
2
.
Hence, in view of (4.4.12) and (4.4.24)-(4.4.25), we write that
lim
k→+∞
λ(εk)
∫∫
BR−ρk×(BR\BR−ρk)
(ψk(x)− ψk(y)) (uεk(x)− uεk(y))
|x− y|n+2s dx dy = 0.
From this and (4.4.25), we conclude that
lim
k→+∞
Ik = 0. (4.4.26)
Considering now the integral in IIk, we exploit that uεk is uniformly bounded and that∫∫
BR−ρk×C BR
1
|x− y|n+2s dx dy =: µ˜k ∈ (0,+∞).
In this way, we conclude that
IIk ≤ C µ˜kλ(εk).
Consequently, choosing εk so small that λ(εk) ≤ (kµ˜k)−1, we conclude that
lim
k→+∞
IIk ≤ lim
k→+∞
C
k
= 0. (4.4.27)
Now, we consider the integral in IIIk and we claim that
lim sup
k→∞
IIIk ≥ 0. (4.4.28)
To this end, it is sufficient to show that
lim
k→+∞
λ(εk)
∫∫
(BR\BR−ρk )×C BR
u2εk(x)ψ
2
k(x)
|x− y|n+2s dx dy = 0, (4.4.29)
since the other part of the integral in IIIk is positive.
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We use that uεk is uniformly bounded and that ψk(y) = 0 since we are integrating y
over C BR, to write that
λ(εk)
∫∫
(BR\BR−ρk )×C BR
u2εk(x)ψ
2
k(x)
|x− y|n+2s dx dy
≤ Cλ(εk)
∫∫
(BR\BR−ρk )×(BR+1\BR)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
+ Cλ(εk)
∫∫
(BR\BR−ρk )×C BR+1
1
|x− y|n+2s dx dy.
(4.4.30)
To control the first integral in the right-hand side of (4.4.30), we use that (ψk(x) −
ψk(y))2 ≤ C |x− y|2 /ρ2k, obtaining∫∫
(BR\BR−ρk )×(BR+1\BR)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
≤ C
ρ2k
∫∫
(BR\BR−ρk )×(BR+1\BR)
1
|x− y|n+2s−2 dx dy =: νk ∈ (0,+∞).
Therefore, we can choose εk so small that λ(εk) ≤ (kνk)−1 and we deduce that
lim
k→+∞
Cλ(εk)
∫∫
(BR\BR−ρk )×(BR+1\BR)
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
≤ lim
k→+∞
Cνkλ(εk) ≤ lim
k→+∞
C
k
= 0.
Concerning the last integral in (4.4.30), we integrate first y over C BR+1, and then x over
BR \ BR−ρk , to obtain
lim
k→+∞
Cλ(εk)
∫∫
(BR\BR−ρk )×C BR+1
1
|x− y|n+2s dx dy
≤ lim
k→+∞
Cλ(εk)
∣∣BR \ BR−ρk ∣∣ ≤ limk→+∞ Ck λ(εk) = 0.
This shows the validity of (4.4.29), and concludes the proof of (4.4.28) about IIIk.
Now, we consider the integral in IVk. Using the expression
uεk(x)ψk(x)− uεk(y)ψk(y) = uεk(x) (ψk(x)− ψk(y)) + ψk(y) (uεk(x)− uεk(y)) ,
we write IVk as
IVk = λ(εk)
∫∫
(BR\BR−ρk )2
(
1− ψ2k(y)
)
(uεk(x)− uεk(y))2
|x− y|n+2s dx dy
− λ(εk)
∫∫
(BR\BR−ρk )2
u2εk(x) (ψk(x)− ψk(y))
2
|x− y|n+2s dx dy
− λ(εk)
∫∫
(BR\BR−ρk )2
2uεk(x)ψk(y) (uεk(x)− uεk(y)) (ψk(x)− ψk(y))
|x− y|n+2s dx dy
(4.4.31)
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Since |ψk(y)| ≤ 1, the first integral in the right-hand side of (4.4.31) is nonnegative. To
control the second term, we use that (ψk(x)− ψk(y))2 ≤ C |x− y|2 /ρ2k, and write∫∫
(BR\BR−ρk )2
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
≤ Cρ−2k
∫∫
(BR\BR−ρk )2
1
|x− y|n+2s−2 dx dy =: ν˜k ∈ (0,+∞).
Hence, choosing εk so small that λ(εk) ≤ (kν˜k)−1, it follows that
lim
k→+∞
λ(εk)
∫∫
(BR\BR−ρk )2
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy ≤ limk→+∞
C
k
= 0. (4.4.32)
In the last integral in (4.4.31), we exploit that uεk(x)ψk(y) is uniformly bounded and we
use the Cauchy-Schwarz inequality to write
λ(εk)
∫∫
(BR\BR−ρk )2
(uεk(x)− uεk(y)) (ψk(x)− ψk(y))
|x− y|n+2s dx dy
≤
(
λ(εk)
∫∫
(BR\BR−ρk )2
(uεk(x)− uεk(y))2
|x− y|n+2s dx dy
) 1
2
×
(
λ(εk)
∫∫
(BR\BR−ρk )2
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
) 1
2
≤
(
λ(εk)
∫∫
(BR\BR−ρk )2
(ψk(x)− ψk(y))2
|x− y|n+2s dx dy
) 1
2 (
F (u) + 1
k
) 1
2
.
Recalling (4.4.12) and (4.4.32), we thereby see that
lim
k→+∞
λ(εk)
∫∫
(BR\BR−ρk )2
(uεk(x)− uεk(y)) (ψk(x)− ψk(y))
|x− y|n+2s dx dy = 0. (4.4.33)
Now, putting together (4.4.32), (4.4.33), and the fact that the first integral in the right
hand side of (4.4.31) is positive, we deduce that
lim sup
k→∞
IVk ≥ 0. (4.4.34)
Finally, from (4.4.26), (4.4.27), (4.4.28) and (4.4.34) we deduce the desired claim in
(4.4.20). Now, in light of (4.4.7), (4.4.14), (4.4.16), and (4.4.20), we have that
lim sup
k→∞
Fk(u∗k) = lim sup
k→∞
F˜εk(u∗k) ≤ lim sup
k→∞
Cs Gεk(uεk , BR) ≤ F (u),
that is the claim in (ii) of Theorem 4.1.3.
This completes the proof of Theorem 4.1.3 for s ∈ [1/2, 1). For completeness, we
observe that the constant c# appearing in the Γ-limit (4.1.22) can be written as
c# = Cs c∗,
where Cs is defined in (4.4.6) and c∗ is the constant appearing in (4.4.5), which in turn is
related to the Γ-limit functional in [123] for s ≥ 1/2.
116
4.5 Γ-convergence for s ∈ (0, 1/2)
This section is focused on the Γ-convergence for the case s ∈ (0, 1/2). First, we prove
Theorem 4.1.3 in this case, and then we prove Proposition 4.1.4.
Proof of Theorem 4.1.3 for s ∈ (0, 1/2). We consider any u ∈ X and we start by proving
the claim in (i), which is the liminf inequality for every sequence uε converging to u
in X. Let uε be a sequence of functions in X that converges to u in L1(Rn). If
lim inf
ε→0+
Fε(u) = +∞,
then (4.1.23) is obvious. Hence, we assume that
lim inf
ε→0+
Fε(u) = l < ∞.
We take (uεk)k as a subsequence of (uε) that attains the limit l, and (uεkj )j as a subse-
quence that converges to u almost everywhere. Then,
l = lim inf
k→∞
Fεk(uεk) = limj→∞Fεkj (uεkj ) ≥ limj→∞
1
ε2skj
∫
Rn
W(uεkj ) dx.
Therefore, ∫
Rn
W(u) dx = lim
j→+∞
∫
Rn
W(uεkj ) dx = 0,
and u(x) ∈ {0; 1} almost everywhere. Thus, we deduce that u = χE for some set E ⊂ R.
Using Fatou’s lemma and the definition of F (u) in (4.1.21), we can conclude that
lim inf
ε→0+
Fε(uε) ≥ lim inf
ε→0+
∫
Rn
Ss(ξ) |ûε(ξ)|2 dξ ≥
∫
Rn
Ss(ξ) |û(ξ)|2 dξ = F (u).
This completes the proof of the claim in (i).
Now, we prove the claim in (ii). We assume that u = χE for some set E ⊂ Rn —
otherwise (4.1.24) is obvious — and we define the constant sequence uε := u.
Since Fε(u) is defined for u = χE as
Fε(u) = F (u) =
∫
Rn
Ss(ξ) |û(ξ)|2 dξ,
then we trivially have (4.1.24) for the constant sequence (uε)ε.
Now, we prove Proposition 4.1.4. This result gives important information about the
limit functional F defined in (4.1.21) for s ∈ (0, 1/2) in the case n = 1, showing that it
interpolates the classical and the nonlocal perimeter.
Proof of Proposition 4.1.4. We recall that the function Ts(r) : [0,+∞) −→ [0,+∞) is de-
fined as
Ts(r) := F (χIr) =
∫
R
Ss(ξ) |χ̂Ir(ξ)|2 dξ, (4.5.1)
and the squared modulus of the Fourier transform of χIr is
|χ̂Ir(ξ)|2 =
4 sin2(rξ)
ξ2
.
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This last computation is done in detail in Lemma 4.A.1.1. Since the squared modulus of
χ̂Ir depends only on the length of the interval, then F (χIr) only depends on r and Ts is
a well-defined function of r ∈ [0,+∞).
Plugging the expression of |χ̂Ir(ξ)|2 in (4.5.1), we have
Ts(r) = 4
∫
R
S˜s(ξ)
sin2(rξ)
|ξ|2−2s dξ, (4.5.2)
where S˜s(ξ) is defined in (4.1.13).
We want to show the asymptotic behavior of Ts at zero, as stated in (4.1.26). To this
end, we change variable rξ = η in (4.5.2) and we get the following expression for Ts(r)
Ts(r) = 4r1−2s
∫
R
S˜s
(η
r
) sin2(η)
|η|2−2s dη. (4.5.3)
From the dominated convergence theorem and the fact that sin2(η)/ |η|2−2s is inte-
grable in Rwhen s ∈ (0, 1/2), we deduce that
lim
r→0
∫
R
S˜s
(η
r
) sin2(η)
|η|2−2s dη = C1,
where C1 is a positive constant depending only on s. Thus, from this bound and (4.5.3)
we obtain (4.1.26), as desired.
Now, we want to prove (4.1.27), which describes the asymptotic behavior of Ts at
infinity. We use the expression in (4.5.2) for Ts(r) and Lemma 4.A.1.2 to write
lim
r→∞ Ts(r) = limr→∞ 4
∫
R
S˜s(ξ)
sin2(rξ)
|ξ|2−2s dξ = 2
∫
R
S˜s(ξ)
|ξ|2−2s dξ. (4.5.4)
The function in the last integral is controlled by a constant near the origin — see (4.1.13)
and (4.3.5) — and by C/ |ξ|2−2s far from the origin, which is an integrable function at
infinity, since s ∈ (0, 1/2).
Therefore, the last integral in (4.5.4) is finite and this proves the desired claim in
(4.1.27). The proof of Proposition 4.1.4 is thereby complete.
4.A.1 Appendix to Chapter 4
For the sake of completeness, we collect here two simple technical lemmata that we
use in Chapter 4. Let us start with a very standard computation, that is the Fourier
transform of the characteristic function of one interval.
Lemma 4.A.1.1. Let u(x) : R → [0, 1] be defined as u(x) = χI , where I is a finite interval of
R, i.e. I = (a1, a2) ⊂ R. Then,
|û(ξ)|2 = 4sin
2 (rξ)
ξ2
,
where r = a2−a12 is the width of the intervals I.
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Proof. First, we compute the Fourier transform of the function u.
û(ξ) =
∫ a2
a1
e−ixξ dx = i
ξ
(
e−ia2ξ − e−ia1ξ
)
=
1
ξ
{sin(a2ξ)− sin(a1ξ) + i (cos(a2ξ)− cos(a1ξ))} .
Then, we compute its square modulus.
|û(ξ)|2 = 1
ξ2
{2− 2 (sin(a2ξ) sin(a1ξ) + cos(a2ξ) cos(a1ξ))}
=
1
ξ2
{2− 2 cos ((a2 − a1)ξ)} = 4
ξ2
sin2
(
a2 − a1
2
ξ
)
,
and this concludes the proof of Lemma 4.A.1.1.
We prove now a convergence result that we use in Section 4.5.
Lemma 4.A.1.2. If f ∈ L1(R), then
lim
ω→+∞
∫
R
f (η) sin2(ωη) dη =
1
2
∫
R
f (η) dη.
Proof. Let us assume first that f ∈ C1c (R). We start from the identity∫
R
f (η) dη =
∫
R
f (η) sin2 (ωη) dη +
∫
R
f (η) cos2 (ωη) dη,
and we want to show that
lim
ω→+∞
∫
R
f (η) cos2 (ωη) dη = lim
ω→+∞
∫
R
f (η) sin2 (ωη) dη. (4.A.1.1)
We remark indeed that the claim in Lemma 4.A.1.2 follows once we establish (4.A.1.1).
In order to prove (4.A.1.1), we change variables ωη = ωθ − pi/2 and we obtain∫
R
f (η) cos2 (ωη) dη =∫
R
f (θ) sin2 (ωθ) dθ +
∫
R
{
f
(
θ − pi
2ω
)
− f (θ)
}
sin2 (ωθ) dθ.
(4.A.1.2)
Taking the limits as ω → +∞ in (4.A.1.2), the last term goes to zero thanks to the
Vitali convergence theorem and we obtain (4.A.1.1) if f ∈ C1c (R). In general, when
f ∈ L1(R), the result follows from the density of C1c (R) in L1(R).
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Appendix A
Physical considerations
In this appendix, we give a detailed description of the physical considerations that are
leading to the study of the partial differential equation
div(ya∇v) = 0 for x ∈ Rn, y ∈ (0, 1),
vy(x, 1) = 0 x ∈ Rn, y = 1,
v(x, 0) = u(x) x ∈ Rn, y = 0,
− lim
y→0
yavy = f (v) x ∈ Rn, y = 0.
(A.0.1)
To this end, we consider a possible physical description of an irrotational and inviscid
fluid (the “ocean”) in Rn+1, though we commonly take n = 2 in the “real world”. The
position of a fluid particle at time t will be denoted by X(t) = (x(t), y(t)) ∈ Rn ×R.
We suppose that, at time t, the region occupied by the ocean lies above the graph of
a function b(·, t) (the “bottom of the ocean”) and below the graph of a function h(·, t)
(the “surface of the ocean”). Therefore, in this model, the ocean can be described by the
time-dependent domain
Ω(t) := {(x, y) ∈ Rn ×R s.t. b(x, t) ≤ y ≤ h(x, t)}, (A.0.2)
see Figure A.1.
Given a point X ∈ Ω(t), we denote by v(X, t) the velocity of the fluid particle at X
at time t. We denote by Φt(X) the evolution produced by the vector field v at time t
starting at the point X at time zero, that is the solution of the initial value problem ddtΦt(X) = v(Φt(X), t) for (small) t > 0,Φ0(X) = X. (A.0.3)
We suppose that the density of the water is described by a positive function ρ =
ρ(X, t). Then, the mass of the fluid lying in a region Ω˜ ⊂ Rn+1 at time t is described by
the quantity ∫
Ω˜
ρ(X, t) dX. (A.0.4)
The rate at which a fluid mass enters in Ω˜ through an infinitesimal portion of ∂Ω˜ in the
vicinity of a point X ∈ ∂Ω˜ is given by the density times the velocity at X in the direction
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y=b(x,t)
y=h(x,t)
Figure A.1: The domain Ω(t) in (A.0.2).
of the inner normal of ∂Ω˜ at X. That is, if ν(X) denotes the exterior normal of ∂Ω˜ at X,
we find that the rate at which a fluid mass enters in Ω˜ is given by
−
∫
∂Ω˜
ρ(X, t) v(X, t) · ν(X) dHn(X).
Comparing with (A.0.4), and using the Divergence Theorem, this leads to∫
Ω˜
∂tρ(X, t) dX =
d
dt
∫
Ω˜
ρ(X, t) dX
= −
∫
∂Ω˜
ρ(X, t) v(X, t) · ν(X) dHn(X)
= −
∫
Ω˜
divX
(
ρ(X, t) v(X, t)
)
dX.
From this, since the volume region Ω˜ is arbitrary, we obtain the “mass conservation
law” (also known as “continuity equation”) given by
∂tρ(X, t) + divX
(
ρ(X, t) v(X, t)
)
= 0 in Ω(t). (A.0.5)
Let us now analyze the conditions occurring at the bottom and at the surface of
the fluid. At the bottom, we assume that the fluid cannot penetrate inside the ground,
hence its velocity is tangent to the seabed. Recalling the notation in (A.0.2), we have
that v needs to be orthogonal to the normal direction of the graph of b, and thus, using
the notation X = (x, y) ∈ Rn ×R,
v(X, t) · (∇xb(x, t),−1) = 0 if y = b(x, t). (A.0.6)
We can therefore collect the results in (A.0.5) and (A.0.6) by writing{
∂tρ(X, t) + divX
(
ρ(X, t) v(X, t)
)
= 0 in Ω(t),
v(X, t) · (∇xb(x, t),−1) = 0 on {y = b(x, t)}. (A.0.7)
122
vFigure A.2: The velocity field v has always a positive component along the tangential direction
of the closed curve, hence it is not irrotational.
From (A.0.7) one sees that the vector field ρv has perhaps more physical meaning than v
alone, since it represents the density speed of the flow, and it is somehow more mean-
ingful to prescribe a bound on ρv rather than on v itself. For instance, the situation in
which v becomes unbounded becomes physically realistic if ρv remains bounded, since,
in this case, roughly speaking, only a very negligible amount of fluid would travel at
exceptionally high speed. Therefore, though the equations are perfectly equivalent in
case of “nice” vector fields v and densities ρ, we prefer to write (A.0.7) in a form which
makes appear directly the quantity ρv rather than v alone. This is done by multiplying
the identity on the bottom of the ocean by the density, to find{
∂tρ(X, t) + divX
(
ρ(X, t) v(X, t)
)
= 0 in Ω(t),
ρ(X, t) v(X, t) · (∇xb(x, t),−1) = 0 on {y = b(x, t)}. (A.0.8)
We also assume that the fluid particles do not “circulate in a cyclone way”, namely
that the fluid is irrotational, see Figure A.2. To formalize this notion in an arbitrarily
large number of dimensions in an elementary geometric way (without using the notion
of higher dimensional curls), we assume that, for every fixed time, the integral of the
velocity vector field along any closed one-dimensional curve in Rn vanishes. As a mat-
ter of fact, it would be enough to require such a condition along polygonal lines, and in
fact it would be sufficient to require it along triangular connections.
This irrotationality condition implies (and, in fact, it is equivalent to) that the velocity
field admits a potential, namely that there exists a scalar function u = u(X, t) such that
v(X, t) = ∇Xu(X, t). (A.0.9)
We stress that (A.0.9) is a rather striking formula, since it reduces the knowledge of
a vector valued function (namely, v) to the knowledge of (the derivatives of) a single
scalar function. The construction of the potential u is standard, and can be performed
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along the following argument: we let ΓX be the oriented segment starting at the origin
and arriving at X, and we set
u(X, t) :=
∫
ΓX
v :=
∫ 1
0
v(ϑX, t) · X dϑ.
To prove (A.0.9), let j ∈ {1, . . . , n} and δ 6= 0, to be taken arbitrarily small in what
follows. We also denote by ΓX,δ,j the oriented segment from X to X + δej. Also, given
two adjacent segments Γ1 and Γ2, we denote by Γ1 ∪ Γ2 the broken line joining the initial
point of Γ1 to the end point of Γ1 (which coincides with the initial point of Γ2) and that to
the end point of Γ2. Furthermore, we denote by −Γ1 the segment Γ1 run in the opposite
direction. With this notation, we have that ΓX+δej ∪ (−ΓX,δ,j) ∪ (−ΓX) forms a close
triangle and accordingly, by the irrotationality condition,
0 =
∫
ΓX+δej∪(−ΓX,δ,j)∪(−ΓX)
v =
∫
ΓX+δej
v−
∫
ΓX,δ,j
v−
∫
ΓX
v
= u(X + δej, t)− δ
∫ 1
0
v(X + ϑδej, t) · ej dϑ− u(X, t).
Dividing by δ and sending δ→ 0, we obtain (A.0.9), as desired.
Then, inserting (A.0.9) into (A.0.8), we conclude that{
∂tρ(X, t) + divX
(
ρ(X, t)∇Xu(X, t)
)
= 0 in Ω(t),
ρ(X, t)∇xu(X, t) · ∇xb(x, t)− ρ(X, t) ∂yu(X, t) = 0 on {y = b(x, t)}.
(A.0.10)
We observe that the setting in (A.0.1) is a particular case of that in (A.0.10), in which
one considers the steady case of stationary solutions (i.e. ρ does not depend on time),
with X = (x, y) ∈ Ω = Rn × (0, 1), and ρ(X) = ya, with a ∈ (−1, 1).
Remark A.0.1. Concerning the setting in (A.0.3), we recall that in the literature one also
considers the “streamlines” of the fluid, described by a parameter τ ∈ R, which are
(local) solutions of the differential equation (for fixed time t)
d
dτ
X(τ, t) = v(X(τ, t), t).
Notice that, if the velocity field v is independent of time, we can actually identify the
curve parameter τ with the usual time t and then the streamlines describe the physical
trajectories of the fluid particle. But in general, for velocity fields which depend on
time, streamlines do not represent the physical trajectories. Nevertheless, streamlines
are always instantaneously tangent to the velocity field of the flow and therefore they
indicate the direction in which the fluid particle at a given point travels in time. We
maintain the distinction between streamlines and physical trajectories of the flow, and
in this note only the latter objects will be taken into account for the main computations.
Remark A.0.2. We point out that in the literature one often assumes that the fluid is
“incompressible”, that is, fixed any reference domain Ω˜,
d
dt
∫
Ω˜
ρ(Φt(X), t) dX = 0.
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This condition together with (A.0.3) leads to
∂tρ(Φt(X), t) +∇Xρ(Φt(X), t) · v(Φt(X), t) = 0, (A.0.11)
or, equivalently, changing the name of the space variable
∂tρ(X, t) +∇Xρ(X, t) · v(X, t) = 0. (A.0.12)
The incompressibility condition (A.0.12) may be also understood from a “discrete ana-
logue” by thinking that the density ρ(X, t) of a gas formed by indistinguishable molecules
at a point X at time t is measured by “counting the number of molecules” in the vicinity
of X at time t. That is, fixing r > 0, the gas density could be defined as the number
of molecules lying in Br(X) at time t. If the gas is incompressible, we expect that the
number of molecules around the evolution Φt(X) of X remains the same. This gives
that
ρ(Φt(X), t) = ρ(X, 0),
which leads to (A.0.11) and (A.0.12).
To appreciate the structural difference between the mass conservation law in (A.0.5)
and the incompressibility condition in (A.0.12), let us consider two examples. In the first
example, let
v(X, t) := −X and ρ(X, t) := ent,
with n > 0. In this case, the velocity field pushes all the fluid towards the origin,
preserving the mass according to (A.0.5): as a consequence, the particles of the fluid
get “packed” and their density increases, and the incompressibility condition (A.0.12) is
indeed violated.
As a second example, let us consider the case in which
v(X, t) := −X and ρ(X, t) := 1.
In this case, the fluid elements are still pushed towards the origin, but the density re-
mains constant. This means that there must be a leak somewhere, from which the fluid
escapes. In this situation, the incompressibility condition in (A.0.12) is satisfied, but the
mass is lost and accordingly (A.0.5) does not hold.
We also point out that if the the mass conservation law in (A.0.5) and the incom-
pressibility condition in (A.0.12) are both satisfied, then
0 = ∂tρ(X, t) + divX
(
ρ(X, t) v(X, t)
)
= ∂tρ(X, t) +∇Xρ(X, t) · v(X, t) + ρ(X, t)divX v(X, t)
= ρ(X, t)divX v(X, t),
and, as a consequence,
divX v(X, t) = 0 in Ω(t).
In this note, we will not explicitly take into account incompressibility assumptions, but
merely the conservation of mass in (A.0.5).
Remark A.0.3. Concerning the top surface of the fluid, in the literature it is often as-
sumed that fluid particles on this surface remain there forever (i.e., there is no “mixing
effect” between the top surface of the sea and the rest of the water mass). This condition,
in the notation of (A.0.2) and (A.0.3), would translate into
Φt2(X) = h(Φ
t
1(X), t),
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as long as X = (x, y) and y = h(x, 0), where Φt(X) =
(
Φt1(X),Φ
t
2(X)
) ∈ Rn × R.
Hence, in view of (A.0.3),
0 =
d
dt
(
h(Φt1(X), t)−Φt2(X)
)
= v(Φt(X), t) · (∇xh(Φt1(X), t), −1)+ ∂th(Φt1(X), t).
In this model, we do not need to assume this additional no mixing condition.
Remark A.0.4. Part II of this thesis is devoted to an elliptic problem related to the sta-
tionary case of the model that we just outlined. Besides assuming no dependence on
time t, we also consider the simplification of a “flat ocean”, by taking b(x) = H > 0 and
h(x) = 0 — recall the notation in (A.0.2). This choice implies that we consider the sea as
Ω = {(x, y) ∈ Rn ×R s.t. 0 ≤ y ≤ H},
and that we are “reversing the vertical direction”, in order to have the ocean surface on
{y = 0}. This last simplification is done for pure mathematical convenience and does
not affect the model.
126
Bibliography
[1] ABATANGELO, N.; VALDINOCI, E., Getting acquainted with the fractional Laplacian, Springer IN-
DAM Ser., Springer, Cham (2019)
[2] ABDELLAOUI, B.; COLORADO, E.; PERAL, I. Some improved Caffarelli-Kohn-Nirenberg inequalities.
Calc. Var. Partial Differential Equations 23 (2005), 327–345.
[3] ADAMS, D. R. A note on Riesz potentials, Duke Math. J. 42 (1975), 765-778.
[4] ADIMURTHI, N. CHAUDHURI, M. RAMASWAMY, An improved Hardy–Sobolev inequality and its
application, Proc. Amer. Math. Soc., 130 (2002), 489–505.
[5] ALBERTI, G.; AMBROSIO, L.; CABRÉ, X., On a long standing conjecture of E. De Giorgi: symmetry
in 3D for general nonlinearities and a local minimality property, Acta Appl. Math., 65 (2001), 9-33.
[6] ALBERTI, G.; BOUCHITTÉ, G.; SEPPECHER, P. Un résultat de perturbations singulières avec la norme
H1/2, C. R. Acad. Sci. Paris Sér. I Math., 319 (1994), 333-338.
[7] ALBERTI, G.; BOUCHITTÉ, G.; SEPPECHER, P. Phase transition with the line-tension effect, Arch.
Rational Mech. Anal., 144 (1998), 1-46.
[8] ALEKSANDROV, A. D. Zur Theorie der gemischten Volumina von konvexen Körpern, II, Neue Ungle-
ichungen zwischen den gemischten Volumina und ihre Anwendungen, Mat. Sb. (N.S.), 2 (1937), 1205-1238
(in Russian).
[9] ALEKSANDROV, A. D. Zur Theorie der gemischten Volumina von konvexen Körpern, III, Die Er-
weiterung zweeier Lehrsatze Minkowskis über die konvexen Polyeder auf beliebige konvexe Flachen, Mat. Sb.
(N.S.), 3 (1938), 27-46 (in Russian).
[10] ALLARD, W. K. On the First Variation of a Varifold, Ann. of Math., 95 (1972), 417-491.
[11] ALMGREN JR., F. J. Optimal isoperimetric inequalities, Indiana University Math. J., 35 (1986), 451-547.
[12] AMBROSIO, L.; CABRÉ, X. Entire solutions of semilinear elliptic equations in R3 and a conjecture of
De Giorgi, J. Amer. Math. Soc., 13 (2000), 725-739.
[13] AMBROSIO, L; DE PHILIPPIS, G; MARTINAZZI, L. Gamma-convergence of nonlocal perimeter func-
tionals, Manuscripta Math., 134 (2011), 377-403.
[14] BARBATIS, G.; FILIPPAS, S.; TERTIKAS, A. A unified approach to improved Lp Hardy inequalities
with best constants, Trans. Amer. Math. Soc., 356 (2003), 2169–2196.
[15] BATISTA, M.; MIRANDOLA, H.; VITÓRIO, F. The Caffarelli-Kohn-Nirenberg Inequality for Subman-
ifolds in Riemannian Manifolds, preprint, arXiv:1509.03857 (2015).
[16] BATISTA, M.; MIRANDOLA, H.; VITÓRIO, F. Hardy and Rellich inequalities for submanifolds in
Hadamard spaces, J. Differential Equations, 263 (2017), 5813-5829.
[17] BERCHIO, E.; GANGULY, D.; GRILLO, G. Sharp Poincaré–Hardy and Poincaré–Rellich inequalities
on the hyperbolic space, J. Funct. Anal., 272 (2017), 1661–1703.
[18] BERCHIO, E.; GANGULY, D.; GRILLO, G.; PINCHOVER, Y. An optimal improvement for the Hardy
inequality on the hyperbolic space and related manifolds, preprint, arXiv:1711.08423 (2017).
[19] BERESTYCKI, H.; CAFFARELLI, L.; NIRENBERG, L. Further qualitative properties for elliptic equa-
tions in unbounded domains, Dedicated to Ennio De Giorgi, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4),
25 (1997), 69-94.
127
[20] BOMBIERI, E.; DE GIORGI, E.; GIUSTI, E. Minimal cones and the Bernstein problem, Invent. Math., 7
(1969), 243-268.
[21] BRAIDES, A. Γ-convergence for beginners, Oxford Lecture Series in Mathematics and its Applications, 22
(2002).
[22] BRENDLE, S. The isoperimetric inequality for a minimal submanifold in Euclidean space, preprint,
arXiv:1907.09446 (2019).
[23] BREZIS, H. Is there failure of the Inverse Function Theorem?, in “Morse Theory, Minimax Theory
and Their Applications to Nonlinear Differential Equations”, 23-33, New Stud. Adv. Math., 1, Int. Press,
Somerville, MA (2003).
[24] BREZIS, H.; CAZENAVE, T.; MARTEL Y.; RAMIANDRISOA A. Blow up for ut − ∆u = g(u) revisited,
Adv. Differential Equations, 1 (1996), 73-90.
[25] BREZIS, H.; VAZQUEZ, J. L. Blow-up solutions of some nonlinear elliptic problems, Rev. Mat. Com-
plut. (2), 10 (1997), 443-469.
[26] BUCUR, C.; VALDINOCI, E. Nonlocal diffusion and applications, Lecture Notes of the Unione Matem-
atica Italiana, 20, Springer, [Cham]; Unione Matematica Italiana, Bologna (2016).
[27] CABRÉ, X. Elliptic PDE’s in probability and geometry: symmetry and regularity of solutions, Discrete
Contin. Dyn. Syst., 20 (2008), 425-457.
[28] CABRÉ, X. Regularity of minimizers of semilinear elliptic problems up to dimension 4, Comm. Pure
Appl. Math. (10), 63 (2010), 1362-1380.
[29] CABRÉ, X. Boundedness of stable solutions to semilinear elliptic equations: a survey, Adv. Nonlinear
Stud. (2), 17 (2017), 355-368.
[30] CABRÉ, X. A new proof of the boundedness results for stable solutions to semilinear elliptic equa-
tions, preprint, arXiv:1907.05253v2 (2019).
[31] CABRÉ, X.; CAFFARELLI, L. Fully Nonlinear Elliptic Equations, Amer. Math. Soc. (1995) 43.
[32] CABRÉ, X.; CAPELLA, A. Regularity of radial minimizers and extremal solutions of semilinear ellip-
tic equations, J. Funct. Anal., 238 (2006), 709–733.
[33] CABRÉ, X.; CAPELLA, A.; SANCHÓN, M. Regularity of radial minimizers of reaction equations in-
volving the p-Laplacian, Calc. Var. Partial Differential Equations, 34 (2009), 475-494.
[34] CABRÉ, X.; CHARRO, F. The optimal exponent in the embedding into the Lebesgue spaces for func-
tions with gradient in the Morrey space, preprint, arXiv:1907.12982 (2019).
[35] CABRÉ, X.; CINTI, E. Energy estimates and 1-D symmetry for nonlinear equations involving the
half-Laplacian, Discrete Contin. Dyn. Syst., 28 (2010), 1179-1206.
[36] CABRÉ, X.; CINTI, E. Sharp energy estimates for nonlinear fractional diffusion equations, Calc. Var.
Partial Differential Equations, 49 (2014), 233-269.
[37] CABRÉ, X.; CINTI, E.; SERRA, J., Stable nonlocal phase transitions, Forthcoming.
[38] CABRÉ, X.; FIGALLI, A.; ROS-OTON, X.; SERRA, J. Stable solutions to semilinear elliptic equations
are smooth up to dimension 9, preprint, arXiv:1907.09403 (2019).
[39] CABRÉ, X.; MIRAGLIO, P. Universal Hardy-Sobolev inequalities on hypersurfaces of Euclidean
space, forthcoming.
[40] CABRÉ, X.; MIRAGLIO, P.; SANCHÓN, M. Optimal regularity of stable solutions to nonlinear equa-
tions involving the p-Laplacian, forthcoming.
[41] CABRÉ, X.; SANCHÓN, M. Semi-stable and extremal solutions of reaction equations involving the
p-Laplacian, Comm. Pure Appl. Math. (1), 6 (2007), 43-67.
[42] CABRÉ, X.; SIRE, Y. Nonlinear equations for fractional Laplacians, I: Regularity, maximum princi-
ples, and Hamiltonian estimates, Ann. Inst. H. Poincaré Anal. Non Linéaire, 31 (2014), 23-53.
[43] CABRÉ, X.; SIRE, Y. Nonlinear equations for fractional Laplacians II: Existence, uniqueness, and
qualitative properties of solutions, Trans. Amer. Math. Soc., 367 (2015), 911-941.
128
[44] CABRÉ, X.; SOLÀ-MORALES, J. Layer solutions in a half-space for boundary reactions, Comm. Pure
Appl. Math., 58 (2005), 1678-1732.
[45] CAFFARELLI, L.; ROQUEJOFFRE, J.-M.; SAVIN, O. Nonlocal minimal surfaces Comm. Pure Appl.
Math., 63 (2010), 1111-1144.
[46] CAFFARELLI, L.; SILVESTRE, L. An extension problem related to the fractional Laplacian, Comm.
Partial Differential Equations, 32 (2007), 1245-1260.
[47] CAFFARELLI, L. A.; SOUGANIDIS, P. E., Convergence of nonlocal threshold dynamics approxima-
tions to front propagation. Arch. Ration. Mech. Anal., 195 (2010), 1-23.
[48] CAFFARELLI, L.; VALDINOCI, E. Regularity properties of nonlocal minimal surfaces via limiting
arguments, Adv. Math., 248 (2013), 843-871.
[49] CARRON, G. Inégalités de Hardy sur les variétés Riemanniennes non-compactes, J. Math. Pures Appl.
(9), 76 (1997), 883–891.
[50] CASTILLON, P. Submanifolds, isoperimetric inequalities and optimal transportation. J. Funct. Anal.,
259 (2010), 79-103.
[51] CASTORINA, D.; SANCHÓN, M. Regularity of stable solutions of p-Laplace equations through geo-
metric Sobolev type inequalities, J. Eur. Math. Soc., 17 (2015), 2949-2975.
[52] CHAN, H.; WEI, J. On De Giorgi’s conjecture: recent progress and open problems, Sci. China Math.,
61 (2018), 1925-1946.
[53] CHANG, S.-Y. A.; WANG, Y. On Aleksandrov-Fenchel Inequalities for k-Convex Domains. Milan J.
Math., 79 (2011), 13–38.
[54] CHAVEL, I. Riemannian Geometry, Cambridge Studies in Advanced Mathematics, 98, Second Edition,
Cambridge University Press (2006).
[55] CHERMISI, M.; VALDINOCI, E. A symmetry result for a general class of divergence form PDEs in
fibered media, Nonlinear Anal., 73 (2010), 695-703.
[56] CHOE, J. Isoperimetric inequalities of minimal submanifolds. Global theory of minimal surfaces, Clay
Math. Proc., 2, Amer. Math. Soc., Providence, RI (2005), 325-369.
[57] CINTI, E.; MIRAGLIO, P.; VALDINOCI, E. One-dimensional symmetry for the solutions of a three-
dimensional water wave problem, J. Geom. Anal. (2019), DOI 10.1007/s12220-019-00279-z.
[58] CINTI, E.; SERRA, J.; VALDINOCI, E. Quantitative flatness results and BV-estimates for stable nonlo-
cal minimal surfaces, J. Differential Geom., 112 (2019), 447–504.
[59] COLDING, T. H., MINICOZZI, W. P., II A course in minimal surfaces, Graduate Studies in Mathematics,
121, American Mathematical Society, Providence, RI (2011).
[60] COZZI, M.; FIGALLI, A. Regularity theory for local and nonlocal minimal surfaces:an overview,
Nonlocal and nonlinear diffusions and interactions: new methods and directions, 117–158, Lecture Notes in
Math., Vol. 2186, Fond. CIME/CIME Found. Subser., Springer, Cham (2017).
[61] CRANDALL, M. G.; RABINOWITZ, P. H. Some continuation and variational methods for positive
solutions of nonlinear elliptic eigenvalue problems, Arch. Rational Mech. Anal., 58 (1975), 207–218.
[62] D’AMBROSIO, L.; DIPIERRO, S. Hardy inequalities on Riemannian manifolds and applications, Ann.
I. H. Poincaré, 31 (2014), 449–475.
[63] DAL MASO, G. An introduction to Γ-convergence, Progress in Nonlinear Differential Equations and
their Applications, 8, Birkhäuser Boston, Inc., Boston, MA (1993).
[64] DAMASCELLI, L.; SCIUNZI, B. Regularity, monotonicity and symmetry of positive solutions of m-
Laplace equations, J. Differential Equations (2), 206 (2004), 483-515.
[65] DÁVILA, J.; DEL PINO, M.; WEI, J. Nonlocal s-minimal surfaces and Lawson cones, J. Differential
Geom., 109 (2018), 111-175.
[66] DÁVILA, J.; DUPAIGNE, L. Hardy-type inequalities, J. Eur. Math. Soc., 6 (2004), 335–365.
129
[67] DE GIORGI, E. Sulla convergenza di alcune successioni d’integrali del tipo dell’area, Collection of
articles dedicated to Mauro Picone on the occasion of his ninetieth birthday, Rend. Mat. (6) 8 (1975),
277–294.
[68] DE GIORGI, E. Convergence problems for functionals and operators, Proceedings of the International
Meeting on Recent Methods in Nonlinear Analysis, Rome (1978), Pitagora, Bologna (1979), 131-188.
[69] DE GIORGI, E.; FRANZONI, T. Su un tipo di convergenza variazionale, Atti Accad. Naz. Lincei Rend.
Cl. Sci. Fis. Mat. Natur. (8) 58 (1975), 842–850.
[70] DE LA LLAVE, R.; VALDINOCI, E. Symmetry for a Dirichlet-Neumann problem arising in water
waves, Math. Res. Lett., 16 (2009), 909-918.
[71] DEL PINO, M.; KOWALCZYK, M.; WEI, J. On De Giorgi’s conjecture in dimension N ≥ 9, Ann. of
Math. (2), 174 (2011), 1485-1569.
[72] DIBENEDETTO, E. C1+α local regularity of weak solutions of degenerate elliptic equations, Nonlinear
Anal. (7), 8 (1983), 827-850.
[73] DI NEZZA, E.; PALATUCCI, G.; VALDINOCI, E. Hitchhiker’s guide to the fractional Sobolev spaces,
Bull. Sci. Math., 136 (2012), 521-573.
[74] DIPIERRO, S.; FARINA, A.; VALDINOCI, E. A three-dimensional symmetry result for a phase transi-
tion equation in the genuinely nonlocal regime, Calc. Var. Partial Differential Equations, 57 (2018) no. 1,
Art. 15, 21pp.
[75] DIPIERRO, S.; MIRAGLIO, P.; VALDINOCI, E. Symmetry results for the solutions of a partial differen-
tial equation arising in water waves, to appear in 2019 MATRIX Annals, preprint: arXiv:1901.03581.
[76] DIPIERRO, S.; SERRA, J.; VALDINOCI, E. Improvement of flatness for nonlocal phase transitions,
Amer. J. Math., to appear (2019).
[77] DIPIERRO, S.; VALDINOCI, E. Nonlocal minimal surfaces: interior regularity, quantitative estimates
and boundary stickiness. In: Recent developments in nonlocal theory, 165–209, De Gruyter, Berlin (2018).
[78] DO CARMO, M.; PENG, C. K. Stable complete minimal surfaces in R3 are planes, Bull. Amer. Math.
Soc. (N.S.) 1 (1979), 903-906.
[79] DUPAIGNE, L. Stable solutions of elliptic partial differential equations, Chapman and Hall/CRC, 143,
CRC Press (2011).
[80] EDWARDS, A. M.; PHILLIPS, R. A.; WATKINS, N. W.; FREEMAN, M. P.; MURPHY, E. J.; AFANASYEV,
V.; BULDYREV, S. V.; DA LUZ, M. G.; RAPOSO, E. P.; STANLEY, H. E.; VISWANATHAN, G. M.,
Revisiting Lévy flight search patterns of wandering albatrosses, bumblebees and deer, Nature, 449
(2007), 1044-1048.
[81] EVANS, L. C., Partial differential equations, Graduate Studies in Mathematics, 19, American Mathe-
matical Society, Providence, RI (1998).
[82] FABES, E. B.; JERISON, D. S.; KENIG, C. E. The Wiener test for degenerate elliptic equations, Ann.
Inst. Fourier, 32 (1982), 151-182.
[83] FABES, E. B.; KENIG, C. E.; SERAPIONI, R. P., The local regularity of solutions of degenerate elliptic
equations, Comm. Partial Differential Equations, 7 (1982), 77-116.
[84] FARINA, A.; SCIUNZI, B.; VALDINOCI, E. Bernstein and De Giorgi type problems: new results via a
geometric approach, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 7 (2008), 741-791.
[85] FARINA, A.; SCIUNZI, B.; VALDINOCI, E. On a Poincaré type formula for solutions of singular and
degenerate elliptic equations, Manuscripta Math. (3-4), 132 (2010), 335-342.
[86] FARINA, A.; VALDINOCI, E. The state of the art for a conjecture of De Giorgi and related problems,
Recent progress on reaction-diffusion systems and viscosity solutions, World Sci. Publ., Hackensack, NJ
(2009), 74-96.
[87] FARINA, A.; VALDINOCI, E. 1D symmetry for solutions of semilinear and quasilinear elliptic equa-
tions, Trans. Amer. Math. Soc., 363 (2011), 579-609.
130
[88] FERRERO, A.; On the solutions of quasilinear elliptic equations with a polynomial-type reaction
term, Adv. Differential Equations, 9 (2004), 1201–1234.
[89] FIGALLI, A.; SERRA, J. On stable solutions for boundary reactions: a De Giorgi-type result in dimen-
sion 4+ 1, Invent. Math., to appear (2019).
[90] FIGALLI, A.; VALDINOCI, E. Regularity and Bernstein-type results for nonlocal minimal surfaces, J.
Reine Angew. Math., 729 (2017), 263-273.
[91] FISCHER-COLBRIE, D.; SCHOEN, R. The structure of complete stable minimal surfaces in 3-
manifolds of nonnegative scalar curvature, Comm. Pure Appl. Math. 33 (1980), 199-211.
[92] FRANK, R. L.; SEIRINGER, R. Non-linear ground state representations and sharp Hardy inequalities,
J. Funct. Anal., 255 (2008), 3407–3430.
[93] GARCÍA AZORERO, J.; PERAL, I. On an Emden-Fowler type equation, Nonlinear Anal. (11), 18 (1992),
1085-1097.
[94] GARCÍA AZORERO, J.; PERAL, I.; PUEL, J.-P. Quasilinear problems with exponential growth in the
reaction term, Nonlinear Anal. (4), 22 (1994), 481-498.
[95] GHOUSSOUB, N.; GUI, C. On a conjecture of De Giorgi and some related problems, Math. Ann., 311
(1998), 481-491.
[96] GILBARG, D.; TRUDINGER, N. S. Elliptic partial differential equations of second order, Reprint of the
1998 edition. Classics in Mathematics. Springer-Verlag, Berlin (2001).
[97] GIUSTI, E. Minimal Surfaces and Functions of Bounded Variation, Monographs in Mathematics, 80,
Birkähuser (1984).
[98] GONZÁLEZ, M.D.M., Gamma convergence of an energy functional related to the fractional Lapla-
cian, Calc. Var. Partial Differential Equations, 36 (2009), 173-210.
[99] GUAN, P; LI, J. The quermassintegral inequalities for k-convex starshaped domains, Adv. Math. 221
(2009), 1725-1732.
[100] HEINONEN, J.; KILPELÄINEN, T.; MARTIO, O., Nonlinear potential theory of degenerate elliptic
equations, Dover Publications, Inc., Mineola, NY, Unabridged republication of the 1993 original, (2006).
[101] HOFFMAN, D.; SPRUCK, J. Sobolev and isoperimetric inequalities for Riemannian submanifolds,
Comm. Pure Appl. Math. 27 (1974), 715-727.
[102] HUISKEN, G.; ILMANEN, T. The inverse mean curvature flow and the Riemannian Penrose inequal-
ity, J. Differential Geom. 59 (2001), 353-437.
[103] JOSEPH, D. D.; LUNDGREN, T. S. Quasilinear Dirichlet problems driven by positive sources, Arch.
Rational Mech. Anal., 49 (1973), 241–269.
[104] KOMBE, I.; ÖZAYDIN, M. Improved Hardy and Rellich inequalities on Riemannian manifolds,
Trans. Amer. Math. Soc. 361 (2009), 6191-6203.
[105] KOMBE, I.; ÖZAYDIN, M. Hardy-Poincaré, Rellich and uncertainty principle inequalities on Rie-
mannian manifolds, Trans. Amer. Math. Soc. 365 (2013), 5035-5050.
[106] LIEBERMAN, G. M. Boundary regularity for solutions of degenerate elliptic equations, Nonlinear
Anal. (11), 12 (1988), 1203-1219.
[107] LINDQVIST, P. On the equation div(|∇u|p−2∇u) + λ|u|p−2u = 0, Proc. Amer. Math. Soc. 109 (1990),
157-164.
[108] LOMBARDINI, L. Fractional perimeter and nonlocal minimal surfaces, Master’s Degree Thesis, avail-
able at arXiv:1508.06241, 2015.
[109] MARTEL, Y. Uniqueness of weak extremal solutions of nonlinear elliptic problems, Houston J. Math.
23 (1997), 161–168.
[110] MICHAEL, J. H.; SIMON, L. M. Sobolev and Mean Value Inequalities on Generalized Submanifolds
of Rn, Comm. Pure Appl. Math., 26 (1973), 361-379.
[111] MIRAGLIO, P. Boundedness of stable solutions to nonlinear equations involving the p-Laplacian,
preprint, arXiv:1907.13027 (2019).
131
[112] MIRAGLIO, P.; VALDINOCI, E. Energy asymptotics of a Dirichlet to Neumann problem related to
water waves, preprint, arXiv:1909.02429 (2019).
[113] MIRANDA, M. Disuguaglianze di Sobolev sulle ipersuperfici minimali, Rend. Semin. Mat. Univ.
Padova, 38 1967, 69-79.
[114] MODICA, L., The gradient theory of phase transitions and the minimal interface criterion, Arch.
Rational Mech. Anal., 98 (1987), 123-142.
[115] MODICA, L.; MORTOLA, S. Un esempio di Γ−-convergenza, Boll. Un. Mat. Ital. B (5), 14 (1977),
285-299.
[116] NEDEV, G. Regularity of the extremal solution of semilinear elliptic equations, C. R. Acad. Sci. Paris
Sér. I Math., 330 (2000), 997–1002.
[117] PERAL, I. Multiplicity of solutions for the p-Laplacian, Lecture notes International Center for Theoreti-
cal Physics, Trieste (1997), http://matematicas.uam.es/ ireneo.peral/ICTP.pdf.
[118] SANCHÓN, M. Boundedness of the extremal solution of some p-Laplacian problems, Nonlinear
Anal., 67 (2007), 281-294.
[119] SANCHÓN, M. Regularity of the extremal solution of some nonlinear elliptic problems involving
the p-Laplacian, Potential Anal. (3), 27 (2007), 217-224.
[120] SAVIN, O. Regularity of flat level sets in phase transitions, Ann. of Math. (2), 169 (2009), 41-78.
[121] SAVIN, O. Rigidity of minimizers in nonlocal phase transitions, Anal. PDE, 11 (2018), 1881-1900.
[122] SAVIN, O. Rigidity of minimizers in nonlocal phase transitions II, Anal. Theory Appl., 35 (2019), 1–27.
[123] SAVIN, O.; VALDINOCI, E. Γ-convergence for nonlocal phase transitions, Ann. Inst. H. Poincaré Anal.
Non Linéaire, 29 (2012), 479-500.
[124] SAVIN, O.; VALDINOCI, E. Regularity of nonlocal minimal cones in dimension 2, Calc. Var. Partial
Differential Equations, 48 (2013), 33-39.
[125] SAVIN, O.; VALDINOCI, E. Some monotonicity results in the calculus of variations, J. Funct. Anal.,
264 (2013), 2469-2496.
[126] SAVIN, O.; VALDINOCI, E., Density estimates for a variational model driven by the Gagliardo norm.
J. Math. Pures Appl. (9), 101 (2014), 1-26.
[127] SILVESTRE, L. Regularity of the obstacle problem for a fractional power of the Laplace operator,
Comm. Pure Appl. Math., 60 (2007), 67-112.
[128] SIMON, L. Schauder estimates by scaling, Calc. Var. Partial Differential Equations (5), 5 (1997), 391-407.
[129] SIMONS, J. Minimal varieties in riemannian manifolds, Ann. of Math. (2), 88 (1968), 62-105.
[130] SIRE, Y.; VALDINOCI, E. Fractional Laplacian phase transitions and boundary reactions: a geomet-
ric inequality and a symmetry result, J. Funct. Anal., 256 (2009), 1842-1864.
[131] STERNBERG, P.; ZUMBRUN, K. Connectivity of phase boundaries in strictly convex domains, Arch.
Rational Mech. Anal. (4), 141 (1998), 375-400.
[132] STERNBERG, P.; ZUMBRUN, K. A Poincaré inequality with applications to volume-constrained area-
minimizing surfaces, J. Reine Angew. Math., 503 (1998), 63-85.
[133] STONE, A. On the isoperimetric inequality on a minimal surface, Calc. Var. Partial Differential Equa-
tions, 17 (2003), 369–391.
[134] TOLKSDORF, P. Regularity for a more general class of quasilinear elliptic equations, J. Differential
Equations (1), 51 (1984), 126-150.
[135] TOPPING, P. Relating diameter and mean curvature for submanifolds of Euclidean space, Comment.
Math. Helv. 83 (2008), 539–546.
[136] TROIANIELLO, G.M. Elliptic Differential Equations and Obstacle Problems, Plenum Press, New York
(1987).
[137] VÁZQUEZ, J. L.; ZUAZUA, E. The Hardy inequality and the asymptotic behaviour of the heat equa-
tion with an inverse-square potential, J. Funct. Anal. 173 (2001), 103–153.
[138] VILLEGAS, S. Boundedness of extremal solutions in dimension 4, Adv. Math., 235 (2013), 126–133.
132
