ABSTRACT Recent studies have shown difficulties in balancing convergence and diversity for manyobjective optimization problems with various types of Pareto fronts. This paper proposes an adaptive reference vector based evolutionary algorithm for many-objective optimization, termed as ARVEA. The ARVEA develops a reference vector adaptation method, which can adapt different types of Pareto fronts by adjusting the distribution of reference vectors. Besides, this algorithm adopts Pareto dominance as the first selection criterion, and the achievement scalarizing function (ASF) is introduced as the secondary selection criterion. The empirical results demonstrate that the proposed ARVEA has good performance for solving problems with various types of Pareto fronts, surpassing several state-of-the-art evolutionary algorithms designed for many-objective optimization.
I. INTRODUCTION
In the real word, it is very common to encounter problems involving more than one conflicting objectives. These problems are referred to multi-objective optimization problems (MOPs) [1] , which can be formulated as follows: minimize F(x) = (f 1 (x), f 2 (x), . . . , f M (x)) T subject to x ∈ where x = (x 1 , x 2 , . . . , x n ) T is an n-dimensional decision vector and is the decision space, F : → R M consists of M real-valued objective functions, R M is the objective space.
The evolutionary algorithms (EAs), which can approximate the whole PF in a single run, have been widely accepted as a major approach for multi-objective optimization. It is well-known that multi-objective evolutionary algorithms (MOEAs) such as NSGA-II [2] , SPEA2 [3] , PESA-II [4] , have shown promising performance on a variety of MOPs with two or three objectives. However, these conventional MOEAs have experienced substantial difficulties in solving MOPs with more than three objectives, which are
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further differentiated as many-objective optimization problems (MaOPs) [5] . As a result, MaOPs have attracted more research attention [6] .
To enhance the performance of MOEAs in solving MaOPs, a variety of many-objective evolutionary algorithms (MaOEAs) have been proposed. In dominance relation based methods, conventional pareto-based method faces difficulties to distinguish solutions since the loss of convergence pressure in tackling MaOPs. The most intuitive approach is to modify or develop the definition of the pareto-dominance relation. For example, L-optimality [7] , fuzzy-dominance [8] , θ-dominance [9] and preference-order ranking [10] . In [11] , a grid-dominance based evolutionary algorithm is proposed to solve MaOPs, named GrEA, which modifies the dominance criterion to improve the convergence in many-objective optimization. Zhang et al. propose a knee point driven evolutionary algorithm (KnEA) [12] , which introduces a knee point based selection criterion to enhance convergence. Recently, a strengthened dominance relation is proposed in [13] , which considers the convergence and diversity for evolutionary many-objective optimization. Moreover, some density estimation strategies have been proposed to solve MaOPs. Recently, Miqing Li et al. [14] proposed a shift-based density estimation method to make Pareto-based algorithms suitable for many-objective optimization.
Indicator-based MaOEAs provide another potential approach to solve MaOPs. Their core idea is to adopt performance indicators of solution quality measurement as selection criteria in environmental selection. Representatives of this method include indicator based evolutionary algorithm (IBEA) [15] , and fast hypervolume based evolutionary algorithm (HypE) [16] . In [17] , an IGD-NS indicator based evolutionary algorithm, termed AR-MOEA, which proposes a reference point adaptation to handle different types of Pareto fronts. The MaOEA/IGD is proposed by Yanan Sun et al. [18] , which introduces IGD indicator as selection criteria to select solutions in each generation, and a rank assignment mechanism is proposed to compare the dominance relation of the solutions to the reference points. Recently, an I + SDE indicator is proposed in [19] , which combines sum of objectives and shift-based density estimation to measure the convergence and diversity of population.
The decomposition based MaOEAs are initially proposed to solve MOPs, such as MOEA/D [20] , have shown promising performance. In recent year, the decomposition-based method attracts more and more research attention in handling MaOPs. RVEA [21] is a typical MaOEAs based on decomposition, which decomposes MaOPs into a set of SOPs via a set of uniformly distributed reference vectors, such that the candidate solutions can efficiently converge to the optimum of each SOP without considering the conflicts between different objectives. And NSGA-III [22] introduces a set of predefined, uniformly distributed reference points to manage the diversity of the candidate solutions. In [23] , a dynamical decomposition based evolutionary algorithm is proposed to solve MaOPs, named DDEA, which introduces dynamical decomposition strategy to partition the objective space by solution themselves without predefined reference vectors. Wu et al. develop a learning-to-decompose paradigm [24] , which adaptively sets the decomposition method by learning the characteristics of the estimated Pareto fronts including the learning module and the optimization module. The evolutionary many-objective optimization algorithm based on both dominance and decomposition (MOEA/DD) is proposed in [25] , the motivation of this algorithm is to exploit the advantages offered by both dominance and decomposition based methods.
There are also other approaches to solve MaOPs. For example, the recently proposed two-archive algorithm for many-objective optimization (Two-Arch2) [26] , which adopts dominance and indicator to manage convergence and diversity respectively. Another example is that Bi-goal evolution for many-objective optimization problems (Bi-Goal) [27] , the algorithm converts a given multi-objective optimization problem into a bi-goal (objective) optimization problem regarding proximity and diversity.
These MaOEAs are proposed to solve MaOPs, and the most existing MaOEAs have shown potential performance in solving different types of MaOPs. However, some recent studies point out that the performance of a MaOEA can strongly depend on Pareto front shape of the problems to be solved [28] , [29] . Moreover, the most existing MaOEA always encounter difficulties in diversity management for many-objective optimization [30] . To address these issues, this paper proposes an adaptative reference vector based evolutionary algorithm for many-objective optimization, termed ARVEA. The major contributions of this work are summarized as follows:
1) A reference vector adaptation strategy is proposed for many-objective optimization. The strategy establishes the archive to store the nondominated solutions to reflect the PF, and these solutions are adopted to adapt the reference vectors.
2) The effectiveness of the proposed reference vector adaptation method is assessed via comparisons with two existing reference vector adaptation methods. It shows the proposed method has better performance for adapting different shapes of Pareto fronts.
3) The achievement scalarizing function (ASF) is introduced as the secondary selection criterion. This selection criterion is combined with the proposed reference vector adaptation method, which can well balance convergence and diversity. The remainder of this paper is organized as follows. In section II, the related work is presented. The details of the proposed ARVEA are described in section III. The empirical results of ARVEA compared with several existing MaOEAs are presented in section IV. Finally, section V concludes this paper.
II. RELATED WORK A. Reference vector adaptation method
Recent works in terms of adapting the reference vectors attract more research attention. In [31] , the reference point adaptation method adapts reference points by adding and deleting reference direction based on distribution and association of points. This method mainly addresses irregular problems, but it is difficult to solve regular problem. In A-IM-MOEA [32] , the proposed adaptation method introduces uniform direction for degenerate and disconnected fronts, which consists two phases in the search procedure: 1) The adaptive strategy promotes the population diversity for better exploration.
2) The strategy focused on convergence for better exploration. In MOEA/D-AWA [33] , an archive is introduced to guide to add and remove reference points for better population diversity. If a nondominated solution in the archive is located in a region which has sparse solutions, then the solution is added into the archive and a new reference point will be generated correspondingly, otherwise, the reference point associated with the solution will be deleted. Recently, RVEA [21] proposes an angle based adaptation method which can adapt the reference vectors to deal with different scales of objectives. The method deletes each reference vector that specifies an empty subspace and then randomly VOLUME 7, 2019 adding new reference vectors inside the hyperbox specified by nadir point and ideal point of current population.
The above discussion of the reference vector (Here, the weight vectors, reference points and reference vectors play a similar role in decomposition based MaOEAs, they are termed reference vectors in this paper.) adaptation method indicates that the existing adaptation methods have two main limitations:
1) Some of these methods require additional parameters, which may be difficult to define for many-objective problem, or need a lot of experiments to be determined. 2) Poor versatility is another limitation of these methods.
Some of these methods tend to discuss the selected types, but they cannot solve both regular and irregular Pareto fronts. To address these issues, this paper proposes a parameterless reference vector adaptation method having good versatility.
B. DECOMPOSITION BASED MaOEAs
In recent years, decomposition based MaOEAs attracts more research attention. A number of MaOEAs have demonstrated that this type of algorithms has good performance of managing convergence and diversity for many-objective optimization.
Generally, a set of reference vectors are used to partition a MaOP into a number of sub-problems by decomposing the entire objective space into a set of subspaces. For example, NSGA-III [22] introduces a set of reference points in each sunspace for many-objective optimization, which greatly improves diversity than the crowding distance. In [23] , DDEA proposes the dynamic decomposition method to dynamically partition objective space which has good ability of solving many-objective optimization problems, and it also demonstrates that the achievement scalarizing function (ASF) has good performance of balancing convergence and diversity in decomposition based method. Recently, a reference vector guided evolutionary algorithm for many-objective optimization is proposed in [21] , termed RVEA. The RVEA introduces a set of uniformly distributed reference vectors to partition objective space into a number of subspaces, such that the candidate solutions can efficiently converge to the optimum of each SOP without considering the conflicts between different objectives. This algorithm further investigates the method of decomposition, and the method demonstrates that it can well balance convergence and diversity. The proposed ARVEA in this paper mainly introduces the decomposition method of RVEA, which can help the proposed algorithm to better manage population to improve the ability of solving many-objective optimization.
III. THE PROPOSED ARVEA A. THE FRAMEWORK OF ARVEA
As presented in Algorithm 1, the framework of ARVEA consists of the following steps. First, an initial population P of size N is randomly generated, and a set of uniformly
9: end while distributed reference vector V (Here, it is worth mentioning that the initial reference vectors are generated on the hyperplane [21] .) of size N is predefined. Then, in the main loop, the binary tournament is carried out to create a mating pool P . After offspring Q is created based on the mating pool P , the proposed reference vector adaptation strategy is employed to adjust the reference vector and the archive A. Finally, the Pareto dominance and ASF based environmental selection is performed to select about N solutions from combined population. The above steps will repeat until the termination criterion is reached.
In the following two subsections, the two main components of the proposed ARVEA will be further detailed, namely, the reference vector adaptation method and the environmental selection.
B. REFERENCE VECTOR ADAPTATION METHOD
As presented in Algorithm 2, the proposed reference vector adaptation consists of three steps: normalize archive A, update archive and adapt reference vector. 
where i = 1, . . . , M . To prevent the denominator in equation (1) 
8: end for 9: for all the p ∈ A do 10:
is m-th objective value of i-th solution in A*/ 12: end for 13: /*Update archive*/ 14:
19: end while 20: /*Adapt reference vectors*/ 21:
26: end while to as least one reference vector in V will be detected as the valid solutions A valid , and copied to new archive A . Finally, the remaining space of A is filled up by solutions from A\A one by one until A reaches its maximal size of min |R| , A , where at each time the candidate solution p having the maximum value of min q∈A dis(F(p), F(q)) in A\A is copied to A , with dis(F(p), F(q)) denoting the Euclidean distance between solution p and q in objective space. In this way, archive always obtain a set of nondominated solutions with good distribution, it can effectively reflect the PF and assist in adapting reference vectors.
3) ADAPT REFERENCE VECTORS
The reference vectors adaptation method is performed based on the set of initial reference vector and the new archive A . Firstly, all reference vector closest to the solutions in V valid are detected as valid reference vectors V valid , and copied to the set of adapted reference vectors V . Then, the remaining space ofV is filled with solutions from A one v, F(p) ) denotes the Euclidean distance between reference vector v and solution p) in A \V is copied to V . Finally, the adapted reference vector set V will be used to perform environmental selection on the current population P.
For clarity, FIGURE 1 presents an example to illustrate the above procedure. First of all, the ten solutions in initial archive, initial reference points and initial reference vectors are shown in FIGURE 1(a) . Then, as shown in FIGURE 1(b), all redundant and dominated solutions in archive A are deleted and the six nondominated solutions are normalized on the hyperplane. Thirdly, the four valid solutions are copied to the new archive A , together with the other two solutions having the maximum Euclidean distance to them as presented in FIGURE 1(c). Finally, as observed in FIGURE 1(d) , the four valid reference vectors and the two other solutions in A having maximum Euclidean distance to the valid reference vectors are copied to the adapted reference vector set V .
C. ENVIRONMENTAL SELECTION
The procedure of reference vectors guided environmental selection is presented in Algorithm 3. To begin with, the combined population P is normalized by following normalization:
where i = 1, . . . , M . To prevent the denominator in equation (2) . Then, the combined population P is sorted by the non-dominated sort, all candidate solutions in the first k − 1 fronts are directly selected and copied to the population for next generation Q (on line 5 to 7 in Algorithm 3), where k denotes the minimum number satisfying | ∪ k i=1 Front i | ≥ N . Finally, reference vector based partition approach is performed to select solutions in the Front k , this approach consists of following steps: population partition, achievement scalarizing function (ASF) calculation and elitism selection.
1) POPULATION PARTITION
The population partition method is introduced from [21] . All solutions in Front k are decomposed into |V | a set of subpopulations S 1 , . . . , S |V | by associating each solution with its closet reference vector referring to FIGURE 2. Here, the spacial relationship of reference vectors and solutions is measured by the acute angle θ i,j , where θ i,j represents the angle between reference vector v i and solution p j . In this way, all solutions are allocated to the subpopulations as follows:
where p i denotes the i-th solution in Front k , with i = 1, . . . , |Front k |, S r denotes the r-th subpopulation. 
2) ACHIEVEMENT SCALARIZING FUNCTION (ASF) CALCULATION
ASF has good performance of balancing convergence and diversity [22] , [23] , it is suitable to be the selection criterion in each subpopulation. Once the population partition is performed, achievement scalarizing function (ASF) of the solutions in each subpopulation is calculated for the elitism selection. The ASF calculation as follows:
where r = 1, . . . , M , v r i denotes the r-th value of i-th reference vector in V , f r i,j (p) represents the r-th objective value of j-th solution in i-th subpopulation S i .
3) ELITISM SELECTION
In each subpopulation, the solution having the minimal ASF value is selected as the elitist, and then copied to the population of next generation Q (line 18 to 22 in Algorithm 3).
D. COMPUTATIONAL COMPLEXITY OF ARVEA
Computational complexity of ARVEA is analyzed to consider the main steps for a single circle in the main loop of Algorithm 1. As presented in Algorithm 1, the main computational cost is resulted from the reference vector adaptation and environmental selection.
In Algorithm 2, reference vector adaptation consists of three operations: normalize archive, update archive and adapt reference vector. The worst time complexity for them are O(MN ), O(MN 2 ) and O(MN 2 ), respectively. Finally, the computational cost for environmental selection is mainly population partition and elitism selection. The worst time complexity for them are O(MN 2 ) and O(N 2 ), respectively. Including all components, the total computational complexity in a generation can be bounded by O(MN 2 ) .
IV. EXPERIMENTAL RESULTS
In this section, the proposed ARVEA is first compared with five MaOEAs designed for solving MaOPs namely, NSGA-III [22] , RVEA [21] , MOMBI-II [34] , VaEA [35] and MOEA/D-AWA [33] . Then, the effectiveness of the reference vector adaptation method is assessed via comparisons with two reference vector adaptation methods, namely, those in A-NSGA-III [31] and RVEA* [21] . Finally, the analysis of overall performance is given.
In the experiments, 20 test problems from three widely used test suites are employed in total, namely DTLZ1-7 [36] , IDTLZ1, IDTLZ2 [31] , WFG1-9 [37] , MaF2 and MaF5 [38] . DTLZ1-7 are problems with scalable number of objectives, which are widely used to test the performance of MaOEAs on MOPs and MaOPs, IDTLZ1 and IDTLZ2 are the problems of inverted DTLZ1 and DTLZ2, respectively. The number of decision variables is set to n = M + K − 1, where M is the objective number, K = 5 is used for DTLZ1 and IDTLZ1, K = 10 is used for DTLZ2-6 and IDTLZ2, K = 20 is used for DTLZ7. WFG1-9 are designed by introducing difficulties in both the decision space and the objective space. The number of decision variables is set to n = M + L − 1, where M is the objective number, the distance-related variable L = 10 is used in all test problems. For MaF2 and MaF5, the number of decision variables is set to n = M + K − 1 and K is set to 10. All the experiments in this paper are implemented on the PlatEMO [39] .
A. EXPERIMENTAL SETTINGS 1) GENETIC OPERATORS
The simulated binary crossover (SBX) [40] and polynomial mutation [41] are used to in all MaOEAs. The probabilities of crossover and mutation are set to 1.0 and 1/n (with n denoting the number of decision variables). The distribution indexes of both SBX and polynomial mutation are set to 20.
2) POPULATION SIZE
For ARVEA, NSGA-III, RVEA, MOMBI-II, VaEA and MOEA/D-AWA, the population size is set to the same on the problems with the same number of objectives, namely, 105 for 3-objective problems, 126 for 5-objective problems, 156 for 8-objective problems, and 275 for 10-objective problems. Accordingly, the Das and Dennis's approach with two layers [22] is used to generate the reference vectors used in all compared algorithms, where the parameters (p 1 , p 2 ) controlling the numbers of reference vectors along the outer and inner layers are set to (13, 0), (5, 0), (3, 2) and (3, 2) for 3, 5, 8 and 10 objectives, respectively.
3) TERMINATION CONDITION
The termination condition of each run is the maximal number of generations. For all objectives in each problem, the maximal number of generations is set to 1000.
4) PARAMETER SETTINGS IN EACH ALGORITHM
For RVEA, the penalty parameter α is set to 2, and the frequency of reference vectir adaption f r is set to 0.1.
For MOMBI-II, the threshold of variance α, the tolerance threshold ε and the record size of nadir vectors are set to 0.5, 0.001 and 5, respectively.
5) PERFORMANCE METRICS
The hypervolume (HV) [42] and IGD + [43] are adopted to measure the solution sets in terms of both convergence and diversity quality. All the objective values are normalized by the 1.1 times difference between nadir point and ideal point of the Pareto optimal front before HV calculation, then the normalized HV values of the solution set is calculated with a reference point (1, . . . , 1) . Besides, the Monte Carlo estimation method with 1,000,000 sampling points is adopted for problems with 8-objective and 10-objective for higher computational efficiency. In calculation of IGD + indicator, roughly 10,000 uniformly distributed points are sampled on the Pareto front by Das and Dennis's approach, and the twolayer Das and Dennis's approach is adopted for the 8-and 10-objectives. All the tests are run for 30 times independently, and the mean and standard deviation of each metric value are recorded. The Wilcoxon rank sum test with a significance level of 0.05 is adopted to perform statistical analysis on the experimental results, where + , − and = indicate that the result by another MaOEA is significantly better, significantly worse and statistically similar to that obtained by ARVEA, respectively.
B. COMPARISONS BETWEEN ARVEA AND EXISTING MaOEAs
The comparisons are between ARVEA and existing MaOEAs divided into two parts, i.e., the comparisons on DTLZ1-4, WFG4-9 and MaF2 which are with regular Pareto fronts, and the comparisons on DTLZ5-7, IDTLZ1, IDTLZ2, WFG1-3 and MaF5 which are with irregular Pareto fronts. Here, regular Pareto fronts refer to those that are smooth, continuous and well spread, and irregular ones refer to those that are degenerate, disconnected, inverted or with sharp tails .  TABLE 1 and TABLE 2 As can be seen in TABLE 1, the ARVEA can obtain the best performance on WFG7-9. For further observation, FIGURE 3 and FIGURE 4 show the nondominated solutions obtained by each algorithm on 5-objective DTLZ4 and 10-objective WFG4, respectively. They run out that ARVEA can balance convergence and diversity better than the five compared algorithms. Besides, as indicated by the results of DTLZ3 (where DTLZ3 can investigate an algorithm's ability to convergence to the global Pareto-optimal front), the ARVEA's ability to manage convergence is slightly worse than it of NSGA-III, RVEA, MOMBI-II and MOEA/D-AWA. This is due to the fact that ARVEA introduces ASF to focus on balancing convergence and diversity, such that reduces the selection pressure to Pareto front. In general, the proposed ARVEA has promising performance in solving the problems with regular Pareto fronts. respectively. On DTLZ5-6 and WFG3 with degenerate Pareto fronts, ARVEA doesn't obtain promising performance, this is due to that the ASF can well balance convergence and diversity whereas its ability to manage convergence is not good enough on some problems, the performance on DTLZ3 (The problem tests an MOEA's ability to converge to the global Pareto-optimal front.) also demonstrates it. As can be further observed from FIGURE 5, the nondominated solutions obtained by each algorithm on 3-objective DTLZ7 have demonstrated that ARVEA has good ability of managing diversity than the five compared algorithms. Besides, ARVEA has shown very competitive performance on DTLZ7, WFG1 and WFG2 as observed from statistical results. In general, the proposed ARVEA has potential performance on solving the problems with irregular Pareto fronts.
C. EFFECTIVENESS OF THE PROPOSED REFERENCE VECTOR ADAPTATION
In this subsection, the effectiveness of the proposed reference vector adaptation method is assessed by comparing it with two reference vector adaptation methods, which are developed in A-NSGA-III and RVEA*. For fair comparisons, the three reference vector adaptation methods are embedded into the same MaOEA, namely, NSGA-III. In addition, the NSGA-III using the reference vector adaptation methods in ARVEA, A-NSGA-III and RVEA* are termed as ad-NSGA-III, A-NSGA-III and R-NSGA-III, respectively. TABLE 5 presents the mean HV values obtained by the three compared algorithms (i.e., ad-NSGA-III, A-NSGA-III and R-NSGA-III) on DTLZ1-7 with 3, 5, 8 and 10 objectives. As can be observed from statistical results, the proposed reference vector adaptation method performs munch better than the two compared methods on DTLZ1-4 in terms of HV values. This is due to that the reference vector adaptation methods adopted in A-NSGA-III and RVEA*, which are specially designed for handling problems with irregular Pareto fronts, but fail to solve regular Pareto fronts well. Therefore, the three compared reference vector adaptation methods show competitive performance on DTLZ5, DTLZ6 and DTLZ7, and the three problems have irregular Pareto fronts. And the proposed reference vector adaptation method slightly surpasses the two compared methods on solving DTLZ7. In general, with the basis of experimental observations above, they demonstrate the proposed reference vector adaptation method has good performance to solve problems regardless of the Pareto fronts. can generates uniformly distributed reference vectors by the hyperplane as shown in FIGURE 6 (a), these reference vectors can obtain well-spread solutions on PF (e.g., concave, linear and convex) as presented in FIGURE 6 (b). The uniform reference vectors can effectively decompose objective space, and ASF can balance convergence and diversity in each subpopulation, thus obtain the good performance on solving various types of Pareto fronts. In addition, most of the existing adaption methods can only solve regular or regular Pareto fronts, the effectiveness of the proposed adaptation method has been demonstrated that the method in this paper considers both regular and irregular Pareto fronts, it makes the adapted reference vectors can manage population effectively. However, ARVEA doesn't obtain the best performance on all problems with each objective. For example, RVEA and MOMBI-II are more suitable to solve some test problems of DTLZ suite than ARVEA. 
V. CONCLUSION
This paper proposes an adaptive reference vector based evolutionary algorithm for many-objective optimization, termed ARVEA. In the proposed ARVEA, a reference vector adaptation method is developed to adjust the distribution of reference vectors at each generation. Here, the well distributed reference vectors can decompose Pareto fronts well, and the ASF has good ability to balance diversity and convergence in each subpopulation, which can lead to the good performance on solving various types of Pareto fronts. It is worth mentioning that this reference vector adaptation method is parameterless, such that no need a lot of experiments to determine the parameter. Besides, ARVEA introduces ASF as the secondary selection criterion in environmental selection, it can balance convergence and diversity well. Empirical results have demonstrated that the proposed ARVEA outperforms five state-of-the-art MaOEAs on 20 test problems in total. However, it is worth pointing out that one algorithm cannot beat all the other algorithms on all problems, because some algorithms may be more suitable for solving certain problems.
In the future, the reference point adaptation method will be the main investigation direction, because reference points can be employed into the decomposition based MaOEAs and the indicator based MaOEAs. Also, it would be interesting to investigate the new selection criterion, which can be introduced into the decomposition based MaOEAs to further improve the ability of balancing convergence and diversity. 
