Abstract: A new weighted multi-update conjugate gradient method is proposed for unconstrained optimization which is considered as memoryless variable metric methods. It is derived for inexact line searches and evaluated numerically against Shanno's two memoryless quasi-Newton methods. The numerical results indicate that, in general, the new method is numerically superior to Shanno's methods.
Introduction
The Conjugate Gradient (CG) methods were first used to solve the general unconstrained minimization problem by Fletcher and Reeves [8] in 1964. They are still preferred to the more rapidly convergent Quasi-Newton methods (QN) for problems of high dimensionality since they only require storage of few vectors of length n unlike the O(n 2 ) QN methods. This is one justification for further improving on the existing CG methods. We seek greater efficiency here by modifying Shanno's algorithms, at the expense of storing two O(n) vectors.
It is well known that such vectors are linearly independent. The CG-methods are iterative and generate a sequence of approximation to the minimum x min of a scalar function f (x) of the vector variable x. The sequence x k is defined by
and
where g k is the gradient of f (x), λ k is a positive scalar chosen to minimize f (x) along the search direction d k , and α k is defined by
where y k = g k+1 − g k , and the definition of α k in (4) is that due to Hestenes and Stiefel [9] . Perry [15] derived a CG algorithm as follows: he noted that in (3) the scalar β k was chosen to make d k and d k+1 conjugate using an exact line search (ELS). Since, in general, line searches are not exact, Perry rewrote (3) in view of this assumption as
The projection matrix multiplying g k+1 is not of full rank; hence, (5) is modified to
where v k = x k+1 − x k . Perry gave other reasons to support his choice of the new term in (6) . First, the matrix Q k+1 satisfies a relation similar to, but not identical with, the quasiNewton (QN) condition, namely
Also, (6) reduces to (5) if an ELS is carried out on that iteration. Perry's limited experiments with his algorithm (six test functions with n ≤ 4) showed that it performs only slightly better than the standard CG-method.
Memoryless Quasi-Newton Methods in CG Methods

Shanno's Method
Shanno [17] addressed the issue that (6) does not satisfy the actual QN-condition, which requires an update to the approximation of the inverse Hessian H k+1 in such a way as to satisfy H
He also pointed out that the matrix Q k+1 is not necessarily symmetric or positive definite so that (6) may not define a downhill direction. Hence, he symmetrized Q k+1 by adding an appropriate term. Specifically, Shanno proposed:
But this new symmetric matrix satisfies neither (7) nor (8), so again a modified version was derived as follows
This form of the projection matrix Q k+1 has a special relationship with the BFGS updated formula
It is then easily seen that (10) is equivalent to (11) with H k replaced with I. In fact, a similar dual relationship to (10)-(11) can be exhibited for any member of Broyden's θ-class update, [5] .
The CG-method, which is referred to as a memoryless BFGS method defined by (10) , namely
reduces again to (5) assuming ELS. Moreover, it does not require storage of the matrix Q′ k+1 since
Hence, no additional information is needed to compute d k+1 beyond that required by the standard CG-method. 
Shanno's Self-Scaling Conjugate Gradient Method
The idea of self-scaling was originally developed in a series of papers by Oren [12] , [13] and Oren and Spedicato [14] . Considering Broyden's θ-class of algorithms, Oren established in [8] the modification of the Broyden update formula to give (14) where
and θ k is a free parameter; for BFGS, θ k = 1 and η k is the scaling factor defined by
as quoted in [14] . However, it seems natural to scale the CG-method on every iteration by using relation (13) : this amounts to substituting I for H k in (14) . Thus, Shanno defined a modified CG-method with H k replaced by I and
This corresponds to scaling the memoryless BFGS (10) and (12) by η k . Unfortunately, Shanno found in [15] that this modified CG-method did not produce good results as the one defined by (13 (14) at each iteration by a scalar σ k > 0 such that
which yields
The parameter σ k is added to make the sequence invariant to scaling the objective function by a constant. Thus, it is reasonable to ensure scaling of the sequence by substituting σ k , defined in (18) , into (19). Using I for H k in the right hand side of (19) we get the following new memoryless VM-method
or, by substitution for H k+1 :
We also note that if v k T g k+1 = 0 (for E.L.S), then (21) reduces to
which is the standard Hestenes and Stiefel CG-method [12] and therefore has nstep convergence to the minimum of a quadratic function. Thus the CG-method is defined precisely by the new VM update (19), where the approximation to the inverse Hessian is reset to the identity matrix at every step.
Double Update Memory Variable Metric Methods
Beal's Retart Critrion and Shanno's Double Update Memoryless Quasi-Newton Algorithms
Analysis of the rate of convergence for the CG-algorithm defined by (2)- (4) demonstrated that these algorithms generally exhibit a linear rate of convergence unless restarted (generally every n steps) with direction d t = −g t , (see [12] ). As the step in the direction of the negative gradient frequently produces a very small reduction in the objective function, Beale [1] derived a restart criterion which has frequently improved convergence rate properties, but allows the restart step to use the computed direction d t rather than restarting with −g t subsequent non-restart steps are defined by:
where
However, in [10] this restart procedure was triedwith disappointing numerical results. Powell [16] suggests a modification to the Beal's restart procedure with the update (23) every n steps or whenever
Since successive gradients are necessarily orthogonal in Beale's method with ELS whenf (x) is quadratic. The condition (26) restricts convergence towards a point with a non-zero gradient. Restarting may also be appropriate when the direction (23) is not sufficiently downhill. Powell, therefore, recommends restarting whenever
Computational results in [14] show that Beale's method with Powell's restarting criterion is consistently, though not markedly, superior to the CG-method with Fletcher's restarting technique (i.e., restarting with −g k every n steps).
Following the good published performance of the Powell restart procedure [last ref.], Shanno then examined the three-term recurrence (23) on which it is based: this took particular account of the dual CG-VM relationship studied in (10) and (11) . Thus, (23) is rewritten as:
where t is the index of the last restart and the matrix P k+1 uses information from two prior points x k and x t in Beal's method we recall that the information gathered at x t is critical and must be retained. At the same time, the storage requirement for the CG-algorithm must stay within order n locations. Hence, Shanno defined, for k > t
The search direction at x k+1 is then found by setting
The vector H′ t g k+1 and H′ t y k are defined by
In implementing this algorithm additional storage is required to store vectors (32) and (33). The required vectors are thus x k+1 , x k , g k+1 , g k ,d k ,d t , and y t (a total storage still of order n) while (31)-(33) is a direct two-vector analogue of (10) .
Another far more successful search direction, proposed by Shanno, is generated by using Oren's update (14) in (28), yields for k > t
Shanno therefore suggested scaling the matrix H′ t with
but not the matrix H k+1 . In this case the two additional vectors are defined by
However, he also tested the application of the Flecher [8] scaling in his numerical trials. Consequently, he proposed using only the scaled H′ t at restart steps, and at each non-restart step to scale according to the following Flecher scaling criterion:
Finally, we outline how Shanno implemented his algorithms.
and for k = 2, the algorithms are restarted according to Powell's restarting criterion (26) or, by default, every n iterations. For the double update BFGS algorithm the restarting directions are defined by (13) : the other steps use (31) and (33) and they are scaled by (38). However, for the scaled double update algorithm the restarting direction are defined by (17) . The other steps use (31),(36) and (37) and they are also scaled by (38). Again, for a quadratic function, Shanno proved in [17] that his algorithms reduce to the Beale's restarting CG-algorithm provided, ELS are used.
Variable-Storage Conjugate-Gradient Methods
Two new interesting CG-methods, developed in the 1983, are the VM-CG method of Buckley and LeNir [6] and the memoryless QN-method of Shanno. These algorithms both require storage of O(n)and in theory and in practical tests converge faster than the standard CG-methods.
Buckley and LeNir [6] mixed CG and VM method is based on the idea of variable storage requirement and on Shanno's idea of modifying a standard CG direction into QN-like form. Their algorithm can be viewed as an extension of Shanno's double update algorithm to a multiple update algorithm [18] .
Buckley showed that Shanno's method is more efficient than his earlier algorithm. We therefore consider modifying Shanno's double update algorithm which is still the basis for the Buckley-LeNir algorithm.
A New Double Update Memoryless Variable Metric Algorithm
In view of the dual CG-VM relationship we observe that a new double update memoryless VM-algorithm can be obtained by using the new family of updates defined in (19). We observe that the standard CG-method can be obtained from (19) provided that the approximation to the inverse Hessian is indeed updated at every step but always from the identity matrix so that the matrix H′ t becomes
Hence
So that the new search direction, in this case is defined by:
where the two additional vectors are defined by
Theorem 1. The new algorithm reduces to Beale's method for quadratic functions and with ELS.
Proof. To show that we proceed as follows: From (42) and assuming ELS, we obtain
We also note that for a quadratic function
Hence, for ELS on a quadratic function
for i = t + 1, . . . , k. Thus, from (45), we have
Substituting (47) in (45) we get
Since the conjugacy ensures that:
then (48) reduces to
Thus, the search direction (50) is identical to the search direction of Beal's method, defined in (23), and hence the proof is complete.
This new algorithm is implemented such that the direction d k+1 is in fact defined by (21) at each restart step, and no further scaling is used.
But for each non-restart step d k+1 is scaled according to (38). Hence, the same restarting criterion is employed as in Shanno's algorithms so that their respective practical performances are readily compared.
Line Search Criterion
For Shanno's memoryless QN-algorithm it is necessary to ensure that
for k > t in order to maintain positive definite updating, and hence that a downhill direction d k+1 is obtained. However, condition (51) is, in practice, generally replaced by a slightly stronger line search criterion, namely that line searches are terminated when both
where these conditions are sufficient to ensure convergence of any descent method, as quoted in [18] . For all his algorithms, Shanno found that ρ 2 = 0.0001 works satisfactorily, but ρ 1 is the critical and sensitive parameter. He found that ρ 1 = 0.1 was best for algorithms (13) and (17) and we therefore use the same two values for our new algorithm defined in (45).
Numerical Results
In order to assess the performance of the new algorithm (MNEWH), five CGalgorithms are tested on a collection of thirty varied dimensionality test problems. All the algorithms use exactly the same linear search strategy, which is a cubic fitting technique. All algorithms (except the second version of HestenesStiefel CG-method) in this paper use the initial search direction (39) as defined by Shanno in [17] . The comparative performance of the algorithms are evaluated by considering both the total number of function evaluations (NOF) and the total number of iterations (NOI). Whereas NOF is the best measure of actual work done it is dependent on the linear search and the accuracy required; NOI is preferred by some authors for this reason, but the requirement for higher accuracy (and so high NOF) can even reduce NOI. Both should therefore be taken into account.
Five methods are tested: (i) the Shanno CG-method defined by (13) (MBFGS), (ii) the Shanno CG-method defined by (17) (MOREN), (iii) the new CG-method defined by (42) (MNEWH), and (iv) the first version of HestenesStiefel CG-method (HS1). Each of these is restarted every n iterations or whenever (26) is satisfied, with
The fifth algorithm is the second version of Hestenes-Stiefel CG-method (HS2) which restarts with -g after every n iterations. As may be expected the HS2 method becomes increasingly inefficient as dimensionality n is increased, but the complete results for these five algorithms are presented in the table below.
Analysis of this table shows that the MNEWH method has a clear advantage over Shanno's methods, especially when compared with the MOREN method where it saves overall about 58% in NOF; however, it only saves overall about 8% in NOF over the MBFGS method so that we confirm Shanno's conclusions in [17] about the respective performance of his own two methods. In considering NOI, all the three algorithms perform about the same, though MNEWH has slight advantage over the other two. The table also confirms that the MNEWH algorithm is indeed superior to the standard Hestenes-Stiefel CG-method for both versions.
In conclusion, we have considered a memoryless new CG algorithm, which is clearly superior to Perry's algorithm and Shanno's MOREN method (on the same convergence criterion). The O(n) double-updating MOREN method should be usually the first choice when the O(n 2 ) QN methods just require backing store; however, the number of vectors required in O(n) methods must become significant when back storing again becomes necessary because of the dimensionality of the problem. Based on our experience with these method, the preferred methodsfor increasing n are in succession: QN methods, MNEWH, MOREN and the standard CG. There is therefore no single best method to be recommended for all n. All the algorithms terminate when ||g k+1 || 2 < 10 −7 .
