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We investigate the applicability of Smolyak’s algorithm to tensor product
problems on certain Banach spaces of multivariate functions. First, we show that
the algorithm can be efﬁciently used for the integration problem on these function
classes. For approximation problems on the Sobolev space W r1 ;...;rd1;g ; we prove that the
algorithm is applicable as well; the range spaces can be any Banach spaces of
functions, provided that the tensor product of these spaces is natural. On the other
hand, if the range spaces are the univariate smooth function classes Crkgk ; the same
conclusion can be drawn for approximation problems on any natural tensor products
of Banach spaces of functions. Applications are illustrated for the integration
problem on W r1 ;...;rdp ð½0; 1
d Þ: # 2002 Elsevier Science (USA)1. INTRODUCTION
Consider the tensor product problem of approximating the operator
S ¼ dk¼1Sk : 
d
k¼1 Fk !
d
k¼1Gk ;
where Sk : Fk ! Gk are solution operators between function classes that are
Banach spaces. Here the tensor products are assumed to be in the natural
sense; see Section 2 for the detailed deﬁnition. The basic idea is to construct
approximation algorithms for S based upon approximation algorithms for
Sk : Smolyak’s algorithm is a natural candidate for such a construction; see
[9] or Section 2.3.
This algorithm has been studied for concrete multivariate problems,
mostly for functions with bounded mixed derivatives, in many papers, e.g.,
[7, 10, 12–14]. The papers [7, 12] contain a more complete list of references.
In [12], the study of dependence on d is strongly emphasized; however, in the
worst case setting, Fk and Gk are assumed to be Hilbert spaces.he author is supported in part by the National Science Foundation.
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jjT1  	 	 	  Td jj4
Yd
k¼1
jjTk jj; ð1Þ
for continuous linear operators Tk : Fk ! Gk ; such as the solution operators
and the corresponding algorithms, plays a crucial role in the analysis of
Smolyak’s algorithm.
In this paper, we study Banach spaces and operators for which inequality
(1) holds. Our focus will be on certain Banach spaces of multivariate
functions equipped with natural norms; see Section 2.1 for these spaces.
The following are the main results of this paper:
1. When Tk are linear functionals on univariate function classes of the
same type, inequality (1) is satisﬁed. See Theorem 1.
2. When the domain spaces Fk are W
rk
1;gk
ðIkÞ with a simpliﬁed norm (see (6)),
and the range spaces are any Banach spaces with their tensor product space
being natural, inequality (1) holds. See Theorem 2.
3. When the range spaces Gk are Crkgk ðIkÞ or W
rk
1;gk
ðIkÞ with a simpliﬁed
norm (see (8)), and the domain spaces are any Banach spaces with
their tensor product space being natural, inequality (1) holds. See
Theorem 3.
The consequences of these results are quite straightforward, see Section 5
for illustrations.
2. BASIC ASSUMPTIONS
We consider a problem of approximating the linear operator
S : F ! G
deﬁned on a Banach space F of functions of d variables. The range G is also
a Banach space. Primary examples of such problems are the function
approximation problem where S is an embedding operator,
Sðf Þ ¼ f ð2Þ
and the multivariate integration problem with
Sðf Þ ¼
Z
½0;1d
f ðxÞ dx and G ¼ R: ð3Þ
We consider linear algorithms only. For more detailed discussion see [11];
here we recall that A : F ! G is called a linear algorithm if there exist gi 2 G
YOUMING LI794and Li 2 F n; i ¼ 1; . . . ; n; such that
Aðf Þ ¼
Xn
i¼1
Liðf Þgi 8f 2 F : ð4Þ
As usual, the error of an algorithm A : F ! G approximating S is deﬁned
as
eðAÞ ¼ sup
jjf jjF41
jjAðf Þ  Sðf Þjj:
In the rest of the paper, we will deal with problems for which the space F
and/or G is one of the spaces discussed in the following subsection.
2.1. Specific Function Spaces
Example 1. Sobolev space
W r1;...;rdp;g ðI1  	 	 	  IdÞ;
where p 2 ½1;1; rk 2 N; gk > 0; g ¼ ½g1; . . . ; gd ; and Ik are closed intervals
(bounded or unbounded), for k ¼ 1; . . . ; d: The norm of this space is given
by
jjf jj ¼
X
a4~r
gajjf ðaÞjjpp
 !1=p
¼
X
a4~r
Z
I1			Id
gajf ðaÞðxÞjp dx
 !1=p
: ð5Þ
Here ~r ¼ ½r1; . . . ; rd ; a ¼ ½a1; . . . ; ad  are multi-indices. As usual a4~r iff ak
4rk for k ¼ 1; . . . ; d; f ðaÞ denotes ð@jaj=
Qd
k¼1 @
ak xkÞf ; and ga ¼
Qd
k¼1 g
ak
k :
Of course, when p ¼ 1; we use the norm (7), see below.
When the Ik are bounded, we assume 0 2 Ik for k ¼ 1; . . . ; d: Then the
norm in (5) is equivalent to the following norm:
jjf jj ¼
X
a4~r
gajjf ðaÞðxa; 0Þjj
p
LpðIaÞ
 !1=p
; ð6Þ
where ðxa; 0Þ denotes the vector with xj as its jth component if aj ¼ rj;
otherwise, the jth component is 0. Here Ia :¼ k:ak¼rk Ik ; the Cartesian
product of intervals. Again, when p ¼ 1; we mean norm (8), see Example 2
below.
Note that when r1 ¼ 	 	 	 ¼ rd ¼ 0; norms (5) and (6) are equal.
Example 2. Space of smooth functions
Cr1;...;rdg ðI1  	 	 	  Id Þ;
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The norm of this space is given by
jjf jj ¼ max
a4~r
gajjf ðaÞjj1: ð7Þ
Note that when 0 2 Ik ; this norm is equivalent to the following norm:
jjf jj ¼ max
a4~r
gajjf ðaÞðxa; 0ÞjjL1ðIaÞ: ð8Þ
When g1 ¼ 	 	 	 ¼ gd ¼ 1; we write C
r1;...;rd ¼ Cr1;...;rdg :
Example 3. Sobolev space (periodic case)
*W
r1;...;rd
p;g ð½0;o1  	 	 	  ½0;od Þ:
Here each rk > 0; g ¼ ½g1; . . . ; gd ; the space consists of functions f :R
d ! R
such that f is periodic with respect to each variable xk with period ok ; and
f j½0;o1			½0;od  2 W
r1;...;rd
p;g ð½0;o1  	 	 	  ½0;od Þ: The norm of this space is
given by (5) or (6) with Ik½0;ok:
Example 4. We now consider a general form of Sobolev spaces. These
spaces are constructed similarly to the space in Example 1, but from classical
Sobolev spaces over domains Dk (rather than intervals). The classical
Sobolev space W rp;gðDÞ is the completion of C
1ðDÞ with respect to the norm
jjf jj ¼ ð
P
jaj4r g
ajjf ðaÞjjppÞ
1=p: Here D Rm is a domain and g ¼ ½g1; . . . ; gm
 2 Rmþ: More speciﬁcally, let Dk  R
mk be domains, rk 2 N and gðkÞ 2 R
mk
þ
for 14k4d: The Sobolev space
W r1;...;rdp;~g ðD1  	 	 	  Dd Þ
is deﬁned to be the completion of C1ðD1  	 	 	  Dd Þ with respect to the
norm
jjf jj ¼
X
aðkÞ2Nmk : jaðkÞj4rk
Yd
k¼1
gðkÞaðkÞjjf ð~aÞjjpp
 !1=p
: ð9Þ
Here ~a ¼ ½að1Þ; . . . ; aðdÞ; with aðkÞ 2 Nmk : Hence ~a 2 Nm1þ			þmd and f ð~aÞ is
deﬁned in the usual way. Also, gðkÞaðkÞ is deﬁned as in Example 1, i.e.,Qmk
i¼1 gðkÞ
aðkÞi
i :
YOUMING LI796When 0 2 Dk ; the following form will also be used:
jjf jj ¼
X
aðkÞ2Nmk : jaðkÞj4rk
Yd
k¼1
gðkÞaðkÞjjf ð~aÞðx~a ; 0Þjj
p
LpðDaÞ
 !1=p
: ð10Þ
Note that when m1 ¼ 	 	 	 ¼ md ¼ 1; this is exactly the space from Example 1.
Example 5. We also consider the direct product of (separable) Hilbert
spaces of functions:
H1 D 	 	 	 D Hd ;
see Section 3 for the deﬁnition.
2.2. Natural Tensor Product
Now we look at certain common properties for the spaces presented
above and operator S for approximation (2) and integration problem (3) in
terms of natural tensor product (deﬁned below).
First, recall that the algebraic tensor product (ATP) F1 A 	 	 	 A Fd of
linear spaces Fi of functions deﬁned on Xi is a linear space spanned by
multivariate functions di¼1 fi ðfi 2 FiÞ; where
ðdi¼1 fiÞðx1; . . . ; xd Þ ¼
Yd
i¼1
fiðxiÞ: ð11Þ
For instance, when Fi ¼ R; and thus fi are real numbers, we havedi¼1 fi ¼Qd
i¼1 fi: Now if Si : Fi ! Gi are linear maps of function spaces, we can
naturally deﬁne S ¼ S1 A 	 	 	 A Sd : F1 A 	 	 	 A Fd ! G1 A 	 	 	 A
Gd such that
Sðdi¼1 fiÞ ¼ 
d
i¼1ðSiðfiÞÞ: ð12Þ
ATP captures multi-linear maps:
Property 1 (Universal Property of ATP). Every multi-linear map u : F1
 	 	 	  Fd ! G can be identified as a linear map *u : F1 A 	 	 	 A Fd ! G; in
the sense that uð½f1; . . . ; fd Þ ¼ *uðdi¼1 fiÞ; and vice versa.
Suppose now Fi are Banach spaces of functions on Xi:
Definition 1 (Natural Tensor Product). A Banach space F of multi-
variate functions on the set X1  	 	 	  Xd is called a natural tensor product of
APPLICABILITY OF SMOLYAK’S ALGORITHMS 797Fi if F contains F1 A 	 	 	 A Fd as its dense subspace, and for all fi 2 Fi;
jj di¼1 fijjF ¼
Yd
i¼1
jjfijjFi : ð13Þ
The norm on F is said to be natural.
It is easy to see that (separable) function classes in Examples 1–5 are
natural tensor products of the corresponding types of univariate function
classes Fk or, in the case of Example 4, of the classical Sobolev spaces Fk over
lower dimensional domains. Obviously, if F and G are natural tensor
products of Fi and Gi; respectively, and Ti : Fi ! Gi are continuous linear
operators, it is desirable that the algebraic tensor product T of Ti be
continuous with (1) holding with respect to norms on F and G: For instance,
the operator S in (2) or (3) on each of the function classes in Examples 1–4 is
a continuous extension of S1 A 	 	 	 A Sd ; where each Si is either
approximation or integration on the corresponding function class Fi:
2
It is possible that there are other natural tensor product spaces containing
F1 A 	 	 	 A Fd : Unless speciﬁed otherwise natural tensor products refer to
the multivariate function classes in Examples 1–5.
2.3. Smolyak’s Algorithm
In this subsection, we recall Smolyak’s algorithms; see [9].
We assume that each operator Sk can be approximated by a sequence of
algorithms Aik ; such that jjA
i
k  Sk jj ! 0 as i!1:
Let wk > 0; k ¼ 1; . . . ; d; and let lðxÞ ¼
Pd
k¼1 wkxk be a positive linear
functional on Rd : Let
Qwðq; dÞ :¼ fa 2 N
d : ak > 0; lðaÞ4qg:
We study the algorithms
Awðq; dÞ :¼
X
a2Qwðq;dÞ
Da11  	 	 	  D
ad
d ; ð14Þ
where Dik :¼ A
i
k  A
i1
k ; A
0
k :¼ 0:
The key to the efﬁciency of the algorithm Aw is whether (1) is satisﬁed.
Assuming (1) is satisﬁed for any linear operators Tk from Fk to Gk (or at least
for Dik), then explicit error bounds can be obtained following the approach
of [12]; see Section 5 for details.
2Types of Si must be the same: either approximation or integration.
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In order to get a better understanding of the natural tensor product, we
take a look at some tensor product concepts in the theory of Banach spaces.
These concepts are the projective and injective tensor products of Banach
spaces, and the direct product of Hilbert spaces. The proofs are mostly
straightforward, and some of them are omitted.
Some discussions in this section involve two or three spaces. The general
case is quite obvious and its formulation is omitted.
Let F ;G;H be real Banach spaces. A bilinear map u : F  G! H is
continuous iff jjujj :¼ supfjjuðf ; gÞjj: jjf jj41; jjgjj41g51: When H ¼ R; we
call u a bilinear form.
Definition 2. Let F ;G be Banach spaces of functions.
1. The projective tensor product (PTP) F P G is deﬁned to be the
completion of F A G with respect to the norm
X
i
fi A gi




P
:¼ sup
X
i
uðfi; giÞ

: u is a bilinear form on F  G satisfying jjujj41
( )
:
2. The injective tensor product (ITP) F I G is deﬁned to be the
completion of F A G with respect to the norm
X
i
fi A gi




I
:¼ sup
X
i
uðfiÞvðgiÞ

: u 2 F n; v 2 Gn; jjujj41; jjvjj41
( )
:
3. The direct product (DP) F D G of separable Hilbert spaces F and G is
deﬁned to be the completion of F A G with respect to the inner product
hf1 A g1; f2 A g2i :¼ hf1; f2iF hg1; g2iG:
Here f1; f2 2 F and g1; g2 2 G:
Note that (13) holds for PTP, ITP and DP. See [6,8].
The norm on DP is between the norms on PTP and ITP. For instance, for
x ¼ e1 A e1 þ e2 A e2 2 R
2 A R
2; where e1 ¼ ½1; 0; e2 ¼ ½0; 1; and R
2
is equipped with the Euclidean norm, we have jjxjjP ¼ 2; jjxjjD ¼
ﬃﬃﬃ
2
p
and
jjxjjI ¼ 1: Also, for some Hilbert spaces, the direct product is a natural tensor
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W r12;g1 ðI1Þ D 	 	 	 D W
rd
2;gd
ðId Þ ¼ W
r1;...;rd
2;g ðI1  	 	 	  Id Þ:
We will use the following property.
Property 2. Let T be one of TPs above, i.e., T 2 fP; I;Dg: Assume that
Sk : Fk ! Gk for 14k4d; are continuous linear operators. Then the algebraic
tensor product S0 :¼ S1 A 	 	 	 A Sd of Sk can be extended to a continuous
linear operator S : F1 T 	 	 	 T Fd ! G1 T 	 	 	 T Gd ; and jjSjjT ¼
Qd
k¼1 jj
Sk jj; i.e., (1) is satisfied with equality for all three tensor products.
The proof of Property 2 is rather straightforward. We will present only
the proof for T ¼ P; since the two other cases can be shown analogously.
Proof. Let x ¼
Pt
i¼1
d
k¼1f
ðiÞ
k be a generic element of F1 A 	 	 	 A Fd ;
and v be a generic multi-linear form on G1  	 	 	  Gd : Then
jjS0jjP ¼ sup
jjxjjP41
jjS0xjjP ¼ sup
jjxjjP41
sup
jjvjj41
Xt
i¼1
vðS1ðf
ðiÞ
1 Þ; . . . ; Sd ðf
ðiÞ
d ÞÞ

: ð15Þ
Let uvðf1; . . . ; fd Þ ¼ vðS1ðf1Þ; . . . ; Sdðfd ÞÞ: Then uv is a multi-linear form on
F1  	 	 	  Fd ; and
jjuvjj ¼ sup
jjfk jj41
jvðS1ðf1Þ; . . . ; Sd ðfd ÞÞj4 sup
jjfk jj41
jjvjj
Yd
k¼1
jjSkðfkÞjj
4 jjvjj
Yd
k¼1
jjSk jj: ð16Þ
Moreover, the summation in (15) equals
Pt
i¼1 uvðf
ðiÞ
1 ; . . . ; f
ðiÞ
d Þ: Also, by the
deﬁnition of the PTP norm, we see that
Xt
i¼1
uvðf
ðiÞ
1 ; . . . ; f
ðiÞ
d Þ

4jjxjjPjjuvjj:
Thus we see from (15) and (16) that
jjS0jjP4 sup
jjxjjP41
sup
jjvjj41
jjxjjPjjuvjj4 sup
jjvjj41
jjuvjj4
Yd
k¼1
jjSk jj:
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and jjSkðfkÞjj > jjSk jj  e: Then jj dk¼1 fk jjP ¼ 1: Hence
jjS0jjP5jjS0ð
d
k¼1fkÞjjP ¼ jj 
d
k¼1 SkðfkÞjjP ¼
Yd
k¼1
jjSkðfkÞjj >
Yd
k¼1
ðjjSk jj  eÞ:
Letting e! 0; we complete the proof. ]
Throughout  stands for the natural tensor product, or the generic
tensor product whose meaning is clear from the context. Note that F A G
is a (dense linear) subspace in all other tensor products. However, it has no
prior norm itself. Hence we immediately have an isometric isomorphism
RT 	 	 	 T R’ R;
where T can be any type of TP, including A, i.e., T 2 fA;P; I;Dg
The following deﬁnition is not TP related, and it will be used later.
Definition 3. Suppose that Si : Fi ! Gi; i ¼ 1; 2 are linear operators
between Banach spaces, and that j : F1 ! F2 and c :G1 ! G2 are isometric
isomorphisms. S1 is said to be compatible with S2; j and c if
cS1 ¼ S2j:
(It is then easy to see that S1 is an isometric isomorphism if S2 is.)
4. MAIN RESULTS
4.1. Tensor Product of Linear Functionals
In this subsection, we study tensor product of linear functionals. Our
focus is on the multivariate function classes (or separable Hilbert spaces)
deﬁned in Section 2.1.
Let Fk be one of the following ﬁve spaces (the same type for all k; but with
possibly different parameters rk and/or gk ; etc.):
1. W rkp;gk ðIkÞ; where Ik is an interval, gk > 0; p 2 ½1;1Þ;
2. Crkgk ðIkÞ; where Ik is a compact interval, gk > 0;
3. *W
rk
p;gk
ðIkÞ; where Ik ¼ ½0;ok; gk > 0; rk > 0; p 2 ½1;1Þ;
4. W rp;gðkÞðDkÞ; where Dk  R
mk is a domain, and gðkÞ 2 Rmkþ is a vector,
p 2 ½1;1Þ;
5. Hk ; a separable Hilbert space.
We want to compare projective and injective norms with natural norms on
F1 A 	 	 	 A Fd : First, we recall that a cross norm [8] is the norm of a
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Section 2.2, we see that (general) natural norms are cross norms. Therefore
all norms from Section 2.1 are also cross norms.
A standard theorem in Banach space theory (e.g., see [2, 8]) says that any
cross norm is bounded by the projective norm (from above) and the injective
norm (from below). Thus we have
Lemma 1. For the function classes in Examples 1–5 in Section 2.1, we
have the following: jjxjjI4jjxjj4jjxjjP; for any x 2 F1 A 	 	 	 A Fd :
Theorem 1. Let Sk : Fk ! R be continuous linear functionals, for k ¼
1; . . . ; d: Here Fk is one of the five spaces as above. Then the functional
S :¼ dk¼1 Sk : F ¼ 
d
k¼1 Fk ! R;
which is induced by the multi-linear map ½f1; . . . ; fd /
Qd
k¼1 SkðfkÞ; is
continuous, and jjSjj4
Qd
k¼1 jjSk jj: Here, by default, the tensor product on the
left-hand side of S is natural, i.e., case 1,
F ¼ W r1;...;rdp;g1;...;gd ðI1  	 	 	  Id Þ equipped with norm ð5Þ or ð6Þ;
in case 2,
F ¼ Cr1;...;rdg1;...;gd ðI1  	 	 	  Id Þ equipped with norm ð7Þ or ð8Þ;
in case 3,
F ¼ *W
r1;...;rd
p;g1;...;gd
ðI1  	 	 	  Id Þ equipped with norm ð5Þ or ð6Þ;
in case 4,
F ¼ W r1;...;rdp;~g ðD1  	 	 	  Dd Þ equipped with norm ð9Þ or ð10Þ;
and in case 5,
F ¼ F1 D 	 	 	 D Fd
is the direct product of Hilbert spaces.
Proof. By Property 2, we see that
jjS1 A 	 	 	 A Sd jjI ¼
Yd
k¼1
jjSk jj:
YOUMING LI802Consider any functional T on F1 A 	 	 	 A Fd : By Lemma 1, jj 	 jj5jj 	 jjI:
Thus we have
jjT jj ¼ sup
jjxjj41
jT ðxÞj4 sup
jjxjjI41
jT ðxÞj ¼ jjT jjI:
Letting T ¼ S1 A 	 	 	 A Sd ; and noting that RI 	 	 	 I R’ R; we
complete the proof of the theorem. ]
4.2. The Function Class W r1;...;rd1;g
We can freely use Smolyak’s construction as long as the tensor product of
the domain spaces is projective, and the tensor product of the range spaces is
natural, due to Lemma 1 and Property 2. The problem is that in general,
PTP space need not be a function class. However, we will prove that W r11;g1
ðI1Þ P 	 	 	 P W
rd
1;gd
ðId Þ is the function class W
r1;...;rd
1;g1;...;gd
ðI1  	 	 	  Id Þ:
Theorem 2. Let Ik  R be intervals, bounded or unbounded, rk 2 N and
gk > 0: Then we have an isometric isomorphism of Banach spaces
W r11;g1 ðI1Þ P 	 	 	 P W
rd
1;gd
ðId Þ ’ W
r1;...;rd
1;g1;...;gd
ðI1  	 	 	  IdÞ;
which is induced by the map dk¼1 fk/
Qd
k¼1 fkðxkÞ: Here, we assume the
norm on W r1;...;rd1 is given by (6), and without loss of generality, 0 2 Ik :
Proof. We prove this for d ¼ 2: The general case is similar. First,
observe that for any p51; the map
f/ f ð0Þ; g1f ð1Þð0Þ; . . . ; gðr1Þf ðr1Þð0Þ; gr f ðxÞ 
Xr1
i¼0
f ðiÞð0Þ
i!
xi
 !" #
ð17Þ
establishes an isometric isomorphism of Banach spaces
W rp;gðIÞ ’ R 	 	 	  R W
r
p;0ðIÞ; ð18Þ
where the direct sum of R is r-fold, and
W rp;0 :¼ ff : f ð0Þ ¼ 	 	 	 ¼ f
ðr1Þð0Þ ¼ 0; jjf jj ¼ jjf ðrÞjjp51g
is a Banach subspace of W rp :¼ W
r
p;1: The norm of a vector in the direct sum
of Banach space F1  	 	 	  Fn is deﬁned (in this theorem) to be the lp norm
of the vector, i.e., jj½f1; . . . ; fd jj ¼ ð
P
j jjfjjj
pÞ1=p; and the norm on R
is the absolute value. The inverse map is ½a0; . . . ; ar1; gðxÞ ! grgðxÞ þPr1
i¼0 ðaig
i=i!Þxi:
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h/ gi1 g
j
2
@iþjh
@xi@yj
ð0; 0Þ
 
04i5r1;04j5r2
;L1ðhÞ; L2ðhÞ;LðhÞ
" #
; ð19Þ
where
L1ðhÞ ¼ g
r1
1 g
j
2
@jh
@yj
ðx; 0Þ 
Xr11
i¼0
@iþjh
@xi@yj
ð0; 0Þ
xi
i!
 !" #
04j5r2
;
L2ðhÞ ¼ g
r2
2 g
i
1
@ih
@xi
ð0; yÞ 
Xr21
j¼0
@iþjh
@xi@yj
ð0; 0Þ
yj
j!
 !" #
04i5r1
and
LðhÞ ¼ gr11 g
r2
2
hþ
Xr11
i¼0
Xr21
j¼0
@iþjh
@xi@yi
ð0; 0Þ
xiyj
i!j!

Xr21
j¼0
@jh
@yj
ðx; 0Þ
yj
j!

Xr11
i¼0
@ih
@xi
ð0; yÞ
xi
i!
 !
;
establishes an isometric isomorphism
W r1;r2p;g1;g2 ðI1  I2Þ ’R 	 	 	  R ðW
r1
p;0ðI1ÞÞ
r2
 ðW r2p;0ðI2ÞÞ
r1  W r1;r2p;0 ðI1  I2Þ; ð20Þ
where the direct sum of R is r1r2-fold, and W
r1;r2
p;0 is a Banach subspace of
W r1;r2p ð:¼ W
r1;r2
p;1;1Þ; consisting of all h such that
@kþlh
@kx@ly
ðx; yÞ ¼ 0 ð21Þ
whenever k5r1; l5r2 and x ¼ 0 or y ¼ 0: The inverse map is given by
½½ai;j04i5r1;04j5r2 ; ½fjðxÞ04j5r2 ; ½giðyÞ04i5r1 ; ½eðx; yÞ
/gr11 g
r2
2 eðx; yÞ þ
Xr11
i¼0
Xr21
j¼0
ai;j
gi1g
j
2x
iyj
i!j!
þ gr11
Xr21
j¼0
gj2y
j
j!
fjðxÞ þ g
r2
2
Xr11
i¼0
gi1x
i
i!
giðyÞ:
Now we have isometric isomorphisms
LpðIÞ ’ W rp;0ðIÞ; ð22Þ
YOUMING LI804given by
f/
Z x
0
ðx tÞr1
ðr  1Þ!
f ðtÞ dt ð23Þ
and
LpðI1  I2Þ ’ W
r1;r2
p;0 ðI1  I2Þ; ð24Þ
given by
h/
Z x
0
Z y
0
ðx sÞr11ðy  tÞr21
ðr1  1Þ!ðr2  1Þ!
hðs; tÞ ds dt: ð25Þ
Therefore, we have two isometric isomorphisms. The ﬁrst is
W rp;gðIÞ ’ LpðZ [ I ;mÞ; ð26Þ
where Z is a ﬁnite measure space (equipped with the counting measure) with
r elements, and m is the union measure of the counting measure (on Z) with
Lebesgue measure on I : The second is
W r1;r2p;g1;g2 ðI1  I2Þ ’ LpððZ1  Z2Þ [ ðI1  Z2Þ [ ðZ1  I2Þ [ ðI1  I2Þ; nÞ; ð27Þ
where cardðZ1Þ ¼ r1; cardðZ2Þ ¼ r2: The measure n is the union of the
counting measure on Z1  Z2; the union of Lebesgue measures on
I1  Z2; Z1  I2 and the product measure of Lebesgue measures on I1  I2:
Now we need the following lemma.
Lemma 2. Let X ; Y be two metric spaces with countable bases. Assume
that X ; Y are equipped with positive Borel measures dx; dy respectively. Let
p 2 ½1;1Þ: Consider the map j : LpðX Þ A LpðY Þ ! LpðX  Y Þ that for any
f 2 LpðX Þ; g 2 LpðY Þ
jðf  gÞðx; yÞ ¼ f ðxÞ 	 gðyÞ 8ðx; yÞ 2 X  Y :
Then j induces a continuous linear operator c : LpðX Þ P LpðY Þ !
LpðX  Y Þ; such that cjLpðX ÞALpðY Þ ¼ j and its induced norm is 1, i.e.,
jjcjj :¼ supfjjcðhÞjjLpðXY Þ: jjhjjLpðX ÞPLpðY Þ41g ¼ 1:
Moreover, if p ¼ 1;c is also norm preserving. Thus the Banach spaces
L1ðX Þ P L1ðY Þ and L1ðX  Y Þ are isometrically isomorphic.
Proof. It is obvious that j can be extended to F A G; where F ¼ LpðX Þ
and G ¼ LpðY Þ; due to the universal property of the algebraic tensor
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to show that jj ðxÞjjLpðXY Þ4jjxjj for x ¼
Pn
i¼1 fi  gi: Using duality, we
know that there exists u ¼ uðxÞ 2 LqðX  Y Þ; such that jjujjq41 and
jj ðxÞjjp ¼
Z
XY
jðxÞðx; yÞuðx; yÞ dx dy ¼
Z
XY
Xn
j¼1
fjðxÞgjðyÞuðx; yÞ dx dy: ð28Þ
Here q is the exponent conjugate to p; i.e., q ¼ p=ðp  1Þ:Now consider u as
a bilinear form *u on F  G:
*u : ðf ; gÞ/
Z
XY
f ðxÞgðyÞuðx; yÞ dx dy:
Then jj *ujj4jjujjq41: By the deﬁnition of the norm of F P G; we have:
jjxjj5j
Pn
i¼1 *uðfi; giÞj ¼ jj ðxÞjjLpðXY Þ: This proves that jj jj41 on the dense
subspace F A G: Thus j can be extended to F P G; and the extension,
denoted by c has norm jjcjj ¼ jj jj41: Let x ¼ f  g with jjf jjp ¼ jjgjjp ¼ 1:
Then jjf  gjjP ¼ jjf jjp jjgjjp ¼ 1; and jj ðxÞjjp ¼ 1: Hence jj jj51: Thus
jjcjj ¼ 1:
Now we turn to the second part of the lemma. Let p ¼ 1: This is a
consequence of a theorem of Grothendieck; see Chapter 3, [8] for the
theorem. In the appendix, we present a proof of the second part based on
measure theory. The proof has possibilities to be extended to more general
cases. This completes the proof of the lemma. ]
Since ðZ1 [ I1Þ  ðZ2 [ I2Þ ¼ ðZ1  Z2Þ [ ðI1  Z2Þ [ ðZ1  I2Þ [ ðI1  I2Þ
as measure spaces, we thus have an isometric isomorphism
L1ðZ1 [ I1Þ P L1ðZ2 [ I2Þ ’ L1ððZ1  Z2Þ [ ðI1  Z2Þ
[ ðZ1  I2Þ [ ðI1  I2Þ; nÞ; ð29Þ
which is induced by function multiplication as in Lemma 2.
It can be directly veriﬁed that the natural map W r11;g1 P W
r2
1;g2
! W r1;r21;g1;g2 is
compatible with isometric isomorphisms (26), (27) and (29). Hence this map
is an isometric isomorphism. This completes the proof of the theorem. ]
We also have the following similar result for periodic function classes.
Proposition 1. We have an isometric isomorphism
*W
r1
1;g1
ðI1Þ P 	 	 	 P *W
rd
1;gd
ðId Þ ’ *W
r1;...;rd
1;g1;...;gd
ðI1  	 	 	  Id Þ
of Banach spaces, which is induced by the natural map dk¼1 fk/
Qd
k¼1 fkðxkÞ:
YOUMING LI8064.3. Range Classes: Cr1;...;rdg1;...;gd
Function classes which are ITPs potentially can be natural target classes
for approximation problems. This is proven in Theorem 3. In Proposition 2,
we show that Cr1;...;rdg1;...;gd is the ITP of C
rk
gk
:
Theorem 3. Let Sk : Fk ! Gk be continuous linear operators between
Banach spaces for k ¼ 1; . . . ; d: Here Fk is one of the five function classes (the
same for all k; but possibly with different rk ; gk ; etc.) as in Theorem 1. Then the
operator
S :¼ dk¼1Sk : F ¼ 
d
k¼1 Fk ! G ¼ G1 I 	 	 	 I Gd ;
which is induced by the algebraic tensor product of Sk ; is continuous, and
jjSjj4
Qd
k¼1 jjSk jj: Here, by default, the tensor product on the left-hand side of S
is natural, as in Theorem 1. The equality holds when F is equipped with norm
(6), (8) or Hilbert space norm (i.e., when F ¼ W r1;...;rdp;g1;...;gd or
*W
r1;...;rd
p;g1;...;gd
; F ¼
Cr1;...;rdg1;...;gd ; or F is a separable Hilbert space, respectively).
Proof. Let S0 ¼ S1 A 	 	 	 A Sd : By Lemma 1 and Property 2,
jjS0jj4jjS0jjI ¼
Yd
k¼1
jjSk jj:
Hence S0 extends to a continuous operator S on the natural tensor product
space, and jjSjj4
Qd
k¼1 jjSk jj:
To prove the equality, we investigate the ﬁrst case; other two cases are
similar.
As we can see from the proof of Theorem 2, the Sobolev space W r1;...;rnp is
isometrically isomorphic to an Lp space over some measure space; see (26),
(27). More importantly, it can be directly veriﬁed that the natural tensor
product of univariate spaces W rkp is compatible to the natural tensor product
of univariate Lp spaces under these isomorphisms.
Therefore, we need only be concerned with the Lp spaces over
(general) measurable spaces. Now let vj be continuous linear functionals
on LpðXjÞ; where Xj are measurable spaces with measures dxj: Note that
p51: Thus
vjðf Þ ¼
Z
Xj
f ðxjÞajðxÞ dxj 8f 2 LpðXjÞ
for some aj ¼ ajðxjÞ 2 LqðXjÞ: Here q is the exponent conjugate to p:
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product measure space) of these operators has the norm
jjv1  	 	 	  vnjj ¼ jja1 	 . . . 	 anjjLqðX1			XnÞ
¼ jja1jjLqðX1Þ . . . jjanjjLqðXnÞ ¼
Y
j
jjvjjj:
In general, by the deﬁnition of ITP, we have
jjS1  	 	 	  Sd jj ¼ supfðl1S1  	 	 	  ldSd ÞðxÞ: jjxjj41; li 2 Gni ; jjlijj41g
¼ supfjjl1S1  	 	 	  ldSd jj: li 2 Gni ; jjlijj41g
¼ sup
Yd
k¼1
jjlkSk jj: li 2 Gni ; jjlijj41
( )
¼
Yd
k¼1
jjSk jj:
This completes the proof of Theorem 3. ]
Proposition 2. Let Ik  R be compact intervals, rk 2 N and gk > 0; for
k ¼ 1; . . . ; d: Then we have an isometric isomorphism
Cr1;...;rdg1;...;gd ðI1  	 	 	  Id Þ ’ C
r1
g1
ðI1Þ I 	 	 	 I Crdgd ðId Þ:
Here we assume that the norms on these spaces are given by (8).
Proof. Without loss of generality, we assume that 0 2 Ik :
First, as in Theorem 2, map (17) establishes an isometric isomorphism
between CrgðIÞ and R
r  Cr0ðIÞ; and map (19) establishes an isometric
isomorphism between Cr1;r2g;g2 ðI1  I2Þ and R
r1	r2  ðCr10 ðI1ÞÞ
r2  ðCr10 ðI2ÞÞ
r1 
Cr1;r20 ðI1  I2Þ: Here, however, we assume that the norm in a direct sum of
Banach spaces is the max norm. Similarly to the Sobolev case, Cr0ðIÞ is a
subspace of CrðIÞ consisting of f such that f ð0Þ ¼ 	 	 	 ¼ f ðr1Þð0Þ ¼ 0; and
Cr1;r20 ðI1  I2Þ consists of h 2 C
r1;r2 ðI1  I2Þ satisfying (21). By maps (23) and
(25), these two spaces are isometrically isomorphic to CðIÞ and CðI1  I2Þ;
respectively, as Banach spaces. Therefore, we see that CrðIÞ ’ CðZ [ IÞ and
Cr1;r2 ðI1  I2Þ ’ CððZ1  Z2Þ [ ðI1  Z2Þ [ ðZ1  I2Þ [ ðI1  I2ÞÞ:
Using these two isometric isomorphisms, we can reduce the problem to
showing that CðX1  	 	 	  XmÞ ’ CðX1Þ I 	 	 	 I CðXmÞ; where Xk are
compact metric spaces; the (isometric) isomorphism is induced by the
algebraic tensor product.
It sufﬁces to show that for f ¼ f ðx1; . . . ; xmÞ ¼
Ps
i¼1
Qm
k¼1 fi;kðxkÞ 2 CðX1
 	 	 	  XmÞ; jjf jj1 ¼ jjf jjI: On the one hand, let mk 2 CðXkÞ
n be any Borel
measures with total variations jjmk jj41: Let m ¼ m1  	 	 	  mm be the product
YOUMING LI808measure. Then jjmjj ¼
Qm
k¼1 jjmijj41: Hence
jjf jj15
Z
I1			Im
f dm

 ¼ Xs
i¼1
Ym
k¼1
Z
Ik
fi;k dmk

:
Therefore jjf jj15jjf jjI; by the deﬁnition of the injective norm.
On the other hand, let P ¼ ½a1; . . . ; am 2 X1  	 	 	  Xm; such that jf ðP Þj ¼
jjf jj1: Then
jjf jjI ¼ sup
Xs
i¼1
Ym
k¼1
liðfi;kÞ

: lk 2 CðIkÞn; jjlk jj41
( )
5
Xs
i¼1
Ym
k¼1
dak ðfi;kÞ

 ðdak is the Dirac measure at akÞ
¼ jf ðP Þj ¼ jjf jj1:
This completes the proof of the proposition. ]
Remark 1. Theorem 3 holds when Cr1;...;rdg1;...;gd is replaced by W
r1;...;rd
1;g1;...;gd
with
the norm (6). This can be proven based on the fact that
jjhjj1 ¼ sup
jjf jj141;jjgjj141
Z
hðx; yÞf ðxÞgðyÞ dx dy 8h 2 L1ðX  Y Þ;
see Appendix A.
5. APPLICATIONS
According to Theorem 1, we see that Smolyak’s algorithm can be
efﬁciently applied to the integration problem on any of the ﬁve function
classes in Section 2.1. Such an applicability result was obtained for the class
F ¼ Cr;...;rð½1; 1d Þ in [7].
For a general linear problem, it is known [12] that if the domain and range
spaces are separable Hilbert spaces, Smolyak’s algorithm is once again
applicable. Now according to Proposition 2 and Theorem 3, if range spaces
are restricted to Cr1;...;rd ; Smolyak’s algorithm is applicable to the
approximation problem with domain spaces being arbitrary natural
products of Banach spaces.
By Theorem 2, we conclude that Smolyak’s algorithm can be used for
approximating the operator dk¼1Sk on the function class W
r1;...;rd
1;g1;...;gd
ð½0; 1d Þ;
equipped with norm (6). Here the range spaces Gk can be any function
classes, as long as Sk :W1;gk ! Gk are continuous linear operators and the
APPLICABILITY OF SMOLYAK’S ALGORITHMS 809tensor product of Gk is natural. For norm (5), the algorithm is applicable to
tensor product of linear functionals, e.g., the integration problem as
mentioned above.
To estimate the error of Smolyak’s algorithms for the general
approximation problem on W r1;...;rd1;g1;...;gd ð½0; 1
dÞ (or for that matter, any
multivariate tensor product problem for which (1) holds), one can utilize
the technique from [12] or [13]. We illustrate this below.
Similarly to one of three assumptions in [12], we assume that
jjDik jj ¼ jjA
i
k  A
i1
k jj4EkD
i
k 8i51 ð30Þ
for some Ek > 0 and 05Dk51; k ¼ 1; . . . ; d:
Lemma 3. Let Awðq; dÞ be the algorithm in (14). For wk ¼ 1=c 	 lnðD1k Þ
ð14k4dÞ; where c > 0 is a constant, we have
eðAwðq; dÞÞ4C 	 expðaÞ 	 expdðaÞ;
where
C ¼
Qd
j¼1 EjQd
j¼1 lnð1=DjÞ
;
a ¼ cq ln
Yd
j¼1
D1j
 !
and
expd ðaÞ ¼
Xd1
k¼0
1
k!
ak :
Proof. By assumption (30), we see that
Sk ¼
X1
j¼1
Djk :
Hence
S1  	 	 	  Sd ¼
X
a2Ndþ
ðDa11  	 	 	  D
ad
d Þ:
YOUMING LI810Thus by (14), (1) and assumption (30), we have
eðAwðq; dÞÞ ¼
X
a2Ndþ=Qwðq;dÞ
d1 D
aj
j



4
X
a2Ndþ=Qwðq;dÞ
Yd
j¼1
Ej
 !
Da;
where Da ¼ Da11 ; . . . ;D
ad
d : Note that D
a ¼ expðLðaÞÞ; where LðxÞ :¼ c
Pd
j¼1
wjxjð¼ clðxÞÞ; since
lnðDaÞ ¼
Xd
j¼1
aj lnðDjÞ ¼ LðaÞ:
Also, lðxÞ > q iff LðxÞ > cq: Therefore,
eðAwðq; dÞÞ4
Yd
j¼1
Ej
 ! X
a2Ndþ;LðaÞ>cq
expðLðaÞÞ
4
Yd
j¼1
Ej
 !Z
	 	 	
Z
xj50;LðxÞ5a
expðLðxÞÞ dx1 . . . dxd
¼C
Z 1
0
expðy1Þ dy1
Z
Pd
k¼2
yk4y1þa
dy2 . . . dyd
¼C
Z 1
0
expððy1 þ aÞÞ 	
ðy1 þ aÞ
d1
ðd  1Þ!
dy1
¼C expðaÞ
1
ðd  1Þ!
Z 1
0
expðy1Þðy1 þ aÞ
d1dy1
¼C expðaÞ expdðaÞ:
In passing, we overestimated the value expðLðaÞÞ by the integral of
expðLðxÞÞ over the cube Za :¼ fx ¼ ðx1; . . . ; xdÞ: aj  14xj4aj; j ¼ 1; . . . ;
dg: The union of Za for a 2 N
d
þ; LðaÞ > cq is a subset of
fx : xj50; LðxÞ5ag: ]
From the lemma, it is easy to see that the algorithm Awðq; dÞ can be made
arbitrarily close to S1  	 	 	  Sd by increasing q:
As a brief application, we illustrate the integration problem on
W r1;...;rdp ð½0; 1
dÞ; p 2 ½1;1Þ; rk > 0: We choose almost optimal univariate
algorithms UkðnÞ with n sample points to approximate the integration
operators W rkp ð½0; 1Þ ! R; f/
R 1
0 f ðxkÞ dxk; see [11]. Let A
i
k ¼ Ukð2
i  1Þ:
Then (30) is satisﬁed for Dk ¼ 2rk and some Ek > 0: Letting c ¼ 1; we see
APPLICABILITY OF SMOLYAK’S ALGORITHMS 811that the error bound of Smolyak’s algorithm is
eðAwðq; dÞÞ4C exp qþ lnð2Þ
Xd
k¼1
rk
 !
expd q lnð2Þ
Xd
k¼1
rk
 !
;
where
C ¼
Qd
k¼1 Ek
lnd 2
Qd
k¼1 rk
:
The above bound also holds for integration on the function class
F ¼ Cr1;...;rd ð½0; 1d), as well as the approximation problem on F if the range
space is Cð½0; 1d).
6. OPEN PROBLEM
We do not know whether Sobolev space W r1;...;rd1;g1;...;gd ðI1  	 	 	  Id Þ equipped
with norm (5) is the projective tensor product of univariate function classes
(with the same type of norm).
However, there exists a constant c; such that
jjT1  	 	 	  Td jj4c
Yd
k¼1
jjTk jj;
for any continuous linear operators Tk from univariate function classes. All
existing error bounds can still be used with slight modiﬁcations. Here, of
course, the univariate norm is taken according to (5). Apparently, c51; and
smaller c yields better bounds.
It is therefore important to know the smallest value of such c:
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APPENDIX A. PROOF OF THE SECOND PART OF LEMMA 2
We present a proof of the second part of Lemma 2, i.e., c : L1ðX Þ P
L1ðY Þ ! L1ðX  Y Þ is an isometric isomorphism; see Lemma 2. By the ﬁrst
part of the lemma, it sufﬁces to show that jjxjjP4jjcðxÞjj1; for x ¼
P
i fi 
gi 2 L1ðX Þ A L1ðY Þ:
YOUMING LI812First, we prove that if h is a locally integrable function on X  Y satisfyingZ
XY
f ðxÞgðyÞhðx; yÞ dx dy

4jjf jj1jjgjj1 8f 2 L1ðX Þ; g 2 L1ðY Þ
then jjhjj141:
For a simple function s ¼
Pn
j¼1 cj 	 1AjBj ; we haveZ
XY
sðx; yÞhðx; yÞ dx dy

4Xn
j¼1
Z
XY
cj1AjBjhðx; yÞ dx dy


4
Xn
j¼1
jjcj1Aj jj1jj1Bj jj1 ¼ jjsjj1: ðA:1Þ
The last equality comes from the fact that ðAi  BiÞ \ ðAj  BjÞ ¼ | for i=j:
Therefore, (A.1) is valid for any s 2 L1 due to the property that the set of
step functions is dense in L1ðX  Y Þ: Hence jjhjj141 as claimed.
Second, we need to prove that for every continuous bilinear form u on
L1ðX Þ  L1ðY Þ; there exists a locally integrable function h on X  Y such that
uðf ; gÞ ¼
Z
XY
f ðxÞgðyÞhðx; yÞ dx dy 8f 2 L1ðX Þ; g 2 L1ðY Þ: ðA:2Þ
To show this, ﬁrst we assume that X and Y are bounded domains. Let
wðU ; V Þ ¼ uð1U ; 1V Þ for Borel sets U  X ; V  Y : Then wð	; 	Þ is a bi-
measure.3
Now, assume that Ai  X ; Bi  Y ; i ¼ 1; 2; . . . ; are Borel subsets of X
and Y ; respectively. Assume that
ðAi  BiÞ \ ðAj  BjÞ ¼ | for i=j: ðA:3Þ
Then we haveX
i
jwðAi;BiÞj ¼
X
i
juð1Ai ; 1BiÞj4jjujj
X
i
jAijjBij
¼ jjujj
[
i
Ai  Bi

4jjujjjX  Y j ð51Þ:
Note that the last term is independent of Ai;Bi: Thus
sup
X
i
jwðAi;BiÞj51; ðA:4Þ
where the supremum is taken for all Ai and Bi satisfying (A.3). Now we use
3 It is a measure with respect to one argument while the other one is ﬁxed.
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variation is a difference of two positive (and ﬁnite) bi-measures. Also,
Kingman’s theorem [4] (also due to Morando and others [1, 5]) says that a
positive bi-measure must be a measure on the product space. Therefore from
(A.4), we can conclude that there exists a real Borel measure m on X  Y
such that
mðA BÞ ¼ wðA;BÞ for Borel sets A  X ; B  Y : ðA:5Þ
Therefore
uðf ; gÞ ¼
Z
XY
f ðxÞgðyÞmðdx dyÞ: ðA:6Þ
Indeed, by (A.5), this holds for characteristic functions, and hence for
simple f and g: Therefore, it also holds if one of them is a ﬁxed simple
function while the other is arbitrary. Hence, as claimed, (A.6) holds for all
f 2 L1ðX Þ and g 2 L1ðY Þ:
Moreover, m is absolutely continuous with respect to dx dy: To see this, let
E ¼
S
i ðUi  ViÞ be a partition of E: Then jmðEÞj4
P
i jmðUi  ViÞj4
P
i jjujjj
Ui  Vi j ¼ jjujj 	 jEj: Thus jmðEÞj4jjmjj 	 jEj for any Borel subset E of X  Y :
Therefore dm ¼ hðx; yÞ dx dy for some h 2 L1ðX  Y Þ: This proves (A.2) when
X ; Y are bounded. The general case follows easily by partitioning X ; Y into
bounded subdomains. Also, we have jjhjj14jjujj:
Finally, we are ready to show that jjxjjP4jjcðxÞjj1: For e > 0; by the
deﬁnition of the PTP norm, there exists a bilinear form u; jjujj41 and jjxjjP
4j
P
i uðfi; giÞj þ e: By above, there exists h 2 L1ðX  Y Þ satisfying jjhjj1
4jjujj41; such that
X
i
uðfi; giÞ ¼
X
i
Z
XY
fiðxÞgiðyÞhðx; yÞ dx dy ¼
Z
XY
jðxÞhðx; yÞ dx dy:
Thus jjxjjP4jj ðxÞjjL1ðXY Þ þ e: Hence jjxjjP4jj ðxÞjj1 ¼ jjcðxÞjj1: This com-
pletes the proof. ]
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