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ABSTRACT
Deﬁning and identifying duplicate records in a dataset is
a challenging task which grows more complex when the modeled
entities themselves are hard to delineate. In the geospatial
domain, it may not be clear where a mountain, stream, or valley
ends and begins, a problem carried over when such entities are
catalogued in gazetteers. In this paper, we take two gazetteers,
GeoNames and SwissNames3D, and perform matching – identify-
ing records in each that are about the same entity – across
a sample of natural feature records. We ﬁrst perform rule-based
matching, establishing competitive results, then apply machine
learning using Random Forests, a method well-suited to the
matching task. We report on the performance of a wider array of
matching features than has been previously studied, including
domain-speciﬁc ones such as feature type, land cover class, and
elevation. Our results show an increase in performance using
machine learning over rules, with a notable performance gain
from considering feature types, but negligible gains from other
specialized matching features. We argue that future work in this
area should strive to be more reproducible and report results on
a realistic testing pipeline including candidate selection, feature
extraction, and classiﬁcation.
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1. Introduction
Deﬁning and identifying duplicate records in datasets is an important and persistent
problem in an age of increasing quantities of heterogeneous digital data, produced by
diverse methods ranging from crowdsourcing to expert curation. Geographical datasets
present unique challenges stemming from the vague nature of many geographical
entities, the high degree of referent ambiguity in geographical names, and the varied
categorization systems for entity types in this domain. These conceptual challenges
manifest themselves in how geographical entities are catalogued in gazetteers,
resources storing minimally geographical names, types, and geometries for a deﬁned
region of interest (Hill 2006).
Indeed, diﬀerent gazetteers (or more broadly, geospatial databases) can have, for
a particular region of interest, the same entity listed under diﬀerent names (e.g. Lake
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Geneva vs. Le Léman), represented with diﬀerent geometries (e.g. two diﬀerent point
centroids, or a point and a polygon), and assigned to diﬀerent feature types, from
diﬀerent feature type hierarchies (e.g. mountain vs. Haupthuegel, German for ‘main
hill’). These representational issues are exacerbated when dealing with natural
features1 such as mountains and valleys, which may have vague or varying extents,
and name matching is made more diﬃcult when dealing with multilingual data.
Furthermore, the number and type of entities listed in diﬀerent gazetteers can vary
greatly, leading to resources with orders of magnitude more records than others for
a given area – that is, with higher spatial coverage (Ahlers 2013, Acheson et al. 2017a).
Duplicate detection is a well-studied problem that has cut across disciplinary bound-
aries, and is thus, somewhat ironically, associated with a variety of names, including
deduplication, entity resolution, and record linking (as also noted by Elmagarmid et al.
(2007)). In GIScience, when two or more geospatial datasets are being aligned, the
process is widely referred to as matching (e.g. Walter and Fritsch 1999, Olteanu et al.
2006, McKenzie et al. 2014, Morana et al. 2014). In the speciﬁc context of placename
resources (gazetteers), we thus refer to record linking as gazetteer matching. Gazetteer
matching aims to identify records referring to the same real-world geographical entity,
to then potentially merge or integrate these co-referential records while still presenting
a coherent and consistent picture of the world.
Research on gazetteer matching has so far been relatively sparse, and standardized
methodology, tools, and reference datasets have yet to be ﬁrmly established.
Nonetheless, published methods often share approaches considering place names,
geometries, and optionally feature types, to triage records and identify duplicates, either
using hand-crafted rules (Fu et al. 2005, Hastings 2008, Smart et al. 2010, McKenzie et al.
2014) or machine learning (Sehgal et al. 2006, Zheng et al. 2010, Martins 2011, Gonçalves
2012, Gelernter et al. 2013). However, details about the datasets used are often hard to
come by, as are the datasets themselves, and comparisons between rule-based methods
and machine learning approaches are largely absent. Furthermore, the focus has been
primarily on coarse granularity feature types such as cities (Martins 2011, Gonçalves
2012), and on ﬁner granularity urban feature types such as points of interest (Zheng
et al. 2010, Gelernter et al. 2013, McKenzie et al. 2014).
Natural features are a largely neglected subset of geographical records in matching
tasks, despite being considered prototypical ‘geographic features’ by many (Smith and
Mark 2003) and clearly presenting the aforementioned challenges of vagueness and
diverse type classiﬁcations.
In this paper, we align a subset of natural feature records from a global gazetteer,
GeoNames, to records from an authoritative gazetteer for our study area, Switzerland.
Through this process, we make the following contributions:
● We use open datasets and, for a subset of gazetteer records, a publicly available
annotated gold standard (Acheson et al. 2017b), thus enabling future work to be
directly comparable.
● We implement machine learning methods for the matching task and compare
these to rule-based methods.
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● For a given machine learning model, we test a wider array of matching features
than has been previously studied, considering domain-speciﬁc ones such as feature
type, land cover class, and elevation.
● We provide a full pipeline evaluation and highlight the importance of creating
a realistic testing pipeline to obtain representative performance. Indeed, we show
how machine learning performance can be artiﬁcially aﬀected by the choice of
positive and negative record pairs.
In what follows, we motivate these contributions through a review of relevant work,
particularly gazetteer matching and its methodological components in a rule-based and
machine learning context (section 2). We then describe the two gazetteers used and our
annotation process in section 3, followed by details of our rule-based matching methods
and machine learning based methods in section 4. In section 5, we present the results of
our approaches to automatically ﬁnd matches between the two gazetteers. Our subse-
quent discussion centers around the many facets of matching that impact performance,
and based on our detailed analysis we conclude with recommendations for future work.
2. Related work
Gazetteer matching is a special case of the widely studied problem of record linkage and
part of the broader challenge of entity resolution (Elmagarmid et al. 2007, Costa 2011,
Christen 2012). In gazetteer matching, the records to be linked represent geographical
entities, rather than people, biomedical records, or web pages. The vast amounts of
literature on record linkage, produced by various research communities, testify to the
ubiquity of the problem, and to the added value of good solutions. As the need for
gazetteer matching arises from heterogeneously catalogued data, we ﬁrst brieﬂy discuss
the properties and uses of gazetteers, our data sources. We then focus on literature
speciﬁcally concerned with gazetteer matching, and situate these works where appro-
priate within the broader context of entity resolution.
2.1. Gazetteers
Gazetteers, geographical datasets cataloguing named places alongside their feature types
and geometries (Hill 2006, Berman et al. 2016), are important resources for linking unstruc-
tured textual content to geographical space. By providing explicit spatial representations
(geometries such as points, lines, and polygons) for geographical references used in natural
language (placenames, also known as toponyms), they can serve as ‘glue’ to explicitly
spatialize textual data of various types, thus opening this data up for spatial analyses. Tasks
that make use of gazetteers include detecting placenames in text, disambiguating and
grounding placenames, and retrieving information about named places such as feature
type, population, and containment relationships with other places or regions (Purves et al.
2007, Lieberman et al. 2010, Cooper and Gregory 2011, Adams et al. 2015).
Gazetteers are necessarily simpliﬁed versions of a more complex geographical reality,
where continuous space is neatly carved up into objects and packaged into rows with
attributes following a given schema. Data heterogeneity is all but unavoidable and can
exist on several levels, including:
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● names: places often have multiple names (whether spelling variants or across
languages), may include fossilized type information within the name (e.g. Lake
Placid), and the same name can be used for multiple entities, often in close
proximity (e.g. Lake Placid the town and Lake Placid the lake) (Brunner and
Purves 2008, Hastings 2008).
● geometries: the geometries representing named places can be diﬀerent (e.g. two
diﬀerent points), of a diﬀerent type (e.g. a point and a line), and of varying
geometric complexity.
● feature types: each gazetteer can have its own feature type hierarchy used to
classify real-world entities, and within a hierarchy, diﬀerent types could be assigned
to gazetteer records representing the same entity.
With the vast quantities of geotagged data available today online, particularly produced by
non-experts and pushed to various social media or photo-sharing platforms, gazetteer
production processes have evolved to include not just top-down, curated resources, but
‘bottom-up’ gazetteers from crowdsourced data (Popescu et al. 2008, Keßler et al. 2009, Gao
et al. 2017). This means more resources exhibiting potentially high levels of heterogeneity
and requiring both internal deduplication and robust record linking across datasets.
2.1.1. Feature type hierarchies
Categories of geographical entities are useful for communication and reasoning in
everyday situations, such as when describing a hike ‘through a valley’ or ‘up
a mountain’. In the context of gazetteers, these categories are known as feature
types, and feature type categorization systems are referred to varyingly as feature type
hierarchies (our preferred term), schemes, thesauri, or ontologies, depending on their
characteristics (e.g. see Janowicz and Keßler (2008)). Feature type hierarchies are one
important way in which gazetteers vary, since these hierarchies tend to be idiosyncratic,
with types appropriate for a gazetteer’s area of coverage, language(s), and purpose
(Hastings 2008, Janowicz and Keßler 2008).
Works dealing with aligning feature type hierarchies in a gazetteer matching context
face a ‘chicken or egg’ problem: the feature types of records may be used as evidence that
two records are about the same entity, and linked records may in turn be used to calculate
feature type similarity. Taking a pragmatic approach, Brauner et al. (2007) calculate simi-
larity measures between feature types in two gazetteers based on records deemed to be
about the same entity, but oﬀer few details on this record linking process, which relies
heavily on geographic location alone. Hastings (2008) manually conﬂates diﬀerent feature
type hierarchies into one in order to then perform gazetteer matching. Smart et al. (2010)
follow a similar path, developing a custom feature type ontology based on their gazetteer
data sources and suitable for their tasks. In a machine learning based matching context,
Sehgal et al. (2006) use annotated record pairs to calculate a static type similarity metric
between feature type pairs, then used in classiﬁcation. In a work concerned with type
alignment rather than gazetteer matching, Zhu et al. (2016) calculate spatial statistics for
records of a subset of feature types to derive ‘spatial signatures’ for each type, which they
argue may complement existing type alignment methods.
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2.2. Gazetteer matching
Entity resolution in general consists of a sequence of steps (Figure 1), usually comprising
a data preparation step (establishing which ﬁelds are to be compared and cleaning and
normalizing records), a record linking step (matching corresponding records), and poten-
tially a record fusion step (merging/augmenting records deemed to be about the same
entity) (Elmagarmid et al. 2007, Costa 2011). The second step, record linking, is the focus
of this paper and, in the context of our work, we refer to it as gazetteer matching. Thus,
gazetteer matching consists of linking pairs of gazetteer records which are thought to
refer to the same real-world entity. A special case of the problem is deduplication, where
duplicate records in a single gazetteer are identiﬁed and merged (Christen 2012). Cross-
gazetteer matching, however, presents additional challenges compared to deduplica-
tion, including dealing with multiple feature type hierarchies (Janowicz and Keßler
2008), with structural heterogeneity such as diﬀerent schemas (Elmagarmid et al.
2007), and with varying spatial coverage and balance between gazetteers (Acheson
et al. 2017a).
Broadly, matching methods can be divided into rule-based (or distance-based)
approaches and machine learning (or probabilistic) approaches (Elmagarmid et al.
2007). Rule-based approaches rely on either a series of binary rules for triaging records
until only matches remain, or on setting weights manually to a set of distance (or
similarity) measures to identify the most similar record(s) for each candidate. Rule-
based methods can be considered a special case of distance-based methods, where
distances are boolean (Elmagarmid et al. 2007). Machine learning approaches treat the
matching problem as a supervised binary classiﬁcation problem, outputting a ‘match’ or
‘no match’ label for each candidate pair of records. To train such a classiﬁer, a set of
matching record pairs (positive training examples) and non-matching pairs (negative
training examples) are required. The key diﬀerence between rule-based and machine
learning methods is thus whether decision boundaries between matches and non-
matches are deﬁned heuristically or in a data-driven fashion, with the latter explicitly
requiring training data. Generally, machine learning methods are considered to oﬀer
more ﬂexible and performant solutions, with the caveats of being more complex to
implement and more time-consuming due to the need for annotated training data.
Correspondingly, the main advantages of rule-based methods over machine learning
methods are their simplicity and the reduced need for annotated data, since many rule-
based methods only use data in evaluation, but not training (Elmagarmid et al. 2007).
For gazetteer matching, this is an appealing advantage due to the paucity of annotated
candidate feature
record linking
record fusion
Figure 1. Entity resolution steps and sub-steps.
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datasets, despite some recent eﬀorts, including a benchmark building tool (Morana et al.
2014) with restrictive target datasets, and a public, but not cross-gazetteer, dataset
(Gonçalves 2012).
2.2.1. Gazetteer matching steps
Gazetteer matching can itself be divided into steps (Figure 1). Whether one takes a rule-based
or machine learning approach, the ﬁrst step to ﬁnding matching records is to ﬁnd match
candidates, known as candidate selection (Zheng et al. 2010). Indeed, for any reasonably large
dataset, considering every pair of records as a match candidate is infeasible and unnecessary:
geographic records with locations that are far apart are improbable matches. This candidate
selection step is also known as ‘ﬁltering’ (Martins 2011), ‘blocking’ (Elmagarmid et al. 2007,
Morana et al. 2014), or ‘indexing’ (Christen 2012). The general idea is, for every source record,
to select from all target records only a subset of likely match candidates. For example, Zheng
et al. (2010) select candidates using ‘simple heuristics’ including ignoring records with
locations too far apart or with completely dissimilar names. In practice, candidate selection
can consist of an initial coarse triage of target records, followed by a more careful selection of
candidates via secondary ﬁltering criteria or a ranked list. In one such case, Morana et al.
(2014) use a feature-type speciﬁc point-radius method as an initial spatial ﬁlter alongside
a type ﬁlter, then retain any candidate that shares a token with the name to match (e.g. New
Amsterdam vs. New York), a pragmatic requirement for their monolingual points of interest
(POI) data in a language which does not use compound nouns.
Once matching candidates are identiﬁed for a particular record, distance (or similarity)
metrics can be calculated between each remaining pair of records. In the context of
machine learning, these metrics are called ‘matching features’, and thus this step is
known as feature extraction (Zheng et al. 2010). Pairwise metrics are typically calculated
on place names, locations (geometries), and feature types (Sehgal et al. 2006, Zheng et al.
2010, Martins 2011). In particular, many algorithms exist which estimate name similarity,
including character-based, token-based, and phonetic algorithms (Elmagarmid et al.
2007). Sehgal et al. (2006) ﬁnd that the character-based Levenshtein distance
(Levenshtein 1966) (also known as edit distance) is the best similarity metric for location
names, but Zheng et al. (2010) argue that custom token-based metrics are more suitable
for their POI and address data. Smart et al. (2010) use a combination of the Levenshtein
distance, text normalisation, and the SoundEx phonetic algorithm. Martins (2011),
extended in Gonçalves (2012), explore a wide variety of name similarity metrics for
gazetteer record deduplication, including the Levenshtein, Jaro-Winkler, Monge-Elkan,
Double Metaphone, and Jaccard algorithms. As for matching features on feature types,
options vary based on whether types are from a single hierarchy and whether records can
have more than one type assigned. With one hierarchy and multiple types per record,
matching features can be derived based on the hierarchical distance between the types
and on the overlap between assigned types (Zheng et al. 2010, Martins 2011). With
multiple typing systems, options include manually aligning relevant types (Morana et al.
2014) or estimating type alignment based on annotated records (Sehgal et al. 2006).
After selecting candidate pairs and calculating matching features for each pair, a ﬁnal
classiﬁcation step outputs a decision for each pair as to whether they form a match or not.
Using rules, such a decision can be made by manually setting a threshold on an overall
similarity score or on individual scores, whereas using machine learning, decisions are
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probabilistic and depend on the algorithm and training data used to build a predictivemodel.
Machine learning algorithms used for the gazetteer matching task have included Logistic
Regression, Voted Perceptron (Neural Network), Support Vector Machines (SVMs), Decision
Trees, and Random Forests (Sehgal et al. 2006, Zheng et al. 2010, Martins 2011, Gonçalves
2012). In particular, random forests have been found to outperform both decision trees and
SVMs in a gazetteer deduplication context (Gonçalves 2012). Deep learning has not yet been
used in gazetteer matching, but Santos et al. (2018) use deep learning in the form of
a recurrent neural network to classify whether pairs of placenames are in fact alternate
names for the same geographic entity, using the large GeoNames gazetteer as training
data. However, deep learning requires very large annotated subsets for training, a property
which is not likely to be satisﬁed in most heterogeneous gazetteer matching tasks.
2.2.2. Training and testing in machine learning based matching
A particular challenge in machine learning based gazetteer matching is the selection of
training and test data. How does the size and composition of the training data impact
classiﬁcation performance? In particular, what ratio of matches (positive training exam-
ples) to non-matches (negative training examples) should the training data comprise
and how should non-matches be selected? How should test data be selected and
processed and will performance on this test data generalize to a wider dataset?
Sehgal et al. (2006) investigate in some detail how to choose non-matches for training in
a gazetteer matching context, settling on a combination of random non-matching pairs
and ‘hard negatives’, where hard negatives are non-matching records that have either
highly similar names or highly similar locations. They choose the top k hard negatives per
record, where k is optimized experimentally based on classiﬁcation performance. Their
highest performing algorithm (Logistic Regression) and training set composition consists of
30 negative training examples for every positive example. Martins (2011) and Gonçalves
(2012) follow a similar procedure but opt for a 1:1 ratio of non-matches to matches,
additionally specifying that half of their non-matches are selected randomly, while the
other half comes from a ranked list of hard negatives for the whole collection. In Zheng
et al. (2010), few details are given as to how non-matches were selected, but their overall
dataset consists of a 1:1 ratio of matches and non-matches (800 each).
In addition, cross-validation is often the end point of a machine learning classiﬁcation
pipeline, with no independent, unseen test set. Since it is well known that unbalanced
datasets and poorly chosen evaluation data can lead to wildly overoptimistic (or indeed
pessimistic) evaluations in a wide range of contexts (Murphy 1996), we argue that there
is a need for increased clarity in how training and testing data are chosen and processed
in gazetteer matching.
3. Data
3.1. Application context
Our speciﬁc motivation for performing gazetteer matching is to aid in the georeferen-
cing of Swiss alpine journal texts. These texts consist largely of descriptions of ski tours
and hikes, and thus contain textual references to natural features such as mountains,
valleys, and glaciers. Most of the natural features mentioned in these texts are located in
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Switzerland, but some are in other mountainous parts of the world. Thus we use both
SwissNames3D, an oﬃcial placename resource for Switzerland, and GeoNames, an
unoﬃcial global resource. We wish to reconcile overlapping records for a cleaner
georeferencing process, by linking GeoNames records to their SwissNames3D
equivalent(s) in order to potentially increase recall while maintaining precision.
3.2. Gazetteers
SwissNames3D is an authoritative gazetteer of placenames in Switzerland, which is
freely downloadable online.2 A new edition is published annually, with the full country-
wide update cycle taking 6 years. We downloaded the full dataset in February 2017. It
contains over 300k records, each with a unique identiﬁer, organized according to
a Switzerland-speciﬁc feature type hierarchy, with lines and polygons available for
a large subset of records depending on their types (e.g. streams are available as lines
and valleys are available as polygons).
GeoNames is a widely used global gazetteer composed from a variety of sources
including open geographical datasets and user-contributed data. Because of its global
coverage and easy availability, GeoNames is very widely used, though it has also been
recognised that its bottom-up production makes understanding data quality challenging
(Ahlers 2013, Acheson et al. 2017a). We downloaded the freely available, daily updated
GeoNames data for Switzerland on 20 July 2017.3 It contains around 67k records for the
country, organized according to a two-tiered, global feature type hierarchy, and with
points available for all records in this free version.
3.3. Annotation
We manually prepared an annotated gold standard for a portion of records in
GeoNames. Since SwissNames3D is an oﬃcial resource and contains a much larger
number of records than GeoNames for Switzerland, we assumed it to be more
accurate and complete, thus better suited as our target resource for matching. We
thus started with our source dataset GeoNames, and retained all feature types that
we identiﬁed as representing natural (as opposed to human-made) geographic fea-
tures and having at least 100 records in Switzerland. From the 8 types that met these
criteria, we randomly selected 50 records of each type for annotation (see Table 1).
Table 1. Selected natural feature types from GeoNames, along with a representative
type in SwissNames3D, and their counts.
GeoNames SwissNames3D
type count annotated type count
lake (LK) 1132 50 See 1263
glacier (GLCR) 806 50 Gletscher 854
stream (STM) 172 50 Fliessgewaesser 6603
peak (PK) 6557 50 Gipfel 2225
pass (PASS) 1785 50 Pass 2290
hill (HLL) 665 50 Huegel 1840
mountain (MT) 352 50 Haupthuegel 938
valley (VAL) 113 50 Tal 2260
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For these 400 GeoNames records, one annotator per record tried to comprehensively
ﬁnd matches in SwissNames3D, including one-to-many and ‘no match’ cases. Any
harder cases were then discussed among the four annotators, all graduate students in
Geographic Information Systems, until an agreement was reached (as described in
Acheson et al. 2017b). These annotated data provide us with training and evaluation
data for matches, but not non-matches, in the gazetteer matching experiments which
we now describe.
4. Methods
We implemented and compared rule-based matching and machine learning based
matching. In terms of the overall entity resolution pipeline laid out in Figure 1, in
both cases we performed the data preparation step manually, then focused on the
core record linking/gazetteer matching step and its sub-steps. Record fusion (merging/
augmenting linked records) was not performed for this work, but as SwissNames3D is an
authoritative resource, fusion could consist of adding information from GeoNames
which is not present in SwissNames3D, such as some alternate names. Data preparation
included identifying which ﬁelds should be compared, and projecting the GeoNames
latitude and longitude coordinates (WGS84) to Swiss coordinates (LV03) and vice-versa,
to facilitate distance calculations. Additional work was required to deal with a peculiarity
of SwissNames3D, which uses multiple records, each with the same table ID, for a single
geographic entity when this entity has an oﬃcial name in more than one oﬃcial
language of Switzerland. To get around this issue, we created a truly unique ID for
each record, then ran our entire pipeline treating every record as unique, before
reconstructing the original IDs for evaluation in order to not underestimate recall.
In the remainder of this section, we give an overview of our matching features, then
present our rule-based matching methods. We then focus on our machine learning
matching pipeline and how we implemented each step, and ﬁnally present our evalua-
tion methods.
4.1. Matching features overview
Previous work has consistently used record names and geometries in gazetteer match-
ing, ﬁrmly establishing their utility. Consequently, our rules and machine learning
feature combinations always consider names, minimally as the Levenshtein distance
between pairs of record names, and geometries, as the point-to-point distance between
records (Vincenty 1975); the only exception is our rule-based random baseline which
only considers names. As for feature types, their use and treatment is less consistent in
the literature, with many derived matching features requiring a single feature type
hierarchy. In this work we use feature types in two main ways: as an initial ﬁlter to
limit the number of target records we consider during candidate selection, and as
categorical features for machine learning during feature extraction. For candidate selec-
tion, we ﬁrst established soft type alignments (Table 2) between the types of interest in
our two diﬀerent feature type hierarchies (a Switzerland-speciﬁc hierarchy with types in
German, and a global hierarchy with types in English), using feature type metadata
rather than our annotated data. However during feature extraction for machine learning,
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we do not use these alignments, and instead encode the categorical feature type
information as a set of binary features labelling the presence or absence of a given
type, a common strategy known as ‘one-hot encoding’. We also indirectly use feature
types in one of our rule-based procedures to deﬁne type-speciﬁc geographical distance
thresholds. In addition to names, geometries, and types, we also make use of elevation
and land cover information as a way to represent properties of the natural environment,
which may be useful in matching our natural feature records. A detailed list of all our
matching features is given in 4.3.3.
4.2. Rule-based matching
We implemented rule-based methods to obtain competitive results while also testing
the utility of matching features in a deterministic way. We tested the following rule-
based matching procedures, in order of increasing complexity:
● random-baseline: ﬁnd all exact name matches on the primary name for a given
source record, then randomly choose one exact match as the match (no exact
name matches means no match).
● name-threshold: ﬁnd all exact name matches on the primary or any alternate
name for a given source record, then from these, retain all target records within
a ﬁxed distance threshold (e.g. 5km) of the source record; here, the set of results
can have 0, 1, or multiple matches per source record.
● name-custom-threshold: proceed as in name-threshold above, but this time use
custom thresholds (see Table 2) speciﬁc to the feature type of the source record (c.f.
Morana et al. 2014).
● multi-threshold: proceed as in name-custom-threshold above, but discard any
target records above a threshold on land cover distance (as described in 4.3.3) or
elevation.
● linear-combination: ﬁnd all exact name matches on the primary or any alternate
name as before, and additionally retain any target records of an aligned feature
type (see Table 2) for each source record, then calculate edit distance (Levenshtein)
and geographical distance for each pair. Combine these two distances in
a weighted sum for a ﬁnal score and keep any pairs with a score above an
empirically derived threshold as a match (c.f. Smart et al. 2010).
Table 2. Soft type alignments used and type-speciﬁc distance thresholds.
GeoNames
type SwissNames3D types
Threshold
(km)
mountain (MT) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
hill (HLL) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
peak (PK) Hauptgipfel, Gipfel, Huegel, Haupthuegel, Alpiner Gipfel, Grat, Huegelzug, Felskopf 5
glacier (GLCR) Gletscher, Alpiner Gipfel 5
pass (PASS) Pass, Graben 5
lake (LK) See, Seeteil 15
stream (STM) Fliessgewaesser 15
valley (VAL) Tal, Haupttal, Graben 15
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Our rule-based procedures above combine matching features either by sequentially
applying thresholds (name-threshold, name-custom-threshold, multi-threshold) or by includ-
ing them in a linear combination (linear-combination). Since an important real-world advan-
tage of rules over machine learning is simplicity, in terms of both interpretability and
development time, we spent some time optimizing thresholds (for geographical distance
and in linear-combination, for the overall score), but did somanually by considering sensible
values for distance thresholds and by testing values at ﬁxed intervals for the overall score.
Furthermore, the more matching features are used, the more thresholds or weights there
are to optimize overall, which incentivizes a sparser use of matching features. As
a compromise between using a minimum number of matching features and having to
use machine-learning-like techniques to combine a large number of features, we include
a procedure (multi-threshold) which combines at least one matching feature from each of
the ﬁve categories (names, geometries, types, elevation, and land cover).
4.3. Machine learning based matching
We frame machine learning based matching as a binary classiﬁcation problem. Our aim
is to build a model to infer whether a pair of records is a match or not, that is, whether
they refer to the same real-world entity. To this end, we use a Random Forest classiﬁer
(Breiman 2001). We selected this classiﬁer for several reasons. First, its simplicity:
Random Forest is a non-linear, non-parametric classiﬁer, which is intrinsically regularized
by ensembling and not prone to overﬁtting. The key parameter choice in a random
forest is the number of trees used in the ensemble: the larger the number, the less prone
to overﬁtting the model is. We settled on 200 trees after ﬁnding that performance
plateaued around this number. Second, as opposed to most probabilistic and distance-
based classiﬁers (e.g. non-linear Support Vector Machines, Naive Bayes, etc.), input
features do not have to be pre-processed to follow some particular distribution, nor
do they have to be normalized. Random forests can also naturally handle categorical and
continuous features jointly, a key advantage in our case to work with categorical
features, such as feature types and land cover classes, alongside continuous features,
such as geographical distance and elevation. As mentioned, categorical features are
‘one-hot encoded’, that is, M categories are encoded as M binary features labelling the
presence or absence of a given category (e.g. category 4 out of 5 is thus encoded as
[0,0,0,1,0], category 2 as [0,1,0,0,0] and so on). Finally, random forests have been
successful in many applications, being better or at least on par with most non deep-
learning classiﬁcation algorithms.
In our implementation, we ask the random forest to infer whether a previously
unseen pair of records (test data) is a match or not. To this end, the feature vector
representing the pair is passed through every tree and the ensemble outputs
a distribution over the labels. The ﬁnal solution is given by taking the maximum-
a-posteriori over the predicted posterior.
4.3.1. Pipeline overview
We built a machine learning processing pipeline (Figure 2) with the aim to approx-
imate a realistic, large-scale matching scenario. First of all, we assume the dataset is
too large to calculate matching features for every possible record pair, and thus the
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ﬁrst matching step must be to choose a subset of pairs, via candidate
selection. Second, we assume that true positive pairs are not known in advance for
the test set, as for truly unseen data, and thus positive matches in our test set must
all be found through candidate selection. Indeed in our testing pipeline, we only
classify pairs with target records retained at the candidate selection stage. In our
training pipeline however, we ensure that the full set of annotated matching pairs for
our source training records gets used, allowing our classiﬁer to be optimised based
on all of the information we have available. In order to process the training and test
set in this slightly diﬀerent manner, we split the source records at the beginning of
a run, prior to candidate selection.
A single run of the pipeline takes a portion of source records through the training
pipeline to train a classiﬁer, then evaluates this classiﬁer on the remaining, held-out,
source records which go through the testing pipeline. As a compromise between
maximizing the size of the training data and having a large enough test set, we opt
to split the full set of source records (N ¼ 400) randomly as 75% training and 25% test
for our main runs. We perform 20 runs with this splitting procedure, each time testing
our full set of feature combinations (section 4.3.4) on this particular split, to obtain not
only mean values of precision, recall, and F1 per classiﬁer, but also interquartile ranges
(results in section 5.2). As we do not constrain the random split, the test sets vary in
composition and diﬃculty, which is desirable to ensure robustness in a real-world
scenario. We also create a ﬁxed, feature-type-balanced test set, consisting of 10 ran-
domly chosen source records from each of our 8 GeoNames types, for a total of 80. This
ﬁxed test set allows us to compare the performance of the rules and machine learning
methods evaluated on the exact same data subset. We also use this ﬁxed test set to plot
a learning curve for diﬀerent feature combinations, that is, to show how performance
changes as we use more and more training data to train the random forest (results in
section 5.3).
All the processing code was implemented in python, relying primarily on the pandas4
library to work with data tables and compute matching features, and the scikit-learn
library for machine learning (Pedregosa et al. 2011). We make our code and analysis ﬁles
publicly available.5
4.3.2. Candidate selection
The ﬁrst gazetteer matching step is candidate selection. For the training set, the aim of
candidate selection is primarily to ﬁnd (hard) negative record pairs to go alongside the
known positive record pairs in order to train a successful classiﬁer, and to make the
subsequent machine learning independent from the absolute size of the data to be
matched. For the test set however, candidate selection should aim to retain as many
positive record pairs as possible (alongside some negative pairs), since the true positives
would not be known in advance in a real matching scenario. Thus theoretically diﬀerent
candidate selection methods could be used for the training and test set, especially to try
to increase recall on the test set, since any true positive pairs not retained during
candidate selection will simply not make it to the classiﬁcation step.
We selected candidate matches in the same way for both training and test pipelines.
After a loose feature type ﬁlter (Table 2), we calculate the Levenshtein distance on
names and the point-to-point distance on geometries, then combine these for an overall
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score, similar to our linear-combination procedure. We then retain the top k candidates
per source feature, where k was set experimentally by comparing performance for
a range of values of k (results in section 5.2).
4.3.3. Feature extraction
The second matching step is to compute a range of matching features between all of
the candidate source-target record pairs for use in the random forest. We chose a wide
range of features to capture the similarity of the record names, locations, feature types,
and geographical context via elevation and land cover. For land cover data, we use
nationally-produced data for Switzerland containing a top level 6-class categorization of
land cover.6
Our full list of features is as follows:
● names: for primary names, we calculate the Levenshtein distance, the normalized
Levenshtein-Damerau distance, the Jaro similarity, and the Jaro-Winkler similarity;
we additionally calculate the Levenshtein distance on any alternate names (present
in GeoNames only) and on names with a comma, where we remove the comma
and move the token following the comma to the beginning; ﬁnally we also take as
a feature the minimum Levenshtein distance of those calculated.
● geometries: we calculate the point-to-point distance between gazetteer records
(Vincenty 1975).
● feature types: we use one-hot encoding to encode feature type information, which
removes any need to manually align our diﬀering feature type hierarchies.
● elevation: we calculate the absolute diﬀerence between elevation values asso-
ciated with the placenames in each gazetteer (essentially a measure of relief).
● land cover: we derive three land cover features from the land cover data. First, we
ﬁnd the land cover class of the nearest cell for both the source and target record,
then one-hot encode this class. Second, we ﬁnd the most frequent land cover class
of the nearest 9 cells for each record and again one-hot encode this class. Finally,
we calculate a feature we call ‘land cover distance’, where we take the counts of the
6 land cover classes in the 9 nearest cells for both source and target record (for
example ½0; 4; 3; 1; 0; 1 and ½0; 4; 2; 0; 0; 3) then take the sum of the absolute value
of the diﬀerence between these arrays (for example ½0; 0; 1; 1; 0; 2 for the absolute
diﬀerence and 1þ 1þ 2 ¼ 4 for the sum, our ﬁnal numeric feature).
4.3.4. Classiﬁcation
We tested various combinations of the matching features we describe above, guided by
our literature review. Based on reported strong performance of the Levenshtein distance
for location name matching (Sehgal et al. 2006, McKenzie et al. 2014), we ﬁrst formed
a basic model using the minimum Levenshtein distance and the point-to-point distance.
As a variant of the basic model, we formed a str model where we included all of our
name matching features alongside point-to-point distance. We then added feature types
to these two models, forming our basic-type and str-type models. We formed str-elev-lc to
test whether we could compensate for a lack of feature type information by using
elevation and land cover features. Finally, we tested 3 variants where most or all features
are present, including feature types (str-type-lcd, all-min, all).
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The feature combinations we focused on are thus as follows:
● basic: minimum Levenshtein distance and geographical distance.
● str: all name (string) features and geographical distance.
● basic-type: minimum Levenshtein distance, geographical distance, and encoded
feature types.
● str-type: all name (string) features, geographical distance, and encoded feature
types.
● str-elev-lc: all name (string) features, geographical distance, elevation, and all land
cover features (no feature type information).
● str-type-lcd: all name features, geographical distance, encoded feature types, and
land cover distance.
● all-min: minimalist version still using one feature per category: minimum
Levenshtein distance, geographical distance, encoded feature types, elevation,
and land cover distance.
● all: all features.
4.4. Evaluation
We evaluate the performance of both our rule-based and machine learning based
matching using standard precision, recall, and F1 measures (Sehgal et al. 2006).
Precision is deﬁned as the number of positive matches correctly found divided by the
total number of positive matches found, while recall is deﬁned as the number of positive
matches correctly found divided by the total number of positive matches that were to
be found. Since precision can typically be optimized at the expense of recall and vice-
versa, F1 is a measure combining precision and recall through their harmonic mean and
thus summarizes the overall performance.
In our case, there is an additional complexity to be aware of with respect to recall.
Calculating recall requires knowing how many positive matches there were in total
involving the source records in the test set. Some of these positive matches will however
not make it through the candidate selection stage, such as pairs with both dissimilar
names and locations. Since in our test pipeline, we only keep candidate matches that
were retained in candidate selection, we have two sets of matches we can use as the
recall denominator: the full set of matches involving our test records (overall recall) or
just those matches that made it to the classiﬁcation stage (classiﬁcation recall).
We consider overall recall to be the more meaningful recall of the two, since in a real-
world scenario, the full set of correct matches for each source record is not known in
advance, but instead the correct target records have to be found via candidate selection.
The classiﬁcation recall however serves as a useful evaluation of the classiﬁcation stage
speciﬁcally, without considering directly how well or poorly candidate selection per-
formed. We can calculate an upper bound for overall recall right after candidate selec-
tion by looking at the percentage of positive matches that we retained out of the full set
of known positives for the test records. We refer to this upper bound as max recall and
present it alongside the other values described.
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5. Results and interpretation
We describe here the results of our matching experiments, ﬁrst presenting results from
our rule-based matching procedures, then detailing our results using random forests. To
describe the performance of our random forests, we ﬁrst show how we ﬁxed k, the
number of target record candidates per source record used for candidate selection. We
then present our main results: precision, recall, and F1 performance over 20 runs for all
our combinations of matching features. Finally, we report results obtained on our ﬁxed,
feature-type balanced test set and plot a learning curve to show how performance
changes as we increase the size of the training set.
5.1. Rule-based matching
Our rule-based matching results are shown in Table 3, in order of increasingly complex
rules. Results are shown for a distance threshold of 5km for name-threshold, type-speciﬁc
thresholds of either 5km or 15km for name-custom-threshold and multi-threshold (see
Table 2), and additional thresholds of 400m of elevation diﬀerence and 8 units of land
cover distance for multi-threshold. For linear-combination, results are shown using
a single overall threshold and two weighting schemes for textual and geographical
distance, one for lakes, streams, and valleys (LK, STR, VAL) which gives lesser weight to
geographical distance, and one for all other types which gives equal weight to both.
The relatively high precision of random-baseline, where we chose a random exact
name match as the match, shows that a signiﬁcant proportion of the data can be dealt
with using names alone. For two more complex sets of rules, name-custom-threshold and
linear-combination, we were able to obtain good overall performance, with F1 values
reaching around 0.85. Our multi-threshold approach, which employs additional thresh-
olds on elevation and land cover, can clearly increase precision, but at the cost of much
lower recall, and overall lower F1 values. Indeed, the best F1 performance we obtained
with multi-threshold after trying a range of values for the additional thresholds was
simply to not have these thresholds, which is equivalent to name-custom-threshold.
The higher performance of name-custom-threshold and linear-combination come at
the cost of having to set several parameters in an ad hoc fashion, including multiple
distance thresholds for name-custom-threshold and an overall score threshold with type-
speciﬁc weightings for linear-combination. This threshold and the weightings could be
optimized further, particularly to favour precision over recall or vice-versa, depending on
the task requirements, by setting up a grid-search using one of the performance
measures detailed above and evaluating the performance on a held-out or cross-
validation sample. However, both trying to combine many matching features and trying
Table 3. Results for rule-based matching.
name of run precision recall F1
random-baseline 0.793 0.575 0.666
name-threshold 0.876 0.788 0.830
name-custom-threshold 0.843 0.861 0.852
multi-threshold 0.914 0.677 0.778
linear-combination 0.871 0.833 0.852
arandom-baseline results were averaged over 10 runs.
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to fully optimize rule-based matching leads us quickly down a data-driven path for
which machine learning is better suited.
5.2. Machine learning based matching
We now present our machine learning based matching results, starting with how we
ﬁxed a value for k, the number of target records retained per source record during
candidate selection. Figure 3 shows the overall performance (F1) of our machine learn-
ing pipeline for diﬀerent feature combinations and values of k. Values of k below 10
appear to decrease F1, while a value of 30 appears to be optimal for most of the feature
combinations tested and was used in the subsequent experiments.
In Figure 4, we present our main results for the full machine learning pipeline,
showing the performance of diﬀerent feature combinations over 20 runs with k ¼ 30,
in terms of F1, precision, (overall) recall, and classiﬁcation recall. As mentioned, classiﬁ-
cation recall is calculated on just those positive record pairs retained during candidate
selection, whereas overall recall is calculated using the full set of annotated positive
pairs. For each run, all feature combinations were trained and tested on a particular
random data split. This means each feature combination was evaluated against the same
20 sets of test records, presenting mixed feature type proﬁles and variations in diﬃculty.
Overall, median F1 values start at around 0.80 for our basic feature combination and
increase up to 0.90 for the str-type-lcd combination. Visible on the F1 plot is a clear
Figure 3. Mean and standard deviation of F1 vs k (number of target records retained per source
record during candidate selection) over 5 runs per data point (tested over 5 values of k and 5 feature
combinations). Feature combinations plotted: basic: minimum Levenshtein distance and geographi-
cal distance; str: all name (string) features and geographical distance; basic-type: minimum
Levenshtein distance, geographical distance, and encoded feature types; all-min: minimum
Levenshtein distance, geographical distance, encoded feature types, elevation, and land cover
distance; all: all features.
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diﬀerence between the feature combinations not using encoded feature types (basic
and str) and those that do (the 5 rightmost on the plot), whose worst runs are all better
than the median of the former two feature combinations. Somewhere in between we
ﬁnd the str-elev-lc combination, which lacks feature type information but uses all other
matching features, oﬀering F1 performance above the basic and str models, but below
all models using encoded feature types. By examining the plots for precision and recall,
we see that str-elev-lc’s performance advantage over str is almost entirely due to
increased recall.
We obtained strong overall performance using the 5 combinations incorporating
feature types as matching features, with no clear advantage of one over the others
despite the addition of elevation and land cover features in some combinations (all-min,
all) but not others (str-type). The str-type-lcd combination provides the best results over
these 20 runs, with the highest median, mean, upper quartile, and lower quartile for F1.
In Table 4 we present the mean values for these same runs, alongside the maximum
overall recall (max recall) obtainable based on the record pairs retained at the candidate
basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all
basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all basic           str     str-elev-lc    basic-type    str-type   str-type-lcd      all-min      all
(a) (b)
(c) (d)
Figure 4. Box plot of medians (blue lines) with interquartile range and means (red diamonds) for: (a)
F1 (b) precision (c) overall recall (d) classiﬁcation recall vs. named combinations of matching
features. Feature combinations: basic: minimum Levenshtein distance and geographical distance;
str: all name (string) features and geographical distance; basic-type: minimum Levenshtein distance,
geographical distance, and encoded feature types; str-type: all name (string) features, geographical
distance, and encoded feature types; str-elev-lc: all name (string) features, geographical distance,
elevation, and all land cover features (no feature types); str-type-lcd: all name features, geographical
distance, encoded feature types, and land cover distance; all-min: minimum Levenshtein distance,
geographical distance, encoded feature types, elevation, and land cover distance; all: all features.
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selection stage. Maximum recall changes with every run since the source records in the
test set, and thus their candidate matching target records, also change, but this value is
independent of the classiﬁcation, and thus the mean is constant over all feature
combinations.
5.3. Feature-type-balanced test set
In order to get further information about how our machine learning and rule-based
matching perform, including how performance varies by feature type and how the
machine learning methods respond to increasing amounts of training data, we ran
tests using a ﬁxed, feature-type balanced test set (as described in section 4.3.1). The
results of these experiments are presented in Figure 5. Figure 5(a) shows the F1
performance on 5 representative feature types for a selection of matching strategies
(3 rule-based and 4 machine learning based methods, preﬁxed by ‘rf-’ for random
forests). This breakdown by type and matching method shows a generally more
balanced performance across feature types for the machine learning strategies, particu-
larly those that make use of encoded types (basic-type, str-type, str-type-lcd). It is also
clear that much of the F1 performance gain of the higher performing strategies comes
from doing much better on the worst performing type, streams (STM), while retaining
strong performance (F1 > 0:8) on the other types. Finally, the rule-based method that
considers types via type-speciﬁc thresholds (name-custom-threshold) is doing better on
all the plotted types than the machine learning method which does not consider
types (str).
Figure 5(b) shows the F1 performance of our machine learning pipeline on the
feature-type balanced test set as we increase the size of the training set by incrementally
adding 40 randomly chosen source records in a step-wise fashion. Here, the 3 better
performing feature combinations show continued improvement with increasing training
data, but the basic model does not and instead seems to plateau when the training
Table 4. Mean values (over 20 runs) of precision, recall, and F1 for named feature
combinations. Feature combinations: basic: minimum Levenshtein distance and
geographical distance; str: all name (string) features and geographical distance;
basic-type: minimum Levenshtein distance, geographical distance, and encoded
feature types; str-type: all name (string) features, geographical distance, and
encoded feature types; str-elev-lc: all name (string) features, geographical distance,
elevation, and all land cover features (no feature types); str-type-lcd: all name
features, geographical distance, encoded feature types, and land cover distance; all-
min: minimum Levenshtein distance, geographical distance, encoded feature types,
elevation, and land cover distance; all: all features.
feature combination precision recall F1 max recall
basic 0.820 0.788 0.802
str 0.857 0.788 0.820
str-elev-lc 0.861 0.845 0.852
basic-type 0.912 0.868 0.888 0.919
str-type 0.921 0.875 0.897
str-type-lcd 0.934 0.874 0.902
all-min 0.934 0.867 0.899
all 0.907 0.868 0.886
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pipeline uses around 200 source records. In general this means there is potential for our
random forests to perform even better than they are, were there more annotated data
available for training, above using the full set of 320 source records that are not in the
feature-type balanced test set.
6. Discussion
Gazetteer matching is an important, real-world problem, where the very large numbers
of records involved mean that small diﬀerences in precision or recall can have large
implications. In this work, we performed cross-gazetteer matching on a set of natural
feature records by implementing rule-based methods and machine learning methods
using random forests. Our rule-based methods gave good results (Table 3), but our best
machine learning models oﬀered an F1 increase of 6% over the best rule-based results.
However, rule-based and machine learning performance was similar when considering
only record names and locations. Once feature types were incorporated as matching
features in random forests, our models all achieved mean F1 values above 0.88.
This importance of gazetteer feature types on matching performance has received
surprisingly limited research attention, with most previous work focusing on a very
narrow set of types such as POIs or cities (Zheng et al. 2010, Martins 2011, Dalvi et al.
2014, McKenzie et al. 2014). Despite little guidance on how to eﬀectively handle feature
types, doing so was crucial for the natural feature records treated in this work. Thanks to
one-hot encoding for categorical variables, incorporating feature types into random
forests was simple and enabled the random forests to adapt to types, from multiple
Figure 5. F1 performance according to (a) the matching strategy used (3 rule-based from the left
and 4 machine learning based methods from the right, preﬁxed by rf-) broken down by feature type
and (b) the number of source records used in the machine learning training pipeline, showing the
mean and standard deviation over 10 runs using incrementally more randomly chosen records.
Feature combinations plotted: basic: minimum Levenshtein distance and geographical distance;
basic-type: minimum Levenshtein distance, geographical distance, and encoded feature types; str-
type: all name (string) features, geographical distance, and encoded feature types; str-type-lcd: all
name features, geographical distance, encoded feature types, and land cover distance.
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type hierarchies, in a data-driven fashion. In contrast, considering types in rule-based
processing was less straightforward, requiring semantic knowledge of the types (e.g. for
type-speciﬁc distance thresholds), potentially manually aligning type hierarchies (as in
Hastings 2008, Morana et al. 2014), and tailoring decisions to our particular datasets.
Random forests also oﬀered a more balanced performance across feature types
compared to rules, arguably as a result of this ﬂexible approach to types. Though to
our knowledge no direct comparison of rules and machine learning has been performed
on matching geographical data, a similar ﬁnding was obtained in a work on deduplicat-
ing a dataset of inventors. Indeed, Ventura et al. (2015) compared the performance of
rule-based methods against supervised learning using random forests and found that
random forests oﬀered much more robust performance with respect to data subsets
with varying characteristics. In addition to robustness to feature type proﬁles, our
experiments show that random forests perform increasingly well with more training
data, suggesting that extra gains in F1 can be obtained through further annotation.
Similar experiments were performed by Zheng et al. (2010), who varied the size of their
training and testing sets together, and found that overall accuracy increased with the
dataset size. Despite these advantages of supervised learning over rules, the perfor-
mance gains came with costs, including greater complexity and more person-hours
spent on implementing a random forest pipeline than on rule-based matching. Since
simple rules performed well for the subset of data which was relatively easy (exact or
near-exact name matches and very short point-to-point distances), deciding on
a matching strategy for a diﬀerent dataset would require careful consideration of
these trade-oﬀs.
Returning to the issue of complexity, implementing a realistic machine learning
pipeline required carefully thinking about, and experimentally verifying, processing
decisions including how to select match candidates, how to prepare the test set, and
what ratio of negatives to positives to use. We found no clear methodological consensus
in the literature, and even considerable disagreements, such as on the issue of negative-
to-positive pair ratios, with some using 1:1 ratios (Zheng et al. 2010, Martins 2011), and
others up to 30:1 (Sehgal et al. 2006). However, our decision to closely mimic a real-
world scenario, treating test records as if they were unannotated, inﬂuenced many
downstream decisions. This meant letting the testing pipeline ﬁnd all (positive) matches
through candidate selection, and not adding our annotated matches to the test set. This
in turn meant splitting source records at the very beginning of the pipeline and
choosing a candidate selection method likely to return not just hard negatives, but
positive matches – as many as possible to maximize recall. We thus selected candidates
based on considering multiple matching features at once (similar to Zheng et al. 2010,
Morana et al. 2014), avoiding techniques geared more speciﬁcally towards negative
selection (Sehgal et al. 2006, Martins 2011) and which could potentially limit recall.
Finally, choosing how many matching candidates to keep per source record (i.e. k) was
a purely experimental decision, optimizing for F1 on the full pipeline. We found that low
values of k (in other words, low ratios of negatives to positives, assuming an average
positive match count around 1 per record) limited recall and settled on a k of 30, similar
to Sehgal et al. (2006).
After this closer look at how our methodology compares to existing work, a related
question is, how do our results comparewith previous published results? Fromour survey of
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the literature, it is clear that the variety of datasets and methods used make comparison
diﬃcult. Nonetheless, we have compiled a list of the most comparable papers and present
a structured summary of these, with data-related aspects in Table 5, and method-related
aspects, including best reported performance, in Table 6. We list ‘task’ as a data-related
aspect since the key diﬀerence between a deduplication task and a (cross-)gazetteer
matching task lies in whether data are already structured according to a single schema
and single feature type hierarchy. With a single type hierarchy, a range of additional
matching features can be used, for instance type equality or the hierarchical distance
between types (Zheng et al. 2010, Martins 2011).
Visible is the predominance of datasets featuring POIs and populated places, which
could arguably simplify matching due to low feature type diversity and, especially for
POIs, a predictable spatial granularity for the records. POIs however present their own
challenges, including potentially very large dataset sizes (Zheng et al. 2010, Dalvi et al.
2014) and particular naming patterns, which Zheng et al. (2010) tackle using custom
token-based name similarity metrics, and Dalvi et al. (2014) using an innovative unsu-
pervised language modeling approach. These two works achieve results similar to ours,
with F1 values reaching 0.88 (Zheng et al. 2010) and 0.90 (Dalvi et al. 2014). McKenzie
Table 5. Data-related aspects of selected papers comparable to the present work.
Authors Task Data description Feature types
Sehgal et al. 2006 Gazetteer matching US & UK authoritative data for Afghanistan Varied (all)
Hastings 2008 Gazetteer matching 3 datasets covering Lake Tahoe (US) Administrative, cultural,
and water
Smart et al. 2010 Gazetteer matching UK data from: GeoNames, Ordnance
Survey, OpenStreetMap, Yahoo! Where
on Earth, Wikipedia
Varied (all)
Zheng et al. 2010 Deduplication POIs and yellow page records for Beijing
(China)
POIs
Martins 2011 Deduplication Global, mixed source Populated places
Gonçalves 2012 Deduplication Global, mixed source Populated places
McKenzie et al. 2014 Gazetteer matching Foursquare, Yelp (US) POIs
Dalvi et al. 2014 Deduplication Facebook Places (US) POIs
Table 6. Method-related aspects of selected papers comparable to the present work.
Best
performance
Authors Approach Method summary
Annotated
positive pairs
neg:pos
ratio p r f1
Sehgal et al. 2006 Machine learning Logistic regression, voted
perceptron, SVM
2,006 30:1 .96 .92 .94
Hastings 2008 Rule-based Consider names, footprints,
feature types
252 N/A .89 .22 .35
Smart et al. 2010 Rule-based Consider names and locations 16 N/A 1.0 .44 .61
Zheng et al. 2010 Machine learning Decision tree with bootstrap
aggregating
800 1:1 .89 .87 .88
Martins 2011 Machine learning SVM, alternating decision tree 1,927 1:1 .99 .98 .98
Gonçalves 2012 Machine learning SVM, alternating decision tree,
random forest
4,401 1:1 .97 .97 .97
McKenzie et al. 2014 Regression Weighted multi-attribute
model
100 N/A accuracy = .97
Dalvi et al. 2014 Machine learning Unsupervised language model
using local context
4,000 7:2 .90 .90 .90
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et al. (2014) also report on a dataset of POIs, developing a regression approach with
a wide set of matching features, but their evaluation is mainly performed on an artiﬁcial
test set where 100 exact matches were created. In this rather unrealistic testing scenario,
they report an accuracy of 0.97, but mention performance decreases when random pairs
are selected from data, reporting F-scores of 0.35 and 0.32. In Martins (2011) and
a follow-up work (Gonçalves 2012), very high deduplication performance is reported,
with F1 values reaching 0.98 and 0.97, respectively. However, the authors note that their
dataset of coarse-grained records (populated places) may not be particularly challen-
ging, with F1 values reaching 0.97 when using only matching features based on name
similarity (Martins 2011).
Two other works (Hastings 2008, Smart et al. 2010) are broadly similar to each
other in that they use rule-based processing and datasets with diverse feature
types, but don’t rigorously evaluate their approaches. Smart et al. (2010) manually
examine only a very small number of individual cases (n = 16), achieving perfect
precision, but a nominal recall of only 0.44, and Hastings (2008) present
a descriptive evaluation, for which we calculated precision to have been 0.89,
and recall only 0.22. In contrast, Sehgal et al. (2006) perform a rigorous quantitative
evaluation of their machine learning based matching, reporting a range of values
for precision, recall, F1, and accuracy, including how these change as a function of
the ratio of negatives-to-positives. We perform comparable tests on setting a value
of k (Figure 3), and complement this more extensive evaluation by performing
multiple runs to test robustness to both individual training data sets and diﬀerent
training set sizes.
A ﬁnal important point about our ability to compare our results to previous work is
that it is at times unclear how matches are found for test records. If a single static
collection of positive and negative record pairs is used to train and test a classiﬁer, for
example via cross-validation, then it is likely that the full set of annotated positives
automatically ﬁnds it way into each testing fold (Figure 6). This would optimistically
bias performance compared to a scenario in which matches for test records must be
found via candidate selection, and from a large number of such candidate records, as
is the case in our pipeline. In addition, adding random negatives into a test set will
(50%)
training
test
training test
(25%)
easy to classify
harder to classify
(25%)
in test set?
Figure 6. Potential test set composition when using cross-validation with a collection of record pairs
built with a 1:1 negative to positive ratio and where 50% of negatives are chosen randomly.
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optimistically bias accuracy, since these record pairs will overwhelmingly be highly
dissimilar, and thus easy to classify as non-matches (Figure 6). Whether random
negatives have any eﬀect on precision and recall is unclear, but we opted against
using them in our training pipeline since we already had quite varied training data,
thanks in part to using a high value of k. Furthermore, random forests rely on random
samples of the training data for each tree and thus naturally include variations from
diﬀerent samples of the distribution.
7. Conclusion
In this work, we tackled the problem of matching natural feature records across two
gazetteers. We showed that good performance could be obtained using relatively simple
rules, but that machine learning using random forests oﬀered not only better performance,
but greater ﬂexibility, obviating the need to manually align feature types and tune thresh-
olds. Random forests also oﬀered a more balanced performance across feature types and
the potential for even better performance by increasing the amount of training data
through further annotation. We emphasize that creating a training dataset in order to
implement a machine learning solution was both more straightforward than handcrafting
rules for gazetteer matching and more easily generalizable. With random forests, the
biggest performance increase over basic models using string similarity and geographical
distance came from incorporating feature types as matching features, after which all tested
models performed similarly well. However, all classiﬁers which included some representa-
tion of feature type, including by using land cover classes and elevation instead of gazetteer
feature types, outperformed simpler string and geographical distance based classiﬁcations.
Although our results were obtained on the speciﬁc case of matching records between
a Swiss national gazetteer and GeoNames, they have more general implications, parti-
cularly in the context of growing interest in spatial data science. We make the following
recommendations for future work in this area:
● Gazetteer matching is inﬂuenced by feature types and therefore any processing
decisions related to these feature types for matching should be explicitly described.
● Training and evaluation datasets should be carefully designed so as not to make
classiﬁcation problems unrealistically straightforward or diﬃcult (e.g. nearby topo-
nyms with similar names which are not matches should be explicitly included in
test data). Future work should also consider the impact of candidate selection on
overall performance.
● Since gazetteer data are often snapshots, and may also not be freely available, making
at a minimum annotated data available will both increase the potential for reprodu-
cibility, and allow other researchers to understand the properties of the snapshots
investigated. Use of shareable markdown (e.g. R-Markdown, Juypter notebooks) will
further increase reproducibility and make all stages of processing more transparent.
Notes
1. The term ‘feature’ is both widely used in the GIScience community to refer to geographical
entities and in the machine learning community to refer to properties of the data used to
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train models. To avoid potential ambiguity, we refer to geographical features as ‘entities’ in
a real-world context or ‘records’ in a gazetteer context, and we use ‘features’ to refer to
‘matching features’ in the machine learning sense. We however maintain the use of the
widely used two-word expressions ‘feature type’ to refer to the catalogued type of geo-
graphical entities and ‘natural features’ to refer to the subset of geographical entities which
are not human-made.
2. https://shop.swisstopo.admin.ch/en/products/landscape/names3D.
3. CH.zip from http://download.geonames.org/export/dump/.
4. https://pandas.pydata.org/.
5. https://github.com/eacheson/machine-learning-gazetteer-matching.
6. https://www.bfs.admin.ch/bfs/de/home/dienstleistungen/geostat/geodaten-bundesstatistik
/boden-nutzung-bedeckung-eignung/arealstatistik-schweiz/bodenbedeckung.html.
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