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Introduction
The control of spatiality is part of the process of defining the social category of ‘youth’ itself  (Massey, 1998)
Over the last thirty years, researchers have demonstrated how ‘childhood’ is produced not only through the practices of family, schooling, medicine and law, but through the management of children’s participation in or exclusion from different spaces (Aries, 1976). The regulation of access to playgrounds or city streets, to bars or cinemas according to age, all serve to construct different ideas of childhood and of adult-child relations (Holloway & Valentine, 1998). 
A dominant feature of western ideas of childhood since the 19th century has been its association with private rather than public space and the construction of public and adult space as a site of threat to children. Since the advent of widespread home computing and Internet use in the mid 1990s, however, this construction of childhood has been unsettled. As Lupton observed in the early years of the Internet, these networked technologies challenge the taken-for-granted geography of childhood; they bring the outside into the private space of the home and enable the domestic child to wander in ‘public’ spaces (Lupton: 1992).
In this paper, I take a long view of political and media responses to this disruption to the familiar geographies of childhood. The paper examines the initial ‘moral panic’ surrounding children’s access to the Internet at the end of the last century, it explores the ambiguous settlements that this produced in adult-child relations, and it then revisits the policy and media debate a decade later to explore how these settlements have been negotiated, resisted and transformed over the subsequent period. In so doing, the paper asks whether it is time to reframe the debate about children’s occupation of online public space (and arguably public space more generally), less in terms of ‘care’ for children’s safety that is rarely realised and more in terms of the appropriate nature of children’s role in democratic debates about the nature of a public space in which they are already participating.  
Theorising discourses of childhood in policy and media fields
The quarantining of children into specific spaces such as homes and schools is central to the production and maintenance of the ‘standard model’ of adult-child relations. This process produces specific identities for children (as dependent and vulnerable) and also specific identities for adults (as protectors and as competent actors in public space) (Christensen, 1994; Prout, 2005). At the heart of this idea of childhood is the construction of public space as potentially dangerous for children. The home, in contrast, is represented as a site of safety, a private sphere in which the physical limits of the building and the population of the home by people who are known to the child, are represented as protection against risk.  Such a distinction between ‘safe’ private spaces and ‘dangerous’ public spaces has, of course, been challenged by those who remind us of the levels of abuse and harm in the family home (Harden, 2000). There are also many geographic and historic examples of alternative models of children’s occupation of private and public space (Holloway & Valentine, 1998). As such, we need to recognise that accounts of risk and spatiality in childhood are discursive productions which both generate and are dependent upon particular ideas of childhood (Austin et al, 2003). 
This paper, therefore, does not attempt to measure public debate about children’s participation in digital spaces against the ‘truth’ of what children ‘really do’. Its purpose is not to identify the difference between children’s ‘real lives’ and their representations. Instead it aims to understand how policy and media discourses have worked over time, since the widespread adoption of the Internet in UK homes, to construct particular possibilities for children’s agency in relation to digital spaces. 
In so doing, the paper draws on critical discourse analysis, in particular Chouliaraki and Fairclough’s attention to processes of ‘articulation’ (Chouliaraki & Fairclough, 1999; Laclau, 1977; Laclau & Mouffe, 1985). This focus encourages attention to the way in which political and media discourses manage the uncertainty of new times and novel technologies by ‘yoking together’ heterogeneous and non-aligned elements of the social, material and discursive worlds to create the ideological impression of their being naturally related (Chouliaraki & Fairclough, 1999; Gramsci, 1971/87). These articulatory practices, which seek to produce a new commonsense about childhood even in the face of rapidly changing technological environments, are in evidence both in the spectacular eruptions of the moral panic (Cohen, 1972) and in the day to day workings of the new media and policy spheres (Silverstone, 1999).  
The ‘moral panic’, which brings together media, political, religious and judicial spheres to manage a potential disruption to the status quo, is a familiar and recurring social response to children’s use of new leisure technologies (cinema and comics for example) (Barker, 1989; Barker & Petley, 1997). These sudden flurries of concern can be understood as the ‘front line’ of an ongoing ideological debate in which newspapers are engaged in what McRobbie describes as an ‘ongoing daily process of reaching out to win consent through endlessly defining and redefining social questions’ (McRobbie, 1995: 565). 
A focus solely upon the spectacular and pathological elements of media representations as evidenced in earlier ‘moral panic’ studies, however, can also lead to an absence of analysis of the way in which the daily processes of media work to generate ‘touchstones, references for the conduct of everyday life’ (Silverstone, 1999). Indeed, McRobbie argues that the process of identifying sites for moral concern is now embedded in everyday practices of the media (McRobbie, 1975: 570).  This may be particularly the case when we consider the changing relationships between policy and media fields characterised by the rise of New Labour in the 1990s, in which, as Fairclough argues ‘there is no clear line between finding policies that work and policies that win consent’ (2000). The new politics of spin have transformed the relationship between ‘political’ and ‘media’ spheres from one of recontextualisation (in Bernstein’s terms) to a dialectical relationship between the two fields. Indeed, McRobbie now makes the case that ‘most political strategies are media strategies. The contest to determine the news agenda is the first and last battle of the political campaign’ (McRobbie, 1995: 571). 
My interest in this paper, then, is in exploring first, how these intertwined policy and media discourses gradually and then spectacularly responded to the anxieties provoked by children’s widespread access to computers and the internet at the turn of the century; and then, in exploring what happens ‘after the moral panic’ around childhood and technology nearly a decade later. 
The paper takes as its first focus the political and media discourses of the 1997-2001 period, shortly after the election of the New Labour government in the UK whose first term was characterised by significant interest in both technologies and childhood. This was a period in which the ‘planetary vulgate’ (Bourdieu and Wacquant, 2001) of the ‘information society’ was beginning to become established. 
The second focus of the paper is the short reign of Gordon Brown’s administration just over a decade later, when attention to childhood and technology again briefly surfaced in two significant government reports: the Byron Review (2008) and the Digital Britain Report (2009).  
The texts analysed for the first phase are 997 newspaper articles selected from the years 1997 and 2001 through means of key word searches on the Lexis Nexis database (all national newspapers). The search produced the following results:
Search Name	Year	Articles 	Word Count
Children + Computers and/or Digital Technologies and/or Internet 	1997	334	215,112
Children + Computers and/or Digital Technologies and/or Internet 	2001	663	365,259
In addition to the newspaper articles, the paper also draws on analysis of key policy texts relating to children and young people of the period, in particular the Stevenson Report (1997) and the National Grid for Learning Strategy  (published as ‘Connecting the Learning Society’ (1997) and Open for Learning, Open for Business (1998)). The paper then explores how issues raised and settlements achieved in this first period were represented and handled in two major government reports published a decade later in 2008 and 2009: the Byron Review (focusing on children, the internet and games) and the Digital Britain Report (mapping out the UK strategy for digital technologies). Newspaper and online coverage that explicitly named and responded to these reports in the week following publication was also analysed. 
The paper addresses the following questions
	How was the relationship between adults and children in digital public space represented and negotiated at the turn of the century through policy and media texts? 
	What settlements were reached around children’s participation in online spaces as a result of these negotiations? 
	How was that relationship being constructed a decade later?
	What are the implications for children’s participation in digital public space? 
1997-2001: growing the anxiety 
In 1997 the UK witnessed a General Election that brought New Labour to power after 18 years of opposition. The media coverage of that year reports the launch of ‘surveillance tools’ to allow working parents to observe children in childcare; the Tamagotchi craze was beginning to take hold; new smart cards were being introduced to monitor children’s eating habits in school; and in the US, the Supreme Court was about to rule on the limits of free speech (and pornography) on the internet. 
In the UK policy field, this was the year when the National Grid for Learning was launched as a flagship government policy, an initiative presented as the development of a massive information resource where children can ‘access all of the world’s riches’ from home and school (Facer, 2001; Selwyn, 1999). At the same time, the marketing departments of the computing industry were busy constructing the home computer as the ‘must buy’ educational device for children and newspapers were happily preparing to assist their readers to deal with this new-fangled technology. 
Throughout 1997, there were regular columns appearing in most national newspapers providing advice to parents on what computers to buy and at Christmas that year many national newspapers offered special supplements on the subject. The apparently irresistible pressure to buy a home PC was so pervasive that it was subject to satirical comment, which never, entirely, undercut its persuasive appeal:  
I bought a new home computer the other day, finally responding to a growing sensation - like the pressure on one's eardrums in an ascending aircraft – that the conditions of life were changing in some fundamental way. I pretended it was for the children, naturally. They have such marvellous educational software these days. . . all linked in to the national curriculum, you know. . .  quite unforgivable to bring them up as cyber-bumpkins. . . they are, after all, citizens of the new information order. (Sutcliffe, 1997)
And indeed, by Christmas 1997, more than half a million people had spent £700m on the purchase of home computers, an increase of 20% on the previous year’s sales (Beattie, 1997). The MORI/Motorola survey ‘The British and Technology’ of 1997, reported that over 90% of parents felt pressure to purchase computers for their children and that home ownership of PCs by parents with school age children was significantly higher than among the general population (MORI/Motorola, 1997). By the following year, one survey put home ownership of computers amongst a sample of 1800 school-aged children at 69% (Facer et al, 2003). 
An important tactic in promoting parental purchasing of computers was the construction of a natural articulation between children and technology. Children were repeatedly presented as both innately capable of using new technologies and as at risk of being profoundly disadvantaged by not having access to the Internet. Children were presented as the ‘net generation’ and ‘cyberkids’, in the hybrid discourse of advertorials in newspapers: 
Today's youngsters are the new cyber generation. At ease with machines on which they do their homework and play games, they expect to have the basic technology at home and many look for something more. (Visser, 1997a)
By the turn of the century, this idea of children as experts was increasingly being mirrored by ideas of adults as naïve incompetents.  The idea of the ‘digital native’ was being presented as the defining metaphor for contemporary youth in contrast to the image of the faltering, struggling adult as ‘digital immigrant’ (Prensky, 2001; Tapscott, 1998). These narratives of digital childhood constructed adults as anxious, uncertain about how to manage new technologies: 
the rapid change the Internet can generate leaves adults floundering. It is ‘an uncivilising force in life. To have something that discredits you as you get older…’ He shakes his head. ‘A lot of our mental infrastructure is built on the belief that experience matters. When that falls away, all is lost. (Arthur, 2001)
In this narrative convention of childhood in the digital age, the standard model of twentieth century childhood was unsettled (Lee, 2001).  Old certainties about the relationship between adulthood and expertise were crumbling as parents were urged to turn to children for guidance on how to navigate the new digital spaces:
But how do you tap into your child’s skills effectively without losing face? Child psychologist Peter Gilchrist believes the best way to learn from your child is to first acknowledge you are having problems […] (Clinton, 2001)
The logical conclusion of such accounts of children’s ‘natural’ ability with digital technologies was to construct a powerful articulation between children, computers and the Internet. This constructed the Internet as a new sort of digital space where one would naturally expect to find young people participating, playing and learning. Indeed, this was the argument made in the Stevenson Report, which made the case for an educational vision of children as powerful social actors, working and learning, even alongside adults, in the spaces of the Web. 
Such an expectation, however, was clearly at odds with the standard model of a sequestered childhood. It suggested a vision of public space that might be occupied by both children and adults and where children might participate as social citizens alongside adults. The radical disruption that such an idea would cause to traditional patterns of social behaviour and inter-generational relationships was made visible in the US ‘Cyberporn’ case which was reportedly heavily in the newspapers of 1997. This case (which because of the structure of the internet has implications internationally) was concerned with the publication of pornographic materials on the Internet. The bill that had been successfully passed in Congress proposed that in order to protect children, pornography should be banned from the Internet. In 1997 the US Supreme Court was considering whether to overturn this Bill in a case that was constructed in the press as a conflict between children’s and adults’ rights. One article of the period summed up the debate as ‘should kids be forced into an adult world, or should adults be forced into a kids world?’ (No Byline, 1997). 
Unsurprisingly, for a debate formulated in these terms, the decision of the court was to uphold First Amendment rights to free speech on the Internet​[1]​. Rather than attempting to understand what it might mean to conceive of inter-generational public space (neither ‘kids’ nor ‘adults’ alone) and the new relations that might consequently emerge between generations, the boundaries of the traditional standard model of childhood were reinstated. The web was clearly delineated as adult public space. Children’s rights or interests within that space were seen as secondary. And adult public space was, itself, defined as a site of total freedom of speech rather than negotiation and resolution of different positions. 
The implication of this decision was to privatise to parents, the responsibility for any risk that might come from children’s participation in digital spaces. This is an extreme (we might call it neo-liberal) version of the standard model of childhood. Not only must children be sequestered, but it must become the responsibility of parents and paid professionals alone to police that enclosure of childhood. There would be no collective basic levels of care and responsibility for children, nor would there be a more radical, collective, shared attempt to balance multiple needs, interests and concerns in the online space. 
As an inevitable consequence of this, there was increasing public anxiety about how children’s participation in digital spaces might be managed. Given the dominant narrative in which children were seen as technologically competent, parents were seen as naïve, and in which the Internet was constructed as a distinctive adult space characterised by the right to complete ‘anything goes’ freedom of speech. This anxiety could be understood as the source of an explosion of discourse surrounding children and the Internet at the turn of the century as the news media identified a potential source of endless concerns with which they might attract and retain their readers.  
2000-2001: fuelling the flames 
In 2000, three significant events were given prominence in media reporting of children and the Internet in the UK. The first was the murder of Sarah Paigne by a paedophile who had accessed child pornography on the Internet (but who notably did not identify or target his victim via the Internet); the second was an ‘investigation’ reported in the press and on television by TV presenter Carol Vorderman​[2]​, of the grooming practices of paedophiles using the Internet. The third event was the arrest of the ‘Wonderland’ gang of child pornographers and their conviction and sentencing in January 2001. These events formed the backdrop for a series of articles throughout 2001 that were addressed directly to parents. 
The first characteristic of these articles was their construction of the Internet not only as an adult space, but as a space in which other adults (in contrast to the naïve parent) were expert in seeking out children to cause them harm. The articles employed a form of direct address that locates the issue of children’s safety in online spaces as a matter of the reading parent’s immediate and urgent concern. Carol Vorderman’s first article on this issue, for example, started with the phrases: ‘your child is just three clicks away from a paedophile’, ‘your child is just three clicks away from Jim and men like him’.  That this was the parents’ responsibility to resolve alone, that there was no collective care or concern for children online, was an argument made explicitly by another article:  ‘nobody will watch out for your child unless you do’ (Wroe, 2001). 





Technology and the family	60	100
Consumer Advice 	83	104
Government policy on technology and education	40	32
This coverage is characterised by a number of typical storylines: first, the first person narrative in which a journalist or media celebrity recounts their experiences in cyberspace posing as a young child. These stories deliberately draw on techniques from fiction writing: consider, for example, the opening sentence of Vorderman’s (2001) account The first voice I hear is that of a paedophile ‘grooming’ a child for sex’ or the build-up of anticipation (‘quiet’, ‘so far so simple’) in the introduction to the Observer’s article:
The computer was already switched on in a quiet corner of The Observer's London offices. I picked a search engine at random. So far so simple (McVeigh, 2001) 
The second storyline is an account of a real child’s ‘near miss’ or experience of grooming with interviews with the frightened child and hapless parent; these usually conclude with an appeal to parents not to allow children to use the Internet unsupervised:
The frightening thing is that men you wanted your children to avoid might already be in touch with them right under your nose and in your own house. He could be in your computer. You just don't know. (Owen, 2001)
The final storyline consists of court coverage: there are numerous articles covering convictions of child pornographers and Internet paedophiles during the year – these usually first appear as descriptions of the charge against the defendant, then re-appear at the time of sentencing, thus duplicating the number of articles that can be written and offering an opportunity to repeat the description of the crime. Such over-reporting accounts for some of the enormous increase in articles on child pornography or paedophilia on the web over this time period.
These three storylines and a media and marketing industry able to generate significant profits from stoking these anxieties, results in a perfect storm of outrage and concern surrounding children’s access to the ‘dangerous adult’ spaces of the Internet in 2001 and begins to lead to calls for new political and social structures.  In the first instance, a number of newspapers establish campaigns to protect children online, including the News of the World’s ‘Campaign for Sarah’, the Sunday Times Surfsafe2001 campaign, Carol Vorderman’s one woman ‘taskforce’ and the Sunday Mirror’s ‘Protect Our Children’ campaign. These campaigns are allied with particular software ‘solutions’ promising technical strategies for the protection of children, and absolving both parents and the wider online world from responsibility; they include screensavers with safety advice, or surveillance tools to monitor children’s internet use : 
… download a pioneering software programme called Wordwatched which, for a free two-week trial, will shadow your child’s Internet journeys and enable you to see if he or she is at risk (Wroe, 2001)
In March, questions are asked in the House of Commons. Statistics are bandied around wildly and inaccurately; for example, a Prime Minister’s question cites a figure of one in five children having been approached by a paedophile online (a figure repeated widely in the press but, when a correction of that figure was offered by the MP in question, only one newspaper reports it). The Home Office commissions a survey and an Internet Task Force is established by the government, to which Vorderman is invited to become a member. The political and media fields are merged when Coronation Street (a popular UK Soap Opera) is persuaded by the task force to run an ‘Internet grooming’ storyline which is then the focus of further press attention and the subject of numerous further articles some of which struggle to make clear the line between reporting a real case and a fictional case. 
The UK and the EU invest significant funds in the establishment of high tech crime units dedicated to tracking down online pornographers, and the early stages of bills to prevent online grooming are mooted in the committee rooms of the House of Commons, bringing together the Home Office, the Education Department and both the government and opposition parties. Proposals from the task force include the establishment of ‘kite mark’ systems for online content, effectively giving age ratings to different parts of the Internet; and the establishment of new ‘children’s only’ online spaces. Notably, children’s opinions, experiences and attitudes towards the use of the Internet are almost wholly absent from these debates. It is a public debate about children in which they have no opportunity to participate. 
In the education field, the results are instant and wide ranging: the initial proposals in the National Grid for Learning to offer emails to individual children to participate in online discussions and exchange are definitively shelved. And along with this come new guidelines for schools preventing them from putting children’s photographs on school websites or allowing children to be named in public websites. Not only should children not navigate online space but they should not be visible in that space. At the same time a new industry of ‘children’s only’ spaces were created on the web. Rather than offering access to the complex spaces of the online world, filtering systems and so-called walled gardens in education were designed to ensure that children only accessed those sites that were pre-approved by adults and where they would only encounter other children or adults vetted as suitable for interaction with children.  
2001 was a year characterised by intense discursive and media attempts to manage the encounter between children and adults in the public spaces of the Internet. The settlements that resulted sought, in many ways, to render children invisible in online spaces and to increasingly monitor and impede their navigation of such spaces in order to ensure their ‘protection’.  The strategy for child safety was a strategy that, with the exception of the increased efforts to identify and convict a limited number of criminal abusers, placed no limitations on adult behaviour online and significantly constrained children’s participation in digital spaces. If children were the ‘digital natives’ of the Internet, the adults had effectively exercised their power to colonise it.  This settlement, however, relied for its success on children’s compliance with the production of children’s only spaces, and with parents’ competence and acceptance of the role of monitoring and managing their children’s online activity. 
2007-2010: ‘Managing’ the anxiety
In 2007, a decade later, the fragility of this settlement was clearly visible. Parental anxiety remained, children clearly insisted on escaping from child-only online pens and newspaper reports periodically reported online grooming and abuse. At this point, the new Prime Minister Gordon Brown commissioned Dr Tanya Byron, child psychologist and presenter of TV Programme ‘The House of Tiny Tearaways’ to carry out an independent review of the risks children face from the internet and computer games. 
The review involved consultation with a wide range of organisations, including significant contributions from childhood and media studies researchers who had responded to the initial panic about children’s online participation with a barrage of evidence in the intervening years (see, for example, Sonia Livingstone’s significant UK Kids Online project, (Livingstone & Haddon, 2009); and David Buckingham’s work on media literacy and education (2003)). Notably, engagement with young people and a desire to understand their views and aspirations also formed an important part of the process. 
Published in March 2008, the review demonstrates a reflexive awareness of its position in the highly charged discursive field: ‘hardly a day goes by without a news report about children being brutalised and abused in the real world or its virtual counterpart’ (DCSF, 2008:1). In contrast with the ‘panic’ of the ‘fiercely polarised debate’, however, Byron argues she will ‘replace emotion with evidence’ (ibid, 1).  Underpinning this is Byron’s claim to informed pragmatism as both clinical psychologist and, as she states repeatedly in the text, ‘mother of two children'.
The review clearly states that it is the unsettling of the standard model of adult-child relations triggered by the different technological cultures of different generations that it sees as the cause of the problem. 
Our children […] have grown up with an increasingly sophisticated use of the Internet and video games. They have greater experience of these worlds, which often merge with their offline lives. In effect there exists a generational digital divide between children and parents that many adults find impossible to navigate. Roles are often reversed with children understanding and being far more adept in the use of technologies than their parents. For adults to educate, empower and protect children about issues they are less familiar with, have less experience, understanding and knowledge of, makes for an uncomfortable dynamic between the adult and child. (DCSF, 2008 my emphasis) 
The aim of the report is therefore framed as one of working out how to reduce parental anxiety by reinstating the standard model of childhood, even in the context of technological change. Byron’s resolution of this ‘uncomfortable dynamic’ is to draw parallels between parents’ roles in online and offline space: 
	We hold their hand when they cross the road
	We teach them to think, look both ways and then cross
	When we see that they are starting to understand this we let them cross walking beside us, without holding on to them
	Eventually we let them do it alone, maybe watching from a distance at first, but then unsupported […]. (ibid.4)
This narrative provides a comforting account of a return to confidence in adults’ capacity to manage and enable childhood expertise in online environments. And indeed, the report draws heavily on research into neurological development to offer a distinctively contemporary ‘take’ on this old idea, equating parenting with the risk-managing function of the frontal cortex: 
it is as if we are stepping in to provide the necessary frontal cortex functions that enable children and young people to manage risks at different ages and stages of development (ibid.36)
Such a narrative is both empowering and comforting for parents. 
The report is not, however, merely a restatement of parental responsibility. Instead, and again drawing parallels with the offline environment, the report makes the case that the wider public space is also a space in which others have a responsibility to signpost and manage risks to young people:  
	Eventually we let them do it alone, maybe watching from a distance at first, but then unsupported
	And throughout this, the environment supports them with signs and expected behaviour from others in the community – the green man, zebra crossings, speed limits and other responsible adults (4)
This idea comes perilously close to challenging the untrammelled freedom of speech on the Internet promoted by the US Supreme Court ruling in 1997. Talk of ‘expected behaviour from others in the community’, for example, begins to imply that the wider environment has a role in building codes of behaviour for participation in online spaces, and even that behaviour might be modified. This argument, therefore, implies that child protection is an issue not only of concern to parents, but a shared responsibility with others. The report concludes with an appeal:
I believe that alongside new technology we need a new culture of responsibility, where all in society focus not on defending our entrenched positions, but on working together to help children keep themselves safe, to help parents to keep their children safe and to help each other support children and parents in this task (ibid. 206, my emphasis)
The Review also contests the radical domestication of children’s lives implied by the Supreme Court ruling by making the case for children’s navigation of online spaces. Rather than implying a strategy of managing risk by excluding children from digital spaces, the report recommends building young people’s capacity to ‘keep themselves safe’ and to develop resilience in response to difficult situations. 
Two key areas of resistance to these ideas, however, are visible in the media and policy responses to the report; first resistance comes from the ‘internet freedom’ (and economic benefit) lobby; second, it comes from the tabloid media.
Byron’s calls to recognise and support children’s participation in online spaces and request for the public spaces of the web to take account of these participants, are met in the Digital Britain report, for example, by an uncompromising assertion of the unquestionable importance of complete online freedom. 
we should take the internet pioneers assumptions of freedom, entrepreneurialism and untrammelled innovation as the base model (BIS/DCMS, 2009) 
Rather than tackling the difficult question of how online spaces might be co-produced by different participants, the dominant metaphor for children’s navigation of the Internet in the Digital Britain report is one of exclusion. The image remains that of the concerned parent shepherding young people away from dangerous ‘dark places’ until they are old enough to avoid these places on their own:
I would say that the internet is more like a city than anything else….and there are places in those cities where you would not want to go down dark alleys let alone have your children do so, but slowly we let our children learn to use the cities and they do’ (Stephen Fry quoted in BIS/DCMS, 2009) 
The Digital Britain report successfully recasts within a frame of ‘vulnerability’ a group who, by virtue of their discursive production as ‘pioneers of the digital revolution’  (DCSF, 2008) potentially posed a challenge to the conventions of ‘untrammelled freedom’ in web governance. In so doing, the Digital Britain report successfully closes down the possibility of discussions of the Internet as a public space within which competing interests and aspirations might have to be negotiated. The debate becomes framed not in relation to ‘rights’ of such groups (including young people), but their ‘needs’ for protection, a strategy for disempowering minority groups that is familiar from a range of different social struggles. 
Second, while the broadsheet media let the Byron Review pass with limited comment, the tabloids delighted in the opportunity to present images of young women wearing very few clothes alongside stories of young people who didn’t fit the model of the well-behaved online child. Revelling in the opportunity to demonstrate concern for young people, as well as prurience into young women’s sexuality, these articles typically represent many young people as inevitably putting themselves at risk online :  
Last night the Daily Mail discovered some of the shocking content youngsters are putting up on these sites. This includes a 14 year old girl whose profile picture, which can be viewed by anyone, focuses on her breasts. Another 15 year old is smirking at the camera as she grabs her breasts. She has listed her date of birth, her home town and name of school’  (Revoir, 2008, Daily Mail)
The combination of these two counter-narratives presents a critical challenge to the viability of the Byron strategy. First, they demonstrate the profound resistance to the idea of the environment as supportive of young people’s gradual progression into participation in public space. Second, they disrupt the idea of the child as compliant with a strategy of participation only in ‘child- appropriate’ ways and places; they disrupt, in other words, the idea of that all children are willing to play a role ‘as child’ in online space.  
As with child protection in other arenas, the consequence of these two factors can bring significant negative consequences for some young people.  A public space that refuses to take account of children’s participation within it, combined with young people who may not conform to ‘safe’ models of child behaviour tends to bring ever closer scrutiny and control of such ‘deviant’ children ‘for their own sake’ (Walkerdine, 1997; Chadderton, 2010). If these children won’t be shepherded, their behaviour must be ever more closely monitored and controlled, tracked and commented upon. 
If our goal, however, is child safety, such an approach brings significant risks. As Dowty argues, high levels of surveillance and monitoring of children’s activities can constitute an invasion of privacy that potentially has significant implications for child safety in the long run:   
Allowing children to control access to themselves is essential for the development of a healthy ego, and a vital means of enabling them to protect themselves. If we are to enable children to grow into conﬁdent, self-aware adults, and empower them to develop the kind of clear personal boundaries they need in order to recognise and withstand abusive behaviour, we have to be scrupulous about maintaining unambiguous boundaries ourselves. Uninvited intrusion into their personal space or conﬂicting messages about their privacy rights are counterproductive to good child protection. They may yet have unintended consequences for children’s sense of personal integrity, and for the kind of society that they will create in future. (Dowty, 2008, p398)
At a time when the UK has enshrined in law (Hansard, 2011) the rights of teachers to confiscate mobiles phones, look at their contents and delete material they dislike, Dowty’s argument that we need to respect children’s privacy becomes even more urgent. At a time when civil liberties are being challenged from all sides by governments claims that they need to restrict our freedom for our own safety, we need to ask ourselves whether such an approach to child safety will be the best guarantee of the greatly prized values of internet ‘freedom’ in the long term. 
There is a need, then, to rethink the debate about how we frame discussions of children’s participation and safety in online public space and to explore how we might create spaces in which we can all participate freely without recourse to legislation and surveillance.  To do so, however, we need to move beyond a simple desire to alleviate parental anxiety or ‘guarantee child safety’, which is likely to lead to inevitably inadequate strategies designed to reinstate the familiar, comfortable image of the standard model of child-adult relations. 
Discussion: reframing the debate
There are, of course, no clear answers to the question of what new model of adult-child relations might replace the fractured standard model of the last couple of centuries. The last decade of media and policy debate shows how profoundly disturbing the unsettling of familiar roles remains, and how alluring the idea of the familiar, nostalgic role transposed to online public space continues to be. They also show that, in the absence of any recognition of children’s diversity or any move towards more collective responsibility for the creation of public spaces in which young people, and others, are safe, the current debate framed around ‘child safety’ can result simply in intensified scrutiny and control of some young people. 
Is it possible to begin to reframe the debate in more helpful ways? I want to conclude this discussion by proposing a set of principles that might usefully act to reframe the debate in this area based upon the preceding analysis of the ‘habits’ of these debates over the last decade.  
First, public debates about child safety online are often triggered by media stories to which politicians respond hastily. Any public debate in this area, however, needs to begin with the recognition that the media, in particular, the commercial media, has an interest in fuelling and maintaining parental anxiety around children’s online participation. For some news organisations, the achievement of child safety in online spaces would, in fact, prove commercially deleterious; the lines between advertising, advice and public service reporting are too frequently profoundly blurred, as supposed ‘campaigns’ for government action are used as fuel to retain readership and as strategies to support the sale of software and other products. Any analysis of new relationships between adults and children in online spaces should therefore include a critical inquiry into the role of the media in fuelling parental anxiety around young people, public space and new technologies. At the time of the Leveson Inquiry​[3]​ such a recognition of the far from disinterested role that particular sections of the print media play in public debate should not be inconceivable. Indeed, Tanya Byron’s latest update report specifically identifies media reporting as a continuing impediment to balanced debate in this area:
Given media reporting and a society that adopts a risk-averse approach to childhood,
I believe that there is a perception that most children and young people are going to
encounter harm online. This is not true. This skewed and unhelpful perception must
continually be challenged so that we concentrate our efforts on both helping those who do encounter harm online and developing risk awareness and resilience in all children and young people. (DCSF, 2010: 8) 
Second, debates over children’s participation in online spaces need to be extracted from the ghetto of ‘child concerns’ and articulated with the wider analysis of how to balance multiple and sometimes conflicting interests in the public spaces of the Internet. To do so successfully, we need to recognise that the ‘internet pioneers’ assumptions of freedom, entrepreneurialism and untrammelled innovation’ is a specific, historically contingent set of values that should be open to contestation. We need to ask what ‘freedom’ actually looks like in online (and other) public spaces for different groups and individuals, and inquire into how such rights can be balanced. This does not mean mobilising children as a figurehead for ‘cleaning up the internet’ in order to ‘protect children’ (a tactic that is too familiar and which robs young people of any identity other than that of potential victims). It means recognising that young people may have common cause alongside a range of other interest groups, in exploring and articulating their rights to participate in these spaces without harm. A rights-based, sociological analysis of online participation might therefore complement a needs-based psychological analysis.
Finally, we need to recognise that any debate in this area will be inadequate if it is framed around an idea of the child only as innocent, vulnerable and biddable. We need to confront the reality of children’s sexuality and exploration of risk, we need to recognise the limitations of parental oversight (many parents, not simply negligent parents) and we need to begin to have richer conversations with young people themselves about what it means to participate in public space and the risks, the powers and consequences of such participation. At present, the recognition of children’s online agency is embedded in the post-Byron strategy and includes building children’s awareness of risk and developing their resilience if they experience difficult situations. These strategies are eminently sensible, but they are only a starting point and they remain premised upon the idea of the child carefully navigating their way through the risks of an adult environment. 
In so doing, we may also need to recognise that it is not only ideas of childhood that are unsettled by children’s spatial unruliness, but ideas of adulthood. If we are to create a balanced debate in this area, then, we need not only to concern ourselves with children’s behaviour, but to interrogate the ideas of adulthood that have informed this debate; ideas that have positioned adults as firmly and uncompromisingly as they have positioned children, as either concerned parents and professionals concerned for their own children or as potential abusers. As either family member or enemy. We therefore need to open up to critique by children, the choice between adults as either parents or abusers with which we are currently presenting them. We need, in other words, to make visible not only the multiplicity of children’s identities online, but also the multiplicity of adult online identities – as collaborators, as spammers, as marketeers, as experts, as friends. Only by recognising both children and adults’ multiple roles and practices, and the potential for shared concerns cross intergenerational divides, can we begin to start a new conversation about childhood, adulthood and the new public spaces of the Internet framed around a commitment to democratic practices rather than legislation and surveillance. 
To support this, an alternative educational approach might be envisaged that does not simply rely upon training young people to recognise and avoid risks. This would be one that understood the child as potential participant in an inter-generational space made up of myriad roles for children and adults. It would require a radically different, and significantly more uncomfortable pedagogic stance by parents, educators and the wider internet community that engaged with the reasons why young people might resist, bend, test, inquire into such rules for their own safety. It would require the development of tools to enable children to understand, critique, challenge, resist, fight back and reshape environments that they find hostile or offensive to them. It would require the development of strategies that enabled children to understand the contributions that they could make to adult society, as collaborators, as co-workers, as advisors and supporters. As De Haan and Livingstone argue, ‘we recommend policy makers to develop guidelines for coping strategies that go beyond ‘tell a teacher or parent’ which we know does not work’ (De Haan & Livingstone, 2009). 
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^1	  This court battle saw interesting articulations of social groupings, as defenders of civil liberties were allied with Republican businessmen to the same cause.
^2	  Carol Vorderman was, at the time, the popular ‘resident mathematician’ on the Channel 4 programme Countdown. Her ability to do rapid mental arithmetic and to put a series of vowels and numbers on a board for contestants to choose from had, in the context of the current debasement of mathematical skills in the UK, given her something of the identity of a trusted public intellectual. 
^3	  This is the Public Inquiry into the culture, practices and ethics of the press led by Lord Justice Leveson, and which has a remit to examine issues ranging from phone-hacking to government relationships with newspaper editors to harassment of individuals by journalists. http://www.levesoninquiry.org.uk/
