Modern deep neural network training is typically based on mini-batch stochastic gradient optimization. While the use of large mini-batches increases the available computational parallelism, small batch training has been shown to provide improved generalization performance and allows a significantly smaller memory footprint, which might also be exploited to improve machine throughput. In this paper, we review common assumptions on learning rate scaling and training duration, as a basis for an experimental comparison of test performance for different mini-batch sizes. We adopt a learning rate that corresponds to a constant average weight update per gradient calculation (i.e., per unit cost of computation), and point out that this results in a variance of the weight updates that increases linearly with the mini-batch size m. The collected experimental results for the CIFAR-10, CIFAR-100 and ImageNet datasets show that increasing the mini-batch size progressively reduces the range of learning rates that provide stable convergence and acceptable test performance. On the other hand, small mini-batch sizes provide more up-to-date gradient calculations, which yields more stable and reliable training. The best performance has been consistently obtained for mini-batch sizes between m = 2 and m = 32, which contrasts with recent work advocating the use of mini-batch sizes in the thousands.
INTRODUCTION
The use of deep neural networks has recently enabled significant advances in a number of applications, including computer vision, speech recognition and natural language processing, and in reinforcement learning for robotic control and game playing (LeCun et al., 2015; Schmidhuber, 2015; Goodfellow et al., 2016; Arulkumaran et al., 2017) .
Deep learning optimization is typically based on Stochastic Gradient Descent (SGD) or one of its variants (Bottou et al., 2016; Goodfellow et al., 2016) . The SGD update rule relies on a stochastic approximation of the expected value of the gradient of the loss function over the training set, based on a small subset of training examples, or mini-batch.
The recent drive to employ progressively larger batch sizes is motivated by the desire to improve the parallelism of SGD, both to increase the efficiency of current processors and to allow distributed processing on a larger number of nodes (Dean et al., 2012; Das et al., 2016) . In contrast, the use of small batch sizes has been shown to improve generalization performance and optimization convergence (Wilson & Martinez, 2003; LeCun et al., 2012; Keskar et al., 2016) . The use of small batch sizes also has the advantage of requiring a significantly smaller memory footprint, which affords an opportunity to design processors which gain efficiency by exploiting memory locality. This motivates a fundamental trade-off in the choice of batch size. Hoffer et al. (2017) have shown empirically that it is possible to maintain generalization performance with large batch training by performing the same number of SGD updates. However, this implies a computational overhead proportional to the mini-batch size, which negates the effect of improved hardware efficiency due to increased parallelism.
In order to improve large batch training performance for a given training computation cost, it has been proposed to scale the learning rate linearly with the batch size (Krizhevsky, 2014; Chen et al., 2016; Bottou et al., 2016; Goyal et al., 2017) . In this work, we suggest that the discussion about the scaling of the learning rate with the batch size depends on how the problem is formalized, and revert to the view of Wilson & Martinez (2003) , that considers the SGD weight update formulation based on the sum, instead of the average, of the gradients over the mini-batch. From this perspective, using a fixed learning rate keeps the expectation of the weight update per training example constant for any choice of batch size. At the same time, as will be discussed in Section 2, holding the expected value of the weight update per gradient calculation constant while increasing the batch size implies a linear increase of the variance of the weight update with the batch size.
To investigate these issues, we have performed a comprehensive set of experiments for a range of network architectures. The results provide evidence that increasing the batch size results in both a degradation of the test performance and a progressively smaller range of learning rates that allows stable training, where the notion of stability here refers to the robust convergence of the training algorithm.
The paper is organized as follows. Section 2 briefly reviews the main work on batch training and normalization. Section 3 presents a range of experimental results on training and generalization performance for the CIFAR-10, CIFAR-100 and ImageNet datasets. Previous work has compared training performance using batch sizes of the order of 128-256 with that of very large batch sizes of up to 4096 (Hoffer et al., 2017) or 8192 (Goyal et al., 2017) , while we consider the possibility of using a wider range of values, down to batch sizes as small as 2 or 4. Section 4 provides a discussion of the main results presented in the paper. Finally, conclusions are drawn in Section 5.
BACKGROUND: BATCH TRAINING AND BATCH NORMALIZATION

STOCHASTIC GRADIENT OPTIMIZATION
We assume a deep network model with parameters θ, and consider the non-convex optimization problem corresponding to the minimization of the loss function L(θ), with respect to θ. L(θ) is defined as the sample average of the loss per training example L i (θ) over the training set,
where M denotes the size of the training set. The above empirical loss is used as a proxy for the expected value of the loss with respect to the true data generating distribution.
Batch gradient optimization originally referred to the case where the gradient computations were accumulated over one presentation of the entire training set before being applied to the parameters, and stochastic gradient methods were typically online methods with parameter update based on a single training example. Current deep learning stochastic gradient algorithms instead use parameter updates based on gradient averages over small subsets of the full training set, or mini-batches, and the term batch size is commonly used to refer to the size of a mini-batch (Goodfellow et al., 2016) .
Optimization based on the SGD algorithm uses a stochastic approximation of the gradient of the loss L(θ) obtained from a mini-batch B of m training examples, resulting in the weight update rule
where η denotes the learning rate.
From (2), (3) the mean value of the SGD weight update is given by E{η ∆θ} = −η E{∇ θ L(θ)}. Therefore, for a given batch size m, the expected value of the weight update per unit cost of compu-tation (per training example, i.e., per gradient calculation ∇ θ L i (θ)) is proportional to η/m:
This implies that, when increasing the batch size, a linear increase of the learning rate η with the batch size m is required to keep the mean SGD weight update per training example constant.
This linear scaling rule has been widely adopted, e.g., in Krizhevsky (2014) , Chen et al. (2016) , Bottou et al. (2016) , and Jastrzebski et al. (2017) .
On the other hand, as shown in Hoffer et al. (2017) , when m M , the covariance matrix of the weight update Cov{η ∆θ} scales linearly with the quantity η 2 /m . This implies that, adopting the linear scaling rule, an increase in the batch size would also result in a linear increase in the covariance matrix of the weight update η ∆θ. Conversely, to keep the scaling of the covariance of the weight update vector η ∆θ constant would require scaling η with the square root of the batch size m (Krizhevsky, 2014; Hoffer et al., 2017) .
A DIFFERENT PERSPECTIVE ON LEARNING RATE SCALING
We suggest that the discussion about the linear or sub-linear increase of the learning rate with the batch size is the purely formal result of assuming the use of the average of the local gradients over a mini-batch in the SGD weight update.
As discussed in Wilson & Martinez (2003) , current batch training implementations typically use a weight correction based on the average of the local gradients according to equation (3), while earlier work on batch optimization often assumed a weight correction based on the sum of the local gradients (Wilson & Martinez, 2003) . Using the sum of the gradients at the point θ k , the SGD parameter update rule can be rewritten as
and in this case, if the batch size m is increased, the mean SGD weight update per training example is kept constant by simply maintaining a constant learning rateη. This is equivalent to using the linear scaling rule.
In the SGD weight update formulation (5), the learning rateη corresponds to the base learning rate that would be obtained from a linear increase of the learning rate η of (2), (3) with the batch size m,
At the same time, from Section 2.1 the variance of the weight update scales linearly withη 2 · m. Therefore keeping the base learning rateη constant implies a linear increase of the variance with the batch size m.
If we now consider a sequence of updates from the point θ k with a batch size m, from (5) the value of the weights at step k + n is expressed as
while increasing the batch size by a factor n implies that the weights at step k + 1 (corresponding to the same number of gradient calculations) are instead given by
The comparison of (7), (8) highlights how, under the assumption of constantη, large batch training can be considered to be an approximation of small batch methods that trades increased parallelism for stale gradients.
From (7), (8), the end point values of the weights θ k+n and θ k+1 after nm gradient calculations will generally be different, except in the case where one could assume
as also pointed out in Wilson & Martinez (2003) and Goyal et al. (2017) . Therefore, for larger batch sizes, the update rule will be governed by progressively different dynamics for larger values of n, especially during the initial part of the training, during which the network parameters are typically changing rapidly over the non-convex loss surface (Goyal et al., 2017) . It is important to note that (9) is a better approximation if the batch size and/or the base learning rate are small.
The purely formal difference of using the average of the local gradients instead of the sum has favoured the conclusion that using a larger batch size could provide more 'accurate' gradient estimates and allow the use of larger learning rates. However, the above analysis shows that, from the perspective of maintaining the expected value of the weight update per unit cost of computation, this may not be true. In fact, using smaller batch sizes allows gradients based on more up-to-date weights to be calculated, which in turn allows the use of higher base learning rates, as each SGD update has lower variance. Both of these factors potentially allow for faster and more robust convergence.
EFFECT OF BATCH NORMALIZATION
The training of modern deep networks commonly employs Batch Normalization (Ioffe & Szegedy, 2015) . This technique has been shown to significantly improve training performance and has now become a standard component of many state-of-the-art networks.
Batch Normalization (BN) addresses the problem of internal covariate shift by reducing the dependency of the distribution of the input activations of each layer on all the preceding layers. This is achieved by normalizing activation x i for each feature,
whereμ B andσ 2 B denote respectively the sample mean and sample variance calculated over the batch B for one feature. The normalized valuesx i are then further scaled and shifted by the learned parameters γ and β (Ioffe & Szegedy, 2015) 
For the case of a convolutional layer, with a feature map of size p × q and batch size m, the sample size for the estimate ofμ B andσ 2 B is given by m · p · q, while for a fully-connected layer the sample size is simply equal to m. For very small batches, the estimation of the batch mean and variance can be very noisy, which may limit the effectiveness of BN in reducing the covariate shift. Moreover, as pointed out in Ioffe (2017) , with very small batch sizes the estimates of the batch mean and variance used during training become a less accurate approximation of the mean and variance used for testing. The influence of BN on the performance for different batch sizes is investigated in Section 3.
We observe that the calculation of the mean and variance across the batch makes the loss calculated for a particular example dependent on other examples of the same batch. This intrinsically ties the empirical loss (1) that is minimized to the choice of batch size. In this situation, the analysis of (7), (8) in Section 2.2 is only strictly applicable for a fixed value of the batch size used for BN. In some cases the overall SGD batch is split into smaller sub-batches used for BN. A common example is in the case of distributed processing, where BN is often implemented independently on each separate worker to reduce communication costs (e.g. Goyal et al. (2017) ). For this scenario, the discussion relating to (7), (8) in Section 2.2 is directly applicable assuming a fixed batch size for BN. The effect of using different batch sizes for BN and for the weight update of the optimization algorithm will be explored in Section 3.6. Different types of normalization have also been proposed (Ba et al., 2016; Salimans & Kingma, 2016; Arpit et al., 2016; Ioffe, 2017; Wu & He, 2018) . In particular, Batch Renormalization (Ioffe, 2017) and Group Normalization (Wu & He, 2018) have reported improved performance for small batch sizes. Hoffer et al. (2017) have shown empirically that the reduced generalization performance of large batch training is connected to the reduced number of parameter updates over the same number of epochs (which corresponds to the same computation cost in number of gradient calculations). Hoffer et al. (2017) present evidence that it is possible to achieve the same generalization performance with large batch size, by increasing the training duration to perform the same number of SGD updates. Since from (3) or (5) the number of gradient calculations per parameter update is proportional to the batch size m, this implies an increase in computation proportional to m.
OTHER RELATED WORK
In order to reduce the computation cost for large batches due to the required longer training, Goyal et al. (2017) have investigated the possibility of limiting the training length to the same number of epochs. To this end, they have used larger learning rates with larger batch sizes based on the linear scaling rule, which from (5) is equivalent to keeping constant the value ofη. As discussed in Section 2.2, this implies an increase of the variance of the weight update linearly with the batch size. The large batch training results of Goyal et al. (2017) report a reduction in generalization performance using the linear scaling rule with batch sizes up to 8192. However, Goyal et al. (2017) have found that the test performance of the small batch (m = 256) baseline could be recovered using a gradual warm-up strategy. We explore the impact of this strategy in Section 3.4 and find that it does not fully mitigate the degradation of the generalization performance with increased batch size. Jastrzebski et al. (2017) claim that both the SGD generalization performance and training dynamics are controlled by a noise factor given by the ratio between the learning rate and the batch size, which corresponds to linearly scaling the learning rate. The paper also suggests that the invariance to the simultaneous rescaling of both the learning rate and the batch size breaks if the learning rate becomes too large or the batch size becomes too small. However, the evidence presented in this paper only shows that the linear scaling rule breaks when it is applied to progressively larger batch sizes. have recently suggested using the linear scaling rule to increase the batch size instead of decreasing the learning rate during training. While this strategy simply results from a direct application of (4) and (6), and guarantees a constant mean value of the weight update per gradient calculation, as discussed in Section 2.2 decreasing the learning rate and increasing the batch size are only equivalent if one can assume (9), which does not generally hold for large batch sizes. It may however be approximately applicable in the last part of the convergence trajectory, after having reached the region corresponding to the final minimum. Finally, it is worth noting that in practice increasing the batch size during training is more difficult than decreasing the learning rate, since it may require, for example, modifying the computation graph.
BATCH TRAINING PERFORMANCE
This section presents numerical results for the training performance of convolutional neural network architectures for a range of batch sizes m and base learning ratesη.
The experiments have been performed on three different datasets: CIFAR-10, CIFAR-100 (Krizhevsky, 2009) and ImageNet (Krizhevsky et al., 2012) . The CIFAR-10 and CIFAR-100 experiments have been run for different AlexNet and ResNet models (Krizhevsky et al., 2012; He et al., 2015a) exploring the main factors that affect generalization performance, including BN, data augmentation and network depth. Further experiments have investigated the training performance of the ResNet-50 model (He et al., 2015a) on the ImageNet dataset, to confirm significant conclusions on a more complex task.
IMPLEMENTATION DETAILS
For all the experiments, training has been based on the standard SGD optimization. While SGD with momentum (Sutskever et al., 2013) has often been used to train the network models considered in this work (Krizhevsky et al., 2012; He et al., 2015a; Goyal et al., 2017) , it has been shown that the optimum momentum coefficient is dependent on the batch size Goyal et al., 2017) . For this reason momentum was not used, with the purpose of isolating the interaction between batch size and learning rate.
The numerical results for different batch sizes have been obtained by running experiments for a range of base learning ratesη = η/m, from 2 −12 to 2 0 . For all learning rates and all batch sizes, training has been performed over the same number of epochs, which corresponds to a constant computational complexity (a constant number of gradient calculations).
For the experiments using the CIFAR-10 and CIFAR-100 datasets, we have investigated a reduced version of the AlexNet model of Krizhevsky et al. (2012) , and the ResNet-8, ResNet-20 and ResNet-32 models as described in He et al. (2015a) . The reduced AlexNet implementation uses convolutional layers with stride equal to 1, kernel sizes equal to [5, 3, 3, 3, 3] , number of channels per layer equal to [16, 48, 96, 64, 64] , max pool layers with 3 × 3 kernels and stride 2, and 256 hidden nodes per fully-connected layer. Unless stated otherwise, all the experiments have been run for a total of 82 epochs for CIFAR-10 and 164 epochs for CIFAR-100, with a learning rate schedule based on a reduction by a factor of 10 at 50% and at 75% of the total number of iterations. Weight decay has been also applied, with λ = 5 · 10 −4 for the AlexNet model (Krizhevsky et al., 2012) and λ = 10
for the ResNet models (He et al., 2015a) . In all cases, the weights have been initialized using the method described in He et al. (2015b) .
The CIFAR datasets are split into a 50,000 example training set and a 10,000 example test set (Krizhevsky, 2009) , from which we have obtained the reported results. The experiments have been run with and without augmentation of the training data. This has been performed following the procedure of Lin et al. (2013) and He et al. (2015a) , which pads the images by 4 pixels on each side, takes a random 32×32 crop, and then randomly applies a horizontal flip.
The ImageNet experiments were based on the ResNet-50 model of He et al. (2015a) , with preprocessing that follows the method of Simonyan & Zisserman (2014) and He et al. (2015a) . As with the CIFAR experiments, the weights have been initialized based on the method of He et al. (2015b) , with a weight decay parameter λ = 10 −4 . Training has been run for a total of 90 epochs, with a learning rate reduction by a factor of 10 at 30, 60 and 80 epochs, following the procedure of Goyal et al. (2017) .
For all the results, the reported test or validation accuracy is the median of the final 5 epochs of training (Goyal et al., 2017) . The figures also indicate the presence of an optimum value of the base learning rateη = η/m that delivers stable training only for batch sizes smaller than a critical value. Increasing the batch size with a constant base learning rateη (equivalent to a linear scaling of η with the batch size m) also results in a reduction in generalization performance followed by a sharp decrease as training becomes unstable.
On the other hand, both the convergence robustness and the corresponding generalization performance consistently improve by reducing the batch size. From Figures 1-3 we observe that the use of small batch sizes corresponds to the largest range of learning rates that provides stable convergence. Comparing ResNet-8 and ResNet-20 it appears that that using smaller batch sizes reduces possible training difficulties associated with the use of deeper models. Not shown in the figures is 
PERFORMANCE WITH BATCH NORMALIZATION
We now present experimental results with BN. As discussed in Section 2.3, BN has been shown to significantly improve the training convergence and performance of deep networks. Figure 4 shows the convergence curves for CIFAR-10, ResNet-32 training with BN, for different batch sizes. The curves have been obtained by keeping the base learning rateη constant (which is equivalent to applying a linear scaling of η with the batch size m). From the plots, we observe similar convergence for some of the curves corresponding to the same value ofη with batch sizes in the range 4 ≤ m ≤ 64, but with degraded training performance for larger batch sizes. Not shown here, analogous plots for higher learning rates show similar training divergence for large batch sizes.
Figures 5 and 6 show the CIFAR-10 test performance of the AlexNet model with BN but without data augmentation, for different values of batch size m and base learning rateη. BN is commonly applied to the activations in all convolutional and fully-connected layers. To assess the effect of BN on the different layers, here we have considered two different implementations of the reduced AlexNet model from Section 3.2: one with BN applied in both the convolutional and fully-connected layers, and a second with BN applied only in the convolutional layers. The results show that the use of BN provides a consistent improvement in test accuracy for a wide range of batch sizes, compared to the results without BN presented in Figure 1 . As discussed in Section 2.3, while the sample size for the estimation of the batch statistics does reduce with the batch size, for the convolutional layers the batch samples are also taken over the feature maps height and width. For the fully-connected layers, the batch sample size for the calculation of the mean and variance is instead simply equal to the batch size -this can, unsurprisingly, cause issues for the smallest batch sizes investigated. The use of BN for the fully-connected layers improves the convergence for larger batch sizes. However, the best final performance is still obtained for batch sizes between m = 8 and m = 64, compared with best batch sizes between m = 4 and m = 32 for the case where BN is applied to only the convolutional layers (Figure 6 ). Both cases yield similar generalization performance. 
PERFORMANCE WITH GRADUAL WARM-UP
As discussed in Section 2.4, warm-up strategies have previously been employed to improve the performance of large batch training (Goyal et al., 2017) . The results reported in Goyal et al. (2017) have shown that the ImageNet validation accuracy for ResNet-50 for batch size m = 256 could be matched over the same number of epochs with batch sizes of up to 8192, by applying a suitable gradual warm-up procedure. In our experiments, the same warm-up strategy has been used to investigate a possible similar improvement for the case of small batch sizes.
Following the procedure of Goyal et al. (2017) , the implementation of the gradual warm-up corresponds to the use of an initial learning rate of η/32, with a linear increase from η/32 to η over the first 5% of training. The standard learning rate schedule is then used for the rest of training. Here, the above gradual warm-up has been applied to the training of the ResNet-32 model, for both CIFAR-10 and CIFAR-100 datasets with BN and data augmentation. The corresponding performance results are reported in Figures 10 and 11.
As discussed in Section 2.4, the gradual warm-up helps to maintain consistent training dynamics in the early stages of optimization, where the approximation (9) is expected to be particularly weak. From Figures 10 and 11 , the use of the gradual warm-up strategy proposed in Goyal et al. (2017) generally improves the training performance. However, the results also show that the best performance is still obtained for smaller batch sizes. For the CIFAR-10 results (Figure 10 ), the best test accuracy corresponds to batch sizes m = 4 and m = 8, although quite good results are maintained out to m = 128, while for CIFAR-100 ( Figure 11 ) the best test performance is obtained for batch sizes between m = 4 and m = 16, with a steeper degradation for larger batch sizes.
IMAGENET PERFORMANCE
The ResNet-50 performance for the ImageNet dataset is reported in Figure 12 , confirming again that the best performance is achieved with smaller batches. The best validation accuracy is obtained with batch sizes between m = 16 and m = 64.
The ImageNet results also show less predictable behaviour for larger batch sizes. In contrast to the CIFAR-10 and CIFAR-100 results, the performance degradation with larger batch sizes is observed to be particularly severe over a specific range of base learning ratesη. Batch sizes m = 16 and m = 32 achieve the best performance over a continuous range of base learning rates, while the performance with larger batch sizes degrades precisely over the range of base learning rates that corresponds to the best overall performance. On the other hand, smaller batch sizes have shown stable and consistent convergence over the full range of learning rates.
Overall, the ImageNet results confirm that the use of small batch sizes provides performance advantages and reliable training convergence for an increased range of learning rates.
DIFFERENT BATCH SIZE FOR WEIGHT UPDATE AND BATCH NORMALIZATION
In the experimental results presented in Sections 3.2 to 3.5 (Figures 1-12) , the same batch size has been used both for the SGD weight updates and for BN. We now consider the effect of using small sub-batches for BN, and larger batches for SGD. This is common practice for the case of data parallel distributed processing, where BN is often implemented independently on each individual worker, while the overall batch size for the SGD weight updates is the aggregate of the BN subbatches across all workers. Figure 13 shows the CIFAR-10 and CIFAR-100 results for different values of the overall SGD batch size and of the batch size for BN. Each curve corresponds to a fixed value of overall SGD batch size, where the experiments have been run using the base learning rateη which delivered the best results in Section 3.3 (Figures 8 and 9 ) for the same SGD batch size. The results reported in Figure 13 show a general performance improvement by reducing the overall batch size for the SGD weight updates, in line with the analysis of Section 2. We also note that, for the CIFAR-100 results, the best test accuracy for a given overall batch size is consistently obtained when even smaller batches are used for BN. This is against the intuition that BN should benefit from estimating the normalization statistics over larger batches. This evidence suggests that, for a given overall batch size and fixed base learning rate, the best values of the batch size for BN are typically smaller that the batch size used for SGD. Moreover, the results indicate that the best values of the batch size for BN are only weakly related to the SGD batch size, possibly even independent of it. For example, a BN batch size m = 4 or m = 8 appears to give best results for all SGD batch sizes tested. Figure 14 reports the corresponding ImageNet results for different values of the overall batch size for the SGD weight updates and of the batch size for BN. Again, each curve is for a fixed value of the SGD batch size, using the base learning rateη which yielded the best results in Figure 12 with that batch size. For overall SGD batch sizes larger than 128, the best base learning rate has been chosen based on experiments with BN performed over batches of 128; the selected base learning rates wereη = 10 −10 for overall batch sizes 256, 512 and 1024 andη = 10 −9 for overall batch size 2048.
The results presented in Figure 14 show that the performance with BN generally improves by reducing the overall batch size for the SGD weight updates. The collected data supports the conclusion that the possibility of achieving the best test performance depends on the use of a small batch size for the overall SGD optimization.
The plots also indicate that the best performance is obtained when smaller batches are used for BN in the range between 16 and 64, for all SGD batch sizes tested. From these results, the advantages of using a small batch size for both SGD weight updates and BN suggests that the best solution for a distributed implementation would be to use a small batch size per worker, and distribute both BN and SGD over multiple workers.
DISCUSSION
The reported experiments have explored the training dynamics and generalization performance of small batch training for different datasets and neural networks. Figure 15 summarizes the best CIFAR-10 results achieved for a selection of the network architectures discussed in Sections 3. The curves show that the best test performance is always achieved with a batch size below m = 32. In the cases without BN, the performance is seen to continue to improve down to batch size m = 2. This is in line with the analysis of Section 2.2, that suggests that, with smaller batch sizes, the possibility of using more up-to-date gradient information always has a positive impact on training. The operation with BN is affected by the issues highlighted in Section 2.3. However, the performance with BN appears to be maintained for batch sizes even as small as m = 4 and m = 8.
For the more difficult ImageNet training, Figure 12 shows that a similar trend can be identified. The best performance is achieved with batch sizes between m = 16 and m = 64, although for m = 64 SGD becomes acutely sensitive to the choice of learning rate. The performance for batch sizes m ≤ 8 depends on the discussed effect of BN. As mentioned in Section 2.3, the issue of the BN performance for very small batch sizes can be addressed by adopting alternative normalization techniques like Group Normalization (Wu & He, 2018) . Goyal et al. (2017) have shown that the accuracy of ResNet-50 training on ImageNet for batch size 256 could be maintained with batch sizes of up to 8192 by using a gradual warm-up scheme, and with a BN batch size of 32 whatever the SGD batch size. This warm-up strategy has been also applied to the CIFAR-10 and CIFAR-100 cases investigated here. In our experiments, the use of a gradual warm-up did improve the performance of the large batch sizes, but did not fully recover the performance achieved with the smallest batch sizes. Figure 16 gives an alternative view of the AlexNet and ResNet results presented in Section 3, showing the range of base learning ratesη = η/m that provide reliable convergence for each batch size. The results show that increasing the batch size progressively reduces the range of learning rates that provide stable convergence. This demonstrates how the increased variance in the weight update associated with the use of larger batch sizes can affect the robustness and stability of training, and highlights the limitations of the linear scaling rule. Furthermore, the range of results reported in Section 3 shows that, for each experiment, there is a clear optimal base learning rateη, but stable convergence can often only be achieved using this value ofη in combination with a small batch size. This suggests that performing a sweep of the learning rate for large batch sizes could easily lead to an incorrect conclusion on the optimal learning rate.
While the presented results advocate the use of small batch sizes to improve the convergence and accuracy, the use of small batch sizes also has the effect of reducing the computational parallelism available. This motivates the need to consider the trade-off between hardware efficiency and test performance.
We should also observe that the experiments performed in this paper refer to some of the most successful deep network architectures that have been recently proposed. These models have typically been designed under the presumption that large batches are necessary for good machine performance. The realisation that small batch training is preferable for both generalization performance and training stability should motivate re-examination of machine architectural choices which perform well with small batches; there exists at least the opportunity to exploit the small memory footprint of small batches. Moreover, it can be expected that small batch training may provide further benefits for model architectures that have inherent stability issues.
We have also investigated the performance with different batch sizes for SGD and BN, which has often been used to reduce communication in a distributed processing setting. The evidence presented in this work shows that in these circumstances the largest contributor to the performance was the value of the overall batch size for SGD. For the overall SGD batch sizes providing the best test accuracy, the best performance was achieved using values of batch size for BN between m = 4 and m = 8 for the CIFAR-10 and CIFAR-100 datasets, or between m = 16 and m = 64 for the ImageNet dataset. These results further confirm the need to consider the trade-off between accuracy and efficiency, based on the fact that to achieve the best test performance it is important to use a small overall batch size for SGD. In order to widely distribute the work, this implies that the best solution would be to distribute the implementation of both BN and SGD optimization over multiple workers.
CONCLUSIONS
We have presented an empirical study of the performance of mini-batch stochastic gradient descent, and reviewed the underlying theoretical assumptions relating training duration and learning rate scaling to mini-batch size.
The presented results confirm that using small batch sizes achieves the best training stability and generalization performance, for a given computational cost, across a wide range of experiments. In all cases the best results have been obtained with batch sizes m = 32 or smaller, often as small as m = 2 or m = 4.
With BN and larger datasets, larger batch sizes can be useful, up to batch size m = 32 or m = 64. However, these datasets would typically require a distributed implementation to avoid excessively long training. In these cases, the best solution would be to implement both BN and stochastic gradient optimization over multiple processors, which would imply the use of a small batch size per worker. We have also observed that the best values of the batch size for BN are often smaller than the overall SGD batch size.
The results also highlight the optimization difficulties associated with large batch sizes. The range of usable base learning rates significantly decreases for larger batch sizes, often to the extent that the optimal learning rate could not be used. We suggest that this can be attributed to a linear increase in the variance of the weight updates with the batch size.
Overall, the experimental results support the broad conclusion that using small batch sizes for training provides benefits both in terms of range of learning rates that provide stable convergence and achieved test performance for a given number of epochs.
A ADDITIONAL RESULTS WITH BATCH NORMALIZATION
Figures 17 and 18 show the effect of the training length in number of epochs on the results of Section 3.3. The CIFAR-10 ResNet-32 experiments with data augmentation have been repeated for half the number of epochs (41 epochs) and for twice the number of epochs (164 epochs). In both cases, the learning rate reductions have been implemented at 50% and at 75% of the total number of epochs.
The collected results show a consistent performance improvement for increasing training length. For lower base learning rates, the improvements are more pronounced, both for very small batch sizes and for large batch sizes. However, for the base learning rates corresponding to the best test accuracy, the benefits of longer training are important mainly for large batch sizes, in line with Hoffer et al. (2017) . Even increasing the training length, and therefore the total computational cost, the performance of large batch training remains inferior compared to the small batch performance. 
