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In the research area of dynamical systems with hyperbolic behaviors, Viana maps refer
to a class of dynamical systems named after Marcelo Viana, which are skew-products of
quadratic maps driven by expanding maps. In this thesis, we consider a family of Viana
maps that are constructed by coupling two quadratic maps. We are devoted to studying
the measurable dynamics of this family, especially the abundance of non-uniform hy-
perbolicity in this family. We prove that, for any polynomial coupling function of odd
degree, when the parameter pair of the two factor quadratic maps is chosen from a two-
dimensional positive measure set, the associated Viana map has two positive Lyapunov
exponents and admit finitely many ergodic absolutely continuous invariant probability
measures. The main ingredient in the thesis is concentrated in Chapter 3, where we make
use of complex analytic techniques to deduce non-flatness for iteration image of horizon-
tal curves, by taking advantage of Benedicks-Carleson condition on the driven map and






1.1.1 Viana map driven by a circle expanding map
Hyperbolicity is a significant feature for various dynamical systems and it plays a cen-
tral role in mathematical understanding of their statistical behaviors. The notion of uni-
form hyperbolicity for general dynamical systems was proposed by Smale in 1960s,
see [Sma67]. Later on in 1970s, uniform hyperbolic dynamical systems were exten-
sively studied in the statistical viewpoint by Sinai, Ruelle, Bowen and other authors, see
[Sin72, Rue76, BR75, Bow75], etc. These works establish the concept of physical/SRB
measure and help people to well understand generic dynamical systems exhibiting uni-
form hyperbolicity.
Non-uniform hyperbolicity, primarily characterized by non-zero Lyapunov exponents,
is a more common phenomenon beyond uniform hyperbolicity and it is possessed by
much broader classes of dynamical systems. On the one hand, in one dimensional case,
due to the pioneering work of Jakobson in [Jak81] and subsequent works [CE83, BC85],
etc, the non-uniform hyperbolicity is well understood and known to be abundant. On
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the other hand, in multi-dimensional case, although the theoretical study of general non-
uniform hyperbolic dynamical systems was initiated by Pesin in [Pes76] as early as in
1970s, which is based on Oseledets’ work in [Ose68], it is still far from being complete
till now. Even in the non-uniformly expanding case, i.e. when the Lyapunov exponent
along each direction is positive, the picture is quite unclear.
In constructing non-uniformly expanding maps in dimension greater than one, a nat-
ural idea is trying to couple uniformly/non-uniformly expanding one-dimensional maps
with non-uniformly expanding one-dimensional maps. Viana successfully applied this
idea by introducing skew-product of a quadratic map driven by a circle expanding map as
follows in [Via97].
F : S 1 × R	, (θ, y) 7→ (g(θ),Qb(y) + αϕ(θ)). (1.1)
Here S 1 = R/Z is the unit circle, g(θ) = dθ for some integer d ≥ 2, and Qb(x) = b− x2 is a
Misiurewicz-Thurston quadratic map for some b ∈ (1, 2), and ϕ is some C3 function with
nice analytic properties(a typical example is ϕ(θ) = sin(2piθ)). Then he proved that under
certain restrictions on d and ϕ, F has two positive Lyapunov exponents almost everywhere
when α > 0 is small.
Due to Viana’s pioneering work, nowadays a skew-product system of similar form to
(1.1) is called a Viana map. For such a map, we will call its first coordinate the horizontal
direction and its second coordinate the vertical direction. The factor map along the hor-
izontal direction will be called base/driven dynamics, and the other factor will be called
fibre/skew-product part. The function ϕ appearing in the perturbation term is called the
coupling function.
In improving Viana’s result, several subsequent works were done in the last decade,
either focusing on improving the lower bound of d or trying to relax the restriction on ϕ,
and all of these works lead to two positive Lyapunov exponents result. Let us summarize
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these works together as follows for comparison.
• In [Via97], Viana assumed that d ≥ 16 and ϕ(θ) = sin(2piθ), and his argument still
functions well when sin(2piθ) is replaced by general C3 function without degenerate
critical point. Moreover, the same statement holds for small C3 perturbation of F.
• In [BST03], Buzzi, Sester and Tsujii weakened the lower bound of d to the natu-
ral bound d ≥ 2 for the coupling function ϕ(θ) = sin(2piθ). Moreover, the same
statement holds for small C∞ perturbation of F.
• In [Sch08], Schnellmann considered non-integer case of d > 1 for which the vertical
expansion is dominated by the horizontal expansion, and obtained the same result
on two positive Lyapunov exponents.
• In [HS13], Huang and Shen generalized the result in [BST03] to arbitrary non-
constant real analytic coupling function ϕ, under the same assumption d ≥ 2 being
an integer.
1.1.2 Review of Viana and other’s argument
As in other previous works on Viana maps reviewed before, in this thesis we will follow
the basic framework of Viana’s original argument in [Via97]. Therefore, let us briefly
review some of its key points. In Viana’s original construction of (1.1) and in subsequent
works on Viana maps, in addition to the skew-product form of F and the fact that both
factor maps of F are showing uniformly/non-uniformly expanding behavior, there are two
most important features as follows that should be highlighted.
(PH) (Partial hyperbolicity) The expansion in the vertical direction is dominated by the
expansion in the horizontal direction in the sense that the lower bound of the expan-
sion speed in the horizontal direction is faster than the upper bound of the expansion
speed in the vertical direction.
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(NF) (Non-flat coupling) The coupling function ϕ is far from being flat, in the sense
that under (long time) iteration of F, the image of a horizontal curve(the so called
admissible curve), say Y , becomes sufficiently non-flat, i.e. for every θ ∈ S 1,
|Y (l)(θ)| ≥ δα (here Y (l) denotes the l-th derivative of Y) for some relatively small
l ∈ N and some relatively large δ > 0.
These two features provide a quantitative control of the proportion in the graph of an
admissible curve passing through the α-neighborhood of the critical line S 1 × {0} for
 > 0 small, which plays a central role in deducing the slow recurrence condition in the
vertical direction.
Besides (PH) and (NF), there are something in common for all the works that is worth
mentioning. Firstly, thanks to the skew-product structure of F and the non-uniformly
expanding behavior of Qb, the positiveness of the vertical Lyapunov exponent can be
implied by the slow recurrence condition in the vertical direction. Secondly, by Fubini’s
theorem, verifying the slow recurrence condition in the vertical direction can be reduced
to analyzing the iteration of each single horizontal curve.
Since we will also use many ideas in previous works beyond Viana’s original setting,
let us make comparison between the main difference of different settings. In [Via97],
mainly because d is much larger than the supremum of |Q′b|, the non-flatness of an ad-
missible curve Y can be detected by only considering at most second order derivative of
Y . In [BST03], since the expansion in the base dynamics becomes much weaker, they
have to take higher order derivatives of Y into consideration. Taking advantaging of their
specific choice of ϕ, this can be handled by considering at most l-th derivative of Y for
some definite l ∈ N. However, their approach highly relies on the particular properties
of ϕ(θ) = sin(2piθ). In [HS13], to deal with general analytic coupling function ϕ, they
introduced complex analysis argument and also showed that up to taking l-th derivative
for some definite l ∈ N, the non-flatness can be revealed. However, for general ϕ, some
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resonance phenomenon between d and the period of ϕ occurs, which prevents them from
using the argument in [Via97, BST03] to control the recurrence to α1−η-neighborhood of
S 1 × {0} for η > 0 small. They used a different approach to avoid this problem, and the
cost is that the lower bound of vertical Lyapunov exponent becomes dependent on α.
1.1.3 About a.c.i.p.’s of Viana maps
The existence of two positive Lyapunov exponents for Viana maps is a strong hint for
existence of absolutely continuous invariant probability measure(a.c.i.p. for short) and
other statistical properties beyond. As a first step toward this direction, in [Alv00], Alves
proved that F in (1.1) admits finitely many ergodic a.c.i.p.’s under the setting of [Via97]
by studying so called “hyperbolic times”. Then the uniqueness of a.c.i.p. was proved in
[AV02] under the same setting.
In [ABV00], the hyperbolic-time technique in [Alv00] was abstracted by Alves, Bon-
atti and Viana to prove existence of a.c.i.p.’s for general non-uniformly expanding maps
which satisfy an assumption on positive Lyapunov exponent and an additional assump-
tion on slow recurrence of orbits to the critical/singular set. One may also see [Alv06] for
a comprehensive presentation of the work on non-uniformly expanding maps in [Alv00]
and for discussion of further statistical properties of Viana maps beyond existence of
a.c.i.p.’s.
More recently, in [Sol13], Solano proved that for a two-dimensional partially hyper-
bolic skew-product map driven by a circle-expanding map, the slow recurrence condition
in [ABV00] is redundant for deducing existence of a.c.i.p.’s. As a generalization of this
result, in [AS11], Araujo and Solano showed that for a two-dimensional skew-product
system F with general base dynamics that admits an a.c.i.p., to obtain the existence of




Beyond the works reviewed above, it is worth noticing a related work of Tsujii on
partially hyperbolic surface endomorphisms. In [Tsu05], Tsujii showed that for a generic
sufficiently smooth partially hyperbolic surface endomorphism with one uniformly ex-
panding direction, it admits finitely many ergodic physical measures, and the union of
their basins has full Lebesgue measure. One of the key steps in Tsujii’s argument was
motivated by the idea of the studying non-flatness of admissible curves in Viana [Via97].
1.1.4 Viana map driven by a non-uniformly expanding map
It should be noted that in all the works reviewed in § 1.1.1, the base dynamics are assumed
to be uniformly expanding. As a first step in relaxing the expansion of the horizontal
direction to non-uniform case, in [Sch09], Schnellmann considered to use a Misiuremicz-
Thurston polynomial instead of a circle expanding map as the base dynamics. He studied
the following skew-product system:
F : [a − a2, a] × R	 , (x, y) 7→ (ga(x),Qb(y) + αϕ(x)), (1.2)
where 1 < a ≤ 2, 1 < b < 2, ga = Qma , Qa and Qb are Misiurewicz-Thurston, and m is
a large positive integer so that the partial hyperbolicity of F can be easily verified. For
certain coupling function ϕ, he also proved that F in (1.2) has two positive Lyapunov ex-
ponents almost everywhere, for α > 0 small enough. In proving his result, Schnellmann
made the basic observation that when Qa is Misiurewicz-Thurston, its unique a.c.i.p. in-
duces an real analytic change of coordinates except for a finite number of mild singulari-
ties, which conjugates Qa to a uniformly expanding map. This helps him to obtain partial
hyperbolicity of F and to prove his result.
However, the disadvantage in Schnellmann’s construction is that the coupling function
ϕ has singularities and its choice depends on Qa. In [GS14], Shen and the author proved
that for F of the same form as given in (1.2), for ϕ being a non-constant polynomial of
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odd degree, when α > 0 is sufficiently small, F admits two positive Lyapunov exponents.
In their argument, in obtaining non-flatness of admissible curves, they adopted the basic
idea of [HS13], while in dealing with vertical recurrence in α1−η-neighborhood of [a −
a2, a] × {0}, they followed [Via97, BST03].
Although the expansion of the base dynamics in [Sch09, GS14] looks in a non-uniform
way, it is not far from being uniform, as shown in their proofs. Besides, there are only
countably many Misiurewicz-Thurston parameters in the quadratic family. Therefore, a
natural question is to consider more typical one-dimensional maps with an essential non-
uniform way of expansion as base dynamics. Thanks to [Jak81, CE83, BC85] and sub-
sequent works, we know that Collet-Eckmann quadratic maps are typical non-uniformly
expanding maps in the quadratic family and they can serve as good candidates for base
dynamics for Viana maps, which inspires the basic motivation of this thesis.
1.2 Statement of results
Before stating our result, let us recall the concepts of Lyapunov exponent and absolutely
continuous invariant probability measure. Let (M, g) be a Riemannian manifold (either
with or without boundary). Let ‖ · ‖ denote the norm induced by g, and let us call the vol-
ume measure on M induced by g the Lebesgue measure. Let f : M 	 be a differentiable
map and let D f denote its tangent map.
Given p ∈ M and v ∈ TpM \ {0}, define the Lyapunov exponent of f at p along v,
denoted by χ(p, v) as follows, if the limit in the definition does exist.







Given 1 ≤ k ≤ dim M, we say that f has k Lyapunov exponent at Lebesgue almost
every point, if there exists an f -invariant sub-bundle S of the tangent bundle T M with
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dimension k, such that χ(p, v) exists for Lebesgue almost every point p ∈ M and for every
v ∈ (S ∩ TpM) \ {0}.
Let µ be a Borel probability measure on M. We say that µ is f -invariant, if for every
Borel set E ⊂ M, µ(E) = µ( f −1(E)). We say that µ is an absolutely continuous invariant
probability measure(a.c.i.p. for short) with respect to f , if µ is both f -invariant and
absolutely continuous with respect to the Lebesgue measure on M.
Let us parameterize the family of complex quadratic polynomials whose unique criti-
cal point is located at the origin in the following way: Qc(z) := c− z2, c ∈ C. When c ∈ R,
Qc can also be considered as a map of the real line to itself. In particular, when c ∈ (1, 2],
Qc induces an S-unimodal map( here ‘S’ represents negative Schwarz derivative; see, for
example, [BL91] for more details) as follows:





Here the invariant interval of Qc is so chosen as to follow the convention that its boundary
consists of its unique orientation preserving (and hyperbolic repelling) fixed point of Qc,
namely −βc, and its another pre-image, namely βc.
Now we can state the main result in this thesis. Let us consider the skew-product of
two quadratic maps defined as follows:
F = Fa,b,α : [−βa, βa] × R	 , (x, y) 7→ (Qa(x),Qb(y) + αϕ(x)), (1.3)
where (a, b) ∈ (1, 2] × (1, 2), α > 0 is small and ϕ is a non-constant polynomial.
Main Theorem. Suppose that the polynomial ϕ appearing in (1.3) is of odd degree. Let
(a, b) be taken from the parameter set P characterized in (2.15), which is a Borel set of
positive two-dimensional Lebesgue measure. Then there exists αa,b > 0, such that when
0 < α < αa,b , the map Fa,b,α defined in (1.3) has two Lyapunov exponents of positive
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lower bound independent of α at Lebesgue almost every point, and it admits finitely many
ergodic a.c.i.p.’s. Moreover, the number of ergodic a.c.i.p.’s of Fa,b,α does not exceed that
of Qa × Qb.
Remark.
• By checking the proof of the theorem carefully, we can see that P can be de-
composed into a countable union of product types: P =
⋃∞
n=1An × Bn, where⋃∞
n=1An = CBC is defined in 2.1.1; moreover, for every n ∈ N, there exists αn > 0,
such that there exists a uniform positive lower bound for the two Lyapunov expo-
nents of Fa,b,α when (a, b, α) ∈ An ×Bn × (0, αn).
• If the parameter b is not Misiurewicz-Thurston, then Fa,b,α always has exactly the
same number of ergodic components of a.c.i.p.’s as Fa,b,0 = Qa × Qb. See Corol-
lary 5.2.2 for details. In particular, there exists a full measure subsetP0 ofP , such
that for (a, b) ∈ P0, Fa,b,α has the same number of ergodic a.c.i.p.’s as Fa,b,0 when
α > 0 is small. Furthermore, there exists a positive measure subset ofP0, such that
for (a, b) is this set, Fa,b,α has a unique a.c.i.p. .
• The assumption that ϕ is of odd degree is inherited from the same assumption in
[GS14] for the Misiurewicz-Thurston case of Qa. This assumption cannot be fully
gotten rid of when proving (3.3) in Lemma 3.1.3(see remark under the lemma),
which plays a central role in deducing (3.13) and Proposition 4.2.1 accordingly.
1.3 Outline
1.3.1 Brief review of proof of the main theorem
As mentioned before, our argument follows the basic framework of [Via97] among others.
Here let us only highlight how we deal with the two features (PH) and (NF) in our work.
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To guarantee partial hyperbolicity of F, compared with [Sch09, GS14], an improve-
ment in this thesis is that we can simply use Qa as the base dynamics rather than its high
iteration. This is achieved by choosing b as a sufficiently many times renormalizable map
and restricting it onto an small invariant set. Thanks to the abundance of non-uniformly
expanding parameters in the quadratic family, for every Collet-Eckmann Qa the associated
parameter b forms a positive measure set, see Lemma 2.1.4. The cost of our improved
setting is that the domination relation between Qa and Qb can not be directly reflected in
comparing their derivatives in a definite long time iteration, and therefore, the condition
on positive Lyapunov exponent in [ABV00] becomes tricky to verify. As a result, we use
the result [AS11] to conclude that F admits only finitely many a.c.i.p.’s from Proposi-
tion 5.1.1 instead, and mimic the argument in [ABV00] to discuss the number of ergodic
a.c.i.p.’s, see Proposition 5.2.1.
A more important difference between our setting and the previous ones is that now the
base dynamics Qa is not uniformly expanding, even under smooth coordinate change with
mild singularities. As a result, given any l0 ∈ N, for a curve Y arising from (long time) F-
iteration of a horizonal curve, it is hard to detect its non-flatness by only considering l-th
derivative of Y for 1 ≤ l ≤ l0. However, here is a simple but key observation to overcome
this difficulty: if we allow to consider Y (l) for arbitrary l ∈ N, then no matter how small
the domain of Y is, we will ultimately observe certain non-flatness that is sufficient for
our usage. This basic idea is reflected in the statement of Proposition 3.4.4. Let us make a
little more explanation to show how this idea is realized. Thanks to the polynomial form
of Qa, Qb and ϕ, Y can always extend to a holomorphic function on a neighborhood U ⊂ C
of its domain I ⊂ R. Then due to a compactness argument for holomorphic functions, see
3.4.2, roughly speaking, the non-flatness of Y can be obtained by showing that the ratio
between the oscillation of Y on U(denoted by OU) and the oscillation of Y on I(denoted
by OI) is not to large. The lower bound of OI is obtained in more or less the same way
10
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as [HS13, GS14], see Lemma 3.2.2; to control the upper bound of OU , technically we
assume that the recurrence of critical orbit of Qa is at most stretched exponentially fast,
see Lemma 3.3.2 and Lemma 3.3.3. Although the estimate in Proposition 3.4.4 seems not
as strong as similar estimates in previous works, it does not weaken the tail estimate of
slow recurrence in the vertical direction much, see Proposition 4.3.1.
1.3.2 Organization of the thesis
Following the introduction chapter, the main body of thesis consists of four chapters and
they are organized as follows.
In Chapter 2, as indicated in its title, we collect useful materials for future use. In
§ 2.1, we begin with summarizing part of celebrated results about abundance of non-
uniform hyperbolicity in real quadratic family, and then have some discussion on renor-
malization and Collet-Eckmann condition for the real quadratic family. In particular, for
the implications of the Collet-Eckmann condition, we mainly use the “semi-uniformly ex-
panding” property for building vertical expansion and the “exponentially shrinking” for
studying admissible curves and for discussing the a.c.i.p.’s of F. Once the review of the
quadratic family is done, we are ready to give the description of our parameter set P in
(2.15). In section 2.2, we establish basic estimates on iteration of F for the main body of
our argument, both from the random perturbation viewpoint in the real domain and from
the partial hyperbolicity of F in the complex domain. These elementary estimates will be
frequently used through most part of the argument. In § 2.3, following [Via97], we build
vertical expansion for orbits of F outside
√
α-neighborhood of [−βa, βa] × {0}.
In Chapter 3, following all the previous works on Viana maps, we introduce the con-
cept of admissible curves, and study their analytic properties. The main result in this
chapter is Proposition 3.4.4, which gives quantitative description control of iteration of
an admissible curve passing through α-neighborhood of the critical line. As mentioned
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before, this proposition will play a central role in proving Proposition 4.3.1. In § 3.1, fol-
lowing the approach in [HS13] and especially [GS14], we introduce a family of analytic
functions Tr and prove that it is non-degenerate. Then in § 3.2, given an r-admissible
curve Y , we choose appropriate T ∈ Tr to approximate the derivative of Y by αT , which
gives deserved lower bound of oscillation of Y in Corollary 3.2.2. In § 3.3, with the help
of the stretched exponential recurrence assumption on the critical orbit of Qa, we obtain
desired upper bound of oscillation of Y in Lemma 3.3.3. Combing this with the lower
bound we finally prove Proposition 4.3.1 in § 3.4.
In Chapter 4, we are devoted to establishing the slow recurrence condition in the
vertical direction, and as a byproduct, a stretched exponential tail is obtained, see Propo-
sition 4.3.1. In § 4.1, we introduce an induced Markov of Qa with bounded distortion and
exponential small tail for convenience to apply large deviation estimates in the rest of this
chapter. In § 4.2, we adopt the approach in [Via97, BST03, GS14] to deal with vertical
recurrence to the α1−η-neighborhood of the critical line, where as in [GS14], we have to
assume that ϕ is of odd degree. In § 4.3, we combine control on vertical recurrence in
both Proposition 3.4.4 and Proposition 4.2.1, and then use a large deviation argument as
in [Via97] to complete the proof of Proposition 4.3.1.
Finally, in Chapter 5, we complete the proof of the Main Theorem. In § 5.1, we prove
that F has two positive Lyapunov exponents and admits finitely many ergodic a.c.i.p.’s.
In § 5.2, we use the approach in [ABV00] to prove the statement on number of ergodic
a.c.i.p.’s of F in the Main Theorem.
1.4 Notations
Given x ∈ R and r > 0, denote I(x, r) := (x− r, x+ r) and I(x, r) := [x− r, x+ r]; moreover,
denote Ir := I(0, r) and Ir := I(0, r) for short. Similarly, given z ∈ C and r > 0, denote
D(z, r) = {w ∈ C : |w − z| < r} and D(z, r) = {w ∈ C : |w − z| ≤ r}; moreover, denote
12
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Dr := D(0, r) and Dr := D(0, r) for short.
When there is no ambiguity caused by the parameter c ∈ C of Qc, let us denote the con-
nected component of Q−nc (D(Q
n
c(z), r)) containing z by Comp(z, n, r) for short, where Qc
is considered as a holomorphic map on C, z ∈ C, n ∈ N and r > 0. Note that Comp(z, n, r)
is always a bounded and simply connected open set and Qnc : Comp(z, n, r)→ D(Qnc(z), r)
is always surjective and proper. When c ∈ R and Qc is considered as a map on the
real line, let us denote the connected component of Q−nc (I(Q
n
c(x), r)) containing x by
comp(x, n, r) for x ∈ R, n ∈ N, r > 0. Contrary to the complex situation, in general
Qnc : comp(x, n, r) → I(Qnc(x), r) fails to be surjective, when some critical value appears
as extreme value in the range.
Given an open interval I, denote CI := (C \ R) ∪ I. Given x ∈ R and n ∈ N, if Qa is
locally injective at x, i.e. (Qna)
′(x) , 0, let us denote its local inverse around x by Inv(x, n).
Moreover, for the maximal open interval J containing x on which Qna is injective, Inv(x, n)
extends to a univalent function on CI , where I := Qnc(J), and as a holomorphic function,
we always consider the natural domain of Inv(x, n) as CI; as an interval map, we always
consider the natural domain of Inv(x, n) as I.
Given a real number x, let b x c be the maximal integer no larger than x and let d x e be
the minimal integer no less than x.
Given real numbers X1, · · · , Xn, we denote their maximum and minimum by X1∨· · ·∨
Xn and X1 ∧ · · · ∧ Xn respectively.
Give two variables X and Y of positive values, X  Y means that there exists a constant
C > 1, at most depending only on (a, b) and ϕ appearing in (1.3), such that both X ≤ CY
and Y ≤ CX hold simultaneously.
Given a real-valued or complex valued function f , let us denote its domain by dom( f ),
and given a subset E of dom( f ), denote the supremum norm of f on E by ‖ f ‖E.
Given a set S in some topological space, denote its interior by int S , its closure by cl S
13
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and its boundary by ∂S .
Given a set S in some metric space, denote its diameter by diam(S ).
The Lebesgue measure is denoted by Leb in general, and the Lebesgue measure on
the real line is also denoted by | · | for short.
Let N denote the natural numbers starting from 1, i.e. N := {1, 2, 3, · · · }, and let




2.1 Summary of useful facts about quadratic maps
Since both factors Qa and Qb in the skew-product construction of our dynamical system
F in (1.3) are quadratic maps, let us start with reviewing facts about quadratic maps
that will be used in our argument. For background knowledge in real and complex one-
dimensional dynamics that might be used, one may refer to, for example, [dMvS93] and
[Mil06] respectively.
2.1.1 The quadratic family
For the quadratic family {Qc : Iβc 	}c∈(1,2], let us introduce some conditions on the pa-
rameter c as follows.
Definition 2.1.1. Given c ∈ (1, 2],









log |(Qnc)′(c)| > 0. (2.1)






• c is called Misiurewicz-Thurston, denoted by c ∈ CMT , if the critical orbit of Qc
is pre-periodic but not periodic.
• c is called renormalizable, if there exist r ∈ (0, c) and p ∈ N, such that
Qpc (Ir) ⊂ Ir , Qpc (∂Ir) ⊂ ∂Ir and int Q jc(Ir) ∩ int Qkc(Ir) = ∅, 0 ≤ j < k < p. (2.3)
Ir satisfying (2.3) is called a restrictive interval of Qc and p is called the renor-
malization period associated to Ir.
• c is called infinitely renormalizable, denoted by c ∈ CIR, if there are infinitely
many renormalization periods of Qc . Otherwise, c is called at most finitely renor-
malizable, denoted by c ∈ CFR.
For later usage, let us summarize some celebrated results together with some basic
facts on the conditions above in the following theorem.
Theorem 2.1.1. For the parameter sets introduced in Definition 2.1.1, we have:
(1) CS T has positive measure and CS T ⊂ CFR.
(2) CCE ⊂ CS T and CCE has full measure in CS T ; moreover, every Collet-Eckmann
parameter in (1, 2) is a Lebesgue density point of the following set:
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{







For CS T of positive measure, see [Jak81] and [BC85]. For CS T ⊂ CFR, see, for exam-
ple, [BL91]. For CCE ⊂ CS T , see [CE83] together with [Now85]. For the rest in assertion
(2), see [AM05] and [GS13].
In view of that we will apply complex analysis argument to the base dynamics Qa, it
is convenient to consider the real quadratic family {Qc : c ∈ (1, 2]} as a subfamily of the
complex quadratic family {Qc : c ∈ D2}. For the complex family, we have the following
elementary fact that will be used in § 3.1.
Fact 2.1.2. Given r > 2, for every c ∈ D2 , C\Dr is forward Qc-invariant and is contained
in the attracting basin of∞. More straightforwardly,
Qc(C \ Dr) ⊂ C \ Dr2−|c| ⊂ C \ Dr(r−1).
Moreover, there exists a constant Cr > 1, such that for every c ∈ D2 , every n ∈ N and
every z = Qnc(w) with w ∈ C \ Dr , we have:
C−1r · |z|2−n ≤ |w| ≤ Cr · |z|2−n and C−1r · 2n |z|1−2
−n ≤ |(Qnc)′(w)| ≤ Cr · 2n |z|1−2
−n
. (2.4)
Proof. Only (2.4) needs verification. Consider the Bo¨ttcher map ψc of Qc around infinity,





= 1 and ψc ◦ Qc = Q0 ◦ ψc on C \ D2. (2.5)








c∈D2 are uniformly bounded on C\Dr,




Let us list some well known facts about the attractor of a stochastic map in Lemma 2.1.3
below for further usage. See, for example, [BL91] for reference. Recall that CS T ⊂ CFR.
Ahead of the statement of Lemma 2.1.3, given c ∈ CFR, we introduce some notations for
Qc . Let Iˆc denote the minimal restrictive interval of Qc and let pˆc denote the associated
maximal renormalization period(when Qc is non-renormalizable, Iˆc = Iβc and pˆc = 1 by
definition). Moreover, denote
Iˇc := [Q2pˆcc (0),Q
pˆc
c (0)] ⊂ Iˆc and Iˇkc := Qkc(Iˇc) , k ∈ N0. (2.6)
Note that Q pˆcc : Iˆc 	 is always an S-unimodal map, and Iˇc ⊂ int Iˆc if and only if c < CMT .
Following the notations above, we have:
Lemma 2.1.3. Given c ∈ CS T , the following statements hold.
(1) Qc admits a unique ergodic a.c.i.p. µc with supp(µc) =
pˆc−1⋃
k=0
Iˇkc , and Qc is topologi-
cally transitive on supp(µc).
(2) Q pˆcc (Iˇc) = Iˇc and Q
pˆc
c : Iˇc 	 is topologically exact.
To prove the Main Theorem, the parameter a in Fa,b,α will be chosen from CBC, which
is of positive measure according to Theorem 2.1.1. Once a is chosen, to obtain the corre-
sponding range of the parameter b, let us introduce the following notions.
Definition 2.1.2. Given R > 1, we say that c ∈ (1, 2) is R-dominated, denoted by c ∈
CDM(R), if it satisfies the following assumptions.
• There exists a compact set Λc ⊂ Iβc , such that 0 ∈ int Λc and Qc(Λc) ⊂ int Λc.
• There exist pc ∈ N and Rc ∈ (1,R), such that ‖(Qpc )′‖Λc ≤ Rpcc for 1 ≤ p ≤ pc.
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Remark. According to [BST03, Lemma 3.1], CDM(2) = (1, 2).
We have to show that, as the range of parameter b for given a, B(R) is of positive
measure for every R > 1. Thanks to Sullivan’s theory on renormalization of quadratic-
like maps in [Sul92] and Theorem 2.1.1, we have:
Lemma 2.1.4. For every R > 1, CDM(R) is a nonempty open subset of (1, 2) and B(R)
has positive measure.
Proof. CDM(R) is open by definition and simple continuity argument. Let us show that it is
nonempty. According to [Sul92, Theorem 1], the renormalization in the quadratic family
has the so called “beau” property, which in particular implies that there exist n0 ∈ N and
C > 1, such that if Qc is n-times renormalizable for some n ≥ n0, then for the restrictive
interval Irn of the n-th renormalization of Qc and the associated renormalization period





≤ C, 1 ≤ i < i + j ≤ pn. (2.7)
To proceed, denote




and let us use (2.7) to estimate ‖(Qpnc )′‖Λ̂c first. By definition, |I1| = r2n, |Ipn | ≤ |I0| = 2rn
and Qpn−1c is injective on I1. Then due to (2.7),
C−1‖(Qpn−1c )′‖I1 · |I1| ≤ |Ipn | =⇒ ‖(Qpn−1c )′‖I1 · rn ≤ 2C.
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Since Qc acts cyclically on {Ik}pn−1k=0 , by chain rule, (2.7) and the inequality above,
‖(Qpnc )′‖Ik ≤ C · ‖(Qpn−1c )′‖I1 · ‖Q′c‖I0 ≤ 4C2, 0 ≤ k < pn.
It follows that
‖(Qpnc )′‖Λ̂c ≤ 4C2 =⇒ ‖(Qkpn+lc )′‖Λ̂c < (4C2)k · 4l, ∀ k ∈ N0, 0 ≤ l < pn.
As a result, given R > 1, by assuming that n is so large that Rpn > 4C2, for an arbitrarily




Rpcc , 1 ≤ p ≤ pc. (2.8)
Fixing such a pair of (Rc , pc), we still need to show the existence of Λc. To satisfy the fist
assumption in Definition 2.1.2, we may further assume that Qpnc (0) ∈ int I0, which can be
realized at least when we require that c is (n + 1)-times renormalizable. Then since either
rn or −rn is a repelling hyperbolic fixed point of Qpnc , when r˜n > 0 is slightly smaller than
rn, Q
pn
c (Ir˜n) ⊂ Ir˜n . Therefore we can find a sequence of closed intervals J0, J1, · · · , Jpn ,
such that J0 = Jpn = Ir˜n and Qc(Jp) ⊂ int Jp+1 for 0 ≤ p < pn. Then for Λc := ∪pn−1p=0 Jp, the
first assumption in Definition 2.1.2 holds. Since the difference between Jp and Ip can be
chosen arbitrarily small for 0 ≤ p < pn, the second assumption in Definition 2.1.2 can be
verified by (2.8) and continuity. That is to say, CDM(R) is nonempty.
It remains to prove that B(R) has positive measure. The discussion in the last para-
graph shows that, in particular, an infinitely renormalizable parameter c is always in
CDM(R) with appropriate choice of Λc, pc and Rc. Since CDM(R) is open and since in-
finitely renormalizable parameters are in the closure of Misiurewicz-Thurston parame-
ters, there exist a Misiurewicz-Thurston Qc and r > 0, such that I(c, r) ⊂ CDM(R). Since
c ∈ CMT ⊂ CCE, the conclusion that B(R) has positive measure follows from the second
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assertion in Theorem 2.1.1. 
2.1.3 Collet-Eckmann condition
When the Collet-Eckmann condition is imposed on the real quadratic map Qc for some
c ∈ (1, 2), there are celebrated theorems on equivalent conditions, either when Qc is
treated as an S-unimodal map on Iβc , see [NS98] for example; or when it is treated as a
holomorphic map on the Riemann sphere with a unique critical point in the Julia set, see
[PRLS03] for example. We will not make full use of these equivalent relations, but list
some of them in the following theorem for later usage.
Theorem 2.1.5. For every c ∈ CCE, there exist Kc > 0, λc > 1 and rˆc ∈ (0, 1), such that
the following statements hold.
(1) When Qc is considered as a real map on R,
|(Qnc)′(x)| ≥ Kcλnc ·
(
|x| ∧ |Qc(x)| ∧ · · · ∧ |Qn−1c (x)|
)
, ∀ x ∈ R, n ∈ N. (2.9)




) ≤ λ−nc , ∀ z ∈ C, n ∈ N. (2.10)
Remark. (2.9) is known as semi-uniformly expanding property, see [NS98]. (2.10) is
known as exponential shrinking property, see [PRLS03]. Note that although in [PRLS03],
(2.10) is stated for z in the Julia set, we can get rid of this restriction here, thanks to the
fact that the Fatou set of Qc coincides with the basin of attraction of infinity. In our ar-
gument, (2.9) will be applied to Qb in § 2.3 and (2.10) will mainly be applied to Qa for
z ∈ Iβa .
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Let us give some useful properties as direct corollary of (2.9) or (2.10) below, which
themselves are also well known. We do not bother to give the most precise form of their
statements for simplicity.
Corollary 2.1.6. For every c ∈ CCE, the following statements hold.
(1) Given δ > 0 and τ ≥ 1, for every x ∈ R,




(2) Given z ∈ C, n ∈ N and r ∈ (0, rˆc],
Qnc is injective on Comp(z, n, r) =⇒ |(Qnc)′(z)| ≥ λnc · r. (2.12)
(3) Given z ∈ C \D3, n ∈ N and w ∈ Q−nc (z) ∩D3, there exists a unique 1 ≤ k ≤ n, such
that |Qic(w)| < 3 when 0 ≤ i < k and |Qic(w)| ≥ 3 when k ≤ i ≤ n, and
|(Qnc)′(w)| ≥ C rˆc · 2n−kλkc |z|1−2
k−n
, (2.13)
where C = C−13 for C3 appearing in (2.4) with r = 3.
(4) Let E be a connected subset of C with E ∩ Iβc , ∅. Then for every n ∈ N, we have:








(1) By continuity, we may assume that Qnc(x) , 0. Then due to (2.9),






2.2 Elementary properties about iteration of F
Dividing both sides of the inequality above by 2|Qnc(x)|, (2.11) follows.
(2) By the assumption in (2.12), τ := Inv(z, n) is well defined onD(w, r) for w := Qnc(z),
and according to (2.10), τ(D(w, r)) ⊂ D(z, λ−nc ). Then by Schwarz lemma, |τ′(w)| ≤
(λncr)
−1, which proves (2.12).
(3) Both the existence and uniqueness of k follow from the forward Qc-invariance of
C \D3. Since |Qkc(w)| ≥ 3, on the one hand, Qkc is injective on Comp(w, k, rˆc), so by
(2.12), |(Qkc)′(w)| ≥ λkcrˆc; on the other hand, by (2.4) for r = 3, |(Qn−kc )′(Qkc(w))| ≥
C−13 2
n−k |z|1−2k−n . Combining these two inequalities yields (2.13).
(4) Fix x0 ∈ E∩Iβc and let k ∈ N0 be the maximal number such that diam(Qn+kc (E)) < rˆc.
On the one hand, from (2.10) and the connectedness of E we know that
E ⊂ Comp(x0, n + k, rˆc) =⇒ diam(E) ≤ λ−n−kc .
On the other hand, from Qn+ic (E) ⊂ D(Qn+ic (x0), rˆc) ⊂ D3 for 0 ≤ i ≤ k we know that
rˆc ≤ diam(Qn+k+1c (E)) ≤ 6k+1 · diam(Qnc(E)).
Combining the two displayed inequalities above, (2.14) follows.

2.2 Elementary properties about iteration of F
2.2.1 Specification of parameter choices
Now we are ready to specify the parameter setP of (a, b) in the Main Theorem. Recall
the constant λc > 1 introduced in Theorem 2.1.5 for c ∈ CCE and the Borel subset CBC ⊂
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CCE defined in Definition 2.1.1. For clarity, we will fix the choice of λa for each a ∈ CBC
in such a way that a 7→ λa defines a Borel measurable function on CBC. Also recall the
parameter setB(R) introduced in Definition 2.1.2 for every R > 1. Then we define
P :=
{
(a, b) ∈ (1, 2] × (1, 2) : a ∈ CBC, b ∈ B(λa)}. (2.15)




a ∈ CBC : λa ≥ R} ×B(R),
where each component in the countable union above is a Borel subset of R2 with positive
two dimensional Lebesgue measure. Therefore, P is also a Borel subset of R2 with
positive two dimensional Lebesgue measure.
From now on let us fix a pair of parameters (a, b) ∈ P and drop all the subscripts of
Fa,b,α defined in (1.3) for convenience. Moreover, for Fn, the n-times iteration of F, let us
denote its second coordinate by fn, i.e.
Fn(x, y) = (Qna(x), fn(x, y)) , fn(x, y) = Qb( fn−1(x, y)) + α · ϕ(Qn−1a (x)), ∀ n ∈ N.
Without loss of generality, the coupling function ϕ can be normalized as below for con-
venience:
‖ϕ‖D3 ≤ 1 and |ϕ(z)| ≤ |z|dϕ on C \ D1 for dϕ := degϕ. (2.16)
Recall the Qb-invariant set Λb ⊂ Iβb introduced in Definition 2.1.2 for c = b. Since
Qb(Λb) ⊂ int Λb, by supposing that α > 0 is small enough, namely α does not exceed the
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distance between Qb(Λb) and ∂Λb, we can guarantee that Iβa × Λb is forward F-invariant.
Also note that since Qb is Collet-Eckmann, according to (2.9), there exists qb ∈ N, such
that
y ∈ R, Qkb(y) < Qb(Λb), k = 0, · · · , qb − 1 =⇒ |(Qqbb )′(y)| ≥ 3.
Then by continuity, when α > 0 is small,
(x, y) ∈ Iβa × R, fk(x, y) < Λb, k = 0, · · · , qb − 1 =⇒ |∂y fqb(x, y)| ≥ 2.
That is to say, the iteration of F outside Iβa × Λb is uniform expanding in the vertical
direction, and hence less interesting in our discussion. As a result, we will only focus on
the dynamical system
F : Iβa × Λb 	 .
For preparation of the proof of the main theorem, in the rest of this section we give a
priori estimates on iteration of F under both real and complex settings.
2.2.2 Iteration of F in the real domain
To view the vertical direction of F as a random perturbation of Qb, using elementary
calculation we can obtain some rough estimates about the iteration of F, which will be
used in several occasions in our argument.









:= I(x, (r − δ) ∨ 0).
By definition, for any closed subinterval J of Λb,
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B−α(Qb(J)) ⊂ f1({x} × J) ⊂ f1(Iβa × J) ⊂ B+α(Qb(J)) ⊂ Λb, ∀ x ∈ Iβa .
Now given a closed subinterval J of Λb, define J+0 = J
−











n )) inductively. By definition and induction,
J−n ⊂ fn({x} × J) ⊂ fn(Iβa × J) ⊂ J+n and J−n ⊂ Qnb(J) ⊂ J+n , ∀ n ∈ N0, x ∈ Iβa .
By definition and intermediate value theorem,
|J+n+1| = D+n · |J+n | + 2α, where D+n = |Q′b(yn)| for some yn ∈ J+n , ∀ n ∈ N0,
and then by induction,
|J+n+1| = |J| ·
n∏
k=0





D+j ), ∀ n ∈ N0. (2.17)
Similarly,




|J−n+1| ≥ |J| ·
n∏
k=0





D−j ), ∀ n ∈ N0. (2.18)
Since |Q′b| ≤ 4 on Λb, from (2.17) it follows that for every subinterval J of Λb,
| fn(Iβa × J)| ≤ |J+n | < 4n(|J| +
2
3
α), ∀ n ∈ N. (2.19)
26
2.2 Elementary properties about iteration of F
In particular, taking J = {y}, the inequality above implies that
| fn(x, y) − Qnb(y)| <
2
3
· 4nα, ∀ n ∈ N, x ∈ Iβa , y ∈ Λb.
As a result, given x ∈ Iβa , y1, y2 ∈ Λb and n ∈ N,
| fn({x} × [y1, y2])| − |Qnb(y1) − Qnb(y2)| ≥ −
2∑
i=1




Note that given an arbitrary closed interval J, for every n ∈ N, there exist y1, y2 ∈ J, such
that Qnb(J) = Q
n
b([y1, y2]). It follows that when J ⊂ Λb,
| fn({x} × J)| > |Qnb(J)| −
4n+1
3
· α, ∀ n ∈ N, x ∈ Iβa . (2.20)
Besides the estimates above, since the derivative of a quadratic map is linear, we will
frequently use the following basic fact to control the distortion for pseudo orbit of Qb.




|xi| ≤ θ < 1 =⇒ e
− θ1−θ ≤ |
∏n
i=1 x˜i|
|∏ni=1 xi| ≤ e θ1−θ . (2.21)














∣∣∣∣∣1 + x˜i − xixi
∣∣∣∣∣






1 − θ .
The conclusion follows. 
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2.2.3 Iteration of F in the complex domain
To provide a little more precise estimates about iteration of F, we have to take the par-
tial hyperbolicity of F into consideration. Restricted to Iβa × Λb, by considering F as a
perturbation of Qa ×Qb, the partial hyperbolicity of F is automatically inherited from the
domination relation between Qa and Qb, namely b ∈ B(λa), provided that α > 0 is small.
This fact is explicitly indicated in Lemma 2.2.2, where we view F as a holomorphic map
on C × C for the sake of using complex analysis arguments in Chapter 3.




λaRb ∈ (Rb, λa).
Then by continuity, there exist A0 ≥ 1 and δb > 0, such that when α > 0 is small enough,
we have:
|∂x fn| ≤ A0α and |∂y fn| ≤ Rˆpbb on D3 × D(Λb, 2δb), 1 ≤ n ≤ pb. (2.22)
Here D(Λb, 2δb) := ∪x∈ΛbD(x, 2δb). A further continuity argument implies that:
Lemma 2.2.2. The following statement holds when α > 0 is small. Given x0 ∈ Iβa , y0 ∈ Λb














⊂ D(yk, 2δb), 0 ≤ k ≤ n, (2.23)
and consequently
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‖∂y f j‖Fk(Vr) ≤ Rˆ j+pbb , 1 ≤ j + k ≤ n. (2.24)
Proof. Denote Ω := D3 × D(Λb, 2δb). Once (2.23) has been proved, then in (2.24),
Fk(Vr) ⊂ Ω. Therefore, according to the second inequality in (2.22), when j ≤ (n−k)∧pb,
(2.24) is trivial; when pb ≤ j ≤ n − k,
‖∂y f j‖Fk(Vr) ≤ Rˆpbb · ‖∂y f j−pb‖Fk+pb (Vr) and Fk+pb(Vr) ⊂ Ω,
so (2.24) follows from a simple induction argument.
To prove (2.23), first note that since D(x, rˆa) ⊂ D3 and since Q−1a (D3) ⊂ D3, Qka(U) ⊂
D3 for 0 ≤ k ≤ n. As a result, when k ≤ pb ∧ n, (2.23) follows from (2.22), so we may
assume that n > pb.
Given (z0,w0) ∈ Vr, denote (zk,wk) = Fk(z0,w0) and ∆k = |yk −wk| for 0 ≤ k ≤ n. Note
that by (2.10) and definition, zk ∈ Qka(U) ⊂ D(xk, λk−na ). If ∆k ≤ δb has been proved for
some k ≤ n − pb, then from (2.22) we know that
∆k+pb ≤ ‖∂x fpb‖Ω · |xk − zk| + ‖∂y fpb‖Ω · ∆k ≤ A0α · |xk − zk| + Rˆpbb ∆k ≤ A0λk−na α + Rˆpbb ∆k.
Now we can complete the proof of (2.23) by applying the inequality above inductively.
Given l ≥ 1 and 0 ≤ k < pb with k′ := lpb + k ≤ n, once ∆ j ≤ δb has been proved for
j ≤ k′ − pb, then we have











By the choice of Aˆ0 and the assumption on r, provided that Aˆ0α < δb, it follows that
∆k′ ≤ Aˆ0λk′−na α + Rˆk
′+pb
b r < 2δb,
which completes the induction.

As a supplement of the lemma above, when the orbit {Fn(x, y)}n≥1 is unbounded, we
need the following control of the growth of fn.
Fact 2.2.3. When α ≤ 1, the following statement holds. Given x0, y0 ∈ D3, denote
(xk, yk) = Fk(x0, y0) for every k ∈ N. Then we have:
|xk| < 22k+1 − 1 and |yk| < 2dϕ·2k+1 − 1.
Moreover, if D(y0, r) ⊂ D3 for some r ≥ α, then for every (x, y) ∈ D3 × D(y0, r),
| fk(x, y) − yk| < 2dϕ·2k+2 · r.
Proof. All the estimates follow from induction on k as below. It is easy to check that all
the inequalities hold for k = 0. Then by induction,
|xk+1| ≤ |xk|2 + 2 < (22k+1 − 1)2 + 2 ≤ 22k+2 − 5,
and using the normalization condition imposed on ϕ in (2.16),
|yk+1| ≤ |yk|2 + 2 + α ·max{1, |xk|d} ≤ (2dϕ·2k+1 − 1)2 + 2 + (22k+1 − 1)dϕ ≤ 2dϕ·2k+2 − 2.
For the second assertion in the lemma, note that since x, y ∈ D3, | fk(x, y)| ≤ 2dϕ·2k+1 − 1.
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Then by induction,
| fk+1(x, y) − yk+1| ≤ | fk(x, y) + yk| · | fk(x, y) − yk| + α · |ϕ(Qka(x)) − ϕ(xk)|




2.3 Building vertical expansion




n = 0 to establish vertical expansion for iteration of F when the
orbit keeps away from I√α in the vertical direction. All the results are summarized in
Lemma 2.3.1, which are actually statements about random perturbation of Qb. This kind
of results are well known. For example, for the Misiurewicz-Thurston case of Qb, see
[Via97, § 2.2]; for similar setting on Qb to ours, see [BV96, § 3]. Our results are es-
sentially contained in their arguments; however, since there is some difference between
details in the statements, let us provide a self-contained proof here.
Lemma 2.3.1. There exist constants Cb > 0 and σb ∈ (1, λb), such that for any η ∈ (0, 12 ),
the following statements hold when α > 0 is small. Given (x0, y0) ∈ Iβa × Λb, denote
zk := (xk, yk) := Fk(x0, y0) for k ∈ N0. Then we have:
(1) If |y0| < 2√α, then |yk| > αη, k = 1, · · · ,Nα − 1 and |∂y fNα(z0)| ≥ |y0|α−1+η. Here
Nα ∈ N is independent of (x0, y0) and it satisfies σNαb ≤ α−1 ≤ 4Nα .
(2) Given n ∈ N, if |yk| ≥ √α for k = 0, 1 · · · , n − 1, then |∂y fn(z0)| ≥ Cb√ασnb . If, in
addition, |yn| ≤ αη, then |∂y fn(z0)| ≥ Cbσnb.
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Proof. Given δ > 0, define
I1(δ) := I(b, δ + α) and In+1(δ) := B+α(In(δ)), ∀ n ≥ 1,
inductively. Moreover, denote bn := Qnb(0) for every n ∈ N and define
pα(δ) := min
{
n ≥ 1 : |In(δ)| ≥ |bn|5n2
}
and Nα := pα(4α).
We claim that there exists a constant K > 1, depending only on Qb , such that






















so according to (2.21), for any sequence {yi ∈ Ii(δ)}ni=m with m < n ≤ pα(δ), we have:
1
2
· |(Qn−mb )′(bm)| <
n−1∏
i=m
|Q′b(yi)| < 2 · |(Qn−mb )′(bm)|. (2.26)
According to (2.17), for each n ∈ N, there exists yn ∈ In(δ), such that for Dn := |Q′b(yn)| ,
0, we have:
















D−1j ), ∀ n ∈ N.
Due to (2.26) and the Collet-Eckmann condition on Qb,
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|(Qkb)′(b)|−1 := K0 < ∞, 1 ≤ n < pα(δ).
Then for K = 4(K0 + 2), (2.25) follows from the formula of |In+1(δ)| above and (2.26) .




≤ |Ipα(δ)| < 2. Combining this fact with limn→∞
log |bn |















log(|(Qpα(δ)−1b )′(b)| · δ)
pα(δ)
= 0. (2.27)
As a result, for Nα = pα(4α), given η ∈ (0, 12 ), when α is small, |(QNα−1b )′(b)| ≥ αη−1 and
In(4α) ∩ Iαη = ∅ for 1 ≤ n < Nα. Besides, from |(Qnb)′(b)| ≤ Rn+pbb , Rb < 2 and η < 12 we
know 4Nα ≥ α−1, provided that α > 0 is small. The by choosing σb close to 1, the proof
of the first assertion in the lemma is completed.
To prove the second assertion, let us introduce some constants first. Since Qb is Collet-
Eckmann, by definition and (2.11), there exist C0 ∈ (0, 1) and σ0 ∈ (1, λb], such that
•
|(Qnb)′(b)| ≥ C0σ3n0 , ∀ n ∈ N0;
• for every δ > 0 and every n ∈ N,
y,Qb(y), · · · ,Qn−1b (y) < I δ2 , Qnb(x) ∈ I2δ =⇒ |(Qnb)′(y)| ≥ 2C0σn0.
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For C0 and σ0 introduced above, according to (2.27), there exists δ0 ∈ (0, 1), such that
0 < α < δ ≤ δ0 =⇒ |(Qpα(δ)−1b )′(b)| ≥ C−10 σpα(δ)0 · δ−
1
2 .
Then for δ = y2, by (2.26),
|∂y fpα(y2)(x, y)| ≥ C−10 σpα(y
2)





For this δ0, from (2.9) we know that there exist n0 ∈ N and σb ∈ (1, σ0], such that
y,Qb(y), · · · ,Qn0−1b (y) < I δ02 =⇒ |(Q
n0
b )
′(y)| ≥ 2σn0b .
Then by continuity, provided that α > 0 is small, for yi = fi(x0, y0), i ∈ N, we have:
y0, y1, · · · , yn0−1 < Iδ0 =⇒ |∂y fn0(x0, y0)| ≥ σn0b ,
and
y0, y1, · · · , yk−1 < Iδ0 , yk ∈ Iδ0 , k ≤ n0 =⇒ |∂y fk(x0, y0)| ≥ C0σkb.
As a result, for every n ∈ N,
y0, y1, · · · , yn−1 < Iδ0 , yn ∈ Iδ0 =⇒ |∂y fn(x0, y0)| ≥ C0σnb,
and for C1 := (2δ0σ−1b )
n0 > 0,
y0, y1, · · · , yn−1 < Iδ0 =⇒ |∂y fn(x0, y0)| ≥ C1σnb.
Now for Cb := (C20σ
−1
b ) ∧C1, we are ready to deduce the lower bound of |∂y fn(z0)| for
the orbit appearing in the second assertion of the lemma. If y0, y1, · · · , yn−1 < Iδ0 , there is
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nothing to prove. Otherwise, let us define a sequence of times t1 < t2 < · · · inductively.
Let t1 ∈ N0 be the first time such that yt1 ∈ Iδ0 . Once tk is defined, let pk := pα(y2tk) and let
tk+1 ≥ tk + pk be the minimal time t such that yt ∈ Iδ0 if it is well defined. Finally, let s be
the maximal k such that tk ≤ n is well defined. Then
|∂y ft1(z0)| ≥ C0σt1b ,
and for 1 ≤ i < s,
|∂y fti+1−ti(zti)| = |∂y fpi(zti)| · |∂y fti+1−ti−pi(zti+pi)| ≥ σti+1−tib .
It follows that
|∂y fts(z0)| ≥ C0σtsb ,
which completes the proof if n = ts. Otherwise, either ts < n < ts + ps, so we have
|yn| > αη and
|∂y fn−ts(zts)| ≥ |yts | · |(Qn−ts−1b )′(b1)| ≥
√
α ·C0σn−ts−1b ;
or ts + ps ≤ n < ts+1, and hence
|∂y fn−ts(zts)| = |∂y fps(zts)| · |∂y fn−ts−ps(zts+ps)| ≥ C−10 C1σn−tsb .
The conclusion follows from the last three displayed inequalities and the choice of Cb.









Therefore, actually the assumption lim
n→∞
log |Qnb(0)|




for some  > 0 small enough.
As a corollary of Lemma 2.3.1, we have the following statement, which is closely
related to [AV02, Proposition 6.2] and will be used to prove Proposition 5.2.1. The ar-
gument in [AV02] also works here, but since the setting is not exactly the same here and
since the argument there can be simplified a little, let us provided a detailed proof here.
Recall the notation Iˇkc introduced in (2.6).
Lemma 2.3.2. The following statement holds when α > 0 is small. Let I0 ⊂ Iβa be an
arbitrary non-degenerate interval and let J0 ⊂ Λb be an interval with |J0| ≥ α1− 54 ηb . Then
there exists n ∈ N, such that Fn(I0 × J0) contains a rectangle Iˇa × J, where |Iˇkb \ J| ≤ α0.9
for some k ∈ N0.
Proof. According to the fact that the backward Qa-orbit of 0 is dense in Iβa and the last
assertion in Lemma 2.1.3, we know that there exists na ∈ N, determined by Qa, such that
for every interval I ⊂ Iβa with |I| ≥ rˆa, Qna(I) ⊃ Iˇ ja for some j ∈ N0 when n ≥ na. Let
x0 be the midpoint of I0. Then from the exponential shrinking property of Qa we know




, I := comp(x0, n − na, rˆa) ⊂ I0 and Qna(I) ⊃ Iˇ ja for some j ∈ N0.
Moreover, from Lemma 2.2.2 we know that
| fn−na(x, y) − fn−na(x0, y)| ≤ Aˆ0α, and hence | fn(x, y) − fn(x0, y)| ≤ Aα, ∀ (x, y) ∈ I × J0,
where A > A0 is some constant determined by (a, b). Also recall that Q
pˆa
a (Iˇa) = Iˇa. Thus
to prove the lemma, by continuity, it suffices to show that for Jm := fm({x0} × J0), m ∈ N,
there exists n ∈ N such that |Iˇkb \ Jn| ≤ α0.95 for some k ∈ N0.
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We start with showing that |Jn| ≥ 12αηb for some n ∈ N. To see this, let m ∈ N0
be minimal, such that Jm ∩ I√α , ∅, whose existence is guaranteed by assertion (2) in
Lemma 2.3.1. If Jm ⊂ I2√α, then again by assertion (2) in Lemma 2.3.1, |Jm| ≥ Cbσmb |J0|;
otherwise, |Jm| ≥ √α. In both cases, there exists a subinterval K of Jm, which satisfies
that
K ⊂ I2√α \ {0} and |K| ≥ min{Cb2 |J0|,
√
α}.
Then by assertion (1) in Lemma 2.3.1, when α > 0 is small,
|Jm+Nα | ≥ αηb−1
∫
K
|y| d y ≥ 1
2
αηb−1|K|2 ≥ min{α− ηb5 |J0|, 12α
ηb}.
We can replace J0 with Jm+Nα and apply this argument again. Since |J0| ≥ α1− 54 ηb , to end
up with an interval of length no less than 12α
ηb , we only need to repeat this argument no
more than d5η−1b e times. This verifies the statement at the beginning of this paragraph.
To complete the proof, firstly, from the conclusion in the last paragraph we know that
without loss of generality, we may assume that |J0| ≥ 12αηb . Secondly, according to (2.20),
|Jk| > |Qkb(J0)| −
4k+1
3
· α, ∀ k ∈ N0.
Thirdly, as in the discussion about Qa at the beginning of the proof, we know that there
exists nb ∈ N, determined by Qb, such that for any interval J ⊂ Λb with |J| ≥ rˆb, we
have Qnbb (J) ⊃ Iˇkb for some k ∈ N0. On the one hand, combining this with the exponential





, Qnb(J0) ⊃ Iˇkb for some k ∈ N0;
on the other hand, due to the choice of n and ηb, n <
log 1α
50 log 2 , provided that α > 0 is small,
and therefore from the displayed inequality above we know |Jn| > |Qnb(J0)| − α0.95. The




Iteration of horizontal curves
In this chapter, motivated by the ideas in [HS13, GS14], we use complex analysis tech-
niques to study analytical properties of the image of a horizontal curve under F-iteration,
and our main goal is to obtain Proposition 3.4.4.
3.1 A family of analytic functions
Given an interval I ⊂ R and a function Y : I → R, we always denote the associated graph
function by Yˆ , i.e.
Yˆ : I → I × R, x 7→ (x,Y(x)).
Given a subinterval J of I, denote the restriction of Y to J by Y |J. If Qna is injective on J
for some n ∈ N, then let us use Fn∗(Y |J) to denote the “push-forward” of Y |J by Fn, i.e.
Fn∗(Y |J) : Qna(J)→ R, Qna(x) 7→ fn(Yˆ(x)).
Also recall the notations comp(x, n, r), CI and Inv(x, n) defined in § 1.4.
Definition 3.1.1. Fix r > 0. Given x ∈ Iβa and n ∈ N, (x, n) is called an r-admissible
pair, if Qna maps comp(x, n, 2r) to I(Qna(x), 2r) bijectively. Given an r-admissible pair
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(x, n) and a horizontal curve Y0 ≡ y for some y ∈ Λb, the curve Fn∗(Y0|comp(x,n,r)) is called
an r-admissible curve centered at Qna(x).
By definition, if (x, n) is an r-admissible pair, then (Qka(x), n−k) is also an r˜-admissible
pair for 0 ≤ k < n and r˜ ∈ (0, r]; moreover, Inv(x, n) extends to a univalent function on
CI(Qna(x),2r). As a consequence, an r-admissible curve centered at x∗ ∈ Iβa will be often
viewed as a holomorphic function on D(x∗, 2r) ⊂ CI(x∗,2r).
Following [HS13, GS14], we introduce a family of analytic functions as follows.
Definition 3.1.2. Given r > 0, let Tr be the collection of holomorphic functions T satis-
fying the following assumptions:
• there exists an r-admissible pair (x, n), such that dom(T ) = CI(Qna(x),2r);
• T has the form
T = (ϕ ◦ τ1)′ +
n∑
k=2
ck(ϕ ◦ τk)′, (3.1)
where ck ∈ C, τk = Inv(Qn−ka (x), k) for 1 ≤ k ≤ n, c1 = 1 and |ck| ≤ Rˆk− j+pbb |c j| when
1 ≤ j < k ≤ n.
Moreover, define
Sr := {S : CI2r → C | S = ϕ′ + cT, where c ∈ I4 and T ∈ Tr with dom(T ) = CI2r}.
In below we will use compactness arguments for certain families of holomorphic func-
tions, so let us recall the following two classical results in complex analysis.
Lemma 3.1.1 (Montel’s theorem). Let U be an open set in the complex plane and let
H be a locally uniformly bounded family of holomorphic functions defined on U. Then
every infinite sequence inH contains a subsequence that is locally uniformly convergent
to some holomorphic function on U.
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Lemma 3.1.2 (Koebe distortion theorem). Let h : D1 → C be a univalent holomorphic
function with h(0) = 0 and h′(0) = 1. Then we have:
|z|
(1 + |z|)2 ≤ | f (z)| ≤
|z|
(1 − |z|)2 and
1 − |z|
(1 + |z|)3 ≤ | f
′(z)| ≤ 1 + |z|
(1 − |z|)3 , ∀ z ∈ D1.
For the families Tr and Sr introduced in Definition 3.1.2, we have:
Lemma 3.1.3. For every r > 0, there exists δˆ1(r) > 0, such that for every T ∈ Tr with
dom(T ) = CI(x,2r), we have:
‖T‖D(x,r) ≥ 2δˆ1(r). (3.2)
In addition, for every S ∈ Sr, we have:
sup
z∈Dr
|S (z) + S (−z)| ≥ 2δˆ1(r). (3.3)
Proof. Let us focus on (3.2) first. Denote V := CI2r . By definition, if T ∈ Tr with
dom(T ) = CI(x,2r), then T has the form T =
∑n
i=1 ci · (ϕ ◦ τi)′, where |ci| ≤ Rˆi−1+pbb and τi is
univalent on x + V for 1 ≤ i ≤ n. Due to (2.12) and Koebe’s distortion theorem, for any
compact subset K of V , there exists a constant C > 0, determined by r and K, such that
‖τ′i‖x+K ≤ Cλ−ia for 1 ≤ i ≤ n. Replacing K with a larger compact subset of V if necessary,
we may assume that for every z ∈ K, the line segment {tz : t ∈ [0, 1]} is contained in K.
Then for ρ := max{|z| : z ∈ K},
τi(x + K) ⊂ D(τi(x),Cρλ−ia ) ⊂ DCρ+2, 1 ≤ i ≤ n.
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where C˜ > 0 depends only on (a, b), r and K. That is to say,
H := {h : V → C | h(z) = T (x + z), where x ∈ Iβa ,T ∈ Tr and dom(T ) = CI(x,2r)}
is a locally uniformly bounded family of holomorphic functions on V . Therefore, by
Montel’s theorem, to prove (3.2), it suffices to show that there exist z0 ∈ V and δ > 0,
such that for every h ∈ H , |h(z0)| ≥ δ.
To this end, given h ∈ H of the form h(z) = ∑ni=1 ci(ϕ ◦ τi)′(x + z), let us estimate the
lower bound of |h(z)| for z ∈ V with |z| large(independent of h). To begin with, note that
|x| ≤ 2 and hence |x + z|  |z|. From assertion (3) in Corollary 2.1.6 we know that there
exists a unique 1 ≤ k ≤ n, such that |τi(x + z)| ≥ 3 if and only if 1 ≤ i ≤ k. Moreover, on
the one hand, according to (2.4),
|(ϕ ◦ τi)′(x + z)|  |τi(x + z)|dϕ−1 · |τ′i(x + z)|  2−i|z|dϕ·2−i−1, 1 ≤ i ≤ k;
on the other hand, according to (2.13),
|(ϕ ◦ τi)′(x + z)| ≤ C1|τ′i(x + z)| ≤ C2rˆ−1a · 2−kλk−ia |z|dϕ·2−k−1, k < i ≤ n,
where C1,C2 > 0 depend only on ϕ. It follows that when z ∈ V and |z| is large,
|(ϕ ◦ τ1)′(x + z)|  |z|
dϕ
2 −1 and |
n∑
i=2
ci(ϕ ◦ τi)′(x + z)| ≤ C3 · |z|
dϕ
4 −1 =⇒ |h(z)| ≥ C4 · |z|
dϕ
2 −1,
where C3,C4 > 0 depend only on (a, b) and ϕ. This proves the existence of desired z0 and
δ at the end of the last paragraph, and hence completes the proof of (3.2).
Using the additional assumption that dϕ is odd, the proof of (3.3) is quite similar. Let
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H ′ := {h : V → C | h(z) = S (z) + S (−z) for some S ∈ Sr}.
A totally similar argument shows that Sr, and hence H ′, are locally uniformly bounded
families of holomorphic functions. Moreover, when z ∈ V and |z| is large, for any S ∈ Sr
of the form S = ϕ′ + cT , by the assumption that dϕ is odd, we have
|ϕ′(z) + ϕ′(−z)|  |z|dϕ−1 and |T (z)|  |z| dϕ2 −1.
It follows that for h(z) = S (z)+S (−z), |h|  |z|dϕ−1, which, together with a simple argument
using Montel’s theorem, implies (3.3). 
Remark. It should be noted that without assuming ϕ of odd degree, (3.3) could fail in
general. For example, given |c| ≤ Rˆb, let ϕ(x) = Qa(x) + cx and let S = ϕ′ + ∑ni=1(−c)i(ϕ ◦
τi)′ be in Sr for some r > 0. Then actually S (x) = −(2x + (−c)n+1τ′n(x)), and hence
supz∈Dr |S (z) + S (−z)| is exponentially small in n.
3.2 Lower bound of oscillation
In this section, we take the first step for describing non-flatness of an arbitrary r-admissible
curve by using αT to approximate its derivative with appropriate chosen T ∈ Tr.
Lemma 3.2.1. For every r ∈ (0, rˆa2 ), the following statements hold when α > 0 is suffi-
ciently small. Let Y be an r-admissible curve centered at x∗ ∈ Iβa . Then we have:
‖Y − Y(x∗)‖D(x∗,2r) ≤ Aˆ0α and δˆ1(r)α ≤ ‖Y ′‖D(x∗,r) ≤ Aˆ0r−1α. (3.4)
In addition, if x∗ = 0, then for Z(x) := f1(Yˆ(x)),
sup
z∈Dr
‖Z′(z) + Z′(−z)‖ ≥ δˆ1(r)α. (3.5)
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Proof. By definition, there exist n ∈ N, x0 ∈ Q−na (x∗) and y0 ∈ Λb, such that for τn :=
Inv(x0, n), Y(x) = fn(τnx, y0). Denote (xk, yk) := Fk(x0, y0), τk := Inv(xn−k, k) and Yk(x) :=
fk(τnx, y0) for 1 ≤ k ≤ n. In particular, x∗ = xn, Y = Yn and Y(x∗) = yn. Since 2r < rˆa,
from Lemma 2.2.2 (taking r = 0 in (2.23)) we know that
‖Yk − yk‖D(x∗,2r) ≤ Aˆ0λk−na α, 1 ≤ k ≤ n, (3.6)
and
‖∂y f j ◦ Yˆk‖D(x∗,2r) ≤ Rˆ j+pbb , 1 ≤ j + k ≤ n. (3.7)
In particular, taking k = n in (3.6), we have ‖Yn − yn‖D(x∗,2r) ≤ Aˆ0α. Then by Cauchy’s
integral formula,
‖Y ′n‖D(x∗,r) ≤ ‖Yn − yn‖D(x∗,2r) · r−1 ≤ Aˆ0r−1α,
which proves the upper bound part of ‖Y ′n‖ in (3.4).
To obtain the lower bound, the basic strategy is to approximate Y ′ by αT for some




) · Y ′k−1 +α (ϕ ◦ τn−k+1)′ and ∂y fk ◦ Yˆn−k = k−1∏
j=0
Q′b ◦ Y j+n−k, 1 ≤ k ≤ n,
we know that




∂y fk ◦ Yˆn−k
)
· (ϕ ◦ τk+1)′ . (3.8)
Denote ck+1 := ∂y fk(Yˆn−k(x∗)) for 0 ≤ k ≤ n − 1. By Definition 3.1.2, (3.7) and (3.8),
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ck · (ϕ ◦ τk)′ ∈ Tr , and Y ′(x∗) = α · T (x∗).
It follows that
‖Y ′ − αT‖D(x∗,r) ≤ α
n−1∑
k=0
‖∂y fk ◦ Yˆn−k − ck+1‖D(x∗,r) · ‖(ϕ ◦ τk+1)′‖D(x∗,r). (3.9)
Then to control the upper bound of ‖Y ′ −αT‖D(x∗,r), we have to estimate the upper bounds
of the two factors of each summand on the right hand side of (3.9). On the one hand,
since τk is univalent on D(x∗, 2r) and since 2r < rˆa, by (2.12),
‖τ′k‖D(x∗,r) ≤ r−1λ−ka =⇒ ‖(ϕ ◦ τk)′‖D(x∗,r) ≤ C1r−1λ−ka , 1 ≤ k ≤ n, (3.10)
where C1 := ‖ϕ′‖D3 . On the other hand, noting that





∂y fk ◦ Yˆn−k − ck+1 = −2
k−1∑
j=0
∂y f j(xn−k, yn−k) · (Y j+n−k − y j+n−k) ·
(
∂y fk− j−1 ◦ Yˆ j+n−k+1
)
.
Therefore, due to (3.6), (3.7) and the expression above, we have:
‖∂y fk ◦ Yˆn−k − ck+1‖D(x∗,r) ≤ 2Aˆ0Rˆk+2pb−1b
k−1∑
j=0
λ j−ka · α ≤ C2Rˆkbα,
where C2 := 2Aˆ0Rˆ
2pb−1
b (λa−1)−1. Combining (3.9), (3.10) and the inequality above yields:
‖Y ′ − αT‖D(x∗,r) ≤ C1C2r−1α2
n−1∑
k=0
Rˆkb · λ−k−1a ≤ C3r−1α2, (3.11)
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where C3 := C1C2(λa − Rˆb)−1. According to the inequality above and (3.2), ‖Y ′‖D(x∗,r) ≥
δˆ1(r)α, provided that α > 0 is small enough. This proves (3.4).
When x∗ = 0, the proof of (3.5) is similar to and based on the proof of (3.4). Note that
by definition,
Z′ = α · ϕ′ + (Q′b ◦ Y) · Y ′.
For the function T introduced before, let S := ϕ′+ Q′b(Y(x∗)) ·T ∈ Sr. Due to (3.4), (3.11)
and the choice of S ,
‖Z′ − αS ‖Dr ≤ 4 · ‖Y ′ − αT‖Dr + 2 · ‖Y − Y(x∗)‖Dr · ‖Y ′‖Dr ≤ (4C3 + 2Aˆ20)r−1α2.
Then (3.5) follows from (3.3), provided that α > 0 is small enough. 
As an immediate corollary of Lemma 3.2.1, we have:
Corollary 3.2.2. Given r ∈ (0, rˆa2 ), there exists δˆ2(r) > 0, such that when α > 0 is small,
for every x∗ ∈ Iβa and every r-admissible curve Y centered at x∗, we have:
‖Y − Y(x∗)‖I(x∗,r) ≥ δˆ2(r)α. (3.12)
In addition, when x∗ = 0, we have:
∣∣∣{ x ∈ Ir : | f1(Yˆ(x)) − f1(Yˆ(−x))| ≤ δˆ2(r)α }∣∣∣ ≤ r. (3.13)
Proof. To prove (3.12), define
Hr := {h : D2r → DAˆ0 | h is holomorphic, h(0) = 0 and ‖h′‖Dr ≥ δˆ1(r)}.
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By definition, 0 < Hr, and by Montel’s theorem, Hr is closed under locally uniform
convergence. As a result, there exists δˆ2(r) > 0, such that ‖h‖Ir ≥ δˆ2(r) for every h ∈ Hr.
By Lemma 3.2.1, given x∗ ∈ Iβa and an r-admissible curve Y centered at x∗, if we define
h(z) := α−1(Y(x∗ + z) − Y(x∗)) on D2r, then h ∈ Hr. (3.12) follows.
The proof of (3.13) is similar. Let H ′ be the collection of holomorphic functions h
defined on D2r that satisfies the following properties:
• h is an odd function and h is real-valued on I2r;
• ‖h‖D2r ≤ 8Aˆ0 + 2 and ‖h′‖D2r ≥ δˆ1(r).
Then by definition and Montel’s theorem, H ′ is closed under locally uniform conver-
gence; moreover, 0 < H ′. In particular, lim
δ→0+
|{x ∈ Ir : |h(x)| ≤ δ}| = 0 for every h ∈ H ′
uniformly. By choosing δˆ2(r) > 0 smaller if necessary, it follows that |{x ∈ Ir : |h(x)| ≤
δˆ2(r)}| ≤ r for every h ∈ H ′. Now for Y appearing in (3.13), denote Z(x) := f1(Yˆ(x)).
Then Z extends to a holomorphic function on D2r. On the one hand, by Lemma 3.2.1,
sup
z∈Dr
|Z′(z) + Z′(−z)| ≥ δˆ1(r) · α ;
on the other hand, since
|Z(z) − Z(−z)| ≤ |Y(z) + Y(−z)| · (|Y(z) − Y(0)| + |Y(−z) − Y(0)|) + α · (|ϕ(z)| + |ϕ(−z)|),
sup
z∈D2r
|Z(z) − Z(−z)| ≤ 8 · ‖Y − Y(0)‖D2r + 2α ≤ (8Aˆ0 + 2)α.
That is to say, for h(z) := α−1(Z(z) − Z(−z)) on D2r, h ∈ H ′, which proves (3.13). 
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3.3 Upper bound of oscillation
Recall CBC introduced in Definition 2.1.1. In this subsection, to prove Lemma 3.3.2, we
will make use of (2.2).
Let us begin with some elementary discussion on Qc for general parameter c ∈ C.
Given z ∈ C, n ∈ N, r > 0, denote
ρ+n (z, r) := sup{|w−z| : w ∈ Comp(z, n, r)} and ρ−n (z, r) := inf{|w−z| : w < Comp(z, n, r)}.
By definition, ρ+n (z, r) is the minimum radius of open disks centered at z that contain
Comp(z, n, r), and ρ−n (z, r) is the maximum radius of open disks centered at z that are
contained in Comp(z, n, r); moreover, for k = 1, · · · , n − 1,













Lemma 3.3.1. Fix an arbitrary c ∈ C. Given z ∈ C, n ∈ N and r > 0, if among the sets
Comp(Qkc(z), n − k, r), k = 0, · · · , n − 1, at most m of them contain 0, then
ρ+n (z, τr) < 900 · τ
1
2m ρ−n (z, r), ∀ τ ∈ (0, 900−2m).
Proof. Let us start with two special cases: m = 0 or m = n = 1.
When m = 0, i.e. Qnc : Comp(z, n, r) → D(Qnc(z), r) is injective, then by Koebe’s
distortion theorem,




and for every τ ∈ (0, 1),
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ρ+n (z, τr) ≤
τ · r
|(Qnc)′(z)| · (1 − τ)2
≤ 4τ
(1 − τ)2 · ρ
−
n (z, r).
When n = 1, Qc : Comp(z, 1, r) → D(Qc(z), r) is injective if and only if 0 <
Comp(z, 1, r), i.e. |z|2 ≥ r. Direct calculation shows that:
ρ−1 (z, r) =
√
|z|2 + r − |z|, and hence when |z|2 < r, ρ−1 (z, r) > (
√
2 − 1)√r ;
ρ+1 (z, r) =

|z| − √|z|2 − r ≤ √r , when |z|2 ≥ r
|z| + √|z|2 + r < (√2 + 1)√r , when |z|2 < r .
Therefore, when Qc : Comp(z, 1, r)→ D(Qc(z), r) is not injective,




τ · ρ−1 (z, r), ∀ τ > 0.
Combine these two special cases above, we know that if 0 ∈ Comp(z, n, r) and Qn−1c is







1 − τ ·
√
τ, ∀ τ ∈ (0, 1).
In general, let 1 ≤ t1 < · · · < tm ≤ n be all the times 1 ≤ t ≤ n such that 0 ∈
Comp(Qn−tc (z), t, r). Let r0 = r and τ0 = τ, and suppose that ri and τi have been defined
for some i < m by induction. Then for ri+1 := ρ−ti+1−ti(Q
n−ti+1






≤ 2(3 + 2
√
2)
1 − τi ·
√
τi, 0 ≤ i < m.








(1 − τm)2 .
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To complete the proof, by induction, we may assume that τ0, · · · , τk−1 < 1900 for some
k ≤ m. Then τi+1 < 12√τi for i = 0, · · · , k − 1 and hence
τk < 12 · (τk−1) 12 < 121+ 12 · (τk−2) 14 < · · · < 122 · τ 12k <

1
900 , k < m
1
5 , k = m
.
The conclusion follows. 
Lemma 3.3.2. The following statement holds when n ∈ N is large. Given x ∈ Iβa , there
exists ρ > 0, such that
D(x, 5ρ) ⊂ Comp(x, n, n− 1log log n ) and I(x, ρ) ⊃ comp(x, n, n− 1(log log n)0.9 ). (3.14)
Proof. Denote at := Qta(0) for every t ∈ N. Denote Comp(x, n, n−
1
log log n ) by U and let
1 ≤ t1 < · · · < tm ≤ n be all the times from 1 to n such that 0 ∈ Qn−tia (U). We claim that





Once (3.15) is proved, we apply Lemma 3.3.1 to Qna on U with r = n
− 1log log n and τr =
n−
1
(log log n)0.9 . Then when n is large enough, τ < n−
1











By choosing ρ = ρ+n (x, τr), the conclusion follows.
It remains to prove (3.15). To begin with, note that by definition, 0, ati+1−ti ∈ Qn−tia (U)
for i = 1, · · · ,m − 1, so by assertion (4) in Corollary 2.1.6,
|ati+1−ti | < diam
(
Qn−tia (U)
) ≤ λ−ti+1a · (2rˆ−1a n− 1log log n ) log λalog 6 ≤ λ−tia · n− 1(log log n)2 , i = 1, · · · ,m− 1,
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where the last inequality holds when n is large enough.
By the Benedicks-Carleson recurrence assumption (2.2) on the critical orbit of Qa,
there exist C ≥ 1 and t∗ ∈ N, such that |at| ≥ e−
√
Ct when t ≥ t∗. Then from the displayed










Cti+1 < |ati+1−ti | < λ−tia =⇒ ti+1 > C˜t2i , i = 2, · · · ,m − 1,
where C˜ = C−1(log λa)2 ∈ (0, 1). It follows that
n ≥ tm > C˜ · t 2m−1 > · · · > C˜2
k−1t 2
k
m−k > · · · > (C˜t2)2
m−2
=⇒ 2m < 4 log n
log log n
,
which completes the proof of (3.15) and the lemma.

Remark. The statement of Lemma 3.3.2 is a little flexible: it still holds when we replace
the function κ(n) = (log log n)0.9 in the expression comp(x, n, n−
1
κ(n) ) appearing in (3.14) by
any function κ : N → (0,+∞) satisfying lim
n→∞
κ(n)
log log n = 0. This can be directly verified by
checking the proof of Lemma 3.3.2. As a consequence, for results based on Lemma 3.3.2,
namely Lemma 3.3.3, Proposition 3.4.4, Lemma 4.3.2, and finally Proposition 4.3.1, sim-
ilar expressions (log log n)p for p ∈ (0, 1) can be replaced by such a function κ.
Now we use Lemma 3.3.2 to control upper bound of the oscillation for iteration of an
admissible curve.
Lemma 3.3.3. For every r > 0, there exists na(r) ∈ N, such that when α > 0 is small,
for every n ≥ na(r), the following statement holds. Let Y0 be an r-admissible curve
centered at x∗ ∈ Iβa . Then for every x0 ∈ I(x∗, r), there exists ρ ∈ (0, r5 ], such that
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I(x0, ρ) ⊃ comp(x0, n, rˆa) and for Yn(x) := fn(Yˆ0(x)),




Proof. Denote (xk, yk) := Fk(Yˆ(x0)) and Yk(x) := fk(Yˆ0(x)) for k = 0, · · · , n. Given r > 0,










and Lemma 3.3.2 holds for n1. Then there exists ρ > 0, such that
D(x0, 5ρ) ⊂ Comp(x0, n1, rˆa), and hence 5ρ ≤ λ−n1a ≤ r,
and




1 ) ⊃ comp(x0, n1, λ−n2a ) ⊃ comp(x0, n, rˆa).
It remains to prove (3.16). By the definition of r-admissible curve, there exist m ∈ N,
x−m ∈ Q−ma (x0) and y−m ∈ Λb, such that for τm := Inv(x−m,m), Y0(x) = fm(τmx, y−m). Note
that τm is well defined on D(x0, 5ρ) because of 5ρ ≤ r. Then according to (2.23), since
Qn1a (D(x0, 5ρ)) ⊂ D(xn1 , rˆa),
τm(D(x0, 5ρ)) ⊂ Comp(x−m,m + n1, rˆa), so Yk(D(x0, 5ρ)) ⊂ D(yk, Aˆ0λk−n1a α), 0 ≤ k ≤ n1.
In particular, for k = n1, Yˆn1(D(x0, 5ρ)) ⊂ D(xn1 , rˆa) × D(yn1 , Aˆ0α) ⊂ D3 × D3, so from
Fact 2.2.3 we know that
‖Yn − yn‖D(x0,5ρ) < 2dϕ·2
n2+2 Aˆ0 · α.
Due to the choice of n2, by assuming that n is large enough, (3.16) follows from the
inequality above. 
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3.4 Transversality to horizontal lines
In this section, we prove Proposition 3.4.4 based on lower bound and upper bound ob-
tained in the preceding sections.
Lemma 3.4.1 ([BST03, Lemma 5.3]). Given l ∈ N and an interval I, let h : I → R be a
Cl function. If |h(l)| ≥ δ on I for some δ > 0, then for every  > 0 and every y ∈ R,







Lemma 3.4.2. Let h : I1 → R be a real analytic function, and suppose that for M ≥ 8δ >
0, h extends to a holomorphic function h : D5 → D(h(0),M) with ‖h − h(0)‖D1 ≥ δ. Then
for every  ∈ (0, δ100 ), we have









)(4 log Mδ )−1
. (3.17)
Proof. Let us do some estimates on |h(l)| first and then apply Lemma 3.4.1 to h. Firstly,
note that
h(z) − h(0) = z
∫ 1
0
h′(tz) d t, ∀ z ∈ D1 =⇒ ‖h′‖D1 ≥ ‖h − h(0)‖D1 ≥ δ.







(h(ζ) − h(0)) d ζ
(ζ − z)l+1 =⇒ |h
(l)(z)| ≤ 4−ll!M, ∀ z ∈ D1, l ∈ N. (3.18)










M ≥ 8δ we know that l∗ ≥ 6. Fix w ∈ D1 with |h′(w)| ≥ δ. Given z ∈ D1, using the Taylor
expansion of h′ at z to evaluate h′(w) and applying (3.18) to l ≥ l∗, we obtain that
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, ∀ z ∈ D1. (3.19)





. Then simple calculation shows that
l∗ < 4 log
M
δ
and 2l∗+1 · 100 1l∗ ·m · δ
M










so it suffices to prove that







As a direct corollary of (3.19), given x ∈ I1, there exists 1 ≤ lx ≤ l∗ such that
|h(lx)(x)| ≥ 4−lx(lx − 1)! · δ.
Combining the inequality above and (3.18) for l = lx + 1, due to the choice of m, we know
that when x′ ∈ I1 ∩ I(x,m−1),
|h(lx)(x′)| ≥ |h(lx)(x)| − 4−lx−1(lx + 1)! · Mm−1 ≥ 4−lx(lx − 1)! · (1 − lx(lx + 1)M4mδ ) · δ.
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128 , from the choice of m we know that
|h(lx)(x′)| > δ
100
, ∀x′ ∈ I1 ∩ I(x,m−1).
As a result, we can write I1 as a union of m subintervals J1, · · · , Jm, such that for each
1 ≤ j ≤ m, |J j| = 2m−1 and |h(l j)| > δ100 on J j for some 1 ≤ l j ≤ l∗. Then by Lemma 3.4.1,
for every 1 ≤ j ≤ m,












which completes the proof. 
Fact 3.4.3. Given c ∈ R, for any interval I ⊂ R and any n ∈ N, there exists an open
subinterval J of I, such that Qnc maps J to int Q
n
c(I) bijectively.
Proof. When n = 1, if 0 ∈ int I, let J be the connected component of int I \ {0} of larger
length; if 0 < int I, then let J = int I. When n ≥ 2, on the one hand, apply the n = 1
case to Qn−1c (I), we know that there exists an open subinterval K of Q
n−1
c (I), such that
Qc maps K to int Qnc(I) bijectively; on the other hand, by induction, there exists an open
subinterval L of I, such that Qn−1c maps L to int Q
n−1
c (I) bijectively. Since K ⊂ int Qn−1c (I),
the conclusion holds for J := L ∩ Q−(n−1)c (K). 
Proposition 3.4.4. For every r > 0, there exist nˆa(r) ∈ N and r > 0, such that when
α > 0 is small, the following statement holds. Given x∗ ∈ Iβa , Let Y0 be an r-admissible
curve centered at x∗ ∈ Iβa . Let I be a subinterval of I(x∗, r) such that |Qna(I)| < rˆa for some
n ∈ N. Then for every  ∈ (0, r),




nˆa(r) n ≤ nˆa(r)
n
− 1
(log log n)0.7 n > nˆa(r)
.
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Proof. Denote the midpoint of I by x0 and denote (xk, yk) := Fk(Yˆ0(x0)) and Yk(x) =
fk(Yˆ0(x)) for 0 ≤ k ≤ n. By definition, Yn extends to a holomorphic function on DI(x∗,2r).
The basic idea is to show that there exists ρ > 0 with I(x0, ρ) ⊃ I andD(x0, 5ρ) ⊂ D(x∗, 2r),
such that for h(z) := Yn(x0 +ρz), ‖h−h(0)‖D5 has appropriate upper bound and ‖h−h(0)‖D1
has appropriate lower bound, so we can apply Lemma 3.4.2 to h. It will give a desired
upper bound of
|{x ∈ I : |Yn(x)| ≤ α}| ≤ ρ · |{x ∈ I1 : |h(x)| ≤ α}|.
For the na(r) appearing in Lemma 3.3.3, if n ≥ na(r), then from Lemma 3.3.3 we know
that there exists ρ ∈ (0, r5 ], such that
‖Yn − yn‖D(x0,5ρ) ≤ en
1
(log log n)0.8




)| ≥ rˆa. Then on the one hand, from |Qna(I)| < rˆa and x0 ∈ I
we know that I ⊂ I(x0, ρ). On the other hand, according to Fact 3.4.3, there exists an
open interval J ⊂ I(x0, ρ), such that Qna is injective on J and |Qna(J)| ≥ rˆa. That is to say,
Z := Fn∗(Y0|J) contains a rˆa4 -admissible curve, and therefore by Corollary 3.2.2,
2 · ‖Yn − yn‖D(x0,ρ) ≥ sup
x,x′∈Qna(J)





Then we can apply Lemma 3.4.2 to h(z) = Yn(x0 + ρz) with M = en
1
(log log n)0.8







·α to conclude that for some N0 ∈ N and some 0 > 0, both independent of r, such
that when n ≥ N0 ∨ na(r) and  ∈ (0, 0),




If n ≤ N0 ∨ na(r), without loss of generality, we may suppose that |I| ≤ 25r, because
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otherwise, we can divide I into 5 subintervals of equal lengths. Then we may simply
choose ρ = r/5, so that I ⊂ I(x0, ρ) and D(x0, 5ρ) ⊂ D(x∗, 2r). On the one hand, from
Lemma 3.2.1 and Fact 2.2.3 we know that
‖Y0 − y0‖D(x∗,2r) ≤ Aˆ0α =⇒ ‖h − h(0)‖D5 ≤ ‖Yn − yn‖D(x∗,2r) < Aˆ0 · 2dϕ·2
n+2
α.
On the other hand, because n ≤ N0 ∨ na(r), there exists rˆ ∈ (0, rˆa2 ), depending only on
a and r, such that |Qna(I(x0, r))| ≥ 4rˆ. By Fact 3.4.3, there exists an open subinterval J
of I(x0, r), such that Qna maps J to int Q
n
a(I(x0, r)) bijectively. Then F
n
∗(Yˆ0|J) contains an
rˆ-admissible curve. As the argument in the preceding paragraph, from Corollary 3.2.2 we
know that ‖h − h(0)‖D1 ≥ 12 δˆ2(rˆ)α. Applying Lemma 3.4.2 to h with M = Aˆ0 · 2dϕ·2
n+2
α
and δ = 12 δˆ2(rˆ)α, the conclusion follows from Lemma 3.4.2 by choosing r small and





Slow recurrence to the critical line
This chapter aims at deducing the slow recurrence condition in the vertical direction with
stretched exponential tail estimate, i.e. Proposition 4.3.1.
4.1 Induced Markov map of Qa
Given ρ ∈ (0, βa), a set Q and a function s : Q → N, we say that (ρ,Q, s) defines a full
induced Markov map G of Qa on Iβa with range Iρ, if
• Iρ is a nice interval of Qa, i.e. Qna(Iρ) ∩ ∂Iρ = ∅ for every n ∈ N;
• Q consists of pairwise disjoint open subintervals of Iβa and |Iβa \ ∪ω∈Qω| = 0;
• dom(G) = ∪ω∈Qω and for every ω ∈ Q, G = Qs(ω)a on ω and G(ω) = Iρ.
In the definition above, Q is called a Markov partition of Qa and s is called the associated
inducing time of Qa. Moreover, we say that G admits τ-scaled Koebe space for some
τ > 0, if for every ω ∈ Q, Qs(ω)a maps some open neighborhood of ω to I(1+2τ)ρ bijectively.
It is well known that when Qa is Collet-Eckmann, there exist ρn → 0 and τn → ∞,
such that for every n ∈ N, there exist Markov partition Qn and associated inducing time
function sn, such that (ρn,Qn, sn) defines a full induced Markov map Gn with τn-scaled
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Koebe space, and |G′n| ≥ τn on dom(Gn). Moreover, the tail of the inducing time function∑
ω∈Qn
sn(ω)≥s
|ω| can be chosen exponentially small in s. For the construction of Markov maps
with arbitrary large scaled Koebe space, see, for example, [RLS]; for the exponential tail
of inducing time, see, for example, [BLvS03].
In particular, for our purpose, we will fix a triple (ρa,Qa, sa) that fulfills the following
requirements.
• It defines a full induced Markov map Ga of Qa that admits 12 -scaled Koebe space.
• For every ω ∈ Qa, either ω ⊂ Iρa or ω ∩ Iρa = ∅, and |Qna(ω)| ≤ rˆa when 0 ≤ n ≤
sa(ω); if ω ⊂ Iρa additionally, then Qsa(ω)a (I2ρa) ⊃ I2ρa;




|ω| ≤ Cˆae−γa s, ∀ s ∈ N. (4.1)
For the Markov map Ga given above, let us introduce some more notations and con-
ventions as follows.




a Qa, or equivalently, Qna is the collection of
connected components of dom(Gna). Note that by our assumption on Ga, for any n ∈ N
and any ω ∈ Qna, when 1 ≤ k ≤ n, Gka|ω admits 12 -scaled Koebe space, so by Koebe’s








≤ |E ∩ ω||ω| ≤ 9 ·
|Gka(ω ∩ E)|
|Gka(ω)|
, ∀ ω ∈ Qna, 1 ≤ k ≤ n. (4.2)
Secondly, we say that some N ∪ {∞}-valued function t defined on Iβa is compatible
with Ga, if dom(t) := {x ∈ Iβa : t(x) < ∞} has full measure in Iβa , the connected com-
ponents of dom(t) are elements in ∪∞n=1Qna, and t is a continuous(i.e. locally constant)
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function on dom(t). For convenience, given a connected component ω of dom(t), a subin-
terval J of ω and x ∈ ω, let us denote t(ω) := t(J) := t(x). As a first example, we consider
sa as N ∪ {∞}-valued function compatible with Ga in the natural way. Functions sna, ιn, ζn
and ξn introduced below are also such kind of functions.




ax) for any x ∈ Iβa , i.e. sna is the in-




a). Note that for any ρa-admissible
curve Y centered at 0, F s
n
a(ω)∗ (Y |ω) is still a ρa-admissible curve Y centered at 0. From now
on, we will only deal with admissible curves of this kind and simply call them admissible
curves for short.
Finally, let us further introduce some useful functions compatible with Ga and Markov
partitions with respect to the natural time n ∈ N. To begin with, given x ∈ Iβa , let












ω ∈ Qka : sk−1a (ω) < n ≤ ska(ω)
}
,
Moreover, given x ∈ Iβa , let




a x) , if ζn(x) > n
0 , if ζn(x) = n
.
Now let us state some simple and useful corollary of (4.1) and (4.2) for later usage.
Lemma 4.1.1. There exists C˜a > 1, determined by Qa , such that the following statement
holds. Let i1, i2, · · · , in be N∪ {∞}-valued functions on Iβa compatible with Ga. If i j+1 > i j
on dom(i j) for j = 1, · · · , n − 1, then we have:
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a (x)) ≥ Cn}| ≤ e−
γa
2 Cn, ∀n ∈ N,C ≥ C˜a. (4.3)
Proof. Denote the set to be estimated by E and let X j := sa ◦ Gi ja for 1 ≤ j ≤ n. Given
s1, · · · , sn ∈ N, for every 1 ≤ k ≤ n, there exists a subset Ωk of ∪∞i=0Qia, such that the set
S k := {x ∈ Iβa : X j ≥ s j, 1 ≤ j ≤ k}
is the union of elements in Ωk together with a measure zero set. From (4.1) and (4.2) we
know that when 1 ≤ k ≤ n − 1,
|S k+1 ∩ ω|
|ω| ≤ 9 · |{x ∈ Iβa : sa(x) ≥ sk+1}| ≤ 9Cˆae
−γa·sk+1 , ∀ω ∈ Ωk.
It implies that
|{x ∈ Iβa : X j ≥ s j, 1 ≤ j ≤ n}| = |S n| ≤ 9Cˆae−γa·sn · |S n−1| ≤ · · · ≤ e−γa(s1+···+sn)+C0n,











(s1, · · · , sn) ∈ Nn :
n∑
j=1






























4.1 Induced Markov map of Qa
where
γ(C) := C−1(log C + C0 + 1)→ 0, as C → +∞.
Then by choosing C˜a large, the conclusion follows. 
Lemma 4.1.2. There exists C′a > 0, such that for every n ∈ N,
|{x ∈ Iβa : ξn(x) ≥ s}| ≤ C′a · se−γa s. (4.4)
Proof. Since |Iβa \ dom(G)| = 0 and Ga(dom(G)) ⊂ Iρa , by (4.1) and (4.2), it suffices to
prove the lemma for x ∈ Iρa instead of x ∈ Iβa . Consider the following tower system
(Ω,H) induced by the Markov map Ga:




H : Ω 	, (x, n) 7→

(x, n + 1), if n < sa(x) − 1
(Ga(x), 0), if n = sa(x) − 1
.
The Lebesgue measure Leb on Iρa naturally induces a measure on Ω, stilled denoted by
Leb, as follows:
Leb|ω×{n} = Leb|ω, ∀ω ∈ Qa, 0 ≤ n < sa(ω).
It is well known that (Ω,H) admits an invariant measure ν that is absolutely continuous
with respect to Leb, and d νd Leb  1. See, for example, [You99].
Now given n, s ∈ N, note that
x ∈ Iρa and ξn(x) ≥ s =⇒ Hn(x, 0) ∈ ω × N for some ω ∈ Qa with ω ⊂ Iρa and sa(ω) ≥ s.
That is to say, for E := {x ∈ Iρa : ξn(x) ≥ s},
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ω × {1, · · · , sa(ω) − 1}
)
.
Since ν is H-invariant and d νd Leb  1, the conclusion follows from the observation above
and (4.1). 








Note that for Nα introduced in Lemma 2.3.1, we have Mα ≤ 15 Nα + 1.
Proposition 4.2.1. There exists β0 > 0, such that when α > 0 is sufficiently small, for any
M ∈ N with Mα ≤ M ≤ 2Mα and any admissible curve Y : Iρa → R, we have
for E := {x ∈ Iρa : | fM(Yˆ(x))| ≤ α1−2ηb}, |E| ≤ αβ0 . (4.5)
The rest of this section is devoted to the proof of Proposition 4.2.1. Let us follow
the argument in [BST03, GS14] with some modification. We may suppose that E is
nonempty, i.e. there exists z0 ∈ Yˆ(Iρa), such that | fM(z0)| ≤ α1−2ηb . For each i ∈ N, denote
yi := fi(z0) and zi = F i(z0). Recall the constant Aˆ0 > 1 appearing in Lemma 2.2.2 and the
notation B+α(·) introduced in § 2.2.2. Define
B0 := I(y0, Aˆ0α) and Bi+1 := B+α(Bi), ∀ i ∈ N0.
Note that Y(Iρa) ⊂ B0. Then by definition and (2.19),
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|Bi| < 4i+1Aˆ0α, Qb(Bi) ⊂ Bi+1 and fi(Yˆ(Iρa)) ⊂ Bi, ∀i ∈ N0.
Also note that by our assumption, | fM(z0)| ≤ α1−2ηb and M ≤ 2Mα < Nα, so from
















α · 42Mα < 16Aˆ0α 15 .







< 2, 0 ≤ i < j < M. (4.7)
Following [BST03, GS14], let us define some notations and constants. Firstly, let






b , 0 ≤ j ≤ M. (4.8)
Note that by definition,
λi < 4 j−iλ j, 0 ≤ i < j ≤ M.
Secondly, recall δˆ2(·) appearing in (3.13) and let









Then for every x ∈ Iρa , let
0 = t1(x) < t˜1(x) ≤ · · · ≤ tq(x)(x) < t˜q(x)(x) ≤ M and tq(x)+1(x) ≥ t˜q(x)(x)
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be all the times defined inductively in the following way:
t˜i(x) := max
{
s ∈ N : ti(x) < s ≤ M, λti(x) ≤ κλs
}
, ti+1(x) := ζt˜i(x)(x), ∀1 ≤ i ≤ q(x).
By definition, for every x ∈ Iρa , 1 ≤ q(x) < M, and when 1 ≤ i ≤ q(x),
• for the unique element ω ∈ Pti(x) containing x, ti ≡ ti(x) and t˜i ≡ t˜i(x) on ω;
• κ4λt˜i < λti ≤ κλt˜i and λ j < λt˜i when t˜i < j ≤ M.
Thirdly, given x ∈ Iρa , let
qˆ(x) := max
{
1 ≤ i < q(x) : λt˜i(x) ≥ α−2ηb
}
.
Lemma 4.2.2. The exist absolute constants θ > 0 and β > 0, such that when α > 0 is
small, we have a measurable subset E′ of E that satisfies
|E \ E′| ≤ αβ and qˆ(x) ≥ θ log 1
α
, ∀x ∈ E′. (4.9)
Proof. By definition, for every x ∈ E,














−qˆ(x)−1 · 4−∑qˆ(x)i=1 (ti+1(x)−t˜i(x)).
Recall that











b ≥ α−4ηb , provided that α > 0 is small. Therefore, for θ1 := ηblog κ and θ2 := ηblog 4 ,









4.2 A technical proposition
For every θ ∈ (0, θ1], denote
Tθ :=
bθ log 1α c⋃
q=1
{
x ∈ E : qˆ(x) = q,
q∑
i=1




From Lemma 4.1.1 we know that when C ≥ C˜a,
∣∣∣{x ∈ E : qˆ(x) = q, q∑
i=1
(ti+1(x) − t˜i(x)) ≥ Cq}∣∣∣ ≤ e− γa2 Cq, ∀ q ∈ N.
It follows that for θ := θ1 ∧ (C˜−1a θ2) and β := γaθ23 ,
|Tθ| ≤ θ log 1
α
× e− γa2 ·θ2 log 1α ≤ αβ,
where the last inequality holds provided that α > 0 is small. Fixing such a pair of (θ, β)
and letting E′ := E \ Tθ, the conclusion follows from (4.10).

Thanks to Lemma 4.2.2, we may prove the proposition for E′ instead of E. For each











By definition, E1 ⊃ E2 ⊃ · · · ⊃ Ebθ log 1α c ⊃ E′, and the proof of Proposition 4.2.1 will be
done once we have proved:
Lemma 4.2.3. For each 1 ≤ i < bθ log 1
α







Proof. Fixing ωi ∈ Ωi, let ti = ti|ωi and t˜i = t˜i|ωi , both of which are constants. Denote
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Γ := {Qtia(ω) : ω ∈ Ωi+1, ω ⊂ ωi} ⊂ Qa.






Note that Yi := F
ti∗ (Y |ωi) is an admissible curve. For every ω ∈ Qa containing in Iρa ,
denote Z±ω = F∗(Yi|±ω). Moreover, let
Γ′ := {ω ∈ Γ : ‖Z+ω − Z−ω‖Qa(ω) ≥ aα}.
From (3.13) for r = ρa we know that
∑
ω∈Γ\Γ′ |ω| ≤ ρa, so (4.11) is further reduced to
ω ∈ Γ′ =⇒ −ω < Γ. (4.12)
Now given ω ∈ Γ′, for t˜i ≤ j ≤ M, let us define
∆ j := inf
x±∈±ω
| f j−ti(Yˆi(x+)) − f j−ti(Yˆi(x−))|.
By definition, to show −ω < Γ, we only need to show that ∆M > 2α1−2ηb . To this end, let
us estimate the lower bound of ∆t˜i first. Denote n := t˜i − ti − 1 temporarily. Since ω ∈ Γ′,
by intermediate value theorem and (4.7),
sup
x∈ω
| fn+1(Yˆi(x)) − fn+1(Yˆi(−x))| = sup
x∈Qa(ω)






4.2 A technical proposition



















| fn+1(Yˆi(x)) − fn+1(Yˆi(x′))| ≤ 2Aˆ0α.





Recall (2.18) and compare it with definition of ∆ j. It follows that for D j := miny∈B j |Q′b(y)|,




















Dl ≤ λ j σ
M− j
2













Substituting (4.13) into the inequality above and making use of λt˜i ≥ α−2ηb and the choice
of κ, we have:
∆M > 2α1−2ηb .
That is to say, ±ω cannot both intersect Γ, which completes the proof of the lemma. 
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4.3 The vertical slow recurrence condition
Proposition 4.3.1. When α > 0 is sufficiently small, for every ε ∈ (0, 1), there exists
δ = δ(ε) > 0, depending only on ε, such that following inequality holds for n ∈ N large.
Leb
({










2 − 1√log log n
, (4.14)










| fi(x, y)| ≤ ε. (4.15)
This section is devoted to the proof of Proposition 4.3.1. The argument is based on
Proposition 3.4.4 and Proposition 4.2.1. Let us summarize and reformulate the results in
those two propositions in the following lemma first.
Lemma 4.3.2. The following statement holds when α > 0 is small. Let Y : dom(Y)→ Λb
be either an admissible curve with dom(Y) = Iρa or a constant curve with dom(Y) = Iβa ,
and suppose q, n ∈ N satisfy that either e−q ≤ α1−2ηb and n ≥ 2Mα, or e−q < α2 and n is
arbitrary. Then we have:
|{x ∈ dom(Y) : | fn(Yˆ(x))| ≤ e−q}| < e−q1− 1(log log q)0.6 . (4.16)
Proof. Denote the set to be estimated in (4.16) by E. Let us consider two complementary
situations according to e−q ≤ α2 or not.
If α2 ≤ e−q ≤ α1−2ηb and n ≥ 2Mα, then q  Mα  log 1α . Let n˜ := n − 2Mα. By
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Lemma 4.1.2, when α > 0 is small,




Therefore, it suffices to consider E′ := {x ∈ E : ξn˜(x) ≤ Mα} instead of E. For ω ∈ Pn˜, if
ω ∩ E′ , ∅, then ξn˜(ω) ≤ Mα and hence for n′ := n − ζn˜(ω), Mα ≤ n′ ≤ 2Mα. Therefore,
we can apply Proposition 4.2.1 to the admissible curve Z := Fζn˜(ω)∗ (Y |ω) with M = n′,
which implies that, provided that α > 0 is small,
|{x ∈ Iρa : | fn′(Zˆ(x))| ≤ e−q}| ≤ αβ0 ≤ e−
β0
2 q.
The desired estimate of |E′| follows from the inequality above and (4.2).
If e−q < α2, the argument is similar and the main difference is to apply Proposi-
tion 3.4.4 instead of Proposition 4.2.1. Firstly, by Lemma 4.1.2 again, we only need to
consider E′ := {x ∈ E : ξn(x) ≤ q1−
1
(log log q)0.65 } instead of E. Secondly, by (4.2), it suffices to
prove the following statement. Let Z : dom(Z) → Λb be either an admissible curve with
dom(Z) = Iρa or a constant curve with dom(Z) = Iβa . If ω ∈ Qa and n ∈ N satisfy that
ω ⊂ dom(Z) and n < sa(ω) ≤ q1−
1
(log log q)0.65 , then




On the one hand, Proposition 3.4.4 is applicable here, because |Qna(ω)| < rˆa holds by the
choice of our Markov map Ga. Then the left hand side in (4.17) is bounded by









(log log n)0.7 n > nˆa(r)
.




(log log q)0.7 , provided that α is small and
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hence q is large accordingly. On the other hand, because |Ga(ω)| = 2ρa and ‖G′a‖ω ≤ 4sa(ω),
sa(ω) ≤ q1−
1
(log log q)0.65 implies that |ω| > e−q
1− 1
(log log q)0.7 when q is large. (4.17) follows. 
Now we are ready to prove Proposition 4.3.1. Let us start with some definitions of














qk(x) , if qk(x) ≥ qˆ(δ)
0 , if qk(x) < qˆ(δ)
.
Moreover, for every K ∈ N, define
EK = EK(ε, δ, y0) :=
{






Then by Fubini’s theorem, Proposition 4.3.1 is reduced to
Lemma 4.3.3. The following statement holds when α > 0 is small. For every ε > 0, there
exists δ > 0, depending only on ε, and there exists K0 = K0(α, ε) ∈ N, independent of
y0 ∈ Λb, such that
|EK | ≤ e−K
1
2 − 5(log log K)0.6
, ∀K ≥ K0. (4.18)






. Decompose EK into a union E1K ∪ E2K , where
E1K :=
{
x ∈ EK : qk(x) ∨ ξk(x) ≤ ρ(K), 1 ≤ k ≤ K} , E2K := EK \ E1K .
It follows immediately from Lemma 4.1.2 and Lemma 4.3.2 that when K is large,








2 − 2(log log K)0.6
,
so let us focus on the estimate of |E1K |.
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To begin with, let L := b √Kc and for l = 0, 1, · · · , L − 1, let
Ml := {2Mα ≤ k ≤ K : k ≡ l mod L} and E1K,l :=
{

















K − 1 for 0 ≤ l ≤ L − 1 and















so let us fix an arbitrary 0 ≤ l ≤ L − 1 and estimate the size of E1K,l . To begin with, we
have the following lemma.
Lemma 4.3.4. For every sequence of natural numbers k1 < · · · < kn in Ml and every
qˆ(δ) ≤ q ≤ ρ(K), we have
|{x ∈ E1K,l : qδk j(x) ≥ q, j = 1, · · · , n}| ≤ e−n q1− 2(log log q)0.6 . (4.19)
Proof. Denote the set to be estimated in by S . Given x ∈ S and 1 ≤ j ≤ n, let ω j(x) be
the unique element in Pk j containing x. Let Ω0 := {Iβa} and let
Ω j := {ω j(x) : x ∈ S } and S j :=
⋃
ω∈Ω j
ω, 1 ≤ j ≤ n.
By definition, S 1 ⊃ S 2 ⊃ · · · ⊃ S n ⊃ S , so it suffices to show that when qˆ(δ) ≤ q ≤ ρ(K),
for each 0 ≤ j < n and each ω j ∈ Ω j,




Fix ω j ∈ Ω j. When j = 0, denote s = 0 and t = k1 > 2Mα. When j ≥ 1, denote
73
Chapter 4. Slow recurrence to the critical line
s := ζk j(ω j) and t := k j+1 − s, and we have:
t = (k j+1 − k j) − (s − k j) ≥ L − ξk j(ω j) ≥
√
K − 1 − ρ(K) > log K · q > 2Mα.
Note that for Y0 ≡ y0, Z := F s∗(Y0|ω j) is either Y itself when j = 0, or an admissible curve
when j ≥ 1. Given ω ∈ Ω j+1 with ω ⊂ ω j, by definition, there exists xω ∈ S j+1, such that
ω j+1(xω) = ω. From qk j+1(xω) ≥ q we know that for yω := fk j+1(xω, y0), |yω| ≤ e−q. Then
from Lemma 2.2.2 we know that
sup
x∈Qsa(ω)
| ft(Zˆ(x)) − yω| ≤ Aˆ0λ−ta α < e−q =⇒ sup
x∈Qsa(ω)
| ft(Zˆ(x))| < e−q+1.
Since the inequality hold for every ω ∈ Ω j+1 with ω ∩Ω j+1 , ∅, we have:
Qsa(ω j ∩ S j+1) ⊂ {x ∈ dom(Z) : | ft(Zˆ(x))| ≤ e−q+1}.
Then by Lemma 4.3.2 and (4.2), (4.20) follows and the proof is completed.

Now let us return to the proof of Lemma 4.3.3. From now on we will fix δ := e−
2e2
 −2 in




and for every K ∈ N, let tK := ⌈ log ρ(K) ⌉.















{x ∈ E1K,l : et ≤ qδk j(x) < et+1, j = 1, · · · , c(t)}.
Given x ∈ E1K,l, note that for every 1 ≤ k ≤ K, by the choice of t0, either qδk(x) = 0 or
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qδk(x) ≥ et0; by the choice of tK , qδk(x) ≤ etK . Also note that t0 ≥ 2e
2























implies that there exists t0 ≤ t ≤ tK , such that
#{k ∈ Ml : et ≤ qδk(x) < et+1} ≥ c(t).





Due to (4.19), given 1 ≤ k1 < · · · < kc(t) ≤ K inMl,
|{x ∈ E1K(t) : qδk j(x) ≥ et, j = 1, · · · , c(t)}| ≤ e−c(t) e
t− 2t
(log t)0.6
, ∀t ≥ t0.













Therefore, for n = #Ml < e
√




























Since t < tK < log K, e
− 4t
(log t)0.6 > K−
4
(log log K)0.6 , so |E1K,l(t)| < eK
1
2 − 4(log log K)0.6 . Then
75








K · log K · eK
1
2 − 4(log log K)0.6
,
which completes the proof of Lemma 4.3.3 and consequently the proof of Proposition 4.3.1.
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Proof of the main theorem
5.1 Positive vertical Lyapunov exponent
As shown in [Via97, GS14], that the vertical lower Lyapunov exponent is positive almost
everywhere can be deduced from Proposition 4.3.1 and Lemma 2.3.1. More precisely, we
have:
Proposition 5.1.1. When α > 0 is sufficiently small, for Lebesgue almost every (x, y) ∈





log |∂y fn(x, y)| ≥ ηb2 logσb > 0. (5.1)
Proof. According to Proposition 4.3.1, we only need to consider an arbitrary point (x, y)
for which (4.15) holds. Denote the F-orbit of (x, y) by {(xi, yi)}i∈N0 . Given n ∈ N, let
0 ≤ ν1 < · · · < νs ≤ n be all the times ν such that | fν(x, y)| ≤ √α. According to Lemma
2.3.1, we have:
• νi+1 − νi ≥ Nα for 1 ≤ i < s, and in particular n ≥ (s − 1)Nα ;
• |∂y fNα(xνi , yνi)| ≥ |yνi |α−1+ηb for 1 ≤ i < s ;
• |∂y fνi+1−νi−Nα(xνi+Nα , yνi+Nα)| ≥ Cbσνi+1−νi−Nαb for 1 ≤ i < s ;
77
Chapter 5. Proof of the main theorem
• |∂y fν1(x0, y0)| ≥ Cbσν1b and |∂y fn−νs(xνs , yνs)| ≥ Cb|yνs |
√
ασn−νsb .
Given ε > 0, let δ = δ(ε) be determined in Proposition 4.3.1. Then by (4.15), when n is
sufficiently large, we have:
s∏
i=1
|yνi | ≥ δsα(1−2ηb)se−2εn.
Therefore,




Recall that due to the choice of σb and Nα in Lemma 2.3.1,
σNαb ≤ α−1 =⇒ α−ηb sσn−(s−1)Nαb ≥ σηbnb .
Also recall that δ depends only on ε and (s − 1)Nα ≤ n. Then for ε = ηb6 logσb, sum-
marizing the known facts above, we can conclude that when α > 0 is small enough,
|∂y fn(x, y)| ≥ σ
ηb
2 n
b for n large. The proof is completed.

Now we have shown that the vertical lower Lyapunov exponent of F has a positive
lower bound. Also note that Qa has a unique ergodic a.c.i.p. µa on Iβa . Then, as a con-
sequence of [AS11, Corollary 1.1], we can conclude that F admits finitely many ergodic
a.c.i.p.’s, and the union of their basins has full measure in Iβa × Λb.
5.2 Number of ergodic a.c.i.p.’s
In this section, let us prove the last part of the main theorem. We adopt the approach in
[ABV00, § 5] to prove the proposition below. Recall the notations pˆc, Iˇc and Iˇkc = Qkc(Iˇc)
introduced in § 2.1.2.
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Proposition 5.2.1. The following statement holds when α > 0 is small. For every a.c.i.p.
µ of F, there exists a rectangle R ⊂ R2, such that Leb(R \ B(µ)) = 0. Here B(µ) denotes
the basin of µ, and R = Iˇa × J satisfies that |Iˇkb \ J| ≤ α0.9 for some k ∈ N0.
Remark. Following the approach in [ABV00, § 5], with little extra work than what we
present below, one may provide an alternative proof for the existence of finitely many
ergodic a.c.i.p.’s which does not rely on the result in [AS11].
Once the proposition is proved, the last part of the main theorem follows easily as a
corollary below.
Corollary 5.2.2. When α > 0 is small, the number of ergodic a.c.i.p.’s of F does not
exceed that of Qa × Qb, which equals dˆ := gcd(pˆa, pˆb). Moreover, when b < CMT , the
number of ergodic a.c.i.p.’s of F is precisely dˆ.




Iˇna × Iˇn+kb , 0 ≤ k < dˆ =⇒
dˆ−1⋃
k=0
S k = supp(µa) × supp(µb),
where mˆ := lcm(pˆa, pˆb). On the one hand, from Lemma 2.1.3 we know that for F0 :=
Qa × Qb, F0 : S k 	 is topologically transitive and admits a unique ergodic a.c.i.p. of full
support for every 0 ≤ k < dˆ. Therefore, the number of ergodic a.c.i.p.’s of F0 coincides
with dˆ. On the other hand, according to Proposition 5.2.1, provided that α > 0 is small
enough, if µ is an a.c.i.p. of F, there exists a rectangle R = Iˇa × J with |Iˇkb \ J| ≤ α0.9 for
some k ∈ N0, such that Leb(R \B(µ)) = 0. Then it follows that Leb(S k \B(µ)) ≤ Cα0.9 for
some constant C > 1 depending only on (a, b), which implies that, in particular, for every
ergodic a.c.i.p. µ of F, there exists 0 ≤ k < dˆ, such that Leb(S k ∩B(µ)) > 12Leb(S k). That
is to say, F admits at most dˆ ergodic a.c.i.p.’s.
When b < CMT , we know that for the minimal restrictive interval Iˆb of Qb, we have
Q pˆbb (Iˆb) ⊂ int Iˆb. It means that there exist a sequence of closed intervals {Jkb : k ∈ N0} with
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J0b = Iˆb, such that Qb(J
k+ pˆb




b) ⊂ int Jk+1b for k ∈ N0. Thus by continuity,




Iˇna × Jn+kb ⊃ S k, 0 ≤ k < dˆ,
they are all F-invariant. Since restricted to each of them, F admits an a.c.i.p., and since
the intersection of each two of them has zero Lebesgue measure, in this case F has exactly
dˆ ergodic a.c.i.p.’s. 
Now we turn to the proof of Proposition 5.2.1. By mimicking the argument in [ABV00,
§ 5], we define “hyperbolic time” in our situation as below.
Definition 5.2.1. Fix r > 0 and σ > 1. Given (x, y) ∈ Iβa × Λb, n ∈ N is called an
(r, σ)-hyperbolic time of (x, y), if (x, n) is an r-admissible pair and the following holds:
| fn−k(x, y)| ≥ σ− k2 ∧ α1− 53 ηb and |∂y fk(Fn−k(x, y))| ≥ σk, 1 ≤ k ≤ n. (5.2)
Given the definition of hyperbolic time, Lemma 5.2.3 below is parallel to [ABV00,
Lemma 5.2, Corollary 5.3] and Lemma 5.2.5 below is parallel to [ABV00, Lemma 5.4].
Lemma 5.2.3. Given σ > 1, the following holds when α > 0 is small. Suppose n ∈ N is
an (r, σ)-hyperbolic time of (x0, y0) for some r ∈ (0, rˆa). Denote (xk, yk) = Fk(x0, y0) for
1 ≤ k ≤ n. Then Fn maps an open neighborhood of (x0, y0) onto I(xn, r) × I(yn, α1− 43 ηb)
diffeomorphically with distortion bounded by 10.
Proof. Denote Ik := comp(xk, n − k, r), Jk := I(yk, 3α1− 43 ηbσk−n) and Rk := Ik × Jk for
0 ≤ k ≤ n. Let Gn := I(xn, r) × I(yn, α1− 43 ηb) and let Gk be the connected component of
F−(n−k)(Gn) containing (xk, yk) for 0 ≤ k < n. We claim that Gk ⊂ Rk for 0 ≤ k ≤ n. When
k = n, there is nothing to prove. By induction, suppose that for some 0 < m ≤ n, Gk ⊂ Rk
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2 − 1 ,










where the last inequality holds provided that α > 0 is small. Recall that by Lemma 2.2.2,
| fn−m(x, ym) − fn−m(xm, ym)| ≤ Aˆ0α < α1− 43 ηb , ∀x ∈ Im;
in particular, fn−m(Im × {ym}) ⊂ Gn. It follows that for every (x, y) ∈ Gm ∩ Rm,
|y − ym| ≤ 109 ·
| fn−m(x, y) − fn−m(x, ym)|
|∂y fn−m(xm, ym)| <
20
9
· α1− 43 ηbσm−n.
Since Gm is connected and Gm ⊂ Im×R, the inequality above implies that Gm ⊂ Rm, which
completes the induction. As a result, from the skew-product structure of F we know that
Fn : G0 → Gn is a diffeomorphism. Since det(DFn) = (Qna)′ ·∂y fn, and since the distortion
of Qna is bounded by 9 on I0, the conclusion that the distortion of F
n on G0 is bounded by
10 follows from (5.3) for m = 0. 
In proving that hyperbolic times has positive density for almost every F-orbit, we need
the following lemma.
Lemma 5.2.4 ([ABV00, Lemma 3.1]). Given real numbers A > c2 > c1, denote θ0 :=
c2−c1
A−c1 ∈ (0, 1). If a sequence of real numbers a1, · · · , aN satisfy that
N∑
j=1
a j ≥ c2N and a j ≤ A, 1 ≤ j ≤ N,
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b > 1 and θ =
ηb logσb
3(12 log 2 − ηb logσb) ∈ (0, 1).
Then there exists r > 0, such that when α > 0 is small, for Lebesgue almost every
(x, y) ∈ Iβa × Λb, when N ∈ N is large, the number of (r, σ) hyperbolic times among
{1, · · · ,N} is no less than θN.






log |∂y fn(x, y)| ≥ 3 logσ > 0.
Then by Lemma 5.2.4, for an = log |2 fn−1(x, y)|, A = log 4, c1 = logσ and c2 = 2c1, when
N is large, the density of 1 ≤ n ≤ N for which the latter condition in (5.2) holds is no less
than 3θ.
Secondly, according to Proposition 4.3.1, for ε = θ3 logσ, when α > 0 is small, δ(ε)
can be chosen as α
ηb







log | fi(x, y)|
α




Here the below for t ∈ R and δ > 0, we denote
|t|δ :=

|t| , if |t| < δ
1 , if |t| ≥ δ
.
Then by Lemma 5.2.4, for an = log | fn(x, y)|
α
1− 53 ηb , A = 0, c1 = −12 logσ and c2 = − θ2 logσ,
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when N is large, the density of 1 ≤ n ≤ N for which the latter condition in (5.2) holds is
no less than 1 − θ.
Combining the results in the two preceding paragraphs, we see that for Lebesgue
almost every (x, y), when N is large, the density of 1 ≤ n ≤ N satisfying (5.2) is no
less than 2θ. To complete the proof, it suffices to show that as r → 0+, for almost every
x ∈ Iβa , when N is large, the density of r-admissible pairs among {(x, n) : 1 ≤ n ≤ N} can
be arbitrarily close to 1.
Let µa be the unique a.c.i.p. of Qa. Since the density of µa is Lp integrable when






|x|δ d µa(x) ∈ (0,+∞) and limδ→0+ Cδ = 0.







log |Qka(x)|δ = −Cδ.
Therefore, by Lemma 5.2.4, for an = log |Qn−1a (x)|δ, A = 0, c1 = − log λa2 and c2 = −2Cδ,
when N is large, the density of 1 ≤ n ≤ N for which the following holds is no less than








log λa · (n − j) =⇒ |Q ja(x)| ≥ λ−(n− j)/2a ∧ δ, 0 ≤ j ≤ n − 1. (5.4)
Given δ > 0, according to assertion (4) in Corollary 2.1.6, there exists r > 0, such that
| comp(Q ja(x), n − j, 2r)| < λ−(n− j)a δ =⇒ 0 < comp(Q ja(x), n − j, 2r), 0 ≤ j ≤ n.
That is to say, once (5.4) holds for some δ > 0, then there exists r = r(δ) > 0, such
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that (x, n) is an r-admissible pair. The conclusion follows as we choose δ so small that
θδ > 1 − θ and determine the corresponding r > 0. 
The following lemma was proved in [ABV00, Lemma 5.6].
Lemma 5.2.6. Let M be a Riemannian manifold and let Leb denote the volume measure
on M induced by its metric. Let f : M → M be differentiable and let G ⊂ M be an
f -invariant measurable set with Leb(G) > 0. Suppose that there are δ > 0, C > 1 and
θ ∈ (0, 1), such that for Lebesgue almost every p ∈ G, it satisfies the following property:
when n ∈ N is large, there are 1 ≤ t1 < · · · < tk ≤ n for some k ≥ θn, such that for
i = 1, · · · , k, f ti maps an open neighborhood of p diffeomorphically onto the open ball
centered at f ti(p) of radius δ with distortion bound by C. Then there exists an open ball
∆ of radius no less than δ4 , such that Leb(∆ \G) = 0.
Then to complete the proof of Proposition 5.2.1, let us apply Lemma 5.2.6 to F with
G being the basin of an a.c.i.p. of F.
Proof of Proposition 5.2.1. Let G be the basin of an a.c.i.p. of F, which is automatically
both F-invariant and of positive Lebesgue measure. Then Lemma 5.2.3 says that given
p ∈ G, when n ∈ N is large, 1 < t1 < · · · < tk < n in Lemma 5.2.6 can be chosen as
(r, σ)-hyperbolic times of p; Lemma 5.2.5 says that with suitable choice of r, σ and θ,
for almost every p ∈ G, k ≥ θn when n is large. As a result, there exists a rectangle
R0 = I0 × J0, such that Leb(R0 \ G) = 0 and |J0| > α1− 54 ηb , provided that α > 0 is small.
Then by Lemma 2.3.2 with facts that Qa acts cyclically on Iˇ
j
a, 0 ≤ j < pˆa, we know that
there exists n ∈ N, such that Fn(R0) contains a rectangle R = Iˇa × J with |Iˇkb \ J| ≤ α0.9
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