Abstract. Given a set of nodes N (i 1, 2, ..., n) which may represent cities and a set of requirements ria which may represent the number of telephone calls between N and N j, the problem is to build a spanning tree connecting these n nodes such that the total cost of communication of the spanning tree is a minimum among all spanning trees. The cost of communication for a pair of nodes is r;a multiplied by the sum of the distances of arcs which form the unique path connecting Ni and N in the spanning tree. Summing over all () pairs of nodes, we have the total cost of communication of the spanning tree. Note that the problem is different from the minimum spanning tree problem solved by Kruskal and Prim.
1. Introduction. Suppose we are given a set of n nodes N (i 1, ..., n) and the distances d o between Ni and Nj. These n nodes may represent cities which need to communicate with each other. We are also given a set of requirements ri, (which may represent the number of telephone calls between N and Nj). The problem is to build a spanning tree connecting these n nodes such that the total cost of communication of the spanning tree is minimum among all spanning trees.
The cost of communication of a given spanning tree is defined as follows. This problem of constructing optimum communication spanning trees will be referred to as the general problem. In this paper, we shall not deal with the general communication spanning tree, and shall devote ourselves to two special cases of this general problem.
Case A. The distances d are all equal to one, while the requirements ri are arbitrary. We shall call the optimum spanning tree in this case the optimum requirement spanning tree.
Case B. The distances dij are arbitrary, while the requirements rij are all equal to one. We shall call the optimum spanning tree in this case the optimum distance spanning tree.
The problem of optimum distance spanning tree was proposed to the author by Professor F. Maffioli. The general problem and Case A were formulated by the author. Both Case A and Case B are much harder problems than the wellknown problem of minimum spanning tree (see Kruskal 8] and Prim [9) . ( [4] , there always exists a cut (X, X) with Nn X and N X such that b(X,X)= f. The cut (X,X) is called a minimum cut since it has the least capacity of any cut separating N and Nq.
The algorithm of Gomory and Hu [6] constructs a spanning tree with the following properties" (i) Each link of the spanning tree has a value vj associated with it. If we remove the link with value vj, so that the network is disconnected into two components, say X and X, then vj b(X,X) and (X, X) is a minimum cut of the original network.
(ii) The From now on, the spanning tree constructed by Gomory and Hu [6] will be referred to as the cut-tree. The cut-tree is obtained by doing n maximal flow problems, each problem taking at most O(n) applications of the Ford-Fulkerson labeling procedures [5] , (see Dinic [2] and Edmonds and Karp [3] Proof. This follows from Lemmas and 2 and Theorem 1.
For example, if a network of six nodes has requirements as shown in Fig. 2 , then according to Theorems and 2, we regard these rj as arc capacities of a network. Then from the algorithm of Gomory and Hu (see [6] or [7] , where the example is illustrated in detail), we obtain a cut-tree as shown in Fig. 5 Throughout this section, we shall assume that there are n nodes and n __> 4. We define a node in a tree to be an outer node if the degree of the node is one, an inner node if the degree of the node is two or more. A tree is called a star-tree if there is only one inner node in the tree.
In general, an optimum distance spanning tree may not be a star-tree. We shall define a sufficient condition for the optimum distance spanning tree to be a star-tree and then state a simple algorithm for getting the optimum distance spanning tree in this case.
First, we introduce a new way of calculating the cost of a distance spanning tree. For a given spanning tree, we calculate the cost of a link as follows. If the link of length dj is removed and the network is disconnected into two sets, one containing k nodes and the other n-k nodes, then the cost of the link is dij(k)(n k). Summing over all n links of the tree, we have the cost of the tree. Note that the cost of a link depends only on di and the number of nodes on both sides of the link, but does not depend on how the two subtrees are arranged on both sides.
LEMMA 3. If all the dij are the same, then the optimum distance spanning tree is a star-tree.
Proof. Let the dj d for all the links. For every link in a star-tree, the cost of the link is d(1)(n 1). If the spanning tree is not a star-tree, then at least one link will have k nodes at one end and n k nodes at the other end, where k => 2 and n k >__ 2, so the cost of the link is d(k)(n k). Since k(n -/) > (1)(n 1) for n >__ 4, this completes the proof.
We shall find a sufficient condition for an optimum distance spanning tree to be a star-tree. Roughly speaking, the sufficient condition requires all links do not differ too much in length.
If we erase all outer nodes from a tree of n nodes (which is not a star-tree), then the remaining is again a tree formed by inner nodes. This tree will be referred to as the inner tree T. in the tree T, there again must be some nodes of degree one, and these nodes are called extreme inner nodes. In Fig. 6 , there are five inner If there exists a positive not larger than (n 2)/(2n 2) such that (2) a + tb >= c for all triangles in the network, then there exists an optimum distance spanning tree which is a star-tree.
Note that the smaller the value of t, the more restrictive is the inequality. If 0, then it restricts all sides of any triangle to be of equal length. If 1, it reduces to the regular triangular inequality. Since the value of must be less than one, (2) is a stronger condition than the regular triangular inequality. Note also that (1) and (2) Proof. It is sufficient to show that we can reduce the number of inner nodes in any spanning tree (which is not a star-tree) without increasing the cost. So, let T be any spanning tree which contains at least two inner nodes. Let Nq be an extreme inner node in T with a neighbor Np which is an inner node. Since Nq is an extreme inner node, all its neighbors (except N p) must be of degree one in the tree T. Call these nodes Ni (i 1, 2, ..., k 1). Without loss of generality, we can assume that (n/2) => k. This is shown in Fig. 7 , where the distance between N p and Ni is denoted by ci.
Let us construct a new spanning tree T' which is the same as T except the nodes N (i 1, 2,..., k 1) are connected to N p directly. In the new tree T', Nq is no longer an inner node. Thus the number of inner nodes is decreased by one. We shall show that the cost of T' is not greater than the cost of T. If we apply this idea recursively to the tree T', T", ,.., then we will finally get a tree T* which is a star-tree. Since the part of the tree to the left of N p is exactly the same for both T and T', we need only calculate the cost for the part to the right of Np. For the FIG. 7 k-I nodes tree T, this cost is k-1 (3) bok(n k)+ a(1)(n-1).
i=1
The corresponding cost for T' is k-1 (4) bo(1)(n-1)+ ci(1)(n-1).
The net decrease of cost in changing from T to T' is n-1
For a fixed n, (n-k-1)/(n-1) is smallest when k is largest; that is, when k n/2. Thus it is sufficient to have n-2 2b>c for alli.
a + 2n-As noted before, assuming a =< bo _-< c gives the strongest inequality, and we have the statement of the theorem.
If the sufficient conditions (1) and (2) are satisfied, then the optimum distance spanning tree will be a star-tree. We can just calculate the n sums jdj (i 1, ..., n) and let dsj m}n dj; then the optimum distance spanning tree is a star-tree with Ns as the star. Note that if we have the distances shown in Fig. 1 , (1) and (2) are not satisfied, yet the optimum distance spanning tree is a star-tree with N 2 as the star. To check if (1) and (2) are satisfied, we can use a procedure similar to that used in the Appendix of [6] .
