IV. CONCLUSIONS
The use of correlation detectors for the detection of known signals in impulsive interference modeled by an SS process has been investigated. A number of nonlinear score functions for both correlation (LSO) detectors, as well as rank correlation detectors (LSOR) have been developed and their performance compared with the LO, LOR, matched filter, and Cauchy detectors. Although the linear and Cauchy detectors are optimal when =2 and 1, respectively, their performance deteriorated for other values of .
The LOR detector has been seen to achieve similar performance to the LO detector. It also has inherent advantages for on-line detection. Additionally, the LSOR detector using the triangular rank score function LSOR-tr has achieved high detection rates: close to those of the LO and LOR detectors across all values of tested. This has been achieved while maintaining computational simplicity and its ability to maintain a constant false alarm rate and high detection rates when parameter estimation errors occur.
I. INTRODUCTION
Motivated by the popularity of the second-order algorithms in DOA estimation, many contributions have appeared that aim at establishing the asymptotic statistical performance of DOA estimators in the context of narrowband array processing. These studies rest on different signal models. The deterministic and the stochastic model are the main models that have appeared in the literature. The deterministic model assumes the source signals fixed in all realizations and the noise to be a temporally uncorrelated Gaussian random process. In the stochastic model, the source and noise signals are generally assumed to be temporally uncorrelated Gaussian random processes. Many authors (see [1] - [4] and the reference therein) compared the asymptotic performance of DOA algorithms with these two models and connected their performance to the Cramér-Rao bound. In fact, most DOA estimators have the same asymptotic statistical performance under these two models [3] , [4] and with any distribution of the source signals in the stochastic model [5] . However, all these contributions rely on the independence assumption of the successive snapshots. Consequently, performance analyzes of these algorithms under mild assumptions remain of current interest.
It is the aim of this correspondence to investigate the performance of DOA estimators under the general stochastic model assumption in which both the source and noise signals are possibly temporally correlated and possibly non-Gaussian random processes. Ordinarily, the performance analysis of these second-order algorithms relies on the distribution of the empirical spatial covariance matrix R R Rx(n) def = (1=n) n t=1 x x xtx x x H t . These studies use two approaches. The first one is based on perturbation calculus induced by its complex Wishart distribution when the snapshots x x xt are Gaussian. The second is based on a continuity theorem (e.g., [6, th., p. 122]), which transfers the asymptotic normality issued from its complex asymptotic Gaussian distribution derived from the classical central limit theorem to any regular function of this covariance. When the snapshots x x xt are not independent, the distribution of R R Rx(n) is not complex Wishart in the Gaussian case for the first approach, and the classical central limit theorem cannot be applied for the second approach. We adopt, in this correspondence, the general functional method of [7] , in which the Gaussian asymptotic distribution of the covariance-based DOA estimates is derived from the Gaussian asymptotic distribution of the empirical covariance matrix. This allows us to give closed-form expressions for the asymptotic covariance matrices of DOA estimates and to specify the conditions for which these expressions are sensitive to the distribution and the temporal correlation of the sources. This correspondence is organized as follows. The model of dependent snapshots x x xt is defined in Section II. Then, in Section III, the asymptotic normality of R R Rx(n) is established for these models of dependence where a central limit theorem is given. A general functional approach providing a common unifying framework for asymptotic DOA estimation performance analysis is presented in Section IV. Here, v v vt represents the M-vector of observed complex envelope of sensor output additive noise at time t. Ordinarily, several independent measurements x x x t are made by sampling the complex envelopes at times t such that (u t; k ; v v vt)t=1; 111;n are independent. We suppose, in this corrrespondence, that the complex envelopes of the sensor outputs are uniformly sampled at a frequency greater than or equal to B. As a consequence, the observations (x x xt)t=1; 111;n are no longer independent. v v v t and (u t; k ) t=1; 111;n are modeled as zero-mean with finite fourthorder moments that are not necessarily Gaussian stationary random processes. v v vt is supposed independent of (u t; k )t=1; 111;n. The spatial covariance matrix R R Rx Usually, in the context of narrowband waves, the observations (x x x t ) t=1; 111;n are assumed zero-mean circular Gaussian and independent. Therefore, the ensemble average R R R x (n) is a sufficient statistic, and consequently, all direction-finding algorithms are based on R R Rx(n).
In this context, all the asymptotic performance analyzes are based on the distribution of n t=1 x x x t x x x H t , i.e., a central complex Wishart distribution. In this correspondence, we go on using second-order direction-finding algorithms, but as in our signal model, the observations (x x x t ) t=1; 111;n are no longer independent, and all the results based on this Wishart distribution are not usable. We need to know the asymptotic distribution of R R R x (n).
III. SPATIAL COVARIANCE MATRIX
Covariance-based DOA estimators will turn out to be asymptotically normal as the number n of observations goes to infinity. In this section, we focus on a central limit theorem to be used for establishing DOA asymptotic normality in the next section. We show that the asymptotic distribution of the spatial covariance matrix R R Rx(n) is very sensitive to the model of dependence between snapshots. We prove the following theorem. Theorem 1:
where C C C R reads
B denotes the block matrix, the (i; j) block element of which is b 3 i; j A A A, and K K K is the vec-permutation matrix defined by Vec(A A A T ) = K K KVec(A A A) for any square matrix A A A.
In (3.1) a complex random p 2 1 vector y y y has a zero-mean complex
Gaussian distribution specified by a p 2 p positive definite matrix Equation (3.2) is proved after straightforward but tedious algebric manipulations. Then, to prove (3.1), we adapt the steps of ([8, Sec. 7.3]) to our problem.
IV. ASYMPTOTIC DISTRIBUTION OF DOA ESTIMATES

A. Functional Approach
To consider the asymptotic performance of a covariance-based DOA algorithm, we adopt a functional analysis 2 that consists in recognizing that the whole process of constructing an estimate 2(n) of 2 is equivalent to defining a functional relation linking this estimate 2(n) to the statistics R R R x (n) from which it is inferred. This functional dependence is denoted 2(n) = alg(R R Rx(n)). Clearly, 2 = alg(R R Rx); therefore, the different algorithms alg(1) constitute distinct extensions of the mapping R R R x ! 2 generated by any unstructured Hermitian matrix R R R x (n). In the following, we consider "regular" algorithms. More specifically, we assume the conditions given in [5] .
1) The function alg (1) 
Under appropriate hypotheses on the array manifold, requirements 1 and 2a are met by most of the second-order DOA estimators. Requirements 1 and 2b are met by the second-order DOA estimators that suppose the sources spatially uncorrelated. The following lemma (proved under conditions 1 and 2a in [5] ) is used in next section to prove the invariance of the asymptotic distribution of the DOA's with respect to the distribution and the temporal correlation of the sources. We can now state our main result. Theorem 2: For Gaussian or non-Gaussian, ARMA, or harmonic source signals, the asymptotic covariance of any covariance-based DOA estimators that do not require the sources spatially uncorrelated have the common closed-form expression when the noise v v vt is temporally uncorrelated: This result extends the result in [5] . We note that if the noise is temporally correlated, the terms C C C R and C C C R of (3.3) do not reduce to the spatial terms R R R u c R R R v and R R R v c R R R u , and therefore, the performance of all the covariance-based DOA algorithms are sensitive to the temporal correlation of the sources when the noise is temporally correlated. In the next subsections, we show that the asymptotic performance of DOA algorithms that require the sources spatially uncorrelated are sensitive to the distribution and the coloration of the spectrum of the sources, even when the noise is temporally uncorrelated.
C. Toeplitzation Techniques
For M -uniform linear array (ULA) [resp., M 1 2 M 2 -uniform rectangular array (URA)] spatially uncorrelated sources and spatially white noise, R R Rx exhibits a Toeplitz [resp., Toeplitz, block-Toeplitz] structure. The estimated spatial covariance matrix R R R x (n) accuracy is significantly improved by averaging along its diagonals [resp., its subblock diagonals]. The resulting estimate R R R to x (n) is referred to as the "Toeplitzed" estimated spatial covariance matrix. Because this "Toeplitzation," which is also known as redundancy averaging [10] , operates a linear transform on R R Rx(n) thanks to the "Toeplitzation" In contrast to the classical covariance-based DOA algorithms, we show in the following that the Toeplitzed covariance-based DOA algorithms are sensitive to the spectral shape of the spectrum of the sources. More precisely, the following properties are proved. 3 1) The Toeplitzation is not sensitive to the distribution of the ARMA sources if the sources are not only spatially uncorrelated but are independent. Proof: If the sources are independent, the only nonzero terms of the fourth-order cumulant matrix Q Q Q u are the terms 3) In the case of several sources, the Toeplitzation is sensitive to the temporal correlation of the sources. that appears for ARMA sources does not vanish in C C C to 2 . We note that the performance of the ARMA sources case and the harmonic source case coincides when the spectrums of the ARMA sources tend to be disjoint. At low SNR, C C CR can be approximated by 4 v I I I, and the Toeplitzation becomes insensitive to the temporal correlation of the sources. Furthermore, the closed-form expressions given for two closely spaced sources at low SNR in ( [11, rel. 9 .118 and 9.119]) and in [12] remains valid for colored sources. At high SNR, the term (4.8) becomes dominant in C C CR , and the Toeplitzation becomes very sensitive to the temporal correlation of the sources, which will be confirmed in Section V.
D. Augmention Techniques
The linear or planar sparse arrays attract considerable attention as they lead to significantly improved performance [13] for spatially uncorrelated and white sources. 4 To show that these techniques are sensitive to the temporal correlation of the sources, we consider only the standard method utilizing the direct augmentation approach [15] . 4 An improvement of the performance of DOA algorithms when the sources are spatially correlated was proposed by using the redundancy averaging techniques. Under these conditions, these techniques lead to asymptotical inconsistent and biased estimates [14] .
5 M = M and M = M for restricted redundancy and M < M and M < M for unrestricted redundancy [13] . 6 We note that this linear transform is defined only for analysis purpose as R R R (n) is not observed. 7 In the case of linear arrays, e = f = g = h = 1, and (4. Theoretical and estimated MSE of (n) versus the SNR for, respectively, white (o), colored (+), and harmonic (3) signals for a 10-ULA array, n = 100 after Toeplitzation (-) and without Toeplitzation (---). Fig. 2 . Theoretical MSE of (n) versus the sources bandwidth for a 10-ULA array, SNR=20 dB after Toeplitzation. . Theoretical and estimated MSE of (n) and (n) versus the SNR for, respectively, white (either Gaussian or discrete) (o), colored (+), and harmonic (3) signals for a 12-Greene and Wood array, n = 100 after standard augmentation technique (-) and without augmentation (---).
We note that Lemma 1 does not apply to this situation because the mapping alg au (1) is not defined on R R R x (n) but on some terms of R R R x (n) only. Consequently, the insensitivity of the augmentation techniques to the distribution and the temporal correlation of the sources is not assured.
V. SIMULATIONS
We consider throughout this section two sources of equal power The first experiment presents the case of two sources that are both spatially uncorrelated, white Gaussian, ARMA Gaussian [generated by a (10,10) Butterworth filter driven by a white Gaussian noise], or harmonic. The centered frequencies of the ARMA and the frequencies of the harmonics are 00.25 and 0.25. Fig. 1 plots the theoretical MSE
Fro as a function of the SNR for an 10-ULA (the bandwidth is fixed to 0.5 for ARMA signals) after Toeplitzation. We observe that these estimated MSE's are in good agreement with the theoretical MSE's but are very sensitive to the temporal correlation of the sources. Fig. 2 plots the theoretical MSE of k (1=n)[C C C 2 ] k; k for the ARMA Gaussian spatially uncorrelated sources as a function of the sources bandwidth for a 10-ULA. We observe that these theoretical MSE's increase with this bandwidth and begin increasing from the bandwidth 0.45, which is associated with the overlapping of the spectrum of the two sources. These MSE's increase from the value associated with two harmonic sources to the value associated with two white sources. The "saturation" phenomena observed in [10] disappears when the spectrum of the two sources are not overlapping. Note that the common expression of the MSE's obtained without Toeplitzation is close to the MSE's obtained after Toeplitzation for nonoverlapping spectra. Fro as a function of the number of sensors for an ULA for SNR=20 dB. We observe that these estimated MSE's are in good agreement with the theoretical MSE, but these MSE's are very sensitive to the temporal correlation of the sources (the bandwidth is fixed to 0.5 for ARMA signals). These MSE's are decreasing with the number of sensors except for the case of overlapping spectrums where the "saturation" phenomena can lead to a degradation of the MSE.
The second experiment presents the case of two sources with the same temporal parameters (for white source signals, the distribution is either Gaussian or discrete f01; +1g) as in the first experiment but are impinging on a 12-Greene and Wood array [16] utilizing the direct augmentation approach [15] . Fig. 4 plots the theoretical MSE and the estimated MSE of the angles k and k as a function of the SNR. The behavior of these MSE's is similar to those of the MSE's obtained for the ULA Toeplitzation situation.
VI. CONCLUSION
In this correspondence, we have presented an asymptotic performance analysis of DOA finding algorithms using the stochastic model assumption in which both source and noise signals are possibly nonGaussian and possibly temporally correlated. We have shown that the asymptotic statistical performance of the second-order DOA finding algorithms generally depend on the temporal correlation of the source and noise signals, but when the noise is supposed temporally uncorrelated, it is proved that the covariance-based DOA estimators that do not require the sources to be spatially uncorrelated are insensitive to the distribution and the temporal correlation of the source signals, unlike the Toeplitzation and the augmentation techniques that are very sensitive.
Blind Identification of Multichannel FIR Systems Based on Linear Prediction
Yifeng Zhou, Henry Leung, and Patrick Yip 
I. INTRODUCTION
The problem of blind channel identification has been extensively studied by researchers since the pioneering work by Sato [1] . It has received considerable attention in communications and signal processing society [2] . Blind identification refers to the process in which the channel responses are estimated based on the channel outputs without using training sequences. Most of the earlier approaches to blind identification are based on the use of higher order statistics, which are known to suffer from many drawbacks. They usually require a large number of data samples and a heavy computational burden, making them unattractive for practical applications. A recent major progress is made by Tong et al. [3] in which they explored the cyclostationary properties of an oversampled communications signal and proposed an approach for estimating the channel responses based on the second-order statistics of the channel outputs. Since then, many techniques have been developed including the eigenstructure-based methods [4] , [5] and the least squares (LS) method [6] . The LS method has the advantage of not requiring the explicit statistical knowledge of the channel input. This is important for many practical applications where such information is not available. The LS method uses a cross relationship between each pair of sensor outputs to estimate the augmented channel responses, i.e., the channel responses formed by appending one channel response vector to another. In applications where the channel orders are is relatively small, the computation cost of the LS method may be affordable. However, for applications such as speech dereverberation and echo cancellation, where each channel may have an order at the level of several hundreds, the computational burden of the LS method may increase significantly due to the increased dimension of the augmented channel responses, making it difficult for real-time implementations.
In this correspondence, an efficient blind identification algorithm for multichannel FIR systems is proposed based on a deterministic modeling for the channel inputs. The approach uses a relationship between a pair of channel outputs in the z-plane. In the z domain, uniformly distributed sampling points on the unit circle are used to interpolate the z-transforms of the channel impulse responses. In the time domain, we show that each channel response vector forms a linear prediction relationship among the data sequence obtained from the inverse Fourier transforms of a ratio function between the z-transforms of the pair of channel outputs at interpolation points on the z-plane. The channel responses are then estimated by solving a set of linear prediction equations. The proposed algorithm decouples the estimation of each channel impulse responses. Unlike the LS method, which requires a solution for an augmented channel impulse response vector of an increased dimension, the proposed algorithm estimates each individual channel responses separately. The decoupling of the estimation process can reduce the computational complexity of the algorithm. In addition, since the proposed algorithm is a linear prediction process, many existing fast algorithms can be applied, making it practical for real-time applications. This correspondence is organized as follows. In Section II, we formulate the multiple FIR channel data model. Section III is devoted to the development of the new blind channel identification algorithm. In Section IV, we discuss the implementations and computational complexity of the algorithm. Finally, in Section V, computer simulations are used to demonstrate the effectiveness of the proposed algorithm.
II. PROBLEM FORMULATION
Consider the single-input/multiple-output (SIMO) system shown in Fig. 1 . Each channel is assumed to be a unknown finite impulse responses (FIR) system. The multiple sensor model can be found to be useful for many practical applications. For example, in mobile communications systems and multisensor data fusion, multiple sensors are usually deployed to achieve optimum performance and to reduce the data uncertainties. It can also be used for single receiver systems where virtual receivers are formulated by temporally oversampling
