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ABSTRACT
Visible light communication (VLC) is an emerging form of optical wireless commu-
nication that transmits data by modulating light in the visible spectrum. To meet the
growing demand for wireless communication capacity from mobile devices, we inves-
tigate multiple-input multiple-output (MIMO) VLC to achieve multiplexing capacity
gains and to allow multiple users to simultaneously transmit without disrupting each
other. Previous approaches to receive VLC signals have either been unable to simul-
taneously receive multiple independent signals from multiple transmitters, unable to
adapt to moving transmitters and receivers, or unable to sample the received signals
fast enough for high-speed VLC.
In this dissertation, we develop and evaluate two novel approaches to receive high-
speed MIMO VLC signals from mobile transmitters that can be practically scaled to
support additional transmitters. The first approach, Token-Based Pixel Selection
(TBPS) exploits the redundancy and sparsity of high-resolution transmitter images
vi
in imaging VLC receivers to greatly increase the rate at which complementary metal-
oxide semiconductor (CMOS) active pixel sensor (APS) image sensors can sample
VLC signals though improved signal routing to enable such high-resolution image
sensors to capture high-speed VLC signals. We further model the CMOS APS pixel
as a linear shift-invariant system, investigate how it scales to support additional trans-
mitters and higher resolutions, and investigate how noise can affect its performance.
The second approach, a spatial light modulator (SLM)-based VLC receiver, uses
an SLM to dynamically control the resulting wireless channel matrix to enable rela-
tively few photodetectors to reliably receive from multiple transmitters despite their
movements. As part of our analysis, we develop a MIMO VLC channel capacity model
that accounts for the non-negativity and peak-power constraints of VLC systems to
evaluate the performance of the SLM VLC receiver and to facilitate the optimization
of the channel matrix through the SLM.
vii
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Introduction
1.1 Visible Light Communication
Visible light communication (VLC) is a type of wireless communication technology
that modulates visible light to convey information. At a high level, VLC systems
consist of one or more transmitters and one or more receivers as illustrated in Fig-
ure 1·1.
Transmitters are connected to a data source that provides the digital data to
transmit. This data is encoded, using a predetermined modulation scheme, into an
analog signal, and then converted into an optical signal that is broadcasted over free
space (usually in air). In some cases, the encoder may encode the data as multiple
analog signals to be transmitted over multiple emitters.
At the receiver, one or more photodetectors measure the received light and a
decoder, knowing the predetermined modulation scheme, attempts to reconstruct the
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Figure 1·1: High-level illustration of an optical communication sys-
tem.
2transmitted data (or “message”) using the measurements from the photodetectors.
This recovered data is passed to a “data sink,” thus forming a one-way communication
link from the data source to the data sink.
Two-way links can be formed through either another VLC link in the opposite
direction or through another communication link using a different technology (like
radio-frequency (RF) communication).
Due to signal attenuation or loss, interference, noise or measurement errors, and
sometimes, limited signal processing capabilities, the received message (represented as
a string of bits) may not always match the transmitted message, resulting in erroneous
bits (or “bit errors”). In some cases, the receiver may not be able to decode messages
with few enough bit errors, resulting in an outage.
In general, VLC systems aim to maximize the rate at which bits (of messages)
can be transmitted while minimizing the bit error rate (BER) and outage probability
given the constraints imposed by the environment and other system requirements.
1.2 Uses for VLC
Lighting systems, especially those that use light-emitting diodes (LEDs) or lasers,
can be adapted to serve as emitters for visible light communications. In part, due
to the ubiquity of lighting systems, VLC can be implemented in a wide variety of
environments used in many applications. One of the main proposed applications is
to provide high data rate links for wireless local area networks (WLANs) in indoor
environments through “dual-use” VLC/lighting systems that provide both lighting
and network connectivity.
1.2.1 In High Data-Rate WLANs
Cisco’s Visual Networking Index predicts that mobile Internet traffic will grow rapidly
in the coming years, as shown in Figure 1·2, creating a need for more network capacity
3Figure 1·2: Global mobile traffic growth by device type according
to Cisco’s Visual Networking Index. Copied from “Cisco Visual Net-
working Index: Global Mobile Data Traffic Forecast Update, 2015–2020
White Paper” (Cisco, 2016).
in both wide area networks (WANs) and local area networks (LANs). This need will
be further exacerbated by the emerging “Internet of Things” (IoT), which would
greatly increase the number of devices that connect to and use LANs.
VLC can help meet this need by providing additional links that supplement exist-
ing networking technologies such as Wi-Fi (IEEE 802.11-based WLANs) to increase
the overall network capacities of LANs (Rahaim et al., 2011; Shao et al., 2014).
VLC is particularly suitable for this role because of the large amount of potentially
usable bandwidth in the visible light spectrum that would not interfere with existing
RF-based communication technologies. The ability to direct and confine light with
great precision and into small spaces enables a massive degree of spatial reuse, in
which the same VLC bandwidth can be independently reused simultaneous in many
places in a given space without causing performance loss due to interference.
Furthermore, the emerging popularity of lighting using light emitting diodes
(LEDs) will provide a very large number of optical emitters that can potentially
4Figure 1·3: The VLC-enabled smart room as originally envisioned in
2008 by the Multimedia Communications Laboratory, Boston Univer-
sity.
be used as the emitters of VLC transmitters. For this reason, our research center
(Lighting Enabled Systems & Applications (LESA), formerly known as the Smart
Lighting Engineering Research Center) extensively considers integration with light-
ing infrastructure and the constraints imposed by lighting-quality requirements in
our VLC system designs. The objective is to use the same LEDs for both general
illumination and VLC, creating VLC transmitters that also satisfy lighting-quality
and energy-efficiency requirements.
1.2.2 In Smart Spaces
VLC technologies can also provide features that directly support the “smart room” or
“smart space” applications provided by the emerging Internet of Things, as illustrated
in Figure 1·3.
These features include indoor localization (Prince and Little, 2012; Choi et al.,
52012; Jung et al., 2011; Ashok, 2014); occupancy sensing (Zhang, 2016); and activity
recognition (Zhang, 2016).
Furthermore, the infrastructure used for VLC can provide light sensing and color-
controllable lighting capabilities for daylight harvesting and other energy-efficiency
improvements, productivity enhancements (e.g., through the regulation of circadian
rhythm (Zhang et al., 2016)), and health benefits.
1.2.3 In Vehicular Networks
Vehicular networking enables vehicles (such as cars and trucks) to directly commu-
nicate with each other and with infrastructure (such as traffic lights and “road-side
units” (RSUs) or network access points) to share both informational and safety-
critical messages, as illustrated in Figure 1·4. Safety-critical messages may be used
to
 share information about hazards on the road,
 automatically detect and avoid potential collisions between vehicles (with au-
tonomous or semi-autonomous vehicles1), or
 coordinate the movement of vehicles to improve overall efficiency through strate-
gies such as platooning.
The directional and line of sight (LOS) nature of VLC provides important benefits
for such safety-critical messages, as illustrated in Figure 1·5. It reduces the likelihood
that transmissions from multiple vehicles would interfere with each other since a
VLC receiver can separate signals coming from different directions. The proposed
imaging VLC receivers in this dissertation can simultaneously receive independent
transmissions from multiple independent transmitters without interference between
1We define a semi-autonomous vehicle as one that a human driver controls except in cases where
autonomous driving takes over to prevent an imminent accident.
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Figure 1·4: Visible light communication in vehicular networks can
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Figure 1·5: Several advantages of directionality in vehicular networks
are illustrated: vehicle V4 can simultaneously receive from V2 and V3
without interference between the two; malfunctioning or malicious ve-
hicles, such as M1, are unable to jam transmissions, and messages can
be routed around them; and vehicles can determine the direction from
which transmissions arrive, providing vehicles V1 and V4 an additional
mechanism to validate messages from vehicle M2.
the transmissions. This ensures that transmissions from different vehicles do not
disrupt each other, which would either result in delays (due to the need to retransmit)
or packet losses that can degrade the performance of these safety-critical applications.
These properties also help protect vehicular networks from malfunctioning or ma-
licious participants by increasing the difficulty of jamming messages (since the VLC
receiver can separate the jamming optical signal as long as it comes from a different
direction than the desired signal(s)), by preventing eavesdropping through directional
transmissions, and by providing a mechanism to check the origin of messages through
VLC-based localization techniques (e.g., to verify whether the sending transmitter is
in front of or behind the receiving vehicle).
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light in the electromagnetic spectrum.
1.3 Related Technologies
VLC is an optical communication technology, similar to fiber optic communication,
infrared (IR) communication, and free-space optical communication. Like in these
other technologies, each VLC transmitter consists of signal-processing hardware to
generate an analog signal to represent the digital data to be transmitted, and an
optical emitter to convert the analog electrical signal into an optical one by generating
light. Similarly, each receiver consists of a photodetector to convert the received
optical signal back to an electrical one, and a decoder to interpret the received signal
to recover the transmitted data.
VLC differs from fiber optic communication systems in that VLC does not use
any optical fibers or similar waveguides to carry the optical signal from the emitter
to the photodetector. Instead, VLC signals propagate through free space from the
transmitter to the receiver.
VLC also differs from infrared wireless communication systems. Although they use
similar portions of the electromagnetic spectrum, as illustrated in Figure 1·6, which
gives them similar properties (e.g., directionality), they also differ in significant ways.
For example, VLC and IR communication systems tend to use different materials
within the emitters and photodetectors to better produce and detect the correspond-
ing wavelengths of light. Furthermore, unlike VLC system designs, since infrared is
invisible to humans, IR communication system designs do not need to consider the
effects of transmissions on lighting quality. But IR communication systems tend to
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Figure 1·7: A comparison of optical communication technologies.
have stricter eye-safety constraints on the emitted optical power due to the human
eye’s inability to react to protect itself from invisible infrared light.
Millimeter-wave and 60 GHz radio technologies also share similar properties with
optical communication technologies, such as VLC and IR communication, again, be-
cause they use similar portions of the electromagnetic spectrum, as illustrated in
Figure 1·6.
Research in free-space optical communications (FSO) and visible light commu-
nications often overlap. However, FSO is typically used to describe longer-range,
narrow-beam, point-to-point communications (e.g., for communications between just
two fixed (non-mobile) nodes or for very long range Earth-to-satellite communica-
tions). In contrast, VLC is typically focused on shorter-range applications, with
communications between potentially more than just one transmitter and one receiver.
VLC also tends to use wider-angle transmitters and receivers: either to service a wider
area, support mobility, or to cover a larger number of emitters and photodetectors
for multiple-input multiple-output (MIMO) communications.
Despite their differences, many of the concepts and solutions proposed for VLC
can also be applied to these similar technologies. Conversely, VLC research builds
9substantially on the research of other communication technologies.
1.4 Scope of the Research
This dissertation investigates and proposes architectures for VLC receivers to meet
the needs of the applications mentioned in Section 1.2 and similar target applications.
Specifically, I aim to design receivers that can support mobility and can simultane-
ously receive from multiple transmitters.
The ability to support mobility is necessary for both indoor wireless networking
and vehicular networking applications, in which the transmitters and receivers can
move relative to each other. Similarly, the ability to simultaneously receive from mul-
tiple transmitters is essential to support the multiple-input multiple-output (MIMO)
techniques that increase the link capacity in indoor networking applications: through
MIMO techniques such as spatial multiplexing, VLC systems can increase the rate
at which data can be reliably transmitted to meet the growing need for additional
communication capacity.
1.5 Key Contributions
This dissertation makes six key contributions to the state-of-the-art of MIMO VLC
receivers:
1. Chapter 3 presents Token-Based Pixel Selection (TBPS): a solution to route
high speed VLC signals from high-resolution imaging VLC receivers to over-
come the bottleneck encountered by traditional image sensors in receiving high-
bandwidth signals.
2. Chapter 4 presents a frequency analysis of complementary metal-oxide semi-
conductor (CMOS) active pixel sensors (APS), which are often used in camera-
based VLC receivers.
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3. Chapter 5 investigates the effects of shot noise on VLC.
4. Chapter 6 presents a spatial light modulator (SLM)-based VLC receiver, and
an implementation using a digital micromirror as the SLM, that is able to use
an SLM to control the MIMO channel matrix.
5. Chapter 7 presents a communication capacity model for MIMO VLC systems.
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Chapter 2
Background
2.1 Single Photodetector VLC Systems
Many visible light communication (VLC) systems have been proposed. These VLC
receivers can be roughly categorized into one of two types: VLC receivers designed
to receive from multiple independent transmitters and VLC receivers designed to
receive from just one transmitter. Of the latter type, they can be further divided into
diversity combining VLC receivers and single photodetector receivers.
In the simplest case, a single photodetector (PD) VLC receiver receives from a
single transmitter. The most common configuration for a single PD VLC receiver uses
a transimpedance amplifier (TIA)-based photodetector, as illustrated in Figure 2·1.
In this configuration, a photodiode is wired in reverse bias and used in the “pho-
toconductive” mode, in which sufficiently energetic photons that strike the photode-
tector (and are detected) form an electron-hole pair that allows an elementary charge
to flow across the photodetector. A photodiode may also be used in the photovoltaic
mode in which the photodiode operates like a solar cell. However, the photocon-
ductive mode is usually used for VLC because the reverse-bias voltage reduces the
capacitance across the photodiode and improves the photodiode’s bandwidth.
The current across the photodiode flows through resistor Rf , creating a voltage
across it, which can be approximately modeled as
VPDout = RfID (2.1)
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Figure 2·1: The schematic for a basic transimpedance-amplifier-based
photodetector. A photodetector may have additional components (not
shown) to tune it. For example, reactive components may be added to
compensate for parasitic reactances in the photodiode or to reduce the
bandwidth (to improve stability or noise performance).
where VPDout is the voltage at the output of the photodetector, Rf is the resistance
of the feedback resistor, and ID is the current across the photodiode.
Other factors that affect the gain of the signal from the transmitter’s output to
the photodetector’s output include
 the free-space path loss (or optical gain), which is the fraction of light from the
transmitter that reaches the receiver, and
 the photodiode’s responsivity which specifies how much current the photode-
tector outputs for a given input optical power.
Assuming a linear, memoryless1 channel, the resulting VLC channel can be ap-
proximately modeled as
y = gx+ w (2.2)
where g is the gain from the transmitter’s output to the receiver’s output, x is the
1For simplicity, this model assumes that each sample is independent. This assumption can be
valid as an approximation when the sample rate is less than the Nyquist rate (twice the bandwidth).
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transmitted optical power, y is the photodetector’s output (voltage), and w is the
noise voltage.
Noise in the received signal can come from a variety of sources, including noise
added by the transmitter’s electronics. In this dissertation, we consider thermal noise
added by the receiver’s electronics, shot noise due to constant background illumina-
tion, and signal-dependent shot noise.
Given this channel model, the performance of a single photodetector VLC system
can be specified by its capacity, which is proportional to its bandwidth and roughly
proportional to the logarithm of the signal-to-noise ratio (SNR). A more thorough
analysis of the capacities of VLC channels is presented in Chapter 7.
2.1.1 Improving VLC Performance in Single PD VLC Systems
Several approached have been proposed to improve the performance of TIA-based
photodetectors. One approach is to tune the photodetector to operate at a higher
center frequency (Nakhkoob et al., 2012).
Increasing the Center Frequency
This approach has a few advantages. One is that operating at a higher frequency helps
to reduce the size of the reactive components, such as the capacitors and inductors
used in the photodetector’s amplifier(s). Another advantage is that for the same
bandwidth, increasing the amplifier’s center frequency increases the quality factor (or
Q-factor, which is the ratio of the center frequency to the bandwidth); this increase
in Q tends to improve an amplifier’s gain and power-efficiency. Combined, these two
advantages allow the VLC receiver to be more easily implemented in an integrated
circuit (IC) and enable the receiver to use radio-frequency (RF) IC amplifier designs.
However, this increase in center frequency is not practical in the context of LED-
based VLC because the transmitter bandwidth is typically only from 0 Hz (DC) to
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tens of MHz due to the limitations of LEDs. In the absence of a mechanism to
upconvert the VLC signal to a higher center frequency for the VLC receiver, low-
frequency LED-based VLC transmitters would be incompatible with high-frequency
receivers.2
Increasing the Usable Baseband Bandwidth
Other approaches aim to increase the usable baseband (i.e., around 0 Hz) bandwidth
of VLC systems; these approaches tend to be more practical for LED-based VLC
systems.
Many of the approaches used to increase bandwidth in RF communication systems
can also be applied to VLC systems, such as trading gain for bandwidth or applying
equalization. These approaches aim to reduce the gain of lower-frequency components
while emphasizing the higher-frequency components to increase the bandwidth.
Another approach is “blue filtering.” In VLC systems that use phosphor-converted
white LEDs (the type of LEDs typically used in general lighting applications), a blue
LED emits only blue light. To make the resulting light white, the other wavelengths
(or colors) of light are added using a phosphorescent material that absorbs the higher-
energy blue photons to re-emit photons at lower energies (longer wavelengths). The
phosphorescent material tends to continue emitting light for a while after the blue light
disappears. This relatively long “decay time” tends to extend the impulse response
of the LED, reducing the LED’s bandwidth. Blue filtering blocks the wavelengths of
light that have the longer impulse response, keeping only the original blue light from
the blue LED.
2Recently, researchers have made advances in improving the bandwidth of VLC transmitters
by using visible-light laser diodes (Brandl et al., 2013; Oh et al., 2014; Janjua et al., 2015; Chi
et al., 2015b; Chi et al., 2015a). The spatial light modulator (SLM)-based VLC receiver described
in Chapter 6 can be modified to receive higher bandwidth signals from these laser-based VLC
transmitters. However, the CMOS-APS based VLC receivers described in Chapters 3 and 4 were
designed for use with lower-frequency LED-based VLC transmitters.
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When implemented at the receiver, all of these approaches trade off signal-to-noise-
ratio (SNR) for increased bandwidth because they either attenuate portions of the
received signal, thus reducing the received signal power; or further amplify the higher
frequency components of the signal, which tends to increase the noise. However, this
trade-off can be advantageous when the SNR is sufficiently high because the bit rate
is proportional to the bandwidth (a higher bandwidth allows for a higher symbol rate)
but is proportional to the logarithm of the SNR (a higher SNR allows for more bits
per symbol).
These approaches can also be implemented at the transmitter. For example, a
transmitter can apply “peaking” to pre-emphasize the higher frequency components
of square pulses used in modulation schemes such as on-off keying or pulse-position
modulation.
An alternative to peaking or equalization is frequency-division multiplexing
(FDM). Rather than selectively attenuate or increase the gain of different frequency
components to get a flat frequency response across the entire bandwidth, FDM splits
the usable bandwidth into smaller independent bands, and in each band, uses only
as many bits per symbol as the SNR for that band allows. This approach enables the
VLC system to adapt the modulation scheme to suit the frequency response of the
system.
Increasing the Optical Gain of the Receiver
The signal to noise ratio at the receiver can be improved by increasing the optical gain
of the receiver through larger lenses (e.g. concentrator lenses) to increase the area
over which the receiver gathers light. However, due to the conservation of etendue,
doing so necessarily restricts the field-of-view of the photodetector (similar to how
increasing the gain of an RF antenna makes it less omnidirectional). Although this is a
good approach for free-space optical communication systems with fixed transmitters
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and receivers, the reduced field of view limits the receiver’s utility in mobile VLC
applications.
Another possible approach to increase the optical gain of a receiver is to increase
the photodiode’s area. However, doing so tends to also increase the photodiode’s
capacitance (which reduces its bandwidth) and increase the photodiode’s dark (or
leakage) current (which increases the shot noise).
To work around these problems, VLC receivers that use multiple photodetectors,
each with their own amplifiers, have been proposed (Carruthers and Kahn, 1998; Zeng
et al., 2009a; Chen et al., 2014). These multiple photodetectors can each be pointed
in different directions to increase the overall field of view. And compared to one large
photodetector with the same total area, each of the smaller photodetectors have a
lower capacitance. After amplification, the signals from each photodetector can be
added together to increase the total optical gain without reducing the bandwidth
through increased capacitance. Such VLC receivers are diversity-combining VLC
receivers.
2.2 Multiple-Input Multiple-Output (MIMO) VLC
Instead of simply adding the signals of each photodetector together to generate one
output signal, the signals of a multi-photodetector VLC receiver can instead be pro-
cessed as a vector to enable the VLC receiver to simultaneously receive potentially
interfering signals from multiple transmitters. The resulting VLC channel, consisting
of nt transmitters as inputs and nr receiver elements as outputs, is a multiple-input
multiple-output (MIMO) channel.
Again, assuming that the channel is linear and memoryless, it can be modeled as
~y = G~x+ ~w (2.3)
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where ~x is a nt-element column vector of the samples transmitted by each transmitter,
~y is a nr-element column vector of the samples received by each receiver element, ~w
is a nr-element column vector of the noise received by each receiver element, and G
is a matrix of the gains from each transmitter to each receiver element; this model
neglects the effects of signal-dependent shot noise. A more thorough analysis on the
effects of shot noise is presented in Chapter 5.
By simultaneously receiving multiple VLC signals that can each carry different
information, a MIMO VLC receiver can potentially achieve higher data rates than
similar single-PD or diversity-combining VLC receivers that can only receive one
VLC signal at a time. A more thorough analysis on the capacity of VLC channels is
presented in Chapter 7.
2.2.1 MIMO Coding
Many MIMO modulation schemes (or coding schemes) have been proposed to effi-
ciently encode information over the multiple (potentially interfering) MIMO channels
between each of the nt transmitters and each of the nr receiver elements.
One simple approach is to transmit the same signal from each of the transmit-
ters (potentially with phase-shifts (i.e., beamforming) so that the signals arrive at
the receiver in phase). To decode this signal, the receiver can combine each of the
received signals via diversity combining to recover the transmitted signal. Although
this beamforming and diversity-combining scheme can improve the SNR (compared
to the SNR of a single transmitter and single photodetector3 VLC system with the
same transmitter and photodetector), the advantages to this approach are limited if
the SNR is already sufficiently high without the diversity combining.
An alternative approach is spatial multiplexing, in which each transmitter sends
3We refer to these VLC channels, with only one transmitter and one receiver, as single-input
single-output (SISO) channels.
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an independent signal. Ideally, when the SNR is high and the interference between
the transmitted signals (as described by the channel matrix G) is low, the receiver
can independently decode each of the transmitted signals, multiplying the data rate of
the SISO channel by the number of independently transmitted signals. This approach
can also be used to allow multiple users to each transmit independent signals without
needing to coordinate between each transmitter to share the channel. In cases where
the transmitted signals do interfere, a MIMO VLC receiver may still be able separate
and independently decode the interfering signals if the channel matrix G has full
column rank.
Other approaches, which may perform better in other scenarios, include spatial
modulation (Mesleh et al., 2011; Fath et al., 2013) and SVD-VLC (Butala et al.,
2013).
2.3 Mobility Model
In order to evaluate how a VLC system performs in mobile applications, in which the
transmitters and receivers can move relative to each other, we require a model of how
they move. The position and orientation of a transmitter or a receiver in a three-
dimensional space can be described as a tuple of six scalar coordinates as described
in Appendix A.
In order to simulate mobility for VLC systems, we randomly place transmitters
and receivers to determine their average performance across a representative sample
of relative positions and orientations. Certain constraints may be applied (e.g., all
devices may be constrained to be within a room of a particular size or the transmitters
may always be placed 2.5 m in front of the receiver), but otherwise, each of the
position and orientation coordinates are randomly distributed across their range of
allowable values.
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Image sensor
Figure 2·2: An imaging VLC receiver primarily consists of an image
sensor (that has an array of photosensitive pixels) and optics. Here, an
imaging VLC receiver is shown with three transmitters and their cor-
responding transmitter images projected onto the image sensor. (Chau
and Little, 2014)
In future work, we intend to more thoroughly analyze how mobile devices move
to develop more accurate mobility models.
2.4 State-of-the-Art of VLC Receivers
MIMO VLC receivers can be roughly divided into two categories:
 imaging VLC receivers, which use imaging (i.e., camera) lenses to focus light
from different transmitters onto different photodetectors, and
 non-imaging VLC receivers, which do not use imaging lenses, but instead rely on
MIMO decoding algorithms to process the received signals that have interference
between them.
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(a) Small pixels (b) Dense pitch (c) Wide FOV
Figure 2·3: To maximize the resulting number of independent chan-
nels, an imaging VLC receiver needs: (a) small pixels to prevent in-
terference between transmitter images that land on the same receiver
pixel, (b) a dense pixel pitch to receive transmitter images that would
otherwise land between pixels, and (c) a large area to cover a wide field
of view (FOV) so that transmitter images do not miss the image sensor
altogether. (Chau and Little, 2014)
2.4.1 Imaging VLC Receivers
As illustrated in Figure 2·2, when an imaging VLC receiver is in focus, the imag-
ing optics can separate optical signals from different transmitters to project them
onto different photodetectors (or separate sets of photodetectors). If each focused
transmitter image is well aligned with a separate photodetector, the VLC receiver
can receive spatially multiplexed VLC signals without any significant interference
between the transmitted signals, as demonstrated in (Rajbhandari et al., 2015).
However, when the transmitters are mobile relative to the receiver, this alignment
can be difficult to maintain. In order to do so, an imaging VLC receiver would require
a large number of photodetectors (or pixels) as explained in Figure 2·3.
Unfortunately, as the number of pixels grow large in an imaging VLC receiver’s
photodetector array, the process of reading and processing the signals from all of the
pixels becomes challenging. These challenges include difficulties with signal routing,
signal processing, providing enough outputs to the data sink, power consumption,
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and practical constraints on the size of the photodetector electronics.
Instead of reading and processing the signals from every pixel in parallel, high
resolution image sensors instead read the pixels in a scanning fashion (Photron, 2002;
Arai et al., 2007; Yamazato et al., 2014). The use of such image sensors is popular for
screen-to-camera communications (Wang et al., 2014; Hu et al., 2014; Ashok, 2014).
This scanning enables the image sensor to process signals from millions of pixels,
but reduces the rate at which each pixel can be sampled, which in turn reduces the
bandwidth limit on the optical signal that the VLC receiver can receive.
Although approaches have been proposed to use the rolling shutter effect of image
sensors to increase the maximum bandwidth that a scanning image sensor can receive,
the maximum bandwidths and data rates achieved using this approach remains low
(Danakis et al., 2012; Woo et al., 2012).
Scanning image sensors can also be used to track the location of a transmitter
for a high-speed VLC receiver (Takai et al., 2013; Yamazato et al., 2014). In their
imaging VLC receiver, they interleave high-speed communication pixels between the
pixels of a lower-speed scanning image sensor. The lower-speed image sensor is used to
find the transmitter. When the transmitter is found, the high-speed communication
pixels in the corresponding area of the photodetector array are activated and their
signals are routed for higher-speed processing, achieving 10 Mb/s and 10 MHz of
bandwidth respectively. However, this image sensor architecture with the interleaved
communication pixels is only able to receive and output one independent VLC signal
at a time, which prevents it from being used as a MIMO VLC receiver.
In Chapter 3, we investigate and propose other approaches to improve the signal
routing in image sensors to improve their ability to simultaneously receive multiple
high-speed signals.
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2.4.2 Non-Imaging VLC Receivers
In contrast to imaging VLC receivers, since non-imaging VLC receivers do not use
imaging optics to separate incoming VLC signals by focusing them onto aligned pho-
todetectors, non-imaging VLC receivers can be implemented with fewer photode-
tectors. In order to decode independent signals from separate transmitters, a non-
imaging receiver requires the channel matrix G to be full column rank; otherwise,
if G does not have full column rank, even without noise, different values of ~x may
yield the same observation ~y at the receiver, making it impossible for the receiver to
reliably determine which ~x was transmitted.
When G does not have full column rank, additional constraints can be imposed on
the transmitted signal ~x (e.g., every transmitter sends the same signal) to ensure that
the receiver can still reliably decode the signal in the presence of interference between
the transmitters. However, as shown in Chapter 7, imposing additional constraints
on ~x tends to reduce the resulting channel capacity.
Other characteristics of the channel matrix can also affect the capacity of the
channel. For example, when the signal-to-noise ratio at the receiver is sufficiently high
and SVD-VLC (Butala et al., 2013) is used to form spatially multiplexed channels,
a channel matrix that evenly distributes gain across the multiple eigenchannels (i.e.,
independent virtual channels) may yield a higher data-rate than a channel matrix
that unevenly distributes the same total gain across the multiple eigenchannels. The
ratio of the gain of the strongest eigenchannel to the gain of the weakest eigenchannel
is the channel matrix’s condition number; a channel matrix with a low condition
number is said to be well conditioned.
A variety of non-imaging optics have been proposed to provide well-conditioned
and full-column-rank channel matrices. These include hemispherical lenses (Wang
et al., 2013), mounting photodetectors on a three-dimensional structure (Nuwanpriya
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et al., 2014; Lian and Brandt-Pearce, 2015), prisms (Wang and Armstrong, 2014),
and masks (Wang et al., 2015).
Although non-imaging VLC receivers with a small number of photodetectors can
perform well on average, their non-imaging optics are not guaranteed to provide good
channel matrices for all transmitter positions. In some positions, the symmetry of
the transmitter positions or the proximity of the transmitters to each other may yield
poor channel matrices that result in degraded performance or communication outages
(Zeng et al., 2009b). Since VLC channels do not experience significant random fading
due to multipath signal propagation, when such degraded performance occurs, it may
persist until either the transmitters or the receiver moves to a better position.
In Chapter 6, we present an approach to use spatial light modulators in the VLC
receiver to mitigate this problem.
2.5 Summary of Problems Addressed in this Dissertation
We seek to use spatial multiplexing and MIMO techniques to increase the aggregate
data rates of LED-based VLC systems. In this dissertation, we present two solutions
to simultaneously receive spatially multiplexed VLC signals from multiple mobile
VLC transmitter.4
Chapter 3 presents a modification to the design of CMOS APS image sensors that
enables these high-resolution image sensors to quickly sample and read out multiple
VLC signals; this solution enables imaging VLC receivers to both feature the high
resolution required to support mobility and the high sampling rate (of multiple sig-
nals) required to provide a high aggregate data rate. This solution is analyzed in
Chapter 4, which investigates the properties of the CMOS active pixel as a commu-
nications device, and in Chapter 5, which investigates the noise that affects the VLC
4A receiver’s ability to receive from mobile transmitters is sufficient to also receive VLC signals
when the receiver is mobile because relative to the receiver, only the transmitter moves.
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receiver.
For non-imaging VLC receivers, Chapter 6 addresses the possibility that in certain
positions, the performance of the VLC system may be degraded due to the state of
the channel matrix; to solve this problem, we present the spatial light modulator
(SLM)-based VLC receiver, which uses an SLM to dynamically control the channel
matrix.
Chapter 7 analyzes the capacity of MIMO VLC systems, and Chapter 8 reviews
our related work on the development of LED-based VLC systems and applications.
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Chapter 3
Signal Routing for High-Speed VLC
Receivers
This chapter is © ACM 2014 and is a minor revision of the work published in Proceed-
ings of the 1st ACM MobiCom Workshop on Visible Light Communication Systems,
which is available at http://doi.acm.org/10.1145/2643164.2643172 (Chau and
Little, 2014). Some modifications have been made to adapt it for this dissertation.
3.1 Token-Based Pixel Selection
Visible light communications (VLC) can be integrated into lighting infrastructure
to provide ubiquitous wireless access in spaces where light is consumed by humans.
Unfortunately, the requirement to provide high-quality diffuse illumination reduces
the potential capacity of the free space links and we seek ways to accommodate both
the lighting and data rate goals. We investigate the combination of multiple VLC
transmissions through spatial multiplexing (SM), a MIMO technique, to meet our
data rate goals. Specifically, this chapter deals with receiver designs intended to
receive and decode increasing numbers of SM/MIMO VLC data streams.
Conventional imaging (camera) sensors have been used as VLC receivers; however,
they are intended to capture frames at relatively low speeds and their architectures
do not translate well for receiving multiple high-rate VLC streams. Thus we consider
new techniques to optimize imaging receivers to meet the capacity requirements of
multiple SM streams.
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In this chapter, we propose token-based pixel selection (TBPS) for CMOS image
sensors as a scalable alternative to mitigate this decrease in sampling rate. We show
that in many cases, TBPS-based image sensors sample transmissions several times
more frequently than windowing image sensors, yielding higher VLC data rates. As-
suming the same reset, integration, and read times, TBPS always performs as well
as, and often better than, windowing.
3.2 Introduction
As mobile devices and networked appliances become more prevalent, we face a growing
need for ubiquitous network connectivity and wireless communication capacity. To
meet this demand, we aim to deliver high-speed networking through indoor lighting
with visible light communication (VLC) (Gancarz et al., 2013). In VLC systems, data
is conveyed wirelessly from an optical transmitter to an optical receiver as modulated
light. Light-emitting diodes (LEDs), which are becoming common as an energy-
efficient light source, are able to modulate light (turn on and off or change intensity)
quickly (with bandwidths as high as 20 MHz (Grubor et al., 2007)), allowing them
to serve as high-speed VLC transmitters in addition to providing illumination.
Although the achievable throughput of a single VLC transmitter is substantial, it
remains a bottleneck in VLC systems. In comparison, VLC receivers are much faster:
able to achieve bandwidths of several GHz (Nakhkoob et al., 2012). Furthermore,
in dual-use VLC-lighting systems, lighting quality and energy-efficiency requirements
can constrain VLC transmitters, reducing their individual throughput. Fortunately,
the abundance of indoor lights (and hence, the abundance of VLC transmitters) pro-
vides opportunities to increase throughput many times through spatial multiplexing
(SM). To better utilize the throughput of VLC receivers and to achieve our goal of
providing gigabit-per-second VLC links, we propose that each VLC receiver should
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simultaneously receive from multiple transmitters.
The remainder of this chapter is organized as follows: Section 3.3 explains spatial
multiplexing and its receiver requirements in mobile use cases. Section 3.4 exam-
ines image sensor architectures to highlight the challenges of creating scalable imag-
ing VLC receivers for spatial multiplexing. To address this scalability challenge, we
present a token-based runtime pixel selection mechanism in Section 3.5. The perfor-
mance of the proposed architecture is analyzed in Section 3.6. Section 3.7 concludes
the chapter.
3.3 Spatial Multiplexing with Imaging VLC Receivers
Assuming a linear and time-invariant channel with additive and white Gaussian noise,
and with a variance-constrained signal, a single-input and single-output link’s capacity
is limited by Shannon’s capacity theorem:
C = B log2(1 + S/N) (3.1)
where B is the bandwidth and S/N is the signal-to-noise ratio.
Ideally, as with wired links, the capacity of this link can be multiplied through
replication, resulting in a link capacity, CM , equal to the sum of each individual link
capacity, ci:
CM =
M∑
i=1
ci =
M∑
i=1
Bi log2(1 + Si/Ni) (3.2)
Although this capacity can be realized when theM links are independent, crosstalk
can limit the number of independent channels despite the number of transmitter-
receiver pairs. For example, if h11 = h22 = h12 = h21 in the 2x2 MIMO system shown
in Figure 3·1a, we effectively only have one channel: y1 = y2 = h11(x1 + x2). In this
case, using two transmitter-receiver pairs did not double the link capacity. Fortu-
nately, as illustrated in Figure 3·1b, imaging optics (e.g., commonly available camera
28
b2 x2Encoder
b1 x1Encoder
y2 b'2
y1 b'1
Decoder
h22
h11
h12
h21
(a) Crosstalk between transmitter-receiver pairs
b2 x2Encoder
b1 x1Encoder
y1 b'1
y2 b'2Decoder
Decoderh1
h2
(b) Imaging lens maintains prevents crosstalk
Figure 3·1: An imaging lens can focus light to prevent crosstalk be-
tween transmitter-receiver pairs.
lenses) provide a convenient mechanism to prevent crosstalk between transmitter-
receiver pairs.
To receive many data streams (independent channels), an imaging VLC receiver
needs a high-resolution image sensor. Although a statically positioned VLC system
needs only one receiver pixel per transmitter to maximize the number of independent
channels (by aligning each receiver pixel to a separate transmitter image), this static
alignment is not possible for mobile devices. As illustrated in Figure 2·3, imaging
VLC receivers need many more pixels to support mobility. Otherwise, the imaging
VLC receiver may suffer from crosstalk (despite the imaging optics) or may altogether
miss certain transmissions, which will reduce the throughput of the resulting link.
Unfortunately, the resolution of existing VLC receiver architectures do not scale
up well at the high sampling rates required for VLC; and as the image resolution
increases, the frame rate of image sensors tend to decrease.
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3.4 Imaging Receiver Architectures
Many imaging VLC receivers share the physical structure illustrated in Figure 2·2,
consisting of an image sensor, optics, and packaging. Their differences are primar-
ily in the design of the image sensor. High-resolution image sensors are typically
manufactured as an array of photodetectors on an integrated circuit (IC) with am-
plifiers, analog-to-digital converters (ADC), control circuitry, and other supporting
electronics.
When the number of pixels is small, each pixel can be equipped with its own
signal output chain, allowing all pixels to be read in parallel (Azhar et al., 2010).
Unfortunately, high-resolution image sensors tend to have many more pixels than the
image sensor can simultaneously read out due to practical limitations, such as the
throughput of later signal processing stages (e.g., ADCs and digital signal processors),
the number of output pads and pins available on the image sensor’s IC and packaging,
the chip area available for read-out electronics, and the number of signal routing layers
available to route signals from every pixel to an output.
For these reasons, this fully parallel approach does not scale well and limits the
imaging receiver to very low resolutions. CMOS image sensors typically use row
scanning to cope with these constraints.
3.4.1 Line Scanning and Windowing
Row, or line, scanning image sensors, illustrated in Figure 3·2, have one shared out-
put per column of pixels, allowing higher resolutions to be supported by fewer out-
puts. However, these image sensors can only read one row of pixels at a time. As a
consequence, the sampling rate for each pixel (i.e., the frame rate), fs, is inversely
proportional to the number of rows, DR:
fs = fp/DR (3.3)
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Figure 3·2: Row scanning image sensors only activate one SEL row-
select line at a time to read out pixels.
when the bottleneck is the output and each output can read pixels at rate fp.
Windowing can increase this frame rate by scanning only a subset of rows, reducing
the denominator, DR, in Equation 3.3 to DRW : the number of rows in the window.
For example, the image sensor illustrated in Figure 3·2 can double its frame rate by
scanning only two out of four rows.
However, reading just one pixel from each row would still require scanning the
entire image. Due to mobility, transmitter images are often scattered across all (or
most) rows of the image sensor. In such cases, reading just a few pixels would be as
slow as reading the entire image.
3.5 Token-Based Pixel Selection
We propose token-based pixel selection (TBPS) as a more flexible alternative to win-
dowing. Like windowing, TBPS aims to skip pixels that do not receive VLC signals1.
1The VLC signal detection or tracking necessary to determine which pixel receives a VLC signal
is outside the scope of this chapter.
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Figure 3·3: The path of tokens (red) in a 6x6 TBPS image sensor is
illustrated with randomly distributed transmitter images (yellow).
Unlike windowing though, TBPS allows each column to independently choose which
pixels to read.
To configure which pixels are read and which are skipped, each pixel is pro-
grammed to be enabled (to receive and output VLC signals) or disabled. At ini-
tialization, each column of pixels is given one token to arbitrate access to the shared
output. As illustrated in Figure 3·3, this token is passed from pixel to pixel, skipping
over any disabled pixel. When an enabled pixel receives the token, it holds the token
for one read cycle and outputs its sample. At the end of the read cycle, the pixel
passes the token to the next enabled pixel.
This mechanism allows TBPS image sensors to skip any pixels without VLC sig-
nals and to simultaneously read pixels in multiple rows.
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Figure 3·4: A basic CMOS active pixel connects to the shared output
when its SEL input is raised high.
3.5.1 Implementation Details
In TBPS, a pixel selector (PS) (shown in Figure 3·5) in each pixel replaces the row-
select circuitry of the row-scanning image sensor to coordinate access to each column’s
shared output. The PS described in this chapter is compatible with CMOS active
pixels, such as the one illustrated in Figure 3·4.
Pixel Phases
CMOS active pixels acquire and output their samples in three phases. First, the
pixel is reset to clear previously accumulated charges. Then, as photons hit the pixel,
charges are accumulated through the pixel’s photodiode; this accumulated charge
represents the number of photons detected. Finally, after the exposure time passes,
the pixel is connected to an output that reads the pixel to produce a discrete-time
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sample of the incoming optical signal.
Since the pixel’s frequency response depends on its exposure time, the exposure
time should be fixed to maintain the frequency response at a known value.
Certain other timing constraints must also be enforced for the image sensor to
operate properly. Due to the shared outputs, no more than one pixel in each column
may be in the read phase at any given time. Furthermore, the presented pixel selector
design can only reset at most one pixel at a time in each column. However, even
in the same column, pixels can be concurrently exposed and different pixels can
simultaneously be in different phases without conflicts.
Token-Passing Logic
To fix the exposure time and to pipeline the three phases, two tokens are used in each
column: a reset (RST) token indicates which pixel is reset next and a select/read
(SEL) token indicates which pixel is selected to output its sample.
In each column, the PSs pass a single SEL token using the logic shown in Fig-
ure 3·5b. Only the pixel with this SEL token may access the column’s output. When
a PS receives the SEL token (represented by a logic high at SIN, the SEL token input),
it raises SEL on its CMOS active pixel to connect the pixel to the output. After the
pixel is read, the PS passes the token onto the next pixel to be read.
A RST token is similarly passed from pixel to pixel in each column by the logic
shown in Figure 3·5a. After initialization, the RST token moves in lockstep with the
SEL token to ensure the proper exposure time for each sample.
Each PS is configured by an enable (EN) bit, which is high only if the connected
pixel should be read. The EN bit can be implemented as addressable memory for easy
configuration and may change at runtime to capture new VLC signals or to track
moving transmitters. When EN is disabled for a pixel, the PS becomes transparent
to tokens, allowing tokens to skip the disabled pixel without waiting for another clock
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Figure 3·5: The logic for the pixel selector (PS) is shown. U1, U3,
and U8 are D flip-flops; U2 and U7 are demultiplexers; and U6 is a SR
latch. EN, a bit of addressable memory, is clocked through U1 to avoid
glitches. U2 and U7 route incoming tokens, to either bypass this pixel
or hold the token for one clock cycle. Tokens enter through RIN and
SIN; they leave through ROUT and SOUT. The PS produces RST and
SEL to control the connected pixel.
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Figure 3·6: The connections for a column of pixels that share the
same output is shown. FLUSH and NEW are used in initialization to
flush tokens and to insert a token respectively. Each PS’s SEL output
is connected to its corresponding pixel.
cycle.
The PSs in a column are connected together as shown in Figure 3·6.
Procedure for Operation On initialization, with FLUSHS low, signal NEWS
should be raised and CLKS should be cycled once for every pixel in the chain. This
clears SR latch U6, illustrated in Figure 3·5b, for every pixel so that the SR latch
can be used to detect whether the pixel has been reset. Once U6 has been cleared for
each pixel, NEWS should be lowered.
The EN bit for each pixel should be initialized to a known state. Each column
must always have at least one enabled pixel to avoid potentially losing the tokens.
Next, both FLUSHR and FLUSHS should be raised. Cycle CLKR and CLKS once
for each pixel in the chain to ensure that no tokens remain. When all tokens are
flushed, return FLUSHR and FLUSHS to logic low. Finally, raise NEWR for one CLKR
cycle and NEWS for one CLKS cycle to insert exactly one of each token into each
chain. This initialization procedure ensures that each chain has only one RST token
and one SEL token, and that the imaging receiver always knows where each token is
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(and thus, which pixel is being read).
Once the TBPS image sensor is initialized, each rising edge of clocks CLKR and
CLKS advances the tokens to the next enabled PS. After a token passes the last pixel
in the chain, it is returned to the first pixel so that the column’s pixels are scanned
in a round-robin fashion.
This TBPS architecture allows the image sensor’s limited number of readout cir-
cuits to read the desired pixels while ignoring all other pixels. Furthermore, the PS
logic has been designed so that after initialization, a pixel can be read on every clock
cycle, which helps ensure that the PS does not slow down the image sensor.
3.6 Performance
To evaluate the performance of the token-based pixel selection (TBPS) architecture,
we model the receiver’s image sensor as a rectangular array of pixels with DR rows
and DC columns, where each column has a separate output. Onto this array, we
uniformly distribute M ′T transmitter images and calculate RPO: the aggregate rate
at which pixels with transmitter images are sampled and read out. Along with the
signal-to-noise ratios, RPO determines the maximum capacity of the imaging VLC
receiver. We compare RPO for both TBPS and windowing VLC receivers.
Although each transmitter image can land on multiple adjacent pixels, we assume
for simplicity that each of the M ′T transmitter images lands on only one receiver
pixel. This assumption is reasonable if transmitters are small or sufficiently far away,
forming transmitter images that are small with respect to the receiver pixel size. This
assumption may also be practical if the image sensor performs binning (as diversity
combining) for transmitter images that land on multiple pixels before the pixels are
read out.
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3.6.1 Assumed Readout Timing
Modeling the reset mechanism as a switch to discharge the photodiode’s capacitance
(estimated to be 7 pF) and assuming a switch resistance of less than 100 Ω, we
determine that
TRST = 4 ns
as more than five time constants, is amply sufficient to completely reset the pixel.
The appropriate exposure time for the imaging VLC receiver is heavily scenario-
dependent. For this analysis, we assume an exposure time of
Tint = 100 ns
Assuming 1 µW of incident light per pixel, 400 mA/W responsivity, and 7 pF capac-
itance, 100 ns is sufficient to generate a 5.7 mV voltage swing.
Finally, we use
Tread = 16 ns
for the duration of the read phase. This duration is estimated by surveying com-
mercial CMOS image sensors, which can read pixels at 62 MHz (ON Semiconductor,
2013).
3.6.2 Analysis
Of the M ′T transmitter images incident on the image sensor, M
′
Tj of those transmitter
images land on column j. In column j, these M ′Tj transmitter images land on M
′
Rj
pixels that need to be read. Since multiple transmitter images can overlap, M ′Rj ≤
M ′Tj.
Define DRW to be the total number of rows needed to cover all M
′
Rj pixels in all
columns; this is the minimum number of rows that need to be scanned in windowing
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image sensors to read every pixel with transmitter images.
M ′Rj ≤ DRW ∀j ∈ {1, 2, ..., DC} (3.4)
Given this setup, define Uj(n) to be the total time needed to read each of the M
′
Rj
pixels (in column j) n times, including any initial setup overhead time. Let
Tcyclej , lim
n→∞
Uj(n)
n
(3.5)
Essentially, Tcyclej is the additional time needed to scan every pixel to be read in
column j one more time.
Using
Tinc = max(TRST, Tread) (3.6)
for TBPS,
Tcyclej = max(TRST + Tint + Tread,M
′
RjTinc) (3.7)
and for regular windowing,
Tcyclej = max(TRST + Tint + Tread, DRWTinc) (3.8)
Note that due to pipelining (e.g., other pixels in a column can be read while the first
pixel is reset and exposed again), an output can take as long to scan one pixel as it
does to scan multiple pixels.
Our desired metric, RPO, is the aggregate rate at which pixels with transmitter
images are read out:
RPO =
DC∑
j=1
M ′Rj
Tcyclej
(3.9)
where M ′Rj/Tcyclej is the rate at which pixels with transmitter images are read out
in column j. This equals the total sampling rate across all pixels that receive VLC
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Figure 3·7: The relative performance gain of TBPS is shown.
signals and is proportional to the total bandwidth across all of the received signals.
3.6.3 Simulation
With this setup, we performed Monte Carlo simulations of TBPS and windowing
image sensors at different image sensor resolutions over a range of values for M ′T . As
shown in Figures 3·7 and 3·8, the simulations confirmed that (given the same values
for TRST, Tint, and Tread) TBPS always performs as well as or better than regular
windowing.
Figure 3·7 shows that the relative advantage of TBPS increases with image sensor
resolution: a trend that continues beyond the simulated 64x64 resolution. This advan-
tage can be attributed to the increased likelihood for higher-resolution image sensors
40
0 200 400 600 800 1000 1200 1400 1600
0
1
2
3
4
5
6
7
8
9
10
x 108
M’T
R P
O
Average RPO as a function of M’T for 16x16 receivers
 
 
TBPS
Windowing
Figure 3·8: For any M ′T , since M ′Rj ≤ DRW , TBPS performs better
than (or as well as) regular windowing. Extremely high values of M ′T
are plotted to show that both TBPS and windowing approach the same
maximum RPO.
41
that transmitter images are scattered over more rows of the image sensor, reducing
the number of desired pixels (those with transmitter images) on each row. Higher
resolution image sensors also have more columns, further reducing the concentration
of desired pixels in each row.
Since windowing image sensors only read one row at a time, reducing the con-
centration of desired pixels in each row increases the average fraction of time that
each output reads “blank” pixels without VLC signals and reduces the average rate
at which each windowing image sensor output reads the desired pixels. In contrast,
TBPS image sensors can better utilize each available output because they can read
from multiple rows at once, skipping over blank pixels to only read desired pixels.
The plot also shows that when the number of transmitter images incident on the
image sensor (M ′T ) is low, both TBPS and windowing have the same performance. In
this regime, RPO is limited by the relatively long exposure time Tint; pipelining allows
all of the reads to fit into the time needed to reset, expose, and read just one pixel.
In these cases, Tcyclej = TRST + Tint + Tread for both windowing and TBPS, yielding
the same RPO.
As M ′T grows, the ratio of RPO-TBPS to RPO-win reaches a maximum and then
decreases back towards unity. Although this maximum may appear to suggest that
that an optimal M ′T exists for each resolution, RPO continues to improve for both
architectures as M ′T increases.
This trend is better explained with Figure 3·8, which shows that as M ′T grows, the
performance of both the TBPS and windowing image sensors asymptotically approach
the same maximum RPO = 10
9 pixels/s, which occurs when every column reads the
desired pixels at the maximum rate. Since the TBPS image sensor approaches this
maximum RPO faster as M
′
T grows, its RPO plateaus first, allowing the RPO of the
windowing image sensor to catch up. As the RPO of the windowing image sensor
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catches up, the ratio of RPO-TBPS to RPO-win decreases back towards one.
Although windowing performs as well as TBPS at extreme values of M ′T (with
either a huge quantity of VLC transmitters or very few), TBPS yields much better
performance than windowing in typical cases.
3.7 Conclusion
Dual-use lighting can provide ubiquitous wireless network connectivity by embedding
VLC in the the lighting infrastructure. But the need for diffuse high-quality light
can limit the effective data rates delivered by each lighting unit. To compensate for
this limitation, we investigate spatial multiplexing as a technique to increase received
data rates by using multiple lighting units as independent transmitters. Specifically,
we investigate the challenge of receiving these multiple data streams through the use
of imaging (camera) receiver architectures.
This approach requires high-resolution image sensors that can quickly sample
signals from many VLC transmitters simultaneously. Unfortunately, existing image
sensor architectures do not scale well to meet this requirement. Instead, we propose a
new imager architecture that is specifically designed to receive spatially-multiplexed
VLC transmissions and is compatible with well-established and low-cost CMOS active
pixel sensor designs.
The proposed token-based pixel selection (TBPS) architecture allows the image
sensor to selectively scan pixels of interest while ignoring all other pixels. Although
TBPS image sensors require more control logic per pixel than simpler windowing
image sensors, the additional design complexity is justified by the increase in sampling
speed for each VLC stream and thus the overall reception capacity enabled by the
device.
In addition to spatial multiplexing, imaging VLC receivers can also guarantee
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interference-free communications in multi-user scenarios, without requiring coordina-
tion between transmitters, through space-division multiple access, in which the spatial
separation of transmitter images prevents interference between transmissions. Such
guarantees may be useful in time-sensitive and safety-critical applications, such as in
vehicular networks (Chau, 2011).
In the future, we plan to refine our simulation model for the placement of trans-
mitter images, relax the simplifying assumption that each transmitter image only
lands on one pixel, investigate VLC signal detection and tracking, explore diversity
combining and MIMO decoding for CMOS image sensors, investigate the character-
istics of CMOS active pixels for communications, and explore other applications of
TBPS image sensors.
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Chapter 4
Using CMOS Active Pixel Sensors for
VLC
This chapter is a minor revision of (Chau and Little, 2015)1. Some modifications
have been made to adapt it for this dissertation.
4.1 Analysis of the CMOS Active Pixel Sensor
Although CMOS active pixel sensor (APS) cameras are used as receivers for low-
bandwidth visible light communications (VLC), they have typically not been used
to receive high-bandwidth VLC signals. However, by selectively scanning pixels on
the image sensor, the sampling rate of CMOS APS pixels can be greatly improved,
enabling them to capture high-bandwidth signals while maintaining the ability to
scale to high image resolutions. To analyze CMOS APS image sensors for potential
use in high data-rate applications, the CMOS active pixel is modeled as a linear shift-
invariant (LSI) system. Using this LSI model, the frequency response (as a function
of device and timing parameters) and the optimal exposure time for each sample are
derived. The LSI model is also used to investigate the effects of clock-jitter on CMOS
APS VLC receivers.
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Table 4.1: Summary of symbols used in Chapter 4.
A Gain constant
B Signal bandwidth
C Capacitance at node A
f0 Nominal oscillator frequency
∆f Half-power oscillator bandwidth
ga Voltage gain from node A to node B
gb Voltage gain of the output amplifier
h(t) Impulse response of the pixel
H(...) Frequency response of the pixel
∆H(...) Incremental change in the frequency response
IA(t) Photodiode current into node A
j
√−1
Popt(t) Received optical power as a function of time
q Oscillator Q factor
Q(·) Complementary Gaussian cumulative distribution function
R Photodiode responsivity
t Time
t0 Sampling cycle start time
Tcycle Sampling period
Tint Exposure time
Trst Duration of reset time
∆Tint Incremental change in exposure time
u(t) Unit step function
∆Vout Output sample value of the CMOS active pixel
∆Vout[i] The i-th output sample of the CMOS active pixel
x(t) Input signal of the LSI model
y(t) Output signal of the LSI model
y[i] The i-th output sample of the LSI model
η Relative error of the sample due to clock jitter
σ Standard deviation of the exposure time due to clock jitter
τ0 Nominal oscillator period
∆τ Half-power range of oscillator periods
∆τint Half-power range of the exposure time due to clock jitter
ω Angular frequency (ω = 2pif)
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4.2 Introduction
CMOS active pixel sensors (APS) are used in many ways for visible light communi-
cation (VLC). As the image sensor used in most smartphone cameras, CMOS APS
image sensors are often used to capture 2D codes (Wang et al., 2014; Hu et al., 2014)
and their rolling shutters are often exploited to receive low data-rate VLC signals
(Danakis et al., 2012; Woo et al., 2012). CMOS APS image sensors are also used
within high-speed cameras that track or receive VLC signals for vehicle-to-vehicle
or vehicle-to-infrastructure communications (Arai et al., 2007; Okada et al., 2009;
Nishimoto et al., 2012; Takai et al., 2013).
Despite their many uses in VLC, to the best of the authors’ knowledge, the impulse
and frequency response of CMOS active pixels have not been previously investigated.
This omission is likely because CMOS APS VLC receivers are most commonly used
to capture low-bandwidth (less than 1 MHz) signals due to their relatively low frame
rates. Instead, faster photodetectors based on transimpedance amplifiers (TIAs) are
generally used to capture high-bandwidth VLC signals.
However, these faster TIA-based photodetectors (pixels) tend use larger and more
powerful amplifiers to increase the gain at higher frequencies. Due to the larger size
and greater power requirements of TIA-based pixels, TIA-based image sensors tend
to have fewer pixels than CMOS APS image sensors, sacrificing image resolution for
speed.
To increase the rate at which CMOS APS image sensors can sample VLC signals
while preserving the ability to scale to higher image resolutions, the Token-Based
Pixel Selection (TBPS) architecture was introduced (Chapter 3) (Chau and Little,
2014); by reading only the pixels that receive VLC signals, TBPS CMOS APS image
1© 2015 IEEE. Reprinted, with permission, from Jimmy C. Chau and Thomas D.C. Little,
“Analysis of CMOS Active Pixel Sensors as Linear Shift-Invariant Receivers,” 2015 IEEE Interna-
tional Conference on Communication Workshop (ICCW), June 2015.
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Figure 4·1: Multiple users simultaneously transmit data to an imaging
VLC receiver. Since each user’s signal lands on a separate set of pixels,
all transmissions are received without interference between users.
sensors can scan images much faster than traditional (windowing) CMOS APS image
sensors can, thus, enabling TBPS image sensors to capture high-bandwidth VLC
signals.
This ability to quickly sample many pixels enables a variety of additional appli-
cations. When the imaging VLC receiver is in focus, optical signals from spatially
separate transmitters land on different pixels with very little overlap between sig-
nals. As a result, TBPS CMOS APS imaging receivers can simultaneously receive
high data-rate signals from multiple transmitters with very little interference between
transmitters.
This capability is especially useful in multi-user use cases, for which the VLC
receiver can support additional users without degrading the performance of each user.
For example, as illustrated in Figure 4·1, a cellular base station or indoor VLC access
point could provide a spatially-separate uplink channel for each user, allowing all of
them to simultaneously use the same bandwidth without contention. Similarly, in
vehicle-to-vehicle communications, this capability can help ensure that safety-critical
messages are not delayed or lost due to contention or interference.
Another potential use of TBPS CMOS APS is spatial multiplexing: since the
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imaging VLC receiver can simultaneously receive from multiple transmitters without
reducing the data rate from each transmitter, the received data rate can be increased
by dividing the data stream so that each transmitter simultaneously transmits a
different portion of the data. This technique can be applied to indoor VLC systems
where each luminaire provides both illumination and VLC; in these dual-use VLC
systems, lighting-quality and energy-efficiency requirements may limit the data rate
of each VLC transmitter; fortunately, many indoor spaces use multiple luminaires
(and hence, multiple VLC transmitters) for lighting, which provides opportunities to
increase downlink data rates through spatial multiplexing.
To better understand CMOS active pixel sensors in their role as VLC receivers, we
model the CMOS APS pixel as a linear shift-invariant (LSI) system. Through this LSI
model, we derive the frequency response of the pixel, determine the optimal exposure
time for each sample (considering the trade-offs between gain and bandwidth), and
investigate the pixel’s sensitivity to clock jitter.
In Section 4.3, we explain the operation of a CMOS active pixel; the corresponding
LSI model is presented in Section 4.4. Using this model, Section 4.5 determines the
frequency response of the CMOS active pixel. Section 4.6, investigates the effects
of varying the exposure (i.e., integration) time on the frequency response. Within
this section, Subsection 4.6.1 determines the optimal duration for the exposure time
of a CMOS active pixel and Subsection 4.6.2 presents bounds on the noise caused
by variations in exposure time. Finally, Section 4.7 reviews the main contributions
presented in this chapter and concludes the chapter.
4.3 CMOS Active Pixels
A basic three-transistor CMOS active pixel, connected to a shared column read-out,
is shown in Figure 4·2. Although many variations exist, their basic operation is the
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Figure 4·2: A three transistor (3T) CMOS active pixel is shown in
the green box. Parts, signals, and nodes are labeled. Several pixels
may share the same output.
same.
Before a new measurement is taken, at time t0, the charge stored at node A of
the pixel is reset using reset transistor, MRST, to erase the effects of all previous
measurements on the new measurement. Due to the parasitic capacitance at node A
and the resistance of the reset transistor, reset requires a duration of Trst time.
After the pixel is reset, starting at time t0 + Trst, photons incident on the pho-
todiode create electron-hole pairs that allow current to flow from node A to ground.
Using a small-signal model,2
IA(t) = −RPopt(t) (4.1)
where IA is the current flowing into node A through the photodiode, R is the photo-
diode’s responsivity to the incoming light, and Popt is the captured radiant flux.
2Very large optical signals can overexpose the pixel and cause signal clipping: a non-linear distor-
tion. Large input signals can also cause non-linear distortions by effectively changing the parasitics
and gains of the electronic components within each pixel. Small-signal models assume that the in-
put signals are small enough to avoid such non-linear distortions, which are common to most active
electronic amplifiers. Practically, the effects of these distortions due to large input signals can be
mitigated by adjusting the exposure time and through careful electronic design.
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After, an exposure time of Tint, at time t0 + Trst + Tint, the accumulated charge,
which represents the total number of photons detected during the exposure time,
is amplified as a change in voltage and sampled by an analog-to-digital converter
(ADC).
From Equation 4.1, since
IA(t) = C
dVA(t)
dt
(4.2)
where C and VA are the parasitic capacitance and voltage at node A respectively, at
time t0 + Trst + Tint,
∆VA = −R
C
t0+Trst+Tint∫
t0+Trst
Popt(t)dt (4.3)
∆VA, the change in voltage at node A across the exposure time, is transferred
to node B by source-follower MSF when transistor MSEL turns on. Node B is then
amplified, sampled, and read-out.
Using a small-signal model for the source-follower MSF and transistor MSEL,
∆VB = ga∆VA (4.4)
where ga is the small-signal voltage gain from node A to node B, and ∆VB is the
corresponding change in voltage at node B.
Assuming that the output amplifier is linear,
∆VOUT = gb∆VB = gbga∆VA (4.5)
where ∆VOUT is the change in output voltage at OUT during the exposure time and
gb is the small-signal gain of the output amplifier.
For simplicity, we assume that ∆VOUT , instead of VOUT , is measured by the ADC.
Measuring the latter would simply add a DC offset equal to the starting (reset) value
of VOUT .
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Figure 4·3: The linear shift-invariant model of a CMOS active pixel is
presented with input x(t), impulse response h(t), sampling pulse train
p(t), and output y(t).
4.4 Linear Shift-Invariant Model
We propose the linear shift-invariant (LSI) model illustrated in Figure 4·3 for the
CMOS active pixel. In this model, the input signal, x(t), is the received optical
signal; given that LED-based VLC systems use intensity modulation, the received
optical signal is the captured radiant flux:
x(t) = Popt(t) (4.6)
This input signal is convolved against impulse response function h(t) of the CMOS
active pixel. The resulting signal z(t) is then sampled via multiplication against pulse
train p(t) to yield output y(t).
As the plot of p(t) shows in Figure 4·3, we assume that the pixel is periodically
sampled with period Tcycle. For notational convenience, we define time t = 0 so that
the i-th reset-expose-readout cycle for a pixel starts at time t = iTcycle; as a result,
the i-th sample, y[i], is taken at time t = iTcycle + Trst + Tint.
We demonstrate the validity of this LSI model by showing for each reset-expose-
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readout cycle, that given the same input signal, both the LSI model and the CMOS
active pixel output the same samples.
As explained in Section 4.3, ∆VOUT is the output sample for one reset-expose-
readout cycle of the CMOS active pixel. Plugging Equation 4.3 into Equation 4.5
and applying Equation 4.6, the sample readout for the i-th reset-expose-readout cycle
of the CMOS active pixel is
∆VOUT [i] = −gbgaR
C
t0+Trst+Tint∫
t0+Trst
x(t)dt (4.7)
where t0 = iTcycle and ∆VOUT [i] is the value of ∆VOUT for the i-th sample.
For the LSI model,
z(t) = x(t) ∗ h(t) = A
t∫
t−Tint
x(τ)dτ (4.8)
where ∗ denotes convolution.
Sampling z(t) using impulse train p(t) yields impulse train y(t), in which the
amplitude of each impulse is a sampled value. In discrete time, the i-th sample
produced by this LSI system is
y[i] = A
iTcycle+Trst+Tint∫
iTcycle+Trst
x(τ)dτ (4.9)
where y[i] is the value of z(t) at time t = iTcycle + Trst + Tint.
Since t0 for the i-th cycle equals iTcycle, Equations 4.7 and 4.9 show that, given the
same input signal, the LSI model produces the same output samples as the CMOS
active pixel (i.e., y[i] = ∆VOUT [i] for all i = {0, 1, 2, ...}) when
A = −gbgaR
C
(4.10)
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Hence, the LSI model accurately represents the transfer function of the CMOS active
pixel as described.
Note that like with continuous-time signals in linear time-invariant (LTI) systems,
different frequencies in discrete time signals remain orthogonal in LSI systems. As a
result, this LSI property enables CMOS APS pixels to support advanced modulation
schemes like ACO- and DCO-OFDM (described in (Armstrong, 2009)), which require
linearity to prevent intercarrier interference (ICI).
4.5 Frequency Response of the CMOS Active Pixel
The LSI model shows that when the sampling rate is sufficient to avoid aliasing, the
frequency response of the CMOS active pixel is primarily determined by the modeled
impulse response,
h(t) = A (u(t)− u(t− Tint)) (4.11)
where u(t) is the unit step function.
Applying the Fourier transform, we get the frequency response,
H(ω) = Ae−jωTint/2 · 2 sin(ωTint/2)
ω
(4.12)
where j ,
√−1 and ω is the angular frequency (ω = 2pif where f is the frequency).
As before, the constant factor A represents the responsivity of the photodiode and
the electrical amplification provided by the pixel’s electronics.
The sinc factor 2 sin(ωTint/2)/ω represents the frequency response of integrating
the input signal over the exposure time. As shown in the magnitude plot of the
frequency response in Figure 4·4, this integration over time behaves as a low-pass
filter: the CMOS active pixel has the highest gain of ATint at ω = 0 and the gain
drops to 0 as ω increases to 2pi/Tint.
The complex exponential factor e−jωTint/2 represents the delay of Tint/2 time be-
54
−4pi
Tint
−3pi
Tint
−2pi
Tint
−pi
Tint
0 pi
Tint
2pi
Tint
3pi
Tint
4pi
Tint
0
ATint/2
ATint
2ATint/pi
ω
|H
(w
,T
in
t)
|
Magnitude of H(ω, Tint)
−4pi
Tint
−3pi
Tint
−2pi
Tint
−pi
Tint
0 pi
Tint
2pi
Tint
3pi
Tint
4pi
Tint
−pi
−pi/2
0
pi/2
pi
ω
∠H
(w
,T
in
t)
Phase of H(ω, Tint)
Figure 4·4: The frequency response H(w, Tint) of CMOS active pixels
is plotted as magnitude and phase. Phase is specified as radians.
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tween the center of the exposure and when the sample is actually read. This is shown
in Figure 4·4 as a gradual decrease in phase with respect to w. The jumps in phase
seen at ω = ±2pi/Tint are due to transitions between positive and negative values of
H(ω).
4.6 Variations in Exposure Time
The magnitude plot of the frequency response in Figure 4·4 shows that the DC gain
is proportional to the exposure time, Tint, and that the low-pass cutoff frequency
decreases with increasing exposure time. Since the frequency response of the CMOS
active pixel varies with changes in the exposure time, random variations in the du-
ration of the exposure time may cause random errors in the samples read out by
the pixel. These random variations in Tint may be caused by clock-jitter in the re-
ceiver’s clock. To characterize this clock-jitter-induced noise, we investigate how small
changes in Tint affect the frequency response of the CMOS active pixel.
For a small change of ∆Tint in the exposure time, the incremental change in the
frequency response can be approximated as
∆H(ω, Tint,∆Tint) ≈ ∆Tint∂H(ω, Tint)
∂Tint
(4.13)
Taking the partial derivative of H(ω, Tint) with respect to the exposure time,
∂H(ω, Tint)
∂Tint
= Ae−jωTint (4.14)
Plugging Equation 4.14 into Equation 4.13, yields
∆H(ω, Tint,∆Tint) ≈ A∆Tinte−jωTint (4.15)
Figure 4·5 illustrates this incremental change to the pixel’s frequency response as
the summation of two vectors on the complex plane: H(ω, Tint) + ∆H(ω, Tint,∆Tint).
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Figure 4·5: These vectors on the complex plane illustrate how
changes in Tint affect the frequency response of the CMOS active pixel.
|H(ω, Tint)| and ∠H(ω, Tint) are plotted in Figure 4·4. The magnitude
A∆Tint is constant with respect to ω and Tint. The relative phase
∠∂H(ω, Tint)/∂Tint − ∠H(ω, Tint) is plotted in Figure 4·6.
∆H(ω, Tint,∆Tint), represented by the green (dotted-line) vector, has a constant mag-
nitude and a phase that changes with frequency.
For any ω, when the phases of ∆H(ω, Tint,∆Tint) and H(ω, Tint) are within
pi/2 radians of each other, the two vectors add constructively, increasing the gain
of the frequency response at this angular frequency. Otherwise, H(ω, Tint) and
∆H(ω, Tint,∆Tint) add destructively, decreasing the gain of the frequency response
at that frequency.
This difference in phase is plotted in Figure 4·6 for a positive ∆Tint; (a negative
∆Tint would shift the phase difference at all frequencies by pi radians). As shown,
for angular frequencies |ω| < pi/Tint, H(ω, Tint) and ∂H(ω, Tint)/∂Tint are always in
phase. This means that for all ω in the range |ω| < pi/Tint, longer exposure times
yield more gain.
4.6.1 Optimal Duration for Exposure Time
Building on this analysis of the effects of variations in exposure time on the frequency
response of the CMOS active pixel, we show that although longer exposure times
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sponse H(ω, Tint) when the difference in phase (i.e., the ordinate) is
between −pi/2 and pi/2 radians; otherwise, they add destructively.
attenuate higher-frequency signals, the optimal exposure time (to maximize the gain
or sensitivity of the pixel across all received signal frequencies) is as long as possible.
Assuming that the pixel is sampled at at least the Nyquist rate, we show that
the input signal must be band-limited so that all signal power is contained within
the band |ω| < pi/Tint. Given that the duration of the exposure time, Tint, must fit
within the sampling period, Tcycle,
Tint ≤ Tcycle (4.16)
Therefore (for non-zero exposure times and sampling periods),
pi
Tint
≥ pi
Tcycle
(4.17)
Applying the Nyquist criterion, the sampling rate 1/Tcycle is greater than twice the
bandwidth B of the input signal:
2piB <
pi
Tcycle
(4.18)
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Combining the definition of signal bandwidth with Equations 4.17 and 4.18, all
signal power must be contained within
|ω| ≤ 2piB < pi
Tcycle
≤ pi
Tint
(4.19)
As explained earlier in Section 4.6, increasing the exposure time by a positive
∆Tint increases the gain of the frequency response for all frequencies |ω| < pi/Tint.
Since all input signals (assuming that the Nyquist criterion is satisfied) are within
this range of frequencies, increasing the exposure time will always increase the signal
gain across the entire bandwidth of the input signal, and hence, increase the channel
capacity.
Although in many other cases, increasing the integration time would sacrifice
bandwidth for gain, in this case, the Nyquist criterion (to avoid aliasing) places a
tighter bound on the available bandwidth than the frequency response of the longest
possible exposure time. As a result, higher-frequency signals that would be attenuated
would not have been used anyway.
For any given sampling period, the longest possible exposure time is optimal. To
achieve this optimal exposure time, the CMOS active pixel should be reset immedi-
ately after its previous sample is read out.
4.6.2 Bounding the Noise Caused by Clock-Jitter
The stability of clocks are often characterized by their oscillator’s Q factor, q:
q = f0/∆f (4.20)
where f0 is the nominal frequency of the clock and ∆f is the half-power bandwidth
(Lee, 2006, p. 91).
59
Computing the corresponding half-power range of periods for the oscillator,
∆τ =
1
f0 −∆f/2 −
1
f0 + ∆f/2
=
1
f0(q − 14q )
(4.21)
For large q values,
∆τ ≈ 1
f0q
=
τ0
q
(4.22)
where τ0 is the nominal period of the oscillator.
Given that the exposure time, Tint, is some constant times the oscillator’s period,
τ0, the half-power range of exposure times is
∆τint ≈ Tint
q
(4.23)
Using ∆τint as the full width at half maximum (FWHM) and assuming that the
clock jitter has a Gaussian distribution, ∆Tint is a Gaussian random variable with a
mean of 0 and a standard deviation of
σ =
∆τint
2
√
2 ln 2
≈ 1
2
√
2 ln 2
Tint
q
(4.24)
Defining the relative error η as the ratio of the absolute error to the magnitude of
the correct value, where the absolute error is the difference between the correct value
and the sampled value, we note that the relative error of the sample is the same as
the relative error of the gain of the frequency response.
η =
|H(ω, Tint + ∆Tint)−H(ω, Tint)|
|H(ω, Tint)| (4.25)
From the linear approximation illustrated in Figure 4·5, the numerator of η is
approximately |A∆Tint|. Given the bound for ω in Equation 4.19, the denominator of
η is at least |2ATint/pi|, as shown in Figure 4·4. Using this numerator and this lower
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bound on the denominator, η can be approximately bounded as
η ≤
∣∣∣∣ A∆Tint2ATint/pi
∣∣∣∣ = pi |∆Tint|2Tint (4.26)
Since ∆Tint is a Gaussian random variable (with the standard deviation described
in Equation 4.24),
Pr[η > ηmax] ≤ Pr
[
pi|∆Tint|
2Tint
> ηmax
]
=
2 Pr
[
∆Tint >
2ηmaxTint
pi
] (4.27)
Pr[η > ηmax] ≤ 2Q
(
4
√
2 ln 2 · qηmax
pi
)
(4.28)
where Q(z) is the complementary Gaussian cumulative distribution function; that is
Q(z) is the probability that a standard normal random variable Z is greater than z.
For crystal oscillators, with typical Q factors of 104 ≤ q ≤ 106 (Lee, 2006, p. 633),
the relative error η for the sample can be bounded fairly tightly with great certainty.
For example, using q = 104,
Pr[η > 5× 10−4] ≤ 2Q(7.49) = 6.9× 10−14
This bound guarantees with very high certainty for q ≥ 104 that the noise due to
variations in exposure time caused by clock jitter is negligible: except with negligible
probability, the relative error of the sample due to clock jitter on the exposure time
is several orders of magnitude smaller (−66 dB) than the correct value.
In contrast, for a lower q, such as for q ≈ 10 for an on-chip oscillator, the error
due to variations in integration time can be much more significant. For this reason,
we recommend using a stable clock source in reset-integrate-and-sample receivers.
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4.7 Conclusion
Research into visible light communications is often divided into two domains: one
for low-cost applications (which typically use readily available CMOS APS cameras
found in smart phones and other consumer devices) and another for high data-rate
applications (which typically use specialized high-bandwidth TIA-based photodetec-
tors to maximize performance). In Chapter 3, we showed that CMOS APS image
sensors can also be adapted to receive high-bandwidth VLC signals with token-based
pixel selection (TBPS), merging the two domains of visible light communication.
To analyze the CMOS APS image sensor for high-bandwidth applications, this
chapter models the CMOS active pixel as a linear and shift-invariant (LSI) system.
Using this LSI model, we derived the frequency response of CMOS active pixels and
began to explore two design decisions for CMOS-APS-based VLC receivers: the gain-
bandwidth trade-off for increasing exposure time and the clock stability required for
the receiver.
Although additional developments (such as algorithms to track VLC signals as
they move across an image sensor) are needed to fully realize the potential of CMOS-
APS-based VLC receivers, we believe that CMOS APS image sensors are a promising
alternative to TIA-based VLC receivers for high data-rate VLC. Not only can CMOS
active pixels (as LSI systems) support the same advanced modulation schemes as TIA-
based VLC receivers (such as OFDM), CMOS active pixel sensors can also scale to
much higher resolutions than TIA-based VLC receivers. In turn, this higher resolution
can yield finer electronic tracking for mobile use cases and better performance in
multi-transmitter or multi-user scenarios.
In addition to improving high data-rate applications of VLC, merging the two
domains also suggests ways to improve low-cost applications of VLC, such as time-
varying 2D visual codes. For example, the frequency response shown in Figure 4·4
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shows that even at slow frame rates, visual codes are affected by the low-pass nature
of the channel as the visual codes change over time. By applying techniques such
as equalization or OFDM, visual codes used in low-cost VLC applications can be
adapted to more efficiently use the VLC channel. In our future work, we investigate
how techniques used for high data-rate applications of VLC can be applied to improve
low-cost applications of VLC.
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Chapter 5
Analysis of Noise in VLC
In Chapter 4, we investigated the frequency response of CMOS APS (complementary
metal-oxide semiconductor active pixel sensor) VLC receivers. In addition to the
frequency response, the capacity of a VLC system is also affected by noise and its
effect on the received signal quality. In this chapter, we consider the effects of noise
on VLC systems.
In particular, we investigate the sources of noise in VLC systems, model the ef-
fects of shot noise and thermal noise in VLC receivers, and show where shot noise
or thermal noise dominates. Regarding shot noise, we investigate how shot noise in
VLC systems differs from shot noise in radio-frequency (RF) communication systems,
present the concept of signal-dependent shot noise, propose a Gaussian approximation
to signal-dependent shot noise, derive the maximum likelihood (ML) pulse amplitude
modulation (PAM) decoding threshold using this Gaussian approximation, and ap-
ply the Gaussian approximation to compute the probability of error using this ML
decoding threshold.
5.1 Motivation
In Chapter 3, we proposed the token-based pixel selection (TBPS) architecture, which
is based on the complementary metal-oxide semiconductor (CMOS) active pixel sen-
sor (APS) image sensor architecture. In the analysis of this architecture, we assumed
that the image of each transmitter lands on at most one pixel. Although the TBPS ar-
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chitecture can already be used (without modification, as it is presented in Chapter 3)
to receive signals that are spread over multiple pixels, when a transmitter’s image is
spread over multiple pixels, diversity combining can be used to further improve the
efficiency of the receiver and to improve the received signal quality.
Diversity combining can be implemented in TBPS or CMOS APS image sensors
in many ways. One approach is to perform diversity combining through digital signal
processing (DSP) after the signals are read out from the image sensor; although
this approach can be simply implemented without modifying the design of the image
sensor, this approach does not reduce the number of samples to be read out before the
image sensor’s bottleneck; instead, the image sensor would need to sample and read
out every pixel that receives any signal from the transmitters, even if multiple pixels
receive redundant copies of the same signal from the same transmitter, which can
potentially reduce the rate at which the receiver can sample each pixel. Furthermore,
this approach (to do diversity combining after the signals have been read out from
the image sensor) forgoes the opportunity to perform diversity combining before the
photodetectors’ amplifiers add noise to the signal.1
Another simple approach is, for each transmitter, to sample only the pixel that
receives the strongest signal from that transmitter; this approach effectively performs
selection combining to reduce the number of pixels that need to be sampled but
reduces the output signal-to-noise ratio of each received signal by discarding the
signals that land on the pixels that are skipped.
Diversity combining can also be implemented on the image sensor through analog
electronics. For example, as shown in (Xu, 2009), CMOS APS image sensors can be
modified to support binning, in which charges from the photodetectors of adjacent
pixels are added together before the signal is amplified and read out. This approach
1As shown in Chapter 7 for the 100× 100-pixel imaging VLC receiver, splitting the same signal
over many photodetectors that each add noise to the signal can lower the capacity of the resulting
VLC channel by reducing the signal-to-noise ratio at the output.
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enables the image sensor to perform equal gain combining across pixels to reduce the
number of pixels that need to be read out.
As shown by these three examples of diversity combining, diversity combining
can affect the output signal-to-noise ratio in a variety of ways. We investigate the
sources of noise in VLC systems to facilitate the design of diversity combing and other
signal-processing mechanisms to maximize the signal to noise ratio at the output of
the receiver (given the other constraints of the system).
5.2 Background
Noise in visible light communications arises from random processes in the electronics
and in the environment that cause random errors in the receiver’s measurement of
the transmitted signals. In Section 4.6.2 of the previous chapter (Chapter 4), we
investigate random variations in the multiplicative gain of the receiver; however,
noise is typically modeled as an added random signal.
Although interference from other VLC transmitters can have a similar effect as
noise on the the receiver’s ability to decode signals from the desired transmitters,
such interference can often be isolated by MIMO VLC receivers. For this reason, we
do not consider interference from other transmitters to be a source of noise in this
chapter.
Shot noise and thermal noise are typically considered to be the dominant sources
of noise in CMOS APS image sensors (Tian et al., 2001).2 The thermal noise can be
attributed to “reset” or “kTC” noise due to uncertainty about the charge remaining
(in node A of a CMOS active pixel as illustrated in Figure 4·2) after it is reset
(Tian et al., 2001)(Ohta, 2007, Chapter 2). Like in RF communication receivers,
amplifiers in VLC receivers also add thermal noise to the signal due to resistances in
2We do not consider VLC receivers that use avalanche photodiodes in this chapter. Avalanche
photodetectors may also experience significant noise due to random variations in their gain.
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x[n] y[n]
zth[n]zsh[n]
Figure 5·1: A common shot noise and thermal noise model where
both are modeled as AWGN with constant variance. x is the noise-free
received signal, zsh is the shot noise as additive noise, zth is the thermal
noise, and y is the received signal with noise. n is the index of the
discrete-time sample.
the amplifiers.
Thermal noise can be modeled as additive white Gaussian noise; in discrete time,
the thermal noise added to a sample can be modeled as an independent Gaussian
random variable zth with zero mean and variance σ
2
th:
zth ∼ N (0, σ2th) (5.1)
A more thorough explanation of thermal noise is presented in (Lee, 2006, Chapter 11).
For simplicity, we can also account for other sources of AWGN that have constant
variance by adding their variances to the variance of the thermal noise.
In RF communications, shot noise is similarly treated as AWGN with constant
variance, where the variance is a DC value that is proportional to the DC current:
σ2sh ∝ i2sh = 2qIDC∆f (5.2)
where ish is the root mean square shot noise current, q is the elementary charge, IDC
is the DC current, and ∆f is the noise bandwidth (Lee, 2006, Chapter 11). When
this is the case, the noise can be simply modeled as shown in Figure 5·1. However,
this model of shot noise used in RF communications depends on the small-signal
approximation (that x[n] does not significantly deviate from the average x[n]) which
does not necessarily hold for visible light communications.
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5.2.1 Shot Noise Physics
Shot noise arises because of the discrete nature of photons and charges. In VLC
systems, VLC transmitters modulate the intensity of light by controlling the current
through the light-emitting diode (LED). This current is the average rate at which
charges flow over the band gap of the LED to produce photons. The flow of electrons
over the band gap can be modeled as a Poisson process with an average rate equal to
the electrical current.
As the photons travel away from the transmitter, some reach the receiver’s pho-
todiode while others do not; and of the photons that reach the photodetector, only
a fraction of those photons are converted into charges that the photodetector can
measure due to the non-ideal quantum efficiency of the photodiode. As a result of
this randomness, the actual rate at which charges accumulate at the photodetector
can differ from the expected rate (where the expected rate is the intensity of the
intensity-modulated VLC signal).
The number of “arrivals” or charges accumulated during the exposure time for one
sample can be modeled as a Poisson random variable with an expected value λ, where
λ is the expected number of elementary charges accumulated. Since the received signal
is typically measured in different units (e.g., volts instead of number of elementary
charges), we define the conversion factor N to be the number of elementary charges
per unit:
λ = Nx (5.3)
where x represents the noise-free signal at the input of the receiver.
For CMOS APS-based VLC receivers, where thermal noise is added by the am-
plifier(s) and signal-processing circuity after the photodetector, the shot noise and
thermal noise can be more accurately modeled as shown in Figure 5·2.
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x[n] Poisson(Nx[n])/N
zth[n]
y[n]
Figure 5·2: A more accurate model of the shot noise and thermal
noise in CMOS active pixels treats shot noise as the result of random
arrivals of discrete charges. A received signal sample with just shot
noise is modeled as a scaled Poisson random variable, where Nx[n] is
the expected number of charges and N is a conversion factor as defined
in Equation 5.3.
5.2.2 Noise Model Comparison
The main differences between the common RF noise model and the VLC noise model
is that in the RF noise model, the shot noise variance can be calculated using the DC
current IDC , as described in Equation 5.2, independent of the AC component of the
signal x[n]. In contrast, the variance (σ2sh) of the shot noise in the VLC noise model,
as shown in Figure 5·2, depends on the instantaneous value (i.e., sample value) of
x[n]:
σ2sh =
x[n]
N
(5.4)
This difference arises from the differences between RF communications and VLC.
RF communications are AC-coupled, so the DC current across electronic components
that generate shot noise is set by the DC-bias of the electronics. Compared to the
current from the DC bias, in RF communications, the current from the signal tends
to be much smaller. As a result, the instantaneous current through the components
that generate shot noise can be approximated as the DC-bias current; this is the
small-signal approximation.
In VLC receivers, the dominant source of shot noise tends to be at the photodiode.
Aside from undesirable dark or leakage current through the photodiode and current
due to background illumination, the current through the photodiode is proportional to
the received optical signal and not determined by a separate DC-bias current. In order
69
0 5 10 15 20 25 30 35
n
0
20
40
60
80
100
120
x[n
]
Error bars showing ±σ
sh for N=1
Figure 5·3: The variance of shot noise is proportional to the instan-
taneous value of the signal. Here, the standard deviation of the shot
noise is shown as error bars for a raised cosine signal.
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(a) PDF using the small-signal noise model.
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Figure 5·4: A comparison between the probability density functions
(PDF) of a received on-off keying signal using the small-signal noise
model (Figure 5·1) and the VLC noise model (Figure 5·2).
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to maximize the signal strength at the receiver, VLC transmitters tend to maximize
the modulation depth; as a result, the signal amplitude tends to be comparable to the
average (i.e., DC-component) and the small-signal approximation cannot be applied.
This signal-dependent nature of shot noise is illustrated in Figures 5·3 and 5·4.
5.2.3 Previous Work
Assuming Infinite Bandwidth
A communication channel with signal-dependent shot noise is also known as a Poisson
channel. The Poisson channel has been previously investigated for optical commu-
nications; an overview of such previous work is presented in (Yoon, 2001). In this
previous work, the receiver is assumed to be able to determine the exact time instant
that photons arrive. Using this assumption, (Wyner, 1988a; Wyner, 1988b) present
a capacity-achieving code for the Poisson channel; however, this capacity-achieving
code uses pulses with “infinitesimally small pulse width,” effectively requiring infinite
bandwidth (Yoon, 2001).
Since CMOS active pixels are sampled periodically, CMOS APS VLC receivers
cannot determine the exact time at which photons arrive; instead, the CMOS APS
counts the number of detected photons that arrive during the exposure time for
each sample, thus limiting the timing precision of these receivers. Furthermore, both
VLC transmitters and CMOS APS VLC receivers have limited bandwidth. For these
reasons, previous work on Poisson channels that assume an infinite bandwidth cannot
be applied to VLC.
Square Root Approximation
When the VLC signal is very large (i.e., Nx[n] is very large), the square root of x[n]
with shot noise is approximately Gaussian distributed with a constant variance of 1/4
(Tsiatmas et al., 2013; Curtiss, 1943). In (Tsiatmas et al., 2013), the authors propose
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λ Poisson(λ)
Thermal
Noise
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Figure 5·5: A simple on-off keying VLC signal chain used to investi-
gate noise in VLC systems.
applying a square root transformation to the received signal to get an AWGN channel
with constant noise variance. To account for thermal noise that is added to the
signal before the square root transformation, they model the AWGN due to thermal
noise as equivalent to AWGN from shot noise due to an increase in DC background
illumination.
An analysis of diversity combining with this square root approximation is pre-
sented in (Tsiatmas et al., 2014).
Unfortunately, the resulting channel is non-linear due to the square root transform;
as a result, modulation schemes that require linearity, such as those based on OFDM
(Armstrong, 2009), are not compatible with this square root channel. We instead
model shot noise as approximately Gaussian without the square root transform.
5.3 Maximum Likelihood Decoding Threshold
We consider the simple on-off-keying (OOK) VLC system illustrated in Figure 5·5.
For this system, the maximum likelihood (ML) decoding threshold is the value of
the received signal for which the probability density function (PDF) given that 1
was transmitted equals the PDF given that 0 was transmitted. This result can be
extended to pulse amplitude modulation (PAM) VLC systems by finding the ML
threshold between each PAM level.
To find the ML threshold, we first derive the PDF of the received signal (with
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x[n] y[n]
zth[n]zsh[n]
Figure 5·6: Using the Shot-as-Gaussian approximation, the shot noise
can be modeled as AWGN with variance σ2sh = x[n]/N .
noise). In the VLC noise model for the CMOS APS receiver (of Figure 5·2),
y[n] = w[n] + zth[n] (5.5)
where y[n] is the output of the receiver and
w[n] ∼ Poisson(Nx[n])/N (5.6)
is the input signal x[n] with shot noise. For simplicity, we omit the index n from our
notation and use w, x, y, and zth as the signals.
Since the received signal y is the sum of w and zth, the PDF of y equals the PDF
of w convolved against the PDF of zth.
5.3.1 Shot-as-Gaussian Approximation
To more easily compute the PDF of y, we approximate the shot noise as AWGN
with a variance that is proportional to x. When Nx is large, we can approximate
Poisson(Nx)/N as N (x, x/N). Thus, the shot noise can be approximated as AWGN
with variance x/N as described in Equation 5.4.
Using this “Shot-as-Gaussian” approximation for signal-dependent shot noise, the
total noise can be modeled as AWGN with variance
σ2 = σ2sh + σ
2
th. (5.7)
Comparing the PDFs shown in Figure 5·7 to the PDFs shown in Figure 5·4 for
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Figure 5·7: The PDF of the received signal is calculated using the
Shot-as-Gaussian approximation for the same system as in Figure 5·4.
the same example system shows that the Shot-As-Gaussian approximation matches
the true noise model much more closely than the small-signal noise model does.
5.3.2 ML Threshold
Using the Shot-as-Gaussian approximation, the ML threshold T can be derived as
T = −σ2thN
±
√
(x0 + σ2thN)(x1 + σ
2
thN)
N(x1 − x0) ln
(
x1 + σ2thN
x0 + σ2thN
)
+ x0x1 + σ2thN(σ
2
thN + x0 + x1)
(5.8)
by solving for the values of y where the PDF of y given x = x0 equals the PDF of
y given x = x1, where x0 and x1 are the expected signal values for bit 0 and bit 1
respectively. For this threshold, we assume that x0 < x1.
Using the Shot-as-Gaussian approximation, two possible values of the threshold T
are computed. The second (smaller) threshold is an artifact of the Shot-as-Gaussian
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approximation that arises because the PDF of y has a larger variance when x = x1
than it does when x = x0. Due to this difference in variance, as y becomes more
negative, the PDF of y given x = x0 approaches zero faster than the PDF of y given
x = x1.
In reality, the PDF of w is only non-zero for non-negative values of w. As a result
of this property, this smaller threshold does not actually exist. Thus, the larger
solution of T should be used as the threshold.
Fortunately, given a sufficiently large λ = Nx, as is assumed for the Shot-as-
Gaussian approximation, the probability that y is less than this smaller (artifact)
threshold is negligible.
5.3.3 Probability of Error
Using this Shot-as-Gaussian approximation, the probability of error given threshold
T can be calculated as
Pe(T ) =
1
2
Q
(
T − x0
σ0
)
+
1
2
Q
(
T − x1
σ1
)
(5.9)
where Q(·) is the complementary cumulative distribution function (CDF) of a stan-
dard normal random variable; σ0 and σ1 are the standard deviation of the noise when
x = x0 and when x = x1 respectively.
5.4 Evaluation of the Shot-as-Gaussian ML Threshold
5.4.1 Without Thermal Noise
To evaluate the performance of the ML threshold calculated using the Shot-as-
Gaussian approximation, we simulated the system in Figure 5·5 using 1.2×109 random
bits.3
3In the simulations, we did not quantize the received signal, effectively skipping the simulation
of the ADC.
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When no thermal noise is present, using x0 = 0 V, x1 = 1 mV, N = 13514, and
σ2th = 0, the Shot-as-Gaussian ML threshold was calculated as T = 0 (so that y ≤ 0
is decoded as a 0-bit). In this extreme example, 0-bits are transmitted without noise,
so any y > 0 can be decoded as 1-bits. In contrast, the nearest-neighbor threshold is
0.5 mV.
Using the Shot-as-Gaussian ML threshold yielded 836 bit errors for a bit-error
rate (BER) of 6.97 × 10−7. The nearest-neighbor threshold yielded 11,454,119 bit
errors for a BER of 9.55 × 10−3. This extreme example illustrates the advantage of
considering the signal-dependent nature of shot noise when computing the decoding
threshold.
5.4.2 With Thermal Noise
We also simulated the OOK VLC system with thermal noise. Assuming a capac-
itance of 7 pF at node A of the CMOS active pixel4, N was approximated to be
43.70 charges/V. Using a root mean square (RMS) thermal noise voltage of 100 µV,
x0 = 0 mV, and x1 = 1 mV, the Shot-as-Gaussian ML threshold is 0.4997 mV and
the nearest-neighbor decoding threshold is 0.5000 mV.
In this example, the two decoding thresholds are approximately equal because the
thermal noise dominates over the shot noise: using Equation 5.4, the RMS shot noise
voltage in this example is only 4.784 uV, compared to the 100 µV RMS noise voltage
for the thermal noise.
Using these simulation parameters to simulate the transmission of 1 × 109 bits,
the decoder using the Shot-as-Gaussian ML threshold had 309 bit errors (3.09× 10−7
BER) while the nearest-neighbor decoder had 307 bit errors (3.07×10−7 BER). In this
case, the nearest-neighbor decoder actually had a slightly lower BER than the Shot-
4This value was given to us as a typical capacitance across the photodiode of a VLC receiver via
private correspondence by our partners in the Center for Lighting Enabled Systems & Applications
at Rensselaer Polytechnic Institute.
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as-Gaussian decoder; given the random nature of the simulation, the two additional
bit errors may be considered insignificant.
5.5 When Shot Noise or Thermal Noise Dominates
As illustrated in the previous section, the Shot-as-Gaussian decoder can greatly im-
prove the BER when shot noise dominates, but does not perform better than the
simpler nearest-neighbor decoder when thermal noise dominates. In this section, we
explore the conditions under which shot noise or thermal noise dominates.
Figure 5·8 illustrates the boundaries between the region of operation in which shot
noise dominates and the region of operation in which thermal noise dominates. This
boundary is generated by plotting the operating points where the shot noise variance
equals the thermal noise variance. The region of operation to the lower right of the
boundary is where shot noise is more significant, and the region of operation to the
upper left of the boundary is where thermal noise is more significant.
In this plot, the thermal noise is shown as the RMS output-referred thermal noise
voltage. As the conversion factor N (for the number of charges per volt at the output)
grows, the gain applied to the shot noise becomes smaller, so the shot noise becomes
less significant at the output compared to the thermal noise.
Figure 5·9 overlays contour lines that show the signal-to-noise ratio (SNR) onto
the plot of the regions of operation, where the SNR is the ratio of the average output
signal power to the total output noise variance. These plots illustrate that for a
given N and output-referred RMS thermal noise voltage, noise tends to become less
significant as the shot noise becomes more significant: whereas the shot noise variance
is proportional to the expected number of photons detected, the average signal power
is proportional to the square of the expected number of photons detected.
Thus, although shot noise tends to dominate over thermal noise when the expected
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Figure 5·8: For various values of N , the boundaries between the region
of operation where shot noise dominates and where thermal noise dom-
inates are shown. Shot noise dominates when the number of photons
detected (counted as charges) is large and the thermal noise is low; this
is represented by the lower-right portion of the plot. Inversely, thermal
noise dominates in the upper-left portion of the plot, where the thermal
noise is large and the number of photons detected (and hence, the shot
noise variance) is small. As N , the charges per unit (volt), increases,
the gain of the photodetector decreases, so the RMS shot noise volt-
age becomes less significant. Thus, for the same expected number of
detected photons and the same thermal noise RMS voltage, as N in-
creases, thermal noise becomes more dominant and shot noise becomes
less dominant.
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(c) For N = 105.
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(d) For N = 107.
Figure 5·9: The corresponding output-referred signal-to-noise ratios
are shown as contour lines for each N . When the shot noise dominates,
the output SNR is only determined by the number of photons that
arrive. Both the Shot-as-Gaussian and the square-root approximation
for shot noise are only valid for a large count at the input; for such
large SNRs however, the probability of error becomes negligible, so
the reduction in BER that arises from using the Shot-as-Gaussian ML
threshold becomes less significant.
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number of photons detected is high, it tends to have a more significant impact on the
SNR when the expected number of photons detected is low.
5.6 Conclusion
In this chapter, we investigated the origins of shot noise and showed how shot noise in
VLC differs from shot noise in RF communications. We developed an accurate model
of shot noise and thermal noise in CMOS active pixels and applied this model, using
the assumption that the rate at which photons are detected is large to approximate
the shot noise as AWGN with a signal-dependent variance.
Using this approximate model, we derived the ML decoding threshold for OOK
and PAM modulation schemes and used this ML threshold to show the advantage
of considering the signal-dependent nature of shot noise variance. (We also used
our Gaussian approximation of shot noise to derive the probability of error given a
particular threshold.) This change in the optimal decoding algorithm for OOK and
PAM suggests that the decoding algorithms for other modulation schemes (such as
the various optical orthogonal frequency division multiplexing (OFDM) modulation
schemes) can also be improved to better handle signal-dependent shot noise.
This change in the optimal decoding thresholds also suggests that changes to the
modulation schemes used can yield improvements in performance. For example, the
probabilities and values of the constellation points used for PAM can be adjusted to
further lower the average probability of error. Since we have concluded our investiga-
tion into shot noise, (Safari, 2015) has suggested one such modification, based on the
square root transform, that squares and offsets a signal before it is transmitted; addi-
tional research may be needed to investigate the effects of squaring and the square root
transform on the bandwidth requirements of the signal since the non-linear squaring
operation may shift parts of the signal to different frequencies. (Safari, 2015) also
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briefly investigates the effects of signal-dependent shot noise on OFDM.
However, our approximation of shot noise as AWGN with signal-dependent shot
noise has limitations. We highlighted how the Shot-as-Gaussian approximation yields
a second (false) ML decoding threshold. We also show how, for a given gain and
thermal noise variance, the impact of shot noise on the SNR is greatest when the
expected number of photons detected is low.
Unfortunately, both the square root approximation from (Tsiatmas et al., 2013)
and our Shot-as-Gaussian approximation requires the expected number of photons
detected to be high. Although thermal noise is likely to dominate over shot noise
when the expected number of photons detected is low, further investigation into
the properties and effects of shot noise at low input intensities may yield additional
insights into the design of VLC systems.
Overall, we show that while signal-dependent shot noise is not significant in many
cases, when it is significant, accounting for signal-dependent shot noise can signifi-
cantly improve the performance of VLC systems.
In future work, this analysis of noise in VLC systems can be applied to further
develop diversity combining mechanisms in CMOS APS and other VLC receivers.
This analysis of noise can potentially also be applied to develop more efficient modu-
lation schemes (and more optimal decoders) for VLC channels that have both limited
bandwidth and signal-dependent noise.
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Chapter 6
Non-Imaging VLC Receivers and Spatial
Light Modulators
This chapter is based on an earlier work: “Using Spatial Light Modulators in MIMO
Visible Light Communication Receivers to Dynamically Control the Optical Chan-
nel” in Proceedings of the 2016 International Conference on Embedded Wireless Sys-
tems and Networks, which is available at http://dl.acm.org/citation.cfm?id=
2893711.2893798 (Chau et al., 2016).
6.1 Overview
We propose a new MIMO visible light communication (VLC) receiver architecture
that can dynamically adjust the optical channel by using a spatial light modulator
(SLM). This capability enables the VLC receiver to track moving transmitters to
support mobility. We also present operating procedures and control algorithms for
this SLM VLC receiver to measure the gain from each transmitter, to configure the
SLM, and to track the transmitters as they move relative to the receiver. Through
the design of a two-photodetector prototype and simplified models for imaging sys-
tems, we demonstrate that the SLM VLC receiver can outperform similar traditional
imaging VLC receivers that do not use an SLM, even if the traditional VLC receiver
is equipped with more photodetectors.
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6.2 Introduction
Like MIMO radio-frequency (RF) communication systems, visible light communica-
tion (VLC) systems can use multiple transmitters and receiver elements to increase
the wireless communication capacity. Unlike MIMO RF systems though, the line-of-
sight components tend to dominate over the multipath components in MIMO VLC
systems (Zeng et al., 2009b). In the absence of significant fading due to random mul-
tipath signal propagation, the channel gain from each transmitter to each receiver
element can be approximated as a deterministic function of the relative positions and
orientations of the transmitter and receiver (assuming that the line-of-sight is not
obstructed).
The deterministic and position-dependent nature of VLC channel gains presents
both disadvantages and advantages. On one hand, MIMO VLC systems do not
benefit from the rich scattering that provide the well-conditioned channel matrices in
MIMO RF communication systems. This problem is illustrated in the work of Zeng
et al., which shows that the bit error rate of a non-imaging VLC system becomes
unacceptably high whenever the transmitters are positioned symmetrically about the
receiver (Zeng et al., 2009b).
On the other hand, the negligible random fading yields a more predictable VLC
channel. This predictability presents opportunities to deliberately engineer the VLC
channel to improve the resulting MIMO channel capacity.
In this chapter, we introduce a new MIMO VLC receiver architecture that incor-
porates a spatial light modulator (SLM). This built-in SLM enables the VLC receiver
to dynamically adjust the optical communication channel to better adapt to changing
transmitter and receiver positions in a variety of use cases, such as wireless networking
for mobile devices and vehicular networks, in which the transmitters or receivers may
move freely. As a result of this adaptability, the SLM-based MIMO VLC receiver
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requires fewer photodetectors than traditional MIMO VLC receivers do to achieve
the same performance in mobile use cases.
The rest of this chapter is organized as follows. Section 6.3 presents background
information. Section 6.4 introduces the SLM MIMO VLC receiver and details its op-
eration. Section 6.5 presents the channel model for the SLM VLC receiver. Section 6.6
presents the preliminary procedures and algorithms for controlling the proposed re-
ceiver. Section 6.7 compares the performance of the proposed receiver against other
imaging VLC receivers. And Section 6.9 concludes the chapter.
6.3 Background
In the high signal-to-noise ratio (SNR) regime, MIMO communication systems gen-
erally aim to maximize the rank and minimize the condition number of the channel
matrix in order to improve the multiplexing capacity gains (Tse and Viswanath, 2005,
p. 294–295). Two general classes of MIMO VLC receivers have been previously pro-
posed for this purpose: imaging VLC receivers (Zeng et al., 2009b; Azhar et al.,
2010; Dambul et al., 2011; Wang et al., 2012; Chau and Little, 2014; Rajbhandari
et al., 2015) and non-imaging VLC receivers (Wang and Armstrong, 2014; Nuwan-
priya et al., 2014; Wang et al., 2015). Although both types of MIMO VLC receivers
can yield full-rank and well-conditioned channel matrices when the transmitters are
sufficiently separated from each other, these receivers may yield poorly conditioned
channel matrices when the transmitters are close to each other.
For example, the gain from a uniformly diffuse (Lambertian) transmitter to an
imaging receiver pixel is
Pr
Pt
=
AtrAr
piAtl2
cos θ cosφ (6.1)
where Ar is the area of the imaging receiver’s aperture, Atr is the transmitter area
seen by the pixel, At is the total area of the transmitter’s uniformly diffuse emitting
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Figure 6·1: Parameters used in Equation 6.1 to calculate the gain
from a uniformly diffuse transmitter to an imaging receiver pixel.
surface, l is the distance between the transmitter and the receiver’s aperture, θ is the
angle between the normal of the transmitter’s surface and the straight path from the
transmitter to the receiver, φ is the angle between the normal of the receiver’s aperture
and the straight path from the transmitter to the receiver, Pt is the transmitted
optical power, and Pr is the received optical power.
1 These parameters are illustrated
in Figure 6·1.
If two transmitters are close enough that their optical signals are entirely re-
ceived by the same imaging receiver pixels, then the position-dependent parameters
(l, θ, φ, Atr) would be approximately equal between the two transmitters. Thus, the
corresponding columns of the channel matrix would be approximately equal, resulting
in a poorly conditioned channel matrix.
In mobile use cases, this situation may arise if the transmitters move near each
other or if the receiver is oriented to receive from transmitters that are farther away.
Although this problem can be mitigated by increasing the number of pixels in the
imaging VLC receiver to reduce the likelihood that signals from neighboring transmit-
ters are received by the same pixels (Chau and Little, 2014), adding additional pixels
1Derived from (Kopeika, 1998, ch. 3) assuming only path loss, assuming that neither the trans-
mitter nor the receiver are facing away from each other, assuming no blur in the transmitter’s image,
and assuming that the transmitters and receivers are small relative to the distance between them.
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may require compromises in pixel sensitivity, sampling rate, power consumption, cost,
and device size.
Similarly for the non-imaging VLC receivers (Wang and Armstrong, 2014; Nuwan-
priya et al., 2014; Wang et al., 2015), the channel gains to the receiver elements also
vary gradually with respect to the relative position and orientation of the transmit-
ters. When the transmitters are positioned close to each other, the corresponding
columns of the channel matrix would be similar, resulting in a poorly conditioned
channel matrix.
6.4 Imaging SLM VLC Receiver
The proposed MIMO VLC receiver architecture is an imaging receiver architecture
that replaces the traditional image sensor (i.e., photodetector array) with a spatial
light modulator (SLM). Unlike traditional imaging receivers, the incoming optical
signals are not measured at the image plane (where the images of the transmitters
are focused). Rather, an SLM at the image plane redirects the incoming optical
signals toward a separate array of photodetectors to be measured.
6.4.1 Structure of the Receiver
As shown in Figure 6·2, this SLM Camera Optical Receiver (SLMCOR) architecture
consists of an imaging lens, a reflective SLM, and multiple photodetectors; implemen-
tations would also require signal-processing and control devices, which are shown in
Figure 6·5. Although a variety of SLMs can be used in imaging SLM VLC receivers,
to simplify the description of the architecture, this chapter assumes that the SLM
is a reflective SLM that consists of a rectangular array of flat micromirrors. Each
micromirror can be rotated in place across a range of angles to direct reflected light
and each mirror in the array can be independently controlled. By varying the ori-
entation of a pixel’s micromirror, the SLM can control the direction that the light
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SLM Camera
Optical Receiver
Figure 6·2: A MIMO VLC system using the SLM Camera Optical
Receiver is shown. In this system, an imaging lens focuses light from
multiple transmitters onto a reflective SLM that redirects the light from
each transmitter to a separate photodetector.
reflected from the pixel travels2, and thus, aim the pixel’s light towards a selected
photodetector. The photodetectors are arranged around the SLM, facing the SLM,
so that each micromirror can redirect light towards any of the photodetectors.
This setup is similar to (and in part, inspired by) the “single-pixel” camera by
Duarte et al. (Duarte et al., 2008). By separating the photodetector(s) from the image
plane, the architecture enables the imaging system to have very high resolution with
very few photodetectors. This capability allows us to work around the trade-offs
described in Section 6.3 and Chapter 3 between the quantity of photodetectors and
the performance of each photodetector.
Due to the similarity in structure, the SLMCOR can also be used to capture
photographs and videos through compressed image sensing as described in (Duarte
et al., 2008). This secondary function may eventually enable the SLMCOR to replace
traditional cameras in mobile devices, providing both the capabilities of a camera and
a high-speed MIMO VLC receiver in the same device.
Our proposed receiver also differs from the single-pixel camera in significant ways
2For the SLMCOR, “pixel” refers to a single SLM pixel rather than a photodetector because the
focused image is formed on the SLM.
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Figure 6·3: Since each micromirrors can rotate ±12°, the reflected
beam can be deflected by 24° in either direction. The photodetectors
should be positioned at ±24° to detect the reflected beams.
in order to greatly improve the receiver’s sampling rate for high-speed communication
signals. One difference is that our receiver uses more than one photodetector—we
use one for each transmitter—to sample signals from multiple transmitters simulta-
neously. Furthermore, as detailed in Section 6.6, SLMCOR uses different algorithms
to generate the SLM patterns by using feedback from the received VLC signals.
6.4.2 2x2 MIMO SLMCOR Prototype
The SLMCOR was implemented using a Texas Instruments (TI) digital micromirror
device (DMD) from the DLP LightCrafter 6500 evaluation kit (Texas Instruments,
2014a) as the reflective SLM. This DMD has an array of 1920 by 1080 (1080p res-
olution) micromirrors that are flat in the “reset” state. From this reset state, each
micromirror can be independently rotated either +12° or −12° about its diagonal
(Texas Instruments, 2014b). Since each micromirror can be configured for one of
only two possible angles (because pixels cannot be individually placed in the reset/flat
position), the micromirrors can be used to switch between only two photodetectors.
These two photodetectors are positioned at +24° and −24° as explained in Figure 6·3.
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Figure 6·4: The 2-photodetector SLMCOR prototype using a TI DLP
as the SLM.
Since each micromirror rotates about its diagonal, we rotated the DMD 45° about
its normal vector to align the reflected beams with the photodetectors in the optical-
breadboard implementation shown in Figure 6·4.
As labeled in Figure 6·4, the DLP-based SLMCOR uses three lenses: one con-
centrator lens for each photodetector and the main imaging lens. The main imaging
lens is a 25.4 mm diameter biconvex lens with a 50.0 mm focal length from Thorlabs
(part number LB1471-A). For the DMD’s image area of 14.52 mm by 8.16 mm (Texas
Instruments, 2014b), this relatively long focal length unfortunately yields a relatively
narrow field of view (FOV) of approximately ±8.3° by ±4.7°. Although a shorter focal
length would provide a wider FOV (enabling the receiver to receive from transmitters
in a wider range of positions), we were unable to accommodate a shorter focal length
using commercially-available off-the-shelf (COTS) lens holders without obstructing
the beams reflected from the DMD. Future revisions of this prototype may be able to
improve the FOV, optical gain, and size of the VLC receiver by using custom lenses
and optomechanical components.
Another consideration in selecting the main imaging lens was the lens diameter.
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Although larger lens would enlarge the aperture over which the receiver gathers light,
thus improving the receiver’s optical gain, enlarging the aperture would also widen
the beam angle of both the light focused onto the DMD and the light reflected from
the DMD. Given that the central ray of the reflected beam is offset 24° from the
imaging lens’s optical axis, the beam half-angle should not exceed 12°; otherwise, a
portion of the reflected beam would be directed back toward the main imaging lens,
where it cannot be detected by a photodetector.
The prototype uses two Thorlabs PDA36A photodetectors. Since the photodetec-
tor bodies are relatively large, they are positioned farther away from the DMD than
the main imaging lens to avoid blocking light from the main imaging lens to the DMD.
A Thorlabs LB1723-A 50.8 mm diameter lens is placed in front of each photodetector
to focus the reflected beams of light from the DMD onto the photodetector.
Zemax was used to perform ray-tracing simulations to optimize the focus of the
lenses and the placement of the components.
6.5 SLMCOR Channel Model
Applying the small-signal approximation, we make the simplifying assumption that
the received shot noise is independent of the transmitted signals. Furthermore, we as-
sume that each micromirror directs all of its light towards one selected photodetector.
Using these assumptions, when the system has nt transmitters, nr photodetectors,
and ns SLM pixels, the channel can be modeled as
~y = S(H~x+ ~ws) + ~wt (6.2)
where ~x ∈ Rnt represents the transmitted signal, ~y ∈ Rnr represents the received
signal, ~ws ∈ Rns represents the shot noise contribution of each SLM pixel (e.g.,
due to background illumination), ~wt ∈ Rnr represents the thermal noise for each
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photodetector, H ∈ Rns×nt represents the gain from each transmitter through each
SLM pixel to a photodetector, and S ∈ Rnr×ns represents the fraction of the optical
power incident on each SLM pixel that is distributed to each photodetector. For
the 2-photodetector DLP-based SLM VLC receiver (2-PD SLMCOR), nr = 2 and
ns = 1920 ∗ 1080 = 2.0736 ∗ 106.
Effectively, the resulting channel matrix, representing the gain from each trans-
mitter to each photodetector, is
G = SH (6.3)
where G is a nr by nt matrix. By controlling the pattern shown by the DMD, the
receiver controls S, and is thus able to adjust the resulting channel matrix.
For the purpose of modeling shot noise (in ~ws), we apply the simplifying as-
sumption that the shot noise variance is identical across all SLM pixels. We further
approximate the shot noise, which is actually due to a Poisson process, as additive
white Gaussian noise (AWGN).
The elements of ~wt are modeled as independent and identically-distributed AWGN.
We neglect other sources of noise.
6.6 Operation of the 2-PD SLMCOR
In addition to decoding the received signal, SLM VLC receivers also need to config-
ure the SLM to obtain a useful channel matrix. This configuration is orchestrated
by the receiver controller using feedback from the received VLC signals as illustrated
in Figure 6·5. For the DMD in the 2-PD SLMCOR, the receiver controller config-
ures the DMD by sending the DLP controller a bitmap image consisting of 1920 by
1080 pixels. Each pixel in the image specifies the orientation of the corresponding
micromirror in the DMD: a dark pixel orients the micromirror to direct light towards
one photodetector while a bright pixel orients the micromirror to direct light towards
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Figure 6·5: A block diagram of the 2-PD DLP SLM VLC receiver
showing the control loop and signal chain.
the other photodetector. In turn, the DLP controller generates the appropriate elec-
trical signals to move the micromirrors in the DMD. In this dissertation, we refer to
an instance of this SLM configuration as a “pattern”.
The generation of SLM patterns can be split into three sub-problems: initially
measuring H, generating the appropriate SLM pattern given H, and tracking the
transmitters as they move relative to the receiver. We present preliminary solutions
to these sub-problems for a proof-of-concept. Future strategies will likely further
improve the performance of SLM VLC receivers.
6.6.1 Initially Measuring H
As explained in Section 6.5, the resulting channel matrix is determined by both S and
H. To optimize the channel matrix, the receiver controller first measures H: the gain
from each transmitter to a photodetector through each SLM pixel. For simplicity, we
assume that this gain is the same for either photodetectors.
To facilitate transmitter-to-photodetector gain measurements, to enable the re-
ceiver to identify which transmitter transmitted any signal, and to facilitate the
tracking of transmitters as they move relative to the receiver, we propose allocat-
ing a small portion of the available bandwidth for each transmitter to embed a
continuously-transmitted unique identification signal of a known amplitude. At the
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receiver, the identification signal can be isolated by filtering to pass the identification
band, and (assuming that the gain of the identification signal is representative of the
gain at other frequencies) the channel gain (in H) can be determined by dividing the
amplitude of the received identification signal by the amplitude of the transmitted
identification signal.
To ensure that the identification signals can be separated from each other in case
of interference between multiple transmitters, the unique identification signals should
be orthogonal to each other. This orthogonality can be achieved by selecting mt
evenly spaced frequencies within the identification band as the unique identification
signals, where mt is the maximum supported number of active transmitters that can
be in the receiver’s field of view. Assuming that H varies very slowly (compared to
the VLC symbol rate), these identification symbols can be sampled over long periods
of time, allowing the receiver to finely resolve differences in frequency. As a result, the
identification band can have a very narrow bandwidth, and thus, reserving this band
for identification and channel-state measurements would not significantly decrease
the capacity of the system.
The transmitter-to-photodetector gain through each pixel can be measured by
first splitting the pixel array in half, directing half of the pixels toward photodetector
1 (PD1) and the other half toward photodetector 2 (PD2). The signals received by
both photodetectors are checked for the presence of any transmitter’s identification
signal (that is significantly above the noise floor). If no identification signal is found,
then the rows of H corresponding to those pixels are 0. The process is then repeated
recursively for each partition of pixels that do receive an identification signal, splitting
the partition in half and using just PD1 to sample one sub-partition at a time (since
PD2 must be used to receive from all other pixels), until the partition consists of just
one pixel. When the partition consists of just one pixel, the originating transmitter
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and gain of the signal that is received by the pixel can be determined by measuring
the identification signal as described above. An abbreviated sequence of this initial
search pattern is illustrated in Figure 6·6.
Future protocols may be able to further reduce the time needed to initially measure
H.
6.6.2 Generating the SLM Pattern
Given H, the receiver controller can determine how many active transmitters are in
the receiver’s field of view and which transmitter images are incident on which SLM
pixels.
If only one transmitter is in the FOV, the receiver controller can generate an SLM
pattern to remove shot noise from the received VLC signal by directing the VLC
signal and background light toward different photodetectors. This can be done by
directing background light from the pixels that do not receive from the transmitter
toward PD2 while directing the VLC signal from the pixels that do receive from the
transmitter toward PD1. In this single-input and multiple-output (SIMO) scenario,
the SLMCOR performs selection diversity combining.
If two transmitters are in the FOV, pixels receiving signals from the first trans-
mitter can be directed towards PD1 and pixels receiving signals from the second
transmitter can be directed towards PD2. Pixels that receive from both transmitters
can be directed based on which transmitter has a greater gain through that pixel.
Since every DMD pixel must direct light towards one of the two photodetectors, the
remaining pixels that receive no VLC signal and only contribute to shot noise can be
directed randomly toward either photodetector.
The 2-PD DLP SLM VLC receiver cannot simultaneously receive from more than
two transmitters due to the limited number of photodetectors. However, if more than
two transmitters are available, the additional transmitters can each be configured to
94
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure 6·6: The start of an example sequence of SLM patterns used
to find the transmitters and initially measure H.
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duplicate one of the two transmitters’ signals to improve the received signal strength.
6.6.3 Tracking the Transmitters
Since the 2-PD DLP SLMCOR uses both photodetectors when receiving from any
transmitter, the method described in Subsection 6.6.1 cannot be used to update the
measurements of H (i.e., track the transmitters) while the SLMCOR is receiving
any VLC signal. To update a row of H after initialization, we propose a procedure
to perturb the SLM pattern to measure the incremental changes in gain from the
transmitters.
First, measure the amplitude of each identification signal received by both pho-
todetectors. Since the identification signals are continuously transmitted and orthog-
onal to the data portion of the VLC signals, this measurement can be done without
interrupting data transmission.
Then, toggle the DMD pixel corresponding to the row of H to be updated so
that the pixel switches from one photodetector to the other. We assume that the
resolution is sufficiently high that the VLC signal from any transmitter would land
on many pixels, so changing the state of one pixel would not alter the transmitter-
to-photodetector gains enough to significantly increase the probability of error.
After toggling the pixel, measure the amplitude of each identification signal re-
ceived by both photodetectors again.
Assuming that no other event altered the transmitter-to-photodetector gains dur-
ing this procedure, the change in amplitude of each identification signal is entirely due
to the toggled pixel. Thus, the difference in amplitude of each identification signal
can be treated as the incremental contribution of the toggled pixel, and can be used
to calculate the gains through that pixel by dividing this incremental contribution by
the amplitude of the identification signals at the transmitter.
The receiver may prioritize updating the rows of H that correspond to pixels near
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Table 6.1: Simulation parameters used for the performance compari-
son.
Parameter Value
Aperture radius 25.4 mm
Lens to array distance 49.9 mm
Pixel array width 14.52 mm
Pixel array height 8.16 mm
Receiver position (0, 0, 0) (imaging lens at origin)
Receiver zenith angle 0° (in the +z-axis direction)
Transmitter shape 40 mm by 40 mm (square)
Transmitter position z = 2.5 m
Transmitter orientation downward
the boundaries of the DMD and near the boundaries of transmitter images to better
track transmitters as they move incrementally or as they enter the field of view.
6.7 Performance
We compare the 2-PD SLMCOR against traditional imaging VLC receivers with 2,
4, and 9 photodetectors to illustrate the advantage of the SLMCOR architecture.
In this comparison, we simulate each of the receivers with two pseudo-randomly
positioned transmitters in the receiver’s field of view to determine the average channel
matrix rank and median channel matrix condition number. These two performance
metrics (the rank and condition number) indicate the capacity of the MIMO channel
in the high SNR regime (Tse and Viswanath, 2005, p. 294–295).3 We use the median
condition number instead of the mean condition number as the performance metric
because the condition numbers may be infinite.
To isolate and highlight the effects of adding an SLM, we use the same optical
system parameters for both the DLP-based and the traditional imaging VLC receivers.
3Although the RF channel model used in (Tse and Viswanath, 2005) differs in significant ways
from VLC channels (e.g., VLC signals are non-negative and may be non-Gaussian), we assume that
these performance metrics remain sufficiently valid for a rough comparison between VLC systems.
A more thorough analysis of capacity is presented in Chapter 7.
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Table 6.2: Simulation results comparing average rank and median
condition number of VLC systems using the 2-PD SLMCOR versus
using traditional imaging VLC receivers with 2, 4, 9, or more pixels.
The standard deviation (SD) of the rank is also shown.
Average rank Rank SD Median condition number
2-PD SLMCOR 2.00 0.00 1.02
2-pixel traditional 1.53 0.50 6.12
4-pixel traditional 1.81 0.40 1.21
9-pixel traditional 1.94 0.24 1.18
10x10-pixel traditional 2.00 0.00 1.21
100x100-pixel traditional 2.00 0.00 1.02
600x400-pixel traditional 2.00 0.00 1.02
800x600-pixel traditional 2.00 0.00 1.02
1280x720-pixel traditional 2.00 0.00 1.02
1920x1080-pixel traditional 2.00 0.00 1.02
These simulation parameters are chosen to match the SLMCOR prototype described
in Subsection 6.4.2 and are listed in Table 6.1. For each imaging receiver in the
simulations, the pixels are tiled in a rectangular array to cover the entire area of the
pixel array without overlap (for a 100% fill factor).
In each of the 1000 trials simulated to obtain the mean rank and median condition
number, the centers of the two transmitters are uniformly distributed within the
receiver’s field of view on the plane at z = 2.5 m.
To determine where each transmitter’s image lands on the receiver’s pixel array,
we assume that the imaging receiver is perfectly in focus, and apply the paraxial thin-
lens approximation. With this simplification, the transmitter image lands where the
ray from the transmitter that goes through the center of the imaging lens intersects
with the image plane. Conversely, the portion of the transmitter seen by a pixel can
be determined by projecting the pixel’s polygon through the center of the imaging
lens to the transmitter’s plane (at z = 2.5 m) as illustrated in Figure 6·1.
Given this projected pixel polygon on the transmitter’s plane, Equation 6.1 can be
used to determine the gain from each transmitter to each pixel. Atr can determined
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as the area of the intersection between the transmitter polygon and the projected
pixel polygon. We assume that each pixel is sufficiently small that l, θ, and φ do not
vary significantly over the area of the pixel.
The simulation results are highlighted in Table 6.2. A higher rank and a condi-
tion number closer to one indicate better MIMO performance in the high-SNR regime.
These results show that the 2-photodetector DLP SLM VLC receiver is able to signif-
icantly out-perform the traditional imaging VLC receivers, even when the traditional
imaging VLC receivers use more photodetectors.
6.7.1 Prototype Testing
To test the prototype, we positioned two transmitters 2.5 m in front of the receiver,
approximately 200 mm apart, with each transmitter transmitting a sine wave at a
different frequency. Since we have not yet implemented the algorithm to automatically
track the transmitters, we manually set the SLM pattern to direct the light from each
of the transmitters towards a different receiver. At the receiver, we plotted the fast-
Fourier transform (FFT) of the received signal for each of the two photodetectors in
real time (with some small delay) to verify that each photodetector is only receiving
from one transmitter and that the receiver is receiving both transmitted signals.
We further verified that the signals shown on the FFT are from the transmitters
by individually blocking each transmitter and checking that the corresponding signal
disappears from the FFT.
6.8 Non-Imaging and Alternative SLM VLC Receivers
In this chapter, we presented and analyzed in detail the design and implementation
of an imaging SLM VLC receiver that uses a reflective SLM consisting of pixels.
However, SLM VLC receivers do not necessarily need to be imaging VLC receivers,
nor do they need to use an array of SLM pixels. Rather, other SLMs that can modify
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Figure 6·7: An LCD-based SLM VLC receiver can be constructed
by using an LCD to selectively block light or allow light through from
different transmitters. A simple MIMO VLC receiver for spatial mul-
tiplexing can be constructed by replicating the LCD-based SLM VLC
receiver so that each copy receives from a different transmitter.
the resulting channel matrix can be used to achieve similar benefits. In some cases,
these other types of SLMs may be able to offer more advanced capabilities.
6.8.1 Transmissive SLMs and Programmable Gratings
The properties of certain transparent materials can be electronically modulated to
modulate light. These materials can be used to construct transmissive SLMs for use
in a transmissive SLM VLC receiver.
In one common example, the opacity of a liquid crystal display (LCD) can be
electronically controlled to either block light from passing or allow light through.
When the LCD is positioned on the imaging plane, similar to the DLP-based SLM
VLC receiver, it can be used to control the gain from each of the transmitters to
a photodetector as shown in Figure 6·7. Additional photodetectors can be added
to receive from multiple transmitters by replicating the single-channel LCD VLC
receiver. Other SLMs that can modulate opacity can also be used in place of the
LCD.
In a more advanced example, the permittivity of certain materials can be con-
trolled by controlling the charge concentrations in those materials (Zhao et al., 2014).
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Figure 6·8: An SLM VLC receiver using a programmable grating as
the SLM.
This capability to electronically control the permittivity (and hence the index of re-
fraction) of a transparent material can potentially be used to construct transmissive
SLMs that act as programmable diffraction gratings.
Potentially, such gratings can be used to emulate other optical systems, using
interference and diffraction to direct the light that passes through it. Although this
approach needs to be further developed, programmable gratings can potentially sub-
sume the roles of both the imaging lens and the concentrator lenses in our SLM VLC
receiver as illustrated in Figure 6·8, allowing us the greatly simplify the implementa-
tion of our SLM VLC receiver.
Assuming that an arbitrary grating pattern can be used, the grating-based SLM
VLC receiver would be able to direct light towards a large number of photodetectors,
allowing the SLM VLC receiver to simultaneously receive from many transmitters.
Additional photodetectors can also be used to scan or image the scene to find trans-
mitters and to measure channel state information.
6.8.2 Lambda Router
The Texas Instruments DLP was selected for our prototype because it was readily
available for use and because of its high resolution. However, the DLP-based SLM
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Figure 6·9: A 3D rendering of a two-photodetector Lambda-Router-
based SLM VLC receiver. This drawing was created by Cristian
Morales.
VLC receiver is not able to scale support more than two photodetectors. As a result,
unless we use multiple DLP-based SLM VLC receivers together, we would not be able
to receive from more than two transmitters at a time for MIMO communications.
Furthermore, the limited number of photodetectors handicaps our receiver’s ability
to quickly measure the gains in H.
An alternative reflective SLM was the Lambda Router (Bishop et al., 2002). Like
the DLP’s DMD, the Lambda Router is an array of micromirrors that can each tilt
to direct light. However, unlike the DLP’s DMD, which can only direct light toward
two possible directions, the micromirrors of the Lambda Router can tilt about two
axes along a continuous range of angles. This capability enables the Lambda Router’s
micromirrors to direct light towards more than two targets.
An rendering of the Lambda Router-based SLM VLC receiver is shown in Fig-
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ure 6·9.
6.9 Conclusion
MIMO VLC systems differ from MIMO RF systems in significant ways. Due to a lack
of multipath signal propagation, VLC channel gains depend strongly on the relative
positions of the transmitters with respect to the receiver and do not vary significantly
with random fading. As a result, a VLC system may perform poorly whenever the
transmitters and receiver are in certain positions; in the absence of random fading
over time, these poor channel conditions may persist until the transmitters or receiver
moves. These dead spots limit the utility of MIMO VLC systems for mobile use cases.
In this chapter, we proposed a new MIMO VLC receiver architecture that can
dynamically alter the channel matrix using a spatial light modulator to both avoid
dead spots and to enhance the performance of the resulting channel. By taking
advantage of the relatively slow-changing nature of VLC channel gains, the proposed
SLM VLC receiver can measure and adjust the channel matrix to improve SNR and
to track transmitters as they move relative to the receiver.
Although the current DLP-based SLM VLC receiver can only support two pho-
todetectors, we demonstrate through simulations that the SLM VLC receiver still out-
performs imaging VLC receivers that have more photodetectors in regards to channel
matrix rank and condition number. In future work, we aim to increase the number
of photodetectors that can be supported by the SLM VLC receiver, refine our pre-
liminary algorithms for controlling the VLC receiver, validate our simulation results
through our physical prototype, and develop better performance metrics to compare
VLC receivers.
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Chapter 7
Capacity Analysis for MIMO VLC
Systems
7.1 Purpose of Capacity Analysis
We seek to use communication channel capacity to objectively evaluate the perfor-
mance of visible light communication (VLC) receivers to facilitate comparisons and
optimizations. Commonly, the performance of a VLC system is specified as the max-
imum achieved data rate(s) and the corresponding bit error rate(s) (BER) under
certain testing conditions. Unfortunately, this method of quantifying performance
has a few drawbacks:
 It is better suited for measuring the performance of an entire VLC system rather
than a part of it (e.g., just the VLC receiver) because any component, from the
transmitter’s data source through the receiver’s signal processing unit, can limit
the overall data rate. The maximum achieved data rates and corresponding bit
error rates can also be handicapped by limitations in the testing equipment or
the choice of modulation scheme. As a consequence, the maximum achieved
data rate may be less than the maximum possible data rate of a specific part
due to the limitations of the rest of the system.
 The maximum achieved data rate and corresponding BER in one experimental
setup often provides little insight into the system’s performance under differ-
ent conditions. This limits the extent to which different VLC systems can be
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compared since they are often evaluated under different testing conditions.
 Measuring the maximum data rate achieved under testing generally requires
building the entire system to test.
Instead, we aim to develop a model to evaluate the performance of VLC receivers
through simulations. This approach enables us to more easily test many receiver
designs under a variety of conditions, and enables us to control what limitations or
constraints are applied.
In the simulations, we evaluate the capacity of the VLC systems (rather than the
data rate and bit error rates achieved using a specific modulation scheme) because the
optimal choice of modulation scheme depends on both the design of the VLC receiver
and the testing conditions. For example, pulse position modulation (PPM) may work
well for a diversity-combining VLC receiver in the low-SNR (signal-to-noise ratio)
regime, but handicap an imaging VLC receiver designed for spatial multiplexing in
the high SNR regime. On the other hand, the spatially multiplexed 64-point pulse
amplitude modulation (64-PAM) modulation scheme that works well with an imaging
VLC receiver in the high SNR regime may be impossible to decode using the diversity-
combining VLC receiver due to interference between the spatially multiplexed signals.
Thus, we use the capacity, rather than the maximum data rate given a partic-
ular modulation scheme, to avoid a bias in comparisons due to the selection of a
modulation scheme.
7.2 Definition of Capacity
Traditionally, for bandwidth-limited additive white Gaussian noise (AWGN) channels
with a constraint on the average signal variance (i.e., an average transmit power
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constraint), the capacity is described by Shannon’s capacity theorem:
C = B log2
(
1 +
σ2x
σ2w
)
(7.1)
where C is the capacity in bits, B is the brick-wall bandwidth, and σ2x/σ
2
w is the
signal-to-noise ratio (as a ratio of the signal power to the noise power).
This capacity can be rewritten as
C = 2B · 1
2
log2
(
1 +
σ2x
σ2w
)
(7.2)
where 2B is the Nyquist rate of the band-limited channel (the maximum symbol rate
where each symbol is an independent sample) and 1
2
log2 (1 + σ
2
x/σ
2
w) is the maximum
mutual information between each transmitted symbol x and each received symbol y.
In this chapter, we analyze the capacity of the vector Gaussian VLC channel
~y = G~x+ ~w (7.3)
as the maximum mutual information I(~x; ~y) between input ~x and output ~y given the
constraints described in Section 7.3, noise ~w, and channel matrix G to determine the
capacity as the number of nats1 per symbol, omitting the symbol rate.
We omit the symbol rate because the maximum symbol rate is primarily deter-
mined by the frequency response and capabilities of components (such as the trans-
mitters, the photodetectors, and the signal processing hardware) that are outside the
scope of this dissertation. Instead, we propose VLC receiver architectures that can
be implemented using a variety of photodetectors and digital signal processing units.
The capacity as a data rate can be determined by multiplying the optimal I(~x; ~y) by
the maximum symbol rate.
1log(2) nats equals 1 bit. In this dissertation, log(·) is the natural logarithm function unless a
different base b is specified as logb(·).
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7.3 Differences from the Capacity of RF Channels
VLC systems differ from radio frequency (RF) communication systems in several
ways. As a result, the constraints used to determine the capacity of VLC channels
differ from those that are more commonly used to determine the capacity of RF
channels.
RF transmitters typically have average power constraints that limit the average
power of their signals. Given that the transmitted RF signal are centered to have
zero mean, the average power of the transmitted signal equals the variance of the
transmitted signal. Thus, the average signal power constraint can be restated as a
variance constraint.
Furthermore, although RF transmitters do have limitations on the peak power
output (e.g., the −1 dB compression point as a practical limit for modulation schemes
that require linearity), such peak power constraints are often ignored for simplicity
when calculating capacity.
In contrast, the light-emitting diodes (LEDs) used in VLC transmitters typically
have a peak power rating (e.g., the white Luxeon Rebel LEDs used in some VLC
transmitters are rated for a maximum of 1000 mA (Lumileds Holding B.V., 2016),
which corresponds to a maximum optical output power). Exceeding this peak power
rating can damage or degrade the LED.
Furthermore, because VLC transmitters typically use LEDs, which transmit inco-
herent light, the transmitters are only able to modulate the intensity of the light and
not the phase. Since intensity-modulated signals cannot have negative intensities,
VLC channels also have a non-negativity constraint on the signal. Finally, unlike RF
signals, the variance of intensity modulated VLC signals do not correspond to the
average power of the signals; instead, the average power of a VLC signal is deter-
mined by the DC (direct current) offset (i.e., the average value) of the VLC signal.
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Thus, VLC signals have a peak-power and a non-negativity constraint, but no explicit
variance constraint2.
Due to these differences in the constraints that apply to VLC channels compared
to the constraints that apply to RF channels, the Gaussian-distributed signal ~x that
is optimal under the variance constraint of the RF channel is not optimal under the
constraints of the VLC channel; this is shown in Section 7.4.1.
7.4 Determining the Optimal Signal Distribution
We seek to determine the capacity for the vector Gaussian channel described in Equa-
tion 7.3. In this channel model for a nt-transmitter by nr-receiver MIMO VLC chan-
nel, ~x is a nt-element column vector, in which each element x(i) is the signal trans-
mitted by the i-th transmitter (for all i ∈ {1, ..., nt}). Similarly, ~y is a nr-element
column vector representing the signal received by each receiver and ~w is a nr-element
column vector representing the noise of each photodetector (or each receiver element);
element y(i) and w(i) of these column vectors correspond to the i-th receiver element.
G is a nr-row by nt-column channel matrix representing the gain between each
transmitter and each receiver.
The peak power and non-negativity constraints of Section 7.3 can be stated as
0 ≤ x(i) ≤ xmax ∀i ∈ {1, ..., nt} (7.4)
where xmax is the maximum output signal for each transmitter.
The noise ~w can be modeled as a multivariate zero-mean Gaussian random variable
with covariance σ2wI:
~w ∼ N (~0, σ2wI) (7.5)
2The variance of VLC signals is not unlimited due to the peak-power and non-negativity con-
straint, but we do not impose any further constraint on the variance of the VLC signal in our channel
model.
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where σ2w is the variance of the noise of each receiver element and I is an identity
matrix.
For simplicity, we ignore signal-independent shot noise due to background illu-
mination. In some cases, the noise power of the signal-independent shot noise can
be added to the variance of the noise ~w to account for it. We also ignore signal-
dependent shot noise. Although signal-dependent shot noise has been investigated to
some extent in regards to channel capacity (Chan et al., 2005), the solution presented
only applies to parallel Gaussian channels (i.e., under different constraints). A thor-
ough analysis of MIMO VLC channel capacity that considers shot noise is reserved
for future work.
7.4.1 For the Scalar VLC Channel
First, we consider a scalar Gaussian VLC channel for a single-input single-output
(SISO) VLC system
y = Gx+ w, (7.6)
where x is the input, G is the gain, w ∼ N (0, σ2w) is the noise, and y is the received
output signal. As stated in Equation 7.4,
0 ≤ x ≤ xmax. (7.7)
Using this scalar VLC channel, we show that a Gaussian distributed x is not op-
timal, we show that a uniformly-distributed x is optimal when the noise is negligible,
and we apply Smith’s capacity algorithm (Smith, 1969; Smith, 1971) to determine
the capacity in the presence of noise. In Section 7.5, we apply Smith’s capacity algo-
rithm and uniformly-distributed signals to establish upper and lower bounds on the
capacity of multiple-input multiple-output (MIMO) VLC channels.
The capacity C of this channel is the maximum mutual information across all
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possible distributions for signal x:
C = max
p(x)
I(x; y) (7.8)
where p(x) is the probability distribution of x and the mutual information I(x; y)
between input x and output y can be calculated as
I(x; y) = h(y)− h(y|x) (7.9)
= h(y)− h(w) (7.10)
(Cover and Thomas, 2005, Chapter 8). h(y) is the differential entropy of the received
signal y and h(y|x) = h(w) is the differential entropy of the noise w.
Since h(w) does not depend on the distribution p(x), I(x, y) is maximized across
all p(x) by maximizing h(y). Thus, the optimal distribution of signal x, is the one
that maximizes the differential entropy of y.
By definition,
h(y) = −
∫
S
f(y) log f(y)dy (7.11)
where S is the support of the probability density function f(y) (Cover and Thomas,
2005, Chapter 8).
Since y = Gx + w, f(y) is the convolution of the probability density function
of Gx, f(Gx), and the probability density function of w, f(w). When the noise is
negligible (i.e., when the SNR is very high), f(w) can be approximated as a unit
impulse (Dirac delta function) in this convolution. As a result, when the SNR is very
high, the probability density function of y can be approximated as the probability
density function of Gx.
Plugging this approximation into Equation 7.11 and applying (Cover and Thomas,
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2005, Equation 8.66),
h(y) ≈ h(Gx) = h(x) + log |G|. (7.12)
Given the constraints 0 ≤ x ≤ xmax in Equation 7.4, h(x) is maximized by picking
x from the uniform distribution over the interval [0, xmax]. Thus, I(x; y) is maximized
using a uniformly distributed x (and not a Gaussian distributed x) when the SNR is
very high.
7.4.2 Smith’s Capacity Algorithm
When the noise is not negligible, the optimal distribution for x is discrete (Smith,
1969; Smith, 1971). In this subsection, we apply Smith’s algorithm for the capacity
of peak power constrained Gaussian channels to scalar VLC channels and present
modifications to improve the computational efficiency of the algorithm.
Smith’s algorithm computes the capacity for the Gaussian channel
y = x+ w (7.13)
where the noise w has zero mean and unit variance, and where x is amplitude con-
strained:
− Amax ≤ x ≤ Amax (7.14)
To model the scalar VLC channel from Section 7.4.1 (with the non-negativity and
peak power constraint), let
Amax =
Gxmax
2σw
(7.15)
The Original Algorithm
Smith’s capacity algorithm for amplitude-constrained scalar Gaussian channels is re-
stated as pseudocode in Algorithm 1 for clarity. A MATLAB-based implementation
of this algorithm is provided in the Appendix B.
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Input: Maximum amplitude Amax
Output: Capacity C
1 Let A = min(1.6, Amax);
2 Let n = 2;
3 Let distribution F of signal x be two equally-probable constellation points: at
-A and A;
4 while distribution F is optimal for peak amplitude A do
5 if A equals Amax then
6 return I(x;y) for distribution F as capacity C
7 else
8 Increment A by a small amount;
9 Update distribution F of signal x be two equally-probable constellation
points: at -A and A;
10 end
11 end
12 Increase n by 1;
13 while true do
14 Compute the distribution F of signal x using n constellation points for peak
amplitude A that maximizes I(x;y);
15 if distribution F is optimal for peak amplitude A then
16 if A equals Amax then
17 return I(x;y) for distribution F as capacity C
18 else
19 Increment A by a small amount;
20 end
21 else
22 Increase n by 1;
23 end
24 end
Algorithm 1: Smith’s capacity algorithm.
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This algorithm starts with a small amplitude limit A ≤ 1.6, for which n = 2
equally-probable constellation points (or “points of increase” in the cumulative dis-
tribution function of x) positioned at x = −A and x = A are optimal. Then, in
each iteration of the algorithm’s loops, the algorithm either increases the number of
constellation points n by one or increments the amplitude constraint A by a small
change δ.
The algorithm does the former if the current quantity of n constellation points
is too few3, and does the latter if n constellation points is optimal for amplitude
constraint A but A is less than Amax as defined in Equation 7.15.
In this way, the algorithm eventually reaches a state where A = Amax and n is
the optimum (capacity-achieving) number of constellation points for the amplitude
constraint stated in Equation 7.14.
Given n constellation points and amplitude limit A, the algorithm uses nonlinear
programming to find the location and probability of each constellation point that
maximizes the mutual information I(x; y). This 2n-dimension nonlinear optimization
is executed for each value of n and each value of A for which n > 2.
Improving the Computational Efficiency of Smith’s Algorithm
Since we need to evaluate the capacity of VLC channels many times, we sought ways
to reduce the time required to run Smith’s algorithm. Of the various steps in Smith’s
capacity algorithm, the nonlinear programming to find the location and probability of
each constellation point (line 14 of Algorithm 1) tends to be the most time consuming,
especially for larger values of n.
To reduce the number of times this step has to run, we instead start with A = Amax
using the modified algorithm, Algorithm 2. A MATLAB-based implementation of this
modified algorithm is provided in Appendix B.4.
3The algorithm checks whether n is too small by testing Corollary 1 in (Smith, 1971).
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This modified algorithm ends with the same number of constellation points n
as the original algorithm because in both algorithms, n starts at 2 and is repeatedly
increased by 1 until n is the optimal number of constellation points for peak amplitude
A = Amax. Since the returned capacity C only depends on the final distribution F
of signal x, and since the final distribution of F only depends on the final values of n
and A, both algorithms compute the same value for the capacity.
Input: Maximum amplitude Amax
Output: Capacity C
1 Let A = Amax;
/* For n = 2 */
2 Let distribution F of signal x be two equally-probable constellation points: at
-A and A;
3 if distribution F is optimal for peak amplitude A then
4 return I(x;y) for distribution F as capacity C
5 end
6 Let n = 3;
/* For n > 2 */
7 while true do
8 Compute the distribution F of signal x using n constellation points for peak
amplitude A that maximizes I(x;y);
9 if distribution F is optimal for peak amplitude A then
10 return I(x;y) for distribution F as capacity C
11 else
12 Increase n by 1;
13 end
14 end
Algorithm 2: A modified version of Smith’s capacity algorithm to reduce runtime
by starting with A=Amax.
As a result of this modification, Algorithm 2 only requires no − 2 evaluations of
step 8, where no is the final (or optimal) number of constellation points. In contrast,
the original algorithm (Algorithm 1) would require no− 2 + d(Amax − Astart)/δe eval-
uations of step 14 (or step 9, which is an special case of step 14 for n = 2), where
Astart is the starting value of A, δ is the increment by which A is increased, and d·e
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is the ceiling operator. The corresponding reduction in runtime allows the algorithm
to compute the capacity for significantly larger values of Amax.
Caching Results to Further Improve Computational Efficiency
To further improve the computational efficiency of Smith’s capacity algorithm, we
use a lookup table to pick a nstart that is close to, but not greater than no for a
given Amax. Given this nstart as an additional input, our implementation of Smith’s
capacity algorithm can skip the values of n < nstart without losing precision. An
implementation of this technique is provided in Appendix B.5.
7.5 MIMO VLC
For the MIMO VLC channel, we determine upper and lower bounds on the capac-
ity. According to (ElMoslimany and Duman, 2014), unfortunately, Smith’s capacity
algorithm for scalar Gaussian channels cannot be extended to vector Gaussian chan-
nels. In the absence of an algorithm to compute the MIMO capacity (as we could for
the scalar or SISO channel capacity), we compute and use bounds on the capacity
instead.
7.5.1 ElMoslimany-Based Upper Bound
Given the MIMO VLC channel
~y = G~x+ ~w (7.16)
and ~x bounded such that 0 ≤ x(i) ≤ xmax for all i ∈ {1, ..., nt}, the possible values of
the signal G~x are also bounded.
For example, if xmax = 1 and
G =
[
1 1 0.5
0.5 1 1
]
(7.17)
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Figure 7·1: An illustration of the columns of an example G (from
Equation 7.17) and of the possible values for ~v = G~x (as the shaded
region) given the constraint that xmax = 1.
then ~v = G~x can only take the values illustrated in Figure 7·1.
As illustrated, along each dimension of ~v (for each i ∈ {1, ..., nr}),
0 ≤ v(i) ≤ vmax(i) (7.18)
where
~vmax = G~xmax (7.19)
using
xmax(j) = xmax ∀j ∈ {1, ..., nt}. (7.20)
For the ElMoslimany-based upper bound (abbreviated as “ElMos” in this disser-
tation) on the capacity of the MIMO VLC channel, we use the total capacity of nr
independent channels
yEM(i) = vEM(i) + w(i) (7.21)
for i ∈ {1, ..., nr}, where ~w = [w(1), ..., w(nr)]T is the same noise as the actual MIMO
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Figure 7·2: A comparison between the constraints on G~x (shown as
the outlined region) and on ~vEM (shown as the shaded region) shows
that the bounds on ~vEM are less restrictive.
VLC channel. Each signal (for each independent channel) used for this upper bound
on capacity vEM(i) is bounded using the minimum and maximum v(i) from Equa-
tion 7.18:
0 ≤ vEM(i) ≤ vmax(i) ∀i ∈ {1, ..., nr}. (7.22)
Since the constraints on ~vEM are less restrictive than the constraints on ~v, as shown
in Figure 7·2, the capacity of the channel ~yEM = ~vEM + ~w is at least the capacity of
~y = G~x+ ~w. This ElMos upper bound is similar to the one presented in (ElMoslimany
and Duman, 2014) except that we also have a non-negativity constraint.
7.5.2 Maximal Ratio Combining Lower Bound
A lower bound on capacity can be established as the mutual information I(~x; ~y) for
any distribution of ~x that satisfies the non-negativity and peak power constraints.
For the maximal ratio combining (MRC) lower bound, we further constrain the dis-
tribution of ~v = G~x to be one-dimensional, along the line from ~v = ~0 to ~v = ~vmax, so
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Figure 7·3: Using the example channel matrix of Equation 7.17, the
values of ~v for the MRC lower bound on capacity are shown as the
solid line from ~0 to ~vmax. The possible values of ~v = G~x with just the
non-negativity and peak-power constraints are shown as the shaded
region.
that it can be treated as a scalar channel for Smith’s capacity algorithm.
As before for the ElMos upper bound, we define
~vmax = G~xmax. (7.23)
For this lower bound, we use the additional constraint that
~v = t~xmax (7.24)
where t ∈ [0, 1], noting that this constraint satisfies the non-negativity and peak
power constraint of the VLC channel.
With this constraint, the vector channel can be reduced to a scalar channel (along
the direction vˆ = ~vmax/|~vmax|), producing the scalar channel
y = t · |~xmax|+ w (7.25)
118
where w ∼ N (0, σ2w) because the noise ~w is isotropic. This process of reducing the
vector channel to a scalar one is equivalent to applying maximal ratio combining at
the receiver when all of the transmitters transmit the same signal.
Given this scalar VLC channel, Smith’s capacity algorithm can be applied to
determine a lower bound on the MIMO capacity of the VLC channel.
7.5.3 Uniform x Lower Bound
Another possible distribution for ~x that can be used to determine a lower bound on
capacity is the uniform distribution:
x(i) ∼ Unif(0, xmax) ∀i ∈ {1, ..., nt} (7.26)
where Unif(a, b) is the uniform distribution over the interval [a, b].
This “UnifX” lower bound can be approximately computed by discretizing ~y, using
a Monte Carlo simulation to generate an estimated probability mass function (PMF)
for the discretized ~y, and computing the differential entropy h(~y) using the probability
mass function, as shown in Algorithm 3.
Sources of Error
Due to practical limitations on the memory and computation time available to run
Algorithm 3, the probability mass function of the discretized ~y can only approximate
the probability density function f(~y) needed to precisely calculate the differential
entropy of y. This approximation introduces three sources of error:
 Step 11 of Algorithm 3 assumes that f(~y) is uniformly distributed within each
bin of the probability mass function.4 This error tends to increase both the cal-
culated differential entropy h(~y) and the resulting lower bound on capacity. To
4In order to generate a probability mass function for a continuous random variable, we discretize
the continuous random variable. We defined a “bin” to be the set of all continuous random variable
values that map to the same discrete random variable value when discretized.
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Input: G, xmax, σw, ntrials
Output: Lower bound I(~x; ~y)
1 Determine mapping d : Rnr →Wnr to discretize ~y with step size ~∆;
2 Initialize matrix hits to count how often each discretized value of ~y occurs;
3 for i← 1 to ntrials do
4 Pick x(j) ∼ Unif(0, xmax) for each j ∈ {1, ..., nt};
5 Pick ~w ∼ N (~0, σ2wI);
6 Let ~y = G~x+ ~w;
7 Increment the count hits[d(~y)] by 1;
8 end
9 Let matrix pmf = hits/ntrials;
10 Compute entropy H(~y∆) of the discretized ~y using pmf;
11 Compute differential entropy h(~y) = H(~y∆) − log(∏ ~∆);
12 Compute differential entropy h(~w) = 1
2
log((2pie)nr detK);
13 return I(~x; ~y) = h(~y)− h(~w)
Algorithm 3: An algorithm to determine the UnifX lower bound on capacity
through a ntrials-trial Monte Carlo simulation. W is the set of whole numbers
and I is an identity matrix.
avoid overestimating the lower bound on capacity, we also evaluate an estimate
on the minimum differential entropy given the PMF (using the assumption that
the PDF of ~y monotonically decreases as ~y gets farther from the peak of the
PDF).
 Due a limited number of trials in the Monte Carlo simulations, the simulated
PMF does not exactly equal the expected PMF: some bins may have more than
the expected number of hits and other bins may have fewer. This error tends to
reduce the estimate of h(~y) (and therefore, also the estimate of I(~x; ~y)) because
−f(~y) log(~y) in Equation 7.11 is concave with respect to f(~y).
 The computed PMF of ~y does not include extreme values of ~y, which tends to
reduce the calculated values of both h(~y) and I(~x; ~y).
120
For Negligible Noise When the Channel Matrix has Full Column Rank
Like for the scalar VLC channel (Section 7.4.1), the probability density function
(PDF) of ~y = G~x+ ~w is the PDF of G~x convolved against the PDF of ~w:
f(~y) = f(~v) ∗ f(~w) (7.27)
where ~v = G~x, f(·) is the PDF of the argument, and ∗ is the convolution operator.
When the noise is negligible, f(~w) can be approximated as a unit impulse (Dirac
delta function) in this convolution, so
f(~y) ≈ f(~v). (7.28)
Hence, we can approximate
h(~y) ≈ h(~v) (7.29)
and
I(~x; ~y) = h(~y)− h(~w) (7.30)
≈ h(~v)− h(~w). (7.31)
When G has full column rank and the noise variance is negligible, the resulting
lower bound on capacity should be tight. This is because when G has full column
rank, the transform ~v = G~x is one-to-one, so a uniformly-distributed ~x yields a
uniformly distributed ~v. Since ~v is bounded (though the non-negativity and peak
power constraint on ~x), the entropy of ~v is maximized when ~v is uniformly distributed.
Thus, from the approximation of Equation 7.31, a uniformly distributed ~x yields the
maximum mutual information I(~x; ~y).
Furthermore, when the channel matrix G has full column rank and the approxi-
mation of Equation 7.31 holds, the capacity can be computed without generating a
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PMF, thus avoiding the associated sources of error.
7.5.4 Uniform Gx Lower Bound
However, when G is not full column rank, a uniformly-distributed ~x would not yield
a uniformly distributed ~v = G~x. In this case, even when the noise is negligible, the
UnifX lower bound on capacity would not be tight.
The “UnifGx” lower bound uses a uniformly distributed ~v = G~x instead of a
uniformly distributed ~x to solve this problem. The PMF for this lower bound is
generated by first generating the PMF of ~v and then numerically convolving the
PMF of ~v against the PMF of the noise, ~w.
In order to facilitate the convolution of the PMF of ~v against the PMF of ~w to
get the PMF of ~y, we use the same bin boundaries for all three PMFs. For each bin
in the PMF of ~v, we use linear programming to determine whether there exists any
~x that satisfies the non-negativity and peak power constraints that yield a ~v = G~v
within that bin. An example result is shown in Figure 7·4.
In the PMF of ~v, every bin that satisfies the constraints on the VLC signal is
assigned the same probability so that the total probability equals one; other bins
have zero probability.
The PMF of ~y is then computed by convolving the PMF of ~x against the PMF
of the noise ~w. Since each dimension of ~w is independent (i.e., the noise is indepen-
dent for each receiver element), this convolution can be performed cumulatively, one
dimension of ~w at a time, to reduce the memory required to store the PMF of ~w.
Finally, using the PMF of ~y, the UnifGx lower bound on capacity can be computed
as I(~x; ~y) = h(~y)− h(~w).
The algorithm is summarized in Algorithm 4.
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Input: G, xmax, σw
Output: Lower bound I(~x; ~y)
1 Determine mapping d : Rnr →Wnr to discretize ~y with step size ~∆;
/* Mapping d is also used to discretize ~v and ~w. */
2 Initialize matrix vsc to record for each discretized value of ~v as ~v∆ whether
∃(~x,~v) s.t. ~v = G~x and s.t. ~v∆ = d(~v) given the constraints on ~x;
3 foreach ~v∆ do
4 Use linear programming to determine whether ∃(~x,~v) s.t. ~v = G~x and s.t.
~v∆ = d(~v) given the constraints on ~x;
5 Record the result in vsc[~v∆];
6 end
7 Let count be the total number of trues in vsc;
8 foreach ~v∆ do
9 if vsc[~v∆] then
10 Let pmfv[~v∆] = 1/count;
11 else
12 Let pmfv[~v∆] = 0;
13 end
14 end
15 Let matrix pmfy = pmfv ∗ pmfw where pmfw is the PMF of ~w;
16 Compute entropy H(~y∆) of the discretized ~y using pmfy;
17 Compute differential entropy h(~y) = H(~y∆) − log(∏ ~∆);
18 Compute differential entropy h(~w) = 1
2
log((2pie)nr detK);
19 return I(~x; ~y) = h(~y)− h(~w)
Algorithm 4: An algorithm to determine the UnifGx lower bound on capacity
through linear programming and convolution.
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Figure 7·4: An example of a probability mass function for a uniformly
distributed ~v = G~x computed for the G in Equation 7.17 and xmax = 1
is shown. The shaded (blue) bins each represent the same non-zero
probability such that the sum of their probabilities equals one. The non-
shaded bins each have zero probability. Bin boundaries are represented
by the dotted lines and the region of possible values of ~v is outlined.
This example also illustrates how this method of computing the PMF
for a uniformly distributed ~v may cause Algorithm 4 to overestimate
h(~v + ~w) when the bins are large.
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Limitations of the Algorithm
As illustrated in Figure 7·4, the algorithm checks whether any ~v in the bin satisfies
the non-negativity constraint and peak power constraint of ~x rather than checking
whether all ~v in the bin satisfy those constraints.
This approach was chosen so that the algorithm would be able to compute a valid
PMF even if G does not have full row rank. However, this approach causes the
algorithm to overestimate the probability for the bins along the outer boundary of
the region of ~v that satisfy the constraints. While the resulting error is negligible
when the bins are very small, if along any dimension of ~v, the bins are not very small,
the algorithm will overestimate the lower bound on capacity.
As a result of this limitation on the algorithm, the algorithm should only be used
when nr is small so that the number of bins along each dimension can be very large.
5
7.6 A Comparison Between the Capacities of the SLM VLC
Receiver and Traditional Imaging VLC Receivers
We use our MIMO VLC capacity analysis to compare the capacity of the 2-
photodetector DLP-based spatial light modulator (SLM) VLC receiver against tradi-
tional imaging VLC receivers with arrays of 2×1, 2×2, 3×3, 10×10, and 100×100
photodetectors.
For each VLC receiver, we evaluate the upper and lower bounds on capacity using
two transmitters randomly positioned 2.5 m in front of the VLC receiver. Each VLC
receiver is tested in the same 100 random positions. At each position, each receiver
is evaluated at 60 dB, 80 dB, and 100 dB signal-to-noise ratio (SNR), where the SNR
5If we require b bins per dimension and we have nr dimensions to the PMF, then we need to
have a total of bnr bins: the total number of bins grow exponentially with respect to nr. However,
the total number of bins used is practically limited by the memory available to store the PMF and
the time required to check whether any value in the bin satisfies the stated constraints on the VLC
signal.
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Figure 7·5: Average upper and lower bounds on the capacity of the
2-pixel DMD SLM VLC receiver using two transmitters as a function
of SNR. LB (dotted line) is the tightest lower bound provided by com-
bining the MRC, UnifX, and UnifGx lower bounds.
in decibels (dB) is defined as
SNR (dB) = 20 log10
xmax
σw
(7.32)
where xmax is the maximum value of each x(i) ∀i ∈ {1, ..., nt} as would be measured
by the receiver (in the same unit as σw) if the gain G were an identity matrix.
Since the transmitters are positioned at a distance from the receivers, G includes
a very large free-space path loss. As a result, the values of SNR (as defined above)
need to be fairly large in order to receive a practically usable signal.
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Figure 7·6: Capacity bounds for the 2× 1- and 2× 2-pixel traditional
imaging VLC receivers.
The capacity bounds for the SLM VLC receiver is shown in Figure 7·5. As ex-
pected, the ElMos upper bound is larger than all of the lower bounds. At low SNRs,
the MRC lower bound is very close to the ElMos upper bound because maximal ratio
combining performs well for low SNRs; this result matches our intuition from RF
MIMO systems, where at low SNRs, diversity combining yields better performance
than spatial multiplexing.
At higher SNRs, the UnifGx lower bound is higher than the MRC lower bound
because the uniform distribution for G~x becomes closer to optimal as the noise be-
comes less significant. And as expected, the UnifGx lower bound is always higher
than the UnifX lower bound because a uniformly distributed G~x is closer to optimal
than a uniformly distributed ~x when G does not have full column rank.
Figures 7·6, 7·7, and 7·8 show the capacity bounds for the traditional imaging
VLC receivers. In these figures, the combined lower bounds are shown as dotted plot
lines. The UnifX and UnifGx lower bounds have been omitted for the 10 × 10 and
the 100× 100 pixel imaging VLC receivers because for these receivers, there are too
many receiver elements; as a result the bins along each dimension of the PMF are too
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Figure 7·7: Capacity bounds for the 3×3- and 10×10-pixel traditional
imaging VLC receivers.
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Figure 7·8: Capacity bounds for the 100×100-pixel traditional imag-
ing VLC receivers.
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Figure 7·9: A comparison of the upper and lower capacity bounds of
the MIMO VLC receivers.
large to accurately compute the corresponding lower bounds on capacity.
Figure 7·9 compares the upper bound and the tightest lower bound for each of
the VLC receivers. Surprisingly, this comparison shows that the highest-resolution
traditional imaging VLC receiver performs the worst across all of the SNRs tested.
This terrible performance is likely because each transmitter’s VLC signal is spread
over too many receiver elements; since the noise variance σ2w is fixed for each receiver
element, spreading the received VLC signal over more receiver elements decreases the
SNR at each of the receiver elements. Since the simulation only uses two transmitters,
the disadvantage of the reduced SNR outweighs the advantage of improved spatial
multiplexing.
129
This trend is also evident for all of the evaluated imaging VLC receivers at 80 dB
SNR (which is a low SNR given the large path loss in the channel matrix, G): for
each of the receivers simulated, as the imaging VLC receiver’s resolution increases, the
calculated capacity at 80 dB SNR decreases. In comparison, the two-photodetector
DMD-based SLM VLC receiver has a capacity that is similar to that of the 3 × 3
traditional imaging VLC receiver, performing worse than the 2×1 and the 2×2-pixel
imaging VLC receivers.
The lower capacity of the SLM VLC receiver (compared to the capacity of the
traditional 2×1 and 2×2-pixel imaging VLC receivers) is likely due to the suboptimal
algorithm used to configure the SLM, which attempts to keep the signal from each
of the two transmitters separate, directing each towards a different photodetector.
When the SNR is low, a better algorithm would be to direct the signals from both
transmitters toward the same photodetector to maximize the signal power at that
photodetector and to minimize the noise by ignoring the second photodetector. In
theory, neglecting any loss in gain due to the SLM and optics, the SLM should be able
to perform as well as the traditional 2×1 and 2×2-pixel imaging VLC receivers since
the SLM can be used to produce an approximately equal channel matrix. This result
motivates future work in the development of SLM VLC receiver control algorithms
to improve performance at lower SNRs.
At 100 dB SNR, the comparisons are inconclusive (except for the traditional 100×
100-pixel imaging VLC receiver) because the range of bounded capacities all overlap.
We anticipate that at higher SNRs, both the SLM VLC receiver and the higher-
resolution traditional imaging VLC receivers will tend to yield higher capacities than
the lower-resolution imaging VLC receivers. In future work, we intend to develop
tighter bounds on capacity at higher SNRs so that we can simulate and compare the
VLC receivers at higher SNRs, where spatial multiplexing would be most advanta-
130
geous.
Furthermore, as we increase the number of VLC transmitters that the SLM VLC
receiver can support, we plan to re-run these simulations with more transmitters to
better demonstrate the potential spatial multiplexing capacity gains.
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Chapter 8
Related Application Development in
Smart Lighting
Visible light communications technologies can potentially be used for a variety of
applications. In the most basic application, it can be used to transmit data from a
data source that provides information to a data sink that consumes information. In
more advanced applications, it also can be integrated into general lighting systems to
provide both illumination and communication capabilities from the same hardware.
In this chapter, we present our work on these related applications.
8.1 Dual-Use VLC and General Illumination
As members of the Center for Lighting Enabled Systems & Applications (LESA, for-
merly known as the Smart Lighting Engineering Research Center), we seek to develop
dual-use systems that use the same LEDs for both lighting and communications. This
integration has the potential to provide several benefits. One advantage is that since
LED lighting already requires wiring and can already produce light, integrating VLC
into lighting systems can potentially add wireless networking capabilities for a small
marginal increase in cost, avoiding the cost of installing a separate system. This
advantage can potentially lead to greater adoption of VLC technologies and provide
wireless network connectivity wherever LED lighting systems are installed.
Another advantage is that VLC can potentially be used to provide the network
connectivity that enables more advanced control of the lighting systems, which can
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lead to improvements in the energy-efficiency of such lighting systems.
However, combining VLC and general lighting systems imposes additional require-
ments and constraints on both the design of the VLC system and the design of the
lighting system. One such requirement is on the modulation bandwidth of the LED:
although the modulation bandwidth is not important for traditional lighting systems,
VLC transmitters require their LEDs to have a relatively large bandwidth in order
to produce high-speed VLC signals. Similarly, the lighting function also imposes con-
straints on the VLC system’s design: one constraint is that the modulation scheme
must be designed to produce the desired average brightness with no visible flicker;
when multiple LEDs of different colors are used, the modulation scheme must also be
designed to produce the desired color of lighting.
Furthermore, since the adoption of LED lighting is largely driven by the energy
efficiency of LEDs, the VLC system may be further restricted by lighting system’s
energy-efficiency requirements.
To address many of these requirements, we have developed three VLC transmit-
ters, a color-controllable lighting system, and a metameric modulation scheme.
8.1.1 VLC Transmitters
The three main challenges in implementing dual-use VLC-lighting are
1. regulating the current through the LED(s),
2. rapidly modulating the large, regulated current through the LED(s), and
3. doing so in an energy-efficient manner.
The first challenge arises from the maximum current rating of high-power LEDs
(e.g., (Lumileds Holding B.V., 2016)); these LEDs are typically current-controlled
and exceeding the maximum current can damage or degrade the LED. In order to
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maximize the signal strength of the VLC link, we aim to regulate the current through
the LED so that we use the full range of brightness levels without exceeding the
maximum rating.
The second challenge arises from a desire to maximize the symbol rate of the VLC
link, and the third challenge arises from the energy-efficiency requirements of LED
lighting.
Typical LED lighting systems are able to meet the current regulation and energy-
efficiency requirements by sensing the current through the LEDs and dynamically
adjusting the voltage applied across the LED(s) in a feedback loop to regulate the
current. This voltage scaling can be efficiently accomplished using a switching voltage
regulator.
However, high frequency modulation of the current through the LED(s) can dis-
rupt some implementations this feedback loop, which is intended to keep the current
through the LED(s) constant. In some implementations, the high-frequency modu-
lation may cause undesirable spikes in current due to a lag in the response of the
feedback loop; in other cases, the current-regulation mechanism may prevent high-
speed modulation.
The Implementations
Figures 8·1, 8·2, and 8·3 show three of the dual-use VLC transmitters that we designed
to address these challenges. Since transistors tend to dissipate the least power when
they are either fully off (no current across the transistor) or fully on (minimal voltage
drop across the transistor), we designed these transmitters for binary modulation
schemes such as on-off keying (OOK) and Manchester code.
The first two transmitters (Figures 8·1 and 8·2) used an NMOS (n-channel metal
oxide semiconductor) transistor in saturation mode in series with each LED to reg-
ulate the maximum current through the LED, allowing the LED to turn on and off
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Figure 8·1: This early dual-use VLC transmitter prototype transmits
an on-off keying VLC signal from one computer to another, using the
computer’s serial port to generate the signal to transmit. Each of the
two 1 W LEDs is driven by a PMOS (p-channel metal-oxide semicon-
ductor (MOS)) transistor. The current through the LED is regulated
by a NMOS (n-channel MOS) transistor operating in the saturation
region.
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(a) SL1 transceiver hardware kit for duplex
VLC links.
(b) An array of SL1 transceivers provides
both illumination and multiple cells of VLC
connectivity.
Figure 8·2: The SL1 VLC transceiver modulates cool white light using
eight 1 W LEDs and includes a built-in VLC receiver to support two-
way communications. Multiple SL1 VLC transceivers can be used to
provide both illumination and network connectivity over a large area.
(a) The SL2 VLC transmitter
uses a current mirror to drive
the LEDs.
(b) The design can be adapted to support different color
LEDs for color control and wavelength division multiplex-
ing.
Figure 8·3: The SL2 simplifies the design of the LED driver to use
a current mirror to both modulate and regulate the current through
the LED. This simplified design improved the reliability and reduced
the cost of the VLC system to support related research in vehicular
networking and wavelength division multiplexing.
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freely. Since the current-controlling feedback loop is implemented entirely within a
single transistor, it can respond extremely quickly to avoid spikes in current that may
otherwise arise due to lag in the feedback loop.
The SL2 (Figure 8·3) simplifies this design by using a current mirror to drive the
LEDs; this approach uses the same transistor that modulates the current through the
LEDs to also regulate the current through the LEDs.
The development of these transmitters and resulting transceivers have supported
many related projects, including a project that enables the use of the Internet Protocol
over VLC (Chau et al., 2010) and a project that investigates the use of VLC in
vehicular networks (Little et al., 2010).
Data Interface and Modulation
In order to connect these transmitters to the computer that serves as the data source,
we used a serial port connection. This choice simplified the design of the VLC trans-
mitter since the serial port also serves as an on-off-keying modulator, allowing us to
directly drive the LED driver using the serial port’s output. However, this approach
forced us to use serial port frames over the VLC channel, which occasionally produced
visible flicker and which limited our ability to implement better coding schemes.
Today, we instead use a software-defined radio (SDR) platform with a digital-to-
analog converter (DAC) to connect the data source to the transmitter’s LED driver.
This allows us to implement arbitrary modulation schemes (such as optical orthogonal
frequency division multiplexing (OFDM) and MIMO coding schemes) through digital
signal processing (DSP). Accordingly, we have switched from transmitters that only
support binary modulation schemes to (approximately) linear VLC transmitters that
can produce other (analog) waveforms to better utilize the capabilities of the SDR
platform.1
1To address the potential loss in energy efficiency that may arise from not using binary modu-
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8.2 Color Control, Wavelength Division Multiplexing,
LAMP, and Metameric Modulation
In regards to lighting systems, one potential advantage of dual-use VLC-lighting is
that the added VLC capabilities provide network connectivity for the lighting system.
Another advantage of dual-use VLC-lighting is that since the two functions share
much of the same hardware, improvements in the capabilities of one function can also
yield improvements in the capabilities of the other function.
One area where research into visible light communications overlaps with re-
search into general lighting is in wavelength division multiplexing (WDM) and color-
controllable lighting. When multiple LEDs of different optical wavelengths (e.g., red,
amber, green, and blue LEDs) are available, the VLC system can modulate the in-
tensity of each wavelength of light separately to create multiple channels that are
orthogonal due to their difference in optical wavelength.2 By splitting a data stream
over these orthogonal channels, WDM can be used to greatly increase the capacity of
VLC links.
In the lighting application, multiple LEDs of different optical wavelengths (i.e.,
different colors) are typically used together to control the color of the light produced.
In (Butala et al., 2012), we developed a metameric modulation scheme that supports
both WDM and color control.
To further support the development of networked lighting systems with color con-
trol, we also developed the Lighting Arrays as Modular Parts (LAMP) system, which
is shown in Figure 8·4. This system consists of an Arduino Uno with wired Ethernet
connectivity serving as the control module, LED driver modules, and light engine
lation, a few approaches have been proposed. One possible solution is to offset this loss through
more energy-efficient control algorithms for the lighting system. Another possibility is to produce
the analog VLC signal by combining many binary VLC signals (Fath et al., 2013).
2We assume that since single-color LEDs each emit light over a relatively narrow band of optical
wavelengths, the spectrum of different colored LEDs do not significantly overlap.
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(a) The front of a LAMP. (b) The back of a LAMP.
(c) LAMP when illuminated.
Figure 8·4: An assembled Lighting Arrays as Modular Parts (LAMP)
system is shown. (a) shows the front of the prototype with the control
module on the left and eight strips of high-brightness LEDs. (b) shows
the mounting structure, the LED driver modules (green PCBs near the
center), and the control module (right). (c) shows the front of LAMP
with the LEDs dimmed. These photographs were captured by Lucy
Yan.
modules (LED strips). LAMP was implemented (in April of 2012) with red, green,
blue, and amber (RGBA) LEDs; it can also be constructed to use additional LEDs or
LEDs of additional colors (including various white LEDs) by adding LED driver and
light engine modules. This color-controllable light is fully programmable, Internet
Protocol (IP)-enabled, and can be controlled over the network.
LAMP has been used to enable a variety of “smart” energy-efficient lighting
projects, including a senior design project titled “Personalized Immersive Lighting
System” (Chang et al., 2012).
8.3 Privacy and Security in Smart Spaces
Visible light communications and dual-use VLC-lighting systems can be used to sup-
port a variety of applications in “smart rooms” or automated indoor spaces. For
example, VLC can be used to interconnect the sensors, control systems, and actua-
tors that form such home and office automation systems. This connectivity, in turn,
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can enable smart rooms to combine and aggregate information from many sensors to
implement more advanced capabilities, such as activity monitoring and prediction, to
enable the smart room to better serve its occupants.
However, this ability to monitor and record the activity of occupants can po-
tentially diminish the privacy of the occupants. In (Chau and Little, 2012; Chau
and Little, 2013), we investigate these threats to privacy and evaluate a variety of
approaches to preserve privacy in smart spaces.
8.4 Vehicular Networking
In outdoor environments, VLC can be used to enable vehicles and traffic infrastructure
to automatically communicate with each other in vehicular networks (Little et al.,
2010). In turn, vehicular networks can enable vehicles to automatically cooperate with
each other to improve transportation efficiency and safety. For example, vehicles can
share their position and heading with each other over the vehicular network to enable
the vehicles to automatically avoid collisions with each other.
Compared to vehicular networks that use lower-frequency RF communications,
vehicular networks that use VLC have a few potential advantages. One advantage is
that the directional and line-of-sight nature of VLC can reduce interference between
transmissions.3
Another potential advantage of VLC in vehicular networks is that MIMO VLC
receivers, such as the TBPS VLC receiver (Chapter 3) and the SLM VLC receiver
(Chapter 6), can be used to simultaneously receive from multiple vehicles without
interference between the transmissions of different vehicles; this capability can help
to ensure that safety-critical messages are not dropped or delayed (due to the need
to retransmit later) in vehicular networks.
3Higher-frequency RF communication technologies, such as millimeter-wave or 60 GHz RF com-
munications, can also produce directional and line-of-sight transmissions.
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In (Chau, 2011), we investigate using vehicular networks to enable cooperative
collision avoidance between vehicles. Through this investigation, we identify and
propose solutions to mitigate potential security and privacy problems that may arise
due to this cooperation between vehicles.
8.5 Summary and Conclusion
Although the current adoption of VLC technologies is still limited, VLC can poten-
tially be used in a broad variety of applications. In addition to wireless computer
networking, VLC can be used within lighting systems, home and office automation
systems, and vehicular networking systems. In this chapter, we provided an overview
of our related work in these areas, highlighted major challenges, and proposed solu-
tions to some of these problems.
In many ways, these related applications define and motivate our requirements
for VLC. These related projects also identify common themes and problems across
the applications that use VLC, such as privacy and security. We continue to address
these problems in our future work.
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Chapter 9
Conclusions
9.1 Summary
As more applications and systems rely on wireless networking and as our demand for
additional wireless communication capacity continues to grow, visible light communi-
cation (VLC) is a promising alternative to supplement the bandwidth of traditional
radio frequency (RF) wireless networks. Thus, we seek to increase the data rates of
VLC networks. Toward this objective, two strategies dominate: either increase the
data rate of individual links or add additional links to increase the aggregate data
rate across all of the links.
9.1.1 Proposed MIMO VLC Receiver Architectures
In light of our collaborators’ (in the Center for Lighting-Enabled Systems and Appli-
cations) efforts to provide VLC through lighting infrastructure, which may constrain
the data rates of individual transmitters (limiting our ability to increase the data rate
of individual links), we pursued the second approach, seeking to develop multiple-
input multiple-output (MIMO) VLC receivers that can simultaneously receive from
many transmitters operating at their maximum transmission speeds. In this disser-
tation, we proposed two novel MIMO VLC receiver architectures (Chapters 3 and 6)
that can be scaled to simultaneously receive signals from a large number of mobile
transmitters.
For the first architecture, Token-Based Pixel Selection (TBPS), we investigated
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the design of imaging VLC receivers to determine that VLC signals form a spatially
sparse image and proposed modifications to the design of common CMOS APS (com-
plementary metal oxide semiconductor active pixel sensor) image sensors to greatly
increase the rate at which they can sample each received VLC signal.
The main challenge addressed by the TBPS architecture is the conflict between
the need for imaging VLC receivers to have high-resolution image sensors in order
to support mobility and the practical difficulties in sampling such a large number
of pixels at high speeds. By skipping over pixels that do not receive any VLC sig-
nals, TBPS-based VLC receivers can efficiently sample many high-speed VLC signals
through a high-resolution image sensor.
For the second architecture, we investigated non-imaging VLC receivers, which
may perform poorly when the transmitters are positioned in certain ways due to the
dependence of the MIMO channel matrix on the relative position of the transmitters.
To address this problem, we proposed the SLM VLC receiver architecture, which uses
a spatial light modulator (SLM) to dynamically adjust the channel matrix. Used
simply, this capability enables the SLM VLC receiver to track signals from multiple
transmitters and and to perform diversity combining to improve the scalability of the
system.
However, the SLM can also be used to dynamically optimize the channel matrix
to minimize the effects of interference and noise, to maximize the capacity of the sys-
tem, or to accomplish other objectives. In contrast to typical MIMO communication
systems which have little to no control over the channel matrices that determine their
MIMO capacity, the SLM VLC receiver’s unique ability to finely control the chan-
nel matrix gives it a unique advantage. As future research, we propose investigating
whether this capability can be extended to RF communications (e.g., by using tunable
passive antenna elements as the building blocks of a RF SLM-equivalent) and further
143
investigating algorithms to control these SLMs to achieve the desired objectives.
9.1.2 Analysis
In our design and analysis of these new VLC receiver architectures, we investigated the
effects of shot noise on VLC systems and highlighted how it affects VLC differently
than it does RF communications (Chapter 5). Through our analysis, we showed
how the signal-dependent variance of shot noise in VLC affects the optimal decoding
of VLC signals and investigated the regions of operation to determine when signal-
dependent noise has a significant effect and when simplifying approximations can be
applied to model shot noise.
We also proposed a linear shift-invariant (LSI) model of the CMOS active pixel to
investigate its frequency response and to investigate the effects of timing variations
(Chapter 4). In addition to the model’s use in deriving the optimal exposure time and
in determining the effects of clock jitter on the accuracy of the received samples for
the TBPS VLC receiver, the LSI model also has a broader impact on screen-to-camera
communication systems, which also use CMOS APS image sensors.
Screen-to-camera communication systems, which transmit information by display-
ing sequences of 2D barcodes (visual codes) on a screen for a camera to capture, em-
ploy a variety of approaches to address synchronization and inter-frame interference
problems that arise whenever the visual code displayed changes in the middle of a
frame-capture (causing the camera to receive a linear combination of two frames)
(LiKamWa et al., 2014). However, the solutions used in screen-to-camera communi-
cation systems do not consider the frequency response of the communication channel.
The proposed LSI model and frequency analysis can be applied to reformulate this
inter-frame interference problem as aliasing on a band-limited channel. This refor-
mulation suggests that existing anti-aliasing techniques (e.g., applying a low-pass
filter across frames) can be applied to solve the inter-frame interference problem and
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that bit loading can be used to improve the performance of screen-to-camera com-
munication systems. By bridging the two previously distinct areas of research (of
screen-to-camera communication and MIMO VLC) the LSI model can potentially
reveal improvements in both areas.
Finally, we analyzed the average capacity of MIMO VLC systems in mobile use
cases, highlighting how the optimal modulation scheme for VLC differs from the opti-
mal for RF communications (Chapter 7). Using this capacity analysis, we presented
an approach to objectively compare the performance of different MIMO VLC re-
ceivers while abstracting away the rest of the VLC system. This abstraction enables
our comparisons to avoid unintentional biases that may arise if a chosen transmit-
ter or modulation scheme favors one type of VLC receiver over other types of VLC
receivers.
Although our bounds are currently too loose to perform conclusive comparisons
between similar receivers, in our efforts to improve our lower bounds for this capacity
analysis, we have identified strategies to more efficiently encode MIMO VLC signals.
Many questions remain about the capacity of MIMO VLC systems, the optimal signal
distribution when the channel matrix does not have full column rank (e.g., when the
number of the number of transmitters exceed the number of photodetectors), how
practical modulation schemes can approach the MIMO capacity, and how gain can
be optimally distributed between each transmitter-photodetector pair when an SLM
is present. In future work, after we develop tighter bounds on capacity, we propose
using the capacity as a value function to optimize parameters of MIMO VLC receivers
(such as the SLM configuration for the SLM VLC receiver).
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9.2 Related Wireless Technologies
9.2.1 Laser-Based VLC
In parallel with our efforts to to add additional links to increase the aggregate data
rate across all links, other researchers have been developing methods to greatly in-
crease the data rate of individual SISO (single-input single-output) VLC links. These
developments include VLC links that use lasers to provide multi-gigabit-per-second
data rates (Oh et al., 2014) that greatly exceed what we can practically achieve
through our dual-use LED lighting systems (even with our MIMO capacity gains).
While the ultra-high data rates provided by a SISO VLC link may be amply
sufficient for most mobile applications today, obviating the need to further increase
the capacity through MIMO techniques, we may ultimately want to combine the
benefits of both approaches. In addition to further increasing the aggregate data
rate, MIMO techniques can reduce the likelihood that a single blocked transmitter
would cause an outage and can be used to more optimally (jointly) encode data for
multiple transmitters.
Furthermore, as previously described in this dissertation, MIMO VLC receivers
can also
 serve multiple users without disruptions due to interference,
 modify the channel to redistribute and optimize the gain between transmitter-
receiver pairs,
 potentially provide better support for mobility, and
 potentially provide a better mechanism to align the receiver with the transmit-
ted signal.
Some MIMO VLC receivers, such as the SLM VLC receiver can be adapted to
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receive spatially multiplexed VLC signals from the ultra high-speed laser transmitters
(e.g., by replacing the current photodetectors with faster avalanche photodetectors),
but this may not be possible for high-resolution imaging VLC receivers (such as the
proposed TBPS VLC receiver) due to practical limitations on the the size and power
of each image sensor pixel.
9.2.2 RF Communication Technologies
Extremely high frequency (EHF) RF communication (e.g., 60 GHz radio) and tera-
hertz (THz) RF communication are competing wireless communication technologies.
Like VLC, these emerging communication technologies can work across a large spec-
trum of available bandwidth, transmit highly directional and line-of-sight signals, and
can have compact transceivers with many transmitter or receiver elements for MIMO.
As all three types of communication technologies are still being developed, we
cannot conclusively determine which technology is the best. Most likely, each will
have their own advantages and disadvantages depending on the application. Thus,
future wireless communication systems will probably feature a combination of these
technologies so that they can supplement each other.
Regardless of which technology wins in the long run, due to their similarities, these
“competing” technologies would likely offer many opportunities to share ideas and
cross-collaborate since the innovations for these technologies would likely be similar.
Appendix A
An Orientation Notation System for VLC
This appendix was originally written as an internally published document (Chau and
Butala, 2013). Some minor edits have been made in this appendix.
Visible light communications (VLC) are often highly directional with anisotropic
transmitters and receivers. Due to this directionality, the characteristics of the VLC
channel and the performance of the VLC system strongly depend on the orientation of
both the receiver and the transmitter. Although many systems to specify orientation
exist, the conventions vary by topic and no orientation notation system has been
widely adopted for VLC. To facilitate collaboration for the development of VLC
systems, we propose an orientation notation system designed for VLC.
A.1 Motivation
To completely describe the orientation of a rigid object in three-dimensional space,
three angles of rotation are needed. Many orientation or rotation notation systems ex-
ist for a variety of applications: airplanes use heading, attitude, and bank; telescopes
use azimuth, elevation, and tilt; and gyroscopic systems use yaw, pitch, and roll. We
seek to standardize the notation for the orientation of a (MIMO) VLC receiver.
We considered choosing yaw, pitch, and roll. However, due to the significance of
the angle of elevation (which the yaw, pitch, and roll system obscures), we decided
to specify orientation with elevation, azimuth, and tilt. Our zenith angle, azimuth,
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and tilt system is similar to the system used for astronomy; however, we made a few
changes to account for the receiver’s typically upward-facing orientation and for the
lack of a clear “North” in our system.
Although this orientation notation system was designed to describe the orientation
of VLC receivers, it can also be used to describe other objects as appropriate. For
each of these other objects, a more appropriate point on the object may be selected
to be the origin (x, y, z).
A.2 The Orientation Notation System
A.2.1 Conventions
wˆ is the unit vector in the w dimension, where w is an axis.
Use the right-hand rule (for both cross products and for rotation vectors). Let the
Cartesian axes for (X, Y, Z) be such that Xˆ × Yˆ = Zˆ; the same applies for rotated
or translated axes: (x, y, z), (x′, y′, z′), (x′′, y′′, z′′), etc..
Unless otherwise specified, rotations of positive angles about an axis are such that
the corresponding rotation vectors point in the positive direction for that axis.
Unless other units are specified, angles are assumed to be in radians.
A.2.2 Cartesian Coordinates
(X, Y, Z)
Let (X, Y, Z) be the Cartesian coordinate system that is stationary with respect to
the global (smart room’s) frame of reference. Zˆ is upwards.
(x, y, z)
Define (x, y, z) to be the Cartesian coordinate system that is in the VLC receiver’s
mobile frame of reference. If the receiver moves, (x, y, z) moves with the receiver.
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The origin of (x, y, z) is the centroid of the receiver’s primary aperture, which
we’ll call the receiver’s location. If the receiver does not have optics that serve as an
aperture, treat the photosensitive regions as the aperture.
zˆ is the direction that the receiver observes. For typical imaging VLC receivers, zˆ
is normal to the receiver’s imaging plane at z = zIP , which is formed by the receiver’s
photosensitive surface. zIP is typically negative because it is behind the aperture.
(X ′, Y ′, Z ′)
Let (X ′, Y ′, Z ′) be the translated version of the (X, Y, Z) coordinate system, without
any rotation, so that the origin of (X ′, Y ′, Z ′) and (x, y, z) are in the same location. If
the receiver is located at (X, Y, Z) = (a, b, c), then (X ′, Y ′, Z ′) = (X−a, Y −b, Z−c).
A.2.3 Orientation Notation
Orientations will be notated as (φ, θ, ψ), where φ is the zenith angle, θ is the azimuth,
and ψ is the tilt.
Define zenith angle as the angle between Zˆ ′ and zˆ; this is equivalent to pi
2
− α,
where α is the angle of elevation. Define azimuth as the angle of rotation about the
Z ′-axis. Define tilt as the angle of rotation about the z-axis.
Define (φ, θ, ψ) = (0, 0, 0) as the orientation where xˆ = Xˆ ′, yˆ = Yˆ ′, and zˆ = Zˆ ′.
To Reach the Specified Orientation
To reach the orientation specified by (φ, θ, ψ), start at the (φ, θ, ψ) = (0, 0, 0) orien-
tation and apply the following rotations in order:
1. Rotate φ about the X ′-axis.
2. Then rotate θ about the Z ′-axis.
3. Finally, rotate ψ about the resulting z-axis.
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Equivalently, start at (φ, θ, ψ) = (0, 0, 0) and apply three intrinsic rotations in order:
1. Rotate θ about the receiver’s z-axis, which is currently the same as the Z ′-axis.
2. Rotate φ about its current x-axis. Note that due to the first rotation, the x-axis
can be different from the X ′-axis.
3. Rotate ψ about the z-axis. Note that due to step 2, the z-axis in this step,
unlike in the first step, can be different from the Z ′-axis.
Clarifications
Note that the order in which rotations are applied and the axes about which the
rotations are done can have an effect on the resulting orientation. For clarity, various
orientations are illustrated in Figure A·1.
Also note that in both the specified procedures, the x-axis is horizontal at the
end of the first step. This is so that when the (magnitude of) the tilt is small, the
x-axis is roughly horizontal and the y-axis is roughly vertical, matching the way we
typically draw x- and y-axes.
Canonical Form
In canonical form, 0 ≤ φ ≤ pi, 0 ≤ θ < 2pi, and −pi < ψ ≤ pi. If more than one
tuple of (φ, θ, ψ) can denote the same orientation, the canonical form is the one that
minimizes |ψ|.
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Appendix B
MATLAB-based Implementation of
Smith’s Capacity Algorithm
B.1 SmithCapacity.m
c l a s s d e f SmithCapacity
% SmithCapacity
% A c l a s s o f methods to compute the capac i ty accord ing the Smith1971
% and Smit1969 .
p r o p e r t i e s ( Constant )
% D i s the no i s e entropy , which i s 1/2 * l og (2* pi *e )
D = 0 .5 * ( l og (2* pi )+1) ;
% abortA i s the maximum Alim f o r which the
% computeCapacityOnlyAmplitudeCon* methods w i l l t ry to compute
% capac i ty .
% This i s the d e f a u l t va lue .
abortA = 30 ;
end
methods ( S t a t i c )
% Computes capac i ty accord ing to the Smith1971 a lgor i thm .
[C, poi , vo i ] = computeCapacityOnlyAmplitudeCon ( Alim , de l t a )
[C, poi , vo i ] = computeCapacityOnlyAmplitudeConFast ( Alim , ...
nStart , abortA )
[C, n , t ] = computeTableOfCapacity (A, nStart )
nStart = lookupNStart (A)
func t i on r = H( poi , vo i )
% Computes the output entropy given F de f ined by the d i s c r e t e
% po in t s o f i n c r e a s e poi , with the cor re spond ing va lues o f
% i n c r e a s e vo i .
% Cal l x logx in s t ead o f doing i t in the anonymous func t i on so
% we don ' t need to compute p Y twice f o r each value o f y .
r = − i n t e g r a l ( ...
@(y ) SmithCapacity . x logx ( ...
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SmithCapacity . p Y (y , poi , vo i ) ) , −In f , In f , ...
'AbsTol ' , 1e−12, ... % d e f a u l t AbsTol i s 1e−10
' RelTol ' , 1e−9) ; % d e f a u l t RelTol i s 1e−6
end % func t i on H
func t i on r = I ( poi , vo i )
% I (F) = H(F) − D
r = SmithCapacity .H( poi , vo i ) − SmithCapacity .D;
end % func t i on I
func t i on r = i (x , poi , vo i )
% marginal in fo rmat ion dens i ty
f = @(x ) i n t e g r a l ( ...
@(y ) SmithCapacity . a l oga ove r b ( ...
SmithCapacity . p N (y−x ) , ...
SmithCapacity . p Y (y , poi , vo i ) ) , ...
−In f , In f , 'AbsTol ' , 1e−12, ' RelTol ' , 1e−9) ;
r = arrayfun ( f , x ) ;
end % func t i on i
f unc t i on r = I Z (Z)
% The in fo rmat ion map I as a func t i on o f vec to r Z as de f ined in
% Smith1971 p . 2 1 2 .
%
% Z i s a vec to r o f l ength 2*n .
n = length (Z) /2 ;
% break Z in to vo i and poi
vo i = Z ( 1 : n) ;
po i = Z(n+1:end ) ;
r = SmithCapacity . I ( poi , vo i ) ;
end % func t i on I Z
optimal = checkCoro l la ry1 (A, poi , voi , I Fo )
func t i on pdf = p N (n)
pdf = normpdf (n , 0 , 1) ;
end % func t i on p N
func t i on pdf = p Y (y , poi , vo i )
% The pdf o f Y = X + N, where X has po in t s o f i n c r e a s e at poi ,
% each with a vo i i n c r e a s e in CDF.
% Parameter y may be a vec to r ( e i t h e r row or c o l ) .
% Output pdf i s the same shape as y .
% Store the o r i g i n a l shape o f y and u n r o l l i t i n to a column
% vecto r .
o r i g s h a p e y = s i z e ( y ) ;
y = y ( : ) ;
% make poi a row vecto r
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i f ( i scolumn ( poi ) )
po i = poi ' ;
end
% and vo i a column vec to r
i f ( i s row ( vo i ) )
vo i = voi ' ;
end
M = bsxfun (@(y , p) normpdf (y , p , 1) , y , po i ) ;
pdf = M * vo i ;
% Restore the r e s u l t to the shape o f y
pdf = reshape ( pdf , o r i g s h a p e y ) ;
end % func t i on p Y
end % Methods ( S t a t i c )
% I n t e r n a l methods ( but p u b l i c l y a c c e s s i b l e to f a c i l i t a t e t e s t i n g ) .
methods ( S t a t i c )
func t i on a = xlogx ( x )
a = x .* l og ( x ) ;
a ( x==0) = 0 ;
end % func t i on xlogx
func t i on c = a loga ove r b ( a , b)
% computes a .* l og ( a . / b)
c = a .* l og ( a . / b) ;
% Assume that i f both a and b are zero , t h i s i s due to a
% p r e c i s i o n e r r o r ( and that a and b are a c t u a l l y g r e a t e r than
% 0) . In t h i s case , r a the r than return NaN, re turn the l i m i t
% o f a* l og ( a/b) , where
% a = exp(−x ˆ2)
% b = exp(−k*x ˆ2)
% as x approaches 0 . According to Wolfram Alpha , t h i s i s 0 .
% Combined with c ( a==0 & b>0) = 0 ,
c ( a==0) = 0 ;
% Note that i f ( a>0 & b==0) , then the r e s u l t i s NaN, and may
% cause problems .
% This method i s used in SmithCapacity . i to c a l c u l a t e i ( x ;F) .
% Examining the formula f o r i ( x ;F) in Smith1971 p . 206 , b should
% only approach zero f o r extreme va lue s o f y , and in t h i s case ,
% the l i m i t as both o f them approach zero ( as exp la ined above )
% should be zero . ( Doing t h i s to work around problems that
% a r i s e from p r e c i s i o n e r r o r s . )
c (b==0) = 0 ;
end % func t i on a l o g a o v e r b
end % methods ( Access = protected , S t a t i c )
end
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B.2 computeCapacityOnlyAmplitudeCon.m
f unc t i on [C, poi , vo i ] = computeCapacityOnlyAmplitudeCon ( Alim , d e l t a )
% computeCapacityOnlyAmplitudeCon computes the capac i ty o f s c a l a r channel
% Y = X + N, where no i s e N i s assumed to be Gaussian with zero mean and
% uni t var iance , and X i s cons t ra ined to va lue s in [−A, A ] .
%
% This method uses the a lgor i thm presented in Smith1971 . No c o n s t r a i n t on
% var iance i s assumed .
%
% [C, poi , vo i ] = computeCapacityOnlyAmplitudeCon ( Alim , d e l t a )
%
% C i s the c a l c u l a t e d capac i ty in nats .
% poi ( vec to r ) i s the po in t s o f i n c r e a s e in F o , the optimal d i s t r i b u t i o n
% of X.
% vo i ( vec to r ) i s the p r o b a b i l i t y o f each po int o f i n c r e a s e in poi .
%
% Alim i s the amplitude l i m i t o f X, so X i s cons t ra ined to [−A, A ] .
% d e l t a i s the smal l va lue by which the a lgor i thm increments A u n t i l A
% reaches Alim . ( Defau l t : 0 . 5 ) .
%
%% Channel normalization :
% From Smith1969 p . 11−−12.
%
% A i s de f ined as (b−a ) /(2* sigma N ) f o r X in [ a , b ] , and N with mean mu and
% var iance sigma N ˆ2 .
%
% X' = (X − ( a+b) /2) / sigma N
% N' = (N − mu) / sigma N
% Y' = X' + N'
%
% Then
% H(Y' ) = H(Y) − l og ( sigma N ˆ2)
% H(N' ) = H(N) − l og ( sigma N ˆ2)
% and
% I (X;Y) = I (X ' ; Y' )
% Set the d e f a u l t d e l t a to 0 . 5 .
% Test ing f o r Alim=6 i n d i c a t e s that n needs to increment once every
% i n c r e a s e o f 1 . 1 in A.
i f ( narg in < 2)
d e l t a = 0 . 5 ;
end
% Star t with A<=1.6 , because then , from Smith1969 (p . 5 1 ) , we know that the
% optimium p r o b a b i l i t y d i s t r i b u t i o n func t i on ( or CDF) i s F o ( x ) = 0 .5 *
% U(X+A) + 0 .5 * U(X−A) where U i s the un i t s tep func t i on .
A = min ( Alim , 1 . 6 ) ;
n = 2 ;
%% For n==2.
% Def ine the d i s t r i b u t i o n F with poi ( c a l c u l a t e d in the whi l e loop ) and
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% voi .
% Value o f i n c r e a s e ( in F o ) at each po int o f i n c r e a s e ( f o r the two po in t s )
vo i = [ 0 . 5 , 0 . 5 ] ' ;
% The optimal d i s t r i b u t i o n F o f o r n=2 i s much e a s i e r to compute ; the code
% in t h i s whi l e loop i s opt imized f o r the n=2 case .
whi l e ( t rue )
% point o f i n c r e a s e
po i = [−A, A] ' ;
% Mutual in fo rmat ion f o r the optimal d i s t r i b u t i o n o f X ( g iven n=2) .
% poi and vo i d e f i n e the optimal d i s t r i b u t i o n f o r n==2 ( f a r t h e s t
% equa l ly−probably po in t s o f i n c r e a s e ) .
I Fo = SmithCapacity . I ( poi , vo i ) ;
i f ( SmithCapacity . checkCoro l l a ry1 (A, poi , voi , I Fo ) )
i f (A == Alim )
% Found the optimal (maximum) mutual in fo rmat ion f o r A=Alim .
% Return t h i s mutual in fo rmat ion as the capac i ty .
C = I Fo ;
re turn ;
e l s e
% Increment A by d e l t a
A = min (A+del ta , Alim ) ;
end
e l s e
% n==2 i s no longe r optimal , increment n and move on to the next
% loop ( which handles ca s e s where n>2) .
n = n+1;
break ;
end
end % whi le ( the n=2 loop )
%% Modify the optimization options .
% The terminat ion o f the opt imiza t i on i s determined by TolX ( the
% terminat ion t o l e r a n c e on x ) and TolFun ( the te rminat ion t o l e r a n c e on the
% func t i on ) .
%
% 1) From my past exper i ence , I th ink we can get Z in I (Z) to a p r e c i s i o n
% of 1e−12 ( without running in to p r e c i s i o n problems with MATLAB' s
% double−p r e c i s i o n f l o a t i n g po int math) . So s e t TolX to 1e−12.
% 2) For t h i s much p r e c i s i o n in Z to be meaningful , a l s o s e t TolCon to
% 1e−12 ( otherwise , g e t t i n g the optimal Z to with in 1e−12 wouldn ' t mean
% much i f the t o t a l p r o b a b i l i t y in vo i exceeds 1 by more than 1e−12) .
% 3) checkCoro l l a ry1 expect s I ( F o ) and i ( x ;F) to be c a l c u l a t e d to each be
% c a l c u l a t e d to ( at worst ) \pm 0.5 e−6 p r e c i s i o n . However , I don ' t r e a l l y
% want to compromise the p r e c i s i o n o f 1) and 2) by terminat ing the
% opt imiza t i on when get t h i s p r e c i s i o n on I Fo f o r a p a r t i c u l a r A and n .
% So , a l s o s e t TolFun to 1e−12 so that TolX i s what p r imar i l y determines
% when the opt imiza t i on ends .
%
% Decrease TolX from 1e−10 to 1e−15.
% Decrease TolCon from 1e−6 to 1e−12
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% Decrease TolFun from 1e−6 to 1e−12.
%
% Note though , that even with TolX = 1e−12 being the te rminat ing cond i t i on
% f o r the opt imizat ion , the optimal po i found was s t i l l found to be 1 .3 e−7
% o f f from the true optimal po i . ( Determined by check ing poi (1 ) and
% poi ( end ) aga in s t −A and A. ) And the middle po in t s o f i n c r e a s e are a l s o
% o f f ( determined by check ing symmetry ) ; d e c r ea s ing TolX to 1e−15 seems to
% improve t h i s p r e c i s i o n s l i g h t l y . Decreas ing TolX f u r t h e r to 1e−16 seems
% to worsen p r e c i s i o n ( probably because fmincon can ' t r e c o g n i z e when i t
% reaches the optimal and due to p r e c i s i o n e r r o r s in MATLAB' s
% f l o a t i n g−point math) .
oopt ions = opt imopt ions ( ' fmincon ' , ...
'TolX ' , 1e−15, ...
'TolFun ' , 1e−12, ...
'TolCon ' , 1e−12, ...
'MaxFunEvals ' , 1e6 , ...
' MaxIter ' , 1e4 , ...
' Us eP ara l l e l ' , true , ...
' Display ' , ' not i f y−d e t a i l e d ' ) ;
%% For n>2
whi le ( t rue )
%% Compute the optimal Fo given n and A.
% Maximize I (Z) by minimizing −I (Z) us ing fmincon .
f p r i n t f ( 'A=%f n=%d ' , A, n) ;
% Const ra int s on Z ( lab book #4, p .85−86.)
Aeq = [ ones (1 , n ) , z e r o s (1 , n ) ] ;
beq = 1 ;
cA1 = −eye (n , 2*n) ;
cA2 = [ z e ro s (n) , eye (n) ] ;
cA3 = [ z e ro s (n) , −eye (n) ] ;
cA = [ cA1 ; cA2 ; cA3 ] ;
b = [ z e ro s (n , 1 ) ; repmat (A,2*n , 1 ) ] ;
% A s t a r t i n g po int f o r the opt imiza t i on : equa l ly−spaced and
% equal ly− l i k e l y po in t s o f i n c r ea s e , spread out from −A to A.
Z i n i t = [ repmat (1/n , n , 1) ; ( l i n s p a c e (−A, A, n) ) ' ] ;
f p r i n t f ( ' fmincon . . . ' ) ;
% The optimal Z that minimizes −I (Z) .
[ Zo , ˜ , e x i t f l a g ] = ...
fmincon (@( z ) −SmithCapacity . I Z ( z ) , Z i n i t , cA , b , Aeq , beq , ...
[ ] , [ ] , [ ] , oopt ions ) ;
i f ( e x i t f l a g <1)
e r r o r ( ' Optimizat ion to f i n d F o f a i l e d . A=%.1f , n=%d . ' , ...
A, n) ;
end
vo i = Zo ( 1 : n) ;
po i = Zo(n+1:end ) ;
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% Fix p r e c i s i o n e r r o r f o r the f a r t h e s t po in t s o f i n c r e a s e in the
% opt imiza t i on r e s u l t .
% fmincon seems to re turn poi in ascending order ( but t h i s i s not
% guaranteed , e s p e c i a l l y when mul t ip l e e lements o f po i are
% approximately equal ) . But j u s t in case fmincon re tu rn s Zo such that
% poi i s out o f order , s o r t by poi f i r s t .
i f (˜ i s s o r t e d ( po i ) )
[ poi , s o r t i ndex ] = s o r t ( po i ) ;
vo i = vo i ( s o r t i ndex ) ; % does not change shape
end
poi (1 ) = −A;
poi ( end ) = A;
I Fo = SmithCapacity . I ( poi , vo i ) ;
f p r i n t f ( ' check ing . . . \ n ' ) ;
%% Check for optimality (Smith1971 Corollary 1)
% Note that SmithCapacity . checkCoro l l a ry1 should a l low f o r t o l e r a n c e s .
i f ( SmithCapacity . checkCoro l l a ry1 (A, poi , voi , I Fo ) )
i f (A == Alim )
C = I Fo ;
re turn ;
e l s e
A = min (A+del ta , Alim ) ;
end
e l s e
% The cur rent va lue o f n i s not optimal f o r the cur rent va lue o f A.
% Catch runaway n ( due to programming or p r e c i s i o n e r r o r ) .
i f (n > 2*A)
e r r o r ( 'n=%d i s f a r too l a r g e f o r A=%.1 f . ' , n , A) ;
e l s e i f (n > 1 .4*A+1)
warning ( 'n=%d seems to be too l a r g e f o r A=%.1 f . ' , n , A) ;
end
% increment n
n = n+1;
% Update oopt ions . TypicalX to s e t f e a t u r e s c a l i n g in fmincon .
oopt ions . TypicalX = [ repmat (1/n , n , 1) ; repmat (A/2 , n , 1) ] ;
end % i f−e l s e ( SmithCapacity . checkCoro l l a ry1 )
end % whi le ( the n>2 loop )
end
B.3 checkCorollary1.m
f unc t i on optimal = checkCoro l l a ry1 (A, poi , voi , I Fo )
% Check that i (x , poi , vo i ) <= I Fo f o r a l l x in [−A, A ] .
%
% poi i s assumed to be ascending order .
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% Due to p r e c i s i o n e r r o r s , MATLAB may c a l c u l a t e i ( x ;F)>I ( F o ) even i f
% i ( x ;F) i s a c t u a l l y equal or s l i g h t l y l e s s than I ( F o ) . To avoid t h i s
% error , r e q u i r e i ( x ;F) to exceed I ( F o ) by at l e a s t TOL I be f o r e dec id ing
% that i ( x ;F)>I ( F o ) .
TOL I = 1e−9;
% As a shortcut , j u s t add TOL I to I Fo in t h i s f unc t i on .
I Fo = I Fo + TOL I ;
% In addit ion , the opt imiza t i on method fmincon w i l l not re turn p r e c i s e l y
% the c o r r e c t po i and vo i .
% Among the d e f a u l t t o l e r anc e s , are :
% − Step Tolerance ( where the s tep i s o f Z f o r func t i on I (Z) ) ,
% − Function Tolerance ( where the func t i on i s I (F) ) , and
% − Optimal ity Tolerance ( in newer v e r s i o n s o f MATLAB) .
% Not understanding how opt ima l i t y t o l e r a n c e a f f e c t s t h i s check , i gno re i t
% f o r now .
% As a l o o s e ba l l pa rk es t imate o f the to l e rance , a l low i ( x ;F) to exceed
% I ( F o ) by a l i t t l e .
I Fo = I Fo + 1e−6;
% For any A>0, optimal n i s at l e a s t 2 .
i f ( l ength ( po i )<2 && A>0)
optimal = f a l s e ;
r e turn
end
% Given that i ( x ;F) i s f a i r l y smooth with r e s p e c t to x , I th ink we should
% probably catch any i ( x ;F) > I Fo i f we j u s t sample between −A and A 100
% times per po int o f i n c r e a s e .
% TODO: There ' s probably a b e t t e r way to do t h i s ( e . g . , f i n d i n g a l l o f the
% maxima o f i ( x ;F) and j u s t check ing the re ) , but I haven ' t f i g u r e d out how
% to r e l i a b l y do that yet .
nsamples = 100*numel ( po i ) ;
opt imal = a l l ( ...
SmithCapacity . i ( l i n s p a c e (−A, A, nsamples ) , poi , vo i ) <= I Fo ) ;
end % func t i on checkCoro l l a ry1
B.4 computeCapacityOnlyAmplitudeConFast.m
f unc t i on [C, poi , vo i ] = computeCapacityOnlyAmplitudeConFast ( Alim , ...
nStart , abortA )
% computeCapacityOnlyAmplitudeConFast computes the capac i ty o f s c a l a r
% channel Y = X + N, where no i s e N i s assumed to be Gaussian with zero mean
% and uni t var iance , and X i s cons t ra ined to va lue s in [−A, A ] .
%
% This method should y i e l d the same r e s u l t as
% computeCapacityOnlyAmplitudeCon , but s k i p s s t r a i g h t to A=Alim , which
% should save a l o t o f time f o r l a r g e va lue s o f Alim .
%
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% This method uses the a lgor i thm presented in Smith1971 . No c o n s t r a i n t on
% var iance i s assumed .
%
% [C, poi , vo i ] = computeCapacityOnlyAmplitudeCon ( Alim , nStart , abortA )
%
% C i s the c a l c u l a t e d capac i ty in nats .
% poi ( vec to r ) i s the po in t s o f i n c r e a s e in F o , the optimal d i s t r i b u t i o n
% of X.
% vo i ( vec to r ) i s the p r o b a b i l i t y o f each po int o f i n c r e a s e in poi .
%
% Alim i s the amplitude l i m i t o f X, so X i s cons t ra ined to [−A, A ] .
% nStart ( opt iona l , f o r expert use only ) s p e c i f i e s the s t a r t i n g value o f n
% ( to sk ip ahead i f you ' re c e r t a i n that the optimal n i s at l e a s t
% nStart ) . I f nStart i s omitted , the a lgor i thm w i l l s t a r t at n=2 as
% s p e c i f i e d in Smith1971 and Smith1969 .
% abortA ( opt iona l , d e f a u l t : SmithCapacity . abortA ) i s the maximum Alim f o r
% which t h i s method w i l l t ry to compute the capac i ty . S ince t h i s method
% takes l onge r to complete f o r l a r g e r Alim , t h i s parameter i s pre sent to
% prevent t h i s method from a c c i d e n t a l l y tak ing e x c e s s i v e l y long . Set
% abortA=Alim to bypass t h i s s a f e t y mechanism .
%
% I f Alim>abortA , t h i s method w i l l throw an e r r o r with MSGID
% ' SmithCapacity : computeCapacityOnlyAmplitudeConFast : abortA ' .
%
%% Channel normalization :
% From Smith1969 p . 11−−12.
%
% A i s de f ined as (b−a ) /(2* sigma N ) f o r X in [ a , b ] , and N with mean mu and
% var iance sigma N ˆ2 .
%
% X' = (X − ( a+b) /2) / sigma N
% N' = (N − mu) / sigma N
% Y' = X' + N'
%
% Then
% H(Y' ) = H(Y) − l og ( sigma N ˆ2)
% H(N' ) = H(N) − l og ( sigma N ˆ2)
% and
% I (X;Y) = I (X ' ; Y' )
% Check abortA
i f ( narg in < 3)
abortA = SmithCapacity . abortA ;
end
i f ( Alim > abortA )
e r r o r ( ' SmithCapacity : abortA ' , ...
'Alim=%f i s g r e a t e r than abortA=%f ; abor t ing . ' , Alim , abortA ) ;
end
% TODO: debug cause o f I n f from SmithCapacity . i as c a l l e d from
% SmithCapacity . checkCoro l la ry1 f o r n=3.
% However , t h i s I n f does not seem to break t h i s algor ithm , so i gno re f o r
% now .
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ws = warning ( ' o f f ' , 'MATLAB: i n t e g r a l : NonFiniteValue ' ) ;
A = Alim ;
i f ( nargin>=2 && nStart >2)
n = nStart ;
e l s e
n = 2 ;
%% For n==2.
% The optimal d i s t r i b u t i o n F o f o r n=2 i s much e a s i e r to compute ; the
% code in t h i s s e c t i o n i s opt imized f o r the n=2 case .
% Def ine the d i s t r i b u t i o n F with po int o f i n c r e a s e ( po i ) and value o f
% i n c r e a s e ( vo i ) .
po i = [−A, A] ' ;
vo i = [ 0 . 5 , 0 . 5 ] ' ;
% Mutual in fo rmat ion f o r the optimal d i s t r i b u t i o n o f X ( g iven n=2) .
% poi and vo i d e f i n e the optimal d i s t r i b u t i o n f o r n==2 ( f a r t h e s t
% equa l ly−probably po in t s o f i n c r e a s e ) .
I Fo = SmithCapacity . I ( poi , vo i ) ;
i f ( SmithCapacity . checkCoro l l a ry1 (A, poi , voi , I Fo ) )
C = I Fo ;
warning (ws )
re turn ;
end
% n==2 i s no longe r optimal , increment n and move on to the next
% loop ( which handles ca s e s where n>2) .
n = n+1;
end % i f ( nargin>=2 && nStart >2)
%% Modify the optimization options .
% The terminat ion o f the opt imiza t i on i s determined by TolX ( the
% terminat ion t o l e r a n c e on x ) and TolFun ( the te rminat ion t o l e r a n c e on the
% func t i on ) .
%
% 1) From my past exper i ence , I th ink we can get Z in I (Z) to a p r e c i s i o n
% of 1e−12 ( without running in to p r e c i s i o n problems with MATLAB' s
% double−p r e c i s i o n f l o a t i n g po int math) . So s e t TolX to 1e−12.
% 2) For t h i s much p r e c i s i o n in Z to be meaningful , a l s o s e t TolCon to
% 1e−12 ( otherwise , g e t t i n g the optimal Z to with in 1e−12 wouldn ' t mean
% much i f the t o t a l p r o b a b i l i t y in vo i exceeds 1 by more than 1e−12) .
% 3) checkCoro l l a ry1 expect s I ( F o ) and i ( x ;F) to be c a l c u l a t e d to each be
% c a l c u l a t e d to ( at worst ) \pm 0.5 e−6 p r e c i s i o n . However , I don ' t r e a l l y
% want to compromise the p r e c i s i o n o f 1) and 2) by terminat ing the
% opt imiza t i on when get t h i s p r e c i s i o n on I Fo f o r a p a r t i c u l a r A and n .
% So , a l s o s e t TolFun to 1e−12 so that TolX i s what p r imar i l y determines
% when the opt imiza t i on ends .
%
% Decrease TolX from 1e−10 to 1e−15.
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% Decrease TolCon from 1e−6 to 1e−12
% Decrease TolFun from 1e−6 to 1e−12.
%
% Note though , that even with TolX = 1e−12 being the te rminat ing cond i t i on
% f o r the opt imizat ion , the optimal po i found was s t i l l found to be 1 .3 e−7
% o f f from the true optimal po i . ( Determined by check ing poi (1 ) and
% poi ( end ) aga in s t −A and A. ) And the middle po in t s o f i n c r e a s e are a l s o
% o f f ( determined by check ing symmetry ) ; d e c r ea s ing TolX to 1e−15 seems to
% improve t h i s p r e c i s i o n s l i g h t l y . Decreas ing TolX f u r t h e r to 1e−16 seems
% to worsen p r e c i s i o n ( probably because fmincon can ' t r e c o g n i z e when i t
% reaches the optimal and due to p r e c i s i o n e r r o r s in MATLAB' s
% f l o a t i n g−point math) .
oopt ions = opt imopt ions ( ' fmincon ' , ...
'TolX ' , 1e−15, ...
'TolFun ' , 1e−12, ...
'TolCon ' , 1e−12, ...
'MaxFunEvals ' , 1e7 , ...
' MaxIter ' , 1e5 , ... % exceed 1e4 f o r A=17.9 , n=23
' Us eP ara l l e l ' , true , ...
' Display ' , ' not i f y−d e t a i l e d ' ) ;
%% For n>2
whi le ( t rue )
%% Compute the optimal Fo given n and A.
% Maximize I (Z) by minimizing −I (Z) us ing fmincon .
f p r i n t f ( 'A=%f n=%d ' , A, n) ;
% Const ra int s on Z ( lab book #4, p .85−86.)
Aeq = [ ones (1 , n ) , z e r o s (1 , n ) ] ;
beq = 1 ;
cA1 = −eye (n , 2*n) ;
cA2 = [ z e ro s (n) , eye (n) ] ;
cA3 = [ z e ro s (n) , −eye (n) ] ;
cA = [ cA1 ; cA2 ; cA3 ] ;
b = [ z e ro s (n , 1 ) ; repmat (A,2*n , 1 ) ] ;
% A s t a r t i n g po int f o r the opt imiza t i on : equa l ly−spaced and
% equal ly− l i k e l y po in t s o f i n c r ea s e , spread out from −A to A.
Z i n i t = [ repmat (1/n , n , 1) ; ( l i n s p a c e (−A, A, n) ) ' ] ;
f p r i n t f ( ' fmincon . . . ' ) ;
% The optimal Z that minimizes −I (Z) .
[ Zo , ˜ , e x i t f l a g ] = ...
fmincon (@( z ) −SmithCapacity . I Z ( z ) , Z i n i t , cA , b , Aeq , beq , ...
[ ] , [ ] , [ ] , oopt ions ) ;
i f ( e x i t f l a g <1)
e r r o r ( ' Optimizat ion to f i n d F o f a i l e d . A=%.1f , n=%d . ' , ...
A, n) ;
end
vo i = Zo ( 1 : n) ;
po i = Zo(n+1:end ) ;
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% Fix p r e c i s i o n e r r o r f o r the f a r t h e s t po in t s o f i n c r e a s e in the
% opt imiza t i on r e s u l t .
% fmincon seems to re turn poi in ascending order ( but t h i s i s not
% guaranteed , e s p e c i a l l y when mul t ip l e e lements o f po i are
% approximately equal ) . But j u s t in case fmincon re tu rn s Zo such that
% poi i s out o f order , s o r t by poi f i r s t .
i f (˜ i s s o r t e d ( po i ) )
[ poi , s o r t i ndex ] = s o r t ( po i ) ;
vo i = vo i ( s o r t i ndex ) ; % does not change shape
end
poi (1 ) = −A;
poi ( end ) = A;
I Fo = SmithCapacity . I ( poi , vo i ) ;
f p r i n t f ( ' check ing . . . \ n ' ) ;
%% Check for optimality (Smith1971 Corollary 1)
% Note that SmithCapacity . checkCoro l l a ry1 should a l low f o r t o l e r a n c e s .
i f ( SmithCapacity . checkCoro l l a ry1 (A, poi , voi , I Fo ) )
C = I Fo ;
warning (ws )
re turn ;
e l s e
% The cur rent va lue o f n i s not optimal f o r A.
% Catch runaway n ( due to programming or p r e c i s i o n e r r o r ) .
i f (n > 2*A)
e r r o r ( 'n=%d i s f a r too l a r g e f o r A=%.1 f . ' , n , A) ;
e l s e i f (n > 1 .4*A+1)
warning ( 'n=%d seems to be too l a r g e f o r A=%.1 f . ' , n , A) ;
end
% increment n
n = n+1;
% Update oopt ions . TypicalX to s e t f e a t u r e s c a l i n g in fmincon .
oopt ions . TypicalX = [ repmat (1/n , n , 1) ; repmat (A/2 , n , 1) ] ;
end % i f−e l s e ( SmithCapacity . checkCoro l l a ry1 )
end % whi le ( the n>2 loop )
end
B.5 lookupNStart.m
f unc t i on nStart = lookupNStart (A)
% lookupNStart r e tu rn s an appropr ia t e nStart f o r a g iven A ( based on
% prev ious t r i a l s ) .
% t ab l e columns are [A, nStart ]
t ab l e = [ ...
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35 , 48 ;
34 , 43 ;
32 , 42 ;
31 , 41 ;
28 , 38 ; % Up to A=30
27 , 34 ;
26 , 33 ;
25 , 32 ;
24 , 30 ;
23 , 29 ;
22 , 28 ;
21 , 27 ;
20 , 25 ;
19 . 3 , 27 ;
18 . 5 , 26 ;
17 . 9 , 25 ;
17 . 7 , 23 ;
16 . 9 , 22 ;
16 . 1 , 21 ;
15 . 3 , 20 ;
14 . 5 , 19 ;
13 . 7 , 18 ;
12 . 9 , 17 ;
12 . 1 , 16 ;
11 . 3 , 13 ;
10 . 5 , 12 ;
9 . 7 , 11 ;
8 . 8 , 10 ;
7 . 9 , 9 ;
7 . 0 , 8 ;
6 . 1 , 7 ;
5 . 1 , 6 ;
4 . 1 , 5 ;
3 . 0 , 4 ;
1 . 7 , 3 ;
0 , 2 ] ;
indx = f i n d ( t a b l e ( : , 1 ) <= A, 1) ;
nStart = ta b l e ( indx , 2) ;
end
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