Probit Models Latent Variable Formulation ◮ Sample z = (z 1 , ..., z n ), where z i , i = 1, ..., n, is a 0 − 1 random variable
⊲ Φ is the normal cdf, and , β j a vector of dimension j + 1.
◮ The maximum length of the vector of covariates is p + 1.
The probit model is a latent normal model ⊲ y i follows a normal regression model ⊲ Only the sign of y i is observed ⊲ We observe the variable z i = 1(y i > 0)
Objective Bayes Model Selection in Probit Models: Probit Models [8] Probit Models Latent Intrinsic Priors ◮ For y = (y 1 , ..., y n ) ′ the null normal model is ⊲ We obtain automatic specification of the priors π(α) and π(β)
Proper Prior
Intrinsic Prior= Average over all theoretical training samples
⊲ Nested hypotheses ⇒ unknown constants cancel Probit Models Bayes Factor
Objective Bayes Model Selection in Probit Models: Probit Models [11] Probit Models Computing the Bayes Factor ◮ Model M j for the variable y includes j covariates plus the intercept.
⊲ The minimal training sample size is j + 1 ◮ The references priors for α and β are proportional to 1
. ⊲ X j is the corresponding submatrix.
⊲ X ′ j X j must be invertible, so we need j + 1 ≤ n.
◮ We can compute the intrinsic prior ⊲ When covariates + intercept ≤ n, the sample size.
◮ Oh oh! Here it comes, p >>> n! (47 patients, 296 genes)
Objective Bayes Model Selection in Probit Models: Probit Models [12] Probit Models Marginals for the Bayes Factor ◮ Integrating out α and β ◮ MCMC algorithm ⊲ Stationary distribution proportional to BF γ1 (z) for γ ∈ M p:q .
◮ Three Pieces 
, γ
◮ This is a Markov chain on the set M p:q of feasible models ⊲ It has stationary distribution proportional to the Bayes factor. 
