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Abstract
In this paper we consider a two-dimensional diffusion equation on the closed right halfspace R2+ satisfy-
ing a boundary condition for which the minimum principle fails. As a consequence, the associated Cauchy
initial value problem fails to be well-posed. In particular, solutions need not exist and, when they do exist,
they may do so for only a finite length of time. Among other things, we provide a necessary and sufficient
condition on the initial data in order that the solution exist for all time and remain non-negative.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In earlier articles [4] and [5] the initial value problem
∂tu = 12∂
2
xu+μ∂xu in (0,∞)× [0,∞),
∂tu(t,0) = σ∂xu(t,0), and lim
t↘0u(t, x) = f (x) (1.1)
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the probabilistic model for (1.1) is Brownian motion with drift μ in (0,∞) and, depending on
whether σ = 0 or σ > 0, “killing” or a “sticky reflection” at 0. On the other hand, when σ < 0,
the minimum principle fails and, as a consequence, the solutions display interesting, somewhat
surprising properties.
Later, in [2], the present authors examined the analogous problem when [0,∞) is replaced
by [0,1] and the boundary conditions at both ends of the interval point the “wrong direction.”
Although this two-point boundary problem possesses properties which, at least on a qualitative
level, are similar to those for the one-point boundary, the details are considerably more com-
plicated and indicate that the initial value problem is potentially less stable than its classical
counterpart. Specifically, solving this two-point boundary value problem entails the solution of
a “backward” initial value problem ∂tw + (α + Q)w = 0 on [0,∞) × {0,1} with w(0, ·) given,
α  0, and Q a Q-matrix on {0,1}. Of course, because Q is bounded, there is no problem about
existence of solutions to this backward running equation. However, as distinguished from the
forward running version of this equation, the solutions will, in general, have exponential growth,
even if α = 0.
In view of the evidence coming from the two point boundary case, it should not be surprising
that the situation is even more unstable when, as we do here, one considers the analogous problem
in more than one dimension. Namely, we will be analyzing solutions to the Cauchy initial value
problem
∂tu = 12u+μ · ∇u in [0, T )× R
2+,
∂tu
(
t, (0, y)
)= σ∂xu(t, (0, y)), and lim
t↘0u
(
t, (x, y)
)= f (x, y), (1.2)
where R2+ = (0,∞) × R is the open, right halfspace and R2+ = [0,∞) × R is its closure. Here,
the initial value f : R2+ → R comes from the space F of bounded functions which are continuous
on R2+ and on ({0} × R) but not necessarily on R2+. The solution u belongs to the space
UT ⊆
⋂
θ∈(0, 12 )
C
1,2
b
((
θT , (1 − θ)T )× R2+;R)
which are bounded on (0, T2 ] × R, and u takes on the initial value f in the sense that
limt↘0 u(t, (0, y)) = f (0, y) uniformly for y in compact subsets of R and limt↘0 u(t, (x, y)) =
f (x, y) uniformly on compact subsets of R2+. Again, the interesting case is when σ < 0, and
therefore the minimum principle is absent. As we will see (cf. Theorem 4.4), uniqueness always
holds. However, when σ < 0, existence (cf. Theorem 4.7) of a solution to (1.2) depends on one
being able to solve a certain “backward” Dirichlet problem. In particular, when T = ∞, for a
given f ∈ Cb(R2+;R), there is exactly one choice of y f (0, y) for which a bounded solution
to (1.2) exists, and, when f ∈ Cb(R2+; [0,∞)), there is, up to an additive, non-negative constant,
only one choice of y f (0, y) for which u exists and remains non-negative (cf. Theorem 6.2).
Finally, in Section 7, we discuss the growth properties of solutions which live for all time, and in
Section 8 we derive a somewhat surprising Harnack principle (cf. Theorem 8.1) for non-negative
solutions.
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2. The probability model
Because it is essentially the same as that described in [4, §1.3], we will only outline the
probabilistic model on which our analysis is based. Namely, set
Zt =
(
Xt
Yt
)
where
Xt = x +Bt +μ1t +Lt and Yt = y +B ′t +μ2t
with X0  0, Bt and B ′t independent Brownian motions on R, and
Lt = max
{
(x +Bτ +μ1τ)−: τ ∈ [0, t]
}
the local time of Xt at 0. Equivalently, Zt is Brownian motion on R2+ with drift μ =
( μ1
μ2
)
and
reflection at ∂R2+ = {0} × R. Next, set
Ψt = −Lt
σ
− t and ζT = inf{τ : Ψτ < −T }.
If u satisfies ∂tu = 12u + μ · ∇u in R2+ and ∂tu = σ∂xu at ∂R2+, then, by Itô’s formula, t ∈[0, ζT ) 
→ u(T +Ψt ,Zt ) ∈ R is a continuous, local martingale. In particular,
u 0 ⇒ u(T , (0, y)) E[u(T ,Zζ0), ζ0 < ∞ ∣∣Z0 = (0, y)], (2.1)
and
u bounded ⇒
u(T , z) = E[u(0,ZζT ), ζT < ∞ ∣∣ Z0 = z]
+ lim
t→∞E
[
u(T +Ψt ,Zt ), ζT = ∞
∣∣Z0 = z].
Hence, since, as was shown in [4] (cf. §5.1 and Corollary 5.3 or part (D) of §6),
μ1  σ ⇒ P(ζT < ∞ | Z0 = z) = 1 and
μ1 < σ ⇒ P
(
lim
t→∞Ψt = +∞
∣∣Z0 = z)= 1,
we know that
u(T , z) = E[u(0,ZζT ), ζT < ∞ ∣∣ Z0 = z]
if u is bounded and either μ1  σ or μ1 < σ and lim u(t, ·) = 0. (2.2)t→∞
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(1.1) is the Kolmogorov backward equation is {Zζt : t  0}. As long as it stays away from ∂R2+,
this process is simply Brownian motion with drift μ. However, upon approaching a boundary
point (0, y) ∈ ∂R2+, it gets killed with probability P(ζ0 = ∞ | Z0 = (0, y)) or it jumps back into
R2+ with a jump distribution given by the conditional distribution of Zζ0 given that ζ0 < ∞. Thus,
we must determine these quantities.
3. Heuristic calculation of the distribution of jumps
Because of translation invariance in y, the probability of killing must be independent of y and
the distribution of jumps must be translation invariant. Thus, we are looking to determine
J (Γ ) ≡ P(ζ0 < ∞ & Zζ0 ∈ Γ ∣∣Z0 = (0,0)), Γ ∈ BR2+ . (3.1)
In order to understand how to compute J , it is best to proceed somewhat formally and after-
wards check the ansatz at which one arrives. Thus, suppose that u is a solution for which the
probabilistic representation in (2.2) holds. Then, one would have that u(t, (0,0)) = 〈u(t), J 〉,
where the right-hand side stands for the integral of z u(t, z) against the measure J . Hence
2∂tu
(
t, (0,0)
)= 〈u(t)+ 2μ · ∇u(t), J 〉.
Now pretend that J admits a density J (z) with respect to Lebesgue measure on R2+. Then some-
what cavalier integration by parts leads to
2∂tu
(
t, (0,0)
)= −∫
R
(
∂xu
(
t, (0, y)
))
J (0, y) dy +
∫
R
u
(
t, (0, y)
)(
∂xJ (0, y)
)
dy
− 2μ1
∫
R
u
(
t, (0, y)
)
J (0, y) dy + 〈u(t),J − 2μ · ∇J 〉.
Hence, if J (0, y) = −2σδ0(y) and one uses ∂tu(t, (0,0)) = σ∂xu(t, (0,0)), then one finds that∫
R
u
(
t, (0, y)
)(
∂xJ (0, y)
)
dy + 4σμ1u
(
t, (0,0)
)+ 〈u(t),J −μ · ∇J 〉= 0.
Further, because u(t, (0, y)) = 〈u(t, (·, y + ·)), J 〉, this leads to
〈
u(t),J −μ · ∇J + 4σμ1J +
(
∂xJ (0, ·)
)

y
J
〉= 0,
where 
y
denotes convolution in the y-variable. Hence, we are guessing that J solves the Riccati-
type equation
(R) J −μ · ∇J + 4σμ1J +B(J )J = 0 in R2+ with J (0, ·) = −2σδ0,
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to (R) whose Fourier transform with respect to y has the form −2σexj (−ξ). In order for this to
solve (R), j (ξ) must satisfy
j (ξ)2 − 2(σ +μ1)j (ξ)− ξ2 −
√−1 2μ2ξ + 4σμ1 = 0,
and so, because we are hoping that the solution will be a finite measure, we take
j (ξ) = (σ +μ1)−
√
(σ −μ1)2 + ξ2 +
√−1 2μ1ξ, (3.2)
where the branch of the square root is taken so the Re
√
z  0 when Re(z)  0. Summarizing,
we are now guessing that J (dx × dy) = J (x, y) dx dy where
Ĵ (x, ·)(ξ) = −2σ exp[x((σ +μ1)−√(σ −μ1)2 + ξ2 + √−1 2μ1ξ)]. (3.3)
Equivalently,
〈f,J 〉 = −σ
π
∫
(0,∞)
(∫
R
f̂ (x, ·)(ξ)exj (ξ) dξ
)
dx. (3.4)
4. Basic analytic results
The first step in verifying these calculations is to check that J is indeed a non-negative mea-
sure with total mass less than or equal to 1. To this end, set
g(τ, y) = (2πτ)− 12 e− y
2
2τ and νx(dτ) = 1(0,∞)(τ ) x
(2π)
1
2 τ
3
2
e−
x2
2τ dτ.
Then
2
∫
R
eζyg(τ, y −μ2τ) dy = exp
[
τ
2
(
ζ 2 + √−1 2μ2ζ
)]
for ζ ∈ C,
∫
(0,∞)
e−ζ τ νx(dτ) = e−
√
2ζ for ζ ∈ C with Re(ζ ) 0,
with the same branch of the square root as before. Hence,
J (x, y) = −2σex(σ+μ1)
∫
(0,∞)
e−
(σ−μ1)2τ
2 g(τ, y −μ2τ)νx(dτ)
= −xσe
μ2y
π
∫
τ−2 exp
(
−x
2 + y2
2τ
− (σ −μ1)
2 +μ22
2
τ
)
dτ. (4.1)(0,∞)
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∫
R
J (x, y) dy = −2σe2x(σ∧μ0) and
∫ ∫
R
2+
J (x, y) dx dy =
{
1 if μ1  σ,
σ
μ1
if μ1 < σ.
(4.2)
We must now show how the preceding choice of J (x, y) is related to solutions to (1.2) and,
as a consequence, is in fact the density of the measure J in (3.1). In order to do so, we need to
introduce a little more notation. Set
m(t, y) ≡
∫
(0,∞)
e−
(σ−μ1)2τ
2 g(τ, y −μ2τ)νt (dτ)
= te
μ2y
2π
∫
(0,∞)
τ−2 exp
(
− t
2 + y2
2τ
− (σ −μ1)
2 +μ22
2
τ
)
dτ, t ∈ (0,∞),
and define
2Mt ϕ(y) =
∫
R
ϕ(y + y′)m(t, y′) dy′, ϕ ∈ Cb(R;R),
St ϕ(y) = et(σ−μ1)Mt ϕ, ϕ ∈ Cb(R;R),
and
[J f ](y) =
∫ ∫
R
2+
f (x, y + y′)J (x, y′) dx dy′ = −2σ
∞∫
0
ex(σ+μ1)
[
Mxf (x, ·)
]
(y) dx (4.3)
for f ∈ F .
The following result will play a critical role in our analysis.
Theorem 4.4. Given f ∈ F , define (cf. (4.3))
Df (y) = f (0, y)− [J f ](y), for f ∈ F and y ∈ R.
If u ∈ UT satisfies (1.2), then
Du(t1) =
[
S−σ(t2−t1)tDu(t2, ·)
]
(y) for all 0 t1 < t2 < T and y ∈ R.
In particular, there is at most one such solution u.
The proof of Theorem 4.4 turns on the computations contained in the next lemma.
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LMt = MtLϕ and ∂2t Mt ϕ = Mt ϕ[(σ −μ1)2ϕ − ∂2ϕ − 2μ2∂ϕ] for ϕ ∈ C2b(R;R) and t > 0. In
particular, if u ∈ UT satisfies ∂tu = 12u+μ · ∇u, then
∂t
[J u(t, ·)](y) = σ∂xu(t, (0, y))− σ [((σ −μ0)+ L)Du(t, ·)](y)
for (t, y) ∈ [0, T )× R.
Proof. Let ϕ ∈ Cb(R;R) be given. We begin with the observation that, for any y ∈ R,
t ∈ (0,∞) 
→ Mt ϕ(y) ∈ R is smooth and, for each m  0, there exists a t ∈ (0,∞) 
→
Cm(t) ∈ (0,∞) such that ∥∥∂mt Mt ϕ∥∥u  Cm(t)‖ϕ‖u. (4.6)
To prove the existence of the operator L, set λt (dy) = e|σ−μ1|tm(t, y) dy and check that t ∈
(0,∞) 
→ λt ∈ M1(R) is a continuous, convolution semigroup with
λ̂t (ξ) = exp
[
t
(
|σ −μ1| −
√
(σ −μ1)2 + ξ2 +
√−1 2μ2ξ
)]
.
Hence, by the Lévy–Khinchine formula (cf. [3, Theorem 2.1.11]), we know that (because λt
contains no Gaussian component) there is b ∈ R and a Lévy measure Λ such that
d
dt
∫
ϕ(y)λt (dy) =
∫
L′ϕ(y)λt (dy),
where
L′ϕ(y) ≡ b∂yϕ(y)+
∫
R\{0}
(
ϕ(y + y′)− ϕ(y)− y′1(−1,1)(y′)∂yϕ(y)
)
Λ(dy′).
Hence, the operator L ≡ −|σ − μ1| + L′ is bounded on C2b(R;R) into Cb(R;R) and ∂tMt ϕ =
MtLϕ = LMt ϕ.
In proving the formula for ∂2t Mt ϕ, use (4.6) to see that it suffices to do so when ϕ comes from
the Schwartz test function class S(R;R). But for ϕ ∈ S(R;R)
M̂t ϕ(ξ) = exp
(
−t
√
(σ −μ1)2 + ξ2 +
√−1 2μ2ξ
)
ϕˆ(ξ),
and so
∂̂2t Mt ϕ(ξ) =
(
(σ −μ1)2 + ξ2 +
√−1 2μ2ξ
)
M̂t ϕ(ξ),
which is the Fourier transform of the asserted formula.
To complete the proof, begin by noting that, by translation invariance, it suffices to treat the
case when y = 0. Next, using the second expression in (4.3) and the equation satisfied by u, note
that
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[J u(t, ·)](0) = −2σ ∞∫
0
e(σ+μ1)x
[
Mx∂tu
(
t, (x, ·))](0) dx
= −σ
∞∫
0
e(σ+μ1)x
[
Mx
(
∂2x + 2μ1∂x
)
u
(
t, (x, ·))](0) dx
− σ
∞∫
0
e(σ+μ1)x
[
Mx
(
∂2y + 2μ2∂y
)
u
(
t, (x, ·))](0) dx.
Now integrate by parts and use the preceding formulae for derivatives of t Mt ϕ to check that
the first term above equals
σ∂xu
(
t, (0,0)
)− [σ ((σ −μ1)+ L)u(t, (0, ·))](0)
− σ
∫ ∫
R
2+
e(σ+μ1)x
[
Mx
((
2σ(σ −μ1)+ 2σL − ∂2y − 2μ2∂y
))
u
(
t, (x, ·))](0) dx.
Finally, combine this term with the second one above, and then use translation invariance to
check that [J Lu(t, ·)](0) = [LJ u(t, ·)](0). 
Proof of Theorem 4.4. Applying Lemma 4.5 and using the boundary condition in (1.2), we
see that d
dt
S−σ(t−t1)Du(t, ·) = 0 for t  t1, from which the first assertion in Theorem 4.4 is
immediate.
To prove the second assertion, all that we have to show is that any solution to (1.2) when f = 0
is identically 0. To this end, suppose that u is such a solution. Given t ∈ (0, T ), set v(τ, y) =
[S−σ(t+τ)Du(t)](y) for τ ∈ [−t,∞). Then v(0, ·) = Df = 0, and so v(τ, ·) = S−στ v(0, ·) = 0
for τ  0. At the same time, it is clear from the explicit expression for the kernel of S−σ(t+τ) that,
for each y ∈ R, τ  v(τ, y) can be extended as a holomorphic function of τ ∈ C with Re(τ ) >
−t . Hence, v(τ, y) = 0 for τ > −t , and therefore [Du(t, ·)](y) = limτ↘−t v(τ, y) = 0. In other
words, we have shown that u(t, (0, ·)) = J u(t, ·) for all t ∈ [0, T ). To finish the proof that u = 0,
suppose that u(t, z) > 0 for some (t, z) ∈ [0, T ) × R2+. By the weak maximum principle, we
would then know that, u  (0, t] × R2+ achieves its maximum value M(t) > 0 on (0, t] × ∂R2+.
At the same time, because of (4.2),
u
(
τ, (0, ·))= J u(τ, ·) (1 ∧ |σ ||μ1|
)
M(t).
When μ1 < σ these lead immediately to the contradiction that M(t) <M(t). On the other hand,
when μ1  σ , the same considerations lead to the existence of a (t1, z1) ∈ (0, t]×R2+ at which u
equals M(t). But, by the strong maximum principle, this would mean that u = M(t) on (0, τ ] ×
R2+, which contradicts limτ↘0 u(τ, y) = 0. That is, we have now shown that u 0 in [0, t]×R2+,
and the same argument applied to −u leads to the opposite inequality. 
The rest of this section is devoted to a proof of the following existence result, which can be
viewed as the complement to the uniqueness result in Theorem 4.4.
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S−σT g, then there is a unique u ∈ UT satisfying (1.2). In fact, Du(t) = S−σ(T−t)g for t ∈ [0, T ).
The uniqueness was already established in Theorem 4.4. Before explaining how to prove the
existence result, we have to introduce a little notation and review a couple of elementary facts.
First, given f ∈ F , set
hf
(
t, (x, y)
)= ∫
R
2+
Q0
(
t, (x, y), (x′, y′)
)
f (x′, y′) dx′ dy′
where Q0
(
t, (x, y), (x′, y′)
)= g0(t, x, x′)g(t, y′ − y −μ2t) and
g0(t, x, x′) ≡ exp
(
μ1(x
′ − x)+ |μ|
2t
2
)(
g(t, x′ − x)− g(t, x′ + x)). (4.8)
Standard calculations show that hf is the bounded solution to ∂tu = 12u+μ · ∇u in (0,∞) ×
R2+ with boundary condition 0 on (0,∞)× ∂R2+ and initial value f . Next, set
q(t, x, y) = 1
2
∂ξQ
0(t, (x,0), (ξ, y))∣∣
ξ=0 =
x
(2πt3)
1
2
exp
(
− (x +μ1t)
2
2t
)
g(t, y −μ2t).
Again elementary considerations show that if
u
(
t, (x, y)
)= t∫
0
(∫
R
q(t − τ, x, y′ − y)ψ(τ, y′) dy′
)
dτ
for some ψ ∈ Cb((0, T )×R,R), then u is the bounded solution to ∂tu = 12+μ ·∇u in (0, T )×
R2+ with boundary value ψ at (0, T ) × ∂R2+ and initial value 0. If particular, if u ∈ C2((0, T ) ×
R2+;R), then u is a bounded solution to ∂tu = 12u+μ · ∇u in (0, T )× R2+ with initial value f
if and only if u solves the integral equation
u
(
t, (x, y)
)= hf (t, (x, y))+ t∫
0
(∫
R
q(t − τ, x, y′ − y)u(τ, (0, y′))dy′)dτ. (4.9)
Our strategy is to use the preceding considerations to write an integral equation to which our u
will be the solution. Namely, Theorem 4.4 tells us that if u ∈ UT exists, then S−σ tDu(t) = Df for
t ∈ [0, T ). Hence, it is reasonable to look for a solution u such that Du(t) = vg(t) ≡ S−σ(T−t)g.
That is, we are hoping to find u as the solution to the integral equation
u
(
t, (x, y)
)= hf (t, (x, y))
+
t∫ (∫
q(t − τ, x, y′ − y)(vg(τ, y′)+ [J u(τ, ·)](y′))dy′)dτ (4.10)0 R
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discussion, it certainly satisfies ∂tu = 12u + μ · ∇u in (0, T ) × R2+ and limt↘0 u(t, ·) = f
uniformly on compact subsets of R2+. In addition, u(t, (0, y)) = vg(t, y)+ [J u(t, ·)](y), which,
as t ↘ 0, tends to Df (y)+ [J f ](y) = f (0, y). Also, by the last part of Lemma 4.5,
∂tu
(
t, (0, y)
)= σ [((σ −μ1)+ L)vg(t, ·)](y)+ σ∂xu(t, (0, y))
− σ [((σ −μ1)+ L)Du(t, ·)](y),
which, because vg(t, ·) = Du(t, ·), means that ∂tu(t, (0, y)) = σ∂xu(t, (0, y)).
We now know that it suffices to show that (4.10) admits a solution in u ∈ UT . In order to do
so, we will make use of the following simple lemma.
Lemma 4.11. Set
k(t, y) =
∫ ∫
R
2+
J (x, y′)q(t, x, y − y′) dx dy′.
Then ‖k(t, ·)‖L1(R) 
√
4σ 2
πt
. In particular, if w0 ∈ C((0, T ] × R;R) satisfies ‖w0(t, ·)‖u 
AT t
−α for some T > 0, AT ∈ (0,∞), and α ∈ [0,1), and if
wn(t, y) = w0(t, y)+
t∫
0
(∫
R
k(t − τ, y′ − y)wn−1(τ, y′) dy′
)
dτ
for n  1 and t ∈ [0, T ], then there exists a w ∈ C((0, T ] × R;R) such that w − w0 extends
as an element of Cb([0, T ] × R;R) and {wn − w0: n  1} converges to w − w0 uniformly on
[0, T ] × R. In particular, supt∈[0,T ] tα‖w(t, ·)‖u < ∞ and
w(t, y) = w0(t, y)+
t∫
0
(∫
R
k(t − τ, y′ − y)w(τ, y′) dy′
)
dτ. (4.12)
Proof. By the first part of (4.2),
∥∥k(t, ·)∥∥
L1(R) =
∫ ∫
R
2+
xe−
(x+μ0 t)2
2t
(2πt3)
1
2
J (x, y′) dx dy′
= − 2σ
(2πt3)
1
2
∞∫
0
xe−
(x+μ0 t)2
2t +2(σ∧μ0)x dx
= −2σe
−μ
2
0
2 t
(2πt3)
1
2
∞∫
xe−
x2
2t −(μ0−2(σ∧μ0))x dx0
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−μ
2
0
2 t
(2πt3)
1
2
∞∫
0
xe−
x2
2t dx 
(
4σ 2
πt
) 1
2
.
Set K = √4σ 2π . Given the preceding, one has
∥∥w1(t, ·)−w0(t, ·)∥∥u KAT
t∫
0
(t − τ)− 12 τ−α dτ = KAT (
1
2 )(1 − α)
( 32 − α)
t
1
2 −α,
and, by induction, one can check that, for n 1,
∥∥wn(t, ·)−w0(t, ·)∥∥u  (KAT ( 12 ))n(n2 + 1 − α) t n2 −α,
from which the required conclusions follow easily. 
As our first application of Lemma 4.11, we show that (4.10) admits a solution.
Lemma 4.13. Let f ∈ Cb((0,∞);R) and g ∈ Cb(R;R) be given, define hf as in (4.8),
and set vg(t) = S−σ(T−t) for t ∈ [0, T ]. Then there exists a unique u ∈ Cb((0, T ] × R2+;R)
which satisfies (4.10). In particular, if s ∈ (0, T ), fs = u(s, ·), and gs(t) = S−σ(T−s−t)g, then
(t, (x, y)) ∈ [0, T − s] × R2+ 
→ u(s + t, (x, y)) ∈ R is the solution corresponding fs and gs .
Proof. The second assertion is an easy consequence of the uniqueness assertion in the first part.
To prove the first part, set
w0(t, y) ≡
[J hf (t, ·)](y)+ t∫
0
(∫
R
k(t − τ, y′ − y)vg(τ, y′) dy′
)
dτ
and
wn(t, y) = w0(t, y)+
t∫
0
k(t − τ, y′ − y)wn−1(τ, y′) dy′ for n 1.
By Lemma 4.11 with α = 0 we know that {wn: n 0} converges uniformly on [0, T ] ×R to the
unique w ∈ Cb([0, T ] × R2+;R) which satisfies (4.12) for this choice of w0. Next, set
u
(
t, (x, y)
)= hf (t, (x, y))+ t∫
0
(∫
R
q(t − τ, x, y′ − y)(vg(τ, y′)+w(τ, y′))dy′)dτ, (4.14)
observe that J u(t, ·) = w(t), and conclude that u satisfies (4.10). Finally, to prove uniqueness,
simply check that J u′(t, ·) = w(t) for any solution u′ to (4.10). 
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require several preliminaries. Using the expression for m(t, y), check that vg  [0, T ) × R is a
smooth function. In fact, there exists a B < ∞ such that
∥∥vg(t, ·)∥∥u  B‖g‖u, ∥∥∂yvg(t, ·)∥∥u ∨ ∥∥∂tvg(t, ·)∥∥u  B‖g‖uT − t , and∥∥∂2y vg(t, ·)∥∥u  B‖g‖u(T − t)2 . (4.15)
Lemma 4.16. For ψ ∈ C2b(R2+;R) and m ∈ {0,1,2}, ‖∂my J ψ‖u  ‖∂my ψ‖u Moreover, there
exists a B < ∞ such that
∥∥∂yJ hf (t, ·)∥∥u  B(1 + log+ 1t
)
‖f ‖u and∥∥∂2y J hf (t, ·)∥∥u ∨ ∥∥∂t J hf (t, ·)∥∥u  (1 + t− 12 )‖f ‖u.
Proof. Because of translation invariance in y, the first assertion requires no comment. To prove
the estimates in the second part, begin by writing [J hf (t, ·)](y) as (cf. (4.8))
2|σ |
∫ ∫
(0,∞)2
ex(σ+μ0)
( ∫
(0,∞)
e−
(σ−μ0)2τ
2 g0(τ, x, x′)
×
(∫
R
g
(
t + τ, y′ − y −μ2(t + τ)
)
f (x′, y′) dy′
)
νx(dτ)
)
dx dx′.
Next, note that ‖∂my g(t, ·)‖L1(R)  t−
m
2 for m ∈ {0,1,2}, and conclude that ‖∂my J hf (t, ·)‖u 
2|σ |‖f ‖uIm2 (t), where
Iα(t) =
∫ ∫
(0,∞)2
xex(σ−μ0)−
(σ−μ0)2τ
2 − x
2
2
(2πτ 3)
1
2
dx dτ
for α ∈ [0,1]. Thus, we will be done once we show that I 1
2
(t) C(1+ log+ 1
t
) and I1(t) C(1+
t− 12 ). To this end, first note that I0(t) = (2|σ ∧μ0|)−1. Next, observe that Iα(t) t−αI0(1), and
therefore we need only worry about t ∈ (0,1].
Thus, assume that t ∈ (0,1]. When α > 0, break the τ -integral in Iα(t) into to parts, I ′α(t)
corresponding to the integral over (0,1] and I ′′α (t) corresponding to the integral over [1,∞).
Clearly I ′′α (t) causes no problem, since it is dominated by (1 + t)−αI0(1). At the same time,
I ′α(t) equals
1∫ 1
(2πτ)
1
2 (t + τ)α
( ∞∫
xexτ
1
2 (σ+μ0)− x22 dx
)
dτ0 0
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1∫
0
e2τ(σ+μ0)2
(2πτ)
1
2 (t + τ)α
( ∞∫
0
xe−
x2
4 dx
)
dτ  2e
2(σ+μ0)2
(2π)
1
2
1∫
0
1
τ
1
2 (t + τ)α
dτ.
Finally, when α > 12 ,
1∫
0
1
τ
1
2 (t + τ)α
dτ  t 12 −α
∞∫
0
1
τ
1
2 (1 + τ)α
dτ.
When α = 12 ,
1∫
0
1
τ
1
2 (t + τ)α
dτ =
1
t∫
0
1
τ
1
2 (1 + τ) 12
dτ 
1∫
0
τ−
1
2 dτ +
1
t∫
1
τ−1 dτ = 2 + log 1
t
.
When α < 12 ,
1∫
0
1
τ
1
2 (t + τ)α
dτ  2
1 − 2α ,
which completes the derivation of the estimates for the y-derivatives.
To prove the final estimate, apply Lemma 4.5 to hf and conclude that
∂t
[J hf (t, ·)](y) = σ∂xhf (t, (0, y))+ σ(σ −μ0)[J hf (t, ·)](y)+ σ [LJ hf (t, ·)](y).
Since ‖∂xhf (t, ·)‖u  C‖f ‖u(1 + t− 12 ) and ‖J hf (t, ·)‖u  ‖f ‖u, only the final term needs
further work. But, by the second expression in (4.3) and the fact that LMxψ = ∂xMxψ ,
[
LJ hf
(
t, (x, ·))](y) = −2σ ∞∫
0
ex(σ+μ0)∂x
[
Mxhf
(
t, (x, ·))](y) dx
+ 2σ
∞∫
0
ex(σ+μ0)
[
Mx∂xhf
(
t, (x, ·))]dx
= −(σ +μ0)
[J hf (t, ·)](y)− [J ∂xhf (t, ·)](y),
from which the required result follows easily. 
Theorem 4.17. Let u be the solution to (4.10) constructed in Lemma 4.13. Then u ∈ UT . In fact,
there is a C(T ) < ∞ such that for each t ∈ (0, T )
2592 H. Pang, D.W. Stroock / Journal of Functional Analysis 255 (2008) 2579–2605∥∥∂mx u(t, ·)∥∥u  C(T )[(1 + t−m2 )‖f ‖u + (T − t)−2‖g‖u], m ∈ {1,2},∥∥∂my u(t, ·)∥∥u  C(T )[(1 + t−m2 )‖f ‖u + (T − t)−m‖g‖u],∥∥∂tu(t, ·)∥∥u  C(T )[(1 + t−1)‖f ‖u + (T − t)−1‖g‖u],∥∥∂x∂yu(t, ·)∥∥u  C(T )[(1 + t−1)(‖f ‖u + ‖g‖u)+ (T − t)−3‖g‖u].
Proof. Let {wn: n 0} be defined as in the proof of Lemma 4.13. By combining the estimates in
(4.15) with those in Lemma 4.16 and then applying Lemma 4.11, one sees that w ∈ C1,2((0, T )×
R;R) and that
∥∥∂yw(t, ·)∥∥u  C[(1 + log+ 1t
)
‖f ‖u + (T − t)−1‖g‖u
]
,
∥∥∂2yw(t, ·)∥∥u  C[(1 + t− 12 )‖f ‖u + (T − t)−2‖g‖u],∥∥∂tw(t, ·)∥∥u  C[(1 + log+ t− 12 )‖f ‖u + (T − t)−1‖g‖u]
for some C < ∞. Now recall that u(t, (x, y)) is given by (4.14), check that∥∥∂my hf (t, ·)∥∥u  ‖f ‖ut−m2 for m ∈ {1,2} and ∥∥∂thf (t, ·)∥∥ ‖f ‖ut−1,
and conclude from these and the preceding that u is continuous differentiable once in t and twice
in y with
∥∥∂yu(t, ·)∥∥u  C[(1 + t− 12 )‖f ‖u + (T − t)−1‖g‖u],∥∥∂2yu(t, ·)∥∥u  C[(1 + t−1)‖f ‖u + (T − t)−2‖g‖u],∥∥∂tu(t, ·)∥∥u  C[(1 + t−1)‖f ‖u + (T − t)−1‖g‖u].
To prove that u is continuously differentiable with respect x, again use (4.14) to see that it
there is no problem as long as x ∈ (0,∞) and that
∂xu
(
t, (x, y)
)= ∂xhf (t, (x, y))+ t∫
0
(∫
R
∂xq(t − τ, x, y′ − y)
(
vg(τ, y
′)+w(τ, y′))dy′)dτ
on (0, T )× (0,∞)×R. To show that the right-hand side has a continuous extension to (0, T )×
[0,∞)× R, note that
q(t, x, y) = −e−μ0x−
μ20
2 t ∂xg(t, x)g(t, y −μ2t),
and therefore that
∂xq(t, x, y) = −μ0q(t, x, y)− 2e−μ0x−
μ20
2 t ∂t g(t, x)g(t, y −μ2t).
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(T − t)−2, then one can use integration by parts to check that
−
t∫
0
(∫
R
∂xq(t − τ, x, y′ − y)ψ(τ, y′) dy′
)
dτ
= μ0
∞∫
0
(∫
R
q(t − τ, x, y′ − y)ψ(τ, y′)
)
dy′
+
t∫
0
g
(
t − τ, x +μ0(t − τ)
)
×
(∫
R
g(t − τ, y′ − y)(μ20 + 2∂τ − ∂2y′ − 2μ2∂y′)ψ(τ, y′) dy′)dτ.
Now apply this with ψ(t, y) = vg(t, y) + w(t, y) and use the estimates on vg , w, and their
derivatives to show that ∂xu exists as a continuous function on (0, T ) × R2+ and that it satisfies
the stated estimate.
To handle ∂x∂yu, let t ∈ (0, t) be given, and set s = t2 , fs = u(x, ·), and gs = S−σ(T−s)g.
Then, by the last part of Lemma 4.13, u(t, ·) = us(s, ·), where us is the solution corresponding
to fs and gs . Hence, ∂yu(t, ·) = u′s(s, ·), where u′s is the solution corresponding to ∂yfs and
∂ygs . But this means that ∂x∂yu(t, ·) = ∂xu′s(s, ·), and so the desired conclusion follows from the
preceding.
Finally, the existence and properties of ∂2xu(t, ·) following from the results already proved
combined with the equation ∂tu = 12u+μ · ∇u. 
5. Identification of the jump distribution
We now have the machinery to turn the heuristics in Section 3 into mathematics. Namely, the
required information is contained in the following application of the results in Section 4.
Theorem 5.1. Given an f ∈ Cb(R2+;R), extend f to R2+ by setting f (0, y) = [J f ](y) for y ∈ R.
Then there exists a unique uf ∈ U∞ ≡⋂T>0 UT satisfying (1.2). Moreover, Duf (t) = 0 for all
t  0, ‖uf ‖u  ‖f ‖u, and limt→∞ uf (t, ·) = 0 uniformly on compacts if μ0 < σ . Hence (cf.
Section 2),
uf (T , z) = E
[
f (ZζT ), ζT < ∞
] for all (t, z) ∈ [0,∞)× R2+.
Proof. By construction, Df vanishes. Hence, by taking g = 0, we can write Df = S−σT g for
every T > 0, and therefore, by Theorem 4.7, for each T > 0 there is a unique element of UT
which solves (1.2) in [0, T ) × R2+. Moreover, by uniqueness, these solutions are consistent and
therefore determine a unique element uf of U∞ which solves (1.2) on [0,∞)×R2+. In addition,
because g = 0, Duf (t) = 0 for all t  0.
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uniformly on compacts when μ0 < σ . The first of these is an application of the weak max-
imum principle. Namely, by the minimum principle, uf  [0,∞) × R2+ is dominated by
sup{uf (t, z): t = 0 or x = 0}. But, because Duf (t) vanishes for all t  0, uf (t, (0, y)) 
sup{uf (t, (x, y)): (x, y) ∈ R2+}, and so uf is dominated by ‖f ‖u. The same argument applied
to −f completes the proof that ‖uf ‖u  ‖f ‖u.
To prove that, when μ0 < σ , uf (t, ·) → 0 uniformly on compacts as t → ∞, begin by noting
that, because g = 0, (4.14) can be replaced by
(∗) uf
(
t, (x, y)
)= hf (t, (x, y))+ t∫
0
(∫
R
q(t − τ, x, y′ − y)[J uf (τ)](y′) dy′)dτ.
Hence, if vf (t, y) = [J hf (t)](y) and wf (t, y) = [J uf (t)](y), then wf (t, y) = vf (t, y) +
[Kwf ](t, y), where (cf. Lemma 4.11)
[Kψ](t, y) ≡
t∫
0
(∫
R
k(t − τ, y′ − y)ψ(τ, y′) dy′
)
dτ.
Because μ0 < σ , ‖k‖L1([0,∞)×R) = β ≡ μ0σ ∈ (0,1), and therefore ‖Kψ‖u  β‖ψ‖u. As a conse-
quence, we know that wf =∑∞m=1 Kmvf , where the series converges uniformly on [0,∞)×R2+.
In addition, it is easy to check that limt→∞ Kψ(t, ·) = 0 uniformly on compacts if ψ(t, ·) does.
Finally, because μ0 < 0,∥∥hf (t, (x, ·)∥∥u  ‖f ‖uP(Zτ ∈ R2+ for all τ ∈ [0, t] ∣∣Z0 = (x, y))→ 0
uniformly on compacts as t → ∞, and therefore limt→∞ vf (t, ·) = 0 uniformly on compacts.
Since this means that limt→∞ Kmvf = 0 uniformly on compacts for each m 1, it follows first
that limt→∞ |wf (t, ·)| = 0 uniformly on compacts and then, via (∗), that uf (t, ·) does also. 
Corollary 5.2. Set F0 = {f ∈ F : Df = 0}, and define Qt f = uf (t, ·) for t  0 and f ∈ F0.
Then {Qt : t  0} is a non-negativity preserving, contraction semigroup on F0 and (cf. Section 2)
[Qt f ](z) = E
[
f (Zζt ), ζt < ∞
∣∣Z0 = z].
In particular, for each y ∈ R and Γ ∈ B
R
2+ ,
P
(
Zζ0 ∈ Γ & ζ0 < ∞
∣∣Z0 = (0, y))= ∫
Γ
J (x′, y′ − y)dy′,
and so
P
(
ζ0 < ∞
∣∣Z0 = (0, y))= σ
σ ∧μ0 .
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t → ∞. Thus,
t ∈ [0, T ] 
→ uf (T −Ψt∧ζT ,Zt∧ζT ) ∈ R
is a martingale and therefore
uf (t, z) = E
[
f (Zζt ), ζt < ∞
∣∣Z0 = z].
Thus, all the remains is to note that, again by Theorem 5.1, Duf (t) = 0 for all t  0 and that, by
uniqueness, uf (s + t, ·) = ufs (t, ·) when fs = uf (s, ·). 
6. Non-negative solutions
We begin with the observation that if u ∈ UT is a solution to (1.2), then
u 0 ⇔ f  0 and Du(t) 0 on [0, T )× R. (6.1)
Indeed, the “only if” assertion is a simple application of the initial condition in (1.2) and of (2.1).
To prove the “if” assertion, note that, because both Du(t), and J u(t) are non-negative, so is
u(t, (0, ·)), and therefore, since hf is also non-negative, (4.9) implies that u must be also.
Unfortunately, when the solution does not exist for all time, we have been unable find an
effective condition on f itself for determining when u will be non-negative during the time
interval on which it exists. Thus, we will restrict our attention to solutions which exist for all
time, in which case we have a complete answer. Namely, we will prove the following statement.
Theorem 6.2. Let f ∈ F . Then there exists a non-negative u ∈ U∞ satisfying (1.2) on [0,∞) ×
R2+ if and only if f  0 and Df is a non-negative constant.
The sufficiency is quite easy. Namely, if f  0 and Df is a non-negative constant α, set
v(t, y) = αe2σ(μ0−σ)+t .
Then v(t2) = S−σ(t2−t1)v(t1) for t1  t2 and v(0) = Df . Hence, for each T > 0 we can take
g = v(−T ) in Theorem 4.7 and thereby produce a solution u up until time T . Moreover, because
f  0 and Du(t) = S−σ(T−t)gT = v(−t)  0, u  0, by (6.1). Finally, since, as T increases,
these solutions are consistent, we get a non-negative solution u for all time.
The necessity is more challenging. Indeed, given a solution non-negative solution u for all
time, although we know that f  0 and that Du(t) 0 for all t  0, further work is required to
see that Df is constant. For this purpose, set
v(t, y) =
{
Du(−t) if t ∈ (−∞,0],
S−σ tDf if t  0.
Then, v is bounded on [0,∞)× R and v(t, ·) → 0 as t → ∞. Moreover, by Lemma 4.5,
∂2t v + 2σ(σ −μ0)∂tv + σ 2∂2y v + 2σ 2∂yv = 0. (6.3)
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w(t, y) = e(σ−μ0)t−μ2yv
(
− t
σ
, y
)
,
then w = R2w in R2, where R =
√
(σ − ν0)2 +μ22. Because w  0, a trivial rescaling of the
main theorem in [1] says that
w(t, y) =
∫
|ω|=R
eω·yν(dω),
where ν is a finite Borel measure on the circle of radius R centered at the origin. Hence,
v
(
− t
σ
, y
)
= e(μ0−σ)t+μ2y
∫
|ω|=R
eω·yν(dω).
Because v(0, ·) is bounded, ν must be supported on the two-point set {±(μ0 − σ),−μ2}. Thus,
v(t, y) = αe2σ(μ0−σ)t + β
for some choice of α,β ∈ R. If μ0 < σ , then, because v  [0,∞) × R is bounded, α = 0, and,
because v(0,0) 0, β  0. If μ0 > σ , then, because v(t, ·) → 0 as t → ∞, β = 0, and, because
v(0,0)  0, α  0. If μ0 = σ , v ≡ α + β and α + β = v(0,0)  0. Thus, in any case, Du(t)
equals a non-negative constant times e−2σ(μ0−σ)+t , which is more than enough to complete the
proof of Theorem 6.2.
7. Growth of solutions
In [5] (cf. Theorem 3.2 there) we showed that solutions to (1.1) have definite growth properties
as t → ∞, but such a result does not hold here. To wit, for λ > 0, define α(λ) and β(λ) to be the
real and imaginary parts of
σ(σ −μ0)−
√
σ 2(σ −μ0)2 + σ 2λ2 −
√−1 2μ1λ,
set vλ(t, y) = eα(λ)t cos(β(λ)t + λy), and check that vλ(t2, ·) = St2−t1u(t1) for all t1 < t2. This
last can be seen either by direct calculation or from the fact that, for each t1 ∈ R, t ∈ [0,∞) 
→
vλ(t1 + t, ·) is the only solution to (6.3) which equals vλ(t1, ·) when t = 0 and tends to 0 as
t → ∞. In any case, there is a unique solution uλ ∈ U∞ to (1.2) in [0,∞) × R2+ with initial
condition 0 on R2+ and cos(λy) on {0} × R. Moreover, because Duλ(t) = v(−t, ·) and α(λ)λ → 1
as λ → ∞, this shows that there are solutions with arbitrarily large exponential growth rates.
With the preceding discussion in mind, it is interesting to that the behavior in [5] alluded to
above returns if one insists that u be semi-bounded. Namely, we have the following statement.
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[0,∞)× R2+. If uf is bounded below, then Df is a constant α ∈ R. Moreover, as t → ∞,
μ0 < σ ⇒ uf (t, ·) → μ0
μ0 − σ α,
μ0 = σ ⇒ t−1uf (t, ·) → 2σ 2α,
μ0 > σ ⇒ e2σ(μ0−σ)tuf (t, ·) → μ0 − 2σ
μ0 − σ e
−2(μ0−σ)xα
uniformly on compacts. In particular, α  0 if μ0  σ .
Proof. By first adding a constant to uf to make it non-negative, one can apply Theorem 6.2 to
see that Df must be some constant α.
Next, take f0 ∈ F so that f0(0, ·) = 1 and f0 R2+ = 0. Obviously, Df0 = 1, and so uf0 ∈ U∞
exists. In fact, uf0 must be independent of y, and so Theorem 3.2 in [5] applies to it and says
that it has the growth properties listed above. Now, consider f¯ = f − αf0. Because Df¯ = 0, we
know that uf¯ is bounded and tends to 0 uniformly on compacts if μ0 < σ . Finally, because, by
uniqueness, we know that uf = uf¯ + αuf0 , the stated result follows. 
8. An interesting Harnack principle
As was shown in [5], non-negative solutions to (1.1) satisfy a surprising Harnack principle.
Namely, although the equation looks parabolic and therefore one expects the associated Harnack
principle to be unidirectional in time, the Harnack satisfied by solutions to (1.1) is “elliptic” in
the sense that it ignores the direction of time. In this concluding section, we will show that non-
negative solutions to (1.2) also satisfy such a Harnack principle. To be precise, we will prove the
following theorem.
Theorem 8.1. Set C((T ,Y );R) = (T − R2, T + R2) × [0,R) × (Y − R,Y + R) for T ,Y ∈ R.
Then there exists a map
(θ, σ,μ) ∈ (0,1)× (−∞,0)× R2 
→ K(θ,σ,μ) ∈ (1,∞)
such that
u(t, z)K(θ,Rσ,Rμ)u(t ′, z′) for all (t, z), (t ′, z′) ∈ C((T ,Y ); θR)
whenever u ∈ C1,2(C((T ,Y );R); [0,∞)) which satisfies
∂tu = 12u+μ · ∇u in C
(
(T ,Y );R) and
∂tu
(
t, (0, y)
)= σ∂xu(t, (0, y)) for (t, y) ∈ (T −R2, T +R2)× (Y −R,Y +R).
Although the argument here is essentially the same as the one outlined in [5], the outline there
is somewhat sketchy, and so we will give the full proof here.
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Thus, we will restrict our attention to this case and will use C to denote the cube C((0,0);1).
Recall the notation introduced at the beginning of Section 2, and denote by P(ψ,z) the distribu-
tion of the process t  (Ψt ,Zt ) conditioned on (Ψ0,Z0) = (ψ, z). Next set e = inf{t  0: Zt /∈
[0,1)× (−1,1)}, hX0 = inf{t  0: Xt = 0}, and define
Q
(
t, (ψ, z),Γ
)= P(ψ,z)((Ψt ,Zt ) ∈ Γ & e > t  hX0 ),
The key estimate which makes our argument work is contained in the following lemma.
Lemma 8.2. For each σ < 0, μ ∈ R, and θ ∈ (0,1), there exists a 0 < δ  1−θ25 and an  > 0
such that1
Q
(
3δ, (ψ, z),Γ
)
 |Γ | for all (ψ, z) ∈ R × [0, θ ] × [−θ, θ ]
and measurable Γ ⊆ [ψ − δ,ψ + 3δ] ×
[
0,
1 + θ
2
]
×
[
−1 + θ
2
,
1 + θ
2
]
.
Proof. Let z = (x, y) ∈ [0, θ ] × [−θ, θ ] be given.
First observe that
Q
(
t, (ψ, z), dψ ′ × dx′ × dy′)= Q1(t, (ψ,x), dψ ′ × dx′)Q2(t, y, dy′)
where
Q1
(
t, (ψ,x), dψ ′ × dξ ′)≡ P(ψ,(x,0))(Ψt ∈ dψ ′, Xt ∈ dx′, e1 > t  hX0 ),
and
Q2(t, y, dy
′) ≡ P(0,(0,y))(Yt ∈ dy′, e2 > t),
with e1 and e2, respectively the first exit times of X from [0,1) and Y from (−1,1). Since
Q2(t, y, dy′) = hˆ2(t, y, y′) dy′ where hˆ2 is the heat kernel for 12∂2y + μ2∂y in (0,∞) ×
(−1,1) which vanishes at the spacial boundary, it suffices for us to find δ and  so that
Q1(3δ, (ψ,x),Γ ) |Γ | for (ψ,x) ∈ R × [0, θ ] and Γ ⊆ [ψ − δ,ψ + 3δ] × [0, 1+θ2 ]. Further,
by translation invariance, we may and will take ψ = 0.
Next note that, for all δ > 0,
Q1
(
3δ, (0, x),Γ
)= EP(0,(x,0)[Q1(3δ − hX0 , (−hX0 ,0),Γ ), hX0  δ ∧ e1].
Thus, since
1 We use |Γ | to denote the Lebesgue measure of a measurable set Γ .
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x∈[0,θ]P(0,(x,0))
(
hX0  δ ∧ eX[0,1)
)
 inf
x∈[0,θ]P
(
∃t  δ x +Bt +μ1t = 0 & sup
τt
(x +Bτ +μ1τ) < 1
)
> 0
we need only find δ and  so that
Q1
(
t, (−t,0),Γ ) |Γ | for 2δ  t  3δ and Γ ⊆ [−δ,3δ] × [0, 1 + θ
2
]
. (8.3)
To see how to choose δ and  so that (8.3) holds, we use
Q1
(
t, (−t,0), dψ × dx)
= E
[
eμ1Bt−
μ21
2 t , Bt −mt ∈ dx, σ−1mt − 2t ∈ dψ, & sup
τt
(Bτ −mτ) < 1
]
 e−|μ1|−
μ21 t
2 P
(
Bt −mt ∈ dx, σ−1mt − 2t ∈ dψ, & Mt −mt < 1
)
,
where mt ≡ min{Bτ : τ  t} and Mt ≡ max{Bτ : τ  t}. By the reflection principle, we know
that, for a < 0 < b and a  β  b,
P(mt > a, Bt  β, Mt < b) =
β∫
a
ft (a, ξ, b) dξ,
where
Ft(a,β, b) ≡ 1
b − a
∑
n∈Z
[
g
(
t
(b − a)2 ,
β
b − a + 2n
)
− g
(
t
(b − a)2 ,
β − 2a
b − a − 2n
)]
=
∑
n∈Z
[
g
(
t, β + 2n(b − a))− g(t, β − 2a − 2n(b − a))].
In particular, if
ft (a,β, b) ≡ −
∑
n∈Z
∂a∂bFt (a,β, b)
= 4
(2πt5)
1
2
∑
n∈Z
[
n2
(
β + 2n(b − a))2e− (β−2n(b−a))22t
− n(n− 1)(β − 2a − 2n(b − a))2e− (β−2a−2n(b−a))22t ]
+ 4
(2πt3)
1
2
∑
n∈Z
[
n(n− 1)e− (β−2a−2n(b−a))
2
2t − n2e− (β+2n(b−a))
2
2t
]
when a < 0 < b and a < β < b, and ft (a,β, b) = 0 otherwise, then
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and therefore that
Q1
(
t, (−t,0),Γ ) |σ |e−|μ1|−μ212 1+σ(ψ+2t)∫
(x+σ(ψ+2t))+
ft
(
σ(ψ + 2t), x + σ(ψ + 2t), b)db.
Examination of the terms in the expression for ft (a,β, b) reveals that there is a T > 0 such
that
ft (a,β, b)
(
2
πt5
) 1
2
(
1 − θ
2
)2
e−
2
t
for all t ∈ (0, T ], a < 0 < b with 1 + θ
2
 b − a  1, and a  β  b.
Hence, if δ = T ∧ 1−θ36|σ | ∧ 1−θ
2
5 , then δ <
1−θ
4 and
Q1
(
t, (−t,0),Γ ) |σ |e−|μ1|−μ212 ( 2
π(2δ)5
) 1
2
(
1 − θ
4
)3
e−
2
δ |Γ |
for all 2δ  t  3δ and Γ ⊆ [−δ,3δ] × [0, 1+θ2 ]. 
Lemma 8.4. Let δ > 0 be as in Lemma 8.2, and set
I1(θ) =
[
0,
1 + θ
2
]
, I2(θ) =
[
−1 + θ
2
,
1 + θ
2
]
, and I (θ) = I1(θ)× I2(θ).
Then there is an α > 0 such that
u(ψ, z) α
[ ∫
I2(θ)
u
(
ψ + 2δ, (0, y′))dy′ + ∫ ∫
[ψ−δ,ψ+2δ]×I (θ)
u(ψ ′z′) dψ ′ dz′
]
for all (ψ, z) = (ψ, (x, y)) ∈ C(θ) ≡ [0, θ2] × ([0, θ ] × [−θ, θ ]).
Proof. Refer to the notation used above, let hΨψ be the first time Ψ hits ψ , and set ζ = e∧hΨψ+2δ .
Then, because [ψ − 3δ,ψ + 2δ] × [0,1)× (−1,1) ⊆ C and P(XhΨψ+2δ = 0 | h
Ψ
ψ+2δ < ∞) = 1,
u(ψ, z) EP(ψ,z)
[
u(Ψ3δ∧ζ ,Z3δ∧ζ )
]
 EP(ψ,z)
[
u
(
ψ + 2δ, (0, YhΨψ+2δ )), hΨψ+2δ  3δ ∧ e]
 EP(ψ,z)
[ ∫
I2(θ)
u
(
ψ + 2δ, (0, y′))hˆ2(hΨψ+2δ, y, y′)dy′, Ψ3δ ψ + 2δ & hX0  3δ < e1].
Since, for each 0 < t  3δ,
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inf
(τ,y)∈[t,3δ]×[−θ,θ]
∫
I2(θ)
u
(
ψ + 2δ, (0, y′))Q2(τ, y, dy′) α(t) ∫
I2(θ)
u(ψ + 2δ, y′) dy′,
and, by Lemma 8.2,
P(ψ,z)(Ψ3δ  2δ & e1 > 3δ) δ
∣∣I (θ)∣∣,
we will know that u(ψ, z) dominates a positive constant times the required integral over I2(θ)
once we check that
lim
t↘0 P(ψ,z)
(
hΨψ+2δ  t < e1
)= 0
uniformly for (ψ, z) ∈ C(θ). But, since (cf. the notation used in the proof of Lemma 8.2)
P(ψ,z)
(
hΨψ+2δ  t < e1
)
 EP
[
eμ1Bt−
μ21 t
2 , σ−1(x +mt)− t  2δ & e1 > t
]
 e|μ1|P(x +mt  2σ t),
this is trivial.
To prove that u(ψ, z) dominates a positive constant times the required integral over [ψ − δ,
ψ + 2δ] × I (θ), this time take ζ = hΨψ+5δ ∧ e, remember that [ψ − 3δ,ψ + 5δ] × [0,1) ×
(−1,1) ⊆ C, and conclude from Lemma 8.2 that
u(ψ, z) EP(ψ,z)
[
u(Ψ3δ,Z3δ), h
X
0  3δ < hΨψ+5δ ∧ e
]
 EP(ψ,z)
[
u(Ψ3δ,Z3δ), Ψ3δ < ψ + 2δ & hX0  3δ < e
]
 
∫ ∫
[ψ−δ,ψ+2δ]×I (θ)
u(ψ ′, z′) dψ ′ dz′,
since
P(ψ,z)
(
Ψ3δ ψ + 2δ & hΨψ+5δ  3δ
)= 0. 
Before completing the proof of Theorem 8.1, we need the following calculations:
P(ψ,z)
(
Ψt ∈ dψ ′, Zt ∈ dz′, hX0 > t
)= δ{ψ−t}(dψ ′)hˆ(t, z, z′) dz′ and
P(ψ,z)
(
(Ψt ,Zt ) ∈ dψ ′ × dz′, hX0  t
)= h˜(t, (ψ, z), (ψ ′, z′))dψ ′ dz′,
where
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with hˆ1(t, x, x′) = eμ1(x′−x)−
μ21 t
2
(
g(t, x′ − x)− g(t, x′ + x)) and
h2(t, y, y
′) = g(t, y′ − y −μ2t),
and
h˜
(
t, (ψ, z), (ψ ′, z′)
)= h˜1(t, (ψ, z), (ψ ′, z′))h2(t, y, y′)
with h˜1
(
t, (ψ, z), (ψ ′, z′)
)= 2|σ |1[0,t)(ψ −ψ ′)
t
(
x′ + x + |σ |(ψ ′ −ψ + t))
× eμ1(x′−x+|σ |(ψ ′−ψ+t))+μ2(y′−y)− |μ|
2 t
2
× g(t, x′ + x + |σ |(ψ ′ −ψ + t)).
The first of these is completely straight-forward, since P(ψ,z)(Ψt = ψ − t | hX0 > t) = 1 and
P(ψ,z)
(
Zt ∈ dz′, hX0 > t
)
= P((x +Bt +μ1t, y +B ′t +μ2t) ∈ dz′ & x +Bτ > 0 for τ  t).
To check the second, first note that
P(ψ,z)
(
(Ψt ,Zt ) ∈ dψ ′ × dz′, hX0  t
)
= P(ψ,z)
(
(Ψt ,Xt ) ∈ dψ ′ × dx′, hX0  t
)
h2(t, y, y
′) dψ ′ dx′ dy′.
Next, using mt = minτt Bτ , we have
P(ψ,z)
(
(Ψt ,Xt ) ∈ dψ ′ × dx′, hX0  t
)
= EP[eμ1Bt−μ21 t2 , ψ + σ−1(x +mt)− t ∈ dψ ′, x +Bt −mt ∈ dx′, x +mt  0],
and
EP
[
eμ1Bt , ψ + σ−1(x +mt)− t ψ ′, Bt −mt  x′, x +mt  0
]
=
∫ ∫
aσ(ψ ′−ψ+t)+−x
β−ax′
eμ1βP(mt ∈ da, Bt ∈ dβ).
Hence, the desired result follows from the reflection principle, which, in this case, says that
P(mt  a & Bt  β) = P(2a −Bt  β) for a  0 and β  a.
Proof of Theorem 8.1. Take δ as in Lemma 8.1. We will show that if (ψ1, z1) and (ψ2, z2) are
elements of C(θ) with |ψ2 − ψ1| δ2 , then u(ψ2, z2)Au(ψ1, z1) for some A ∈ (1,∞) which
depends only on σ , μ, and θ . Clearly, the theorem follows from this with K = A 4δ .
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u(ψ2, z2)A
[ ∫
I2(θ)
u(ψ1 + 2δ, z′) dz′ +
∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
u(ψ ′, z′) dψ ′ dz′
]
. (8.5)
For this purpose, choose ρ ∈ C∞(R2; [0,1]) so that ρ = 1 on [0, 1+3θ4 ] × [− 1+3θ4 , 1+3θ4 ] and
ρ = 0 off [0, 1+2θ3 ] × [− 1+2θ3 , 1+2θ3 ], and set v = ρu and w = 12v + μ · ∇v − ∂tv. Then, for
t  δ2 ,
u(ψ2, z2) = EP(ψ2,z2)
[
v(Ψt∧ζ ,Zt∧ζ )
]− EP(ψ2,z2)[ t∧ζ∫
0
w(Ψτ ,Zτ ) dτ
]
(8.6)
where ζ = hΨψ1+2δ . Clearly, the first term on the right-hand side is the sum of the three terms
E
P(ψ2,z2)
[
v(ψ2 − t,Zt ), hX0 > t
]

∫
I (θ)
u(ψ2 − t, z′)hˆ(t, z, z′) dz′  t−1
∫
I (θ)
u(ψ2 − t, z′) dz′,
EP(ψ2,z2)
[
v(Ψt ,Zt ), h
X
0  t < ζ
]

∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
u(ψ ′, z′)h˜
(
t, (ψ2, z), (ψ
′, z′)
)
dψ ′ dz′
 t− 32
∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
u(ψ ′, z′) dψ ′ dz′,
and
E
P(ψ2,z2)
[
v
(
ψ1 + 2δ, (0, Yζ )
)
, ζ  t
]
 EP(ψ2,z2)
[ ∫
I2(θ)
u(ψ1 + 2δ, y′)h2(ζ, y, y′) dy′, ζ  t
]
=
δ
2∫
0
( ∫
I2(θ)
u(ψ1 + 2δ, y′)h2(τ, y, y′) dy′
)
P(ψ2,z2)(ζ ∈ dτ).
Moreover, since h2(τ, y, y′) τ−
1
2 and
P(ψ2,z2)(ζ  τ) P
(
mτ  σδ + |μ1|τ
)
 e−
(|σ |δ−|μ1|τ )2
2τ when τ  |σ |δ|μ1| ,
this third term is dominated by a constant times
∫
I2(θ)
u(ψ1 + 2δ, (0, y′)) dy′. Hence, we now
know that
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P(ψ2,z2)
[
v(Ψt∧ζ ,Zt∧ζ )
]
 C
[ ∫
I2(θ)
u
(
ψ1 + 2δ, (0, y′)
)
dy′ + t−1
∫
I (θ)
u(ψ2 − t, z′) dz′
+ t− 32
∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
u(ψ ′, z′) dψ ′ dz′
]
for 0 < t  δ
2
. (8.7)
To estimate the second term on the right-hand side of (8.6), first write it as
t∫
0
E
P(ψ2,z2)
[
w(Ψτ ,Zτ ), ζ > τ
]
dτ.
Next, write EP(ψ2,z2)[w(Ψτ ,Zτ ), ζ > τ ] as the sum of
E
P(ψ2,z2)
[
w(ψ2 − τ,Zτ ), hX0 > τ
]= ∫
I (θ)
w(ψ2 − τ, y′)hˆ(τ, z, z′) dz′
and
E
P(ψ2,z2)
[
w(Ψτ ,Zτ ), h
X
0  τ < ζ
]= EP(ψ2,z2)[w(Ψτ ,Zτ ), hX0  τ & Ψτ ψ1 + 2δ]
− EP(ψ2,z2)[w˜(τ, ζ ), ζ  τ & Ψτ ψ1 + 2δ],
where
w˜(τ, ξ) = EP(ψ1+2δ,0)
[∫
w
(
Ψτ−ξ , (Xτ−ξ , y′)
)
h2(τ, y, y
′) dy′, Ψτ−ξ ψ1 + 2δ
]
=
∫ ∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
w
(
ψ ′, (x′, y′)
)
× h˜1
(
τ − ξ, (ψ1 + 2δ,0), (ψ ′, x′)
)
h2(τ, y, y
′) dψ ′ dx′ dy′.
In order handle these expressions, note that w = ρ˜u + ∇ρ · ∇u, where ρ˜ = 12ρ + μ · ∇ρ.
Therefore w(ψ ′, z′) = 0 unless
z′ ∈ J (θ) ≡
([
0,
1 + 2θ
3
]
×
[
−1 + 2θ
3
,
1 + 2θ
3
]) ∖ ((
0,
1 + 3θ
4
)
×
(
−1 + 3θ
4
,
1 + 3θ
4
))
.
Hence z′  hˆ(τ, z, z′) and z′  h˜1(τ − ξ, (ψ1 + 2δ,0), (ψ ′, x′))h2(τ, y, y′) are both smooth
functions whose derivatives are bounded on J (θ) uniformly for (τ, z) ∈ (0, δ2 ) × C(θ) and ξ ∈[0, t]. Therefore, after integrating by parts to move the gradient off of u, one arrives at
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P(ψ2,z2)
[ t∧ζ∫
0
w(Ψτ ,Zτ ) dτ
]
 C
[ ∫
I2(θ)
u
(
ψ1 + 2δ, (0, y′)
)
dy′ +
∫ ∫
[ψ1−δ,ψ1+2δ]×I (θ)
u(ψ ′, z′) dψ ′ dz′
]
for all 0 < t  δ2 . Finally, after combining this with (8.7) and then averaging over t ∈ [ δ4 , δ2 ], one
sees that (8.5) holds for some A< ∞. 
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