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0. INTRODUCTION 
Quantum information theory has sparked new interest in the geometry of Hilbert 
space and of the algebra of operators on it. Two geometric onfigurations which 
have received particular attention are mutually unbiased bases [18,40,4,8,20,23, 
29-32,38,39], and nice error bases [21,19,35]. The goal of this note is to point out 
some natural connections that hese notions have with each other, via group theory, 
especially the theory of induced representations as developed by Mackey [24-26]. 
The theory of mutually unbiased bases has also been linked to finite geometries, 
especially projective lines. We will also show that this point of view is naturally 
encompassed by the group theory. In particular, the representation theory of the 
Heisenberg roup (or Weyl-Heisenberg group), and an associated representation, 
known as the oscillator representation or Weil representation [10,13,14], of the 
symplectic group over finite fields, is strongly implicated in most constructions of
nice error bases and mutually unbiased bases. In turn, the oscillator representation 
connects naturally with finite geometries. The Heisenberg roup (over the real 
numbers) and the oscillator epresentation appear naturally in the foundations of 
quantum echanics [27,33]. It is intriguing to see the finite versions of these objects 
resurface in this quite different context. 
We recall the definitions of mutually unbiased bases and nice error bases. 
Two orthonormal bases {Ui: 1 <<. i <<. n} and {/)i: 1 ~< i ~< n} of an n-dimensional 
Hilbert space V are said to be mutually unbiased if the inner products (ui, v j) all 
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have absolute value 1/,,/~. A unitary basis for the algebra B(V) of operators on V 
is a collection Uk, for 1 ~< k ~< n 2, of unitary operators on V, which are mutually 
orthogonal with respect to the Hilbert-Schmidt inner product (A, B) = tr(B*A) for 
A, B in B(V). Here tr indicates the usual trace of an operator. It is known (cf. 
Example 2.1.6) that, in all dimensions n, unitary bases exist which define groups in 
PU(V), the projective unitary group of V. (This is the group of unitary operators 
on V, except hat operators which are scalar multiples of each other are considered 
the same.) In particular Heisenberg roups [35,36,24] (of. also Section 4), provide 
the simplest examples of such unitary bases. A unitary basis which projects to a 
group in PU(V) has been called a nice error basis [21], or a unitary basis of group 
type [35]. (Thus, the notion of nice error basis is inherently group-theoretic.) It is 
explained in [ 19] that a wide variety of solvable groups can define good error bases. 
Early papers [40] gave constructions of mutually unbiased bases using construc- 
tions based on finite fields, and recently there have been several papers [11,30-32, 
38,39,8] making more explicit the relevance of finite fields for constructing sets 
of mutually unbiased bases. A goal of this note is to reinforce this trend in a 
strong way: we will describe how group representations naturally produce pairs of 
mutually unbiased bases. This is especially so of the finite Heisenberg groups. They, 
and the associated representations of symplectic groups over finite fields (or more 
generally, rings) can be used to construct large families of orthonormal bases, any 
typical pair of which are mutually unbiased. These bases are naturally parametrized 
by geometric structures over finite fields. 
In some sense, the Heisenberg roup over the field Z/p, of integers modp, is 
the best group for constructing mutually unbiased bases. See Section 4.2 for a 
more precise statement. It is hoped that these ideas can confirm the trend in recent 
literature to set the construction of Wootters and Fields [40], when n is a prime 
power, of sets of n + 1 orthonormal bases, each unbiased with respect o all the 
others, in a group-theoretical ontext, and that it will serve to reconcile the finite 
geometry viewpoint with the group theoretical one. Unfortunately, none of this 
discussion sheds light on the issue of constructing many mutually unbiased bases 
in dimensions which are not prime powers. See Section 5.4 for a precise statement. 
1. MUTUALLY UNBIASED BASES, MUTUALLY UNBIASED PARTITIONS OF THE IDENTITY, 
ETC. 
1.1. Partitions of the identity 
By a partition of the identity on a Hilbert space V, we will mean a collection P = 
{P~: ot c A] of orthogonal projections on V, labeled by elements in a set A, such 
that 
(i) P~ P~ = 0 for any pair ot #/~ in A, 
(ii) Za6A ea = I, the identity operator. 
If {P~: ot E A} is a partition of the identity, then the images V~ = P~(V) are a 
collection of mutually orthogonal subspaces, and V is the direct sum of the V~. 
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Clearly also, such a collection of subspaces gives rise to a partition of the identity, 
made of the orthogonal projections to the subspaces. 
I fP  = {P~: ot c A} is a partition of the identity, we will say it is equidimensional 
if all the projections P~ have the same rank; that is, their images all have the same 
dimension. We will call P maximal if all the P~ have rank one. Then the associated 
subspaces give a decomposition f H into a direct sum of lines. 
Given a partition of the identity P = {P~: o~ ~ A} and an orthonormal basis B = 
{u j: 1 <~ j <<. dim V} of V, we will say that B is compatible with P provided that for 
each u j, there is a P~ in the partition such that P~(uj) = uj. This P~ is necessarily 
unique. If P is maximal, then the uj are determined up to scalar multiples. In this 
case, there is only one uj for each P~ in P. 
1.2. Mutually unbiased partitions 
Given two partitions of the identity, P = {P~: a 6 A} and Q = {Q~: fl 6 B}, on a 
Hilbert space V, we will call P and Q mutually unbiased providing that 
dim(P~(V))dim(Q~(V)) rank(P~) rank(Q~) 
tr(O~ P~) = = 
dim V dim(V) 
In connection with this definition, note that tr(Q~ P~) = tr(P~ Q~) is always a non- 
negative real number. 
The following fact should be clear. 
Proposition. l f P  = {P~: ot 6 A} and Q = {Q~: fl c B} are both maximal and 
if {u j} is an orthonormal basis compatible with P, and {vk} is an orthonormal 
basis compatible with Q, then these bases are mutually unbiased if and only if the 
partitions P and Q are mutually unbiased. 
Thus, mutually unbiased partitions of the identity constitute a loosening of the 
notion of mutually unbiased bases. Sets of mutually unbiased equidimensional 
partitions of the identity are considered in [41], where they are called "affine 
quantum designs". 
The following easy result will be useful. 
1.3. Proposition. Let P = {Pu: ot 6 A} and Q = {Q~: fi 6 B} be two equidimen- 
sional partitions of the identity. Then P and Q are mutually unbiased if and only if 
tr(Q~ Pa) is independent ofor and ft. 
Proof. Since P and Q are both equidimensional, necessity is obvious from the 
definition of mutually unbiased. To show sufficiency, consider the sum 
~tr (Q~P~)=tr (Q~(~ P~)) =tr(Q~l)=tr(Q~)=dim(Q~(V)). 
Since the number of summands i dim H dim(Pa(H))' and all the summands have the same 
value, this value must indeed be the value required by mutual unbiasedness. [] 
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1.4. Blockwise mutually unbiased partitions 
We also want a further extension of the idea of mutual unbiasedness. Given two 
partitions of the identity P = {P~: ot E A} and R = {Re: y ~ C}, we say that P is a 
refinement of R if each subspace V~ = P~ (V) is a subspace of one of the subspaces 
W~, = R× (V). This may be expressed directly in terms of the projections by saying 
that, for each P~, there is a (necessarily unique) Ry such that R× Pu = Pc~. In this 
situation, we will say that P~ refines R e. If P refines R, then for each y c C, the 
projections of P which refine R e define a partition of the identity for R× (V). We 
will denote this partition of the identity by R× (P). 
Note that an orthonormal basis B = {uj: 1 <<. j <<. dimV} defines a unique 
maximal partition P , .  It is easy to check that the basis B is compatible with the 
partition P in the sense of Section 1.1 if and only if PB is a refinement of P. 
Consider three partitions P = {P~: ot ~ A}, Q = {Q~: fl ~ B} and R = {R×: y 
C}. Suppose that both P and Q are refinements of R. We will say that P and Q are 
blockwise mutually unbiased relative to R if, for any y in C, the partitions of unity 
R× (P) and R× (Q) of Ry (V) are mutually unbiased in the sense of Section 1.2. Of 
course, if P~ and Qt~ refine different elements of R, we must have Q/~ Pa = 0, hence 
afortiori tr(Q~P~) = O. 
2. MUTUALLY UNBIASED PARTITIONS IN INDUCED REPRESENTATIONS 
2.1. Induced representations 
Recall the definition of induced representation [25,17,1]. Let G be a group, and 
H C G a subgroup. Let (r : H --+ U(V)  be a unitary representation f H on an 
m-dimensional Hilbert space V. The representation 
(2.1.1) p = ind~H cr 
of G induced from cr on H is defined as follows. The Hilbert space of p is the space 
(2.1.2) U(V, G, or) = U 
of all functions f : G --+ V satisfying the transformation law 
(2.1.3) f (hg)  ---- ( r (h) f (g)  
for any h in H and g in G. The action of G is given by right translation: 
(2.1.4) p(g) ( f (x ) )  = f (xg)  
for x and g in G. 
The inner product on U is 
(2.1.5) (f, f')---- E (f(x), f'(x)). 
xcGIH 
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Here f and f~ are in U. The round brackets (f, f ' )  indicates the inner product of 
f and f '  as elements of U(V, G, ~r), and the round brackets ( f(x) ,  f (x ) )  indicates 
the inner product in V of the values of f and f ,  at x. In this formula, we choose any 
representative x in each coset Hx. The transformation law defining U guarantees 
that the value ( f (x) ,  f1(x)) is independent of this choice. 
2.1.6. Example. Let {e j: 1 <<. j <~ n} be an orthonormal basis for a Hilbert space 
U. Given three non-negative integers a, b and c, define an operator h(a, b, c) on U 
by the formula 
h(a, b, c)(ej) e 2zri -(J+--an)b+c : e j+a ,  
where j + a is interpreted modulo n. It is easy to check that the operators h (a, b, c) 
constitute a group acting on U, and this action is induced from the abelian subgroup 
consisting of the operators h(0, b, c), by the character h(0, b, c) -+  e 2n ic  . These 
operators are called the Heisenberg roup, or a Heisenberg-Weyl system [35,36, 
24], etc. In the terminology of Section 4, this is the Heisenberg roup H1 (Z/(n)) of 
rank one attached to the finite ring Z/(n) of integers modulo n. 
2.2. Systems ofimprimitivity 
According to the formula for the inner product in ind~ or, the space U(V, G, a) 
is the orthogonal direct sum of the spaces of functions Uux = Ux supported 
on individual cosets Hx. The functions supported on a given coset Hx are 
isomorphic to V, under the mapping f --~ f (x) .  However, this mapping is of course 
not H-invariant. We will call the decomposition U ~- Y~x~C/~I Ux the system of 
imprimitivity [24-26,17] associated to (H, a). We will also use this name for the 
partition of the identity 
(2.2.1) P(G, H, or) = {Px: x E G/H}, 
where Px is the orthogonal projection to the space Ux. 
Note that the action of G on U permutes the Ux. Precisely, we see from formula 
(2.1.4) that p(g)(Ux) = Uxg-1. The space Ue (where e is the identity element of G) 
is invariant under H, and the action of H on Ue is naturally isomorphic to ~. These 
facts can also be expressed in terms of the partition P(G, H, cr). We have 
(2.2.2) gPxg -1 = Pxg-1 .  
In this formula, we abuse notation by denoting the operator p(g) on U(G, H, or) 
simply as g. Note that since H preserves Ue, we have hPeh -1 = Pc, or hPe = Peh. 
In case V is one-dimensional, we can think of it as C, the complex numbers, and 
then the functions in U will be complex-valued. Representations i duced from one- 
dimensional representations are called monomial. One-dimensional representations 
are given by homomorphisms 7t : G --+ C. They are also sometimes referred to as 
characters. When p is monomial, the spaces Ux are just one-dimensional. A unit 
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vector chosen from each one will define an orthonormal basis for U. This is called 
the imprimitivity basis, or monomial basis associated to (H, ~p). In this basis, the 
matrices for the action of p are monomial matrices: matrices with only one non- 
zero entry in each row and column. The non-zero entries have absolute value 1 
("permutations with a phase"). This is the situation in Example 2.1.6. 
We observe that, as a corollary of this discussion, we have the dimension formula 
(2.2.3) d im( ind ia)  =#(G/H)  dima. 
Notice that the system of imprimitivity P(G, H, o-) is equidimensional. I f  o- is 
one-dimensional, then P(G, H, a) is complete. 
2.3. Pairs of transverse subgroups 
Given two subgroups H1 and/-/2 of a group G, we will say that the Hj are mutually 
transverse if H1H2 = G. That is, there is only one (H1, He) double coset in G. 
Lemma. (a) Mutual transversality is a symmetric relationship: if (HI, H2) are 
mutually transverse, then so are (//2, H1). 
(b) I f  Hi, j = 1, 2, are a mutually transverse pair of subgroups of G, and if 
H~ = gj Hjgf  1 is conjugate to Hj, then the H~ are also mutually transverse. 
Proof. (a) I f  (H1//2) are mutually transverse, then for any g 6 G, we can write 
g-1 = hlh2 with hj c Hj. Then g = (hlh2) -1 = h21hl 1, and h~ -1 belongs to Hj. 
Hence Ha//1 = G also. 
(b) It will be enough to show that the pair H~ and/42 are mutually transverse. 
Thus, we want to show that H~H2 = G. We have H~ = gHlg -1 for some g 6 G. By 
(a), we may write g = h2hl with hj in Hj. Hence 
H; H2 = (g Hlg-1) H2 = h2hl Hl (hll h21) H2 = h2(hl Hlhll)h21H2 
= h2 H1H2 = h2G = G 
so we are done. [] 
2.4. Proposition. Suppose that H1 and H2 are two mutually transverse subgroups 
of G. Suppose also that there are representations aj of Hj, such that 
ind/~ 1 0"1 = P = ind/~ 2a2.  
Then the systems of imprimitivity P(G, Hi, a j) are mutually unbiased. In particular, 
if the representations a j are both one-dimensional, then the bases compatible with 
them are mutually unbiased. 
Proof. We will show something stronger than the statement of the theorem. Using 
the notation of formula (2.2.1), let Px be the projection to the subspace Ux, with 
respect o the pair (H1, a l l  Similarly, let Qy be the projection to the subspace Uv, 
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with respect to the pair (H2, or2). We claim that all the products Qy Px are unitarily 
equivalent to each other via elements of G. This will imply in particular that the 
products QyPx all have the same trace, which implies mutual unbiasedness by 
Proposition 1.3. 
According to formula (2.2.2), we have gPxg -l = Pxg-1. Thus, all the elements 
of P(G, H, cr) are conjugate to each other by elements of G. In fact, letting e denote 
the identity element of G, we know that to conjugate Pe to the other Px, we only 
need a set ofcoset representatives forG/H. Therefore, if HI and H2 are transverse, 
then we can conjugate the elements ofP(G, H1, or1) among themselves by means of 
elements from//2. If Px = yPly -1 for some y 6/42, then we have 
QePx = Oe(yPey -1) = (Qey)(Pey -1) = (yQe)(Pey -1) = y(QePe)y -1. 
The third equality is valid because Qe is projection on an H2-invariant subspace, 
and thus commutes with/-/2. This shows that any OePx is conjugate to QePe. Since 
the property of being mutually transverse is invariant under conjugation, we can 
now conjugate by an element ofxHlX -1 to show that Qyex is conjugate to QIPx, 
and our claim is proved. [] 
2.4.1. Remark. When P and Q are rank-one projections (or if just one of them is), 
then tr(QP) determines QP up to unitary equivalence. The analogous tatement is 
not true for higher ank projections. Thus, it may be that the condition satisfied by 
the systems of imprimitivity P(G, Hi, or j), that all the products OyPx are unitarily 
equivalent, is an interesting strengthening of the definition of mutual unbiasedness 
given in Section 1.2. 
When the two inducing subgroups are not transverse, the relation between their 
associated systems of imprimitivity becomes much more complex, reflecting the 
variability in double coset structure. However, when one of the subgroups i normal, 
we can control the double cosets and get a variant of Proposition 2.4. This will be 
the goal of the next few sections. 
2.5. Induction and normal subgroups 
Suppose that we have a normal subgroup N C G. The conjugation action of G on 
N induces an action also on N, the set of irreducible representations of N. Given a 
representation ~r of N, and g c G, define g*(tr) by 
(2.5.1) g*(cr)(n)=cr(g-lng). 
It is easy to check that g*(o-) is a representation f N, and irreducible if~r is. 
Given an irreducible representation p 6 G, consider its restriction to N. It is well 
known [17] that 
(2.5.2) lOIN ~-- m Z x*(r). 
xeG/Hr 
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Here r is an appropriate irreducible representation f N, and Hr is the stabilizer 
of r under the action of G on N. All the representations i  the G-orbit of r appear 
in p with the same multiplicity m. 
A more precise version [17] of formula (2.5.2) says that there is an irreducible 
representation v of Hr, such that VlN ~-- mr, and 
(2.5.3) p ~ ind/~ v. 
By comparing dimensions, we have the formula 
(2.5.4) dimp = #(G/Hr) dim v = m#(G/Hr) dim r. 
From the formulas of Section 2.1, one sees that the spaces Ux of the system of 
imprimitivity attached to ind~ v are all invariant under N, and that N acts on Ux by 
a representation equivalent to m copies of x* (r). 
Suppose that p is induced from N itself. Then the Mackey Intertwining Number 
formula ([25], [17, (5.6), p. 74]) implies that m = 1 and furthermore Ho is reduced 
to N. Thus, all the conjugates x*(r), for x e G/N are distinct, so the spaces of 
the system of imprimitivity associated to ind~N a all support distinct irreducible 
representations of N. The quotient group G/N acts simply transitively on the spaces 
Ux, and also on the projections of the partition P(G, N, r). 
2.6. Blockwise mutually unbiased systems of imprimitivity 
Let H C G be a subgroup of G, and let N C G be a normal subgroup. Suppose that 
an irreducible representation p e G can be induced from both H and N: 
(2.6.1) ind~ a _~ p ~ indN ~r. 
Since p is irreducible, its self-intertwining umber (the dimension of the space of 
linear maps which commute with all the operators p(g)) is one, by Schur's lemma 
[1,17,22]. The Mackey Intertwining Number formula ([25], [17, (5.6), p. 74]) 
describes the intertwining number between induced representations as a sum over 
double cosets of the inducing groups. Thus, there is exactly one (H, N) double 
coset which makes a non-zero contribution to the intertwining number of ind~ a 
and ind~ r. Note that the (H, N) double cosets are just the HN cosets. If we 
conjugate r by an appropriate element of G, we can arrange for the double coset 
which contributes 1 to be the coset of the identity, that is, the group HN itself. 
Consider the induced representations 
r '= ind  HNr and a '= indH HNa. 
Applying the Mackey formula to this situation shows that r'  and a'  are irre- 
ducible, and that their mutual intertwining number is one. Thus, r '  --~ aq We will 
just call it r '  from here on. 
Consider the induced representation ind/~ N r'. By transitivity of induction [17, 
(5.1), p. 73], this representation is equivalent to p. Thus in the space of operators 
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on the space of p, we have three systems of imprimitivity: P(G, N, r), P(G.H.o-) 
and P(G, HN, rr). 
2.6.2. Proposition. The systems of imprimitivity P(G, N, T) and P(G.H.~r) are 
blockwise mutually unbiased relative to P(G, H N, v~). 
Proof. Each of these systems i generated by any one of its elements by conjugation 
by G. If Re is the projection i  P(G, HN, r ~) corresponding to the identity coset of 
HN, then it is clear that 
Re(P(G,N,T))=P(HN, N,r:) and Re(P(G,H,~))=P(HN, H ~I). 
It follows that the partitions P(G, N, r) and P(G, H, cr) are refinements of 
P(G, HN, rt). It follows from Proposition 2.4 that the systems of imprimitivity 
P(HN, N, T) and P(HN, H, ~) are mutually unbiased partitions of the identity 
in the space of r'. The fact that mutual unbiasedness will hold for the parts of 
P(G, N, T) and P(G, H, ~r) refining any projection i  P(G, HN, r t) follows because 
the element of G which conjugates Re to another element R' of P(G, HN, r ') 
will also preserve the partitions P(G, N, r) and P(G, H, cr), and therefore will 
give a unitary equivalence between Re(P(G, N, r)) and Re(P(G, H, ~r)) on the 
one hand, and R~(P(G, N, r)) and R~(P(G, H,~r)) on the other. This proves 
Proposition 2.6.2. [] 
3. REPRESENTATIONS OF STONE-VON NEUMANN TYPE 
In this section we collect some mostly well known facts about representations, to 
provide further background for our main examples. 
3.1. Representations with given central character 
If G is a finite group with center Z, and p is an irreducible representation f G, 
then Schur's lemma implies that elements of Z are represented bymultiples of the 
identity operator: 
(3.1.1) p(z)=x(z)l  forzEZ.  
It is easy to check that X (z) is multiplicative in z; that is, X defines a character 
of Z. It is called the central character of p. Fix a character X of Z, and let Gx 
denote the set of (equivalence classes of) irreducible representations of G with 
central character X. The Schur Orthogonality Relations [17,22] imply that 
(3.1.2) ~ (dimp) 2 = #(G/Z). 
PEG X 
This can be refined into an identity of characters: 
(3.1.3) ~ (dimp) Op = #(G/Z)x chz, 
PEG x 
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In this formula, Op is the character of the representation p: Op(g) = tr(p(g)), where 
tr A indicates the trace of the operator A. Also, chz is the characteristic function 
of Z. 
3.2. Representations of Stone--von Neumann type and abstract error groups 
If X = 1 is the trivial character of Z, then G1 is just the set of irreducible 
representations of G/Z.  This will always include the trivial representation, and 
unless G/Z the trivial group, i.e., unless G is abelian, it must also contain other 
representations, so there will be more than one summand in the sum of formula 
(3.1.2). However, when X is non-trivial, it is possible for Gx to consist of a single 
representation. Formula (3.1.2) implies that such a representation would then have 
dimension ~-(-G-/Z). Since G : Ux~ Gx, this is the largest possible dimension 
among the representations of G. A group with such a large representation has 
been called in the group theory literature agroup of central type [5,9,16]. In [19], 
Klappenecker and Rotteler refer to it as an abstract error group, owing to the 
following result. 
3.2.1. Proposition. The following conditions on a representation p :G ~ U(V) on 
a Hilbert space V with central character X are equivalent. 
(i) p is irreducible, of dimension #~/-~ff / Z). 
(ii) {p} = G x. 
(iii) A set of coset representatives for G / Z defines a basis for B(V). 
(iv) A set of coset representatives for G/Z  is a nice error basis, i.e., a basis of 
unitary operators of B(V), orthonormal with respect o normalized Hilbert- 
Schmidt inner product. 
Proof. This is a more or less immediate consequence of character theory. Condi- 
tions (i) and (ii) are equivalent by formula (3.1.2). In order for the operators p(g) 
to span B(V), it is necessary and sufficient hat p be irreducible, by the double 
commutant theorem or standard ensity theorems [22, Section XVII.3]. For the 
operators {p(g): g ~ G/Z} to be linearly independent, it is then necessary and 
sufficient that dim B (V) = (dim p)2 = #(G/Z).  Hence (i) and (iii) are equivalent. 
To say that p(g) and p(gt) are orthogonal with respect to the Hilbert-Schmidt in- 
ner product, amounts to the statement that 0 = tr(p(g)p(g')*) = tr(p(g)p(g') -1) = 
tr(p(gg'-l), when g and gl are in different Z cosets in G. This amounts to the 
statement that the character of p is equal to dim p times X times the characteristic 
function of Z. Again, the Schur orthogonality relations, as in formula (3.1.3), imply 
that this is the case exactly when p is the only representation in G x . Thus, (ii) and 
(iv) are equivalent. [] 
3.2.2. Remark. Although the groups which allow representation f the maximum 
possible degree have been named in the group theory literature, no name seems 
to have been given to the representations themselves. We propose to call a 
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representation p of G such that dimp = ~ a representation f Stone-von 
Neumann type (SV for short), since the Stone-von Neumann theorem [28,34,24] 
was the first result to show the existence of a representation which is completely 
determined by its central character. In the context of nilpotent Lie groups, the 
conditions of the Proposition define representations which are square integrable 
modulo Z [6,7]. Since square integrability is automatic for all representations of 
finite groups, this does not seem a good name to adopt. However, Proposition 3.2(iv) 
is a statement for finite groups which translates well the square-integrability 
condition. See [6,7,15] for more about square integrable representations. 
3.3. Representations of Stone-von Neumann type as induced representations 
Suppose that p is a representation f SV type of the group G, and that p may be 
realized as an induced representation: 
p _~ ind~ a, 
for an appropriate subgroup H and representation a of H. (In fact, it is shown in 
[9] that a representation f SV type is always realizable as an induced represen- 
tation from a proper subgroup.) From the standard imension formula (2.2.3), we 
conclude that if p is of SV type, then 
(3.3.1) #(G/H)d ima = #v'K~lZ). 
I fd ima = 1, we will call H apolarization for p. A polarization H for p will then 
satisfy 
#(c/H) = ~lZ) .  
Since #(G/Z) = #(G/H)#(H/Z), we conclude that a polarization for p also 
satisfies 
(3.3.2) #(H/Z) = ~lZ)  =#(G/H) .  
3.3.3. Proposition. Suppose that H1 and 1t2 are two polarizations for the SV 
representation p of G. Then HI and H2 are mutually transverse if and only if 
HIOH2=Z. 
Proof. For HI and H2 to be transverse means that H1 H2 = G. It follows that 
G/H2 ~-- H1/(H1 N H2). Applying the first part of formula (3.3.2) to H1 and the 
second part to//2, we conclude that 
#(H1/(H1 n H2)) = #(C/H: )  = #v/-ff-dlZ) = #(HffZ). 
Since Z _ H~ N H2, the statement of the proposition follows. [] 
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3.4. Extension by automorphisms 
I f  G is a group, p a representation f G, and a an automorphism of G, we can 
define ot*(p) by the recipe 
e~*(p(g))=p(et-l(g)). 
It is clear from this formula that ot*(p) is again a representation f G, on the same 
space as p. The group of operators {ot*(p(g)): g • G} is the same as the group 
{p(g): g • G}; it is simply parametrized by G in a different way. It follows that 
ot*(p) is irreducible if and only p is, so that oE* gives a transformation f the set 
of irreducible representations of G. 
Suppose that ot acts trivially on the center Z of G. Then or* will fix all characters 
of Z. Hence ~* preserves each subset Gx for X • 2. If p •Gx is an SV 
representation, then or* (p) will be equivalent to p. This means that there is a unitary 
operator 09 (or) on the space of p such that 
(3.3.1) p(g)og(ot) = og(u)ot*(p)(g), 
or equivalently, co(ot)-lp(g)og(ot)= p(ot-l(g)). Since p is irreducible, Schur's 
lemma implies that the operator o9(o0 is unique up to scalar multiples. (Since o9(o0 
should be unitary, any multiple should be by a number of absolute value one.) 
Let Aut(G; Z) denote the group of all automorphisms of G which leave Z 
pointwise fixed. For each ot in Aut(G; Z) we get a unitary operator up to multiples, 
satisfying Eq. (3.3.1). Given two elements ~ and /3 of Aut(G; Z), it is easy to 
check using formula (3.3.1) that we must have w (c~/3) = o9 (ot)w (/~) up to multiples. 
In other words, the mapping ~ --+ og(ot) is a homomorphism of Aut(G; Z) into 
the projective unitary group U(V)/T. The inverse image of w(Aut(G; Z)) in 
SU(V), the special unitary group of V, will be a finite central extension. Thus 
w defines a representation of a suitable central extension of Aut(G; Z). Note 
that G/Z is a subgroup of Aut(G; Z) by virtue of its action by conjugation on 
G. The representation w of (some central extension of) Aut(G; Z) extends the 
representation p of the central extension G of G/Z. 
4. EXAMPLES I: HE ISENBERG GROUPS 
In this section, we show that the results of the previous ections are not vacuous. 
In particular, there are groups with pairs of transverse subgroups which induce the 
same representation, even from a character. There are in fact a rich collection of 
such groups. The best examples are the Heisenberg roups, so we will begin with 
them. 
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4.1. Heisenberg groups 
As their name suggests, the finite Heisenberg roups are related in a strong way to 
the Heisenberg Canonical Commutation Relations which lie at the heart of quantum 
mechanics. To define them, consider matrices of the form 
(4.1.1) 
-1 Xl x2 . . .  Xn-1 Xn Z 
0 1 0 0 .. 0 0 
0 0 1 0 .. 0 0 
0 0 0 1 .. 0 0 
Yl 
Y2 
Y3 
1 Yn 
1 
We will refer to this matrix as h(x, y, z), where 
(4.1.2) x = Exl X2 X3 , [Yll Y2 y = Y3 and Z=Z.  
I f  R is any commutative ring (with identity), and we let xi, yj and z vary in R, 
then the matrices of formula (4.1.1) form a group which we will denote as Hn (R), 
or just/4,, if R is known. It is easy to verify by direct calculation that 
(4.1.3) h(x,y,z)h(x~,yt, z ' )=h(x+x~,y+j , z+z~+x.yt ) ,  
where 
n 
(4.1.4) x .  y' = ~x iy;. 
i=1 
From this, one sees that the inverse of an element is given by 
(4.1.5) h(x,y ,z)  - l=h( -x , -y , - z+x.y ) ,  
and the commutator f two elements i  
(4.1.6) h(x,y,z)h(xt,  y ' , z l )h (x ,y ,z ) - lh (x ' , j ,  zr) -1 =h(O,O,x . j - y .x l ) .  
Formula (4.1.6) shows that the center of Hn is the group Z = {h(0, 0, z): z E R}, 
and that the commutator f any two elements belongs to Z. Thus, the group Hn (R) 
is two-step nilpotent: commutators commute with anything; they are in the center. 
Suppose that 2 is invertible in the ring R. (This tmfortunately excludes the case 
of R = Z/2Z,  which is the case of greatest interest for quantum computation. 
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However, that can be included at the expense of extra work.) Let w = w(x, y) be 
the column vector of  length 2n gotten by juxtaposing x and y: 
Define 
lx .y )  (4.1.8) [t(w) =h(x ,  y, ~ . 
Then it is easy to see that every element of Hn may be written as h(w)h(O, O, z) 
for unique w and z. We can write the group law (4.1.6) in terms of the h(w)s as 
follows: 
(1  ) 
(4.1.9) h(w)h(w' )=h(w+w')h  O,O,~(w,w') . 
where (w, w') is the skew-symmetric bilinear (i.e., symplectic) form defined by 
(4.1.10) (w, w') = x . y r -  y . x ~. 
Let W = Hn/Z. It is obvious from formula (3.1.1) that W ~- R 2n as abelian group. 
Strictly speaking, multiplication by elements of R does not really make sense in W; 
but sometimes we will behave as if it did. In particular, we can parametrize W by 
the coordinates w as in formula (3.1.7). If we do this, the formula (4.1.6) shows 
that the commutator peration on Hn defines the form (,) of formula (4.1.10) as a 
skew-symmetric, bilinear form (aka symplectic form) on W. Formula (4.1.6) shows 
that any automorphism of Hn which acts as the identity on Z must factor to define 
a map on W which preserves the form (,). 
Also, when 2 is invertible in R, we can let 1~" be the set of elements of H, 
defined by formula (4.1.8). This set 1~ projects in one-to-one fashion to W = Hn/Z. 
Then formula (4.1.9) shows that the form (,) determines the group law of H,(R). 
It follows that any linear isomorphism of W which preserves the form (,) (aka 
symplectic isometry), will define an automorphism of H~ (R). Specifically, if g is 
such an isomorphism of W, then we define the corresponding isomorphism, also 
denoted g, of Hn by 
(4.1.11) g(h(w)h(O, O, z)) = h(g(w))h(O, O, z). 
We denote the set of symplectic isometries of W by Sp(W). We can think of Sp(W) 
as a group of automorphisms of Hn (R), according to formula (4.1.11). 
4.1.12. Notation. If B C Hn is a subgroup containing Z, then B will denote its 
image in W. When it is appropriate, that is, when 2 is invertible in R, we will 
denote B n IV ---- B. In this situation, we have B ---- B .  Z. The projection mapping 
Hn --+ W defines a bijection from B to B. 
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4.2. Abelian subgroups and finite geometries 
Especially when the base ring R is a finite field, there is a close connection between 
the structure of Hn and finite geometries. The connection ismediated by the formula 
(4.1.6), which expresses the commutator peration in H~ in terms of the symplectic 
form (4.1.10). 
Given any set B C Hn, let B ± be the set 
(4.2.1) B±={w6W:  (/~,w)=O}, 
where D is the image of b in W. 
4.2.2. Proposition. (i) Two elements h and h' of Hn commute if and only if their 
images h and h' in W satisfy (h, h') = O. 
(ii) In particular, given B C Hn, the centralizer of B in Hn is the inverse image 
in Hn of B ±. 
(iii) I f  B is a subgroup of Hn, then B is commutative if and only if B C B ±, where 
is the image of B in W. 
(iv) A subgroup A C Hn is maximal abelian if and only if Z C A and J~ = A ±. 
Proof. Statement (i) is clear from formulas (4.1.6) and (4.1.10). Statement (ii) 
follows from statement (i), and statement (iii) follows from statement (ii). For 
statement (iv), we observe that a maximal abelian subgroup must be its own 
centralizer. For suppose that A is abelian, and that A is strictly contained in its 
centralizer. Then if h is an element which centralizes A but does not belong to 
A, the group generated by h and A will be abelian and strictly larger than A. 
Since a maximal abelian A must be its own centralizer, statement (ii) implies that 
= A ±. Clearly also, Z must be contained in A, since Z centralizes everything. 
This establishes statement (iv). [] 
We will study more closely the set of maximal abelian subgroups of I-In. For 
an R-module M define the dual module M* = homR (M, R), of R-linear mappings 
from M to the ring R itself. 
Define a mapping 
(4.2.3) u :W--+W* 
by the formula ot(w)(w') = (w', w). 
4.2.4. Proposition. The mapping ot is an isomorphism from W onto W*. 
Proof. Indeed, since W is a free R-module with coordinates given as in (3.1.7), 
we see that any R-linear mapping from W to R is determined by its values on the 
standard basis vectors, and will have the form A(w) = Y~=I yjxj + ~jyj. We can 
achieve this mapping by ~(wz), where 
1 WA = Y~ 
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with 
[ -81  ] 
-82 
X~. = - -83  and yz = 
JSn [Yi] V3 . 
Using o~ we may give a more precise description of the maximal abelian 
subgroups of Hn in for two types of R of particular interest. We will call a subgroup 
B C W isotropic if B C B ±. A subgroup for which B = B ± is clearly maximal 
among isotropic subgroups, so we call it maximal isotropic. 
4.2.5. Proposition. (i) I f  R is afield, then the maximal isotropic subspaces of W all 
have dimension . They are permuted transitively by the symplectic group Sp(W). 
(ii) I f  R = Z/(m), then any maximal abelian subgroup A C Hn satisfies 
#(A/ Z) 2 = #(W) ---- #( Hn/ Z). 
Proof. The statement (i) is a standard part of the duality theory for symplectic 
forms [2], [22, Chapter XV]. 
For statement (ii), let B C W be any subgroup. Let rs:W* --~ B* be the 
restriction mapping. It is clear that the kernel of the composite map rB o o~ is 
exactly B ±. We also claim that the mapping r8 is surjective. This can be justified 
by Pontrjagin duality. We may think of Z/(m) as the group ofmth roots of unity in 
the circle group. Then for a subgroup B C W, we may think of B* as being B, the 
Pontrjagin dual of B, that is, the group of unitary characters of B. It is a standard 
part of the theory of Pontrjagin duality [12], that the restriction map W -+ B is 
surjective. 
Thus, we have a sequence of mappings 
Bx--+ W--+ B 
where the first arrow is inclusion and the second arrow is r8 o o~. We know that B ± 
is the kernel ofrB o or, and that r8 o ot is onto. It follows from standard facts about 
finite groups that 
(4.2.6) #(BX)#(B) =#(W).  
Now let A C Hn be a maximal abelian. Then Z C A, and the image B = A/Z C 
W will be maximal isotropic. Thus formula (4.2.6) says that #(A/Z) 2= #(W), 
which is the equation in statement (ii). [] 
4.2.7. Remarks.  (i) When R is a field, the set ~2(W) of maximal isotropic 
subspaces of W form a projective variety, analogous to the Grassmann varieties 
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of all subspaces of a given dimension in W. If R is a finite field with q elements, 
then the number of maximal isotropic subspaces of W is 
n 
(4.2.8) (qn _+_ 1)(qn-1 q_ 1)(qn-2 q_ 1)""  (q + 1) = VI(q j + 1). 
j= l  
When n = 1, the maximal isotropic subspaces are lines, and any line is isotropic. 
In this case, the set of all lines in the plane is just the projective line over the base 
field. See [2] for more information. Also, see Section 4.5 below for a more detailed 
description of S2 (W). 
(ii) I f  R is not a field, then there can be maximal isotropic R-modules of quite 
different natures, and there may be maximal isotropic subgroups which are not 
transformable into each other by symplectic isometrics. For example, over any ring 
R, the subgroups 
(4.2.9) X={h(x,O,z): xER n} and Y={h(O,y,z): y6R n} 
are easily seen to be maximal abelian subgroups, and their images X and Y in W 
are both isomorphic to R n . However, if R = Z/(p2), then the subgroup of elements 
{h(x, y, z): x and y divisible by p} is also a maximal abelian subgroup, and its 
image in W will be precisely the subgroup of all elements of order p. It will be 
invariant under all automorphisms of W-- it  is not equivalent to any other subgroup 
of W. Also, there will tend to be fewer maximal isotropic subgroups when the 
coefficient ring is not a prime field. For example, both H2(Z/(p)) and HI(Z/(p 2) 
have quotients modulo the center of order p4. For H2(Z/(p)), there are (p2 + 1)(p + 
1) = p3 + p2 + p + 1 maximal abelian subgroups. For Hl(Z/(p2)), there are only 
(p + 1)p + 1 = p2 + p + 1 maximal abelian subgroups. 
4.3. Stone-von Neumann theorem 
Let n be a positive integer, and let the ring R now be Z/(m), the ring of integers 
modulo m. The function 
-k  
(4.3.1) Xl(k) = e 2Jr'~, for k 6 Z/(m), 
defines a character of the additive group ofZ/(m).  This character isfaithful: it does 
not map any non-zero element of Z/(m) to 1. All other characters of Z/(m) can 
be obtained by the formula Xa(k) = Xl(ak) for k and a in Z/(m). The character 
Xa is faithful on Z/(m) if and only i fa  is invertible in the ring Z/(m), i.e., i f fa  is 
relatively prime to m. 
Recall the Heisenberg roup Hn (R) introduced in Section 4.1. The mapping k --+ 
h(0, 0, k) defines a group isomorphism between the base ring R and the center Z of 
Hn. We can use this mapping to identify Z with R when convenient. In particular, 
when R = Z/(m), we can use this mapping to consider the characters Xa to be 
characters of Z. 
We can construct an irreducible representation Pl of H, (Z/(m)) =/4,, as follows. 
The Hilbert space Up = U of p will have an orthonormal basis ex, where the labels 
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x are in Z/ (m)  n , as  in formula (4.1.2). The elements of/4,, act on the basis elements 
as follows. 
(4.3.2) pl(h(x, y, z))(ex,) = Xl(Z - y " (x + x'))ex+x,. 
Using formulas (4.1.3) and (4.3.2), it is straightforward to check that pl is indeed 
a representation f Hn. One also sees from formula (4.3.2) that the ex are an 
eigenbasis for the operators pl(h(O,y,z)), with distinct eigencharacters. Also 
evident is that the ex are permuted transitively by the operators pl(h(x, 0, 0)). It 
follows that p is irreducible. By comparing with the formulas of Section 2.1, we 
can see that p is the representation f Hn induced from a character of the maximal 
abelian subgroup Y described in formula (4.2.9). The inducing character ~Pl is given 
by ~Pl (h(0, y, z)) = XI(Z). 
Since the dimension of pl is clearly #((Z/(m)) ~) = ~/#(Hn/Z), Proposition 3.2.1 
implies the following result, which was proved in a more general context by Mackey 
[24]. As explained there, it is an analog of the theorem of Stone and von Neumann 
establishing the essential uniqueness of the Heisenberg Canonical Commutation 
Relations. 
4.3.3. Theorem. Up to equivalence, the representation Pl is the unique represen- 
tation of Hn with central character Xl. 
4.3.4. Remark. In the terminology of Section 3.2, this theorem says that the 
representation pl is a representation f Stone-von Neumann type. It is the rep- 
resentation which inspired the terminology. Mackey constructed this representation 
in the following generality. Let A be a locally compact abelian group. (In particular, 
A could be finite.) Let .4 be its group of characters: homomorphisms of A to the 
group T of complex numbers of absolute value 1. (If A is finite, then A _~ A, but not 
in general.) Define H(A) as the set of triples H(A) = {(a, ~, z), with a E A, ~p ~ A, 
and z in T. (If A is finite, z can be limited to be a root of unity of order dividing 
#(A)). Define a group law in H(A) by the rule 
(4.3.5) (a, 7z, z)(a', 7/, z') = (a + a', ~p' ,  zz'Tt'(a)). 
Let L 2 (A) be the usual Hilbert space of complex valued functions on A, for which 
the set 6a of characteristic functions of points forms an orthonormal basis. Let H(A) 
act on LZ(A) by the formula 
(4.3.6) pl (a, ~p, z)( f (b))  = z~(a - b) f (b  - a). 
Then this is an irreducible representation f H(A), realized as an induced repre- 
sentation from the subgroup {(0, 7z, z)} -~ A × T. Mackey showed that it is the only 
irreducible representation f H(A) on which T acts by the identity character. 
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4.4. Many ways to induce Pl 
4.4.1. Proposition. Let R = Z/(m), let A be any maximal abelian subgroup of
Hn, and let ~ be any character of A which agrees with X1 on Z. The induced 
representation 
PA,~, = ind," 7t 
is irreducible and isomorphic to pl. 
Proof. Since 7z extend X1 on Z, the induced representation will have central 
character X1. Hence, by the Stone-von Neumann-Mackey theorem, it will be a 
d im PA.7~ multiple of pl. The multiple is determined by the dimension: itwill be dimp I . We 
know that dim Pl = #(~/-#(W), and that dim p~ = #(H~/A). These numbers are equal 
by Proposition 4.2.5(ii). The statement ofthe proposition follows. 
4.4.2. Remark. It appears that we have one realization of Pl for every pair 
(A, 70 of a maximal abelian subgroup and a character extending X1 from Z to 
A. However, any two characters of A will provide essentially the same realization. 
More precisely, the systems of imprimitivity P(Hn, A, ~) are independent of the 
character ¢. Indeed, since A is normal in Hn, the formula (2.1.4) for induced 
representations imply that all the spaces Ux are invariant under A. Since ~p is 
one-dimensional, ll the spaces Ux are lines; hence they are eigenlines for A. 
Since p is irreducible, the Mackey Intertwining Number Formula implies that the 
characters corresponding to different lines in the system of imprimitivity will be 
distinct. And since the representation p is faithful modulo Z, all characters of 
^ 
AXl must occur. Thus, the system of imprimitivity for the induced representation 
ind~ n ~ may be characterized asthe set of projections to the eigenspaces of A in 
p, all of these eigenspaces b ing one-dimensional. This description of the system 
of imprimitivity makes it clear that it does not depend on ~p, only on A. On the 
other hand, it also makes it clear that different A produce different systems of 
imprimitivity. 
4.5. Families of mutually transverse maximal abelian subgroups 
As explained in Remark 4.4.2, Proposition 4.4.1 produces a complete partition 
of the identity for each maximal abelian subgroup of Hn(Z/(m)) = Hn. Since 
all maximal abelian subgroups of Hn are normal, Proposition 2.6.2 guarantees 
that any pair of these partitions are blockwise mutually unbiased. According to 
Proposition 2.4, if two maximal abelian subgroups A and B are mutually transverse, 
then their associated systems of imprimitivity will simply be mutually unbiased. 
Thus, to create families of pairwise mutually unbiased bases, we want to find 
families of pairwise mutually transverse maximal abelian subgroups of Hn. 
The subgroups X and Y of formula (4.2.9) are mutually transverse, so there are 
clearly pairs of such subgroups for all m (as in Hn (Z/(m))). However, the example 
of Remark 4.2.7(ii), of the group of elements h(px, py, z) in Hn (Z/(pe)) will not be 
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transverse to any maximal abelian subgroup of H~ (Z/(p2)). Similar examples will 
exist whenever m is divisible by more than the first power of a prime. On the other 
hand, i fm = lip pap is the prime factorization of m, then Hn(Z/(m)) can be shown 
to break up as a product of the Hn (Z/(pap)), and the representation p breaks up as a 
tensor product of the corresponding representations of the H~ (Z/(pap)). Hence, the 
most interesting situation to investigate is the case when m = p is prime. Then the 
ring Z/ (p)  = Fp is a field, and we have the description of Proposition 4.2.5(i) of the 
maximal abelian subgroups of Hn (Z/(p)) in terms of maximal isotropic subspaces 
of the symplectic vector space W. 
We will state this fact formally. In the following statement, Notation 4.1.12 is 
in effect, A denotes a maximal abelian subgroup of H,,(Z/(p)), and ¢ denotes a
character of A extending the central character X1. 
4.5.1. Proposition. Let ~2 (W) denote the set of maximal isotropic subspaces of the 
symplectic vector space W = Hn (Z / (p ) ) / Z. The mapping 
A-~ P(Hn(Z/(p)),A, ¢) 
is an injection from maximal isotropic subspaces of W to complete partitions of 
the identity in the representation space of pl of Hn. Two partitions arising from 
mutually transverse maximal isotropic subspaces are mutually unbiased. In general, 
two such partitions are blockwise mutually unbiased. 
This result is contained in [14]. 
In this context, we have the following description of the maximal isotropic 
subspaces transverse to a given one. Let W be a symplectic vector space over 
the field F. Let f2 (W) denote the set of maximal isotropic subspaces of W. (We 
remark that f2 (W) has the structure of projective algebraic variety.) Let X and Y be 
a pair of mutually transverse maximal isotropic subspaces. Then W is a direct sum 
W = X @ Y, and every element w 6 W has a unique expression w = x + y, with 
x 6 X and y E y. Let V be any other maximal isotropic subspace. Set 
(4.5.2) X(V)=VNX and Y(V)=(V+X)AY .  
Define a symmetric bilinear form Bv on Y(V), as follows. Given y and y~ in 
Y(V), we can find elements v = y + x and v I = yr + x I in V, with x, x ~ in X. Note 
that x and x ~ are well-defined only up to addition of an element of X (V). Set 
(4.5.3) By(y, y') = (y, x'). 
We claim that 
(i) By(y, y') does not depend on the choice ofx'  in the expression v = yt + x I, 
and that 
(ii) By (y, y') = By (Y, y). 
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For the first claim, replace x' by x' + x0, with xo e X(V). Then we calculate 
By(y, y') = (y, x' + xo) = (y, x') + (y, xo) = (y, x') + (y + x, xo) = (y, x'). 
The third equation is valid because (x, x0) = 0, since x and x0 are in the isotropic 
space X. The fourth equation is valid because (y + x, x0) = 0, since both y + x and 
x0 belong to the isotropic space V. 
For the second claim, we observe that 
0 = (v, v') = (y + x, y' + x') = (y, y') + (y, x') + (x, y') + (x, x') 
= (y, x') - (y'.x) = Bv(y, y') - Bv(y', y). 
These calculations provide one direction of the following description of f2 (W). 
4.5.4. Proposition. Given a pair of transverse maximal isotropic subspaces X
and Y in the symplectic vector space W, the formulas (4.5.2) and (4.5.3) define 
a bo'ection between the set g2(W) of maximal isotropic subspaces of W and the set 
of pairs 
(Y1, B1) 
consisting of a subspace Y1 c y (of any dimension) and a symmetric bilinear form 
B1 on Y1. A subspace V e ~2(W) is transverse to X if and only i fY  (V) = Y. 
Proof. We have already shown how to attach a pair (Y(V), By) to a maximal 
isotropic subspace. It remains to show that any such pair comes from a subspace, 
and from only one. Given a subspace Y1 _c y, there is an orthogonal subspace Y~. 
This will obviously contain Y. Set X1 = y[L N X. Then X~- = (yfL)X + X ± = 
Y1 + X. Further, the restriction of the symplectic form (,) to X ÷ I11 factors to 
W1 = (X + Y1)/X1, and defines a symplectic form there. Further, the maximal 
isotropic subspaces of W contained in X ÷ Y1 must contain X~, and therefore are 
in bijection with the maximal isotropic subspaces of W1. Furthermore, we have 
W1 = (X/X1) ~ I11. This reduces the existence and uniqueness proof to the case 
when Y1 = Y. 
To treat this case, we consider the action of a certain abelian subgroup of the 
symplectic group. Choose a basis {ej} for X, and the dual basis {fj} for Y. The 
symplectic form on these basis elements for W will satisfy (e j, ek) = 0 = (fj, fk), 
and (fj,  ek) = 3jk where 3jk is Kronecker's 3. Given an n × n matrix T = {tjk}, 
define a linear transformation T on W by 
n 
T(e j )=e j  and T( f j )=f j+Zt jkek .  
k=l  
A simple calculation yields 
(~( f j ) ,  ~(A) )  = tkj - tjk. 
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In order for T to be a symplectic isometry, we should have (T(f j) ,  T(fk)) = 0, 
which requires that tjk = tkj, that is, that T be symmetric. On the other hand, 
it is straightforward to check that if T is symmetric, then T is a symplectic 
isometry. In this case, T(Y) will be a maximal isotropic subspace, and it is another 
straightforward computation to check that the matrix of the bilinear form B~(y) 
with respect to the basis {fj} is exactly T. Since T is arbitrary, it follows that By 
can be arbitrary, so the existence is proved. 
As to uniqueness, we make several observations. First, a subspace of W -- X ~ Y 
which is transverse to X may be regarded as the graph of a linear mapping from 
Y to X. Second, under the symplectic pairing, the space X is identified to the dual 
of Y, so a linear map from X to Y is naturally identified to a bilinear form. Our 
calculations above show that, if a subspace of W is isotropic, the corresponding 
bilinear form is symmetric. Tracing these correspondences backwards, shows that 
the form determines the subspace. [] 
4.5.5. Coronary. When F = Fq, the finite field of q elements, the number of 
maximal isotropic subspaces of W which are transverse to X is qn(n+l)/2. 
This number should be compared with the total number of maximal isotropic 
subspaces, as given in formula (4.2.8). That is a polynomial in q, whose highest 
degree term is qn(n+l)/2. Thus, we may say that a typical pair of systems of 
imprimitivity corresponding tomaximal abelian subgroups of H~ (Fp) are mutually 
unbiased. 
4.5.6. Large collections of mutually unbiased bases 
A focus of interest in connection with mutually unbiased bases has been, how large 
a family of bases, each unbiased with respect o all the others, can exist. Wooters 
and Fields [40] showed that there could exist at most dim V -t- 1 pairwise mutually 
unbiased bases in a Hilbert space V, and constructed this maximal number when 
dim V is a prime power. Numerous other authors have offered alternative construc- 
tions [20,4,29-32]. These constructions seem to arise as the collection of MUBs 
attached to a family of pn + 1 mutually transverse maximal abelian subgroups 
of Hn(Fp), or equivalently, mutually transverse maximal isotropic subspaces of 
W, a symplectic vector space of dimension 2n over Fp. This connection is most 
explicit in [4]. We remark, however, that the construction of [4] is not based on 
systems of imprimitivity, but on eigenbases for maximal abelian subgroups. These 
two structures coincide for Heisenberg roups, since in Heisenberg roups, every 
maximal abelian subgroup is normal. However, in more general groups of central 
type, there can be non-abelian groups which induce an SV representation, and 
the system of imprimitivity attached to an abelian group which induces an SV 
representation may not coincide with the eigenspace decomposition f this group. 
Suppose that we have p" + 1 mutually transverse maximal isotropic subspaces in
W. Then each subspace has pn _ 1 non-zero elements, and since the subspaces are 
all transverse, no element belongs to more than one subspace. Hence, in all there 
must be at least (pn + 1)(p" - 1) = p2, _ 1 elements, which is all the non-zero 
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elements of W! Thus, it is clear that there could be no more than pn + 1 such 
subspaces, and also, these subspaces will have to be chosen very carefully in order 
not to overlap. 
How might one choose such subspaces? Finite geometry suggests a method: 
regard the 2n-dimensional symplectic space W over the field Fp as a 2-dimensional 
plane over the finite field Fpn of order p~. In general, let F1 be a finite field, and 
let/72 be an extension of/71. Then F2 may be regarded as a vector space over F1. 
There is a canonical trace mapping [22, Section VI.5] 
t r :F2~ El, 
which is non-zero, and which is linear as a mapping of vector spaces over F1. 
Now suppose that W2 is a symplectic vector space of dimension 2m over F2. Let 
(,)2 be the symplectic form. We may regard W2 as a vector space (of dimension 
2m dim(F2)) over F1, simply by forgetting to multiply by scalars not in F1. We will 
call this space W1. The pairing (,) 1 = (,) o tr is then an F1 bilinear skew-symmetric 
form on W1, and it is easily verified to be non-degenerate. Hence W1 with the form 
(,)1 is a symplectic vector space over F1. It is clear that if V c W2 is a maximal 
isotropic subspace, then it will remain isotropic when regarded as a subspace of W1, 
and a dimension count shows that it is maximal isotropic. In other words, there is a 
canonical inclusion f2 (W2) ~ f2 (W1). 
To construct a maximal family of pairwise mutually unbiased bases, use this 
construction with F1 = Fp and F2 = Fpn. Let W2 = F2 z with the standard symplectic 
x 
form ([ y], [xl]) = xy' - yx' for x, x'y, y' 6 F2. Then W1 is a symplectic space of 
dimension 2n over Fp, and we have an injection f l (F  2) ~ ~(W1). The elements 
of f2 (F2), being lines in a plane, intersect only at the origin, hence are mutually 
transverse, and as mentioned in Remark 4.2.7(i), there are pn + 1 of them. Thus, 
this construction of finite geometry shows how to find maximal families of mutually 
transverse spaces inside S2(W), and this will give rise to families of mutually 
unbiased bases of the maximum possible size. Such a use of finite geometry is 
also key in [11]. 
As explained below in Section 4.6, the connection of this construction with finite 
geometry is particularly strong, in that not only do the operators of the Heisenberg 
group form an 2n-dimensional vector space W over Fp, but the natural action of 
the symplectic group on W is implemented via conjugation by unitary operators 
constituting a copy of the symplectic group Sp(W) ~_ Sp2 ~ (Fp). Whether this tight 
connection of MUBs with finite geometry is unavoidable is considered in several 
recent papers [11,30-32,39]. The recent preprint [37] would indicate that it is not. 
4.6. Transitive action of Sp(W) 
As stated in Proposition 4.5.1 that we can find a large family of bases (equivalently, 
maximal partitions of the identity) in the space of the representation Pxi = Pi of 
the Heisenberg roup Hn (Fp) parametrized by the set f2 (W) of maximal isotropic 
subspaces of the symplectic vector space W = Hn/Z. The partition of the identity 
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corresponding to a given maximal isotropic ,4 c W is obtained as follows. We 
take the inverse image A in H~ of A. We then select any character ~p of A which 
extends the character X1 of the center Z of H~. Then p is isomorphic to the induced 
representation inda nn lp, and the partition of the identity associated to,/~ is the system 
of imprimitivity P(Hn, A, ~). 
The set ~2(W) is distinguished from other sets of the same cardinality by 
supporting a transitive action of the group Sp(W) of symplectic isometries of W. It 
is an important fact [10,13,14] that there is an action of Sp(W) on the space of p 
which induces the natural action on W ~- Hn/Z, and thereby on f2 (W), and that the 
correspondence A --+ P(Hn, A, 7') commutes with the actions of Sp(W) on these 
two collections of objects. 
Indeed, as we observed in Section 4.1, at least when p is odd, the symplectic 
Sp(W) is a subgroup of the group Aut(H,, Z). Hence, as discussed in Section 3.3, 
we can construct a representation ~o of a central extension of Sp(W) on the space of 
p, such that 
(4.6.1) o)(g)~(h(w))w(g) -1 = p(~t(g(w))) 
for any g in Sp(W) and w in W. Here f~(w) is as described in formula (4.1.8). 
Although it is not vital for our application, we mention that it is known that o9 can 
be defined as a representation f Sp(W) itself, and not of a central extension [10, 
131. 
Let the coefficient ring for H~ be the prime field Fp _~ Z/(p),  with p odd. We 
follow Notation 4.1.12. For a maximal abelian subgroup A C H~, we let A C W 
denote the maximal isotropic subspace onto which A projects, and we let ,4 = A A 
W. Then A _~ ,4 x Z. There is then a unique character ~p~ of A which agrees with 
)(1 on Z and is trivial on ,~i. With this notation, the following result is essentially 
immediate from formula (5.1.1). 
4.6.2. Proposition. Let  R = Fp. Via the representation co, the group Sp(W) 
acts transitively on the set of systems of imprimitivity corresponding to maximal 
isotropic subspaces of W. More precisely, we have the formula 
(4.6.3) w(g)P(Hn, 4 x Z, ~pA)co(g -1) = P(Hn, g(,4) x Z, ~st~))" 
In other words, the mapping ]t ~ P(Hn, A x Z, ~P~i) s equivariant for the actions 
of Sp(W) on f2 (W) and of w(Sp(W)) on the algebra of operators on the space of p. 
Thus, from the point of view of symmetry, the collection of partitions of the identity 
provided by Proposition 4.5.1 may be regarded as a projective variety over the finite 
fieM F p. 
4.6.4. Symmetries of maximal families of mutually unbiased bases 
I f  we think of W as the plane F 2 over an extension field of degree n, we obtain an pn 
embedding SL2(Fpn) ~ Sp(W). This subgroup will act transitively on the family of 
Fpn lines in W~, and hence, via the oscillator epresentation, it will act transitively 
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on the corresponding maximal family of mutually unbiased bases in the space 
of pl. The group SZ2(Fpn) has order (p2n _ 1)pn. Inside SL2(Fpn), there is an 
abelian subgroup of order pn + i, and this group will act simply transitively on the 
family ofpairwise mutually unbiased bases. Thus, the maximal families of mutually 
unbiased bases constructed in Section 4.5.6 and the references cited there are highly 
symmetric structures. 
5. EXAMPLES I I  
It is known [5,9,16] that there are many groups of central type besides Heisenberg 
groups. They need not be two step-nilpotent or even nilpotent. However, they are 
always solvable [16]. For the purpose of constructing pairs of mutually unbiased 
bases, we are interested in seeing how many ways the SV representations of groups 
of central type can be realized as induced representations. Wewill give examples of 
solvable groups with widely varying behavior in this regard. We will be somewhat 
sketchy in justifying all the properties of the examples. None of them lies too deep. 
We have seen that pairs of mutually unbiased bases are associated to pairs 
of subgroups. More precisely, let G be a group of central type, and let p be a 
SV representation f G. Let Hi, j = 1, 2, be subgroups with representations trj 
such that p -~ ind~j trj. Then according to Proposition 2.4, if the Hj are mutually 
transverse in G, and if the crj are one-dimensional ( ka linear characters), then the 
systems of imprimitivity P(G, Hj, trj) determine a pair of mutually unbiased bases. 
In Section 3.3, we introduced the term polarization for a subgroup H such that 
there is a linear character which induces p. Below, we will study the collection of 
polarizations for SV representations of selected central groups, and in particular, 
we will look for pairs of mutually transverse polarizations. The general tendency is
that central groups which are more complicated than Heisenberg roups will have 
fewer polarizations than do the Heisenberg roups. We will not formulate a precise 
result of this nature, but probably one could do so. 
A standard method for constructing solvable groups of central type is to combine 
two or more Heisenberg roups, and to let one of them act on the other by auto- 
morphisms. The oscillator epresentation then lets one combine their irreducible 
representations appropriately. The examples below follow this pattern. 
5.1. A p-group of central type with no mutually transverse polarizations 
It is known [ 17] that any irreducible representation f a p-group has polarizations. 
We will give an example of an SV representation f a p-group for which there 
is no pair of mutually transverse polarizations. Consider the Heisenberg roup 
//2 (R). Assume that 2 and 3 are invertible in R. Let the associated four-dimensional 
symplectic vector space W2 have the standard symplectic basis el, e2, f2, f l .  This 
has pairings (el, e2) = (fl, f2) = O, and (ei, f j )  = ~i j .  It is easy to check that the 
matrices of the form 
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(5.1.1) u(a, b) = 
a 2 a 3 
o01 o a 1 a 
with a, b in R, define a commutative group of symplectic isometries of W. More 
precisely, we have u(a, b)u(a I, b ~) = u(a + a t, b + b'), so the set of u(a, b) is 
isomorphic to the group R 2. 
Recall the construction of semidirect products of groups. If  G and N are 
two groups, and ot:G --+ Aut(N) is a homomorphism of G to the group of 
automorphisms of N, then the semidirectproduct of N by G is the group G(ax)N 
consisting of all ordered pairs {(g, n): g 6 G; n 6 N} with multiplication rule 
(5.1.2) (g, n). (g', n') = (gg', c¢ (g') -1 (n)n'). 
Now define a semidirect product 
(5.1.3) G1 = HI(R)(/3×)Hz(R), 
where/3 : Hi(R) --+ Sp(W) c Aut(Hz(R)) is given by h(a, b, c) --+ u(a, b) for a, b 
in R. 
When R = Z/(p) the group G1 is of central type. (We require p to be at 
least 5, to respect he conditions on R used in defining G1.) Indeed, let /92 
be the standard representation of H2, and let o92 denote its extension to the 
semi direct product Sp(W)(or0 x)H2, where or0 is the standard action of Sp(w) on 
/42 described in formula (4.1.11). The definition of G1 implies that there is an 
obvious homomorphism/~:G1 --+ Sp(W)(~ox)H2 extending the identity map of 
//2 to itself. This allows us to pull back the representation 9 of Sp(W)(cto×)H2 to 
get a representation & = o9 o/~ of G1. Now let Pl be the standard SV representation 
of H1, and form the tensor product pl ® 6~. This is an SV representation f G 1. This 
construction can be varied to allow an arbitrary central character on each of H2 and 
HI. 
We claim that the representation p does not have a mutually transverse pair of 
polarizations. To see this, consider some aspects of the structure of G1. It is clear 
from the definition of G1 that its center Z(G1) ~ Z(HI) × Z(H2). Then G1/Z(G1) 
is a semidirect product W1(/3×)W2, where W2 = H2/Z(H2) and W1 = H1/Z(HI). 
The center Z(G1/Z(G1)) is the set of multiples of the basis vector el in W2. The 
second center of ZZ(GI) is the inverse image in G1 of Z(Gj/Z(G~)). 
5.1.4. Proposition. Any polarization of the representation p of G1 must contain 
Z2(G1). 
Proof (sketch). I f  H C G is a polarization, then its image V C Wl (/3 x) W2 cannot 
be contained in W2. There are several cases to consider, according to what the 
projection is of V to W1 ~ (W1 (/3 x) W2)/W2. If V projects onto W~, then one argues 
directly that he (necessarily non-trivial) intersection V ~ W2 must be invariant under 
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all the operators u(a, b), and therefore must contain the multiples of el, which is 
Z(Wl (fi x)W2). On the other hand, if V does not project onto W1, then V N W2 must 
be a subspace of dimension 2. Also, it must be isotropic for the symplectic form on 
W2. I f  V is not contained in the span of el, e2 and f2, then it must contain el in 
order to be invariant under some non-trivial operator u(a, b). On the other hand, if 
it is contained in the span of el, e2 and f2, then it must contain el in order to be 
isotropic. Hence, in all cases, V must contain el, which proves the proposition. [] 
5.1.5. Corollary. Two polarizations H1 and H2 of p cannot be mutually transverse. 
Proof. This follows directly by combining Proposition 5.1.4 with Proposition 
3.3.3. 
5.2. A non-nilpotent group of central type with transverse polarizations 
Consider Hn(Z/(p)). Write W = X ~ Y, where X and Y are as described in (4.2.9). 
Let £ be a prime dividing p - 1. Then we can find a number y such that ye = 
1 modp. Define a homomorphism ~ ://1 (Z/(O) ~ Sp(W) by the formula 
(5.2.1) ~'(h(a,b,c))(x + y )=yax  + y-ay 
for a, b, and c in Z/(£) and x ~ ZX, y ~ Y, with X and Y as in formula (4.1.7). 
Since Sp(W) may be regarded as a subgroup of Aut(Hn), as explained in 
Section 4.1, we can use the mapping ~ to define a semidirect product 
(5.2.2) G2=HI (Z / (e ) ) (¢x)H , (Z / (p ) ) .  
We can construct a representation f SV type for G2 in similar fashion to our the 
construction for G1 in Section 5.1. A straightforward calculation shows 
5.2.3. Proposition. The group G2 is a solvable, non-nilpotent group of central type 
such with center 
z := z (o : )= zW,(z/(e)))  × Z(I-In(Z/(p))). 
Its SV representations allow the groups 
H1 = {h(a, O, c)h(x, O, z): a, c e Z/(g), z E Z/(p)}, x E (Z/(p)) n, 
and 
/42 = {h(O, b, c)h(O, y, z): b, c E Z/(g), y, z E Z/(p)} 
as polarizing subgroups. These groups are mutually transverse. The group H2 is 
abelian, but the group H1 is non-nilpotent. 
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5.3. A group of central type with no polarizing subgroups 
This is an example of the same sort as constructed by [19]. It is constructed by the 
same principles, and indeed is quite similar. We mention it only because it somewhat 
reduces the dimension of the SV representation involved. In [19] the dimension is 
165 = 3 × 5 × 11. This example has dimension 30 = 3 x 5 x 2. 
Our group is 
(5.3.1) G3 = HI(Z/(3))(Ox)(Q x H~(Z/(5))). 
Here Q is the quaternion group consisting of Pauli matrices q-E j, j = 1, 2, 3, and 
-t-1. The Ej satisfy the relations of the unit quaternions: 
(5.3.2) E12 = E 2 = E~ = -1  and E iE  j = E k = -E jE  i 
when (i, j, k) form a cyclic permutation of (1, 2, 3). The quaternion group is not 
isomorphic to the Heisenberg roup//1 (Z/(2)), but it is closely related to it. If two 
of the Ej are replaced by iEj (where i = ~/-Z-r), then you get//1 (Z/(2)). 
One can check using relations (5.3.2) that the quaternion 
(5.3.3) q3 = 
1 + E1 + E2 + E3 
defines an automorphism of Q of order 3. Specifically q3Ejq31 = Ej+I where the 
index j is computed modulo 3. As noted in [ 19], since 5 is congruent to - 1 modulo 
3, the space (Z/(5)) 2 also allows an automorphism 7/3 of order 3, as part of the 
symplectic group in two variables. This ~3 will act irreducibly on (Z/(5)) 2. 
The conjugation action to define the group G3 is defined by 
(5.3.4) o(h(a, b, c))(flh) = (q~flq3a)ob(h) 
for fl E Q, h 6 HI(Z/(5)), and a, b, c 6 Z/(3). 
5.3.5. Proposition. The group G3 is of central type, with SV representations of 
dimension 30. It has no polarizing subgroups for these representations. There are 
mutually transverse pairs of subgroups from which an SV representation can be 
induced. The minimal ones are of order, modulo Z(G3) the center of G3, 3 x 22 x 
5 =60and3 x 2 x 52 = 150. 
The key point behind a proof of this proposition is that a polarizing subgroup, 
which would be of order 900, or 30 modulo Z(G3), should intersect the groups Q 
and H1 (Z/(5)) (which are normal Sylow subgroups) in subgroups of order 4 and 
25 (or 2 and 5 modulo the center) respectively. However, since the automorphisms 
of order 3 leave no such subgroup invariant, and since any non-central element of 
H~(Z/(3)) acts non-trivially on at least one of Q or HI(Z/(5)), it is impossible to 
find such a subgroup. 
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5.4. A bound for the number of mutually transverse polarizations 
While this paper was being refereed, the paper [3] appeared, giving a bound on the 
number of simultaneously mutually unbiased bases which can be constructed from 
a nice error basis by the method of [4]. As noted in Section 4.5.6, the method of [4] 
coincides with the construction of this paper based on systems of imprimitivity in 
the case of Heisenberg roups, but in general they are different, and in particular, 
systems of imprimitivity need not be attached to abelian subgroups, nor do they 
necessarily consist of eigenvectors. However, in the spirit of [3], we can give a 
bound on the number of simultaneously mutually unbiased bases constructible by 
this method. Indeed, it is the same bound as in [3]. 
Let G be a group of central type. Recall that a subgroup H C G is called a 
polarization of G if the center Z(G) of G is contained in H, and #(H/Z(G)) = 
#(G/H). Polarizations of G are candidates for groups from which to induce a 
representation f SV type from a character. 
Proposition. Let p be an SV representation of the group G of central type on a 
vector space V. Let dim V = I-Ip pCp be the factorization of the dimension of V into 
distinct prime powers. Then there are at most min{pCp } + 1 simultaneously mutually 
transverse polarizations of G. 
Proof. If  H1 and//2 are mutually transverse polarizations of G, then we know that 
H1 n 112 = Z(G), and HIH2 = G. Let Gp be a Sylow p-subgroup of G. Suppose 
that Gp n Hj is a Sylow p-subgroup of Hj. Then it is easy to check that the 
groups Gp n Hj are polarizations of Gp, and that they are mutually transverse 
in Gp. Hence, if one has a family A = {Ha} of mutually transverse polarizations, 
and all of them are such that Gp N Ha is a Sylow p-subgroup of Ha, then the 
groups Gp n Ha constitute a family of mutually transverse polarizations of Gp. The 
counting argument of Section 4.5.6 then shows that there can be at most pCp + 1 
such polarizations. 
Of course Gp n Ha need not be a Sylow subgroup of Ha. However, if (Ha)p is 
a Sylow p-subgroup of Ha, then (Ha)p is contained in some Sylow p-subgroup 
of G, and this Sylow p-subgroup is conjugate to Gp. Lemma 2.3 guarantees that 
if we replace each Ha by a conjugate group Ha r such that G e O H~ is a Sylow 
p-subgroup of Ha ~, then the family AI= {Ha ~ } still consists of mutually transverse 
polarizations. The counting argument then applies to A/, and can be transferred to
A. The proposition follows. 
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