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Quantum speed limits set an upper bound to the rate at which a quantum system can evolve. Adopting a
phase-space approach we explore quantum speed limits across the quantum to classical transition and identify
equivalent bounds in the classical world. As a result, and contrary to common belief, we show that speed limits
exist for both quantum and classical systems. As in the quantum domain, classical speed limits are set by a
given norm of the generator of time evolution.
The multi-faceted nature of time makes its treatment chal-
lenging in the quantum world [1, 2]. Nonetheless, the un-
derstanding of time-energy uncertainty relations is somewhat
privileged [3, 4]. To a great extent, this is due to their refor-
mulation in terms of quantum speed limits (QSL) concerning
the ability to distinguish two quantum states connected via
time evolution. While QSL provide fundamental constraints
to the pace at which quantum systems can change, a plethora
of applications have been found that well extend beyond the
realm of quantum dynamics. Indeed, QSL provide limits to
the computational capability of physical devices [5], the per-
formance of quantum thermal machines in finite-time thermo-
dynamics [6, 7], parameter estimation in quantum metrology
[8, 9], quantum control [10–14], the decay of unstable quan-
tum systems [15–18] and information scrambling [19], among
other examples [3, 4, 20].
Specifically, QSL are derived as upper bounds to the rate
of change of the fidelity F(τ) = |〈ψ0|ψτ〉|2 ∈ [0, 1] between an
initial quantum state |ψ0〉 and the corresponding time-evolving
state |ψτ〉 = Uˆ(τ, 0)|ψ0〉, where Uˆ(τ, 0) is the time-evolution
operator. More generally quantum states need not be pure,
and given two density matrices ρ0 and ρτ = Uˆ(τ, 0)ρ0Uˆ(τ, 0)†
the fidelity reads
F(τ) =
[
Tr
√√
ρ0 ρτ
√
ρ0
]2
. (1)
The fidelity is useful to define a metric between quantum
states in Hilbert space, known as the Bures angle, [24, 25]
L (ρ0, ρτ) = cos−1
( √
F (τ)
)
. (2)
This gives a geometric interpretation of speed limit as the min-
imum time required to sweep out the angle L (ρ0, ρτ) under a
given dynamics [26].
For unitary processes, two seminal results are known. The
Mandelstam-Tamm bound estimates the speed of evolution in
terms of the energy dispersion of the initial state [15, 16, 21–
23, 25, 27]. Its original derivation relies on the Heisenberg
uncertainty relation. The second seminal result is named af-
ter Margolus and Levitin, and provides an upper bound to
the speed of evolution in term of the difference between the
mean energy and the ground state energy [28, 29]. Its orig-
inal derivation relies on the study of the survival amplitude
〈ψ0|ψτ〉. These bounds can be extended to driven and open
quantum systems [30–35]. In addition, the two bounds can be
unified [29] so that the time of evolution τ required to sweep
an angle L (ρ0, ρτ) is lower bounded by
τ ≥ τQSL = ~L (ρ0, ρτ) max
{
1
E − E0 ,
1
∆E
}
, (3)
where E0 is the ground state of the system, E is its mean en-
ergy, and ∆E denotes the energy dispersion. Note however
that there is an infinite family of bounds in terms of higher
order moments of the energy of the system [36].
It is widely believed that these bounds are quantum in na-
ture and that, as a result, exist only in the quantum world [29].
Indeed, in the limit of vanishing ~, the right-hand side of (3)
equals zero and one is led to conclude that no “classical” speed
limit exists as the inequality becomes trivial,
τ ≥ lim
~→0
τQSL = 0 . (4)
This conclusion is further supported by the aforementioned
derivations of QSL, which strongly rely on the framework of
quantum theory. In particular, the Mandelstam-Tamm bound
follows from the Heisenberg uncertainty relation [3, 15], and
the Margolus-Levitin inequality exploits the notion of the
transition probability amplitude between two quantum states
in Hilbert space [28, 29]. We note however that recent de-
velopments on the generalization of QSL to open quantum
systems and arbitrary quantum channels have provided new
derivations and an alternative understanding of QSL [30–35].
As a result of these works, given an equation of motion for
the state of the system, QSL are derived in terms of a given
norm of the generator of evolution acting on the initial state of
the system ρ0 or the time-dependent state ρt (with 0 ≤ t ≤ τ).
Such formulation appears not to be restricted to quantum me-
chanical systems, as we show here.
In this Letter, we focus on the existence and characteriza-
tion of QSL across the quantum-to-classical transition. We
show that the conclusion on the quantum nature of QSL is
unjustified. We demonstrate that, contrary to common belief,
similar speed limits hold in the classical world. To this end,
we adopt a phase-space formulation of quantum mechanics
and derive quantum speed limits for quasi-probability distri-
butions; the Wigner function. We find that the speed of evolu-
tion is determined by a certain norm of the Moyal product of
the Hamiltonian and the Wigner function. Using a semiclas-
sical expansion, we then identify a classical speed limit and
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2show that the resulting bound does indeed govern the evolu-
tion of the classical phase-space probability distribution. As
a result, we establish the universal existence of fundamental
limits to the pace of evolution of a physical system, indepen-
dently of its classical or quantum nature.
Quantum Speed Limits in phase space.— For simplicity and
without loss of generality, we consider a one-dimensional sys-
tem for which the phase-space representation is given by the
Wigner function defined as [37, 38]
Wt(q, p) =
1
pi~
∫ 〈
q − y
∣∣∣∣∣ ρˆt ∣∣∣∣∣q + y〉 e2ipy/~dy , (5)
where 〈q|ρˆt |q′〉 denotes a density matrix in the coordinate rep-
resentation. It is well known that Wt is a quasi-probability
distribution that takes real but possibly negative values. We
consider the Wigner function of the initial state W0 and of the
time-dependent state Wt generated via unitary dynamics with
a time-independent Hamiltonian. The fidelity between any
two pure states with respective density matrices ρˆ0 and ρˆt can
be obtained as the trace in phase space of the corresponding
Wigner functions,
F(t) = Tr(ρˆ0ρˆt) =
∫
d2ΓW0Wt , (6)
where d2Γ = 2pi~dqdp, for short.
To derive a QSL, we compute the instantaneous rate of
change of the fidelity as a function of time. This can be done
using the equation of motion of the Wigner function
∂Wt
∂t
= {{H,Wt}} = 1i~
(
Hqp ?Wt −Wt ? Hqp
)
, (7)
where the Moyal bracket {{A, B}} can be explicitly written in
terms of the Moyal product
Hqp ?Wt ≡ Hqp exp
(
i~
2
←−
∂q
−→
∂p − i~2
←−
∂p
−→
∂q
)
Wt(q, p) , (8)
and where Hqp =
∫
dx〈q− x/2|Hˆ|q+ x/2〉 exp(ipx/~) denotes
the Weyl ordered Hamiltonian operator in phase space. From
Eqs. (6) and (7), it follows that the rate of change of the fi-
delity is set by
F˙(t) =
∫
d2ΓW0{{H,Wt}}
=
∫
d2Γ{{H,W0}}Wt , (9)
where we have used integration by parts to derive the second
line. Using the Cauchy-Schwarz inequality one finds
|F˙(t)| ≤
(∫
d2ΓW2t
∫
d2Γ{{H,W0}}2
) 1
2
. (10)
The purity of a density matrix is always lower than or equal to
unity, so
∫
d2ΓW2t ≤ 1, where the equality is reached for pure
states or unitarity dynamics, as considered here. As a result,
|F˙(t)| ≤ vΓ :=
(∫
d2Γ{{H,W0}}2
) 1
2
, (11)
and we find an upper bound vΓ to the speed of evolution in
phase space, with dimension of frequency. This bound is in
fact dictated by the energy variance of the initial state, and for
pure states νΓ =
√
2∆E/~, with ∆E =
√〈H2〉 − 〈H〉2, as we
show in [39]. A time integration between t = 0 to t = τ readily
gives
1 − F(τ)
vΓ
= τQSL ≤ τ , (12)
which is already a QSL in phase space. Making use of the fact
that 0 ≤ F(t) ≤ 1 to parameterize the fidelity in terms of the
Bures angle
L (ρ0, ρt) = cos−1

√∫
d2ΓW0Wt
 , (13)
that satisfies F(t) = 1−sin2Lt, we can rewrite the phase-space
QSL as
τQSL =
sin2 (L (ρ0, ρτ))
vΓ
=
1 − F(τ)√
2
~
∆E
. (14)
Equation (14) constitutes a QSL of the Mandelstam-Tamm
type for the Wigner function in phase space quantum mechan-
ics. The upper bound to the speed of evolution in phase space
vΓ has units of frequency and is set by the action of the Moyal
bracket on the initial Wigner function, that is related to the en-
ergy variance of the initial state. The distance between states
is defined by the Bures angle L (ρ0, ρt) as a natural statisti-
cal distance [24], that is dimensionless and independent of ~.
Note however that it is possible to derive alternative QSL by
considering other distances either in the space of density oper-
ators [35] or in phase space [40]. In what follows, we first use
a semi-classical expansion to identify a semi-classical speed
limit, and then combine the results with an operational treat-
ment of quantum dynamics to identify a classical speed limit.
Speed limits across the quantum-to-classical transition.—
We recall that the Moyal bracket (7), in a ~-expansion, reduces
to the Poisson bracket so that
{{Wt,H}} = {Wt,H} + O(~2) , (15)
where the action of the Poisson bracket on a function f is
given by
{ f ,H} = ∂H
∂p
∂ f
∂q
− ∂H
∂q
∂ f
∂p
, (16)
and rules the dynamics in classical statistical mechanics ac-
cording to the (classical) Liouville equation. As a result, to
leading order in the semiclassical ~-expansion of the equation
of motion for the Wigner function Eq. (7), the speed limit in
phase space does not vanish. In particular, the semiclassical
speed limit (SSL) reads
τ ≥ τSSL = sin
2L (ρ0, ρτ)(∫
d2Γ{H,W0}2
) 1
2
=
sin2L (ρ0, ρτ)
‖{H,W0}‖2 , (17)
3where ‖ f ‖2 = (
∫ | f |2dΓ)1/2 is the L2-norm of f and we em-
phasize that ‖{H,W0}‖2 has frequency units.
Let us discuss this expression in detail. The Moyal prod-
uct provides a one-parameter deformation of the noncommu-
tative algebra in quantum mechanics and of the commutative
algebra in classical phase space according to Eq. (15). By
reformulating QSL in terms of Wigner functions, this corre-
spondence leads to the identification of a semiclassical speed
limit (SSL) in phase space. The distance L (ρ0, ρτ) between
states ρ0 and ρτ is well defined whether these states are valid
classical states (i.e., with a positive Wigner function) or not.
As a result, equation (17) constitutes the semiclassical limit of
the Mandelstam-Tamm time-energy uncertainty relation. Us-
ing Hamilton’s equation of motion,
∂Wt
∂t
= {H,Wt} , (18)
we interpret the upper bound to the speed of evolution as the
root mean square of the initial rate of change of the Wigner
function at t = 0 averaged over phase space, i.e.,
vSSLΓ = ‖{H,W0}‖2 =
√∫
d2Γ(∂tWt |t=0)2 . (19)
Alternatively, introducing the Liouvillian iLˆWt = −{H,Wt}we
can restate the SSL as
τSSL =
sin2L (W0,Wτ)
‖LˆW0‖2
. (20)
As in the quantum case (14), the SSL is set by a given norm of
the generator of evolution Lˆ averaged over the initial state W0.
We note that this expression still contains an explicit ~ both
in the integration measure and in the definition of the Wigner
function.
Classical speed limit.— To identify a classical speed limit
(CSL) from the semiclassical expression (20), we resort to
the operational dynamic modeling developed by Bondar et al.
[41, 42]. The equivalence of the evolution of dynamical aver-
age values in the quantum and classical domain via Ehrenfest
theorems yields a relation between the classical phase-space
probability density %t(q, p) and the Wigner function Wt(q, p)
%t(q, p) = 2pi~Wt(q, p)2 . (21)
Note that the factor 2pi~, so far accounted for in d2Γ, can be
interpreted as dividing the phase-phase into cells of area 2pi~
[43], which corresponds to the Böhr-Sommerfeld quantiza-
tion rule in “old” quantum theory. The normalization of a
pure quantum state |ψt〉 carries over the classical distribution∫
2pi~dxdpWt(x, p)2 =
∫
dxdp%t(x, p) = 1.
Accordingly, the fidelity (6) reduces to the Bhattacharyya
coefficient [44]
B(t) = B(%0, %t) =
∫
dqdp
√
%0(q, p)%t(q, p) (22)
that is related to the Hellinger distance H(%0, %t) via the iden-
tity B(t) = 1 − H(%0, %t)2. Note that B(0) = 1 due to the
normalization condition. The Bures angle becomes
LB = cos−1
√
B(t) , (23)
and the classical speed limit (CSL) thus reads τ ≥ τCSL with
τCSL =
sin2LB (%0, %τ)√∫
dqdp(∂t
√
%t |t=0)2
=
sin2LB (%0, %τ)√∫
dqdp
{
H,
√
%0
}2
=
1 − B(τ)
‖Lˆ√%0‖2
, (24)
where Lˆ is the classical Liouville operator satisfying ∂%t +
iLˆ%t = 0. This is our main result and constitutes a classical
version of the Mandelstam-Tamm bound.
It is worth emphasizing that this bound can be derived inde-
pendently of the semiclassical approach by making exclusive
reference to the classical Hamiltonian formalism. Indeed, the
rate of change of the Bhattacharyya coefficient is given by
B˙(%0, %t) =
∫
dqdp
√
ρ0
%˙t
2
√
%t
. (25)
Using Liouville’s equation, we can rewrite the rate of change
of the classical probability distribution to find
%˙t
2
√
%t
=
{H, %t}
2
√
%t
=
{
H,
√
%t
}
. (26)
To obtain a classical speed limit that depends only on the ini-
tial state, as opposed to its time evolution, it is convenient to
shift the action of the Poisson bracket to the initial state %0.
This is readily accomplished by integration by parts, assum-
ing %t vanishes at the end points of integration, that yields
B˙(%0, %t) = −
∫
dqdp
{
H,
√
ρ0
} √
%t . (27)
Use of the Cauchy-Schwarz inequality and the normalization
condition
∫
dqdp%t = 1 lead to
|B˙(%0, %t)| ≤
(∫
dqdp
{
H,
√
ρ0
}2) 12
, (28)
which upon integration over the time variable from t = 0 to
t = τ yields Eq (24), given that 1 − B(t) = sin2LB. Note that
we consider only smooth classical phase-space distributions,
for which vCSL
Γ
= ‖∂t √%t |t=0‖2 is well-defined. For a singular
distribution of the form %t(q, p) = δ[q − qcl(t)]δ[p − pcl(t)],
characterizing a certain trajectory of a classical particle, the
upper bound to the phase-space velocity ‖Lˆ√%0‖2 is singular
and needs to be regularized. In this limit, the CSL is expected
to vanish as the the trajectories %t(q, p) and %t(q, p)′ = %t(q +
q, p + p) are distinguishable for any q, p with |q| > 0 and
|p| > 0 in the sense that B(%0, %′t) = 0 and LB = pi/2.
Quadratic Hamiltonians.— The existence of classical speed
limits and their correspondence with their quantum counter-
part become self-evident whenever the Hamiltonian driving
the evolution is quadratic in the position and momentum oper-
ators. The equation of motion of the Wigner function (7) sim-
plifies and the phase-space generators of evolution in classical
4and quantum dynamics are then equivalent. In the classical
case, for a time-independent Hamiltonian the corresponding
canonical transformations,(
q
p
)
=
(
α β
γ δ
) (
q′
p′
)
, (29)
are elements of the two-dimensional real symplectic group
S p(2,R). In the quantum case, the phase-space propagator
that determines the evolution of the Wigner function via the
identity
Wn(q, p; t) =
x
dq′dp′K(q, p|q′, p′)Wn(q′, p′; 0) (30)
becomes
K(q, p|q′, p′) = δ[q′ − (αq + βp)]δ[p′ − (γq + δp)] , (31)
and it is therefore identical to the classical one [45]. The quan-
tum and semiclassical phase-space limits, Eqs. (14) and (17),
are identical in this case. When the generator of evolution is
explicitly time-dependent, a representation of the correspond-
ing canonical transformations is still possible. For the sake of
illustration we focus on the time-dependent harmonic oscilla-
tor,
Hˆ =
pˆ2
2m
+
1
2
mω(t)2qˆ2 , (32)
for which quantum speed limits have been reported with mul-
tiple applications including the characterization of control
protocols [13, 14, 46–48] and the performance of quantum
thermal machines [6]. As shown in [39], in the quantum case,
the Wigner function of an eigenstate at t = 0 evolves under a
modulation of the trapping frequency ω(t) according to
Wn(q, p; t) = Wn
(q
b
, bp − mqb˙; 0
)
(33)
=
(−1)n
pi~
e
− 2~ω0
(
P2
2m +
1
2mω
2
0Q
2
)
Ln
[
4
~ω0
(
P2
2m
+
1
2
mω20Q
2
)]
,
that we explicitly find in terms of the Laguerre polynomials
Ln(x) and the canonically conjugated pair of variables
Q :=
q
b
, P = bp − mqb˙ (34)
associated with the matrix
(
α β
γ δ
)
=
(
1/b 0
−mb˙ b
)
. The time-
dependent scaling factor b(t) > 0 is the solution of the Er-
makov equation, b¨ + ω(t)2b = ω20/b
3, with the boundary con-
ditions b(0) = 1 and b˙(0) = 0; see e.g. [49]. As a result, the
dynamics arbitrarily far from equilibrium does not alter the
form of the Wigner function and can be simply accounted for
by the definition of the conjugated pair (34).
For the ground-state of the harmonic oscillator with n = 0,
W0(q, p, t) ≥ 0 is a smooth Gaussian distribution for all 0 ≤
t ≤ τ. When the classical distribution is chosen to be also of
Gaussian form ρ0(q, p) = exp(−q2/σ2q − p2/σ2p)/(piσqσp) the
CSL in Eq. (24) equals the quantum and semiclassical phase-
space limits, Eqs. (14) and (17), provided that σq = x0/
√
2
1 2 3 4
0.1
0.2
0.3
0.4
0.5
FIG. 1. Classical speed limit to the pace of evolution. Comparison
of the upper bound to the phase-space speed of evolution vCSL
Γ
with
the absolute value of the instantaneous rate of change of the Bat-
tacharyya coefficient |B˙(%0, %t)| as a function of time. The dynamics
corresponds to a free expansion of a classical probability distribution
of Gaussian form that is initially confined in a harmonic potential of
frequency ω0, which is switched off for t > 0. The unit of time is set
by ω−10 .
and σp = ~/(x0
√
2) as dictated by the correspondence (21);
see [39]. From the exact dynamics ρt(q, p) = ρ0(Q, P), we
find the Bhattacharyya coefficient
B(%0, %t) = 2
 (1 + b2)2b2 +
(
mσxb˙
σp
)2−
1
2
, (35)
while the upper bound for the phase-space speed of evolution
is set by
vCSLΓ =
∥∥∥{H, √ρ0 }∥∥∥2 = mσx|b¨(0)|2σp . (36)
While the generalization of the CSL (24) to time-dependent
generators is straightforward [39] we focus on the case when
the driven Hamiltonian is constant for t > 0 and let the fre-
quency of the trap be suddenly turned off at t = 0. It then
follows that b(t) =
√
1 + ω20t
2 and b¨(0) = ω0. To illustrate
these results, we show in Figure 1 how the characteristic ve-
locity in phase space of vCSL
Γ
in (36) remains an upper bound
to the instantaneous phase-space velocity set by the absolute
value of the Bhattacharyya coefficient during the course of the
evolution.
In conclusion, we have shown that there exist fundamental
speed limits to the pace of evolution of an arbitrary physi-
cal system, both in the classical and quantum worlds. To this
end, we have introduced quantum speed limits in phase space
and derived their semiclassical limit. Their comparison should
be useful to identify scenarios in which the quantum dynam-
ics provides a speedup over the classical evolution. From the
semiclassical limit, we have further identified a family of clas-
sical speed limits that governs the classical Hamiltonian dy-
namics in phase space. In the quantum, semiclassical and
classical settings, speed limits are universally set by a given
norm of the generator of the dynamics and the state of the
system under consideration. Our results provide further in-
sight on the nature of time-energy uncertainty relations, speed
5limits in arbitrary physical process and onto the limits of com-
putation.
Note.— After the completion of this work, we learned about
reference [50] devoted to classical speed limits in Hilbert
space.
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6Supplementary Material
Operational interpretation of the phase space speed of evolution νΓ
We show below that the frequency νΓ, that sets an upper bound to the speed of evolution in phase-space quantum mechanics,
can be related to the energy variance. Starting with the definition given in Eq. (11) in the main text, we have
ν2Γ =
∫
d2Γ{{H,W0}}2 =
∫
d2Γ
(
∂Wt
∂t
∣∣∣∣∣
t=0
)2
. (37)
From the definition of the Wigner function, Eq. (5), the time derivative can be written as
∂Wt
∂t
=
1
pi~
∫ 〈
q − y
∣∣∣∣∣ ∂ρˆt∂t
∣∣∣∣∣q + y〉 e2ipy/~dy , (38)
which, for a Hermitian Hamiltonian H = H† and using the fact that
∫
dp e2ip(y+y
′)/~ = pi~δ(y + y′), is set by the square of the rate
of change of the density matrix integrated over phase-space∫
d2Γ
(
∂Wt
∂t
)2
= 2
∫
dqdy〈q − y|∂ρˆt
∂t
|q + y〉〈q + y|∂ρˆt
∂t
|q − y〉 (39)
= 2
∫
dXdY
2
〈X|∂ρˆt
∂t
|Y〉〈Y |∂ρˆt
∂t
|X〉 (40)
= Tr
(∂ρˆt∂t
)2 . (41)
We can further use the Heisenberg equation, i~ ∂ρˆt
∂t = [H, ρt], to write the trace as
ν2Γ =
2
~2
Tr
(
Hρ0ρ0H − (Hρ0)2
)
. (42)
Since for a normalized pure state |ψ〉, the density matrix is idempotent (ρ2 = |ψ〉〈ψ|ψ〉〈ψ| = ρ), the above expression simplifies
to ν2
Γ
= 2(∆E/~)2, as given in the main text.
Computation of the fidelity for the time-dependent harmonic oscillator
Consider a driven harmonic oscillator with an arbitrary frequency modulation ω(t) for t ≥ 0. In the quantum case, it is
well-known that an eigenstate at t = 0 evolves under a modulation of the trapping frequency ω(t) according to a self-similar
dynamics
ψn(q, t) = b−1/2 exp
(
i
mb˙
2~b
q2
)
ψn
(q
b
, t = 0
)
, (43)
where the time-dependent scaling factor b(t) > 0 is the solution of the Ermakov equation, b¨+ω(t)2b = ω20/b
3, with the boundary
conditions b(0) = 1 and b˙(0) = 0; see e.g. [46]. The corresponding Wigner function is given by
Wn(q, p; t) = Wn
(q
b
, bp − mqb˙; 0
)
=
(−1)n
pi~
e
− 2~ω0
(
P2
2m +
1
2mω
2
0Q
2
)
Ln
[
4
~ω0
(
P2
2m
+
1
2
mω20Q
2
)]
, (44)
in terms of the Laguerre polynomials Ln(x) and the canonically conjugated pair of variables Q :=
q
b and P = bp − mqb˙.
The explicit form of the fidelity Fn(t) := F[|ψn〉〈ψn|, Uˆ(t, 0)|ψn〉〈ψn|Uˆ(t, 0)†] between an initial eigenstate of the harmonic
oscillator |ψn〉 and its time evolution Uˆ(t, 0)|ψn〉 can be efficiently computed in phase space noting that
Fn(t) =
∫
d2ΓWn(q, p; 0)Wn(q, p; t) . (45)
For the time-dependent harmonic oscillator, the explicit integral representation of the fidelity
Fn(t) =
2
pi~
∫
dqdp exp
[
− 2
~ω0
(
h(q, p) + h(Q, P)
)]
Ln
[
4
~ω0
h(q, p)
]
Ln
[
4
~ω0
h(Q, P)
]
, (46)
7where h(q, p) = p
2
2m +
1
2mω
2q2, can be conveniently rewritten in terms of the generating function g(x, z) of the Laguerre polyno-
mials
g(x, u) =
1
1 − u exp
[
− xu
1 − u
]
=
∞∑
n=0
unLn(x) , (47)
given the identity Ln(x) = 1n!
dn
dun g(x, u)
∣∣∣
u=0. Therefore,
Fn(t) =
1
(n!)2
dn
dun
dn
dvn
I(u, v; t) , (48)
where the Gaussian integral
I(u, v; t) := 2
pi~
∫
dqdp exp
[
− 2
~ω0
(
h(q, p) + h(Q, P)
)]
g
(
4
~ω0
h(q, p), u
)
g
(
4
~ω0
h(Q, P), v
)
(49)
can be explicitly found
I(u, v; t) = 2bω0
(u − 1)(v − 1)
√
− b2(u−1)(v+1)+(u+1)(v−1)(u−1)(v−1)
√
− b2b˙2(u2−1)(v2−1)+ω20(b2(u+1)(v−1)+(u−1)(v+1))(b2(u−1)(v+1)+(u+1)(v−1))
(u−1)(v−1)(b2(u−1)(v+1)+(u+1)(v−1))
. (50)
Using (48) and (50) one can derive explicit expressions for arbitrary an quantum number n, e.g.,
F0(t) =
2bω0[(
b2 + 1
)2 ω20 + b2b˙2]1/2 , (51)
F1(t) =
8b3ω30[(
b2 + 1
)2 ω20 + b2b˙2]3/2 , (52)
F2(t) =
bω0
[
b2
((
b2 − 10
)
ω20 + b˙
2
)
+ ω20
]2
2
[(
b2 + 1
)2 ω20 + b2b˙2]5/2 , (53)
F3(t) =
2b3ω30
[
3b2b˙2 +
(
3b4 − 14b2 + 3
)
ω20
]2[(
b2 + 1
)2 ω20 + b2b˙2]7/2 . (54)
For n = 0, the pure quantum states ρˆ0 = |ψ(0)〉〈ψ(0)| and ρˆt |ψ(t)〉〈ψ(t)| have positive Wigner functions W0 and Wt, respec-
tively. Using the identification %s(q, p) = 2pi~Ws(q, p)2 for s = 0, t it follows that the fidelity F(t) =
∫
d2ΓW0Wt equals the
Bhattacharyya coefficient B(t), as
F(t) :=
∫
d2ΓW0Wt (55)
=
∫
dqdp
√
%0(q, p)%t(q, p) (56)
=: B(t). (57)
Therefore, the existence of QSL for F(t) implies the existence of CSL for B(t).
Classical speed limits for time-dependent generators
Bounds to the speed of evolution can be found for time-dependent generators. For quantum speed limits, this is a common
approach in the literature, despite the fact that the computation of the bound requires knowledge of the exact evolution ρt. Such
bounds remain useful when expressions in closed form can be derived including all parameters of the model. Analogously, for
time-dependent generators, a classical speed limit that refers only to the initial state is expected to be poor and and alternative
bound can be derived at the cost of making reference to the exact evolution of the system %t.
8We consider the Liouville equation with a time-dependent Hamiltonian H(t). The derivation of a classical speed limit in this
case is analogous to that for time-independent generators and it is actually simpler. The rate of change of the Bhattacharyya
coefficient is given by
B˙(t) =
∫
dqdp
√
%0
%˙t
2
√
%t
(58)
=
∫
dqdp
√
%0
{
H(t),
√
%t
}
, (59)
and via the Cauchy-Schwarz inequality it follows that
|B˙(t)| ≤
[∫
dqdp
{
H(t),
√
%t
}2] 12 (60)
=: ‖Lˆ√%t‖2 . (61)
Integrating from time t = 0 to t = τ we find
1 − B(τ) = sin2LB(τ) ≤
∫ τ
0
dt‖Lˆ√%t‖2 (62)
= τ‖Lˆ√%t‖2 , (63)
where we have introduced the time-averaged phase-space classical speed bound, with
A =
1
τ
∫ τ
0
dtA(t) . (64)
As a result,
τCSL ≥ sin
2LB(τ)
‖Lˆ√%t‖2
. (65)
