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In this paper we analyze the combinatorial properties related to the Walsh spectra of
rotation symmetric Boolean functions on even number of variables. These results are then
applied in studying rotation symmetric bent functions. For the first time we could present
an enumeration strategy for all the 10-variable rotation symmetric bent functions.
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1. Introduction
Recently the class of rotation symmetric Boolean functions (RSBFs) has received a lot of attention in terms of their
cryptographic properties [1–4,7,10,11,13,16,17]. Initial study on these functions has been made in [4], where nonlinearity
was the main focus. Later nonlinearity and correlation immunity of such functions were studied in detail in [1,7,10,11,16,
17]. Applications of such functions in hashing have also been demonstrated [13]. The set of RSBFs is interesting to look into
as the space is much smaller (≈2 2nn ) than the total space of Boolean functions (22n) and the set contains functions with
very good cryptographic properties. It has been experimentally demonstrated that there are functions in this class which
are good in terms of balancedness, nonlinearity, correlation immunity, algebraic degree and algebraic immunity (resistance
against algebraic attack) [3] at the same time.
One should note that the famous Patterson–Wiedemann functions [12] (that achieve nonlinearity 16276which is strictly
greater than the bent concatenation nonlinearity 215−1 − 2 15−12 for 15-variables) are actually rotation symmetric. Further,
very recently a long standing open problem in this area has been solved in [8,9] showing that there are rotation symmetric
functions on 9-variables having nonlinearity 241 (nonlinearity strictly greater than the bent concatenation nonlinearity
29−1 − 2 9−12 ). These results provide increasing motivation for studying RSBFs.
The combinatorial analysis of such functions is also very interesting as they possess certain nice structures. It has
been demonstrated in [17] that analysis of Walsh spectra of such functions gives rise to a certain matrix with interesting
combinatorial properties that helps in fast calculations of different properties of the functions. Later this matrix was studied
in detail in [10,11] for odd number of variables and new structures were discovered. However, the problem remained open
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for the even variable case. In this paper we identified important structural patterns (see Theorems 1 and 4) in the matrix
that helps in analyzing the Walsh spectra of RSBFs in a more efficient way.
It is well known that bent functions only exist on even number of variables [14]. The symmetric bent functions have been
studied in [15] and they are of degree 2. The rotation symmetric bent functions have been studied in detail in [1,4,16,17].
We apply the matrix structure discovered here to provide efficient methods in sieving rotation symmetric bent functions.
The organization of the paper is as follows. Nextwe present some preliminaries. In Section 2, the exact structure ofWalsh
spectrum of an RSBF on even number of variables is studied; the main results are presented in Theorems 1–3. Section 3
discusses the basic understanding of rotation symmetric bent functions based on the combinatorial structures we have
identified in Section 2. The most involved search effort in this paper is enumerating the 10-variable bent RSBFs which is
presented in Section 4. We explain the complete search strategy in detail and present the total count in Theorem 5 which is
4×4 697 347 604. The search requires an effort of around 238 steps and could be completed in a day on a personal computer.
Section 5 concludes the paper.
1.1. Preliminaries
To save space we refer the reader to [17] for basic definitions related to Boolean functions. Let xi ∈ {0, 1} for 1 ≤
i ≤ n. For 1 ≤ k ≤ n, we define the permutation ρkn(xi) as ρkn(xi) = xi+k, if i + k ≤ n and ρkn(xi) = xi+k−n,
if i + k > n. Let (x1, x2, . . . , xn−1, xn) ∈ Vn. Then we extend the definition as ρkn(x1, x2, . . . , xn−1, xn) = (ρkn(x1), ρkn(x2),
. . . , ρkn(xn−1), ρkn(xn)). Hence, ρkn acts as k-cyclic rotation on an n-bit vector.
Definition 1. A Boolean function f is called rotation symmetric (RSBF) if for each input (x1, . . . , xn) ∈ {0, 1}n, f (ρkn(x1, . . . ,
xn)) = f (x1, . . . , xn) for 1 ≤ k ≤ n.
That is, the rotation symmetric Boolean functions are invariant under cyclic rotation of inputs. The inputs of a rotation
symmetric Boolean function can be divided into orbits so that each orbit consists of all cyclic shifts of one input. An orbit
is generated by Gn(x1, x2, . . . , xn) = {ρkn(x1, x2, . . . , xn)|1 ≤ k ≤ n} and the number of such orbits is denoted by gn. Thus
the number of n-variable RSBFs is 2gn . Let φ(k) be Euler’s phi-function, then it can be shown by Burnside’s lemma that (see
also [16]) gn = 1n
∑
k|n φ(k)2
n
k .
By gn,w we denote the number of orbits with weightw. For the formula of how to calculate gn,w for arbitrary n andw, we
refer to [10,11,16].
An orbit is completely determinedby its representative elementΛn,i, which is the lexicographically first element belonging
to the orbit [17]. These representative elements are again arranged lexicographically. The rotation symmetric truth table
(RSTT) is defined as the gn-bit string [f (Λn,0), . . . , f (Λn,gn−1)]. For our purpose (the reason will be clearer later) we will
arrange the representative elements in a permuted way to represent the RSTT and will refer to that as RSTTpi .
In [17] it was shown that the Walsh transform takes the same value for all elements belonging to the same orbit, i.e.,
Wf (u) = Wf (v) if u ∈ Gn(v). In analyzing the Walsh spectra of RSBFs, the nAmatrix has been introduced [17]. The matrix
nA is defined as nAi,j =
∑
x∈Gn(Λn,i)(−1)x·Λn,j , for an n-variable RSBF. Using this gn × gn matrix, the Walsh spectra for an
RSBF can be calculated from the RSTT byWf (Λn,j) =∑gn−1i=0 (−1)f (Λn,i) nAi,j .
Let us denote Λˆn,i as the representative element of Gn(x1, x2, . . . , xn) that contains the complement ofΛn,i. The structure
of nA has been studied in detail for odd n in [10]. For odd n, there is a one-to-one correspondence between the classes of even
weight Λn,i’s and the classes of odd weight Λn,i’s by Λn,i → Λˆn,i. Hence, the set of orbits can be divided into two parts (of
same cardinality) containing the representative elements of even weight and odd weight, respectively. The authors of [10]
permuted the rows of the matrix nA using a permutation pi such that the first
gn
2 rows correspond to the representative
elements, Λn,i, of even weights (arranged in lexicographical order of the representative elements and recognized as Λn,i
for i = 0 to gn2 − 1) and the next gn2 rows correspond to their complements (these are of odd weights) and recognized as
Λn,i = Λˆn,i− gn2 for i =
gn
2 to gn−1. In the permutation, the corresponding rows and columns of nA are swapped. The resulting
matrix is denoted by nA
pi , which has the form nApi =
(
nH nH
nH −nH
)
where nH is a submatrix of nA
pi . Using thismatrix
nA
pi , the authors of [10] showed that Walsh spectrum calculation could be reduced by almost half the number compared
to [17]. Let σ1 = ((−1)f (Λn,0), . . . , (−1)f (Λn, gn2 −1)) and σ2 = ((−1)f (Λn, gn2 ), . . . , (−1)f (Λn,gn−1)) be vectors of dimension gn2 .
Remember that theseΛn,i’s are numbered after the permutationpi takes place, i.e., σ1 ‖ σ2 is basically (−1)RSTTpi . Let us now
consider the values w1 = σ1 nH, w2 = σ2 nH . Then the Walsh spectra of f have (w1 + w2) for the first gn2 representative
elements (which are of even weights) and (w1 − w2) for the next gn2 representative elements (which are of odd weights).
Using this strategy [10], one needs 2 · ( gn2 )2 + gn = g2n2 + gn operations, whereas g2n operations are needed using matrix nA
as in [17].
Consider any Boolean function as a mapping from GF(2n) → GF(2). Then the function f is called idempotent [4,5,12],
if f (α2) = f (α), for any α ∈ GF(2n). One should note that the idempotents can be interpreted as RSBFs [4,5]. Interestingly
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if one looks at the RSBFs, the nice structure (one may refer to [7–11,17] and the work in this paper) in the Walsh spectrum
can be exploited to execute an efficient search which is not immediate if one looks at the functions as idempotents.
2. Walsh spectra of RSBFs on even number of variables
In this sectionwederive combinatorial results related to theWalsh spectra of RSBFs on even number of variables and then
use the results in the analysis of rotation symmetric bent functions. For the analysis we need to concentrate on the classes
where the complement (coordinate wise complement) of each vector of that class falls in the same class. Such a situation
does not happen when n is odd [10], and that is the reason the situation is more complicated when n is even. When n is odd,
if the weight of a vector is even (respectively odd) then the weight of its complement is odd (respectively even). However,
for n even, there are some classes (vectors from this class have weight n2 ) where the complement of each vector falls in that
same class. For example, for n = 4, G4((0, 0, 1, 1)) and G4((0, 1, 0, 1)) are such types of classes.
From now on we assume that n is even. If the vectors of Gn(Λn,i) have even (respectively odd) weight, then the
vectors of Gn(Λˆn,i) have even weight (respectively odd), since n is even. Also, there are some classes of weight n2 such that
Gn(Λn,i) = Gn(Λˆn,i). Now we partition the class representatives into 5 ordered setsMn, Un, Uˆn, Vn and Vˆn as follows:
Mn =
{
Λn,i|wt(Λn,i) = n2 & Gn(Λn,i) = Gn(Λˆn,i)
}
.
Divide the set {Λn,i|wt(Λn,i) = n2 & Gn(Λn,i) 6= Gn(Λˆn,i)} into two disjoint sets M1n and M2n such that Λn,i ∈ M1n if and
only if Λˆn,i ∈ M2n .
Un =
{
Λn,i|wt(Λn,i) ≤ n2 &wt(Λn,i) is even
}
\ (Mn ∪M2n ), Uˆn = {Λˆn,i|Λn,i ∈ Un},
Vn =
{
Λn,i|wt(Λn,i) ≤ n2 &wt(Λn,i) is odd
}
\ (Mn ∪M2n ), Vˆn = {Λˆn,i|Λn,i ∈ Vn}.
Consider that the elements in Un, Vn andMn are ordered in lexicographical manner and the elements in Uˆn and Vˆn (they are
basically the representatives of the orbits that contain elements which are complements of Un, Vn) are ordered according
to the ordering of Un and Vn (that is Λˆn,i of Uˆn or Vˆn comes corresponding to Λn,i of Un or Vn in the ordering). We permute
the rows and columns of nA using a permutation pi such that the elements in any row and column will be in the order:
Un, Vn,Mn, Vˆn, Uˆn. In the permutation we swap rows and the corresponding columns of nA. We denote the resulting matrix
by nA
pi , which will give a useful submatrix structure presented in Theorem 1. For this we first need the following technical
result.
Proposition 1. Let x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ {0, 1}n, where n is even. Then, the following hold:
1. If wt(x) andwt(y) are both even,
n⊕
i=1
(xi ∧ yi) =
n⊕
i=1
(xi ∧ yi) =
n⊕
i=1
(xi ∧ yi) =
n⊕
i=1
(xi ∧ yi).
2. If wt(x) is even andwt(y) is odd,
n⊕
i=1
(xi ∧ yi) = 1⊕
n⊕
i=1
(xi ∧ yi) =
n⊕
i=1
(xi ∧ yi) = 1⊕
n⊕
i=1
(xi ∧ yi).
3. If wt(x) andwt(y) are both odd,
n⊕
i=1
(xi ∧ yi) = 1⊕
n⊕
i=1
(xi ∧ yi) = 1⊕
n⊕
i=1
(xi ∧ yi) =
n⊕
i=1
(xi ∧ yi).
Proof. The proof of the above claims follows directly from the following observations: (i)
⊕n
i=1((ai ∧ bi)
⊕
(ai ∧ bi)) =⊕n
i=1 bi, (ii)
⊕n
i=1((ai ∧ bi)
⊕
(ai ∧ bi)) =⊕ni=1 ai, (iii)⊕ni=1((ai ∧ bi)⊕(ai ∧ bi)) =⊕ni=1 bi. 
Theorem 1. When n is even, the matrix nA
pi is of the form
nA
pi =
Un Vn Mn Vˆn Uˆn
Un
Vn
Mn
Vˆn
Uˆn

nG1 nG2 nG3 nG2 nG1
nG4 nG5 nG6 = 0 −nG5 −nG4
nG7 nG8 = 0 nG9 (−1)n/2 nG8 = 0 (−1)n/2 nG7
nG4 −nG5 (−1)n/2 nG6 = 0 nG5 −nG4
nG1 −nG2 (−1)n/2 nG3 −nG2 nG1

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where nG
1, nG
2, nG
3, nG
4, nG
5, nG
6, nG
7, nG
8 and nG
9 are matrices of size |Un|×|Un|, |Un|×|Vn|, |Un|×|Mn|, |Vn|×|Un|, |Vn|×
|Vn|, |Vn| × |Mn|, |Mn| × |Un|, |Mn| × |Vn| and |Mn| × |Mn|. Further nG9 is a zero matrix if n ≡ 2 (mod 4).
Proof. Consider the element nA
pi
r,c in matrix nA
pi as the element corresponding to the row representative elementΛn,r and
column representative element Λn,c . Similarly, the element nA
pi
r,c in matrix nA
pi is the element corresponding to the row
representative element Λˆn,r and column representative elementΛn,c . Similarly, we define nA
pi
r,c and nA
pi
r,c . Now,
nA
pi
r,c =
∑
x∈Gn(Λn,r )
(−1)x.Λn,c =
∑
x∈Gn(Λn,r )
(−1)⊕ni=1(xi∧Λ(n,c)i ),
nA
pi
r,c =
∑
x∈Gn(Λn,r )
(−1)x.Λn,c =
∑
x∈Gn(Λn,r )
(−1)⊕ni=1(xi∧Λˆ(n,c)i ),
nA
pi
r,c =
∑
x∈Gn(Λn,r )
(−1)x.Λn,c =
∑
x∈Gn(Λn,r )
(−1)⊕ni=1(xi∧Λ(n,c)i ),
nA
pi
r,c =
∑
x∈Gn(Λn,r )
(−1)x.Λn,c =
∑
x∈Gn(Λn,r )
(−1)⊕ni=1(xi∧Λˆ(n,c)i ).
Since wt(Λn,i) and wt(Λˆn,i) are even for Λn,i ∈ Un, it follows from Proposition 1 that nApir,c = nApir,c = nApir,c = nApir,c for
Λn,r ,Λn,c ∈ Un. Similarly from Proposition 1 we get, for Λn,r ∈ Un and Λn,c ∈ Vn, nApir,c = nApir,c = − nApir,c = − nApir,c .
Further, considering other possibilities we will get the matrix nA
pi in the required structure.
Note that,Λn,i ∈ Mn impliesΛn,i = Λˆn,i. Now for any odd weight v ∈ {0, 1}n and anyw ∈ Mn,
(1) nA
pi
v,w =
∑
x∈Gn(v)(−1)x.w =
∑
x∈Gn(v)(−1)x.w = − nApiv,w ⇒ nApiv,w = 0.
(2) nA
pi
w,v =
∑
x∈Gn(w)(−1)x.v =
∑
x∈Gn(w)(−1)x.v = − nApiw,v ⇒ nApiw,v = 0.
Using these two results we get nG
6 = nG8 = 0 and nG9 = 0 if n ≡ 2 (mod 4). 
We will present an example for 6-variables. The matrix structure presented here extracts the regularity from the basic
structure presented in [17, Section 3].
Example 1. U6 = {(0, 0, 0, 0, 0, 0), (0, 0, 0, 0, 1, 1), (0, 0, 0, 1, 0, 1), (0, 0, 1, 0, 0, 1)}, Uˆ6 = {(1, 1, 1, 1, 1, 1), (0, 0, 1,
1, 1, 1), (0, 1, 0, 1, 1, 1), (0, 1, 1, 0, 1, 1)}, V6 = {(0, 0, 0, 0, 0, 1), (0, 0, 1, 0, 1, 1)}, Vˆ6 = {(0, 1, 1, 1, 1, 1), (0, 0, 1, 1,
0, 1)} andM6 = {(0, 0, 0, 1, 1, 1), (0, 1, 0, 1, 0, 1)}.
The structure of the matrix nA
pi helps in analyzing the Walsh spectra for RSBFs on even number of variables. For
notational purposes, divide (−1)RSTTpi into five partitions represented as vectors σ1, σ2, σ3, σ4, σ5 by:
σ1 = {(−1)f (Λn,0), . . . , (−1)f (Λn,|Un |−1)},
σ2 = {(−1)f (Λn,|Un |), . . . , (−1)f (Λn,|Un |+|Vn |−1)},
σ3 = {(−1)f (Λn,|Un |+|Vn |), . . . , (−1)f (Λn,|Un |+|Vn |+|Mn |−1)},
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σ4 = {(−1)f (Λn,|Un |+|Vn |+|Mn |), . . . , (−1)f (Λn,gn−|Un |−1)}, and
σ5 = {(−1)f (Λn,gn−|Un |), . . . , (−1)f (Λn,gn−1)}.
Then we define,
w1 = σ1 nG1, w2 = σ1 nG2, w3 = σ1 nG3,
w4 = σ2 nG4, w5 = σ2 nG5, w6 = σ2 nG6 = 0,
w7 = σ3 nG7, w8 = σ3 nG8 = 0, w9 = σ3 nG9,
wˆ4 = σ4 nG4, wˆ5 = σ4 nG5, wˆ6 = σ4 nG6 = 0,
wˆ1 = σ5 nG1, wˆ2 = σ5 nG2, wˆ3 = σ5 nG3 .
TheWalsh spectra of the function can be seen as: ((w1+w4+w7+wˆ4+wˆ1) ‖ (w2+w5−wˆ5−wˆ2) ‖ (w3+w9+(−1)n/2wˆ3) ‖
(w2 − w5 + wˆ5 − wˆ2) ‖ (w1 − w4 + (−1)n/2wˆ7 − wˆ4 + wˆ1)).
To compute the Walsh spectra using the structure of nA
pi , one needs a little more than half of the total computation
than using nA as described in [17]. Here, using the submatrices of nA
pi , we need 2|Un|(|Un| + |Vn| + |Mn|) + 2|Vn|(|Un| +
|Vn|) + |Mn|(|Un| + |Mn|) + gn = |Un|(2|Un| + 2|Vn| + |Mn|) + |Vn|(2|Un| + 2|Vn|) + |Mn|(2|Un| + |Mn|) + gn =
|Un|gn + |Vn|(gn − |Mn|)+ |Mn|(gn − 2|Vn|)+ gn = gn(|Un| + |Vn| + |Mn|2 )+ ( gn2 − 3|Vn|)|Mn| + gn ≤ g
2
n
2 + gn operations.
Now we study the cardinality of Un, Vn,Mn.
Lemma 1. When n is even, the number of classes Gn(Λn,i) such that Gn(Λn,i) = Gn(Λˆn,i) is∑k| n2 12kdk where dk = 2k −∑
k
k1
=odd>1 dk1 .
Proof. Let x = Λn,i be the leader of one of such classeswhereGn(Λn,i) = Gn(Λˆn,i). So, for x = (x1, . . . , xn), x = (x1, . . . , xn),
there exists k, 0 < k < n, such that ρkn(x) = x, i.e., (x1, . . . , xn) = ρkn(x1, . . . , xn). This implies, (x1, . . . , xn) =
(xk+1, . . . , xn, x1, . . . , xk) and hence,
(x1, . . . , xn−k) = (xk+1, . . . , xn), (1)
(x1, . . . , xk) = (xn−k+1, . . . , xn). (2)
Now, we will get from (1) that
(x1, . . . , xk) = (xk+1, . . . , x2k) = (x2k+1, . . . , x3k) = · · · (3)
(xn−k+1, . . . , xn) = (xn−2k+1, . . . , xn−k) = (xn−3k+1, . . . , xn−2k)
= (xn−4k+1, . . . , xn−4k) = · · · . (4)
Then, from (1)–(3), we deduce x = bbbb · · · bb, where b is a block of length k. Thus, kmust divide n2 . Now, we need to count
the strings of the above form where b is the smallest block. There could be 2k different patterns and hence the number of
strings of form bbbb · · · bb is also 2k. Next, we need to take care of the double counting when b is of the form cccc · · · cc
where c is of length k1 and kk1 is odd. Thus, the count of such strings for a fixed k is dk = 2k −
∑
k
k1
=odd>1 dk1 . The string
bbbb · · · bb has cycle length 2k. So, each class contains 2k elements. So, we have 12k (2k −
∑
k
k1
=odd>1 dk1) classes where the
length of b is k. Since we need to count for every k such that k| n2 , the exact count is
∑
k| n2
1
2kdk. 
The next result follows from the count gn,w in [11,17] and the count in Lemma 1.
Theorem 2. |Mn| =∑k| n2 12kdk where dk = 2k −∑ kk1 =odd>1 dk1 .
If
n
2
is even, |Un| = |Uˆn| =
∑
w≤ n2 &even
gn,w − |Mn|, |Vn| = |Vˆn| =
∑
w< n2 &odd
gn,w.
If
n
2
is odd, |Un| = |Uˆn| =
∑
w< n2 &even
gn,w, |Vn| = |Vˆn| =
∑
w≤ n2 &odd
gn,w − |Mn|.
Now we look for further symmetry in nA and nA
pi . This result works for both even and odd n.
Theorem 3. nAi,j = n
Ai,0
nAj,0
nAj,i and nA
pi
i,j = n
Apii,0
nA
pi
j,0
nA
pi
j,i for any positive integer n.
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Proof. Let ki = |Gn(Λn,i)| = nAi,0 and ni = nki for 0 ≤ i < n. Now, nAi,j =
∑
x∈Gn(Λn,i)(−1)x.Λn,j = (−1)ρ
0
n (Λn,i).Λn,j + · · · +
(−1)ρki−1n (Λn,i).Λn,j = (−1)ρkin (Λn,i).Λn,j + · · · + (−1)ρ2ki−1n (Λn,i).Λn,j = · · · = (−1)ρ(ni−1)kin (Λn,i).Λn,j + · · · + (−1)ρniki−1n (Λn,i).Λn,j .
As niki = n, ni nAi,j =
∑
x∈Gn(Λn,i)(−1)x.Λn,j + · · · +
∑
x∈Gn(Λn,i)(−1)x.Λn,j = (−1)ρ
0
n (Λn,i).Λn,j + · · · + (−1)ρn−1n (Λn,i).Λn,j .
Since (−1)ρtn(Λn,i).Λn,j = (−1)Λn,i.ρn−tn Λn,j , we have (−1)ρ0n (Λn,i).Λn,j + · · · + (−1)ρn−1n (Λn,i).Λn,j = (−1)Λn,i.ρnn (Λn,j) + · · · +
(−1)Λn,i.ρ1n (Λn,j) = (−1)Λn,i.ρ0n (Λn,j) + · · · + (−1)Λn,i.ρkj−1n (Λn,j) + (−1)Λn,i.ρkjn (Λn,j) + · · · + (−1)Λn,i.ρ2kj−1n (Λn,j) + · · · +
(−1)Λn,i.ρ(nj−1)kjn (Λn,j) + · · · + (−1)Λn,i.ρnjkj−1n (Λn,j) = nj
(
(−1)Λn,i.ρ0n (Λn,j) + · · · + (−1)Λn,i.ρkj−1n (Λn,j)
)
= nj nAj,i.
Thus, nAi,j = njni nAj,i =
ki
kj n
Aj,i = n
Ai,0
nAj,0
nAj,i . Since nA
pi is generated by permuting rows and columns of nA
simultaneously using the permutation pi , nA
pi also preserves the symmetry. 
By this way we can reduce the computation time by around half to compute nA and nA
pi for any n as the computation
time to construct the submatrices of nA
pi gets reduced. Since this result works for both even and odd n, this gives further
insight into the matrix structure for odd n over the results presented in [10].
3. Rotation symmetric bent functions
Construction and enumeration of bent RSBFs have been studied in [1,4,16,17]. It is easy to see that [14,17] an RSBF f is
bent if and only if Wf (Λj) = ∑gn−1i=0 (−1)f (Λn,i) nApii,j = ±2 n2 for 0 ≤ j ≤ gn − 1. As we find interesting regular structure
in nA
pi
i,j, we may apply that in studying rotation symmetric bent functions (RSBNFs). Once again we recall that the order
of the representative elements is according to the order: Un, Vn,Mn, Vˆn, Uˆn and the corresponding division of (−1)RSTTpi is
σ1, σ2, σ3, σ4, σ5. Let us define the following five elements which are basically partial values of the Walsh spectra:
Q1,j =
|Un|−1∑
i=0
(−1)f (Λn,i) nApii,j =
|Un|−1∑
i=0
σ1i nA
pi
i,j,
Q2,j =
|Un|+|Vn|−1∑
i=|Un|
(−1)f (Λn,i) nApii,j =
|Un|+|Vn|−1∑
i=|Un|
σ2i nA
pi
i,j,
Q3,j =
|Un|+|Vn|+|Mn|−1∑
i=|Un|+|Vn|
(−1)f (Λn,i) nApii,j =
|Un|+|Vn|+|Mn|−1∑
i=|Un|+|Vn|
σ3i nA
pi
i,j,
Q4,j =
|Un|+2|Vn|+|Mn|−1∑
i=|Un|+|Vn|+|Mn|
(−1)f (Λn,i) nApii,j =
|Un|+2|Vn|+|Mn|−1∑
i=|Un|+|Vn|+|Mn|
σ4i nA
pi
i,j,
Q5,j =
2|Un|+2|Vn|+|Mn|−1∑
i=|Un|+2|Vn|+|Mn|
(−1)f (Λn,i) nApii,j =
2|Un|+2|Vn|+|Mn|−1∑
i=|Un|+2|Vn|+|Mn|
σ5i nA
pi
i,j .
AsWf (Λn,j) =∑5k=1 Qk,j, to get n-variable bent RSBFs it is enough to consider the following problem.
Problem 1.
Find the RSBF σ1‖σ2‖σ3‖σ4‖σ5, such that,
5∑
k=1
Qk,j = ±2 n2 , for all j such that, 0 ≤ j ≤ gn − 1.
The search space size for this problem is 2gn × gn.
Before going further, let us discuss the following results:
1. Let Λn,j ∈ Mn then∑Λn,i∈Un⋃Mn⋃ Uˆn(−1)f (Λn,i) nApii,j = ±2 n2 as nG6 = nG8 = 0. Further if n2 is odd, since, nG9 = 0, we
have
∑
Λn,i∈Un
⋃
Uˆn(−1)f (Λn,i) nApii,j = ±2
n
2 . That is, ifΛn,j ∈ Mn then for n2 even, Q1,j + Q3,j + Q5,j = ±2
n
2 and for n2 odd,
Q1,j + Q5,j = ±2 n2 .
2. Let Λn,j ∈ Vn then Q1,j + Q2,j + Q4,j + Q5,j = ±2 n2 . Also, Λˆn,j = Λn,k ∈ Vˆn. Then Q1,k + Q2,k + Q4,k + Q5,k =
Q1,j − Q2,j − Q4,j + Q5,j = ±2 n2 . From these two equations we will get either Q1,j + Q5,j = 0 and Q2,j + Q4,j = ±2 n2 or
Q1,j + Q5,j = ±2 n2 and Q2,j + Q4,j = 0.
3. LetΛn,j ∈ Un, i.e., Λˆn,j ∈ Uˆn. Then one can check that if n2 is odd, either Q1,j + Q5,j = ±2
n
2 and Q2,j + Q3,j + Q4,j = 0 or,
Q1,j + Q5,j = 0 and Q2,j + Q3,j + Q4,j = ±2 n2 .
If n2 is even, then either Q1,j + Q3,j + Q5,j = ±2
n
2 and Q2,j + Q4,j = 0 or, Q1,j + Q3,j + Q5,j = 0 and Q2,j + Q4,j = ±2 n2 .
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The above results are necessary conditions on partial Walsh spectra for a function to be RSBNF. Consequently, this gives a
sieving strategy for finding RSBNFs. Let us describe the case when n2 is even with a continuing example for n = 8 in the
following subsection.
3.1. Complete enumeration of 8-variable bent RSBF
Enumeration of 8-variable bent RSBFs has been done earlier in [4,17]. We present the search for 8-variable again to show
that the search using the structure we have identified in this paper provides further efficiency and this will prepare the
understanding for the search of 10-variable bent RSBFs in the next section which is much more complicated and requires
some more techniques than the effort on 8-variables.
We search for 8-variable RSBNFs, therefore we call Problem 1, where the exhaustive search space= 236 × 36 ≈ 241. As
8
2 = 4 is even, according to the above discussed results the search problem is divided into two parts. First we search for
σ1‖σ3‖σ5 and then σ2 ‖ σ4 respectively with some constraints. Finally we concatenate them to find which patterns among
all possibilities for σ1‖σ2‖σ3‖σ4‖σ5 have Walsh spectra equal to±16 at all points.
Step 1. Search for σ1‖σ2‖σ3.
As the complement of a bent function is a bent function, we can fix f (x) = 0 for wt(x) = 0 i.e., σ10 = (−1)0 = 1. First
we considerΛ8,j ∈ M8 and find patterns, σ1‖σ2‖σ3 satisfying the following condition,
Q1,j + Q3,j + Q5,j = ±2 82 = ±16, whereΛ8,j ∈ M8. (5)
The size of the search space is 22|U8|+|M8|−1 = 22·8+4−1 = 219. Out of all 219 binary patterns we find only 4954 patterns as
the solution.
Thenwe concentrate onΛ8,j ∈ V8. Since 8G8 = 0, is a zeromatrix, the part σ3will not have any effect on the partialWalsh
spectra at the points inΛ8,j ∈ V8. So one needs to search only patterns σ1 ‖ σ5 from the solution set of Eq. (5) satisfying the
following condition,
Q1,j + Q5,j = ±2 82 = ±16 or 0, whereΛ8,j ∈ V8. (6)
Out of 4954 σ1‖σ3‖σ5 patterns obtained from (5), we find only 602 σ1 ‖ σ5 patterns which satisfy (6).
Out of these 602 patterns, we sieve out the patterns which satisfy the following condition,
Q1,j + Q3,j + Q5,j = ±2 82 = ±16 or 0, whereΛ8,j ∈ U8. (7)
We get only 400 patterns out of those 602 patterns. We put those 400 σ1‖σ3‖σ5 patterns in DATABASE 1.
Step 2. Search for σ2 ‖ σ4.
We fix f (x) = 0 for wt(x) = 1, i.e., σ20 = 1, as the sets of Walsh spectra of f and f + lin, where lin is the linear RSBF
on the same variable, are permutations of each other. We concentrate on Λ8,j ∈ U8 ∪ V8 and find σ2 ‖ σ4 patterns which
satisfy the following condition,
Q2,j + Q4,j = ±2 n2 or 0, whereΛ8,j ∈ U8 ∪ V8. (8)
The size of the search space for this problem is 22|V8|−1 = 215. Among all 215 binary patterns, we find that there are only 420
patterns which are the solutions to Eq. (8). We put them in DATABASE 2.
Step 3. Matching σ1‖σ3‖σ5 and σ2 ‖ σ4.
We create the σ1‖σ2‖σ3‖σ4‖σ5 patterns by concatenating the elements of DATABASE 1 and 2. Then we try to find, out
of 400 × 420 (< 216) patterns, which are actually solutions to Problem 1. Due to the symmetry of the matrix depicted in
Theorem 1, it is enough to test for Λ8,j ∈ U8 ∪ V8. Finally we get 3776 patterns which are bent RSBF on 8-variables. Recall
that we considered f (x) = 0 forwt(x) = 0 andwt(x) = 1. Hence the total number of RSBNF is 4× 3776.
The sieving strategy presented here is much more efficient than that of [17, Page 14]. To make a comparison we refer
to the example for the 8-variable case, where the computation needs only 2 s compared to 1 min in [17] under the exactly
same hardware, operating system and programming strategy.
4. Complete enumeration of 10-variable bent RSBFs
Complete enumeration of 10-variable RSBNFs was an open question till date. Only a few 10-variable RSBNFs have been
reported byheuristic search (simulated annealing) [1].With the strategymentioned in the previous subsection, the complete
enumeration of 10-variable RSBNFs is too cumbersome. In this section we concentrate on the combinatorial structure of the
matrix 10A
pi in more detail for complete enumeration of 10-variable RSBNFs.
It is clear that to search for all 10-variable RSBNFs, we have to refer to Problem 1. Following the enumeration process of
the 8-variable case, here also the search is done in three parts. Looking at the structure of the matrix depicted in Theorem 1,
first we search for the bit patterns σ1 ‖ σ5 having length (28 + 28 = 56)-bits such that the partial Walsh spectra,
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Q1,j + Q5,j = ±2 102 or 0 where Λ10,j ∈ U10 ∪ V10 ∪ M10. Let us denote the set of these patterns as S1. For this search
one has to check 256 patterns. Then we search for the bit patterns σ2‖σ3‖σ4 of length (24 + 4 + 24 = 52)-bits such that
the partial Walsh spectra, Q2,j + Q3,j + Q4,j = ±2 102 or 0 whereΛ10,j ∈ U10 ∪ V10. Let us denote the set of these patterns as
S2. In this search one has to check 252 patterns. Lastly, we match patterns from S1 and S2 such that the sum of their partial
Walsh spectrum values satisfies the value,±2 102 for each jwhich are the Walsh spectrum values for a 10-variable function.
The obtained patterns σ1‖σ2‖σ3‖σ4‖σ5 are the bent functions. This step requires |S1| × |S2| number of matching.
With the help of currently available hardware, it is hard to handle this number of search effort (≈ 256). Thus we exploit
more involved and efficient strategies. Belowwe describe the strategies in three steps. The following result finds a symmetry
in the submatrix (10G
1
10G
2
10G
3) of 10A
pi which is useful in order to decrease the search effort.
Lemma 2. Let n2 be odd and x = (x1, . . . , xn) ∈ Un. If y′ = (x1, x2, x3, x4, . . . , xn−1, xn) and y′′ = (x1, x2, x3, x4, . . . , xn−1, xn),
then both of wt(y′) andwt(y′′) are odd.
Proof. As x ∈ Un,wt(x) is even. Also we have
(x1 + x3 + · · · + xn−1)+ (x2 + x4 + · · · + xn) = n− wt(x).
Now
wt(y′) = (x1 + x3 + · · · + xn−1)+ (x2 + x4 + · · · + xn)
= n− wt(x)− (x2 + x4 + · · · + xn)+ (x2 + x4 + · · · + xn)
= n− wt(x)− n
2
+ 2(x2 + x4 + · · · + xn)
= n
2
− (wt(x)− 2(x2 + x4 + · · · + xn)).
Since n2 is odd andwt(x) is even,wt(y
′) is odd. A similar argument can be applied to prove thatwt(y′′) is also odd. 
Theorem 4. Let n2 be odd. Then there is a permutation on the elements of Un and Vn ∪ Mn respectively such that (nG1) can be
transformed to
(
nH
1
nH
2
)
and (nG
2
nG
3) can be transformed to
(
nH
1
− nH2
)
.
Proof. Suppose x = (x1, . . . , xn) ∈ Un. Let y′ = (x1, x2, x3, x4, . . . , xn−1, xn) and y′′ = (x1, x2, x3, x4, . . . , xn−1, xn). Then
from Lemma 2 the weight of both y′ and y′′ is odd. Take one with theminimumweight from y′ and y′′ and rename it as y. We
claim that x ∈ Un if and only if y ∈ Vn ∪Mn. Since x ∈ Un, this implieswt(x1, . . . , xn) is even (by Lemma 2) and that implies
wt(y) is odd i.e., y ∈ Vn ∪Mn. Conversely, if y is in Vn ∪Mn thenwt(y) is odd, then by using the arguments in Lemma 2 we
can say thatwt(x) is even i.e., x ∈ Un. Hence |Un| = |Vn ∪Mn|.
Further, without any loss of generality, we can assume y = y′′, then for any t = (t1, . . . , tn) belonging to Un, we have
nAt,x =
∑
a∈Gn(t)
(−1)a.x =
∑
a∈Gn(t)
(−1)(a1,a3,...,an−1)(x1,x3,...,xn−1)+(a2,a4,...,an)(x2,x4,...,xn)
=
∑
a∈Gn(t)
(−1)(a1,...,an−1)(x1,...,xn−1)+(a2,...,an)(x2,...,xn)+wt(a2,...,an).
Since each a ∈ Gn(t) is a rotation of bits of t and wt(t) is even, both wt((a1, a3, . . . , an−1)) and wt((a2, a4, . . . , an))
are either even or odd. So nAt,x = nAt,y if for all a ∈ Gn(t), wt(a2, a4, . . . , an) is even and nAt,x = − nAt,y if for all
a ∈ Gn(t), wt(a2, a4, . . . , an) is odd. So, we rearrange the vectors of Un into two parts U ′n and U ′′n such that for each a ∈ U ′n,
wt(a2, a4, . . . , an) is even and for each a ∈ U ′′n , wt(a2, a4, . . . , an) is odd. Further, we arrange Vn ∪Mn in two partsW ′n and
W ′′n corresponding to U ′n and U ′′n . Hence the result. 
We give an example for the 6-variable matrix shown in Example 1.
Example 2. According to Theorem 4, the sets U6 and V6 ∪M6 are classified into U ′6, U ′′6 andW ′6,W ′′6 respectively as follows.
U ′6 = {(0, 0, 0, 0, 0, 0), (0, 0, 0, 1, 0, 1)}, U ′′6 = {(0, 0, 1, 0, 0, 1), (0, 0, 0, 0, 1, 1)},
W ′6 = {(0, 1, 0, 1, 0, 1), (0, 0, 0, 0, 0, 1)}, W ′′6 = {(0, 0, 1, 0, 1, 1), (0, 0, 0, 1, 1, 1)}.
The submatrices (6G
1) and (6G
2
6G
3) in Example 1 respectively, can be transformed into the following matrices: 1 1 1 16 2 −2 −26 −2 2 −2
3 −1 −1 3
 and
 1 1 1 16 2 −2 −2−6 2 −2 2
−3 1 1 −3
 .
Henceforth, we consider the matrix 10A
pi as the matrix after giving the permutation on the elements of U10 and V10 ∪ M10
discussed in Theorem 4 and the elements of the ordered sets U10 and V10 ∪M10 are ordered according to the permutation.
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Table 1
Index of the files and the corresponding number of patterns they contain
File index 0 3 5 6 9 10 12 15
Total patterns 75712 114000 114000 114000 114000 114000 114000 75712
4.1. Search for σ1 ‖ σ5.
In this subsection we search for the patterns σ1 ‖ σ5 such that,
Q1,j + Q5,j = ±2 102 = ±32 or 0, whereΛ10,j ∈ U10 ∪ V10 ∪M10. (9)
The search space for Eq. (9) is of the size 256. Let us describe the steps we will follow to reduce the search space further.
• We consider the matrix 10Api after giving the arrangements discussed in the proof of Theorem 4 on the vectors of U10
and V10 ∪M10.• Webreak the patternsσ1 asσ ′1 ‖ σ ′′1 andσ5 asσ ′5 ‖ σ ′′5 and their partialWalsh spectraQ1,j asQ ′1,j+Q ′′1,j andQ5,j asQ ′5,j+Q ′′5,j
according to the classification of U10 into U ′10 and U
′′
10. So, in this case we have to enumerate all patterns σ
′
1, σ
′′
1 , σ
′
5 and
σ ′′5 that satisfy
Q ′1,j + Q ′′1,j + Q ′5,j + Q ′′5,j = ±2
10
2 = ±32 or 0, whereΛ10,j ∈ U10 (10)
and
forΛ10,j′ = Λ10,|U10|+j ∈ V10 ∪M10,
Q ′1,j′ + Q ′′1,j′ + Q ′5,j′ + Q ′′5,j′ = ±32 or 0,
i.e., Q ′1,j − Q ′′1,j − Q ′5,j + Q ′′5,j = ±32 or 0.
(11)
Observation: Eqs. (10) and (11) imply that the values of Q ′1,j + Q ′′5,j and Q ′′1,j + Q ′5,j take values {±32,±16, 0} and both of
the addition and subtraction of these two expressions are either±32 or 0 for anyΛ10,j ∈ U10. Hence our search for σ1 ‖ σ5
is divided into search for σ ′1 ‖ σ ′′5 and σ ′5 ‖ σ ′′1 . Since, for both of the cases, the matrices and the constraints are same, it is
sufficient to search for patterns of any one of them (say, for σ ′1 ‖ σ ′′5 ) and then the set of patterns can be used for the other
one (σ ′5 ‖ σ ′′1 ).
So first we search for 28-bit length patterns σ ′1 ‖ σ ′′5 such that
Q ′1,j + Q ′′5,j = ±32 or±16 or 0 whereΛ10,j ∈ U10. (12)
One can fix f (x) = 0 for wt(x) = 0 as the absolute values of partial Walsh spectra of f and its 1 + f are same. So we
fix the bit corresponding to (0, . . . , 0) as σ10 = (−1)0 = 1 and hence the search space for this is of the size 227. We find
417 712 < 219 patterns (where the bit represented by zero vector is 1) satisfying the constraints. Hence the total number of
patterns (including the complements of the patterns) is 2×417 712 = 835 424 < 220. Let us denote the set of these patterns
as S11. We repeat that, as for both of the cases corresponding to σ ′1 ‖ σ ′′5 and σ ′5 ‖ σ ′′1 , the matrices and the constraints are
same, for σ ′5 ‖ σ ′′1 , the same set S11 will be produced.
Next we need to combine them to generate patterns for σ1 ‖ σ5 which satisfy (9). M ′10 is the set of vectors in U10
which correspond to the vectors in M10 according to the permutation shown in Theorem 4. For this part one has to check
835 424× 835 424 ≈ 240 patterns.
Next we narrow the search effort further down by finding some symmetry in strings of partial Walsh spectrum values.
We observe that partial Walsh spectrum values of the obtained patterns in S11 are all ±16 for Λ10,j ∈ M ′10 as well as for
Λ10,j ∈ M10. We need to get Walsh spectra ±32 at these four places of M10 by concatenating two strings of S11 to form
σ1 ‖ σ5. As the submatrices for σ ′1 ‖ σ ′′5 and σ ′5 ‖ σ ′′1 atM10 are negative in sign, their partial Walsh spectrum values will be
deducted when Walsh spectrum values at these points are calculated. Hence we have to choose a pair of patterns from S11
such that their partialWalsh spectrumvalues are opposite in sign at these places ofM ′10 tomake±32 at the places ofM10. For
example, if we consider a σ ′1 ‖ σ ′′5 pattern in S11 having partial Walsh spectra 16,−16, 16,−16 at the 4 places ofM ′10, then
σ ′′1 ‖ σ ′5 pattern must have partial Walsh spectra as−16, 16,−16, 16 such that their subtraction will be±32 at the 4 places
inM10. To do this, we divide these 835424 patterns in S11 into 24 = 16 files where the patterns are differentiated according
to their partial Walsh spectra at the 4 places in M ′10. Let us describe it clearly. We read a line from the file containing the
partialWalsh spectrum values.We form the binary quadruple by taking the last 4 numbers and replacing+16 by 1 and−16
by 0. Let N be the decimal value of this quadruple; we store this line of Partial Walsh spectrum values in a file indexed by N
and the corresponding patterns in another file indexed by N . We note that the files indexed respectively by 0, 3, 5, 6, 9, 10,
12, 15 only contain patterns. In Table 1, we present the index of the files and the number of patterns each of them contains.
We do not mention those indices for which there is no pattern in the corresponding file.
Then we check the patterns in a particular file indexed by k ∈ {0, 3, 5, 6}with the patterns of the file indexed by 15− k
as to whether the subtraction of the partial Walsh spectra is±32 or 0. Using this strategy we find 116272528 patterns for
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σ1 ‖ σ5 of length 56-bits. Note that the patterns µ1 ‖ µ2 where µ1 = σ2 and µ2 = σ1 have partial Walsh spectrum values
equal to either±32 or 0. So, the cardinality of S1 is 2×116 272 528 = 232 545 056 as we consider the complement patterns
too. Note that the partial Walsh spectra at the points in M ′10 are all 0 due to the choice of partial Walsh spectra for vectors
inM10. Let us denote these class representatives inM ′10 as λ1, λ2, λ3 and λ4.
4.2. Search for σ2‖σ3‖σ4
In this subsection we search for patterns σ2‖σ3‖σ4 having bit length 52 such that their partial Walsh spectra are either
±32 or 0, i.e.,
Q2,j + Q3,j + Q4,j = ±32 or 0 whereΛ10,j ∈ U10 ∪ V10. (13)
Instead of searching over all the 252 binary patterns, we exploit some symmetry in the submatrices of 10A
pi to reduce the
search effort. As mentioned at the end of Section 4.1, the partial Walsh spectra at the points λ1, λ2, λ3 and λ4 are always 0
for the string σ1 ‖ σ5, we have to search for the patterns σ2‖σ3‖σ4 for which the partial Walsh spectra at these points are
±32. Now we look carefully at the values of the entries in these 4 columns. We have one column containing fifty one 10’s
and one 2. So, to make 32 (similarly for−32) we have to choose 28 points which include the point where the value is 2 for
1 (−1 for−32) and the rest of 24 points for−1 (1 for−32). In the remaining 3 columns we have further symmetry among
the points. The absolute value of entries in these three columns are 6 and 2. According to the values of the entries in these
three columns we can reorder the vectors of V10 such that those three columns of the matrix 10G
4 are as follows
−6 2 −2
...
...
...
−6 2 −2
 8 many
2 −6 −2
...
...
...
2 −6 −2
 8 many
2 2 6
...
...
...
2 2 6
 8 many .
The same matrix is also obtained for σ4. Hence we partition the elements of V10 ∪ Vˆ10 into three divisions such that the
absolute values in one column of each division are 6; and 2 for other two divisions (each division contains 8 + 8 = 16
elements).
Note that the last 4 columns of 10G
7 are as follows, 2 2 2 −210 10 10 −1010 10 10 −10
10 10 10 −10
 .
There are always three 10’s (absolute value) and one 2 (absolute value) in the matrix 10G
7. It can be checked from this
structure that σ3 will be either 1111 or −1 − 1 − 1 − 1 which gives partial Walsh values at λ1, . . . , λ4 as ±32. So, we
need string σ2 ‖ σ4 such that the partial Walsh values at λ1, . . . λ4 are 0. Assume that the three divisions in σ2 ‖ σ4 contain
t1, t2, t3many 1’s and the rest of the elements are−1’s in each division. Hence the contribution in the partialWalsh spectrum
value in these three columns of the patterns associated with V10 ∪ Vˆ10 will generate equations−12t1+ 4t2+ 4t3+ 32 = 0,
4t1 − 12t2 + 4t3 + 32 = 0 and 4t1 + 4t2 − 12t3 + 32 = 0. As t1, t2, t3 are all nonnegative integers, then we have only the
solution t1 = t2 = t3 = 8. That is, in each corresponding division of σ2 ‖ σ4, there are equal number of 1’s and −1’s, i.e.,
there will be eight 1’s and eight−1’s in each of the three divisions. However, we already have σ5 patterns as all 1 or all−1
which makes the values Q3,j = 0 forΛ10,j ∈ V10 ∪ U10 \ {λ1, λ2, λ3, λ4}. Hence, we need to find out the patterns for σ2 ‖ σ4
such that Q2,j + Q4,j = ±32 or, 0 forΛ10,j ∈ V10 ∪ U10 \ {λ1, λ2, λ3, λ4}. For this the search space is 248. As the submatrices
associated to σ2 and σ4 are the same which is 10G
4, we can exploit a folding strategy [6] to reduce the search space down to
324 ≈ 238 < 248. We explain this strategy in detail in the following subsection.
4.2.1. Further reduction of search complexity using folding of the patterns
We like to search the patterns σ2 ‖ σ4 such that, σ2 10G4+σ4 10G4 = ±32 or 0 and σ2 10G5−σ4 10G5 = ±32 or 0. These
can be written as (σ2 + σ4) 10G4 = ±32 or 0, i.e., P1 10G4 = ±32 or 0, where P1 = σ2 + σ4 and (σ2 − σ4) 10G5 = ±32 or 0,
i.e., P2 10G
4 = ±32 or 0, where P2 = σ2 − σ4. The patterns P1 and P2 are called the foldings of the pattern σ2 ‖ σ4 following
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the terminology used in [6] and each of them is of length 24. The option for each bit of σ2 ‖ σ4 is either 1 or−1; this implies
that each place of P1 and P2 can take values from {−2, 0, 2}. Hence the search space reduces to the size 324 ≈ 238 from 248.
Nowwe use more constraints obtained from the points λ1, λ2, λ3, λ4 to reduce the search effort further. As in each division
of σ2 ‖ σ4, there are eight 1’s and eight−1’s, then after folding we have three divisions of length 8 where the value of each
place is−2, 0 or 2. The values 2 and−2 come from the addition of two 1’s and two−1’s respectively and the value 0 comes
from the addition of 1 and −1. Thus we have to choose 8 length ternary patterns where the value of each place is from
{−2, 0, 2} and sum of the values is 0 for each of the three divisions. There are 1107 such 8 length patterns. Therefore our
task remains searching out of 1107×1107×1107 ≈ 231 patterns, which have partialWalsh spectra equal to±32 or 0 at the
points in the set V10∪U10 \{λ1, λ2, λ3, λ4}. First wework with U10 and find patterns of the type P1 such that, P1 10G4 = ±32
or 0. We find 1339083 patterns for P1. After that from each P1 pattern we generate the possible P2 patterns as follows:
(i) if the value is 2 or −2 in P1 at a position, then the corresponding value of P2 will be 0, (ii) if the value is 0 in P1 at a
position, then the corresponding value of P2 will be 2 or−2.
Among all these P2 patterns we take those patterns for which P2 10G
4 = ±32 or 0 and we get 150820080 such 48-bit
patterns. Note that for each of these patterns, the first 24-bits are of the P1 typewhereas the last 24-bits are of the P2 type. For
example, one such σ2 ‖ σ4 pattern is of the form (σ21+σ41 , σ22+σ42 , . . . , σ224+σ424 , σ21−σ41 , σ22−σ42 , . . . , σ224−σ424).
Thus comparing the ith bit (1 ≤ i ≤ 24) with the (24 + i)th bit in σ2 ‖ σ4 we get σ2i and σ4i . Hence, we get 150820080
patterns for σ2 ‖ σ4.
Finally, note that the value of σ3 can be either all 1 and −1. Thus the total number of patterns for σ2‖σ3‖σ4 is
2× 150 820 080 = 301 640 160 and we denote the set of these patterns by S2.
4.3. Matching σ1 ‖ σ5 and σ2‖σ3‖σ4
Now we check each pattern from the set S1 (generated in Section 4.1) with each pattern from the set S2 (generated
in Section 4.2) for certain constraints that we describe below. For this, one needs to check 116 272 528 × 150 820 080
pairs and for each pair, one may need to compare at most 48 places. So the total number of comparisons is approximately
48× 116 272 528× 150 820 080 ≈ 259 which is again very large. To avoid this much number of computation effort we take
the following strategy. Note that the pattern σ1 ‖ σ5 with partial Walsh spectrum value at a particular point equal to ±32
(respectively 0) needs to bematchedwith the patterns σ2‖σ3‖σ4 having partialWalsh spectrum 0 (respectively±32) at that
point. We sort the patterns of S1 and S2 according to their absolute values in the partial Walsh spectra. The sorting for S1 is
done by giving more priority to the absolute value 32 over 0. The sorting for S2 is done in reverse order of that of S1. Hence
the complexity of sorting will be around 48 × 150 820 080 ≈ 233 by using bucket sorting to sort two sets S1 and S2. Since
±32 will be matched with 0 and similarly 0 with ±32, we can go for linear checking for the patterns of both sets. So the
number of checking will be around 48 × 150 820 080 ≈ 233. Hence during this step the time complexity is approximately
234. After this matching we get 4 697347604 strings having f (x) = 0 for wt(x) = 0. Also note that σ3 has two choices,
namely, 1 1 1 1 and−1−1−1−1. Hence, the final count of rotational symmetric bent functions is 4×4 697 347 604 ≈ 234.
Hence we have the following theorem.
Theorem 5. Among the 10-variable RSBFs, there are 4× 4 697 347 604 ≈ 234 functions that are bent.
Clearly the total search effort required for all the three steps is around 238. For all these enumerations we used a Fedora
Core 5 operating system on Pentium 4, 3.0 GHz CPU, 512 GB RAMmachine and the total time spent was less than a day.
5. Conclusion
In this paper we study the combinatorial structures related to Walsh spectra of rotation symmetric Boolean functions.
In [10,11], results have been obtained for RSBFs on odd number of input variables. Here we explore the case when the
number of input variables is even and consequently these results are used to study rotation symmetric bent functions. The
combinatorial findings, along with an involved implementation strategy helped in enumerating the 10-variable rotation
symmetric bent functions for the first time.
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