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Controlling of the ambient air in our environment, at work or at home, is a demanding task of
the present time. Therefore, a number of approaches has been developed to reveal the chemical
composition of our ambient air or to detect specific – potentially poisonous – compounds.
Among optical and chemical spectroscopy like FT-IR or GC/GC-MS, easily applicable meth-
ods are needed for a continuous, fast and inexpensive monitoring of the air we are living in.
For portable operation and compact design, electrical transducers soon turned out to be best
suited. Electrochemical cells, quartz microbalance sensors and metal oxide based gas sensors
are a promising approach to either detect the specific amount of a single gas component or to get
an integrated signal of all reducing or oxidizing gases present in the environment. Gas sensors
used for the sensing of reducing or oxidizing gases based upon SnO2 are well-suited to fit in this
demand for a fast, sensitive, accurate and inexpensive determination of gas compositions in our
environment, during industrial processes or for automotive applications.
Motivation
A detailed understanding of the physical properties of SnO2, which are relevant for gas-interaction,
is necessary for understanding and systematically improving SnO2 gas sensors. Since gases are
interacting only with the uppermost atomic layers, a characterization of the material’s surface is
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the first step. But this interest in the surface properties of SnO2 grows not only from gas sensing
applications but also from its use as a base material for transparent electrodes, for example in
solar cells, in electrochemistry or for heatable windows [98].
Investigating gas interaction and surface properties of real gas sensors is a challenging task
and requires a model system, as easy as possible, to study basic chemical and physical parame-
ters. A common approach to investigate a given material’s surface is the application of surface
science techniques to single crystal surfaces characteristic of the material. Well-defined surfaces
offer the possibility to investigate fundamental surface properties on almost perfect surfaces.
For this reason, a common approach is to chose the single crystal surface corresponding to the
most frequent surface plane of the material and to study its chemical, electronic and geometric
properties under UHV conditions. Nevertheless, the comparability to experiments under realistic
conditions has been controversially discussed. In fact, the relevance of experiments in UHV to
corresponding reactions in heterogeneous catalysis or gas sensor responses has only been proven
in few cases like the reaction of CO on metal and metal oxide surfaces or the catalytic synthesis
of NH3 [6, 59, 60, 71–74, 132].
In spite of these restrictions on the comparison with surfaces under real, i.e. atmospheric
conditions, the application of surface sensitive spectroscopy on single crystal surfaces, is the only
approach to find fundamental correlations between electronic and geometric surface properties.
Of course, not only the restriction to clean surfaces under UHV conditions, but also assuming
it to be a perfect surface, is critical. It is essential to assume that observed phenomena are not
dominated by surface defects like vacancies, step edges, crystallographic shear planes etc. since
such surface defects are still present even after extensive preparation treatment.
Objectives
It is the emphasis of this study to investigate geometric and electronic surface properties of SnO2
single crystal surfaces and to determine comparative data on SnO2 gas sensors.
For this reason, two model systems were chosen to be characterized by surface science
techniques. On the one hand, the SnO2(110) single crystal surface as the thermodynamically
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most stable surface termination [75] was investigated in detail by STM (Scanning Tunneling Mi-
croscopy), LEED (Low Energy Electron Diffraction) and photoemission spectroscopy. On the
other hand, gas sensors based upon nanocrystalline grains of doped and undoped SnO2 were in-
vestigated by photoemission spectroscopy and SIMS (Secondary Ion Mass Spectrometry). These
sensors had already proved a very high reproducibility in gas test measurements of the sensor’s
resistance and the work function of the surface under ambient air conditions.
Characterizing fundamentally the surface properties is essential for an understanding of the
interaction of as-prepared surfaces with incoming gas molecules, as for example in adsorption
processes or catalytic reactions. Furthermore, such a knowledge is the prerequisite for any sys-
tematic study with surface sensitive methods on gas loaded surfaces. The electronic and geomet-
ric properties are especially important for gas sensing since gas interaction may lead to a change
in the band bending, electron affinity or to an injection of charge carriers in the semiconducting
tin oxide, which finally results in an electrical resistance change of the material, i.e. in a sensor
response that can be used for gas detection.
In this way detailed measurements of single crystal surfaces of the best available quality form
the basis for further investigation of the SnO2 gas sensors by photoemission spectroscopy and
for a comparative discussion of the results obtained by both model systems.
Structure of the Thesis
In the first part of the thesis called ’Basics’, the model systems, SnO2(110) and SnO2 gas sensors
based upon nanocrystalline material, are described. Starting with methods to grow single crystals
of SnO2, the preparation of clean surfaces and studies on such surfaces, as well as on gas and
metal interaction are discussed. In the following, the measurement techniques applied on the
model systems are described and discussed towards there benefits and restrictions.
The second part, ’Experimental’, deals with details of the sample preparation, with the data
evaluation techniques applied to the photoemission spectra and with the UHV equipment used in
this study.
The third part concerns the ’Results and Discussion’. Starting with the geometric properties
14 CHAPTER 1. INTRODUCTION
of reduced SnO2(110), revealed by STM and LEED, results by photoemission spectroscopy on
well-defined surfaces are shown. Comparative data collected on undoped and doped SnO2 gas
sensors are discussed following after the single crystal measurements. Finally the results of this
study are compared and rated to the present knowledge on these model systems and conclusions
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Chapter 2
Description of the Model System
SnO2 is a wide band gap n-type semiconductor, which crystallizes in the rutile structure (tetrago-
nal structure, space group D144h or – in another notation – P42/mnm) like for example TiO2, CeO2
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Figure 2.1: Unit cell of SnO2. The shaded area represents the (110) surface [4, 13].
With an optical band gap of 3.6 eV, this material has a low conductivity at room temperature.
But its conductivity can be increased by introducing dopants that also are of importance to tailor
SnO2 based gas-sensors to higher sensitivity and selectivity towards gases of interest. Dopants
used are for example In [98], Pd [17, 48], Pt [92], Sb [40] or V [39].
With its unique properties, SnO2 is paid attention in a variety of applications [83–85]. Its
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high conductivity (as doped material, ITO: Indium Tin Oxide) together with transparency makes
it an ideal material for producing transparent electrodes, very important for example for solar
cells or heatable windows. On the other hand, it is widely used in gas sensor production because
of its chemical stability and its semiconducting properties and is yet unsurpassed in its sensitivity
to reducing and oxidizing gases. A huge effort has been made in empirical optimization of this
material by varying for example dopants, amount of doping, sintering conditions, grain size and
operating temperature.
The first SnO2 based gas sensors were developed by Taguchi [155–157] in the 60s and sensors
of this company are still among the leading SnO2 gas sensors.
In the following, the two types of SnO2 material investigated in this study are described
and the present knowledge about these two systems is summarized. On the one hand, there is
the single crystal SnO2(110) surface, which is – as the thermodynamically most stable face –
the predominant termination of SnO2 either in the case of macroscopic crystals [161] or in the
nanoscopic scale and therefore a well-suited model system for SnO2.
On the other hand, there are the sensors based on nanocrystalline material. These sensors
have already proven to be highly sensitive and tunable to high selectivity by varying dopants and
operating parameters under ambient air conditions.
2.1 Single Crystals
Despite the importance of SnO2(110) surfaces as a model system for which the availability of
single crystals is a prerequisite, only few successful attempts for growing single crystals have
been made. To the author’s knowledge almost all SnO2(110) samples used in UHV studies
can be traced back to the crystal growing experiments of two groups. One at the University of
Erlangen-Nürnberg (Prof. R. Helbig) and the other at the LASMOS (Laboratoire de Spectro-
scopie Moléculaire de Surface) in Belgium.
Both groups applied the same method, a gas phase transport of SnO with reoxidation in the
gas phase (see section 2.1.2).
Additionally, there is to the author’s knowledge only one publication existing based upon
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a SnO2(110) slice which was cut from a natural single crystal (cassiterite) [103]. The recon-
struction process of this natural single crystal surface shows the same behavior under sputtering
and annealing (S&A) as it is reported from SnO2(110) slices cut from artificially grown single
crystals. Therefore it can be assumed that this behavior is true for every well-defined SnO2(110)
surface.
In the following, only a short overview how SnO2 single crystals can be grown, is given. The
main emphasis lies on the method for growing the single crystals which are used in this study.
2.1.1 Growing SnO2 Single Crystals, an Overview
In order to grow SnO2 single crystals, temperatures of up to 1650◦C under an O2 atmosphere
are needed. This causes immense problems, not only for the furnace but also for ensuring a high
purity of the crystals.
One general attempt is to evaporate SnO2 or SnO which leads – in both cases – to SnO in the
gas phase, to reoxidize it and precipitate it onto a substrate.
2SnOs2 ⇀↽ 2SnO
g+O2 or (2.1)
SnOs ⇀↽ SnOg (2.2)
The other attempt uses SnCl4 as precursor and convert it under reaction with H2O to SnO2. It is
the same reaction mechanism as used for the wet chemical method to obtain SnO2 powder.
SnCl4+2H2O ⇀↽ SnO2+4HCl (2.3)
SnCl4+2H2+O2 ⇀↽ SnO2+4HCl (2.4)
The drawback in this case is the higher impurity level in the crystals due to aggressive HCl in the
gas phase [83, 161].
2.1.2 Helbig Method
This method uses the gas phase reaction described above. In order to lower the sublimation
temperature to 1450◦C, the reaction is supported by H2.
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Figure 2.2: Scheme for the furnace used in the crystal growing experiments by Thiel and Hel-
big [161].
The hydrogen leads to a reduced partial pressure of O2 in the sublimation region and therefore
increases the partial pressure of SnO in the gas phase at a given temperature. The vaporized SnO
is transported by a N2 flow to the growth region where it reoxidizes to SnO2 just by the oxygen
which diffuses through the walls of the furnace.
After a typical growing time of 70 h, needle shaped crystals up to a size of 7×7×20 mm3
are obtained with the (110) face as the predominant termination [161, 163].
The impurity concentrations were checked by emission and mass spectroscopy and were in
the order of maximum 100 ppm in the case of Fe and Na.
2.2 SnO2(110)
As the thermodynamically most stable surface, the 110 surface of SnO2 has been paid wide
attention as a model system for SnO2 gas sensors. Since SnO2 single crystals of sufficient size
are rare, there are only few studies in comparison to other metal oxides (for example TiO2, ZnO,
MgO), which have been studied in detail during the last two centuries [73].





Figure 2.3: Stoichiometric SnO2(110) surface.
structure of SnO2(110) is existing.
2.2.1 Preparation of clean Surfaces
In general, two approaches for preparing clean and well-defined SnO2(110) surfaces can be dis-
tinguished. On the one hand, the sputtered and UHV-annealed (S&A) and therefore oxygen-
deficient surface and on the other hand the oxidized, stoichiometric surface.
Oxidized Surface
In order to prepare an oxidized SnO2 surface, three different methods are used in the literature:
1. Thermal oxidation at 700 K and an O2-pressure of at least 0.7 mbar for about 10 min [16,
18, 25, 103]
2. Thermal oxidation at 700 K by using N2O as oxidant at about 7·10−1 mbar [50–52]
3. Plasmaoxidation at room temperature [16, 18]




Figure 2.4: Reduced SnO2(110) surface.
’1.’ is the most frequently used oxidation procedure. Nevertheless, the other two methods have
some advantages. Oxidation by method ’2.’ has the advantage of lower oxidation pressure (N2O
is a stronger oxidant then O2) and therefore pump-down faster after oxidation treatment. Addi-
tionally, the typical impurities of N2O (N2, O2, CO and CH4) can more easily be pumped out of
the high-pressure cell than for example water which is a main contaminant in high-purity oxygen.
The plasma oxidation leads to a more oxygen-rich surface concluded from He I-UPS spec-
tra [18] than the thermal oxidation procedure, but it is more difficult to apply and was only used
by one group.
The oxidized surface can be illustrated by figure 2.3, where the bridging oxygen rows are
complete. An as-prepared surface shows a 1×1 LEED pattern although it is reported that it is
sometimes difficult to get a clear LEED pattern because of surface charging. A stoichiometric
surface will loose its bridging oxygens (see figure 2.4) after heating to 700 K, but the LEED pat-
tern remains the same [51]. Further heating removes in-plane oxygens and leads to an increased
defect density. ISS measurements show that the O/Sn-ratio of the oxidized surface is decreased
from 1 to about 0.2 during heating up to 1000 K whereas the O/Sn ratio of the S&A surface stays
constant at below 0.1 and increases to 0.15 at 1100 K [25] (see figure 2.5).
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Figure 2.5: Annealing process of oxidized and ion-bombarded SnO2(110) observed by LEED,
ISS, AES, and UPS (band bending of the valence band maximum). Figure A refers to O/Sn ratios
revealed either by ISS, i.e. sensitive only to the uppermost monolayer, or by AES, i.e. information
depth of some monolayers. In figure B the band bending of oxidized and sputtered SnO2(110)
during annealing is shown. For further details and experimental conditions see references [25,
27, 143].
Annealing and Reconstruction Process of Oxygen-deficient SnO2
The reconstruction process of oxygen-deficient annealed SnO2(110) surfaces has been described
in various publications [23, 25–27, 33–35, 42, 89, 117, 146, 147, 152–154, 160]. After sputtering,
the surface undergoes some diffuse ordering at annealing temperatures between 500 K and 800 K
described by a c(2×2)-pattern [27, 33, 34], leading to the most prominent 4×1 [27, 33, 34, 89,
146] (at about 900 K) and 1×1 surfaces [25, 27, 33, 34, 146] (1000 K). The high-temperature
1×2-reconstruction at 1050-1200 K was not often observed [27, 81, 117, 143] and it was specu-
lated to be induced by some sort of impurity as suggested by Cox et al. [27]. The centered spot at
low annealing temperatures implies a strong two dimensional disorder in both, the[1̄10] and the
[001] direction, resulting from the previously applied ion-bombardment. This assumption can be
demonstrated by optical transforms [27].
It is generally assumed that the reconstruction of the surface is driven at lower temperatures
(500 K < T < 800 K) by an outdiffusion of Sn from tin-rich regions (enriched by preferential
sputtering of oxygen [38]) with an outdiffusion of oxygen at higher temperatures that leads to
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ordered and less defective surface structures. Evidence for this model is given by AES [27,
33] and ISS [27] measurements and from ISS measurements on oxidized SnO2(110) with18O-
isotopic labeling [23].
The measurements shown in figure 2.5 refer to ISS, AES and UPS data recorded by Cox,
Fryberger and Semancik [25, 27, 143]. Most remarkable is the shape of the AES O/Sn ratio
compared to the ISS O/Sn ratio in figure 2.5 A. The AES ratio shows a strong dependency as
a function of annealing temperature, whereas the corresponding ISS ratio of the sputtered and
annealed surface stays almost constant. When considering the information depth of these two
methods, it can be clearly understood that the O/Sn ratio of the surface is more or less unaffected
by the reconstruction process whereas the subsurface region is the subject of strong diffusion.
The slight increase of the ISS ratio at highest annealing temperature indicates the beginning of
the formation of the 1×2 termination which is – according to the model of Pang et al. [117] –
determined by a loss of in-plane tin atoms (see table 2.2.1 f) and therefore by an increase in the
surface O/Sn ratio.
Models for Reconstructed Surfaces
The three most prominent reconstruction symmetries of the SnO2(110) surface are the 1×1, the
4×1 and the 1×2 reconstruction.
The 1×1 symmetry can be observed either on the stoichiometric (oxidized) surface, on a sub-
sequently heated as-prepared surface under loss of surface oxygen or on S&A prepared surfaces
as a diffuse pattern at low annealing temperatures and as clear LEED pattern at temperatures
beyond the 4×1 reconstruction.
The 4×1 reconstruction has only been observed on S&A treated surfaces so far and several
models to interpret this pattern have been proposed. Finally, the 1×2 at the very high temperature
end of annealing treatment is considered to have a higher O/Sn ratio on the surface (by ISS) and
actually has not been observed in many studies (probably because of restrictions in available
heating power). In some publications, it is proposed that this termination may be stabilized by










4×1 according to de Fr´esart et al. [33]. The
high oxygen deficiency makes this model
very unlikely.
4×1 model that delivers a possible interpre-










c(4×2) proposed by de Fr´esart et al. [33]. 1×1 resulting from either removal of bridg-
ing oxygens or of high-temperature anneal-
ing a S&A surface [23, 25, 50–52, 147].









1×2 consisting of every second bridging
oxygen row left on the surface [147].
Model for the 1×2 proposed by Pang et al.






Stoichiometric SnO2 prepared either by high pressure (1 mbar O2 [25] or 0.1 mbar
N2O [50–52] at 700 K) or plasma oxidation [18].
Table 2.1: Models for SnO2 reconstructions. Two other models that should be mentioned are a
coincidence SnO(101) overlayer leading to a 4×1 and an imperfectly ordered atomic arrange-
ment to explain the diffuse centered spot in the c(2×2) pattern [27].
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While the existence of a 1×1 LEED pattern on oxidized surfaces is very straight-forward
as well as the resulting 1×1 by removal of the bridging oxygens at moderate temperatures, the
freshly sputtered surface shows a much more complicated behavior, especially when regarding
O/Sn ratios revealed by ISS and AES (see figure 2.5). Nevertheless, it is assumed that an as-
prepared surface would consist of ordered surface areas with a significantly higher in-plane defect
density than the 1×1 mentioned above.
For interpreting the 4×1 surface, the first model proposed (see table 2.1 b)) can be ruled out
because of newer results which are not consistent with the high oxygen deficiency proposed in
this model. It would also contain strongly reduced tin atoms which may lead to metallic states
that are not observable in XPS core-level spectroscopy. Another model suggests a coincidence
overlayer of SnO(101) which would fit with reasonable stretching of the unit cell in the order of
10% to the SnO2(110) termination. Such a surface would fulfill the requirements of O/Sn ratio
and chemical stability. The latest model proposed is an alternating removal of in-plane oxygens
leading to a characteristic pattern which was observed in STM experiments.
For the 1×2 symmetry two possibilities are discussed. On the one hand, the evolution of
bridging oxygen rows at every second row by increasing outdiffusion of oxygen from the bulk
and on the other hand the complete removal of bridging tin with underlying oxygen in every
second row. The latter model is supported by STM and NC-AFM imaging.
2.2.2 Theoretical Approaches to the bare SnO2(110) Surface
Between 1982 and 1987 Munnix and Schmeits studied the SnO2(110) surface, point defects and
oxygen vacancies on this surface and the resulting electronic structure [107–111] by a scattering-
theoretical method. Since computer power has increased rapidly since then, only recent studies
are treated in the following.
Relaxations
Relaxations of surface atoms relative to their bulk position were theoretically treated in detail by
a periodic [58, 106] and a cluster approach [123–128]. The results of these calculations on the






5-fold tin in-plane oxygen
Figure 2.6: Nomenclature for atomic positions (relaxations relative to bulk positions are not
considered in this picture).
stoichiometric and reduced SnO2(110) surface (see figure 2.6) are shown in table 2.2 and 2.3.
The results correspond well to each other for the stoichiometric surface. But for the reduced
surface there are differences of 400–500% for the relaxations of the bridging tins and in-plane
oxygens. These calculated relaxations show a significant deviation from the bulk situation. Com-
pared to a tin to tin distance of 3.35̊A in the [110] direction of the bulk material, the deviations
range up to 10%.
Electronic Structure
A detailed treatment of the electronic structure is of particular importance for the interpretation
of surface spectroscopic results and real-space microscopy with STM and NC-AFM.
There are two theoretical studies on the reduced and stoichiometric SnO2(110) surface during
the last few years, treating the electronic structure and density of states with methods based on
an infinite, periodical approach [56, 106].
One method is based on a tight-binding, total energy approach [56] very similar to the earlier
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stoichiometric reduced
Atoms ∆x (Å) ∆y (Å) ∆x (Å) ∆y (Å)
Bridging tin +0.15 0 +0.23 0
5-fold tin −0.15 0 −0.18 0
Bridging oxygens +0.02 0 — —
In-plane oxygens +0.07 +0.05 +0.08 +0.07
Table 2.2: Surface relaxations of the reduced and stoichiometric SnO2(110) surface according to
Manassidis et al. [106].∆x refers to the relaxation in the [110] and∆y to the [1̄11] direction.
stoichiometric reduced
Atoms ∆x (Å) ∆y (Å) ∆x (Å) ∆y (Å)
Bridging tin +0.08 0 +0.05 0
5-fold tin −0.07 0 −0.10 0
Bridging oxygens +0.07 0 — —
In-plane oxygens +0.04 +0.02 +0.45 +0.06
Table 2.3: Surface relaxations of the reduced and stoichiometric SnO2(110) surface according to
Rantala et al. [128].∆x refers to the relaxation in the [110] and∆y to the [1̄10] direction.
calculations of Munnix and Schmeits [107–111], the other one makes use of the DFT (density
functional theory) and gives (as stated by the authors) a more detailed inside view of the surface
states [106].
This study by Manassidis et al. [106] is also very useful for interpreting STM images [89]
since the valence electron density is calculated for the stoichiometric, reduced, and half-reduced
(110) surface. It could be shown that the electrons left from the bridging oxygens at the re-
duced surface are localized just above the bridging tin sites (compare to figure 2.6). With this
background, the bright areas in the (4×1) STM images at +1.0 eV BIAS of Jones et al. [89]
were interpreted as oxygen vacancies, assuming that the three tin ions surrounding the vacancy
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provide an F-center like attractive potential, leading to a state about +1.0 eV above the Fermi
level. Such an interpretation is still very speculative, since the calculations were not even based
upon a 4×1 terminated surface. Nevertheless, it shows the importance of a theoretical analysis
of the surface states for a proper interpretation of STM images. A realistic calculation of the
4×1 structure would be much more challenging because of the surface area which is four times
larger, resulting in a higher amount of computer time needed. The latter point is, despite the
rapid development of faster and faster computers, still a serious restriction for theoretical studies
on complex systems.
2.2.3 Interaction of Metals with SnO2(110)
Because of its gas-sensing importance the system Pd/SnO2(110) is best investigated [16, 17, 41,
46, 47, 49], but also other metal overlayers like Sn [16, 41] or Cu [103] were studied on the
(110)-surface.
There have also been a number of spectroscopic studies published which are dealing with
the interaction of polycrystalline thin SnO2-films and powders with metallic additives. Metals
have been incorporated into the SnO2 material by evaporation, ion implantation and as a solvent
during powder preparation. Metals investigated are for example Cr, Sn, Ag [115], Pd [48, 140],
Pt [140], V [39], Bi, Nb [129], Li [135, 144] and Sb [29, 40, 79, 129, 130].
Especially the last dopant mentioned, Sb, enhances the conductivity as a group V element
significantly by introducing electrons into the n-type conducting material.
Palladium as Model System for Catalysis
The interconversion of gas-molecules with single crystal palladium surfaces have been studied
extensively. The oxidation process of CO to CO2, the adsorption properties of CO2, but also
CO-induced reconstructions are of particular interest [14, 55, 63, 65, 76, 90, 91, 93, 94, 104, 122,
168, 190]. Other gases like NO [66, 76], H2 [61, 101, 112, 133, 170] or O2 [114, 185, 186] were
studied as well.
Studies that are dealing with Pd-particles on metal oxide supports are of particular importance
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since such a model system would be closer to the situation of Pd-doped SnO2. tudying on such
a system regarding its adsorption properties in comparison to single crystal surfaces, could show
that adsorption on clustered surfaces shows similarities to step, corner or defect adsorption on
single crystal surfaces [173]. Such nanometer sized cluster show a reversible change in their
shape under oxidizing and reducing conditions at temperatures around 550◦C [62]. The clusters
were characterized ex-situ by HRTEM. But also in-situ characterization with identifying the
terminations of the side faces by atomically resolved STM has been performed [67]. In Ref. [19]
a model for the oxidation process of Pd-clusters based upon a molecular modelling approach and
experimental results are given.
Pd on SnO2(110)
Nevertheless, the situation on Pd doped SnO2 has to be treated in a different manner since it must
be assumed that Pd is almost completely converted to an oxide under common sensor fabrication
conditions (sintering at high temperatures in air). Additionally, a diffusion of oxidized Pd into
the SnO2 matrix may happen at sintering temperatures up to 1000◦C. Evaporating Pd on well-
defined SnO2(110) surfaces offers the opportunity to study this process from pure metal clusters
to a possible diffusion into the bulk.
In a recent study on time-dependent conductance of Pd-dosed SnO2 [17], plasma and ther-
mally oxidized SnO2(110) surfaces were compared to each other showing significant differences
in the behavior between the thermally oxidized and plasma oxidized surface (the latter one is
more oxygen-rich). This behavior was correlated to charged chemisorbed oxygen reacting with
the Pd. While a sufficient amount of chemisorbed oxygen was available for all investigated cov-
erages in the case of the plasma-oxidized surface, the thermally oxidized surface showed similar
behavior only up to 1 ML palladium and the difference in behavior at higher coverages was
explained by reaction of Pd with surface oxygen and by it a reduction of the surface.
These findings are consistent with earlier measurements by Geiger et al. [48, 49] where –
on less oxygen-rich surfaces – Pd was oxidized by O2-treatment with temperatures at or above
670 K. For lower temperatures, only metallic Pd was found (measured by XPS). In another study
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oxidized Pd2+-species were only observed for low coverages on the oxygen-treated SnO2(110),
which is consistent with the results of Cavicchi et al. [17] summarized above. The conductance
behavior first showed a significant change at> 0.5 ML as well.
Summarized one can say that for the formation of PdO on SnO2(110), reactive oxygen species
must be available either as chemisorbed oxygen or in the gas phase at sufficiently high tempera-
ture.
Other Metals deposited onto SnO2
Sn on SnO2(110) A comparative study on Sn interaction with thermally and plasma oxidized
surfaces show similar behavior with a XPS-shoulder of metallic tin at the Sn3d-Peaks occurring
with increasing Sn-coverage. This effect could be observed for the thermally oxidized surface
at lower Sn-coverages, which was explained by the chemisorbed reactive oxygen on the plasma-
oxidized one [16].
An earlier study showed consistent results with the metallic tin peak arising at about 0.5
ML [41]. In this study the tendency is the same for reduced and stoichiometric surfaces (metallic
tin is detectable at slightly higher coverages in the case of the stoichiometric surface).
Cu on SnO2(110) SRPES data of Cu-deposition on SnO2(110) show metallic tin diffusing
through the copper layer. Tin was even visible in the spectra at high coverages of copper. Subse-
quent oxidation transfers both metals into an oxide [103].
2.2.4 Adsorbate Systems
CO on SnO2(110)
Carbon monoxide and its oxidation to CO2 has been and still is a model reaction in UHV studies
on many surfaces and is, as a toxic gas, of significant importance in gas sensing applications.
SnO2 gas sensors early proved to be highly sensitive to this reducing gas with detection limits







Figure 2.7: SnO2(110) with adsorbed CO-molecule. The adsorbate position was optimized by
using a relatively small Sn3O7 cluster (see Ref. [124]).
In spite of this, only few experimental and theoretical studies deal with CO interaction on
SnO2(110) surfaces. In the following, one theoretical study and one experimental study are
summarized.
Ab initio theoretical Approach In the calculations of Ref. [124] only the stoichiometric SnO2
surface with CO and O2 adsorbed on the five-fold coordinated Sn sites is treated. While this is a
restriction for comparing with UHV measurements on the S&A (sputter and annealed) surface, it
is convenient for comparing these calculations with ambient air measurements, where the SnO2
can be assumed to be stoichiometric with the (110) surface as the predominant termination.
Figure 2.7 shows the position of the CO molecule on top of the SnO2(110)-surface which has
been optimized by using a Sn3O7 + CO cluster while simultaneously minimizing the total energy.
The final calculation of the band structure was performed on a much larger – Sn32O71 – cluster.
The calculation on a finite cluster is well suited for studying localized phenomena like chemisorp-
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tion, but leads to energy levels in the band gap originating from ’edge atoms’ of the cluster. Nev-
ertheless, when taking only states into account that are not related to ’edge atoms’, the valence
band and conduction band position, with a band gap of 3.6 eV, could quite well be reproduced.
The most interesting energy levels induced by the adsorbates O2 and CO are 1.2 eV and
0.9 eV below the conduction band minimum respectively. Both adsorbates lead to a band bending
by increasing the conduction band edge by 0.3 eV.
Experimental Data In Ref. [165], the conductance response on H2, O2 and CO of single crys-
tal SnO2 thin films doped with Pd were investigated. For CO adsorption only a little conductance
increase was observed. In fact, only the samples with the lowest initial conductivity showed a
significant effect.
Therefore – in contrast to the interaction with H2 and O2 – no model was proposed, but it
was assumed that the surface oxygen should play an important role because of the observation
that the samples with highest resistivity (most oxidized) showed the biggest effect.
It should be mentioned here, that the palladium coverage was quite high with the SnO2 sur-
face almost completely covered with Pd-clusters. Therefore, the observed behavior has to be
treated carefully when comparing these results to Pd/SnO2 gas sensors with a relative Pd amount
typically below one percent.
H2O on SnO2(110)
The interaction of water with the SnO2(110) surface was studied in a number of publications by
the method of choice – TPD – and also by surface sensitive spectroscopy like UPS, AES, and
XPS [28, 51, 68, 143, 189]. But additionally there is one theoretical study dealing with different
adsorption geometries of H2O on the stoichiometric SnO2(110)-surface [57].
First-Principles Calculations on possible Adsorption Geometries Table 2.4 shows three dif-
ferent configurations of adsorbed water. The energetically most favorable geometry is the unsym-
metrical dissociative adsorption shown in table 2.4 b), were the OH-groups are placed onto the
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five-fold coordinated tin and on the positions of bridging oxygens with a hydrogen bond of 1.81
Å between them.
The calculations were done by an improved LDA (local density approximation), using ’gener-
alized gradient approximations’ (GGA). For the calculations, an infinite periodic ’slab’ geometry
with a cube-size ofR= 7-13Å depending on the calculated adsorbate was used.
Experimental Results TPD spectra of adsorbed water on SnO2(110) show three temperature
regimes at 200, 300 and 435 K [51]. The first two features are attributed to molecularly ad-
sorbed water and the desorption at the highest temperature to dissociative adsorption of water
and recombination after desorption (concluded from UPS difference spectra).
Three different types of surface composition were investigated. The stoichiometric, the re-
duced (after heating at 950 K) and a defective surface (S&A, 1000 K). The defective surface
showed the least adsorption of molecular water, but in the case of all surfaces TPD features at
similar temperatures could be observed. Dissociative adsorption seemed to be favored on the
defective surface, leading to up to 35% dissociative adsorption in comparison to about 15% on
the stoichiometric surface.
Earlier studies by AES, UPS and TPD [24, 143] are consistent with the results summarized
above, but are less detailed according to the TPD data.
There were also two TPD studies on sintered pellets published [68, 189]. In these experiments
(adsorption at room temperature) two TPD features at around 400 K and 700 K were observed
which means that it occured at much higher temperatures than was expected from the TPD-data
on SnO2(110).
The following reactions were postulated for the dissociative interaction of water with SnO2 [68]:
H2O+Snlat+Olat −→ (HO-Snlat)+OlatH++e− (2.5)
This reaction would be consistent with the adsorption geometries in table 2.4 a) and b). But
it might also be possible that the OH-groups are preferably bound to the five-fold coordinated
Sn-sites:
H2O+2Snlat+Olat −→ 2(HO-Snlat)+VO◦ (2.6)










a) SnO2(110) with adsorbed OH-molecules
and H-atoms.
b) SnO2(110) with adsorbed OH-molecules,






c) SnO2(110) with molecularly adsorbed
H2O-molecules.
Table 2.4: Possible adsorption geometries of water on stoichiometric SnO2(110) [57].
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Hydrocarbons on SnO2(110)
For a more detailed understanding of the chemical activity of single crystalline SnO2 surfaces,
the interaction of well-defined tin dioxide surfaces with more complex molecules like methane,
methanol, formic and acetic acid is important. By experimental as well as by theoretical ap-
proaches such systems were studied in the past.
On the one hand, it is of interest to study the geometrical conformation of adsorbed molecules
in order to get an idea about possible reaction mechanisms and reactive sites on the surface. Such
results are available as theoretical calculations for methane [187], methanol [12] and ethanol [1]
which are either interacting with the reduced or with the stoichiometric SnO2(110) surface.
On the other hand, it is of great interest to study the reaction products after a heterogeneous
catalytic reaction on the SnO2 surface. This for example can be done by adsorbing high doses
of gas at low temperature and then recording TPD spectra of possible reaction products. Under
such conditions ethanol decomposes on SnO2(110) to ethylene, water, and acetaldehyde [82] and
methanol to formaldehyde and water [52].
More detailed studies on the interconversion of formic acid with SnO2(110) on differently
prepared surfaces show a significant dependency of the experimental results on the initial surface
preparation [50, 81] and point out the need for a well-defined and well-prepared model system.
The various reaction products of acetic acid were also determined by TPD after adsorption
at room-temperature [162]. By reactive scattering of acetic acid with the tin dioxide surface, the
dynamical reaction of this gas was monitored by dosing the gas in periodic cycles [95].
2.3 Polycrystalline SnO2
Gas sensors based upon doped and undoped SnO2 material consist of a transducer, for example
an interdigitated electrode, and a semiconducting tin dioxide layer. Such layers may be pro-
duced by PVD [137], CVD [11], reactive sputtering [30, 145], laser evaporation [99, 171] or
sol-gel techniques [70, 87, 164]. Comparisons between sensors based upon different fabrication
processes can be found in the literature [138, 139].
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In the present study, photoelectron spectroscopy was applied to reveal information about the
valence band structure of SnO2 materials. This is the reason for summarizing photoemission
studies on polycrystalline SnO2 surfaces in the following.
2.3.1 XPS Studies
An investigation of the chemical state of surface tin is complicated by almost negligible Sn 3d
core-level shifts between Sn2+ and Sn4+ on tin dioxide surfaces. Only little shifts around 0.1 eV
were reported which result mainly in some peak broadening and also may be correlated to band
bending effects [20, 37, 77, 118]. Only metallic tin can easily be distinguished by a core-level
shift in the Sn 3d region of about 1.9 eV towards lower binding energy [38].
On the contrary, there are significant core-level shifts reported on SnO surfaces which are –
under ambient air conditions – covered by a tin dioxide layer. Sn 3d5/2 core-levels were recorded
by varying the sputtering time and fitting the Sn 3d5/2 peak to three different contributions to the
photoemission signal. In this way, a peak-shift between Sn2+ and Sn4+ of 0.73 eV and between
Sn0 and Sn4+ of 2.5 eV could be revealed [158].
Since the situation in core-level spectroscopy of SnO and SnO2 is quite complicated and con-
troversially discussed, main emphasis was put on studying the valence band by XPS. Despite the
low intensities of the valence band at X-ray photon energies, there is the advantage of relatively
high tin subshell photoionization cross sections when compared to the corresponding oxygen
cross sections (see table 3.2). This is especially useful when investigating tin-derived structures
in the valence band region. A discrimination between SnO and SnO2 can easily be done by this
approach and corresponds very well to theoretical predictions [96, 100, 113, 134, 148, 188].
2.3.2 Synchrotron Radiation Studies
Synchrotron radiation sources offer tunable light sources with which it is possible to take advan-
tage from resonance and/or cross-section effects. By resonant photoemission in a photon energy
range of 22-50 eV, the Sn 5s origin of the band gap states could be supported for reduced sin-
gle crystal surfaces (see Ref. [160] and section 3.1.1). Two other studies were dealing with the
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examination of the O 2s core-level which is situated at little lower binding energy than the very
strong Sn 4d core-levels (see figure 8.1). By adjusting the photon energy to the cooper minimum
of the Sn 4d cross-section, the intensities of the O 2s and the Sn 4d core-levels can be adjusted
so that the O 2s level becomes accessible for curve fitting and further data evaluation [116, 159].
2.3.3 Electronic Structure of Stannous Oxide
In a recent resonant photoemission study on SnO, the valence band contributions due to Sn 5s,
Sn 5p and O 2p levels were investigated and correlated to calculated DOS curves [86]. For
interpreting photoemission results of reduced SnO2 surfaces, such information is of particular
interest. Especially the nature of band gap states often observed on doped SnO2 surfaces may be
related to SnO by comparing them with these measurements (compare section 8.1.2 and figure
8.7).
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Chapter 3
Measurement Techniques
3.1 Chemical Composition of a Surface
In the following, surface analytical techniques that were used to determine the chemical compo-
sition or electronic structure of a surface are described. Mainly photoelectron spectroscopy was
applied in this study, since it combines high sensitivity, chemical information and comparatively
easy interpretation of the spectra. Auger Electron Spectroscopy (AES) was only used for prepa-
ration control and Secondary Ion Mass Spectroscopy (SIMS) for trace element analysis of the
sensor’s impurities with limits of detection down to ppm concentrations.
3.1.1 Photoelectron Spectroscopy (XPS / UPS / SRPES)
The analysis of photoelectrons emitted from a surface provides not only information about the
chemical composition of the surface, but also about the chemical state of the elements present.
It also offers the possibility to record spectra of the valence band region (XPS valence band
spectroscopy, UPS), giving insight in the density of filled states at and near the surface, reflecting
the electrical and chemical properties of a material.
In general the abbreviation ’UPS’ is used for photoelectron spectroscopy at photon energies
below 100 eV. Above 100 eV the abbreviation ’XPS’ or ’ESCA’ is common. In the case of
laboratory sources, He I and He II radiation at 21.22 eV and 40.81 eV is used for UPS and the Al-
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He I He II Mg Kα Al K α
photon energy [eV] 21.22 40.81 1253.6 1486.6
line width [eV] 0.03 0.03 0.7 0.85
satellite lines 23.09 eV 48.37 eV 1262 eV 1496.2 eV
(≈ 2%) (< 1%) (9.2%) (7.8%)
23.74 eV 51.02 eV 1263.6 eV 1498.1 eV
(≈ 0.5%) (< 1%) (5.1%) (3.3%)
Table 3.1: Laboratory light sources.
Kα and Mg-Kα characteristic X-ray lines for XPS (hν = 1253.6 eV and 1486.6 eV respectively)
. Since the photoemission process is well understood (see figure 3.1) and sensitivity factors are
available, a quantitative analysis of the elements is easily accessible in the XPS photon energy
range. These common light sources for laboratory XPS and UPS are summarized in table 3.1
together with their natural line widths and satellite lines.
In the following text, effects which can influence the shape of a spectrum are discussed.
These effects are due to different photon energies used for photoelectron excitation. On the one
hand, this may have a direct effect on the photoionization process, i.e. the photoionization cross
section, or on the other hand on the kinetic energy of excited electrons.
Resonance effects can appear when the photon energy crosses the threshold of an electronic
transition or when quantummechanical effects appear. An example is the momentum and sym-
metry conservation during photoexcitation: Whereas the symmetry conservation is independent
of photon energy, the momentum conservation is not [43].
Principle of Photoelectron Spectroscopy
When a photon interacts with a surface, a variety of effects may appear. One of them, the photo
effect, leads to the emission of electrons with a well-defined energy (see figure 3.1). This kinetic
energy is related to the photon energy and the former energetic level of this emitted electron in
the atom. The relation Ekin = hν−EB is valid when the difference between the energy of the








Figure 3.1: Scheme of the photoionization process.
initial state and the final state of the system is negligible (Ei ≈ Ef ) and indeed, this relation holds
in a good approximation in most cases.
Figure 3.2 shows a typical survey spectrum of a SnO2(110) single crystal with some spectral
contribution of the platinum holder. One can see that the spectrum is dominated by the core-
level peaks of tin and oxygen. But also Auger electrons contribute to such a spectrum (see section
3.1.2). The typical stepped shape is due to inelastic scattering of emitted photoelectrons and leads
to a tail to lower binding energies at every photoelectron peak. The features labeled ’satellites’
and ’ghosts’ result from the non-monochromatic X-ray source. Satellite peaks are excited by
Mg-Kα3,4 X-ray lines (see table 3.1) and the ghost peaks originate from Al-Kα radiation which
is generated by electrons from hitting either the thin aluminium window between sample and
anode or the Al anode of the twin-anode X-ray source. On the one hand, the window in front of
the anode is necessary to prevent electrons hitting the sample or getting into the analyzer and on
the other hand, reduces the bremsstrahlung background.
More information about spectral interpretation and practical application of ESCA can be
found for example in Ref. [9].
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Figure 3.2: Typical XPS survey spectrum of SnO2(110) with some platinum signal from the
sample holder. Most prominent photoelectron and Auger peaks are labeled. Satellites due to
Kα3 and Kα4 radiation are marked at the Sn 3d and O 1s core-levels.
Mean free Path of Electrons
A comprehensive compilation of experimental data of the Inelastic Mean Free Path (IMFP) of
electrons in elements, adsorbed gases, organic and anorganic compounds is provided by Seah and
Dench [142]. When looking at figure 3.3 one can easily see that the information depth of pho-
toelectron spectroscopy with laboratory sources can differ up to almost one order of magnitude.
This can lead to differences in photoemission spectra when the bulk stoichiometrie is different
from the stoichiometrie of the surface, or when surface states appear in the valence band spectra.
Valence band electrons emitted by a Mg or Al X-ray source would have an IMFP of around 2 nm
which means only little surface contribution has to be expected for such a spectrum. In contrast,
valence band electrons excited by UV-light lead to a very surface sensitive measurement due to
their IMFP of 0.4 to 0.6 nm.
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Figure 3.3: Mean free path of electrons in metals and compounds as a function of their energy.
See Ref. [43, 142, 175] for details and Ref. [121] for a theoretical treatment. Mean free pathsλ
for hν = 20 eV, 40 eV and 1000 eV are marked by dashed lines.
One way to overcome this problem is to vary the angleϕ between sample and analyzer, since
the distance an electron has to travel through the sample is dependent on this angle:
λ = sinϕ ·λ90◦
with λ as the IMFP at angleϕ between sample and analyzer andλ90◦ the IMFP atϕ = 90◦.
This method also offers the opportunity to record non-destructive depth-profiles of a sample,
but the extraction of the depth distribution of each element from such data is a non-trivial problem
and will not be treated further here (see for example Ref. [169]).
Photoionization Cross-Sections
The photoionization cross sections are highly dependent on the photon energy used for excita-
tion. In Ref. [141], cross sections for all elements with respect to Mg- and Al-Kα-sources were
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Figure 3.4: Photoionization cross sections of Mg-Kα (1253.6 eV) X-ray-sources [141]. Cross
sections are referenced toσC1s = 1.000. p, d and f cross sections refer to the 3/2, 5/2 and 7/2
level respectively. See Ref. [43] for a similar diagram of Al-Kα cross sections.
calculated. Values are normalized to the cross section of the C1s core level (σC1s = 1.000). Fig-
ure 3.4 shows the cross sections at 1253.6 eV photon energy of the elements as a function of their
atomic number. The photoionization cross sections are varying more than two orders of magni-
tude and therefore have to be seriously taken into account when interpreting a spectrum. These
values were obtained by using a single atom approximation. Nevertheless, this approximation
often holds even for valence band spectra. There are for example numerous XPS valence-band
studies existing where spectra were taken from SnO2 samples [97, 100, 148, 158]. In the latest
publication experimental (XPS) and theoretical data (Xα cluster calculations) were compared to
each other by taking these cross-sections into account. This normalization to the XPS cross sec-
tion results in a very good agreement of XPS valence-band spectra and theoretical calculations.
But the photoionization cross section is not constant for the subshells of an element when
changing the photon energy. Synchrotron radiation offers the opportunity to adjust the photon
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Figure 3.5: InSb measured at two different photon energies. The difference in the photoionization
cross sections at hν = 70 eV and 90 eV of these two elements leads two an inversion of the
intensity ratio.
energy, with its continuous light, for example to the highest cross section of a certain orbital to
increase sensitivity. This variation in cross section can also be used to distinguish contributions
from different elements to the valence band by taking Energy Distribution Curves (EDC) by
varying the photon energy or directly Constant Initial State (CIS) spectra by simultaneously
changing photon energy and detected kinetic energy of the electrons (i.e. keeping the detected
binding energy of electrons constant).
Figure 3.5 for example shows the effect of changing the photon energy from 70 eV to 90 eV
on the 4d core-levels of InSb. This small change in photon energy leads to an inversion of the
intensity ratio of these two elements. Such effects are indeed very strong on SnO2. For this reason
the photoionization cross sections of oxygen and tin are plotted over a photon energy range of 0-
1500 eV in figure 3.6 and in table 3.2 the interesting cross section ratios of valence band orbitals
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Figure 3.6: Scheme of oxygen and tin photoionization cross sections. Yeh and Lindau [191]
calculated the subshell photoionization cross sections for all elements with 1≤ Z ≤ 103.
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are calculated for the UPS and XPS photon energy range. Even between the behavior of the two
tin orbitals there is a significant difference.
photon energy [eV]
ratio 21.22 40.81 200 600 1253.6 1487
Sn 5s / O 2p 6.1 ·10−3 2.7 ·10−2 0.17 1.0 3.2 5.0
Sn 5p / O 2p 0.11 2.1 ·10−2 7.6 ·10−2 0.61 2.0 3.2
Table 3.2: Ratio of Sn 5s and 5p photoionization cross sections with respect to the cross section
of the O 2p orbital [191].
Effects of Photon Momentum
Considering initial states (i) and final states (f ), momentum conservation has to be fulfilled upon
photoexcitation:
Ef (k f )−Ei(k i) = hν (3.1)
and
k f −k i = khν
For hν < 100 eV,khν can be neglected. That means due to momentum conservation only di-
rect (or vertical) transitions are allowed. A more detailed quantum mechanical treatment using
Fermi’s Golden Ruleunder introducing a periodic potential leads to the following expression
(see for example [43] or [120]):
k f = k i +GB (3.2)
k i andk f are the momentum or wavevector of the electron in the initial and final state,khν is the
momentum of the photon andGB a reciprocal lattice vector of the bulk. The latter expression
can further be simplified by incorporating theGB symmetry, as in a periodic potential all points
that can be connected with a vector of the reciprocal lattice are equivalent. Such a representation
is called the reduced zone-scheme and in such a diagram only vertical transitions, i.e.k f = k i ,
are allowed.
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The effect of momentum conservation on photoelectron spectra can be best observed when
collecting the photoelectrons angularly resolved. In angle-integrated spectra the photoelectrons
are collected over a broad range ofk vectors and only at very low photon energies (≤ 10 eV)
an effect can be observed [175]. On the other hand it is possible to select only a small angle of
photoelectrons leaving the sample. This so-called Angle Resolved UPS (ARUPS) gained wide
attention in investigating the band structure of surfaces (see for example Ref. [43] and [175]).
Resonance Effects due to Electronic Transitions (Fano-type Resonance)
In 1961, Fano developed a theory to describe the configuration interaction of a discrete state with
a continuum [44] due to photoabsorption. The main emphasis of his calculation was to explain
the typical line shapes of rare gas photoabsorption spectra. But actually, this work gained wide
attention for interpreting resonant photoemission spectra. Johansson et al. [88] could reproduce
the typical Fano line shape in a very good approximation on oxidized Yb surfaces. By oxidizing
a metallic Yb surface, the resonance was turned on by changing the electronic configuration of
Yb from 4f 14 to 4f 13 by oxidation. The emptied electronic level now enables the resonance and
the typical Fano line shape can be reproduced by calculating the ratio between CIS curves taken
at the resonant binding energy of clean (without resonance) and oxidized (resonating) Yb.
A summary of Fano’s study from the experimentalist’s point of view is given in Ref. [2].
Since the emphasis of the original work was on photoabsorption and not on photoemission, the
theory was extended to the influence on photoelectron spectra by Yafet [183, 184]. Of course, the
interaction of only one discrete state with only one continuum is a crude approximation for most
resonances observed in experiment. Therefore, Davis and Feldkamp extended Fano’s theory to
the interaction of many discrete states with many continua [31, 32].
Despite its restrictions and the extensions by other authors, the typical line shape, based upon
the simplified model of Fano, has often been observed in a more or less good approximation and
for this reason is outlined in the following.
Fano-type Resonance Let us consider an atom with ground stateΦG. When absorbing a pho-
ton of suitable energy, there is a certain transition probability to the unperturbed continuum of
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Figure 3.7: Curve profiles for different line shape factorsqof Fano resonance curves are shown in
figure A [44]. Figure B denotes optical absorption, photoemission and Auger currents calculated
by Yafet [183] for a system with an additional electronic state added to the Fano system. This
additional state enables relaxation of the system by emitting an Auger electron.
statesψE′ which is in the case of photoemission experiments determined by the kinetic energy
of the emitted electrons. By adding an additional stateϕ to this system, ’configuration inter-
action’ may occur giving rise to the characteristic Fano line-shape. This stateϕ is in resonant
photoemission the intermediate state with a core-hole excited in the first step of the process.
When starting from a system consisting of one sharp stateϕ with energyEϕ and a continuum
of statesψE′ with energyE′, the exact eigenfunctionsΨE can be written as a linear superposition
of these states:
ΨE = aE ϕ+
Z
dE′bEE′ ψE′ (3.3)
An explicit calculation of the coefficientsaE andbEE′ is given by Fano [44].




dE′b∗EE′ 〈ψE′ |T|ΦG〉 (3.4)
By calculating the ratio between the transition probability|〈ΨE|T|ΦG〉|2 and the transition
probability to the unperturbed continuum|〈ψE|T|ΦG〉|2 (i.e. without the additional discrete state
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Figure 3.8: Scheme for explaining the resonance effect athν = 35 eV on sputtered
SnO2(110) [160]. The binding energies are referenced to the valence band maximum of SnO2 in
contrast to the valence band spectra in chapter 8 which are referenced to the Fermi level. Letter
’a’ marks absorption by the dipole-allowed transition Sn 4d→ 5p, ’b’ subsequent recombination
by ejecting – for example – a 5s electron. ’c’ is direct photoemission (resulting in an electron
with the same kinetic energy as in case ’b’) and ’d’ describes recombination by Auger decay.








The reduced energy variableε corresponds to the photon energy in photoabsorption or photoe-
mission experiments andq is the line-shape parameter, defined by the system [44]. Figure 3.7 A
shows Fano-curves forq= 0, 0.5, 1, 2, 3. In the right hand figure, results of Yafet’s calculations
are shown.
Example: Sputtered SnO2(110) The resonance at the Sn 4d → Sn 5p absorption threshold
of sputtered SnO2(110), observed and discussed by Themlin et al. [160], is shown in figure 3.8.
They could observe a resonance athν= 35 eV on sputtered SnO2(110). This effect was explained
by an interference of the photoemission process (’c’ in figure 3.8) with direct recombination
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(’b’) leading to an oscillating photoelectron intensity when sweeping through the Sn 4d→ Sn 5p
absorption threshold.
Since this interpretation is the starting point for a discussion of the resonant photoemission
results presented in section 8.1.2, it will be outlined in the following. LettersC andV denote
states in the conduction band and in the valence band, respectively.Ek is the kinetic energy of
the electron after emission. Starting with photoabsorption:
4d105p0(C)+hν → [4d95p1(C)]∗
possible decay mechanisms are :
1. Autoionization
[4d95p1(C)]∗ → [4d95p0(C)]∗+e−(E′k)
followed by an Auger decay to fill the core-hole (’d’ in figure 3.8).
[4d9(V)n5p0(C)]∗ → 4d10(V)n−25p0(C)+e−(E′′k )
leaving the valence band in a double ionized state.
2. The second non-radiative mechanism, direct recombination (3.6) (’b’ in figure 3.8), leads
to the same final state and to the same kinetic energy of the emitted electron as direct
photoemission (3.7):
[4d9(V)n5p1(C)]∗ → 4d10(V)n−15p0(C)+e−(Ek) (3.6)
4d10(V)n+hν → 4d10(V)n−1+e−(Ek) (3.7)
The latter two processes, i.e. direct recombination and photoemission interfere, leading to an
oscillation in photoelectron intensity when sweeping through the Sn 4d → Sn 5p threshold. By
recording valence band spectra in a photon energy range of 22 eV-50 eV and calculating CIS
curves of these data, they found that the band gap states of sputtered SnO2(110) are tin derived.
Further considerations of the reduced character of surface tin leads to the tentative conclusion of
attributing the band gap states to Sn 5s orbitals.





Figure 3.9: Deriving the components of the work function change∆Φ from an UPS spectrum.
Phenomenological Quantities revealed by UPS Spectra
There are various methods with which the work function of a surface compared to another one
can be revealed, either directly or indirectly. Direct methods, giving absolute values are for
example the onsets of photoemission spectra. That means the first electrons that are capable to
overcome the surface barrier. The work function of a surface can be divided into:
Φ = χ+(EC−EF)b−e∆Vs (3.8)
with χ as the electron affinity of the surface,(EC −EF)b as the bulk contribution ande∆Vs as
the surface band bending. Changes in these properties can even occur on adsorbate-free surfaces
when changing the surface configuration (for example by sputtering or annealing).
When adsorbing gases on surfaces, only the difference between the work function before and
after adsorption often is of interest. Then (3.8) can be written as follows:
∆Φ = ∆χ+∆(EF −EV)b+∆(e∆Vs) (3.9)
How these quantities can be obtained from an UPS-spectrum can be seen in figure 3.9. The
overall work function change∆Φ is defined by the shift in the onset of the two spectra. The
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bulk and surface band bending can be taken from the shift in the highest occupied state and the
electron affinity∆χ simply by subtracting one from another.
3.1.2 Auger Electron Spectroscopy (AES)
This method is based upon the radiationless ’Auger-process’ were an electron is emitted with
an energy, that is determined by the energy difference of two core levels of an ionized atom and
the binding energy of the emitted electron. The energy of an Auger-electron resulting from the
ionization of a K-shell and an Auger-process from an L- to a K-shell under emitting an L-electron
would be:
EKLI LIIAuger = E
K
b −ELIb −ELIIb (3.10)
That means that the kinetic energy of such an electron is independent of the primary energy of
an electron beam or of X-ray radiation. This fact can be used – for example – to distinguish the
photoelectron signals from Auger electrons by varying the X-ray energy in XPS.
The surface sensitivity of AES is comparable to the surface sensitivity of photoelectron spec-
troscopy, as the information depth is determined by the escape depth of the excited Auger elec-
trons and not by the range of the primary electrons in the sample.
3.1.3 Instrumentation for Electron Spectroscopy
For discriminating electrons towards there kinetic energy in photoelectron and Auger electron
spectroscopy, either electric or magnetic fields are applied. Magnetic fields only work with
sufficiently fast electrons and are therefore not suitable to photoelectron spectroscopy of low-
energetic electrons (→ UPS) and are therefore generally not applied. In the field of electrostatic
electron energy analyzers two concepts proved to yield optimum performance. On the one hand
Hemispherical Analyzers (HMA) mainly applied in photoelectron spectroscopy and on the other
hand Cylindrical Mirror Analyzers (CMA) used for Auger electron spectroscopy.
In combination with LEED systems retarding field analyzers (RFA) are also used to record
Auger electron spectra. But since an analyzer system of this type has only weak resolving power
and little transmission, it is seldomly used in stand-alone AES spectrometers.




Figure 3.10: Scheme of a HMA used for photoelectron spectroscopy.
Hemispherical Analyzer (HMA)
In photoelectron spectroscopy, hemispherical analyzers are widely in use. Their main advantages
are the high resolving power and the possibility to add a fine-focusing lens system in order to
minimize the sampling area. Such a lens system can also be used to shorten the accepted angle
of collected photoelectrons which is a prerequisite for ARUPS.
For obtaining energy resolved electron spectra, the sample is usually grounded, but in special
cases – for example to record the onset of UPS spectra – a fixed BIAS voltage is applied to the
sample.
Cylindrical Mirror Analyzer (CMA)
In the set-up shown in figure 3.11 two cylindrical mirror analyzers are mounted one after another
to improve resolving power. In such a standard set-up for AES, the electron gun is mounted
inside the CMAs. The electron beam of about 3 keV energy is directed to the sample and the
emitted electrons are discriminated according to their kinetic energy when passing the two cylin-
drical mirror analyzers. In order to get best discrimination between the Auger signal and the
background of secondary electrons, the signal is generally differentiated by a lock-in amplifier.
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Figure 3.12: Scheme of a water-cooled twin-anode X-ray source.
Light Sources for Photoelectron Spectroscopy
In order to excite photoelectrons light of sufficient energy is needed. This condition is fulfilled by
ultraviolet and X-ray photons. In the case of laboratory light sources, on the one hand standard X-
ray anode sources are used and on the other hand the resonance discharge lamps in the ultraviolet
region.
X-ray sources For producing X-rays, electrons are accelerated towards an anode where char-
acteristic X-ray lines and the continuous background of the bremsstrahlung are excited. Only
monochromatic or at least almost monochromatic light is of interest in XPS. Since the line-width
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of the dominating characteristic X-rays is also important, two anode materials, Mg and Al, are
commonly in use. Often both materials are combined to a twin-anode system.
In figure 3.12 a scheme of such an X-ray source is shown. The anodes are cooled by a contin-
uous flow of cooling water to transport the heat (at operating powers around 200 W) away from
the anode material. The thin aluminium window between anode and sample has two reasons.
One reason is to protect the sample from electrons and desorbing material and the other reason is
the filtering effect of Al which has a adsorption edge just before the interesting X-ray lines and
therefore reduces the Bremsstrahlung background.
Resonance discharge lamps Since there are no windows available for photon energies used in
UPS (10-50 eV), a special design is necessary to avoid a pressure increase in the main chamber
when using resonance discharge lamps. The helium is inserted into the discharge region by a
dosing valve and the glass capillary, which is open to the main chamber, is pumped in two steps
to avoid helium entering the main chamber. The pressure in the discharge region is around 1
mbar for He I radiation and is reduced to 0.1-0.2 mbar for He II radiation. The pressure increase
in the main chamber can be controlled in this way to be not higher than 10−8- −9 mbar.
Synchrotron radiation In particle physics, the loss of energy by radiation from charged parti-
cles in the synchrotron rings is a significant problem. This is due to the fact that an accelerated
charged particle emits light and therefore looses energy. When the particles approach light speed,
the radiation is more and more directed in its motion and concentrated within a very narrow angle
of space. Since there are only few bunges of particles (often only one) in the ring, the radiation
is pulsed – resulting in a broad frequency spectrum. These almost ideal light sources offer con-
tinuous, focused and polarized high intensity light.
In the last decade more and more synchrotrons were built that were specially designed to
deliver optimum photon intensity. For this reason strong bending magnets, wigglers and undula-
tors were developed and added to these rings which bend the beam with strong magnetic fields
leading to higher and higher photon fluxes. For examples and details see Ref. [15].
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3.1.4 Secondary Ion Mass Spectrometry (SIMS)
A primary ion beam (for example Ar+, O+2 , Cs
+) in an energy range of 1-15 keV is directed to the
sample causing a sputter cascade through which atoms, electrons, and ions are emitted from the
sample. These ions are analyzed by a mass spectrometer (quadrupol-, magnetic sector- or time-
of-flight- spectrometers), leading to a secondary ion mass spectrum of the sample’s surface. With
its very low detection limits down to the ppb range (depending on the element), this method is
extremely useful to get fast information about the chemical composition of the sample. Although
qualitative analysis is fast and especially metals are easy to distinguish in the mass spectra, there
is a lack of quantitative information since the process of secondary ion production is not yet fully
understood.
In the present work this method has only been used for ex-situ characterization of the sensor
samples to give an overview about the impurities. The SIMS system is described elsewhere in
detail [149] and will not be further treated here.
This method yields – dependent on the primary ion beam voltage and current – high surface
sensitivity, but has the main drawback of eroding the sample during measurement. Only at very
low primary ion currents and thus lower sensitivity, it can be assumed that the sample is not
significantly changed during measurement (SSIMS: Static SIMS). At higher primary ion fluxes,
it is possible to record a depth profile of the sample (dynamic SIMS). Imaging can be done
either by using a lens system, sector field and finally channelplates as detector, or by focusing
the primary ion beam to a small spot and scanning it across the sample (similar to the SEM). For
further information see for instance Ref. [5, 10, 166].
3.2 Geometrical Information
Two methods to reveal the geometrical configuration of single crystalline SnO2(110) surfaces,
Scanning Tunneling Microscopy (STM) and Low Energy Electron Diffraction (LEED), are dis-
cussed in the following. STM as a real space technique offers the opportunity to image directly a
surface in atomic resolution, while LEED is best suited for fast preparation control by integrating
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over comparatively large surface areas around 1 mm2. In contrast to the STM, subsurface layers
contribute to the LEED pattern because of the considerable mean free path of electrons in solids
(see figure 3.3).
3.2.1 Scanning Tunneling Microscopy (STM)
The STM offers the ability of atomically resolved imaging by moving a tip over a surface and
adjusting the tunneling current between sample and surface by using a feed-back-loop. This tech-
nique takes advantage of the exponential dependency between tunneling current and distance, i.e.
with increasing distanced, the current decreases exponentially.
I ∝ e−2κd (3.11)
with κ2 = 2m
h̄2
(VB−E) andVB−E =Φ, i.e. the work function of the surface. By assuming a work
function of 4-5 eV,κ can be calculated to be approximately 1Å−1, resulting in a decrease in the
tunneling current of about one order of magnitude for eachÅngström in distance (see (3.11)) [8].
This technique was developed by Binnig and Rohrer (Nobel Prize in Physics, 1986) who
also performed first experiments in the early 80s on Au reconstructions. Their most spectacular
results during the beginnings of this technique was the clarification of the 7×7 reconstruction
on the Si(111) surface [7]. Up to now this technique has given access to a much more detailed
view into materials’ surfaces than ever before. Although the interpretation of STM images is not
easy and controversially discussed, especially for binary and ternary compounds like for example
metal oxide surfaces this technique has become one of the predominant methods to study clean
surfaces. Together with theoretical calculations of the local density of states on single crystal
surfaces, reasonable interpretation is possible.
STM: Principle of Operation
Figure 3.13 shows a typical set-up of a STM. The tip is moved across the sample by x-, y- and z-
piezo-drives and the distance between tip and sample is kept constant by keeping the tunneling
current between tip and sample constant by adjusting the z-piezo. The voltage applied to the z-
piezo delivers the height information. Although this mode of operation – called constant current











Figure 3.13: Scheme of a STM.
mode – delivers some kind of height information, the resulting data has to be carefully treated.
Not only topological structures, but also electronic structures like vacancies or changes in the
work function can lead to a variation in the tunneling current and therefore to a variation in the
I(z) behavior (3.11).
3.2.2 Low Energy Electron Diffraction (LEED)
This method – as a diffraction technique – can only be used to characterize periodic surface
structures. Despite recently developed atomically resolved real-space techniques, like STM and
AFM, it is still widely in use and important to control the preparation of clean and well-ordered
single crystal surfaces. It is not only possible to reveal the kind of surface ordering and the size
of the surface unit cell, but also to get an idea about the surface roughness and the mean terrace
width by considering the broadness of the diffraction spots. For these investigations, SPALEED
(Spot Profile Analysis LEED) was developed, but lost importance after the development of the
STM.
The diffraction of electrons on periodic structures is well-known and the wavelength of an
64 CHAPTER 3. MEASUREMENT TECHNIQUES
electron of momentump can be described by the De Broglie relationλ = hp. In this way it is
easily possible to estimate the wavelength of electrons of a certain energy which should be in the
Ångström regime for studying a surface in atomic dimensions. For typical electron energies in
LEED of Ekin = 100 eV, the wavelength can be calculated to be around 1.2Å, i.e. in a suitable
range.
Diffraction by a two-dimensional Lattice
In the following, it shall be presupposed that the scattered intensity of a given charge distribution





∗·r dr = T[ρ(r)] (3.12)
An excellent derivation of this relation based upon Bragg’s law is given in Ref. [54]. The further
description of diffraction by a crystal given in this reference is modified for a two-dimensional
lattice in the following.





δ(r − ru,v) (3.13)
with δ as the Dirac function andru,v = ua+ vb. The electron density function for the infinite
lattice ρ∞(r) can be calculated by the convolution between the lattice functionL(r) and the
electron density distribution within a surface unit cellρM(r):
ρ∞(r) = ρM(r)∗L(r) (3.14)
which is – in the reciprocal space – simply a multiplication between the two Fourier transforms:
F∞(r∗) = T[ρ∞(r)] = T[ρM(r)] ·T[L(r)] (3.15)




δ(r∗ − rH∗) (3.16)
whereA is the area of the surface unit cell (1A results from the integration in (3.12)) andrH
∗ =
ha∗+ kb∗ a reciprocal lattice vector of the surface. It can be easily seen in (3.16) that there is
3.2. GEOMETRICAL INFORMATION 65
only intensity in certain directions, i.e.r∗ = rH∗ must be fulfilled. This restriction leads to the
diffraction pattern which is modulated by the Fourier transform of the electron density distribu-
tion FM(r∗).
One implication which results from experimental restrictions is the so-called ’phase-problem’
in crystallography. It is only possible to record diffracted intensities|FM(rH∗)| at a certain recip-
rocal lattice vector H∗ under losing the phaseϕrH∗. Since the translational information is coded
in the phase of the scattered wave package, it is not possible to reveal the positions of certain
atoms on the surface just by a Fourier transform of the diffraction pattern [54].
Description of Overlayer Structures
The most general approach to describe a certain reconstruction was proposed by Park and Mad-
den (see Ref. [175]). Starting from the primitive translation vectorsa andb of the substrate, i.e.
the bulk periodicity, the translation vectors of a surface reconstructiona′ a db′ can be described
by a two-dimensional transformation, represented by the matrixGi j :
a′ = G11a+G12b (3.17)
b′ = G21a+G22b (3.18)
A much more convenient, but not that versatile nomenclature was proposed by Wood [174] and is
commonly used today. It is based on the substrate lattice vectors and describes the reconstruction
of a surface as multiples of the bulk lattice vectors and – if necessary – with an additional angle.
A surface representing the bulk periodicity would be named p(1×1) or more easy 1×1, i.e. a
primitive lattice with the same lattice vectors than the bulk termination. Centered structures are
denoted for example c(2×2) and rotated surface structures for example√3×√3/R30◦ (see figure
3.14 a) and b)).
LEED: Principle of Operation
A monochromatic electron beam with typical energies around 0–300 eV is directed to the surface.
The reflected electrons are discriminated by their energy and only the electrons without any
energy loss are selected and imaged on a fluorescent screen (see figure 3.15).







Figure 3.14: Overlayer structures on hexagonal and square substrate lattices. a) shows a
(
√
3×√3)/R30◦ reconstruction on a hexagonal substrate, b) a c(2×2) or (√2×√2)/R45◦ struc-
ture with the corresponding LEED pattern, c) a 2×2 and d) a 2×1 reconstruction with LEED
pattern. b), c) and d) refer to a square substrate lattice. In the real space images, the lattice points
of the substrate are marked by ’◦’ and the overlayer structure by ’× . The ’•’ in the LEED pat-
tern schemes denote diffraction spots of the substrate and the intermediate spots ’◦’ diffraction
spots caused by the overlayer (see Ref. [175]).
The first grid is on the same potential as the sample and the opening of the electron gun, that
means the backscattered electrons can travel in a field free space. The second (and in this case
also the third grid) are on negative potential, selecting only elastically scattered electrons. The
third (in this case fourth grid) is again on the same potential with the sample and is there to shield
the high positive voltage of the fluorescent screen on which the electrons are accelerated.
The shown four-grid optics is only needed for high energetic resolution, when using the
system as a retarding field analyzer to collect Auger electrons. In LEED mode the two inner
meshes are on the same potential. Also the third grid is not really needed, but results in a
somewhat higher image quality. Actually the LEED system in the spectrometer described in








Figure 3.15: Operation principle of a four-grid LEED system
section 5.1 has only two grids and yields similar performance than three grid optics.
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Chapter 4
Sample Preparation
4.1 Sample Preparation of Single Crystalline SnO2
SnO2 single crystals grown by the Helbig method (see section 2.1.2) were oriented by Laue
diffraction in the (110) direction within±5◦ (see figure 4.1), cut to a size of 3×4 mm2 and
polished.
The main implication when preparing SnO2(110) by sputtering and annealing (S&A) is the
high temperature needed for annealing (up to 1200 K). Two different methods turned out to be
most efficient. One method is heating by electron bombardment of the sample plate and the
other is mounting the sample on a platinum foil that is only connected by two platinum wires
(Ø = 0.5 mm) to the sample holder. Heating is performed by passing a current of up to more
than 10 A through the wires.
The heating by electron bombardment was applied to the tantalum sample plates used for
STM measurements. In this case mechanical stability is a prerequisite and mounting just on two
wires is not advisable. Resistive heating was applied for preparation in photoemission and LEED
investigations.
Both methods have the main advantage that the heating power around 10 W is concentrated on
the sample plate which therefore is, except for the filament in electron bombardment heating and
the platinum wires for resistive heating, the hottest part during annealing. In this way, outgassing
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Figure 4.1: Laue diffraction pattern of a (110) oriented SnO2 single crystal sample.
from the sample holder and from the sample rod can be avoided. After sufficient annealing times
the pressure can be maintained below 10−9 mbar even at temperatures around 1000 K at the
sample plate.
For sputter cleaning of the sample, argon ion guns were used. The kinetic energy of the ion
beam was around 500-1000 eV and the current density around 1µA/cm2. The latter value is
difficult to estimate but reflects the typical performance of standard sputter guns. It turned out
to be essential not to sputter perpendicular to the sample surface. Such a sputter treatment lead
to highly disordered crystals with characteristic centered LEED spots (see figure 7.2 F). Sputter
angles between 20◦-45◦ to the surface resulted in low damage and sufficient cleanliness. For
the influence of the sputter angle on the surface topography and for the possibility of ion-beam
polishing by glancing incidence irradiation see Ref. [80, 172].
The reconstruction process of oxygen-deficient, freshly sputtered SnO2(110) as described in
SAMPLE PREPARATION OF SINGLE CRYSTALLINE SnO2 75
the literature is summarized in section 2.2.1. Since the revision and extension of the current
picture of the reconstruction process of sputtered and annealed SnO2(110) is one main part of
this thesis, it is described in detail in section 7.1.
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4.2 Thick Film Sensors
4.2.1 Production of SnO2 Nanocrystals by a Sol-Gel Method
Starting from an aqueous solution of SnCl4, Sn(OH)4 is precipitated by adding NH3 and cooling
down the solution to 0◦C.
After some washing steps with bi-distilled water, the so-called ’sol’ is obtained that is trans-
formed after some days into the so-called ’gel’. After drying, the gel is heated to temperatures
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Figure 4.2: Layout of the sensor substrates.
between 300◦C and 1000◦C (calcination) in an oven. The resulting SnO2 powder is milled after-
wards in order to get as smooth as possible grain surfaces.
Dopants are introduced either directly into the gel before calcination (’gel-impregnation’)
or after obtaining the calcined powder (’impregnation’) by adding metal chlorides (e.g. PdCl2,
H2[PtCl6]) to the material. For the latter doping, an additional heating step is needed to reduce
the chloride.
In figure 4.3 the preparation steps and the obtained grain size distributions are shown. As-
obtained powders have so far been characterized by XPS, Raman spectroscopy and TEM [36, 92].
For the photoemission measurements presented in this thesis, only gas sensors based upon gel-
impregnated powder were used (see section 8.2).
























































































Figure 4.3: Preparation scheme for producing nanocrystalline SnO2 powder and mean grain size
distribution dependent on the calcination temperature.
78 CHAPTER 4. SAMPLE PREPARATION
4.2.2 Sensor Fabrication
The nanocrystalline powder is suspensed in an organic solvent and screenprinted onto the sub-
strate. Subsequent heating in air removes the solvent from the sensor.
In figure 4.2 the substrate used in this study is shown. An interdigitated electrode is mounted
on top an alumina ceramics and a resistive platinum heater is mounted on the back side. The
sensitive layer is printed directly on the interdigitated structure with which the resistance of this
layer can be determined.
Gas Test Measurements
As-prepared sensors have been extensively tested by gas test measurements under ambient air
conditions towards their conductance and work function response on changes in the gas atmo-
sphere [140].
A setup for measuring simultaneously the work function difference∆Φ between sensor and
kelvin probe and the conductance of the sensing layer, together with a typical set of sensor re-
sponses to changes in the CO concentration is shown in figure 4.4. By simultaneously recording
∆Φ and resistance, the selectivity to distinct gases can be significantly enhanced [69].
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Figure 4.4: Sensor test setup for computer controlled acquisition of conductance and work func-
tion difference under a variable gas ambient with typical sensor response curves to a change in
the CO concentration.
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Chapter 5
Spectrometers
The XPS/UPS/LEED spectrometer described in section 5.1 has been used for monitoring the re-
construction process of SnO2(110) by XPS and LEED and for UPS He I and He II measurements
on sensors as well. With the STM described in section 5.2 the high resolution STM images on
SnO2(110)-4×1 and 2×1 could be obtained. Resonant photoemission spectra were recorded at
Beamline I311 at MAXlab, see section 5.3. The SIMS system that has only been used to check
the impurities of the sensor samples after performing the resonant photoemission experiments,
has been described in detail elsewhere [149].
5.1 XPS / UPS / LEED
Photoemission experiments with laboratory light sources were performed at a combined XPS/UPS/LEED
system with separate preparation chamber for sputtering, outgassing and annealing and a load-
lock system for fast sample transfer within less than one hour. All analytical techniques are
available in one chamber without transferring the sample in between. The manipulator allows
translations in all directions and can be rotated around the z-axis. Cooling can be applied through
a hollow rod close to the sample holder by liquid nitrogen. Resistive heaters are mounted directly
on the sample holders that are equipped with two contacts allowing currents up to 20 A. The base
pressure is in the 10−10 mbar range in both, the main and the preparation chamber.
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A hemispherical analyzer (Omicron EA125HR [178]) is used to discriminate photoelectrons
excited either by a twin-anode X-ray source [182] operated at 200 W or by a home-built Helium
resonance discharge lamp to be operated either to deliver He I or He II radiation, dependent
on the He partial pressure in the discharge region. In order to check the surface periodicity,
a two-grid retractable rear-view LEED optics [181] is attached to this chamber. The pressure
during measurement was 1 - 2×10−9 mbar in XPS mode, 2 - 8×10−9 mbar for UPS and below
10−9 mbar for LEED operation.
Binding energies of the UPS spectra were calibrated by the Fermi level of a freshly sputtered
platinum foil in electrical contact with the sample. The energy resolution was determined by the
shape of the Pt Fermi level to a value around FWHM = 130 meV. The pass energy of the analyzer
was set to 5 eV and the sample was biased to a voltage of−10 eV.
XPS spectra were recorded with the sample shortened to ground and at a pass energy of 20 eV
for small region scans (FWHM = 0.9 eV at Ag 3d5/2) and a pass energy of 50 eV for survey scans
(FWHM = 1.6 eV at Ag 3d5/2). The energy scale was calibrated by Ag and Pt core-levels.
5.2 STM / LEED
STM measurements were performed on an Omicron STM 1 system (located at Materials Physics,
KTH Stockholm [176]). Preparation control is possible with a rear-view LEED system and
samples were prepared by S&A treatment. Samples were inserted via a bakeable load lock. The
base pressure was better 5×10−10 mbar in the whole system and was not significantly increased
when applying the measurement techniques.
All presented STM images were recorded at a positive sample BIAS of+1.5 V which implies
tunneling into the surface, i.e. imaging of unoccupied surface states. The sample current was
adjusted to 1 nA and only for the measurements on the Pd/SnO2(110)-4x1 surface reduced to
0.1 nA (see section 7.2.3 for an explanation). A variation of the tunneling current towards lower
or even negative sample BIAS resulted in unstable tunneling behavior. The tip consisted of a
tungsten needle that was sharpened by rapidly scanning at high tunneling current (up to 10 nA)
across a Si(111) single crystal surface.
5.3. MAXLAB, BEAMLINE I311 83
5.3 MAXlab, Beamline I311
Beamline I311 is an undulator based soft X-ray beamline for high resolution XPS and X-ray
Absorption Spectroscopy (XAS). The energy range is 30-1500 eV with an energy resolution of
E/dE = 5×103−2×104. The system consists of separate analyzer and preparation chambers
accessible via a long-travel manipulator. The preparation chamber includes the usual equipment
for preparation and characterization of surfaces (ion sputtering gun, LEED optics, heating and
cooling facility). A hemispherical electron energy analyzer (SCIENTA SES200 [179]) is used
for discriminating photoelectrons according to their kinetic energy.
The spectra were calibrated to the Fermi level of a metal in electrical contact with the sample
and the instrumental resolution was tuned to FWHM = 30 meV for the valence band spectra up
to a photon energy ofhν = 130 eV and to FWHM = 100 meV for the core-level spectra of SnO2
at a photon energy ofhν = 630 eV. The samples were shortened to ground for all measurements.




The final goal of factor analysis is the determination of factors with which a given dataset can
be completely described. In our case, we have a set ofz valence band spectra withN values in
each spectrum. Every spectrum is represented by a column-vector in the Matrix[D]. By factor
analysis it is possible to decompose this matrix into a product of two matrices [78]:
[D] = [R̄] · [C̄]
(N,z) = (N,K) (K,z)
(6.1)
That means[R̄] containsK factors (or components) withK ≤ z. [C̄] contains the fractions of each
component with which[D] can be described by linear superposition. Of course, equation (6.1) is
usually not fulfilled in an exact manner. This equation would better be written as[D]≈ [R̄] · [C̄].
Now, the main task is to find the relevant factors with which the original dataset can be best
reproduced.
This method can be explained clearer when writing the actual measurement parameters and
data into the matrices. This would result in the following scheme:
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When we compare this scheme with equation (6.1),N denotes the binding energy,z the
photon energy andK the factors which are in this case factor 1 and 2.
Actually a number of methods exists with which these factors can be extracted from a given
dataset, for example the maximum likelihood method, Principal Components Analysis (PCA)
and others. In this study, PCA was applied to extract the factors. The data analysis was performed
with the STATISTICA software package by using the ’Factor Analysis Module’ [151].
6.2 Peak Fitting
There are several aspects involved in the broadening of core-level signals in photoelectron spec-
troscopy. On the one hand, there is the instrumental aspect which is not longer relevant at today’s
high-resolution photoemission beamlines like the one described in section 5.3. Such broadening
which results from the natural line width of X-ray sources (see table 3.1), the resolution of the
monochromator and the transmission function of the electron energy analyzer, result mainly in a
Gaussian broadening of the core-level peaks.
On the other hand, there are lifetime effects (Lorentzian shape [64]), phonon broadening
(Gaussian shape [21, 22]) and relaxation effects after photoemission (asymmetric tail, but often
also additional lifetime broadening [9, 43]). The latter effect is best visible on metals with high
density of states at the Fermi level, like for example Pt.
In the present case, when considering the SRPES core-level spectra, instrumental broadening
is negligible and only lifetime and phonon broadening is of relevance. The Voigt profile leads to
very good fitting results by adjusting the amount of Lorentzian or Gaussian portion to the curve
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form. SnO2 shows only little Lorentzian width in the Voigt curve of the Sn 4d and Sn 3d core-
levels (≈ 0.3 eV at the Sn 3d5/2 core-level) but significant Gaussian broadening (≈ 1.1 eV at the
Sn 3d5/2 core-level). It has been shown that phonon broadening is the dominating broadening
mechanism in full valence compounds like MgO or Al2O3 [2] and it is obviously dominating in
SnO2 as well.
Background subtraction was applied by adjusting a polynomial or logistic background to the
spectrum which resulted in very good agreement between experimental data and curve fitting.
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Chapter 7
Geometric Structure
For the measurements presented in the following it was essential to control the UHV preparation
by LEED. Since the reconstruction process of sputtered and annealed SnO2(110) is not only
dependent on annealing temperature but also highly dependent on the history of the sample,
for instance on the applied sputter treatment, LEED has to be used continuously to ensure a
reproducible preparation procedure. STM, as a real-space technique, offers not only the direct
determination of the surface structure, but is also useful to estimate the degree of surface ordering
from large area scans which are, with for example 100×1 0 nm2, still orders of magnitude
smaller than the integration area of LEED (around 1 mm2). Since STM measurements are very
time consuming, previous control of the surface periodicity by LEED is of great importance
before trying STM imaging.
In contrast to the results published by other authors up to now, it will be shown that the
evolution of a 4×1 reconstruction can not only be observed on a freshly sputtered surface after
annealing to subsequently higher temperature, but also on already high temperature annealed
surfaces which initially exhibit a 1×1 periodicity by annealing again at lower temperature for
several hours (see figure 7.1 and section 7.1). The observation of increasing defect density when
annealing the 4×1 to a 1×1 structure gives reason for a modified model of the reconstruction
process of oxygen-deficient SnO2(110)-4×1 (see section 7.3). Another interesting observation is
a localized zigzag structure in STM images of highly defective terraces which can be explained
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Figure 7.1: Scheme of the reconstruction process of oxygen-deficient SnO2(110). The STM
images show scans of 75×75 Å2.
by a 2×1 structure shaped by oxygen vacancies in the surface oxygen rows (see section 7.2.2).
In order to get information about the stoichiometry of the surface during the reconstruction
process the XPS O 1s to Sn 3d intensity ratio was acquired when subsequently annealing the sur-
face to higher temperatures and checking the surface reconstruction by LEED. Another param-
eter easily accessible when evaluating these spectra is the position of the core-levels delivering
information about the band bending at the surface.
7.1 Reconstruction Process
As already described in many studies, sputtered and therefore disordered and oxygen deficient
SnO2(110) shows a sophisticated evolution of LEED-patterns under annealing to subsequently
higher temperature (see section 2.2.1 for a detailed literature survey). In agreement with these
results, a more or less diffuse 1× structure after ion-bombardment, followed by a 4×1, a 1×1
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(with very diffuse and broad 2×1 intensity) and finally a 1×2 reconstruction could be observed.
Additionally, after annealing a high-temperature annealed 1×1 reconstructed surface at lower
temperature for 12 - 48 h resulting in a very weak 4×1 reconstruction, the same evolution of
LEED patterns could be observed again. A 4×1 pattern followed by a 1×1 and finally a 1×2
pattern. The quality of as-obtained reconstructed surfaces could be much increased by initially
annealing up to several days. When comparing both preparation methods, it can be stated that
the patterns appear on systematically lower annealing temperature for the long-time annealed
surface compared to the freshly sputtered surface, indicating the higher initial ordering on the
long-time annealed surface.
Figure 7.1 shows a scheme of the above described evolution of LEED-patterns. The temper-
atures given can differ up to±100 K from sample to sample, depending on its history. The 4×1
pattern, observed after annealing a 1×1 or 1×2 reconstructed surface again at lower tempera-
ture, appears at lower annealing temperature than the typical annealing temperature for the 4×1
pattern initially observed after sputtering. It can often be improved by raising the temperature
again to the 4×1 temperature which is needed when starting from a sputtered surface.
To cut it short, the preparation procedure for the long-time annealed surface was:
• sputtering a well-ordered high-temperature annealed 1×2 reconstructed surface until only
a (weak) 1×1 LEED pattern is left,
• several hours annealing to a 4×1 reconstructed surface,
• further annealing at higher temperature to the high-temperature 1×1 surface
• and annealing back to subsequently lower temperatures down to around 700 K, at which
the sample stays for at least 48 h.
The sputtered surface was just prepared by sputtering a well-defined 1×2 (after annealing at
more than 1100 K overnight) reconstructed surface for about 10 min with Ar+ ions at 500 eV
kinetic energy and a current density around 1µA/cm2.
The observed LEED patterns, fully reconstructed surfaces as well as intermediate patterns,
are shown in figure 7.2. All LEED images were recorded at an electron energy of 58 eV. The im-
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Figure 7.2: Typical LEED patterns (Ekin = 58 eV) observed during annealing oxygen-deficient
SnO2(110).
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ages A - D were recorded when annealing a low-temperature annealed surface to subsequently
higher temperature in steps of around 50 K and annealing time of 30 min at each tempera-
ture. Figure 7.2 E shows a well-ordered 1×2 reconstruction after 16 h annealing at 1200 K
and Figure 7.2 F is a photograph taken from another crystal which has been treated with heavy
ion-bombardment (perpendicular to the surface) before annealing. This heavy ion-bombardment
results in centered spots in the LEED pattern at low annealing temperature which were, in this
case, still present when annealing the surface to the 4×1 reconstruction.
7.1.1 Monitoring the Reconstruction Process by XPS and LEED
The reconstruction process of oxygen-deficient SnO2(110) was monitored by the O/Sn ratio and
the core-level shifts obtained from XPS spectra, the LEED pattern and the annealing temperature.
The annealing to subsequently higher temperature was performed in 50 K steps with an annealing
period of 30 min at each temperature. This period is a compromise between allowing the surface
to reach its equilibrium and the necessary measuring time to record the data. Actually, 30 minutes
are not sufficient in all cases in order to reach the equilibrium. This can be seen by comparing the
temperature necessary to reach a certain reconstruction on the long-time annealed and sputtered
surface respectively (see figure 7.3). The surface reconstruction was checked by LEED after
each annealing period and the temperature of the platinum sample plate was revealed by a K-
type thermocouple spotwelded onto the sample plate during annealing.
Data Treatment
For both surface preparation procedures, for the long-time annealed as well as for the freshly
sputtered surface, two complete sets of XPS data were recorded. In order to avoid satellite
contributions when revealing the O/Sn ratio and the core-level shifts, the Sn 3d3/2 and O 1s
core-levels were evaluated according to their intensity and energetic position. The Sn 3d3/2 is
preferable because the Mg-Kα3,4 satellites interfere with the Sn 3d5/2 peak.
For an estimation of statistical errors involved in the data acquisition, three XPS spectra were
taken, fitted and evaluated after each annealing step. The corresponding standard deviation from
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Figure 7.3: O/Sn ratios and core-level shifts of oxygen and tin revealed from XPS spectra during
annealing a long-time low-temperature annealed surface and a freshly sputtered surface. For
each surface preparation two complete data-sets were recorded which are denoted with a square
for the first and a circle for the second run. See text for further details.
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the mean value is plotted as an error bar at each measurement point in figure 7.3. The error bar
of temperature measurement was estimated to be in the order of 20 K and is plotted as well.
The O/Sn ratio is normalized to the corresponding photoionization cross section of the O 1s and
Sn 3d3/2 core-levels at the photon energy of Mg-Kα radiation (hν = 1253.6 eV) [141]. The
position of the Sn 3d3/2 core-level in figures 7.3 C and D is plotted relative to the binding energy
of the tin core-level of the first set of spectra in the first series.
For comparing the core-level shifts of oxygen and tin, the relative position of the Sn 3d3/2
core-level is plotted as a function of the relative position of the O 1s core-level in figures 7.3 E
and F for each surface preparation.
Results
The O/Sn ratios in figure 7.3 A and B show surprisingly no significant deviation within the error
bars when comparing the two surface preparations to each other. Neither according to the trend
of the data points nor to its absolute value. The main difference is due to the appearance of
the various LEED patterns as a function of annealing temperature which is shifted towards little
higher temperature for the sputtered surface as a result of the sputter damage.
The influence of sputter treatment is most obvious in the core-level shifts of tin and oxygen
which correspond very well to each other for each surface termination (see figure 7.3 E and F),
but show significant difference at annealing temperature lower 900 K between the two applied
surface preparations in figure 7.3 C and D. At high annealing temperature the core-level shifts
of both surface preparations come closer to each other. Another observation is the very good
reproducibility of the core-level shifts for the long-time annealed surface. In contrast, there is a
little different development of the core-level shifts for the two sputtered surfaces as a result of an
apparently different sputter damage.
The core-level shifts on the long-time annealed surface are almost the same for oxygen and
tin which can most likely be explained by a band bending at the surface. The slight offset in
figure 7.3 E may arise from the data treatment. In contrast, there is not only an offset but also
a difference in the slope for the sputtered surface in the order of some meV which may be due
100 CHAPTER 7. GEOMETRIC STRUCTURE
Figure 7.4: 40×40 Å2 image of the 4×1 structure. The image is aligned to the 4×1 unit cell
size and smoothed by FFT filtering.
to a true chemical shift arising from the strong disorder in the near-surface lattice induced by
sputtering (compare Ref. [37, 158]).
7.2 STM Imaging
As a real-space technique, STM offers the ability to image directly the density of electronic states
on a surface with even atomic resolution. This density of electronic states is not only dependent
on the position of atoms, but also on the binding state of surface atoms, subsurface defects and
influences by adsorbates that might be transparent at the chosen BIAS voltage. That means that
an interpretation according to only this information is critical. But a detailed comparison of
observed structures with a geometric model of the surface can give insight in the nature of the
observed features. Nevertheless, only theoretical calculations best based on the actually observed
geometry of reconstruction, can lead to an unequivocal statement which features can be assigned
to a certain surface atom.
Figure 7.4 shows the typical pattern that could be observed on 4×1 terraces. In the following,
an interpretation of the observed contrast is given by comparison of this pattern with the reduced









Figure 7.5: Model for the 4×1 reconstructed surface and STM image taken at +1.5 V BIAS, 1.0
nA. The rectangles in the left part of this figure show the 1×1 and the 4×1 unit cell with a size
of 3.2×6.8 Å2 and 12.8×6.8 Å2 respectively. In-plane oxygen vacancies are shaded light grey.
SnO2(110) surface and with characteristic terrace terminations that could be observed as well. In
section 7.2.2, STM images of highly defective surfaces with a 1×1 pattern in LEED are shown
and some features are interpreted.
7.2.1 Atomically resolved Imaging on SnO2(110)-4×1
Best tunnelling was achieved at a sample BIAS of+1.5 V and a tunnelling current of 1.0 nA.
A variation of the sample BIAS down to +1.2 V was possible but results in less image quality.
Further reduction of the sample BIAS or the application of a negative voltage lead to an unstable
tunnelling. The tunnelling current of 1.0 nA is a good compromise between closely approaching
the surface, but not picking up to much adsorbates which finally lead to unstable imaging.
Atomically resolved images of the 4×1 reconstruction could be taken under conditions that
imply imaging of unoccupied surface states (+1.5 V BIAS, 1.0 nA). The interpretation of an
earlier STM study by Jones et al. is that only oxygen states are visible under these conditions.
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This interpretation is supported by comparing the STM images with theoretical calculations [106]
on the reduced surface and also taking STM images at different BIAS into account.
But it is also possible to argue just by geometrical reasons. When looking at figure 7.5,
it is obvious that the dark area slightly shifted from the middle of the unit cell can only be
explained with in-plane oxygen vacancies. That means surface oxygen is imaged under the
chosen conditions, resulting in a dark contrast for in-plane oxygen vacancies. It is not possible
to model a centered spot shifted in the [11̄0] direction only with tin atoms as they are all equally
spaced to each other.
Large Area Scans
Large area scans show terraces preferably oriented along the [001] direction with often only
small width along the [1̄0] direction. This observation is in agreement with the observed shape
of the LEED-spots.
Figure 7.6: Large area scans of SnO2(110)-4×1 surfaces (200×200 nm2, 150×150 nm2 and
100×100 nm2 from left to right).
Terrace Steps
The height of terrace steps observed on well-ordered 4×1 surfaces with only little defect density
can be explained by half and full unit cell steps of the SnO2(110) surface unit cell. Figure 7.7
shows the height of a half unit cell step in the case of a reduced surface termination that is
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Figure 7.8: Atomistic model for the termination of SnO2(110) terraces. In-plane oxygen vacan-
cies are shaded light grey.
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Figure 7.9: STM on step edges of the SnO2(110)-4×1 surface.
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Figure 7.10: Images of highly defective SnO2(110) with actually a 1×1 pattern in LEED. Image
1) is a 100×100 nm2, image 2) a 50×50 nm2 and image 3) a 20×20 nm2 scan.
true for S&A treated samples. Not only half unit cell steps but also full unit cell steps, which
often show a characteristic ’triangle’ termination could be observed. This is explainable by an
oxygen vacancy surrounded by three surface oxygens. Figure 7.8 shows such a termination with
the proposed model as an overlayer on a STM image. Since tin cations are supposed not to be
imaged under the chosen conditions on the 4×1 surface, their positions are arbitrarily chosen.
The model coincides very well with the real-space STM images and is a further evidence for the
validity of the model proposed by Jones et al. [89].
7.2.2 STM on highly defective SnO2(110)
After annealing 4×1 surfaces to subsequently higher temperature, the LEED pattern changes to
a 1×1 pattern with little 2×1 character that can be observed at low kinetic energies and is visible
in the LEED patterns of figure 7.2 B and C as a very weak and broad intensity.
Surprisingly no surface with a regular 1× periodicity according to the model of a more or
less defective reduced SnO2(110) surface could be observed. This leads to the assumption that
the observed 1×1 LEED pattern is not due to surface ordering but to the subsurface contribution
of a highly disordered and extremely defective surface layer.
Figure 7.10 shows three STM scans with subsequently higher magnification of terraces present
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Figure 7.11: 50×50 Å2 areas at three different positions. The 2×1 structure is highlighted by
a rectangle, respectively. In the lower figure, lineprofiles in the [001] and [11̄0] direction are
shown, each taken on the STM image in the middle of the upper figure.
on 1×1 reconstructed surfaces, as judged by LEED. These images give an impression of the high
defect density that could be observed on as prepared surfaces, which is very impressive when
comparing them to the STM images of the 4×1 reconstructed surface which has been prepared
by annealing at lower temperature (compare figure 7.9). The broad 2×1 LEED feature that ap-
pears in the high-temperature 1× LEED patterns (see figure 7.2 C) is consistent with very small
areas that could be imaged by STM (see figure 7.11).
STM Images of 2×1 Structures
Indeed, ordered structures on terraces of as-prepared surfaces turned out to exhibit not a 1×1
surface unit cell but a cell size consistent with a 2×1 reconstruction (6.4× 6.8 Å2). The line
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Figure 7.12: 50×50 nm2 scan, with magnifications shown on the right hand side of this figure.
profiles shown in figure 7.11 show a periodic variation in the [001] and [11̄0] which indicates
such a surface unit cell of 6.4×6.8 Å2. This structure can be easily explained by zigzag rows
of surface oxygens in the [001]-direction instead of the double rows that should be expected on
reduced 1×1 reconstructed SnO2(110) surfaces. The model proposed is shown, in comparison
to the model for the 4×1 reconstruction, in figure 7.13.







1x1 unit cell: 	3.2 Å x 6.8 Å
2x1 unit cell:	6.4 Å 	x 6.8 Å
4x1 unit cell:	12.8 Å x 6.8 Å
Figure 7.13: Comparison between the proposed models for a 4×1 and 2×1 reconstructed
SnO2(110) surface.
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Figure 7.14: 4×1 surface after deposition of Pd for 1s (image 1) and 4s (image 2) both images
100×100 nm2. The right picture shows a 20×20 nm2 area with clusters between 1 and 3 nm in
diameter
7.2.3 Pd-Clusters on SnO2(110)-4×1 imaged by STM
Pd was deposited from a Pd-loaded evaporator on highly ordered 4×1 reconstructed SnO2(110)-
surfaces. The very low coverages were obtained by opening the shutter for only 4 s.
Figure 7.14 shows small Pd-clusters of up to 3 nm in diameter randomly spread all over the
terraces. After short annealing for 10min to 600◦C, i.e. to a temperature at which the 4×1 recon-
struction is still stable, the Pd was converted to larger clusters up to 9 nm (see 7.15) decorating
the step edges.
The clusters only stick weakly to the surface and could be moved by adjusting the tip closer
to the sample. The images in figure 7.15 display a sequence of three images taken one after
another in the same region with two large clusters moved by the tip at highest tunneling current.
The observation of weakly sticking clusters indicate that there has no reaction taken place be-
tween the SnO2(110) surface and the evaporated palladium. Furthermore, the clusters are mobile
enough on the surface to form larger clusters when annealing the surface to 600◦C. As on stoi-
chiometric, i.e. oxidized surfaces an oxidation at much lower temperature could be observed, the
weak interaction between surface and palladium may be attributed to the reduced and therefore
less reactive surface.
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Figure 7.15: 50×50 nm2 scans of the same area taken one after another. In image 1) and 2) a
tunneling current of 0.1 nA in image 3) of 1.0 nA was applied. The moved clusters are marked
in image 2).
7.3 Discussion
The first point for discussion is the nature of the high-temperature 1×1 reconstructed surface,
since it is the essential starting point for further discussion of the reconstruction process. So far it
has been generally assumed that this LEED pattern results from truly 1×1 reconstructed reduced
surfaces, without remaining bridging oxygen rows and with a defect density of in-plane oxygen
vacancies on the 1×1 terraces dependent on annealing temperature.
In contrast to this assumption, real-space microscopy indicates a very high defect density
without any evidence for larger areas of 1× ordered surface structures (see figure 7.10). The
only ordered surface structure that could be identified are zigzag rows of in-plane oxygen (see
figures 7.11-7.12) which are present on the terraces only locally. When examining the corre-
sponding LEED pattern, there is indeed only some very diffuse intensity visible around the 2×1
position in figure 7.2 C and D. This is an indication that this structure is not stable in a way which
implies ordering on complete terraces, but in very localized regions within them. There is indeed
no contradiction to the dominating 1×1 LEED pattern since such a pattern can be easily ex-
plained by the contribution of underlying atomic layers which are well-ordered at this annealing
temperature and accessible to the method because of its information depth of severalÅngströms.
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Accordingly, the high-temperature 1× reconstruction is not likely to be a stable surface ter-
mination but an intermediate state, open to be either annealed to the 1×2 reconstruction at higher
annealing temperature or back to a 4×1 reconstructed surface by lowering the annealing temper-
ature. In fact, a similar attempt to remove the 1×2 LEED pattern just by subsequently annealing
to lower temperatures over a period of several days failed, giving additional evidence for the
intermediate character of the 1× reconstruction in contrast to the 4×1 and 1×2 reconstruction.
When comparing the results of STM and XPS measurements to each other, a new mechanism
for the reconstruction process can be proposed. Another observation in this context is that it was
not possible to reduce the SnO2(110) crystals just by heating at temperatures around 1200 K in
UHV in order to increase their conductivity, as it is for example possible for TiO2. That means it
can be assumed that oxygen outdiffusion is not the dominating process during the reconstruction
of the surface, especially at relatively low temperature below 1000 K. Together with the observa-
tion by STM of increasing defect density on the terraces at the conversion temperature from the
4×1 to the 1×1 reconstruction and the fact that to our knowledge in no publication metallic tin
could be found on as-prepared surfaces, a reconstruction model based upon desorption of surface
species is most likely. That means that the reconstruction process at least at temperatures around
the 4×1/1×1 conversion temperature is not driven by out-diffusion of oxygen or tin from the
bulk but by desorption of surface oxygen and subsequent desorption of reduced tin.
This is also supported by the observation that XPS O/Sn ratios are very similar to each other
for both investigated surface treatments, which leads to the assumption that gently sputtered
surfaces (with still a 1×1 reconstruction left) are comparable to a high-temperature annealed
1×1 reconstructed surface when regarding the stoichiometry. The strong deviation in the core-
level shifts may be due to a two-dimensional disorder in the lattice induced by sputtering.
Nevertheless, this model does not hold when trying to explain the 1×2 reconstruction with
its increased oxygen amount which was observed by Cox et al. [27] as an increase in the ISS (Ion
Surface Scattering) O/Sn ratio at very high temperature and by Pang et al. [117] with real space
STM and NC-AFM imaging. A possible explanation would be that the surface is stabilized at
very high annealing temperature of 1100-1200 K by an increased out-diffusion of oxygen.
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Chapter 8
Electronic Structure and Chemical
Composition
The electronic and chemical properties of SnO2 surfaces were mainly revealed by photoelectron
spectroscopy. For a fast characterization of the impurity level of the gas sensors, SIMS was
applied in Static SIMS mode and AES was only used for preparation control, preceding the STM
experiments presented in the previous chapter.
Since the chemical properties of a given material are determined by their valence electrons,
it is of essential importance to get information about the valence band structure and about the
atomic levels which are contributing to it. Resonant photoemission proved to be a well-suited
method to investigate the valence band density of states and to discriminate the contributions of
different elements by taking advantage of resonance effects. These resonance effects can have
various origins. Resonant enhancement of the photoemission signal can occur for example when
the atomic subshell photoionization cross-section of a certain element is maximized [191], or
when states in the conduction band are filled by electronic transitions (see section 3.1.1). The
resonance occurring when an atomic level is interacting with a continuum has been described by
Fano [44] and can be described with the famous Fano line-shape which actually has often been
observed in ResPES experiments. This type of resonance has been of particular use in the study
of the electronic structure of rare-earth and transition metal compounds [2, 3] (see section 3.1.1).
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For evaluating resonance photoemission spectra a number of methods have been developed.
On the data presented in this thesis, CIS curves, which show the dependency of the density of
states at a given binding energy on the photon energy, difference spectra between resonance and
off-resonance valence band spectra and factor analysis were applied. The latter method is a data
reduction method, able to automatically sort out main independent contributions to the valence
band density of states which are affected by changing the photon energy (see section 6.1).
The data evaluation mentioned above was applied on the resonant photoemission data of
SnO2(110) and of gas sensors based upon nanocrystalline SnO2 which is presented in the fol-
lowing. Difference spectra were only calculated for the same type of samples, i.e. there were
no difference spectra calculated between single crystal spectra and sensor spectra. The reason
is that the initial preparation, on the one hand well-defined and reduced surfaces in the case of
SnO2(110) and on the other hand untreated and therefore contaminated surfaces in the case of
the sensors, is very different and would therefore lead to strong deviations just because of the
sample history.
8.1 SnO2(110)
In the following, measurements on the bare SnO2(110) surface are discussed. Clean surfaces
were prepared by sputtering and annealing under UHV conditions resulting in oxygen-deficient
surfaces.
Laboratory source measurements were performed on the equipment described in section 5.1.
Synchrotron radiation photoelectron spectra were recorded at Beamline I311 at MAXlab, Lund
(see section 5.3 and Ref. [177]).
8.1.1 SRPES Core-Level Spectroscopy
Because of its short life-time but mainly because of phonon interaction, core-level photoemission
signals of SnO2 are broadened so that it is not possible to take advantage of the high resolution
photoemission capability of today’s third generation synchrotron radiation sources. Figure 8.1
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Figure 8.1: Upper figure: EDC of the Sn 3d and O 1s core-levels of the freshly sputtered
SnO2(110) surface recorded at a photon energy ofhν = 630 eV. Lower figure: EDCs of the
Sn 4d and valence band region of 4×1 reconstructed and sputtered SnO2(110) at two different
photon energies.
116 CHAPTER 8. ELECTRONIC STRUCTURE AND CHEMICAL COMPOSITION
shows the Sn 3d and O 1score-levels recorded at an actual instrumental resolution around 0.1 eV.
The broadness of≈ 1.1 eV is therefore due to the broadening of the electronic states and not
restricted by the experimental conditions (see section 6.2).
This is also the case for the Sn 4d core-levels shown in the lower figure. This very poorly re-
solved doublet can be fitted to Voigt peaks with a width around 1.4 eV. The shape differs between
sputtered and ordered surfaces and also a variation in peak shape is visible when changing the
photon energy. The peak shape for both surfaces is better defined athν = 90 eV resulting from
the deeper sampling depth at this photon energy. The undefined shape athν = 70 eV reflects the
stronger contribution of the surface states which are not fittable by a single doublet anymore, but
seem to have a significant contribution from a second doublet probably due to Sn2+ present on
the surface.
8.1.2 ResPES on SnO2(110)-4×1 and Sputtered SnO2(110)
The 4×1 reconstructed and the freshly sputtered surface of SnO2(110) were investigated by
resonant photoemission. Valence band spectra of the 4×1 reconstructed and freshly sputtered
surface were recorded in a photon energy range between 60 eV and 130 eV in steps of 5 eV,
leading to a high discrimination between these two surface terminations. For discussing these
resonances, CIS curves, difference spectra and principal factors were extracted from the spectra
and are discussed in the following according to the band structure of the material and the core-
level positions of tin.
Resonant photoemission spectra in a photon energy range between 30 eV and 50 eV in steps
of 2.5 eV were recorded on the 4×1 reconstructed surface to get comparative data to the ResPES
study of Themlin et al. [160] in which only the sputtered surface was treated. The reason for
this restriction was the emphasis of this study on the band gap states, which are strongest in the
case of freshly sputtered SnO2(110). Unfortunately, there was no time at the Beamline to repeat
the measurements of Themlin et al. on the sputtered surface. The corresponding raw spectra
recorded on the 4×1 reconstructed surface are shown in figure 8.2 and the CIS-curves in figure
8.3. In contrast to the results of Themlin et al. there is no resonance at 35 eV visible in the
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Figure 8.2: Resonant photoemission spectra of the valence band region of SnO2(110)-4×1 taken
every 2.5 eV for photon energies of 30 eV-50 eV. Figure A shows the raw data and figure B
background subtracted data. For background subtraction an exponential decay of the secondary
electron background, most evident at lower photon energy, was assumed. All spectra were taken
in normal emission mode with the sample grounded.
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Figure 8.3: Constant initial state (CIS) curves extracted from figure 8.2. The tracked electron
binding energies are either energies of significant dispersion or relevant for a comparative dis-
cussion with the ResPES data for photon energies of 60-130 eV shown in figure 8.4 and 8.5. The
plotted intensity is arbitrary, but vertically the same for all curves.
CIS-curves of the band gap states atEB = 3.3 eV which is most probably due to the much lower
density of states in the band gap on the 4×1 reconstructed surface compared to the sputtered one.
The 4×1 surface was prepared by annealing a 1×1 high-temperature surface at lower tem-
perature, as already described in section 7.1. The annealing time of 36 h should have been
sufficiently long to end up with an almost perfect surface termination. The ResPES data for the
4×1 reconstructed and the freshly sputtered surfaces are shown in figures 8.4 A and B respec-
tively. The spectra are referenced to the Fermi level, which was accessible either by a metal in
electrical contact with the sample or by the Fermi level of the SnO2 sample itself.
The features of the valence band structure from which CIS curves are generated, see figure
8.5, are marked by letters. ’A’ is related to the band gap states (EB = 3.3 eV) which are typical for
reduced SnO2. Characters ’B’, ’C’ and ’D’ (at 7.84, 8.2 and 8.9 eV binding energy respectively)
mark features in the Sn 5p/O 2s part of the valence band, which are strongly dispersing. The
intensity of the CIS curves is normalized to the integral intensity over the valence band region
SnO2(110) 119


























































Figure 8.4: Valence band spectra of SnO2(110)-4×1 (figure A) and freshly sputtered SnO2(110)
(figure B) taken every 5 eV for photon energies of 60-130 eV. Features discussed in the text are
marked with characters. Spectra were taken in normal emission mode with the sample grounded.
(0 eV≤ EB ≤ 14 eV) at each photon energy. For an interpretation of the spectra, a more detailed
view into the band structure and the core-level positions of SnO2 is necessary. For this reason
figure 8.8 summarizes the contribution of the atomic levels to the valence band density of states
and the energetic positions of Sn 4s, p and 4d core-levels which are accessible in the discussed
photon energy range [110, 160]. Furthermore, factor analysis (FA) (see section 6.1) and the
calculation of difference spectra were applied to identify structures in the valence band which
are affected by changes in the photon energy. The results of this factor analysis are presented,
together with difference spectra between resonance and off-resonance valence band spectra, in
figure 8.6.
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Figure 8.5: Constant initial state (CIS) curves extracted from figure 8.4 A and B. The tracked
features are marked by the same letter as in figure 8.4 and the intensities are related to the integral
intensity of the valence band region for each spectrum. The vertical intensity is arbitrary but the
same for all plotted CIS curves in each figure.
Results and Data Evaluation
For both surface treatments the signal from the band gap states, marked by the letter ’A’ in
figures 8.4 and 8.5, decays slightly when the photon energy is increased. This decay of the
photoemission signal at higher photon energy is consistent with the decay of the photoionization
cross-sections of all possibly involved oxygen and tin levels – Sn 5s, Sn 5p, O 2p – and can
therefore not be used for a discrimination of the oxygen and tin contributions to the valence
band density of states (see section 3.1.1). There are three strong features in the valence band
spectra of the 4×1 reconstructed surface, marked by the letters ’B’, ’C’ and ’D’, which show
an enhancement at 85 eV, 120 eV and 110 eV respectively. This observation results in two
main questions to be answered. First, the structure – or possibly the structures – which show a
dependency towards the photon energy have to be identified and second, the discrepancy between
the behavior of the ordered, 4×1 reconstructed, and the disordered, sputtered surface has to be
explained.
A standard method for data reduction and structure determination of a given dataset, factor
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analysis (FA) has been applied to isolate characteristic structures from both sets of valence band
spectra. The factors extracted from both sets of spectra are on the one hand a factor reflecting
more or less the shape of the valence band itself and on the other hand a factor characteristic
for the dispersing behavior. The factor values, that means the two datasets determined by FA
with which each valence band spectrum could be reconstructed in a very good approximation,
are plotted together with the difference spectra in figures 8.6 A and B. In figures 8.6 C and D
the factor loadings, i.e. the value with which every factor has to be multiplied to compose the
corresponding valence band spectra, are plotted with the related factor in the background.
The difference spectra were generated by first normalizing the spectra to be subtracted to
equal intensity in the valence band maximum and then directly subtracting them from each other.
Shifts in the valence band maximum when varying the photon energy correlate to a variation in
shape depending on the photon energy and are therefore probably due to changes in the cross-
section. Since in all cases only spectra recorded on the same surface are subtracted, shifts are
not likely to be due to a band bending. Figure 8.6 A shows spectra generated by subtracting a
spectrum recorded athν= 100 eV on the 4×1 reconstructed surface from spectra at the resonance
photon energies 85 eV, 110 eV and 120 eV. Figure 8.6 B shows difference spectra obtained by
the same procedure on the sputtered surface.
Discussion of the Results
The factor analysis applied on both surface terminations, the 4×1 reconstructed and the sputtered
surface, only results in two significant factors for each termination. The first factor models the
shape of the valence band, whereas the second factor is due to a systematic modulation of the
valence band shape as a function of the photon energy.
There are striking similarities when comparing – for the 4×1 reconstructed surface – the CIS-
curves and difference spectra on the one hand and the results of the factor analysis on the other
hand. The factor loadings of figure 8.6 C correspond very well to the CIS curves of the 4×1
reconstructed surface in figure 8.5. The shape of the CIS-curves ’B’ and ’C’ are qualitatively
identical with the factor loadings plot of the second factor in figure 8.6 C. But also the CIS-
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Figure 8.6: Difference spectra and principal factors extracted from the valence band spectra (see
8.4) of SnO2(110)-4×1 and sputtered SnO2 (figures A and B, respectively). The factor loadings,
together with the corresponding factor plotted in the background, are shown in figures C and D.
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curve ’D’ can be explained by comparing it to the inverse factor loadings plot of the same factor.
The remaining CIS-curve ’A’ of the band gap states at 3.3 eV can just be explained by the
monotonous decrease of the atomic subshell photoionization cross section of Sn 5sand 5p levels
in the related photon energy range and is, because of its much lower intensity, not considered by
the factor analysis.
The results of the sputtered surface can be discussed in a very similar way. Since no strong
resonances occur in this set of spectra, the factor analysis sorts out the monotonous decrease
of the band gap states as the second factor. This decrease in the factor loadings of the second
factor is consistent with the decrease in the atomic subshell photoionization cross sections of any
involved state, i.e. the Sn 5s, 5p and O 2p electronic levels, and therefore offers no possibility for
a discrimination between them.
The difference spectra of figure 8.6 A and B and the factor values of the second factor,
as determined by factor analysis for each surface termination, show a compatible trend. The
difference spectra of the 4×1 reconstructed surface in figure 8.6 A can be modelled just by
relating the factor values of the second factor in figure 8.6 A to the corresponding factor loadings
in 8.6 C at 85 eV, 110 eV and 120 eV. The difference spectra and FA results of the sputtered
surface show much lower intensity – as obvious when considering the noise level of the curves
– and have their strongest feature in the band gap which is modelled by the results of the factor
analysis as well.
Discussion of the observed Resonances
The band gap states which are typical for reduced SnO2 surfaces and have been attributed to
Sn 5s states by the ResPES study of Themlin et al. [160], show a similar trend in the difference
spectra for both surface terminations. This can be most easily seen in the monotonous decrease
of the CIS-curves ’A’ in figure 8.5 for both, the 4×1 reconstructed and the sputtered surface. This
leads, in figure 8.6 B, to an enhancement in the band gap states for the first difference spectrum
with an decrease in intensity and finally an inversion towards the difference spectra ’120 eV-
100 eV’. Since this is the only systematic variance in the spectra of the sputtered surface that
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Figure 8.7: DOS curves calculated for bulk SnO [86] and SnO2 [110]. The energy scale for both
curves is related to the Fermi level and the DOS-curves in figure B are calculated with a 0.3 eV
Lorentzian broadening. The upper curves show the total density of states and the lower curves
the partial density of states attributed to Sn 5s levels.
could be observed in the considered photon energy range of 60 eV-130 eV, the emphasis of the
further discussion is on the ordered, 4×1 reconstructed surface.
The shape of the resonance, as shown in figures 8.5 and 8.6 C, with its maximum athν =
85 eV shows a tail towards higher photon energies, which would indicate a Fano-type lineshape
and therefore a configuration interaction between filled states and a continuum of unfilled states.
Such a typical Fano lineshape actually refers to photoabsorption. Since in this case the increase
in photoemission intensity is considered, a lineshape similar to the one calculated by Yafet et
al. [183] for the Auger current emitted after Fano-type resonances (see figure 3.7) can be ex-
pected.
Because of the broadness of the resonance a curve-fit is not likely to be successful. Addition-
ally, the physical system under consideration is far from being the ’ideal’ system discussed by
Fano [44]. There is no sharp state for a starting point and no homogeneous continuum available
as a final state for SnO2. The involved states may be on the one hand the Sn 4p core-level and
on the other hand the Sn 5s derived states in the conduction band. The transition from the Sn 4p
core-level to the Sn 5s states is dipole-allowed and the Sn 5s states of the conduction band are
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Figure 8.8: On the left hand side, the schematic energy level diagram of the CB-, VB- region and
the Sn core-levels is shown [110, 160]. The spectrum of the valence band and Sn 4d region was
recorded at hν = 90 eV. The resonance mechanism proposed on the right hand side of this figure
is based upon the ResPES data of 4×1 reconstructed and sputtered SnO2(110) (see figure 8.4).
the Sn 4p core-level is at a binding energy of 90 eV, i.e. there is a discrepancy to the maximum
of the resonance ofhν = 5 eV. This can be explained by the very broad shape of this peak with a
FWHM ≈ 20 eV.
This resonance process can now be described according to the resonance process observed
by Themlin et al. (see section 3.1.1). Starting with photoabsorption:
4p6(V)n5s0(C)+hν → [4p5(V)n5s1(C)]∗
Autoionization is not likely to happen, since the states of the conduction band near the Fermi
level are still below the vacuum level and trapped by the surface potential.C denotes states in
the conduction band,V states in the valence band and∗ the excited state with a core-hole. Direct
recombination by emitting a valence band electron
[4p5(V)n5s1(C)]∗ → 4p6(V)n−15s0(C)+e−(Ehν)
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would now result in the same final state and the same kinetic energy of the emitted electron as
direct photoemission. That means direct photoemission from the valence band states interferes
with the direct recombination and leads to an increase in the detected electron current.
Another process that might happen is fluorescence:
[4p5(V)n5s1(C)]∗ → 4p6(V)n5s0(C)+hν
or an Auger decay to fill the core-hole, for example a NVV Auger process:
[4p5(V)n5s1(C)]∗ → 4p6(V)n−25s1(C)+e−(ENVV)
There is still one question to answer, namely the lack of resonance on the sputtered surface.
When considering figure 8.7, it can be easily seen that Sn 5s states are only present in the con-
duction band for SnO2, but not for SnO. That means one possible explanation would be that the
Sn 5ssurface states are pushed down into the valence band by the much higher defect density on
the sputtered surface, whereas on the 4×1 reconstructed surface only a small portion is affected
in this way. Such an effect would also be reflected by the much higher emission from the band
gap states on the sputtered surface compared to the ordered one.
8.2 Nanocrystalline SnO2
Thick film gas sensors based upon doped and undoped nanocrystalline tin dioxide, see section
4.2, were investigated by photoelectron spectroscopy and SIMS. In order to ensure comparabil-
ity to gas test measurements under ambient air conditions (see figure 4.4), no UHV preparation
like sputtering or annealing, was applied. Therefore sufficiently clean surfaces were required for
surface sensitive spectroscopy. The sensors investigated, doped and undoped devices sintered
at 450◦C fit these needs and show sufficiently low contamination levels to record valence band
spectra down to photon energies ofhν = 21.22 eV. The concentration of the two dopants dis-
cussed in the following, Pd and Pt, are introduced to the SnO2 i weight percent, i.e. at the same
nominal concentration level almost two times more palladium (m= 106.42 u) atoms compared
to platinum (m= 195.08 u) are introduced to the material.
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Figure 8.9: UPS He II (left) and He I (right) spectra of undoped and Pt-doped gas sensors.
Spectra were recorded at−10 V BIAS at the sample and referenced to the Fermi level of a metal
in electrical contact with the sample.
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Although photoelectron spectroscopy has a non-negligible information depth, it can be as-
sumed that surface effects are predominant in the spectra. With a mean grain size of around
15 nm of the used nanocrystalline SnO2 (figure 4.3), the IMFP in the applied photon energy
range of 20 eV-120 eV is short enough to not average over whole grains.
Laboratory source UPS results are presented in section 8.2.1, SRPES valence band spectra
and the SIMS spectra in section 8.2.2.
8.2.1 Laboratory Source UPS Results
The prerequisite for any systematic investigation of the electronic structure of SnO2 gas sensors
based upon nanocrystalline SnO2 is the reproducibility of these devices towards the photoemis-
sion signal of the valence band region. For this reason, comparative measurements on sensors of
the same type but with different dopants were undertaken and the reproducibility of the obtained
spectra could be well established. Even for sensors with different dopants or dopant concentra-
tions only little changes in the valence band shape could be detected. This may have two reasons:
On the one hand, the laboratory source UPS photon sources only offer photon energies which
favor the excitation of electrons bound in oxygen states and on the other hand, the surface sensi-
tivity in this photon energy range is much higher than in the XPS photon energy range. The first
reason easily can be supported by comparing the photoionization cross sections of oxygen and
tin to each other as shown in table 3.2. The second assumption actually cannot be solved just by
photoelectron spectroscopy.
The He II spectra with an according He I spectra, which are also showing the onset of in-
elastically scattered secondary electrons, are displayed in figure 8.9. The signal in the band gap,
obvious in the He I spectra, is due to He Iβ excitation, since the used ultraviolet light source is
not monochromatic. In order to investigate the band gap, He II spectra are therefore much more
favorable as the main satellite line is at around 7.5 eV higher photon energy and not affecting the
photoemission signal from the band gap states.
Nevertheless, small differences can be observed when taking difference spectra between un-




























Figure 8.10: UPS He II spectra of undoped and Pt-doped SnO2 gas sensors (figure A). Differ-
ence spectra shown in figure B were generated by subtracting the UPS spectrum of the undoped
sensors from the two other spectra respectively.
shown in figure 8.10 A. Before subtracting the spectra from each other, the intensities were nor-
malized to the valence band maximum, i.e. the signal from the O 2p states. A band bending is
not observable and therefore the energy scale needs no recalibration.
The scale of the intensity is the same for both difference spectra in 8.10 B, i.e. the photoelec-
tron intensity in the band gap (aroundEB = 3.3 eV), which arises from the doping, is not scaling
with the doping amount.
8.2.2 ResPES on doped and undoped Gas Sensors
The electronic structure of undoped, Pd-doped (2% wt.) and Pt-doped (2% wt.) SnO2 gas
sensors was investigated by ResPES in a comparable photon energy range to the ResPES data of
SnO2(110) discussed in section 8.1.2. The sensors were mounted on the manipulator where they
stayed during the bakeout of the preparation chamber. Therefore a slight reduction of the surface
was unavoidable due to the baking temperature up to 190◦C which is most evident when looking
at the photoemission signal of the band gap region with its higher density of occupied states
compared to the spectra previously discussed in section 8.2.1. No further UHV treatment, like
sputtering or annealing to remove contaminations, was applied in order to ensure comparability
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to sensors of the same type investigated in gas test measurements under ambient air conditions
and laboratory source UPS.
In spite of the apparent bakeout damage of the sensors, a comparative discussion between
the investigated sensors is valid, since all three sensors were treated exactly in the same way. In
order to clarify differences in the photoemission signal, difference spectra and CIS curves were
generated from the raw data. Furthermore, SIMS spectra were taken to get an overview of the
impurities present on the sensor’s surfaces after carrying out photoemission measurements.
SRPES Raw Data
Valence band spectra were taken under comparable conditions to the ResPES data of the single
crystal samples discussed in section 8.1.2. That means detection of photoelectrons with the
analyzer perpendicular to the sample, very high photon flux, an instrumental resolution better
30 meV and the sample grounded.
The ResPES data recorded in a photon energy range of 50-120 eV is shown in figure 8.11
A-C for the undoped, Pd-doped and Pt-doped sensor respectively. In figure 8.11 D, the spectra
of the photon energies at which difference curves were taken (see figures 8.12 and 8.13 A and
B), are shown comparatively. The binding energies of the band gap states at around 3 eV, of the
Sn 5p/O 2p states at around 8 eV and of the Sn 5s/O 2p states around 11 eV are labeled in figure
8.11 A and D.
The dispersion of the photoemission signal when changing the photon energy can be easily
seen. Without any data evaluation, there is an obvious difference between the Pt-doped sensor
and the two other sensors in the shape of the valence band spectra. The Pt-doping strongly affects
the Sn 5p/O 2p derived part of the valence band region and also the shape of the valence band
maximum (O 2p).
Difference Spectra
The aim of taking difference spectra from this dataset is to get comparative information between
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Figure 8.11: ResPES spectra of the undoped, Pd-doped and Pt-doped sensor taken every 10 eV
for photon energies of 50-120 eV. Figure ’D’ shows direct comparisons between these three types
of sensors at two different photon energies.
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Figure 8.12: Difference spectra of Pd and Pt doped sensors in comparison to the undoped one.
Spectra were generated by subtracting the spectra of the undoped sensor at 80 eV and 110 eV
photon energy from the valence band spectra of the Pd and Pt doped sensor at the respective pho-
ton energy. The valence band spectrum shown in the background was recorded on the undoped
sensors athν = 110 eV.
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of the undoped sensor from the valence band spectra of the other two sensors. The results of
this data treatment are collected in figure 8.12. It can be seen that Pd doping results in a higher
density of states in the band gap and in the Sn 5p/O 2p and Sn 5s/O 2p derived part of the valence
band, whereas Pt doping results in a slightly increased photoemission signal in the band gap, but
in a decrease in intensity at the binding energies of the oxygen/tin states. On the other hand,
difference spectra of the sensors between ’resonance’ and ’off-resonance’ photon energies can
give information about energetic positions in the valence band region which are dispersing.
It can be summarized that difference spectra of the same sensor (shown in figure 8.13) are
qualitatively the same for all three sensors. That means only from these difference spectra no
significant structure due to the doping can be identified. Nevertheless, there is an effect when
considering the difference spectra between the undoped and the doped sensors of figure 8.12.
This leads to the conclusion that the nature of the valence band states is not changed by the
doping, but the density of certain states is affected. For example the density of states in the band
gap is increased by both dopants and the photoemission in the oxygen/tin derived part of the
valence band is altered in a contrary way.
CIS Curves
The CIS-curves shown in the right plot of figure 8.13 are consistent with the picture proposed
above. Not only the difference curves, but also the way in which the intensities of the chosen
binding energies vary as a function of the photon energy point toward the assumption that there
are no new structures introduced to the valence band by the dopant. All CIS-curves show the
same trend for each sensor when considering a reasonable uncertainty in the measurement and
data evaluation.
Factor Analysis Results
This method offers a detailed study of the factors which are relevant for describing changes in
a given dataset and is applied to the valence band spectra of the sensors in a similar way to the
evaluation of the ResPES valence band spectra of the single crystal surfaces in section 8.1.2. The
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Figure 8.13: Difference spectra of the undoped, Pd and Pt doped sensor were calculated at
the photon energies at which resonance effects are likely compared to the measurements on
SnO2(110). The difference spectra were calculated by subtracting the valence band spectra taken
at 100 eV from the spectra taken at 80 and 110 eV. The spectra were normalized by their intensity
of the O 2p derived valence band maximum. Since the spectra to be subtracted from each other
were all taken on the same sensor, band bending is not likely to happen and small shifts in the
valence band maximum must be due to dispersing behavior of the O 2p states. CIS curves were
generated from the raw data (see figure 8.11) at four electron binding energies at which strongest
dispersion could be observed. The intensity in the CIS curves at each point is calculated by nor-
malizing the intensity at the given binding energy to the integral intensity of the valence band



















































































Figure 8.14: The calculated factor values are plotted in the left figure, the corresponding factor
loadings in the right figure. When combining both, the raw data can be restored with very little
deviation. The lower figure shows a plot of the six first eigenvalues, determined by principal
components analysis and weighting on thehν = 90 eV valence band spectra. It can be seen
that the third eigenvalue in the case of the Pd-doped sensor is higher than the corresponding
eigenvalues of the other sensors.
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factor values and loadings were calculated by principal components analysis with weighting on
the valence band spectra taken athν = 90 eV. For the undoped sensor only the first and second
factor are plotted in figure 8.14, whereas for the doped sensors also the third factor is plotted
respectively. The reason for this is that it can be assumed that an influence from the doping
would be probably present in the third factor.
In order to judge the validity of the extracted third factors, it is important to look at the eigen-
values of the corresponding factor, which is actually only for the Pd-doped sensor significantly
higher than for the undoped sensor. Therefore the results for the third factor of the Pt-doped sen-
sor are only plotted for comparative reasons. That means that also the third factor and the related
factor loading of the Pd-doped sensor is much more significant than for example the values and
loadings of the third eigenvalue of the Pt-doped sensor.
The first factor is representing the valence band shape which is only marginally dispersing.
The second factor is, in agreement with the difference spectra and the CIS-curves, qualitatively
the same for all three sensors. Only the Pd-doped sensor shows an interesting structure in the
third factor which might be comparable, with its local maximum in the O 2p/Sn 5p part of the
valence band, to the second factor extracted from the valence band spectra of SnO2(110)-4×1
(see figure 8.6). Also the factor loading of the third factor fits very well in this picture because
of the maximum at aroundhν = 90 eV.
To summarize, there was no influence of the dopant detectable in the valence band spectra
of the sensors. In comparison to the undoped sensor and the single crystal data, all relevant
effects could be traced back to a SnO2 origin. Therefore it has to be assumed that the doping by
gel-impregnation does not lead to an enrichment of the dopant on the grain surfaces, but to an
incorporation of the dopant into the bulk material.
SIMS Spectra
As a very sensitive technique to especially detect light elements, SIMS was used to characterize
the impurities of the sensor’s surfaces following the ResPES experiments. The spectra in figure
8.15 are for all three sensors dominated by carbon compounds, alkaline metals and the tin peaks.
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K 39 (93.1) 41(6.88%)
Ca 40 (96.97)
Pd 104 (10.97) 105 (22.23) 106 (27.33) 108 (26.71) 110 (11.81)
Sn 116 (14.30) 117 (7.61) 118 (24.03) 119 (8.58) 120 (32.85) 124 (5.94)
Pt 194 (32.9) 195 (33.8) 196 (25.3) 198 (7.21)
Table 8.1: Elements and their isotopic distribution which are dominant in the SIMS spectra of
figure 8.15 or of special interest for the discussion.
For both doped sensors only weak signal from the dopants can be identified. In table 8.1 isotopes
with high intensity in the spectra or of interest for the material are listed. All three spectra were
recorded under Ar+ ion bombardment at a kinetic energy of 10 keV, a beam current of 1.5 nA
and a scanning area of about 2 mm2. During the measuring time of about 20 min only weak
sputter damage can be assumed. Positive secondary ions were collected since metals and their
oxides are predominant in SIMS spectra of positive secondary ions, whereas spectra of negative
ions are dominated by oxygen, halogens and carbon compounds.
Before discussing the spectra in detail, some typical properties of this method should be
shortly reviewed. Since the spectra were recorded with a quadrupole mass spectrometer at con-
stant resolution, the transmission decreases by 1/m [5]. Furthermore empirical and theoreti-
cal considerations imply a decrease in secondary ion production as a function of the isotopic
mass [53, 119]. This leads to a domination of as-recorded SIMS spectra by light elements, espe-
cially by the alkaline metals sodium and potassium which are predominantly present as positive
ions after sputtering.
It can be easily seen that all sensors are heavily contaminated, but in a very similar way. The
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Figure 8.15: SIMS spectra taken on the sensors studied previously by SRPES, see figures 8.11-
8.14. See text for further discussion.
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Figure 8.16: UPS spectra recorded one after another on the Pd-doped sensor under dosing CO in
three cycles in a partial pressure range of 10−7 to 5×10−6 mbar.
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strongest contamination can be related to carbon compounds (CHx) at m= 12-16 u, which are
probably also contributing to signals at higher mass. The dopants for the Pd- and the Pt-doped
sensor are hardly detectable which on the one hand is due to the high background of fragment
ions and on the other hand to their isotopic pattern which reduces the strongest isotope to 1/3
of the total elemental signal. Tin can be unequivocally identified in the spectra by its typical
isotopic pattern. The second appearance at∆m= 17 higher mass can be related to SnOH+ ionic
molecules. On very pure metal oxide surfaces, only the oxidized signal would be expected.
Because of the high amount of hydrogen present on the surface the hydroxylated compound
seems to be more favorable. It can be summarized that despite the high level of contaminations all
three sensors seem to be affected in a very similar way and therefore comparative considerations
and their conclusions should hold.
8.3 CO Exposure monitored by UPS
The work function response of Pt- and Pd-doped SnO2 gas sensors on CO was investigated by
He I UPS. The applicable CO pressures ranging up to 5×10−6 mbar are actually very low when
comparing them with gas test measurements under atmospheric pressure. A partial pressure of
10−6 mbar for example would correspond to the same amount of CO per volume unit than 1 ppb
CO under atmospheric pressure. Since higher pressures than the applied CO partial pressures
are not advisable when carrying out photoemission measurements, this is a significant restriction
for the data acquisition. Nevertheless, a very small systematic change in the onset of He I UPS
spectra could be detected for the Pd-doped sensor. Corresponding measurements on a Pt-doped
sensor did not show any dependence of the onset on the applied partial pressure of CO.
The Pd-doped sensor was heated during measurement by the platinum heater mounted on the
backside of the alumina substrate to around 200◦C (see figure 4.2). This heat treatment results in
a continuous desorption of surface species like for example water, carbon compounds or oxygen.
A reduction of the surface due to the desorption of bridging oxygens can be expected as well.
This process leads to a continuous shift at the onset of the spectra, i.e. of the surface’s work
function. In figure 8.16 the complete spectra (upper figure) and a zoom into the energy range
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Figure 8.17: Work function changes∆Φ extracted from the UPS He I data shown in figure 8.16.
The bargraphs in the background show the applied CO partial pressure in the corresponding
period. The data in the lower figure can be obtained by subtracting an exponential decay from
the data in the upper figure. It can be seen that the change in the work function is related to the
applied CO partial pressure.
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of the onset (lower figure) are shown. Since the only change detectable between the spectra is
the work function∆Φ, this parameter is extracted from the spectra and plotted as a function of
time in figure 8.17. The dosed CO partial pressure is indicated by bargraphs in the background
and was cycled three times in a pressure range of 10−7 to 5×10−6 mbar. The∆Φ values plot-
ted in the upper figure of figure 8.17 are decaying exponentially due to the desorption process
induced by the heat treatment. Nevertheless, there are small changes visible in this slope which
can be correlated to the CO partial pressure applied to the sensor. The lower figure shows the
’background’ subtracted data, i.e. the data when subtracting an exponential decay from the∆Φ
values. It can be easily seen that there is a systematic correlation between work function change
and dosed CO partial pressure.
The effect detected is in a range which is just accessible by photoemission spectroscopy and
it points out that such measurements cannot be done in a systematic way by this approach since
all measurement parameters were driven to their limits. Nevertheless, it can be summarized that
CO dosing under UHV conditions leads to a reproducible and reversible (when only considering
the CO pressure) change in the work function under dynamic conditions, i.e. not adsorption of
CO at very low temperatures, but interaction of CO at a temperature which is exactly in the




Real-space microscopy of reduced SnO2(110) surfaces could establish – supported by LEED
and XPS investigations – a new model for the reconstruction process (section 7.1). Small and
large area scans of the 4×1 reconstructed surface (section 7.2.1) point out the importance of this
surface termination to be a well-defined model system for SnO2 with a periodic defect structure.
The reduced surface offers – with its high surface conductivity – not only the possibility for
STM measurements which are not likely to be successful on stoichiometric surfaces, but also
synchrotron radiation photoemission experiments at today’s high intensity third generation light
sources.
The valence band structure of ordered and disordered single crystal surfaces was investigated
by ResPES (section 8.1.2) and doped and undoped SnO2 gas sensors were measured (section 8.2)
in comparison to these results . By establishing first the reproducibility of laboratory source UPS
data obtained on these sensors (figures 8.9 and 8.10), a detailed investigation at the synchrotron
light source opens up the opportunity to discuss features of the valence band spectrum in more
detail.
Metal and gas interaction, Pd-clusters on the SnO2(110)-4×1 surface (section 7.2.3) and CO
on a Pd-doped SnO2 gas sensors (section 8.3) were presented as well.
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Conclusions
Single crystal surface
Atomically resolved STM images could confirm the current model of STM imaging on reduced
SnO2(110) surfaces and introduce a new surface structure of zigzag oxygen rows corresponding
to a 2×1 surface structure (section 7.2.2).
By establishing a new, more detailed and revised reconstruction model and by the new possi-
bility of preparing a well-defined 4×1 reconstruction of the SnO2(110) surface by the long-time
annealing procedure described in section 7.1, further systematic investigations of gas and metal
interaction on this well-defined defect structure are possible. Since gas-exposition experiments
with STM and ResPES at room-temperature (H2O, CO) were not successful during this thesis,
i.e. no effect could be observed, such experiments have to be undertaken either at liquid nitrogen
temperature or at elevated temperatures under monitoring the changes induced on the surface by
reaction with the incoming gas molecules.
The discrepancy in the ResPES data of 4×1 reconstructed and freshly sputtered SnO2(110)
could be tentatively explained by a Fano-type resonance that appears because of the interaction
of the Sn 4p core-level with Sn 5sstates in the conduction band (section 8.1.2).
Some implications specific for SnO2(110) should also be pointed out here. Most studies,
including this thesis, are restricted to the reduced surface which can be relatively easy prepared
by sputtering and annealing under UHV conditions. This concentration on the reduced surface
results from two reasons. First, stoichiometric surfaces of SnO2(110) can only be prepared by
annealing the crystal at temperatures around 700 K in 1 mbar of oxygen or 0.1 mbar of N2O
(the latter one is the stronger oxidant). These pressures are only applicable in separate high
pressure cells and are not available at most equipment used for surface spectroscopic single
crystal studies. The second reason is the conductivity of the surface. The reduced surface with its
significant density of electronic states up to the Fermi level allows high intensity photoemission
experiments and even the application of STM. For stoichiometric surfaces with their much lower
conductivity, charging problems have to be expected.
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The aim of this thesis to broaden the knowledge about reduced SnO2(110) was successful
with respect to the investigation of fundamental properties of the reduced SnO2(110) surface
and in acquiring comparative ResPES spectra between single crystal surfaces and real-life SnO2
based gas sensors. The latter aspect is of particular importance because the attempt to get valu-
able information only from laboratory source is restricted to fixed wavelengths and is not offering
a detailed assignment of observed structures to atomic levels.
SnO2 gas sensors
Taking advantage of resonance effects in photoelectron spectra which appear as a function of the
photon energy, enables the determination of the electronic valence band structure in much more
detail than just by laboratory light sources. By comparing resonance effects on the single crystal
surfaces with corresponding observations on doped and undoped SnO2 material, valence band
structures may be assigned either to the SnO2 itself or to the dopant.
Despite the obvious differences in the valence band spectra of the three investigated sensors
(see figure 8.11), the difference spectra of figure 8.13 and the results of the factor analysis (see
figure 8.14) match each other very well. Even the deviation in the third factor of the Pd-doped
sensor can be traced back to a tin-derived origin and odes not seem to arise from the dopant itself.
The latter result may be in correlation with the resonance observed on the ordered single crystal
surface (see above), i.e. it may arise from the interaction between the Sn 4p core-level and the
conduction band.
All these results imply that the valence band structure is only quantitatively changed by the
dopant, i.e. the intensities in the band gap region or at the Sn/O binding states are changed, but
no new structure that might be attributed to the dopant itself appears, neither in the difference
spectra nor in the CIS-curves (figures 8.11-8.14). This could be explained by the assumption that
the dopant is mainly incorporated into the bulk, only in very low concentration present on the
surface and therefore not accessible to photoelectron spectroscopy in the applied photon energy
range. The changes in the density of states in the band gap which are almost independent of the
doping amount in the UPS He II spectra (see figure 8.10), can also be explained by this model.
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These states would therefore not be derived from the dopant, but from the SnO2 material itself.
Since the sensors are sintered in air at sufficiently high temperature to reoxidize the surface of
undoped SnO2, these band gap states which are typical for reduced SnO2 a d most probably due
to unsaturated tin atoms on the surface, must be influenced and stabilized by the dopant.
This conclusion of course holds only for the influence of the dopant on the valence band
structure. A statement about the catalytic properties cannot be made from the measurements
presented here. That the doping material is not enriched on the surface may of course be restricted
to the special preparation procedures of the nanocrystalline SnO2 used in this study (see section
4.2).
Outlook
In spite of the strong demand and the effort that has been gone into understanding surface prop-
erties of SnO2, only few aspects are well-established until now. Today’s theoretical approaches
with finite or infinite ab initio calculations can still only handle small clusters or unit cells. But
with rapidly growing computer power more realistic calculations can be expected in the near
future, able to handle large unit cells. This for example is a prerequisite for a further characteri-
zation of the 4×1 reconstruction.
The lack of experimental work actually is not due to a lack of interest or inadequate exper-
imental techniques. The main reason for this is the lack of suitable substrates, since growing
SnO2 crystals in high quality and sufficient size is a very challenging and expensive task.
But even in the case of the probably best characterized metal oxide surface, the TiO2(110)
surface, for which substrates of very high quality are available, the surface structures appearing
in UHV preparation and even the interpretation of STM images are controversially discussed
(whereas for the interpretation of STM an almost complete agreement in one model has been
developed in the meantime) [45, 102, 105].
The most promising approaches, surface spectroscopy on well-defined single crystal surfaces
on the one hand and theoretical approaches on the other hand, are restricted to relatively simple
problems compared to reality. Furthermore, most surface spectroscopic techniques require an
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UHV or at least HV environment which complicates conclusions on measurements under ambi-
ent air conditions. For this reason, other spectroscopic techniques like for example soft X-ray
emission spectroscopy (SXES) [180] have to be applied. SXES offers – under glancing incidence
geometry – surface sensitivity and may even be applicable to SnO2 gas sensors under gas-sensing
operation in specially designed cells.
Actually, there also may be the possibility for detailed studies on stoichiometric surfaces
by enhancing the surface and bulk conductivity in a controlled manner. The approach to only
reduce the bulk material by heating to very high temperature – applied for example on TiO2
samples – is not applicable in the case of SnO2 crystals. By heat treatment, they are only reduced
on the surface without significant oxygen out-diffusion from the bulk. Therefore, controlled
doping by a group V element in order to introduce charge carriers to the n-type material, is
a promising approach. Antimony doping has been studied in sufficient detail to offer such a
perspective [29, 40, 131, 150, 167]. It injects charge carriers to the band gap region and leads to
a significant density of occupied states up to the Fermi level and may in this way also be suitable
to enable studies on single crystal samples at liquid nitrogen temperature.
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