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Abstract
A power set of a set S is defined as the set of all subsets of S, including set S itself and empty
set, denoted as P (S) or 2S . Given a finite set S with |S|= n hypothesis, one property of power set
is that the amount of subsets of S is |P (S)|= 2n. However, the physica meaning of power set needs
exploration. To address this issue, a possible explanation of power set is proposed in this paper.
A power set of n events can be seen as all possible k-combination, where k ranges from 0 to n. It
means the power set extends the event space in probability theory into all possible combination of
the single basic event. From the view of power set, all subsets or all combination of basic events,
are created equal. These subsets are assigned with the mass function, whose uncertainty can be
measured by Deng entropy. The relationship between combinatorial number, Pascal’s triangle and
power set is revealed by Deng entropy quantitively from the view of information measure.
Keywords: Power set, Combinatorial number, Pascal’s triangle, Dempster-Shafer evidence
theory, mass function, Shannon entropy, Deng entropy
1 Introduction
Set theory is the basis of mathematics [7]. Power sets play an important role in many applications. Power
set is a family of sets consisting of all subsets from a set. For a set A = {a, b, c}, the corresponding power set
is {φ}, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c} [9]. Probability can be viewed as the likelihood of a possible
outcome occurring in an experiment. The undefined concepts of probability theory are experiment, event and
probability mass function. In probability theory, probabilities are assigned to single subsets with an event
[15]. While in Dempster-Shafer evidence theory [1, 17], the framework of discernment is extended to power
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set and mass functions are assigned not only on single subset but also on multi-subsets [8, 20, 21]. Though
evidence theory is widely used, the meaning of power set is neglected to some degree. To address this issue, an
explanation of power set from the entropy view is represented in this paper. In this explanation, a power set
can be seen as the set with all possible event combinations, each combination is represents as a subsets. For
a quantitative description of the question and methods, different entropy measures [23] is introduced in this
paper. The proposed explanation is supported by Deng entropy [3, 11, 13] measure quantitatively.
2 Preliminaries
Some preliminaries on power set [7, 10], combinatorial number [19], Pascal’s triangle [16] and basic proba-
bility assignment [12, 17] are briefly introduced, including entropy measures such as Shannon entropy [12, 18]
in probability theory and Deng entropy [3] in Dempster-Shafer evidence theory.
• Combinatorial number
Taking m (m ≤ n) elements non-repeating from n different elements and forms a group is called a
combination of m elements from n different elements, noted as C(n,m) [19]. The combinatorial number
can describe the amount of all possible combinations of m (m ≤ n) elements from n different elements.
• Pascal’s triangle
In mathematics, Pascal’s triangle is a triangular array of the binomial coefficients that arises in probability
theory [7]. It is a geometric arrangement of binomial coefficients in a triangle.
For a Pascal’s triangle with n rows and x of maximum column number, some of its properties are listed:
1. In this triangle, the amount of numbers in the n−th row is n and numbers are displayed symmetrically.
2. The x− th number in the n− th row can be expressed as C(n− 1, x− 1), meaning the combinatorial
number of drawing x− 1 elements from n− 1 elements.
3. The sum of all numbers in the n− th row is 2n.
The first five rows of Pascal’s triangle is show in Figure 1.
Figure 1: The first five rows of Pascal’s traingle
• Shannon entropy
In information theory, entropy of a random variable is the average level of information, inherent in the
variable’s possible outcomes. Shannon entropy is a widely used information entropy [12, 14, 18].
Definition 1. Given a discrete random variable X, with x1, ..., xn, which occur with probability p(x1),




pxi log pxi (1)
• Power set
Power set is a set family composed of all subsets (including complete set and empty set) in the original
set [10]. For any as set a, there exists the set whose members are just all subsets of a. The set is called
power set of a.
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• Basic probability assignment
In this probabilistic view evidence is seen as more or less probable arguments for certain hypotheses and
they can be used to support those hypotheses to certain degrees. Dempster-Shafer evidence theory is
considered as the extension of probability theory, when the frame of discernment is extended to power
sets. In Dempster-Shafer evidence theory, belief is assigned in subsets as basic probability assignments.
Definition 2. For a frame of discernment Ω, a basic probability assignment, or called as mass function,
is a mapping m from 2Ω to [0, 1], formally defined as [12, 17, 22]
m : 2Ω → [0, 1] (2)
which satisfies the following condition: ∑
A∈2Ω
m(A) = 1 (3)
If m(A) > 0, A is called a focal element. The union of all focal elements is called the core of basic
probability assignment.
• Deng entropy
Similar to Shannon entropy playing an important role for uncertainty measure, Deng entropy [3] is
proposed for measuring the uncertainty of basic probability assignment [5] and is further developed to
deal with the information volume with respect to different techniques [2, 4].
Definition 3. Assume in the frame of discernment X, xi is the focal element of basic probability assign-






2|xi| − 1 (4)
3 A possible explanation of power set in evidence theory
In probability theory, events that represented by discrete random variables with probability are exclusive
with each other. The set of all possible outcomes of an experiment is called the sample space and any an event
is a subset of sample space. The function that gives probabilities associated with all possible values of a discrete
random variable is called probability mass function [6]. Since all events happen exclusively to each other, all
subsets in sample space are single subsets containing one element. For example, when you roll a die once, there
are six outcomes(sample space is {1, 2, 3, 4, 5, 6}), yet you can get only one possible outcome from the sample
space in one time. In this experiment, the event "rolling once but two outcomes" is impossible to happen so no
description in sample space. From this respective, the set that represents a sample space in probability theory
can only describe all exclusive events, not non-exclusive events combinations.
However, in the real world, a probability mass function can describe an event such as P (A), P (B), and
P (C), the mass function of exclusive event combination can be describe as P (A ∩ B). But the exclusive event
combinations can not describe two events happen in the same time.
Compared with probability distribution in probability theory, basic probability assignment in evidence
theory can handle more uncertain information. The identification framework of basic probability assignment
is power set, which means that basic probability assignment can describe not only the belief allocation of
a separated event and the combination of non-exclusive events. In the identification framework of evidence
theory, subsets describe all possible outcomes as well. The outcome power set is formed by three kind of
subsets: empty subset represents "none possible independent events happen", single-element-subset with one
element represents "an independent event happen", multi-subset represents "more than one independent event
happen". A subset of may be an event or an events-combination with non-exclusive events like {A,B}.
In this view, a power set is explained as a family of all exclusive and non-exclusive events combinations.
The single subsets in a power set family represent as exclusive events, while the multiple subsets represent as
non-exclusive events happening along the time. The amount of each kind of event combination can be counted
and represented as a combinatorial number. Size of power set is equal to the amount of all possible events
combinations.
3.1 An example to explain power set from the view of entropy
Below is an example explaining the difference between a set family consisting of single subsets only and




If there are 32 numbered football teams (from team 1 to team 32) playing with each other and only one
team get the champion. If we can only ask yes / no questions, how many times at least we ask, can we
certainly know the champion?
Answer: 5 times.
Based on the information we get, the probability to get champion for every team is the same. If we want
to certainly know the champion team even, bisection method is recommended.
Figure 2: Possible asking options for knowing the champion team
In Figure 2, there is a possible asking to knowing the champion team, showing how bisection method works.
• Question B:
If there are 32 numbered students (from student 1 to student 32) taking math exam. If we can only ask
yes / no question, how many times at least we ask, we can certainly know the student who got the highest
score in the exam?
Answer: 32 times.
For question A, we can give probability as p(i) = 1/32, for i = 1, 2, ..., 32.
Shannon entropy = −1× log2
1
32 = 5
From the coding point of view, this problem can be interpreted as giving different 32 codes to 32 teams
with 0 / 1, which, means 5 bits are required.
For question B, we can give basic probability assignment as m(x1, ...x32) = 1
Deng entropy = −1× log2
1
232 − 1 = 32
Different from the football game, there may be several students getting the highest score, the most special
case is that all students got the same score as well as the highest score. For example, all students got the full
marks.The event "Student 1 gets the highest score" is independent to event "Student 2 gets full marks" and there
can be tied highest scores more so several non-exclusive events may happen in this problem. In another word,
the exclusive assumption is not correct in this situation. Both Student 1 and Student 2 can get the highest goal.
The solution is to asking from student 1 to student 32 without order non-repeatedly, amounting to 32 times.
The explanation of this example in the Pascal’s triangle is illustrated in the Figure 4. In the 32 row, all the
composition of power set is given, and the amount of "getting the highest score" event-combinations is given as
the numbers in this row. For example, the first number ”1” tells the amount of events that "none of students
getting the highest score" and the second number ”32” tells that "one of students getting the highest score".
In this example, we can find that, for mutually exclusive events, we can use Shannon entropy to measure the
information volume in the system. While For systems whose events are not mutually exclusive, Deng entropy can
explain the information volume and uncertainty better. Because basic probability assignment could describe
the belief in the framework of events including mutually exclusive and non-exclusive events better. In this
perspective, the physical meaning of the power set could be better explained as collection of all alternative
events by Deng entropy. Compared with Question B, framework of events for Question A is consisted of single
subsets so Shannon entropy is useful for information measure, while the framework of events for Question B is
extended to a power set so Deng entropy is better for information measure.
3.2 The connection with power set to combinatorial number
Comparing the two questions from the perspective of power set, in the first example, all possible champion
is a power set A as {{φ}, {1}, {2}, ..., {32}}, while the second example, all possible students with full marks is
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also a power set B as {{φ}, {1}, {2}, ..., {32}, {1, 2}, {1, 3}, ...{31, 32}, ..., {1, 2, ...32}}. The size of A is 32, which
can also be represents as 25, while the size of B is the sum of C(32, 0), C(32, 1), ..., C(32, 32), that is 232.
For a combinatorial number like C(n,m), represents the combinations amount of pickingm (m ≤ n) elements
from n different elements. It can also considered as the event "there are m independent events non-exclusively
happening". C(n, 0) is 1, which can be understand as only one combination for the event "none events are picked
from the possible event set". This is the connection with power set and combinatorial number.
Here is an example to the explanation of power set based on a combinatorial number.
A box contains three balls, one in red, one in blue and one in green. If you have one chance to drawn ball(s)
from the box. How many different outcomes would you get?
Figure 3: An example of selecting balls
Figure 3 gives all possible outcomes to this ball game. You can get one ball, two balls, three balls or none of
them, since every ball has two possibilities (drawn and not drawn) and the status of each ball is independent.
All possible solutions consists of a power set. From this example, we can explain power set as a set with all
possible "drawing ball(s)" combinations. In this situation, there are four kinds of event combinations. The first
one is "none of balls is selected", that can be represented as a set {S1 : {φ}}, the size of S1 is 1. The second
event combination is "one of balls is selected", that can be represented as a set {S2: {R}, {G}, {B}}, the size
of S2 is 3. The third event combination is "two of balls are selected", that can be represented as a set {S3: {R,
B}, {R, G}, {B, G}}, the size of S3 is 3. The last event combination is "three balls are selected", that can be
represented as the set {S4: {R, G, B}}.
The meaning of the empty subset of the power sets in this example is drawing no balls from the box, the
outcomes amount of it is C(3, 0). The meaning of single subsets is drawing one ball from the box, this outcomes
amount is C(3, 1). The meaning of multiple subsets in the power sets of this example is drawing more than one
ball, whose amount is the sum of (C(3, x), x is bigger than 1 and not bigger than 3 (C(3, 2) + C(3, 3) = 4).
The combinatorial number describe the amount of each event combination. A single subset with only one
element is considered as an independent event happening alone, whose amount is the combinatorial number
C(N, 1). Multi-subsets with several elements are seen as possible non-exclusive events happening, the amount
of each event combination is C(N,X), in which 1 < X ≤ N . All the subsets make up a power set, representing
a whole event family set, the amount of all subsets is the same of all combinatorial number (2N ).
3.3 Relationship between power set and Pascal’s triangle
From the previous knowledge, the properties of it is known. The connection between Pascal’s triangle and
combinatorial number is also explored. In the previous part, the connection with power set and combinatorial
number is built. So, in this part, power set is used to explain the logic and meaning of Pascal’s triangle.
From Figure 1, the row sum is 1, 2, 4, 8 and 16, which can be represented as 20, 21, 22, 23 and 24. The
x− th number in the n− th row can be expressed as C(n− 1, x− 1), the same as the combinatorial number of
x − 1 elements from n − 1 different elements. The numbers in the n − th row represent the amount of power
x-size subset in a set with n− 1 elements respectively. This is the relationship between combinatorial number
and Pascal’s triangle. From the perspective of power set, Pascal’s triangle shows amount of different size of
subsets in a power set family.
The relationship between power set and Pascal’s triangle is illustrated in Figure 4. We can find that, for any
single row in the Pascal’s triangle, each number represents the amount of an event-combination. For example,
there is four numbers in the forth row as 1, 3, 3, 1, which can be explained as the amount of event-combination
"none event happening", "one event happening", "two events happening" and "three events happening". In this
explanation, a power set gives all possible events combinations of exclusive and non-exclusive events, concretely,
single subsets means an event happening along and multi-subsets means events happening simultaneously.
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Figure 4: Explanation of power set in the Pascal’s triangle
It is remarkable that the event "none of students getting the highest score" is impossible to happen in
Question B, which is reflected by Deng entropy formula in Figure 4. Each number in Pascal’ triangle represents
the amount of a kind of event combination but not all event combinations are possible to happen for different
situations.
4 Conclusion
In this paper, an entropic explanation of power set is illustrated in the paper. In Dempster-Shafer evidence
theory, the event space in probability theory is extended into all possible combinations of the single basic
event by power set. A power set is explained as an events collection set of all exclusive events and non-
exclusive events combinations, the size of power set is the amount of all possible events. Single subsets of the
power set family represent exclusive events, while multiple subsets represent non-exclusive events combinations
possibly happening in the same time, such as two balls (green one and red one) drawn simultaneously, denoted
as {G,R}. Combinatorial number, Pascal’s triangle and information measures are illustrated to explain the
meaning of power set. In addition, the relationship between Pascal’s triangle and power set is given by Deng
entropy quantitively from the view of information measure. The proposed explanation may have the potential
applications in evidence theory.
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