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The relativistic semiclassical evolution of the position of an electron in the presence of an external
electromagnetic field is studied in terms of a Newton equation that incorporates spin effects directly.
This equation emerges from the Dirac equation and allows the identification of scenarios where
spin effects are necessary to understand the main characteristics of the electron trajectories. It
involves the eigenvalues of the non-Hermitian operator ΣµνF
µν with Σµν and F
µν as the spin
and electromagnetic tensors. The formalism allows a deeper understanding on the physics behind
known analytical solutions of the Dirac equation when translational dynamics decouples from spin
evolution. As an illustrative example, it is applied to an electron immersed in an electromagnetic
field which exhibits chiral symmetry and optical vortices. It is shown that the polarization of intense
structured light beams can be used to suppress or enhance spin effects on the electron semiclassical
trajectory; the latter case yields a realization of a Stern-Gerlach apparatus for an electron.
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2I. INTRODUCTION
Up to radiative corrections, an electron in an external electromagnetic (EM) field is described with high accuracy
by the Dirac equation. A few years after Dirac’s proposal, Pauli pioneered the analysis of semiclassical limits of this
equation [1]. Pauli noticed that an approach based on taking Planck constant to a zero value directly eliminates spin
effects. Along this line of thought, Rubinow and Keller [2] worked out a formalism where the electron semiclassical
trajectories are determined by the Lorentz force, while the electron spin precesses as described by the Bargmann-
Michel-Telegdi (BMT) equation [3]. In several physical configurations, such a description is more reliable than one
could expect. For instance, the motion of an electron located in a close realization of an EM plane wave is not
influenced by its spin state: the known exact solution of the Dirac equation predicts the uncoupling between spin and
translational states [4, 5]. Another example is provided by the experimental arrangement for the measurement of the
gyromagnetic ratio of the electron. It is based on the comparison of the frequency of the electron spin precession with
the cyclotron frequency of its orbit, both due to the presence of a static magnetic field [6, 7]. The results are roughly
described taking both dynamical variables as uncoupled; that is due to the high strength of the Lorentz interaction
with respect to the interaction of a particle with magnetic dipole moment given by the Bohr magneton µB .
Forthcoming experimental efforts involving electrons in the presence of spatially focused intense laser beams [8]
could give rise to physical arrangements that break this approach. In these kinds of systems, the large energy of
the electron allows a description that, to a first approximation, can be based on semiclassical worldlines from which
relevant quantum states can be identified via a WKB formalism [9]. However, in such analyzes spin effects on the
semiclassical trajectories have not yet been considered and, as we shall show, could be important.
In this article, we obtain an equation for the trajectory of electrons that incorporates spin effects directly. It
emerges from the Dirac equation and clearly shows the dominant role of the Lorentz force in situations as those
described above; it also allows the identification of scenarios where spin effects are necessary to understand the main
characteristics of the electron trajectories.
In general, successful approximate approaches to the Dirac equation require the usage of a basis set of spinors
that incorporate the essential features of the physical configuration under study [10, 11]. Here, we shall take a basis
that is derived from eigenspinors of the non-Hermitian operator ΣµνF
µν , with Σµν and F
µν as the spin and EM
tensors respectively. This operator appears in the Dirac-Pauli equation; solutions of the Dirac equation are obtained
from the solutions of Dirac-Pauli equation via a differential operator OˆD. The complex eigenvalues of ΣµνFµν have
direct physical interpretations. In fact, these eigenvalues allow a deeper understanding on the physics behind known
analytical solutions of the Dirac equation in the presence of EM waves where translational dynamics seem to decouple
from spin evolution [4, 12]. The Dirac spinors that result from applying the operator OˆD to the eigenspinors of
ΣµνF
µν are shown to have a simple structure which involves essential features of the EM field, e. g., the current of its
source and the EM energy and momentum densities. The Dirac-Pauli equation is written in terms of the eigenspinors
and eigenvalues of ΣµνF
µν . We then proceed to incorporate such eigenvalues in the Newton equations that should
be satisfied by the semiclassical trajectories of Dirac electrons. A self consistent procedure to obtain approximate
solutions of the Dirac-Pauli equation (which yield approximate solutions of the Dirac equation) is described. Finally,
a particular example is worked out to illustrate the formalism, and to show a feasible scenario where spin effects on
the semiclassical trajectories are not masked out by the Lorentz force.
II. DIRAC-PAULI EQUATION: A SUITABLE BASIS SET
The Dirac equation describes an electron as a point particle of mass m, electric charge q and dipole magnetic
moment µB = q~/2mc, that depends on Planck constant ~ and the velocity of light c. In the presence of an external
EM field with potential Aµ, any solution Ψ of the Dirac equation also satisfies the Dirac-Pauli relativistic second
order equation [
(pˆµ − q
c
Aµ)(pˆ
µ − q
c
Aµ)− q~
2c
ΣµνFµν −m2c2
]
Ψ = 0, (1)
Σµν =
i
2
[γµ, γν ]−, Fµν = ∂µAν − ∂νAµ. (2)
We work with the metric tensor with signature (1,-1,-1,-1), and use the representation of the γµ matrices
γ0 =
(
1 0
0 −1
)
, ~γ =
(
0 −~σ
~σ 0
)
, (3)
3in terms of the Pauli matrices ~σ. We study solutions ΨP of the Dirac-Pauli equation with the structure
ΨP =
∑
j
e−iS
(j)/~djψj , (4)
each S(j) and dj are taken as complex scalar functions of the coordinates xµ that are assumed to be analytical on ~.
The ψj bispinors satisfy the eigenvalue equation
ΣµνFµνψj = λj(x)ψj . (5)
Two eigenfunctions ψi and ψj with different eigenvalues of the non Hermitean operator Σ
µνFµν may not be orthogonal
under the standard algebraic product ψ†jψi. Nevertheless, for Fµν a real tensor,
ΣµνFµνψj = λjψj ⇒ (λ∗j − λi)ψ†jγ0ψi = 0. (6)
In terms of spinors φa,bj , Eq. (5) has the structure
[ΣµνFµν − λj14×4]ψj =
(
A iD
iD A
)(
φaj
φbj
)
= 0, (7)
A = ~σ · ~B − λj12×2, D = −~σ · ~E. (8)
Demanding
Det
[
ΣµνFµν − λj14×4] = Det
[
A+ iD
]
Det
[
A− iD
]
= 0, (9)
implies
λ2j = [ ~B · ~B − ~E · ~E ± 2i ~E · ~B]
= [~G± · ~G±], ~G± =: ~B ± i ~E, (10)
λj depends only on the relativistic invariants FµνF
µν = ~B · ~B − ~E · ~E =: ∆2BE and µνρηFµνF ρη = 2 ~E · ~B.
If ~E · ~B 6= 0, four different complex eigenvalues are expected, while for ~E · ~B = 0 a two fold degeneracy arises. The
latter condition is fulfilled at least for two very relevant configurations: (i) a classical Stern-Gerlach experiment with
~E = ~0 in the reference frame where the magnets that generate the magnetic field are at rest, and (ii) an electron
moving in the presence of an EM plane wave in otherwise vacuum. Plane waves are a particular example of the
so called crossed fields [5] for which both invariants are zero for any coordinate xµ, λj ≡ 0. Notice, however, that
the EM field of structured light beams may satisfy ~E · ~B = 0, but, in general, ~B · ~B 6= ~E · ~E yielding eigenvalues
λj = (−1)j
√
∆2BE which are either completely real or imaginary in different space regions.
For λj 6= 0, the eigenvectors ψj have the structure
ψ± =
(
φa±
∓φa±
)
(11)
with
φa± = (~σ · ~G± + λ±)α±, λ2± = ~G± · ~G±; (12)
while for ~E · ~B = 0 and λj 6= 0 one could alternatively consider,
ψj =
(
~σ · ~B + λj 0
0 −i~σ · ~E
)(
α1
α1
)
+
(−i~σ · ~E 0
0 ~σ · ~B + λj
)(
α2
α2
)
. (13)
In these equations α±, α1 and α2 are arbitrary two component spinors which may depend on spacetime variables.
A procedure to generate sets {ψj} of four linearly independent bispinors that preserve the structure described by
Eq. (11) is presented in Appendices A and B. The algorithms that generate these basis sets rely on particular selections
of the spinors α±. Note that Eq. (11) automatically guarantees the orthogonality between the bispinors that depend
4on ~G+ and those that depend on ~G−. So that, for a given index j, there is a unique index ij for which ψ
†
jψij is non
identically zero. For algebraically normalized bispinors ψj and ψij , the bispinors Ξj defined by
Ξj =
ψj − (ψ†ijψj)ψij
1− |ψ†ijψj |2
(14)
satisfy the relations
Ξ†jψi = δij ,
4∑
i=1
ψiΞ
†
i = 14×4. (15)
The properties of the bispinors built in Appendix A is greatly simplified by using the representation of spinors α± in
the Bloch sphere. The dynamical variables of the EM field, such as the density of energy and momentum, appear in
the normalization and overlap of the bispinors in the basis set {ψj}.
III. DIRAC BISPINORS
Dirac bispinors are the solutions of the Dirac equation. From them all the quantum properties of the electron must
be extracted.
Dirac bispinors can be built from Pauli bispinors since solutions ΨD of the Dirac equation[
γµ(pˆµ − q
c
Aµ)−mc
]
ΨD = 0 (16)
can be obtained from solutions ΨP of the Pauli equation:
ΨD =
[
γµ(pˆµ − q
c
Aµ) +mc
]
ΨP
=: OˆDΨP . (17)
The structure of the bispinors ΨD that result from Eq. (4) is simplified by applying Maxwell equations, as we now
demonstrate. We define the vector operator
pˆiµ = pˆµ − q
c
Aµ, (18)
and the vector functions
pi(j)µ = ∂µS(j) −
q
c
Aµ. (19)
Since the complex functions S(j) = S(j) + is(j) have units of action, pi(j)µ has units of momentum. The Dirac bispinor
depends on the functions pi
(j)
µ as follows (see Eq. (4)),
ΨD =
[
γµpˆiµ +mc
]
ΨP
=
∑
j
e−iS
(j)/~
[
γµpi(j)µ +mc+ i~γµ∂µ
]
djψj . (20)
For λj 6= 0, the ψj have the structure shown in Eq. (11), that can be synthesized as
ψj =
(
φ
(j)
±
∓φ(j)±
)
, φ
(j)
± =
1
Nj
(λj + ~σ · ~G±)α(j), (21)
with α(j) a given spinor. Let us analyze the behavior of the different terms in Eq. (20). A direct calculation shows
that [
γµpi(j)µ +mc
]
ψj =
(
(pi
(j)
0 +mc± ~σ · ~pi(j))φ(j)±
±(pi(j)0 −mc± ~σ · ~pi(j))φ(j)±
)
. (22)
5Note that although the basis spinor ψj presents a balance between its upper spinor φ
(j)
± and its lower spinor ∓φ(j)± , the
contribution to the Dirac bispinor ΨD of this term breaks the proportionality between the upper and lower spinors
through the mass mc factor. Now, let us obtain the explicit result of applying the operator γµ∂µ to each ψj . The
term
i~γµ∂µ
(
~σ · ~G±
∓~σ · ~G±
)
=
(
i~[∂0 ∓ ~σ · ~∇]~σ · ~G±
∓i~[∂0 ∓ ~σ · ~∇]~σ · ~G±
)
, (23)
is directly related to the charge density ρ and current density ~J that generate the EM field Fµν ,
[∂0 ∓ ~σ · ~∇]~σ · ~G± = ~∇ · ~G± + i~σ · (−i∂0 ~G± + ~∇× ~G±) = ±4pii(ρ∓ 1
c
~σ · ~J) (24)
as a result of the Maxwell equations. In many of the physical configurations of interest, the EM field Fµν is external
and the electron wave function is negligible in the region where the sources of Fµν are located, then one can take
ρ = 0 and ~J = ~0, considerably simplifying the expression of Dirac bispinors ΨD. Notice that the factors[
∂0
λj
Nj
∓ ~σ · ~∇ λj
Nj
]
αj +
[
∂0
1
Nj
∓ ~σ · ~∇ 1
Nj
]
~σ · ~G±αj (25)
contained in Eq. (20), involve, by construction, derivatives of both the relativistic invariants | ~B|2 − | ~E|2, and ~E · ~B
(contained in the λj , Eq. (10)), and the energy density (| ~B|2 + | ~E|2)/8pi and Poynting vector (c/4pi) ~E× ~B components
(contained in the normalization factors as exemplified in Appendix A, Eq. (82)).
Once an exact or approximate expression for ΨD is given, a property of high interest is the electron spin (~/2)Σµν .
Its evolution, within Dirac formalism, is given by
〈ΨD| i
2
[Σµν , HˆD]|ΨD〉 = µB〈ΨD|γ0(ΣηνFµη − ΣηµFνη)|ΨD〉, (26)
with HˆD the Dirac Hamiltonian. The contribution of the magnetic field to the precession of spin is encoded in the
terms with nonzero value of the indices µ,ν and η; BMT expression [3] for the contribution of the electric field depends
on the electron velocity and, as a consequence, requires making a semiclassical approximation involving the terms
with one of those indices equal to zero. Notice, nevertheless, that the general structure of BMT equation is directly
provided by Dirac formalism.
IV. EXACT EQUATIONS FOR THE S(j) FUNCTIONS
Using Eq. (4) Pauli equation reads
4∑
j=1
e−iS
(j)/~
[
pi(j)µ pi
(j)µ −m2c2 + i~(∂µpi(j)µ ) + 2i~pi(j)µ ∂µ − ~2∂µ∂µ
]
djψj
=
4∑
j=1
e−iS
(j)/~ q~
2c
ΣµνFµνdjψj =
4∑
j=1
e−iS
(j)/~mλjµBdjψj . (27)
For given values of the dj functions, this is a second order differential equation for the S(j) functions. For λ = 0 in
a region of space-time R of measure different from zero, the Pauli equation is equivalent to a set of four uncoupled
equations for each bispinor ψj on R.
That is not the case for λj 6= 0. The Dirac-Pauli equation in the basis {ψj}–composed of bispinors with the
structure given by Eq. (11) – can be written as
4∑
j=1
e−iS
(j)/~ ×
[
(pi(j)µ pi
(j)µ −m2c2 −mµBλj)dj + 2i~pi(j)µ P(j)µ − ~2Q(j) + i~dj∂µpi(j)µ
+ 2i~(∂µe−i(S
(ij)−S(j))/~)(Ξ†j∂µdijψij )
]
ψj = 0 (28)
6with
pi(j)µ = ∂µS(j) −
q
c
Aµ (29)
P(j)µ = Ξ†j∂µdjψj + e−i(S
(ij)−S(j))/~Ξ†j∂µdijψij (30)
Q(j) = Ξ†j∂µ∂µdjψj + e−i(S
(ij)−S(j))/~Ξ†j∂
µ∂µdijψij .
Notice that this equation was obtained by exploiting the algebraic completeness relation given in Eq. (15) and the
structure of the ψj bispinors, Eq. (21). Equation (28) is valid at space-time regions where S
(ij) and S(j) are analytic
functions. Since {ψj} is formed by linear independent bispinors, this equation gives rise to four coupled scalar
equations
(pi(j)µ pi
(j)µ −m2c2 −mµBλj)dj + 2i~pi(j)µ P(j)µ − ~2Q(j) + i~dj∂µpi(j)µ + 2i~(∂µe−i(S
(ij)−S(j))/~)(Ξ†j∂µdijψij ) = 0. (31)
These are second order differential equations for the S(j) and dj functions. If dj 6= 0, these equations can also be
written as
[(pi(j)µ + i~P(j)µ /dj)(pi(j)µ + i~P(j)µ/dj)−m2c2 −mµBλj ]dj − ~2
(
Q(j) − P
(j)
µ P(j)µ
dj
)
+ i~dj∂µpi(j)µ + 2i~(∂µe−i(S
(ij)−S(j))/~)(Ξ†j∂µdijψij ) = 0. (32)
Equations (31-32) show that, in general, the evolution of the electron can be described by equations that couple only
by pairs {j, ij} the eigen bispinors {ψj}. Physical insight to this coupling is provided by the P(j)µ vector. Through its
first term, this vector incorporates the expected effects on S(j) of a bispinor ψj that adiabatically follows the EM field;
through its second term, it incorporates the effects that arise from the breaking of such adiabatic evolution yielding
an inevitable projection to the pair bispinor ψij . The terms that define the scalar factor Q(j) exhibit an analogous
behavior.
Notice that the exact Eq. (32) can be related to those of a particle with an internal degree of freedom with options
{j, ij} immersed in an effective electromagnetic field Aeffµ with a contribution of the P(j)µ vector, and with an effective
mass which depends on the scalars Q(j) and P(j)µ Pµ(j). This similarity is exploited in the method described in Section
V.B.
V. SEMICLASSICAL APPROXIMATIONS
The semiclassical approximations for spinless particles are based in series expansions on ~ taking this fundamental
constant to parametrize the quantum character of each term. We are interested in making an appropriate description
of the influence of the electron spin on the dynamical evolution of its position in physical situations where the effects
of Heisenberg uncertainty relation ∆x∆p ≥ ~/2 can be neglected, that is, when it makes sense to apply the concept
of trajectory. The fact that the spin of the electron is also proportional to ~ causes the standard procedure of taking
the limit ~→ 0 to eliminate the spin effects on the resulting evolution of the trajectories. Notice, however, that there
are qualitative criteria for identifying terms that have their roots on the quantum dynamics of a point particle.
Newton classical equations restrict the relationship between the momentum and position of the particle. The least
action principle, imposes that variations of the momenta like ∂µpi
(j)
µ should be null along the classical trajectories.
Thus, the term proportional to ∂µpi
(j)
µ in Eq. (31) should be negligible when semiclassical trajectories are used to
describe the position dynamics of an electron.
It is also possible to identify in Eq. (31) the term that arises directly from the interaction of the electron intrinsic
magnetic moment with the EM field, which is the term proportional to λj . As mentioned above, Rubinow and Keller
[2] neglect this term irrespective of the strength of the EM field Fµν ; by doing so, any spin effect on the trajectory of
electrons is suppressed.
The remaining terms in Eq. (31) couple the translational factor piµ to the variations of the normalized ψj and ψij
bispinors. For a given structure of the EM field, Fµν , the modules of these terms do not increase as the strength of the
field increases. As a consequence, their relevance on Pauli equations is directly related to the spacetime variations of
the electric and magnetic fields. Notice, that these terms also include effects from quantum superpositions of bispinors
ψj and ψij with eingenvalues λj and λij . A semiclassical description cannot fully incorporate their consequences since
a given electron trajectory can only have unique values of the translational factor piµ that depends on the eigenvalue
index, i. e., either j or ij .
7A. A semiclassical description of an electron in a high intensity electromagnetic field
If the electron is immersed in an EM field so intense that the term µBλj dominates the dynamics over the other
terms proportional to ~ and ~2 in Eq. (31), for each of the Pauli bispinors ψj ,
pi(j)µ pi
(j)µ −m2c2 −mµBλj ∼ 0. (33)
For real vector potentials Aµ, which is a requirement to fulfill the continuity equation, we can express
pi(j)µ = η
(j)
µ + iζ
(j)
µ ,
η(j)µ = ∂µS
(j) − q
c
Aµ, ζ
(j)
µ = ∂µs
(j). (34)
Writing µBλj as
µBλj = `j + ilj , (35)
with `j , lj real functions, yields the coupled equations
(η(j)µη(j)µ − ζ(j)µζ(j)µ −m2c2)−m`j = 0, (36)
2η(j)µζ(j)µ −mlj = 0. (37)
Note that, within the approximation Eq. (33), η
(j)
µ and ζ
(j)
µ do not depend on the normalization of the bispinor ψj , nor
on the spinors αj ; η
(j)
µ and ζ
(j)
µ do depend on λj . Equation (36) has the structure of a Hamilton-Jacobi equation where
the term ζ(j)µζ
(j)
µ resembles a relativistic analog of the quantum pressure term that arises in the Bohm approach to
Schro¨dinger equation. Notice, however, that ζ(j)µζ
(j)
µ has its origin on the electron magnetic dipole moment, and it is
additional to other terms that could arise from the kinetic energy terms neglected in the semiclassical approximation
of Eq. (27). In turn, Eq. (37) can be interpreted as a constraint on the structure of the term ζ
(j)
µ ; it is required to
guarantee the approximate fulfillment of the Dirac equation and the feasibility of the continuity equation.
We now explore the consequences of Eqs. (36-37) on the Newton equation for the semiclassical electron trajectories.
A general procedure corresponds to identifying
η0 =
1
c
H− q
c
A0, ηi = pi − q
c
Ai (38)
with H the Hamiltonian and pi the canonical momentum; Hamilton- Jacobi equation implies
H = c
√
~η · ~η + m˜2jc2 + qA0, (39)
m˜jc =
√
ζµζµ +m2c2 +m`j . (40)
The equations of motion make sense in standard terms when the square roots factors involved in them yield just real
valued functions. The constraint Eq. (37) should be guaranteed as well as Hamilton equations,
dxi
dct
=
∂H
∂cpi
;
dpi
dct
= − ∂H
∂cxi
. (41)
The description in terms of the proper time of the electron τ is achieved by demanding,
x˙µx˙
µ = 1, x˙µ =
dxµ
dcτ
. (42)
Applying Hamilton equations directly one obtains
x˙µ =
ηµ
m˜jc
, (43)
d(m˜j x˙µ)
dcτ
=
q
c2
Fµν x˙
ν +
∂m˜j
∂xµ
. (44)
8The vector function ζµ can be expected to be a combination of the relevant dynamical variables with the proper
behavior under Lorentz transformations. These variables are the position xµ, the velocity x˙µ, and the contractions of
the EM tensors with them Fµνx
ν , Fµν x˙
ν . The variables that depend explicitly on the position xµ and Fµνx
ν break
the intrinsic homogeneity of space; while a term proportional to Fµν x˙ν gives a null contribution to Eq. (37) and is
not consistent with Eq. (43) since it would yield a velocity dependent mass. Thus we make the ansatz ζµ = x˙µκ; then,
Eqs. (36-37) as well as Eqs. (42-43) are fulfilled for the classical trajectories if κ = mlj/2m˜jc, and
ζµζ
µ =
−(m2c2 +m`j) +
√
(m2c2 +m`j)2 +m2l2j
2
=: (∆Mj)
2c2 ≥ 0. (45)
The final expression for the effective mass that is required to determine the equations of motion that incorporate spin
effects in the evolution of the electron trajectory is
m˜2jc
2 =
m2c2 +m`j +
√
(m2c2 +m`j)2 +m2l2
2
; (46)
m˜j does not depend explicitly on the velocities x˙µ, even though ζµ does. The expression of m˜j generalizes the proposal
worked out by Barut [13] for the particular case that there exists a reference frame where the electric field is null, so
that lj = 0, and `j is determined by the magnetic field ~B, `± = ±µB | ~B|. In this case, m˜2jc2 = m2c2 + m`j , and the
effective mass may be smaller than the inertial mass m; besides ζµ = 0 is a solution of both Eqs. (36-37), and the
function Sj can be approximated by a real function.
In general, the effective equation
η(j)µη(j)µ − m˜2jc2 = 0, (47)
can be obtained as a condition for trajectories that yield extreme values of the action functional,
S
(j)
eff =
∫
dcτ [m˜jc
√
x˙µx˙µ − q
c
x˙µA
µ]. (48)
The functional
−
∫
dcτ |∆Mj |c
√
x˙µx˙µ, (49)
gives rise to the effective equation
ζ(j)µ ζ
(j)µ − (∆Mj)2c2 = 0
for its extreme trajectories, and could be identified as s
(j)
eff . This functional is, by construction, negative definite so
that it guarantees a proper behavior of the exponent factor e−iS
(j)/~ in the expression of ΨP . Notice, however, that
there is not a classical action principle that supports the extreme trajectories of that functional as physical trajectories
in the semiclassical regime: the action principle refers just to S
(j)
eff . Taking Eq. (49) as the semiclassical functional
s
(j)
eff must be complemented by demanding its evaluation on its extreme trajectories, that do not coincide with the
semiclassical trajectories of the electron.
An alternative for finding a s
(j)
eff would be to solve the equation
∂µs
(j)
eff = x˙µ
mlj
2m˜jc
= (∂µS
(j)
eff −
q
c
Aµ)
mlj
2m˜jc
(50)
with the adequate boundary conditions. This can be accomplished noticing that Eq. (50) gives rise to a wave equation
for ∂µ∂
µs
(j)
eff with a known source. Up to a solution of the homogeneous equation, a closed expression of s
(j)
eff can be
written using Green functions. Equation (50) should then be demanded. Contrary to the option given by Eq. (49),
we were not able to find by this method a functional such that s
(j)
eff < 0 in general.
There are several interesting properties of the effective mass m˜. If there exist a reference frame on which ~B = ~0,
`j = 0, l± = ±µB | ~E|, and m˜2jc2 =
(
m2c2 +
√
m4c4 +m2l2j
)
/2, and the effective mass is always greater than the
inertial mass m. Besides, a direct calculation shows that
∂m˜jc
2
∂xµ
=
1
2
√
(mc2 + `j)2 + l2j
[
m˜jc
2 ∂`j
∂xµ
+
(mlj
2m˜j
) ∂lj
∂xµ
]
. (51)
9So that, if mc2  |`j + ilj |, then
∂m˜jc
2
∂xµ
≈ 1
2
[ ∂`j
∂xµ
+
lj
2mc2
∂lj
∂xµ
]
; (52)
notice that 2mc2 is the lower bound of the energy required to create an electron-positron pair, and that lj must be
zero if the electric field is zero. Eq. (52) shows that, out of the pair creation regime, the real part of the eigenvalue
of ΣµνF
µν could dominate the spin effects on the trajectories of electrons in external EM fields.
Rewritten in terms of the laboratory time, the equations of motion take the form
d2xi
dt2
=
1
m˜jγ
[q
c
F iν
dxν
dt
− q
c2
dxi
dt
~E · d~x
dt
− 1
γ
(∂m˜jc2
∂xi
+
∂m˜j
∂t
dxi
dt
)]
, γ−2 = 1− |d~x/dct|2. (53)
The derivatives of m˜j could be written as logarithmic.
B. A self consistent approach towards the semiclassical incorporation of other spin dependent effects.
The semiclassical equations obtained in the last section do not depend on either the eigenvectors of the operator
ΣµνF
µν or on the coefficients dj that are essential to any proper, even approximate, determination of the state
function. These equations, nevertheless, give rise to approximate semiclassical expressions for the spin dependent
amplitude assigned to each ψj via the complex function S
(j) = S(j) + is(j), Eq. (48-49). As a consequence, the
results shown in the last section, require the existence of sets {ψj}, {dj} and {S(j)} for which the contribution of the
discarded terms of Eq. (31) can be neglected in the semiclassical equations for the electron trajectories, Eq. (53). The
range of validity of this semiclassical approximation is conditioned to the lack of relevance of the terms not considered
in it.
As already discussed, the term i∂µpi
(j)
µ in Eq. (27) reflects Heisenberg uncertainty relations. It must be negligible
whenever the concept of trajectory is applied to describe the electron mechanical evolution. This term is the only one
in Eq. (27) that depends on the derivative of the generalized momentum piµ, and, as a consequence, on the second
derivative of S(j), so that it cannot be studied within an effective Hamilton Jacobi formalism. The real part of i∂µpi
(j)
µ
involves the imaginary part of S(j), its analog in the non relativistic Schro¨dinger equation is the standard quantum
pressure; the imaginary part of i∂µpi
(j)
µ is then related to the continuity equation of the current.
While i∂µpi
(j)
µ plays an important role when describing the state function of a Dirac electron, in a trajectory
approach it is just required to state the consistency conditions that allow neglecting it. For non-relativistic particles
and time independent Hamiltonians it can be shown[14] that assigning a trajectory to a particle requires that the
space dependent de Broglie wavelength λDB = h/|~η| satisfies λDB  L, where L corresponds to the natural length
that describes the variations of the external field the particle is immersed in. This condition is equivalent to |~η| 
h/L = ~(2pi/L) =: ~|~k|. A strong analogous condition in the relativistic counterpart could be stated as ηµ  ~kµ
with k0 = 2pi/cT and T the natural time interval related to variations of the field. The main goal of the current
section is to show that, within these conditions, it is possible to estimate the relevance of the terms in Eq. (27) that
can be encompassed within an effective Hamilton Jacobi description by incorporating them in semiclassical Newton
equations. The proposed method searches for self consistency, and it is described by the following algorithm:
(i) For a given electromagnetic field the eigenvalues λj of the operator ΣµνF
µν are evaluated; this yields both explicit
expressions for the equations of motion, Eq. (53), and analytical approximate functions {S(j)}, Eqs.(48-49) [15].
(ii) The equations of motion are solved, in an analytical way – whenever it is possible – or numerically. If λj 6= 0
the relevance of the contribution of µBΣµνF
µν as compared to the Lorentz interaction can then be estimated.
(iii) Taking into account the symmetries of the system under consideration, explicit expressions for the spinors αj
that define the bispinors ψj can be proposed.
(iv) For λj 6= 0, the factors Ξ†j∂µψj and Ξ†j∂µψij – which were originally neglected from Eq. (31)– can now be
evaluated. At this stage, the approximate expressions of {S(j)}, Eq.(48-49), can be used to estimate P(j)µ and
Q(j). The contribution of P(j)µ and Q(j) to the semiclassical equations of motion can be estimated using the
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formalism developed in Section IV. According to Eq. (32), if dj 6= 0, it is just necessary to make the replacements,
η(j)µ → ∂µS(j) −
q
c
Aµ +Re(i~P(j)µ /dj), (54)
ζ(j)µ → ∂µs(j) + Im(i~P(j)µ /dj), (55)
`j → Re(µBλj − ~2(Q(j) − P(j)µP(j)µ /dj)), (56)
lj → Im(µBλj − ~2(Q(j) − P(j)µP(j)µ /dj)). (57)
Note that the resulting Newton equations couple the trajectories assigned to j and ij . At this first iteration
stage we may assume dj as constant. Equation (54) shows that the spin-orbit term i~piµ∂µψj can give rise to
effective electromagnetic fields with an strength determined by ~ and the scale of variations of the field (encoded
in ψj).
(v) If the equations of motion obtained from (iv) do not yield significant modifications with respect to those found
in (ii), one can consider that the bispinors ψj proposed in (iii), and the functions {S(j)} used in (iv) describe
the evolution of the electron within a trajectory limit. It just remains to find coefficients dj from boundary
conditions and normalization of the Dirac bispinor. Otherwise, a new approximation to the {S(j)} functions
are obtained from the substitution of Eqs. (54-57) in Eqs.(48-49). They can be used to get new expressions for
Eqs. (54-57), and the process is repeated. Notice that the set ψj can also be modified in the intermediate steps
of looking for self consistency; then, the process would be restarted from (iii).
We stress that this semiclassical description does not include effects of either ∂µpi
(j)
µ , or 2i~(∂µei(S
(ij)−S(j)/~))(Ξj∂µdijψij ).
Both terms have an unavoidable quantum character; the first one as being directly related to the Heisenberg uncer-
tainty relations ; the second one as being a direct consequence of quantum superposition. After arriving to a self
consistent description of the Hamilton-Jacobi terms to a given accuracy, a second consistency criteria within the same
accuracy should be applied to support neglecting the remaining terms. In order to estimate the relevance of ∂µpi
(j)
µ ,
it is necesssary to compare the typical de Broglie wavelength of the electron to the natural scale of the variations
of the electromagnetic field in the physical conditions under consideration. The relevance of the second term can be
estimated by their direct evaluation on the semiclassical trajectories resulting from the above algorithm.
VI. AN EXAMPLE: AN ELECTRON IN AN ELECTROMAGNETIC WAVE WITH OPTICAL
VORTICES
A. Semiclassical high intensity electromagnetic field approximation
As a particular application of the above formalism, we consider an electron moving in a Bessel beam. These beams
are propagation-invariant [16], may exhibit vortices [17, 18], and reconstruct following the presence of an obstacle
[19]. The electric field of such beams is
~E = eiΘ
[ 1
2k⊥
(
(
ω
c
ETE+ikzETM )Jmz−1(k⊥ρ)e−iϕ~e++(
ω
c
ETE−ikzETM )Jmz+1(k⊥ρ)eiϕ~e−
)
+ETMJmz (k⊥ρ)~ez
]
(58)
with Θ = kzz + mzϕ − ωt, ~e± = ~ex ± i~ey, (ρ, ϕ, z) the position vector in standard cylindrical coordinates notation,
(ω,k⊥, kz) the 1+3 wavevector, Jmz the first kind Bessel function of order mz, and ETE and ETM the amplitudes of
the transverse electric (TE) and transverse magnetic (TM) modes [20]. The corresponding magnetic field is obtained
by the replacements ETE → −ETM and ETM → ETE . As a consequence, the superposition of modes ETE and ETM
with the same order, amplitude and phase leads to an EM wave satisfying the two cross field conditions: ~E · ~B = 0
and ∆BE = 0. In this case, the formalism predicts the absence of spin effects on the trajectories. It is interesting
to note that, in such a case, analytic solutions to the Dirac equation for Bessel beams have been obtained [12]; the
corresponding Dirac bispinor is built precisely from an analytic solution of the Klein-Gordon equation of a spinless
particle.
For either pure TE modes or pure TM modes ~E · ~B = 0, though ∆BE 6= 0; the explicit expression of the eigenvalues
λ for TE modes is determined by
λ2TE = ∆
2
BE (59)
= |ETE |2
[
− 1
4
(Jmz−1 + Jmz+1)
2 cos2 ΘTE − 1
4
(Jmz−1 − Jmz+1)2 sin2 ΘTE + J2m cos2 ΘTE
]
.
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(a) (b) (c) (d)
Figure 1: ∆2BE for a TE Bessel mode with k⊥ = 0.04× (ω/c) and with (a) mz = 0 and (b) mz = 1; (c) radial
derivative ∂k⊥ρ∆
2
EB and (d) phase derivative ∂Θ∆
2
EB for the mz = 1. Results are shown at the plane kzz − ωt = 0
and they are given in units of the squared amplitude |ETE |2.
The expression for TM modes is obtained by replacing |ETE |2 → −|ETM |2 and ΘTE → ΘTM . In Fig. 1, the behavior
of ∆2BE is illustrated for TE Bessel beams. In order to acquire some intuition on the expectations of spin effects on
the electron trajectories, the derivatives of ∆2BE with respect to k⊥ρ and the phase Θ are also illustrated.
Two constants of motion can be identified as direct generalizations of those resulting when no spin effects are taken
into account [21], with the replacement of the electron mass m by its effective value m˜j :
L = m˜jγ
(
ρ2
dϕ
dct
− mzc
ω
)
+
q
k2⊥
(kz
ω
ETM∂ϕJmzeiΘTM − ETEρ∂ρJmzeiΘTE
)
,
P = m˜jγ
( dz
dct
− ckz
ω
)
− i q
ω
ETEJmzeiΘTE . (60)
The effect of spin interactions on an electron trajectory may be difficult to observe when masked out by the Lorentz
force. Even in this scenario, the trajectories of electrons near optical vortices have been proposed as an alternative
to helical undulators [12, 21]. In order to enhance spin effects, one can choose the length parameters δL involved
in sensitive variations of ∆EB such that |µB∆EB/δL| ∼ |qFµν x˙µ|. For Bessel beams the length parameters are
determined by the inverse of the wave vector components, k⊥ and kz. A direct calculation shows that a paraxial beam
in the X-ray regime [22] is an adequate option. In Fig. 2 we illustrate electron trajectories for X-ray TE Bessel modes
(mz = 1 and λbeam = 0.1nm). The amplitude of the Bessel mode was chosen so as to lead to transverse trapping
of the electron; this amplitude is usually expressed in terms of the parameter e0 = qE0/mc which is a measure of
the coupling of the EM field as compared with the inertia of the charged particle, it has units of frequency. In the
simulation we considered e0/ω = 0.005. As it usually happens with ultra high intensity laser fields [9], the electron
immersed in them rapidly acquires relativistic velocities giving rise – in the example under consideration– to de Broglie
wavelengths satisfying λdB/2pi ∼ 10−12m λbeam. The latter relation supports the usage of trajectories to describe
the electron translational dynamics. In this example, conditions are optimized to show that the spin effect can be so
large that, depending on the sign of the eigenvalue `± = ±µB
√|∆2BE |, there is a directly observable difference on the
trajectories: the electron moves either towards positive or negative values of z.
B. Structure of Dirac-Pauli function for TE Bessel modes.
As described in section V.B, the validity of the semiclassical approximation applied in last subsection, is subject
to the effect of the terms discarded from the exact Dirac-Pauli equation Eq. (32). It must be shown that there is
an approximate wave function where these terms do not alter, significantly, the semiclassical trajectories for a given
λj . In the Appendices A and B specific basis sets {ψj} are given and their main properties are described. Appendix
B treats the case where the electron evolves in spacetime regions that include surfaces at which λ = 0; a condition
characteristic of the TE modes, as illustrated in Fig. 1. In Appendices B and C the main features of the {ψj} basis
–including the representation of the derivatives {∂µψj} and {∂µ∂µψj} on the basis pairs ψj and ψij – are summarized
for TE Bessel modes. In particular, it is shown that the coupling induced by the Dirac-Pauli equation between the
bispinors ψ1 and ψ2 – which correspond to the eigenvalues ±
√
( ~B − i ~E) · ( ~B − i ~E) = ±λ− – is an essential feature of
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Figure 2: Trajectories of an electron in a mz = 1 TE Bessel beam of wavelength λbeam = 0.1nm, k⊥ = 0.04ω/c, and
ETE = 0.005mcω/q: (a) ` = −µB
√|∆2BE |; (b) ` = µB√|∆2BE |. (c) z(t) for ` = −µB√|∆2BE | (dot line),
` = µB
√|∆2BE | (dashed line), and neglecting spin effects (continuous line). The initial conditions are ρ0 = 0.05λ,
z0 = 0, dρ0/dct = 0, dϕ0/dct = −0.01, dz0/dct = 3× 10−5.
the system. This fact is evident on the structure of the vectors Pµ of Eq. (32),
P(1)µ = i~d1
[
∂µ
[
log
a1λ−d1
N1
]
+
G−−
2λ−
[
∂µ
[λ− +G−z
G−−
]]
+
d2
d1
N1
N2
G−−
2λ−
[
∂µ
[λ− −G−z
G−−
]]
e−i(S2−S1)~
]
, (61)
P(2)µ = i~d2
[
∂µ
[
log
a1λ−d2
N2
]
+
G−−
2λ−
[
∂µ
[λ− −G−z
G−−
]]
+
d1
d2
N2
N1
G−−
2λ−
[
∂µ
[λ− +G−z
G−−
]]
e−i(S1−S2)~
]
. (62)
In these equations N1,2(x) are normalization factors that guarantee ψ
†
jψj = 1, j = 1, 2, and a1(x) is a complex
function that determines the Bloch vector or, equivalently, the elementary spinors α. Their explicit expressions are
given in Appendix C, for Bessel TE modes. Similar expressions are found for ψ3 and ψ4, which correspond to the
eigenvalues ±
√
( ~B + i ~E) · ( ~B + i ~E) = ±λ+.
The vectors P(j)µ give rise to effective electromagnetic potentials A(j)effµ , and add derivative factors to the imaginary
part of the action s(j), Eqs. (54-55). The effective potential A
(j)eff
µ yields an effective electromagnetic tensor F
(j)eff
νµ =
∂νA
(j)eff
µ − ∂µA(j)effν . The effects on the trajectories for each λj are minimized by demanding d1N2 = d2N1 as can
be seen from the resulting equations
P(1)µ = i~d1
[
∂µ
[
log
a1(λ−)2d1
N1G
−
−
]
+
[
e−i(S1−S2)~ − 1
] G−−
2λ−
[
∂µ
[λ− −G−z
G−−
]]]
,
P(2)µ = i~d2
[
∂µ
[
log
a1(λ−)2d2
N2G
−
−
]
+
[
e−i(S2−S1)~ − 1
] G−−
2λ−
[
∂µ
[λ− +G−z
G−−
]]]
. (63)
At the null surfaces, where λ = 0, the second terms in the expression of P(j)µ are singular unless S1 = S2 at those
surfaces.
The contribution of the first terms to F
(j)eff
µν result from taking their real part and it is identically zero since
they are equivalent to a gauge transformation. The imaginary part of these terms modify the amplitude of the ψj
contribution to the wave function that would be assigned for the electron:
ΨD = [γ
µpˆiµ +mc]ΨP (64)
ΨP = NP [d1e
−iS1/~ψ1 + d2e−iS2/~ψ2]
= d1
(
e−iS1/~ψ1 − N2
N1
e−iS2/~ψ2), (65)
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S(j) ∼ S(j)sc + is(j)sc , (66)
S(j)sc =
∫
dcτ
[
m˜jc
√
x˙µx˙µ − x˙µ
[q
c
Aµ − ~A(j)effµ
]]
,
s(j)sc = −
∫
dcτ |∆Mjc|
√
x˙µx˙µ − ~ log
[ |a1(λ−)2|
|NjG−−|
]
,
with NP a normalization constant. Substitution of the explicit expressions of ψ1,2 yields
ΨP ∼ NP
(
φP
φP
)
, (67)
φP =
( Y−G−−/λ−
−Y+ − Y−Gz/λ−
)
, (68)
∆Y± = e−iS
(1)
eff ± e−iS(2)eff , (69)
S(j)eff =
∫
dcτ
[
m˜jc
√
x˙µx˙µ − x˙µ q
c
Aµ
]
− i
∫
dcτ |∆Mjc|
√
x˙µx˙µ. (70)
S
(j)
eff , depends on the index j = 1, 2 through the local eigenvalues λ1(x) = −λ2(x), thus, it is expected that S(1)eff = S(2)eff
at λ1(x) = λ
2(x) = 0. Notice that for the system under consideration ∆Mj is zero in regions where λj is real and it
is independent of the sign of λj when it is purely imaginary.
The explicit expression of ΨP can be used to estimate the modified semiclassical trajectories; this calculation involves
solving the coupled equations for j and ij electrons. An interpretation of this procedure is given as follows. The wave
function given by Eq. (70) describes an ensemble of electrons with either ΣµνF
µν = ±µBλ−, that is, with an internal
state OˆDψ1 or OˆDψ2. An approximate description of the electron dynamics in terms of semiclassical trajectories for
an electron in a j-state is given by the Newton equations of a particle with effective mass m˜j . This approximate
description will not be able to describe neither the effects of the quantum Heisenberg uncertainty relations nor the
effects of interference terms arising from the quantum superposition of ψ1,2. However, in extreme conditions –as
those illustrated in Figure 2 for a TE Bessel mode– there will be observable consequences on the electron transport
when it is immersed in that external EM field. In order to give a numerical support to the latter assessment,
we have performed a simulation to estimate the effects of the second term in P(j)µ , Eq.(63) on the semiclassical
trajectories. This simulation considered different initial positions of the electron and evaluated S(j)eff along them.
The high localization of the effective fields F
(j)eff
µν , illustrated in Appendix C, made necessary the incorporation
of its regularization at the boundary of the null surfaces. We performed it via the replacement of the divergent
factor (λ−/|ETE |)−3 by [tanh(|λ−/|ETE |)4](λ−/|ETE |)−3. This condition is consistent with the expected identity
S(1)eff = S(2)eff at those surfaces. The numerical simulations gave negligible corrections to the semiclassical trajectories
reported in last section.
VII. DISCUSSION.
In this article we have identified basis sets of Dirac bispinors that seem to be natural for the description of electrons
in the presence of an arbitrary electromagnetic field. These basis are built from eigenvectors of the non Hermitean
operator ΣµνF
µν , so that the bispinors follow adiabatically the EM field. The normalization and structure of the
bispinors incorporate properties of the EM field like its relativistic invariants, its energy density and the Poynting
vector; in fact the explicit expression of the Dirac bispinors depends directly on Maxwell equations. Using these basis
sets, the Dirac-Pauli equation is decomposed into two equations that couple just two of the four elements of the basis
set.
The above formalism has been used to study a semiclassical approach to Dirac equation. This analysis is not
devoted to get exact solutions, but deals with the several conditions required to make an approximate description
of the dynamics of a Dirac electron in terms of trajectories. To a first approximation, the position of a high-energy
electron in an arbitrary EM field is expected to follow semiclassical worldlines. The standard approach assumes
that those trajectories can be described just by considering the Lorentz force. We have presented a formalism that
incorporates the effect of the spin on the trajectories and singled out scenarios where these effects can be neglected.
The Dirac-Pauli equation has a structure that allows the identification of different terms necessary to built the
quantum dynamics of a particle with internal degrees of freedom. The terms with Hamilton-Jacobi reminiscences,
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link directly to semiclassical treatments; the spin factor µBΣµνF
µν , that scales with the relativistic invariants of
the EM field, allows the generalization of the concept of spin projection along the EM field; the spin-orbit factor
i~piµ∂µΨP , with no direct dependence on the intensity of the magnetic and electric fields, makes evident the relevance
of the EM space-time variations on the electron dynamics; the i~∂µpiµ term is a direct consequence of Heisenberg
uncertainty relation; and finally the ~2∂µ∂µΨP factor, which is also not proportional to the field strength, modifies
directly the effective mass of the electron.
We have shown that for intense fields the spin effects on the electron trajectory may dominate over other terms
(dependent on powers of ~ but independent of the amplitude of the EM field) and can not always be discarded in the
~ → 0 limit taken in conventional methods. However, high intensity fields also give rise to a strong Lorentz force;
thus, in order to observe directly spin effects moderate space-time variations of the EM fields must be allowed. Notice
that, too strong space-time variations could make necessary a QED treatment to describe pair creation effects.
We test the validity of the presented approximate semiclassical formalism through a self-consistent method. Under
the semiclassical approximation the trajectories are seen to satisfy a constrained Hamilton-Jacobi equation: the
electron spin affects its trajectories through an effective mass, and the constraint deters the particle from reaching
classically forbidden regions. A behavior reminiscent of the quantum pressure term in the Bohmian interpretation
of quantum mechanics. The approximate Dirac wave function is obtained from the approximate self-consistent Pauli
wavefunction.
Being derived from a first-principles approach, the adopted scheme elucidates the role of the cross field conditions
on the spin effects in the quantum dynamics of a Dirac electron. It allows us to depart from ordinary configurations,
where the effect of the spin is veiled by the Lorentz force, and present an explicit configuration where the spin will
have a measurable effect on the semiclassical trajectories, i. e., a Stern-Gerlach scheme for electrons.
APPENDIX A
In this Appendix, explicit expressions are given for sets of bispinors {ψj} that, besides satisfying the eigenvalue
Eq. (5),
ΣµνFµνψj = λj(x)ψj . (71)
form a basis. Let us consider the following two spinors,
α =
(
e−iφB/2 cos θB/2
eiφB/2 sin θB/2
)
, β =
(−e−iφB/2 sin θB/2
eiφB/2 cos θB/2
)
. (72)
They are orthogonal to each other
α†β = 0, (73)
and yield the following vectors in Bloch sphere
α†~σα = (sin θB cosφB , sin θB sinφB , cos θB) =: ~n, (74)
β†~σβ = −~n, (75)
α†~σβ = (cos θB cosφB + i sinφB ,− cos θB sinφB − i cosφB ,− sin θB) =: ~g. (76)
Notice that (θB , φB) may depend on the spacetime coordinates xµ.
In the particular case λ = 0, the bispinors
ψ01 =
1
N
(
~σ · ~Bα
−i~σ · ~Eα
)
, ψ02 =
1
N
(
~σ · ~Bβ
−i~σ · ~Eβ
)
,
ψ03 =
1
N
(−i~σ · ~Eα
~σ · ~Bα
)
, ψ04 =
1
N
(−i~σ · ~Eβ
~σ · ~Bβ
)
, (77)
(78)
satisfy
ΣµνF
µνψ0j = 0, ψ
0†
j ψ
0
i = δij , (79)
when
N2 = | ~B|2 + | ~E|2.
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The normalization factor is determined by the energy density of the EM field (1/8pi)(| ~B|2 + | ~E|2). The set {ψ0j , j =
1, 2, 3, 4} is a basis.
In the case where λj 6= 0, the bispinors
ψ1 =
1
N1
(
(λ− − ~σ · ~G−)α
(λ− − ~σ · ~G−)α
)
,
ψ2 =
1
N2
(
(λ− + ~σ · ~G−)β
(λ− + ~σ · ~G−)β
)
,
ψ3 =
1
N3
(
(λ+ − ~σ · ~G+)α
−(λ+ − ~σ · ~G+)α
)
,
ψ4 =
1
N4
(
(λ+ + ~σ · ~G+)β
−(λ+ + ~σ · ~G+)β
)
, (80)
satisfy the eigenvalue equations
ΣµνF
µνψ1 = λ−ψ1, ΣµνFµνψ2 = −λ−ψ2,
ΣµνF
µνψ3 = λ+ψ3, ΣµνF
µνψ4 = −λ+ψ4, (81)
λ±2 = ~G± · ~G±, so that λ1 = −λ2 and λ3 = −λ4. The normalization factors Nj are chosen to guarantee that
ψ†jψj = 1;
they are found to depend directly on the EM energy density and on the Poynting vector along the direction of the
Bloch vector ~n:
N21 = 2[|λ−|2 + 2~n · ( ~BReλ− − ~EImλ−) + (| ~E|2 + | ~B|2 − ( ~E × ~B) · ~n)],
N22 = 2[|λ−|2 + 2~n · ( ~BReλ− − ~EImλ−) + (| ~E|2 + | ~B|2 + ( ~E × ~B) · ~n)],
N23 = 2[|λ+|2 + 2~n · ( ~BReλ+ + ~EImλ+) + (| ~E|2 + | ~B|2 + ( ~E × ~B) · ~n)],
N24 = 2[|λ+|2 + 2~n · ( ~BReλ+ + ~EImλ+) + (| ~E|2 + | ~B|2 − ( ~E × ~B) · ~n)]. (82)
The privileged role of the ~n-direction in these equations is a direct result of the selection of the spinors in the defining
Eqs. (80).
Although, these bispinors are not mutually orthogonal,
ψ†1ψ2 =
2
N1N2
~g ·
[
2i( ~BImλ− + ~EReλ−) + ~E × ~B
]
,
ψ†3ψ4 =
2
N3N4
~g ·
[
2i( ~BImλ+ − ~EReλ+)− ~E × ~B
]
,
ψ†1ψ3 = 0, ψ
†
1ψ4 = 0, ψ
†
3ψ2 = 0, ψ
†
2ψ4 = 0, (83)
they are linear independent whenever λ± 6= 0 and λ± 6= ∓~n · ~G±. In the latter case, a similar set can be built, e. g.,
from eigenspinors of an alternative Bloch vector ~n, to obtain a linear independent set.
Notice that given a particular j, the bispinor that is not orthogonal to ψj is that with index ij and λij = −λj . For
this pair of indices {j, ij} we define the bispinors, already mentioned in Eq. (14),
Ξj =
ψj − (ψ†ijψj)ψij
1− |ψ†ijψj |2
.
They satisfy the relations Eq. (15),
Ξ†jψi = δij ,
4∑
i=1
ψiΞ
†
i = 14×4.
Note also that, in general,
ψ†1∂µψ3 = 0, ψ
†
1∂µψ4 = 0, ψ
†
3∂µψ2 = 0, ψ
†
2∂µψ4 = 0,
ψ†1∂µ∂
µψ3 = 0, ψ
†
1∂µ∂
µψ4 = 0, ψ
†
3∂µ∂
µψ2 = 0, ψ
†
2∂µ∂
µψ4 = 0. (84)
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APPENDIX B
An specific choice of the spinors α and β introduced in Appendix A is necessary to define a particular basis set
{ψj}. For a given physical system, this choice should take into account the symmetries and boundary conditions of
that system. The electron in the vector Bessel beam studied in Section VI, illustrates a very interesting physical
situation where boundary conditions highly restrict the choice of the basis. In this case, the electron is immersed in a
field where the eigenvalues λ2j are different from zero in open regions of spacetime but become null at defined surfaces,
lines or isolated points; generically, we call these regions “null surfaces”. The Dirac wavefunction and its derivatives
should be continuous at those low dimension regions. The latter condition imposes the usage of basis sets {ψj} with
the structure Eq. (80) for λ2 6= 0 over the whole spacetime, but with adequate behavior on the null surfaces. The
derivatives of λ are directly given by
∂µλ =
~G · ∂µ ~G
λ
, (85)
which, in general exhibits a divergence as λ → 0. It must be guaranteed that this divergence does not affect the
behavior of the derivatives of the basis bispinors ∂µψj , j = 1, ..., 4 at the null surfaces. According to Eq. (80), the
bispinors ψj are determined by spinors αj . It is thus necessary to demand that the coefficients of ∂µλj that appear
in ∂µψj for given αj add up to zero as λj approaches the zero value. A direct calculation shows that this condition
is satisfied if the structure of each αj is
α(j) =
(
a
(j)
1
a
(j)
2
)
,
a
(j)
2
a
(j)
1
= −G
(j)
z
G
(j)
−
, (86)
with ~G(1) = ~B − i ~E = −~G(2) = ~G− and ~G(3) = ~B + i ~E = −~G(4) = ~G+. In such a case the spinors that define ψj
Eq. (21) are
φ(j) =
a
(j)
1
Nj
(λj − ~σ · ~G(j))
(
1
a
(j)
2
a
(j)
1
)
=
a
(j)
1 λj
Nj
(
1
−λj+G(j)z
G
(j)
−
)
. (87)
Notice that for λj → 0, the ratio λj/Nj → λj/|λj | yields a factor eiϕλj which depends on the trajectory used to take
this limit in the complex plane where λj is contained.
From this expression a direct calculation shows that the derivative of the bispinor ψj can be written as
∂µψ
(j) = (Ξ†j∂µψj)ψj + (Ξ
†
ij
∂µψj)ψij , (88)
with
Ξ†j∂µψj = ∂µ[Log(a
(j)
1 λj/Nj)] +
G−−
2λj
∂µ
(λj +G(j)z
G
(j)
−
)
,
Ξ†ij∂µψj =
G−−
2λj
Nij
Nj
[
∂µ
(λj +G(j)z
G
(j)
−
)]
. (89)
Notice that the expression for ∂µ∂
µΨj in the basis {ψj} can be obtained by taking the second derivative of last
equation and make the proper substitution of the first derivatives using again Eq. (89).
APPENDIX C
For Bessel modes, the vector ~G± = ~B ± i ~E is given by
~G+± = (Bx ± iBy) + i(Ex ± iEy)
=
ω
2k⊥c
[
± kzc
ω
− 1
]
e±iϕ ·
[
|ETM |J∓mz (k⊥ρ,ΘTM )− i|ETE |J∓mz (k⊥ρ,ΘTE)
]
, (90)
~G−± = (Bx ± iBy)− i(Ex ± iEy)
=
ω
2k⊥c
[
∓ kzc
ω
− 1
]
e±iϕ ·
[
|ETM |J∓mz (k⊥ρ,ΘTM ) + i|ETE |J∓mz (k⊥ρ,ΘTE)
]
, (91)
~G+z = Bz + iEz
= |ETE | cos ΘTE + i|ETM | cos ΘTM , (92)
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with
ETM = |ETM |eiθTM ,ΘTM = kzz +mzϕ− ωt+ θTM ,
ETE = |ETE |eiθTE ,ΘTE = kzz +mzϕ− ωt+ θTE ,
J∓m (k⊥ρ,Θ) = Jm−1(k⊥ρ)e∓iΘ + Jm+1(k⊥ρ)e±iΘ. (93)
The factor ±kzc/ω − 1 in Eqs. (90-91) enhances or suppresses the values of the components G± depending on the
sign of kz. For a beam with a given angular momentum along the Z-axis, this factor determines the helicity – and
chirality– of the Bessel beam. Note also that the phase factor ±ϕ in the expressions for G± is a manifestation of the
intrinsic vector character of the EM field and the resulting spin angular momentum of light.
In order to check the consistency of the numerical results shown in Figure 2 of Section VI, we need to estimate
the factors neglected in the semiclassical approximation described in Section IV for an electron in a TE Bessel mode.
Some of them depend on the factors Ξi∂µψj of the exact equation Eq. (31). As the eigenvalues λ
2
j are null on some
surfaces, we apply directly the basis {ψj} described in Appendix B. These bispinors are given by Eq. (87), and depend
directly on the spinors αj . The condition Eq. (86) together with the normalization |a1|2 + |a2|2 = 1 imply that the
Bloch angles defined in Eq. (72) satisfy
cos θB =
(1 + kzc/ω)G
2
z − (1− kzc/ω)|J−m |2/4
(1 + kzc/ω)G2z + (1− kzc/ω)|J−m |2/4
, (94)
eiφB = −i Gz|Gz|
|G−−|
G−−
, (95)
for the αj spinors, j = 1, 2. The expressions of the Bloch angles corresponding to the αj spinors, j = 3, 4 are found by
making the replacement kz → −kz in the last equation. The normalization factors of bispinors ψj can be evaluated
directly from their expression Eq. (87) or using the Bloch angles in a similar way as Eq. (82).
The projections Ξ†j∂µψi determine the factor Pµ, that yield an effective electromagnetic potential via Eq. (54). We
need to evaluate the corresponding effective electromagnetic tensor:
q
c
F (i:j)µν = Re
[
i~[∂νΞ†i∂µψj − ∂µΞ†i∂νψj ]
]
. (96)
As expected, the amplitude of the effective field does not depend on the amplitude of the Bessel mode. Instead the
fine structure constant q/~c plays a crucial role in the determination of such an amplitude as shown in last equation.
It is evident that the first term in the expression Eq.(89), ∂µ[Log(a
(j)
1 λj/Nj)] does not contribute to F (i:j)µν . After a
direct calculation it can be shown that for a TE Bessel mode,
q
~c
F (j:j)µν = 2
(
1−
(kzc
ω
)2)[(
∂µφ−
)(
∂ν
[Gz
λ
])
−
(
∂µφ−
)(
∂ν
[Gz
λ
])]
, eiφ± =
G−±
|G−±|
, (97)
so that F (j:j)µν is real for λ2 < 0, and imaginary for λ2 > 0. In Fig. (3) we illustrate the behavior of F (j:j)zϕ . A general
feature is that the derivative of the term Gz/λ is singular at λ→ 0. It is also very small out of the neighborhood of
the null surfaces.
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(a) (b)
Figure 3: (a) Real and (b) imaginary part of F (j:j)zϕ for a TE Bessel beam. Results are shown at the plane
kzz − ωt = 0, and the divergence at the null planes were cut at the value 10−5 in order to illustrate the high
localization of F (j:j)zϕ .
[1] W. Pauli, Helv. Phys. Acta 5, 179 (1932).
[2] S. I. Rubinow and J. V. Keller, Phys. Rev. 131, 2789 (1963).
[3] V. Bargmann, L. Michel, and V. L. Telegdi, Phys. Rev. Lett. 2, 435 (1959).
[4] D. M. Volkov, Z. Phyzik 94, 250 (1935).
[5] Exact Solutions of Relativistic Wave Equations, V. G. Bagrov, D. Gitman (Springer Science, 1990).
[6] R. S. Van Dyck, Jr., P. B. Schwinberg, and H. G. Dehmelt, Phys. Rev. Lett. 59, 26 (1987).
[7] B. Odom, D. Hanneke, B. D’Urso, G. Gabrielse, Phys. Rev. Lett. 97, 030801 (2006).
[8] A. Di Piazza, C. Mu¨ller, K. Z. Hatsagortsyan, and C. H. Keitel, Rev. Mod. Phys. 84, 1177 (2012).
[9] A. Di Piazza, Phys. Rev. Lett. 113, 040402 (2014).
[10] G.W.F. Drake and S.P. Goldman, Phys. Rev. A 23, 2093 (1981).
[11] R. Ja´uregui, C.F. Bunge, E. Ley-Koo, Phys. Rev A 55, 1781 (1997).
[12] I. Bialynicki-Birula, Phys. Rev. Lett. 93, 020402 (2004).
[13] Electrodynamics and Classical Theory of Particles and Fields, A. O. Barut, (Macmillan, 1964).
[14] Quantum Mechanics: Non-relativistic Theory, L. D. Landau, E. M. Lifshitz, (Butterworth-Heinemann, 1977).
[15] Notice that for λj = 0, Eq.(48) reduces to the action of a spinless particle– in accordance to Rubinow and Keller formalism
–while the imaginary part s(j) is null.
[16] J. Durnin, J. J. Miceli Jr., and J. H. Eberly, Phys. Rev. Lett. 58, 1499 (1987).
[17] J. Arlt, K. Dholakia, Opt. Commun. 177, 297 (2000).
[18] C. Lo´pez-Mariscal, J. C. Gutie´rrez-Vega, and S. Cha´vez-Cerda, Appl. Opt. 43, 5060 (2004).
[19] Z. Bouchal, J. Wagner, and M. Chlup, Opt. Commun. 151, 207 (1998).
[20] Though not written explicitly, the real part of complex expressions give the physical electromagnetic fields.
[21] V. H. Mellado, S. Hacyan, and R. Ja´uregui, Laser and Particle Beams 24, 1 (2006).
[22] D. Seipt, A. Surzhykov, S. Fritzsche, Phys. Rev. A 90, 012118 (2014)
