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In this work we study the dynamics of spinning binary black hole systems in the strong field
regime. For this purpose we extract from numerical relativity simulations the binding energy,
specific orbital angular momentum, and gauge-invariant orbital frequency. The goal of our work is
threefold: First, we extract the individual spin contributions to the binding energy, in particular the
spin-orbit, spin-spin, and cubic-in-spin terms. Second, we compare our results with predictions from
waveform models and find that while post-Newtonian approximants are not capable of representing
the dynamics during the last few orbits before merger, there is good agreement between our data
and effective-one-body approximants as well as the numerical relativity surrogate models. Finally,
we present phenomenological representations for the binding energy for non-spinning systems with
mass ratios up to q = 10 and for the spin-orbit interaction for mass ratios up to q = 8 obtaining
accuracies of . 0.1% and . 6%, respectively.
PACS numbers: 04.25.D-, 04.30.Db, 04.70.Bw, 97.60.Lf
I. INTRODUCTION
With the direct detection of gravitational waves (GWs)
from a binary black hole (BBH) system in 2015, Ad-
vanced LIGO ushered in the era of gravitational wave
astronomy [1]. Since then, several detections have been
made [2–5], including the spectacular observation of both
GWs and electromagnetic radiation from a binary neu-
tron star merger [6]. Due to the increasing sensitivity
of the advanced detectors, an increasing number of de-
tections is expected in the third observing run [7]. To
interpret the large number of detections and extract as-
trophysical properties of the systems it is more important
than ever to construct accurate models of merging com-
pact binary systems.
In recent years, a large effort has been made to improve
the modeling of the GW signal, leading to rapid progress
in the field. Currently, there are at least three routes for
constructing state-of-art waveform models: by directly
using numerical relativity (NR) simulations and interpo-
lating between those to obtain generic waveforms [8, 9];
by calibrating to NR waveforms following a phenomeno-
logical approach, e.g. [10–12]; or by combining analytical
information from post-Newtonian (PN) theory(see [13]
and references therein), with NR results in form of the
effective-one-body (EOB) description [14–34].
In this paper we do not focus on the gravitational
waveform; instead, we examine the global dynamics in
terms of gauge-invariant quantities. In particular we
study the binding energy E, specific orbital angular mo-
mentum `, and the gauge-invariant orbital frequency Ωˆ,
see [30, 35]. Those quantities can be constructed from
the strain by computing the radiated energy and angu-
lar momentum. An example of this calculation is given
in Fig. 1. From the GW strain (top panel), we com-
pute the energy and angular momentum emitted by the
system (middle panel). From these, we construct gauge-
invariant quantities: E and Ωˆ as a function of ` (bottom
panel). Considering the marked times, one finds that
due to the emission of energy and angular momentum,
E and ` decrease over time, while the orbital frequency
Ωˆ increases. The top panel shows that the dimensionless
frequency M Ωˆ is half the frequency of the GW. Conse-
quently, during the ringdown, Ωˆ can be interpreted as
the main emission frequency of the quasi-normal modes.
Although the evolution of E, `, Ωˆ incorporates nonadi-
abatic effects, those are practically negligible during the
inspiral until the LSO [35]. Thus, investigation of E, `, Ωˆ
permits a direct probe of the conservative dynamics of a
BBH in a highly relativistic regime. Not only does this
improve our understanding of the inspiral dynamics, but
it also allows us to study the influence of the mass ratio
separately from those of the spin-orbit, spin-spin, and
cubic-in-spin terms.
In this article, we focus primarily on three tasks: (i) ex-
tracting (up to our knowledge) for the first time different
contributions to the binding energy from NR simulations
of BBHs; (ii) comparing our results to state-of-the-art
waveform models to test their accuracy; and (iii) propos-
ing phenomenological fits, including unknown higher or-
der PN coefficients, to constrain the binding energy for
aligned spin systems.
The structure of the paper is as follows. In Sec. II we
describe the employed numerical methods, the construc-
tion of gauge-invariant quantities, and numerical errors.
In Sec. III we present the results for non-spinning con-
figurations accessing the effect of the mass-ratio on the
dynamics. In Sec. IV we study spinning-equal mass con-
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FIG. 1. Top: gravitational wave strain h (thin purple line)
and gravitational wave frequency (thick blue line) as a func-
tion of time. The dashed red line is the gauge invariant fre-
quency MΩˆ. Middle: emitted energy (thin purple lines) and
angular momentum (thick blue line) Bottom: the binding en-
ergy E and the orbital frequency MΩˆ as a function of the
specific orbital angular momentum `. All quantities are plot-
ted for an equal mass BBH system with dimensionless spin
χ1 = χ2 = 0.6.
figurations and extract the individual spin components
up to cubic-in-spin terms. Sec. V presents results for
generic non-precessing systems. We conclude in Sec. VI.
In Appendix A we extract spin orbit and spin-spin con-
tribution with an alternative approach to Sec. IV, using
only two different simulations per spin magnitude. In
Appendix B we list the studied NR simulations.
Throughout the paper we employ geometric units with
G = c = 1.
II. METHODS
A. Simulation method
In this article, we restrict ourselves to non-precessing
configurations leaving precession for a future work. The
studied NR simulations are produced with the Spectral
Einstein Code (SpEC) [36–39] and are publicly available
in the SXS catalogue [40, 41].
SpEC is a multi-domain, pseudospectral collocation
code for the simulation of compact object binary space-
times. Conformally curved initial data [42] are con-
structed in the extended-conformal-thin-sandwich for-
malism [43] using a pseudo-spectral elliptic solver [44].
Dynamical evolutions use a first order formulation [45]
of the generalized harmonic formulation of Einstein’s
equations [46, 47] in the damped harmonic gauge [48].
SpEC uses a dual frame method [37, 49] to solve Ein-
stein’s equations based on explicit coordinate transfor-
mations. These map a set of inertial (physical) coordi-
nates, in which the BHs orbit and approach each other,
to a set of grid coordinates, in which the BHs remain
at fixed coordinate locations. To handle the BH singu-
larity, dynamical excision is used [49, 50]. An adaptive
mesh refinement, which adjusts both the order of the
spectral basis functions as well as the number of sub-
domains, is employed to achieve the desired truncation
error, see [51]. SpEC has been successfully employed to
simulate a large variety of physical systems; see, among
others [9, 39, 41, 52–54]).
B. Constructing binding energy curves
To extract the reduced binding energy and the specific
angular momentum from our BBH simulations, we com-
pute the energy and angular momentum flux as described
in [55]. The binding energy itself is defined as
Eb =
EADM(t = 0)− Erad −M
µ
, (1)
with µ = m1m2/M , where EADM is extracted at the
beginning of the simulation t = 0. The dimensionless
angular momentum is
j =
|JADM(t = 0)− Jrad|
Mµ
(2)
from which we can construct the dimensionless orbital
angular momentum
` =
|JADM − S1 − S2 − Jrad|
Mµ
. (3)
For spin-aligned/anti-aligned cases, JADM,S1,S2,Jrad
reduce to JzADM, S
z
1 , S
z
2 , J
z
rad respectively, since the
orbital plane is identical to the x-y-plane.
The presence of junk radiation in our simulations
causes an ambiguous shift of the curves; thus, as out-
lined in Ref. [28, 30], the binding energy curves must
be further processed. The first step involves a vecto-
rial shift in the E − j plane, such that the curve passes
through the final values of mass and spin of the merger
remnant. This can be done in a way that eliminates
the need of ADM quantities entirely. Indeed, letting
3(E˜, j˜) ≡ (E + ∆E, j + ∆j), and requiring that at the
final time tf , the curve passes through the point given
by the mass Mf and spin Sf of the final black hole,
(E(tf ) + ∆E, j(tf ) + ∆j) = (Mf , Sf ), it follows readily
that ∆E = Mf −E(tf ) = Mf −EADM +Erad(tf ). Con-
sequently, E˜(t) = Erad(tf )−Erad(t) +Mf , and similarly
for j. For convenience we work exclusively with ` instead
of j, since all the cases considered in this paper are non-
precessing and difference between the two quantities is
equivalent to a shift by a constant under the assumption
that the spins of the individual black holes stay constant.
As an example, Figure 2 shows E − ` curves for an
equal mass binary, with spins χ1 = 0.6, χ2 = 0.6
from NR (blue dotted line), and the non-precessing EOB
model [34] (green dashed line), which we hereafter de-
note as SEOBNR 1. Although the overall agreement is
good, it is obvious that an offset between the EOB and
the NR curves exists even in the early inspiral, at a time
where the EOB description is expected to give accurate
results. We assume that there are at least two reasons
for this offset: (i) parts of the unresolved junk radiation
imprint on the E − ` curves and can not be eliminated
with a single shift (∆E,∆`); (ii) there are extrapolation
errors in the ringdown of higher modes. To resolve these
issues, we perform an additional shift of the NR curve,
aligning it with the EOB curve early in the inspiral. This
is done by minimizing the difference in the binding en-
ergy over the interval [0.94, 0.98]`max, where `max is the
maximum value of ` in the NR data, after junk radiation
has been removed. The shifted NR curve (purple solid
line in Fig. 2) now agrees better with the EOB curve. A
similar approach to construct binding energy curves from
SpEC data was used in [30].
From E(`), we compute the gauge-invariant frequency
M Ωˆ ≡ ∂E
∂`
. (4)
which corresponds to the orbital frequency for circular or-
bits in the adiabatic regime. We apply a Savitzky-Golay
filter to eliminate oscillations due to residual eccentricity
and numerical noise. From M Ωˆ it is possible to define
the post-Newtonian parameter
x ≡ (M Ωˆ)2/3. (5)
C. Extracting individual contributions to the
binding energy
In order to gain insight into the role of different spin
interactions during the BBH coalescence, we make the
assumption that
E ≈ E0 +ESO +ES2 +ESS +ES3 +ES2S +O(S4) ; (6)
1 This model is known as SEOBNRv4 in the LIGO Algorithm
Library.
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FIG. 2. The binding energy E as a function of the reduced
orbital angular momentum ` for an equal mass binary with
dimensionless spins χ1 = χ2 = 0.6. The dashed green curve
corresponds to EOB data, while the dotted blue and solid
purple curves are the raw and shifted NR data, respectively.
The curves were aligned in the `-interval (4.07, 4.24) shown
as dashed vertical lines. The dot indicates the state of the
black hole as measured from quasi-local quantities. The inset
highlights the requirement for the shifted NR curve in the
early inspiral behavior (note that this shifted NR curve is
also truncated to eliminate junk radiation).
i.e., that the binding energy of a spinning BBH con-
figuration can be approximated by the sum of separate
contributions, as predicted by PN theory (see e.g. [13])
and applied successfully for NR simulations of neutron
stars [56–58]. When the spins are oriented only along
the orbital angular momentum, the dependence of the
individual contributions in Eq. (6) on the spin orienta-
tion can be given explicitly. Here, for equal-mass cases,
the nonspinning point-mass term E0 is independent of
spin; the spin-orbit term ESO ∝ (S1 + S2); the self-
spin (S2) term ES2 ∝ S21 + S22 ; the spin-spin (SS) in-
teraction term ESS ∝ S1S2; the cubical self-spin term
ES3 ∝ S31 + S32 and lastly, the additional cubical spin
term ES2S ∝ S21S2 + S1S22 . In PN theory, the different
terms in Eq. (6) enter at different orders: SO terms start
at 1.5 PN, spin-squared terms start at 2PN, and cubic-in-
spin terms start at 3.5PN. Quartic-in-spin contributions
are not included in this paper, but PN results have been
presented in [59].
All individual contributions in Eq. (6) can be calcu-
lated by combining simulation with different spin orien-
tations. The overall sign of the individual pieces and their
magnitude depend on the spin magnitude, the spin’s ori-
entation, and the size/sign of the prefactor of every bind-
ing energy contribution.
D. Error estimates
The presented gauge invariant quantities have several
possible uncertainties: truncation errors due to numeri-
4cal discretization, errors due to finite radii extraction,
filtering errors, and alignment errors. All uncertainties
are included in our work and a detailed description is
given below.
Numerical discretization: Every NR simulation is only
an approximate representation of the continuum solution
of the general relativistic field equations; thus, trunca-
tion errors (trunc) affect all results. In general, SpEC
shows small absolute errors for the waveforms phasing
[41, 50, 60, 61]. Consequently, we expect the same for
the binding energy, orbital angular momentum, and or-
bital frequency. To quantify the uncertainty caused by
resolution effects, we perform our analysis for the same
physical configuration using the two highest resolutions
available. The truncation error is estimated as the differ-
ence between the resolutions. For most cases, the relative
truncation error is typically of the order of 0.1% .
Finite radii extraction: Another possible source of er-
ror is caused by the finite radii extraction of the waves
and the need for extrapolation of the waveform to infin-
ity to eliminate near-field effects. In SpEC the extrapo-
lation is done in the co-rotating frame [62], in terms of
a corrected radial coordinate [63] using several extrapo-
lation orders N = 2, 3, 4. It has been shown for many
SpEC waveforms that GW extraction errors (extrap) are
comparable with truncation errors [64]. For the compu-
tation of the fluxes, which depend on the amplitude of
the gravitational waves and their time derivates, extrap-
olation errors can be significant. In [65] it was found that
higher-order extrapolation produces more accurate re-
sults in the inspiral but can amplify high frequency noise
during merger-ringdown, leading to non-convergence, es-
pecially for subdominant modes. To avoid amplification
of noise during merger, we choose not to use N = 4
waveforms in this work. Comparing N = 2 and N = 3
waveforms reveals that the latter is less sensitive to the
effect of omitting data at small radii when performing
extrapolation. Although N = 3 introduces more noise
during ringdown, the effect on the binding energy curves
is rather small. Thus, we adopt N = 3 for all the results
in the paper. To estimate extrap we consider the differ-
ence in E−` and E−x curves between N = 2 and N = 3.
For the majority of cases considered here, this gives a rel-
ative error of order 0.5%, which is approximately a factor
of 5 larger than the truncation error and is the dominant
source of uncertainty for most cases.
Aside from errors inherent to the NR waveforms them-
selves, other sources of error will enter the computation
of E − ` and E − x curves.
Alignment procedure: The alignment procedure, which
is needed to compensate for the junk radiation, relies on
the accuracy of the EOB approach and a properly chosen
alignment window. We tested the effect of using different
EOB approximants (the uncalibrated/calibrated SEOB-
NRv2 [28] and SEOBNRv4 [34] and the EOB model
of [30]). While we found best agreement with [30], the
effect was small. Hence, because of convenience, the cal-
ibrated SEOBNRv4 model is used throughout the pa-
per. The effect of the alignment error (al) is studied by:
i) changing the alignment window from [0.94, 0.98]`max
to [0.9, 0.98]`max and taking the difference between the
results (int) and ii) aligning to SEOBNRv2 instead of
SEOBNRv4 and again taking the difference between the
results (v2). We find the relative errors to be of order
0.1% in E − x and E − ` curves.
Filtering: For computation of E − x curves, another
possible source of error (filt) is the use of a Savitzky-
Golay filter for the computation of the PN parameter x.
To gauge the impact of the chosen stencil size, we redid
the computation using half as many points for filtering
and taking the difference with the standard procedure.
We find that these errors are on the order of 0.1% in
E − x curves.
We use the L1 norm to combine the alignment errors
and L2 norm to compute the total error estimate:
al = |v2|+ |int|, (7)
total =
√
2al + 
2
trunc + 
2
extrap + 
2
filt. (8)
We compute this error estimate for every E−j and E−x
curve, and use standard error propagation to compute
errors in linear combinations giving the various contribu-
tions to the total binding energy. Where multiple reso-
lutions are not available, the truncation error is taken to
be the maximum error among all other configurations.
III. NON-SPINNING BINARIES
A. Imprint of the mass ratio
To isolate point-particle contributions from the binary
dynamics, we start by considering non-spinning binaries.
Figure 3 (top panel) shows the binding energy as a func-
tion of the reduced orbital angular momentum for a sub-
set of simulations in Table II. There is a clear trend in
the data: for higher mass ratios and for given value of `,
the system becomes more bound and merges at smaller
values of `. This observation is in agreement with PN
predictions, once higher PN orders are included.
The opposite trend in mass ratio is demonstrated in the
middle and bottom panel of Fig. 3, in which the binding
energy and angular momentum as a function of the PN
parameter x are presented. For a fixed value of x (i.e. or-
bital frequency), the most unequal binaries are the least
bound and have the lowest values of angular momentum.
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FIG. 3. Top panel: Binding energy E as a function of the
reduced orbital angular momentum `. Consistent with the
Newtonian limit all E(`) curves approach the same value for
large `. The curves show a hierarchy in which for fixed ` the
most unequal mass systems are the most bound, where we
define q ≥ 1. Middle panel: Binding energy E as a function
of x, where for a fixed x, higher mass ratio systems are less
bound. Bottom panel: Reduced orbital angular momentum
` as a function of x. For fixed x the angular momentum
increases for increasing q.
B. Comparison with waveform approximants
Next we compare the NR results to PN predictions,
calibrated/uncalibrated EOB models [34]2, as well as the
non-spinning NR surrogate from [8]. Previous compar-
isons between PN, EOB, and NR curves have been pre-
sented in e.g. [30, 35, 66].
Unsurprisingly, the PN predictions show the largest
difference with NR data as seen in the top left panel of
Figure 4. The error grows quickly as a function of x,
where equal mass systems show the largest fractional er-
ror. It should be noted, however, that during the inspiral
the error is still small . 6% until x = 0.2 which is close
to merger. The top right panel shows the difference with
the uncalibrated SEOBNR model. The difference with
NR data is smaller and the agreement persists to higher
frequencies showcasing the effect of the EOB approach.
In the bottom left panel, the difference with respect to
the full calibrated model (SEOBNR) is shown. Here,
the differences are even smaller, which indicates that the
calibration of the model to match NR waveforms also
improves the agreement of the conservative dynamics.
Finally, the bottom right panel contrasts the NR data
with a surrogate model. We find the smallest differences
here, as expected from a model that is entirely based on
NR information. Although the surrogate provides a very
powerful way to obtain NR information (dynamics and
waveforms), it is limited in scope of application in two
crucial ways: i) the information is only available about
the last ' 15 orbits prior to merger, and ii) the results
are only accurate inside the domain where the surrogate
is constructed (i.e. 1 ≤ q ≤ 10).
C. Phenomenological E(x) - fit
Generically, E(x) depends sensitively on the symmet-
ric mass ratio ν = µ/M . An examination of the 4PN
expression for the binding energy [67] shows that pro-
gressively higher powers of ν appear at each PN order.
Schematically, the expansion is
E(x) = −x
2
(1 + c1x+ c2x
2 + c3x
3 + c4x
4), (9)
where the coefficients ci are polynomial functions of ν.
Starting at 4PN, terms logarithmic in x also appear. We
construct a fit for the binding energy using the following
procedure. First we introduce unknown higher order co-
efficients c5, c5log, c55 corresponding to the 5PN non-log
and log corrections and the 5.5 PN correction, respec-
tively. We then consider a log-resummed expression for
the binding energy
E(x) = −x
2
(
1 + log[1 + a1x+ a2x
2 + a3x
3 + a4x
4
+a5x
5 + a55x
11/2]
)
(10)
following [22]. The coefficients ai for i = 1, ..., 4 are com-
pletely constrained by post-Newtonian theory, while c5
and c5log enter a5 and trivially a55 = c55. We fit this
log-resummed expression separately to each dataset for
all the different mass ratios. Then we fit each coefficient
to a low order polynomial in the symmetric mass ratio.
This allows us to assemble the full mass ratio dependence
of E(x). The coefficients are:
2 The uncalibrated model is obtained from SOEBNRv4 by setting
all calibration and NQC parameters to zero.
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FIG. 4. Difference of NR binding energy E(x) with respect to PN (upper left panel), uncalibrated EOB (upper right panel),
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c5 = −605.96 + 20901ν − 76662ν2 + 84623ν3 (11)
c5log = 454.06 + 14360ν − 60400.0ν2 + 56875ν3 (12)
c55 = 1271.2− 81986ν + 320930ν2 − 327270ν3 (13)
Figure 5 demonstrates the excellent agreement of the
fit with the original data, giving even slightly better per-
formance than the NR surrogate. We also test the fit by
comparing it with NR data that were not used for con-
struction. These curves are shown as bold, dashed-dotted
lines in Figure 5. As one can see, the agreement remains
remarkable up to the very late inspiral. We note that the
fit is only applicable in the region x ≤ 0.2 and nominally
limited in the range of mass ratios to q ∈ [1, 10]. How-
ever, we have verified that reasonable results are even
obtained outside of this range, e.g. for q = 100, by com-
paring results to SEOBNR predictions.
There are several possible applications for the phe-
nomenological fit obtained with Eq. (10). While it is
obvious that the fit can be used to directly test the dy-
namics inferred from waveform models, it might also be
used to constrain higher order PN terms, see e.g. [68].
Additionally, an alternative calibration of the EOB A-
potential is possible. Restricting to circular orbits, i.e.,
to a vanishing radial conjugate momentum, one can com-
pare Eq. (10) with E = (HEOB −M)/µ and obtain the
EOB-Hamiltonian HEOB and thus the unknown high or-
der PN coefficients in the A-potential. This allows a
direct calibration of the conservative dynamics of EOB
Name (00) (↑ 0) (↓ 0) (↑↓) (↑↑) ( ↑
2
0)
SXS ID 0180 0227 0585 0217 0152 0223
χ1 0.0 0.6 -0.6 0.6 0.6 0.3
χ2 0.0 0.0 0.0 -0.6 0.6 0.0
TABLE I. Configurations used to separate out contributions
to the binding energy.
without the direct use of the waveform.
IV. EQUAL MASS, ALIGNED SPIN BINARIES
A. Extracting spin contributions
As a starting point for extracting spin-dependent con-
tributions to the binding energy, we begin by considering
a sequence of equal-mass, non-precessing simulations. By
neglecting quartic-in-spin corrections, all the individual
components identified in Eq. (6) can be extracted from
the simulations in Table I using the following linear com-
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FIG. 5. The difference between the binding energy of our
NR data and the phenomenological fit, Eq. (10). The thin
solid lines correspond to the same curves shown in Figure 4.
The dashed-dotted lines showcase the agreement with con-
figurations that were not used in the construction of the fit.
All differences are essentially within the NR error estimate,
shown in gray.
binations (see also [56, 57]):
ESO =
1
6
[
−(↓ 0) + 16
(↑
2
0
)
− 12(00)− 3(↑ 0)
]
,(14)
ES2 =
1
2
[(↓ 0)− 2(00) + (↑ 0)] , (15)
ESS = (↓ 0)− (00)− (↑↓) + (↑ 0), (16)
ES3 =
1
3
[
−(↓ 0)− 8
(↑
2
0
)
+ 6(00) + 3(↑ 0)
]
, (17)
ES2S =
1
2
[−(↓ 0) + 2(00) + (↑↓)− 3(↑ 0) + (↑↑)] .(18)
Figure 6 shows the E − ` and E − x curves for all
configurations after applying the procedure described in
Sec. II B. Furthermore, it shows clearly that the larger
the total angular momentum of the binary, the higher
the frequency of merger and the lower the orbital angu-
lar momentum. This effect is sometimes referred to as the
hang-up effect [69]. We further find that the curves cor-
responding to the non-spinning (00) configuration and to
the (↑↓) configuration lie essentially on top of each other,
since the leading order difference is the quadratic-in-spin
term.
Using Eqs.(14)-(18) we obtain the various contribu-
tions shown in Fig. 7. The right panels highlight the lin-
ear, quadratic and cubic-in-spin terms. Throughout the
inspiral, the spin-orbit term dominates the others by an
order of magnitude. On the other hand, the quadratic
and cubic-in-spin terms have comparable magnitudes,
with the quadratic terms growing larger near the merger.
To evaluate how well the energy components are ex-
tracted and to test our ansatz, Eq. (6), we check whether
we can reconstruct the full E − x curves for simulations
which were not used in the computation above. In par-
ticular, we choose six equal-spin cases and six unequal
spin cases, as described in Table III. The E − x curves
are reconstructed as
E = E0+ESO
χ1
χ0
+ESO
χ2
χ0
+ES2
χ21
χ20
+ES2
χ22
χ20
+ESS
χ1χ2
χ20
,
(19)
where χ0 = 0.6. Note that we omit the cubic-in-spin
terms as they are not measured with sufficient accuracy.
A detailed analysis of the case χ1 = −0.4, χ2 = 0.8 is
shown in Fig. 8, in which we also include SEOBNR re-
sults [34] for comparison. Early in the inspiral, both the
EOB approximant and the NR reconstructed curves stay
close to the NR data. As the frequency increases, the
EOB approximant departs from the NR curve, while the
reconstructed curve remains close throughout the inspi-
ral, although it leaves the region of NR error near merger.
The behavior presented in Fig. 8 is typical for the cases
we have considered. In Fig. 9, we present the residuals
between NR, EOB and the reconstructed results. For
unequal spins, the difference between the reconstructed
curves and NR result remains small throughout the in-
spiral (typically below 0.3%) and throughout the entire
simulation . 3%. Only for the two extreme cases with
χ1 = χ2 = ±0.97, the curves show more disagreement
. 0.7% during the inspiral and around merger ' 6%.
The larger disagreement for higher spin magnitudes in-
dicates the importance of cubic-in-spin contributions.
The calibrated EOB models also perform well, with
errors below 0.5% during the early inspiral and maximum
errors throughout the simulation . 10%.
Having extracted the various components of energy, we
proceed to a detailed comparison with different models.
B. Comparison with waveform approximants
1. Spin-orbit effects
We begin by considering the spin-orbit effects, which
enter at 1.5 PN order. In the left panel of Fig. 10, we
compare NR data to PN expression for the spin-orbit
contributions to the binding energy up to 3.5 PN order,
as well as to predictions from EOB with (SEOBNR) and
without NR calibration and the NR surrogate model [9].
Early in the inspiral, the agreement between NR and PN
(and all other models) is very good, with differences of
about 1%. However, as the inspiral proceeds, the PN
curves deviate sharply from NR data, while the other
curves continue to track the NR data much longer. The
surrogate has the smallest differences but once more suf-
fers from length and parameter space constraints that
limit its application. Considering the difference between
the uncalibrated EOB model and SEOBNR, we find that
during most of the inspiral (x . 0.2), the calibrated
model performs better than the uncalibrated one, with
the uncalibrated models doing slightly better closer to
merger.
The effect of PN order is shown in the right panel of
Fig. 10. For the early inspiral, increasing the PN order
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FIG. 6. The binding energy E as a function of reduced orbital angular momentum ` (left) and the post-Newtonian parameter
x (right) for configurations from Table I. The scatter points indicate the location of the merger.
FIG. 7. Spin contributions to the binding energy as a function of x. The dashed vertical line represents the point of merger
for the configuration that merges earliest (i.e., at the lowest frequency). The shaded regions represent the NR error. Note that
the spin-orbit contribution is about one order of magnitude larger than the other spin contributions. The spin-squared and
spin-cubed terms are consistent with zero early in the inspiral and are monotonically decreasing as one approaches merger.
helps to capture better the NR data, however the 2.5
PN results are marginally better than the 3.5 PN. Once
again, when the evolution approaches several orbits be-
fore the merger, the differences rise sharply.
2. Spin-squared effects
The results for the spin-spin term are shown in Fig. 11
and exhibit an interesting effect: during most of the
inspiral, the PN and and NR curves agree, but after
about x ≈ 0.12 the SS contribution to the binding en-
ergy decreases, in contrast to the PN prediction which
continues to grow monotonically. Meanwhile, using the
same expression as for NR but with the surrogate and
the EOB models, we reproduce the NR behavior. More
pronounced than for the spin-orbit contribution, we find
a smaller difference between the NR result and the un-
calibrated EOB model than to the calibrated SEOBNR
model. This shows that the calibration of the SEOBNR
model, which focuses on minimizing unfaithfulness and
difference in the time to merger [34], can result in a worse
description of some aspects of the conservative dynamics
in the strong field regime. One possible reason might be
that the calibration parameters, which were introduced in
the SEOBNR model, correspond to coefficients of higher
unknown PN orders. When modeled as polynomials in
ν, χ, these parameters break the symmetry underlying
the extraction of the terms presented here.
Considering the effect of PN order, we find no differ-
ence in the behavior of the different PN expressions. All
PN orders show a monotonic growth with x in contrast
to NR and EOB, and virtually no improvement with in-
creasing PN order is found. Exactly the same effects are
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FIG. 8. Detailed analysis of the equal mass χ1 = −0.4, χ2 =
0.8 system. The top panel shows the binding energy while the
bottom shows the fractional error. The NR error is shown as
the shaded region.
present in the self-spin contribution, with the only dif-
ference being that the magnitude of the self-spin effect is
slightly smaller.
3. Cubic-spin effects
Finally we consider cubic-in-spin contributions to the
binding energy. To enhance the effect we consider the
combination of both types, namely ES3 + ES2S . Fig-
ure 12 shows the results. The spin-cubed effects from the
NR data display residual oscillations due to eccentricity
and are relatively noisy. For this reason, for cubic-in-
spin terms we focus on the qualitative behavior and put
an upper bound on them. For most of the inspiral, all
the models except the calibrated EOB stay within the
NR error. This is likely due to the symmetry breaking
terms mentioned earlier. It should be noted, however,
that these effects are small and contribute little to the
overall disagreement. We leave it to future work to ex-
plore the cubic-in-spin terms in more detail with the aid
of additional NR simulations.
V. GENERIC SPIN ALIGNED BBHS
In this section we extend our investigation to aligned-
spin binaries with various masses ratios and spin mag-
nitudes. We compare the obtained binding energies
with state-of-the-art waveform approximants and present
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FIG. 9. Top panel: residuals of all the unequal spin cases
from Table III between NR and SEOBNR (solid), NR and
reconstructed (dashed). Bottom panel: same, but for equal
spin cases. Both models show low residuals in the early in-
spiral, and the reconstructed curves generally have smaller
residuals at higher frequencies and stay within the NR errors
(indicated by dotted curves) longer.
a method to phenomenologically describe generic spin-
aligned systems.
A. Comparison with waveform approximants
1. Total binding energy
In the following we construct the E − x curves for a
set of 70 simulations of unequal mass, non-precessing bi-
naries described in Table IV and compare those to PN
and SEOBNR predictions. The PN curves include non-
spinning terms up to 4PN order, spin-orbit terms up
to 3.5 PN order, spin-spin terms up to 4PN order, and
cubic-in-spin terms up to 3.5 PN order. Figure 13 shows
the difference between NR, SEOBNR and PN curves sep-
arately for mass ratios q = 2 (left panels) and q = 3
(right panels). The top panels show all considered E(x)
curves for the given mass ratios. In the inspiral (x . 0.1)
both PN and SEOBNR agree with NR remarkably well,
with errors of order 0.1%. Closer to merger, the PN er-
rors grow quickly to about ∼ 10% and are consequently
several times larger than EOB errors, which are typi-
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FIG. 10. Left: the spin-orbit contribution to the binding energy E as a function of x from NR (blue thick), the NR surrogate
(dashed), SEOBNR (dashed-dotted), EOB (thin) as well as the PN result up to 3.5 PN order (dotted). Note the good agreement
of PN in the inspiral, which quickly deteriorates at x ≈ 0.12 where the binary is only a few orbits to merger. The surrogate
and EOB curves track the NR results substantially longer. The EOB curves terminate at EOB merger. The bottom panel
shows the residuals between the approximants and NR. Until late inspiral, the surrogate and SEOBNR remain within the NR
error. The light shaded region gives the estimate of NR error as defined in Sec. II D. The dark shaded region shows instead
the difference in the result between two different NR resolutions, a common metric used in literature. It is evident that our
error estimate is indeed conservative. Right: comparison of binding energy in NR and PN at various orders. Throughout the
inspiral, the results with at 2.5 PN order are closest to NR. The dashed vertical line indicates the merger of the NR simulation
that merges at the lowest frequency (χ1 = χ2 = −0.6).
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FIG. 11. As Fig. 10 but showing the spin-spin interaction. Left: the spin-spin contribution to the binding energy E as a
function of x from NR, PN expression up to 4 PN order as well as SEOBNR, EOB and surrogate. Note the sharp contrast of
the behavior between PN and the other models close to merger: the PN prediction grows monotonically, while the rest decrease.
cally ∼ 1%. The bottom panels show the error for both
SEOBNR (left) and PN (right) at x = 0.2 as functions
of the two spins. From the PN results, one notes that
for cases with large negative spins on the primary black
hole, the error is larger. This pattern is explained by con-
sidering contours of the effective spin, shown as labeled
gray lines: the error is smallest for large positive χeff and
grows monotonically as the effective spin decreases. This
is another manifestation of the hang-up effect: cases with
larger χeff merge at higher frequencies than those with
large negative effective spins. Since we are computing the
error at a fixed frequency, for some cases it is evaluated
“closer” to merger than for others. In contrast, such a
correlation is not present for the SEOBNR model which
11
x
−0.002
0.000
0.002
0.004
E
S
3
NR
NR surrogate
SEOBNR
EOB
4 PN
0.1 0.2 0.3 0.4
x
10−9
10−7
10−5
10−3
∆
E
S
3
FIG. 12. The cubic-in-spin contribution to the binding energy
E as a function of x from NR, PN as SEOBNR, EOB and
surrogate. Since the uncertainties in the NR results are large,
we are in effect putting an upper bound on the cubic terms.
Note the sharp contrast of the behavior between calibrated
EOB versus the other models. We do not show a comparison
between various PN orders since spin-cubed terms are only
known to leading order.
shows small errors for all values of the effective spin. The
same picture applies to the q = 3 case, with the main dif-
ference being the larger values of error at fixed frequency,
as seen in the right panel of Fig. 13.
Considering cases with q ∈ (5, 7, 8), we find qualitative
agreement with results with lower mass ratios. For a
given effective spin, the cases with higher mass ratios
have higher errors for PN, while the errors are essentially
unchanged for SEOBNR.
When repeating this procedure using the SEOBNRv2
models we find that for different cases one model may
have lower errors than the other, but no distinct pattern
emerges. This is because SEOBNRv4 was constructed to
attain better unfaithfulness with NR in a larger region
of parameter space, and includes no direct information
about the binding energy.
2. Spin-orbit contribution
After comparison of the total energies, we proceed
to extract the various energy components for the cases
where this is possible as described in Appendix A. The
top panel of Figure 14 demonstrates the typical behav-
ior of the spin-orbit term for a q = 8, χ1 = 0.5, χ2 = 0
system, the bottom panel shows the same behavior for
all other cases. At low frequency both models agree well,
but as the inspiral proceeds, the SEOBNR model has
differences smaller by an order of magnitude.
The absolute errors in the spin-orbit term for SEOBNR
and PN are shown in bottom panels of Fig. 14 for the
q = 8, χ1 = 0.5, χ2 = 0 system as well as all cases. At
low frequency the errors are ∼ 10−5 for both models, cor-
responding to fractional errors of ∼ 1%. As the frequency
increases, the errors grow faster in PN than SEOBNR,
such that in the late inspiral the SEOBNR fractional er-
rors are ∼ 8%, a factor of 5 smaller than PN.
Previously we saw that for an equal-mass binary we
were able to rescale the spin-orbit contribution to the
energy from a given configuration to one with different
spins, simply by rescaling by the magnitude of the spin.
It is interesting to examine whether the various defini-
tions of effective spins proposed in the literature can serve
the same task. To do so we rescale all the NR results by
different effective spins and compute the coefficient of
variation, CV ≡ σµ where µ and σ are the mean and
standard deviations respectively. We use the following
definitions:
χmw =
m1χ1 +m2χ2
m1 +m2
, (20)
χφ = χmw − 38ν
133
(χ1 + χ2), (21)
χHSO = ν
[(
3
4
+
m1
m2
)
χ1 +
(
3
4
+
m2
m1
)
χ2
]
. (22)
Surprisingly, Figure 15 shows that it is the effective spin
that corresponds to the phase evolution χφ results in the
smallest overall spread, followed by the Hamiltonian in-
spired spin χHSO and the standard mass-weighted spin
χmw. Thus, χφ should be used when trying to reduce
dimensionality of the problem.
3. Spin-squared contribution
We finish the binding energy comparison by consider-
ing the spin-squared contributions. As before, the generic
behavior we saw for equal masses carries over to this case:
PN generically predicts a monotonic spin-squared contri-
bution, while SEOBNR correctly follows the NR results
that have a local maximum, as shown in Fig. 16. The
absolute errors for all cases are summarized in the bot-
tom panel of Fig. 16 and show a similar behavior as the
spin-orbit contribution. In the early inspiral, the errors
are of order 10−5, which corresponds to a fractional error
of ∼ 10%. However, they increase very quickly with PN
errors growing faster than EOB errors.
B. Phenomenological E-x curves
Next we investigate if we can extend the phenomeno-
logical discussion of the binding energy for non-spinning
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FIG. 13. Fractional differences between NR, SEOBNR (black) and PN (red, dashed) E − x curves for q = 2 (left) and q = 3
(right). The top panels give an overview demonstrating the errors as a function of frequency. Note the excellent agreement of
PN and SEOBNR with NR in the early inspiral. The bottom panels show the differences evaluated at x = 0.2 as functions
of the two aligned-spin components for SEOBNR (left) and PN (right). In gray are contours of constant χeff , with negative
values dashed.
and equal mass aligned-spin cases, with the aim of find-
ing a closed-form expression for binding energy contri-
butions for generic spin-aligned systems. Assuming that
the form of the binding energy in NR is similar to that in
PN theory, the spin-orbit contribution can be expressed
as
ESO = x
5/2ν [(S1 + S2)A(ν, x) + (S1/q + qS2)B(ν, x)] .
(23)
Assuming that, for any fixed mass ratio the functions
A,B are independent of spin, then given any two config-
urations ESO, E˜SO with given mass ratio and spins that
are not multiples of each other, one can trivially obtain
A,B as functions of x. After fitting these functions for
different mass ratios the spin-orbit term for all mass ra-
tios and spins is determined. In principle, spin-squared
coefficients may be extracted using the same approach;
however, this is hampered by numerical uncertainties.
The accuracy of determiningA,B depends on the accu-
racy of extraction of the spin-orbit terms, both in terms
of numerical error and the contribution of higher spin
terms. As proof of principle, we applied this approach us-
ing SEOBNR data as the underlying model for a set of 15
configurations between mass ratios 1.1−50 and using spin
magnitudes of 0.6. We find the differences between the
reconstructed curves and the EOB data from Tables III
and IV, which were not used for the fit, to be . 10−3 at
x = 0.3, comparable to the expected magnitude contri-
bution of the cubic-in-spin terms. This difficulty can in
principle be overcome by creating data at more spin con-
figurations to completely decouple the linear and cubic-
in-spin terms. For SEOBNR this is feasible, but would
require 10 configurations per mass ratio and thus is too
computationally expensive for full NR simulations. Fur-
thermore, combining an increasing number of datasets
leads to a growth of uncertainty caused by the individual
errors of the configurations.
Instead, we adopt a completely phenomenological
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FIG. 14. Absolute differences between NR, SEOBNR (black,
solid) and NR, PN (red, dashed) for the spin-orbit con-
tribution. The top panel shows detailed behavior for the
q = 8.0, χ1 = 0.5, χ2 = 0 case and the bottom shows all
cases. Note that SEOBNR has fractional errors . 8% even in
late inspiral (x = 0.2), while PN differences are a factor of 5
larger.
model for the odd-spin terms. In particular, we take
ESO ≈
(
1 +
a3x
3 + a4x
4 + a5x
5
1 + b1x+ b2x2
)
EPNSO (24)
where EPNSO is 3.5PN expression, and ai, bi are polynomial
functions of the symmetric mass ratio ν and the effective
spin χφ. The particular form of Eq. (24) enforces that at
small frequencies the PN prediction is obtained and cor-
rection only enter higher order PN terms. Furthermore,
to preserve the correct symmetry under the transforma-
tion (χ1, χ2) → (−χ1,−χ2) the polynomials ai, bi are
restricted to the form
p+ s0χ
2
φ + s1χ
4
φ + n0ν. (25)
The fit is done in two steps: first, each ESO curve
is fitted to Eq. (24) and then all coefficients are fitted
across parameter space. To ensure a good interpolation
across parameter space, we use L2 regularization with the
regularization parameter of 1 × 10−6 (we exclude cases
with χmw < 0.15 since the SO component is not as well
determined as for the other cases). The results are sum-
marized in Figure 17 which shows the same data as in
Figure 14 except that it includes equal-mass, equal-spin
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FIG. 15. The coefficient of variation as a function of x com-
puted from all 35 (70) cases that we possess with (without)
symmetry. It is clear that the effective spin that arises in
phase evolution, χφ has the smallest spread.
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FIG. 16. Absolute differences between NR, SEOBNR (black,
solid) and NR, PN (red, dashed) for the spin-squared con-
tribution. The top panel shows detailed behavior for the
q = 8.0, χ1 = 0.5, χ2 = 0 case and the bottom shows all
cases. Note that SEOBNR has fractional errors . 20% even
in late inspiral (x = 0.2), while PN no longer represents the
contribution even qualitatively.
cases from Table III. Figure 17 shows that in the early in-
spiral the phenomenological curves show excellent agree-
ment, comparable with SEOBNR. The error increases
with frequency; in the late inspiral (x = 0.3) it reaches
∼ 4× 10−4, about a factor 8-10 smaller than SEOBNR.
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The coefficients for the spin orbit terms are given by
a3 = −37.684− 35.577χ2φ + 14.793χ4φ + 136.37ν (26)
a4 = 267.96 + 437.71χ
2
φ − 199.08χ4φ − 821.08ν (27)
a5 = −271.96− 722.11χ2φ + 392.16χ4φ + 1208.6ν (28)
b1 = −10.404− 0.52252χ2φ − 1.9139χ4φ + 3.9269ν (29)
b2 = 30.308 + 15.715χ
2
φ + 2.7542χ
4
φ − 6.7698ν (30)
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FIG. 17. Absolute differences NR and reconstruction (blue,
dotted) for the spin-orbit contribution. For comparison the
difference between NR and SEOBNR is shown in black thin
lines. The thick curves correspond to the configuration
q = 8, χ1 = 0.5, χ2 = 0. Early in the inspiral both curves
have low errors, with SEOBNR errors being lower due to the
alignment of the NR data to EOB waveforms as discussed
in Sec. II B. As the inspiral proceeds, the error in the re-
constructed curves remains lower, staying below 4× 10−4 for
x ≈ 0.3.
VI. SUMMARY AND CONCLUSION
In this article, we presented a detailed study of the
energetics of aligned-spin binary black hole systems. This
allows direct testing of the conservative dynamics in the
strong field regime, see e.g. [30, 35, 66].
We discussed in detail how the ambiguous offset
caused by the initial burst of junk radiation can be re-
moved and studied in great detail possible numerical er-
rors/uncertainties. Based on the constructed curves, we
compared results obtained from numerical relativity sim-
ulations with PN [13] and EOB approximants [28, 30, 34],
as well as for the non-spinning case with an NR surro-
gate model [8]. We find overall a very good performance
of EOB approximants as well as for the surrogate model,
while the PN approximant is not capable of predicting
the conservative dynamics accurately within the last or-
bits before merger.
For the non-spinning binaries, the obtained fractional
differences between the NR data and the considered EOB
approximants (SEOBNR) is ≈ 0.2% during the inspiral
and ≈ 1% at merger. The NR surrogate achieves frac-
tional errors always on the order of the NR uncertainty;
i.e., ≈ 0.2%. In addition to these comparisons, we pre-
sented a phenomenological fit to non-spinning systems
with mass ratios up to q = 10 allowing an accurate rep-
resentation of the binding energy (differences . 0.1%).
We outlined how the obtained fitting parameters, which
effectively describe higher order PN orders, can be used
for further waveform development.
For spinning, equal-mass systems, we extracted for the
first time the individual spin contributions to the binding
energy for black hole binaries. In particular we studied
the spin-orbit, spin-spin, and cubic-in-spin terms. We
find that while the spin-orbit interaction is accurately
modeled with the EOB approximant, the spin-spin inter-
action of the SEOBNR model [34] as extracted by our
method does not agree well with the NR results. in con-
trast to the uncalibrated EOB model. This is likely due
to the structure of the spin-spin calibration parameters in
the SEOBNR model that incorporate contributions from
higher-order terms. For further development, a calibra-
tion with respect to the binding energy may improve the
agreement further and allow an efficient way of decou-
pling conservative from dissipative dynamics.
Finally, considering a large set of unequal mass systems
with aligned spin we again verified the good agreement of
the full NR simulations and the EOB model. Extraction
spin-orbit and spin-spin contributions permit analysis of
the effect of the particular choice of the binaries effec-
tive spin parameter. We found best performance for the
phase effective spin, χφ compared to the purely mass-
weighted effective spin or the effective spin as it appears
at leading order in the Hamiltonian. Additionally, we
also presented a phenomenological representation of the
spin-orbit contribution to the binding energy. For the
considered cases, the error of the phenomenological fit is
on the order of 1% during the inspiral and below 6% at
merger.
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FIG. 18. Left: the approximate SO contribution to the binding energy, E
′
SO, for all equal-spin cases described in Table III.
The top panel shows the raw curves, and the bottom panel shows the results rescaled by χ. Right: the combination of spin-
squared contributions, E
′
S2 . The panels are the same as in the left plot, but rescaling is done by χ
2. Note that in both
panels the rescaling causes the curves to lie very close to each other, indicating that the procedure is successful in isolating
the corresponding contributions to the binding energy. The hatched area shows the error in the corresponding combinations
as shown in Fig. 7, demonstrating that the simpler combinations yield smaller errors.
Appendix A: Extracting spin contributions from a
small number of simulations
Extracting the contributions to binding energy as de-
scribed in Sec. IV A requires a set of five configurations
to determine the value for one spin magnitude. This
amount of simulations is not available for all spin magni-
tudes, and performing these simulations is computation-
ally expensive. Therefore, we show that for a wide range
of spins, alternative expressions can be used to derive the
SO and SS contributions using only two simulations per
spin magnitude. In particular, consider
E
′
SO =
1
4
(E(ν, χ1, χ2)− E(ν,−χ1,−χ2)) , (A1)
E
′
S2 =
1
4
(E(ν, χ1, χ2) + E(ν,−χ1,−χ2))−
1
2
E(ν, 0, 0). (A2)
Since only two (three) simulations are necessary to ex-
tract the linear (quadratic) in spin contributions, in con-
trast to Eqs. (18), results are less noisy.
To test Eq. (A1) and Eq. (A2) we show in Figure 18
the SO and SS contributions for a variety of equal
mass cases. If the spin-orbit (spin-squared) contributions
were extracted correctly, then they should scale linearly
(quadratically) with the spin magnitude. This is indeed
the case, as the rescaled curves lie virtually on top of
each other, as shown in the bottom panels of Figure 18.
The hatched red area shows the NR error from Figure
7 which is larger than the estimate of the NR error as
computed from Eqs. (A1),(A2). Thus we see that this
method performs as expected across a wider variety of
spin-magnitudes and allows the approximate extraction
of linear and quadratic in spin terms.
Appendix B: Configurations
SXS ID q SXS ID q
0180 1.0 0007 1.5
0169 2.0 0259 2.5
0168 3.0 0167 4.0
0295 4.5 0056 5.0
0296 5.5 0297 6.5
0298 7.0 0299 7.5
0063 8.0 0300 8.5
0301 9.0 0302 9.5
0303 10.0 - -
0201 2.32 0166 6.0
0199 8.73 0189 9.17
TABLE II. All non-spinning configurations used in this work.
The top half of the table was used to construct the fit, while
the bottom provided validation cases for the phenomenologi-
cal fit.
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SXS ID q χ1 χ2 SXS ID q χ1 χ2
1137 1.0 -0.970 -0.970 0159 1.0 -0.900 -0.900
0212 1.0 -0.800 -0.800 0215 1.0 -0.600 -0.600
0148 1.0 -0.438 -0.438 0149 1.0 -0.200 -0.200
0180 1.0 0.000 0.000 0150 1.0 0.200 0.200
1122 1.0 0.438 0.438 0228 1.0 0.600 0.600
0230 1.0 0.800 0.800 0160 1.0 0.900 0.900
0158 1.0 0.970 0.970 - - - -
0214 1.0 -0.625 -0.25 0219 1.0 -0.500 0.90
0221 1.0 -0.400 0.80 0226 1.0 0.500 -0.90
0229 1.0 0.650 0.25 0232 1.0 0.900 0.50
TABLE III. Equal mass spinning cases used in this work.
Configurations in the bottom half of the table are only used
for validation.
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SXS ID q χ1 χ2 SXS ID q χ1 χ2
0233 2.00 -0.871 0.850 0234 2.00 -0.850 -0.850
0236 2.00 -0.600 0.000 0237 2.00 -0.600 0.600
0235 2.00 -0.600 -0.600 0238 2.00 -0.500 -0.500
0239 2.00 -0.371 0.850 0240 2.00 -0.300 -0.300
0241 2.00 -0.300 0.000 0242 2.00 -0.300 0.300
0243 2.00 -0.129 -0.850 0247 2.00 0.000 0.600
0246 2.00 0.000 0.300 0245 2.00 0.000 -0.300
0244 2.00 0.000 -0.600 0248 2.00 0.129 0.850
0251 2.00 0.300 0.300 0250 2.00 0.300 0.000
0249 2.00 0.300 -0.300 0252 2.00 0.371 -0.850
0253 2.00 0.500 0.500 0256 2.00 0.600 0.600
0255 2.00 0.600 0.000 0254 2.00 0.600 -0.600
0257 2.00 0.850 0.850 0258 2.00 0.871 -0.850
0260 3.00 -0.850 -0.850 0261 3.00 -0.731 0.850
0264 3.00 -0.600 -0.600 0265 3.00 -0.600 -0.400
0262 3.00 -0.600 0.000 0266 3.00 -0.600 0.400
0263 3.00 -0.600 0.600 0267 3.00 -0.500 -0.500
0105 3.00 -0.500 0.000 0268 3.00 -0.400 -0.600
0269 3.00 -0.400 0.600 0270 3.00 -0.300 -0.300
0271 3.00 -0.300 0.000 0272 3.00 -0.300 0.300
0273 3.00 -0.269 -0.850 0274 3.00 -0.231 0.850
0278 3.00 0.000 0.600 0275 3.00 0.000 -0.600
0277 3.00 0.000 0.300 0276 3.00 0.000 -0.300
0279 3.00 0.231 -0.850 0280 3.00 0.269 0.850
0281 3.00 0.300 -0.300 0282 3.00 0.300 0.000
0283 3.00 0.300 0.300 0284 3.00 0.400 -0.600
0285 3.00 0.400 0.600 0174 3.00 0.500 0.000
0286 3.00 0.500 0.500 0291 3.00 0.600 0.600
0288 3.00 0.600 -0.400 0287 3.00 0.600 -0.600
0289 3.00 0.600 0.000 0290 3.00 0.600 0.400
0292 3.00 0.731 -0.850 0293 3.00 0.850 0.850
0109 5.00 -0.500 0.000 0110 5.00 0.500 0.000
0207 7.00 -0.600 0.000 0206 7.00 -0.400 0.000
0204 7.00 0.400 0.000 0202 7.00 0.600 0.000
0064 8.00 -0.500 0.000 0065 8.00 0.500 0.000
TABLE IV. All unequal mass, spinning binaries used in this
work. Cases with an asterisc were only used for validation.
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