The study reported here examines a corpus of 104 authentic malicious forensic texts for register variation. A malicious forensic text is defined in this paper as a text that is threatening, abusive or defaming and that constitutes evidence for a forensic case. This corpus was firstly tagged with a set of situational parameters and then analysed using the same multidimensional model introduced in Biber (1988; 1989) . The results of the study indicate that malicious forensic texts, similarly to non-malicious professional letters, are on average instances of the Involved Persuasion text type, which is characterised by linguistic features overtly expressing modality. The results also confirm that threatening texts tend to use more modal verbs than non-threatening texts. Furthermore, the personal knowledge between interactants was found to highly influence the level of information density of the texts, while the narrativity level of malicious texts was found to be affected by whether the text contains harmful content directed to the addressee or to a third party. These findings can inform and improve the authorship analysis of malicious texts and increase our understanding of the creation of language crimes.
Introduction
The present paper defines a malicious forensic text (MFT) as a text that is a piece of written evidence in a forensic case that involves threat, abuse, defamation or a combination of the above. These texts are typically analysed by forensic linguists in real cases of extortion, blackmail, ransom, threat, abuse, stalking and similar criminal activities (Coulthard and Johnson, 2007; Grant, 2008) . Notwithstanding their centrality within the field of forensic linguistics, only limited analysis of their register has been carried out so far, with the term register defined as a linguistic 'variety associated with a particular situation of use' (Biber and Conrad 2009: 6) . Some research has been carried out for threatening texts, although these studies have until now mostly focused on the pragmatic dimension rather than on register variation. Fraser (1998) , for instance, recognises that threats are a particular type of commissive illocutionary speech act (Searle 1979) and proposes that a threat can be further distinguished from other commissives such as promises because: (1) threats intimidate the addressee and (2) the speaker of a threat only expresses an intention and not a commitment to perform an act. Fraser (1998) therefore concludes that the illocutionary force of the speech act of threatening is created when three conditions are met:
C1: the speaker has the intention to commit (or have someone commit) an act; C2: the speaker believes that the outcome of this act will be unfavourable for the addressee;
C3: the speaker intends to intimidate the addressee.
In terms of the language of threatening texts, Fraser (1998) concludes that even though there are several syntactic patterns common to threatening utterances, it is difficult or probably impossible to determine whether a text is threatening by the language alone. These conclusions are also supported by Solan and Tiersma (2005) and, more recently, Kaplan (2016) , who highlight the importance of the context in the determination of the illocutionary/perlocutionary threatening status of an utterance.
The focus on the intention to commit an act and on the intimidation proposed by Fraser (1998) and Solan and Tiersma (2005) was largely confirmed linguistically by Gales' (2010; exploration of a sample of threatening letters for their lexicogrammatical expressions of linguistic stance (Biber, 2006) . As part of her investigations, Gales compared a corpus of 470 threatening texts against a control corpus of 556 non-threatening texts and found that the high incidence of modals is a characteristic of threatening texts. Furthermore, Gales discovered that threatening texts were far more likely than non-threatening texts to express deontic/volitional meaning aimed at controlling the addressee. This use of modals, especially in prototypical syntactic threatening patterns such as 'if you don't X I will Y', was also noted by Fraser (1998: 168) as the prototypical realisation of a threatening act. These same features were found by Gales (2015) to be even more frequent in threatening stalking texts.
Some further preliminary work on the classification of threatening texts was also carried out by Napier and Mardigian (2003) , who divided threatening texts into three categories:
1. direct/specific: the threat specifies clearly all the circumstances in which the harmful action will be carried out; 2. conditional: the threat is presented as a condition with a request for the recipient to carry out an action; 3. indirect: the threat is not conditional and not precise regarding its circumstances.
Although this preliminary taxonomy resembles an initial register variation analysis, Napier and Mardigian's (2003) results were not based on linguistic criteria but on investigative experience.
Research on other types of MFTs, such as abusive texts, ransom demands, extortion letters, or defaming texts, has been so far restricted mostly to case studies. For example, real cases involving ransom demands and extortion letters have been discussed in several forensic linguistic studies (McMenamin 2002; Kniffka 2007; Olsson 2003) . Similarly, texts involved in defamation cases have been extensively explored from a pragmatic perspective (Shuy 2010; Tiersma 1987) . In general, however, a register analysis of a corpus of MFTs is still missing.
The virtual absence of research on the register of MFTs can be attributable to at least two factors. Firstly, MFTs are generally difficult to access, thus making the analysis of large corpora of these texts rather difficult. Secondly, it is perhaps possible that MFTs are generally not considered as being regulated in their structure and form by any community and hence unlikely to present common linguistic features that characterise their register. Even though MFTs are not texts that are commonly encountered, these texts do share many extra-linguistic parameters of context, such as being written as opposed to oral, being produced with the potential of being edited, as opposed to having real time production constraints, and so forth, and this collection of parameters is likely to influence the occurrence of certain linguistic features in such a way as to distinguish MFTs from other registers of a language or to create substantial differences in sub-registers within the MFTs themselves. The analysis of the language of MFTs according to these and other parameters of context can help in reaching conclusions regarding their linguistic identity. This knowledge would give forensic linguists the ability to predict which linguistic features to expect in MFTs depending on their situational characteristics.
The present study is aimed at filling the gap in the research on the register identity of MFTs, that is, on which linguistic features are typical and pervasive of the situational characteristics of MFTs. This study explores MFTs in order to establish: (1) how English 4 MFTs compare to other common registers of the English language; (2) which situational parameters are the most useful to describe MFTs and to predict variation in their language; (3) whether a categorisation of MFTs based on their language can be established.
Methodology
In order to carry out a register analysis, three components are needed: a description of the situational characteristics of the texts, a description of the language of the texts, and the functional interpretation of the connection between linguistic features and situational context (Biber and Conrad 2009) . To this end, each text in the corpus was firstly tagged with a set of situational parameters that describe their extra-linguistic characteristics and secondly analysed for a set of linguistic features that describe their language. This section firstly describes the MFT corpus and then both sets of features in more detail.
The Malicious Forensic Texts corpus
The Malicious Forensic Texts corpus is a corpus of authentic forensic texts compiled for the purposes of the present study. In total, the corpus comprises 104 texts, with a total of 39,188 word tokens and an average text length of 357 tokens (min: 103; max: 1610; SD: 280.3). The dates of production of the texts span from 1937 to 2013: 35% from 1937 until 1970; 22% from 1970 until 2000; 16% after 2000; 27% of unknown date. Because of this fragmented distribution, in the present study the diachronic perspective is ignored and the corpus is overall considered as a synchronic sample. Since the present analysis deals with linguistic features such as frequencies of parts of speech or general grammatical constructions, it is unlikely that this choice significantly affected the results. Although, ideally, a corpus should be both large and equally sampled across several parameters, this is virtually impossible for MFTs because of their rarity. For this study, it was thus decided to include as many texts as possible and allow some imbalance.
The majority of the texts in the corpus (63%) was collected from the FBI Vault, the repository of old case files that the FBI has digitised and made public (https://vault.fbi.gov/).
A maximum of three texts per case were chosen from this repository so as to avoid the possible influence of a single author's style on the overall corpus. The second largest data source for the corpus (18%) was the private collections of MFTs owned by a number of 5 American and British forensic linguists who agreed to provide anonymised data for the present research. Web searches were also carried out with the aim of finding publicly available authentic MFTs and this source provided 13% of the texts of the corpus. These sources were mostly online newspapers or websites and online encyclopaedias dealing with high profile cases, such as the Zodiac case (Kelleher and Van Nuys 2002) . Finally, the least common category (6%) consisted of those texts published in books, such as Olsson (2003) .
The task of data collection was not unproblematic. Even though the MFT corpus has the advantage of being constituted of authentic MFTs, the difficulty of gathering such highly confidential forensic data led to the impossibility of collecting texts by rigorously sampling the population. As such, the distribution of situational characteristics found in the corpus does not necessarily reflect their real distribution. Despite this limitation, most of the findings are relatively unaffected by this potentially skewed distribution because the analyses involve comparisons of sub-sections of the corpus using rigorous statistical tests of significance.
Since the main bulk of the analysis was largely quantitatively oriented, only texts with at least 100 word tokens were included in the corpus. This methodological decision reflects the fact that even though most of the features are normalised by text length, the required text length to estimate the real frequency of a feature from a sample varies depending on the rarity of the feature (Biber, 1993) . Most of the very frequent linguistic features are already stable in 100 token samples and previous multidimensional studies have employed the 100 token cutoff with good results (Biber and Jones, 2005) .
The situational parameters
The extra-linguistic context of each text was described using a taxonomy of parameters initially based on Biber's (1994) Situational Parameters of Variation. Biber's (1994) framework was developed as an attempt to arrive at a universal taxonomy of features of the situations that influence the language of a text. The framework used here is an adapted version of Biber's (1994) original taxonomy. Three types of modification were made to Biber's (1994) taxonomy in order to adapt the system to the present study. Firstly, since all of the MFTs in the corpus share the same characteristics of being written texts with no immediate feedback, the parameters in Biber's (1994) system, originally designed to account for these options, were not considered for the present study. An example of such a parameter is Permanence, for which the option recorded would apply to all of the texts in the MFT 6 corpus and which can therefore be excluded. Secondly, some parameters introduced by Biber (1994) , such as Topic, were not included because of their open ended and subjective character that does not lend itself to the type of analysis carried out in the present work.
Finally, some original parameters were added to the taxonomy to account for the fact that within MFT there is variation of, for example, the kind of maliciousness or the direction of harm or other distinctions that are not present in Biber's (1994) original taxonomy.
A set of 13 parameters was eventually considered to analyse the corpus of MFTs, where each parameter consisted of a set of alternative options that model an aspect of their extra-linguistic context. Table 1 presents the parameters considered for this study with the values for each parameter ordered from the most frequent to the least frequent in the corpus.
Not every text could be classified for each parameter due to missing information and therefore the option 'unknown' was also included. Most of the parameters were taken from Biber's (1994) Interactiveness, for which the value extensive was removed as it never applies to MFTs. The most substantial changes were applied to the parameter Addressee, where instead of a general distinction in single/plural, finer categories tailored to the corpus were adopted. Values for all the parameters were assigned using information from the extra-linguistic context of the text.
For each parameter only one value could be selected, with the exception of Malicious Purpose, since texts can perform multiple malicious acts at the same time.
The section below describes the linguistic framework used to measure the linguistic variation that the texts present across the situational parameters.
The linguistic features
For the sake of performing a register analysis of the corpus, a multidimensional analysis of linguistic features was applied following the paradigm created by Biber (1988) and further applied in the exploration of several other registers (e.g. Grieve et al. 2011; Titak and Roberson 2013; Gray 2013) . In this work, Biber (1988) automatically calculated the frequency of a set of 67 lexical and grammatical features that have been previously found to vary across different registers, such as parts of speech or more complex grammatical constructions like relative clauses, WH clauses, sentence relatives, and so forth. He then performed a factor analysis in order to find dimensions of variation that could account for the latent functional patterns that group and explain the frequency of these features. Biber (1988) found that 23 of the most common registers of the English language can be located in a six dimensional space created by the six dimensions summarised in Table 2 . 
Dimension 4 Overt Expression of Persuasion
High scores on this dimension indicate that a text explicitly marks the author's point of view as well as their assessment of likelihood and/or certainty by using modals or other features that express modality, as for example in professional letters or prepared speeches.
Dimension 5 Abstract vs Non-Abstract Information
High scores on this dimension indicate that a text provides information in a technical, abstract and formal language with the use of conjuncts and passive voice, as for example in scientific discourse.
Dimension 6 On-line Informational Elaboration
High scores on this dimension indicate that a text is informational in nature but produced under certain time constraints and therefore using nominal elaboration such as that relative clauses, as for example in prepared speeches.
As a follow-up to this study, Biber (1989) used a cluster analysis to automatically group the texts in his corpus according to their dimension scores. Each cluster of texts was defined by Biber (1989) as a text type, since it represents a type of language production that reflects shared linguistic identity. The eight text types found by Biber (1989) are summarised in Table 3 . In the present study, this same model comprising six Dimensions, eight text types and 67 linguistic features was applied to the MFT corpus using the Multidimensional Analysis Tagger (MAT) (Nini, 2015a) . This computer program replicates Biber's (1988) analysis by plotting a new text or corpus on to Biber's (1988; 1989) original dimensions and text types.
Using the Stanford Tagger (Toutanova et al., 2003) MAT performs an initial part-of-speech tagging of a text and it then applies the algorithms presented in Biber's (1988) 
Analysis
After tagging the MFT corpus with the situational parameters and after running MAT 
Malicious Purpose
For this parameter, only two of the malicious purposes considered showed significant effects: threat and defame, while the contrast between abusive and non-abusive texts did not present significant differences.
The analysis of threatening texts showed that previous findings related to threatening language are confirmed in the MFT corpus. Threatening texts presented a higher frequency of prediction modals (e. g. will and shall), second person pronouns, and first person pronouns than non-threatening texts. Threatening texts also had higher scores on Dimension 4, Overt Expression of Persuasion, and a shorter average word length. Finally, threatening texts presented a lower frequency of third person pronouns, and of attributive adjectives. The distribution of these features are visualised in the boxplots in Figure 1 .
These findings suggest that the frequency of all personal pronouns is an important feature of threatening texts. However, although threatening texts present many personal pronouns overall, threatening texts are more likely to directly address the recipient and are therefore more likely to use first and second person pronouns rather than third person pronouns. The shorter average word length itself is partially explained by the frequent use of pronouns, as a correlation test confirms (Spearman rho = -0.573, p < 0.000001).
Figure 1 -Boxplots describing the distribution of first person pronouns (top left), second person pronouns (top right), third person pronouns (bottom left) and average word length (bottom right) for threatening and non-threatening texts
Overall, the more frequent use of pronouns and less frequent use of attributive adjectives indicate that the threatening texts in the corpus are less likely to use complex noun phrases and, therefore, less likely to be informationally dense than non-threatening texts.
A further significant pattern noted for threatening and non-threatening texts is related to the different distribution of Dimension 4, the Dimension of Overt Expression of Persuasion, characterised by high incidence of modality. As the boxplots in Figure 2 show, threatening texts tend to have on average higher scores on Dimension 4 and, consequently, to be on average more explicit in their use of persuasive means than non-threatening texts.
Figure 2 -Boxplots representing the distribution of Dimension 4 (left) and prediction modals (right) for threatening and non-threatening texts
These findings thus strongly support Gales' (2010; 2015) conclusions, since a high score on Dimension 4 corresponds to a more frequent use of means of expressing modality, such as suasive verbs, infinitives or modal verbs. Indeed, the prototypical example of a threatening utterance given by Fraser (1998: 168) , 'if you don't X I will Y', is exemplary in showing two Dimension 4 features: conditionals (if) and predictive modals (will). These features that express persuasive discourse are sprinkled across threatening texts, as shown in Table 4 , where a letter collected from the FBI Vault and addressed to Senator Helms is displayed with its Dimension 4 features highlighted. The other malicious purpose that presented significant effects after the analysis was defame. The analysis of this parameter showed that defaming texts contained more third person pronouns, perfect aspects, that as verb complement, and past tenses than nondefaming texts. Defaming texts presented significantly fewer predictive modals, first person pronouns, and second person pronouns than non-defaming texts. Finally, defaming texts presented a higher average word length and a lower Dimension 4 score than non-defaming texts. In sum, the results of the analysis of defaming vs. non-defaming texts seemed to mirror the results of the analysis of threatening vs. non-threatening texts, in the sense that defaming texts seemed to behave as non-threatening texts. This opposition comes from the fact that these two categories rarely overlapped in the corpus, since only three texts were both threatening and spread malicious information at the same time. This bias comes from the main disadvantage of the corpus of not being a balanced sample, which was difficult to achieve given the lack of availability of MFTs.
Another characteristic of defaming texts was the fact that they also tended to be more narrative than non-defaming texts, as highlighted by the high incidence of past tenses, perfect aspects and third person pronouns. However, this characteristic is again linked to another parameter of the context, the direction of harm. Eighty per cent of the defaming texts were indeed written to the addressee with the purpose of spreading malicious information about a third party and the analysis of the direction of harm parameters showed that texts with harm directed to a third party were found to be more narrative than other kinds of texts (see section below).
Addressee
The categories of addressee showed differences for second person pronouns, present tenses, and Dimension 1, Involved vs Informational discourse. These three variables consist of the same underlying pattern, since both second person pronouns and present tenses are used in the calculation of Dimension 1. In order to explore the underlying pattern of variation between Dimension 1 and the types of addressee, the distribution of Dimension 1 was plotted in Figure 3 , rank-ordered by medians of Dimension 1, starting from the group with the lowest median to the group with the highest median. However, since this category included only three cases, it is not possible to understand how this category would fit into the more general pattern of interpersonal distance. By looking at 20 the boxplots it is also possible to notice that the largest differences are present between texts with an impersonal addressee and texts with an acquaintance addressee, with other texts being in the middle of the cline. Thus, excluding the three open letters, the addressee types can be grouped in three main categories of personal knowledge: no personal knowledge, including only texts with an impersonal addressee; medium personal knowledge, including texts with unknown addressees, high-profile addressees, celebrity addressees and unacquainted addressees; high personal knowledge, including only texts with acquaintance addressees. The boxplots in Figure 4 show the distribution of Dimension 1 for these three categories of personal knowledge. Samples from the data can be seen in Table 5 , where one text with an impersonal addressee, one text with a high-profile addressee and one text with an acquaintance addressee are shown with their Dimension 1 features marked in the text. 
Direction of Harm
Texts in which the harm was directed to a third party had a higher score on Dimension 2, the Dimension of Narrative vs Non-Narrative Concerns and, consequently, a higher frequency of third person pronouns and a lower frequency of second person pronouns. Figure   5 shows these relationships graphically.
24 The visual inspection of the boxplots confirms that the differences are in the predicted directions, with 'harm-to-addressee' texts having more second person pronouns and few third person pronouns than 'harm-to-third party' texts whereas the category 'both' is situated in the middle. The distribution of Dimension 2 indicates that the texts in which the threat or abuse was directed towards a third party other than the addressee were more narrative than other
MFTs. This pattern is linked to the pattern of pronouns, as the frequency of third person pronouns is a feature included in the calculation of Dimension 2. This pattern can be explained by the fact that authors of the texts in which the harmful content is directed towards a third party are likely to recount events to the addressee regarding the third party to whom the threat or abuse is addressed and to use more third person pronouns in general when talking about the third party. In Table 6 one text with harm directed to an addressee and one 25 text with harm directed to a third party are reproduced with their language marked for Dimension 2 features. 
A friend
The samples above show how texts in which the harmful content, that is, the threat, the abuse or the malicious information, is addressed to a third party are more narrative and refer to the third party more often. For a text to address the harm to a third party, the reference to a third person is necessary. However, the analysis reveals that texts with harm directed to a third party also tend to provide further details regarding the third party in the form of a narrative.
Mode
The only variable differently distributed across mode types was average word length, as shown in Figure 6 .
27 Handwritten texts presented a shorter average word length than typed texts and this could be due to the highest level of strain experienced by the writers as well as to the fact that writers of handwritten texts are less likely to carefully edit their text. This difference, however, could be the result of other effects as there is evidence that average word length is affected by education level (Bromley, 1991; Berman, 2008; Nini, 2015b) . Another explanation could therefore be that only relatively well-educated individuals had access to a typewriter or a computer or that educated individuals felt the need to use typewriters or computers to write letters. More experimental research is needed to explain the effect of Mode on average word length.
MFTs and other registers of the English language
Since Biber's (1988) Professional and Personal Letters are the closest registers in terms of communicative situation to MFTs, a comparison can be made between the average 28 scores of the six Dimensions for these two registers and the average scores of the six Dimensions for the MFT corpus. These comparisons are presented in Table 7 . As expected, in all the Dimensions MFTs are located in between Personal and Professional Letters except for Dimension 4, where MFTs score higher than either of the two letter registers examined by Biber (1988) . Given that the analysis above has shown that threatening letters are distinguished by a higher score on Dimension 4, it is likely that the presence of threatening texts, absent from Biber's (1988) corpus heavily contributes to this score. Even though this finding was somewhat expected, these results quantify exactly the linguistic closeness of MFTs to non-malicious letters.
The distribution of text types produced by the analysis carried out with MAT was: 47% Involved persuasion; 25% General narrative exposition; 9% Informational interaction; 8% Imaginative narrative; 7% Scientific exposition; 4% Learned exposition; 1% Situated reportage. The most common text type was therefore the Involved Persuasion text type, which was found by Biber (1989) to be the most distinctive and common text type for professional letters. This text type is characterised by a high score on Dimension 4, the Dimension of modality and of expression of persuasion. Biber (1989) and confirms that MFT on average exhibit a register that is linguistically similar to professional letters. In conclusion, these findings suggest that MFTs are a special type of involved persuasive letter characterised by high scores on Dimension 4, the dimension of Overt Expression of Persuasion. Malicious texts are, on average, texts that are more Involved than many other written registers while at the same time focused on conveying information to or making a transaction with the addressee, whether this is abuse, a threat or an attempt to distribute malicious information. This transaction is, however, realised by strong expressions of overt persuasion which are typically manifested linguistically by high scores on Dimension 4, especially for those texts that contain a threat.
Conclusions
The aim of the present paper was to shed light on the register identity of MFTs which involve threat, abuse or spread of malicious information. The findings of the study presented in this paper are two-fold, as conclusions regarding the linguistic variability of MFTs can be drawn both at a general level of comparison with other English registers and at an internal level in terms of situational parameters.
On one hand, the analyses above have concluded that the register of MFTs is characterised by an involved and persuasive yet transactional character and that English
MFTs can be located within the typical text types of professional letters: Involved Persuasion.
Furthermore, this study has found that Dimension 4, Overt Expression of Persuasion, is a useful Dimension of variation that can distinguish threatening from non-threatening texts, thus confirming Gales' (2010) findings. Even though, as Fraser (1998) admits, it might be impossible to determine from the language alone whether an utterance is threatening, the 30 research presented in this paper suggests that it is indeed possible to understand with some degree of certainty whether a particular text is a malicious forensic threatening text based on an assessment of how modality and persuasive means are used.
In terms of MFTs' internal linguistic variation, the analyses above have suggested that the most relevant Dimensions of variation for the MFTs are Dimension 1, Dimension 4, and, to some extent, Dimension 2. Dimension 1, the Dimension of Involved vs Informational features, presented a strong pattern that was shown to be linked to the interpersonal distance or personal knowledge between interactants and seems, therefore, to account for the personal vs impersonal continuum of MFTs. Dimension 4, the Dimension of expression of persuasion and modality, was found to be a good discriminator of threatening and defaming texts and seems therefore to account for the threatening vs non-threatening continuum of MFTs.
Finally, Dimension 2, the Dimension of narrativity, was found to distinguish texts in which the harmful content is solely directed to the addressee from texts in which the harmful content is directed towards a third party. This Dimension would thus correspond to the degree of direction of harm to third party of a MFT. It follows that the most important situational parameters that can be used to describe MFTs are the parameters that correspond to these three clines of variation: personal knowledge, presence or absence of a threat and direction of harm.
These three clines thus form a space in which any MFT can be located similar to the graph presented in Figure 7 . This model not only represents an abstract summary of the findings of the present study but also constitutes a preliminary model that explains the most common patterns of linguistic and situational variation in MFTs. In conclusion, this study shows that it is possible to establish clines of variations across Dimensions that distinguish different types of MFTs and that correspond to variation in terms of their situational parameters. The importance of these findings for forensic linguistics lies in its possible applications for various domains. For forensic authorship analysis, this work could represent a start towards creating a model in which forensic linguists can operate when dealing with questioned MFTs, as knowledge of expected variation for frequencies of features can help to establish population-level distinctiveness (Grant, 2010; Nini and Grant, 2013) . For forensic linguists, judges, or legal professionals working on cases involving the question of whether a malicious act was or was not carried out, knowledge of the register identity of MFTs can help informing such decisions. This research also makes a step forward in bridging the gap between forensic linguists and professionals working on threat assessment. Finally, research of this type can generally increase our understanding of crimes committed using language, which can in turn affect law and policy makers.
In general, however, although a replication of this study using more data is needed, a better confirmation and expansion of the present study would be an experiment in which the conclusions proposed by this paper are empirically tested on samples that are controlled for other types of variation. These types of experiments are needed in order to reach safer conclusions and to develop a better working model that can predict and explain the language of malicious communication.
