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ABSTRACT
We explore the use of random forest and gradient boosting, two powerful tree-based
machine learning algorithms, for the detection of cosmic strings in maps of the cosmic
microwave background (CMB), through their unique Gott-Kaiser-Stebbins effect on
the temperature anisotropies.The information in the maps is compressed into feature
vectors before being passed to the learning units. The feature vectors contain various
statistical measures of processed CMB maps that boost the cosmic string detectability.
Our proposed classifiers, after training, give results improved over or similar to the
claimed detectability levels of the existing methods for string tension, Gµ. They can
make 3σ detection of strings with Gµ & 2.1×10−10 for noise-free, 0.9′-resolution CMB
observations. The minimum detectable tension increases to Gµ & 3.0×10−8 for a more
realistic, CMB S4-like (II) strategy, still a significant improvement over the previous
results.
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1 INTRODUCTION
The inflationary paradigm is the most widely accepted sce-
nario for seeding the structures in the Universe, so far pass-
ing observational tests with flying colors. There is, how-
ever, both theoretical and observational room for contri-
butions from alternative, well-motivated scenarios. Among
these are perturbations sourced by cosmic topological de-
fects formed at cosmological phase transitions. In particular,
cosmic strings (CS) are theoretically expected to be pro-
duced in the early Universe (Kibble 1976; Zeldovich 1980;
Vilenkin 1981; Vachaspati & Vilenkin 1984; Vilenkin 1985;
Shellard 1987; Hindmarsh & Kibble 1995; Vilenkin & Shel-
lard 2000; Sakellariadou 2007; Bevis et al. 2008; Depies 2009;
Bevis et al. 2010; Copeland et al. 1994; Sakellariadou 1997;
Sarangi & Tye 2002; Copeland et al. 2004; Pogosian et al.
2003; Majumdar & Christine-Davis 2002; Dvali & Vilenkin
2004; Kibble 2004; Henry Tye 2008). The detection of CS
would open a unique window to the physics of the early Uni-
verse (Kibble 1976; Zeldovich 1980; Vilenkin 1981; Vilenkin
& Shellard 2000; Firouzjahi & Tye 2005). Therefore a lot of
? E-mail: m.s.movahed@ipm.ir
effort has been put into developing powerful statistical tools
for cosmic string network detection and putting tight upper
bounds on the CS tension, parametrized by Gµ, where G
and µ represent Newton’s constant and the string’s tension,
respectively. The string tension is intimately related to the
energy of the phase transition epoch,
Gµ
c2
= O
(
$2
M2Planck
)
, (1)
where $ is the symmetry breaking energy scale, c is the
speed of light and MPlanck ≡
√
~c/G represents the Planck
mass. In this paper we work in natural units with ~ = c = 1.
A CS network would leave various imprints on cos-
mic microwave background (CMB) anisotropies. The Gott-
Kaiser-Stebbins (KS) effect (Kaiser & Stebbins 1984;
Gott III 1985; Stebbins 1988; Bouchet et al. 1988; Allen
et al. 1997; Pen et al. 1997; Ringeval & Bouchet 2012)
corresponds to the integrated Sachs-Wolfe effect caused by
moving strings. It produces line-like discontinuities on the
CMB temperature anisotropies (Hindmarsh 1994; Stebbins
& Veeraraghavan 1995) of the form
δT
T
∼ 8piGµvs. (2)
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Here vs is the transverse velocity of the string. The CS net-
work is also expected to produce extra CMB polarization
(Benabed & Bernardeau 2000; Danos et al. 2010; Bran-
denberger 2011; Bevis et al. 2007) and dipole modulation
(Ringeval et al. 2016).
CMB-based approaches to search for CS are quite di-
verse. For example, Ade et al. (2014, 2016) use the Planck
temperature power spectrum to get an upper bound of Gµ <
3.0 × 10−7 for Abelian-Higgs strings, which improves with
the Planck polarization1 to Gµ < 2.0 × 10−7 for Abelian-
Higgs strings (Lizarraga et al. 2016), to Gµ < 1.5 × 10−7
for Nambu-Goto strings (Lazanu & Shellard 2015) and to
Gµ < 1.1 × 10−7 for a multi-parameter fit to the uncon-
nected segment model (Charnock et al. 2016). In the search
for the CS network, one could exploit the non-Gaussianity
of CS-induced fluctuations, e.g., through measuring CMB
bispectrum, using Wavelet-based methods, or measurements
of the CMB Minkowski functionals. These searches lead to
Gµ < 8.8×10−7,Gµ < 7×10−7 andGµ < 7.8×10−7, respec-
tively (Hindmarsh et al. 2009, 2010; Ade et al. 2014; Regan
& Hindmarsh 2015; Ringeval 2010; Ducout et al. 2013).
Examples of real-space-based statistical methods are us-
ing the crossing statistics of CMB maps which yields the de-
tectability level of Gµ & 4.0×10−9 for noise-free simulations
(Movahed & Khosravi 2011), and using the unweighted Two-
Point Correlation Function (TPCF) of CMB peaks which
gives Gµ & 1.2 × 10−8 for noiseless, 1’-resolution maps
(Movahed et al. 2012). Some methods exploit the specific KS
pattern, i.e, the line-like discontinuities of CMB fluctuations.
Stewart & Brandenberger (2009) applied edge-detection al-
gorithms to find a minimum detectability of Gµ & 5.5×10−8
for a South Pole Telescope-like scenario and Hergt et al.
(2016) used wavelet and curvelet methods to claim a detec-
tion level of Gµ & 1.4× 10−7 for the third generation SPT.
In a recent paper we introduced a pipeline that ap-
plied various image processing and statistical tools to inves-
tigate the detectability of the CS network imprint on CMB
temperature maps (Vafaei Sadr et al. 2017). We claimed
CS detectability for strings with Gµ & 4.3 × 10−10 for
noiseless, 0.9′-resolution, 7.2◦ × 7.2◦ patches , and with
Gµ & 1.2 × 10−7 for CMB-S4-like (II) experiments. There
are also the quite recent neural network-based approaches,
giving Gµ & 2.3 × 10−9 for noiseless arcminute-resolution
maps (Ciuca & Hernandez 2017). Ciuca et al. (2017) use a
convolutional neural network to locate the position of the
CSs and get a limit of Gµ & 5 × 10−9. The tightest bound
on the CS tension, 10−14 ≤ Gµ ≤ 1.5 × 10−10, comes from
the gravitational wave emission of Nambu-Goto CS loops
(Ringeval & Suyama 2017; Blanco-Pillado & Olum 2017;
Blanco-Pillado et al. 2017). It should be noted, however,
that these constraints strongly depend on the string mi-
crostructure. Abelian-Higgs field-theory simulations indicate
that string loops decay mainly by the emission of massive
radiation and emit less gravitational waves than estimated
from Nambu-Goto simulations (Hindmarsh et al. 2017), thus
weaken the bounds. Constraints from CMB maps are there-
fore more robust and conservative.
In this work we propose to use machine learning (ML)-
1 Note that the Planck 2015 polarization data is preliminary at
large scales due to residual systematics.
based algorithms to search for the KS imprint of the CS
network on CMB data. The goal is to develop a detection
strategy capable of putting the tightest upper bound on the
CS tension through optimally exploiting the available infor-
mation accessible to the multi-scale pipeline of Vafaei Sadr
et al. (2017). For this purpose, we choose to use two tree-
based supervised classifiers: random forest (RF) and gradi-
ent boosting (GB).
In the following, after introducing our simulations (Sec-
tion 2), we explain our proposed strategy for CS detection
from CMB maps, through compressing the map informa-
tion into feature vectors (Section 3). The vectors are passed
to tree-based ML methods to search for CS imprints (Sec-
tion 4). We then describe in detail our proposed strategy in
reporting the results in cases with possibly biased measure-
ments (Section 5). Finally we present the results (Section 6)
and conclude with the discussion of the results (Section 7).
2 SIMULATIONS
Our simulations of the CMB sky closely follow Vafaei Sadr
et al. (2017) and consist of three components: the Gaussian
contribution G (including the primordial inflationary fluctu-
ations, as well as the secondary lensing effect), CS-induced
perturbations given by Gµ × S, with S describing the sim-
ulated normalized template for the CS signal (using the
Bennett-Bouchet-Ringeval code, Bennett & Bouchet 1990;
Ringeval et al. 2007) and Gµ setting its overall amplitude,
and the experimental noise N , described by white Gaus-
sian random fields parametrized by the corresponding SNR
(signal to noise ratio). Our 2-Dimensional sky map T (x, y)
is thus given by:
T (x, y) = B[G(x, y) +Gµ× S(x, y)] +N(x, y). (3)
B denotes the beam function, here taken to be the model
used in some ground-based observations (Fraisse et al. 2008;
White et al. 1999), with an effective FWHM≈ 0.9′, as well
as a Plank-like Gaussian beam with FWHM≈ 5′. The simu-
lated maps are square patches with sides Θ = 7.2◦, pixelized
into squares with resolution R = 0.42′. This yields a total
of 1024× 1024 pixels. For more details see Vafaei Sadr et al.
(2017).
3 DETECTION STRATEGY I:
PRE-PROCESSING
The CS detection algorithm of this work has two main steps.
The pre-processing step compresses information from maps
into feature vectors (each with 275 elements). The feature
vectors are then passed to the classifier unit for classification.
These two steps are briefly explained in this section and the
following.
The feature extraction step employs three layers of im-
age processors and statistical measures to produce a feature
vector as the input for the learning unit (Figure 1). The
first two layers aim at producing maps with enhanced CS
detectability (Figure 2), and the third layer quantifies the
deviation of certain statistical measures of the map from
those of the baseline model corresponding to null simulations
with no CS imprints. These layers can be briefly described
MNRAS 000, 1–7 (0000)
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Figure 1. A schematic view of the feature vector generation. For
a CMB map (input on left side) it produces a 275-dimensional
feature vector, here presented as a 25× 11 array (right side). The
vector includes all possible combinations of decomposers, filters
and statistical measures used in this work.
as:
(i) decomposers to disintegrate maps into scales relevant to
the signal of interest. The output is labeled as either none
(corresponding to the full map), WL (or wavelet2), or one of
the three curvelet components C5, C6 and C7, correspond-
ing to the three smallest scales3(Vafaei Sadr et al. 2017).
(ii) various filters to enhance edges. The output is labeled as
either none (corresponding to the full map), der (or deriva-
tive), lap (or Laplacian), sob (or Sobel) or sch (or Scharr).
(iii) different statistical measures applied on the filtered,
scale-decomposed maps. The measures are pdf (the prob-
ability distribution function), M2 to M7 (the second to sev-
enth statistical moments), cor (the map correlation func-
tion), Ψpp (the autocorrelation of peaks), Ψcc (the autocor-
relation of upcrossings) and Ψcp (the peak-upcrossing cross-
correlation). For a thorough description see Vafaei Sadr et al.
(2017). See also Rice 1944; Bardeen et al. 1986; Bond & Ef-
stathiou 1987; Ryden et al. 1989; Ryden 1988; Landy &
Szalay 1993; Matsubara 1996, 2003; Ducout et al. 2013;
Pogosyan et al. 2009; Gay et al. 2012; Codis et al. 2013.
For any given map, the final output of the pre-processor
is a feature vector with 275 elements, corresponding to all
combinations of processors from each layer (Figure 1). The
feature vector is then passed to the learning unit for classi-
fication, i.e. to RF and GB, to learn from simulations and
to estimate Gµ for new maps.
2 The wavelet used here is the Daubechies db12 (Daubechies
1990) with the mother function provided by the PyWavelets pack-
age, https://github.com/PyWavelets, and with the coefficients
low-pass filtered with a threshold of 3.
3 We used the Pycurvelet package (Vafaei Sadr et al. 2017) as
our 2D, discrete version of the curvelet transform (Candes et al.
2006). This package is the python-wrapped version of CurveLab,
http://www.curvelet.org/. We chose nscales = 7 and nangles =
10 as the curvelet transformation parameters.
Figure 2. All of the 25 outputs of the image processing layers of
the algorithm applied to a map with Gµ = 1.0× 10−7. The color
scale is logarithmic. These are then passed to the 11 statistical
measures, yielding the full set of 275 features.
4 DETECTION STRATEGY II: LEARNING
PROCESS
In this section we develop a machine-based algorithm to
estimate the Gµ’s of given CMB maps using their feature
vectors generated by the pre-processors. We use supervised
classifiers to build the data-driven model which maps the
feature vector x to the predictor y. More specifically, we use
the two powerful decision-tree-based ensemble methods: ran-
dom forest or RF (Breiman 2001) and gradient boosting or
GB (Friedman 2001) that combine a set of weak learners to
improve the prediction performance (Quinlan 1986; Kearns
1988; Opitz & Maclin 1999; Polikar 2006; Rokach 2010). The
tree, with its top-down greedy structure, starts from its root
corresponding to the full set of observations and splits suc-
cessfully into branches producing the prediction space. The
branching process is based on dividing samples into homo-
geneous sets considering the most significant differentiator
in input variables.
The RF classifier is based on growing many decision
trees and its prediction will be the decision with the highest
vote from all trees. The GB classifier, on the other hand,
is based on the gradual improvement of a sequence of mod-
els toward better prediction, usually with decision trees as
their base learners. This is achieved through improving the
model in a stage-wise manner by reducing an arbitrary loss
function, here taken to be L = √〈(y − yfid)2〉 where y and
yfid are the model and true (fiducial) values, respectively
(Friedman 2001).
It is important to note that not all features are ex-
pected to be independent or equally significant. The tree-
based learners report the importance of each feature based
on the impact of its changes on the classifying parameter,
here Gµ. This is called feature importance analysis and we
will use it to find elements of the feature vectors with the
most significant roles in CS detection. Feature analysis can
MNRAS 000, 1–7 (0000)
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help to enormously reduce the dimension of the feature space
without a practical impact on the machine’s performance
(Bermingham et al. 2015). Extra care needs to be taken in
dimensionality reduction since a too small number of fea-
tures may lead to experiment-dependent models with little
generality. In this work, we investigate the importance of
features by averaging their number of occurrences among
the top ten features through all machine learning models
(MLMs).
Overfitting is a common problem in non-parametric al-
gorithms due to their extreme flexibility. In overfitting, noise
and random correlations of the training set impact the model
and result in reduced sensitivity when confronted with new
observations that do not have those spurious features. Cross-
validation or CV, also used in this work, is a common pow-
erful technique to avoid this issue (Kohavi et al. 1995). The
training set is partitioned into smaller training sets as well
as a validation set. The model is made using the former
while the latter plays the role of a new observation to assess
how smoothly the method generalizes to new datasets. Here
we use a K-fold CV strategy where the original dataset is
randomly divided into K equal subsets with K − 1 subsets
forming the training sets and one the validation set. The
process is repeated K times to guarantee each subset is val-
idated once.
We divide the Gµ range used in this work (2.5×10−11 <
Gµ < 5 × 10−7 ) into Nclass = 18 classes, with equal sepa-
ration in lnGµ. A null class with Gµ = 0 is also considered.
The machine is trained by applying the RF and GB algo-
rithms as MLMs to the feature vectors of Ntrain = 1900
CMB maps, corresponding to Nsim = 100 simulations for
each class. Our training unit has NL = 100 MLMs with dif-
ferent seeds, each with a K = 10-fold cross validation. In
each folding 90 maps are used for training and the remain-
ing 10 maps of the class are used as the test set. The results
have been tested for robustness against various foldings. To
get a better control of the overfitting problem, we also gen-
erate a separate validation set with ten maps for each class.
This MLM can then be applied to any given CMB map to
estimate its level of CS contribution.
The trained MLM assigns to any input map a probabil-
ity vector ~P , corresponding to the Gµ of the classes ( ~Gµ).
We report the following (Bayesian) weighted average of the
Gµ as the predicted Gµ:
Gµpre = ~P . ~Gµ. (4)
Classifiers often suffer from the limitation that the classes
do not necessarily include the underlying parameter of an
observation. The above weighted averaging partially allevi-
ates this problem. It should be noted that a relatively flat
~P would reflect the limited power of the trained MLM in
discriminating between classes.
In the next section, we clarify in detail how we report
the machine’s output and translate it to the language of CS
detection and measuring its contribution.
5 DETECTING STRINGS OR MEASURING
THEIR TENSION?
Applying the detection strategy of the previous section
yields a distribution of Gµpre for any of the Gµfid classes.
This distribution is ideally peaked around the Gµfid, and
its dispersion is sourced by cosmic variance, as well as con-
tamination from primordial anisotropies and experimental
noise. There is also a subdominant contribution to the fluc-
tuations of Gµpre caused by the random seed of the MLMs
which would decrease as the number of MLMs increases.
We define the minimum detectable Gµ, or Gµdet, as the
minimum Gµ whose distribution can be distinguished, with
a maximum two-tail P-value of 0.0054, from all other Gµ
classes, including the null class. This minimum detection
states there is a significant deviation in the map from the
null hypothesis (with no string input). Note that this does
not necessarily imply an unbiased measurement of the CS
tension. We therefore define the minimum measurable Gµ,
or Gµmes, as the minimum Gµ above which the Gµpre’s are
unbiased. More precisely, Gµmes is the minimum Gµ whose
bias, defined as Gµbf−Gµfid is smaller than one sigma. Here
Gµbf is the best-fit Gµ in the distribution of Gµpre.
The next section presents the results of applying the
proposed strategy to simulated CMB maps corresponding
to several experimental cases (Vafaei Sadr et al. 2017).
6 RESULTS
In this work, we simulate CMB maps for five experimen-
tal setups: an ideal noise-free case, two CMB S4-like exper-
iments, an ACT-like and a Planck-like case. The Planck-
like simulations are smoothed with a Gaussian beam with
FWHM = 5′, while for the other four cases the effec-
tive beam is FWHM = 0.9′. The details of the experi-
mental settings are given in Vafaei Sadr et al. (2017). The
feature vector for each map is generated through its pre-
processing, which is then passed to the tree-based learning
unit of the algorithm. Figure 3 compares the feature impor-
tance of the three pre-processing layers for noise-free, ACT-
like and Planck-like cases, and for the two tree-based algo-
rithms considered in this work, namely RF and GB. We find
that the sixth and seventh curvelet components of the input
maps have the dominant role in the first pre-processing layer
for the noise-free case. That is expected since these compo-
nents contain the small-scale information which is impor-
tant for CS detection. On the other hand, the instrumental
noise contaminates the small scales most, making part of
the CS signal in these higher modes inaccessible. That ex-
plains the more important roles of C5 and WL for ACT-like
and Planck-like setups. The middle panels of Figure 3 indi-
cate that the classifiers have no significant preference for the
filters. However, the ACT-like scenario should be excepted
where Sobel seems to have a major impact on the results
if the RF classifier is used. In the third layer, the second
moment of the filtered maps is clearly the main player in
both RF and GB algorithms (right panels of Figure 3). The
results from feature analysis could enormously decrease the
computational cost of future analysis by helping to limit the
training process to the feature subspace with most signifi-
cant impact on the classification.
Table 1 presents the predictions of our proposed tree-
based detection strategy for the minimum detectable Gµdet.
Similarly, Table 2 reports the predicted Gµmes’s for the var-
ious experiments considered in this work. We find that for
a Planck-like experiment the detection limit is Gµdet ≈
MNRAS 000, 1–7 (0000)
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Figure 3. Feature importance report: the average number of times each feature appeared among the top ten features, for each layer of
the pre-processor, for the RF (top) and GB (bottom) learner.
Table 1. The minimum detectable Gµ, or Gµdet, for the two
tree-based algorithms, GB and RF, and for the five experimental
setups.
experiment Gµdet(GB) Gµdet(RF)
noise-free 4.3× 10−10 2.1× 10−10
CMB-S4-like (II) 1.2× 10−7 3.0× 10−8
CMB-S4-like (I) 1.2× 10−7 1.2× 10−7
ACT-like 1.2× 10−7 1.2× 10−7
Planck-like 7.0× 10−7 5.0× 10−7
5× 10−7, while the Gµmes is above the upper bound of Gµ
range considered in the simulations of the training process.
This means that our method is capable of detecting traces
of CS with high significance for a Gµ as low as 5 × 10−7.
However, this method, with its current Gµ range and fidu-
cial classes, can not make an unbiased measurement of such
small string tensions. For a noise-free observation of the sky,
the algorithm can distinguish the traces of CS networks
down to 2.1 × 10−10, and can correctly estimate the level
of CS contribution for Gµ above Gµmes ≈ 3.6× 10−9.
Note that Table 2 only reports the minimum measurable
Gµ’s and not their associated errors. That is because the
uncertainties in our measurements are dominated by the bin
size of Gµ classes, and not the statistical error. Therefore,
for a class with Gµfid, the uncertainty in the measurement
is σGµ = ∆ lnGµ×Gµfid, irrespective of the experiment.
Table 2. Similar to Table 1 but for minimum measurable Gµ’s,
or Gµmes’s.
experiment Gµmes(GB) Gµmes(RF)
noise-free 3.6× 10−9 3.6× 10−9
CMB-S4-like (II) 1.2× 10−7 1.2× 10−7
CMB-S4-like (I) 1.2× 10−7 2.5× 10−7
ACT-like 2.5× 10−7 2.5× 10−7
Planck-like 1.0× 10−6 1.0× 10−6
7 DISCUSSION
We proposed a tree-based machine learning algorithm for
detecting and measuring the trace of CS-induced signals on
CMB maps, simulated for various observational scenarios.
Our simulations consisted of 1900 maps, passed through the
pre-processing unit of the algorithm to form the feature vec-
tors, which are the inputs to the classifiers. The simulations
correspond to 18 classes of Gµ in the range Gµ = 2.5×10−11
to 5× 10−7, with equal spacing in lnGµ, and one null class.
Out of these maps, 90% were used for training the classifiers
(here taken to be random forest and gradient boosting) and
the rest as test sets. We performed feature analysis on the
feature vectors to find the significance of the role of each fea-
ture for the classification. The results can be a major help
in reducing the computational cost of future analysis by de-
creasing the dimension of the feature space and limiting the
analysis to the most significant features. As general results
we can state that the scale of curvelet components should
MNRAS 000, 1–7 (0000)
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be matched to the effective resolution of experiments in the
presence of experimental noise, larger-scale curvelet compo-
nents are the more important decomposers. For filters it is
difficult to make a definite recommendation, while the sec-
ond moment is the most important statistical measure in
the classification process.
We find that, for each experimental case, three Gµ
regimes can be distinguished, whose boundaries marked by
the Gµdet and Gµmes. For Gµ’s greater than Gµmes, the al-
gorithm is capable of measuring the CS contribution, with
no bias and with an error determined by the bin size of that
class. For Gµ’s smaller than Gµmes but larger than Gµdet,
the algorithm can detect the signal, but cannot always make
an unbiased measurement of its level. For Gµ’s smaller than
Gµdet, the CS signals are not reliably detected by the al-
gorithm. The predicted Gµdet for a noise-free experiment is
2.1×10−10. This bound is, to the best of our knowledge, well
below the claimed detectability levels by other methods on
noise-less maps. Compare, e.g., to the detectability bound of
Gµ & 4.0× 10−9 from crossing statistics (Movahed & Khos-
ravi 2011), Gµ & 1.2×10−8 from the unweighted Two-Point
Correlation Function of CMB peaks (Movahed et al. 2012),
Gµ & 6.3× 10−10 from Wavelet domain Bayesian denoising
algorithm (Hammond et al. 2009), Gµ & 2.3 × 10−9 from
the Neural network-based approaches (Ciuca & Hernandez
2017) and Gµ & 4.3× 10−10 from a multi-scale pipeline for
CS detection (Vafaei Sadr et al. 2017). The minimum de-
tectable tension in this work for a CMB-S4-like (II) exper-
iment, Gµ & 3.0 × 10−8, is a major improvement over the
claimed detectability level by the above multi-scale pipeline,
Gµ & 1.2 × 10−7. For a Planck-like case, the minimum de-
tectable Gµ is 5 × 10−7, comparable to the current upper
bounds from Planck data (Ade et al. 2014). Both classifica-
tion methods seem to perform at a similar level, with RF
appearing slightly more powerful based on the numbers in
Tables 1 and 2.
An important and immediate improvement to this work
is to devise and apply debiasing techniques to remove the
gap between Gµmes and Gµdet. Given the continuous na-
ture of the problem, one might also expect that using a
regressor would improve the results. That is because clas-
sifiers, by construction, are the method of choice in cat-
egorization problems while regressors in general are more
suited for parameter estimation with continuous parameter
ranges. It should be noted that using Bayesian averaging
(Eq. 4) in the parameter measurement step partially con-
verted the classifiers of this work into regressors. We leave
the full treatment of regressor-based algorithms for CS de-
tection to future work.
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