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We study nonnegative solutions of the equation ut=2u+a(x) u p in Rd, t>0,
under the assumption that a(x) } 0 is on the order |x|m, for m # (&2, ), or that
0  a(x)C |x|&2. Extending the classical result of Fujita and more recent results
of Bandle and Levine and of Levine and Meier, we find a critical exponent
p*= p*(m, d) such that if 1<pp*, then there exist no solutions that are global in
time, while if p>p*, then there exist both global and nonglobal solutions.  1997
Academic Press
1. INTRODUCTION AND STATEMENT OF RESULTS
In this paper, we study the existence and nonexistence of nonnegative
global solutions for the equation
ut=2u+a(x) u p in Rd, (1.1)
where 0  a(x) # C:(Rd) and p>1. Since the nonlinearity, a(x) u p, is
locally Ho lder continuous in x and locally Lipschitz in u, it follows from
standard results that any solution u(x, t)0 of the equation
ut=2u+a(x) u p, x # Rd, t # (0, T)
(1.2)
u(x, 0)=u0(x) } 0, x # Rd
is in fact classical; that is, u # C2, 1(Rd_(0, T)) & C(Rd_[0, T)). If for a
certain choice of initial data u0(x) } 0, there exists a function u(x, t)0
which satisfies (1.2) for all T>0, then u(x, t) is called a global solution of
(1.1) with initial data u0(x). On the other hand, if for a certain choice of
initial data u0(x) } 0, there does not exist a function u(x, t)0 satisfying
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(1.2) for all T>0, then (1.1) with initial data u0(x) is said not to possess
a global solution.
In the case a(x)#1, the well-known result of Fujita’s [4, 5] states that
if p>1+(2d ), then (1.1) possesses both global and nonglobal solutions,
and in particular, if u0(x)$ exp(&k |x| 2), for some k>0 and for $>0
sufficiently small, depending on k, p and d, then the solution to (1.1) is
global. On the other hand, if 1<p<1+(2d ), then (1.1) does not possess
any global solution u(x, t) satisfying
u(x, t)M exp( |x|;), t0, x # Rd, (1.3)
for some ; # (0, 2) and some M>0. In the borderline case, p=1+(2d ), it
was shown by Hayakawa [6] for dimensions d=1, 2 and by Kobayashi,
Sino, and Tanaka [7] and Aronson and Weinberger [1] for all d1 that
(1.1) possesses no global solution u(x, t) satisfying
&u( } , t)&<, for t0. (1.4)
Weissler [11] proved that if p=1+(2d ), then (1.1) possesses no global
solutions u(x, t) satisfying
&u( } , t)&q<, for t0 and some q # [1, ). (1.5)
Every paper I have come across concerning nonexistence of global solu-
tions, or ‘‘finite time blow-up’’ as it is sometimes imprecisely called (see Ball
[2]), makes an a priori growth assumption on the solution. Most fre-
quently, the growth condition (1.4) is assumed. Occasionally, (1.3) or (1.5)
is assumed, and sometimes a subexponential growth rate is assumed (see
(1.11) below). Thus, I emphasize that this paper considers all positive solu-
tions to (1.1). The following theorem will be proved.
Theorem. Consider (1.1) with 0  a # C:(Rd).
1. Assume that for large |x| and constants c1 , c2>0,
c1 |x|ma(x)c2 |x|m, m> &1. (1.6)
a. If 1<p1+(2+m)d, then (1.1) does not possess global solu-
tions, for any choice of initial data u0(x) } 0.
b. If p>1+(2+m)d, then (1.1) possesses both global and non-
global solutions.
2. Assume that for large |x| and constants c1 , c2>0,
c1 |x|ma(x)c2 |x| m, m # (&2, &1]. (1.7)
153SOLUTIONS FOR ut=2u+a(x) u p IN Rd
File: 505J 319603 . By:CV . Date:11:12:96 . Time:15:13 LOP8M. V8.0. Page 01:01
Codes: 2429 Signs: 1548 . Length: 45 pic 0 pts, 190 mm
a. If d=1 and 1<p2, or if d2 and 1<p1+(2+m)d, then
(1.1) does not possess global solutions, for any choice of initial data
u0(x) } 0.
b. If d=1 and p>2, or if d2 and p>1+(2+m)d, then (1.1)
possesses both global and nonglobal solutions.
3. Assume that for large |x| and a constant c2>0
a(x)c2 |x|&2. (1.8)
a. If d=1 and 1<p2, then (1.1) does not possess global solutions,
for any choice of initial data u0(x) } 0.
b. If d=1 and p>2, or if d2 and p>1, then (1.1) possesses both
global and nonglobal solutions.
Furthermore, in cases 1(b), 2(b), and 3(b), we have:
If u0(x)$ exp(&k |x| 2), for some k>0, and for $>0
sufficiently small, depending on k, p, d, and a, then the solu-
tion is global. (1.9a)
For any domain D on which a(x)0, there exists an M,
depending on D, p, d and a, such that if u0(x)M on D,
then the solution is not global. (1.9b)
Finally, in the case of constant initial data, u0(x)=$>0, we have for all
p>1:
If d=1 or 2, then for all $>0, the solution is not global. (1.10a)
If d3 and a(x)c |x|&2, for sufficiently large |x| and
some c>0, then for all $>0, the solution is not global. (1.10b-i)
If d3 and a(x)|x|&2&=, for sufficiently large |x| and
some =>0, then the solution is global for $ sufficiently
small. (1.10b-ii)
Remark 1. Bandle and Levine [3] treated (1.1) when a(x)=|x|m,
m&2, and when Rd is replaced by a cone, D=(0, )_0/Rd,
0/Sd&1, d2, with 0 possessing positive d&2 dimensional measure.
They call a solution regular if it satisfies a certain growth condition at the
vertex as well as the following growth condition at :
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lim
r  
e&kr |
0
|u(r, %, t)| dS%=0, \k>0,
(1.11)
lim
r  
e&kr |
0
|ur(r, %, t)| dS%=0, \k>0.
Let #+ denote the positive root of #(#+d&2)=|1 , where |1>0 is the
smallest Dirichlet eigenvalue of the Laplace-Beltrami operator on 0. Ban-
dle and Levine proved that if 1<p<1+(2+m)(d+#+), then (1.1) does
not possess any global regular solutions. Partial results were obtained
for the case p>1+(2+m)(d+#+). These results were complemented
by Levine and Meier [9] who showed that if m0 and p>1+
(2+m)(d+#+), then there exist global regular solutions. The proof of
Bandle and Levine, restricted to the case m>0, and the proof of Meier and
Levine work just as well when D=Rd, in which case #+=0. Thus, in the
case D=Rd, the work of the above authors gives the following result for
a(x)=|x|m, m>0:
If 1<p<1+
2+m
d
, then (1.1) does not possess global
solutions u(x, t) satisfying (1.11). (1.12a)
If p>1+
2+m
d
, then (1.1) possesses global solutions
u(x, t) satisfying (1.11). (1.12b)
Therefore, the present theorem, when restricted to the case m>0 and
1<p<1+(2+m)d is stronger than (1.12a) since it treats all solutions,
not just the class of solutions satisfying (1.11).
In the case m>0 and p=1+(2+m)d, and in the case m<0 and p>1,
the results are completely new.
Remark. 2. Even in the case m=0, the proof given in this paper has its
virtue. Fujita’s proof [5] of nonexistence of global solutions satisfying (1.3)
for 1<p<1+(2d ), and Weissler’s proof [11] of nonexistence of global
solutions satisfying (1.5) for p=1+(2d ) are quite straightforward;
however the proofs of nonexistence of global solutions satisfying (1.4) for
p=1+(2d ) given by Hayakawa [6], Kobayashi, Siaro, and Tanaka [7],
and Aronson and Weinberger [1] are all quite technical. The present
proof, while not as simple as Fujita’s or Weissler’s proof, is considerably
less technical than the latter three proofs. Furthermore, it treats all positive
solutions, not just those satisfying (1.3), (1.4), or (1.5). We note, however,
that when used in conjunction with Lemma 1 below, the proofs of
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Hayakawa and of Aronson and Weinberger actually do show nonexistence
of global solutions without the restriction (1.4).
Remark 3. Note that in the case that a(x) has compact support, the
theorem states that if d=1 and 1<p2, then (1.1) does not possess global
solutions, for any choice of initial data u0(x)z 0, while if d=1 and p>2,
or if d2 and p>1, then (1.1) possesses both global and nonglobal solu-
tions.
Remark 4. We will denote the critical exponent by p*= p*(m, d ),
where d denotes the dimension and m is defined as follows: If a(x) satisfies
(1.6) or (1.7), then m>&2 denotes the exponent which appears there,
while if a(x) satisfies (1.8), then m=&2. Note that we have defined m=&2
even when a(x) decays at a faster rate than |x| &2. According to the theorem,
p*=1+
2+m
d
, for d2 and m>&2,
and for d=1 and m> &1, (1.13)
p*=2, for d=1 and &2m &1.
When d2 and m=&2, there exist global solutions for all p>1; in this
case we will say that there is no critical exponent. See Levine [8] for a fine
survey article on critical exponents for nonlinear heat equations.
In Section 2, we prove that there are no global solutions if 1<pp*;
that is, we prove parts 1(a), 2(a), and 3(a) of the theorem. In fact, we give
two proofs of nonexistence of global solutions. Since both proofs depend
on the same series of preliminary lemmas, the inclusion of a second proof
comes at very little expense. The first proof only covers the case 1<p<p*,
whereas the second one works for 1<pp*. There are two reasons we
have chosen to include the first proof. First of all, in contrast to all other
cases where it works neatly, the second proof is a bit awkward in the
case 1+(2+m)d<pp*. (This case only occurs when d=1 and
3+m<p2.) The first proof, on the other hand, works neatly with all
choices of m and d for 1<p<p*. Second of all, the first proof involves a
method that may be useful for other problems concerning nonexistence of
global solutions.
In Section 3, we prove that for p>p*, there exist global solutions for suf-
ficiently small initial data, and there exist nonglobal solutions for suf-
ficiently large initial data; that is, we prove parts 1(b), 2(b), 3(b), and
statement (1.9) of the theorem. In this section we also prove statement
(1.10) concerning the case of constant initial data.
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Throughout the rest of the paper, we will use the notation
p(t, x, y)=(4?t)&d2 exp \&| y&x|
2
4t + .
2. THE CASE 1<pp*
We begin with two simple lemmas.
Lemma 1. If u(x, t) satisfies (1.2) for every T>0, then
u(x, t)|
Rd
p(t, x, y) u0( y) dy+|
t
0
|
Rd
p(t&s, x, y)
_a( y) u p( y, s) dy ds, x # Rd, t>0. (2.1)
Remark. It can be shown that if
lim
r  
exp(&=r2) sup
|x|=r
u(x, t)=0, for all =>0 and all t0,
then (2.1) is in fact an equality.
Proof. Let pn(t, x, y) denote the Green’s function for 2&(t) in
Bn #[x # Rd : |x|<n]. Then it follows that
u(x, t)=|
Bn
pn(t, x, y) u0( y) dy+|
t
0
|
Bn
pn(t&s, x, y) a( y) u p( y, s) dy ds
&|
t
0
|
Bn
pn(s, x, y)
&( y)
u( y, s) dy ds, (2.2)
where &( y) denotes the outward unit normal to Bn at y # Bn . Now (2.1)
follows from (2.2) by letting n   and noting that pn(t, x, y) increases to
p(t, x, y) and that, by the Hopf maximum principal, (pn(s, x, y))
(&( y))0. (For the proof that pn(t, x, y)  p(t, x, y), see the Note Added
in Proof at the end of the paper.) K
Lemma 2. If u(x, t) satisfies (1.2) for every T>0, then there exist
t0 , c>0 such that
u(x, t)ct&d2 exp \&|x|
2
2t +, for t0, x # Rd. (2.3)
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Proof. Since u0(x) } 0, it follows from (2.1) that
u(x, t)= |
B=( y0)
p(t, x, y) dy, for some =>0 and some y0 # Rd, (2.4)
where B=( y0) denotes the ball of radius =>0 centered at y0 . Using the
inequality | y&x| 22 | y| 2+2 |x| 2, it follows that
p(t, x, y)(4?t)&d2 exp \&| y|
2
2t
&
|x| 2
2t +
=2&d2p((12) t, 0, y) exp \&|x|
2
2t + . (2.5)
From (2.4) and (2.5) we obtain
u(x, t)= 2&d2 exp \&|x|
2
2t + |B=( y0) p((12) t, 0, y) dy
==(4?)&d2 t&d2 exp \&|x|
2
2t + |B=( y0) exp \&
| y| 2
2t + dy. (2.6)
From (2.6), it follows that (2.3) holds with t0=1 and some appropriate
c>0. K
We now state the key technical proposition for proving nonexistence of
global solutions.
Proposition 1. Assume that u(x, t) satisfies (1.2) for all T>0 and that
u(x, t)ctl exp \&|x|
2
t + , for tt0 , x # Rd, (2.7)
where t0 , c>0 and l # [&(d2), ). Then in fact there exist constants
C, t1>0 such that
u(x, t)Ct1+lp+q(m, d ) exp \&|x|
2
t + ,
for tt1 , if 1+lp+q(m, d )>&
d
2
,
(2.8)
u(x, t)Ct&d2 log(1+t) exp \&|x|
2
t + ,
for tt1 , if 1+lp+q(m, d )=&
d
2
,
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where
q(m, d )=
m
2
, (m, d ) # ((&2, )_[2, )) _ ((&1, )_[1]),
(2.9)
q(m, 1)=&
1
2
, m # [&2, &1],
and m is as defined in Remark 4.
We postpone the proof of this technical proposition until the end of the
section and proceed to prove the nonexistence of global solutions.
The following result is an immediate consequence of Proposition 1 and
Lemma 2.
Lemma 3. Assume that u(x, t) satisfies (1.2) for all T>0.
(i) If 1<pp*, then there exist c, t0>0 such that
u(x, t)ct&d2 log(1+t) exp \& |x|
2
t + , for tt0. (2.10)
(ii) If 1<p<p*, then for any r>0 there exists cr , tr>0 such that
u(x, t)crtr exp \&|x|
2
t + , for ttr .
In particular then,
lim
t  
u(x, t)=, uniformly for x in compact subsets of Rd. (2.11)
Here p*= p*(m, d ) is the critical exponent defined in Remark 4.
Proof. (i) By Lemma 2, (2.7) holds with l=&d2. From the definitions
of q(m, d ) and p*(m, d ) in (2.9) and Remark 4 respectively, the condition
1<pp* guarantees that 1+(&d2) p+q(m, d )&d2. Thus, part (i)
follows by applying Proposition 1 with l=&d2.
(ii) Define the affine transformation M by Ml=1+ pl+q(m, d ),
for l # R. The transformation M has a unique fixed point at l=
(&q(m, d )&1)( p&1), and Ml>l, for l>(&q(m, d )&1)( p&1). The
condition 1<p<p*(m, d ) guarantees that &d2>(&q(m, d )&1)( p&1);
thus, M(&d2)>&d2 and
lim
n  
Mn \&d2+=. (2.12)
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By Lemma 2, (2.7) holds with l=&d2. Thus, after applying n iterations of
Proposition 1, we obtain
u(x, t)CntM
n(&d2) exp \&|x|
2
t +, for ttn . (2.13)
Part (ii) of the lemma now follows from (2.12) and (2.13). K
First Proof of Nonexistence of Global Solutions (1<p<p*). We will
assume that u(x, t) satisfies (1.2) for all T>0, and come to a contradiction.
Let D/Rd be a smooth, bounded domain satisfying $#infx # D a(x)>0.
Following the proof of [5, Theorem 2.6], define F(t)=D u(x, t) ,0(x) dx,
where ,0>0, normalized by D ,0(x) dx=1, is the eigenfunction
corresponding to the principal eigenvalue, *0>0, of &2 in D. Choose
M>0 satisfying $M p&1>*0 . By (2.11), there exists a { for which
infx # D u(x, {)M. Let &( y) denote the outward unit normal to D at
y # D. Integrating by parts, using the fact that ,0=0 and {,0 } &0 on
D, and applying Jenson’s inequality, we obtain
F $(t)=|
D
ut(x, t) ,0(x) dx|
D
(2u(x, t)+$u p(x, t)) ,0(x) dx
&*0F(t)+$ |
D
u p(x, t) ,0(x) dx&*0F(t)+$Fp(t). (2.14)
At t={, the right hand side of (2.14) is greater than or equal to
$M p&*0M>0. Since p>1, it follows from (2.14) that F(t) blows up at
some finite time after {; that is, there exists a T>{ such that
limt  T F(t)=. This then implies that
sup
t # [0, T )
x # D
u(x, t)=,
which is a contradiction since u satisfies (1.2) for all T>0. K
We break the second proof of nonexistence of global solutions into two
cases. Recall from (1.13) that p*1+(2+m)d, with equality holding for
all values of d and m except d=1 and &2m< &1, in which case p*=2.
Case I is the case that 1<p1+(2+m)d. Thus, for d2, or for d=1
and m&1, this case covers all values of p # (1, p*]. This case also covers
certain values of p # (1, p*) if d=1 and &2<m<&1. Case II is the case
that d=1, &2m<&1, and 3+m<p2. (Recall that if d2 and
m=&2, then there is no critical exponent.)
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Second Proof of Nonexistence of Global Solutions. Case I: 1<p
1+(2+m)d. We will assume that u(x, t) satisfies (1.2) for all T>0 and
come to a contradiction. For n>0, define
Fn(t)=|
n|x|2n
u(x, t) ,n(x) dx,
where ,n(x)>0, normalized by Dn ,n(x) dx=1, is the eigenfunction
corresponding to the principal eigenvalue, *n , for &2 in Dn #[n<|x|<
2n]/Rd. Similar to the previous proof, we will show that for an
appropriate choice of n, Fn blows up in finite time, thereby contradicting
the assumption that u(x, t) is a global solution. Since Dn contains a
d-dimensional cube of length kn for an appropriate constant k # (0, 1), it
follows that *n satisfies
*n
c
n2
, (2.15)
where c>0 depends only on the dimension d. By assumption, m>&2;
therefore, a(x) satisfies either (1.6) or (1.7). Thus, there exist a #>0 and an
n0 such that
a(x)# |x|m, for |x|n0 . (2.16)
Let &(x) denote the outward unit normal to Dn at x # Dn . Integrating by
parts, using (2.15), (2.16), and the fact that ,n=0 and {,n } &0 on Dn ,
and applying Jenson’s inequality, we obtain for nn0 ,
F $n(t)=|
Dn
ut(x, t) ,n(x) dx=|
Dn
(2u(x, t)+a(x) u p(x, t)) ,n(x) dx
&*nFn(t)+#nm |
Dn
u p(x, t) ,n(x) dx&
c
n2
Fn(t)+#nmFpn(t).
(2.17)
If for some nn0 , we find a Tn such that
&
c
n2
Fn(Tn)+#nmFpn(Tn)>0,
or equivalently,
Fp&1n (Tn)>
c
#
n&m&2, (2.18)
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then since p>1, it will follow from (2.17) that Fn(t) blows up in finite time.
From (2.10), there exists a constant C>0 such that
u(x, n2)Cn&d log(1+n2), for |x|2n, and n sufficiently large. (2.19)
From (2.19), we obtain for sufficiently large n,
Fn(n2)=|
Dn
u(x, n2) ,n(x) dxCn&d log(1+n2). (2.20)
By assumption, 1<p1+(2+m)d, or equivalently, &d( p&1)&m&2.
Thus, from (2.20), we conclude that (2.18) holds with Tn=n2 and n suf-
ficiently large. K
Remark. In the first proof above of nonexistence of global solutions, we
showed that the assumption that u(x, t) is a global solution of (1.1) leads
to the conclusion that the function F(t)=D u(x, t) ,0(x) dx blows up in
finite time. In the second proof, that assumption led to the conclusion that
for n sufficiently large, the function Fn(t)=D u(x, t) ,n(x) dx blows up in
finite time. Such blow up of course implies that there exists a T* such that
lim
t  T*
sup
x # G
u(x, t)=, (2.21)
where G denotes generically the bounded domain D or Dn . As Ball [2] has
pointed out many authors have concluded from such arguments that the
solution u(x, t) of (1.1) in fact satisfies (2.21). He notes that a conclusion
like (2.21) was obtained under the assumption that u(x, t) is global, and
thus proves that u(x, t) is not global. However, perhaps, the solution in fact
stopped existing at some time prior to T*due, for example, to its being
too large (but finite) or too unsmooth. We also note that if one considers
bounded solutions u(x, t) of (1.1), then a result such as Theorem 6.1.4 in
Pazy [10] states that if the solution is nonglobal, then there exists a T*
such that limt  T* supx # Rd u(x, t)=. This, however, does not rule out the
possibility of extending u(x, t) past T* as an unbounded solution.
Therefore, in the case of unbounded solutions, since factors other than
the size of the solution (for instance, its lack of smoothness) have not been
ruled out as culprits for nonglobal existence, we note that if a solution
u(x, t) of (1.1) has been proven to be nonglobal, it does not follow from
comparison theorems that the same is true for the solution u^(x, t) of (1.1)
with a(x) and u0(x) replaced by a^(x) and u^0(x), where a^(x)a(x) and
u^0(x)u0(x). These remarks, important in and of themselves, should be
kept in mind in particular for the proof below, where we make proper use
of a comparison theorem.
Case II : d=1, &2m<&1, 3+m<p2. (The proof we give
actually works for d=1, m&2, and 1<p2.) In the special case that
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0Z a(x), u0(x) # C(R) are even, compactly supported functions, nonincreas-
ing on [0, ), we will make an argument, part of which is similar to the one
made above in Case I, to show that there exists a T*< such that
lim
t  T*
u(0, t)=. (2.22)
We now indicate how the nonexistence of global solutions for arbitrary
a(x)z 0, u0(x)z 0 follows from this special case. Assume that u(x, t)
satisfies (1.2) for all T>0, where a(x)z 0 and u0(x)z 0 arbitrary. Without
loss of generality, we may assume that u0(x)>0, for all x # R. To see this,
just note that v(x, t)#u(x, t+1) is also a solution and by Lemma 2,
v(x, 0)>0, for all x # Rd. Since a(x)z 0 and u0(x)>0, we can find a point
x0 # R and smooth, compactly supported functions a^(x)z 0, u^0(x)z 0,
symmetric with respect to x0 and nonincreasing on [x0 , ), such that
a(x)a^(x) and u0(x)u^0(x). Without loss of generality, we may assume
that x0=0, that is, that a^ and u^0 are even functions. Let u^(x, t) denote the
solution to (1.1) with a and u0 replaced by a^ and u^0 . Then (2.22) holds
with u replaced by u^. By a standard comparison theorem, we have
u(x, t)u^(x, t), for x # R and 0t<T*. Thus, sup0t<T* u(0, t)=,
which contradicts the assumption that u(x, t) is global.
It remains to show that (2.22) holds under the assumption that 0Z a(x),
u0(x) # C(R) are even, compactly supported functions, nonincreasing on
[0, ). By Theorem 6.1.4 in Pazy [10], there exists a unique bounded
solution u(x, t) to (1.1) defined on a maximal interval [0, T*) with
T* # (0, ], and such that
lim
t  T*
sup
x # R
u(x, t)=, if T*<. (2.23)
Since a and u0 are even functions, it follows that u(&x, t) is also a solution;
thus, by uniqueness, u(x, t) is also an even function of x. The function
w(x, t)#ux(x, t) is an odd function of x and satisfies the equation
wt=wxx+ pa(x) u(x, t) p&1 w+a$(x) u(x, t), for x0, t>0
w(x, 0)=u$0(x)0, for x0,
w(0, t)=0, for t0.
Since a$0, it follows from the maximum principal that ux(x, t)0, for
x0, t0. Thus, for each t0, u(x, t) is nonincreasing for x # [0, ) and
nondecreasing for x # (&, 0]. In particular,
sup
x # R
u(x, t)=u(0, t), for t0. (2.24)
Now (2.22) will follow from (2.23) and (2.24) if we show that T*<.
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To show that T*<, we make an argument similar to the one used
above in Case I. Assume to the contrary that T*=, that is, that u(x, t)
satisfies (1.2) for all T>0. For n>0, define,
Fn (t)=|
n
&n
u(x, t) ,n(x) dx,
where ,n , normalized by n&n ,n(x) dx=1, is the eigenfunction correspond-
ing to the principal eigenvalue, *n , for &2x2 on (&n, n). In fact,
,0(x)=?(4n) cos(?x)(2n) and *n=?2(4n2). To complete the proof, we
will show that for an appropriate choice of n, Fn blows up in finite time.
An integration reveals that for each $ # (0, 1), there exists an =>0 such that
$&$ ,n(x) dx=n, for n1. Using this along with the fact that a(0)>0
and that u p(x, t) is nonincreasing on [0, ) and nondecreasing on
(&, 0], it is an easy exercise to show that there exists a c>0 such that
|
n
&n
a(x) u p(x, t) ,n(x) dx

c
n |
n
&n
u p(x, t) ,n(x) dx, for all n1, t0. (2.25)
Integrating by parts, using (2.25), noting that ,$n(n)<0 and ,$n(&n)>0,
and applying Jenson’s inequality, we obtain for n1
F $n(t)=|
n
&n
ut(x, t) ,n(x) dx=|
n
&n
(u"(x, t)+a(x) u p(x, t)) ,n(x) dx
&*nFn(t)+
c
n |
n
&n
u p(x, t) ,n(x) dx &
?2
4n2
Fn(t)+
c
n
Fpn(t). (2.26)
If for some n1, we find a Tn such that &?2(4n2) Fn(Tn)+
(cn) Fpn(Tn)>0, or equivalently,
Fp&1n (Tn)>
?2
4cn
, (2.27)
then since p>1, it will follow from (2.26) that Fn(t) blows up in finite time.
From (2.10), there exists a C>0 such that
u(x, n2)Cn&1 log(1+n2), for |x|n and n sufficiently large. (2.28)
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From (2.28), we obtain for sufficiently large n,
Fn(n2)=|
n
&n
u(x, n2) ,n(x) dxCn&1 log(1+n2), for n sufficiently large.
(2.29)
Since 1<p2, it follows from (2.29) that (2.27) will hold with Tn=n2 and
n sufficiently large. K
We now return to prove Proposition 1. For the proof, we will need the
following lemma which will also be used in the next section for the proof
of the existence of global solutions when p>p*.
Lemma 4. (i) Let m> &d. If a(x)0 satisfies c~ 1 |x|ma(x)c~ 2 |x|m
for large |x| and for constants c~ 1 , c~ 2>0, then there exist constants c1 , c2>0
such that
c1 tm2|
Rd
p(t, 0, y) a( y) dyc2 tm2, for t1.
(ii) If a(x)0 satisfies c~ 1 |x|&da(x)c~ 2 |x|&d for large |x| and for
constants c~ 1 , c~ 2>0, then there exist constants c1 , c2>0 such that
c1 t&d2 log(1+t)|
Rd
p(t, 0, y) a( y) dyc2 t&d2 log(1+t), for t1.
(iii) Let m<&d. If a(x) } 0 satisfies a(x)C(1+|x|m), for some
constant C>0, then there exist constants c1 , c2>0 such that
c1t&d2|
Rd
p(t, 0, y) a( y) dyc2 t&d2, for t1.
Proof. We leave this exercise in advanced calculus to the reader. K
Proof of Proposition 1. Our argument, though technically simpler, is some-
what similar in flavor to the argument used by Aronson and Weinberger
[1] in their proof of nonexistence of global solutions in the case a(x)=1
and p=1+(2d ). From (2.1) and (2.7), it follows that
u(x, t)c p |
t
t0
|
Rd
p(t&s, x, y) a( y) exp \&p | y|
2
s + slp dy ds, tt0 . (2.30)
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Using the equality
exp \&| y&x|
2
4(t&s)
&
p | y| 2
s +=exp \&
1
4r(s, t)(t&s)
| y&r(s, t) x| 2+
_exp \&pr(s, t)s |x| 2+ ,
where r(s, t)=s(s+4p(t&s)), (2.30) can be rewritten as
u(x, t)c p |
t
t0
|
Rd
p(r(s, t)(t&s), r(s, t) x, y) exp \&pr(s, t)s |x| 2+
_a( y) slp(r(s, t))d2 dy ds, for tt0 . (2.31)
The inequality | y&kx| 22 | y| 2+2k2 |x| 2, for k # R, gives
p({, kx, y)(4?{)&d2 exp \&| y|
2
2{
&
k2 |x| 2
2{ +
=2&d2p((12) {, 0, y) exp \&k
2 |x| 2
2{ + . (2.32)
Choosing {=r(s, t)(t&s) and k=r(s, t) in (2.32), and substituting (2.32)
into (2.31) gives
u(x, t)c p2&d2 |
t
t0
|
Rd
p((12) r(s, t)(t&s), 0, y) a( y) slp(r(s, t))d2
_exp \&|x|
2
4t
(1+r(s, t)) \ tt&s++ dy ds, for tt0 . (2.33)
Clearly, (1+r(s, t))(t(t&s))<4, for s # [0, t2]. Thus from (2.33) we
obtain
u(x, t)c p2&d2 exp \&|x|
2
t + |
t2
t0
|
Rd
p((12) r(s, t)(t&s), 0, y)
_a( y) slp(r(s, t))d2 dy ds, for t2t0 . (2.34)
By Lemma 4,
|
Rd
p({, 0, y) a( y) dyc1 {q(m, d ), for {1, (2.35)
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where q(m, d ) is as in (2.9). A simple calculation reveals that for sufficiently
large k>0,
1
2r(s, t)(t&s)1, if t2k and kst&k. (2.36)
Without loss of generality, we can and will assume that kt0 . From
(2.34), (2.35), and (2.36), it follows that
u(x, t)c pc12&(d2)&q(m, d ) exp \&|x|
2
t + |
t2
k
slp(r(s, t))(d2)+q(m, d )
_(t&s)q(m, d ) ds, for t2k. (2.37)
Making the change of variables, u=st, in (2.37) and recalling that
r(s, t)=s(s+4p(t&s)), we obtain
u(x, t)cpc1 2&(d2)&q(m, d )t1+lp+q(m, d ) exp \&|x|
2
t +
_|
12
kt
ulp+d2+q(m, d )(u+2p(1&u))&(d2)&q(m, d )(1&u)q(m, d ) du,
for t2k. (2.38)
From (2.38) we conclude that there exists constants c1 , t1>0 such that
u(x, t)c1t1+lp+q(m, d ) exp \&|x|
2
t + , for tt1 .
This gives the first inequality in (2.8). Furthermore, if 1+lp+q(m, d )=
&d2, then lp+d2+q(m, d )=&1, and the integral on the right hand side
of (2.38) is on the order log t for large t. Thus, in this case we obtain
u(x, t)c1t&d2 log(1+t) exp \&|x|
2
t + , for tt1 .
This gives the second inequality in (2.8). K
3. THE CASE p>p*
In this section, we will prove 1(b), 2(b), 3(b), and (1.9), which concern
the case p>p*. We will also prove (1.10) which holds for all p>1. We
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begin with a quick proof of (1.9b) which appeals to an argument used in
the previous section.
Proof of (1.9b). By shrinking D appropriately, we may assume that D
is smooth and bounded, and that $#infx # D a(x)>0. Choose initial data
u0(x) } 0 satisfying u0(x)M, for x # D, where M satisfies $M p&1>*0 ,
and *0 is the principal eigenvalue for &2 on D. Assume that u(x, t)
is a global solution to (1.1) with initial data u0(x), and define
F(t)=D u(x, t) ,0(x) dx, where ,0>0, normalized by D ,0(x) dx=1, is
the eigenfunction corresponding to *0 . Then the argument made in the
paragraph containing (2.14) shows that u becomes unbounded on D in
finite time, contradicting the assumption that u is global. K
The following two simple lemmas will be needed for the proof of parts
1(b), 2(b), 3(b), and statement (1.9a) of the theorem.
Lemma 5. For each m>0, there exists a constant c>0 such that
|
Rd
p(t, x, y)(1+| y| )m dyc(1+tm2+|x|m), for x # Rd, t>0.
Proof. Using the inequality |a+b|m2m( |a|m+|b|m), for m>0, we
obtain
|
Rd
p(t, x, y)(1+| y| )m dy=|
Rd
p(t, 0, z)(1+|z+x| )m dz
2m |
Rd
p(t, 0, z)(1+|z+x|m) dz
2m+22m |
Rd
p(t, 0, z)( |z| m+|x|m) dz
=2m+22mcmtm2+22m |x|m,
where cm>0. K
Lemma 6. For m0 and t>0, the function H(x)#Rd p(t, x, y)
(1+| y| )m dy attains its maximum at x=0.
Proof. H(x) depends only on |x|; thus it is enough to show that
(x, {H(x))0, for all x # Rd. We have
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{H(x)=|
Rd
{xp(t, x, y)(1+| y| )m dy=&|
Rd
{yp(t, x, y)(1+| y| )m dy
=|
Rd
p(t, x, y) {(1+| y| )m dy.
Thus,
(x, {H(x))=m exp \&|x|
2
4t + |Rd exp \
&| y| 2
4t
+
( y, x)
2t +
_(1+| y| )m&1 | y| &1 ( y, x) dy. (3.1)
Since (x, {H(x)) depends only on |x|, it is enough to show that
 |x|=r (x, {H(x)) dx0, for all r>0. By symmetry considerations, it
follows that
|
|x|=r
exp \( y, x)2t + ( y, x) dx0, for all y # Rd. (3.2)
From (3.1) and (3.2), we obtain  |x|=r (x, {H(x)) dx0. K
Proof of 1(b), 2(b), 3(b), and (1.9a). Define u0(x, t)=Rd p(t, x, y)
u0( y) dy and
un+1(x, t)=u0(x, t)+|
t
0
|
Rd
p(t&s, x, y) a( y) u pn( y, s) dy ds, n>0. (3.3)
By induction, un+1(x, t)un(x, t). If u(x, t)#limn   un(x, t)<, for
x # Rd and t # [0, ), then it follows from the monotone convergence
theorem and (3.3) that u satisfies (2.1) with equality; hence u is a global
solution to (1.1). Thus, to complete the proof of 1(b), 2(b), 3(b), and
(1.9a), it is enough to show that if
u0( y)$p(k, 0, y), (3.4)
for an arbitrary k>0 and an appropriate choice of $>0, then
sup
n
un(x, t)<, for x # Rd, t0. (3.5)
Consider the inductive hypothesis
un(x, t)cp(t+k, 0, x), for x # Rd, t0, (3.6)
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where c>0. Note that from the definition of u0(x, t) above, we have
u0(x, t)=$p(t+k, 0, x); thus, in the sequel we must choose $c in order
to satisfy the initial requirement of the inductive hypothesis (3.6). Using
(3.3), (3.4), and (3.6), and letting C1=(4?)&(d2) p, we obtain
un+1(x, t)$p(t+k, 0, x)+c pC1 |
t
0
|
Rd
p(t&s, x, y) a( y)(k+s)&(d2) p
_exp \& p | y|
2
4(k+s)+ dy ds. (3.7)
Using the equality
exp \&| y&x|
2
4(t&s)
&
p | y| 2
4(k+s)+
=exp \& 14(t&s) R(s, t) | y&R(s, t) x| 2+ exp \&
pR(s, t) |x| 2
4(k+s) + ,
where R(s, t)=(k+s)(k+s+ p(t&s)), (3.7) can be rewritten as
un+1(x, t)$p(t+k, 0, x)+c pC1 |
t
0
|
Rd
p(R(s, t)(t&s), R(s, t) x, y)
_a( y)(k+s)&(d2) p (R(s, t))d2
_exp \&pR(s, t) |x|
2
4(k+s) + dy ds. (3.8)
At this stage in the proof, we must consider two cases separately. The
first case is when (1.6) holds with m>0, and the second case is when either
(1.6) holds with m0, (1.7) holds, or (1.8) holds. We treat the first case
first. By assumption, a(x)C2(1+|x| )m, for some constant C2>0 and
some m>0. We may assume in fact that a(x)=C2(1+|x| )m; indeed, it
follows by induction that replacing a(x) by C2(1+|x| )m just increases
un+1. Carrying out the integration over Rd in (3.8) with this choice of a,
and using Lemma 5 with t and x replaced by R(s, t)(t&s) and R(s, t) x,
the last term on the right hand side of (3.8) reduces to
c pC3 |
t
0
(k+s)&(d2) p (R(s, t))d2
_[1+(R(s, t))m2 (t&s)m2+(R(s, t))m |x|m]
_exp \&pR(s, t) |x|
2
4(k+s) + ds, (3.9)
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for some constant C3>0. Multiplying outside the integral in (3.9) by the
factor exp(&(( |x| 2)(4(t+k)))), multiplying inside the integral by its
reciprocal, and simplifying the argument in the exponential term, (3.9) may
be rewritten as
c pC3 exp \& |x|
2
4(t+k)+ |
t
0
(k+s)&(d2) p (R(s, t))d2
_[1+(R(s, t))m2 (t&s)m2+(R(s, t))m |x|m]
_exp \&( p&1) R(s, t) |x|
2
4(t+k) + ds. (3.10)
We now write (R(s, t))m |x|m exp(&((( p&1) R(s, t)|x| 2)(4(t+k))))=
(R(s, t))m2 zm2 exp(&((( p&1) z)(4(t+k)))), where z=R(s, t) |x| 2.
Differentiating and using the fact that p>1, it is easy to check that as a
function of z>0, the expression zm2 exp(&((( p&1) z)(4(t+k)))) attains
its maximum at z=(4(k+t) m)(2( p&1)). The maximum value then is
((4(k+t) m)(2( p&1)))m2 exp(&m2). From this it follows that there
exists a constant C4>0 such that
(R(s, t))m |x| m exp \& ( p&1) R(s, t) |x|
2
4(t+k) +
C4(R(s, t))m2 (t+k)m2,
for all x # Rd, t>0, and 0<s<t. (3.11)
From (3.11) and the fact that p>1, it follows that the expression in (3.10)
is smaller than
c pC5 exp \& |x|
2
4(t+k)+__|
t
0
(k+s)&(d2) p (R(s, t))d2 ds (3.12)
+|
t
0
(k+s)&(d2) p(R(s, t))(d2)+(m2) [(t&s)m2 +(t+k)m2] ds&,
for some constant C5>0.
We now carry out the integration in (3.12), making the change of
variables, u=st. Recalling that R(s, t)=(k+s)(k+s+ p(t&s)), noting
that k+tk+tu+ pt(1&u)k+ pt<p(k+t), for u # [0, 1], and using
the assumption p>1+(2+m)d, we have
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|
t
0
(k+s)&(d2) p(R(s, t))d2 ds
=|
1
0
(k+tu)&(d2) p \ k+tuk+tu+ pt(1&u)+
d2
t du
C6(t+k)&d2 |
1
0
(k+tu)(1& p) d2 t du=C7(t+k)&d2 (3.13)
and
|
t
0
(k+s)&(d2) p(R(s, t))(d2)+(m2) [(t&s)m2+(t+k)m2] ds
=|
1
0
(k+tu)&(d2) p \ k+tuk+tu+ pt(1&u)+
(d2)+(m2)
_[tm2(1&u)+(t+k)m2] t du
C8(t+k)&d2 |
1
0
(k+tu)(1& p)(d2)+(m2) t du=C9(t+k)&d2, (3.14)
for constants C6 , C7 , C8 , C9>0.
From (3.9), (3.10), (3.12), (3.13), and (3.14), we conclude now that
the last term on the right hand side of (3.8) is smaller than
c pC10(t+k)&d2 exp(&(( |x| 2)(4(t+k)))), for some constant C10>0.
Substituting this in (3.8) gives
un+1(x, t)$p(t+k, 0, x)+c pC10(t+k)&d2 exp \& |x|
2
4(t+k)+
=$p(t+k, 0, x)+c pC11p(t+k, 0, x)
=($+c pC11) p(t+k, 0, x), for x # Rd, t0, (3.15)
for some constant C11>0. Since p>1, it follows that if, say, $< 12c, and
c>0 is sufficiently small, then $+c pC11c, and thus from (3.15) we
obtain un+1cp(t+k, 0, x), for x # Rd and t0. This verifies the inductive
hypothesis (3.6). Thus un(x, t)cp(t+k, 0, x), for x # Rd, t0, and all
n1. Consequently, (3.5) holds and the proof is complete.
We now turn to the second case, that is, the case in which either (1.6)
holds with m0, (1.7) holds, or (1.8) holds. By assumption, a(x)
C2(1+|x| )m, for some m # [&2, 0] and some constant C2>0. As in
the first case, we may assume in fact that a(x)=C2(1+|x| )m. With this
choice of a, it follows from Lemma 6 that the inside integral,
Rd p(R(s, t)(t&s), R(s, t)x, y)(1+| y| )
m dy, appearing on the right hand
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side of (3.8), attains its maximum as a function of x when x=0. Thus, the
last term on the right hand side of (3.8) is less that or equal to
cpC3 |
t
0
|
Rd
p(R(s, t)(t&s), 0, y)(1+| y| )m (k+s)&(d2) p (R(s, t))d2
_exp \&pR(x, t) |x|
2
4(k+s) + dy ds, (3.16)
for some constant C3>0.
We now appeal to Lemma 4 to carry out the integration over y in (3.16).
Using Lemma 4, whose inequalities hold for t1, along with the fact that
Rd p(t, 0, y)(1+| y| )
m dy1, for t # [0, 1] and m0, it follows that for
any =>0,
|
Rd
p(t, 0, y)(1+| y| )m dyC4 tq=(m, d ), for t0, m # [&2, 0], (3.17)
for some constant C4>0, where
q=(m, d )=
m
2
, (m, d ) # ((&2, 0]_[3, ))
_ ((&2, 0]_[2]) _ ((&1, 0]_[1]),
q=(&2, d )=&1+=, d2 (3.18)
q=(&1, 1)=&
1
2
+=,
q=(m, 1)=&
1
2
, m # [&2, &1).
(The attentive reader might wonder why we have not chosen
q=(&2, d )=&1, for d3, since such a choice follows naturally from
Lemma 4. We explain as follows. Note that the left hand side of (3.17) is
bounded by 1, whereas the right hand side is unbounded when t  0,
except in the case q= 0. We could of course replace t by max(t, 1) on the
right hand side of (3.17), but this would make the integrations in the sequel
very messy. It turns out that the unboundedness of the right hand side of
(3.17) causes no problem in the sequel as long as q=>&1; whence our
definition of q=(&2, d ) for d3.)
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Applying (3.17) with t replaced by R(s, t)(t&s), it follows that the
expression in (3.16) is smaller than
c pC5 |
t
0
(R(s, t)(t&s))q=(m, d )(k+s)&(d2) p (R(s, t))d2
exp \&pR(s, t) |x|
2
4(k+s) + ds, (3.19)
for some constant C5>0. Since p>1 and since (R(s, t))(k+s)=1(k+
s+ p(t&s))1(k+t), for s # [0, t], it follows that exp(&(( pR(s, t) |x| 2)
(4(k+s))))exp(&(( |x| 2)(4(t+k)))). Therefore, the expression in (3.19)
is smaller than
c pC5 exp \& |x|
2
4(t+k)+ |
t
0
(R(s, t)(t&s))q=(m, d ) (k+s)&(d2) p (R(s, t))d2 ds.
(3.20)
(Note that the transition from (3.19) to (3.20) is too crude to be useful
in the case m>0. For that case, we needed to make the more delicate
argument appearing between (3.9) and (3.12).) We now carry out the
integration in (3.20), making the substitution u=st. Recalling again
that R(s, t)=(k+s)(k+s+ p(t&s)) and again using the fact that
k+tk+tu+ pt(1&u)<p(k+t), for u # [0, 1], we have
|
t
0
(R(s, t)(t&s))q=(m, d) (k+s)&(d2) p (R(s, t))d2 ds

C6 tq=(m, d )
(t+k)q=(m, d )+d2 |
1
0
(k+tu)q=(m, d)+(1& p) d2 (1&u)q=(m, d ) t du
C6(t+k)&d2 |
1
0
(k+tu)q=(m, d )+(1& p) d2 (1&u)q=(m, d ) t du, (3.21)
for some constant C6>0. Since q=(m, d )> &1, the function (1&u)q=(m, d )
is integrable on [0, 1]. Thus, the integral 10 (k+tu)
q=(m, d )+(1& p) d2
(1&u)q=(m, d) t du will be bounded independently of t as long as
q=(m, d )+(1& p)
d
2
+1<0. (3.22)
We recall the assumption on p:
p>1+
2+m
d
, (m, d ) # ([&2, 0]_[2, )) _ ([&1, 0]_[1]),
(3.23)
p>2, (m, d ) # [&2, &1)_[1].
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From (3.18) and (3.23), one can check that (3.22) indeed holds if =>0 is
sufficiently small. Thus, the expression in (3.20) is smaller than
c pC7(t+k)&d2 exp \& |x|
2
4(t+k)+ , (3.24)
for some constant C7>0.
We conclude now that the last term on the right hand side of (3.8) is
smaller than the expression in (3.24). Substituting this in (3.8) gives
un+1(x, t)$p(t+k, 0, x)+c pC7(t+k)&d2 exp \& |x|
2
4(t+k)+
=$p(t+k, 0, x)+c pC8p(t+k, 0, x)
=(($+c pC8) p(t+k, 0, x), for x # Rd, t0, (3.25)
for some constant C8>0. This is the same estimate that was obtained in
(3.15) for the case m>0. The final lines of the proof in the present case are
the same as in the previous case. K
We conclude with the proof of (1.10).
Proof of (1.10). We first proof (1.10a) and (1.10bi). Assume that
u(x, t) satisfies (1.2) for all T>0. Since u0(x)=$>0, the first term on the
right hand side of (2.1) equals $, for all x # Rd and all t0. Thus, it follows
from (2.1) that u(x, t)$, for all x # Rd and all t0. Plugging this into the
second term on the right hand side of (2.1), it follows that
u(x, t)|
t
0
|
Rd
p(t&s, x, y) a( y) dy ds
=|
t
0
|
Rd
p(t&s, 0, y) a( y+x) dy ds. (3.26)
Using the assumptions on a(x) in (1.10a) and (1.10bi) and the estimates
in Lemma 4 to perform the integration over Rd in (3.26), we conclude that
lim
t  
u(x, t)=, for all x # Rd. (3.27)
We leave it to the reader to verify that the estimates in fact show that
(3.27) holds locally uniformly in x. Choose a smooth, bounded domain
D/Rd such that $#infD a(x)>0. Applying the same argument used in the
First Proof of Nonexistence of Global Solutions (1<p<p*) leads to the
contradiction that u(x, t) becomes unbounded on D in finite time.
175SOLUTIONS FOR ut=2u+a(x) u p IN Rd
File: 505J 319625 . By:CV . Date:11:12:96 . Time:15:13 LOP8M. V8.0. Page 01:01
Codes: 3104 Signs: 2087 . Length: 45 pic 0 pts, 190 mm
We now turn to (1.10b). Let u0(x)=Rd p(t, x, y) dy#$ and define
un(x, t) by induction according to (3.3). By the argument contained in the
two lines following (3.3), the proof of the existence of a global solution will
be complete if we show that supn un(x, t)<, for all x # Rd and t0.
Consider the inductive hypothesis
un(x, t)c, for x # Rd and t0. (3.27)
Note that since u0(x)=$, we will have to choose $c in order to satisfy
the initial requirement of the inductive hypothesis. Substituting (3.27) into
(3.3), we obtain
un+1(x, t)$+c p |
t
0
|
Rd
p(s, x, y) a( y) dy ds. (3.28)
By Lemma 4, Lemma 6, and the assumption on a(x), there exist constants
C1 , C2 , =>0 such that
|
Rd
p(s, x, y) a( y) dyC1 |
Rd
p(s, x, y)(1+| y| )&2&= dy
C1 |
Rd
p(s, 0, y)(1+| y| )&2&= dy
C2s&1&=2, for s1. (3.29)
Substituting (3.29) into (3.28), we conclude that there exists a constant
C3>0 such that
u(x, t)$+c pC3 , for all x # Rd and t0. (3.30)
Choosing $=c2 and then choosing C>0 sufficiently small so that
c2+c pC3c, we conclude from (3.30) that (3.27) holds for un+1. K
Note added in proof. Proof that limn   pn(t, x, y)=p(t, x, y). It will be convenient to
define pn(t, x, y)=0 for x # Rd&B n or y # Rd&B n . Let f be any smooth function with com-
pact support and let un(x, t)=Bn pn(t, x, y) f ( y) dy. Then un satisfies (un)t=2un in Bn ,
un(x, 0)= f (x) in Bn , and un(x, t)=0 for x # Bn . By the maximum principle, un is increasing;
thus, since f is arbitrary, this shows that pn(t, x, y) is increasing in n. Let u(x, t)=
limn   un(x, t). By standard estimates, u(x, t) solves ut=2u in Rn, u(x, 0)=f (x). Further-
more, by construction and the maximum principle, it follows that u is in fact the minimal
positive solution to this equation. However, p(t, x, y) is the Green’s function, and one of the
ingredients in its definition is that it is a minimal solution to the heat equation in a
neighborhood of infinity. From this it follows that u(x, t)=R n p(t, x, y) f ( y) dy. We have
thus shown that pn(t, x, y) is increasing in n and that limn   Rd pn(t, x, y) f ( y) dy=
Rd p(t, x, y) f ( y) dy, for all smooth compactly supported functions f. From this it follows that
limn   pn(t, x, y)=p(t, x, y). K
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