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An approach for generating radiation intensity maps, comprised of a mobile
robotic platform and an integrated radiation model, is presented, and its
ability to generate accurate radiation maps in simulation studies as well as
real-life exposure scenarios are investigated.
The radiation intensity mapping approach described here consists of two
stages. First, radiation intensity samples are collected using a radiation
sensor mounted on a mobile robotic platform, reducing the risk of exposure
to humans from an unknown radiation field. Next, these samples, which need
only to be taken from a subsection of the entire area being mapped, are then
used to calibrate a radiation model. This model is then used to predict the
radiation intensity field throughout the rest of the area.
In this thesis, the technical details of both the prototype mobile robotic
platform and the mathematical models for the radiation and map generation
algorithms are presented in depth. The performance of the approach is eval-
uated in simulation studies and experiments in the lab. The sensitivity of
the performance of the platform to changes in the number and orientation
of the locations where the robot gathers samples from to calibrate the model
for the given exposure scenario is analyzed quantitatively.
The results show that the developed system is effective at achieving the goal
of generating radiation maps using sparse data.
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Radiation maps show how a radiation intensity field varies in a room or area,
usually by overlaying radiation intensity contour bars over top of a physical
layout map, similar to the way topographical maps show altitude variations
in an area. They have the potential to play an invaluable role in minimizing
total exposure to ionizing radiation in affected regions by identifying those
sections in the area where radiation intensities are strong enough to cause po-
tential harm to humans or sensitive equipment, in a format easily understood
by a wide audience.
There are a number of different approaches to go about creating radiation
maps. If it was known ahead of time that a radiation map might be needed
for a room, one could simply distribute fixed radiation sensors throughout the
area and then when the map is needed, activate the sensors, collect readings
and then transfer these readings to a pre-existing physical map.
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But what if relying on previously placed static sensors is impossible? Perhaps
the environment is too dynamic to rely on static sensors. Or maybe the
radiation exposure is only for a short time making the cost of installing
a static sensor network infeasible. Or perhaps, most importantly, what if
the need for generating a fast radiation intensity map has resulted from a
radiological disaster or terrorist attack in a building where radiation intensity
is quite unexpected?
For these situations, the need to be able to generate fast and accurate radi-
ation maps on demand without unnecessarily increasing the risk of exposure
to humans is paramount.
To this end, there are a number of approaches available to accomplish this
task in certain types of scenarios. Most of these approaches are built upon the
general theme of moving a radiation sensor or sensors throughout the entire
area being mapped, taking radiation sensor measurements from a number
of locations throughout the whole area, and then methodically transferring
these readings to a pre-existing physical layout map. The simplest tactic
in terms of equipment required and sophistication is to use a human opera-
tor (or operators) to conduct the radiation survey using handheld radiation
detectors. If the radiation intensities in the area being mapped are known
with certainty to be low and stable enough to risk human exposure then the
operators could be dispatched into the room being mapped and instructed to
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walk around throughout the entire area collecting radiation intensity read-
ings from enough locations to make the radiation map informative enough,
and then transfer these samples methodically to a physical layout map of the
room.
But what if there is no prior knowledge of the nature of the radiation field
in the area ahead of time? This scenario is significantly complicated if this is
the case because of the risk of over-exposure to radiation for human operators
collecting the radiation readings. In these scenarios, where uncertainty about
the environment would make having a radiation map most beneficial, coming
up with an alternative to using humans to collect the required radiation
readings for the map is very important.
One alternative gaining attention recently is to use mobile robots mounted
with radiation sensors to conduct the radiation survey required to construct
the radiation map. In fact, a number of sophisticated approaches for generat-
ing radiation maps using mobile robots have been presented in the literature
relatively recently [1–3]. These publications present robot configurations and
offer well thought-out suggestions for optimizing the radiation survey needed
to make the map as well as techniques for assessing the quality of the maps
after they have been created.
There are, however, two significant shortcomings that continue to plague
3
mobile-robotic radiation mapping techniques including those mentioned briefly
above. The first problem results from the need for a physical layout map to
be available to transfer the radiation readings to as the robots conduct the
radiation survey. Specifically, what happens if there is no map available
ahead of time before the radiation mapping exercise has begun? The second
stems from the requirement of the other methods to date on being able to
position a radiation sensor throughout the entire area being mapped free
from obstruction, and then to transfer the readings collected from a particu-
lar position directly to the physical layout map. What happens if debris or
other obstacles prevent the robot from making its way to everywhere in the
area to be mapped?
The goal of this research was to develop a novel modelling and simulation
based algorithm for generating radiation maps of an area on-demand for
regions in which completing a full sensor survey is either impossible or im-
practical, and/or for which there is little or no prior information available
about the physical layout ahead of time. An additional goal was to evaluate
the algorithm in real-life laboratory scenarios by building a prototype radia-
tion mapping robotic platform and using it to test the algorithm in real-life
exposure scenarios.
The general concept of this approach comprises three main stages shown in
Figure 1.1. In the first phase, sensors mounted on a mobile-robot or robots
4
are deployed into the area being mapped and used to gather raw data about
the radiation intensity field and physical layout of the region.
5
Figure 1.1: An overview of the Mapping Algorithm
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Once the survey has been completed, this raw data is then used (in conjunc-
tion with an appropriately selected radiation model) with Bayesian-based
Markov Chain Monte Carlo (MCMC) techniques to infer the most probable
locations and intensities of radioactive sources in the area that are most likely
to have generated the observed radiation readings collected in the first step.
The radiation model, now calibrated for the current exposure scenario through
optimization, can then be used to predict the radiation intensity levels for
those portions of the entire area being mapped where it was impossible to
collect radiation samples from and a probabilistic radiation map can now be
generated using Forward Monte Carlo (FMC) analysis.
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1.1 Background Information
The overarching goal of this research was to develop a tool for characterizing
radiation fields in an area with little prior knowledge, safely and accurately
using a mobile robotic platform. In order to succeed, this work required an
understanding and the integration of fundamental concepts and applications
from a number of scientific domains. The rest of this section will be dedicated
to introducing these topics in sufficient depth so as to understand the work
and interpret the results presented in the following chapters.
1.1.1 Radioactivity, Radiation, and the Human Health
Effects of Exposure
Radioactive materials are atomically unstable compounds that spontaneously
release energy in the form of particles due to atomic decay within the nu-
cleus. Ionizing radiation refers to the special cases of these discharges where
the emitted particle has sufficient kinetic energy to displace an electron in im-
pacted substances through collision. In biological systems these interactions
can damage cell DNA and interrupt cell behavior.
The particles expelled by radioactive materials are most commonly emitted
in one of two forms: particles (α-particles or β-particles) and γ-rays (gamma
8
rays). The type of particle emitted depends on the compound and each comes
with its own unique risks, concerns and characteristics, described succinctly
and thoroughly in [4].
Alpha particles, the result of alpha decay in alpha emitters (usually heavy
elements), and are really just helium nuclei without the electrons, consist of
two neutrons and two protons. They typically have very short ranges and
usually are unable to penetrate the skin. Therefore, alpha-particle exposure
is most dangerous when the source is ingested into the body.
Beta particles are released from an atom by result of beta decay, where
a neutron in the atom emits an electron (or a particle with the mass and
charge of an electron) and the atomic number of the atom is increased by one.
Depending on the kinetic energy of the particle emitted during a particular
radioactive event, beta particles are often able to penetrate the skin and
therefore should be regarded as an external and internal exposure risk to
humans.
Finally, gamma rays are photons emitted from an excited nucleus and travel
at the speed of light. They have a large amount of electro-magnetic energy
(10,000 times more than a visible light ray) and are highly ionizing. Gamma
ray emission often occurs with alpha and beta decay.
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The frequency that these particles are emitted from a radioactive material,
or the rate of decay or activity, is defined as the number of these events that
happen per second. The SI unit for activity is the Curie (Ci), and 1 Ci =
3.7 x 1010 disintegrations per second.
When these radiological events occur, the particles formed are emitted in all
directions at more or less the same frequency. These particles travel away
from the source and the intensity observed (in counts per minute for instance)
decreases at a rate of the distance travelled from the source squared.
1.1.2 Robotic Assisted Mapping
The science of using robots to create a map of a workspace or area typically
involves determining the location of obstacles and landmarks. In the most
basic robot-assisted mapping implementations, the objective may be to locate
obstacles in an area (i.e., create a floor map). This typically involves dividing
the area under investigation into an arbitrary number of cells and having the
robot travel to each cell and reporting its state. Depending on the objective,
the characteristics of the cells are assigned either a binary occupied or not
occupied value, a measurement value (e.g., temperature, humidity, etc.), or a
probabilistic distribution representing the state for that region (e.g., radiation
10
intensity). A general technique called ARIEL for this process for a single-
robot is described in [5].
The evolution of the art of robot-aided exploration was expanded by applica-
tions of the general ideas of [5] and others to the specific problems in tracking
in sonar [6], medicine [7], and advanced exploratory map-building [8]. In gen-
eral, mapping efficiency can understandably be improved by using multiple
sensors located on mobile robots in parallel that will reduce the amount of
time required to complete a survey. Procedures for creating accurate maps
in two and three-dimensions for dynamic systems are outlined in [9]. In that
work, a procedure for creating maps with mobile robots is presented that
involves interleaving mapping and localization with a probabilistic technique
to identify outliers (i.e., infeasible points).
The techniques cited above, and another similar one outlining a procedure
for static environments [6] served as the inspiration for two algorithms re-
cently proposed in [1] developed specifically to develop radiation maps the
sequential-based Bayesian method and the gradient-based Bayesian method
[1,10].
In the first, a sequential-based Bayesian method, the robot simply moves
through each cell one-by-one in an arbitrary order, staying positioned in
each cell until the local uncertainty in the radiation measurement is beneath
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an assigned threshold, since as long as the strength of source is not particu-
larly transient the confidence in the inferred mean of the signal will increase.
The alternative procedure, a gradient-based Bayesian method, modifies the
exploration routine of the robot slightly by encouraging the robot to visit
areas with the highest uncertainty (variance) as opposed to just progressing
through the cells sequentially. These controls are based on entropy inspired
density functions or other optimization based techniques [1]. At the end of
each update, the controller evaluates the uncertainty in the nine adjacent
cells and the robot moves to the one with the highest uncertainty next.
In [2] a selection of Bayesian-based methods for developing a survey strategy
for the radiation sensor sweep for a mobile robot are presented which aim to
provide a recipe for conducting the radiation survey as efficiently as possi-
ble. The virtue of their probabilistic approach is that the control algorithms
that regulate where the sensors should be positioned and for how long they
should take readings at a given position can be guided by an uncertainty
metric, where the confidence in the measured radiation intensity is roughly
proportional to the length of time spent taking readings there. These prob-
abilistic metrics can then be used to control the robot to spend more time
in areas where the confidence in the measured data is lower, and to create
probabilistic radiation maps once the radiation sensor survey has been com-
pleted. One shortcoming of these approaches is that each of them relies on
the presumption that the area mapped is completely open with no obstacles
12
allowing a sensor to freely move throughout the area being mapped.
1.1.3 Simultaneous Localization and Mapping
Simultaneous Localization and Mapping (SLAM) techniques are a class of
algorithms for creating physical layout maps for which little or no prior in-
formation about the area is known. The general approach is a two stage
process: first, sensors attached to mobile robots conduct a survey collecting
information about the physical layout of the area; then this data is used to
generate the map. The task however is deceptively complex since in order
to accurately process the data acquired, the precise location within the area
where it was obtained is needed. This leads to an iterative process where
both the updating of the map and deduction of position must be calculated
concurrently. The longer the robot moves about the area, the more accurate
the map and the calculated position of the robot within that map becomes.
There are a number of approaches for acquiring the data required. The
most common techniques employ laser range-finders [11, 12], SONAR [13],
vision systems (cameras) [14–16], or hybrids of them [17, 18], with different
techniques for processing the data into a visual map available depending
on how it is acquired. Fortunately, the state-of-the-art has evolved to the
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point where a number of off-the-shelf integrated hardware/software solutions
sophisticated enough for this study can be used. Of particular interest are the
algorithms developed for the Robot Operation System (ROS) platform [19],
an open-source framework for integrating the platforms required to control
the robot, run the sensors and analyze the data collected, and controlling the
robot.
The approach used in this project was based on the Rao-Blackwellized par-
ticle filter approach [20].
1.1.4 Probabilistic Optimization using Bayesian Tech-
niques
In conventional parameter estimation, one or more model parameters are
varied in an attempt to find the specific values for the candidate set that
create the best fit to a collection of external or measured data. This is often
done using deterministic optimization techniques to adjust model parameters
in an effort to minimize some measure of the error between the predicted and
observed data set, or to maximize a function that describes the likelihood of
observing particular data given a prescribed parameter set.
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The resulting solution is typically a set of point estimates that tell only the
value of the model parameters that are able to best reproduce the observed
data. Typically, there is little information on how precise the estimates are or
a measure of the correlations between different parameters and the observed
data.
One solution being more frequently employed to get rich statistical infor-
mation on the parameter estimates for a given statistical model is to use
Bayesian inference techniques. In these methods, instead of trying to find
particular parameter values which maximize the likelihood function, the like-
lihood function itself is sampled and the distributions of the parameter sets
are captured proportional to their probabilities. This data can be used to
perform a variety of statistical analyses to obtain information far in addition
to deterministic methods [21].
A particularly powerful technique gaining traction in this community to com-
plete this survey is the class of algorithms based on the Metropolis-Hastings
algorithm called Markov Chain Monte Carlo (MCMC) analysis [22] (see sub-
Sections 2 and 3 of [21] for a very thorough introduction to the theory and
Bayesian rational). With MCMC simulation methods, the application of
Bayesian inference to inverse engineering problems becomes tractable [23] and
several software packages and toolkits are available to make implementation
more straight-forward, see for example: MCSim (http://fredomatic.free.fr),
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acslX (http://acslx.com), WinBugs (http://mrcbsu.cam.ac.uk/bugs), and the
Mathworks (http://www.mathworks.com). Applications of these techniques
can be found in many domains [23–26].
Variants to the MCMC architecture continue to be the subject of much
research [27], with different sampling algorithms [28] being proposed for par-
ticular classes of problems to promote more efficient exploration of the like-
lihood space, and techniques for leveraging sampling in parallel to increase
efficiency [29] and for inverse-problems specifically [30].
The MCMC algorithm employed in the platform developed here was the
Component-wise Random Walk with Metropolis-Hastings Acceptance Test-
ing encoded in acslX, fundamentally described below and in the acslX MC
Modeller User’s Guide [31].
1.1.5 MCMC Background and Theory
1.1.5.1 Bayesian Inference
If one has prior information regarding the possible values of the parameters,
then one would like to incorporate this information such that the distribution
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of the sampled parameters reflects the prior knowledge. This is done using
Bayes Theorem, which relates the likelihood, prior, and posterior distribu-
tions as follows: let θ denote the set of parameters for which a distribution
is to be determined (i.e., θ has one component for each parameter). Let p(θ)
denote the prior knowledge regarding the distribution of the parameters (e.g.,
the prior distribution); for example, this could be something as simple as a
uniform distribution which places upper and lower limits on a parameter’s
value. Let L(x|θ) denote the likelihood function: that is, the probability of
observing a set of model outputs given a set of observed data x and param-
eters θ. One then wishes to sample from the posterior distribution p(θ|x)
(i.e., the distribution of the parameters taking into account the likelihood
and prior information). Bayes Theorem relates these quantities as follows:
p(θ|x) ∝ L(x|θ)  p(θ) (1.1)
The proportionality sign in this relationship (∝) poses no particular problem
since the proportionality constant can effectively be determined by normaliz-
ing the distribution of the sampled observed data after samples are collected.
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1.1.5.2 Markov Chains
Equation (1.1) tells how to determine the distribution from which one would
like to sample. To efficiently perform this sampling, one can employ tech-
niques based on Markov Chains. A Markov Chain is a sequence of random
variables with the property that any particular element in the sequence is
determined solely by the previous element (i.e., a probabilistic rule can be
defined which generates a subsequent value from the current one). The sam-
ples in the chain produce a distribution; for the so-called ergodic chains of
interest, that distribution becomes stationary as more samples are taken.
The goal is to construct an appropriate Markov Chain such that the station-
ary distribution of the chain is the target marginal distribution from which
one wants to sample. Since all elements in the chain contribute to the dis-
tribution, the Markov Chain approach will potentially not suffer from the
inefficiencies of rejection sampling and importance sampling.
1.1.5.3 Metropolis-Hasting Sampling of Markov Chains
A number of methods are available for generating a Markov Chain whose
stationary distribution describes a specified target one wishes to sample;
acslX utilizes a technique known as Metropolis-Hastings (M-H) sampling.
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M-H sampling relies on a proposal distribution in order to determine the
next element in a chain. This proposal distribution typically depends on
the current sample; a new sample is generated using the proposal distribu-
tion, then accepted or rejected based on an acceptance criteria explained
below. If the sample is accepted, it becomes the next element in the chain.
If the sample is rejected, the previous element is added again. This process
is repeated until the chain has converged to its stationary distribution, and
enough samples have been obtained to perform the desired statistical anal-
ysis. A common proposal distribution is a normal distribution with a mean
set to the last sampled value and a standard deviation carefully chosen to
cause the sampler to explore the parameter space in an efficient way.
Let the proposal distribution be denoted by q(θ, θ′) i.e., this distribution is
used to generate a new sample θ from the previous sample θ′. One wishes to
sample from the Likelihood function conditioned on the priors, as given by
Equation (1.1). To perform an M-H step, one samples from the proposal dis-





p(θ′|x)  q(θ′, θ)
p(θ|x)  q(θ, θ′)
)
(1.2)
The generated sample is then accepted or rejected with probability α. If
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accepted, the sample is added to the end of the chain. If rejected, the previous
sample is duplicated. By default, acslX obtains the initial parameter samples
from the prior distributions.
For studies involving multiple parameters, it may be impractical to sample
from the full multivariate proposal distributions. In this case, a component-
wise version of the Metropolis-Hasting algorithm may be used. In this vari-
ation of the M-H algorithm, instead of sampling all parameters at one time
from a multivariate proposal, they are sampled individually and updated
with a probability that has the form of Equation (1.2) with the exception
that all parameters except the one being updated are fixed at their last value.
After convergence has been achieved, additional samples may be gener-
ated rapidly by utilizing a multivariate normal proposal distribution, with
a covariance matrix determined from samples obtained using either a user-
specified full multivariate distribution, or using the component-wise update
scheme described above.
Note that in typical applications, multiple Markov Chains are computed in
parallel. While this can have computational efficiency advantages in some
cases, it also allows the application of a number of useful convergence diag-
nostics, as discussed below.
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A number of useful variations on the simple component-wise and multivari-
ate normal (also known as “full Metropolis”) sampling techniques described
above are possible. In short, these include adaptive rejection, where the pro-
posal variances are “tuned” during the simulation run in order to achieve
a proposal acceptance rate which provides the most efficient search of the
parameter space; and delayed rejection, which attempts to propose a second
parameter using a smaller proposal variance if the first proposal is rejected in
the M-H step. Delayed rejection attempts to accept more proposals (and thus
has fewer duplicated samples in the resulting chains), but requires a slightly
more complex form of the Metropolis-Hastings criteria described above.
When adaptive techniques are applied to multivariate normal proposals, and
the covariance matrix for the proposal distribution is computed from the sam-
pled chains themselves over the course of the simulation run, the technique
is frequently referred to as “adaptive Metropolis.”
1.1.5.4 Determination of Convergence
Markov Chains typically require a burn-in period to assume their stationary
distribution; that is, some number of initial iterations must be performed
before the collected samples will describe the target distribution. These
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initial iterations are generally discarded. Determination of how many burn-
in iterations must be performed can be in part accomplished using various
statistical convergence measures, or even visual inspection of the chains.
One popular convergence diagnostic is the Gelman-Rubin statistic. This
technique examines multiple MCMC chains by dividing each chain up into
batches. The variances of within-chain and between-chain means are then
computed. A ratio R is then formed involving these two variances; assuming
the within and between chain variances should approach each other as the
chains converge, a value of R approaching 1 indicates convergence. For m
chains with batch sizes of n samples, and defining the within-chain variance
by W , the between-chain variance by B, and the estimated total variance V ,





























1.2 Contributions to the State-of-the-Art
The most significant contributions of this research were the creation of a
strategy for generating radiation maps of previously unknown areas using
limited data and the development of a robotic platform to evaluate this strat-
egy. This strategy for integrating all the necessary functionalities, including
the construction of the prototype robot, to all the mathematical algorithms
required to generate the radiation map, was developed from the ground-up
and will be presented here.
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1.3 Summary of Contents
Chapter 2 describes the prototype mobile robotic platform designed and de-
veloped during the course of this research. This chapter covers the hardware
selected and the software used to drive the platform, create the physical
layout map and to collect the radiation samples.
Chapter 3 describes the computational approaches used to transform the
radiation samples collected into a probabilistic radiation map and presents a
simulation case study.
In Chapter 4, the results from radiation mapping experiments completed in
a lab with the prototype platform are presented.
Chapter 5 presents some extended sensitivity analysis on the effects of dif-
ferent radiation sampling considerations on the predictions generated by the
system.
Finally, Chapter 6 outlines the contribution to the state of the art by this
project and provides recommendations for future work.
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Chapter 2
Radbot – The Mobile-Robotic
Radiation Map Generation
Platform
This chapter introduces and describes the design and development of the
mobile robotic platform that is the result of the research conducted here. The
device, named Radbot, is shown in Figure 2.1. Radbot [32] is composed of
three integrated systems - its hardware component, and two complementary
software components: the first, operating software responsible for driving the
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device and collecting the sensor readings and the second, the computational
algorithms which parse the observations and generate the radiation map.
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2.1 Radbot Hardware
Throughout the entire design process; efforts have been made to preserve the
options of selecting different hardware configurations appropriate to the en-
vironment being mapped while applying otherwise the same map generation
algorithms.
Radbot is made up of several hardware components: a radiation sensor to
measure field intensity and its corresponding data acquisition unit, a laser
range finder to study the layout of the room, and an on-board processor to
process and analyze the sensor observations and to control the mobile robotic
platform which moves the equipment through the passable regions in the area
being surveyed.
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Figure 2.1: Robotic Radiation Mapping Platform - “Radbot”
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2.1.1 Mobile Base
The prominent piece of functional hardware making up Radbot is the robotic
platform, required to structurally integrate the various sensors and controllers
required to perform the radiation mapping task, and to transport the gear
throughout the passable areas under investigation.
From the standpoint of technical capabilities, the platform must be able to,
at the very least, receive remote commands from an operator and be able
to move to instructed positions. It had to be sturdy enough to be able to
transport the rest of the sensors, which could weigh as much as 25 kg, and
robust enough to be counted on to return from the area under radiation
exposure reliably on command.
In addition to these core requirements, the ability to integrate the robot’s
control system with an operating system compatible with the other key sens-
ing components, specifically the laser rangefinder and the radiation sensor,
was desirable so that integration would be as straightforward as possible.
The Pioneer 3-DX [33], an off-the-shelf solution, was selected based on its
high reliability and ease of implementation. Using the Pioneer 3-DX has
several advantages to building a custom robot base: no time and labour are
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required and there is product support from the vendor. Also, due to its
popularity in the field of academic mobile robots, many problems have been
previously encountered and solved by the robotics community. Open source
software for interfacing with the robot has been developed and is readily
available.
The Pioneer 3-DX has an approximately circular footprint, which means that
there is no risk of collisions when rotating on the spot. It is a two-wheeled
differential drive robot with a rear caster wheel. It is capable of speeds of
approximately 5 km/h and has a run time of 8-10 hours. The Pioneer 3-DX
comes with built in high-resolution wheel encoders that are used to regulate
wheel speeds and feed information into an odometry system.
2.1.2 Laser Range Finder
A Sick LMS 200 laser range finder [34] is an add-on to the Pioneer 3-DX. This
sensor is the primary sensor used by the SLAM system for building a physical
map of the environment. This sensor gathers information about the relative
distance between the sensor and objects detected in a two-dimensional scan
as per Figure 2.3. It has a maximum range of 80 meters, and a selectable
resolution of 0.25, 0.5, or 1 degree.
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Figure 2.2: Sick 200 LMS Laser Range Finder [cite: sick.com]
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The sensor has a 180 degree field-of-view and a refresh rate of up to 75 Hz
(at 1 degree resolution).
2.1.3 Radiation Sensor
The radiation sensor package selected for the Radbot was a 2”x2” NaI(Tl)
scintillation detector coupled with a portable 4,096 channel MCA (Multi
Channel Analyzer). The large volume scintillation detector was selected to
provide omni-directional response to gamma rays and has good energy ef-
ficiency over a large range of gamma energies that may be encountered in
harsh radiation environments.
For radiation mapping, the detector was used in scalar (count per second)
mode, although the fact that the system is a spectrometer will allow for source
identification through gamma peak analysis when required. The sensitivity
can be increased by adding a larger volume detector, or, more detectors. The
sensor is mounted directly between the two drive wheels, at the centre of ro-
tation of the robot. This was done in order to allow the robot to rotate on the
spot while accumulating radiation counts for a specific location. This allows
the laser range finder to accumulate physical data of the environment and
build a better map more quickly while taking radiation readings. Spinning
on the spot also increases the accuracy of the localization system.
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2.2 Operations Software
A laptop using the Ubuntu 11.10 operating system was chosen to run all of
the software for Radbot. This was done primarily to allow the use of the tool
set and codebase provided by ROS (Robot Operating System: www.ros.org).
ROS is an open source software platform aimed at facilitating the develop-
ment of robotic systems. It consists of a set of tools and libraries which help
software developers create software for robots.
The primary goal behind ROS is to accelerate the research and development
of robotic systems. This goal is accomplished by supporting code re-use
and facilitating collaboration between researchers. Extensive code libraries
are available which provide functionality for both low-level functions such as
controlling actuators or reading sensors, as well as high level algorithms such
as obstacle avoidance, or computer vision.
By using the ROS platform, developers are able to work within a consistent
framework for managing their software. Tasks such as passing information
from one software module to another are managed by the ROS system. This
makes it easy to re-use, build on, and adapt previous work to a particular
purpose. In other words, less time is spent reinventing the wheel.
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2.2.1 SLAM
The task of localization and mapping was accomplished by selecting a pre-
existing solution with proven reliability. The algorithm is known as GMap-
ping and is described in [35]. The source code is available through the
OpenSlam.org project.
The algorithm uses a Rao-Blackwellized particle filter approach, which has
been demonstrated to work particularly well with laser range finders, 2D
mapping, and environments that are not unlimited in size. A wrapper was
written for the algorithm by Brian Gerkey to integrate it with ROS [36]. The
version of the algorithm available through ROS requires several data inputs
to function. The first of these is a stream of laser scan data, essentially
composed of a series of distance measurements accompanied by the angle of
that measurement to the laser scanner.
The measurements are the distances from the laser to the objects it detects.
The second set of data required is an approximation of where the robot
has traveled with respect to its previous position. This is typically supplied
by an odometry system based on the wheel encoders of the robot. Lastly,
it is required to know the transform of the position and orientation of the
laser scanner with respect to the centre of the robot. Additionally, there are
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numerous parameters which can be adjusted to tune the behaviour of the
GMapping algorithm to work in various scenarios.
These parameters include information about the expected error and range
of the sensors, the desired map resolution, and the update frequency (which
results in proportional computational load). The default values of these
parameters were designed to work with the Sick LMS 200 laser range finder
and typical wheel odometry performance, and so they were not modified.
The ROS wrapped GMapping algorithm was selected because of its ease of
implementation and proven reliability. Additionally, the open-source nature
of the software allows it to be modified and expanded if necessary to improve
performance in three-dimensional, unstructured, or dynamic environments.
2.2.2 Navigation
The navigation task was also accomplished by using pre-existing solutions
provided through ROS. A description of the system can be found in [37].
To use the navigation system, there are several pre-requisites which must
be satisfied. The robot base must be able to accept velocity commands in
component-form (x-velocity, y-velocity, and θ-velocity).
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A planar range-finding sensor such as a LIDAR (Light Detection And Rang-
ing) is needed for obstacle detection and localization, and an odometry sys-
tem is required to track the motion of the robot. Lastly, a physical map of
the environment is required to navigate through. This map can b obtained
by using SLAM to build one, as is the case here.
Although the system is capable of determining the location of the robot
on the map by comparing its current sensor information to features of the
map, an initial pose estimate supplied by an operator allows the localization
system to converge on the true location more quickly. The navigation system
allows a user or another algorithm to designate navigation destinations.
The system will autonomously plot a path from the robot’s current location
to the destination, taking into account information from the map.
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Figure 2.3: Remote Access via TeamViewer
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The path which is generated uses a cost function which attempts to keep a
user-specified distance away from walls and obstacles.
In addition to this global path planning, the navigation system includes a
local planner which takes into account temporary obstacles being picked up
by the sensors. Currently, only the 2D laser range finder is used to detect
obstacles, but the navigation system allows for the use of other sensors,
so long as the output of these sensors is formatted as a 3D point cloud.
The point cloud represents the points in space at which the sensors detect
obstacles. These obstacles may be moving and do not need to be present on
the map. In this way, the path planning is robust to temporary obstacles
such as human pedestrians in occupational settings. The local path planner
attempts to stay close to the global path and the degree to which it does this
is tunable through the parameters of the software.
2.2.3 Remote Acess
An application called TeamViewer [38] was used to remotely access the laptop
on board Radbot over a local wifi network (see Figure 2.3). This was done so
that a user can send navigation goals and view mapping information during
use. The video feed of the on-board camera is also visible to the user by
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this method. The use of TeamViewer requires that both the laptop on board
Radbot and the machine being used by the operator have internet access.
However, this also means that control of Radbot can be accessible from
anywhere globally, so long as there is internet access.
40
2.3 Radbot SLAM Test
The results of mapping and localization testing are displayed in Figures 2.4
through 2.6. In Figure 2.4, the map generated by Radbot is displayed. Figure
2.5 shows the building floor plan for the same area. The white areas on the
experimentally generated physical map represent explored, open space. The
gray areas represent unexplored areas, and the black represents grid cells
which are 90% likely to be occupied. Around the edges of the experimental
map there can be seen some areas where the laser scanner has not fully
swept or explored. These areas are due to windows, open doorways, and
rooms which were not entered by the robot.
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Figure 2.4: A Map Generated Using the GMapping SLAM Algorithm
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Figure 2.5: The building floor plan of the same area
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Figure 2.6 shows the overlay of the building plans with the map that was
generated. This was done by simply rotating and scaling the images by eye.
It can be seen that there is a high degree of correspondence between the
building plans and the experimental map. As indicated on Figures 2.4 and
2.5, some renovations were done to the building which are not shown on the
original building plan. Also not shown on the building plan are benches and
lockers along the walls, which can be seen in the experimental map.
Figure 2.7 shows an image of a global path, with the destination at one
end, and the set of obstacles in proximity to the robot. The proximity in
which obstacles are retained in the memory is one of the parameters of the
system, and should depend on the speed the robot is operating at. Obstacles
present on the map as well as dynamic (or previously unmapped obstacles)
are retained within a four meter window around Radbot, in this case. The
performance of the navigation was tested repeatedly in a dense and cluttered
lab environment with good results.
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Figure 2.6: Comparison of the Map Generated Using SLAM and the Building
Floor-Plan
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Figure 2.7: Example of Global Path Generated by Path Planning Algorithm
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2.4 Discussion
The preliminary test results demonstrate that the physical map generating
and navigation capabilities of Radbot were operating correctly.
The next stage in this multi- stage project was to perform tests using the
radiation sensor and live radiation test sources. The algorithm previously
developed in [39] will be used to predict the distribution of radiation levels
throughout an area and the location of radiation sources.
For real-world applications, a more robust mobile base will be required which
is capable of operating in more difficult terrain. This should include such
scenarios as disaster sites with various debris, handling of physical drop-off
features, and in general unpredictable terrain. In accordance with this goal,
generating a 3D map as opposed to a 2D one will be required.
Potential improvements and augmentation to the SLAM system could in-
clude the use of computer-vision techniques. The use of a vision system
could also be beneficial for the purpose of obstacle detection, as the cur-
rent LIDAR method only provides a 2D slice of the world and cannot detect





Maps Based on Sparse Data
In this method, the sensor readings acquired from the passable regions in
the area being studied are used to calibrate an appropriately selected model
so that it best matches the real-life scenario using Bayesian inference tech-
niques to help account for positional error in the mobile robot survey and the
discrete nature of the radiation intensity measurements. Once the locations
and intensities of the radiation sources which are most likely to match the
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measured data have been determined, Monte Carlo analysis is used to fill in
the areas on the radiation map corresponding to the portions where it was
impossible to position a sensor. In the following sections, an overview of the
integrated approach is presented and then its effectiveness is studied through
a simulation study.
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3.1 Models and Methods
The proposed strategy was examined in a four-step simulation study illus-
trated in Figure 3.1. First, a radiation intensity model was developed to
model the radiation intensities for the complete area given sources of known
position and intensity. Next, a radiation sensor model was created to simulate
sensor readings taken from a relatively small section of the area taking into
consideration both the position error from the model robot and the discrete
nature of the radiation field intensity. The readings from the simulated sen-
sors alone were then used in a Markov Chain Monte Carlo (MCMC) inference
study to estimate the locations and intensity of the sources. Finally, Forward
Monte Carlo (FMC) analysis was done using the posterior distributions from
the MCMC study to generate the probabilistic radiation map.
50
Figure 3.1: Functional Overview of Approach
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3.1.1 Radiation Model
For the purposes of this preliminary study, the radiation model for each
source used in the study was defined by three parameters: one representing
the radiation intensity and two to characterize the position where the mobile
robot took the reading. The mean radiation Rp at point P (x, y) resulting





where the contribution from the ith source Ri is calculated by applying the
inverse square law [40]:
Ri =
Mi
(Px − Psxi)2 + (Py − Psyi)2
(3.2)
where Mi is the source intensity, and Px, Py, Psx, and Psy are the x and y
coordinates of the ith measurement and source locations, respectively.
3.1.2 Mobile Robot Model
A simple mobile robot model was used to account for the difference between
where the robot is commanded to go and take radiation samples for each
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location and where it actually ends up. These deviations are later treated as
inferred parameters in the source inference stage. It is up to the designer’s
discretion whether or not each commanded position should have its own error,
or whether or not it is most likely that the error will be similar for each point.
Furthermore, normal or eccentric error models can be used whether they are
proportional to the distance traveled from the last sampling point or not. In
this work, the error function used for each point was identical and uniformly
distributed at +/- 0.5% of the total width of the area being studied.
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Figure 3.2: Layout Showing the Position of the Sources (Diamonds) and
Measurements Taken (Squares)
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3.1.3 Radiation Sensor Model
The radiation sensor model was based on sampling from the Poisson distri-
bution as in [1,2] where the intensity measured at point P (x, y), Rmp, is given
by:
Rmp = Pois(λ) (3.3)
where Pois is the Poisson function as described in [41] and λ is the count
rate corresponding to the Radiation intensity for point P (x, y) calculated in
Equation (3.1).
3.1.4 Inference using Markov Chain Monte Carlo Tech-
niques
The MCMC study was designed so that the parameters being inferred are
the locations and intensities of all the sources, and are performed using un-
informative priors and normal error models. The likelihood function, LF ,






where m is the number of readings, Rpp,i is the radiation intensity predicted
for a given proposal at the ith point from Equation (3.1), and Rmp,i is the
sensor reading for the ith point from Equation (3.3).
3.1.5 Radiation Map Generation using Forward Monte
Carlo Analysis
Once the chains of the MCMC analysis converged, the resulting marginal
distributions for each parameter from every source were used to generate
the radiation map. A sufficient number of iterations should be considered,
the optimum number depending of course on the nature of the posterior
distributions for each parameter inferred during the MCMC study.
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3.2 Simulations and Results
To test the preliminary effectiveness of the mobile-robot assisted radiation
map generation scheme, a 20 m x 20 m area exposed to two radiation sources
was modeled. The proposed algorithm was then used to generate radiation
maps and the results were compared to the modeled area. As illustrated in
Figure 3.2, sources were placed at positions P1 = (2, 5)m, and P2 = (16, 6)m
with differing intensities of I1 = 350 and I2 = 450 counts per minute (CPM).
The simulated mobile robot was commanded to take five measurement sam-
ples along the leftmost and bottom edges at intervals of 4 metres as shown
in Figure 3.2.
The radiation mapping strategy proposed here was successful in the simu-
lation study. Figures 3.3, 3.4, and 3.5 show the resulting chains from the
MCMC analysis for the posterior values of the intensities and positions for
each source. For each parameters, the MCMC algorithm was able to achieve
convergence after around 2,000 iterations.
Plotting the distributions of the posteriors of each parameter from the con-
verged sections of each chain (when the number of iterations is greater than
2,000) shows that the converged chains are distributed log-normally around
the expected values (i.e., those “real” values from the radiation model simu-
lating the real-environment) as illustrated in Figures 3.6, 3.7, and 3.8.
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Figure 3.3: Markov Chain Monte Carlo Analysis - Posterior Chains - Inten-
sity of Sources
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Figure 3.4: Markov Chain Monte Carlo Analysis - Posterior Chains - Position
(X & Y) for Source 1 - Chains
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Figure 3.5: Markov Chain Monte Carlo Analysis - Posterior Chains - Position
(X & Y) for Source 2 - Chains
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Figure 3.6: Markov Chain Monte Carlo Analysis - Posterior Distributions of
Inferred Parameters - Posterior Distributions for Intensities for Both Sources
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Figure 3.7: Markov Chain Monte Carlo Analysis - Posterior Distributions of
Inferred Parameters - Posterior Distributions for Pos X and Pos Y for Source
1
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Figure 3.8: Markov Chain Monte Carlo Analysis - Posterior Distributions of
Inferred Parameters - Posterior Distributions for Pos X and Pos Y for Source
2
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Since the distributions of the frequencies for the converged portions of the
chains for each parameter were centered on their true values, the developed
method was able to accurately generate a radiation map (see Figure 3.9) for
the whole area in spite of the fact that samples were only taken from two
edges and positional errors of the mobile robot and errors in the radiation
sensor readings were considered.
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Figure 3.9: Radiation Map Illustrating Both the Intensity Fields Inferred
Using the Developed Method (Solid Lines) and Those Corresponding to Ac-




In this chapter, a procedure for generating probabilistic radiation maps using
sparse data collected by mobile robots from a small portion of the total area
being mapped has been developed and presented.
In this method, Bayesian-based techniques were used to infer the most likely
location and nature of radiation sources to cause the observed results.
Validation of the technique in a simulation study showed that this tech-
nique has the potential to be quite effective at characterizing the nature
of a radiation intensity field in cases when the radiation model selected is
representative of the environment being mapped.
The procedure was able to create an accurate map in just over 2,000 MCMC





Experiments in the Lab
The goal of this research was to build a robotic-based platform that could
collect radiation and orientation data from a portion of a room, and then
use these samples to build informative radiation maps of the entire area.
By integrating the hardware described in Chapter 2 with the mathematical
approaches developed in Chapter 3, a platform that can do just that has
been developed.
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4.1 The Test Lab
In order to evaluate the capabilities of Radbot in real-life scenarios, Radbot
was used to generate radiation maps for different exposure scenarios in a
250 m2 test environment constructed in a secure laboratory in the Energy
Systems and Nuclear Science Research Centre at the University of Ontario
Institute of Technology, shown in Figures 4.1 and 4.2.
To conduct the tests, three 1 milicuri (mCi) 137Cs radiation sources were
acquired, and three-source location positions in the lab were selected. This
arrangement allowed for the creation of a large number of different exposure
scenarios, as different combinations of sources could be placed at the three-
source location positions for each trial. At each source location position,
radiation source stands were created consisting of 10 cm foam pads placed
on inverted 30 cm tall bins as shown in Figure 4.3.
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Figure 4.1: Overview of the Test Lab
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Figure 4.2: Overview of the Test Lab
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Figure 4.3: Radiation Sources and Test Stand
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For each mapped scenario, the accuracy of the map would be scored by
collecting an additional set of samples throughout the area, which would not
be used to update the map, but instead used to compare predicted versus
the observed radiation intensity values.
A control centre was set up in the lab a safe distance from the radiation
sources from which to conduct the experiment as shown in Figures 4.4 and
4.5. For the trials presented here, the control centre consisted of space for
an operator and an Apple MacBook Pro communicating with and control-
ling Radbot via the TeamViewer software application. From this location,
Radbot could be safely commanded to survey different locations throughout
the test area without the risk of any significant radiation exposure to the op-
erators from any potential radiation source configurations, though personal
radiation exposure devices were also used to monitor exposure levels to those
conducting the studies as well.
The remaining sections of this chapter will describe two experiments con-
ducted with Radbot, mapping scenarios with and without shielding with
different source locations.
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Figure 4.4: The Control Centre - Map in Progress
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Figure 4.5: The Control Centre - The Mapper
74
4.2 Radbot Mapping Experiments - Test Set
One - No Shield Present
The first set of scenarios mapped with Radbot in the test lab were situa-
tions when there were no obstructions present in the test area to shield the
radiation field from any of the sample locations. In these tests, Radbot was
deployed into the test area with no prior-knowledge of the layout of the room
or where the source locations were.
For each lab layout configuration, Radbot was very quickly able to create
a layout map of the room using its laser scanner and on-board SLAM algo-
rithms, clearly identifying the boundaries of the area (including small nooks)
and the location of the three-source location positions as the map was being
developed by Radbot’s mapping algorithm. While Radbot was being com-
manded to explore the area, a diagram of the layout map was available at the
Operator Station (See Figure 4.6) via RViz [42], which informed the Radbot
operator of the progress of the physical layout map generation and Radbot’s
perceived location of itself within the map.
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Figure 4.6: Typical Physical Layout Map Viewed at the Operator Station
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Figure 4.7: Two-source Locations within the Lab
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4.2.1 Radbot Mapping Experiments - Two-Source Lo-
cations and No Shield
For test number one of the no-shield scenario, two radiation sources (to
simulate one larger source) were placed at Location 1 and one source was
placed at Location 2 as shown in Figure 4.7.
Next, Radbot was commanded to eleven positions along the outside perime-
ter of the test area (shown in Figure 4.8).
At each location, Radbot was commanded to remain stationary and multiple
γ-ray radiation detection sessions were conducted with the mean being used
in order to mitigate the effects of the stochastic nature of the measurement of
radioactive decay on the data collected. Specifically, five separate 30 second
γ-ray particle detection sessions were conducted. For each session, the mean
number of counts (or γ-ray hits detected) was converted to a rate, and all
five were used to construct the map.
Once the samples had been collected from all eleven positions, the radiation
model, described previously in Chapter 3, was used to infer the most likely
radiation source positions and intensities shown in Figure 4.9.
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Figure 4.8: Sample Locations for Two-Sources
79
Figure 4.9: Inferred Source Locations for Two-Source - No Shield Scenario
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The model, now calibrated for the given scenario was ready to make pre-
dictions for the radiation intensities likely to be observed at other locations
through-out the lab in order to construct the map using the probabilistic For-
ward Monte Carlo approach previously described, as shown in Figure 4.10,
where the highest radiation intensity is predicted to be at the middle of the
concentric circles (centered on the radiation source positions), and where
each radiation intensity contour line traces a particular intensity threshold
of decreasing intensity as the radial distance from the centre of each circle
increases.
To complete the evaluation of the first test, Radbot was directed to 11 lo-
cations from the centre of the area (shown in Figure 4.11). These samples,
were not used to calibrate the model further, instead, they were used to val-
idate the models calibration by comparing predicted versus observed values
for these locations. By comparing the observed values sampled directly by
Radbot with the predicted values for each location taken from the calibrated
radiation model it is possible to evaluate the effectiveness of the platform
quantitatively.
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Figure 4.10: Probabilistic Radiation Map for Two-Source - No Shield Sce-
nario
82
Figure 4.11: Additional Locations Sampled for Validation of Map
83
These measurements were plotted against radiation intensity predictions for
the same positions from the radiation model in Figure 4.12 (with the solid
line representing unity or perfect correlation).
This plot shows a very nice correlation between predicted and observed val-
ues, with the residual between the measured and modelled points being dis-
tributed normally and never exceeding 40%, indicating that even with points
collected just along the edge of two walls that the model could identify the
radiation intensities within the area, especially for areas situated between
the two-sources. The biggest deviation came for points sampled just beyond
the source at Location 2 (shown in the yellow square in Figure 4.13).
That the map would be least accurate in that corner compared to the other
samples stands to reason, given that it is the furthest away from the or-
thogonal sample line (at the top of Figure 4.13) which allowed the model to
“triangulate” where the actual sources were and what their intensities would
be. The further away from those points, the less confident that the model can
be of the position and intensity of the source or sources there. The radiation
intensities observed at the samples informing the model can be explained by
either an exposure to a relatively large intensity source at location “B” on
the blue line just as well as a weaker one at location “A”. Of course this issue
is less pronounced near Location 1 - where the model can better make the
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distinction between the two scenarios because of the sources available in two
orthogonal directions.
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Figure 4.12: Predicted vs Observed Radiation Intensities - Two-Sources - No
Shield Scenario
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Figure 4.13: Predicted vs. Observed Radiation Intensities
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4.2.2 Radbot Mapping Experiments - Three-Source Lo-
cations and No Shield
The second trial evaluated with Radbot was a scenario with one source placed
at each of the three separate locations as shown in Figure 4.14.
As was done in the first trial, Radbot was again dispatched to take radiation
samples from only two edges of the perimeter, stopping methodically to take
samples at each point, following the route shown in Figure 4.15 in order to
assess whether or not a third source had a significant impact on the mapping
ability of Radbot and the modelling approach employed.
The same probabilistic unshielded radiation algorithm developed in Chapter
3 was used again to predict the most likely locations of the radiation sources,
and in turn be used to generate the probabilistic radiation maps.
For this scenario, Radbot was able to predict the location of the sources quite
accurately, with the two sources closest to where the calibration points were
being within 1 metre. The three-source locations predicted by the model for
this scenario are shown in Figure 4.16.
This data then could be used to generate a corresponding radiation intensity
contour map shown in Figure 4.17.
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Figure 4.14: Three-Source Locations within Lab
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Figure 4.15: Sample Locations for Three Sources
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Figure 4.16: Inferred Source Locations for the Three-Source - No Shield
Scenario
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Figure 4.17: Probabilistic Radiation Map for Three-Source - No Shield Sce-
nario
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Figure 4.18: Predicted vs. Observed Radiation Intensities - Three-Sources -
No Shield Scenario
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Finally, Radbot was next dispatched to collect more points from throughout
the area to validate the three-source scenario by collecting samples from 11
more locations throughout the area to quantitatively evaluate the map and
model. In Figure 4.18, the predictions of the model were plotted against
these samples, and again the approach using Radbot was successfully able
to characterize the radiation well with the vast majority of predictions being
within 10% of the validation samples.
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4.3 Radbot Mapping Experiments - Test Set
Two - Shield Present
Given the promise shown by the Radbot based approach for generating ra-
diation maps previously shown, a follow-up study was conducted where the
aim was to study how much affect the presence of a modest radiation shield
would impact Radbot’s ability to characterize the radiation intensity field in
the lab, and to generate accurate radiation maps.
To this end, a 4’ x 8’ ( 1.2 m x 2.4 m) wall was constructed using pine 2”x4”
studs, 2” metal rails and 1/2”drywall as shown in Figure 4.19.
The wall was positioned in the test laboratory so that it would be between
the sample points and source locations, both of which would remain as close
to the first test set as possible - see Figure 4.20 for an overview of the layout.
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Figure 4.19: Shielding Wall Constructed for Second Test Set of Radbot
96
Figure 4.20: Typical Physical Layout Map Viewed at the Operator Station
of the Test Configuration with Shield
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4.3.1 Radbot Mapping Experiments - One Source Lo-
cation and One Shield
The first scenario with the wall in place was configured with a single source
stationed at Location 1. As before, Radbot was commanded to collect sam-
ples from around the perimeter, stopping at 11 intervals along the way as
shown in Figure 4.21 . This time, however, for three of the sample locations
(circled in green), the wall (circled in red) was positioned between that point
and the radiation source.
Next, the same radiation approach used previously for the non-shielded sce-
narios was used to construct a radiation map for this scenario where some of
the readings used to inform the model were presumably affected by the wall
- see Figure 4.22
As before, additional points were collected from throughout the area to allow
comparison of predictions with observations, as shown in Figure 4.23.
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Figure 4.21: Overview of Layout for One-Source Scenario with Shield
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Figure 4.22: Probabilistic Radiation Map for One Source - One Shield Sce-
nario
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Figure 4.23: Predicted vs. Observed Radiation Intensities - One Source -
One Shield Scenario
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Compared to the non-shielded scenarios, there is a larger deviation between
the radiation intensities predicted by Radbot compared to corresponding
direct measurements. The distributions of the errors, or residual between
predictions and observations, are normally distributed around the unity line
though, indicating that the shield reduces the precision of Radbot’s maps in
this case as opposed to introducing a bias (i.e., with a shield Radbot still
does not tend to under predict exposures).
102
4.3.2 Radbot Mapping Experiments - Two-Source Lo-
cations and One Shield
The final trial run in the lab was a scenario with sources placed at Locations
1 and 3. Twelve samples were collected and used to calibrate the model for
this exposure scenario - see Figure 4.24.
In this scenario - all of the points should be subject to shielding from one of
the two-sources.
As before, Radbot was sent to collect radiation samples from around the
perimeter of the lab. These points could then be used to generate a radiation
map. To start, the same model as for the unshielded cases before was used.
The contour map produced is presented in Figure 4.25.
Next, the predictions for each of the test locations (where Radbot collected
observations but did not use them to calibrate the model for this exposure
scenario) were plotted against the actual observations, as shown in Figure
4.26. Compared to the two-source scenario with no shield, this case with the
shield present results in a significantly larger mean error, or average difference
between predictions and observations.
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Figure 4.24: Overview of Layout for Two Source Scenario with Shield
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Figure 4.25: Probabilistic Radiation Map for Two-Sources - One Shield Sce-
nario
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Another important observation, for this case where the shield was present
and the radiation intensity field was created by two-sources, the distribution
of the error was not normally distributed (i.e., just as likely to over-predict
as under-predict) as was the case more or less in all previous cases, but in
fact there was tendency for the model to be more likely to predict radiation
intensity values which were less than observed measured values in many cases,
likely due to the model not considering the effect of shielding directly and
instead accounting for the resulting effects in the observed field by distorting
the locations of the sources themselves.
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The mobile robotic prototype, Radbot was successfully deployed into a sim-
ulated “real-world” environment. Radbot took commands from a remote
command centre, and was positioned throughout the laboratory. Radbot
collected radiation intensity readings from the desired positions, and was
able to transmit the raw data to the command centre.
The model-based radiation map generating routine described first in Chapter
3, was used to process the radiation samples collected and transmitted by
Radbot, and were used to generate accurate maps of four scenarios: Two
and Three Sources with No-Shield Present, and One and Two Sources with
a Shield Present.
In the four scenarios run in the lab in this work, the introduction of a shield
to the environment had only a modest impact on the ability of Radbot to
locate the sources, and to generate good quality radiation maps - despite
the fact that Radbot’s radiation model did not directly consider the effect of
shielding.
In the unshielded cases, the error between the predicted and observed ra-
diation intensities was typically normally distributed around the unity line
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- which is to say that Radbot was just as likely to under predict radiation
as much as over predict. In addition, the mean magnitude of the error was
typically proportional to the magnitude of radiation intensity observed at
a particular point. The higher the radiation intensity field, the larger the
absolute error.
The trend in the shielded scenarios was to under predict the radiation inten-
sity for those shielded cases, with 10 of 12 outliers (points with more than




Further Sensitivity Analysis of
the Radbot Radiation Mapping
Platform
Reviewing the results from the previous chapter, it should come as little
surprise that the performance of Radbot, at least the performance measured
by the metric of comparing predicted radiation intensities to observed values
(which were not used to calibrate Radbot for this exposure scenario) was
sensitive to both the presence of a shield in the area being mapped and
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the number of radioactive sources responsible for the radiation field being
characterized.
The response to both more sources, and the addition of a shield to the area
being mapped was for the error, or the residual between the observed and
predicted intensities for locations within the map, to increase. Furthermore,
the effect of two-sources and the shield seems to be an amplification of what
would be expected from the sum of the effects from each contribution taken
independently.
These observations identified an opportunity to further analyze the data
collected to validate the fundamentals of Radbot presented in Chapter 4 to
explore the sensitivity of the performance of Radbot to different sampling
scenarios from those previously presented. For example, what if Radbot was
only informed by 9 samples around the perimeter of two sides instead of the
11 or 12 locations used in the previous cases? What about 7 locations? Or
5? Or 3?
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5.1 Evaluating the Sensitivity of Radbot’s Per-
formance to the Number of Points on the
Perimeter Used to Calibrate the Model
As a first step towards formally evaluating these sensitivities, it was necessary
to begin by formalizing the performance metric mathematically, with a form
based on the least-squares inspired likelihood function previously defined in
Equation (3.4), but here normalized to the measured intensity and to the










where i is the ith location, m the total number of locations surveyed, Rpp
is the radiation intensity predicted for the ith location, Cap is an optional
calibration parameter1, and Rmp was the radiation intensity measured for
the same ith location.
1This calibration parameter can be used to control for cases when the predicted ra-
diation is much higher than the observed (i.e., when the radiation model predicted the
location of a source to be coincidental with where the validation sample was), for the
results presented in this work it was set to 1.8x the largest observed value from all studies.
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This metric now is the difference of squares applied to the “mean percent
error per point”. To begin, this metric is applied to the studies presented in
Chapter 4 (see Table 5.1):









2 - Sources 11 9 0.041
3 - Sources 11 9 0.460
Shield
1 - Source 14 15 0.125
2 - Sources 13 13 0.219
What can be seen in Table 5.1, is that the results from the previous chapter
show a trend that controlling for source location (by sampling from the same
two edges alone), and for the number of samples taken (by normalizing for
the number of samples taken in the Radbot Performance Metric Equation
in Equation (5.1)) that the prediction error increases with the number of
sources used. One confounding factor to this preliminary evaluation though,
is that while effort was taken to sample the calibration and validation points
in similar locations for each run, they were not identical, and these incon-
sistencies could confound attempts to assess the sensitivity unless managed
appropriately.
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5.2 The Effect of the Number of Samples Used
from the Perimeter
In order to more thoroughly control for the variations in validation point
locations, a statistical study of the sensitivity of the Radbot Performance
Metric to the number of calibration sample points on the two perimeter sides
was completed for both the two and three-source scenarios for the studies
without the shield present.
5.2.1 The Two-Source No-shield Case Revisited
The sample locations used to calibrate Radbot’s radiation model for the two-
source no shield case are presented again below, this time with each location
numbered for identification in Figure 5.5.
The Radbot Performance Metric for the scenario where all 11 points were
used to calibrate the Radiation Model and make predictions was presented
in Table 5.1, and in order to test the sensitivity to fewer evenly distributed
scenarios, the model fit was re-run using the sample groups listed in Table 5.2.
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Table 5.2: Sample Locations Used for Sensitivity to Number of Perimeter
Points Study for Two-Source Scenario
Group Number of Sample Points Sample Locations Colour
A 11 1-11 Red
B 7 1, 2, 4, 6, 8, 10, 11 Blue
C 5 1,3,6,9,11 Green
D 3 3,6,9 Yellow
For each group A to D in this study, the same sources were used to calibrate
the model in each scenario (i.e., sample location “6” was the same for all
groups A to D). With this control, the analysis could then be used to tease
apart the effect on where along the perimeter the calibration points position
had on the error in the map generated by Radbot.
The results for these comparisons are presented visually in Figure 5.2 as a
plot of Predicted Value (by Radbot) vs Observed Sampled Value, and where
each calibration sample group is represented by a different coloured square
identified in Table 5.1, and unity as a thin red line.
Figure 5.2 shows a clear trend that as fewer points are used to calibrate the
Radbot model for a given exposure scenario, the observed error between the
predicted intensities and that measured directly grew, with the greatest error
for the model calibrated by only three points (the yellow circles in Figure 5.2).
Furthermore, as the number of points was reduced such that only one or two
were used along each of the two sides of the test area, the odds of the error
being significantly large also increased, with several validation points having
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their exposure over-stated by 20 times, and others under-estimated by four
times.
The corresponding Radbot Performance Metrics for each group are presented
in Table 5.3.
Table 5.3: Radbot Performance Metrics for Groups A to D
Group Number of Sample Points Radbot Performance Metric Colour
A 11 0.041 Red
B 7 0.080 Blue
C 5 2.79 Green
D 3 4.68 Black
As can be seen from Table 5.3, groups C and D were significantly penalized
by the large outlier points.
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Figure 5.1: Numbered Calibration Points for Two-Source No-Shield Scenario
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Figure 5.2: Predicted vs. Observed Radiation Intensities for Different Num-
bers of Sample Calibration Points Used Spread Over Two Edges - The Two-
source Scenario
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5.2.2 The Three-Source No-Shield Case Revisited
In order to further asses these effects, the same analysis was performed on the
three-source data for the non-shielded scenario posted in Section 4.2.2. An
overview of which is presented in Figure 5.3, again the points were numbered
for identification. In order to test the sensitivity to fewer evenly distributed
scenarios for the three-source case, the model fit was now re-run using the
sample groups listed in Table 5.4.
Table 5.4: Sample Locations Used for Sensitivity to Number of Perimeter
Points Study for Three-Source Scenario
Group Number of Sample Points Sample Locations Colour
E 11 1-11 Red
F 7 1, 2, 4, 6, 8, 10, 11 Blue
G 5 1,3,6,9,11 Green
H 3 3,6,9 Yellow
For each group E to H in this study, the same identical sources and sam-
ple/validation points could then be used to tease apart the effect that which
calibration points used had on the error in the map.
The results for these comparisons are presented visually in Figure 5.4 as a
plot of Predicted Value (by Radbot) vs Observed Sampled Value, and where
each calibration sample group is represented by a different coloured square
identified in Table 5.4, and unity as a thin red line.
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Figure 5.3: Numbered Calibration Points for Three-Source No-shield Sce-
nario
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Figure 5.4: Predicted vs Observed Radiation Intensities for Different Num-
bers of Sample Calibration Points Used Spread Over Two Edges - The Three-
Source Scenario
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In the three-source case, one can see the same trend that in general as
the number of calibration points used to generate Radbot’s map is reduced,
that the differences between the predictions and observations increases. The
Radbot Performance Metric calculated for each Group in the three-source
scenario are given in Table 5.5.
Table 5.5: Radbot Performance Metrics for Groups E to H
Group Number of Sample Points Radbot Performance Metric Colour
E 11 0.123 Red
F 7 0.559 Blue
G 5 1.52 Green
H 3 3.09 Yellow
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5.3 The Effect of Using Samples From Only
One Side of the Area Being Mapped to
Calibrate Radbot
In the previous section, analysis establishing the sensitivity of the quality
of maps generated by Radbot to the number of sample locations used to
inform the map was presented. In this section, analysis on the sensitivity
of where the points used were positioned along the perimeter affected the
performance is presented, with a particular focus on whether or not having
a number of calibration points all along one side differed from cases where
the same number of points were evenly distributed along two sides.
The potentially confounding effect of how the sample locations were dis-
tributed along the perimeter was controlled for by consistently using points
uniformly distributed along two sides.
In this section, complimentary analyses studying the sensitivity of Radbot’s
mapping capabilities to the orientation of the points used are presented.
Controlling for the effect of the number of samples used to calibrate Radbot’s
map that were identified in the previous section, here the locations of where
the samples are collected will be varied from the extremes of all points only
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on one side of the perimeter to the scenario with them evenly spread along
two sides.
5.3.1 The Two-Source No-Shield Case
To complete this analysis, the sample locations used to calibrate Radbot,
shown in Figure 5.5, were broken into five sub-sets (groups I to L), each
containing six locations along the perimeter, presented in Table 5.6.
The rationale for these groups was to create scenarios of positional unbalance
in the points used by Radbot to calibrate the radiation map. Groups I and J,
containing points exclusively from a single side in the lab, provide the extreme
cases, where K and L are ever-slightly less extreme due to the inclusion of
a single point on the second perimeter. Group M is control, and has points
evenly distributed along two sides.
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Figure 5.5: Numbered Calibration Points for Two-Source No-shield Scenario
125
Table 5.6: Sample Locations Used for Sensitivity to Location Distribution of
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Figure 5.6: Predicted vs Observed Radiation Intensities for Different Loca-
tions of Six Sample Calibration Points Used Spread Over Two Edges - The
Three-Source Scenario
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The results of this study are presented in Figure 5.6 as a plot of Predicted
Value (by Radbot) vs. Observed Sample Value at each location, and where
each calibration sample group is represented by a different coloured square
identified in Table 5.6, and unity as a thin red line.
Table 5.7: Radbot Performance Metrics for Groups I to M
Group Number of Sample Points Radbot Performance Metric Colour
I 6 0.187 Red
J 6 0.121 Blue
K 6 3.68 Green
L 6 0.115 Yellow
M 6 1.44 Black
The Radbot Performance Metrics are presented in Table 5.7.
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5.4 Discussion
A metric to quantitatively compare and rank the quality of radiation maps
generated by Radbot was developed, and used to evaluate the sensitivity
of the quality of the maps generated to both the number of points used to
calibrate the radiation model for a given exposure scenario.
The maps generated in the previous chapter were ranked using this metric,
and two intuitive trends were confirmed: a) that the more sources responsible
for the radiation intensity field in the laboratory, the harder it was for Radbot
to generate accurate maps and b) that everything else being equal, that the
maps generated for the shielded scenario were less accurate than for when no
shield was present. This is to be expected since the radiation model did not
take shielding into account.
Next, the data collected in the lab for both the shield and non-shielded cases
was reanalyzed using four different numbers of points, each evenly distributed
around two edges of the lab to calibrate the model for the given exposure
scenario. This analysis identified a non-linear trend - by which while there
was not a significant difference between the qualities of the maps generated
by Radbot when 7 or 11 points were used to calibrate the model for this
exposure scenario, there was a significant drop off in both cases in map
quality when only 5 or fewer points were used.
129
Finally, the sensitivity of the quality of maps generated by Radbot to how
diversely a fixed set of six calibration locations were positioned around two
edges of the room was investigated, there was no concrete trend visible be-
tween the relatively widely dispersed scenarios and those where the calibra-
tion locations were bunched together. Four of the five studies were able to
generate maps of much higher quality than the fifth, which was neither the







The completion of the work presented here was accomplished in three phases.
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In the first phase, a simulation study was completed to test the viability
of the sparse-data informed modelling approach that would form the ba-
sis of Radbot’s radiation mapping capabilities. The preliminary test results
demonstrated that the radiation map generating capabilities were operat-
ing correctly, and that the scheme had the potential to robustly provide a
radiation mapping capability.
In the second, a prototype robotic platform was designed and built using
off-the shelf hardware, integrated with a control system and the mapping
algorithm built in the first phase. Tests of Radbot’s physical mapping ca-
pabilities were completed, and it was shown that the platform had great
potential to accurately create physical layout maps, and to collect the radi-
ation samples needed to use the mapping plan developed.
Phase three saw the evaluation, in a real-life laboratory setting, of Radbot’s
physical and radiation mapping capabilities. Radbot took commands from a
remote command centre, and was positioned throughout the laboratory on
command. Radbot collected radiation intensity readings from the desired
positions, and was able to transmit the raw data to the command centre.
The model-based radiation map generating routine was used to process the
radiation samples collected and transmitted by Radbot, and were used to
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draw accurate maps of four scenarios: Two and Three Sources with No-
Shield Present, and One and Two Sources with a Shield Present.
In the four scenarios run in the lab in this work, the introduction of a shield
to the environment had only a modest impact on the ability of Radbot to
locate the sources, and to generate good quality radiation maps - despite
the fact that Radbot’s radiation model did not directly consider the effect of
shielding.
In the unshielded cases, the error between the predicted and observed ra-
diation intensities was typically normally distributed around the unity line
- which is to say that Radbot was just as likely to under predict radiation
as much as over predict. In addition, the mean magnitude of the error was
typically proportional to the magnitude of radiation intensity observed at
a particular point. The higher the radiation intensity field, the larger the
absolute error.
The trend in the shielded scenarios was to under predict the radiation inten-
sity for those shielded cases, with 10 of 12 outliers (points with more than
10% error between predicted and observed radiation) under-predicting the
observed radiation.
A metric to quantitatively compare and rank the quality of radiation maps
generated by Radbot was developed, and used to evaluate the sensitivity
133
of the quality of the maps generated to both the number of points used to
calibrate Radbot for a given exposure scenario.
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6.2 Contributions to the State of the Art
A novel model based strategy for generating probabilistic radiation maps for
areas based on sparse data was developed, and presented at the American Nu-
clear Society’s Winter Meeting in November 2010 in Las Vegas, Nevada [39].
This component was instrumental for providing the capability to generate
maps for an area without the requirement of taking measurements through-
out.
Radbot, a prototype mobile robotic platform to collect the data required
to inform the model was built, and presented publicly at the 2011 Cana-
dian Committee for the Theory of Machines and Mechanisms (CCToMM)
Symposium [43], in Intelligent Robotics and Applications [32], and winning
an award at the 2011 UNENE (University Network of Excellence in Nuclear
Engineering) Workshop. Building Radbot was key to this effort in that it
provided a means to safely sample radiation readings in an area, and provide
the data to the radiation modelling and map generation module.
Radiation sources were procured, and experiments were conducted with Rad-
bot and the model in the fall of 2012. This provided a unique opportunity to
exercise Radbot in live “real-life” scenarios. The results presented here show
a tremendous potential for the application of turnkey platforms, like Radbot,
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to provide a great service. These trials have not been presented ahead of this
document, but will be published soon hereafter.
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6.3 Recommendations for Future Work
One area of future work would be to improve the radiation model used. The
current radiation model presented here was in only 2-dimensions and does
not take shielding into account. Using a more sophisticated radiation model,
one that incorporates shielding effects and calculates the distance between
the radiation source and sample locations in 3-dimensions would improve
Radbot’s capabilities.
Secondly, development of a more robust robot, designed for testing in real-
world indoor and outdoor environments would expand the application of the
algorithms and approach presented in this work.
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Appendix A
acslX Scripts to Load the Raw
Data Collected
The following scripts include the raw data collected for both the two and
three-source scenarios, and the acslX m-language code to load it into the
acslX interpreter
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A.1 One Source Data Set for No-Shield Sce-
nario
%% -- Scenario One
%%






















80054 80085 80256 80018 81004
118165 118293 118390 118233 117936
111069 110751 113457 112677 111471
53207 53009 53400 53646 53730
24136 24138 24018 23919 23530
26141 26125 25746 25554 25602
24337 24142 24098 23886 24033
18919 18947 18873 18945 19066
12579 12498 12512 12399 12326













9260 9309 9399 9315 9324
15869 15626 15545 15380 15683
17081 16929 16910 16816 16956
14235 14101 14159 14238 14276
24661 24867 24558 24852 24918
35985 36223 36227 36049 36054
48343 48549 48826 48945 48891
135132 133016 132368 131960 133332
317854 296100 293778 293910 294281];
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A.2 Two-Source Data Sets for No-Shield Sce-
nario
%% -- Scenario Two
%%


















obs2 = [ ...
44378 33749 44526 45006 44907
66857 66548 66573 66315 66540
66342 66426 66705 66783 66285
35352 35667 35194 35127 34758
18000 17760 17866 17991 17769
20945 20706 20754 20558 20666
22719 22570 22463 22421 22608
24223 24361 24644 24612 24846
30119 29827 30131 29991 29835
32337 33285 33630 33781 33589












val2 = [ ...
75337 75007 75220 75245 74596
47836 47827 48201 47938 48290
48737 48745 48627 48809 48978
61569 61764 62424 62959 63087
78616 78281 78695 78670 78517
23268 23235 23142 22672 22619
31337 31389 31419 31772 31803
42789 43078 42884 42558 42872
48464 48740 48612 48597 48597];
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A.3 Three-Source Data Sets for No-Shield Sce-
nario
%% -- Scenario Three
%%



















24270 24261 24354 24352 24455
39928 38884 38967 38535 38776
32608 32424 32196 32121 32495
19850 19880 19983 19781 19746
12794 12768 12725 12756 13023
15542 15564 15687 15482 15573
17313 17198 16990 16896 17078
20282 20321 20064 20124 20127
26787 26526 26691 26696 26784
39208 38328 38856 38803 39045













88231 88211 88282 88111 88081
93111 91991 90290 89593 85022
76269 76553 77316 76814 76236
115539 114018 113931 113703 113931
50514 50424 50511 50559 50595
42527 42678 42715 42568 42280
31642 31662 31989 31827 31941
47830 47712 47913 47854 47777
50572 50602 50976 50778 51126];
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A.4 One Source Data Sets for Shielded Sce-
nario
%% -- Scenario One
%%
























97288 97215 96685 97240 97770
116383 116506 116425 116483 116753
113170 113266 113212 113485 114116
61757 61740 61792 61953 61857
35636 35602 35272 35260 34887
22950 22295 22152 22341 22383
25420 25888 26171 26264 26419
23466 22837 22813 22549 22614
10862 10883 10883 10956 10771
8003 8251 8111 7921 7912















7477 7550 7745 7661 7752
10622 10572 10541 10469 10381
15914 15773 15741 15628 15390
17006 16005 16335 16473 16702
20600 20524 20585 20522 20597
59960 59450 58999 55204 53825
97738 97852 98065 98625 98893
86749 86539 86422 87139 88201
61501 61742 61634 61880 61342
157
66096 65413 65230 65040 65625
118454 118522 118545 118371 11844];
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A.5 Two-Source Data Sets for Shielded Sce-
nario
%% -- Scenario Two
%%




















obs2 = [ ...
72941 72775 72738 73109 72981
67805 67635 68804 68122 68108
60000 59499 59020 58865 58871
38371 38480 38739 38456 38448
21859 22065 21918 22214 22222
17154 17430 17602 17512 17292
19568 19205 19112 19172 19106
21778 21640 21618 21141 20915
21966 22042 22054 21879 21956
26303 26304 26377 26560 26277
30211 30283 30106 30097 30230
34777 35030 34968 35340 35005
















val2 = [ ...
63493 63223 63307 63311 63265
82418 82693 82577 82756 82610
88643 88026 86949 86897 87170
87458 87890 87178 87498 87399
71842 71414 70753 72592 72591
45487 45722 45414 45539 45297
72436 72572 72292 72299 72315
23590 23442 23402 23533 23426
33706 33678 33887 33808 33539
82089 82104 82337 82494 81960
49102 49130 49218 49201 49264
161
47042 47004 46957 47004 46922




The following sections present the source code used to infer where the sources
were and to generate the maps for the two-source, no-shield case. The other
scenarios follow this structure closely.
163
B.1 map scenario2.m













xRange = [min(p_obs2(:,1))-abs(0.15*min(p_obs2(:,1))); max(p_obs2(:,1))+...
abs(0.15*max(p_obs2(:,1)))];












































































































































































%% Script two Plot Preds vs. Obs
%% two-source Case
p_comps2 = [p_obs2; p_val2];
comps2 = [obs2; val2];
SrcPos=[mean(chains(8000:10000,1)) mean(chains(8000:10000,3))
mean(chains(8000:10000,2)) mean(chains(8000:10000,4))];
SrcInt=[mean(chains(8000:10000,5))
mean(chains(8000:10000,6))];
is=[];
for i=1:200000:300000
is=[is; i];
end
hcomp=plot(is,is)
radbotperf_2sns=0
radbotperf_ct=0
176
for i=1:max(size(comps2))
intPos=0;
for j=1:numSrc
radius(i,j)= ((p_comps2(i,1)-coordx(SrcPos(j,1)))^2+...
(p_comps2(i,2)-coordy(SrcPos(j,2)))^2)^(1/2);
intPos=intPos + maxInt*SrcInt(j)*radius(i,j)^(-2);
end
plot(hcomp,1,comps2(i,1),intPos,’b*’);
plot(hcomp,1,comps2(i,2),intPos,’b*’);
plot(hcomp,1,comps2(i,3),intPos,’b*’);
plot(hcomp,1,comps2(i,4),intPos,’b*’);
plot(hcomp,1,comps2(i,5),intPos,’b*’);
radbotperf_2sns=radbotperf_2sns+((comps2(i,1)-intPos)/comps2(i,1))^2+...
((comps2(i,2)-intPos)/comps2(i,1))^2+((comps2(i,3)-intPos)/comps2(i,1))^2+...
((comps2(i,4)-intPos)/comps2(i,1))^2+((comps2(i,5)-intPos)/comps2(i,1))^2;
radbotperf_ct=radbotperf_ct+5;
end
radbotperf_2sns=radbotperf_2sns/radbotperf_ct;
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