Abstract. For large N , we consider the ordinary continued fraction of x = p/q with 1 ≤ p ≤ q ≤ N , or, equivalently, Euclid's gcd algorithm for two integers 1 ≤ p ≤ q ≤ N , putting the uniform distribution on the set of p and qs. We study the distribution of the total cost of execution of the algorithm for an additive cost function c on the set Z * + of possible digits, asymptotically for N → ∞. If c is nonlattice and satisfies mild growth conditions, the local limit theorem was proved previously by the second named author. Introducing diophantine conditions on the cost, we are able to control the speed of convergence in the local limit theorem. We use previous estimates of the first author and Vallée, and we adapt to our setting bounds of Dolgopyat and Melbourne on transfer operators. Our diophantine condition is generic. For smooth enough observables (depending on the diophantine condition) we attain the optimal speed.
Introduction and statement of results
Every rational x ∈]0, 1] admits a finite continued fraction expansion (Here, [y] is the integer part of y ∈ R * + .) Indeed, if x = 0 is rational, then T P (x) = 0 for some P = P (x) ≥ 1, which is the depth of the continued fraction, and the digits m j = m j (x) ∈ Z * + appearing in (1) are just
Clearly, this is equivalent to execution of Euclid's gcd algorithm: for two integers 1 ≤ p ≤ q, write q 1 = q, p 1 = p and q 1 = m 1 p 1 + r 1 with m 1 = m 1 (p/q) ∈ Z until the remainder r P vanishes for some P = P (p/q) ≥ 2. Then p P = gcd(p, q), and m j = m j (p/q) for 1 ≤ j ≤ P . Note that m P (p/q) = 1 if and only if p = q. We shall call cost any (nonidentically zero) function c : Z * + → R. Given such c, we associate to each rational x = p/q ∈ (0, 1] the following total cost: (2) C(x) = P (x) j=1 c(m j (x)) .
Our goal is to describe the probabilistic behaviour of the total cost associated to the ordinary (Gauss) continued fraction (1) (and some of its "fast" variants). Before stating our results, we explain our probabilistic setting, and recall previous works. ConsiderΩ := {(p, q) ∈ (Z * + ) 2 , p q ∈ (0, 1]}, and Ω := {(p, q) ∈Ω | gcd (p, q) = 1}, and endow the setsΩ N := {(p, q) ∈Ω | q ≤ N }, and Ω N := {(p, q) ∈ Ω | q ≤ N } with uniform probabilities P N and P N , respectively. We shall state our results for P N , but, as observed e.g. in [1] (see (2.18)), they also hold for P N . Note that if (p, q) ∈ Ω N we can write C(p, q) and P (p, q) instead of C(p/q) and P (p/q). As usual, the expectation E N (C) denotes (p,q)∈ΩN P N ((p, q))C(p, q) and the variance V N (C) is E N (C 2 ) − (E N (C)) 2 . We shall use the following conditions on a cost function c: Of course, if c is of moderate growth then it has strong moments up to arbitrary order k. ′ +1/k ) for some k ≥ 1 and some ν ′ > 0 then c has strong moments up to order k. The terminology comes from the fact that T has a unique absolutely continuous invariant measure µ 1 on [0, 1], with a positive analytic density f 1 (see also Section 2), so that, writing c * (x) = c(m) if x ∈ (1/(m + 1), 1/m], we have that (c * (x)) ℓ dµ 1 (x) is well-defined for positive integers ℓ ≤ k, i.e. c * has moments up to order k, if c has strong moments up to order k. (See also [1] , and Lemma 3.3 below for the need to use ν > 0.) Introducing a dynamical approach (centered around the one-dimensional map T ) and using Ruelle-type transfer operators H s = H s,0 to study this problem (see Section 2 below for a definition of the transfer operators), Brigitte Vallée obtained in a series of papers (see e.g. [20] for references) precise results for the asymptotics of the expectation E N (C) and other moments. For example, if c is of moderate growth, there is µ(c) ∈ R (with µ(c) = 0 if c * (x) dµ 1 (x) = 0) so that (3) lim
We refer to the recent work [1] for more information, a historical discussion including references to the work of Heilbronn and Dixon and previous work of Vallée. Among other things it was proved in [1] that if c is of moderate growth then there exists δ(c) ∈ R * + so that (4) lim
Remark 1.2. To get (3) (4) it suffices to assume that c has strong moments up to order 2. See Lemma 3.2 below.
The article [1] also contains the following central limit theorem [1, Theorem 3] : for each cost c of moderate growth, there is M 1 (c) ≥ 1 so that for any integer N ≥ 1, and any y ∈ R:
where µ(c) ∈ R and δ(c) > 0 are the same as in (3) . The speed of convergence (log N ) −1/2 in the above central limit theorem is optimal, as is clear from the saddle point-argument in the proof. This speed is the equivalent in our setting of the speed of convergence in the central limit theorem for independent indentically distributed random variables [11] . (Hensley [14] obtained a central limit theorem for c ≡ 1, more than a decade before [1] , but with a O((log N ) −1/24 ) bound on the rate of convergence.)
The basic tool to obtain all limit theorems mentioned here is the transfer operator. The transfer operator allows to implement the characteristic function method, via Levy generating functions. However, there is a key difference between discrete and continuous problems (see also [1, §2.3] for an illustration). Discrete and continuous does not refer to time here, but to the probabilities: discrete means that we are performing weighted sums over finite sets of increasing size (just like in this paper). In the continuous setting, such as in the pioneering work of Guivarc'h-Le Jan [12] , in a geometric context which also involves the Gauss map, a spectral gap argumentà la Nagaev is invoked. However, the transfer operators which appear for discrete problems involve not only the parameter iτ or w from the characteristic function, but also another parameter, s, which ranges in a half-plane containing the pole. This other parameter comes from a Dirichlet series in the present paper and in [1] , it can also be viewed as the parameter of an L-function in other settings, see e.g. [18] . Dealing with s of large imaginary parts requires the use of fundamental bounds first proved by Dolgopyat [8] , [9] in the context of hyperbolic flows.
Specifically, in order to prove (5), methods adapted 1 from Dolgopyat [9] , were used to get bounds on the resolvent (Id − H s,w ) −1 of the transfer operator H s,w , with (s, w) = (1, 0), when the complex parameter s varies in a half-plane containing 1, but the complex parameter w is close to zero. We refer to [1] (in particular Theorem 2 there) for more details.
We next discuss local limit theorems. A cost function c is called
If c is lattice but not constant, the largest possible L is called the span of c and the corresponding L 0 is called the shift of c. If c is constant we take span L = |c| and shift L 0 = 0.
2 A cost function is called nonlattice if it is not lattice.
1 The key difficulty is that the symbolic alphabet in [9] is finite, while the Gauss map has infinitely many branches. 2 The definition of lattice stated in [1] and [13] should be replaced there by this one.
If the cost is lattice with L 0 = 0 and enjoys moderate growth, then the following local limit theorem ([1, Theorem 4]) holds: for x ∈ R and N ∈ Z * + , put (6) Q(x, N ) = µ(c) log N + δ(c)x log N ,
, there is M 2 (c) ≥ 1 so that for every x ∈ R and all integers N ≥ 1
(See [1, §5.4] for the case L 0 = 0.) Again, the constants µ(c) ∈ R and δ(c) > 0 are the same as in (3) , and the speed of convergence is optimal. The proof uses operators H s,iτ where the complex parameter s varies in a half-plane, and the real parameter τ lies in the bounded interval [−π/L, π/L).
Very recently, using Breiman's method (also known as Stone's trick) to handle noncompactness issues, the second author of the present paper obtained [13, Théorème 3] a local limit theorem: for every nonlattice 4 cost function c of moderate growth, for each compact interval J, we have, writing |J| for the length of J, and for µ(c) ∈ R and δ(c) > 0 as in (3) :
Remark 1.3. Lemma 3.2 and the arguments in Section 4 below show that the moderate growth assumption for (5), (7) , and (8) can be replaced by the requirement that c has strong moments up to order 3.
The purpose of the present article is to obtain a local limit theorem with control of the speed of convergence in the nonlattice case.
Our proof involves transfer operators H s,iτ , with s in a half-plane, and τ ∈ R. When τ is confined to any compact set, or when |ℑs| is large enough, we can exploit the bounds of [1] (see Lemmas 3.3 and 3.4) . For large τ , we must adapt other estimates of Dolgopyat [8] , introduced to study decay of correlations for Axiom A flows (see also Naud [16] for a reader-friendly account). Unsurprisingly, these estimates require a diophantine condition. 5 In view of proving decay of correlations for nonuniformly hyperbolic flows, Melbourne [15] recently generalised the estimates of [8] to infinite alphabets. However, the parameters (s, z) of Melbourne's operators Rs ,z [15, §3.3] are not of the same nature as our parameters (s, iτ ): while the real and imaginary parts of s ′ correspond to ℜs = ℜs and ℑs = τ , respectively, the imaginary part of z lies in [0, 2π], because it arises from locally constant integer return times. The parameter ℑz is thus a periodic parameter, and the return times are "mute" in a reformulation of Melbourne's diophantine condition ([15, Proof of Cor 2.4]). In our setting, unbounded values of ℑs are handled by the arguments from [1] , as mentioned above, and we are left to deal with |ℑs| in a compact set. The parameter ℑs is thus "artificially" bounded, but is not intrinsically periodic. Because of these differences (note also that Melbourne works with the dynamical distance in an abstract Gibbs-Markov setting, while we require the euclidean metric), we carry out the modified bounds in detail in Section 2. Since the weights |h ′ | are not locally constant integers, we cannot eliminate them from our diophantine condition (see also Remark 1.4 and the proof of Lemma 1.5).
Since the statement of our sufficient diophantine condition on the cost is unpalatable (although very similar to Melbourne's [15, Thm 2.3]), we postpone it to Section 2, and we formulate here a stronger (but simpler) condition instead. We need more notation. The countable set of digits m ∈ Z * + is in bijection with the set H of inverse branches of T , through m → (y → 1 y+m ). We may thus view the cost function c as a function on H. For integer p ≥ 2 and any subset H 0 of H, write 
Recall that a vector
For each η 0 > d, the set of diophantine vectors of exponent η 0 has full Lebesgue measure in R d (see e.g. [6] ).
Definition. Let η > 2. The cost c is strongly diophantine of exponent η if there exist η > η 0 ≥ 2 and four periodic points x j ∈ (0, 1), j = 1, 2, 3, 4 for T , of respective minimal periods p j ≥ 1, with h j (x j ) = x j for h j ∈ H pj , and with pairwise disjoint orbits, so that the following holds:
L 23 is diophantine of exponent η 0 . Remark 1.4. Our definition uses four periodic orbits, like in [15] , with the "intertwining" of the c j and the a j due to the previously discussed fact that the a j are not integers. (See also Remark 1.6.) The condition L 13 = 0 with L 12 /L 13 diophantine of exponent η 0 , involving three periodic orbits, is sufficient to ensure that (Id − H σ,iτ )
−1
Lip ≤ M 0 |τ | α for some α > 0, all |τ | ≥ 2 and appropriate σ (see proof of Proposition 2.1), this is not enough since we need (Id − H σ+it,iτ )
Lip ≤ M 0 |τ | α for all |t| ≤ t 0 . In the simpler cases studied by Dolgopyat [8] and Naud [16] it is possible to formulate a (non intertwined) sufficient diophantine condition involving only two periodic orbits (because the alphabet is finite).
Before stating our result, we discuss further the above definition. First, it is easy to see that a strongly diophantine cost is nonlattice. By Remark 1.8 below, it is generic. In Section 2, we shall give the definition of a diophantine cost of exponent η and we shall prove: Lemma 1.5. If c is strongly diophantine of exponent η, letting H 0 ⊂ H be the smallest set so that h j ∈ H pj 0 for j = 1, 2, 3, 4, then c is diophantine of exponent η for H 0 . Remark 1.6. Each x j in the strongly diophantine condition is just the quadratic number associated to the infinite repetition of a p j -tuple m = (m 1,j , . . . , m pj ,j ) of positive integers. Also, a j coincides with log
−2 , where the x j,ℓ = T ℓ (x j ) are the quadratic numbers associated to the circular permutations of m. Finally c j is the total cost associated to the rational number u/v whose continued fraction has depth p j and is given by m. Remark 1.7. We give an example. If c is such that there are four integers m j > 0 so that, setting a j = log(1 + (m
and both
are diophantine of exponent η 0 < η, then c is strongly diophantine of exponent η.
(Just consider the case where all p j = 1 in the definition.)
with pairwise disjoint orbits (and h j ∈ H pj ). Then it is not difficult (see [15, Cor. 2.4] ) to show that for Lebesgue almost every (c 1 , c 2 , c 3 , c 4 ) in R 4 + , any cost c so that c(h j ) = c j is strongly diophantine of exponent η (use Fubini). Therefore, the diophantine condition on the cost c deserves to be called generic if η > 2.
Recall (6) . Our main result is the following local limit theorem with speed of convergence: Theorem 1.9. For any diophantine cost function c of exponent η and subset H 0 , with strong moments up to order 3:
There exists ǫ ∈ (0, 1/2] so that for each compact interval J ⊂ R there exists a constant M J > 0 so that for every x ∈ R and all integers N ≥ 1:
There exists r ≥ 1 so that for any compactly supported ψ ∈ C r (R), there exists a constant M ψ > 0 so that for every x ∈ R and all integers N ≥ 1:
The second claim of the theorem says that we attain the optimal speed in the local limit theorem for smooth enough compactly supported observables ψ. If the cost is nonlattice but not diophantine, we expect that arbitrarily slow convergence can take place in the local limit theorem, in the spirit of [17] .
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Remark 1.10. The statement of Proposition 2.1 and the proof of Theorem 1.9 easily imply that for any
we may take
but these conditions are probably not optimal. The proof of Theorem 1.9 gives a constant
Remark 1.11. If c has strong moments up to order k + 1 ≥ 4, a little more work should yield finite Edegeworth expansions [11] (see also [3] ) of order k for compactly supported ψ ∈ C r (R). (The remainder term being O((log N ) −k/2 ).) In this case, the condition on the differentiability r of ψ will depend not only on the diophantine exponent of c, but also on the desired order k for the Edegeworth expansion.
The paper is organised as follows: in Section 2, we adapt the estimates of Dolgopyat-Melbourne ([8] , [15] ) to our setting to get bounds (Proposition 2.1) for the norm of the resolvent (Id−H σ+it,iτ ) −1 for large |τ |, bounded |t|, and σ > 1−δ(τ ) for small δ(τ ), under the diophantine assumption on c. (Proposition 2.1 follows from Lemmas 2.2 and 2.3, which give that non moderate growth of the resolvent implies the existence of approximate eigenfunctions for an auxiliary operator, by showing that such eigefunctions would contradict the diophantine condition.) Lemma 1.5 is also proved in Section 2. In Section 3, we first recall previous material from [1] , in particular the connection between (Id − H σ+it,iτ ) −1 and the moment generating function E N (e iτ C ) of smoothened models (via the Perron formula and bivariate Dirichlet series), as well as estimates on E N (e iτ C ) for bounded |τ |. We then deduce from Proposition 2.1 our key estimate (Corollary 3.5), on E N (e iτ C ) for large |τ |. The proof of Theorem 1.9 is carried out in Section 4 by reducing to a study of
dτ (withφ the Fourier transform of φ), and decomposing the integral over τ ∈ R into four domains, over which we apply the estimates from Section 3. In Appendix A, we describe two other (fast) continued fraction algorithms, the centered algorithm and the odd algorithm, for which Theorem 1.9 holds, with the same proof, since our arguments only use the fact that T belongs to the good class and satisfies the condition UNI from [1] (our methods are thus in principle applicable to a class of flows).
We have already mentioned the difference between the bounds in Section 3 and those in [15] . With respect to [1] and [13] , we can mention two innovations (besides our remark that moderate growth can be replaced by strong moments): first, 6 Note however that lower bounds are much less accessible in our setting and the methods in this paper do not provide such bounds for any examples of non-diophantine lattice costs. Lemma 3.5 requires a specific smoothening, adapted to the weak bounds for large |τ | from Section 3; second, we have to regularise the characteristic function of the interval J by convolution in Section 4.2 in order to control large |τ |.
Dolgopyat-Melbourne estimates for H σ+it,iτ
Let us first introduce some notation. Put I = [0, 1], and Lip(I) = {u : I → C | u L ∞ + Lip(u) < ∞}, with Lip(u) the smallest Lipschitz constant of u. (If u is not Lipschitz then we put Lip(u) = ∞.) It is well-known (see [1] for references) that there exists ρ < 1, K ≥ 1 and K ≥ 1 so that for all m ∈ Z * + and all h ∈ H m (12) sup
In this section, we focus on |t| ≤ t 0 , for some fixed t 0 > 0, and |τ | ≥ 2, since other values of t and τ are covered in previous works, as explained in the next section. For τ ∈ R and s = σ + it, with t ∈ R, σ ∈ R with σ > 1/2, put for u ∈ Lip(I) and
We have for the same s, τ and each m ≥ 1, recalling the extension c :
Letting f 1 be the fixed point of
, we put for all t ∈ R and τ ∈ R
+ , and all real t and τ . It is not very difficult to show (see e.g. the proof of [1, Lemma 2] ) that for each t ∈ R there is K(t) ≥ 1 so that (14) Lip
Inequalities such as the above are usually called Doeblin-Fortet (in probability) or Lasota-Yorke (in dynamics) inequalities. It will be convenient to use the following norm on Lip(I):
Indeed, recalling (12) and setting n 0 = [log K/ log(1/ρ)] + 1, we have for all τ ∈ R and all t ∈ [−t 0 , t 0 ]
Finally, we give the definition of a diophantine cost:
Definition. Let η ≥ 2. The cost c is diophantine of exponent η for the finite subset H 0 ⊂ H if there exists β 0 ≥ 1 so that, for any sequences τ k ∈ R, t k ∈ R, θ k ∈ [0, 2π), with lim k→∞ |τ k | = ∞ but sup k |t k | < ∞, and for any M ≥ 1 and
It is easy to check that any diophantine cost is nonlattice. The main result of this section is:
there exist M 0 ≥ 1, and ξ 0 ∈ (0, 1) so that for each |τ | ≥ 2, all |t| ≤ t 0 , and every
(No growth assumption is required on c.) Before we prove the proposition by a modification of the argument of Dolgopyat [8] , as adapted by Melbourne [15, §3] to the case of infinitely many branches, we need further notation and a couple of preliminary lemmas. If H 0 is a strict subset of H, we let I 0 = I 0 (H 0 ) be the invariant Cantor set for T associated to H 0 , i.e.,
We may now state and prove the first lemma, which very roughly says that if the iterates of the transfer operator H 1+it,iτ decay too slowly, then the operator M t,τ has an almost eigenfunction:
Lemma 2.2. Let I 0 (H 0 ) be associated to a finite set H 0 ⊂ H. Let η 1 > 0 and
), there exist β 1 > β 0 and K 0 ≥ 1 so that the following is true for each |t| ≤ t 0 and every |τ | ≥ 2, setting n(τ ) = [β 1 log |τ |]:
Suppose that there exists v 0 = v 0,τ,t ∈ Lip(I) with v 0 Lip ≤ 1 so that
Then there exist θ τ,t ∈ [0, 2π) and w τ,t : I 0 → C, with |w τ,t (x)| = 1 for all x and
Proof. (See Lemma 3.12 and §3.3 in [15] adapted from [8, Section 8] .) In this proof, we fix t and τ , and we write n for n(τ ). Letting v 0 be as in (16) , put for j = 0, 1, 2
In particular, we may define w j (x) = vj (x) sj (x) for x ∈ I 0 and j = 0, 1, 2 (and we have |w j | ≡ 1 on I 0 ). Note for further use that (15) 
It is not difficult to see that the real part of each term in the above sum is nonnegative. Hence, using also that f 1 • h/f 1 is bounded from above and from below, uniformly in h ∈ H n , we can find a constant K 2 (which does not depend on τ ) so that for each h ∈ H n and every x ∈ I 0
Since s 0 (h(x)) ≤ 1, the above bound implies that for each h ∈ H n and every x ∈ I 0
Using the fact that for any complex number z of modulus 1 we have |1 − z| = √ 2(1 − ℜz) 1/2 , we find a constant K 3 , independent of τ , so that for each h ∈ H n and every x ∈ I 0
From now on, we restrict our attention to branches h ∈ H n 0 . For such a branch, we have
then there is a constant K 5 (independent of τ ) so that for each x ∈ I 0 , setting h x to be the element of
A similar argument gives K 6 , independent of τ , so that if (20) holds and x ∈ I 0
Fix an arbitrary x 0 ∈ I 0 and define θ 0 = θ 0 (τ, t) (recall that the w j depend on τ and t and that n = n(τ )) in [0, 2π) by
Let h x0 ∈ H n 0 be so that x 0 ∈ h x0 ([0, 1)). Observe next that (21) and the fact that T n (x) = T n (x x0 ) and h x0 = h xx 0 for x x0 = h x0 (T n (x)) imply that for all x ∈ I 0
Now, on the one hand, since |h ′′ /h ′ | ≤ K, with |h ′ | ≤ Kρ n , and since |t| ≤ t 0 , and
there is a constant K 7 , independent of τ and h, so that
and on the other hand, since |x x0 − x 0 | ≤ ρ n and x x0 ∈ I 0 if x ∈ I 0 , we have
Therefore, if (20) holds, and in addition
, then we have
the previous argument gives that if (20) and (23) hold then
Putting together (24) and (25), we find for θ t,τ = θ 0 − θ 1 and all x ∈ I 0
Taking α 1 and β 1 so that (20) and (23) hold, and substituting (26) into (22) we see that the function w = w 1 satisfies the conclusion of the lemma for
We need another lemma, which very roughly says that good decay for the iterates of H ), and each β 1 > 0, there exists M 0 ≥ 1 so that the following hold for each |τ | ≥ 2 and |t| ≤ t 0 :
Suppose that for each v ∈ Lip(I) with v Lip ≤ 1 there exists x 0 ∈ I 0 and j 0 ≤ [3β 1 log |τ |] so that
Remark 2.4. The proof of Lemma 2.3 uses heavily the fact that s = 1 + it and breaks down if s = σ + it with σ < 1.
Proof. (See Lemma 3.13 in [15] , adapted from [8, Section 7] .) In this proof we fix t and τ and write n = n(τ ) = [3β 1 log |τ |]. Let v ∈ Lip(I) be so that v Lip ≤ 1. It suffices to show that (Id − H 1+it,iτ ) −1 (v) exists and (Id − H 1+it,iτ ) −1 (v) Lip ≤ M 0 |τ | α for some α > 0 and M 0 ≥ 1 which do not depend on τ or t. For j 0 = j 0 (v, τ ) ≤ n as in (27), we put
We have u 0 L ∞ ≤ 1 and (recalling (15)) max{ u 0 Lip , u Lip } ≤ 1 + Kρ. By (27), there is x 0 ∈ I 0 (depending on v) so that, puttingK = 2(1 + Kρ) sup |t|≤t0 K(t)
Recall that µ 1 is the absolutely continuous probability measure on I with density f 1 (which is T -invariant). By definition, the dual of
so that x 0 ∈ h x0 ([0, 1)) is such that h x0 (I) ⊂ I x0 . Therefore, µ 1 (I x0 ) ≥ µ 1 (h x0 (I)). By definition of µ 1 , we have (recalling (12))
with constants K 8 ≥ 1, K 9 ≥ 1, and K 4 ≥ 1 (recall the proof of Lemma 2.2) independent of τ and t. Putting
and decomposing I = I x0 ∪ (I \ I x0 ), we deduce from (28) and (29) that
We next upgrade the L 1 estimate (30), first into an L ∞ bound, and later into a Lipschitz estimate. For this, setting n 1 = [β 2 log |τ |], for β 2 > 1 to be determined later, we get from the spectral decomposition (see e.g. [1] for references)
m , for someρ < 1 and all m ≥ 1, that
Then, if β 2 > α 2 is large enough (depending on ρ,ρ, K 9 and K 10 , but not on τ ) we have
for K 11 ≥ 1 independent of τ . Using (14), we get for n 2 (τ ) = [β 3 log |τ |] with large enough
Thus, since v was arbitrary, (Id
and (15), we find for every α > α 2 a constant M 0 ≥ 1, independent of τ and t, so that (Id − H 1+it,iτ )
We may finally prove the proposition. The idea of the proof is that existence of approximate eigenfunctions contradicts the diophantine condition.
Proof of Proposition 2.1. The statement is trivial for σ > 1, because the spectral radius of H σ+it,iτ is then < 1 (see e.g. [1] Let us first consider the case σ = 1, proceeding by contradiction. Let I 0 (H 0 ) be associated to H 0 ⊂ H. Fix η 1 > η and β 0 ≥ 1. Then take α 1 , β 1 > β 0 , and K 0 as in Lemma 2.2. Finally, take α and M 0 from Lemma 2.3. Assume that for each
α is violated for some τ = τ (M ) and t = t(τ ) with |τ | > 2 and |t| ≤ t 0 . By taking a sequence M k → ∞ we get sequences t k and τ k , with |τ k | tending to infinity.
Then Lemma 2.3 implies that the hypothesis (16) of Lemma 2.2 is satisfied for each (t, τ ) = (t k , τ k ) and for η 1 . Therefore there are θ k = θ τ k ,t k ∈ [0, 2π) and
and a constant D 0 ≥ 1, independent of k and x, so that
Since η 1 > η and β 0 were arbitrary, this contradicts our diophantine assumption on c when k → ∞. If σ ∈ (1 − ξ 0 |τ | −α1 , 1), we put s = σ + it, and we write
It is not very difficult to prove that for each σ 0 > 1/2 there is a constant K 12 ≥ 1 so that
(Use the bijection ℓ → h ℓ between ℓ ∈ Z * + and h ℓ ∈ H, from the introduction and the fact that |h 
Setl k,j = p j ℓ k,1 − ℓ k,j p 1 ∈ Z for j = 2, 3, 4. We find by eliminating θ k from (32) a constant D ≥ 1, independent of k, so that
If there is a sequence of k → ∞ with t k = 0, then we may assume that L 13 = 0 and (up to taking a large enough k, i.e. a larger τ k ) thatl k,3 = 0. Then, sincẽ ℓ k,3 = O(|τ k | log |τ k |), eliminating τ k n k from (33) for j = 2 and j = 3 gives D (independent of k) so that
for all k with t k = 0, contradicting our diophantine assumption on L 12 /L 13 when k → ∞. If this is not the case, we assume that k is large enough so that all t k = 0. Eliminating first t k n k from (33), we get D independent of k such that
Eliminating τ k n k , and dividing by L 12 = 0 contradicts our strong diophantine assumption. (Using max(l k,2 ,l k,3 ) = O(|τ k | log |τ k |).)
3.
Bounds on the moment generating function E N (e iτ C ) for smoothened costs
In this section, after recalling the methodology developed by Vallée in a series of papers (see e.g. [19] ), as well as some useful lemmas from [1] , we formulate in Corollary 3.5 a crucial consequence of Proposition 2.1.
The relevant sequence of Lévy moment generating functions is (see (46)-(47) in the next section) E N (e iτ C ) for N ∈ Z + , with τ ∈ R. To study this sequence of functions of τ , we introduce a bivariate Dirichlet series:
Now, on the one hand, denoting by 1 the constant function ≡ 1 on I, it is not very difficult to check (see e.g. [1] ) that
, where H ′ ⊂ H contains all inverse branches of T except y → 1/(y + 1).
On the other hand, the Perron formula of order two ([10, Thm 2.7(b)], see e.g. [1] for an application in the present context) gives that for each D > 1
where Ψ iτ (N ) is the following Cesàro sum for the Dirichlet series:
Our strategy will be to study Ψ iτ (N ), using (35)-(36) and spectral information on the transfer operators H s,iτ . Clearly, E N (e iτ C ) = Φ iτ (N )/Φ 0 (N ). However, exploiting directly estimates on Ψ iτ (N ) to get bounds on Φ iτ (N ) seems difficult, and it is convenient to introduce instead auxiliary "smoothened" models as was done in [1, Section 4.2]. The description given there was garbled -fortunately without consequences: All lemmas, propositions and theorems of [1] and [13] remain correct, except for [1, Lemma 14] and [13, Lemme 1 (a)] which should be replaced by Lemma 3.1 below. We give next the correct definition of the smoothening, as found by Eda Cesaratto (see [7] ): for a function ξ : Z *
(noting that Ω 0 = ∅), endowed with the uniform probability P N (ξ). Setting
Then the moment generating function of the smoothened cost is just
It is easy to check that
This implies that estimates on Ψ iτ (N ) give bounds on Φ iτ (N ). It remains to compare P N (ξ) with the primary object of interest, P N , and this is the purpose of Lemma 14 from [1] , that we state here in its corrected form (see [7] ):
Sketch of proof. First show that there is M ≥ 1 so that for all N and all (p, q)
If ξ satisfies the conditions of the above lemma, then it is easy to see that for any
We shall work with two smoothenings. The first one, ξ 1 (N ) = N −γ0 , for some small γ 0 ∈ (0, 1) to be introduced in Lemma 3.3-3.4 below, was used already in [1] .
The second one appears only in the proof of Corollary 3.5 for |τ | ≥ 2.
In the proof of Theorem 1.9 in the next section, we will have to deal with E N (ξ 1 , e iτ C ) for arbitrary τ ∈ R. The arguments for τ in a compact set (we shall use |τ | ≤ 2 to fix ideas) are the same as those in [1] for the case of lattice costs. Before stating the corresponding results from [1] , let us mention an easy lemma which allows us to work with moment assumptions instead of moderate growth assumptions on the cost. If an operator has a simple eigenvalue λ of modulus equal to its spectral radius, and if in addition the rest of the spectrum is contained in a disc of strictly smaller radius, we say that λ is a dominant eigenvalue. For example, 1 is the dominant eigenvalue of H 1,0 acting on Lip.
Lemma 3.2. If c has strong moments up to order k for some k ≥ 1, there exist ν 0 ∈ (0, 1) and
and the dominant eigenvalue of H s,iτ acting on Lip is a continuous function λ(s, iτ )
on W, which is analytic in s for each τ . In addition, the (rank one) spectral projector P s,iτ for H s,iτ and λ(s, iτ ) depends continuously on (s, iτ ) ∈ W, and there is a uniquely defined continuous function σ : (−ν 0 , ν 0 ) → C, with σ(0) = 1 and λ(σ(iτ ), iτ ) ≡ 1.
In fact, the functions iτ → H s,iτ , iτ → F s,iτ , iτ → log λ(s, iτ ), iτ → ∂ s λ(s, iτ ), iτ → P s,iτ , and iτ → σ(iτ ) are k times differentiable, uniformly in s for (s, iτ ) ∈ W. Their derivatives of order 0 ≤ ℓ ≤ k are analytic functions of s, uniformly in each fixed τ for (s, iτ ) in W.
Proof. See e.g. [1, Proposition 0] for the case of moderate growth, where all objects are analytic both in s and iτ . The continuous extension statements for λ(s, iτ ) and P s,iτ follows from the (easily checked) fact that if we let H s,iτ act on the Banach space Lip(I), then there is W so that (s, iτ ) → H s,iτ is continuous on W for the corresponding operator topology. Analyticity in s is clear, and we have ∂ s λ(1, 0) = 0 as in [1] , so that the implicit function theorem gives a continuous function σ(iτ ) as claimed. Finally, up to taking smaller W, the moment assumption on c implies that, for each |s − 1| < ν 1 , and ℓ ≤ k, the ℓth derivative of iτ → H s,iτ , which is just
The following result is a small modification of Lemma 11 from [1] : Lemma 3.3. If the cost c has strong moments up to order k ≥ 1, letting ν 0 ∈ (0, 1), P s,iτ and σ : (−ν 0 , ν 0 ) → C be as in Lemma 3.2, there existγ 0 ∈ (0, 1) and γ 1 ∈ (0, 1/2) so that for each γ 0 ∈ (0,γ 0 ), setting ξ 1 (N ) = N −γ0 , we have for all
Proof. The correction in the definition of the smoothening corresponds to replacing the incorrect formula [N ξ( [1, (4.6) ] by (39). This is immaterial because the proof in [1] uses (38), so the factors
is negligible. Since iτ is purely imaginary, we do not require the moderate growth assumption and we can apply Lemma 3.2 to adapt the proof of Lemma 11 in [1] .
The following claim is a small modification of Lemma 15 from [1], we shall apply it to ν 0 from Lemma 3.3 and L = 2 in Section 4:
Lemma 3.4. Let c be nonlattice and letγ 0 > 0 be given by Lemma 3.3 . For every L > ν 0 > 0, there exist γ 0 ∈ (0,γ 0 ), γ 2 ∈ (0, 1/2) and M ≥ 1 so that, letting
Proof. By the last sentence of [1, Proposition 1], for a nonlattice cost, there exists σ 1 < 1 (depending on ν 0 > 0 and L) so that 1 / ∈ sp(H σ+it,iτ ) (acting on Lip) for all |τ | ∈ (ν 0 , L), all t ∈ R, and all σ > σ 1 . Then, the proof of [1, Lemma 15] gives the claimed estimate. The moderate growth assumption is not used because iτ is purely imaginary. The correction in the definition of the smoothening is immaterial, as explained in Lemma 3.3.
The proofs of Lemmas 11 and 15 in [1] (implicit in Lemmas 3.3 and 3.4) use estimates on the growth of (Id − H s,iτ ) −1 , where τ is bounded, but where s = σ + it, with |t| large, and σ > σ 1 with σ 1 < 1. These estimates are inspired from another important article of Dolgopyat [9] , and use the fact that the Gauss map is "uniformly" away from a piecewise affine map (see the condition "UNI" in [1] for a precise formulation of this property and more details).
We now move on to "large" values of τ . We shall prove that Proposition 2.1 implies the following estimate: 
Proof. Fix |τ | ≥ 2 and α ′ > α, and introduce an auxiliary smoothening (only used in this proof)
By (40) and the triangle inequality we have for all
where M 1 and M 2 are uniform in |τ | ≥ 2. It thus suffices to prove the claimed estimate (43) for E N (ξ 2 , e iτ C ).
As explained in the beginning of this section, our first goal is to obtain estimates on Ψ iτ (N ). Recall that we write s = σ + it and let ξ 0 ∈ (0, 1) be given by Proposition 2.1. We first claim that, up to taking a smaller ξ 0 , for any T > 0, and each D > 1 the function s → S(2s, τ ) is holomorphic in
Recalling (35), it suffices to study (Id − H s,iτ ) −1 (1) for (s, iτ ) ∈ U T . If ξ 0 is small enough, there is t 0 > 0, independent of c, so that if |t| ≥ t 0 , Theorem 2 in [1] gives M ≥ 1 andᾱ ∈ (0, 1/5) (both independent of t, τ , and σ) so that
and in particular s → F s,iτ (Id − H s,iτ ) −1 (1)(0) is analytic in {s ∈ U T | |t| ≥ t 0 }. If |t| ≤ t 0 , we may apply Proposition 2.1, using the diophantine condition, and we get that
Next, by Cauchy's theorem
Clearly (45) implies that ∂UT ,ℑs=±T S(2s, iτ )
+ . By Perron's formula (36), the integral along the right-hand-side border ℜs = D of U T tends to Ψ iτ (N ). Finally, it is not very difficult to see that Proposition 2.1 implies that for each β > α, there is K 13 ≥ 1 (depending on α, β, and α ′′ ) so that for all N and all |τ | ∈ [2, (log N )
, and then use that α ′′ > α implies
′′ for all large enough N , depending only on α < β < α ′′ .) Combining the observations in this paragraph with (39) and the definition of ξ 2 (N ) gives a constant K 14 ≥ 1, so that for all N and all |τ | ∈ [2, (log N )
Now it is not very difficult to prove that there is
for all N : we use the argument from [7] . First note that
[1, Proof of Lemma 14] ), the definition of Ω N (ξ 2 ) together with the fact that ξ 2 (N )
we end the proof by applying (38) for ξ = ξ 2 .
4. Proof of Theorem 1.9
By Lemma 3.1, it suffices to prove Theorem 1.9 for P N = P N (ξ 1 ) and E N = E N (ξ 1 ), where the smoothening is ξ 1 (N ) = N −γ0 , with γ 0 > 0 as in Lemma 3.3 7 It is claimed in [1] that one may take t 0 = ρ −2 , but this is in fact not clear. and Lemma 3.4. Letting χ J denote the characteristic function of the interval J, and recalling (6), our starting point to prove the first claim of the theorem is standard:
(We used (2π)ψ(y) = ψ (τ )e iτ y dτ , whereψ(τ ) = e −iτ x ψ(x) dx is the Fourier transform of a locally supported bounded ψ.) Similarly, for the second claim, we shall use
Sinceχ J (τ ) does not decay fast enough when τ → ∞, it will be necessary to regularise χ J . For this reason, the proof of the second claim of Theorem 1.9 is easier, and we shall start with this.
4.1. The case of smooth ψ. By (47) it suffices to analyse
Recalling ν 0 ∈ (0, 1) from Lemma 3.3, let us decompose the real axis into
where L N > 2 will be determined later. 
3 function of τ , by our assumption on the strong moments of c and Lemma 3.2, with σ(0) = 1, σ ′ (0) = µ(c)/2, and σ ′′ (0) = (δ(c) 2 )/2 = 0 (see [1, Lemma 12] , noting that we can replace w by iτ in (4.13-4.14) there), and we can use a Taylor expansion of degree two with a remainder which is O(|τ | 3 ). Then decompose |τ | < ν 0 into |τ | < τ N and |τ | ∈ [τ N , ν 0 ) with
In particular, the moderate growth assumption on c is not necessary in [13, Théorème 3] . It is however necessary to assume that c is nonlattice (this hypothesis is missing in [13] ). , and it is affine with slope ±δ −1/2 on the two remaining intervals. We have that ψ ± (y) dy = |J| + O( √ δ) and |y|ψ ± (y) dy ≤ 4|J| 2 . In addition
≤ E N (ψ + (C(·) − Q(x, N ))) .
Next, we consider the regularisation by convolution ψ ± δ = ψ ±,δ J * ∆ δ , with δ = δ N = (log N ) −2ǫ , with ǫ > 0 to be determined later. Since Lip(ψ ± ) = δ −1/2 , the bound (55) from Lemma 4.1 gives
