This paper describes multilevel methods for the calculation of the stationary probability vector of large, sparse, irreducible Markov chains. In particular, several recently proposed significant improvements to the multilevel aggregation method of Horton and Leutenegger are described and compared. Furthermore, we propose a very simple improvement of that method using an over-correction mechanism. We also compare with more traditional iterative methods for Markov chains such as weighted Jacobi, two-level aggregation/disaggregation, and preconditioned stabilized biconjugate gradient and generalized minimal residual method. Numerical experiments confirm that our improvements lead to significant speedup, and result in multilevel methods that are competitive with leading iterative solvers for Markov chains.
INTRODUCTION
This paper describes improvements to the multilevel aggregation method of Horton and Leutenegger [1] for Markov chains. The main contribution of this paper is an automatic over-correction mechanism that can cheaply and effectively improve the convergence of the basic multilevel aggregation method presented in [1] . We further demonstrate how the recently developed on-the-fly (OTF) adaptive approach [2] , which uses interlaced multiplicative and additive correction cycles to compute the stationary distribution, can significantly improve the convergence of stand-alone multilevel solvers for Markov chains. In particular, we accelerate the multilevel aggregation method of [1] , and the Markov chain algebraic multigrid (MCAMG) method of [3] using the OTF approach. We also compare with more traditional iterative methods for Markov chains such as weighted Jacobi, two-level aggregation/disaggregation, and preconditioned stabilized biconjugate gradient (Bi-CGStab) and generalized minimal residual method (GMRES). Numerical results are obtained for a variety of test problems including a tandem queueing problem [4] , a random walk on an unstructured directed planar graph [5] , and a multi-class, finite buffer priority system [6, 7] . The parameters in the multiclass, finite buffer priority system are chosen in such a way that we obtain a nearly completely decomposable (NCD) Markov chain.
Horton and Leutenegger were among the first to consider numerical methods for Markov chains with more than two levels [1, 8] , see also [9] . Their method is a direct extension of the two-level iterative aggregation/disaggregation method for Markov chains because of Takahashi [10] , which makes use of the aggregated equations proposed by Simon and Ando [11] . Because the pioneering work of Takahashi, two-level methods for Markov chains have been considered widely in the
In this paper, we follow the notational convention, customary in the numerical linear algebra literature on eigenvalue problems, that all vectors (including probability vectors) are column vectors and that all transition matrices are column-oriented. We find it beneficial to work with an equivalent formulation of Equation (1.1) in terms of the singular M-matrix generated by B. Mathematically, we seek the vector x 2 R n such that
where A D I B is an irreducible singular M-matrix. Because B is a stochastic matrix, its spectral radius .B/ D 1 and 1 D 1 is a dominant eigenvalue of B. Given that B is nonnegative and irreducible with .B/ D 1, the Perron-Frobenius theorem [29] guarantees the existence of a unique solution to Equation (1.1). Moreover, the solution has strictly positive components. A subdominant eigenvalue 2 of B satisfies j 2 j D maxfj j W j j < 1, 2 ƒ.B/g, where ƒ.B/ is the spectrum of B. We are interested in Markov chains for which j 2 j ! 1 as the size of the state space increases. Traditional iterative methods for computing the stationary probability vector may be unacceptably slow to converge for such problems because of poor damping of the error component associated with the subdominant eigenvalue [4, 6] . Markov chains with this property are said to be slowly mixing. Multilevel iterative methods aim to accelerate convergence for this type of problem by reducing error components with different scales on progressively coarser levels. These methods are attractive because they have the potential to be asymptotically optimal, that is, they achieve approximate solutions up to a given tolerance with a convergence factor per iteration that is bounded above by a constant c < 1, resulting in a computational effort that grows linearly with the problem size [30] .
The rest of this paper is organized as follows. In Section 2 we briefly describe the basic multilevel aggregation framework of Horton and Leutenegger for Markov chains. In Section 3, we describe a number of different ways in which the basic multilevel aggregation framework for Markov chains can be accelerated. These include the recently proposed Markov chain AMG (MCAMG) method and the OTF adaptive framework, and a new automatic over-correction routine. In Section 4, we present numerical results comparing new and existing multilevel approaches with other existing iterative methods, and in Section 5, we make our closing remarks.
MULTILEVEL AGGREGATION FOR MARKOV CHAINS
In this section, we describe the basic two-level aggregation algorithm from which our multilevel methods are derived. For further details we refer the reader to [1, 24, 25] . Notationally, objects that pertain to the current level have no subscript, and those that pertain to the next coarser level have the subscript c. The symbols representing transfer operators have neither subscripts nor superscripts.
We are interested in solving the fine-level problem:
where A D I B. We can rewrite the exact solution, x, in terms of the current approximation, x i , and its unknown multiplicative error, e i , as x D diag.x i / e i . Here, diag.x i / is a diagonal matrix with x i on the diagonal. Substituting into Equation (2.1), we obtain an equivalent fine-level problem:
Note that we have to assume here that all components of the current approximation, x i , are strictly positive. At convergence, the multiplicative error is known, e i D 1, where 1 is the vector of all ones. Our goal is to obtain a coarse-level representation of Equation (2.2). We proceed by aggregating the n fine-level degrees of freedom into n c < n groups according to the columns of the aggregation matrix Q 2 R n n c , where q ij D 1 if fine-level node i belongs to aggregate j and q ij D 0 otherwise. In a multilevel setting, the aggregation matrix Q can be determined at successive coarse levels using topological information when the Markov chain is structured [1] . For example, in a two-level setting, iterative aggregation/disaggregation (IAD) methods applied to nearly completely decomposable (NCD) Markov chains [4, 10, 15, 16] exploit the known block structure of the transition probability matrix when building the coarse aggregated system. Alternatively, aggregates can be chosen algebraically based on strength of connection in the problem matrix [8, 24, 26] .
Given 0 the aggregation matrix Q, the coarse-level operator, A c , is defined by the Galerkin operator
where R D Q T is the restriction operator and P D diag.x i /Q is the interpolation operator. An important property of the interpolation operator P , is that it should have the exact solution x approximately in its range, that is, x P t c for some coarse vector t c . By noting that x i D P 1 c , we observe that as the fine-level approximation improves, that is, as x i ! x, so too does the approximation of the exact solution in the range of P . Additionally, as the approximate solution becomes more accurate, the coarse representation of the original problem will also improve. Because A is typically nonsymmetric for Markov chains, following [31] , we also require that R T should have the near-nullspace of A T (i.e., vectors e such that A T e 0) in its range. Because the left nullspace is known for Markov chains (it is the vector of all ones), this condition can be satisfied exactly, that is,
Given the definition of the coarse operator in Equation (2.3), the coarse-level problem can be stated as
Note that one may also solve Equation (2.5) for x c , which leads to the equivalent coarse-level correction formula
In this paper, we use the weighted Jacobi method for all relaxation operations. At each level 1 pre-relaxations and 2 post-relaxations are performed, except on the coarsest level where a direct solve is performed. One iteration of weighted Jacobi applied to the general problem A x D b is given by
where D is the diagonal part of A and ! is the relaxation parameter. We note that given strict positivity of the elements of x, one can show that the relaxed approximation .I !D 1 A/x (in the case of b D 0) also has strictly positive elements provided that ! 2 .0, 1.
Instead of aggregating only once and solving the coarse-level problem (2.4) directly, we can obtain a multilevel method by applying the two-level method recursively. A high-level description of the resulting multilevel method for Markov chains is given by Algorithm 1. Solution of the coarsest-level subproblem via the Grassmann, Taksar, Heyman (GTH) algorithm [32, 33] can be justified by observing that A is an irreducible singular M-matrix on all levels. Assuming that the initial fine-level approximation has strictly positive elements, this property of the coarse-level operators further implies that the coarse-grid corrected approximations Q x must also be strictly positive on all levels. We note that the parameter in Algorithm 1 determines the cycle type; for D 1 we obtain V-cycles, and for D 2 we obtain W-cycles. Note finally that the approach of Algorithm 1, originally presented in [1] , can also be interpreted as a precursor of classes of methods for the solution of linear systems that have become known as AMG or smoothed aggregation (SA) [34, 35] or exact interpolation schemes [27] .
ACCELERATION OF MULTILEVEL AGGREGATION
In this section, we describe different ways in which the pure multilevel aggregation algorithm described in Section 2 can be accelerated. Numerical results comparing the approaches will be 965 given in Section 4. Our main contribution is a new automatic over-correction procedure, which as demonstrated in the section on numerical results is an inexpensive way to accelerate basic multilevel aggregation for Markov chains. We also consider the recently developed OTF adaptive approach [2] , which uses interlaced multiplicative and additive correction cycles to obtain the stationary distribution. The OTF approach is illustrated in conjunction with the MCAMG algorithm from [3] , which is a recently developed improvement of Algorithm 1, and is described briefly in Section 3.1. In the interest of space, we do not consider other recent approaches for accelerating Algorithm 1, which include smoothed aggregation multigrid for Markov chains [25] , recursively accelerated multilevel aggregation for Markov chains [5, 26] , and square and stretch multigrid for Markov chains [27] .
Markov chain algebraic multigrid
In this section, we briefly describe the Markov chain algebraic multigrid algorithm developed in [3] . Although the MCAMG algorithm does not use aggregation to construct the coarse-level problem, its structure is similar to that of Algorithm 1. Instead of aggregation, the MCAMG algorithm employs an algebraic multigrid coarsening procedure to define the coarse grid and build the transfer operators. The construction of the transfer operators proceeds in two phases. In the first phase, the current fine-level is partitioned into sets of coarse points C and fine points F , where the C -points determine the coarse-level degrees of freedom. This is accomplished by a two-pass coarsening routine, which attempts to satisfy two complementary heuristics that strive to limit the number of C -points, while at the same time produce a coarse level with good approximation properties. Coarsening relies on the notion of strength of connection in the scaled fine-level matrix Adiag.x i /, which quantifies the relative importance of one variable in determining the value of another, depending on the magnitude of the elements in Adiag.x i /. The strength of connection for the MCAMG algorithm is defined as follows. Given a threshold value Â 2 OE0, 1, point j strongly influences point i if
In this paper, unless stated otherwise, we use strength threshold Â D 0.25. We note that this definition of strength of connection is directional, that is, when we say that j is strongly connected to i, then j strongly influences i, or i strongly influences j , but not necessarily both. This is in contrast to other similar definitions of strength of connection, which are inherently symmetric, that is, see [5, 25] . For further information regarding AMG strength of connection and the two-pass coarsening procedure, we refer to [30] .
Once the sets C and F are known, the interpolation operator P can be constructed. Interpolation is accomplished by approximating the error at each F -point as a weighted sum of the error at C -points. Without restricting generality, suppose that the current set of fine-level points, H D f1, : : : , ng, is ordered so that
where jC j D n c , jF j D n f , and n D n c C n f . Then, for any point i 2 H , we require that
where e c is the coarse-level error approximation, w ij are the interpolation weights, and C i is the set of C -points that strongly influence point i according to Equation (3.1). For Markov chains the weights are defined in such a way that P has nonnegative entries with unit row sums. The sparsity structure of P is similar to the sparsity structure of the smoothed aggregation multigrid interpolation operator with overlapping aggregates [25] , however, their approximation properties clearly differ. For further details regarding the computation of the interpolation weights and the properties of the interpolation operator, we refer to [3] . Once P has been constructed, we define the coarse level operator according to A c D RA N P , where the restriction operator R D P T and N P D diag.x i /P . Because of the structure of R and N P , the coarse-level operator may not be an irreducible singular M-matrix. Because this is essential to our algorithm, we make use of a lumping technique, which produces a lumped coarse-level operator O A c with the desired structure by adding symmetric perturbations to A c . Given that the lumped coarselevel operators are irreducible singular M-matrices on all levels, one can show that the coarse-grid corrected iterates must be strictly positive on all levels. In particular, the new finest-level approximation must be strictly positive (recall that positivity is preserved by the relaxation operations). For a detailed explanation of the lumping technique, we refer to Section 4.3 in [3] . The remainder of the MCAMG algorithm is essentially the same as the multilevel aggregation algorithm described in Section 2, with the coarse-level problem defined in terms of the lumped coarse-level operator O A c e c D 0, and a coarse-level correction given by x i C1 D N P e c . Apart from these differences, the framework of the MCAMG algorithm is the same as that given by Algorithm 1.
On-the-fly adaptive setting
In this paper, we apply the OTF adaptive multigrid setting, described in detail in [2] . The main idea of this approach is that multiplicative correction schemes such as Algorithm 1, are equivalent to the classical multigrid additive correction scheme, provided the two algorithms use the same adaptive multigrid operators that are updated in every step. The advantage of an equivalent additive correction formulation of Algorithm 1 is that the adaptive operators can be 'frozen' after a few cycles, and those frozen additive cycles, for which the multigrid hierarchy of operators is not recalculated in each cycle, are considerably cheaper, without sacrificing much in terms of convergence speed.
Classical additive multigrid schemes for linear systems are based upon the following fundamental idea. Given the linear system
where A 2 R n n is a positive definite matrix, these methods apply a cheap, albeit slowly converging stationary iterative method, such as the weighted Jacobi method
The slow convergence of these relaxations is usually because of a relatively small number of components in the error, referred to as algebraically smooth, which approximately satisfies the homogeneous system (2.1). To eliminate these error components, classical multigrid methods use an additive coarse-grid correction (CGC), applied by constructing and solving a coarse system with fewer degrees of freedom. Unlike Algorithm 1, the additive correction schemes approximate the error e D x x i on the coarse-grid, and not the exact solution x (or its multiplicative error). Algorithm 2 describes a typical two-level additive correction cycle. A multilevel V-cycle is obtained by recursively treating the coarse-grid problem in step 4. For Markov chains, this approach can be applied to a homogeneous system with b D 0 on the finest grid. Of course, on coarser levels, the system A c e c D r c is inhomogeneous, with r c ¤ 0. We note that on the coarsest level it is necessary to solve the linear system A c e c D r c . Because the operator A c may be singular, multiple solutions may exist. In this paper, as in [2] , we use the pseudoinverse of A c (i.e., e c D A C c r c ) with a small drop tolerance to obtain a solution on the coarsest level. This results in a solution of A c e c D r c that does not contain any significant contribution of nullspace components of A c , which if present, may have contaminated the coarse-grid correction.
Algorithm 2 requires the complete hierarchy of multigrid operators for all levels in advance. To obtain effective convergence, it is crucial that we choose the prolongation operator P such that the algebraically smooth components are approximately in its range. To achieve this for difficult problems, a complete framework of adaptive SA and AMG algorithms were developed for symmetric linear systems [34, 35] . These algorithms feature an additive solution phase, preceded by a multiplicative setup phase where the multigrid operators are constructed. The setup phase is targeted at solving the homogeneous system (2.1); it aims to find an approximation to the near-nullspace of each coarse-level operator, and then build the transfer operators accordingly. In practice, this is achieved by a multiplicative correction scheme algorithm, similar to Algorithm 1. Once the multigrid hierarchy of operators is set, the linear system is solved by the additive Algorithm 2, using the fixed operators from the setup phase. It can easily be seen that multiplicative Algorithm 1 can equivalently be written in the form of additive Algorithm 2 as follows. For Algorithm 1, let the current approximation x i be in the range of P , and let e c,i be the coarse multiplicative error that satisfies x i D P e c,i . The coarse-grid equation of the multiplicative scheme is given by RAP e c D 0, with e c the unknown multiplicative coarse-grid error, and the coarse-grid correction formula is x i C1 D P e c . Now define the equivalent unknown additive coarse-grid error, O e c , by O e c D e c e c,i . It is now easy to see that the coarse-grid correction formula can be written in additive form:
and the coarse-grid equation of the equivalent additive formulation becomes
with the residual given by r i D A x i . This shows that the multiplicative formulation of Algorithm 1 is equivalent to an additive formulation as in Algorithm 2, provided that the same operators are used for the two formulations, with P updated in every additive cycle such that the current approximation x i is always in the range of P , and with A c D RAP updated in every cycle accordingly. In the OTF approach for Markov chains, we first perform a few multiplicative cycles (Algorithm 1), which from this point onward we also refer to as setup cycles. We then freeze the operators and perform additive cycles (Algorithm 2), which we also refer to as solution cycles. If the convergence speed of the additive cycles (which we measure by residual reduction) is not satisfactory, we switch back, OTF, to one or more additional multiplicative cycles, which improves the operators. The underlying motivation for this approach is that solution cycles (with frozen operators) are considerably cheaper, but they require the operators supplied by the setup cycles, and better approximations supplied to the setup cycles normally yield better operators in return.
The goal of the OTF algorithm is to first quickly and efficiently reach an initial tolerance jjAxjj 1 < "˛, using solution cycles over setup cycles when possible. We try to minimize the number of expensive setup cycles by first performing just one setup cycle. Even though the operators produced by this single setup cycle may not be very accurate, they may suffice for obtaining useful solution cycles. As in [2] , we then repeatedly apply the following procedure, where V SOL . / denotes a solution cycle, V SE T denotes a setup cycle, q. / is some measure of the approximation error, and 0 < C 6 1 is a scalar threshold for an acceptable convergence factor of the solution cycles. For q.x/ we use
which is the L 1 -norm of the residual. The residual, which emphasizes the high-energy modes, in general may not be an optimal measure of performance. However, we find it quite reliable in practice. Given the try-SOL-else-SET(C ) procedure, the OTF algorithm may now be stated as follows in Algorithm 3 in the succeeding texts. We require that iterates produced by the try-SOL-else-SET(C ) procedure, and in particular by the additive solution cycles be nonnegative. This is especially important when an iterate is used as input to a setup cycle. Although the setup cycles have guaranteed positive solution components on all levels (see Sections 2 and 3.1), the solution cycles may admit negative values after the coarse-grid correction (with or without over-correction). Therefore, after each solution cycle we check that the updated approximation on the finest level has nonnegative elements, and if not, we take the absolute value and renormalize. We note that negative values typically only arise for very small components, in which case taking the absolute value and renormalizing does not influence the overall accuracy in any significant way. Effectively, we make a trade-off between the accuracy of small components and robustness.
Multilevel aggregation with over-correction
The idea of applying over-correction is a simple one, its goal being to enhance the convergence of multigrid cycles based on aggregation [36, 37] . For additive cycles, instead of applying a standard CGC in step 5 of Algorithm 2, one may introduce an over-correction parameter˛into the coarse-grid correction:
where˛is typically a scalar larger than 1. This is motivated by the observation that although the correction typically approximates the error very well in the sense of its 'progress', it may not provide a good approximation in the sense of its 'size' [37] . Typically, a fixed value for˛is used, which is chosen based on a trial-and-error strategy. The main challenge, however, is to determine an appropriate value for˛automatically. In [37] [38] [39] , a method for determining˛was suggested by minimizing the A-norm of the error after the coarse-grid correction
where e i and e i C1 denote the unknown errors at iterations i and i C 1, respectively. In practice, one needs to smooth the correction by applying a relaxation prior to computingǪ e D Relax.A, P e c , 0/.
The optimal˛can then be calculated by
Unfortunately, the A-norm is only suitable for SPD problems. For a nonsymmetric operator A, expression (3.7) is no longer meaningful. As far as we can tell, only a fixed over-correction has been considered for nonsymmetric problems in the literature [40] [41] [42] [43] . Horton and Leutenegger also considered a fixed over-correction for Markov chains in [1] , by taking a convex combination of two different coarse approximations to the correction To automatically determine˛, one may instead consider the residual L 2 -norm as an alternative to the A-norm. In [44] , the residual norm was used to accelerate the convergence of multilevel processes, but only as a top-level acceleration. Unfortunately, the residual norm may be a poor measure of performance, because it is much more sensitive to rough error modes introduced by multilevel overcorrection than the A-norm. This is because of the fact that the residual norm is equivalent to the A T A-norm. However, the residual norm is currently the best we have at our disposal. We attempt to make the residual norm less sensitive to rough modes by projecting the residual to the coarse level via the restriction operator. Restricting to the coarse level has a similar effect as smoothing, but is much cheaper than applying a relaxation. Following this line of reasoning we minimize the following functional with respect toj
where O e is described previously in Equation (3.8) . It is easy to see that the global minimizer of Equation So far, we have described the over-correction procedure used in the (additive) solution cycles, that is, Algorithm 2. In the case of the multiplicative correction scheme, as in Algorithm 1, the CGC is given by
where x c is the solution of the coarse-grid problem and P is a prolongation that has the previous solution x i , exactly in its range (i.e., x i D P t c for some coarse vector t c .) One way in which we can apply the over-correction technique to the multiplicative correction scheme, is to use a multiplicative over-correction of the form
where˛> 1, X D diag.x i /, and the˛th power is applied componentwise. However, minimization of
with respect to˛may be computationally expensive. As a workaround we use the fact that the correction achieved by our aggregation cycle is typically quite small, that is, Q x D P e c D x i C X ", where k"k 1 1. Thus, it follows by Taylor expansion that
and therefore, a linearized over-correction formula is given by
We note that this formula is equivalent to Equation (3.6) with P e c D Q x x i . Similar to the additive correction scheme, to find the optimal parameter˛, the corrected vector must first be smoothed:
Then, the optimal parameter˛is obtained by minimizing 17) where the minimizer is given by˛o
(3.18)
In practice,˛o pt is restricted to a predefined interval (in our test cases we use OE1.1, 2), since this results in a more stable algorithm, e.g., it is possible that Equation (3.18) can yield a negative value for˛o pt , which may lead to numerical instability. If˛o pt falls outside this interval, then it is set to either 1.1 or 2, depending on which boundary point it is nearest. Furthermore, it may be necessary to use a smoothing parameter in Equations (3.8) and (3.16) that is smaller than the parameter used in the pre-and post-relaxations, or, it may even be necessary to use more than one relaxation to smooth the coarse-grid correction. Insufficient smoothing of the coarse-grid correction may result in a poor determination of˛o pt . Again, we note that if A were symmetric, then the optimal over-correction parameter should be based on a minimization of the A-norm instead of the restricted residual norm.
The over-correction procedure may be problematic for certain test cases when applied in conjunction with the OTF framework, because amplifying the coarse-grid correction in Equation (3.6) has a tendency to ruin strict positivity of the solution. This is most prevalent at the beginning of the solution process before the operators have been finalized. Hence, when using over-corrected pure aggregation in the OTF framework, we accept the additive iterate in the try-SOL-else-SET(C ) procedure only if its residual is considerably smaller than the residual of the previous iterate, otherwise we perform a setup cycle using the previous iterate as input. More precisely, we modify step 3 of the try-SOL-else-SET(C ) procedure according to If q.y/ < C q.x/ then x D y, else x V SE T .x/ with a C value that is bounded away from 1. We note that alternatively one could use solution cycles with less aggressive over-correction (or even without it) in the try-SOL-else-SET(C ) procedure, and then only once the operators are finalized apply aggressive over-correction.
In the automatic approach, the over-correction parameter˛is recalculated on each level. For comparison, we also include tests in which˛is fixed for all levels and cycles to a nearly-optimal value obtained by trial and error. For the fixed˛tests we use over-correction formulas (3.13) and (3.6) for the multiplicative and additive cycles, respectively.
NUMERICAL RESULTS
In this section, we present the results of our numerical tests for a variety of test problems. These include a tandem queueing problem, a multiclass, finite buffer priority system, and a random walk on an unstructured directed planar graph. Results were obtained for the weighted Jacobi method, twolevel aggregation (the two-level version of Algorithm 1, similar to IAD), preconditioned stabilized biconjugate gradient (Bi-CGStab) [6] , preconditioned GMRES [6] , pure multilevel aggregation (AGG) (Algorithm 1, [1] ), MCAMG [3] , and pure multilevel aggregation with over-correction (OC-AGG). When referring to OC-AGG we are implicitly considering both the fixed and automatic approaches, unless a particular approach is specified. A prefix of OTF-before the name of a method indicates that it was executed using the OTF framework described in Section 3.2. All methods were implemented in MATLAB, making use of sparse and vectorized MATLAB procedures as much as possible, and using external C routines for some of the bottleneck operations in the multilevel methods.
In this paper, we propose stopping criteria based on the residual, however, other stopping criteria can be applied as well [4, 45] . We use the following stopping criterion for all methods except GMRES
where > 0 is the convergence tolerance, k is the iteration count and maxit is the maximum number of iterations the algorithm will be allowed to perform. For GMRES, we use
where 'and' represents a logical AND operation with short-circuiting. The initial guess x 0 is randomly generated with strictly positive elements and unit 1-norm, and the convergence tolerance is D 10 8 . To check the one-norm criterion in Equation (4.1) at each inner iteration of GMRES it is necessary to compute the current approximation x k . (In our efficient implementation, x k is not computed in the inner iterations, see [22] .) However, this practice may incur unnecessary extra computations, especially when GMRES is still far from converging. Therefore, we use a condition based on the two-norm of the residual, which we get for free (see [22] ), to gauge whether GMRES is near convergence, and only when this condition is satisfied do we compute x k and check the one-norm criterion in Equation (4.1). We note that although the iterates x k are not normalized in the inner iterations, we have confirmed through empirical observation that their one-norms tend to remain close to one, and so the two-norm test is meaningful.
Weighted Jacobi results were obtained using an empirically determined optimal weight ! 2 .0, 1 (maxit D 20,000). Two-level aggregation results were obtained using two pre-relaxations and one post-relaxation on the fine level .! D 0.7/, and two relaxations on the coarse level (maxit D 4,000). The coarse-level aggregates were determined by the neighborhood aggregation method described in [5] using strength of connection in Adiag.x i /, with strength of connection parameter Â D 0.25. We note that the aggregation transfer operator was frozen after the first iteration, and was used for all subsequent iterations.
The Bi-CGStab and GMRES algorithms were implemented according to the templates in [46] . Experiments with GMRES were run for subspaces of size m D 10, 20, 25. We also considered the following preconditioners: ILU0, and ILUTP (ILU with thresholding and pivoting [6] ) with drop tolerances f0.01, 0.001, 0.0001g. The preconditioners were constructed by MATLAB's built-in sparse incomplete LU factorization method ilu. For each test problem we chose the Bi-CGStab and GMRES parameters that gave fastest execution time for the largest problem size (maxit D 500), and used that combination for all problem sizes. We note that in some instances the solution had very small nonpositive elements, in which case we took the absolute value and renormalized.
For the multilevel methods we performed at most 1000 iterations, and used weighted Jacobi relaxation parameter ! D 0.7, with at most n coarse D 12 points on the coarsest level. For the OC-AGG methods (fixed and automatic) we used V(1,2) cycles ( D 1, 1 D 1, 2 D 2) , and for MCAMG and AGG we used V(2,1) cycles. For tests involving the AGG method, the coarse degrees of freedom were determined by the Bottom-up aggregation technique described in [27] , with aggregates frozen on all levels after the first cycle.
In the OTF framework, we used different parameters for the MCAMG and AGG algorithms, beacause the AGG setup is much cheaper than the MCAMG setup with respect to the cost of their corresponding additive cycles. For OTF-MCAMG, we used convergence parameter C D 1 and threshold parameter "˛D 10 4 , with V(4,2) setup cycles and V(1,1) solution cycles. For all OTF-OC-AGG methods, we used convergence parameter C D 0.7 and threshold parameter "˛D 10 5 , with V(4,2) setup cycles and V(1,2) solution cycles. For the automatic over-correction, the relaxations in Equations (3.8) and (3.16) are not counted as post-relaxations, and therefore, these cycles are equivalent to V(1,3) cycles in terms of cost. These extra relaxations were performed with ! D 0.7, unless stated otherwise. For OTF-AGG we used V(4,2) setup cycles, V(1,2) solution cycles, and "˛D 10 4 . We also used C D 1, because both the solution and setup cycles are less effective, and it is best to limit the number of setup cycles.
The various combinations of 1 and 2 described previously were chosen to strike a balance between the convergence properties of the multilevel methods in question, and the work incurred by additional relaxation operations. In particular, for the automatic over-correction it was necessary to use 1 D 1 and 2 D 2 with the (OTF-)OC-AGG methods. This aids the minimization process (3.17) in choosing a better˛because x i is not significantly smoother than O x (otherwise, the minimizer might be˛< 1). Also, over-correction tends to introduce 'noise' into the smooth approximation, which then needs to be smoothed away, so more post-relaxations are needed. As such, using a V(1,1) cycle with over-correction, for example, would be less appropriate. In the case of fixed over-correction, we note that there is no significant difference between applying V(1,2) or V(2,1) cycles. We mentioned that the initial guess was smoothed by 10 weighted Jacobi relaxations prior to iterating, which we counted as one multilevel iteration in the tables. Furthermore, when using the OTF framework, the iteration count included both setup cycles and solution cycles.
In the tables below, we report the number of iterations to converge, it, the operator complexity, C op , and the number of work units, WU. The operator complexity is defined as the sum of the number of nonzero elements in all operators, on all levels, divided by the number of nonzero elements in the fine-level operator A. This number gives a good indication of the amount of work required for a cycle and, for an optimal method, it should be bounded by a constant not too much larger than one as the problem size n increases. One work unit represents the amount of work needed to perform a single relaxation for the given problem size. As such, we can use work units as a measure of performance. Ideally, the number of work units should be small, and for a scalable method, we should observe a nearly constant number of work units as the problem size grows. The number of work units is obtained by dividing the total execution time by the time of one relaxation on the finest level. The main purpose of providing work units is to give insight into the scalability of each method as problem sizes increase. Work units also allow us to compare, for every test problem, the efficiency of the different methods as we have implemented them. However, absolute comparisons may not be as meaningful because they may depend significantly on the implementation details of each method. Additionally, the work-units measure is more accurate for larger problems because it is then less influenced by MATLAB's compilation time and other system activities. We note that any blank entries in the tables below indicate that the method did not converge within the prescribed number of iterations. Furthermore, a dashed entry '-' indicates that the method diverged.
Tandem queue
The first test problem we consider is the tandem queueing network from [4] , where two finite queues with single servers are placed in tandem. Customers arrive according to a Poisson distribution with rate , and the service time distribution at the two single-server stations is Poisson with rates 1 and 2 . This is illustrated in Figure 1 . The states of the system can be represented by tuples .n 1 , n 2 /, where n i is the number of customers waiting in the ith queue. We choose . , 1 , 2 / D .10, 11, 10/ for the weights, which leads to a case of slow mixing. This is a periodic, nonsymmetric problem whose subdominant eigenvalue asymptotically approaches 1 at a rate inversely proportional to the problem size [3] .
For GMRES and Bi-CGStab, we used the ILUTP preconditioner with drop tolerances 0.0001 and 0.001, respectively. Their performance for the tandem queueing problem is given in Table I . In Table II , we observe excellent results for the OTF-MCAMG method, with an essentially constant Table I . Tandem queueing network. Results for weighted Jacobi, two-level aggregation, Bi-CGStab and GMRES (25) . WU is the number of work units and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 . 4096  12005  3383  9  339  7  590  16384  15  629  11  1033  65536  31  889  17  1232  262144  62  1532  41  2051   Table II . Tandem queueing network. Results for multilevel aggregation (AGG), on-the-fly AGG, Markov chain algebraic multigrid (MCAMG) and on-the-fly (OTF) MCAMG. WU is the number of work units, C op is the operator complexity, and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 . number of work units as the problem size grows. Furthermore, it is clear that OTF-MCAMG is competitive with Bi-CGStab and GMRES for sufficiently large problem sizes. Table III demonstrates the effectiveness of our over-correction approach. Comparing AGG and OC-AGG, we observe a large decrease in the number of iterations and works units, where OC-AGG is approximately 19 times faster than AGG for n D 65536. Similar behavior is witnessed for both fixed and automatic overcorrection, in both OC-AGG and OTF-OC-AGG settings. We observe that the cost of OTF-OC-AGG is approximately 50% to 80% the cost of OC-AGG. Also, the (OTF-)OC-AGG methods performed slightly better with the fixed over-correction than with the automatic one. Figure 2 shows a log-log plot of execution times for OTF-MCAMG, OTF-OC-AGG (automatic), Bi-CGStab and GMRES methods as a function of the problem size. We note that for Bi-CGStab and GMRES, we have included the time required to construct the preconditioner, which is also reflected in the number of work units. For each method, we observe a nearly linear relationship, where the slopes of the least-squares best fit lines are given by the bracketed numbers in the legend. OTF-MCAMG appears to scale better than all the methods presented, with a complexity that is nearly linear in the problem size. In the current implementation, it is clear that OTF-OC-AGG achieves better performance than the other methods presented, which is mainly attributable to its attractive Table III . Tandem queueing network. Results for multilevel aggregation (AGG) and on-the-fly AGG each with automatic and fixed over-correction. WU is the number of work units, C op is the operator complexity, and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 .
OC-AGG OC-AGG OTF-OC-AGG OTF-OC-AGG (automatic) (fixed -1.9) (automatic) (fixed -1.9) operator complexity and simplicity. For example, each OTF-OC-AGG solution/setup cycle is much cheaper than a corresponding OTF-MCAMG solution/setup cycle.
MARCA ATM queue
The next test problem we consider is a multi-class, finite buffer, priority system. This model can be applied to telecommunications modeling, and has been used to model ATM queueing networks as discussed in [6] . The model parameters were selected so that the resulting Markov chain is nearly completely decomposable, with the particular set of parameters given in [6] . The code and data files used to build the transition rate matrix are provided freely on the web as part of the MARCA (MARkov Chain Analyzer) collection [7] . Henceforth we refer to this test case as the MARCA ATM queue problem.
Results for GMRES and Bi-CGStab were obtained using the ILUTP preconditioner with drop tolerances 0.001 and 0.01, respectively. We note that weighted Jacobi failed to converge within 20,000 iterations for any value of ! 2 .0, 1. Similarly, the two-level aggregation method also failed to converge within 4,000 iterations. As such they are not shown in Table IV in the succeeding texts. To obtain satisfactory convergence for MCAMG and OTF-MCAMG it was necessary to use strength of connection parameter Â D 0.5. Table IV gives the results for Bi-CGStab and GMRES, which perform quite well for this test problem. In Table V , we observe that (OTF-)AGG performs surprisingly well for the MARCA ATM queue problem, and actually manages to compete with (OTF-)MCAMG in terms of work units. However, these results are somewhat misleading, because it was shown in [27] that the basic multilevel aggregation performs poorly for all other test cases tried, and really only performs well for the MARCA ATM queue problem. In general, we expect (OTF-)MCAMG Table IV . MARCA ATM queueing network. Results for Bi-CGStab and GMRES (10) . WU is the number of work units and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 .
Bi-CGStab GMRES(10) to be the superior method in terms of robustness and convergence, as demonstrated by the other test problems. The work units for OTF-AGG are approximately one third of those for AGG, and they appear to be constant as the problem size grows, which indicates mesh independent convergence (Table V) .
In both the OC-AGG and OTF-OC-AGG settings, the fixed and automatic over-correction approaches again have similar iteration counts (Table VI) . Clearly, the fixed over-correction has a slightly lower work unit count, because it does not calculate the parameter˛on each level. For this test problem we observe a more moderate speedup of (OTF-)AGG using over-correction; both the fixed and automatic OC-AGG methods converge in about half the time it takes AGG to converge. As shown in Tables V and Equation VI , the OTF setting improves all multiplicative methods. However, whereas the cost of OC-AGG is half that of AGG, we observe that the cost of OTF-AGG is similar to the cost of OTF-OC-AGG in terms of their work units, whereas the latter requires about half the iterations to converge. This is mainly because both the fixed and automatic OTF-OC-AGG methods required more setup cycles than OTF-AGG. Figure 3 shows the log-log plots of execution times for OTF-MCAMG, OTF-OC-AGG (automatic), Bi-CGStab and GMRES. Although Bi-CGStab, GMRES and OTF-OC-AGG are faster than OTF-MCAMG, they do not scale as well as OTF-MCAMG. Thus, for sufficiently large problem sizes we expect that OTF-MCAMG will be superior to the other methods. In the current implementation, OTF-OC-AGG outperforms OTF-MCAMG in terms of solution time, however, it does not scale as well.
Directed random planar graph
The last test problem we consider is a random walk on an unstructured, directed planar graph. To construct the directed planar graph D, we begin by randomly distributing n points in the unit square .0, 1/ .0, 1/. These points are then connected via Delaunay triangulation, which yields an undirected planar graph G. To obtain a directed graph D, we randomly select a set of edges from G and make them unidirectional. This is carried out in such a way that irreducibility is preserved (see [5] Table VI. MARCA ATM queueing network. Results for multilevel aggregation (AGG) and on-the-fly (OTF) AGG each with automatic and fixed over-correction. WU is the number of work units, C op is the operator complexity, and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 . for further details regarding the construction of D). A Markov chain is then obtained by performing a random walk on D, where the probability of transitioning from node i to node j is given by the reciprocal of the number of outward arcs from node i. It is clear from the construction that the resulting Markov chain has a nonsymmetric sparsity structure. Furthermore, numerical computations of the transition matrices' spectra as the problem size grows confirms that this is a slowly mixing problem, and thus it is a prime candidate to test our multilevel approach.
Results for Bi-CGStab and GMRES (see Table VII ) were obtained using the ILUTP preconditioner with drop tolerance 0.001. We note that it was necessary to use ! D 0.5 for smoothing the coarse-grid correction when determining˛o pt for the automatic over-correction. Table VIII shows substantial improvements using over-correction compared to basic multilevel aggregation, especially via the OTF framework, where unlike in the previous cases, OTF-OC-AGG performed significantly better than OC-AGG. Again, the fixed and automatic over-correction approaches have comparable performance. Table IX demonstrates good performance of the OTF-MCAMG method, which is further reflected in Figure 4 , where nearly linear scaling is observed. As before, OTF-OC-AGG is faster because of its attractive operator complexity, while OTF-MCAMG is more scalable.
The over-correction results for all three test problems show that the automatic approach yields performance improvements that are generally as good as those obtained with a fixed˛determined optimally via trial and error. This demonstrates the advantage of the automatic approach, because the˛parameter does not have to be tuned. However, varying˛on different levels as in the automatic approach does not seem to yield faster convergence compared to a fixed˛on all levels and cycles. This deserves further investigation in the future to determine whether the automatic procedure can Table VII . Directed random planar graph. Results for weighted Jacobi, two-level aggregation, Bi-CGStab and GMRES (25) . WU is the number of work units and it is the number of iterations to reduce the 1-norm of the initial residual by a factor of 10 8 . be improved. If not, then it may be sufficient to determine˛automatically at the top level only, and use the same value for˛at coarser levels.
CONCLUDING REMARKS
In this paper, we discussed a number of ways in which the basic multilevel aggregation algorithm for Markov chains of Horton and Leutenegger can be accelerated. As our main contribution, we presented an automatic over-correction mechanism for both additive and multiplicative correction schemes for Markov chains. Numerical results demonstrated that the automatic over-correction approach cheaply and effectively improved the convergence of pure multilevel aggregation for Markov chains. Moreover, it was shown how further speedup was possible by using over-correction in conjunction with the OTF adaptive framework. Indeed, the results showed that OC-AGG and OTF-OC-AGG are competitive with ILU-preconditioned Bi-CGStab and GMRES in terms of their work-unit measures. A similar observation was made for OTF-MCAMG, for which execution time scaling plots showed that it scaled better than the rest of the methods presented, with near-optimal performance in some cases. We mention that for the test problems considered, the conclusions regarding the relative merits of the methods in general hold for smaller convergence tolerances. Similar findings were obtained from numerical tests with convergence tolerances as small as D 10 12 . Although we did not consider other multilevel methods for Markov chains, including smoothed aggregation multigrid, recursively accelerated multilevel aggregation, and square and stretch multigrid, we expect that these methods would benefit similarly from the OTF adaptive framework, and would be competitive with preconditioned Bi-CGStab and GMRES.
