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Singular curves and their compactified Jacobians
Jesse Leo Kass
Abstract. We survey the theory of the compactified Jacobian associated to
a singular curve. We focus on describing low genus examples using the Abel
map.
In this article we study how to assign a degenerate Jacobian, called a compact-
ified Jacobian, to a singular curve. The title of this article is intended to recall
Mumford’s book “Curves and their Jacobians” [Mum75]. That book contains a
beautiful introduction to the geometric theory of the Jacobian variety associated to
a smooth curve, and the present article is intended to be a survey of the analogous
theory for a singular curve, written in a similar spirit. The focus is on providing
examples and indicating various technical issues. We omit many proofs and instead
direct the interested reader to the literature.
The main goal of this article is to show how the Abel map can be used to
describe the compactified Jacobian J¯dX associated to a singular curve X . One novel
feature of this article is that we link the theory of the Abel map to the theory
of linear systems of generalized divisors. Such a link is certainly well-known to
experts (see [Har86, Rmk. 1.6.5]), but we develop the relation in greater depth
than has previously been done in the literature. We also discuss several examples
that have not appeared in the literature before. The most interesting example
is the compactified Jacobian of a genus 2 non-Gorenstein curve, which is studied
throughout the paper but especially in Example 5.0.11.
Most of the results in this paper are not due to the author. Many mathe-
maticians have contributed to the body of work discussed, but the author owes a
particularly large mathematical debt to Allen Altman, Steve Kleiman, and Robin
Hartshorne. The theory of generalized divisors was developed by Hartshorne in
[Har86], [Har94], and [Har07], and the Abel map that we study here was con-
structed by Altman–Kleiman in [AK80]. Kleiman’s article [Kle05] was also very
helpful in writing Section 1.
The reader who has looked below at the “Conventions” section may have no-
ticed that in this paper the term “curve” always refers to an irreducible and reduced
curve. It is possible to assign a compactified Jacobian J¯dX to, say, a reducible curve
X , but both the definition of J¯dX and the associated Abel map then become more
complicated. One major barrier to constructing an Abel map for a reducible curve
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is that the theory of linear systems on a reducible curve has undesirable properties,
which are discussed in [Har07, Rmk. 2.9]. There is, however, a growing body of
work (e.g. [CE07, CCE08, CP10]) on constructing an Abel map for a reducible
but reduced curve. The papers just cited also provide a guide to the literature on
compactified Jacobians of reducible curves. Much less is known about assigning a
compactified Jacobian to a non-reduced curve, and in particular, there seems to be
no literature on constructing an Abel map for such a curve.
0.1. Organization. This paper is organized as follows. In Section 1 we recall
some basic facts about the Jacobian variety associated to a smooth curve. The
material developed there is our model for the theory of the compactified Jacobian
associated to a singular curve. We begin discussing singular curves in Section 2,
where we define the generalized Jacobian of a singular curve. This variety typically
fails to be proper, and so we are naturally led to compactify the generalized Jaco-
bian. This is done in Section 3. At the end of that section we show by example that
the most naive approach to constructing an Abel map into the compactified Jaco-
bian fails. The rest of the article is devoted to constructing a suitable Abel map.
We recall the theory of generalized divisors in Section 4 and then we apply that
theory to construct the Abel map in Section 5. Finally, Section 6 is an appendix
that contains some facts about the dualizing sheaf that are used in this article.
0.2. Personal Remarks. A few personal words about this article. I wrote
this article for the proceedings for the conference “The View From Joe’s Office,”
held in honor of Joe Harris’ 60th birthday. Joe was my adviser in graduate school,
and I hope that this article demonstrates Joe’s influence on me as a mathematician.
During my last year in graduate school, William Fulton told me about working
with Joe when Joe first moved to Brown University. Fall semester that year Joe
taught a topics course on Brill–Noether theory. After reviewing the necessary
definitions, Joe begin by working out the theory of special divisors on a genus 2
curve. The next day of class was spent on genus 3 curves, which took up one lecture,
and Joe then moved on to genus 4 curves, which took a bit more class time. Fulton
said that he expected Joe to soon run out of examples and then state and prove
the general Brill–Noether Theorem.
Joe continued doing examples until the Thanksgiving break.
Right before the break, he was discussing curves whose genera was in the double
digits. When he returned from break, he apologized and explained that he had run
out of examples. It was only then that he stated and proved the Brill–Noether
Theorem. Fulton cited this as an example of Joe’s excellent mathematical taste:
explicitly working through such a large class of curves provided incredible insight
into Brill–Noether theory, insight that is not conveyed by just proving general
theorems.
In the present article, we will certainly not get to singular curves with double
digit genera, but I hope the choice of material shows the influence of Joe’s good
taste. We will work out examples of compactified Jacobians associated to curves
of low genus, and the selection of examples was influenced by [ACGH85], a book
that Joe co-authored. Indeed, the examples in Section 1 are all answers to exercises
in [ACGH85], and the examples studied later are chosen as examples analogous
to the ones from Section 1.
SINGULAR CURVES AND THEIR COMPACTIFIED JACOBIANS 3
Conventions
• The letter k denotes an algebraically closed field.
• If V is a k-vector space, then PV is the Grassmannian of 1-dimensional
quotients of V .
• If T is a k-scheme, then we write XT for X ×k T .
• If T and X are k-schemes, then a T -valued point of X is a k-morphism
T → X .
• A variety is a finite type, separated, and integral k-scheme.
• A curve is a finite type, separated, integral, and projective k-scheme of
pure dimension 1.
• The genus g of a curve X is g := 1− χ(OX).
• The symbol k(X) denotes the field of fractions (or field of rational
functions) of a curve X .
• The symbol K denotes the locally constant sheaf associated to k(X).
• The symbol Kω denotes the locally constant sheaf of rational 1-forms.
• IfX is a k-scheme and F , G are twoOX -modules, then we write Hom(F,G)
for the sheaf of homomorphisms from F to G.
1. The Jacobian
Here we discuss the Jacobian variety JdX of a smooth curve X . We begin by
discussing three different approaches to constructing JdX . Of these approaches, one
uses the Abel map, and we also review the properites of this map. After recalling
the definition, we conclude this section by describing the Abel map of a curve of
genus at most 4. In the subsequent sections of this article we will work to extend
results of this section from smooth curves to singular curves.
The most succinct definition of the Jacobian J0X of a smooth curve X requires
us to assume that the ground field k is the field of complex numbers k = C. If X
is a smooth projective complex curve, then the associated Jacobian is the complex
torus
J0X := H
1(Xan,OX)/H1(Xan,Z).
We write Xan for the space X with the analytic or classical topology (rather
than the Zariski topology). The group H1(Xan,Z) is considered as a subgroup
of H1(Xan,OX) using the map induced by the natural inclusion Z 2πi−→ OX . This
inclusion is part of a short exact sequence
(1) 0→ Z→ OX → O∗X → 0,
which provides us with an alternative description of J0X . An inspection of the
associated long exact sequence shows that there is a canonical isomorphism
(2) J0X
∼= ker(H1(Xan,O∗X) c1−→ H2(Xan,Z)),
where c1 is the 1st Chern class map.
The group H1(Xan,O∗X) is canonically isomorphic to the set of isomorphism
classes of line bundles, and under this isomorphism, the 1st Chern class map cor-
responds to the degree map, so the points of J0X are in natural bijection with the
degree 0 line bundles on X .
This description suggests a way of defining J0X over an arbitrary ground field:
J0X is the moduli space of degree 0 line bundles. In slightly more generality, if d
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is any integer, then we define the degree d Jacobian, or the moduli space of line
bundles of degree d, as follows.
Definition 1.0.1. The Jacobian functor Jd,♯X : k-Sch → Set of degree d is
the e´tale sheaf associated to the functor that assigns to a k-scheme T the set
of isomorphism classes of line bundles L on XT that have the property that the
restriction of L to every fiber of XT → T has degree d. The Jacobian variety JdX
of degree d is the k-scheme JX that represents J
d,♯
X .
Our definition of Jd,♯X is somewhat unsatisfactory. Because J
d,♯
X is the sheafi-
fication of the functor parameterizing isomorphism classes of line bundles and not
the functor itself, it is not immediately clear what the functor Jd,♯X parametrizes.
For example, a line bundle L on XT defines a T -valued point of J
d,♯
X (for a suitable
d, provided the degree of the restriction of L to the fiber of XT → T over t ∈ T is
constant as a function of t), but it is not immediate from the definition that every
T -valued point of Jd,♯X is defined by some L. Similarly, it is unclear when two line
bundles L and M on XT define the same T -valued point.
A very careful discussion of this topic can be found in [Kle05]. In this arti-
cle, the distinction between the functor parameterizing line bundles on X and its
associated sheaf will be largely irrelevant for the following reason: when T equals
Spec(K) for K an algebraically closed field, Jd,♯X (T ) equals the set of isomorphisms
classes of degree d line bundles on XT , which is what one should naively expect.
(This is [Kle05, Ex. 2.3].)
In an arithmetic context, however, it is important to distinguish between the
functor parameterizing line bundles and its sheafification because when K fails
to be algebraically closed there may be K-valued points of Jd,♯X that cannot be
represented by line bundles. (See [Kle05, Ex. 2.4] for an example.)
In any case, to make use of Definition 1.0.1, we need to prove that Jd,♯X can
be represented by a k-scheme. In general, a standard approach to proving repre-
sentability of a functor is to use a theorem of Artin. In [Art74, Art69], Artin
gave a criteria for a functor to be representable by an algebraic space, and one
approach to proving that a functor can be represented by a scheme is to first prove
representability by an algebraic space by verifying Artin’s criteria and then to prove
that the resulting algebraic space is actually a scheme by some other means.
In the specific case of Jd,♯X , this strategy was carried out by Artin in [Art69].
He first proved that Jd,♯X is representable by an algebraic space by verifying that
the functor satisfies Artin’s criteria ([Art69, Thm. 7.3, p. 67]; see also [Art74,
p.186-187]). Artin then proved that this algebraic space is a k-scheme by proving
more generally that any torsor for a locally finite type group space over k is actually
a scheme [Art69, Lem. 4.2, p. 43].
A second approach to proving that Jd,♯X is representable is to make use of the
Abel map. While this approach to proving representability is not as general as the
first approach, it has the advantage of providing more insight into the geometry of
JdX . Let us review this construction, beginning with the definition of the symmetric
power.
Definition 1.0.2. The symmetric product X(d) is defined to be the quotient
of the d-fold self-product X × · · · ×X of X by the action of the symmetric group
Symd given by permuting factors.
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Recall that the quotient of a quasi-projective variety V by a finite group always
exists as a quasi-projective variety (by, say, [Mum70, p. 66]). Hence the symmetric
powerX(d) of a smooth curve is a projective variety of dimension d. This symmetric
power is also smooth, but this is more difficult to establish. A proof of smoothness
can be found in e.g. [FG05, Thm. 7.2.3]. The symmetric power of a smooth curve
also has a moduli-theoretic interpretation.
Definition 1.0.3. The Hilbert functor Hilbd,♯X of degree d is defined by
setting Hilbd,♯(T ) equal to the set of T -flat closed subschemes Z ⊂ XT with the
property that every fiber of Z → T has degree d.
Lemma 1.0.4. The k-scheme X(d) represents Hilbd,♯X .
Proof. We will prove this lemma under the additional assumption that Hilbd,♯X
can be represented by some k-scheme HilbdX . To begin, let us construct a natural
transformation X(d) → Hilbd,♯X . It is enough to construct a Symd-invariant trans-
formation X × · · · ×X → Hilbd,♯X , and we construct this second transformation by
exhibiting the corresponding closed subscheme Z ⊂ (X × · · · ×X)×X .
We define Z to be the multi-diagonal that consists of tuples (p1, . . . , pd, q)
with pi = q for some i. Working on the level of local rings, one can show that
Z → X×· · ·×X is flat and finite of degree d. Because Z is visibly Symd-invariant,
this subscheme induces the desired transformation X(d) → Hilbd,♯X . To complete
the proof, we need to show that this transformation is an isomorphism.
First, observe that X(d)(K) → Hilbd,♯X (K) is injective for any algebraically
closed field K. Indeed, this observation is just the statement that no two fibers of
X ×X(d) ⊃ Z → X(d) are equal as subschemes, a statement that can be verified
by working affine locally and writing out the ideal of Z in terms of symmetric
polynomials. (Show that the fiber of Z → X(d) over the point that is the image of
(p1, . . . , pd) is a closed subscheme supported on {p1, . . . , pd} and then compute the
length of OZ,pi .)
Now a similar explicit computation shows thatX(d) → HilbdX is an isomorphism
over the locus in HilbdX parameterizing reduced subschemes, so the morphism is bi-
rational. The morphism is also quasi-finite because we have just shown that it
is injective on K-points. Thus X(d) → HilbdX is a quasi-finite, birational mor-
phism. Furthermore, both the target and the source of the morphism are smooth
and proper. Indeed, we made this observation about X(d) just after defining the
variety, and one can verify that HilbdX is smooth and proper by using the functorial
characterization of these properties. We can conclude by Zariski’s Main Theorem
that X(d) → HilbdX is an isomorphism. 
By the lemma, we can identify X(d) with Hilbd,♯X when X is smooth. The
symmetric power is still defined whenX is singular, but thenX(d) may not represent
the Hilbert functor. In Section 5 we will describe how the symmetric power of a
singular curve is related to the Hilbert functor.
The closed subschemes Z ⊂ XT that correspond to elements of HilbdX(T ) are all
effective relative Cartier divisors. That is, locally the ideal of Z ⊂ XT is generated
by a single element. Indeed, this is a consequence of the proof of Lemma 1.0.4, but
the fact can also be proven directly (see [Kle05, Lem. 9.3.4]). Linear equivalence
classes of Cartier divisors are in natural bijection with isomorphism classes of line
bundles, and the Abel map A : X(d) → JdX is a manifestation of this relation.
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Before defining the Abel map, let us review the definition of a Cartier divisor
from [Har77, Chap. 2, Sect. 5]. We define a Cartier divisor D to be a global
section of the quotient sheaf K∗/O∗X , where K∗ is the locally constant sheaf of
nonzero rational functions. Because Cartier divisors are sections of an abelian
sheaf, we can form the minus −D of a Cartier divisor D and the sum D + E
of D and a second Cartier divisor E. As a section of a quotient sheaf, D can be
represented by a collection (fi, Ui)i∈I consisting of open subsets {Ui}i∈I that cover
X and rational functions {fi}i∈I that have the property that fif−1j is regular on
Ui ∩ Uj . To this data we can associate a nonzero coherent subsheaf
ID ⊂ K,
namely the subsheaf generated by fi on Ui.
The reader may verify that the correspondence D 7→ ID defines a bijection
between the set of global sections of K∗/O∗X and the set of nonzero coherent sub-
sheaves ID ⊂ K that are locally principal. (In fact, nonzero subsheaves of K are
always locally principal; this can be proven using, say, the classification of f.g. mod-
ules over a DVR.) Thus we can think of Cartier divisors as nonzero subsheaves of
K rather than as global sections of K∗/O∗X . We will work with Cartier divisors as
subsheaves in this article.
A Cartier divisor D is said to be effective if we have ID ⊂ OX . In other
words, an effective Cartier divisor is a 0-dimensional closed subscheme. A rational
function f defines a Cartier divisor, the Cartier divisor OX · f ⊂ K, and we denote
this divisor by div(f). We say that two Cartier divisors D and E are linearly
equivalent if D = E +div(f) for some rational function f . The set of all effective
divisors linearly equivalent to a given divisor D is denoted by |D| and called the
complete linear system associated to D.
The divisors of the form div(f) naturally form a subgroup of the group of all
Cartier divisors. In fact, the rule D 7→ ID defines a surjective group homomor-
phism from the group of Cartier divisors to the group of isomorphism classes of line
bundles, and the kernel of this map is precisely the subgroup consisting of divisors
of the form div(f). Thus a linear equivalence class of Cartier divisors is the same
thing as an isomorphism class of line bundles. In slightly different form, this is
[Har77, Prop. 6.13].
The complete linear system |D| associated to a Cartier divisor naturally has
the structure of a projective space. Indeed, consider the OX -linear dual L(D) :=
Hom(ID,OX) of ID. The natural map H0(X,L(D))→ Hom(ID,OX) is an isomor-
phism, and the rule that sends a nonzero global section of L(D) to the image of the
corresponding homomorphism ID → OX defines a bijection PH0(X,L(D)) ∼= |D|.
We use L(D) to define the Abel map.
Definition 1.0.5. If D ∈ Hilbd,♯X (T ) (for some k-scheme T ), then we define
L(D) := Hom(ID,OXT ). The d-th Abel map A : X(d) → JdX is defined by the
rule D 7→ L(D).
Because ID is a line bundle, the formation of L(D) commutes with base change,
so the Abel map is well-defined.
By definition, the fiber of A over [L] ∈ JdX is the set of divisors D satisfying
L(D) ∼= L. In other words, A−1([L]) = PH0(X,L). This equality holds on the
level of schemes, though this is perhaps not clear from the work we have done so
far. A proof of scheme-theoretic equality and other technical results describing the
SINGULAR CURVES AND THEIR COMPACTIFIED JACOBIANS 7
structure of A can be found in [Kle05, Sect. 9.3] (esp. Thm. 9.3.13). In any case,
it follows from those structural results that A fibers X(d) over JdX by projective
spaces of possibly varying dimension.
What dimensions can these projective spaces have? The dimension dim |D| is
controlled by the Riemann–Roch Formula. Define a canonical divisor K to be a
divisor with the property that L(K) = ω, the dualizing sheaf of X . Given a Cartier
divisor D, an adjoint divisor adjD is defined to be a Cartier divisor satisfying
L(adjD) = Hom(L(D), ω) or equivalently a divisor linearly equivalent to K −D.
The Riemann–Roch Formula relates dim | adjD| to dim |D|. The formula states
dim |D| − dim | adjD| = d+ 1− g,
where d is the degree of D.
To use this formula, we need information about adjD = K−D. The canonical
divisor K has degree 2g− 2, so if D has degree d > 2g− 2, then adjD has negative
degree, which forces dim | adjD| = −1. To study | adjD| for d ≤ 2g−2, we introduce
the canonical map.
Assume g ≥ 1. (The case g = 0 can be dealt with separately.) The canonical
divisor K of a curve of genus g ≥ 1 is base-point free (by [Har77, Prop. 5.1]), and
so K determines a morphism X → PH0(X,L(K))∨ to projective space that we
call the canonical map. The image is a curve when g ≥ 2, and we call this curve
the canonical curve. This curve is a curve in Pg−1 as dimH0(X,L(K)) = g.
In terms of the canonical map, the adjoint linear system | adjD| associated to
an effective divisor D can be described as the set of hyperplanes in Pg−1 whose
preimage contains D. Using this description and the Riemann–Roch Formula, one
can prove that
(3) dim |D| =
{
−1 if d < g
d− g if d ≥ g
for a general effective divisor D of degree d and for every divisor when d ≥ 2g − 1.
We give the proof later in Section 4, where we prove a more general statement as
Corollary 4.1.16.
For the purpose of constructing JdX , the most important fact about Cartier
divisors is that dim |D| = d−g for every divisor of degree d > 2g−2. In other words,
for such a degree, the fibers of A : X(d) → Jd,♯X are all Pd−g’s. Given the existence
of the Jacobian JdX , the stronger technical results about A in [Kle05, Sect. 9.3],
which were mentioned earlier, show that A : X(d) → JdX is a Pd−g-bundle.
If we do not assume that JdX exists, then we can use the above fact about
Cartier divisors to construct the scheme. It is enough to construct JdX for d >> 0,
and for such a d, we can define JdX to be the quotient of X
(d) by the relation of
linear equivalence. For this to be a valid definition, however, we must show that
the quotient of X(d) exists as a k-scheme.
In general, the quotient of a k-scheme by an equivalence relation may not exist
as a k-scheme, but linear equivalence is a particularly nice equivalence relation: the
equivalence classes are smooth and projective subschemes of X(d). More formally,
the relation is smooth and projective in the sense that the graph R ⊂ X(d) ×X(d)
of the equivalence relation has the property that the two projection morphisms
R→ X(d) are smooth and projective. The quotient of a quasi-projective k-scheme
by such an equivalence relation always exists, as can be shown using an elementary
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argument (that realizes the quotient as a subscheme of a suitable Hilbert scheme).
We direct the reader to [Kle05, Lem. 4.9] for details about the construction of
the quotient by a smooth and projective relation and to [Kle05, Thm. 4.8] for the
proof that the quotient of X(d) is JdX . In any case, this gives a second construction
of the Jacobian.
The analytic construction from the beginning of this section showed that not
only does the Jacobian exist, but it has the structure of a g-dimensional com-
plex torus. We can now show that J0X is the algebro-geometric analogue of a
g-dimensional complex torus: J0X is a g-dimensional abelian variety. Recall this
means J0X is a smooth proper variety of dimension g that has group scheme struc-
ture. The group structure on J0X comes from the tensor product, and one can
deduce the remaining properties from the fact that X(d) is a smooth projective
variety of dimension d by using A : X(d) → JdX for d >> 0.
So far we have just made use of the Abel maps A : X(d) → JdX for d sufficiently
large, but the Abel maps for small values of d are also of interest. The Abel map
of degree d = g is particularly interesting because X(g) → JgX is birational. We
can thus describe the Jacobian JgX in terms of the symmetric power X
(g) and the
exceptional locus of the Abel map A : X(g) → JgX .
The Abel map of degree d = g − 1 is also distinguished.
Definition 1.0.6. The image of A : X(g−1) → Jg−1X is the theta divisor Θ.
The map A : X(g−1) → Jg−1X is birational onto its image, so Θ ⊂ Jg−1X is
a subscheme of codimension 1, hence is a locally principal divisor that can be
shown to be ample. Historically, the geometric study of Jacobian varieties has been
dominated by the study of their theta divisors. We conclude this section by showing
how the geometry of Θ encodes the geometry of JdX by describing the theta divisor
for curves of genus at most 4.
Somewhat more generally, we will describe the Abel maps
A : X(g) → JgX and
A : X(g−1) → Θ.
The locus C1d ⊂ X(d) of points [D] satisfying dim |D| ≥ 1 is closed, and the re-
striction of the Abel map to the complement X(d) \C1d is an isomorphism onto its
image. We will describe the structure of the Abel map by describing the subset
C1d ⊂ JdX and the contraction C1d → JdX .
We derive such a description using the Riemann–Roch Formula. By that for-
mula, an effective divisorD of degree d = g−1 satisfies dim |D| ≥ 1 (i.e. [D] ∈ C1g−1)
if and only if dim | adjD| ≥ 1 or equivalently there are two distinct canonical di-
visors that contain D. Similarly, an effective divisor D of degree d = g satisfies
dim |D| ≥ 1 if and only if | adjD| ≥ 0 or equivalently some canonical divisor con-
tains D.
These observations demonstrate the key role played by the canonical divisor K
in describing C1d . The canonical divisor of a low genus curve is well-understood.
Indeed, effective canonical divisors are the preimages of hyperplanes under the
canonical map, and the canonical map of a curve of genus at most 4 is computed
in [Har77, Chap. 4, Sect. 6]. We now describe the Jacobian of a low genus curve.
Example 1.0.7 (Genus 1). The canonical divisor of a genus 1 curve X is
trivial. In particular, C1g = ∅, and so the Abel map A : Hilb1X = X → J1X is
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an isomorphism. Now J1X does not have natural group structure, but J
0
X does,
so if we fix a point p0 ∈ X , then we can identify X = J1X with J0X by tensoring
with OX(−p0), and this identification makes X into a group with identity p0. In
a different form, this group law is often introduced in a first course in algebraic
geometry. The map associated to the complete linear system |3p0| embeds X as a
cubic curve in the plane, and the group law coming from the isomorphism X ∼= J0X
is the group law that is defined using the tangent-chord construction (as in, say,
[Har77, p. 321]).
The theta divisor Θ ⊂ J0X is not very interesting. The only effective degree 0
divisor is the empty divisor, so we have Θ = {[OX ]}.
Example 1.0.8 (Genus 2). Every genus 2 curve is hyperelliptic, and the effec-
tive canonical divisors K are the fibers of the degree 2 map f : X → P1 to the line.
These fibers K = f−1(t) are exactly the effective divisors of degree g = 2 that move
in a positive dimensional linear system. Indeed, if [D] ∈ C1g , then, as we observed
earlier, D is contained in a canonical divisor, and hence equal to a canonical divisor
by degree considerations. This classification shows that C1g is a rational curve
P1 = C1g ⊂ X(g),
and this curve is contracted to a point by the Abel map.
What about Θ ⊂ Jg−1X ? No degree 1 = g− 1 divisor D can satisfy dim |D| ≥ 1.
Indeed, again using the observations we made after stating the Riemann–Roch
Formula, we see that any such divisor would be contained in two distinct fibers of
f , which is absurd. We can conclude that the Abel map A : X(g−1) = X → Jg−1X
is injective, so the theta divisor is
X = Θ ⊂ Jg−1X ,
an embedded copy of the curve.
Example 1.0.9 (Genus 3). The genus 3 curves fall into two classes: the hyper-
elliptic curves and the non-hyperelliptic curves. We will first consider the case of
hyperelliptic curves, which are similar to the genus 2 curves that we just discussed.
Let X be a genus 3 hyperelliptic curve with degree 2 map f : X → P1 to
the line. The effective canonical divisors of X are the divisors of the form K =
f−1(t1) + f
−1(t2) for t1, t2 ∈ P1. From this description, we can conclude that the
elements [D] of C1g are the divisors of the form f
−1(t0)+p0 for t0 ∈ P1 and p0 ∈ X .
Furthermore, these divisors satisfy
dim |f−1(t0) + p0| = 1
by the Riemann–Roch Formula (as there is a unique canonical divisor containing
f−1(t0) + p0). Indeed, the divisors f
−1(t) + p0 with t ∈ P1 exhaust the effective
divisors linearly equivalent to f−1(t0) + p0.
How does this classification of divisors translate into a description of A : X(g) →
JgX? The exceptional locus C
1
g is isomorphic to the surface X ×P1, and the Abel
map collapses this surface to the curve X by projection onto the first factor.
What about the theta divisor Θ ⊂ Jg−1X ? The exceptional locus C1g−1 of
A : X(2) → Θ is the locus of effective degree g−1 = 2 divisors D that are contained
in two distinct canonical divisors. From our description of K, we see that these are
exactly the divisors of the form f−1(t), t ∈ P1, and all these divisors are linearly
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equivalent. In other words, the exceptional locus is a rational curve
P1 = C1g−1 ⊂ X(g−1)
that is contracted to a point. Set-theoretically, this is the same as the description
of the degree g Abel map X(g) → JgX of a genus 2 curve. There is, however,
an important difference: when X is a genus 2 curve, the image of the rational
curve P1 ⊂ X(2) is a smooth point, but when X is a genus 3 hyperelliptic curve,
the image is a singularity of Θ. This is a consequence of a general result — the
Riemann Singularity Theorem — that computes the multiplicity of Θ as
mult[L]Θ = h
0(X,L).
Two proofs of this result can be found in [ACGH85, Chap. 6].
What about the non-hyperelliptic curves? The canonical map of a non-hyperelliptic
curve X of genus 3 embeds X as a degree 4 plane curve X ⊂ P2, and the effective
canonical divisors are just the divisors that are the intersection of X with a line
ℓ ⊂ P2. From this description of the canonical divisors, we see that [D] ∈ C1g if
and only if D lies on a line ℓ (which is necessarily unique). We can define a map
π : C1g → X as follows. Given [D] ∈ C1g , there is a unique line ℓ containing D, and
we can write ℓ ∩X = D + q0 for some point q0 of X . We set π([D]) = q0.
The fiber π−1(q0) of π over a point is a P
1, the projective line parameterizing
lines ℓ ⊂ P2 containing q0. In particular, we see that C1g is a surface. The Abel
map A : X(g) → JgX contracts the fibers of π, so the image of C1g is a curve:
X = A(C1g ) ⊂ JgX .
We now turn our attention to the theta divisor. We have C1g−1 = ∅. Indeed,
no effective degree g − 1 = 2 divisor is contained in two distinct canonical divisors
because two distinct lines meet in a single point. In particular, the theta divisor is
a smooth projective surface:
X(g−1) = Θ ⊂ Jg−1X .
This is a special case of Marten’s Theorem. That theorem states that if X is a
curve of genus g, g ≥ 3, then we have
dimΘsing =
{
g − 3 if X is hyperelliptic;
g − 4 otherwise.
This statement, along with various generalizations, is proven in [ACGH85, Chap. 4,
Sect. 5].
Example 1.0.10 (Genus 4). The structure of the Abel map of a genus 4 hyper-
elliptic curve is similar to the structure of the Abel map of a genus 3 hyperelliptic
curve, so we will only discuss the non-hyperelliptic case. The canonical map of a
non-hyperelliptic genus 4 curve X embeds the curve in space X ⊂ P3. As a space
curve, X is the complete intersection of a (non-unique) cubic hypersurface and a
(unique) quadric surface, which we denote by Q. The quadric surface Q is either
smooth or a cone over a plane curve of degree 2. The shape of the quadric influences
the structure of the Abel map, so we consider these two cases separately.
Suppose first that Q is smooth. Then the quadric Q must be isomorphic to
P1 × P1 embedded by the complete linear system |O(1, 1)|. The description of
C1g is similar to the description we gave for a non-hyperelliptic genus 3 curve. By
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the Riemann–Roch Formula, the exceptional locus C1g ⊂ X(g) of A : X(g) → JgX is
the locus of effective degree 4 divisors that are contained in a hyperplane h ⊂ P3,
which is necessarily unique (for otherwise D would be contained in a line that lies
on Q by degree considerations, but the intersection of a line lying on Q with X is a
divisor of degree 3). We describe C1g by constructing a map π : C
1
g → X(2). Given
[D] ∈ C1g , let h ⊂ P3 be the unique hyperplane containing D. The intersection
h ∩X is a degree 6 effective divisor that we can write as h ∩X = D + E for some
effective divisor E of degree 2. We set π([D]) = [E]. The fibers of the resulting
map π : C1g → X(2) are P1’s, so C1g is a smooth 3-fold. The Abel map contracts C1g
to the surface
X(2) = A(C1g ) ⊂ JgX
by contracting each fiber π−1([E]) to a point.
What about the degree 3 = g−1 Abel map A : X(g−1) → Jg−1X ? If [D] ∈ X(g−1)
satisfies dim |D| ≥ 1, then D lies on two distinct hyperplane sections, and hence lies
on their intersection which is a line ℓ ⊂ P3. We can construct divisors satisfying
this condition by using the geometry of the quadric surface Q. Given a line ℓ on
the quadric surface, the intersection D := ℓ ∩ X is a degree 3 effective divisor, so
[D] ∈ C1g−1. In fact, these points exhaust C1g−1. If [D] ∈ C1g−1, then the unique line
ℓ containing D must be contained in Q because otherwise Q∩ ℓ would be a degree
2 closed subscheme that contains the degree 3 effective divisor D, which is absurd.
The lines on Q consist of two 1-dimensional linear systems (the lines {t} ×P1 and
the lines P1 × {t}). We thus have
P1 ∪P1 = C1g−1 ⊂ X(3).
Each curve is contracted to a point of Θ which is a singularity. This shows that Θ
is singular at exactly two points.
What about the case where the quadric Q containing X is singular? The
structure of the degree g Abel map A : X(g) → JgX is as before; the map contracts
a threefold C1g ⊂ X(g) that is a P1-bundle over X(2). The structure of the degree
g − 1 Abel map A : X(g−1) → Θ, however, is different. The argument used in the
previous case remains valid except now Q contains only one 1-dimensional linear
system of lines. Recall that Q is the cone over a smooth plane quadric Y ⊂ P3.
The lines ℓ on Q are the lines that join a point on Y to the vertex of the cone. Thus
P1 = C1g ⊂ X(g−1).
This curve is contracted to the unique singularity of Θ. (Warning: We have only
defined C1g as a set, and the locus naturally has non-reduced scheme structure.)
This completes our discussion of Jacobians of smooth curves. The remainder
of the article is devoted to extending this theory of the Jacobian to singular curves.
2. Generalized Jacobians of Singular Curves
How should the Jacobian of a singular curve be defined? One approach is to
simply repeat Definition 1.0.1, which is the definition of the Jacobian of a smooth
curve.
Definition 2.0.11. Given a curveX , the generalized Jacobian functor Jd,♯X
of degree d is defined to be the e´tale sheaf associated to the functor that assigns
to a k-scheme T the set of isomorphism classes of lines bundles L on XT that
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have the property the restriction of L to any fiber of XT → T has degree d. The
generalized Jacobian variety is the k-scheme that represents Jd,♯X .
This generalized Jacobian can be constructed by, for example, using Artin’s
Criteria. However, the generalized Jacobian has a major deficiency: it is not proper.
Consider the generalized Jacobian of a genus 1 curve X with a node p0 ∈ X .
We observed in Example 1.0.7 that the degree 1 line bundles on a smooth genus 1
curve are all of the form L(p) for p ∈ X a point, and this fact remains valid for X
provided we require that p lies in the smooth locus. Thus we have
J1X =X \ {node}
∼=P1 \ {0,∞}.
In particular, J1X is not proper. This suggests a question: how to compactify J
1
X
to a proper k-scheme?
We answer this question in Section 3. Before studying compactifications of
JdX , let’s first examine the structure of the scheme. The generalized Jacobian J
0
X
is a smooth connected g-dimensional quasi-projective variety that admits a group
scheme structure coming from the tensor product. This group structure can be
described in terms of the singularities of X .
When k = C, we described the group of k-points J0X(k) of the Jacobian co-
homologically as a kernel in Eq. (2). In that displayed equation, the terms in the
exact sequence were cohomology groups that we interpreted as sheaf cohomology
computed with respect to the analytic (or classical) topology and the curve X was
a smooth curve. However, our computation remains valid if we let X be a singular
curve over an arbitrary k provided we replace the analytic topology with the e´tale
topology. Let us explain this.
In what follows, we only use the very basic properties of the e´tale topology, and
the reader unfamiliar with this formalism is directed to [BLR90, Sect. 8.1]. We
write Te´t for the e´tale site of a scheme. Given a smooth curve X over k = C, the
isomorphism Eq. (2) is constructed by first constructing an isomorphism between
the group of line bundles of arbitrary degree and the group H1(Xan,O∗X) and then
observing that this isomorphism identifies the degree map on line bundles with the
Chern class map c1 : H
1(Xan,O∗X) → H2(Xan,Z). These facts remain valid when
X has singularities and k = C. If k is an arbitrary field, then Xan does not make
sense, but there is an isomorphism between the group of line bundles and the e´tale
cohomology group H1(Xe´t,O∗X) that identifies the degree map with a map valued
in H2(Xe´t,Zℓ(1)) (for ℓ a prime distinct from the characteristic). More generally,
if we define Pic♯X/k to be the disjoint union of all the J
d,♯
X ’s, then this functor is
isomorphic to the 1st higher direct image of O∗X under the structure morphism
Xe´t → ke´t. This result is due to Grothendieck, and a recent discussion of the
identification can be found in [Kle05, Sect. 2].
The reason for introducing this cohomological formalism is that it makes it easy
to relate the generalized Jacobian J0X of X to the Jacobian J
0
Xν of the normalization
Xν. Let ν : Xν → X be the normalization map. The homomorphism ν−1O∗X →
OXν given by pulling back by ν is adjoint to a homomorphism O∗X → ν∗(O∗Xν )
that is injective and an isomorphism away from the singular locus. The cokernel F
is supported on Xsing and fits into a short exact sequence
(4) 0→ O∗X → ν∗(O∗Xν )→ F → 0.
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Consider the associated long exact sequence relating the higher direct images
of these sheaves under Xe´t → ke´t. We just explained that the 1st direct image of
O∗X is Pic♯X/k. Similarly, the 1st direct image of ν∗O∗X is Pic♯Xν/k as ν is finite.
The natural map Pic♯X/k → Pic♯Xν/k is surjective as the cokernel injects into the
1st direct image of F , which is zero as F has 0-dimensional support. For the
same reason, the direct image of F is the locally constant sheaf F associated to
the group H0(Xe´t,F). The connecting homomorphism F → Pic♯X/k is injective as
O∗X → ν∗O∗Xν is easily seen to induce an isomorphism on direct images (the only
global functions on X , Xν are constants). To summarize, we can extract from the
long exact sequence on higher direct images a short exact sequence
(5) 0→ F → Pic♯(X/k)→ Pic♯(Xν/k)→ 0.
As Pic♯(X/k)→ Pic♯(Xν/k) respects degree maps, we can also write
(6) 0→ F → J0X → J0Xν → 0.
This is the desired description of the generalized Jacobian J0X : it is an extension of
the abelian variety J0Xν by the commutative group variety F Let us examine the
structure of F .
Label the singularities of X as q1, . . . , qn and then label the points of the fiber
ν−1(qi) as pi,j , j = 1, . . . ,mi. We defined F to be the locally constant e´tale sheaf
associated to H0(Xe´t,F), and this group of sections is isomorphic to the direct sum
of the stalks of F :
(7) H0(Xe´t,F) =
⊕
(O∗X,pi,1 ⊕ · · · ⊕ O∗X,pi,mi )/O
∗
X,qi .
Here the stalks are taken with respect to the e´tale topology, and the group O∗X,qi
is embedded diagonally.
The quotients appearing in Eq. (7) are unchanged if we replace the unit groups
O∗X,qi and O∗Xν ,pi,j with the unit groups Ô∗X,qi and Ô∗Xν ,pi,j in the appropriate
completions. In particular, the structure of F depends only on the analytic type of
the singularities of X . Let’s now compute F for some specific singularities.
Example 2.0.12 (The Node). The node O = k[[x, y]]/(xy) has normalization
isomorphic to the product O˜ = k[t]]× k[[t]]. An isomorphism
O˜∗/O∗ ∼= k∗
is given by the rule (f, g) ∈ O˜∗ 7→ f(0)/g(0). In other words, the associated
algebraic group is the multiplicative group Gm. More generally, if X is a nodal
curve, then F = ker(J0X → J0Xν ) is a multiplicative torus Gδm of dimension equal
to the number of nodes δ.
Example 2.0.13 (The Cusp). If O = k[[x, y]]/(y2 − x3) is the cusp, then the
quotient O˜∗/O∗ is isomorphic to the additive group k+. In particular, if X is a
curve with only cusps as singularities, then F is an additive torus Gδa of dimension
equal to the number of cusps δ.
Example 2.0.14 (The Tacnode). Like the node, the normalization of the tac-
node O = k[[x, y]]/(y2 − x4) is the product O˜ = k[[t]] × k[[t]] of two power se-
ries rings. An isomorphism O˜∗/O∗ ∼= k∗ ⊕ k+ is given by the rule (f, g) 7→
(f(0)/g(0), f ′(0)/f(0) − g′(0)/g(0)). Here f ′(t) and g′(t) are the formal deriva-
tives. In particular, each tacnode of X contributes a factor of Gm ×Ga to F .
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This concludes our discussion of examples. A more detailed description of F
can be found in [BLR90, Sect. 9.1]. Rather than discussing that description, we
turn our attention to the problem of compactifying the generalized Jacobian.
3. Compactified Jacobians of Singular Curves
In the special case of the genus 1 nodal curve X from the beginning Section 2,
it is clear how to compactify the associated generalized Jacobian J1X . We described
that generalized Jacobian as
(8) J1X
∼= X \ {node},
and we can construct a compactification J¯1X ⊃ J1X by defining
(9) J¯1X
∼= X.
In this section, we will describe how to interpret this compactification J¯1X in terms
of moduli and then how to generalize that interpretation to arbitrary curves.
We can give a moduli-theoretic interpretation of the compactification (9) as
follows. Let p0 ∈ X be the node. In the isomorphism (8), a point p ∈ X \ {p0}
corresponds to [L(p)] ∈ J1X , where L(p) is the OX -linear dual of the ideal Ip of
p. When p = p0, the ideal Ip0 is not a line bundle, but we can still define L(p0)
by L(p0) := Hom(Ip0 ,OX). The compactification J¯1X parameterizes degree 1 line
bundles on X and the sheaf L(p0). Both the line bundles L(p) and the sheaf L(p0)
are examples of rank 1, torsion-free sheaves, a class of sheaves that we now define.
Definition 3.0.15. A coherent sheaf I on a curve X is torsion-free if for
every local section f of OX and every local section s of I satisfying f · s = 0, we
have f = 0 or s = 0. The sheaf I is said to be rank 1 if there exists a dense open
subset U ⊂ X such that I|U is isomorphic to OU .
The degree of a rank 1, torsion-free sheaf is defined as follows.
Definition 3.0.16. If I is a rank 1, torsion-free sheaf, then the degree deg(I)
of I is defined by
deg(I) := χ(I)− χ(OX).
The compactified Jacobian is defined in the expected manner.
Definition 3.0.17. The degree d compactified Jacobian functor J¯d,♯X is
defined to be the e´tale sheaf associated to the functor that assigns to a k-scheme
T the set of isomorphism classes of OT -flat, finitely presented OXT -modules I on
XT that have the property that the restriction of I to any fiber of XT → T is a
rank 1, torsion-free sheaf of degree d. The degree d compactified Jacobian is the
k-scheme that represents J¯d,♯X .
By [AK80, Thm. 8.1], the compactified Jacobian exists as a projective k-
scheme. Since every line bundle is a rank 1, torsion-free sheaf, we have JdX ⊂ J¯dX ,
and so J¯dX compactifies the generalized Jacobian J
d
X . This compactification is
particularly well behaved when X has only planar singularities. For such a curve,
Altman–Iarrobino–Kleiman have proven that the compactified Jacobian J¯dX is an
irreducible variety that contains the generalized Jacobian as a dense open subset
[AIK77].
The compactified Jacobian has undesirable properties when X has a non-planar
singularity. In this case, Kleiman–Kleppe [KK81] have proven that J¯dX has at
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least two irreducible components. The generalized Jacobian is contained in a single
irreducible component, so the compactified Jacobian of a curve with a non-planar
singularity has the undesirable property of having extra components.
The compactified Jacobian of a singular curve can be constructed using tech-
niques similar to those used to construct the Jacobian of a smooth curve. In Sec-
tion 1, we sketched two different proofs that the Jacobian of a non-singular curve
exists. The first proof used Artin’s Criteria to construct the Jacobian. The author
expects this proof can be modified to prove the existence of the compactified Ja-
cobian of a singular curve (but additional care must be taken in showing that the
relevant algebraic space is actually a scheme — the compactified Jacobian is not a
group scheme).
In any case, we are more interested in generalizing the second construction of
the Jacobian. In the second construction, given a smooth curve X , we fixed a suf-
ficiently large integer d and then constructed JdX as the quotient of the symmetric
power X(d) by the relation of linear equivalence. The quotient scheme exists es-
sentially because the relevant equivalence classes are Pd−g’s, and the quotient map
X(d) → JdX is then the Abel map.
In [AK80], Altmann–Kleiman construct the compactified Jacobian by extend-
ing the theory of linear equivalence and of the Abel map to singular curves. This
extension is, however, non-trivial. As we now demonstrate, the most naive approach
to constructing the Abel map of a singular curve fails.
Given a singular curve X , let X
(d)
sm denote the d-th symmetric power of the
smooth locus ofX . Applied toX
(d)
sm , the construction from the proof of Lemma 1.0.4
produces a regular map
A : X(d)sm → JdX
or equivalently a rational map
A : X(d) 99K J¯dX .
However, this second rational map may not be a regular map; the locus of indeter-
minacy may be non-empty. We show this by example.
Example 3.0.18. We exhibit a singular curve X with the property that the
map A : X(2) 99K J¯2X is not a regular map. Let X be a general genus 2 curve
that has a single node p0 ∈ X . That is, let X be the projective curve that contains
U := Spec(k[x, y]/(y2−x2(x−a1) . . . (x−a4)) (for some distinct, nonzero constants
a1, . . . , a4 ∈ k) and is smooth away from U . The maximal ideal (x, y) ⊂ OU
corresponds to the node p0 ∈ X . The curveX admits a degree 2 morphism π : X →
P1 that extends the ring map k[t] → OU defined by t 7→ x. We will show that
A : X(2) 99K J¯2X is undefined at the point [2p0] ∈ X(2).
Our strategy is to construct two maps f1, f2 : Spec(k[[t]])→ X(2) out of the for-
mal disc with the property that the closed point 0 ∈ Spec(k[[t]]) is sent to [2p0] and
the generic point does not map into the locus of indeterminacy of A. Since A is well-
defined at the image of the generic point, the composition A◦fi : Spec(Frac k[[t]])→
J¯2X is defined and hence extends to a morphism Spec(k[[t]]) → J¯2X by the valua-
tive criteria of properness. Write g˜i for this extension. We will show directly that
g˜1(0) 6= g˜2(0). However, if A was a regular map, then we would have g˜1(0) =
A([2p0]) and g˜2(0) = A([2p0]), which is absurd.
We now construct the maps f1, f2 : Spec(k[[t]]) → X(2) by exhibiting corre-
sponding algebra maps (OU ⊗ OU )Sym2 → k[[t]]. Set
√
(t− a1) . . . (t− a4) equal
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to the power series that is the usual Taylor series expression for the square root of
(t− a1) . . . (t− a4). (Choose √ai for i = 1, . . . , 4 arbitrarily.)
The map f1 is defined to be the regular map that corresponds to the algebra
homomorphism (OU ⊗ OU )Sym2 → k[[t]] that is the restriction of the map OU ⊗
OU → k[[t]] defined by
x⊗ 1 7→ 0,
y ⊗ 1 7→ 0,
1⊗ x 7→ t,
1⊗ y 7→ t
√
(t− a1) . . . (t− a4).
Intuitively, this is the formal arc that sends a parameter t to an unordered pair of
points that consists of p0 and a point in X that tends to p0 as t tends to 0.
Similarly, we define f2 to be the regular map that corresponds to the algebra
homomorphism defined by
x⊗ 1 7→ t,
y ⊗ 1 7→ t
√
(t− a1) . . . (t− a4),
1⊗ x 7→ t,
1⊗ y 7→ −t
√
(t− a1) . . . (t− a4).
Intuitively, this is the formal arc that sends the parameter value t to the two points
in π−1(t).
Both maps have the property that 0 maps to [2p2] and the generic point maps
to a point where X(d) 99K J¯2X is regular. To complete this example, we need to
show that g˜1(0) 6= g˜2(0).
By construction, the composition Spec(Frac k[[t]])
f1−→ X(2) A99K J¯2X corre-
sponds to the line bundle on X ⊗ Frac k[[t]] that is the pullback of O(1) under
π ⊗ 1: X ⊗ Frac k[[t]] → P1 ⊗ Frac k[[t]]. This line bundle extends to the pullback
of O(1) under π ⊗ 1: X ⊗ k[[t]] → P1 ⊗ k[[t]], and so the extension g˜1 of A ◦ f1
must satisfy g˜1(0) = [π
∗(O(1))]. The composition A ◦ f2 : Spec(Frac k[[t]]) → J¯2X
corresponds to a sheaf that fails to be locally free. This property persists under
specialization, so if g˜2(0) = [I], then I must fail to be locally free. In particular,
g˜2(0) 6= g˜1(0). We can conclude that A : X(2) → J¯2X is not a regular map.
The above example shows that, to define a suitable Abel map for a singular
curve, we must replace X(d) with a blow-up that resolves the indeterminacy of
X(d) 99K J¯dX . In Section 5, we resolve this indeterminacy by a blow-up that is a
moduli space that parameterizes generalized divisors, objects we discuss in the next
section.
4. Generalized Divisors
Here we develop the theory of generalized divisors in analogy with the theory
of Cartier divisors. Recall that on a smooth curve a line bundle is equivalent to a
linear equivalence class of Cartier divisors (see Sect. 1). Our goal is to define more
general divisors on a singular curve so that a rank 1, torsion-free sheaf is equivalent
to a linear equivalence class of these more general divisors. We define two types
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of divisors that generalize Cartier divisors: generalized divisors and generalized ω-
divisors. On a Gorenstein curve, generalized divisors are essentially equivalent to
generalized ω-divisors, but the two divisors are fundamentally different on a non-
Gorenstein curve, and it is only generalized ω-divisors that behave as one expects
by analogy with Cartier divisors. The material in this section is derived from
Hartshorne’s papers [Har86], [Har94], and [Har07].
4.1. Generalized Divisors. Let X be an integral curve. We begin by defin-
ing a generalized divisor on X .
Definition 4.1.1. Let K denote the sheaf of total quotient rings of X . That
is, K is the field of rational functions, considered as a locally constant sheaf. A
generalized divisor D on X is a nonzero subsheaf ID ⊂ K that is a coherent
OX -module. If additionally ID is a line bundle, then we say that D is a Cartier
divisor. We say that a generalized divisor D is effective if ID ⊂ OX .
An effective generalized divisor on X is just a 0-dimensional closed subscheme
Z ⊂ X . In particular, every closed point p ∈ X defines a generalized divisor that,
by abuse of notation, we denote by p. A second source of generalized divisors is
rational functions. A rational function f generates a subsheaf OX · f ⊂ K, and
we write div(f) for the corresponding generalized divisor. The generalized divisor
div(1) is written 0.
Many of the familiar operations on Cartier divisors extend to generalized divi-
sors.
Definition 4.1.2. The sum D+E of two generalized divisors D and E is the
subsheaf ID+E ⊂ K generated by local sections of the form fg with f ∈ ID and
g ∈ IE . The minus −D of a generalized divisor D is the subsheaf I−D ⊂ K whose
local sections are elements f ∈ K satisfying f · ID ⊂ OX .
Remark 4.1.3. Our definitions of sum and minus are different from the defini-
tions found on [Har07, p. 88]. There Hartshorne defines ID+E to be the ω-reflexive
hull of the module generated by the elements fg rather than the module itself and
similarly with I−D. His definition is, however, equivalent to the one just given
because the module generated by the fg’s is ω-reflexive by Lemma 4.2.7 below.
The sum operation is easily seen to make the set of generalized divisors into a
commutative monoid with identity 0. More precisely, properties of sum and minus
are summarized by the lemma below.
Lemma 4.1.4. The sum and minus operations have the following properties:
(a) sum is associative and commutative;
(b) D + 0 = D;
(c) D +−D = 0 provided D is Cartier;
(d) −(D + E) = −D +−E provided E is Cartier.
Proof. This is [Har07, Prop. 2.2]. 
In the last two parts of Lemma 4.1.4, it is necessary to assume that one of
the divisors is Cartier. The sum operation is not well-behaved when applied to
non-Cartier divisors, as is shown by the examples in [Har94, Sect. 3].
We now define linear equivalence.
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Definition 4.1.5. Two generalized divisors D and E are linearly equivalent
if there exists a rational function f with D = E + div(f). Given D, the associated
complete linear system |D| is the set of all effective generalized divisors linearly
equivalent to D.
Linear equivalence is immediately seen to define an equivalence relation on the
set of generalized divisors. The lemma below provides an alternative characteriza-
tion of linear equivalence.
Lemma 4.1.6. The following relations between generalized divisors and rank 1,
torsion-free sheaves hold:
(a) D is linearly equivalent to E if and only if ID is isomorphic to IE ;
(b) every rank 1, torsion-free sheaf I is isomorphic to ID for some generalized
divsior D;
(c) ID ⊗ IE ∼= ID+E provided E is Cartier;
(d) I−D ∼= Hom(ID,OX).
Proof. Conditions (a) and (b) are [Har07, Prop. 2.4], and the reader may
find a proof of Condition (d) in [Har94, Lem. 2.2]. To prove Condition (c), it is
enough to prove that the natural surjection ID⊗IE → ID+E is injective. Injectivity
can be checked locally, so we may assume IE is principal, in which case injectivity
is immediate. 
To study |D|, we make the following definition.
Definition 4.1.7. Write I∨ := Hom(I,OX) for the OX-linear dual of a co-
herent OX -module I. The sheaf L(D) associated to a generalized divisor D is
defined by L(D) := I∨D. An adjoint generalized divisor adjD of the gener-
alized divisor D is a generalized divisor satisfying L(adjD) = Hom(L(D), ω). A
canonical generalized divisor K is an adjoint divisor of 0 (so L(K) = ω).
A canonical divisor exists when ω is reflexive (e.g. when X is Gorenstein).
Indeed, by Lemma 4.1.6 we can write IK = ω
∨ for some generalized divisor K. We
then have L(K) = (ω∨)∨, which equals ω by reflexivity. Thus K is a canonical
divisor.
WhenX is Gorenstein, ω is not only reflexive but in fact locally free, soK exists
and is Cartier. The canonical divisor K is base-point free when g ≥ 1 by [Har86,
Thm. 1.6], and so it determines a canonical map X → PH0(X,L(K))∨ = Pg−1.
The image of this morphism is a curve provided g ≥ 2, and in this case, we define the
image to be the canonical curve. There is a definition of the canonical curve and
the canonical map of a non-Gorenstein curve (see e.g. [KM09]), but the definitions
are more complicated, and we do not study them here.
The assumption that X is Gorenstein also implies that the adjoint divisor of
a given divisor D exists as we can take adjD := K + −D. Just as with a smooth
curve, the elements of | adjD| are the preimages of hyperplanes in canonical space
Pg−1 that contain D.
When X is non-Gorenstein, an adjoint divisor adjD of a divisor D may not
exist, and when it exists, it may not be unique even up to linear equivalence because
we cannot recover IadjD from its dual L(adjD). We can, however, recover IadjD
when this sheaf is reflexive because then IadjD ∼= L(adjD)∨. The following lemma
shows that IadjD is always reflexive when X is Gorenstein.
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Lemma 4.1.8. If X is Gorensten, then every rank 1, torsion-free sheaf is re-
flexive. That is, the natural map I → (I∨)∨ is an isomorphism. In fact, we have
D = −(−D)
for all generalized divisors D.
Proof. This is [Har86, Lem. 1.1]. 
The lemma is false if we omit the hypothesis that X is Gorenstein.
Example 4.1.9. We provide an example of a curve whose dualizing sheaf is
not reflexive. Take X to be the curve in Example 6.0.15. This is a genus 2 curve
with a unique singularity p0 that is unibranched and non-Gorenstein.
We compute ω∨ and (ω∨)∨. Let Kω denote the locally constant sheaf of rational
1-forms. Write ∂t for the functional (Kω)|X1 → K|X1 that sends dt to 1 and similarly
for ∂s : (Kω)|X2 → K|X2 . A computation shows that the image of any functional
ω|X1 → OX1 is contained in the subsheaf of regular functions that vanish at the
singularity p0, so ω
∨ can be described as the sheaf generated by t6∂t, t
7∂t, t
8∂t
on X1 and by ∂s on X2. The same reasoning shows that (ω
∨)∨ is generated by
dt/t3, dt/t2, dt/t on X1 and by ds on X2. In particular, ω → (ω∨)∨ is not an
isomorphism because dt/t is not in the image.
The curve from the above example does not admit a canonical divisor. Indeed,
we have seen that the reflexivity of ω is a sufficient condition for the existence of
K, but it is also a necessary condition because every dual module is reflexive. As
the dualizing module of the curve in Example 4.1.9 is not reflexive, this curve does
not admit a canonical divisor.
We now develop the properties of complete linear systems. The sheaf L(D) =
Hom(ID,OX) has the property that the natural map
H0(X,Hom(ID,OX))→ Hom(ID,OX)
is an isomorphism. (Indeed, this holds quite generally when ID is replaced by
an arbitrary coherent sheaf.) We use this observation in the following lemma to
describe |D| in terms of a cohomology group.
Lemma 4.1.10. Let D be a generalized divisor. Then the rule that sends a
nonzero global section of L(D) to the image of the corresponding homomorphism
ID → OX defines a bijection
(10) PH0(X,L(D)) ∼= |D|.
Proof. Under the hypothesis that X is Gorenstein, this is stated on [Har86,
p. 378, top], but the fact remains valid when X is non-Gorenstein. To show that the
map is well-defined, we need to show that any nonzero homomorphism φ : ID → OX
is injective. Such a φ must be generically nonzero because OX is torsion-free.
Because both ID and OX are rank 1, we can conclude that φ is in fact generically
an isomorphism. In particular, the kernel is supported on a proper closed subset of
X . But the only such subsheaf of ID is the zero subsheaf as ID is torsion-free, so
φ is injective.
Given that the map (10) is well-defined, it is immediate that the map is sur-
jective. To show injectivity, we argue as follows. Suppose that we are given
two nonzero global sections σ1 and σ2 that correspond to two homomorphisms
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φ1, φ2 : ID → OX with the same image. We have just shown that φ2 is in-
jective, so this homomorphism is an isomorphism onto its image. If we write
φ−12 : im(φ1) = im(φ2) → ID for the inverse homomorphism, then α := φ−12 ◦ φ1
satisfies φ1 = φ2 ◦ α. The only automorphisms of ID are the maps given by mul-
tiplication by nonzero scalars by [AK80, Cor. 5.3, Lem. 5.4]. If α is given by
multiplication by c ∈ k∗, then φ1 = c · φ2 or equivalently σ1 = c · σ2. In other
words, σ1 and σ2 define the same point of PH
0(X,L(D)), showing injectivity. This
completes the proof. 
Motivated by the previous lemma, we now study the cohomology of L(D). The
most important numerical invariant controlling the cohomology is the degree.
Definition 4.1.11. The degree deg(D) of a generalized divisor D is defined
by deg(D) := − deg(ID).
Lemma 4.1.12. The degree function has the following properties:
(a) if D is an effective generalized divisor, then deg(D) is the length of OD;
(b) deg(D + E) = deg(D) + deg(E) provided E is Cartier;
(c) deg(−D) = − deg(D) provided X is Gorenstein;
(d) if D is linearly equivalent to E, then deg(D) = deg(E).
Proof. Property (a) follows from the additivity of the Euler characteristic χ,
and Property (d) is immediate from Lemma 4.1.6(a). Property (b) follows from
the more general identity χ(ID ⊗ I⊗nE ) = n deg(IE) + χ(ID) which is e.g. p. 295
and Corollary 2, p. 298 of [Kle66, Chap. 1]. Property (b) and coherent duality
imply Property (c). Indeed, if X is Gorenstein, then Hom(ID, ω) = I
∨
D⊗ω. By (b),
deg(ω) + χ(I∨D) = χ(I
∨
D ⊗ ω), and χ(Hom(ID, ω)) = −χ(ID) by coherent duality.
We now deduce (c) by elementary algebra.

Remark 4.1.13. When X is Gorenstein, Hartshorne defines the degree differ-
ently on [Har86, p. 2], but the two definitions coincide by [Har94, Prop. 2.16].
One consequence of Lemma 4.1.12(c) is that
deg(L(D)) = deg(D)
when X is Gorenstein (as I−D = L(D)). When X is non-Gorenstein, this equality
can fail, as the example below shows.
Example 4.1.14. We give an example where deg(L(D)) 6= deg(D) or equiva-
lently deg(−D) 6= − deg(D). Consider the non-Gorenstein genus 2 curve X from
Example 6.0.15 and the generalized divisor D = p0 that is the singularity. We have
deg(p0) = 1, but we claim deg(−p0) = −2. The sheaf Ip0 is the ideal generated by
(t3, t4, t5) on X1 and by (1) on X2. A direct computation shows that I−p0 is the
subsheaf of K generated by (1, t, t2) on X1 and by (1) on X . The degree of L(p0)
is 2 = 1 + deg(p0), not deg(p0). (To compute the degree, observe that OX ⊂ I−D
has colength 2.)
While we always have |D| = PH0(X,L(D)), the dimension of |D| is only well-
behaved when X is Gorenstein. First, we have the following form of the Riemann–
Roch Formula.
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Proposition 4.1.15. If X is Gorenstein and D is a generalized divisor, then
we have
dim |D| − dim | adjD| = deg(D) + 1− g.
Proof. This is [Har86, Thm. 1.3, 1.4], and with our definition of degree, the
equation is a consequence of Eq. (15). 
We now use the Riemann–Roch Formula to compute dim |D|.
Corollary 4.1.16. Assume X is Gorenstein. Then the equation
(11) dim |D| =
{
−1 if d < g;
d− g if d ≥ g.
holds for every generalized divisor D of degree d > 2g − 2.
Furthermore, if D is a divisor of degree d ≤ 2g − 2, then there exists a degree
0 Cartier divisor E such that D + E satisfies Eq. (11).
Remark 4.1.17. In Section 5, we will introduce the moduli space of effective
generalized divisors of degree d, called the Hilbert scheme HilbdX . The present
corollary implies that the locus of divisors satisfying Eq. (11) is dense in HilbdX
(i.e. Eq. (11) is satisfied by a general effective D of degree d).
Proof. Suppose first that D is a generalized divisor of degree d > 2g−2. Then
the degree of adjD is 2g− 2− d < 0, and it follows from degree considerations that
the only homomorphism IadjD → OX is the zero homomorphism. In other words,
| adjD| = ∅, and the claim immediately follows from the Riemann–Roch Formula.
Now suppose that D is a given generalized divisor of degree d ≤ 2g−2. Choose
an integer e large enough so that d+ e > 2g − 2 and then choose a Cartier divisor
A that is the sum of e distinct points lying in the smooth locus Xsm. We claim
that there exist distinct points p1, . . . , pe ∈ Xsm such that D + A − p1 − · · · − pe
satisfies Eq. (11).
We construct the pi’s by induction. It is enough to show that if B is a
generalized divisor with dim |B| > 1, then there exists a point p ∈ Xsm with
h0(X,L(B−p)) = h0(X,L(B))− 1. Fix a nonzero section σ ∈ H0(X,L(B)). Then
the image σ(p) ∈ k(p) ⊗ L(B) of σ in the fiber L(B) at p is zero for only finitely
many points p. Pick a point p in the smooth locus of X such that σ(p) 6= 0.
Then h0(X,L(B − p)) = h0(X,L(B)) − 1 because H0(X,L(F − p)) is the kernel
of the nonzero homomorphism H0(X,L(F )) → k(p) ⊗ L(F ). This completes the
proof. 
The corollary is false without the Gorenstein assumption.
Example 4.1.18. Let X be the non-Gorenstein genus 2 curve from Exam-
ple 6.0.15. If p0 ∈ X is the singularity, then for any 4 general points p1, p2, q1, q2 ∈
X , the divisors p0+p1+p2 and p0+ q1+ q2 are linearly equivalent. Indeed, assume
the points all lie in X1 and are respectively given by the ideals (t−a1), (t−a2), (t−
b1), (t− b2). Then
p0 + p1 + p2 = p0 + q1 + q2 + div(f) for f =
(t− a1)(t− a2)
(t− b1)(t− b2) .
This shows that dim |p0 + p1 + p2| ≥ 2 > 1 = d− g for d = deg(p0 + p1 + p2) even
though d > 2g − 2.
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A more satisfactory theory of linear systems on a non-Gorenstein curve can be
constructed by changing the definition of divisor.
4.2. Generalized ω-divisors. We now define generalized ω-divisors and de-
velop their properties in analogy with generalized divisors. The definition is as
follows.
Definition 4.2.1. Let ωK be the sheaf of rational 1-forms. A generalized ω-
divisor Dω on X is a nonzero subsheaf IDω ⊂ ωK that is a coherent OX -module.
We say that a generalized ω-divisor Dω is Cartier if IDω is a line bundle. A
generalized ω-divisor is effective if IDω ⊂ ω.
(We denote generalized ω-divisors with a subscript ω to avoid confusing them
with generalized divisors.)
When X is Gorenstein, the definition of a generalized ω-divisor is essentially
equivalent to the definition of a generalized divisor. Indeed, for such anX , tensoring
with the dualizing sheaf ω defines a bijection between the set of generalized ω-
divisors and generalized divisors that preserves properties such as effectiveness. No
such bijection exists when X is non-Gorenstein, and the remainder of this section
is devoted to demonstrating to the reader that generalized ω-divisors behave better
than generalized divisors.
Unlike effective generalized divisors, effective generalized ω-divisors do not cor-
respond to closed subschemes of X . However, given a point p ∈ X , the subsheaf
Ip · ω ⊂ ω of 1-forms that vanish at p defines an effective ω-divisor that we denote
by pω. (Later in this section we will define the degree of an ω-divisor, and the
reader is warned that pω may not have degree 1 when p is a singularity.) The
submodule ω ⊂ Kω defines an effective generalized ω-divisor that we denote 0ω.
The ω-divisor div(η) associated to a rational 1-form η ∈ Kω is defined by setting
div(η) := OX · η ⊂ Kω .
We can define basic operations on generalized ω-divisors in analogy with the
operations we defined on generalized divisors, although there are a few complica-
tions.
Definition 4.2.2. We define the sum D + Eω of a generalized divisor D and
a generalized ω-divisor Eω by setting ID+Eω ⊂ Kω equal to the subsheaf generated
by elements of the form fη with f a local section of ID and η a local section of IEω .
(The sum of two generalized ω-divisors is not well-defined.) The negation n(Dω) of
a generalized ω-divisor is the generalized divisor defined by setting In(Dω) ⊂ K equal
to the subsheaf generated by elements f that have the property that f · IDω ⊂ ω.
Swapping the roles of K and Kω, we get the definition of the negation n(D) of a
generalized divisor.
Lemma 4.2.3. The sum and negation operations have the following properties:
(a) sum is associative (i.e. (D + E) + Fω = D + (E + Fω);
(b) 0 +Dω = Dω;
(c) D + n(D) = 0ω for every Cartier divisor D and n(Dω) + Dω = 0ω for
every Cartier ω-divisor Dω;
(d) n(D + Eω) = n(Eω) + n(D) provided D or Eω is Cartier.
Proof. The proof is analogous to the proof of Lemma 4.1.4. We leave the
details to the interested reader. 
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Definition 4.2.4. Two generalized ω-divisors Dω and Eω are said to be lin-
early equivalent if there exists a rational function f such that Dω = div(f)+Eω.
The set of all effective generalized ω-divisors linearly equivalent to a given general-
ized ω-divisor is written |Dω| and called the associated complete linear system.
Lemma 4.2.5. The following relations between generalized ω-divisors and rank
1, torsion-free sheaves hold:
(a) two generalized ω-divisors Dω and Eω are linearly equivalent if and only
if IDω
∼= IEω ;
(b) every rank 1, torsion-free sheaf is isomorphic to IDω for some generalized
ω-divisor Dω;
(c) ID+Eω
∼= ID ⊗ IEω provided either D or Eω is Cartier;
(d) In(D) = Hom(ID, ω) and In(Eω) = Hom(IEω , ω).
Proof. The proof is entirely analogous to the proof of Lemma 4.1.6. 
Proceeding as we did with generalized divisors, we now define the canonical
and adjoint divisors.
Definition 4.2.6. Write I∗ := Hom(I, ω) for the ω-linear dual of a coherent
OX -module I. The sheaf M(Dω) associated to a generalized ω-divisor is defined
byM(Dω) := I∗Dω . An adjoint generalized ω-divisor adjDω of a generalized ω-
divisor Dω is a generalized ω-divisor satisfying M(adjDω) = Hom(M(Dω), ω). A
canonical generalized ω-divisor Kω is an adjoint ω-divisor of 0ω (so M(Kω) =
ω).
The lemma below implies that an adjoint ω-divisor of a generalized ω-divisor
exists and is unique up to linear equivalence. In particular, every curve admits a
canonical ω-divisorKω. We do not study the relation betweenKω and the canonical
map here.
Lemma 4.2.7. A rank 1, torsion-free sheaf I is ω-reflexive. That is, the natural
map
I → (I∗)∗
is an isomorphism. More generally, n(n(Dω)) = Dω for every generalized ω-divisor
Dω and n(n(D)) = D for every generalized divisor D.
Proof. This is [Har07, Lem. 1.4]. 
We now develop the theory of the complete linear system associated to a ω-
divisor.
Lemma 4.2.8. Let Dω be a generalized ω-divisor. Then the rule that sends a
nonzero global section of M(Dω) to the image of the corresponding homomorphism
IDω → ω defines a bijection
PH0(X,M(Dω)) ∼= |Dω|.
Proof. The proof is analogous to the proof of Lemma 4.1.10. The details are
left to the interested reader. 
Definition 4.2.9. The degree of a generalized ω-divisor Dω is defined by
deg(Dω) := deg(ω)− deg(IDω ).
Lemma 4.2.10. The degree function has the following properties:
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(a) if Dω is an effective generalized ω-divisor, then deg(Dω) equals the length
of the quotient module ω/IDω ;
(b) deg(D + Eω) = deg(D) + deg(Eω) provided D or Eω is Cartier;
(c) deg(n(D)) = − deg(D) and deg(n(Dω)) = − deg(Dω);
(d) if Dω is linearly equivalent to Eω, then deg(Dω) = deg(Eω).
Proof. The proof of this lemma is similar to the proof of Lemma 4.1.12. 
We can use the lemma to conclude that
deg(M(Dω)) = deg(Dω).
For generalized divisors, the analogous equality only holds when X is Gorenstein.
We now state the Riemann–Roch Formula.
Proposition 4.2.11. We have
dim |Dω| − dim | adjDω| = deg(Dω) + 1− g.
Proof. This is a consequence of coherent duality (14).

Having established a version of the Riemann–Roch Formula for generalized ω-
divisors, we can now describe dim |Dω| just as we did for divisors on a smooth
curve.
Corollary 4.2.12. The equation
(12) dim |Dω| =
{
−1 if d < g;
d− g if d ≥ g.
holds for every generalized ω-divisor Dω of degree d > 2g − 2
Furthermore, if Dω is a ω-divisor of degree d ≤ 2g − 2, then there exists a
degree 0 Cartier divisor E such that E +Dω satisfies Eq. (12).
Remark 4.2.13. As with Corollary 4.1.16, the second part of the present corol-
lary implies that the general effective ω-divisor satisfies Eq. (12). To be precise, in
Section 5 we will introduce the Quot scheme Quotdω which is a projective k-scheme
that parameterizes effective generalized ω-divisors of degree d, and the present
corollary implies that the locus of ω-divisors satisfying Eq. (12) is dense in QuotdX .
Proof. Replace generalized divisors with ω-divisors in the proof of Corol-
lar 4.1.16. 
4.3. Examples. We now study generalized divisors on a singular curve of
low genus. Our goal is to provide examples similar to those given at the end of
Section 1 in order to illustrate the differences and similarities between divisors on
non-singular curves and divisors on singular curves. We focus on describing divisors
of degree d = g − 1 and d = g.
Example 4.3.1 (Genus 1). A genus 1 curve X is always Gorenstein with trivial
canonical divisor K = 0. The only effective generalized divisor of degree 0 = g − 1
divisor is the empty divisor 0, and a degree 1 = g effective divisor is a point p ∈ X .
No divisor of degree g − 1 or g moves in a positive dimensional linear system.
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Example 4.3.2 (Genus 2). Here we first encounter non-Gorenstein curves.
Let us first dispense with the Gorenstein case, which is analogous to the smooth
case. If X is a Gorenstein curve of genus 2, then X admits a degree 2 morphism
f : X → P1 whose fibers f−1(t) are exactly the effective canonical divisors K
([KM09, Prop. 3.2]). Arguing as in Example 1.0.8, we see that no degree 1 = g−1
divisor moves in a positive dimensional linear system, and the effective degree 2 = g
divisors that satisfy dim |D| ≥ 1 are exactly the effective canonical divisors.
What about the non-Gorenstein curves? We will just consider the curveX from
Example 6.0.15 (which is a representative example). Recall that X is a rational
curve with a unique singularity p0 ∈ X that is unibranched and non-Gorenstein.
We saw in Example 4.1.18 that generalized divisors on X do not behave as they do
on a Gorenstein curve: there exists a degree d = 2g − 1 generalized divisor D with
dim |D| > d − g, and this cannot happen on a Gorenstein curve. Let us examine
generalized divisors of degree 1 = g − 1 and 2 = g.
A degree 1 = g − 1 divisor D = p must satisfy dim |D| = 0. This is [AK80,
Thm. 8.8]. If dim |p| > 0, then p would necessarily be linearly equivalent to a point
q lying in the smooth locus and any non-constant function with at worst a pole at
q would define an isomorphism X ∼= P1, which is impossible.
There are degree 2 = g divisors that move in a positive dimensional linear
system. If p, q ∈ X are points distinct from the singularity p0, then a modification
of the construction from Example 4.1.18 shows that p0 + p is linearly equivalent
to p0 + q, so dim |p0 + p| ≥ 1. In fact, dim |p0 + p| = 1. We can prove this as
follows. Take p1 to be the point in X2 defined by the ideal (s). Then Ip0+p1 is the
ideal generated by (t3, t4, t5) on X1 and by (s) on X2. A computation shows that
L(p0 + p1) is the subsheaf of K generated by (1, t, t2) on X1 and by (s−1) on X2,
and this rank 1, torsion-free sheaf is isomorphic to the direct image ν∗O(1) of the
line bundle O(1) under the normalization map ν : P1 = Xν → X . In particular,
h0(X,L(p0 + p1)) = 2, so dim |p0 + p1| = 1.
What are all the elements of |p0 + p1|? In addition to the divisors p0 + p, the
linear system |p0 + p1| contains a non-reduced divisor: the non-reduced divisor D0
whose ideal ID0 is
ID0 =
{
(t4, t5, t6) on X1;
(1) on X2.
Indeed, D0 lies in |p0+p1| as D0 = p0+p1+div(t−1). The generalized divisors that
we have constructed are all the effective degree 2 divisors that move in a positive
dimensional linear system. Let us prove this statement.
There are no degree 2 Cartier divisors that move in a positive dimensional
linear system because the existence of such a divisor would imply the existence of
a non-constant degree 2 morphism X → P1, forcing X to be Gorenstein ([KM09,
Prop. 2.6]). To handle non-Cartier divisors, we need to do more work.
We claim that if E is an effective generalized divisor of degree 2 that does not
lie in |p0 + p1| and is not Cartier, then L(E) is the subsheaf of K generated by
1, t, t2 on X1 and by 1 on X2. This subsheaf is isomorphic to the direct image ν∗O
of the structure sheaf of the normalization, so any such E satisfies h0(L(E)) = 1
or equivalently dim |E| = 0. Thus the claim implies that the elements of |p0 + p1|
are exactly the degree 2 divisors that move in a positive dimensional linear system
as we wished to show.
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We prove the claim by direct computation. If E does not lie in |p0 + p1| and is
not Cartier, then E must be supported at the singularity p0, so we can pass from
X to the open affine X1. By considering the dimension of OE = OX1/IE , we see
that the ideal IE of E must contain the square of the maximal ideal (t
3, t4, t5) and
a 2-dimensional subspace W of k · t3 + k · t4 + k · t5. Certainly the elements 1, t, t2
are all contained in L(E), so L(E) contains OνX1 = k[t]. To complete the proof of
the claim, we need to show that L(E) is no larger.
Thus suppose f ∈ L(E). Write f as a Laurent series in t. Because D0 6= E, the
vector spaceW must contain an element of the form t3+at4+bt5. If multiplication
by f ∈ k(X) maps t3 + at4 + bt5 into OX1 , then the Laurent series of f must be
of the form c−3t
−3 + c0 + c1t
1 + . . . . However, W must also contain an element
of the form ct4 + dt5 with c and d not both zero. By examining the coefficients of
(ct4+ dt5)f , we see that c−3 = 0. This proves the claim, completing our discussion
of generalized divisors on X .
Generalized ω-divisors on X are easier to analyze because we can use the
Riemann–Roch Formula. Effective canonical ω-divisors Kω are ω-divisors of de-
gree 2 = g that move in a positive dimensional linear system. Indeed, Kω has
degree 2 and satisfies
dim |Kω| =dimH0(X,M(Kω))− 1
=dimH0(X,ω)− 1
=1.
The canonical ω-divisors are the only ω-divisors of degree g that move in a positive
dimensional linear system. If deg(Dω) = g and dim |Dω| > 0, then by the Riemann–
Roch Formula, adjDω is a ω-divisor of degree 0 that satisfies | adjDω| 6= ∅. This
is only possible if adjDω = 0 (as degree considerations show that any nonzero
global section of IadjDω defines an isomorphism with OX). We can conclude that
Dω = Kω.
What about the generalized ω-divisors of degree 1 = g − 1? A point p ∈ X
distinct from p0 defines an effective ω-divisor pω of degree 1. There are additional
effective ω-divisors of degree 1 that correspond to quotients supported at the singu-
larity p0. In Example 6.0.15 of the Appendix we compute a presentation of ω, and
from that presentation, we see that the stalk ω/Ip0 ·ω of ω at p0 is a 2-dimensional
k-vector space. There is thus a 1-dimensional family of quotients of ω supported
at p0, corresponding to the surjections ω/Ip · ω → k.
None of these ω-divisors moves in a positive dimensional linear system. Indeed,
fix a point q ∈ X distinct from the singularity p0. If Dω is a ω-divisor of degree
1 = g−1 with dim |Dω| > 0, then −q+Dω is a degree 0 ω-divisor that is effective, so
−q+Dω is linearly equivalent to 0ω. We can conclude that Dω is linearly equivalent
to qω. In particular, Dω must be Cartier. As in the case of generalized divisors,
if we fix two linearly independent global sections of M(Dω), then these sections
define an isomorphism X ∼= P1, which is impossible. This completes our study of
genus 2 curves.
Example 4.3.3 (Genus 3). The classification of non-Gorenstein curves of genus
g becomes complicated once g ≥ 3, so we now focus on the Gorenstein case. As
in the smooth case, if X is a Gorenstein curve of genus 3, then the canonical map
X → P2 is either an embedding of X as a plane curve of degree 4 or a degree
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2 map onto a plane quadric curve, in which case X is hyperelliptic (by [KM09,
Thm. 4.13]). We begin by analyzing the hyperelliptic case.
If X is hyperelliptic with degree 2 map to the line f : X → P1, then the effective
canonical divisors are the divisors of the form K = f−1(t1)+f
−1(t2) for t1, t2 ∈ P1.
Arguing as in Example 1.0.9, we see that the degree 2 = g−1 effective divisors that
are contained in a positive dimensional linear system are the divisors f−1(t) with
t ∈ P1, and the degree 3 = g effective divisors with this property are the divisors
p+ f−1(t) for p ∈ X . In particular, every degree g − 1 effective generalized divisor
that moves in a positive dimensional linear system is Cartier, but this is not true
for degree g divisors. If p0 ∈ X is a singularity, then p0 + f−1(t) for t ∈ P1 is not
Cartier but dim |p0 + f−1(t)| = 1.
What about when X is non-hyperelliptic? The curve is then a degree 4 plane
curve X ⊂ P2, and the effective canonical divisors are restrictions of lines K =
ℓ ∩X . As in the hyperelliptic case, the analysis we gave for non-singular curves at
the end of Section 1 extends to the present case. No effective generalized divisor
of degree g − 1 moves in a positive dimensional linear system, but an effective
generalized divisor of degree g moves in a positive dimensional linear system when
it is contained in a line, so e.g. three points p0, p1, p2 of X that lie on a line satisfy
dim |p0 + p1 + p2| = 1. In particular, if p0 is a node of X , then p0 + p1 + p2 is an
effective generalized divisor of degree g that is not Cartier but moves in a positive
dimensional linear system.
Example 4.3.4 (Genus 4). Here we only study a few specific examples of genus
4 curves. On a curve of genus g < 4, every effective generalized divisor D of degree
g − 1 that moves in a positive dimensional linear system is Cartier. This remains
true on the general curve of genus g = 4, but not on certain special genus 4 curves.
We focus on describing divisors on these special curves.
A singular hyperelliptic curve of genus 4 is an example of a special curve. If
f : X → P1 is the degree 2 map to P1, then the effective canonical divisors are
the divisors of the form K = f−1(t1) + f
−1(t2) + f
−1(t3). We can conclude that
the degree g − 1 divisors that move in a positive dimensional linear system are the
divisors of the form p0 + f
−1(t) for p0 ∈ X and t ∈ P1. In particular, the divisor
p0 + f
−1(t) is not Cartier when p0 ∈ X is a singularity.
What about the non-hyperelliptic case? If X is a non-hyperelliptic Gorenstein
curve of genus 4, then the canonical map realizes X as a degree 6 space curve
X ⊂ P3. Just as in the smooth case, X is the complete intersection of a (non-
unique) cubic hypersurface and a (unique) quadric hypersurface Q. If the two
hypersurfaces are general, then X is smooth, but X can have singularities when
the hypersurfaces are special. Consider the case where Q is the cone over a plane
quadric curve Y with vertex p0 ∈ P3 and the cubic hypersurface contains p0 but is
otherwise general. The curve X then has a unique node that is the vertex p0 of Q.
The effective canonical divisors of X are the divisors of the form K = h ∩ X
for h ⊂ P3 a hyperplane. Our analysis in Example 1.0.10 shows that an effective
degree 3 = g−1 generalized divisorD moves in a positive dimensional linear system
precisely when D is contained in a line ℓ ⊂ Q that lies on the quadric surface. Every
such line meets X in 3 points, one of which is the vertex p0. The lines on Q are
exactly the lines joining a point of the plane curve Y to the vertex p0. If the
(set-theoretic) intersection of a line and X consists of the points p0, p1, p2, then
p0 + p1 + p2 is a degree g − 1 effective generalized divisor that moves in a positive
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dimensional linear system, and the general divisor with this property is of the form
p0+p1+p2 for a suitable line. Because p0 ∈ X is a node, p0+p1+p2 is not Cartier.
Thus every degree g − 1 generalized divisor that moves in a positive dimensional
linear system fails to be Cartier.
5. The Abel map
At the end of Section 3, we posed the problem of defining an Abel map as-
sociated to a singular curve. There are two motivations. First, a theory of the
Abel map provides us with a tool for constructing and describing the compactified
Jacobian J¯dX . Second, a theory of the Abel map allows us to define and study the
theta divisor Θ ⊂ J¯g−1X associated to a singular curve.
Example 3.0.18 demonstrated that the most naive approach to constructing an
Abel map fails: If X(d) is the d-th symmetric power of a curve, then the rule that
assign to d general points p1, . . . , pd the line bundle OX(p1 + · · · + pd) defines a
rational map
A : X(d) 99K J¯dX ,
but this map may not be regular. In the example, the 2nd Abel map A : X(2) 99K J¯2X
is undefined at a unique point.
Lemma 1.0.4 suggests an alternative approach to constructing the Abel map.
For a smooth curve X , the symmetric power X(d) can be interpreted as the moduli
space of effective Cartier divisors of degree d, and the Abel map A : X(d) → JdX
can be interpreted as the map that sends a divisor D to its associated line bundle
L(D). When X is singular, the symmetric power no longer has such a moduli
theoretic interpretation. Here we resolve the indeterminacy of A : X(d) 99K J¯dX by
constructing an Abel map out of a moduli space that maps to X(d).
Our discussion from Section 4 suggests two possibilities for the moduli space:
the moduli space of effective generalized divisors and the moduli space of effective
generalized ω-divisors. We will see that there are two different Abel maps cor-
responding to the two different types of divisors. The two maps are essentially
equivalent when X is Gorenstein but have different properties in general. We begin
by defining the relevant moduli spaces.
Effective generalized divisors are parameterized by theHilbert scheme HilbdX
which is defined to be the k-scheme that represents the Hilbert functor Hilbd,♯X
defined in Definition 1.0.3. (There X was assumed to be smooth, but the definition
remains valid when X is singular.) Generalized ω-divisors are parameterized by a
Quot scheme that we now define.
Definition 5.0.5. The Quot functor Quotd,♯ω of degree d is defined by setting
Quotd,♯ω (T ) equal to the set of isomorphism classes of T -flat quotients q : ωT ։ Q of
the dualizing sheaf with the property that the restriction Q to any fiber of XT → T
has length d. The Quot scheme Quotdω of degree d is the k-scheme that represents
Quotd,♯ω .
A quotient map q : ω → Q is equivalent to the inclusion ker(q) →֒ ω which
defines a generalized ω-divisor, so Quotdω is the moduli space of effective generalized
ω-divisors of degree d. For the remainder of the section, we will write Dω rather
than [q] for an element of Quotdω to emphasize the connection with generalized
ω-divisors.
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The moduli spaces HilbdX and Quot
d
ω both exist as projective k-schemes by a
theorem of Grothendieck ([AK80, Thm. 2.6]). The construction realizes both of
these moduli spaces as suitable subschemes of a Grassmannian variety.
The Hilbert scheme and the Quot scheme are related to the symmetric power by
the Hilbert–Chow morphism. Suppose that D ⊂ X is a degree d closed subscheme.
Given p ∈ X , write ℓp(D) for the length of OD,p. With this definition, we can
associate to D the point in the symmetric power
(13) [
∑
ℓp(D) · p] ∈ X(d).
We would like to assert that there is a morphism
ρ : HilbdX → X(d)
with the property that ρ is defined by Eq. (13) as a set-map. We also like to assert
the existence of an analogous morphism ρ : Quotdω → X(d) out of the Quot scheme.
These assertions are surprisingly difficult to prove. The difficulty is that our
construction ofX(d) does not provide direct access to the scheme’s functor of points.
One approach to constructing ρ is to describe the functor of points of X(d) in a way
that makes it possible to interpret Eq. (13) as the definition of a transformation of
functors. A detailed discussion of this approach can be found in the thesis of David
Rydh ([Ryd08a] and esp. [Ryd08b, Sect. 6]).
Rydh attributes this construction of ρ, which he calls the Grothendieck–Deligne
norm map, to Grothendieck and Deligne ([SGA73, Expose´ XVII, 6.3.4]). In this
approach, one first identifies X(d) with the space of divided powers. The space
of divided powers has a moduli-theoretic interpretation in terms of multiplicative
polynomial laws, and ρ is then constructed as the morphism that sends a closed
subscheme to the multiplicative law given by a determinant construction. A similar
construction produces a morphism ρ : Quotdω → X(d) out of the Quot scheme.
There are other approaches to constructing ρ, using e.g. projective geometry, and
we direct the interested reader to [Ryd08b, Sect. 6] for a review of the relevant
literature.
We will try to resolve the indeterminacy of the Abel map A : X(d) 99K JdX by
constructing morphisms HilbdX → J¯dX and Quotdω → J¯dX that factor as HilbdX
ρ−→
X(d)
A
99K J¯dX and Quot
d
X
ρ−→ X(d) A99K J¯dX . We will always be able to construct a
suitable morphism out of Quotdω, but we will only be able to construct a morphism
out of HilbdX when X is Gorenstein.
Before constructing the morphisms, we warn the reader that ρ is not always a
resolution of indeterminacy in the usual sense because ρ is not always birational.
The Hilbert–Chow morphism is an isomorphism over the locus parameterizing d
distinct points ([Ive70, Thm. II.3.4]). When the singularities of X are planar, the
locus of distinct points in HilbdX is dense, so ρ is a birational map. The Hilbert–
Chow morphism is not birational when X has a singularity of embedding dimension
3 or more. Indeed, when X has such a singularity, HilbdX is reducible, and the locus
of d distinct points is contained in a single component. The other components are
collapsed by ρ, so ρ is not birational. The issue with Quotdω is similar.
In any case, we now define Abel maps associated to singular curves.
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Definition 5.0.6. The Abel map Ah : Hilb
d
X → J¯−dX out of the Hilbert
scheme is defined by the rule
[D] 7→ [ID],
where ID is the ideal of the closed subschemeD ⊂ XT . TheAbel mapAq : Quotdω →
J¯2g−2−dX out of the Quot scheme is defined by the rule
[Dω] 7→ [IDω ],
where IDω is the kernel of the quotient map corresponding to Dω.
These are the Abel maps that are constructed in [AK80], and they enjoy many
of the properties that we would like the Abel map to have. For example, if D is an
effective generalized divisor, then the fiber A−1([ID]) containing [D] is equal to the
complete linear system |D|, and the same remains true if we let D be a generalized
ω-divisor and replace HilbdX with Quot
d
ω.
From this description of A, we can conclude from Corollary 4.1.16 that if d ≥
2g− 1 and X is Gorenstein, then the fibers of A : HilbdX → J¯−dX are all Pd−g’s, and
in fact, this Abel map is smooth of relative dimension d − g ([AK80, Thm. 8.6]).
Example 4.1.18 shows that this is not true when X is non-Gorenstein, but if we
replace HilbdX with Quot
d
X , then we recover the property that A : Quot
d
ω → J¯−dX is
smooth with Pd−g fibers ([AK80, Thm. 8.4]), as is suggested by Corollary 4.2.12.
With this property of the Abel map, we can now construct the compactified
Jacobian of a singular curve from the Quot scheme in the same manner that we
constructed the Jacobian of a smooth curve from the symmetric power. If we fix
d ≥ 2g − 1, then linear equivalence partitions Quotdω into equivalence classes that
are all isomorphic to Pd−g. In fact, linear equivalence is a smooth and projec-
tive equivalence relation on Quotdω. We can conclude that the quotient exists as
a scheme, and this quotient is the compactified Jacobian J¯dX . This argument is
roughly the construction of J¯dX given in [AK80, Thm. 8.5].
The Abel map in Definition 5.0.6 however suffers from one deficiency: it does
not quite resolve the indeterminacy ofA : X(d) 99K J¯dX . The Abel mapAh : Hilb
d
X →
J¯−dX sends a closed subscheme D consisting of d general points to the ideal sheaf
ID, but the composition Hilb
d
X
ρ−→ X(d) A99K J¯dX sends D to L(D).
This is not just an issue of convention. In Example 4.1.14, we saw an example
of a generalized divisor D of degree d with the property that the degree of L(D)
is d + 1. Since the degree of a rank 1, torsion-free sheaf is locally constant in flat
families, we can conclude that the rule D 7→ L(D) does not define a morphism
HilbdX → J¯dX when X is the curve from the example.
That curve is non-Gorenstein, and there are no problems provided we restrict
our attention to Gorenstein curves. Given [D] ∈ HilbdX(T ) (for some T ), form the
sheaf
L(D) := Hom(ID,OXT ),
If X is Gorenstein, then for any rank 1, torsion-free sheaf I, Ext1(I,OX) vanishes
by [HK71, 6.1]. In particular, this group vanishes when I is the restriction of ID to
a fiber of XT → T , so we can conclude by [AK80, Thm. 1.10] that L(D) is T -flat
and its formation commutes with base-change. (This is essentially [EGK00, 2.2].)
We can thus make the following definition.
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Definition 5.0.7. Assume X is Gorenstein. Given a k-scheme T and [D] ∈
HilbdX(T ), set L(D) := Hom(ID,OXT ) where ID is the ideal of D. The modified
Abel map A∨h : Hilb
d
X → J¯dX is defined by the rule D 7→ L(D).
The modified Abel map is well-defined by the preceding discussion. Fur-
thermore, unlike Ah, the modified Abel map A
∨
h resolves the indeterminacy of
A : X(d) 99K J¯dX in the sense described earlier.
When X is non-Gorenstein, our discussion of generalized divisors from the
previous section suggests that we should try to define a modified Abel map out of
Quotdω rather than Hilb
d
X . We can always do this. By [EGK00, 2.2] the sheaf
M(Dω) := Hom(IDω , ωT )
associated to Dω ∈ Quotdω(T ) is always T -flat and its formation commutes with
base-change. We can therefore make the following definition.
Definition 5.0.8. Given a k-scheme T and Dω ∈ Quotdω(T ), set M(Dω) :=
Hom(IDω , ωT ). The modified Abel map A
∗
q : Quot
d
ω → J¯dX out of the Quot
scheme is defined by the rule
Dω 7→ M(Dω)
As with the modified Abel map out of the Hilbert scheme, this modification of
the Abel map resolves the indeterminacy of A : X(d) 99K J¯dX .
Having constructed Abel maps, we can now use these maps to define and study
the theta divisor. Imitating the construction for smooth curves, we make the fol-
lowing definition.
Definition 5.0.9. The theta divisor Θ ⊂ J¯g−1X of a curve X is defined to be
the image of A∗q : Quot
g−1
ω → J¯g−1X with the reduced scheme structure.
We are abusing language in calling Θ a divisor because it is not known in
general whether Θ is always a divisor. The subscheme Θ is known to be a Cartier
divisor when the singularities ofX are planar. For such anX , Soucaris [Sou94] and
Esteves [Est97] have proven that Θ is not only a Cartier divisor, but in fact Θ is
an ample Cartier divisor. They prove this statement by constructing and studying
Θ using the formalism of the determinant of cohomology.
Soucaris uses the same formalism to construct a subscheme in J¯g−1X when X is
a curve with arbitrary singularities, but then it is not known whether his subscheme
coincides with Θ, and it is not known whether his subscheme is a Cartier divisor.
By construction, Soucaris’ subscheme is locally defined by a single equation, and
Soucaris proves that the subscheme does not contain an irreducible component of
J¯g−1X [Sou94, Thm. 8]. (His argument is essentially our Corollary 4.2.12.) This
does not quite show that Soucaris’ subscheme is a Cartier divisor. To show that,
it is necessary to also prove that the subscheme does not contain any embedded
component of J¯g−1X , a result that is unknown. More generally, it is not known
whether J¯g−1X can have embedded components or even whether J¯
g−1
X can be non-
reduced.
It is also not known whether Soucaris’ subscheme equals Θ when X has non-
planar singularities. The two subschemes are supported on the same subset of J¯g−1X ,
so to show equality, it is enough to prove that Soucaris’ subscheme is reduced.
There is a third subscheme of J¯g−1X that we can define: the image of the Abel
map Ah : Hilb
g−1
X → J¯−(g−1)X . This subscheme can be identified with Θ when X
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is Gorenstein, but we will see in Example 5.0.11 that the two subschemes can be
different in general.
We conclude by describing the Abel map in some low genus examples. With
the theory of the Abel map that we have developed, this will be a straightforward
application of the results from the end of Section 4. As in Section 1, we let C1d ⊂
HilbdX denote the subset of effective generalized divisors D with dim |D| ≥ 1 and
similarly with C1d ⊂ Quotdω.
Example 5.0.10 (Genus 1). If X is a genus 1 curve, then the singularities of
X are planar and hence Gorenstein. In Example 4.3.1, we showed that C1g = ∅,
so the Abel map A∨h : Hilb
1
X = X → J¯1X is an isomorphism. When X is a nodal
curve, this recovers the moduli-theoretic interpretation of the compactification of
the generalized Jacobian from the beginning of Section 3. The theta divisor Θ =
{[OX ]} ⊂ J¯0X consists of a single point that lies in the smooth locus.
Example 5.0.11 (Genus 2). In describing the structure of the Abel map, we
need to distinguish between Gorenstein curves and non-Gorenstein curves. When
X is a Gorenstein curve, we showed in Example 4.3.2 that C1g is the rational curve
P1 = C1g ⊂ HilbgX that consists of effective canonical divisors K. The Abel map A∨h
contracts this curve to the point {[ω]} ⊂ JgX of the generalized Jacobian. The locus
C1g−1 is empty, so the theta divisor Θ ⊂ J¯g−1X is an embedded copy of Hilbg−1X ,
which is just X itself. Thus the structure of the Abel map is the same as for a
smooth genus 2 curve except the geometry of both the source and the target are
more complicated.
What happens when X is non-Gorenstein? We will only consider the non-
Gorenstein curve X with a unique unibranched singularity p0 ∈ X from Exam-
ple 6.0.15. For this curve, we can consider both the Abel map Ah out of the Hilbert
scheme and the Abel map A∗q out of the Quot scheme. We begin by describing Ah.
The locus C1g ⊂ HilbgX is the rational curve that parameterizes elements of |p+ p0|
(where p 6= p0). This curve is contracted by the Abel map Ah : HilbgX → J¯−gX , and
away from this curve, Ah is an isomorphism. The locus C
1
g−1 ⊂ Hilb1X is empty, so
X = Hilb1X → J¯−(g−1)X is an embedding.
Let us now turn our attention to the Abel map A∗q out of the Quot scheme. This
Abel map contracts the rational curve P1 = Cg1 ⊂ Quotgω parameterizing effective
canonical ω-divisors to the point [ω] ∈ J¯2X and is an isomorphism away from C1g .
The locus C1g−1 ⊂ Quotg−1ω is empty, so A∗q : Quotg−1X → J¯1X is an embedding. How
does A∗q compare with Ah?
In degree g, both Abel maps contract a rational curve P1, but the contractions
are different. The image of P1 under Ah is [Ip+p0 ] ∈ J¯−gX which is a singularity,
but the image of P1 under A∗q is the smooth point [ω] of J¯
g
X .
To see that [Ip+p0 ] is a singularity, we estimate the tangent space dimension.
The tangent space T[p+p0](Hilb
2
X) is the sum of the tangent spaces Tp(X) and
Tp0(X), so dimT[p+p0](Hilb
2
X) = 4. We can conclude that dimT[Ip+p0 ](J¯
−g
X ) ≥ 3
because the kernel of
T(Ah) : T[p+p0](Hilb
2
X)→ T[Ip+p0 ](J¯
−g
X )
is the 1-dimensional space
Hom(Ip+p0 ,OX)/Hom(Ip+p0 , Ip+p0 ) = H0(X,L(p+ p0))/H0(X,OX).
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Now the point [Ip+p0 ] lies in the closure of the line bundle locus, so either [Ip+p0 ]
lies on the intersection of two irreducible components or the local dimension of
J¯−gX at [Ip+p0 ] is 2 < 3 ≤ dimT[Ip+p0 ](J¯
−g
X ). In either case, we can conclude that
[Ip+p0 ] ∈ J¯−gX is a singularity.
Tangent space techniques can also be used to prove that [ω] ∈ J¯gX is a smooth
point, and the reader is directed to the proof of [Kas12, Thm. 2.7] for the compu-
tation. In [Kas12], the author also enumerates the irreducible components of J¯−gX .
There are two.
The Abel maps in degree g − 1 are also different. Both Ah and A∗q are embed-
dings of curves but of different curves. The morphism Ah embeds Hilb
g−1
X which
is isomorphic to the irreducible curve X . The morphism A∗q , on the other hand,
embeds Quotg−1X , and this scheme is not isomorphic to X . As g − 1 = 1, the Quot
scheme Quotg−1ω is isomorphic to Pω, the projectivization of ω. From the presenta-
tion of ω in Example 6.0.15 of Section 6, we see that Quotg−1ω = Pω is a curve with
two irreducible components, one whose general element corresponds to a quotient
supported at the singularity p0 and one whose general element corresponds to a
quotient supported on the smooth locus Xsm. The image A
∗
q(Quot
g−1
ω ) is the theta
divisor Θ, so this example shows that Θ and Ah(Hilb
g−1
X ) may not be isomorphic
as schemes.
Example 5.0.12 (Genus 3). We only consider Gorenstein curves, and we con-
sider the hyperelliptic curves and the non-hyperelliptic curves separately. If X is
a singular hyperelliptic curve of genus 3, then our description of complete linear
systems on X in Example 4.3.3 shows that C1g is isomorphic to X × P1, and the
Abel map A∨h : C
1
g → J¯gX collapses the P1 factor. In particular, the image A∨h (C1g )
is a copy of X .
The locus C1g−1 ⊂ Hilbg−1X is the rational curve that parameterizes effective
canonical divisors. As in the smooth case, this curve is blown down to a point
{[ω]} ⊂ Θ that is a singularity by [CMK12, Prop. 6.1]. The point [ω] is the only
point on the theta divisor with positive dimensional preimage under A∨h , but it is
not the only singularity. The theta divisor is also singular at points corresponding
to sheaves that fail to be locally free. This is another consequence of [CMK12,
Prop. 6.1].
What if X is non-hyperelliptic? The canonical map then embeds X as a degree
4 plane curve, and we showed in Example 4.3.3 that the elements of C1g are effective
generalized divisors of degree 3 that are contained in a line. Arguing as in the
smooth case (Example 1.0.9), we can construct a map C1g → X with P1-fibers that
are collapsed by A∨h : Hilb
g
X → J¯gX . We can conclude that A∨h (C1g ) is a copy of X .
The locus C1g−1 is empty, so Θ is an embedded copy of Hilb
2
X .
Example 5.0.13 (Genus 4). Here we just describe the degree g − 1 Abel map
associated to the special singular curves that we studied in Example 4.3.4. Consider
first the special non-hyperelliptic curve X that lies on a singular quadric Q ⊂ P3.
From our description in Example 4.3.4, we see that C1g−1 ⊂ Hilbg−1X is the rational
curve that parameterizes effective degree g − 1 generalized divisors that lie on a
ruling of the quadric surface Q ⊂ P3. This curve is contracted to a point by A∨h .
Recall that every element of C1g−1 is a divisor that is not Cartier. This is a new
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phenomenon: this is the first example of a point on the theta divisor that is not a
line bundle and has positive dimensional preimage under A∨h .
The theta divisor of a singular hyperelliptic curve of genus 4 contains similar
points. For such a curve, the work we did in Example 4.3.4 shows that C1g−1 is
isomorphic to X ×P1, and the Abel map A∨h collapses the second P1 factor. The
image of A∨h is thus a copy of X ⊂ Θ, and the singularities of X correspond to
points on the theta divisor that are not line bundles and have positive dimensional
preimage.
In [CMK12], the author and Casalaina-Martin computed the multiplicity of
the theta divisor of a nodal curve at a point. In general, if X is a nodal curve and
[I] ∈ Θ, then the main theorem of that paper asserts
multI Θ = 2
n · h0(X, I),
where n is number of nodes at which I fails to be locally free. When X is the special
genus 4 non-hyperelliptic curve and [I] ∈ Θ is the image of C1g−1, the theorem states
that [I] ∈ Θ is a multiplicity 4 point.
6. Appendix: The dualizing sheaf and coherent duality
The dualizing sheaf ω of a curve plays an important role in the study of com-
pactified Jacobians and generalized divisors. Here we recall the definition and the
basic properties of ω. Two references for this material are [AK70] and [Har77,
Chap. III, Sect. 7].
The dualizing sheaf ω of a curve X is defined as follows. Given a point p ∈ Xν
of the normalization of X , fix a uniformizer t of Xν at p. We define the residue
Resp(η) of a rational 1-form η at p as follows. In the local ring OXν ,p, we can write
η as
η = (b(t) + a−1t
−1 + a−2t
−2 + . . . )dt
for b(t) ∈ OXν ,p and an ∈ k. We define
Resp(η) := a−1.
The functional Resp is independent of the choice of t (though the proof is non-trivial
when char(k) > 0). The dualizing sheaf can be defined in terms of residues.
Definition 6.0.14. The dualizing sheaf ω of the curve X is defined to be
the sheaf whose sections η ∈ H0(U, ω) over an open subset U ⊂ X are rational
1-forms η with the property that∑
ν(p)=q
Resp(fη) = 0
for all regular functions f ∈ H0(U,OX) and all points q ∈ U .
The dualizing module admits a distinguished functional t : H1(X,ω) → k
(whose definition we omit) that induces an isomorphism
Extn(F, ω) ∼= H1−n(X,F )∨
for every coherent sheaf F and every integer n. This statement is the Coherent
Duality Theorem (see [AK70, Chap. IV, Sect. 5] or [Har77, Thm. 7.6]). By
general formalism, the pair (ω, t) is unique up to a unique isomorphism.
We can say even more when F is a rank 1, torsion-free sheaf. If F = I is a
rank 1, torsion-free sheaf, then the natural map Hn(X,Hom(I, ω))→ Extn(I, ω) is
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an isomorphism for all n because the higher cohomology sheaves Extn(I, ω), n > 0,
vanish [HK71, 6.1]. In particular, if I = M(Dω) is the rank 1, torsion-free sheaf
associated to a generalized ω-divisor, then coherent duality takes the form
(14) Hn(X,M(adjDω)) ∼= H1−n(X,M(Dω))∨
Similarly, if X is Gorenstein (so the adjoint of a generalized divisor exists), then
for every generalized divisor D, we have
(15) Hn(X,L(adjD)) ∼= H1−n(X,L(D))∨.
We conclude this section by computing the dualizing sheaf of a specific non-
Gorenstein curve.
Example 6.0.15. Define X to be the curve constructed by gluing the affine
curves
X1 := Spec(k[t
3, t4, t5]),
X2 := Spec(k[s])
by the isomorphism t = s−1. This is a rational curve of genus 2 with a unique
singularity that is non-Gorenstein and unibranched.
Using Definition 6.0.14, we see that the dualizing sheaf ω is the subsheaf of the
sheaf ωK of rational 1-forms generated by
dt/t3, dt/t2 on X1;(16)
ds on X2.
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