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Abstract— We present a computational analysis that estab-
lishes the O(1/K) convergence of the distributed gradient
tracking method when the objective function is smooth and
convex but not strongly convex. The analysis is inspired by
recent work on applying dissipativity theory to the analysis of
centralized optimization algorithms, in which convergence is
proved by searching for a numerical certificate consisting of a
storage function and a supply rate. We derive a base supply
rate that can be used to analyze distributed optimization with
non-strongly convex objective functions. The base supply rate
is then used to create a class of supply rates by combining with
integral quadratic constraints. Provided that the class of supply
rates is rich enough, a numerical certificate of convergence can
be automatically generated following a standard procedure that
involves solving a linear matrix inequality. Our computational
analysis is found capable of certifying convergence under a
broader range of step sizes than what is given by the original
analytic result.
I. INTRODUCTION
Distributed optimization algorithms have a wide range of
applications in engineering [9], [10], [14] and statistics [2]
when the scale of the optimization problem becomes too
large to be solved centrally. A fundamental issue in the
analysis of optimization algorithms is convergence, in par-
ticular convergence rate, which is a measure of how quickly
an algorithm is able to locate an optimal solution. Tradi-
tional analysis of convergence rates relies on nonconstructive
analytic proof techniques, which are often devised on an
algorithm-by-algorithm basis and therefore do not readily
generalize to new algorithms. As a result, one often needs to
start the analysis from scratch when new requirements such
as robustness, security, and communication constraints are
introduced to existing algorithms.
Recently, there has been work on using computational
tools for analyzing the convergence rate of optimization
algorithms. This computational approach is analogous to
searching for a Lyapunov function for nonlinear systems us-
ing the sums-of-squares technique [12], in which a numerical
certificate is used to prove desired properties. Our work in
this paper is heavily inspired by the work of Lessard et al. [6],
in which an optimization algorithm is viewed as a feedback
interconnection of a linear dynamical system and a nonlinear
memoryless uncertain system. The linear system captures
the update rules, whereas the nonlinear system captures
properties of the objective function such as strong convexity
and smoothness. The nonlinear system is treated as uncertain
because convergence of optimization algorithms often needs
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to be established over a class of objective functions as
opposed to a specific one. From this viewpoint, convergence
of optimization algorithms becomes equivalent to stability of
the feedback interconnection, which can be analyzed using
tools from nonlinear and robust control. In many cases, the
nonlinear uncertain system may be described by integral
quadratic constraints (IQCs), first proposed by Megretski
and Rantzer [8]. Because IQCs only rely on properties of the
objective function, they only need to be derived once and can
be reused in the analysis of new optimization algorithms. For
strongly convex objective functions, the method in [6] has
been shown to prove exponential (linear in the language of
optimization theory) convergence for a variety of algorithms
such the gradient descent method and Nesterov’s method.
The computational analysis is automated and only requires
solving a linear matrix inequality (LMI), which can be
computed efficiently using existing optimization software.
There have been two important extensions of [6]. One
extension handles non-strongly convex objective functions,
which arise from a number of applications in machine learn-
ing [1]. Without the assumption of strong convexity, opti-
mization algorithms typically exhibit sublinear convergence,
which cannot be certified by the quadratic Lyapunov-like
functions used in [6]. Fazlyab et al. [4] use a non-quadratic
and time-varying Lyapunov function and, by combining with
IQCs, prove sublinear convergence for a number of first-
order methods (in a centralized setting). Alternatively, Hu
and Lessard [5] use dissipativity theory to show sublinear
convergence by searching for a suitable storage function.
The other extension handles optimization algorithms in a dis-
tributed setting, in particular, distributed first-order methods
for consensus optimization [16]. The challenge in distributed
optimization is that the optimality condition is more complex
than that in centralized optimization. As a result, some of the
IQCs derived in the centralized setting cannot be applied
directly for analyzing distributed algorithms. In the joint
setting of distributed optimization and non-strongly convex
objective functions, the best convergence rate has been shown
to be O(1/K) by Qu and Li [13] and is achieved by an
algorithm based on gradient tracking. However, the proof
therein is based entirely on analytic techniques and relies
on carefully bounding various quantities computed from the
optimization algorithm.
Contribution: In this paper, we give a computational
analysis on the O(1/K) convergence of the distributed gra-
dient tracking algorithm in [13] when the objective function
is smooth but non-strongly convex. Our main contribution
is the derivation of a base supply rate for this setting, after
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which the standard procedure in [6] can be used to compute
a certificate of convergence. Compared to the analytic ap-
proach in [13], our computational approach is found to be
able to certify convergence under a broader range of step
sizes.
II. PROBLEM DESCRIPTION
A. Notation
Denote by 1 the column vector of all ones, In the n× n
identity matrix (size omitted when clear from the context),
and ‖·‖ the `2-norm of a vector. For a symmetric matrix
P , we write P  0 if P is positive semidefinite. For a
differentiable function f , we denote by ∇f the gradient of f .
We reserve the subscript for indexing the entries of a vector
and the superscript for indexing a given sequence (of either
scalars or vectors). For example, the i-th entry of a vector
x ∈ Rn is denoted by xi, whereas a sequence of vectors is
denoted by {xk}k≥0 := {x0, x1, . . . }.
B. Problem description
We consider an optimization problem of the form
min.
x0∈Rd
f0(x0) :=
1
n
n∑
i=1
fi(x0), (1)
where fi : Rd → R is convex for all i ∈ {1, 2, . . . , n}. The
set Xmin := argminx0∈Rdf0(x0) of minimizers is assumed
to be nonempty. As a result, the optimal value of the problem
is well defined and is denoted by f?0 := minx0∈Rd f0(x0).
Throughout this paper, we make the following assumption
on fi.
Assumption 1. For i ∈ {1, 2, . . . , n}, the function fi is β-
smooth, i.e., there exists β > 0 such that
‖∇fi(x)−∇fi(y)‖ ≤ β ‖x− y‖
holds for all x, y ∈ Rd.
Note that we do not make the assumption that fi is
strongly convex. To simplify notation, we derive our result
only for d = 1, and we will show in Section IV-C that the
main result (Theorem 6) also holds for d > 1.
An algorithm is said to solve the optimization problem (1)
if it can find at least one x?0 ∈ Xmin. In this paper, we
study the distributed gradient tracking algorithm in [13] or
equivalently the DIGing algorithm in [11], in which the
update equations are given by
xk+1 = Wxk − ηsk (2a)
sk+1 = Wsk + g(xk+1)− g(xk), (2b)
where
xk :=
[
xk1 x
k
2 · · · xkn
]T ∈ Rn (3)
g(xk) :=
[ ∇f1(xk1) ∇f2(xk2) · · · ∇fn(xkn) ]T ∈ Rn,
(4)
and η > 0 is the step size. The initial condition is given by
s0 = g(x0), and x0 is arbitrary. The matrix W is assumed
to be doubly stochastic (i.e., W1 = 1 and 1TW = 1T ) and
irreducible, which is a common assumption in the literature.
It has been shown in [13, Th. 3] that the distributed gradient
tracking algorithm is able to find a solution of problem (1)
with an O(1/K) convergence rate; i.e.,
1
n
n∑
i=1
[
f0(xˆ
K
i )− f?0
] ≤ V0
K + 1
,
where xˆKi :=
1
K+1
∑K
k=0 x
k
i , holds for some constant V0
that depends on W , η, and the initial condition but not on
K.
In this paper, we present a numerical procedure that proves
the O(1/K) convergence rate using dissipativity theory.
Compared with the result in [13], our procedure is able to
certify convergence under a broader range of step sizes η.
(See Section IV for a detailed comparison.) The conservatism
of the result in [13] is due to the fact that the proof of
convergence therein relies on bounding various quantities
computed from the optimization algorithm, where some
bounds are made loose on purpose to keep the expressions in
closed form. While some conservatism may be removed by
tightening the bounds or finding alternative derivations, we
take a different approach and resort to a computational pro-
cedure to establish the same convergence rate. Specifically,
our procedure relies on only a few analytic results derived
from basic properties of convex functions, whereas the rest
is based on computing a numerical certificate that proves
the O(1/K) convergence. The computation only involves
determining the feasibility of an LMI and can be carried out
efficiently.
III. CONVERGENCE ANALYSIS
A. Basic properties of convex functions
The following basic properties of convex functions will be
useful later in the paper. A proof of these can be found in
standard literature in convex optimization (cf. [3]).
Proposition 2 (Basic properties of convex functions). Sup-
pose f : Rn → R is convex and differentiable, and x and y
are any vectors in Rn. Then we have
f(x) ≥ f(y) +∇f(y)T (x− y). (5)
Moreover, if f is also β-smooth, then we have
f(x) ≤ f(y) +∇f(y)T (x− y) + β
2
‖x− y‖2 , (6)
(∇f(x)−∇f(y))T (x− y) ≥ 1
β
‖∇f(x)−∇f(y)‖2 . (7)
The last property is commonly known as co-coercivity of
the gradient.
B. Optimization algorithms as a feedback interconnection
It has been shown in [6] that many first-order optimization
methods can be described as a feedback interconnection
(Fig. 1) of a linear time-invariant (LTI) system and a time-
invariant, memoryless, and possibly nonlinear map φ:
ξk+1 = Aξk +Buk, xk = Cξk +Duk, (8a)
uk = φ(xk), (8b)
where u and x are the input and output of the LTI system,
respectively. For the distributed gradient tracking algorithm
in (2), we can choose the state variable ξ = (ξ1, ξ2) :=
(x, s − u) and the nonlinear map φ : Rn → Rn as φ := g,
where g is defined in (4). Then, it can be shown that the
corresponding LTI system in (8) is given by[
A B
C D
]
=
 W ηI −ηI0 W W − I
I 0 0
 . (9)
The feedback interconnection is well-posed because D = 0.
The dynamics of ξ2 imply 1T ξ2,k+1 = 1T ξ2,k for all k ≥ 0.
Also, from the initial condition s0 = g(x0) = u0, we have
ξ2,0 = 0. Therefore, we have
1T ξ2,k = 0, ∀k ≥ 0. (10)
In steady state, we have x? = 1x?0, s
? = 0, and u? =
g(1x?0), and therefore we have ξ
? = (1x?0,−g(1x?0)). For
convergence analysis of optimization algorithms, we seek
to characterize the behavior of an algorithm under a class
of objective functions, and therefore we do not assume to
know the exact form of φ. Instead, we characterize φ through
constraints that describe the behavior of its input x and output
u = φ(x). One particularly useful form of constraints is
IQCs. The simplest form of IQCs is a pointwise IQC, which
is a quadratic inequality of the form[
xˆk
uˆk
]T
M
[
xˆk
uˆk
]
≥ 0
or equivalently
ψ(ξk, uk;M) :=[
ξˆk
uˆk
]T [
C D
0 I
]T
M
[
C D
0 I
] [
ξˆk
uˆk
]
≥ 0 (11)
for all k ≥ 0. In the above inequalities, the sequences ξˆ, xˆ,
and uˆ are defined as
ξˆk := ξk − ξ?, uˆk := uk − u?, xˆk := xk − x?,
and M is a symmetric but possibly indefinite matrix. For φ =
g , it can be shown (Theorem 6) that (ξˆk, uˆk) is characterized
by a pointwise IQC of the form (11) with
M =
[
0 βIn
∗ −2In
]
.
We will only use pointwise IQCs in this paper, but we
refer the readers to [6] for more examples of IQCs used
in the analysis of optimization algorithms. Note that IQCs
should not be used to handle equality constraints of the
form F ξˆk + Guˆk = 0, which often appear in distributed
algorithms. For example, in the distributed gradient tracking
[
A B
C D
]
ϕ
xu
Fig. 1. Optimization algorithms as a feedback interconnection.
algorithm, using (10) and the fact 1T ξ2,? = −1T g(1x?0) =
0, we can obtain an equality constraint with
F =
[
0 1T
]
, G = 0. (12)
C. Convergence analysis using dissipativity theory
The main mathematical tool we use in analyzing op-
timization algorithms is dissipativity theory. A (discrete-
time) dynamical system with state ξ and input u is called
dissipative with respect to a supply rate σ if there exists a
positive semidefinite function V such that
V (ξk+1)− V (ξk) ≤ σ(ξk, uk) (13)
holds for all k ≥ 0 along the system trajectory. The function
V is called a storage function. It has been shown in [5,
Th. 7] that dissipativity theory can be used to establish the
O(1/K) convergence of centralized optimization algorithms.
We will show that the same result can be modified to prove
the O(1/K) convergence of the distributed gradient tracking
algorithm.
Proposition 3. Suppose there exist a storage function V and
a supply rate σ that satisfy the inequality (13). In addition,
suppose σ satisfies
σ(ξk, uk) ≤ − 1
n
n∑
i=1
[
f0(x
k
i )− f?0
]
(14)
for all k ≥ 0. Then we have
1
n
n∑
i=1
[
f0(xˆ
K
i )− f?0
] ≤ V (ξ0)
K + 1
.
Proof: Due to convexity, we have
f0(xˆ
K
i ) = f0
(
1
K + 1
K∑
k=0
xki
)
≤ 1
K + 1
K∑
k=0
f0(x
k
i ).
Define δk := − 1n
∑n
i=1
[
f0(x
k
i )− f?0
]
. Consider the in-
equality (13) for k = 0, 1, . . . ,K, and sum up all the K + 1
inequalities to obtain
V (ξk+1)− V (ξ0) ≤
K∑
k=0
σ(ξk, uk) ≤
K∑
k=0
δk.
Then, we have
1
n
n∑
i=1
[
f0(xˆ
K
i )− f?0
] ≤ − 1
K + 1
K∑
k=0
δk ≤ V (ξ
0)
K + 1
,
where in the last step we have used the fact V (ξk+1) ≥ 0.
In order to successfully find a supply rate σ that satisfies
both (13) and (14), it is important to construct a rich enough
class of supply rates to begin with. As suggested in [5,
Rem. 6], IQCs can be used to generate a class of supply
rates in a way described as follows. One can begin with a
base supply rate σ0 that satisfies (14). Suppose (ξk, uk) can
be characterized by a total of p IQCs whose correspond-
ing matrices are given by {Mi}pi=1. Then, it can be seen
from (11) that the supply rate σ := σ0 −
∑p
i=1 λiψ(·, ·;Mi)
also satisfies (14) for any λ1, λ2, . . . , λp ≥ 0. For satisfying
the other inequality (13), when σ0 is quadratic, i.e.,
σ0(ξ
k, uk) =
[
ξˆk
uˆk
]T
S0
[
ξˆk
uˆk
]
(15)
for some symmetric matrix S0, we may choose to restrict our
search of the storage function V also to quadratic functions,
i.e., V (ξk) = (ξˆk)TP ξˆk, where P is to be determined. Then,
as shown in [5] and [16, Lem. 2], the problem of finding V
and σ that satisfy (13) becomes finding P  0 and λi ≥ 0
such that
RT
{[
ATPA− P ATPB
∗ BTPB
]
− S0
+
p∑
i=1
λi
[
C D
0 I
]T
Mi
[
C D
0 I
]}
R  0, (16)
where R is a matrix whose columns span the nullspace of[
F G
]
.
D. Choice of supply rate
We need to choose the base supply rate σ0 and IQCs
that characterize smooth but non-strongly convex objective
functions. Note that such a choice should only depend on
properties of the objective function and not on the optimiza-
tion algorithm. We first state a technical lemma derived from
basic properties of smooth convex functions.
Lemma 4. For all v, w ∈ R and x ∈ Rn, we have
f0(v)− f0(w) ≤ g¯(x)(v − w) + β
2n
‖x− 1v‖2 . (17)
where g¯(x) := 1n
∑n
i=1∇fi(xi) = 1n1T g(x).
Proof: For any v ∈ R and x ∈ Rn, because fi is
convex, we have from (5)
f0(v) ≥ 1
n
n∑
i=1
[fi(xi) +∇fi(xi)(v − xi)] . (18)
Also, because fi is β-smooth, we have from (6)
f0(v) ≤ 1
n
n∑
i=1
[
fi(xi) +∇fi(xi)(v − xi) + β
2
‖v − xi‖2
]
.
(19)
For any v, w ∈ R and x ∈ Rn, using both (18) and (19) and
changing v → w in (18), we have
f0(v)− f0(w) ≤ 1
n
n∑
i=1
[
∇fi(xi)(v − w) + β
2
‖v − xi‖2
]
= g¯(x)(v − w) + β
2n
‖x− 1v‖2 .
Based on this lemma, we can derive a quadratic supply rate
σ0 that satisfies (14). This supply rate will be used later in
combination with IQCs for numerically proving the O(1/K)
convergence of the distributed gradient tracking algorithm.
Proposition 5 (Choice of supply rate). Consider a supply
rate σ0 of the quadratic form given in (15) with
S0 = − 1
n
[
βCTJ⊥C CTJ/2
∗ 0
]
, (20)
where J and J⊥ are given by J := 1n11
T and J⊥ := I −J ,
and the matrix C is given in (9). We have σ0(ξk, uk) ≤
− 1n
∑n
i=1
[
f0(x
k
i )− f?0
]
for all k ≥ 0.
Proof: Using Lemma 4 and changing (v, w, x) →
(xki , x
?
0, x
k) in (17), we have
f(xki )− f?0 ≤ g¯(xk)(xki − x?0) +
β
2n
∥∥xk − 1xki ∥∥2 . (21)
Summing up (21) over i = 1, 2, . . . , n, we obtain
n∑
i=1
[
f(xki )− f?0
]
≤ g¯(xk)1T (xk − x?0) +
β
2n
n∑
i=1
∥∥xk − 1xki ∥∥2
= g¯(xk)1T (xk − x?0) + β(xˆk)TJ⊥xk. (22)
Using the facts 1Tu? = 0 and J⊥x? = 0, we can rewrite the
right-hand side of (22) as
1
n
(uˆk)T11xˆk + β(xˆk)TJ⊥xˆk = −n
[
ξˆk
uˆk
]T
S0
[
ξˆk
uˆk
]
,
therefore completing the proof.
With the base supply rate σ0, we are ready to present the
main result of this paper, which is a numerical procedure for
proving the O(1/K) convergence of the distributed gradient
tracking algorithm for β-smooth objective functions.
Theorem 6. Consider the LMI (16) for p = 1, where
(A,B,C) is given by (9), the matrices F and G are given
by (12), the matrix M1 is given by
M1 =
[
0 βIn
∗ −2In
]
,
and S0 is given by (20). Suppose there exist P  0 and λ1 ≥
0 such that the LMI (16) is feasible. Then, the sequence {xk}
generated by the distributed gradient tracking algorithm (2)
satisfies
1
n
n∑
i=1
[
f0(xˆ
K
i )− f?0
] ≤ V0
K + 1
for some constant V0 > 0, where xˆKi =
1
K+1
∑K
k=0 x
k
i .
Proof: Because fi is β-smooth, we have from (7)[
xki − x?0
∇fi(xki )−∇fi(x?0)
]T
[
0 β
∗ −2
] [
xki − x?0
∇fi(xki )−∇fi(x?0)
]
≥ 0.
Collecting all the above inequalities for i = 1, 2, . . . , n,
we can obtain a pointwise IQC of the form (11) with the
associated matrix given by M1. If the LMI (16) is feasible,
then from Proposition 3 and our choice of the supply rate
σ0 based on Proposition 5, we have
1
n
n∑
i=1
[
f0(xˆ
K
i )− f?0
] ≤ 1
K + 1
(ξˆ0)TP ξˆ0,
which completes the proof if we define V0 := (ξˆ0)TP ξˆ0.
Any feasible solution (P, λ1) serves as a numerical certificate
of the O(1/K) convergence of the distributed gradient track-
ing algorithm. For any given β, we can combine the LMI
feasibility problem with a bisection search on η to obtain the
maximum allowed step size that ensures convergence.
IV. DISCUSSIONS
We compare our results with previous work on control-
theoretic analysis of optimization algorithms for non-strongly
convex objective functions and also the original result in [13]
on the convergence rate of the distributed gradient tracking
algorithm. In all numerical experiments, the LMI (16) was
solved using CVX (v2.1, build 1123) in MATLAB with
MOSEK (v8.1.0.75) as the optimization solver.
A. Comparison with previous work on the centralized gra-
dient method
By viewing centralized optimization as a special case of
distributed optimization for n = 1, we are able to compare
our result with previous work on control-theoretic analysis
of optimization algorithms. In particular, we compare our
result with the one by Hu and Lessard [5] and by Fazlyab et
al. [4], both of which include an explicit treatment of non-
strongly convex objective functions but only for centralized
algorithms. For the centralized gradient descent method, the
corresponding LTI system in the feedback interconnection (8)
is given by [
A B
C D
]
=
[
1 −η
1 0
]
.
By setting n = 1, we can obtain the matrix S0 associated
with the supply rate in Proposition 5 and the matrix M1
associated the with IQC in Theorem 6 as
S0 =
[
0 − 12∗ 0
]
, M1 =
[
0 β
∗ −2
]
.
(The equality constraint specified by (12) is no longer in
effect.) For P ≥ 0 and λ1 ≥ 0, the LMI (16) becomes[
0 −ηP + λ1β + 12∗ η2P − 2λ1
]
 0,
which is feasible if and only if −ηP + λ1β + 12 = 0 and
η2P − 2λ1 ≤ 0. It can be derived that the step size η must
satisfy 0 < η < 2β . This result is more general than the
condition 0 < η ≤ 1β given in [5, Sec. 4.1], which also uses
dissipativity theory but with a different supply rate.
Although the same condition on η is obtained in [4,
eq. (4.16b)] for the centralized case, we would like to point
out that the IQC framework in [4] does not appear to be
directly applicable to the case of distributed optimization
algorithms. One reason is that many of the derivations
therein rely on the fact u? = 0, which holds for centralized
optimization but not in a distributed setting, in which we
have u? = g(1x?0). Another reason is that the time-varying
Lyapunov function used in [4] can be difficult to find.
According to [4, Th. 3.1], finding such a Lyapunov function
is equivalent to solving the following LMI in P , {ak}, and
{σk}:
Mk0 (P ) + a
kMk1 + (a
k+1 − ak)Mk2 + σkMk3  0
for all k ≥ 0, where Mk0 is linear in P , and Mki (i = 1, 2, 3)
is constant. For our problem, the matrix Mk1 must satisfy
1
n
n∑
i=1
[
f0(xˆ
k+1
i )− f0(xˆki )
] ≤ [ ξˆk
uˆk
]T
Mk1
[
ξˆk
uˆk
]
.
In order to prove O(1/K) convergence, the sequence {ak}
must be nonnegative and increase linearly with k. This im-
plies that Mk1 must eventually become negative semidefinite
as k grows, and therefore
∑n
i=1
[
f0(xˆ
k+1
i )− f0(xˆki )
] ≤ 0
must always hold for large enough k. This condition is
stronger than the condition (14) required by dissipativity
theory, which imposes no condition on the decrement of the
objective function after one step of update.
B. Comparison with previous analytic bound
The O(1/K) convergence of the distributed gradient track-
ing method was first established in [13] using an analytic
approach. The convergence proof therein uses explicitly the
spectral properties of W . In comparison, our method relies
on only a few basic properties of convex functions, whereas
the spectral properties of W are encoded implicitly into the
LMI feasibility problem.
Compared to the analytic approach, the computational
approach developed in this paper is capable of certifying
convergence for a broader range of step sizes η. We believe
that this is because the computational approach does not rely
on relaxations for the purpose of maintaining closed-form
expressions, which are necessary in the analytic approach.
For the purpose of illustration, we conducted a numerical
experiment, in which we chose β = 1 and
W =
[
1+σ
2
1−σ
2
1−σ
2
1+σ
2
]
, (23)
where σ ∈ (−1, 1). For different values of σ, we computed
the maximum step size (Fig. 2) that guarantees convergence
by solving the LMI (14) with a bisection search on η. In
comparison, the result in [13] only guarantees convergence
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Fig. 2. Maximum step size as a function of σ, which defines W in (23).
for 0 < η ≤ (1−σ2)2160β , where σ2 is the second-largest singular
value of W . Consider, for example, the case when σ = 0.5,
in which second-largest singular value of W is given by
σ2 = |σ| = 0.5. The computational approach can ensure
convergence with a maximum step size of 1.13, whereas the
analytic approach is more conservative and can only permit
a step size up to (1−σ2)
2
160β = 1.56× 10−3. Another important
feature of the computational approach is that it is able to take
the actual value of W into account when determining the step
size, whereas the analytic approach only uses the second-
largest singular value σ2 of W . This can make a difference
when the value of W is known: for example, both σ = 0.5
and σ = −0.5 in (23) give the same σ2 but allow different
maximum step sizes as shown in Fig. 2.
C. Generalization
Although Theorem 6 is presented for the case of d = 1,
it can be easily generalized to the case of d > 1 with no
modification. When d > 1, we can replace the definition of
xk in (3) by
xk :=
[
(xk1)
T (xk2)
T · · · (xkn)T
]T ∈ Rnd.
Under the new definition of xk, it can be shown that the
matrices A, B, C, {Mi}pi=1, S0, and R in the LMI (16) are
replaced by their Kronecker products with Id, e.g., changing
A → A ⊗ Id. Then, it follows from properties of the Kro-
necker product that the new LMI (with Kronecker products)
is feasible if and only if the original LMI (16) is feasible.
Therefore, the same LMI (16) can still be used to certify
convergence for d > 1, which is known in existing literature
as lossless dimensionality reduction (cf. [6, Sec. 4.2]).
V. CONCLUSIONS
We have presented a computational analysis of the
O(1/K) convergence of the distributed gradient tracking
algorithm in [13] when the objective function is smooth and
convex but not strongly convex. The analysis is built upon
existing work on analyzing optimization algorithms using
dissipativity theory. We have derived a base supply rate for
this setting that involves both non-strongly convex objective
functions and distributed optimization. The base supply rate
is used to generate a class of supply rates that is rich enough
to ensure a successful search of a numerical convergence
certificate consisting of a suitable supply rate and storage
function. Similar to existing work, the numerical certificate
can be automatically generated by solving an LMI feasibility
problem. Our method only requires a few analytic derivations
from basic properties of convex functions and has been found
to prove convergence under a broader range of step sizes than
the previous analytic result in [13]. We expect no difficulty
in using the same method for analyzing other first-order
distributed optimization algorithms that can be written as
the feedback interconnection (8) such as EXTRA [15] and
NIDS [7]. (See [16] for state space realizations of these
algorithms.)
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