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Abstract
We present an analysis of the quantum fluctuations around the electroweak
sphaleron and calculate the associated determinant which gives the 1–loop
correction to the sphaleron transition rate. The calculation differs in various
technical aspects from a previous analysis by Carson et al. so that it can be
considered as independent. The numerical results differ also – by several
orders of magnitude – from those of this previous analysis; we find that the
sphaleron transition rate is much less suppressed than found previously.
1e-mail baacke@het.physik.uni-dortmund.de
1 Introduction
The electroweak theory is known [1, 2] for quite some time to possess a topologically
nontrivial solution which describes a saddlepoint between two topologically distinct vacua.
The recent interest in this solution has been centered around its possible roˆle in generating
baryon number violating processes in the early universe or even at accelerator energies
[3]–[5]. The rate of sphaleron transitions in the range of temperatures MW (T ) ≪ T ≪
MW (T )/αw has been derived on the basis of the work of Langer [6] and Affleck [7] by
Arnold and McLerran [4]. It is given by
Γ =
ω−
2π
N e−Ecl/Tκ. (1.1)
Here ω− is the absolute value of the eigenvalue of the unstable mode, the prefactor N refers
to normalizations introduced by the translation and rotation zero modes and is given in
detail below. Ecl is the classical sphaleron energy and the factor κ takes account of the
quantum fluctuations of the sphaleron. It is given by
κ = Im(
det∆SFP det∆
0
gf
det∆0FP det∆
′S
gf
)1/2 (1.2)
where the symbols ∆ denote the small fluctuation operators. They are obtained by ex-
panding the gauge fixed action (gf) and the Fadeev–Popov action (FP) evaluated around
the sphaleron (S) and the vacuum (0), respectively. If the fluctuation operators are diago-
nalized the determinants are formally given by the product of the squared eigenfrequencies
λ2α. The determinant det∆
′S
gf of the gauge fixed action is to be evaluated without the zero
modes and with the eigenvalue of the unstable mode, λ2− = −ω2− replaced by its absolute
value.
The first evaluation of κ by Akiba, Kikuchi and Yanagida [8] was restricted to the
three lowest partial waves. The authors concluded from their results that the inclusion of
this correction did not suppress the sphaleron transition rate. Of course they considered
their conclusion as tentative and to be checked by a more precise evaluation. Subsequently
Carson and McLerran [9] evaluated κ in an approximation scheme (referred to as DPY in
the following) developed by Diakonov, Petrov and Yung [10], a complete exact numerical
evaluation was presented first by Carson et al. [11] (referred to as CLMW in the following).
The results of this exact calculation differ significantly from the DPY approximation and
from a perturbative estimate. It is therefore of interest to repeat this exact evaluation
and this is – besides a general analysis of the fluctuation Lagrangean and its partial wave
reduction – the subject of our investigation.
Our investigation departs from the one of CLMW in various points. While we use the
background gauge as CLMW, we use another angular momentum basis and a different
scheme for evaluating the determinant.
The analysis of the small fluctuations around the sphaleron requires a partial wave
decomposition with respect to the quantum number ~K = ~J + ~I (K–spin). Our present
work is based on the analysis of Ref. [13] where the sphaleron stability was investigated.
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The small fluctuation equations obtained there had to be modified however. While that
investigation was performed in the A0 = 0 gauge we use here the background gauge. So
a gauge fixing term had to be added and also we had to construct the small fluctuation
Lagrangean for the Fadeev–Popov modes. The evaluation of the determinant has been
performed using the Euclidean Green function technique in analogy to some recent inves-
tigations of one of the authors (J.B.) [14]. The results of our calculation have already been
communicated previously in a short version [15]. Here we present an extensive version
including the complete partial wave analysis.
The paper is organized as follows. We present the basic relations for the electroweak
theory and the sphaleron solution in section 2. The small fluctuation expansion and its
partial wave analysis are discussed in sections 3 and 4, respectively. The explicit equations
of motion which constitute our first main result are presented in Appendix A. In section
5 we collect the main formulae for the 1–loop correction to the sphaleron transition rate
and define more precisely the zero mode prefactors and the fluctuation determinant, some
material being deferred to Appendix B. In section 6 we express the fluctuation determinant
in terms of Euclidean Green functions, a formulation that is used as the basis of our
numerical evaluation. Sections 7 and 8 contain the discussion of renormalization and of
the treatment of the zero and unstable modes. Some aspects of the numerical calculations
and the results are presented in section 9 and in Appendix C.
2 Basic Relations
The action of a pure SU(2) gauge theory with minimal Higgs sector is given in Minkowski
space as
S =
∫
d4x¯ L¯(x¯), (2.1)
where the Lagrangean density is given by
L¯ = −1
4
F¯ aµνF¯
µνa +
(
D¯µΦ¯
)† (D¯µΦ¯)− λ(Φ¯†Φ¯− 1
2
v2
)2
. (2.2)
We have used a bar to denote the original fields and coordinates (x¯, Φ¯, F¯ aµν , . . .), we will
use the same letters without bar (x,Φ, F aµν , . . .) for a rescaled version of these quantities
(see below).
The non-Abelian field strenght tensor and the covariant derivative of the Higgs field
are given by
F¯ aµν = ∂¯µW¯
a
ν − ∂¯νW¯ aµ + gεabcW¯ bµW¯ cν
and D¯µ = ∂¯µ − i
2
gτaW¯ aµ (2.3)
respectively, where τa are the Pauli matrices.
After spontaneous symmetry breaking the vacuum expectation value of Φ¯ is v/
√
2 and
the W aµ bosons get a mass mW = gv/2. The mass of the physical Higgs boson becomes
mH =
√
2λ v. We define further, as usual, the weak fine structure constant as αw = g
2/4π.
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In view of the renormalization of the theory at finite temperature it is suitable to rescale
fields and coordinates as 2
x¯µ =
xµ
mW
=
2xµ
gv
, W¯ aµ =
mW
g
W aµ and Φ¯ =
v√
2
Φ. (2.4)
As a result of this rescaling the action takes the form
S =
1
g2
∫
d4xL(x) (2.5)
with the Lagrangean density
L = −1
4
F aµνF
µνa + 2 (DµΦ)† (DµΦ)− 1
2
ξ2
(
Φ†Φ− 1
)2
, (2.6)
Here we have introduced the ratio of Higgs and W masses ξ via
ξ2 ≡ m
2
H
m2W
=
8λ
g2
. (2.7)
Field strength and covariant derivative reduce to
F aµν = ∂µW
a
ν − ∂νW aµ + εabcW bµW cν
Dµ = ∂µ − i
2
τaW aµ (2.8)
As a consequence of this rescaling the action does not depend any more on the vacuum
expectation value of the Higgs field and the couplings appear only in the mass ratio ξ. As
explained in [9, 11] at high temperatures the fields can be considered as essentially static
and the theory reduces to a three dimensional theory if the vacuum expectation value is
rescaled to the temperature dependent one [16, 4]
v(T ) = v(0)
√
1− T 2/T 2c , (2.9)
where T 2c = 2v(0)
2
/[
1 +
3g2
8λ
]
(2.10)
is the critical temperature for symmetry restoration. While the masses become then func-
tions of the temperature, MW (T ) and MH(T ), this dependence cancels in their ratio ξ.
One obtains for the three dimensional Euclidean action
SE =
1
g23
∫
d3xLE(x), (2.11)
with the Lagrangean density
LE(x) = 1
4
F aµνFµνa + 2 (DµΦ)† (DµΦ) +
1
2
ξ2
(
Φ†Φ− 1
)2
. (2.12)
2Our scale units differ from those of CLMW, we use mW instead of gv as the basic unit.
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The effective coupling constant of the three dimensional theory g3 which describes the
interaction at high temperatures is given by
g23(T ) ≡
g2T
MW (T )
. (2.13)
For temperatures
T ≪MW (T )/αw (2.14)
this coupling is much smaller than 1 and an expansion with respect to g3 should be reliable.
The variation of the action (2.5) with respect to W aµ and Φ
† leads to the classical
equations of motion
(DνFµν)a + i
[
(DµΦ)† τaΦ− Φ†τa (DµΦ)
]
= 0
and DµDµΦ+ 1
2
ξ2
(
Φ†Φ− 1
)
Φ = 0, (2.15)
where the covariant divergence of the field strength tensor is given by
(DνFµν)a = ∂νF aµν + εabcW νbF cµν (2.16)
In [2] a static saddle point solution to these equations has been constructed explicitly,
the well known sphaleron. We choose here an Ansatz that differs from the one of Ref. [2]
by a SU(2) rotation of the Higgs field by an angle π/2 (which is another special case of a
more general parametrisation [8]) :
W a0 = 0
W aj =
fA(r)− 1
r
εjamxˆm
Φ = H0(r)
(
0
1
)
(2.17)
with
xˆm =
xm
r
. (2.18)
Our solution will then be a gauge rotated version of the one given in [2].
Inserting this Ansatz into the classical equations of motion (2.15) one obtains for the
profile functions fA and H0 a coupled system of the form
f ′′A = (fA − 1)H20 +
fA(f
2
A − 1)
r2
H ′′0 =
1
2
ξ2H0(H
2
0 − 1)−
2
r
H ′0 +
(fA − 1)2
2r2
H0. (2.19)
The energy of the sphaleron configuration is given by
Ecl =
MW (T )
αw
∫
drH(r), (2.20)
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whith the Hamiltonian density
H(r) = f ′2A +
1
2r2
(f 2A − 1)2 + 2r2H ′20 + (fA − 1)2H20 +
1
2
ξ2r2(H20 − 1)2. (2.21)
Requiring the finiteness of the energy yields the following boundary conditions for the
profile functions
fA(0) = −1
fA(∞) = 1
H0(0) = 0
H0(∞) = 1. (2.22)
The numerical solutions of the equations (2.19) used later on were obtained using a
method developed in [18]. The classical sphaleron energy as a function of ξ is presented in
Fig. 1 in units of MW (T )/αw. The classical Euclidean high temperature action as defined
in Eq. (2.11) is then given by
SEcl = Ecl/T. (2.23)
3 Small Fluctuations around the Sphaleron
In this section we will develop the small fluctuation expansion around the sphaleron. We
will start with expanding the Lagrangian up to second order in the small fluctuations and
fix the gauge. Subsequently we will expand the small fluctuations into partial waves.
The gauge and Higgs fields of the theory are expanded around the spaleron configuration
via
W a0 = a
a
0
W ai = A
a
i + a
a
i (3.1)
Φ = (H0 + h)U(ϕ)
(
0
1
)
= Φcl + Φ
(1) (3.2)
Aai und Φcl denote here the classical solution (2.17)
Aai =
fA − 1
r
εiamxˆm
Φcl = H0
(
0
1
)
. (3.3)
and U(φ) is given by
U(ϕ) = exp(iτaϕa). (3.4)
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So the Higgs field fluctuations are parametrized by the isosinglet h and the isotriplet ϕa
and those of the gauge field by aaµ. We note that Φ has to be expanded up to second order
in the fluctuation fields if the second order Lagrangean is to be determined; so Φ(1) includes
second order terms 3.
Inserting these expansions into Eq. (2.6) and collecting terms of the same order in
the small fluctuations we find in zeroth order the classical sphaleron action, the first order
contribution vanishes since the sphaleron configuration is a saddle point of the action. The
second order Lagrangean density in which we are interested here becomes
L(2) = −1
2
(
D˜µaν
)a (D˜µaν)
a
+
1
2
(
D˜µaν
)a (D˜νaµ)
a
+
1
2
H20a
a
µa
aµ
+2∂µh∂
µh− ξ2
(
3H20 − 1
)
h2 + 2∂µϕ
a∂µϕa
−1
2
εabcF˜ aµνa
µ
b a
ν
c − 2εabcAaµ∂µϕbϕc − 2H0aaµ∂µϕa
−4hAaµ∂µϕa + 2H0hAaµaaµ +
1
2
AaµA
aµh2 (3.5)
The tildes on the covariant derivatives indicate that only the classical gauge fields are to
be used:
F˜ aµν = ∂µA
a
ν − ∂νAaµ + εabcAbµAcν
(D˜µaν)a = ∂µaaν + εabcAbµacν . (3.6)
In order to eliminate the gauge degrees of freedom we have used the background gauge
which restricts the fluctuating fields. In general form the three constraints are given by
Fa =
(
D˜µaµ
)a − i [Φ†clτaΦ(1) − Φ(1)†τaΦcl] = 0 (3.7)
for a = 1, 2, 3 where Φ(1) is defined in Eq (3.2). With our parametrization of the Higgs
field they take the form
Fa =
(
D˜µaµ
)a
+ 2H0ϕ
a. (3.8)
Here only the linear terms in Φ(1) had to be taken into account since only the square of Fa
appears in the gauge-fixed Lagrangean (see below).
The Fadeev–Popov determinant for this gauge condition is given by
det∆FPab = det
[
D˜2 + Φ†clΦcl
]
ab
= det
[
D˜2 +H20
]
ab
. (3.9)
Finally one obtains the gauge fixed Lagrangean density
L(2)gf = L(2) −
1
2
FaFa
3This has been done in exactly the same way in [13], but wrongly stated there in Eqs. (3.1) and (3.2)
which should be replaced by our Eqs. (3.2) and (4.2).
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= −1
2
(
D˜µa0
)a (D˜µa0)a + 1
2
H20a
a
0a
a
0
+
1
2
(
D˜µai
)a (D˜µai)a − 1
2
H20a
a
i a
a
i
+2∂µh∂
µh− ξ2
(
3H20 − 1
)
h2 − 1
2
AaiA
a
i h
2
+2∂µϕ
a∂µϕa − 2H20ϕaϕa
−1
2
εabcF˜ aija
b
ia
c
j + 2ε
abcAai ∂iϕ
bϕc + 2H0ε
abcAai a
b
iϕ
c
+4hAai ∂iϕ
a − 2H0hAai aai (3.10)
The background gauge has led to a decoupling of the time components of the gauge
fields. Their contribution to the Lagrangean density
L(2)a0 =
1
2
aa0
[
D˜2 +H20
]
ab
ab0
=
1
2
aa0∆
FP
ab a
b
0 (3.11)
leads to a fluctuation operator identical to that of the Fadeev–Popov ghost fields.
4 Partial Wave Expansion of the Fluctuations
In order to arrive at a suitable basis for our numerical computations we have to decompose
our system of small fluctuations into partial waves with respect to the K spin ~K = ~J + ~I
combining angular momentum and isospin, which is conserved on the sphaleron back-
ground. We avoid a large amount of Clebsch–Gordan algebra by chosing a basis of tensor
spherical harmonics which is constructed using cartesian vector operators (see e.g. [19]).
We define the following dimensionless operators
J1a=xˆa J
2
a=r∇a J3a=εabcxb∇c ≡ Λa
I1ja=xˆj xˆa I
2
ja=xˆjr∇a I3ja=r∇jxˆa
I4ja=xˆjΛa I
5
ja=Λj xˆa I
6
ja=r∇jr∇a
I7ja=r∇jΛa I8ja=Λjr∇a I9ja=ΛjΛa.
(4.1)
These can be used to obtain a suitable basis of tensor spherical harmonics with the spin–
isospin transformation properties appropriate to the different fields:
a0a =
∑
K,M
3∑
α=1
sα(r)J
α
aYKM(xˆ)
aja =
∑
K,M
9∑
α=1
tα(r)I
α
jaYKM(xˆ)
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h =
∑
K,M
h1(r)YKM(xˆ)
(
0
1
)
ϕa =
∑
K,M
3∑
α=1
pα(r)J
α
aYKM(xˆ)
(
0
1
)
. (4.2)
The algebraic properties of the operators J and I and of the tensor basis are discussed
extensively in [20] and will not be repeated here. All manipulations have been performed
using REDUCE, starting with the basic Lagrangean density (2.6) and using the substitu-
tions (3.1), (3.2) and (4.2) and the gauge fixing based on (3.8).
The Lagrangean decomposes into contributions for each K spin. Varying these La-
grangeans one obtains a set of 16 linear coupled differential equations for the radial func-
tions sα, tα, h1 and pα. According to their parity transformation properties the 16 am-
plitudes fall into two groups which do not couple between each other, an electric and a
magnetic sector. The electric sector consists of the amplitudes t4, t5, t7, t8, p3, h1 and s3
with parity π = (−1)K+1 and the magnetic sector contains the amplitudes t1, t2, t3, t6, t9,
p1, p2, s1 and s2 with parity π = (−1)K . Furthermore the ghost amplitudes s1, s2 and s3
are not coupled to the other fields. They form the Fadeev–Popov sector. So altogether we
have a 6× 6 and a 7× 7 subsystem for the gauge and Higgs fields. Only s1 and s2 form a
coupled system in the Fadeev–Popov sector but we will not divide this sector furthermore.
We will refer to the three sectors by a symbol σ which can have the values E,M and FP
and the different coupled channnels will be referred to by the two quantities σ for the fields
and K for the partial wave.
The K spins K = 0 and K = 1 have to be considered separately: In the case K = 0
the J– and I– operators act on constant spherical harmonic Y00 so that only the operators
I1, I3, I5 and J1 contribute; the amplitudes t2, t4, t6, t7, t8, t9, p2, p3, s2 and s3 have to be
discarded and we have only 6 fluctuation equations. In the case K = 1 the action of the
operators I3 and I6 on the spherical harmonics Y1M ∝ xˆ yields identical tensors and the
same is true for I5 and I8:
I3iaxˆj = −I6iaxˆj = δiaxˆj + δijxˆa − 2xˆixˆaxˆj
I5iaxˆj = −I8iaxˆj = (εikaxˆj + εikjxˆa) xˆk. (4.3)
One of the amplitudes t3 and t6 and one of the amplitudes t5 und t8 have to be discarded.
We have chosen
t6 = t8 = 0, for K = 1. (4.4)
This elimination cannot be done simply in the general fluctuation equation but has to be
performed already in the Lagrangean.
For the following general developments we will design by Ψ¯ a column vector which is
formed by the amplitudes of one of the coupled sectors. The fluctuation equations can
then be written in the general form
− ¨¯Ψi + Ψ¯′′i +
2
r
Ψ¯′i −m2i Ψ¯i = V¯ijΨ¯j. (4.5)
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They are given explicitly in Appendix A. As one can see there the fluctuation equations
have some shortcomings: the amplitudes do not display a unique centrifugal term, the
potential V¯ij is not symmetric and in the vacuum, i.e. for (fA → 1, H0 → 1, f ′A → 0, H ′0 →
0) the amplitudes are still coupled. One has to find therefore a transformation
Ψ¯i = CijΨj (4.6)
of the fields that brings them to a form
− Ψ¨i +Ψ′′i +
2
r
Ψ′i −m2iΨi −
li(li + 1)
r2
Ψi = VijΨj (4.7)
where the potential satisfies
Vij = Vji und lim
r→∞
Vij = 0. (4.8)
Such a transform must obviously exist since the Lagrangean (3.10) is a symmetric bilinear
form in the fields.
The manipulations leading to this transform have been performed using REDUCE. The
new amplitudes, the associated angular momenta and masses and the potential in the new
basis are also given in Appendix A. The equations in this form constitute the basis of our
further developments.
5 The Fluctuation Determinant κ
The rate for sphaleron transitions – based on the general theory of Langer – has been
obtained by various authors ([7, 4, 8]) to be given by
Γ/V =
ω−
2π
T−3NtrNrotVrot exp(−Ecl/T )κ. (5.1)
Here κ and the other prefactors arise from the Gaussian functional integration of the
quadratic fluctuations around the classical saddle point solution. κ is essentially (see
below) the determinant corresponding to the fluctuation operator
∆ij =
δ2S
(2)
gf (ψ)
δψi δψj
∣∣∣∣∣∣
ψ=Ψcl
. (5.2)
The calculation of κ is, besides the general partial wave analysis, the main subject of this
publication.
The prefactors labelled tr and rot are related to the existence of six zero modes due to
the invariance of the theory with respect to translations and rotations which is broken by
the sphaleron solution. These modes satisfy
∆ijΨ
rot
j = ∆ijΨ
tr
j = 0. (5.3)
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The functional integration of these modes has to be treated separately (see [6, 4, 9, 11]).
They have to be excluded in evaluating the fluctuation determinant. These prefactors and
their calculation are discussed in Appendix B. The results are displayed in Fig. 2. They
agree within a few percent with those of CLMW apart from factors 2±3/2 arising from the
different scale factors MW resp. gv used to make the radial variable dimensionless (see Eq.
(2.4)).
As obvious from the discussion in the previous section K spin and parity invariance lead
to a decomposition of the fluctuation operator into a direct sum of fluctuation operators
within the different coupled channels ∆σK . On account of Eq. (4.7) these operators take
the form
∆(σK)ij ≡
(
d2
dr2
+
2
r
d
dr
−m2i −
li(li + 1)
r2
)
δij − V(σK)ij . (5.4)
The angular momenta li, masses mi and potentials V(σK)ij of these operators in the various
channels are given in Appendix A. The fluctuation determinant decomposes accordingly.
Therefore
ln κ =
1
2
∞∑
K=0
(2K + 1)

ln det∆(0)MK
det′∆MK
+ ln
det∆
(0)
EK
det′∆EK
− ln det∆
(0)
FPK
det∆FPK

 . (5.5)
Here it has been used that the sector consisting of the time components of the gauge field
has the same fluctuation operator as the Fadeev–Popov sector. The minus sign in front
of the Fadeev–Popov contribution arises from a factor (1 − 2) where the 1 correspond to
the time components of the (real) gauge field and the −2 to the (complex) Fadeev–Popov
ghosts. The apostrophes ′ indicate that in the evaluation of the determinants the zero
modes have to be removed and the negative squared frequency of the unstable mode has
to be replaced by its absolute value.
6 The Numerical Procedure
Consider the contribution of one of the coupled channels (σK) to the logarithm of the
fluctuation determinant κ
(ln κ)σK ≡ 1
2
ln
det∆
(0)
σK
det′∆σK
(6.1)
with the operators ∆σK and ∆
(0)
σK as defined in Eq. (5.4). Since our discussion will be
confined just to one channel the indices K and σ are omitted in the following from the
operators ∆, their Green functions, eigenfunctions and eigenvalues.
Let us define the Green function Gij(r, r
′, ν) by
[
∆ij − ν2δij
]
Gjk(r, r
′, ν) = − 1
r2
δ(r − r′)δik (6.2)
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and the analoguous Green function G(0) for the operator ∆(0). The solution to this equation
can be written (using discrete notation formally) as
Gjk(r, r
′, ν) =
∑
α
φjα(r)φ
∗
kα(r
′)
λ2α + ν
2
(6.3)
in terms of the orthonormalized eigenfunctions φjα of the fluctuation operator ∆. The latin
letters refer to the field components and the greek letters label the different eigenmodes.
Analoguous relations hold for the vacuum Green function. We define now a function FσK(ν)
by
FσK(ν) =
∫
drr2(Gii(r, r, ν)−G(0)ii (r, r, ν)). (6.4)
Using the expression (6.3) it can be written in terms of the eigenfrequencies λα as
FσK(ν) =
∑
α
(
1
λ2α + ν
2
− 1
λ(0)
2
α + ν
2
). (6.5)
Integrating this expression over ν dν from ǫ to Λ yields
∫ Λ
ǫ
dν νFσK(ν) =
1
2
∑
α
(ln(
λ(0)
2
α + ǫ
2
λ2α + ǫ
2
)− ln(λ
(0)2
α + Λ
2
λ2α + Λ
2
)). (6.6)
Taking into account the fact that the operators ∆ and ∆(0) and therefore their eigenva-
lues λ2 are linear in the m2i this expression is a Pauli–Villars regulated version of (ln κ)σK ,
the second term in the sum being obtained by replacing all m2i by m
2
i + Λ
2. Of course
we should let Λ → ∞ after the expressions have been renormalized and the integral has
become ultraviolet convergent. Renormalization will be discussed in section 7.
The lower limit ǫ should of course be set equal to zero. We have introduced it because
for K = 1 we have six zero modes and the limit ǫ→ 0 then obviously does not exist. We
will deal with this problem below (see section 8) when we discuss the removal of these
modes.
A further problem arises from the unstable mode which leads to a pole in the region of
integration and requires a precise definition of the integration contour. This problem will
be tackled also in section 8.
Leaving aside these problems for the time being we have the “naive” relation
(ln κ)σK =
∫ ∞
0
dν νFσK(ν). (6.7)
In order to evaluate FσK(ν) the Green functions have to be determined. We will not use
their expansion with respect to eigenfunctions (see Eq. (6.3)), but use another standard
method:
Let fαn
± be the solutions of the homogeneous differential equations(
d2
dr2
+
2
r
d
dr
− ln(ln + 1)
r2
− κ2n
)
fαn
±(r) = Vnn′(r)f
α
n′
±(r), (6.8)
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where κn has been defined as
4
κn ≡
√
ν2 +m2n (6.9)
whith mn = 1 or ξ depending on the field component n. f
α+
n designs the solution regular
as r → ∞ and fα−n the solution regular as r → 0. The index n labels again the field
components, the greek letters will in the following label a set of linearly independent
solutions of the system; there are of course as many such solutions as there are field
components.
For the vacuum (Vnn′ = 0) these equations are solved by modified Bessel functions with
the argument zn = κnr, which are defined here (slightly deviating from [17] ) as
il(z) =
√
π
2z
Il+ 1
2
(z)
kl(z) =
√
2
πz
Kl+ 1
2
(z). (6.10)
Their Wronskian is given by
W (iln , kln) = κn
(
iln(zn)k
′
ln(zn)− kln(zn)i′ln(zn)
)
= − 1
κnr2
. (6.11)
The behaviour of the solutions fαn
± for r → 0 and r → ∞ is analogous to the one of
these free solutions:
il ∝ zl
kl ∝ z−(l+1)
}
for z → 0 and il ∝ e
z/z
kl ∝ e−z/z
}
for z →∞. (6.12)
It is convenient to split off the Bessel functions from the solutions fα±n via
fα±n (r) =
[
δαn + h
α±
n (r)
]
bln
±(zn) (6.13)
with
bl
− = il and bl
+ = kl. (6.14)
On account of the boundary conditions for the functions fαn
± the functions hαn
± tend
to a constant as r →∞. The choice
lim
r→∞
hα±n (r) = limr→∞
h′
α±
n (r) = 0 (6.15)
determines the normalization of the amplitudes fα±n in such a way that their Wronskian
satisfies
W αβ(r) =
∑
n
(
fαn
+ d
dr
fβn
− − fβn−
d
dr
fαn
+
)
=
1
καr2
δαβ. (6.16)
4The letter κ has been introduced previously to denote the fluctuation determinant. Since κn as defined
here will always appear with an index there should be no confusion.
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For r → 0 the centrifugal barriers for the fα±n are different from the ones for the free
solutions. Effectively they differ at most by two units from those, so that the functions
δαn + h
α±
n behave as r
0, r±1 or r±2 in this limit; most of the typical rln behaviour that is
dangerous for numerical calculations in high partial waves has however been taken out by
splitting off the free solutions.
For our new functions hα±n equations (6.8) yield the inhomogeneous differential equa-
tions [
d2
dr2
+ 2
(
1
r
+ κn
b′ln(zn)
bln(zn)
d
dr
)]
hα±n (r) = Vnn′
[
δαn′ + h
α±
n′ (r)
] bl
n′
(zn′)
bln(zn)
. (6.17)
They can be integrated numerically using the Nystro¨m method (Runge Kutta integra-
tion for second order differential equations [21]). Some numerical details are discussed in
Appendix C.
From these solutions the Green function defined in Eq. (6.2) is now obtained as
Gnn′(r, r
′, ν) = Θ(r − r′)fαn +(r)C−1βαfβn′
−
(r′) + Θ(r′ − r)fαn −(r)C−1αβ fβn′
+
(r′) (6.18)
where the coefficients Cαβ are related to the Wronskian of the amplitudes f
α
n
± as
Cαβ = r
2Wαβ(r) =
1
κα
δαβ . (6.19)
With these preliminaries we obtain for the trace of the Green functions at r′ = r:
G(0)nn(r, r, ν) =
∑
n
κniln(zn)kln(zn)
Gnn(r, r, ν) =
∑
α,n
καf
α
n
−(r)fαn
+(r) (6.20)
Therefore, using Eq. (6.13), the function FσK(ν) can be calculated for each system of
coupled channels (σK) as
FσK(ν) =
∫ ∞
0
dr r2
∑
α,n
κα
[
δαn
(
hα−n + h
α+
n
)
+ hα−n h
α+
n
]
ilnkln (6.21)
once the functions hα±n for that channel have been found numerically.
The total fluctuation determinant is then obtained as
ln κ =
∫ ∞
0
dν ν F (ν) (6.22)
with
F (ν) =
∞∑
K=0
(2K + 1)(FEK(ν) + FMK(ν)− FFPK(ν)) (6.23)
This expression is still formal, we have to discuss the treatment of zero and unstable
modes and of renormalization.
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7 Renormalization
As has been discussed by Carson et al. [11] renormalization requires, in the T →∞ limit
discussed here, the replacement of the Higgs vacuum expectation value by its temperature
dependent value and the subtraction of the tadpole graphs with Higgs fields as external
legs.
In order to do this we discuss first the relation of our expression for ln κ of Eqs. (6.21)–
(6.23) to a Feynman graph expansion. The function F (ν) is obtained as the trace of the
Green function of the “small fields” ai, η and the Fadeev–Popov fields in the external
potential generated by the classical fields. It has been obtained here by decomposing this
Green function first into partial waves and then summing over the individual partial wave
contributions. This Green function may also be expanded with respect to the external
potential; formally
Gij(~x, ~x
′, ν) =< ~x, i|
∞∑
n=0
[
−1
p2 +m2 + ν2
V(x)]n
1
p2 +m2 + ν2
|~x′, j > (7.1)
where bold face letters indicate operators and/or matrices. Then
F (ν) =
∫
d3xGii(~c, ~x, ν) (7.2)
and therefore the fluctuation determinant is obtained via
ln κ =
∫
dν ν F (ν)
=
∞∑
n=1
1
2n
∫
d3x < ~x, i|[ −1
p2 +m2
V(x)]n|~x, i > (7.3)
which is just the normal Feynman graph expansion of the 1–loop effective action for a 3
dimensional theory.
The tadpole contributions to F (ν) are therefore obtained as that part of the first order
contribution in the external potential that is generated by the classical Higgs field. These
terms are easily recognized in the second order Lagrangian L(2)gf presented in Eq. (3.10) as
those containing Φ2cl, Φ
†2
cl and Φ
†
cl Phicl. In the partial wave potential given explicitly in
Appendix A these terms appear in the diagonal elements and are proportional to (H20 −1).
The tadpole terms can therefore be subtracted either in the single partial waves as the
first order perturbative contribution generated be the (H20−1) terms or directly from F (ν).
For each partial wave the differential equation for the radial wave function may be
transformed into an integral equation and this integral equation can be used for a pertur-
bative expansion; this has been discussed extensively in [14]. The first order contribution
of such an expansion is obtained as
(lnκ)
(1)
σK = −
∫ ∞
0
dν ν κ2n
∫ ∞
0
dr r2
∫ ∞
0
dr′ r′
2
V˜nn(r
′)i2ln(κnr
′
<)k
2
ln(κnr
′
>) (7.4)
14
where r′< ≡ min(r, r′) and r′> ≡ max(r, r′). The tilde over the potential indicates that only
the terms proportional to (H20 − 1) are to be included.
One of the radial integrations can be performed analytically so that
(lnκ)
(1)
σK =
1
2
∫ ∞
0
dν ν
∫ ∞
0
dr r3V˜nn(r) [iln−1kln − kln+1iln ] . (7.5)
Either by summing up the partial wave contributions or by calculation of the Feynman
type graphs according to Eq. (7.1) the total tadpole contribution to F (ν) is obtained as
Ftad(ν) = −1
2
∫ ∞
0
dr r2(H20 (r)− 1)[
9
κW
+
3ξ2
2κH
+
3ξ2
2κW
] (7.6)
where κn has been defined in Eq. (6.9). The renormalized value of ln κ is therefore obtained
from
Fren(ν) = F (ν)− Ftad(ν) (7.7)
where the subtraction can be done either in the partial waves using Eq. (7.5) or in the full
amplitude using Eq. (7.6). The ν integration of Fren(ν) is now ultraviolet convergent, i.e.
the upper limit of integration Λ introduced in Eq. (6.6) which serves also as a Pauli-Villars
regulator can be sent to ∞.
8 Zero and Unstable Modes
Besides the question of renormalization we have also postponed the treatment of the zero
and unstable modes.
The zero modes should be removed from the fluctuation determinant. Equation (6.6)
shows that their contribution to (lnκ)E1 and (ln κ)M1 is in both cases −(1/2) ln(λ20 + ǫ2)
before ǫ goes to 0. Of course λ0 = 0 here and the limit does not exist. But we have to
remove just these contributions. Therefore the fluctuation determinant without the zero
modes is obtained as
ln κ = lim
ǫ→0
(
∫ ∞
ǫ
dν νFren(ν) + 6 ln(ǫ)). (8.1)
The function Fren(ν) will of course behave as 6/ν
2 due to the zero modes so that the
limit exists. It has to do so also in the numerical evaluation; this represents a good cross
check. Of course ǫ is a quantity of dimension energy and indeed removing the zero modes
makes κ a quantity of dimension (energy)6. This has to be taken into account when
comparing results if different length and energy units are used. We have used units of
M−1W for the radial variable; our unit for the eigenvalues of the second order differential
operators ∆ is therefore M2W ,their eigenfrequencies and therefore also the variables ν and
ǫ are therefore in units MW .
The unstable mode is not to be removed but, according to the general theory [6, 7] to
be replaced by its absolute value. If its eigenvalue is denoted by λ2− = −ω2− < 0 then it
leads to a pole in F (ν) at ν2 = ω2− > 0 and therefore in the region of integration of Eq.
(6.22). It would contribute a term −(1/2) ln(−ω2−) and the minus sign in the logarithm
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should be removed. This can be done simply by evaluating the integral as a principal value
integral.
Since doing singular principal value integrals numerically is a delicate operation we
have subtracted the pole from the integrand and done its integration analytically. We have
used the identity
(ln κ) = P
∫ ∞
0
dν ν F (ν)
=
∫ ∞
0
dν ν
[
Fren(ν)− 1
ν2 − ω2−
+
1
ν2 + σ2
]
− ln(ω−/σ). (8.2)
The third term in the parenthesis was added in order not to spoil the ultraviolet convergence
of the integral. Since (8.2) is an identity the value of σ is in principle arbitrary. We have
chosen σ = 1 in units of MW for convenience.
For easier notation have treated the removal of the zero modes and of the unstable
mode singularity separately. It is of course understood that both prescriptions Eqs. (8.1)
and (8.2) are applied simultaneously.
9 Results
We have now discussed the principles of our numerical procedure for calculating the fluc-
tuation determinant. Before presenting the results we will discuss some specific details of
our numerical evaluation.
The first step was the Runge–Kutta integration of the partial wave differential equations
(6.17) in each channel and the numerical integration of the exact trace as presented in Eqs.
(6.21)–(6.23). The numerical details are discussed in Appendix C.
In order to obtain the function F (ν) we had to sum over all partial waves K within the
various sectors σ and then to perform the summation over σ. In order to have a check on
the K summation we have considered the asymptotic behaviour at large K of the terms in
this sum. For this purpose it is sufficient to consider the perturbative contribution of first
order in the potentials Vij, higher order contributions will decrease faster. The first order
contributions to the sum in Eq (6.23) have the form
(2K + 1)F
(1)
σK = (2K + 1)
∫ ∞
0
dr
r3
2
Vnn(r) [iln−1kln − kln+1iln ] . (9.1)
Using the uniform asymptotic expansion of the Bessel functions at large K [17] one finds
that this expression behaves as K−2 asymptotically. This determines then the convergence
behaviour of the K summation. It has been checked numerically to a good accuracy. Since
we know the leading behaviour, we can extrapolate the terms to arbitrary valus of K. We
have done so by fitting the last five calculated values with a power behaviour
(2K + 1)F
(1)
σK ≃
C2
(2K + 1)2
+
C3
(2K + 1)3
(9.2)
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To the sum extended to some value Kmax
F (Kmax, ν) =
Kmax∑
K=1
∑
σ
(2K + 1)FσK (9.3)
we have then added the sum from (Kmax + 1) to ∞ using the fit (9.2). Fig. 3 shows
the partial sums as well as the sums completed using the extrapolated values. One sees
that the complete sum becomes independent of Kmax already at moderate values of this
variable. This shows that the extrapolation procedure is reliable.
The function F (ν) is displayed in Fig. 4 for ν = 1. The pole contribution of the unstable
mode is already subtracted here according to Eq. (8.2). The dashed line shows the full
function F (ν), the dash–dotted line the tadpole contribution. Note that this contribution
is determined analytically in absolute normalization. So the fact that both curves approach
each other as ν → ∞ checks also the absolute normalization of the unsubtracted F (ν).
The full line shows Fren(ν) together with the asymptotic estimates at small and large ν
(dotted lines). The behaviour at small ν is normalized absolutely; it is determined by the
zero modes to be 6/ν2.
The ν integration was performed numerically up to νmax ≃ 2.5, then an asymptotic
part was added to the integral by extrapolating Fren as Ci/κ
3
i +Di/κ
5
i . The results for ln κ
are given in Table 1 for various values of ξ = MH/MW in the scale MW . They are plotted
in Fig. 5 together with previous results and estimates in the scale gv, i.e. after subtracting
6 ln 2 from the values of Table 1. Our calculation stops at MH/MW = 2 for a technical
reason: Above this value the leading asymptotic behaviour exp(−κHr) of the fluctuation
h1 of the Higgs field becomes dominated – through a cross term in the potential – by a
gauge field contribution which behaves as exp(−(MW + κW )r). So for MH > 2MW the
boundary conditions for this function have to be modified. If the Higgs mass should turn
out to be larger than this value we would have to deal with this complication.
We think that the main uncertainty of our results comes from the extrapolation of
Fren(ν) to ν = ∞. We estimate the error of this asymptotic contribution to be around
10% yielding an typical error of 0.3 for ln κ and we think that this is a conservative estimate.
Our results differ considerably from the ones of CLMW [11]. There is one point which
could lead to a difference on physical grounds: we have used a different gauge in the classical
sphaleron ansatz (see below Eq. (2.17)). While the sphaleron transition rate must be gauge
invariant, a difference in the classical configuration could modify the zero mode prefactors
and then require also a compensating change in the fluctuation determinant 5. However
– as mentioned above – the prefactors agree and therefore should also the fluctuation
determinants.
The methods used by CLMW and by us differ also considerably. Since we work with
the Euclidean Green function, we have no difficulties with the fact that the spectrum of
the various fluctuation operators is continuous (except for zero and unstable modes and a
few further bound states). The Schwinger proper time method as used by CLMW requires
a discrete spectrum which has to be created artificially by introducing a space boundary
5We thank L. McLerran for pointing this out to us.
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(a kind of “bag”) of radius R. The calculation requires then a limit R→∞. This limiting
procedure is absent in our method. This makes the algorithm much faster. Furthermore
the method contains more internal consistency checks. Of course this does not necessarily
imply that our results are the correct ones but at present we have not found any reason to
doubt them. We hope that the discrepancy can be settled in the near future, possibly by
another calculation.
Comparing to the DPY approximation we find that our results come, at MH > MW ,
much closer to this approximation than the ones of CLMW; they show a different trend for
small Higgs masses, however. The validity of the DPY approximation has been discussed
by Carson [12] for a one–dimensional sphaleron where the exact fluctuation determinant
is known analytically. He finds only fair agreement between the exact results and the
approximation. Furthermore (see [22]) it is not obvious in which way the convergence of
gradient expansions (and the DPY approximation falls under this category) in 1 + 1 and
3 + 1 dimensions can be compared.
In conclusion we have presented here a new set of fluctuation equations for the the
electroweak sphaleron at ΘW = 0. We have used it to evaluate the fluctuation determinant.
We obtain the result that the quantum corrections lead to an enhancement of the sphaleron
transition with respect to the estimate obtained from the classical saddle point solution.
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A The Partial Wave Fluctuation Equations
The equations of motion have been obtained as follows: the Ansatz for the fluctuation
amplitudes was inserted into the second order fluctuation Lagrangean which itself had been
obtained using REDUCE from the general gauge-fixed Lagrangean. A second REDUCE
step used the various algebraic properties of the operators I and J given in [20] in order
to obtain a Lagrangean quadratic in the amplitudes tα, sα, pα and h. The Lagrangean
before gauge fixing had already be obtained in [13]. Checking its gauge invariance and the
presence of all zero modes presents a good test on its correctness.
The equations of motion obtained in this way are – for K > 1 – given by
r2t′′1 + 2rt
′
1 − r2t¨1
= t1(r
2H20 + 2f
2
A +K2 + 2)− 2t2fAK2 + 2t3(2rf ′A − 2fA −K2)
− 2t6K2(rf ′A − fA − 1)− 2t9K2(rf ′A − fA + 1) + 2p1r2H ′0
r2t′′2 + 2rt
′
2 − r2t¨2
= − 2t1fA + t2(r2H20 + f 2A +K2 + 1)− 2t3(rf ′A − fA − 1)
+ 2t6(rf
′
A − fA −K2 + 1)− 2t9(rf ′A − fA + 1) + 2p2r2H ′0
r2t′′3 + 2rt
′
3 − r2t¨3
= − 2t1 − 2t2(rf ′A − fA + 1) + t3(r2H20 + 2f 2A +K2)
− t6[(3fA − 1)(fA − 1) + 2fAK2] + t9(3fA − 1)(fA − 1)
− p2rH0(fA − 1)
r2t′′6 + 2rt
′
6 − r2t¨6
= {− 2t1(rf ′A − fA + 1)− 2t2(rf ′A − fA +K2 + 1)
− t3(f 2A + 2fAK2 − 1) + t9[2K2fA(fA − 1) + (3fA − 1)(fA − 1)]
+ t6[K2(r2H20 + f 2A +K2 − 1)− (3fA − 1)(fA − 1)]
− p1rH0(fA − 1)− p2rH0(fA − 1)}/K2
r2t′′9 + 2rt
′
9 − r2t¨9
= {− 2t1(rf ′A − fA + 1)− 2t2(rf ′A − fA + 1)− t3(f 2A − 1)
+ t6[2K2fA(fA − 1)− (3fA − 1)(fA − 1)]
+ t9[K2(r2H20 + f 2A +K2 − 1) + (3fA − 1)(fA − 1)]
− p1rH0(fA − 1)− p2rH0(fA − 1)}/K2
r2p′′1 + 2rp
′
1 − r2p¨1
= {4t1r2H ′0 + 4t3rH0(fA − 1)− 2t6rH0K2(fA − 1)
− 2t9rH0K2(fA − 1)− 2p2K2(fA + 1)
+ p1[r
2ξ2(H20 − 1) + 2r2H20 + (fA + 1)2 + 2K2]}/2
r2p′′2 + 2rp
′
2 − r2p¨2
= {4t2r2H ′0 − 2t3rH0(fA − 1) + 2t6rH0(fA − 1)
− 2t9rH0(fA − 1)− 2p1(fA + 1)
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+ p2[r
2ξ2(H20 − 1) + 2r2H20 + f 2A + 2K2 − 1]}/2 (A.1)
for the magnetic sector, by
r2t′′4 + 2rt
′
4 − r2t¨4
= t4(r
2H20 + f
2
A +K2 + 1)− 2t5(rf ′A − fA + 1)
+ 2t7(rf
′
A − fA −K2 + 1) + 2t8(rf ′A − fA + 1) + 2p3r2H ′0
r2t′′5 + 2rt
′
5 − r2t¨5
= − 2t4(rf ′A − fA + 1) + t5(r2H20 + 2f 2A +K2)
− t7(3fA − 1)(fA − 1)− t8[(3fA − 1)(fA − 1) + 2fAK2]
− p3rH0(fA − 1)
r2t′′7 + 2rt
′
7 − r2t¨7
= {2t4(rf ′A − fA −K2 + 1) + t5(f 2A − 1)
+ t7[K2(r2H20 + f 2A +K2 − 1) + (3fA − 1)(fA − 1)]
− t8[2K2fA(fA − 1)− (3fA − 1)(fA − 1)]
+ p3rH0(fA − 1)− h1rH0(fA − 1)}/K2
r2t′′8 + 2rt
′
8 − r2t¨8
= {− 2t4(rf ′A − fA + 1)− t5(f 2A + 2fAK2 − 1)
− t7[2K2fA(fA − 1) + (3fA − 1)(fA − 1)]
+ t8[K2(r2H20 + f 2A +K2 − 1)− (3fA − 1)(fA − 1)]
− p3rH0(fA − 1) + h1rH0(fA − 1)}/K2
r2p′′3 + 2rp
′
3 − r2p¨3
= {4t4r2H ′0 − 2t5rH0(fA − 1) + 2t7rH0(fA − 1) + 2t8rH0(fA − 1)
+ p3[r
2ξ2(H20 − 1) + 2r2H20 + f 2A + 2K2 − 1]
+ 2h1(fA − 1)}/2
r2h′′1 + 2rh
′
1 − r2h¨1
= {− 4t5rH0(fA − 1)− 2t7rH0K2(fA − 1) + 2t8rH0K2(fA − 1)
+ 2p3K2(fA − 1) + h1[r2ξ2(3H20 − 1) + (fA − 1)2 + 2K2]}/2 (A.2)
for the electric sector and by
r2s′′1 + 2rs
′
1 − r2s¨1
= s1(r
2H20 + 2f
2
A +K2)− 2s2fAK2
r2s′′2 + 2rs
′
2 − r2s¨2
= − 2s1fA + s2(r2H20 + f 2A +K2 − 1)
r2s′′3 + 2rs
′
3 − r2s¨3
= s3(r
2H20 + f
2
A +K2 − 1) (A.3)
for the Fadeev–Popov sector.
20
As one sees these equations do not have the form of Eq. (4.7) with a symmetric potential
Vij. Such a form is however needed on order to apply the Green function formalism in a
convenient way.
The transformations that bring the equations of motion to a symmetric form have been
found by an – in fact very simple – educated guessing. They are
t1 =
K(K + 1)√
2K + 1
[√(K + 2)(K + 1)
2K + 3
T1 − K√
2K − 1T2
− K + 1√
2K + 3
T3 −
√
K(K − 1)
2K − 1 T6
]
t2 =
K√
(2K + 1)(2K + 3)
[
(K + 1)T3 −
√
(K + 1)(K + 2)T1
]
+
K + 1√
(2K − 1)(2K + 1)
[√
K(K − 1)T6 −KT2
]
t3 =
K(K + 1)√
(2K − 1)(2K + 1)
[
T2 +
√
K
K − 1T6
]
− K(K + 1)√
(2K + 1)(2K + 3)
[
T3 +
√
K + 1
K + 2
T1
]
t6 =
K + 1√
(2K + 1)(2K − 1)
[
T2 +
√
K
K − 1T6
]
+
K√
(2K + 1)(2K + 3)
[
T3 +
√
K + 1
K + 2
T1
]
t9 = T9
p1 =
K(K + 1)√
2K + 1
[√
KP2 −
√
K + 1P1
]
p2 =
√
K(K + 1)
2K + 1
[√
KP1 +
√
K + 1P2
]
(A.4)
for the magnetic amplitudes and
t4 =
1√
2K + 1
[ 1√
K + 1
T5 − 1√
K
T4
]
t5 =
1√
2K + 1
[ 1√
K − 1T8 −
1√
K + 2
T7
]
t7 =
1
K(K + 1)
√
2K + 1
[√
KT4 +
√
K + 1T5
]
t8 =
1√
2K + 1
[ 1
(K + 1)
√
K + 2
T7 +
1
K
√
K − 1T8
]
p3 =
1√
K(K + 1)
P3
h1 = H1
(A.5)
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for the electric amplitudes. For the Fadeev–Popov amplitudes the transformations are
s1 =
√
KS2 −
√
K + 1S1
s2 =
1√
K + 1
S1 − 1√
K
S2
s3 = S3.
(A.6)
The n–tuples formed by the amplitudes of the various sectors
(ΨMi ) = (T1, T2, T3, T6, T9, P1, P2)
(ΨEi ) = (T4, T5, T7, T8, P3, H1)
(ΨFPi ) = (S1, S2, S3) (A.7)
fulfill – with the mass parameters mi and the angular momenta li from table 2 – the
required fluctuation equations (4.7).
The symmetric potential of the fluctuation equations in the form (4.7) has for the
magnetic sector the elements
V M11 = (H
2
0 − 1)−
4f ′A(K + 2)
r(2K + 3)
+
fA − 1
r2(2K + 3)
[
4K2 + 3(fA + 5)K + 7fA + 15
]
V M22 = (H
2
0 − 1) +
4f ′A(K − 1)
r(2K − 1)
− fA − 1
r2K(4K2 − 1
[
8K4 − 6(fA − 1)K3 + (5fA − 7)K2 − 4K − 3fA + 1
]
V M33 = (H
2
0 − 1) +
4f ′A(K + 2)
r(2K + 3)
+
fA − 1
r2(2K + 3)(2K + 1)(K + 1)
×
[
8K4 + 2(3fA + 13)K
3 + 23(fA + 1)K
2 + 4(7fA + 1)K + 8fA
]
V M44 = (H
2
0 − 1)−
4f ′A(K − 1)
r(2K − 1)
− fA − 1
r2(2K − 1)
[
4K2 − (3fA + 7)K + 4(fA + 1)
]
V M55 = (H
2
0 − 1) +
fA − 1
r2K(K + 1)
[(fA + 1)K(K + 1) + 3fA − 1]
V M66 =
1
2
(2 + ξ2)(H20 − 1) +
fA − 1
2r2
(2K + fA + 3)
V M77 =
1
2
(2 + ξ2)(H20 − 1)−
fA − 1
2r2
(2K − fA − 1)
V M12 = −
√
(K + 1)(K + 2)(2K − 1)
2K + 3
(fA − 1)2
r2(2K + 1)
22
V M13 = −
√
K + 2
K + 1
{
2f ′A
r(2K + 3)
− fA − 1
r2(2K + 3)(2K + 1)
[4(fA + 1)K + fA + 3]
}
V M14 = 0
V M15 = −
√
K + 2
(2K + 1)(2K + 3)(K + 1)
×
{
2f ′AK
r
− fA − 1
r2
[2(fA + 1)K − fA + 1]
}
V M16 = −
√
K + 2
2K + 3
1
r
[2rH ′0 − (fA − 1)H0]
V M17 = 0
V M23 =
1√
(2K + 3)(2K − 1)
2(fA − 1)2
r2(2K + 1)
V M24 =
√
K − 1
K
{
2f ′A
r(2K − 1) −
fA − 1
r2(4K2 − 1) [4(fA + 1)K + 3fA + 1]
}
V M25 =
1√
4K2 − 1
{
2f ′A(K + 1)
rK
+
fA − 1
r2K
[
2(fA − 1)K2 + (fA − 3)K − 3fA + 1
]}
V M26 = 0
V M27 = −
1√
K(2K − 1)
1
r
[2rH ′0K + (fA − 1)H0(K − 1)]
V M34 = −
√
K(K − 1)(2K + 3)
2K − 1
(fA − 1)2
r2(2K + 1)
V M35 =
1√
(2K + 1)(2K + 3)
×
{
2f ′AK
r
+
fA − 1
r2(K + 1)
[
2(fA − 1)K2 + (3fA − 1)K − 2fA + 2
] }
V M36 =
1√
(K + 1)(2K + 3)
1
r
[2rH ′0(K + 1) + (fA − 1)H0(K + 2)]
V M37 = 0
V M45 = −
√
K − 1
K(4K2 − 1)
{
2f ′A(K + 1)
r
− fA − 1
r2
[(fA + 1)K + 3fA + 1]
}
23
V M46 = 0
V M47 =
√
K − 1
2K − 1
1
r
[2rH ′0 − (fA − 1)H0]
V M56 =
K√
(K + 1)(2K + 1)
1
r
(fA − 1)H0
V M57 = −
K + 1√
K(2K + 1)
1
r
(fA − 1)H0
V M67 = 0. (A.8)
For the electric sector we obtain
V E11 = (H
2
0 − 1)−
4f ′A
r(2K + 1)
+
fA − 1
r2(2K + 1)(K + 1)
[
2(fA + 1)K
2 + (3fA + 7)K + 4fA + 4
]
V E22 = (H
2
0 − 1) +
4f ′A
r(2K + 1)
+
fA − 1
r2K(2K + 1)
[
2(fA + 1)K
2 + (fA − 3)K + 3fA − 1
]
V E33 = (H
2
0 − 1)
+
fA − 1
r2(2K + 1)(K + 1)
[
4K3 + (3fA + 11)K
2 + 9(fA + 1)K + 3fA + 3
]
V E44 = (H
2
0 − 1)−
fA − 1
r2K(2K + 1)
[
4K3 − (3fA − 1)(K2 −K − 1)
]
V E55 =
1
2
(ξ2 + 2)(H20 − 1) +
1
2r2
(f 2A − 1)
V E66 =
3
2
ξ2(H20 − 1) +
1
2r2
(fA − 1)2
V E12 = −
1√
K(K + 1)
2rf ′A− (fA − 1)(3fA + 1)
r2(2K + 1)
V E13 = −
√
K(K + 2)
2K + 1
{
2f ′A
r
+
fA − 1
r2(K + 1)
[2(fA − 1)K − fA − 1]
}
V E14 =
√
K − 1
K
1
r2(2K + 1)
{2rf ′A(K + 1)
−(fA − 1)[2(fA + 1)K + (3fA + 1)]}
V E15 = −
1√
(K + 1)(2K + 1)
1
r
[2rH ′0(K + 1)− (fA − 1)H0]
24
V E16 = −
√
K
2K + 1
1
r
(fA − 1)H0
V E23 =
√
K + 2
K + 1
1
r2(2K + 1)
{2rf ′AK − (fA − 1) [2(fA + 1)K − fA + 1]}
V E24 = −
√
K2 − 1
K(2K + 1)r2
{2rf ′AK + (fA − 1) [2(fA − 1)K + 3fA − 1]}
V E25 =
1√
K(2K + 1)
1
r
[2rH ′0K + (fA − 1)H0]
V E26 = −
√
K + 1
2K + 1
1
r
(fA − 1)H0
V E34 = −
√
(K − 1)(K + 2)
(2K + 1)r2
(fA − 1)2
V E35 =
√√√√ K(K + 2)
(K + 1)(2K + 1)
1
r
(fA − 1)H0
V E36 =
√
K + 2
2K + 1
1
r
(fA − 1)H0
V E45 = −
√√√√ K2 − 1
K(2K + 1)
1
r
(fA − 1)H0
V E46 =
√
K − 1
2K + 1
1
r
(fA − 1)H0
V E56 =
√
K(K + 1)
r2
(fA − 1) (A.9)
and finally for the Fadeev–Popov sector
V FP11 = (H
2
0 − 1) +
fA − 1
(2K + 1)r2
[
4K2 + (3fA + 7)K + 2fA + 2
]
V FP22 = (H
2
0 − 1)−
fA − 1
(2K + 1)r2
[
4K2 − (3fA − 1)K − fA − 1
]
V FP33 = (H
2
0 − 1) +
1
r2
(f 2A − 1)
V FP12 = −
√
K(K + 1)
(2K + 1)r2
(fA − 1)2
V FP13 = 0
V FP23 = 0. (A.10)
We have again used REDUCE to obtain these potentials from the equations of motion
for the transformed amplitudes.
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In the case K = 0 the I– and J–operators act on the constant spherical harmonic Y00.
Therefore only the operators I1, I3, I5 and J1 contribute to the fluctuation Lagrangean.
We can account for this by setting – in the Lagrangean – the amplitudes t2, t4, t6, t7, t8,
t9, p2, p3, s2 and s3 equal to zero. For the remaining amplitudes t1, t3, t5, p1, h1 and s1
one obtains then the Euler–Lagrange–equations
r2t′′1 + 2rt
′
1 − r2t¨1
= t1(r
2H20 + 2f
2
A + 2) + 4t3(rf
′
A − fA) + 2p1r2H ′0
r2t′′3 + 2rt
′
3 − r2t¨3
= 2t1(rf
′
A − fA) + t3(r2H20 + 3f 2A − 1) + p1rH0(fA − 1)
r2t′′5 + 2rt
′
5 − r2t¨5
= t5(r
2H20 + 3f
2
A − 1)− h1rH0(fA − 1)
r2p′′1 + 2rp
′
1 − r2p¨1
= {4t1r2H ′0 + 4t3rH0(fA − 1)
+ p1[r
2ξ2(H20 − 1) + 2r2H20 + (fA + 1)2]}/2
r2h′′1 + 2rh
′
1 − r2h¨1
= {−4t5rH0(fA − 1) + h1[r2ξ2(3H20 − 1) + (fA − 1)2]}/2
r2s′′1 + 2rs
′
1 − r2s¨1
= s1(r
2H20 + 2f
2
A). (A.11)
Changing the basis as
t1 =
√
2T3 − 2T1 t5 =
√
2T5 s1 = S1
t3 =
√
2T3 + T1 h1 = 2H1
p1 =
√
6P1
(A.12)
and introducing the n-tuples
(ηMi ) = (T1, T3, P1), (η
E
i ) = (T5, H1) and η
FP = S1 (A.13)
for the fields the differential equations take the required form of Eq. 4.7. The masses mi
and angular momenta li are shown in table 3.
The potentials in the three sectors are
V M11 = (H
2
0 − 1)−
1
3r2
[8rf ′A − (fA − 1)(7fA + 15)]
V M22 = (H
2
0 − 1) +
8
3r2
[rf ′A + (fA − 1)fA]
V M33 =
1
2
(ξ2 + 2)(H20 − 1) +
1
2r2
(fA − 1)(fA + 3)
V M12 = −
√
2
3r2
[2rf ′A − (fA − 1)(fA + 3)]
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V M13 =
√
2
3
1
r
[(fA − 1)H0 − 2rH ′0]
V M23 =
2√
3r
[(fA − 1)H0 + rH ′0]
V E11 = (H
2
0 − 1) +
3
r2
(f 2A − 1)
V E22 =
3
2
ξ2(H20 − 1) +
1
2r2
(fA − 1)2
V E12 = −
√
2
r
(fA − 1)H0
V FP = (H20 − 1) +
2
r2
(f 2A − 1). (A.14)
Another exceptional case arises for K = 1. Here the J– and I–operators act on the
spherical harmonics Y1M ∝ xˆ. The action of I3 becomes equal up to a sign to the one of I6
and similarly the one of I5 to the one of I8 (see Eq. (4.3)). Therefore a linear combination
of the amplitudes t3 and t6 and of t5 and t8 respectively can be chosen to vanish. We have
taken the choice
t6 = 0 and t8 = 0. (A.15)
For the remaining 14 amplitudes we find
r2t′′1 + 2rt
′
1 − r2t¨1
= t1(r
2H20 + 2f
2
A + 4)− 4t2fA + 4t3(rf ′A − fA − 1)
− 4t9(rf ′A − fA + 1)− 2p1r2H ′0
r2t′′2 + 2rt
′
2 − r2t¨2
= −2t1fA + t2(r2H20 + f 2A + 3)− 2t3(rf ′A − fA − 1)
− 2t9(rf ′A − fA + 1) + 2p2r2H ′0
r2t′′3 + 2rt
′
3 − r2t¨3
= {2t1(rf ′A − fA − 1)− 2t2(rf ′A − fA − 1)
+ t3(2r
2H20 + 5f
2
A + 4fA + 3)− t9(f 2A − 1) + p1rH0(fA − 1)
− p2rH0(fA − 1)}/2
r2t′′9 + 2rt
′
9 − r2t¨9
= {−2t1(rf ′A − fA + 1)− 2t2(rf ′A − fA + 1)− t3(f 2A − 1)
+ t9(2r
2H20 + 5f
2
A − 4fA + 3)− p1rH0(fA − 1)
− p2rH0(fA − 1)}/2
r2p′′1 + 2rp
′
1 − r2p¨1
= {4t1r2H ′0 + 4t3rH0(fA − 1)− 4t9rH0(fA − 1)
+ p1[r
2ξ2(H20 − 1) + 2r2H20 + f 2A + 2fA + 5]− 4p2(fA + 1)}/2
r2p′′2 + 2rp
′
2 − r2p¨2
= {2t2r2H ′0 − 2t3rH0(fA − 1)− 2t9rH0(fA − 1)− 2p1(fA + 1)
+ p2[r
2ξ2(H20 − 1) + 2r2H20 + f 2A + 3]}/2 (A.16)
for the magnetic sector,
r2t′′4 + 2rt
′
4 − r2t¨4
= t4(r
2H20 + f
2
A + 3)− 2t5(rf ′A − fA + 1) + 2t7(rf ′A − fA − 1)
+ 2p3r
2H ′0
r2t′′5 + 2rt
′
5 − r2t¨5
= {−2t4(rf ′A − fA + 1) + t5(2r2H20 + 5f 2A + 4fA + 3)
+ t7(f
2
A − 1)− p3rH0(fA − 1)− h1rH0(fA − 1)}/2
r2t′′7 + 2rt
′
7 − r2t¨7
= {2t4(rf ′A − fA − 1) + t5(f 2A − 1) + t7(2r2H20 + 5f 2A − 4fA + 3)
+ p3rH0(fA − 1)− h1rH0(fA − 1)}/2
r2p′′3 + 2rp
′
3 − r2p¨3
= {4t4r2H ′0 − 2t5rH0(fA − 1) + 2t7rH0(fA − 1)
+ p3[r
2ξ2(H20 − 1) + 2r2H20 + f 2A + 3] + 2h1(fA − 1)}/2
r2h′′1 + 2rh
′
1 − r2h¨1
= {−4t5rH0(fA − 1)− 4t7rH0(fA − 1) + 4p3(fA − 1)
+ h1[r
2ξ2(3H20 − 1) + f 2A − 2fA + 5]}/2 (A.17)
for the electric sector and
r2s′′1 + 2rs
′
1 − r2s¨1
= s1(r
2H20 + 2f
2
A + 2)− 4s2fA
r2s′′2 + 2rs
′
2 − r2s¨2
= −2s1fA + s2(r2H20 + f 2A + 1)
r2s′′3 + 2rs
′
3 − r2s¨3
= s3(r
2H20 + f
2
A + 1) (A.18)
for the Fadeev–Popov sector. The amplitudes are transformed as
t1 =
2√
5
(
2T1 +
√
5T2 +
√
6T3
)
t4 =
1√
3
(√
2T5 − 2T4
)
s1 = S2 −
√
2S1
t2 =
1√
5
(√
6T3 + 2
√
5T2 − 2T1
)
t5 = T7 s2 = S2 +
1√
2
S1
t3 =
1√
5
(√
6T3 + 3T1
)
t7 =
1√
3
(
T4 +
√
2T5
)
s3 = S3
t9 =
√
3T9 p3 =
√
2P3
p1 = 2
(
P2 −
√
2P1
)
h1 = 2H1
p2 = 2P2 +
√
2P1
(A.19)
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in order to get a symmetric potential and asymptotic decoupling. With the n-tuples
(ηMi ) = (T1, T2, T3, T9, P1, P2)
(ηEi ) = (T4, T5, T7, P3, H1)
(ηFPi ) = (S1, S2, S3) (A.20)
the fluctuation equations take the form of Eq. (4.7). The masses mi and angular momenta
li are given in table 4.
The elements of the symmetric potential are given by
V M11 = (H
2
0 − 1) +
12f ′A
5r
+
(fA − 1)(65fA + 61)
30r2
V M22 = (H
2
0 − 1) +
4(fA − 1)2
3r2
V M33 = (H
2
0 − 1)−
12f ′A
5r
+
(fA − 1)(10fA + 34)
5r2
V M44 = (H
2
0 − 1) +
(fA − 1)(5fA + 1)
2r2
V M55 =
1
2
(2 + ξ2)(H20 − 1) +
(fA − 1)(fA + 5)
2r2
V M66 =
1
2
(2 + ξ2)(H20 − 1) +
(fA − 1)2
2r2
V M12 =
2(fA − 1)2
3
√
5r2
V M13 =
1
5
√
6r2
[(fA − 1)(5fA + 7)− 6rf ′A]
V M14 = −
1
2
√
15r2
[(fA − 1)(3fA − 1) + 4rf ′A]
V M15 = −
1√
10r
[3(fA − 1)H0 + 4rH ′0]
V M16 = 0
V M23 = −
√
2
15
(fA − 1)2
r2
V M24 =
4√
3r2
[(fA − 1)− rf ′A]
V M25 = 0
V M26 = 2H
′
0
V M34 = −
1√
10r2
[(fA − 1)(fA + 3)− 2rf ′A]
V M35 = −
√
3
5
1
r
[(fA − 1)H0 − 2rH ′0]
29
V M36 = 0
V M45 =
1√
6r
(fA − 1)H0
V M46 = −
2√
3r
(fA − 1)H0
V M56 = 0 (A.21)
for the magnetic sector, by
V E11 = (H
2
0 − 1)−
4f ′A
3r
+
(fA − 1)(9fA + 13)
6r2
V E22 = (H
2
0 − 1) +
4f ′A
3r
+
(fA − 1)(6fA − 2)
3r2
V E33 = (H
2
0 − 1) +
(fA − 1)(5fA + 9)
2r2
V E44 =
1
2
(2 + ξ2)(H20 − 1) +
(fA − 1)(fA + 1)
2r2
V E55 =
3
2
ξ2(H20 − 1) +
(fA − 1)2
2r2
V E12 = −
1
3
√
2r2
[2rf ′A − (fA − 1)(3fA + 1)]
V E13 =
1
2
√
3r2
[4rf ′A + (fA − 1)(fA − 3)]
V E14 = −
1√
6r
[4rH ′0 − (fA − 1)H0]
V E15 = −
1√
3r
(fA − 1)H0
V E23 = −
1√
6r2
[2rf ′A − (fA − 1)(fA + 3)]
V E24 =
1√
3r
[2rH ′0 + (fA − 1)H0]
V E25 = −
√
2
3
1
r
(fA − 1)H0
V E34 = −
1√
2r
(fA − 1)H0
V E35 = −
1
r
(fA − 1)H0
V E45 =
√
2
r2
(fA − 1) (A.22)
for the electric sector and by
V FP11 = (H
2
0 − 1) +
(fA − 1)(5fA + 13)
3r2
30
V FP22 = (H
2
0 − 1) +
4(fA − 1)2
3r2
V FP33 = (H
2
0 − 1) +
(fA − 1)(fA + 1)
r2
V FP12 = −
√
2
3r2
(fA − 1)2
V FP13 = 0
V FP23 = 0 (A.23)
for the Fadeev–Popov amplitudes.
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B Zero Mode Prefactors
The prefactors Ntr and Nrot are determined [6] by the normalization of the translation and
rotation zero modes. We have included factors 1/2π which otherwise would appear with
the prefactor T−3. We have then (cf. [4])
Ntr = N3tr
NrotVrot = 8π2N3rot (B.1)
where the normalization factors N are given by
1
2π
∫
d3xψtr,rotn ψ
tr,rot
n . (B.2)
The ψn are the zero mode wave functions, the different field components are assumed to
have canonical normalization (i.e. appearing as 1
2
∂µψ
†
n∂
µψn for each real component in the
Lagrangean density). The rotation and translation modes have been determined explicitly
in [13] for the sphaleron solution in the form (2.17). The zero mode amplitudes were found
to be
t4 = −fA − 1
r2
t5 =
fA + 1
r2
− f
′
A
2r
t7 =
−f ′A
2r
h1 = H
′
0 (B.3)
for the translation mode and
t9 =
fA − 1
r
(B.4)
for the rotation mode.
For proper normalization (which was irrelevant in [13]) all these contributions have to
be multiplied by
√
4π/3 which comes from the different normalization of the Y1M and the
xˆM used in that calculation. Also the translation mode amplitudes have to be multiplied
by MW if they are generated by the ordinary gradient, i.e. the derivatives w. r. t. x¯µ. We
will include these additional factors at the end (see Eqs. (B.11) and (B.12)).
In this form the modes are not normalizable and do not satisfy the background gauge
condition (3.7). The general form of the infinitesimal gauge transformations (which also ap-
plies for finite ones since we have expanded the fields linearly around the classical solution)
has also been given in [13]. For the K = 1 channel it reads:
δt1 = g
′
1
δt2 = g
′
2
32
δt3 =
g1 + g2
r
− (fA − 1)
2r
(g1 + 3g2)
δt4 = g
′
3
δt5 = −3
2
fA − 1
r
g3
δt7 =
g3
r
+
fA − 1
2r
g3
δt9 = −fA − 1
2r
(g1 + g2)
δp1 = H0g1/2
δp2 = H0g2/2
δp3 = H0g3/2
δh1 = H
′
0. (B.5)
The background gauge conditions read in terms of the partial wave amplitudes
rt′1 + 2t1 = 2(fA + 1)t3 − 2(fA − 1)t9 + 2rH0p1
rt′2 + 2t2 = −(fA + 1)t3 − (fA − 1)t9 + 2rH0p2
rt′4 + 2t4 = −(fA − 1)t5 + (fA + 1)t7 + 2rH0p3. (B.6)
Inserting the amplitudes and gauge functions leads to three differential equations for
the gauge functions
g′′1 +
2
r
g′1 =
[
H20 +
2(f 2A + 1)
r2
]
g1 − 4fA
r2
g2 − 2(fA − 1)
2
r2
g′′2 +
2
r
g′2 =
[
H20 +
f 2A + 1
r2
]
g2 − 2fA
r2
g1 − (fA − 1)
2
r2
g′′3 +
2
r
g′3 =
[
H20 +
f 2A + 1
r2
]
g3 − (fA − 1)
2
r3
(B.7)
which have to be solved with boundary conditions that ensure the normalizability of the
zero modes. The solution for g3 can be found explicitly:
g3 =
1− fA
r
(B.8)
so that the translation mode becomes
t4 = −f
′
A
r
t5 =
f 2A − 1
2r2
− f
′
A
2r
t7 = −f
2
A − 1
2r2
− f
′
A
2r
p3 = −fA − 1)H0
2r
h1 = H
′
0. (B.9)
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The gauge transformed rotation mode becomes
t1 = g
′
1
t2 = g
′
2
t3 =
g1 − g2
r
+
fA − 1
2r
(g1 − g2)
t9 = −fA − 1
2r
(g1 + g2) +
fA − 1
r
p1 =
1
2
H0g1
p2 =
1
2
H0g2. (B.10)
We have not been able, however, to solve the equations for the gauge functions g1 and g2
analytically. The normalization integrals N tr,rot are obtained by inserting these amplitudes
into the general expression amplitudes as
N2 =
1
2π
4π
3
1
MW g2
∫ ∞
0
dr r2[t21+2(t
2
2+t
2
4)+4(t
2
3+t
2
5+t
2
7+t
2
9)+4(h
2
1+p
2
1+2(p
2
2+p
2
3))]. (B.11)
Here the first factor in front of the integral is a factor “borrowed” from the factors
√
2πT
which arise for each extracted zero mode and which we have included here as it was done in
[4]. The factor 4π/3 has been explained above. Finally the factors in front of the different
amplitudes come additionally from the normalization of the tensors used in the expansion.
Explicitly we obtain
N2tr =
8MW
3g2
∫ ∞
0
dr
[
f ′A
2
+
(f 2A − 1)2
2r2
+ r2H ′0
2
+
1
2
H20 (fA − 1)2
]
N2rot =
4
3MW g2
∫ ∞
0
dr r2

12g′12 + g′22 + 2
[
g1 − g2
r
+
fA − 1
2r
(g1 − g2)
]2
+2
[
fA − 1
r
− fA − 1
2r
(g1 + g2)
]2
+
1
2
H20g
2
1 +H
2
0g
2
2

 . (B.12)
The expression obtained for the translation mode can be shown to be
N2tr = Ecl/2π (B.13)
as expected from a general virial theorem. The rotation mode normalization should be
related, by a similar virial theorem, to the moment of inertia of the sphaleron. We have
evaluated the normalization integrals numerically; we find after taking into account factors
2±3/2 due to the different scalesMW and gv used in the two publications – the same results
as [9] within the numerical accuracy, though we have used a different gauge for the classical
solution. Note that the scale factors cancel in the product NrotNtrans.
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C Determination of the Amplitudes hαn
±
In this Appendix we will discuss briefly the numerical evaluation of the functions hαn
±, i.e.
the solutions of the differential equations (6.17).
The numerical integration of the differential equations (6.17) is started, for hαn
+, at
some sufficiently high r = rmax with the initial condition h
α+
n (rmax) = 0.
Starting the functions hαn
− at r = 0 is by far more difficult: the behaviour of these
functions as r → 0 has to be determined analytically. This means that all the functions
that enter the differential equations (6.17), i.e. the Bessel functions and their derivatives,
the classical profiles fA and H0 and the solutions h
α
n
− have to be expanded, for r → 0
into Taylor series. As a first step which proves to be nontrivial one has to find the leading
behaviour of the solutions, since the centrifugal barrier at r = 0 differs from the vacuum
sector one. If we write the leading behaviour as r∆ we find
∆ =


2 for the amplitude S3
1 for P2
0 for T5, T6, T8, S2
−1 for P1, P3, H1
−2 for T1, T2, T3, T4, T7, T9, S1.
(C.1)
With these parameters one obtains in each n× n sector a set of recursion relations for the
next–to–leading coefficients and a set of starting conditions for n independent solutions
labelled by α = 1, n.
This expansion which has been determined up to the second nonleading order in r2 is
used up to some suitable r = rmin at which the Nystro¨m integration is then started. The
solutions found in this way do not yet satisfy the boundary condition hα−n → 0 as r →∞.
However a set of such solutions can now be found by a simple linear transformation.
A good check on the accuracy of the numerical integration consists in checking the
constancy of the product r2W αβ(r) related to the Wronskian (see Eq. (6.16)). For
r >
{
5 · 10−3 for the amplitude S3
0.1 for all other sectors
(C.2)
this expression was found to be constant to 5 significant digits. For smaller r the numerical
integration becomes delicate for all sectors except the amplitude S3, since some of the
amplitudes become singular as r → 0. In this region we used the known leading behaviour
of the exact Green function
r2Gii(r, r, ν) ∝
{
r3 for the amplitude S3
r for all other sectors
(C.3)
with coefficients determined from the numerical results in the reliable region (C.2).
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Figure Captions
Fig. 1 The classical sphaleron energy Ecl:
The figure shows the classical sphaleron energy Ecl as a function of ξ = MH/MW in units
of MW (T )/αw.
Fig. 2 The zero–mode normalization factors:
The solid line shows the normalization factor Ntr of the translation mode and the dashed
line the normalization factor Nrot of the rotation mode as a function of ξ = MH/MW . The
units are (MW/g
2)3/2 and (MW g
2)−3/2 respectively (see Eqs.(B.12)).
Fig. 3 The convergence of the K summation:
We show the partial sums F (Kmax, ν) as defined in the text a function of Kmax for different
values of ν. The dashed lines are the values obtained by including the sum from (Kmax+1)
to ∞ using the fit of Eq. (9.2). These values are seen to become independent of Kmax
already around Kmax ≈ 10.
Fig. 4 The function F (ν) for ξ = MH/MW = 1:
The solid line shows νFren(ν), the dashed line the unrenormalized νF (ν). The pole contri-
bution of the unstable mode has been removed (see Eq. (8.2)). The dotted lines show the
expected power behaviours at small and large ν and the dash–dotted line the analytically
known tadpole contribution to νF (ν).
Fig. 5 The fluctuation determinant:
The circles are our results, the crosses those of CLMW. The full line is the estimate of
Carson and McLerran based on the DPY approximation and the dashed line a perturbative
estimate.
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Tables
ξ 0.4 0.5 0.6 0.8 1.0 1.5 2.0
ω− 1.32 1.36 1.39 1.45 1.51 1.62 1.71
ln κ 6.18 5.89 5.68 5.50 5.48 5.62 5.71
Table 1: The results for ln κ for various values of ξ = MH/MW together with the frequen-
cies ω− of the unstable mode
M mi li
1 1 K + 2
2 1 K
3 1 K
4 1 K − 2
5 1 K
6 1 K + 1
7 1 K − 1
E mi li
1 1 K + 1
2 1 K − 1
3 1 K + 1
4 1 K − 1
5 1 K
6 ξ K
FP mi li
1 1 K + 1
2 1 K − 1
3 1 K
Table 2: Masses and Angular Momenta of the Amplitudes for K > 1
M mi li
1 1 2
2 1 0
3 1 1
E mi li
1 1 1
2 ξ 0
FP mi li
1 1
Table 3: Masses and Angular Momenta of the Amplitudes for K = 0
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M mi li
1 1 1
2 1 1
3 1 3
4 1 1
5 1 2
6 1 0
E mi li
1 1 2
2 1 0
3 1 2
4 1 1
5 ξ 1
FP mi li
1 1 2
2 1 0
3 1 1
Table 4: Masses und Angular Momenta of the Amplitudes for K = 1
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