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ABSTRACT
VORTEX WAKE AND EXHAUST PLUME INTERACTION, 
INCLUDING GROUND EFFECT
Ihab G. Adam 
Old Dominion University, 1998 
Director: Dr. Osama A. Kandil
Computational modeling and studies o f the near-field wake-vortex turbulent flows, 
far-field turbulent wake-vortex/exhaust-plume interaction for subsonic and High Speed 
Civil Transport (HSCT) airplane, and wake-vortex/exhaust-plume interaction with the 
ground are carried out. The three-dimensional, compressible Reynolds-Averaged Navier- 
Stokes (RANS) equations are solved using the implicit, upwind, Roe-flux-differencing, 
fmite-volume scheme. The turbulence models of Baldwin and Lomax, one-equation 
model o f Spalart and Allmaras and two-equation shear stress transport model of M enter 
are implemented with the RANS solver for turbulent-flow modeling.
For the near-field study, computations are carried out on a fine grid for a 
rectangular wing with a NACA-0012 airfoil section and a rounded tip. The focus of study 
is the tip-vortex development, the near-wake-vortex roll-up, and validation of the results 
with the available experimental data.
For the far-field study, the computations o f wake-vortex interaction with the 
exhaust-plume of a single engine of a medium-size subsonic aircraft in a holding 
condition and two engines o f a HSCT in a cruise condition are carried out using an 
overlapping zonal method for several miles downstream. The overlapping zonal method 
has been carefully developed and investigated for accurate and efficient calculations o f
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the far-field wake-vortex flow. The results o f the subsonic flow are compared with those 
o f a Parabolized Navier-Stokes (PNS) solver known as the UNIWAKE code.
Next, the problem of wake-vortex/ground interaction is investigated. For the 
simulation o f this problem, typical velocity profiles of a tip vortex with and without the 
exhaust-plume temperature profiles are used for inflow boundary conditions and the 
computations are carried out using the overlapping zonal method for long distances 
downstream. The effects of the exhaust-plume temperature on the vortex descent, ground 
boundary-layer separation, vortex rebound and vortex decay are studied and validated 
with the available experimental data. A parametric study, which covers the effects of 
atmospheric conditions such as axial wind, crosswind, wind shear, turbulence and 
Reynolds number on vortex motion and dynamics near the ground, is also carried out.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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NOMENCLATURE
Symbol: Definition
A  In viscid Jacobian matrix
A v Viscous Jacobian matrix
a Local speed of sound
Cp Specific heat at constant pressure
Cft M odeling variable in turbulence model equations
CFL Courant-Friedrichs-Lewy number
c Sutherland constant
D  Diffusion term in turbulence equation
d  Distance to nearest wall; also, directed distance to the wall
E  Inviscid flux
Ev Viscous flux
e Total energy per unit volume
F  Function
/  Function
I  Identity matrix
J  Jacobian o f coordinate transformation
K  Coefficient o f thermal conductivity
k Turbulent kinetic energy
lmix M ixing length in turbulence model equations
M  Mach number




Q Conservative variables vector
<7 Flow-field primitive vector
q Heat flux component
q Turbulence level, equal to 2k, used in UNIWAKE code
Re Reynolds number
r The radius from the center o f the vortex
rc The vortex core radius
s Semispan o f the vortex-pair
sp Production source term in turbulence model equations
So Destruction source term in turbulence model equations
T Static temperature
t Time
um Contravariant velocities; m= 1-3
U, V, w Dimensionless velocity components used in UNIWAKE code
Hi Cartesian components of velocity; i= 1-3
-v, Cartesian coordinates; /=  1 -3
r The circulation
r0 The circulation at r »  rc
y Ratio o f  specific heats, y=  1.4
A Incremental quantity




Sij Kronecker delta function
£ Dissipation term in turbulence model equations
K Von Karman constant used in turbulence model equations
A Turbulent macroscale used in UNIWAKE solver
|1 Molecular viscosity coefficient
(It Turbulent viscosity coefficient
v Kinematic viscosity coefficient
v  Field equation variable in Spalart-Allmaras turbulence model
£,m General curvilinear coordinates
p  Density
T Shear stress tensor
Q  Magnitude of vorticity
CO Variable in turbulence model equations, CO =  e / k
V Gradient operator V0 = i m , m =  1-3
/  c' x m
9 Partial derivative
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The volume o f subsonic transport aircraft traffic has increased at an alarming rate. 
W ith this growth in air traffic, severe environmental restrictions on expansion of existing 
airports or construction o f new airports have led to more frequent flight delays and 
associated costs to the traveling public and to the air carriers. In response, an increased 
interest has been focused on maximizing the efficiency o f the available runway capacity.
On the other hand, strong wake vortices emanating from large aircraft are 
produced as a result o f  the generated lift force needed to sustain the aircraft during flight. 
These wake vortices can be hazardous to following aircraft. The trailing aircraft, under 
the influence of these wake vortices could suffer high rolling moments, loss of climb rate 
and structural damage. These vortex trails are characterized with high intensity and 
turbulence, and their kinematical and dynamical characteristics are affected by ground 
interaction, atmospheric turbulence, stratification and wind shear; among others.
The wake vortex interaction with the ground causes the two descending wing-tip 
vortices to rise again after their descent. A suitable ambient crosswind may then cause 
one vortex to remain on the flight path of the following aircraft. These vortex trails may 
persist up to several miles and for long periods o f time before they decay, and hence they 
play a major role in sequencing landing and take-off operations at busy airports.
The journal model for this dissertation is the A IAA Journal.
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Safety is currently maintained by keeping a safe-separation distance between 
aircraft to avoid hazardous vortex encounters. Unfortunately those prescribed distances 
have not been developed from a rationale based on the precise knowledge of wake vortex 
physics, and so might be over- or underestimated, depending on atmospheric conditions 
and aircraft types.
Moreover, vortices generated on one runway may be transported to the another 
parallel runway. A separation distance between the parallel runways has been defined to 
allow vortex-independent operation under all weather conditions. The justification for 
this distance has no direct basis in measurements or calculations, but is a best educated 
guess at an appropriate standard.
The adverse effects o f the engine exhaust o f both subsonic and supersonic aircraft 
on the stratosphere and troposphere during cruise and holding conditions are o f primary 
atmospheric concern. A complex flow regime develops behind these aircraft that include 
the exhaust je t plume and the wake vortices that entrain the exhaust-plumes and 
eventually break-up producing atmospheric exhaust flow. Substantial adverse effects on 
the stratosphere and troposphere are expected when the new fleet o f High Speed Civil 
Transport (HSCT) is introduced in the early years o f the next century.
Recent research efforts are currently directed at understanding the adverse 
atmospheric effects o f exhaust products from subsonic and supersonic civil transport 
aircraft. These efforts include predicting the effects of exhaust-plumes on the dynamical, 
chemical and radiative stratospheric processes.
The origins o f these hazardous effects are the wake vortex flows and the engine 
jet-exhaust-plume and its interaction with the wake vortex flows. The wake vortex flows
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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include the tip vortex development and roll-up formulation while the jet exhaust-plume 
include exhaust products, a temperature field, and their fluid mechanics. At some distance 
downstream, the wake vortex flows entrain the exhaust-plume and later on the wake 
vortex breaks up and dilutes the exhaust-plume in the stratosphere.
1.2 Motivation
As discussed in the previous section, prediction of wake vortex trajectories and 
strengths is essential for air traffic control. The presence o f specific atmospheric effects, 
such as strong crosswinds, vigorous environmental turbulence and exhaust-plumes may 
influence the initiation o f a dangerous wake vortex encounter, and hence the wake vortex 
separation standards.
Recently, research interest has also been focused on the near-field and far-field 
wake vortex interaction with the engine exhaust-plume including wake vortex break up 
for both subsonic and HSCT aircraft. Computational fluid dynamics plays a significant 
role in the prediction o f the near-field and far-field wake vortex flows.
Although an inviscid model is capable of producing the wake shape and its 
dynamics up to a certain limit, it cannot describe the wake aging including its diffusion. 
Moreover, in the ground vicinity, the inviscid theories are unable to predict the separation 
o f the ground boundary layer flow and the sequential vortex rebound.
1.3 Scope of the Study
In the present study, three-dimensional computational investigations o f the near­
field wake vortex turbulent flow and the far-field turbulent wake vortex/exhaust-plume 
interaction for a medium-size subsonic aircraft with a single engine, and of a HSCT wake 
vortex/exhaust-plumes interaction with twin engines are carried out. Also, the wake
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vortex/exhaust-plume interaction with the ground is studied in an attempt to analyze the 
effect of the plume temperature on the descent, separation and rebound of the wing-tip 
vortices. The effect o f crosswind shear and the third dimension in the axial direction on 
the solution is also investigated.
The three-dimensional, compressible, Reynolds-Averaged Navier-Stokes (RANS) 
equations are solved using the implicit, upwind Roe-flux differencing scheme. Several 
turbulence models are used to simulate the turbulence effect in the wake vortex flows, 
namely; the algebraic Baldwin and Lomax (BL) turbulence model, the one-equation 
Spalart and Allmaras (SA) model, and the two-equation k-co Shear Stress Transport (SST) 
model developed by Menter.
An overlapping zonal method is developed and used to carry out the computations 
for long distances downstream. The computed results are compared with the available 
experimental data for validation.
In Chapter II, a literature survey that covers the near-field and far-field wake 
vortex flows is presented. This chapter also shows a wide range of studies of wake vortex 
behavior in the vicinity of the ground, including the effect o f crosswind shear, ambient 
turbulence, and stratification; among others. Both experimental and computational 
(inviscid and viscous) works are reviewed where emphasis is placed on the early 
observations and understanding of the vortex descent, ground boundary layer separation 
and vortex rebound phenomena. Also, it focuses on the most recent publications in this 
area.
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Chapter HI discusses the mathematical formulation of the unsteady, compressible, 
three-dimensional Navier-Stokes equations. The three turbulence models used in the 
present work are also presented. A brief discussion of the UNIWAKE solver is given.
In Chapter IV, the computational scheme, used in FTNS3D code to solve the full 
Navier-Stokes equations, is addressed. The implicit, upwind, finite-volume. flux 
difference-splitting scheme is described. At the end of this chapter, the overlapping zonal 
method, and the boundary and initial conditions are presented.
The computational results are presented and discussed in Chapters V, VI, VII and 
VIE. In Chapter V, the near-field tip vortex results using different turbulent models are 
presented. The predictions o f the far-field turbulent wake vortex/exhaust-plume 
interaction for a medium-size subsonic aircraft tip vortex with a single engine, and a 
HSCT wake vortex with twin engines are given in Chapter VI. The medium-size subsonic 
aircraft is in a holding condition and the HSCT is in a cruise condition. In Chapters VII 
and Vin, the effect o f the plume temperature on the descent, separation and rebound of 
the wake vortex/exhaust-plume flows near the ground is addressed. The study includes 
the effects o f the third dimension in the axial direction, flow turbulence, the crosswind 
shear on the results. The computed results are validated using the available experimental 
data. Concluding remarks for the present study and suggestions for future work are 
presented in Chapter VUI.





2.1.1 Tip vortex Measurements
The literature shows several wind tunnel and flight measurements made in the 
1970s to analyze the roll-up o f a tip vortex, the wake vortex interaction, its merging and 
decay, as well as the hazardous effects o f these phenomena on trailing aircraft.
Chigier and Corsiglia1 conducted detailed measurements of velocity distributions 
in vortices generated at the tip of a square-tip mounted in a wind tunnel. This 
experimental work showed a characteristic surface-pressure suction peak near the tip, 
denoting the approximate location of the tip vortex as it developed on the top surface of 
the wing. A relatively high axial velocity in the vortex core, with the maximum value of 
140% of free-stream velocity, was recorded in the near-field. The vortex center moved 
inboard from the tip and a secondary vortex, with the same sense of rotation as the main 
tip vortex, was located over the wing upper surface between the main vortex and the wing 
tip. This secondary vortex was o f lesser strength and smaller core than those of the main 
tip vortex.
Ciffone, Orloff, and Grant2 studied the effect of flap configuration, span loading, 
angle-of-attack and downstream position on measured axial and tangential velocity 
profiles in the near wake vortices.
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Wing-tip shape and wing pitch angle effects on the surface pressure distributions, 
wing force measurements and vortex velocity signatures were investigated by Rorke and 
Moffett3.
In mid 1970s, experiments focused on the process whereby co-rotational vortices 
merge as a technique for diffusing the wake vorticity. Corsiglia4 et al. and Ciffone3 
showed that when the trailing-edge flaps of a large transport aircraft were set so as to shed 
multiple vortices per side, the vortices could merge to form a diffuse wake so that 
reduced rolling moments were imposed on a following aircraft. Rossow6-7 further found 
that a fin mounted on a wing upper surface so as to introduce an additional vortex per 
side into the wake also results in a greatly diffused wake. His scheme allows the wing 
trailing-edge flaps to be set at their usual landing position. Croom8 found that spoilers 
located near the mid-semispan of a vortex generating wing could reduce the induced 
rolling moment on a trailing model. Additional detailed experimental data, describing 
various vortex merger processes, were presented by Brandt9 et al. and Corsiglia10 et al.
Recently Rossow presented analysis and discussion of the data taken on lift­
generated wake vortices in the NASA Ames Research Center 80- by 120-foot Wind 
Tunnel11' 13 with 0.03-scale models of two subsonic transports, a B-747 and a D C-10. 
Measurements have been made at two stations located at 81 feet and 162 feet downstream 
behind the wake-generating model corresponding to one-half and one mile full-scale 
distances. A two-component hot-film anemometer probe was used to measure the 
downwash velocity distribution across the wake. A following wing mounted to a sting 
through a strain-gage balance was used and the induced lift and rolling moment on the 
wing by the wake vortex was measured. The results showed that the structure of lift­
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generated wake vortex changes with the distance behind the wake-generating models. 
Since the wind tunnel freestream flow had a turbulence level of about 0.5%, vortex 
stretching occurred causing short-duration swirl velocities that were larger than upstream 
values so that vortices appeared to intensify rather than decay. He also found that the 
measured rolling moments on following wings usually decrease with the downstream 
distance but do sometimes increase.
In 1983, Sarpkaya14 conducted the experiments with three delta wings and two 
rectangular wings in a towing tank. His findings showed that stratification, shear, 
turbulence, and instabilities from all sources with their direct or indirect consequences 
were the fundamental demise mechanisms that destroyed the coherence of a wake vortex. 
The pre-existing turbulence had a strong influence on the stability and on the gradual 
and/or catastrophic demise o f vortices1516. However, pre-existing turbulence was 
extremely difficult to quantify, particularly prior to each flight. The physics of the decay 
mechanism resulting from the interaction of the ambient turbulence with the vortex was 
inferred from the migration and lifespan of vortices in small-scale experiments conducted 
in grid-generated turbulence16'17.
I 8Panton, Oberkampf, and Soskic conducted flight measurements of very small, 
high velocity wing tip vortices with very low turbulence levels generated from a 
DeHavilland Beaver. They used instruments mounted on a sailplane towed behind the 
aircraft. Although the vortex decay was similar to others results, the magnitude o f the 
tangential velocity was 2.5 larger than in other experiments. They attributed this 
discrepancy to the difference in the initial tip shape, initial turbulence levels of the vortex, 
and the ambient turbulence levels.
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In attempt to understand the roll-up process o f the separated shear-layer at the 
wingtip into a vortex in the near-field region, Zheng and Ram aprian19 measured the three 
components o f the instantaneous velocity in the roll-up region of the tip vortex from a 
rectangular wing. These data were used to obtain the distributions o f velocity, vorticity, 
circulation and turbulent intensity across the vortex at several axial locations in the flow. 
The results indicated that the shear layer from the trailing edge o f the wing rolled-up into 
a spiral in this region. During the roll-up process, the cross-stream vorticity vector 
associated with the shear layer was rotated into a stream-wise direction augmenting the 
vorticity in that direction at the center o f the tip vortex. The vortex became nearly 
axisymmetric within about one chord distance downstream.
The roll-up o f a wing tip vortex, with an emphasis on suction side and near-wake 
turbulence measurements, was also studied by Chow, Zilliac and Bradshaw20. The 
complete mean flow-field and the complete Reynolds stress tensor were measured in the 
near-field o f a turbulent wing tip vortex produced by a rectangular half-wing model with 
a round tip mounted in a low-speed wind tunnel. The large axial velocity, up to 1.77 
times the free-stream velocity, recorded in the vortex core was caused by the favorable 
axial pressure gradient resulting from the development o f  the crossflow velocities with 
the chord-wise distance. This high core axial velocity, relative to other measurements, 
was attributed to the high incidence o f the wind-tunnel model, the relatively high 
Reynolds number, and the smoothness of the tip geometry. The flow was found to be 
turbulent in the near-field, and the turbulence decayed with the streamwise distance 
because of the stabilizing effect o f the nearly solid body rotation of the vortex-core mean 
flow.
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Jacob and Savas21 studied the interaction of the flap and tip vortices generated 
from a lifting rectangular circular arc airfoil in a towing tank and a wind tunnel. At low 
Reynolds numbers, the vortices decayed before they had interacted. For the longer flap- 
spans, the descent distance o f the vortices was shorter due to the relatively faster, merging 
between the flap and tip vortices.
Examining data from Boeing-747 vortex alleviation flight tests conducted in the 
1970s and for other aircraft in the early 1990s, Hallock and Burnham22 studied the vortex 
decay mechanism. In contrary to that predicted by classical theory and observed at low 
Reynolds numbers in wind tunnels and for small aircraft, they reported that the core 
grows in size and the maximum tangential velocity decreases while the total circulation 
remains constant. For full-sized jet transport aircraft, they also showed that the vortex 
core often remains stable while the outer portion of the vortex decays due to turbulence, 
thereby reducing the total circulation.
Sarpkaya" presented velocities, circulation and decay histories o f a number of 
trailing vortices generated by large aircraft during field tests. He suggested that the vortex 
core cannot be considered as a benign solid body in rotation due to intermittent exchange 
o f mass, momentum, and vorticity across the core boundary. This exchange affects the 
decay of the trailing vortices. This process may be enhanced by mutual straining, 
rotational damping and restructuring of turbulence, atmospheric turbulence surrounding 
the vortex, axial velocity, oppositely-signed vorticity interaction, stratification effects, 
wind shear and ground effects.
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2.1.2 Ground Effect Measurements
In airport flight measurements conducted by Dee and Nicholas24, wake vortex 
rebound was first reported. They showed tolerable agreement with the paths predicted by 
simple two-dimensional potential theory for a pair of concentrated vortices above an 
infinite plane, which follow curves in the cross flow plane, of the form;
1/y2 +  1/z2 = constant (2.1)
Examining these flight data, Harvey and Perry25 emphasized that in many tests the 
vortices departed from this two-dimensional theoretical path by rising again after having 
descended close to the ground. In attempt to explain this phenomenon, they conducted an 
experiment on a half-span rectangular wing in a low-speed wind tunnel. The main 
objective of this experiment was to determine the cause of the vortex rebound.
Harvey and Perry presented the following scenario for the rebound phenomenon: 
the vortex induces a crossflow on the ground with an attendant suction peak beneath the 
core. Consequently, the boundary layer resulting from this crossflow has to negotiate an 
adverse pressure gradient once it has passed under the vortex. When the vortex is 
sufficiently near the ground, the pressure gradient is strong enough for separation to 
occur. A bubble, containing vorticity of opposite sense to the main vortex forms and 
rapidly grows until it detaches from the ground as a secondary vortex fed by a vortex 
sheet from the separation point. They concluded that the secondary vortex remains 
outboard of the main one and induces an upward velocity causing both vortices to rise as 
seen in the flight tests. Baker and Crow26 also observed the vortex separation and rebound 
for both free and solid surfaces.
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To investigate the influences of a ground plane on vortex trajectories and velocity 
profiles within lift-generated wakes, Ciffone and Pedley27 measured the characteristics of 
wakes generated by towing B-747 and D C -10-30 models under water in a ship model 
basin at simulated full-scale distances of 19-116 m above the ground. The models were 
tests in their landing configurations with and without flight spoilers deployed. The 
separation and rebound phenomena when interacting with the ground were confirmed. 
Although the ground plane caused modifications in the vortex trajectory, it did not alter 
vortex interactions or merging patterns in these multiple-wake vortices. Some distortions 
in vortex vertical (tangential) velocity profiles were recorded as a result o f vortex lateral 
motions and vortex interactions with the viscous boundary layer on the ground plane. 
However, maximum tangential velocities remained unchanged. Decreasing the height 
between model and ground plane caused the vortices to descend more slowly and to move 
closer to the ground plane before moving laterally outboard.
Liu, Hwang and Smsky" confirmed the scenario inferred by Harvey and Perry 
where the secondary vortex is due to unsteady separation o f boundary layer in which the 
flow has to negotiate an adverse pressure gradient created by impingement o f the primary 
vortex. They used two different methods to generate the wake vortices; a towed NACA- 
0012 wing and a slotted-jet vortex generator. The separation and rebound phenomena 
were observed for both free and rigid surfaces. The vortex trajectories and separation 
were similar for both surfaces. The inadequate two-dimensional inviscid solution was 
modified by adding a secondary vortex to recreate the rebound phenomenon.
Recently, using the Doppler LIDAR technique, Kopp29 presented several field 
data measurements o f wake vortices emanating from large variety of landing aircraft such
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as B-747 and B-757. He used this data to study the vortex transport, subjected to 
crosswind between closely spaced parallel runways in the area of ground influence. In his 
conclusion, Kopp emphasized on the importance of monitoring the aircraft exhaust-plume 
in the vicinity of airports.
Burnham and Hallock30 presented additional field data collected using in situ 
sensors located below the final approach path. Temperature, headwind, crosswind, and 
vertical wind were measured. These measurements showed that the crosswind profile 
under a wake vortex in ground effect had a very thin boundary layer, much thinner than 
that o f the ambient wind. Also, the edge of the vortex recirculation region showed a sharp 
increase in turbulence and a significant jump in temperature, even under moderate 
turbulence conditions where one would not expect a stratified atmosphere. Burnham and 
Hallock attributed this temperature jum p to the entrained engine exhaust.
Using the same test facilities, Hallock, Sigona and Burnham31 presented and 
analyzed flight data o f vortex behavior under conditions o f low ambient turbulence. They 
measured the probability for vortex stalling caused by crosswind. A suitable ambient 
crosswind velocity could lead to vortex stalling near an extended runway centerline. It 
might cause one vortex to remain on the flight path of the following aircraft.
Donnelly, Vlachos, and Telionis32 used flow visualizations and Laser Doppler 
Velocimetry (LDV) measurements to study the effect o f flap pitching rate on the vortex 
trajectory and the developm ent o f the secondary vorticity due to boundary layer 
separation at a solid boundary.
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2.2 Inviscid Analysis
Donaldson, Snedeker and Sullivan33 used the Betz assumptions of conservation of 
wake vorticity and moments o f vorticity to develop a method for calculation of the initial 
inviscid form of rolled-up wake vortices behind a wing having an arbitrary lift 
distribution. To some extent, they showed a reasonable agreement between the computed 
and measured tangential velocity profiles.
Based on the method of matched asymptotic analysis, Liu, Tavantzis, and Ting34 
studied the motion and decay of vortex filaments submerged in a background potential 
flow. The effect of axial velocity in the vortex core was also included.
Liu and Ting35 studied the interaction and decay of trailing vortices in a crosswind 
shear flow near the ground. They combined the method o f matched asymptotic analyses 
for the decay of the vortical spots and the Euler solution for the unsteady rotational flow. 
Although some viscous core effects could be included in the leading terms of their 
asymptotic expansion, there was no ground boundary layer and the method could not be 
extended to include direct viscous interaction between the vortex and the ground.
Brashears, Logan, and Hallock36 focused on an explanation for the phenomenon 
of vortex tilting, which they observed in field studies. Their approach is to study the 
streamlines arising from the combination of crosswind shear and a vortex pair and the 
movement of the stagnation points. The trend of the upper stagnation point o f the two 
stagnation points in the flow-field, caused by the interaction between the crosswind shear 
and the vortex pair, was at a higher altitude for large shears.
Although an inviscid model cannot describe the wake aging including its 
diffusion, it is still capable o f predicting the wake shape and its dynamics up to a certain
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limit. But near the ground and due to the boundary layer generated by the wake vortices, 
the inviscid theories are unable to predict the separation of the ground boundary layer 
flow and the vortex rebound.
Saffman37 proved that the framework of an inviscid theory cannot explain the 
vortex rebound phenomenon by means of finite core size and that the velocity o f the 
vortices towards the wall cannot change sign. He showed that a symmetrical vortex pair 
consisting o f equal and opposite vortices approaching a plane o f wall at right angles must 
approach the wall monotonically in the absence of viscous effects.
2.3 Viscous Models
Strong vortices trailing behind aircraft are necessary to generate the lift needed to 
sustain the aircraft in flight. On the other hand, these vortices cause serious loss of control 
for small and medium-sized follower aircraft. They also impose constraints on defining 
the minimum safe separation distances between the commercial aircraft during terminal 
flight which is an important element limiting the airport capacity. Therefore, prediction o f 
wake vortex trajectories and strengths is especially important for effective airport flight 
control.
Prediction of the vortex motion and decay requires viscous models that include 
turbulent effects along with atmospheric wind and temperature distributions. The 
literature shows some viscous models of trailing vortices used to investigate viscous 
interactions with the ground including the effect of background turbulence, wind shear 
and stratification. Most o f these studies used two dimensional, incompressible flow 
models, which did not include the exhaust-plume effect.
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Peace and Riley38 predicted the separation and rebound phenomena for both no­
slip and stress-free boundaries by solving the unsteady, incompressible, two-dimensional 
Navier-Stokes equations numerically. The Reynolds numbers in these studies were very 
low, compared with those reported in experiments, at which the strength of the vortex is 
quickly diffused. They agreed with Saffman that the rebound phenomenon is caused by 
viscous effects, regardless of whether o r not the boundary conditions were no-slip or 
zero-shear.
In similar numerical simulations, Orlandi39 found that in case o f free-slip 
boundaries the vortex rebound phenomenon diminished with Reynolds number increase.
Bilanin, Teske, and Hirsh40 presented a numerical study o f a two-dimensional 
trailing vortex pair descending in neutral atmospheric background. The background 
turbulence, the crosswind shear and the ground effect were considered. They concluded 
that the rate of decay of a vortex pair increases with increasing background dissipation 
rate; the crosswind shear disperses the vortex whose vorticity is opposite to the shear; and 
the vortex pair separates and interacts viscously with the ground, thereby reducing its 
strength more rapidly.
It is well known that the three-dimensional sinusoidal instability called Crow 
instability plays a key role in the aircraft vortex decay. The first analytical study o f the 
sinusoidal instability in a pair of counter-rotating vortex tubes shed from the wing tips of 
an airplane was carried out by Crow41. Kornev and Reichert42 extended the Crow stability 
theory analytically and numerically to study the three-dimensional trailing vortex 
instability near the ground.
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Greene43 developed an approximate model for predicting the influence of 
atmospheric effects on wake motion and decay away from the ground. The effects of 
density stratification, turbulence, and Reynolds number are combined in a single model so 
that the relative importance of different parameters can be estimated. The results showed 
a good agreement with the experimental data. For typical levels o f turbulence, he found 
that the wake decay resulted from the Crow instability except under strong stratified 
conditions.
Coijon and Poinsot44 introduced som e modifications to the Greene’s model to 
take into account the effects o f ground and crosswind. They used direct numerical 
simulations to validate their modifications.
In a similar philosophy to that o f Greene, Kantha45 presented a simple empirical 
model for the transport and decay of aircraft trailing wake vortices between parallel 
runways near the ground in a turbulent atmosphere. The model accounted for the effects 
o f both ambient turbulence and crosswind on the vortex decay and transport. The results 
were not compared with the experimental data for validation.
Turbulence strongly affects the rotation o f a swirling flow, which in turn, affects 
the structure of this flow. For accurate and non-dissipative numerical techniques, proper 
treatment of turbulence modeling is necessary. In other wards, the success of the 
numerical simulation of trailing vortices is strongly dependent on progress in turbulence 
modeling.
Direct Numerical Simulation (DNS) o f three-dimensional wake vortex flows are 
limited to low Reynolds numbers, and thus may not give an accurate representation of 
atmospheric wake-vortices. The Large Eddy Simulation (LES) approach allows the direct
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numerical simulation of all turbulence scales that are resolvable by the grid and depends 
only on closure models for the subgrid scales. Reynolds-Averaged Navier-Stokes (RANS) 
simulations are usually based on closure approximations derived from ordinary boundary 
layer shear flows.
In numerical studies o f aircraft wake vortices, different types of turbulence 
modeling techniques have been used. They are two-dimensional laminar or DNS46"49, 
three-dimensional DNS50, two-dimensional RANS51'53, three-dimensional RANS34'60, 
and three-dimensional LES61'70.
Robins and Delisi46 used a numerical model, developed originally for use in 
gravity wave-critical level studies, to investigate the effect of the coexisting vertical shear 
and stratification on the evolution o f a vortex pair away from the ground. The Boussinesq 
approximation (density variations in the momentum equations are neglected except where 
they give rise to buoyancy forces) was applied. They showed that the Richardson number 
(the ratio between the stratification forces to the shear forces) is an important parameter 
in the evolution. The vortices evolved symmetrically, when the Richardson number was 
sufficiently small (the shear forces dominated the evolution). The vortex with the 
rotational sense opposite to that of the mean shear decayed, while the vortex with the 
same rotational sense as the shear survived.
Two-dimensional, time-dependent, incompressible Navier-Stokes equations 
expressed in terms of a steam function-vorticity form were solved numerically by Robins 
and Delisi47 to study the effect of crosswind on the wake vortex interaction with the 
ground. The code permitted the specification of arbitrary atmospheric stability and wind 
profiles. A mixed no-slip/free-slip boundary condition has been invoked to model the
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interaction o f the vortices with the ground. They showed that even after evolution times 
and cross-runway transport distances on the order of 3 min and 500 m, trailing vortices 
generated by a B-767 class or larger aircraft close to the ground in a crosswind can carry 
sufficient average circulation to be a potential hazard to a DC-9 or smaller aircraft 
operating near the ground and downwind from the large aircraft. If the crosswinds were 
just strong enough to prevent one of the trailing vortices from traversing, then the 
potential hazard would be to aircraft operating on the same runway.
Zheng and Ash49 developed a laminar, two-dimensional vorticity-stream function 
numerical model to study the influence o f stratification and crosswind on aircraft vortex 
behavior and decay near the ground. The wake vortex pair was initialized using aircraft 
weight, wing span, flight speed, and altitude to prescribe a pair o f vortices o f a given 
strength and location. The Boussinesq approximations were used to incorporate 
temperature and density effects in the equations of motion. The Reynolds number was 
found to be o f more influence on the vortex decay rate than either stratification or 
crosswind and the complexity of both the vortex system and the primary vortex 
trajectories increased with increasing Reynolds numbers.
In order to study the effect of turbulent crosswinds. Ash, Zheng, and Greene31 
used a Reynolds stress transport turbulent model. Later on, Zheng52 used a second-order 
closure model to study the effects o f atmospheric turbulence on the behavior of aircraft 
vortices near the ground. He concluded that atmospheric turbulence levels have a more 
significant influence on vortex histories than on their transport behavior.
In order to investigate the effect o f the significant streamline curvature and the 
instantaneous rotation on the trailing-vortices turbulent flow, Shur, Strelets, and Travin53
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performed a detailed numerical study of trailing-vortex pairs in ground effect with 
crosswind. They used two-dimensional RANS with the implementation o f a modification 
of the Spalart-Allmaras one-equation eddy viscosity transport model (SA model) 
suggested recently by Spalart and Shur to account for the rotation/curvature effects33 
(SARC model). The results were compared with the corresponding predictions based on 
the original SA model and on the two-equation k-co Shear-Stress Transport model of 
M enter (SST model). They concluded that the rotation/curvature correction, proposed for 
the SA model, reduced the diffusion of the vorticity. On the other, a major part o f the 
vortex, especially, the altitude of rebound was curiously insensitive to turbulence models. 
Unfortunately, no experimental data validation was presented.
Kandil and Adam54 and Adam and Kandil55 studied the effects of the exhaust- 
plume temperature field on the three-dimensional wake vortex flow near the ground. 
Kandil et al.36-37 used RANS with several turbulence models to investigate the tip vortex 
and wake flows and their interaction with the temperature field o f an exhaust-plume of a 
medium-size subsonic aircraft and two engines of a HSCT. These studies34'57 are included 
in the present work and will be discussed in more details in the subsequent chapters.
Kandil et al.58 and Wong et al.59 used the RANS to compute and analyze wake 
vortex flows of isolated and interacting wings. The emphasis o f this work was to study 
the effects o f the near-wake vortex flow on a small follower wing for two cases of flow 
interference. The flux limiter in the flow solver was turned on and off to study its 
numerical diffusive effect. The solution obtained with the full Navier-Stokes equations 
without a flux limiter gave the least numerically diffused tip vortex core in comparison 
with those solutions for which a flux limiter was used. The multidisciplinary interaction
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of the aerodynamics and rigid-body dynamics between a single tip vortex and a trailing 
wing was also computationally investigated by the same authors60.
A continuing trend for increased air travel, combined with severe environmental 
restrictions on expansion of existing airports or new airport construction, has led to more 
frequent flight delays and associated costs to the traveling public and to the air carriers. 
Hence, there has been an increased interest in maximizing the efficiency of the runway 
capability that is available. The National Aeronautics and Space Administration (NASA), 
through its Terminal Area Productivity (TAP) program is developing systems that will 
increase efficiency, yet ensure safety to the traveling public. The major goal of the TAP 
program is to provide the technology base and systems to permit the same airport capacity 
levels during instrument meteorological conditions that are presently experienced during 
visual airport operations. A major element to this program is the development o f an 
automated system called the Aircraft Vortex Spacing System64'66 (AVOSS) which will 
integrate current and predicted weather conditions, wake vortex transport and decay 
knowledge, wake vortex sensor data, and operational definitions of acceptable strengths 
for vortex encounters to produce dynamical wake vortex separation criteria between 
arriving and departing aircraft.
Two numerical modeling efforts are currently being developed as part of the TAP. 
A non-hydrostatic, compressible, large eddy simulation (LES) numerical model is being 
used to investigate relationships between the atmospheric state and wake vortex 
behavior67'68. This numerical model will be used to provide useful relationships between 
weather and vortex behavior. Together with field data studies, this model will contribute 
to the development of simple semi-theoretical/empirical predictor algorithm69 for
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A VOSS. The second numerical model is a mesoscale weather forecast model adapted for 
providing operational forecast winds, temperature, and turbulence parameters to be used 
in the terminal area.
Proctor, Hinton, Han, Schowalter, and Lin70 presented numerical results obtained 
from a large-eddy simulation (LES) model called the Terminal Area Simulation System 
(TASS). This numerical model has been adapted for application to aircraft wake vortex 
simulations. The TASS model has a meteorological reference frame, a compressible non- 
Boussinesq equation set, sub-grid turbulence closure, and a formulation for ground 
friction. It permits the interaction o f wake vortices with environments characterized by 
crosswind shear, stratification and humidity. The results showed that crosswind profiles 
exert important and complex interactions on the trajectories of wake vortices. Nonlinear 
shear of crossflow affects the vortex descent rates and may results in vortex tilting or 
rising. The member of the vortex pair with the vorticity of same sign as the vertical 
change in the ambient along-track vorticity may be deflected upwards. They agreed with
*17Robins and Delisi that crosswind effects are more sensitive than the effects o f stable 
stratification. The stable stratification must be quite strong in order to have the same 
effect as crosswind shear. They suggested that the large wide-body jetliners might be 
more susceptible to the stratification effect than small and medium range jet aircraft. They 
showed that the addition of background, resolved-scale turbulence had only m inor effects 
on two-dimensional vortex transport and expected significant sensitivity to background, 
resolved-scale turbulence in three-dimensional simulations with unstable atmospheres.
In order to validate the two-dimensional TASS wake vortex simulations, Proctor68 
compared the numerical results with measured field data from the 1990 Idaho Falls and
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the 1994-1995 Memphis field experiments for a range of meteorological conditions and 
aircraft types. No ambient turbulence was assumed in the initial conditions. Fair 
agreement was obtained whether the generating aircraft was in landing or take-off 
configuration. The simulation results showed great sensitivity to vertical wind shear. The 
field data indicated a great decay rate once the wake vortex was one or two minutes old. 
This disagreement was attributed to the effect o f initial turbulence fields and the two- 
dimensional assumption. Also, Switzer71 presented validation tests for the three- 
dimensional TASS wake vortex simulations. Proctor72 presented a complete review for 
NA SA ’s Terminal Area Productivity (TAP) program, describing the goals and modeling 
approach, as well as achievements obtained to date.
Recent research efforts are currently directed at understanding the adverse 
atmospheric effects of exhaust products from subsonic and supersonic civil transport 
aircraft. These efforts include predicting the effects of exhaust-plume on the dynamical, 
chemical and rediative stratospheric processes. A recent NASA report on these issues is 
published under the Atmospheric Effects o f Aviation Project73 (AEAP). The 
wake/exhaust mixing affect the degree of formulation of ice crystals which can serve as 
sites for complex heterogeneous chemical reactions that can, in turn, play a key role in 
mechanisms leads to ozone depletion74.
7 fx 7SQuackenbush, Teske, and Bilanin modified the Unified aircraft wake analysis 
(UNIWAKE) code to study the predicting o f wake/exhaust mixing for subsonic and 
supersonic aircraft. The UNIW AKE code employs a three-dimensional Parabolized 
Navier-Stokes (PNS) algorithm, spatially marching in the downstream direction. This 
code will be explained in more detail in Chapter HI. Taking into account some aspects of
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density variation associated with thermal gradients within the plume/wake flows, they 
found that the density variation plays a substantial role both in determining the 
distribution o f  hot exhaust gases within the plume itself and in affecting the gross 
structure o f the plume in the late wake.
Anderson, Miake-Lye, Brown, and Kolb77 used the UNIWAKE code, coupled 
with a specially developed finite rate chemistry model, to analyze the complicated 
structure o f the engine plume and aircraft wake. The structure o f the plume was shown to 
be substantially affected by the aircraft wake. The distortion of the plume resulted in a 
flow-field very different than what an axisymmetric co-flow jet assumption would 
produce.
In the present work, computational investigations o f the far-field turbulent 
wake/exhaust je t plume interaction for a medium-size subsonic aircraft tip vortex with a 
single engine, and a HSCT wake vortex with twin engines are carried out and more 
details can be found in Chapter VI.





Two sets o f the Navier-Stokes equations are used: a compressible set and an 
incompressible set. The compressible set is solved using a computer program known as 
the FTNS3D, which is used in references54"60. This is a modified version o f the well- 
known CFL3D code. The FTNS3D code is used to produce all present studies. The 
incompressible set is solved using a computer program known as the UNIWAKE code75, 
which is used in references76'77. The UNIWAKE code is used only for comparison in 
Chapter VI.
3.2 FTNS3D Solver
In this section, the unsteady, three-dimensional, compressible, Reynolds-Averaged 
Navier-Stokes equations are presented. The one- and two-equation turbulence models are 
decoupled from the Navier-Stokes equations. Partial differential equation(s), for the 
turbulence model, are solved sequentially along with the Navier-Stokes equations at each 
time step thereafter.
3.2.1 Three-Dimensional Full Navier-Stokes Equations
The conservation form of the dimensionless, unsteady, compressible, full Navier- 
Stokes equations in terms of time-dependent, body-conformed coordinates q 1, q2 and qJ is 
given by
f ^ y u ^ p g  ; = t — 3 ,3 .0
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where q m = £ 'n(xI,x ,,x ,,r ) (3.2)
A general, three-dimensional transformation between the Cartesian variables (x ,) and the 
generalized coordinated (£m) is implied. The variable J  represents the Jacobian of the 
transformation
In Eq. (3.1), Q is the vector o f conserved variables; density, momentum, and total energy 





The inviscid flux terms are
p u m
p u lUm + d £ mp
(3.5)
(e +  p ) U m ~ ~ ^ ~ P
The contravariant velocities are given by
(3.6)
9 £ m
where —2—  is the grid speed. 
dt
The viscous and heat-conduction flux terms are
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0
d kg (u „^kn ~ *ik )
; m = l - 3 .  ik = l — 3, /i =  l — 3 (3.7)
The three momentum elements o f Eq. (3.6) are given by
; 7 =  1 - 3  (3.8)
The heat flux element of Eq. (3.6) is given by
+
M ^ f i  1 ^ f»i da~
Re (7 - l ) P r  d 4 n
In the right side o f Eq. (3.1), which represents the gravitational force term, g is 
the gravitational acceleration and the density variation due to temperature A p  is given by 
A p = p - p o o .  If the temperature changes are very small, the density changes due to 
temperature effects are also very small and the gravitational force term is very small in 
comparison with other terms and can be neglected.
The above equations have been non-dimensionalized using the freestream values. 
The reference parameters are L  (wing semi-span), a„ (freestream speed o f  sound), U  a„, 
p„ (freestream density), T„ (freestream temperature), and (freestream molecular 
viscosity) for the length, velocity, time, density, temperature, and m olecular viscosity, 
respectively. The Reynolds number is defined as Re = p„ U„ L /p**,, and the Prandtl 
number Pr is set equal to 0.72. The pressure, /?, is non-dimensionalized by poo(a»)2, and is
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related to the total energy per unit volume, e, and density, p, through the ideal gas 
equation
In the above equations, the indicial notation is used for convenience. The repeated 
subscripts or superscripts j , k  and n are summation indices and the subscript or superscript 
m  is a free index. The range of j ,  k, n and m  is 1-3, and <2* is d/dxk.
In Eqs. (3.1-3.10), un is the Cartesian velocity component, Um is the contravariant 
velocity component, Tm is the Cartesian component of the shear stress tensor for a 
Newtonian fluid satisfying Stokes hypothesis, qk is the Cartesian component o f the heat 
flux vector, a is the local speed of sound and is the freestream Mach number.
3.2.2 Turbulence Models
3.2.2.1 Introduction
Following Wilcox78, Reynolds time averaging can be used with the Navier-Stokes 
equations to account for stationary turbulent fluctuations. A stationary turbulence flow is 
defined as a turbulent flow that, on the average, does not vary with time. The time 
average for any flow variable is defined in terms of its instantaneous value as
P
P = ( / - 1 )  e - — {unuH) (3.10)
v
where y is the ratio of specific heats and is assumed to be constant (y = 1.4).
The viscosity, p , is calculated from the Sutherland’s law
, C = 0.4317 (3.11)
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t+Time
f  (.r) =  lim Time- Time
J f  (x , t)dt (3.12)
The tilde over a variable indicates a time-averaged quantity.







( Y - 1)
f  ~ — \
I L  + Mj-
Pr Prr
9 (5 ) :
dx.
(3 .16)
P = ( y - 1)
_ l _ _ e — u u lj  I ! (3 .17)
(3 .18)
The total shear-stress terms x,s is composed of a laminar and a turbulent component as
T, =(Ty)L+(r;,V (3 .19)
f  *\~ [ duj 2 duk
dx, a.r, 3 dxt
(3 .20)
( T , ) t = P t
'  a», a«y 2  agt 5
dx- a.r, 3 a.r, "\
(3 .21)
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For all eddy-viscosity models in FTNS3D, the previous approximation for the turbulent 
stress is used.
For eddy-viscosity models, the non-dimensionalized. laminar Navier-Stokes 
equations written in generalized coordinates, Eqs. (3.1-3.10), are transformed to the 
Reynolds-Averaged, turbulent Navier-Stokes equations by replacing the coefficient of 
molecular viscosity, |i, and the coefficient o f thermal conductivity, k, with
where {ie is the effective viscosity, Ke is the effective thermal conductivity, {It is the 
turbulent viscosity, Pr is the laminar Prandtl number (Pr=0.72), Prr is the turbulent 
Prandtl number (Prr =0.9) and Cp is the specific heat under constant pressure.
FTNS3D has several turbulence model capabilities. In the present work, the
by Menter83 are used to study the tip vortex and wake flows, the interaction between the 
tip vortex and the temperature field of an exhaust-plume, and the wake vortex interaction 
with the ground, including the crosswind effect. The following subsections provide a 
brief discussion for these turbulence model equations.
{it ={l + {iT ={i ( l  + HT /{l) (3.22)
(3.23)
o n
algebraic Baldwin and Lomax (BL) turbulence model (zero-equation model), the one- 
equation Spalart and Allmaras (SA) model81, and the two-equation (kco) model developed




The simplest o f  all turbulence models are known as algebraic models and 
sometimes called zero-equation models. These models use the Boussinesq eddy-viscosity 
approximation to com pute the Reynolds stress tensor as the product o f an eddy viscosity 
and the mean strain-rate tensor. For computational simplicity, the eddy viscosity is 
computed in terms of a mixing length that is analogous to the mean free path in a gas. In 
contrast to the molecular viscosity that is an intrinsic property o f the fluid, the eddy
78viscosity (and hence the mixing length) depends upon the flow (W ilcox ). Therefore, the 
eddy viscosity and the mixing length must be specified in advance. Thus, algebraic 
models are, by definition, incomplete models o f turbulence.
According to Prandtl’s empirical mixing-length hypothesis, the eddy viscosity, /It, 
may be expressed, for one-dimensional flow, in terms of the mixing length, lmLX, as
dU
Hr =PK (3.24)dy
For flow near a solid boundary, turbulence behaves differently than for free shear flows. 
Hence a different prescription for the mixing length must be used. Prandtl originally 
postulated that for flows near solid boundaries the mixing length is proportional to the 
distance from the surface. This postulate is consistent with the well-known law of the 
wall, which has been observed for a wide range o f  wall-bounded flows.
The turbulent boundary layer may be divided into three distinct regions; the 
viscous sub-layer, the log layer and the defect layer. By definition, the log layer, 
sometimes referred to as the “fully turbulent wall layer,” is the portion of the boundary
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layer sufficiently close to the surface such that initial term can be neglected, yet 
sufficiently distant that the viscous stress in negligible compared to the Reynolds stress. 
The law of the wall holds in the log layer. The viscous sub-layer is the region between the 
surface and the log layer. The defect layer lies between the log layer and the edge of the 
boundary layer.
From a mathematician’s point o f view, there are only two layers, the viscous sub­
layer or inner layer and the defect layer or the outer layer. The log layer is considered to 
be the asymptotic limit of the inner and outer layers.
Several algebraic turbulence models, in use today, are based on the mixing-Iength
concept. These recent models, such as Smith and Cebeci model79, and Baldwin and
80Lomax model , are two-layer models where the eddy viscosity, /It, is given by separate 
expressions for each layer (inner and outer layer).
3.2.2.2.2 Baldwin and Lomax Model
The Baldwin and Lomax model80 (BL) was formulated for use in computations 
where boundary layer properties are difficult to determine such as separated flows. The 
eddy viscosity, /It, is given by separate expressions for inner and outer regions as
where ym is the smallest value of y for which /in exceeds /It0. marching away from the 
wall. The value of the inner and outer eddy viscosity, in the non-dimensional form, are 
computed as follows:
/iT = / i T, , v < v ,  
H r  =  / I t  , y  >  y,  ,
(3 .25 )
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Inner layer
Vt =  p  i L & M.
(3.26)
where the mixing length, and the magnitude of the vorticity, £2, are given by
(3.27)
0 =  2
du, j










= m in(ymax ; Cwkujlf /  )
F( y )  = - L . n
(3.30)
(3.31)
is the maximum value of F(y) that occurs in a profile and ymax is the value of y  at 
which F(y) achieves its maximum value. Also, the function F/cub is K lebanoffs 
intermittency function and is given by
^K ith  ( y ' y  m u t  C Kit b ) — 1 +  5.5
y max I C-Kltb
(3.32)
Udif is the maximum value of u for boundary layers. For the shear layers, udif  is the 
difference between the maximum velocity in the layer and the value o f u at y = .vmax-
“uv = U w  L  - f c L  (3-33)
Closure Coefficients
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kt = 0.41, a  = 0.0168, A,; = 26
C, = 1 .6 , C ,,. =0.3 ,
(3.34)
Equation (3.34) implies this model has six closure coefficients. They are actually only 
five. The coefficient Ccp appears only in Eq. (3.29) where it is multiplied by a , so aCcp 
can be treated as a single constant.
The primary difference between the Baldwin-Lomax and Cebeci-Smith models is 
in the outer layer, where Baldwin-Lomax model avoids the need to locate the boundary 
layer edge by establishing the outer-layer length scale in terms of the vorticity in the layer.
3.2.2.3 One- and Two-Equation Turbulence Models
3.2.2.3.1 Introduction
The one- and two-equation turbulence models are based upon the equation for the 
turbulence kinetic energy which, in the dimensional form, is given by
_ d k  dk dfi.   9




where a* is a closure coefficient and k  is the specific turbulence kinetic energy, or simply, 
turbulence kinetic energy (per unit mass) and can be defined as
1
k = - { u ' u') (3.36)
where u'  is the fluctuation velocity, and the bar means time average. Also, the Reynolds 
(turbulence) stress tensor, r,„ and the eddy viscosity, (It. can be written in terms of the 
turbulence kinetic energy, k, density, p , and a turbulence length scale, /, as
f „ = ~P  (“ ,«,) = ~ 2 p  k
p t = c p  r #
(3.37)
(3.38)
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where C is a constant. The quantity £ is the dissipation per unit mass and is defined by the
following correlation





The various terms appearing in Eq. (3.35) represent physical processes occurring 
in turbulent flow. The “unsteady” term and the “convection” term, on the left-hand side, 
is the Eulerian derivative of k  that gives the rate of change o f k  following a fluid particle. 
The first term on the right-hand side is the “production” and represents the rate at which 
kinetic energy is transferred from the mean flow to the turbulence. The second term is the 
“dissipation” or “destruction” which is the rate at which turbulence kinetic energy is 
converted to thermal internal energy, equal to the mean rate at which work is done by the 
fluctuating part of the strain rate against the fluctuating viscous stresses. The last term 
represents the “diffusion” of turbulence energy caused by the fluid’s natural molecular 
and turbulent transport processes.
All of the one- and two-equation model field-equations can be written in a general 
form similar to the turbulent kinetic energy equation (3.35)
—  (0 ) + Uj ——  (0 ) — S p + S D + D 
dt d x .
(3.40)
where Sp is a “production” source term(s), So is a “dissipation” source term(s), and D
represents diffusion terms of the form
dx
< > ! * -
d x ,
. In the FTNS3D, the Sp terms are
treated explicitly, while the So terms are linearized and treated implicitly. This is 
Spalart’s “third strategy”81.
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The one- and two-equation models both retain the Boussinesq eddy-viscosity 
approximation, but differ in one important respect. One-equation models are incomplete 
as they relate the turbulence length scale to some typical flow dimension. By contrast, 
two-equation models provide an additional equation for the turbulent length scale or its 
equivalent and are thus complete.
Also, all of the one- and two-equation models are based on incompressible 
turbulence equations. No compressibility corrections have been added. Hence, for
problems where the turbulent Mach number, M T = V2& l a 2 , is high, these turbulence 
models may not be applicable. For the present cases, subsonic through low supersonic 
aerodynamic applications, the incompressible forms of the turbulence models are 
generally expected to be valid.
All o f the field-equation models are solved uncoupled from the Navier-Stokes 
equations. All o f the models are solved in essentially the same fashion. In the following 
two subsections, the one-equation Spalart and Allmaras Model81 and the two-equation
0-5
M enter's &-£0 SST model are discussed.
3.2.2.3.2 Spalart and Allmaras One-Equation Model
One-equation models have been formulated in such a way that they are based on 
something other than the turbulence energy equation, but the equation involves terms 
similar to those appearing in the turbulence kinetic energy equation. For example, the 
Baldwin-Barth model82 postulated a phenomenological single transport field equation for
o t
the turbulent Reynolds number, while the Spalart-Allmaras model solves a single field 
equation for a variable related to the eddy viscosity through
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p T = p v T = p v f ^  (3.41)
The Spalart-Allmaras model can be expressed in the dimensionless form as follows:
Eddy viscosity equation






Re <J dx j
(u +  d  +  c ^  )t})
- \  9u












X = ~  
v
2 i  2K cl
/h  = g
1 + c l 1/6
r = V







where f v>, / is, / Vi, and f Xi are damping functions, and / ^ , / ^ . a n d S  terms are different
from Spalart’s original version81. They are intended as a smooth fix to prevent 5 from 
going negative. The nearest distance to the closest wall, “d ", is the “minimum distance
function”. The model includes ten closure coefficients
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=0.1355
C.. = 0 .3
C  = 0 .622 C, = 7 .1  C, = 5 .0  cr = -
Q , = 2.0 C, = 1 .2  C, =0 .5 k: = 0.41
^  _ C hi (1 + Q J  
1C +  <7
(3.44)
The model Eq. (3.42) can be written in the general form, Eq. (3.40), as follows:
(p = v  (3.45a)




_ a 2u i a
D = ------—— — v  ——r  +
Re cr a.r;2 Re <7 d x /





3.2.2.3.3 Menter’s /r-co SST Two-Equation Model
The starting point for virtually all two-equation models is the Boussinesq 
approximation, Eq. (3.21), and the turbulence kinetic energy equation in the form of Eq. 
(3.35). There is no unique way to determine the dissipation, e, or equivalently, the 
turbulence length scale, I.
78Kolmogorov proposed the first two-equation model o f turbulence . He pointed 
out that a second transport equation is needed. He chose the turbulence kinetic energy as 
one of his turbulence parameters and modeled the differential equation governing its 
behavior. His second parameter was the dissipation per unit turbulence kinetic energy, CD. 
also known as specific dissipation rate. This quantity has dimensions o f (tim e)'1. Based
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on dimensional analysis, the eddy viscosity, turbulent length scale and dissipation can be 
determined from
p  k -Ik
p T ~ - — , / -------- , e ~ co k
co co
(3.46)
Several other choices of the second variable in the two-equation models have been 
used. Chou78 proposed modeling the exact equation of e. The eddy viscosity and
turbulence length scale can be expressed in terms of k and e as
Pt ~
p k 2 .3/2
/ - (3.46)
78Rotta suggested a transport equation for the turbulence length scale, /. The eddy 
viscosity and the dissipation are given by




The form of the equation for co has changed as the k-co model has evolved with the
78time . Wilcox and Alber, Saffman and Wilcox, Wilcox and Traci, W ilcox and Rubesin, 
Wilcox, Speziale, Abid and Anderson, and Menter have pursued further development and 
application of the k-co, during the past five decades, to remove some o f Kolmogorov’s 
model flaws. All model developers subsequent to Kolmogorov have added a production 
term.
For the M enter’s k-co model83, the dimensionless equations are:
Turbulence kinetic energy
dt ‘ dx Re
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Specific dissipation rate
dco dco I n
a T + “ ' a r  =  p  "
M  „ \  
Re
- P o ) 2










• 0 )  d x  , d x , Re
Eddy viscosity
p T = mm p k a \P k
(  Re j
CO q f 2 A/_V ” 7J
(3.50)
The production terms are approximated by




e = ft '  cok 1 = (3.52)
co
The closure coefficients, A’s, are calculated from A = F,A, + (l -  F, )A, , where A, and Xz 







a -̂ ~  0.856
r , - £ - K~
/3,=0.075 p2=0.0S2S fO=0.41
The function F  is given by
F, = tanh( F*)
F i = tanh( n  )
0 ,
7 i ~
c„  o - ^ T c ;




T  =  m i n [ m a x ( r i . r 3 ) , r 2 ]  
FI = m ax (2 ri,f i)
(3.54a)
(3.54b)
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500v _  4 p a zk r -  rk
d zQ { Re J Z d !(CD “  C„01d I  R e  J
CDk_m =  m ax
2cr, dk dco 




The ^-equation. Eq. (3.48), can be written in the general form of Eq. (3.40) as follows
<p = k
1 ^ - ( M «  'S p — fiT Q.
P , R e













Also, the <5>equation, Eq. (3.49), can be written in the general form o f Eq. (3.40) as 
follows
<p =co








+  2 (l-F ,> T a
1 dk dco













Bilanin and Teske75 combined previous numerical techniques in a single code, known as 
the CDI-UNIWAKE code to evaluate the vortex wake intensity behind comm ercial je t­
liners. This computer code did not introduce any new physics into understanding the 
dynamics o f the evolution and decay o f  aircraft vortex wakes, rather, assem bled known 
numerical technologies in one package.
The UNIWAKE solver consists o f  four computational modules:
1. Vortex Lattice: A program to compute the lift circulation distribution on an aircraft 
wing, which is based on the given aerodynamic parameters and aircraft characteristics 
(planform shape, twist and cam ber o f wing, assumed distribution o f horseshoe 
vortices, aircraft weight and speed).
2. Betz: A program to generate the initial position, strength, and core size o f rolled-up 
trailing edge vortices (discrete vortical structure), given the lift circulation distribution 
and sectional profile drag characteristics.
3. Wake: A program to merge and decay these vortices downstream, and com pute their 
interaction with the engine jet exhaust temperature and chemical products.
4. Pinch: A program to follow the inviscid line vortex filament interaction o f these 
vortices to instability and leading to pinching and wake destruction, utilizing curved 
vortex elements.
Figure 3.1 shows a schematic for the previous four subprogram-regions com prising the 
unified vortex-wake predictive model (UNIWAKE).






















































In the following subsection, the third stage (W ake) will be discussed in details, 
other stages are beyond the scope of the present work. The details of the governing 
equations for these stages can be found in Ref. 75.
3.3.2 Wake Merging/Decay Modeling
This stage involves initializing a two-dimensional grid with the vorticity and axial 
velocity profiles developed for each vortex from the Betz methodology, adding additional 
axial velocity and temperature profiles to simulate je t engines and drag effects, and 
solving for the turbulent merging and decay that follows.
Based on a small variation assumption in the downstream direction, the second 
derivatives in the streamwise direction were neglected in the governing equations. Hence, 
the incompressible, parabolized Navier-Stokes equations were solved using a fourth-order 
compact scheme in a uniformly Cartesian system. The effects of the turbulence are 
included through the algebraic Reynolds stress turbulence model.
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Reynolds stress
where the turbulence level, q , is equal to -J(u'u') , and A is the turbulent macroscale and
is assumed constant.
These governing equations, Eqs. (3.57-3.60), have been developed by 
decomposing flow variables into a mean and a fluctuating quantity, then combining and 
averaging appropriately. The flow has been assumed to be incompressible but with small 
variations in density due to changes in temperature. Based on the Boussinesq 
approximation, only the effect o f this density variation in the gravitational body force 
term in the momentum equation was considered. Recently, some aspects o f the 
compressibility and other density-variation effects are taken into account in the latest 
version of UNIWAKE.
The Reynolds stresses appearing in Eqs. (3.57-3.60) are given by
(3.61a)
(3.61b)
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The equations o f motion was written using the stream function-vorticity variables, 





1 ... 1— q  A H------
4 Re
V 2U +  —  
4
dq dU dq dU  






- q A  +
3 Pr Re
V 2T  + -
dq d T  dq dT
v dy dy dz dz
(3.63)
Vorticity
DC _  A 
Dt ~  4
„V =f +  2 ^ + 2 * L K - 4 £ l £ V
dv dv dz dz dvdz dvdz
d 2q d 2q Y d 2y/ d 2y/ ^
d 7 ~ d 7  a ^ _  a ?
gs dT
+ v V - C  + —̂ ------





+ p t n + 4 { ^  )
■>
+ a y  ^
2 ~
A  gs dT
Dt  4 dy \ - J I 1 dvdz \ ■ > d y 2 dz2 3 T„Ui dz
0.3<?A+ —  
Re
V 2q + 0.6A +
<7 Re ; v ay j 8A
(3.65)
where the stream function, y/, is defined by
V = dy/aT W = dy/a 7 v  V  = -C (3.66)
and the vorticity £ is given by
c _ d W  dV  
Q ~  dv dz
(3.67)





The presence o f viscosity and heat transfer transforms the conservation laws of 
momentum and energy into second-order partial differential equations. Hence, for 
subsonic flow, these equations become parabolic in time and space and elliptic in space in 
the steady-state conditions. They are said to be parabolic-elliptic84. Meanwhile, the 
system is hyperbolic for supersonic flow. On the other hand, the continuity equation is a 
first-order differential equation, and hence, it is hyperbolic in space and time.
Therefore, the coupled system of Navier-Stokes equations is o f a mixed type 
depending on flow features. For unsteady compressible flow, this system is a hybrid 
system, being hyperbolic-parabolic in time and space. If the unsteady terms are dropped 
from these equations, the resulting system becomes a mixed set of hyperbolic-elliptic 
equations, which are difficult to solve because of the differences in numerics required for 
hyperbolic and elliptic type equations. As a consequence, the steady-state solution is 
obtained by considering the unsteady form of the equations and marching the solution in 
pseudo-time until convergence is achieved. This procedure is called the time-dependent 
approach.
For the present work, FTNS3D solves the conservation law form of Reynolds- 
Averaged Navier-Stokes equations. The spatial discretization involves a semi-discrete 
finite volume approach. Pseudo-time marching is used for steady-state cases. Upwind- 
biasing spatial differencing is used for the inviscid terms (convective and pressure terms),
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while the viscous and heat transfer terms are differenced using second-order-accurate 
central differencing. The resulting difference equations are solved implicitly in time with 
the use of the three-factor approximate factorization scheme. Partial differential equations 
for the turbulence model are solved sequentially at each time step thereafter.
4.2 Implicit Upwind Schemes
Physical disturbances propagate along characteristics. Central difference schemes 
do not distinguish between upstream and downstream influences, while upwind schemes 
are sensitive to the direction of propagation of disturbances. Moreover, for the central 
difference schemes, artificial dissipation must be used to damp the oscillations generated 
in the vicinity o f discontinuities.
Upwind schemes are classified as explicit and implicit schemes. The explicit 
schemes are easier to implement, and require less memory and computational time than 
those required by the implicit schemes. On the other hand, it can be shown that
85unconditional stability can only be achieved with implicit methods . This is an essential 
distinction between explicit and implicit methods, since explicit time-integration methods 
will nearly always lead to conditional stability, that is, with limitations on the maximum 
allowable time step. At.
The unconditional stability is an important advantage, particularly for steady-state 
problems, solved by a time-dependent approach. In this case, the interest lies in allowing 
the largest possible time steps in order to reach the steady state in the lowest possible 
number of iterations. Since, in this case, the time accuracy of the transient is o f no 
importance; implicit methods are very well adapted.
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On the other hand, for time-dependent problems, time-step limitations have to be 
introduced for reasons o f accuracy, and the additional computational cost of implicit 
methods is not always justified. Also, since the governing equations are non-linear, time- 
step restrictions appear in implicit formulations because of the generation of non-linear 
instabilities.
4.3 Finite-Volume Formulation
The integral form of the Navier-Stokes equations is the basis for all finite volume 
formulations. For any arbitrary control volume, V, enclosed by the surface, S, the 
governing equations, Eqs. (3.1), in curvilinear coordinates are integrated over the 
computational domain (£ ', £2, q3)
(4.1)
where
cN = d $ ' d Z 1d$- (4.2)




E = E e  andm m (4.3c)
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and n is the outward unit vector normal to the surface S, bounding the volume V, and is 
defined as n = nmem.m rn
Equation (4.3) is the integral form of the Navier-Stokes equations. The advantage 
o f the integral form is that it remains valid everywhere in the computational domain, 
including in the presence o f discontinuities in the flow, such as shocks and contact 
surfaces, while the differential form o f the equations is valid only in smooth regions.
Equation (4.3) is applied at each cell. The flow quantities are assumed to be cell- 
averaged values, rather than point-wise values at the cell center. The cells are hexahedral 
in the physical domain. Integration o f Eq. (4.3) over control volume bounded by lines of 
constant yields conservation equations in the following form
] + s.. {£„ -  (E, )„ }= 0.0 (4.4)
k /<•/•*
where, for convenience, A £m =%”+u2 ~ Z ”-\n. =  1 0 , 1/7 represents the cell volume, and 
by virtue of the integral representation
The spatial derivatives o f the inviscid and viscous fluxes are written conservatively as a 
flux balance across a cell as, for example
S „  {£, -  (£ ,), }= {£, -  (£ ,.),} ., -  {£, - ( £ ,  ) , ( 4 . 6 )
") ' > *
where subscripts i, j, k  or (/„, ; m = l-3 ) denote the value at the cell center, while /'+1/2, /- 
l/2,y '+l/2,y '-l/2, k + 1/2, k - 1/2 or (/m±l/2) denote the values at the cell interface.
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4.4 Time Integration
Using backward Euler implicit time integration84, Eq. (4.4) can be written in the
form
) = - s . .  f c r '  -  f e  r } <4 -7“)JAt 
where
= - k  k * 1 -  f e  r }+ s r- k * '  -  r }+ s ; -k * 1 -  r  1
(4.7b)
In Eq. (4.7), the derivatives o f Q as well as Q appear at the advanced level h+1, 
thus coupling the unknowns at neighboring grid points. A local Taylor-series expansion 
o f the derivatives of the inviscid and viscous fluxes is used to obtain a linear equation that
can be solved for Q n+l.
Em'  = K  + A m( c r Tl- Q n) m  /
( £ , r  = ( £ . k + ( A ) , ( f i ' * ' - e ' )
where A  and A v are defined by
A = and (Av) = (4.9)
A linear system for Q n+1 may be written by substituting the above linearization into Eq. 
(4.9) to obtain
■ ~ ^ Q  = - k k  - ( A  l k e - S , . f e  - ( £ , ) . }  (4.10a)
[ / + m s . .  k  -  (A,, x ,  Haq = - m s . ,  { e ; -  (e„ )r }= - m  r Iq -  ) (4. iob)
where /  is the identity matrix, and R represents the total residual.
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4.5 Factorization Method
When the implicit schemes are applied to multi-dimensional problems the 
resulting implicit matrix system is no longer tridiagonal, as it occurs for three-point 
discretizations on one-dimensional equations. So, direct solution of Eq. (4.10b) requires 
the solution o f a large banded block matrix at each iteration, which is very expensive. 
Therefore, the approximate factorization method adapted from the Beam and Warming
Qi:
scheme is used to reduce the multidimensional problem into a sequence o f one­
dimensional inversions, by splitting the left-hand size o f Eq. (4.10b) into a sequence of
simpler operators. The left-hand side of Eq. (4.10b) can be approximately factored as 
follows,
[/ +  JAtS._, { v  -  (a . X 11/ + JAt5-; ^  31/ + JA tSc> {a ; -  ( a  X 1 a Q
’ r -  / - C i  V  x (4-U)
= -  JAt5r  \e :  -  (£„ Xm }= - J A t  r {q  -)
The above factorization has introduced additional terms that represent errors with 
respect to the original scheme to be solved. This can be shown by comparing Eqs. (4.10) 
and (4.11). However, these terms are higher-order terms of order (At2 and At3), and since 
the backward Euler scheme is first order in time these error terms are o f the same order as 
the truncation error and do not affect the overall accuracy o f the scheme.
The factorized scheme is then solved in three one-dimensional steps,
[/ + JAtS,, f a  ~{A ,X  1 (AS ) ” = -  JA tS„  - ( £ ,  I }= - J A t  r Iq - )
[/ + - ( X X ’J f A e )  = (A Q )  (4.12)
[/ + JAtS. , {*; -  (A, X I  (a q J  = (A Q )
f  / /
where the superscripts ( ) and ( ) denote intermediate values,
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/ /
A fo ) = f e )  - f e ) 1 
A ( e ) '= ( e ) " - ( f i ) r
(4.13)
Equation (4.12) is solved in three steps in and directions. Each step requires the
solution o f a block tri- or penta-diagonal set o f equations depending on the spatial 
accuracy o f the left-hand side operator.
For the steady-state flow problems, pseudo-time is used. This means that the time 
level n becomes the iteration number, and the solution continues until the residual, R, 
reaches a specified small value. The convergence rate is accelerated using a local time 
stepping procedure in which each cell is advanced in time by its own time step, according 
to stability considerations at that point. The time step advanced locally in each cell is 
related to the given Courant-Friedrichs-Lewy (CFL) number87 by
U, is the contravariant velocity defined in Eq. (3.6) in the previous chapter. The viscous 
scaling term (the last term in Eq. (4.15)) is only added when the solution includes viscous





P ,  | + « + 2|V^jCu + i iT) max , - ^ j
(4.16)
(4.15)
terms. They arise from a spectral radius scaling88. In the unsteady flow problems, a time-
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In the FTNS3D code, the convective and pressure terms are differenced using 
either the upwind flux difference-splitting technique of Roe89 or the flux vector-splitting 
technique of Van Leer90. For the present work, the flux difference-splitting technique is 
used. The MUSCL (Monotone Upstream-centered Scheme for Conservation Laws) 
approach of Van Leer91 is used to determine state-variable interpolations at the cell 
interfaces. The shear stress and heat transfer terms are centrally differenced.
The linearization and discretization o f the inviscid flux vectors on the left-hand 
side o f Eq. (4.12) will be discussed in the next section. Also, the treatment of the viscous 
terms will be presented in the following section.
4.6 Inviscid-Fluxes Spatial Discretization
4.6.1 Introduction
The spatial derivatives of the convective and pressure terms are written 
conservatively as a flux balance across a cell. For example, consider the spatial operator
in the 1 direction operating on the inviscid-flux vector £ ,. The difference equation can
be written as
(<5„e J .= ( £ ,) ,4  - ( £ , ) . !  (4.17)i 2 2
In the previous equation, the i index denotes a cell-center location and /±1 
corresponds to a cell-interface location. The indices j ,  k and n were dropped for 
convenience. The interface flux is determined from a state-variable interpolation and a 
locally one-dimensional flux model. For Flux-Vector Splitting (FVS), Eq. (4.14) is split 
into forward and backward-moving parts as
( $ „ £ ; ) + $ ; , £ - ) =[e ; ( q l ) + e ; { Q r )\ - [ e ; { q l ) + e ; { Q r )\ , (4.18)
*9 I  ' i  *9 t  t + —  t -------
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For Flux-Difference Splitting (FDS), the interface flux is written as an exact 
solution to an approximate problem as
= ^ f £ , ( e t ) + £ , ( e , ) - |A | ( e ,  - & . L  
- 4 f e ( a . )+ e ,<q , ) ~ [ a | i s , - q l )] ,
(4.19)
In the present work, the FDS is used and it is discussed in more detail in the next 
sub-section. Interpolated values QL and QR at each interface are required. The state 
variable interpolations determine the resulting accuracy of the scheme. They are 
constructed from interpolation o f the primitive variables, q, which is given by
q = [p , k, , uz , Kj , p ] '  (4.20)
For first-order fully upwind-biased differencing
G fJiJ. =<7,■>
{qR ), U = qM
Higher order accuracy is given by
(4.21)
(qL U  = q, + 7  [0 -  0 K  + ( i+ 0  K  k2 4
L i = -  7  [(l -  8 )A. + 0 + 8 )A_ J?i+1
2 4
(4.22)
where A+ and A. are forward and backward differencing respectively, which are given by
4̂-̂ 1 1̂4-1 *7l . .(4.23)
&-q, =q, -q,-i
The parameter 9 forms a family of difference schemes; 9 = -I corresponds to second- 
order fully upwind differencing with second-order truncation error, 9 = 0 to the Fromm 
scheme with second-order truncation error, 9 = 1/3 to third-order upwind-biased
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
56
differencing with third-order truncation error and 6 =1 to central differencing. In the 
present work, third-order upwind-biased differencing is used.
4.6.2 FIux-Difference Splitting
The approximate Riemann solver of Roe89 is based on a characteristic 
decomposition o f the flux differences, taking into consideration the conservation 
properties of the scheme.
In the FDS method o f Roe, the interface flux in the £m direction is written as
te .  ) , .i= 7  k  (e J +  f e , ) -  |a, | fc„ -  ql )], j (4.24)
where A is the Roe-average matrix and is constructed such that it satisfies the following 
conditions:
1. It constitutes a linear mapping from the vector space Q to the vector space E  .
2. As Ql —» Qr > Q , A(Ql ,Qr ) —> A ( Q ).
3. For any QL,Q R; a (q l ,Q r )x {q l - Q h) = E l - E r .
4. The eigenvectors o f A  are linear independent.
The last term in Eq. (4.24) can be written as
( e » - a ) = |A „ |A c
a .
i7,a4 + £ ”cc5 + a 6 
i72a 4 + a 7
i7 ,a 4 + ^ a 5 + a 8
H a , + - C  ]x5 + u,a 6 + u2a n + £<,ag -
C - :  \a
y - 1
(4.25)
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where
a ,  =
V £ '
J








(AP + P dAUm) 
(Ap - p  aAUm)
a 4 = a , +  a 2 + a 3 
a 5 = d ( a 2 - a 3)
V £ m
The notation u  denotes the following Roe-averaged evaluations
P = 4 P lP r
(“ A + G O k V / V  P l
u .  =
1 + Vp V p T
- (H ) L + ( H) RJ p R / p L 
I ■*" VPk  ̂Pl
a 1 = ( / - ! )
(4.26)
(4.27)
In the present work, the flux-difference splitting of Roe is em ployed with scalar 
tridiagonal inversion procedure, because flux-difference splitting is generally more 
accurate for Navier-Stokes computations91, and the tridiagonal inversion procedure is 
significantly less expensive than the full 5 by 5 block- tridiagonal inversion procedure.
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4.7 Viscous-Fluxes Discretization
The viscous terms, which represent shear stress and heat transfer effects, are 
discretized with second-order central differences. The second derivatives are treated as 
differences across cell interfaces of first-derivative terms. Hence, in the q 1 direction for 
example, the viscous terms are discretized as
I?., (E, \  I  = {(£, \  L i  , ,  -  {(£, \  U M (4.28)'J I J J ‘
where (Eu )m is given in Eq. (3.7) of Chapter EH.
4.8 Overlapping Zonal Method (OZM)
For the far-field study, the Reynolds-Average Navier-Stokes equations are used to 
compute the development o f the vortex wake/exhaust-plume interaction, with and without 
ground effects, for a long downstream distance up to x = X/s =150.0, where s is the wing 
semi-span. The computations are carried out using an Overlapping Zonal Method (OZM), 
for which a schematic sketch is shown in Fig. 4.1. The OZM makes use of as many 
computational stages as needed to carry the computations of the wake vortex flow far 
downstream. For each stage o f the computation, a fine grid is used. The downstream 
distance (a) and the overlapping or buffer distance (b) should be chosen such that the 
downstream effects are minimized, for subsonic flows which are governed by elliptic 
equations in space.




F -  Fine Grid
h -  sa -
n th




Figure 4.1: Schematic sketch of the overlapping zonal method
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4.9 Initial and Boundary Conditions
4.9.1 Initial Conditions
All the numerical solutions, o f steady-flow problems, are obtained by impulsively 
started initial conditions; i.e.. the body or the wake vortex under consideration is suddenly 
placed in the freestream at the specified conditions o f  the problem. For the far-field cases, 
the initial conditions correspond to the freestream flow, with no-slip and no-penetration 
conditions on the ground surface, are implemented in the first stage in the overlapping 
zonal method. For the other subsequent stages, the final steady-flow solution o f the 
previous stage is used as initial condition for the next one.
4.9.2 Boundary Conditions
The equations of motion require boundary conditions on all sides of the domain in 
which the solution is to be obtained, as well as all surfaces of any objects that lie within 
the domain. Boundary conditions are explicitly implemented. They include inflow- 
outflow conditions and solid boundary conditions.
4.9.2.1 Inflow-Outflow Boundary Conditions
At the inflow boundaries, the velocity profiles are either prescribed or interpolated 
from experimental data, while the Riemann-invariant boundary conditions are used. The 
temperature distribution is specified for the engine exhaust-plume problem. For the wake 
vortex interaction with the ground cases, the inflow conditions are described in detail in 
the corresponding chapters of results. At the outflow boundaries, the pressure profile is 
extrapolated from the interior domain, while other variables are determined as part o f the 
solution.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
61
4.9.2.2 Symmetric Boundary Conditions
For far-field flow with no crosswind velocity, only half of the computational
domain is considered and symmetry is assumed across the centerline. At the geometric
plane o f symmetry, periodic conditions are set.
4.9.2.3 Surface Boundary Conditions
The surface boundary conditions are determined explicitly. Viscous wall boundary 
conditions are used; i.e., no slip and no penetration conditions are enforced
u =  us (4 .2 9 )
where u is the velocity vector and us is the surface velocity vector. For stationary
surfaces, = 0 ,  while for moving surfaces is the relative velocity of the fluid with
respect to the surface. The normal pressure gradient is set to zero for stationary and non- 
rotational motions. Moreover, the adiabatic boundary condition is used.
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CHAPTER V 
COMPUTATION AND VALIDATION OF THE NEAR-FIELD 
TIP VORTEX
5.1 Introduction
Recently, research interest has been focused on the near-field and far-field wake 
vortex interaction with the engine exhaust-plume including wake vortex break-up for 
both subsonic aircraft and the High Speed Civil Transport (HSCT). Computational fluid 
dynamics plays a significant role in the prediction of the near-field and far-field wake 
vortex flows. In the near-field region, the tip vortex completes the roll-up process. To be 
able to model the wake vortex flow behavior in a non-empirical manner requires a better 
understanding of the flow physics (tip vortex formation, growth and decay) in the near­
field region. More advanced turbulence models became readily available for use with 
RANS solvers. In this chapter, the algebraic Baldwin and Lomax (BL) turbulence 
model80, the one equation Spalart and Allmaras (SA) model81, and the two-equation k-0) 
(KW) model developed by Menter83 are used to study the tip vortex and wake flows. The 
results using different models are validated with the available experimental data of 
Chow92.
5.2 Description of the Problem
For the near-field study, computations are carried out on a fine grid for a 
rectangular wing with a NACA-0012 airfoil section and a rounded wingtip. The wing has 
an aspect ratio of 1.5 and is mounted inside a wind tunnel at an angle of attack of 10°.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
63
The experimental work92 was done at the Fluid Mechanics Laboratory at NASA Ames 
Research Center. The flow is turbulent with a Reynolds number of 4.6X106, based on the 
root-chord length o f the wing (c), and the flow Mach number is 0.3.
A C-O grid is used with 197x53x97 grid points in the streamwise wraparound, 
normal, and span wise directions, respectively. A typical grid used in this study is shown 
in Fig. 5.1. The computational domain of the grid is generated based on the dimension of 
the test section and is nondimensionalized by the root-chord length. The origin o f the axis 
is located at the quarter chord of the wing, the upper and lower walls are x/c=0.3333 
above and below the wing, and the far-side wall is x/c=1.0 from the mounting wall. The 
inflow (x/c=-0.4) and outflow (x/c=1.42) conditions from the experimental data are 
imposed as the boundary conditions. The grid is clustered in the normal direction with the 
spacing of 5xlO '5 near the body and is also clustered at the leading and trailing edges o f 
the wing. The mounting side and tip region of the wing are also clustered to have better 
flow-field resolution. In the figures which follow, the notation of X = x/c, Y = y/c, and Z 
= z/c is adapted.
5.3 Results and Discussion
The steady-state solutions of the near-field have been obtained using two-levels of 
multi-grid with BL, SA and k-co turbulence models. The typical convergent histories of 
the residual error and lift coefficient for the SA model are shown in Figs. 5.3 and 5.4, 
respectively. The residual error drops about two order of magnitude and the lift 
coefficient gets to within 0.5% of its final values in 1800 cycles. The final lift coefficient 
is 0.52 at 2400 cycles. On a single processor of the Cray-YMP computer, a typical case 
takes about 13 hours.
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Comparisons o f surface-pressure coefficients (Cp) with the experimental data at 
three constant spanwise stations and rounded tip regions with BL, SA and k-O) models are 
shown in Figs. 5.5 and 5.6, respectively. The definition of 0 (theta) at the wing-tip region 
is shown in Fig.5.2. The results with BL and SA models are better than those with k-G) 
model on the wing surface. Obviously, there is a massively separated region between 
x/c=0.4 and x/c=0.7 at the wing-tip region. The k-G) model poorly predicts the Cp 
particularly at the trailing edge o f the wing.
The comparison of the crossflow total-pressure contours (Cpt) at two chordwise 
stations at x/c=0.63 (on the wing) and x/c= 1.19 (near wake) are shown in Figs. 5.7 and 
5.8, respectively. One can see the roll-up o f the vortex around the tip from the lower 
surface to the upper surface, which corresponds to the large pressure gradient at the wing- 
tip region. Then, the vortex moves upward and outboard while propagating in the 
downstream direction. The development of the wing tip vortex shows evidence of a good 
qualitative agreement with experimental data. The location of the tip vortex using BL and 
SA models is in fair agreement with that of the experimental data while the results of the 
k-co model show the vortex is located more outboard and closer to the surface. However, 
the results predicted by the k-co model show better comparison with experimental data in 
the wake region at the chord station x/c= 1.19. The wake vortex structure of the k-co 
model show less diffusion than that of BL and SA models. The close-up o f the crossflow 
velocity magnitude contours (Vc), shown in Figs. 5.9 and 5.10, confirms that results from 
the two-equation model predict a tighter vortex core than those o f the BL and SA models 
in the near wake. However, the tip vortex core still shows diffusion in comparison with 
the experimental data due to the lack of grid resolution in the core region.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
65
Figure 5.1: Typical C -0  mesh of A/?=1.5 rectangular wing
Figure 5.2: Definition of 0 at the wing-tip region
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Figure 5.4: Typical convergence histories lift coefficient; S A turbulence model




























Figure 5.5: Comparison o f surface pressure coefficients with the experiment at three
constant spanwise stations

































Figure 5.6: Comparison of surface pressure coefficients with the experiment at three
constant rounded tip regions
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Figure 5.7: Comparison of crossflow total pressure contours at x=0.63
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X=1.19 C p t
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Figure 5.8: Comparison of crossflow total pressure contours at x= 1.19
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Figure 5.9: Comparison of crossflow velocity contours at x=0.63
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5.4 Sum m ary and  C onclusion
The near-field turbulent flow for a rectangular wing with a NACA-0012 airfoil 
section and a round tip have been investigated numerically using Reynolds-Averaged 
Navier-Stokes (RANS) equations. Baldwin/Lomax (BL) zero-equation, Spalart/Allmaras 
(SA) one equation and M enter’s k-co two-equation turbulence models have been used to 
compute the turbulent viscosity in the RANS equations.
The comparison with the available experimental data showed that the 
computational results are in good agreement with the experimental data. Also, it shows 
that the BL and SA turbulence models predict the location and shape o f the tip vortex 
more accurately than the k-co turbulence model. The surface-pressure coefficients 
predicted using BL and SA turbulence models were in better agreement with the 
experimental measurements than those predicted using k-co turbulence model on the wing 
surface. On the contrary, the k-co produces more accurate results in the wake region. 
Although, the wake vortex computed using k-co model showed less diffusion than that of 
BL and SA models, it still showed more diffusion than the experimental data. This is 
attributed to the lack o f grid resolution in the core region.
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CHAPTER VI 
FAR-FIELD WAKE VORTEX/EXHAUST-PLUME INTERACTION
6.1 Introduction
Along with the effect of the velocity and turbulence fields of the wake vortex on 
exhaust mixing, the temperature field strongly affects gas-phase chemical reactions in the 
exhaust. Moreover, the temperature field o f the exhaust-plume may affect the wake 
vortex decay and motion. The primary focus o f the present chapter is to investigate the 
wake/exhaust interaction using the full Navier-Stokes equations in the far-field for both 
subsonic and supersonic flows.
The fluid dynamics behavior of the engine plumes and aircraft wake can be 
divided into three regions. In the first region, directly following the engine exit plane, 
large inertial forces o f the high-speed plume exiting the engine dominate. This initial 
region of plume extends out to a few wing-semispans, depending on the wing load and 
engine placement on the aircraft. Once the high inertial forces of the plumes are partially 
dissipated, the plumes begin to be influenced by the cross flows generated by the aircraft 
wake. This wake consists of two rolled-up, counter-rotating vortices trailing the aircraft. 
In this region, the engine plumes undergo significant stretching and distortion due to the 
wake. This substantially increases their dilatation rate and therefore affects the 
temperature and chemical kinetics of the flow. After a hundred or so wing spans, the 
plumes become fully wrapped in the vortices as it will be shown later in this chapter. This 
vortex/plume cell can persist for several kilometers with only small changes in gross 
shape and little increase in net mixing rates.
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At some transition region far downstream, instability may occur, which breaks up 
the counter rotating vortices. This instability, first reported by Crow41, begins anywhere 
from 10 to 20 kilometers downstream. The Crow instability and the subsequent break-up 
of the wake is highly three dimensional which can only be captured numerically with a 
full Navier-Stokes approach.
In the present chapter, computational investigations of the far-field turbulent wake 
vortex/exhaust je t plume interaction for a medium-size subsonic aircraft tip vortex with a 
single engine, and a HSCT wake vortex with twin engines are carried out. The medium- 
size subsonic aircraft is in a holding condition and the HSCT is in a cruise condition. The 
exhaust-plume is represented as temperature field only and no chemical reaction is 
considered. The overlapping zonal method (Chapter IV) is used to carry out the 
computations for several miles downstream. The present computational results o f the 
subsonic flow case are com pared with those o f the UNIWAKE code. The development of 
lateral flow asymmetry is also investigated.
6.2 Far-Field Flow of Medium-Size Subsonic Aircraft Tip Vortex/Exhaust-PIume 
(One-Side Flow-field)
The tip vortex/exhaust je t plume interaction o f a medium-size subsonic aircraft 
wing with a single engine is considered. The study addresses the computation and 
analysis of the tip vortex interaction with the exhaust je t plume temperature for a long 
distance downstream o f the wing. The tip vortex o f the medium-size subsonic aircraft 
wing is assumed to be fully rolled-up. The generation region, which is already considered 
in Chapter V, is not included in the present computation. The inflow velocity and 
pressure profiles are generated using the following Gaussian distribution of circulation.
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T(r) = T0 l - e  r: (6 .1)
V /
where
r = J ( y -  >'o)2 + ( z - Z o f  (6.2)
is the radius from the center of the vortex (yo^o)» rc is the core radius (radius o f peak 
tangential velocity), and To is the circulation at r »  rc\ The dimensionless form o f T0 is 
given by
r„ = (6.3)
where s is the vortex pair semispan and UM is the free-stream velocity. In the present 
computation. To is equal to 0.06 and rc is equal to 0.1414.
The tip vortex flow is assumed fully turbulent with a Reynolds num ber o f Ix 106,
based on the semi-span of the wing (s), and the flow Mach number is 0.3. The tip vortex
and exhaust-plume are located at Y/s= 1.0, Z/s=0.0, and Y/s=0.4, Z /s=-0.1, respectively. 
The peak temperature at the center o f the engine is two times the ambient temperature. 
The inflow crossflow velocity (Vc), temperature distributions (T) and streamlines at 
X/s=0.0 are shown in Fig. 6.1.
The RANS equations are used to compute the development of this vortex and its 
interaction with the plume for a long distance up to X/s=100. The computations of 
FTNS3D solver are carried out using an Overlapping Zonal Method (OZM) described in 
Chapter IV. For each stage o f computation, a fine grid zone is used. A fter preliminary 
computational tests, the downstream distance (a) and the overlapping or buffer zone (b)
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are chosen such that the downstream effects can be minimized. In this study, the 
following values are chosen; a/s=5.0, b/s=l.O, and Xmax/s=lOO. A rectangular grid of 
61x91x155 grid points in x, y, and z directions, respectively, with clustering in y and z 
directions near the vortex center are used for each zone. The computational domain size 
is equal to 6.0x10.0x21.0 in x, y, and z directions, respectively.
Since the UNIWAKE code is a space-marching parabolized Navier-Stokes (PNS) 
solver, the step size in the streamwise direction is determined based on extrapolated 
changes in the flow variables at each station. The code also has a dynamic upwash 
adjustment that seeks to retain the perceived vortical mean location at the position of 
Z/s=0.0. The upwash overcomes the inherent downwash of the typical vortical wake 
structure.
The computations are carried out starting from the inflow station of X/s=0.0 up to 
X/s=100.0 using the FTNS3D solver with k-(0  model and the UNIWAKE. The results of 
the crossflow T and Vc contours at selected chordwise stations with FTNS3D and 
UNIWAKE solvers are shown in Fig. 6.2. All the results are plotted in reference to the 
origin and the corresponding axes at the inflow section. The results show the evolution of 
the tip vortex interaction with the plume as it is advanced in the downstream. The 
velocity field of the tip vortex induces the exhaust-plume movement upward and 
wrapping around the tip vortex while cooling it down.
The results obtained using the FTNS3D code and those of the UNIWAKE code 
are in good agreement. Both codes predicted, almost the same vortex trajectory and 
vortex descent rate as shown in Fig. 6.3a. The results with the UNIWAKE solver show 
less diffusion as compared with the FTNS3D results. Fig. 6.3b. One o f the numerical
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parameters known as the turbulent macroscale (A) in the UNIWAKE code has to be 
adjusted from the default values o f 0.2 to 0.02 in order to obtain adequate less-diffused 
results. The larger values of A (results are not shown here) show even more diffusive 
effect as compared with the FTNS3D results.
The small discrepancies between the two solvers in predicting the crossflow 
velocity and temperature contours are due to the fully three-dimensional computations of 
the FTNS3D code and the fully implementation of the density variation due to 
temperature change in the FTNS3D’s equations o f motion.
Since the UNIWAKE code is a space-marching PNS solver, the results obtained 
using the UNIWAKE code needs less CPU time and memory. On the other hand, since 
the UNIWAKE code is using incompressible Navier-Stokes equations, it is unable to 
predict the supersonic vortex flow. Also, it cannot be used to compute the wake vortex 
interaction with the ground. Recently, the UNIWAKE code has been modified to include 
compressibility effect and this new version of the UNIWAKE code was not tested in the 
present work.
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Figure 6.1a: Crossflow velocity (Vc) and temperature (T) contours at the inflow section
X/s = 0.0
Figure 6.1b: Streamlines at the inflow section





































































Figure 6.2: Comparison between FTNS3D and UNIWAKE computed crossflow velocity 
(Vc) and temperature (T) contours at several downstream stations; One-side flow-field
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Figure 6.3a: Comparison between FTNS3D and UNIW AKE computed vortex trajectories
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Figure 6.3b: Comparison between FTNS3D and UNIW AKE computed maximum
tangential velocity
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6.3 Far-Field Flow of HSCT Wake Vortex/Two Engine Plumes (One-Side Flow- 
fleld)
In this case, the far-field interaction of a wake vortex flow of a generic HSCT 
with the exhaust-plume temperature fields o f two engines is considered. Fig. 6.4 shows 
the inflow plane with the wake vortex flow in the Z/s=0.0 plane extending from Y/s=0.0 
to Y/s=1.0. The centers o f the two engine exhaust-plumes are located at Y/s=0.3 and 
Y/s=0.6 in the Z/s=0.0 plane. The wake vortex flow is assumed fully turbulent with a 
Reynolds number o f 80x106, based on the wing semispan, and the flow Mach number is 
2.4. Figure 6.4 shows the crossflow velocity (Vc) and temperature (T) contours.
The RANS equations are used to compute the development o f this flow and its 
interaction with the temperature fields o f the plumes for a long distance in the 
downstream direction up to X/s=150. Since the flow is supersonic, no overlapping zone is 
used. In this case, the following values are chosen; a/s= l0.0, b/s=0.0, and Xmax/s=150. A 
rectangular grid o f 161x77x97 grid points in x, y, and z directions, respectively, are used.
Figure 6.5 shows the crossflow results o f Vc and T at selected chord stations. The 
results show the evolution of the wake vortex flow and its interaction with the exhaust- 
plume temperature fields. At X/s=2.0, the exhaust-plumes deform laterally while the 
outboard region of the wake vortex deforms in the upward direction. At the downstream 
chord stations, X/s=6.0 to X/s=34.0, the exhaust-plumes merge together and stretch while 
rotating under the influence of a stretching and rotating wake vortex flow. At X/s=44.0, 
the outboard side of the wake vortex rolls-down in the counter-clockwise direction and at 
X/s=74.0, the inboard side of the wake vortex rolls-up in the counter clockwise direction 
too. The exhaust-plume temperature field takes this shape of two counter-clockwise roll-
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down and roll-up vortices, which are connected with a vortex sheet. This system extends
from Z/s=-0.5 to Z/s=0.5 and the roll-down and roll-up vortex centers are located at
Y/s=0.5, Z/s=0.3, for the upper vortex, and Y/s=0.65, Z/s=-0.4 for the lower vortex.
6.4 Far-Field Flow of HSCT Wake Vortex/Two Engine Plumes (Two-Sided FIow- 
field with Reduced Lateral Distance)
In an attempt to capture any possible flow asymmetry, the development of the 
flow-field in the downstream direction is carried out using the two-sided flow-field 
computations and reduced extension of the wake vortex and the exhaust-plumes. On each 
side, the wake vortex extends from Y/s=0.0 to Y/s=0.5 in the inflow station. Flow 
conditions are the same as those o f the previous case. The calculations are carried in the 
downstream direction up to X/s=60.0. The results o f the Vc and T contours are shown in 
Fig. 6.6. It is noticed that no asymmetry has been captured up to the computed chord 
station. The Crow instability could not be captured since the essential downstream 
distance at which the Crow instability is expected (10km), was not attained by the 
computations. Also, a finer grid is needed to be able to capture the instability before the 
vortex is diffused. It is also noticed that the vortex roll-up develops only for the outboard 
side of the wake vortex. At X/s=24.0, it is noticed that flow detrainment develops.
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Figure 6.4: HSCT crossflow velocity (Vc) and temperature (T) contours
at the inflow section
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Figure 6.5: HSCT crossflow velocity (Vc) and temperature (T) 
at several downstream stations; One-side flow-field
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Figure 6.5:Continued
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Figure 6.6: HSCT crossflow velocity (Vc) and temperature (T) contours at several 
downstream stations; Two-sided flow-field with reduced lateral separation distance
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6.5 Summary and Conclusion
The far-field wake vortex/exhaust-plume turbulent flow interactions have been 
studied. The compressible, three dimensional, Reynolds-Averaged Navier-Stokes 
(RANS) equations, along with the two-equation k-(D turbulence model o f Menter, were 
implemented. The computations of wake vortex interaction with the exhaust-plume of a 
single engine o f a medium-size subsonic aircraft wing and two engines of a HSCT were 
addressed. The overlapping zonal method was used in the numerical simulation to carry 
out the solution for several miles downstream.
The exhaust-plume flow wrapped around the tip vortex and followed the motion 
of the wake vortex. Later on, the exhaust-plume was entrained in the tip vortex. For the 
HSCT, the wake vortex deformed and formed two counter-clockwise rotating vortices 
that separated and then merged.
The results o f the subsonic flow o f the current numerical simulation (FTNS3D) 
were compared with those of the parabolized Navier-Stokes solver (UNIWAKE). Both 
results were in good agreement. In an attempt to capture possible evolution of flow 
asymmetry downstream, the two-sided flow-field calculations were implemented, yet no 
flow asymmetry was captured.
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CHAPTER VII 
EFFECT OF EXHAUST-PLUME ON WAKE VORTEX 
INTERACTION WITH THE GROUND
7.1 Description of the Problem
Prediction of wake vortex trajectories and strength is vital to determine the safe- 
separation distance between aircraft during landing and take-off operations. The wake 
vortices may be separated and rebound when interacting with the ground. Several 
conditions may influence the wake vortex interaction with the ground, such as the 
exhaust-plumes, strong wind velocity, air turbulence and stratification.
In this chapter, three-dimensional computational investigations are carried out to 
study the effects of the exhaust-plume temperature field on the wake vortex trajectories 
and strength during their interaction with the ground. The computed results are compared 
with the available experimental data. The effects o f crosswind, axial wind, turbulence and 
Reynolds number will be presented in the next chapter.
7.2 Inflow Boundary conditions
The process o f roll-up of the aircraft vortex sheet into a vortex pair is beyond our 
interest in this chapter. Therefore, an initial rolled-up vortex pair need to be prescribed. 
At the inflow boundary, a rolled-up vortex system is imposed into the free-stream flow, 
with crosswind velocity, by superposition of two counter-rotating vortices. Two different 
methods to determine the initial circulation distribution are used.
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1. Gaussian distribution o f circulation
n o  =  r 0
r~e 4 (7.1)
2. Bumham-Hallock model
r ( r )  =  r 0
f  2 \r
•y *>
r" + r '\  c j
(7.2)
where
r = y l { y - y Q)2 + { z - z 0f (7.3)
is the radius from the center o f the vortex (yo,z0), rc is the core radius (radius o f peak 
tangential velocity), and To is the circulation at r  »  rc, and is given from aerodynamic 








where W  is the weight of the generating aircraft, Ua is the actual aircraft speed, and s is 
the semi-span o f the vortex pair. The tangential velocity can be calculated as a function of 
the circulation by
r
= 2k  r
(7.5)
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U-. = w — (7.6b)
r
in z-direction.
In order to satisfy the no-slip and no-penetration conditions on the ground, vortex 
image conditions are applied. A vortex pair located at (yo,Zo) and (yo,-Zo) is used in order 
to prescribe the velocity components (v,vv) in the cross flow plane (y,z). Using the same 
signs for the two vortices of the vortex pair, the velocity component in y-direction with 
no-slip condition at the ground (z=0) is obtained. While using the opposite signs for the 
two vortices o f the vortex pair, the velocity component in z-direction with no-penetration 
condition at the ground (z=0) is obtained.
The aircraft configuration, such as flaps, is not included in the above initialization 
methods. Also, no initial ambient turbulence is considered. However, turbulence can be 
generated from the interaction o f the wake vortex with the ground.
The engine exhaust-plume temperature field is prescribed using a Gaussian 
distribution as
distance from the center o f the engine exhaust-plume. The location o f the engine depends 
on the aircraft configuration. The maximum value of plume temperature is at r=0, and is
T = T  +  -Gmax; e 
2 k  <7‘
max (7.7)
where a  is the standard deviation and is assumed to be equal to 0.1 and r is the radial
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taken to be equal to twice the free stream temperature (27„), and Gmax is the Gaussian 
maximum variable, which depends on the magnitude of the maximum temperature. It is 
given by
T^ - T. = T f z ~  ( 7 8 )I K  <7
7.3 Computational Test Cases
Three different computational test cases are considered to study the effects of the 
exhaust-plume temperature field, crosswind flow, axial-wind flow, turbulence and 
Reynolds number on the wake vortex interaction with the ground. In the first case, wake 
vortex flow, similar to the initial conditions used in the two-dimensional investigation by 
Zheng and Ash49, with and without a single engine exhaust-plume temperature field is 
used. The second case is that of a jumbo-size subsonic aircraft wake vortex flow, with 
and without the exhaust-plume temperature fields of two engines, subjected to a 
crosswind velocity o f 0.054 of the free-stream velocity value, which corresponds to a 
dimensional value of 3.7 m/s. In the third case, a Iarge-size subsonic aircraft wake vortex 
flow, with and without a single engine exhaust-plume temperature field subjected to a 
crosswind velocity o f 0.085 of free-stream velocity value, which corresponds to a 
dimensional value o f 5.8 m/s, is considered.
7.3.1 Wake Vortex/Exhaust-Plume of Single Engine
The RANS equations are used to compute the development of this wake 
vortex/exhaust-plume interaction with the ground for a long downstream distance, up to 
x=X/s=l50, where s is the semi-span. No crosswind is considered in this case, and hence 
flow symmetry is assumed, and only the flow on the right side is solved. A rectangular
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grid of 25x101x153 grid points in x, y and z directions, respectively, is used for each of 
the 2.4x14x12 semi-span unit computational stage. The overlapping zonal method, 
explained in Chapter IV, is used with a=2 and b=0.4 based on preliminary computational 
tests. The flow is assumed laminar, with Reynolds number o f 50,000, based on the semi­
span, s, and the flow Mach number is 0.2. The tip vortex is located at y=1.0 and z=2.0, 
while the exhaust-plume is located at y=0.5 and z=1.6. The swirl ratio o f this vortex is 0.6 
and the dimensionless initial circulation (Fo) is equal to 1.12. The peak temperature at the 
center of the engine is two times the ambient temperature. The inflow crossflow velocity, 
Vc , temperature, T, and vorticity contour distributions at x=0.0, are shown in Fig. 7.1.
To study the effect of exhaust-plume and axial shear-flow, several computer runs 
are made using the same inflow conditions described above. The first two runs are 
computed with and without the exhaust-plume temperature field, to study the effect of the 
exhaust-plume on the wake vortex trajectory, which will be shown in Section7.7. An 
axial shear-layer is introduced in the region near the ground from z=0 to z=1.0. In this 
region the axial velocity u is assumed to change linearly from 0 on the ground to the free- 
stream value at z= 1.0 and kept constant after that. This axial shear-layer will be discussed 
in more details in Chapter VUI. A fourth run using the full computational domain (left 
and right sides) with no symmetric condition at the center is considered in order to 
validate the symmetric boundary-condition assumption and the overlapping zonal 
method. Table 7.1 shows the different runs made using the initial condition for this case.
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Run No. Exhaust-Plume Axial Shear-Layer Computational Domain
1.1 No No Right side only
1.2 Yes No Right side only
1.3 No Yes Right side only
1.4 Yes No Full Domain
Table 7.1: Various runs for Case 1
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Figure 7.1: Inflow crossflow velocity, temperature and vorticity contours, (Case 1)
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7.3.2 Jumbo-Size Subsonic Aircraft Wake Vortex/Exhaust-PIume of Two Engines
This case addresses the computation and analysis of a jumbo-size subsonic aircraft 
tip vortex, with and without the exhaust-plume temperature field of two engines, 
interaction with the ground. The wake vortex is subjected to a constant crosswind of 3.7 
m/s (0.054 LL). In this case, computations are carried out for the right and left sides of the 
computational domain and no flow symmetry is assumed. A rectangular grid of 
14x201x153 grid points in x, y and z directions, respectively, is used for each of the 
1.3x30x12 semi-span unit computational stage. After preliminary computational tests, the 
downstream distance, a, and the overlapping or buffer distance, b, used in the overlapping 
zonal method, are chosen to be a=1.0 and b=0.3.
The inflow crossflow velocities are calculated using the Gaussian distribution of 
circulation, Eqs. 7.1-7.7. The dimensionless initial circulation (To) is calculated based on 
the Boeing-747 aircraft characteristics and is equal to 0.41. Figure 7.2 shows the 
crossflow velocity, temperature and vorticity contours in the inflow plane with the tip 
vortex centers located at y=±1.0 and z=2.0. The swirl ratio of the tip vortex is 0.2325. 
The flow Mach number is 0.2. The centers of exhaust-plume of the four engines are 
located on the z=1.9 plane at y=±l/3 and ±1/6. The maximum temperature at the center of 
the engine is twice the ambient temperature.
In order to study the effect of turbulence on the wake-vortices motion and decay 
near the ground, the RANS equations, along with two turbulence-models, are used. The 
Spalart and Allmaras (SA) one-equation and Menter’s £-co SST two-equation models, 
described in Chapter HI, are utilized. Various runs, using these two models and several 
values of Reynolds number, are shown in Table 7.2.
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Figure 7.2: Inflow crossflow velocity, temperature and vorticity contours, (Case 2)
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Run No. Exhaust-Plume Turbulence Model Reynolds No. (Re)
2.1 No Laminar flow 0.05x106
2.2 Yes Laminar flow 0.05x10b
2.3 Yes Laminar flow lx l0 b
2.4 Yes Laminar flow 6x10b
2.5 Yes Laminar flow 80x10b
2.6 Yes SA 0.05x10b
2.7 Yes SA lx l0 b
2.8 Yes SA 6x106
2.9 Yes k-(D 0.05x10b
2.10 Yes k-(ti lx l0 b
2.11 Yes k-(i> 80x10b
Table 7.2: Various runs for Case 2
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7.3.3 Large-Size Subsonic Aircraft Wake Vortex/Exhaust-PIume of Single Engine
In this case, the solution is carried out up to x=X/2s=140, where s is the semispan. 
The span (2s) is taken as a reference length (L). The same grid with the overlapping zonal 
method used in the previous case is implemented. The wake vortex is subjected to a 
crosswind velocity o f 5.8 m/s (0.085 U„), and both right and left sides are considered.
The inflow crossflow velocities are calculated using the Bumham-Hallock model, 
Eqs. 1.2-1.1. The dimensionless initial circulation (Fo) is calculated based on the Boeing- 
757 aircraft characteristics and is equal to 0.18. Figure 7.3 shows the crossflow velocity, 
temperature and vorticity contours in the inflow plane with the tip vortex centers located 
at y=±0.5 and z=2.333. The swirl ratio o f the tip vortex is 0.214. The flow Mach number 
is 0.2. The centers o f exhaust-plume of the two engines are located on the z=2.25 plane at 
y=±0.219. The maximum temperature at the center o f the engine is twice the ambient 
temperature.
To investigate the axial flow effect, the relative freestream axial velocity to the 
ground velocity is set to be zero. Also, in runs 3.4-3.6, a linear crosswind shear 
distribution (Av/Az= 0.02), with v=0.085 at z=2.333, is assumed to study the effect of 
crosswind shear. Table 7.3 shows several runs conducted using large-size subsonic 
aircraft wake vortex initial conditions.






Relative Axial Velocity 




3.1 No Zero Av/Az= 0.0 Laminar flow
3.2 Yes Zero Av/Az= 0.0 Laminar flow
3.3 Yes Free stream Av/Az= 0.0 Laminar flow
3.4 Yes Zero Av/Az= 0.02 Laminar flow
3.5 Yes Zero Av/Az= 0.02 SA
3.6 Yes Zero Av/Az= 0.02 k-co
Table 7.3: Various runs for Case 3
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Figure 7.3: Inflow crossflow velocity, temperature and vorticity contours, (Case 3)
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7.4 Grid Clustering and Redistribution
Clustered grid points are implanted near the ground and around the tip vortex 
centers to ensure capturing the wake vortex separation and the secondary vortex 
generation with a fine-grid resolution in the ground vicinity. The minimum grid step in 
the z-direction, Az, is equal to 0.002895 close to the ground. A uniform fine-grid 
distribution in y and z directions, with grid size o f Ay=Az=0.04, is used around the tip 
vortex centers. In x direction, a uniform step-size o f A x=0.1 is used.
The grid points are redistributed at the end o f the computations for each stage to 
capture the wake vortex resolution with a fine grid. Examples o f different y-z cross- 
sections o f the grid at different downstream stations, corresponding to Run 3.4, are shown 
in Fig. 7.4.
Figure 7.4: Grid in y-z plane at different downstream  stations, (Run 3.4)
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7.5 Execution Time
The FTNS3D code can be run on any PC computer or workstation as long as a 
FORTRAN compiler is available. However, the computational domain size and grid 
resolution are limited by the computer’s memory and speed.
Several types o f PC computers and workstations have been used. Table 7.4 shows 
the various types o f computers used and their CPU times per 500,000 grid points and per 
100 iterations for laminar flow calculations. For turbulent flow calculations, the CPU 
time, when using the Spalart and Allmaras (SA) one-equation model, is 1.31 times that of 
laminar flow calculations and the CPU time, when using the Menter’s k-co SST two- 
equation model, is 1.47 times that o f laminar flow calculations.
Computer type CPU time per 500,000 grid- 
points per 100 iteration (min.)





Sun Sparc-10 214.47 28.41
SGI (R4400) 141.46 18.74
SGI 0 2  (R 10000) 82.88 10.98
Pentium 166 MHz 159.8 21.17
Pentium Pro 200 MHz 79.9 10.58
Pentium II 300 MHz 59.46 7.88
Pentium I I 333 MHz 56.35 7.46
Table 7.4: C 5U times for different computers and workstations
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It is important to notice that each computer structure has its own FORTRAN 
compiler and the CPU times shown in Table 7.4 correspond to compilation with the full 
optimization option provided in each FORTRAN compiler. Also, each stage has 386,325 
grid points for Case 1 and 430,542 for Cases 2 and 3. Each stage needs about 220 
iterations to get converged solutions where the residual error drops about two orders o f 
magnitude.
7.6 Validation with Experimental Data
In order to validate the computed results, experimental data reported by Kopp29 
are used. Laser Doppler Anemometers, LDA, were used to measure the wake vortex 
trajectory of several landing aircraft at Frankfurt/M ain airport. The wake vortex flow was 
subjected to a variable crosswind velocity. Figure 7.5 shows one complete measurement 
sequence of a landing Boeing-747 wake vortex trajectory, along with the corresponding 
present computational-results, with and without the exhaust-plume, (Runs 2.1 and 2.2). 
Unfortunately, only the downwind vortex-trajectory was provided by Kopp.
It is observed that the computed and measured trajectories are in good agreement. 
The computed results, taking into consideration the exhaust-plume temperature field 
effect, shows better agreement with the experimental data than those without the exhaust- 
plume during the rebound process. The vortex wake reaches a maximum descent o f 
z=1.18 for the case with plume and z=1.22 for the case without the exhaust-plume, while 
the experimental data show a maximum descent o f z=0.95. The disagreement may be 
attributed to several computational and experimental inconsistencies:
1. In the computational study, a constant averaged crosswind velocity is assumed along 
the axial direction, while, in the experimental measurements, the crosswind velocity is
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naturally varying along the axial direction. Unfortunately, no crosswind distribution 
was given in the experimental data, which could have been implemented in the 
numerical model.
2. No vertical wind velocity-component is assumed in the computational model since no 
measured data were available.
3. The exhaust-plume is represented as a temperature field with maximum temperature 
o f  twice that o f the freestream temperature and no chemical reaction is considered.
Z/s
Downwind vortex
with exhaust plume (Run 2-2) 
without exhaust plume (R un 2 -1) 
Experimental data
2
0 0 5 10 15Y/s
Figure 7.5: Comparison of vortex-center trajectories with experimental data of Kopp"
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7.7 Effect of Exhaust-Plume
The three test cases, described in Section 7.3, is used in this section to study the 
effect o f exhaust-plume on the wake vortex motion and decay near the ground. For each 
case, a comparison between the results o f two runs, one with the exhaust-plume and one 
without the exhaust-plume, is presented.
7.7.1 Wake Vortex/Exhaust-Plume of Single Engine
The results, which are discussed in this section, correspond to test Case I, (Runs
1.1 and 1.2) illustrated in Section7.3.1. No crosswind is considered in this case, and only 
the right side of the computational domain is considered along with the flow symmetry 
assumption.
For the case with the exhaust-plume, the results o f the crossflow velocity, Vc, and 
temperature, T, contours at selected chord stations are shown in Fig. 7.6. Figures 7.7a, b 
and c show the wake vortex center trajectories with and without the exhaust-plume in y-z, 
x-y and x-z planes, respectively. The wake vortex centers are plotted every X/s=5.0.
Figures 7.8 and 7.9 show the vorticity contours and streamlines, respectively, at 
selected downstream stations. In Figs. 7.8 and 7.9 the left column corresponds to the case 
with the exhaust-plume, while the right corresponds to the case without the exhaust- 
plume. All the results are plotted in reference to the origin and the corresponding axes at 
the inflow plane. All variables are dimensionless using the semispan distance and the 
freestream values. The crossflow velocity/temperature contours in Fig. 7.6 show that the 
exhaust-plume is wrapped around the tip vortex and its flow is entrained in the tip vortex.
The tip vortex descends and moves outward as shown in the wake vortex 
trajectories of Fig. 7.7. The results obtained with the exhaust-plume show that the tip
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
119
vortex center descends slower than those obtained without the exhaust-plume. This is 
attributed to the effect o f the buoyancy force due to the thermal heat convection.
As the tip vortex moves closer to the ground, the boundary layer starts to separate. 
For the case with the exhaust-plume, the boundary layer separation from the ground 
occurs at x=24.0, while it occurs at x=16.0 for the case without the exhaust-plume. This 
separation generates a secondary vortex with the opposite sign as shown in the vorticity 
contours and streamlines; Figs. 7.8 and 7.9, respectively. Next, the tip vortex starts to 
rebound.
This separation, secondary vortex generation and rebound phenomena were first 
reported in airport flight measurements by Dee and Nicholas24, and then confirmed by 
several other experimental and numerical studies. The delay o f the rebound phenomenon, 
for the exhaust-plume case, may be attributed to the longer time needed for the tip vortex 
to reach the boundary layer flow on the ground in comparison with the no-exhaust-plume 
case. This makes the tip vortex weaker before interacting with the boundary layer flow on 
the ground.
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Figure 7.6: Crossflow velocity and temperature contours, (Run 1.2).
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Z/s •  with exhaust plume (Run 1-2)
2 f" o without exhaust plume (Run 1 -1)






Figure 7.7a: Effect o f exhaust-plum e on the vortex-center trajectory in y-z plane, (Case 1)
Y/s •  with exhaust plume (Run 1-2)
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Figure 7.7b: Effect o f exhaust-plum e on the vortex-center trajectory in x-y plane, (Case I)
Z/s •  with exhaust plume (Run 1-2)
2-5 r  o without exhaust plume (Run l - l )
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Figure 7.7c: Effect o f exhaust-plum e on the vortex-center trajectory in x-z plane, (Case 1)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
122
without Exhaust Plume 
X/s=24.0




without Exhaust Plume 
X/s=40.0




without Exhaust Plume 
X/s=96.0
with Exhaust Plume 
X/s=96.0
Y/sY/s
Figure 7.8: Effect of exhaust-plume on the vorticity contours, (Case 1)
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Figure 7.9: Effect o f exhaust-plume on the streamlines, (Case 1)
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7.7.2 Jumbo-Size Subsonic Aircraft Wake Vortex/Exhaust-PIume of Two Engines
The results, which are discussed in this section, correspond to test Case 2, (Runs 2.1 
and 2.2), illustrated in Section 7.3.2. In this case, the wake vortex is subjected to an 
ambient crosswind-velocity o f 3.7 m/s, and hence computations are carried out for the right 
and left side of the computational domain and no flow symmetry is assumed.
The results for this case with and without the exhaust-plume are shown in Figs. 
7.10-7.14. All the results are plotted in reference to the origin and the corresponding axes 
at the inflow plane. All variables are dimensionless using the semispan distance and the 
freestream values. For the case with the exhaust-plume, the results o f the crossflow 
velocity, Vc, and temperature, T, contours at selected chord stations are shown in Fig. 
7.10. Figures 7.1 la, b and c show the vortex wake center trajectories in (y-z), (x-y) and 
(x-z) planes, respectively, for the downwind vortex, while for the upwind vortex, the 
wake center trajectories in (y-z), (x-y) and (x-z) planes are shown in Figs 7.12a, b and c, 
respectively. The wake vortex centers are plotted every X/s=5.0.
Figures 7.13 and 7.14 show the vorticity contours and streamlines, respectively, at 
selected downstream stations. In Figs 7.13 and 7.14, the left column corresponds to the 
case with the exhaust-plume, while the right column corresponds to the case without the 
exhaust-plume.
The same vortex motion, separation and rebound scenario, described in the previous 
section are repeated. During the tip vortex motion, the exhaust-plume is wrapped around 
it and its flow is entrained in the tip vortex, starting first with the outboard part and then 
following by the inboard part of the exhaust-plume, as shown in Fig. 7.10. For the 
downwind vortex, the height at which the vortex starts to separate and then rebound is
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slightly lower for the case with the exhaust-plume (z=1.18 at x=65) than that o f the case 
without the exhaust-plume (z=1.22 at x=65), as shown in Fig. 7.11. On the other hand, 
for the upwind vortex, the vortex starts to separate and then rebound later on at (x=70 and 
z=0.995) for the case without the exhaust-plume. Figs. 7.12-7.14. While for the case with 
the exhaust-plume, the boundary layer separation did not occur until x= l 15. At x=l 15 the 
generated secondary vortex was very weak and did not alter the main downwind vortex 
which in turn stalled for a long axial distance (about 30) at a height o f z=1.09.
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Figure 7.10: Vortex crossflow velocity and temperature contours, (Run2.2).
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with exhaust plume (Run 2-2)







Figure 7.1 la: Effect o f plume on the downwind vortex trajectory in y-z plane, (Case 2)
with exhaust plume (Run 2-2)





-igure 7.1 lb: Effect o f plume on the downwind vortex trajectory in x-y plane, (Case2)
with exhaust plume (Run 2-2)




Figure 7 .11c: Effect o f plume on the downwind vortex trajectory in x-z plane, (Case2)
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with exhaust plume (Run 2-2)





Figure 7.12a: Effect o f plume on the upwind vortex trajectory in y-z plane, (Case 2)
with exhaust plume (Run 2-2)





Figure 7 .12b: Effect o f plume on the upwind vortex trajectory in x-y plane, (Case2)
with exhaust plume (Run 2-2)
without exhaust plume (Run 2-1)Upwind vortex
2
0 100 150X/s
Figure 7 .12c: Effect of plume on the upwind vortex trajectory in x-z plane, (Case2)
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Figure 7.13: Effect o f exhaust-plum e on the vorticity-contours, (Case 2)
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without Exhaust Plum ewith E xhaust Plum e
w ithout Exhaust Plum ewith E xhaust P lum e
with E xhaust Plum e w ithout Exhaust Plum e
X/s =80
Figure 7.14: Effect of exhaust-plume on the streamlines, (Case 2)
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7.7.3 Large-Size Subsonic Aircraft Wake Vortex/Exhaust-Plume of Single Engine
The results, which are discussed in this section, correspond to test Case 3, (Runs 3.1 
and 3.2), illustrated in Section 7.3.3. In this case, the wake vortex is subjected to an 
ambient crosswind velocity o f 5.8 m/s, and hence computations are carried out for the 
right and left side of the computational domain and no flow symmetry is assumed.
The results for this case with and without the exhaust-plume are shown in Figs. 
7.15-7.19. All the results are plotted in reference to the origin and the corresponding axes 
at the inflow plane. All variables are dimensionless using the span length (2s) and the 
freestream values. For the case with the exhaust-plume, the results of the crossflow 
velocity, Vc, and temperature, T, contours at selected chord stations are shown in Fig. 
7.15. The downwind vortex center trajectories in (y-z), (x-y) and (x-z) planes, are shown 
in Figs 7.16a, b and c, respectively. Figures 7.16d and e show the plume maximum 
temperature, maximum vorticity variations along the axial direction, respectively, for the 
downwind vortex. Also, for the downwind, Fig. 7.16f shows the circulation variation 
along the axial direction, calculated based on two different radii (r = R/2s = 1/3 and 1/6, 
where R is the dimensional radius of the circle around which the circulation is 
calculated). Figure 7.17 shows similar set of results to those in Fig. 7.16 for the upwind 
vortex The wake vortex centers are plotted every X/2s=5.0.
Figures 7.18 and 7.19 show the vorticity contours and streamlines, respectively, at 
selected downstream stations. In Figs 7.18 and 7.19 the left column corresponds to the 
case with the exhaust-plume, while the right column corresponds to the case without the 
exhaust-plume.
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The same separation, secondary vortex generation and rebound phenomena, described 
in the previous cases, are repeated as shown in Figs 7.15-7.19. For the downwind vortex, 
the height at which the vortex starts to separate and then rebound is slightly lower for the 
case with the exhaust-plume (z=0.68 at x=80) than that o f the case without the exhaust- 
plume (z=0.72 at x=80), Figs. 7 .16a-c. On the other hand, for the upwind vortex, the 
vortex starts to separate and then tend to rebound later on at (x=95 and z=0.628) for the 
case with the exhaust-plume and (x=95 and z=0.61) for the case without the exhaust- 
plume, Figs. 7.17a-c. The secondary vortex generated from the boundary layer separation, 
for the case with the exhaust-plume, is weaker than that o f the case without the exhaust- 
plume as seen in Figs. 7.18 and 7.19, and cannot force the main downwind vortex to 
rebound at once. The main upwind vortex stalls at z=0.62 for axial distance o f 10 for the 
case without the exhaust-plume and of 30 for the case with the exhaust-plume. For the 
case with the exhaust-plume. the secondary vortex rises due to the convective force, 
wraps around the main one, and descends again instead o f rebound back as in the case 
without the exhaust-plume. Figs. 7.18 and 7.19.
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with Exhaust Plume 
X/2s=5.0
with Exhaust Plume 
X/2s=15.0
Figure 7.15: Vortex crossflow velocity and temperature contours, (Run3.2).
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2/28 Downwind vortex  • -----  with exhaust plume (Run 3-2)
2.5 without exhaust plume (Run 3-1)
0.5
Y/2s
Figure 7.16a: Effect of plume on the downwind vortex trajectory in y-z plane, (Case 3)
Y/2S Downwind vortex  • -----  w,th exhaust plume (Run 3-2)






~igure 7.16b: Effect of plume on the downwind vortex trajectory in x-y plane, (Case3)
2/28 Downwind vortex  • ------ with exhaust plume (Run 3-2)




Figure 7.16c: Effect of plume on the downwind vortex trajectory in x-z plane, (Case3)
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with exhuast plume (Run 3-2) 




Figure 7.l6d: Maximum-temperature variation of the downwind vortex, (Case3)
Vorticity •  with exhaust plume (Run 3-2)






Figure 7.l6e: Effect of plume on maximum-vorticity of the downwind vortex, (Case3)
Circulation  • -----  with exhaust plume Run (3-2)
0.2 wnwind vortex without exhaust plume (Run 3-1)
0.175









Figure 7.16f: Effect of plume on the circulation of the downwind vortex, (Case3)
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Figure 7 .17a: Effect of plume on the upwind vortex trajectory in y-z plane, (Case 3)







-igure 7.17b: Effect of plume on the upwind vortex trajectory in x-y plane, (Case3)
7/2 s




Figure 7 .17c: Effect of plume on the upwind vortex trajectory in x-z plane, (Case3)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
136
with exhaust plume (Run 3-2) 





Figure 7.17d: M aximum-temperature variation o f the upwind vortex, (Case3)
Vorticity  •- ■ -  with exhaust plume (Run 3-2)




Figure 7.17e: Effect o f plume on maximum-vorticity o f the upwind vortex, (Case3)
Circulation  • ------ with exhaust plume
-0.2 Upwind vortex without exhaust plume








Figure 7 .17f: Effect o f plume on the circulation o f the upwind vortex, (Case3)
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Figure 7.18: Effect o f exhaust-plume on the vorticity-contours, (Case 3)
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Figure 7.19: Effect of exhaust-plume on the streamlines, (Case 3)
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7.8 S um m ary  and  Conclusion
The computational solution o f the compressible, three-dimensional, full Navier- 
Stokes (NS) equations were used to predict the far-field wake vortex/exhaust-plume flow 
interaction with the ground. The overlapping zonal method was used to carry out the 
computations far downstream. The computations o f the wake vortex/exhaust-plume of a 
single engine for a large-size subsonic aircraft and two engines for a jumbo-size subsonic 
aircraft were considered. The vortices were subjected to crosswind velocity and therefore, 
the full computational domain (right and left sides) was considered and no symmetric 
flow conditions were assumed.
The results o f the large-size subsonic aircraft wake vortex flow were fairly 
validated with the available flight test measurements. The differences were attributed to 
the constant averaged crosswind velocity assumption and the approximate exhaust-plum e 
implementation with no chemical reaction used in the computational simulation.
As a result o f including the exhaust-plum e effect in the numerical simulation, the 
downwind vortex with the exhaust-plume descended more than that without the exhaust- 
plume before rebound. On the other hand, the exhaust-plume, along with the crosswind, 
forced the upwind vortex to stall at a fixed height, then it continued descending later on.
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CHAPTER VIII
EFFECT OF WIND, TURBULENCE, AND REYNOLDS NUMBER 
ON WAKE VORTEX/EXHAUST-PLUME INTERACTION WITH
THE GROUND
8.1 Description of the Problem
The influences o f atmospheric effects, such as; wind velocity, wind shear, ambient 
turbulence and stratification, are playing an important role in predicting the wake vortex 
motion and decay, and hence determining the minimum safe separation-distance between 
take-off and landing aircraft is dependent upon these atmospheric effects.
In this chapter, the effects o f axial wind, crosswind, turbulence and Reynolds 
num ber on the wake vortex/exhaust-plume interaction with the ground are discussed. The 
computational test cases described in the previous chapter w ith the same inflow boundary 
conditions and same grid resolution level are used in the present chapter.
8.2 Effect of Axial Wind
Numerous numerical models, revealed in the literature, studied the effect o f 
crosswind on the wake vortex interaction with the ground. M ost o f these models are two- 
dimensional and therefore they are incapable o f investigating the effect of the axial wind.
In order to study the effect o f the inflow axial velocity on the wake vortex, two 
different three-dimensional computational investigations, for the large-size subsonic 
aircraft wake vortex flow with the temperature field distribution o f a single engine and a 
crosswind (Case 3 described in Section 7.3.3), are conducted. In the first run (Run 3.3),
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the relative axial velocity between the wake vortex and the ground is taken into 
consideration, while in the other (Run 3.2) the relative axial velocity component is set 
equal to zero.
Figures 8.1-8.4 show comparison of the results between the two runs, one with an 
axial velocity and the other without an axial velocity. All variables are non- 
dimensionalized using the span length (2s) and the freestream values. The axial velocity 
o f the wake is taken to be equal to the freestream velocity for the run with an axial 
velocity. Figures 8.1 and 8.2 show the vortex trajectories and decay for both downwind 
and upwind vortices, respectively. The vorticity contours given in Fig. 8.3 and 
streamlines given in Fig. 8.4, show the secondary vortex generation emanating from the 
interaction between the vortex and the ground boundary layer.
Figures 8.1d-8.1f and 8.2d-8.2f show that the axial velocity does not appreciably 
affect either the strength o f the vortex (vorticity) or the plume (temperature) for both 
downwind and upwind vortices. The deviation in the circulation, calculated based on 
r= 1/3, is attributed to the difference in the secondary vortex strength. On the other hand, 
the axial velocity changes the vortex descent in z-direction for both downwind vortex 
(Fig.8. la  and 8.1c) and upwind vortex (Fig. 8.2a and 8.2b). For the downwind vortex, the 
case with the axial velocity shows stronger separation, which yields stronger secondary 
vortex causing the main vortex to rebound higher than the case without the axial velocity. 
The downwind vortex starts to rebound at x=70 and z=0.78 for the case with the axial 
velocity and at x=80 and z=0.68 for the case without the axial velocity. This may be 
attributed to the existence of the axial boundary layer for the case with the axial velocity.
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For the upwind vortex, the same phenomenon is repeated. The boundary layer 
separation for the case with the axial velocity is stronger, as shown in Fig. 8.3, and causes 
the vortex to rebound. While for the case without the axial velocity, the weak boundary 
layer separation generates a weak secondary vortex, which causes the main vortex to stall 
for sometime and then continues its descent.
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2*2 s  Downwind vortex without Axial Velocity (Run 3-2)







Figure 8. la: Effect o f axial velocity on the downwind vortex trajectory in y-z plane
Y/2s Downwind vortex without Axial Velocity (Run 3-2)





Figure 8. lb: Effect o f axial velocity on the downwind vortex trajectory in x-y plane
Z/2s Downwind vortex without Axial Velocity (Run 3-2)
2.5 with Axial Velocity (Run 3-3)
0.5
50 100 X/2s
Figure 8 .1c: Effect o f axial velocity on the downwind vortex trajectory in x-z plane
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without Axial Velocity (Run 3-2) 
with Axial Velocity (Run 3-3)
Downwind vortex
50 100 X/2s
Figure 8. Id: Effect o f axial velocity on the downwind vortex maximum temperature
Vorticity ----- a-----  without Axial Velocity (Run 3-2)
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Figure 8. le: Effect o f axial velocity on the downwind vortex maximum vorticity
Circulation without Axial Velocity (Run 3-2) 
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Figure 8. If: Effect of axial velocity on the downwind vortex circulation
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2J2s Upwind vortex without Axial Velocity (Run 3-2) 
with Axial Velocity (Run 3-3)2.5
0.5
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Figure 8.2a: Effect o f axial velocity on the upwind vortex trajectory in y-z plane
5Y/2s Upwind vortex without Axial Velocity (Run 3-2) 





Figure 8.2b: Effect o f axial velocity on the upwind vortex trajectory in x-y plane
Z/2s Upwind vortex without Axial Velocity (Run 3-2) 
with Axial Velocity (Run 3-3)2.5
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100
Figure 8.2c: Effect of axial velocity on the upwind vortex trajectory in x-z plane
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without Axial Velocity (Run 3-2) 
with Axial Velocity (Run 3-3)
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Figure 8.2d: Effect of axial velocity on the upwind vortex maximum temperature
Vorticity  a------  without Axial Velocity (Run 3-2)





Figure 8.2e: Effect of axial velocity on the upwind vortex maximum vorticity
Circulation without Axial Velocity (Run 3-2) 
with Axial Velocity (Run 3-3)-0.2 Upwind vortex








Figure 8.2f: Effect o f axial velocity on the upwind vortex circulation
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Figure 8.3: Effect o f axial velocity on the vorticity contours
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Figure 8.4: Effect o f axial velocity on the streamlines
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8.3 Effect of Axial Wind Shear
The vertical shear o f the ambient wind is another characteristic of the atmosphere 
that affects the wake vortex motion and dynamics. The wind shear may occur near the 
ground due to surface drag or at other altitudes due to changes in atmospheric pressure 
gradients. Most numerical investigators have concentrated on studying the effects of 
crosswind shear when the wake vortices were generated near the ground. Most o f these 
studies are two-dimensional and hence do not have the capability to include wind shear in 
the axial direction.
In this section the effect o f axial wind shear is investigated while the effect o f 
crosswind shear will be presented in Section 8.5. Two different sets o f results (Case 1 
described in Section 7.3.1) are presented: one with an axial wind shear (Run 1-3) and the 
other without an axial wind shear (Run 1-1). No crosswind and no exhaust-plume 
temperature are considered in these cases. Symmetric flow boundary conditions are 
implemented, and only the right portion o f the computational domain is considered. For 
the case with the shear, a linear axial-velocity profile is assumed at the inflow boundary 
condition with zero value on the ground and freestream value at z=1.0. Beyond this 
height, a uniform axial velocity with the freestream value is used.
Figures 8.5-8.7 show the vortex trajectories, vorticity contours and streamlines for 
both cases, with and without the axial wind shear. The results for the case with the shear 
show a delay of the boundary layer separation until x=24, while the separation occurs at 
x=16 for the case without an axial wind shear. This delay may be attributed to the thinner 
boundary layer flow on the ground for the case with the shear in comparison with that of 
the case without the shear.
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Figure 8.5a: Effect of axial wind shear on the vortex trajectory in y-z plane
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Figure 8.5b: Effect of axial wind shear on the vortex trajectory in x-y plane
Z/s
» with axial wind-shear (Run 1-3)
2.5
o without axial wind-shear (Run I - l )
2 f
o o
* _ - O « ® ° °
O „ o
a *
°  * O .  o *
1 . 5  F  o * o  o  o
• . o *
100 X/s 150
Figure 8.5c: Effect of axial wind shear on the vortex trajectory in x-z plane
























































Figure 8.6: Effect of axial wind shear on the vorticity contours
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Figure 8.7: Effect o f axial wind shear on the streamlines
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8.4 Effect of Crosswind
Wake vortices generated by a large aircraft that is approaching or leaving a 
runway can survive the interaction with the ground and be blown by a crosswind into the 
path o f a smaller aircraft on a parallel runway. Several field observations showed that 
wake vortices could sustain for up to 3.5 minutes and could be carried out about 500 m 
perpendicular to the runway by crosswind having a velocity o f 3 to 5 m/s
In the present section, the influence of the crosswind on the wake vortex/exhaust- 
plume interaction with the ground is addressed. Only a uniform crosswind velocity profile 
is considered in this section, while the crosswind shear effect (linear velocity profile) will 
be discussed in the next section. Since the crosswind generates asymmetric flow 
behavior, symmetric flow conditions cannot be used and the whole computational domain 
is considered. Two computational test cases (Cases 2 and 3 in Chapter VII) are 
considered; the large-size subsonic aircraft wake vortex with a single exhaust-plume 
temperature field subjected to a uniform crosswind velocity o f 5.8 m/s (Run 3-2) and the 
jum bo-size subsonic aircraft wake vortex with two exhaust-plume temperature fields 
subjected to a uniform crosswind velocity of 3.7 m/s Run 2-2).
8.4.1 Effect of Crosswind on the Large-Size Subsonic Aircraft Wake 
Vortex/Exhaust-Plume of Single Engine
In this case, Reynolds number is taken to be equal to lxlO6 and the uniform 
crosswind velocity is equal to 5.8 m/s (Run 3-2). The flow is assumed laminar, and the 
turbulence effect will be introduced in a subsequent section.
Vortex center trajectories o f both downwind and upwind vortices in y-z, x-y and 
x-z planes are shown in Figs. 8.8a, b and c, respectively. In Figs 8.8a and 8.8b, the y-
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locations o f the vortex centers are plotted relative to the original vortex-center location yo 
for both downwind and upwind vortices.
In the inviscid region, away from the ground up to z=0.84 (25.2m) and x=60 
(1.8km), both downwind and upwind vortex-trajectories are identical. They are carried 
out by the crosswind from left to right with the same rate. Also it can be seen from Figs. 
8.8d, e and f, which show the maximum temperature, maximum vorticity and circulation 
variations, respectively, that the crosswind does not alter the strength o f the vortices in 
the inviscid region up to x=60, or the plume temperature in the whole region. Upon 
interacting with the ground boundary layer, downwind and upwind vortex-trajectories 
start to deviate from each other. It is well known that the interaction with the ground 
causes the vortex to move outward (left for the downwind vortex and right for the upwind 
vortex). For the downwind vortex, the ground effect and crosswind both work together to 
push the vortex away from the runway. This vortex could be carried to another runway 
parallel to the original one and downstream of it. On the other hand, for the upwind 
vortex, the ground effect and crosswind work against each other causing the upwind 
vortex to stall on the runway for sometime. It is clear from Figs 8.8e and 8.8f that the 
crosswind strengthens the upwind vortex and weakens the downwind vortex, which leads 
to more rapid decay of the downstream vortex.
Figure 8.8a shows that the upwind vortex rebound, while the downwind vortex 
continues to descent which causes the vortex pair to rotate in the counterclockwise 
direction. This phenomenon can be explained using the vorticity contours, shown in Fig. 
8.3, which indicates that the viscous region under downstream vortex is thicker than that 
beneath the upstream vortex. Therefore the boundary layer separation, generated by the
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downwind vortex interaction with the ground boundary layer, is strong and yields a strong 
secondary vortex (Fig. 8.3), which forces the main downwind vortex to rebound and 
move outward. On the other hand, the weak boundary layer separation, generated by the 
upwind vortex interaction with the ground boundary layer, yields a weak secondary 
vortex (Fig. 8.3), which causes the main upstream vortex to stall at z=0.63 for sometime 
and then continues to descend later on.
8.4,2 Effect of Crosswind on the Jumbo-Size Subsonic Aircraft Wake Vortex/ 
Exhaust-Plume of Two Engines
In this case, Reynolds number is taken to be equal to 0 .05xl06 and the uniform 
crosswind velocity is equal to 3.7 m/s (Run 2-2). The flow is assumed laminar, and the 
turbulence effect will be introduced in a subseqent section.
Figures 8.9a, b and c show the downwind and upwind vortex-trajectories in y-z, x- 
y and x-z planes, respectively. The same tilting (rotation) o f the vortex pair phenomenon, 
discussed in the previous case, is repeated. The downwind vortex is at greater altitude 
than the upwind vortex. The stronger jum bo-size subsonic aircraft vortex than the large- 
size subsonic aircraft vortex and the lower Reynolds number used in this case than that 
used in the previous case, which leads to thicker boundary layer, cause the deviation of 
motion between the upwind and downwind vortices to be faster and greater than that of 
the large-size subsonic aircraft case.

















Figure 8.8c: Effect of crosswind on the vortex trajectories in x-z plane, (Case 3)
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Figure 8.8e: Effect o f crosswind on the vortex maximum vorticity, (Case 3)
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Figure 8.8f: Effect o f crosswind on the vortex circulation, (Case 3)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
158
 > downwind vortexZ/s
2 upwind vortex
1





0 50 150100 X/s
Figure 8.9b: Effect o f crosswind on the vortex trajectories in x-y plane, (Case 2)
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Figure 8.9c: Effect o f crosswind on the vortex trajectories in x-z plane, (Case 2)
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8.5 Effect of Crosswind Shear
During 1994 and 1995 field measurements in Memphis, many wake vortices were 
observed stalling or deflecting when penetrating a region near the top of a low-level 
temperature inversion during sunset70. This inversion separates the cooled air near the 
ground and may produce pronounced shear zones due to changes in air characteristics.
In order to investigate the effect o f crosswind shear on the wake vortex motion 
and decay, a uniformly distributed wind shear is implemented (Run 3-4). The crosswind 
velocity at x=0 and z=2.333 is equal to 0.085 (5.8m/s) and a linear crosswind velocity o f 
gradient (Av/Az) equal to 0.02 is assumed. The Reynolds number is equal to lxlO6.
For validation, the present computational results are compared with the field data
£0
from the 1990 Idaho Falls, Idaho (IDF) field experiment. Proctor used these 
measurements to validate his two-dimensional numerical simulation (TASS). 
Unfortunately, the original measurements could not be obtained for the present study, so 
the data were extracted from the available experimental data given in Ref. 68. Vortex 
experimental data were collected from a series o f low-level flights in various flight 
configurations by a Laser Doppler Velocimeter (LDV), an array of Monostatic Acoustic 
Vortex Sensing System (MAVSS) sensores, and a 200 ft (61m) instrumented tower. The 
tests were conducted in September during mornings and extending into early afternoons. 
Experimental data for a Boeing-757 are used to validate the current results. The Boeing- 
757 was in a landing configuration and on a level path at 70 m (z=2.333) above Ground 
Level (AGL). The ambient atmosphere for the early morning flight was characterized by 
significant crosswinds (5.8 m/s at flight level). A strong crosswind shear was especially 
noted between 20 and 40m AGL, which was not simulated in the present numerical
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model since the exact crosswind velocity-profile is not available to be implemented in the 
model.
Comparisons between the calculated vortex trajectories and measured vortex 
trajectories in y-z plane are shown in Figs. 8.10a and 8.1 la  for the downwind vortex and 
upwind vortex, respectively. Figures 8.10b and 8.10c represent the horizontal (y) and 
vertical (z) movements with time (t), for the downwind vortex. A similar horizontal and 
vertical time histories for the upwind vortex are shown in Figs 8.11b and 8.11c, 
respectively. For the computational results, the time (t) in these figures is calculated from
t = —  (8.1)
U
Reasonable agreement is obtained for vortex trajectories except for some 
discrepancies in the descent rate in vertical direction. This disagreement is attributed to 
the constant crosswind shear (linear crosswind velocity) assumption (92v/9z2=0) in the 
computational model, while in the actual test, a strong crosswind shear was reported 
between 20 and 40 AGL (92v/9z2?K)). Using a two-dimensional numerical model, 
Proctor70 et. al. show that the bounce of the vortex is related to the vertical change in the 
ambient shear (92v/9z2) rather than the environmental shear (9v/9z). Both the 
computational model prediction and measured data show that the downwind vortex 
bounces higher than the upwind vortex. The downwind vortex has a sign of vorticity 
opposite to the sign of the vertical ambient vorticity generated from the crosswind shear. 
The upwind vortex has a sign of vorticity similar to the sign o f the vertical ambient 
vorticity generated by the crosswind shear.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
161
In order to characterize the strength of wake vortices, averaged circulation is used.
where a and b are the radii of the averaging interval, V is the velocity vector and q is the 
axial component of vorticity.
Figure 8.12 shows a comparison between the computational results and the 
experimental data (LDV, tower and MAVSS measurements) for the 10m (1/3 dimension- 
less) absolute average-circulation (averaging for the area from r=0 to r=10m). The present 
three-dimensional computational results suffer from a rapid decay, which emphasize the 
need for a higher grid resolution in the core region. This higher grid resolution could not 
be afforded with the current grid due to the present com puter memory and speed 
limitations. Use of a multi-grid technique is recommended to redistribute the available 
grid points in order to capture the vortex-core with a finer grid than the one currently 
being used.
According to Proctor , the average circulation relates to the rolling moment o f an
encountering aircraft. The average circulation is defined as
( 8 .2 )
where Tr is the circulation and is defined as




Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
162
The computational model shows that the downwind vortex has a slightly higher 
strength than that o f the upstream vortex up to t=45. Afterwards, the upwind vortex 
strength indicates greater decay rates. This upwind vortex strength trend was also 
observed in the field measurements. This drop in the upwind vortex strength was not 
captured by Proctor’s two-dimensional numerical simulation , since the two-dimensional 
prediction does not allow vortex stretching and does not permit development of three- 
dimensional decay processes such as vortex bursting and Crow instability.
To study the effect o f crosswind shear on the wake vortex/exhaust-plume 
interaction with the ground, comparison between two different cases are considered: one 
with a crosswind shear (Run 3-4) and the other without a crosswind shear (Run 3-2). 
Figures 8.13a, b and c show the effect o f crosswind shear on the downwind vortex 
trajectories in y-z, x-y and x-z planes, respectively and Figs 8.13d-8.13f show the effect 
of crosswind shear on the downwind vortex maximum temperature, maximum vorticity 
and circulation, respectively. A similar set o f results for the upwind vortex is shown in 
Fig. 8.14. Figures 8.15 and 8.16 show the vorticity contours and streamlines at three 
selected downstream stations.
As expected, for the case with the crosswind shear, both upwind and downwind 
vortices translate at slower speeds in the y-direction while they descend due to the 
presence o f weaker crosswinds closer to the ground as shown in Figs 8.13b and 8.14b. In 
the inviscid region, the descent rate in z-direction for both downwind and upwind vortices 
is not altered by the crosswind shear (Figs. 8.13c and 8.14c). However, the maximum 
vertical descent of the downwind vortex with the crosswind shear is slightly lower than 
that without the crosswind shear, as it encounters a crosswind shear o f opposite vorticity.
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On the other hand, the upwind vortex with the crosswind shear descends more than that 
without the crosswind shear as it contains a vorticity of same sign to that of the shear. 
After rebound, the downwind vortex ascends upward (Fig. 8.13a), while the upwind 
vortex stalls at z =  0.64; where it translates at relatively slower speeds due to the weaker 
crosswinds (Fig. 8.14a).
The strength of the downstream vortex, shown by the maximum vorticity (Fig. 
8.13e) and circulation (Fig. 8 .13f), and the maximum plume-temperature (Fig. 8.13d) are 
not altered by the crosswind shear. Also, the upwind maximum plume-temperature is not 
affected by the crosswind shear. On the other hand, the upwind vortex-strength decreases 
suddenly at x=100 (Figs 8.14e, 8.14f and 8.15), while the upwind vortex stalls at z = 0.64. 
This may be attributed to the stronger boundary layer separation (Fig. 8.16).
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Figure 8.10a: Comparison between the measured and computed downwind vortex
trajectory
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Figure 8.10b: Comparison between the measured and computed downwind-lateral
position
Z/2S Downwind vortex computauonal <Run3-4>
3 >  LDV 






20 40 , 60 
Tim e (sec .)
Figure 8.10c: Comparison between the measured and computed downwind vortex altitude
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Figure 8.1 la: Comparison between the measured and computed upwind vortex trajectory









Figure 8.1 lb: Comparison between the measured and computed upwind-lateral position
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-igure 8.1 lc: Comparison between the measured and computed upwind vortex altitude
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Figure 8.12: Comparison between the measured and computed 10-meter average
circulation
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2J2s Downwind vortex without shear (Run 3-2) with shear (Run 3-4)
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Figure 8.13a: Effect o f crosswind shear on the downwind vortex trajectory in y-z plane
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Figure 8.13b: Effect of crosswind shear on the downwind vortex trajectory in x-y plane
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Figure 8 .13c: Effect o f crosswind shear on the downwind vortex trajectory in x-z plane
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Figure 8.13d: Effect o f crosswind shear on the downwind vortex max. temperature
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Figure 8.13f: Effect of crosswind on the downwind vortex circulation
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Figure 8.14a: Effect o f  crosswind shear on the upwind vortex trajectory in y-z plane
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Figure 8.14b: Effect o f crosswind shear on the upwind vortex trajectory in x-y plane
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Figure 8 .14c: Effect o f crosswind shear on the upwind vortex trajectory in x-z plane
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Figure 8 .14d: Effect of cross wind shear on the upwind vortex maximum temperature
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Figure 8 .14e: Effect of crosswind shear on the upwind vortex maximum vorticity
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Figure 8.14f: Effect o f crosswind shear on the upwind vortex circulation
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Figure 8.15: Effect o f crosswind shear on the vorticity contours
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Figure 8.16: Effect of crosswind shear on the streamlines
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8.6 Effect of Turbulence
It is well known that the success o f any numerical simulation is strongly 
dependent on progress in turbulence modeling. Although no initial ambient turbulence is 
assumed, turbulence can still be generated in the simulations from the interaction between 
the wake vortex/exhaust-plume and the ground or the ambient environment. For stable- 
stratified environments, the no initial ambient turbulence assumption is acceptable, since 
the generated turbulence effect overcomes the pre-existing turbulence effect.
In this section, only, the turbulence effect generated from the wake vortex/ground 
interaction is addressed. The Spalart and Almaras (SA) one-equation turbulence model81 
and the two-equation k-co Shear Stress Transport (SST) turbulence model o f M enter83 are 
implemented. These two models have been discussed in detail in Chapter III.
Two cases o f trailing vortex flow are considered. The first flow case is the wake 
vortex/exhaust-plume with two engines o f the jum bo-size subsonic aircraft in ground 
effect with the uniform axial wind and crosswind velocities (Case 2). The second case is 
the wake vortex/exhaust-plume with a single engine of the large-size subsonic aircraft in 
ground effect subjected to linear crosswind velocity (i.e., constant shear)(Case 3). The 
Reynolds number for the two cases is equal to Ix lO 6.
8.6.1 Effect of Turbulence on the Jumbo-Size Subsonic Aircraft Wake Vortex/ 
Exhaust-PIume of Two Engines Subjected to Uniform Crosswind
In this case, the crosswind is assumed constant and equal to 3.7 m/s. The results 
corresponding to three different Runs (2-3, 2-7 and 2-10) using laminar flow assumption, 
SA and Menter’s k-a> turbulence models, respectively, are plotted in Figs. 8.17-8.20.
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The downwind vortex trajectories predicted using turbulence models indicate an 
earlier vortex-rebound in the vertical direction than that computed using a laminar flow 
assumption. However, the subsequent motion behavior of turbulent vortex is almost the 
same as that of the laminar flow case.
The same separation and rebound phenomena predicted using the laminar flow 
assumption are repeated for turbulent flow. The descending vortex induces a crossflow at 
the ground with an attendant suction peak underneath the vortex core. It generates an 
adverse pressure gradient, which causes boundary layer separation. This separation is 
stronger for turbulent flow than that o f laminar flow. This stronger separation results in a 
stronger secondary bubble with an opposite sign to the primary vortex as shown in Figs. 
8.19 and 8.20. Then the separation bubble grows rapidly and detaches from the ground 
forming a stronger secondary vortex, which causes the rise of the primary vortex. Hence, 
for the turbulent flow, the stronger secondary vortex yields lesser vortex descent than that 
o f the laminar flow.
The ambient crosswind works with the downwind vortex-induced crossflow, 
while, it works against the upwind vortex-induced crossflow. Hence, the downwind 
secondary vortex is stronger than the upwind secondary vortex. The upwind vortex 
trajectories, shown in Fig. 8.18, reveal that the upwind vortex descent, predicted using SA 
turbulence model, is higher than that predicted using k-co turbulence model or using 
laminar flow assumption. This is attributed to the delay in secondary vortex generation, 
which allows the primary vortex to descend more before rebound.
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Figure 8.17a: Effect of turbulence on the downwind vortex trajectory in y-z plane,
(Case 2)
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Figure 8.17b: Effect of turbulence on the downwind vortex trajectory in x-y plane,
(Case 2)
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Figure 8.17c: Effect of turbulence on the downwind vortex trajectory in x-z plane,
(Case2)
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Figure 8 .18a: Effect of turbulence on the upwind vortex trajectory in y-z plane, (Case 2)
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Figure 8.18b: Effect o f turbulence on the upwind vortex trajectory in x-y plane, (Case 2)
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Figure 8.18c: Effect of turbulence on the upwind vortex trajectory in x-z plane, (Case 2)
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Figure 8.19: Effect of turbulence on the vorticity contours, (Case 2)
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Figure 8.20: Effect o f turbulence on the streamlines, (Case 2)
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8.6.2 Effect of Turbulence on the Large-Size Subsonic Aircraft Wake Vortex/ 
Exhaust-PIume of Single Engine Subjected to Linear Crosswind
In this case, the crosswind velocity profile is assumed linear with a velocity of 
0.085 (5.8m/s) at z=2.3333 and gradient o f 0.02. The laminar flow, SA and M enter’s k-co 
turbulence models results (Run 3-4, 3-5 and 3-6, respectively) are shown in Figs 8.21- 
8.23. Also, upwind vortex trajectory comparisons with the available experimental data68 
are presented in Fig. 8.21.
The linear crosswind velocity generates an ambient vorticity with a sign similar to 
that of the upwind vortex and opposite to that of the downwind vortex. The turbulence 
models rapidly generate turbulence in the descending primary vortices. This turbulence 
results in fast dissipation of the primary vortex (drop in its maximum vorticity and 
circulation) as shown in Figs 8 .2 le  and 8 .2 If  and a slight drop in the maximum plume 
temperature as shown in Fig. 8 .2Id.
Figures 8.21a-c show that the upwind vortex trajectories predicted using 
turbulence models show better comparison with the experimental data than those 
calculated using the laminar flow assumption. The k-co model generates turbulence in the 
main vortices faster than that generated by the SA model. This generated turbulence 
causes relatively rapid dissipation in the vortex maximum vorticity (Fig. 8 .2 le) and 
circulation (Fig 8.210- Figures 8.22 and 8.23 shows that the boundary layer separation 
starts earlier and the generated secondary vortex beneath the primary one pushes the main 
vortex upward and hence lower descent rate is achieved.
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The ambient vorticity generated from the crosswind shear and the rapidly 
generated turbulence in the downwind vortex work together to cause very fast dissipation 
in the primary downwind vortex as shown in Fig. 8.22. A higher resolution grid is needed 
in the vortex core region in order to capture the full downwind separation and rebound 
phenomena. Due to computer memory and speed limitations, refining the current grid is 
not possible, and a multi-block grid is recommended for use in the future work.
In order to overwhelm the very fast, spontaneous, transition to turbulence 
occurring in the primary vortex, Shur et al.53 suggested a new modification to SA model 
by accounting for the rotation and curvature effects. In the modified model (SARC), the 
generation o f turbulence in the primary vortex is suppressed by its rotation/curvature 
correction and the only way turbulence can penetrate into the primary vortex is by 
diffusion from the secondary vortex, originated from the turbulent boundary layer at the 
ground plane. The SARC model was not used in the present work and left to be tested in 
future work.













Figure 8.21a: Effect o f turbulence on the upwind vortex trajectory in y-z plane, (Case 3)






20 40 60Time (sec.)
Figure 8.21b: Effect o f turbulence on the upwind vortex trajectory in x-y plane, (Case 3)
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Figure 8.21c: Effect o f turbulence on the upwind vortex trajectory in x-z plane, (Case 3)
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Figure 8.2 Id: Effect of turbulence on the upwind vortex maximum temperature, (Case 3)





Figure 8.2 le: Effect of turbulence on the upwind vortex maximum vorticity, (Case 3)








Figure 8 .2 If: Effect of turbulence on the upwind vortex circulation, (Case 3)
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Figure 8.22: Effect o f turbulence on the vorticity contours, (Case 3)
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Figure 8.23: Effect of turbulence on the streamlines, (Case 3)
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8.7 Reynolds Number Effect
To study the effect o f viscous forces on vortex motion in the ground vicinity, two 
different runs with different values of the Reynolds number are conducted. The jumbo- 
size subsonic aircraft wake vortex flow with the exhaust-plume of two engines (Case 2) is 
considered. The flow is assumed to be laminar with Reynolds number o f 0 .05xl06 (Run 
2-2) and lxlO6 (Run 2-3). The vortex flow is subjected to uniform crosswind of 3.7 m/s.
The computed influence of Reynolds number on the downwind vortex trajectory 
is shown in Fig. 8.24 and on the upwind vortex trajectory is shown in Fig. 8.25. The 
vortex centers are plotted at axial intervals o f (Ax=5) to facilitate the comparison. In the 
inviscid region, the vortex traverses under the influence of the crosswind only and no 
viscous (Reynolds number) effect is noticed. The vortices continue along the inviscid 
path longer at higher Reynolds number. In the viscous region, for the lower Reynolds 
number, the viscous force weakens the primary vortex, which yields slow er motion in the 
lateral direction (y) as shown in Figs. 24b and 25b. For the downwind vortex, the 
boundary layer separation and vortex rebound occur earlier for the low Reynolds number 
flow, because of the thicker boundary layer, which yields stronger separation and stronger 
secondary vortex. These results are in good agreement with the two-dimensional 
numerical simulation of Zheng and Ash49. For the upwind vortex, the same lateral vortex 
motion with relatively smaller speed in y-direction is observed. No upwind vortex 
rebound is predicted for both Reynolds number in the vertical direction due to the effect 
of crosswind, which works against the ground interaction effect in y-direction (the ground 
effect is trying to push the upwind vortex in the negative y-direction and the crosswind 
forces the vortex to move in the positive y-direction). The upwind vortex stalled at
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constant elevation while moving in the lateral direction with slow speed. For the lower 
Reynolds number case, viscous effects weakens the main vortex more rapidly and hence 
the minimum elevation is relatively higher than that of the higher Reynolds number case.
A comparison between the predicted downwind vortex trajectories and the 
corresponding experimental data of Kopp29, shown in Fig. 24a, indicates that the results 
obtained with higher Reynolds number compared better with the experimental 
measurements than those obtained with lower Reynolds number.










Figure 8.24a: Effect of Reynolds No. on the downwind vortex trajectory in y-z plane
Re=0.05X!<y (Run 2-2)





Figure 8.24b: Effect of Reynolds No. on the downwind vortex trajectory in x-y plane
Re=0.05X10" (Run 2-2)
2.5 Re=IX10" (Run 2-3)Downwind vortex
0.5
15050 100 X/s
Figure 8.24c: Effect of Reynolds No. on the downwind vortex trajectory in x-z plane
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Re=0.05X10', (Run 2-2)





Figure 8.25a: Effect of Reynolds No. on the upwind vortex trajectory in y-z plane
Re=O.05XI0“ (Run 2-2)





Figure 8.25b: Effect of Reynolds No. on the upwind vortex trajectory in x-y plane






Figure 8.25c: Effect of Reynolds No. on the upwind vortex trajectory in x-z plane
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8.8 Summary and Conclution
In the previous chapter, the effect of exhaust-plumes on vortex motion and decay 
in the ground domain were studied. In this chapter, some atmospheric effects, namely; 
crosswind, axial wind, turbulence and Reynolds number effects on the wake 
vortex/exhaust-plume interaction with the ground were addressed.
The existence o f  the axial wind resulted in earlier main vortex rebound due to the 
strong secondary vortex formation. This strong secondary vortex was generated from the 
interaction between the boundary layer flow in the axial direction and the boundary layer 
flow in the crossflow direction. The upwind vortex stalled at a constant elevation, while 
moving slowly in the lateral (y) direction. The existence of the crosswind strengthened 
the upwind vortex and weakened the downwind vortex, which caused the vortex pair to 
tilt in the counterclockwise direction. The weak secondary vortex, generated by the 
upwind vortex interaction with the ground boundary layer, caused the main upwind 
vortex to stall at a constant height.
More diffusive results were predicted when implementing the turbulence 
characteristics through the one-equation and two-equation turbulence models. The results, 
predicted by using the k-co turbulence model, showed sudden drop in the main-vortex 
strength, later on the change in the vortex strength became very weak. Higher Reynolds 
number produced thinner boundary layer and hence weaker boundary layer separation and 
weaker secondary vortex. This allowed the main downwind vortex to descend further 
before rebound.
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CHAPTER IX 
CONCLUSIONS AND RE COMEND ATIONS
The computational solution of the compressible, three-dimensional, Reynolds- 
Averaged, full Navier-Stokes equations is used to predict the near-field wake vortex 
turbulent flow, far-field wake vortex/exhaust-plume turbulent flow interaction and wake 
vortex/exhaust-plume interaction with the ground. Three different turbulent models have 
been used with the Raynolds-Averaged Naiver-Stokes (RANS) equations, which include 
the Baldwin and Lomax model, Spalart and Allmaras model and k-co model o f Menter. 
Computational results have been presented for three main applications. For the first 
application, which is discussed in Chapter V, the near-field wake vortex, the focus is 
directed at the development and roll-up of the tip vortex for a subsonic wing. The second 
application, discussed in Chapter VI, is the far-field interaction of wake vortex flow and 
exhaust-plume temperature field. The interaction o f tip-vortex flow of a medium-size 
subsonic aircraft wing with the temperature field of exhaust jet plume of a single engine 
is studied. The interaction o f the wake vortex flow of a HSCT wing with the temperature 
field of two engines exhaust je t plumes is also investigated in Chapter VI. The third 
application, which is the interaction between the wake vortex/exhaust-plume and the 
ground, is discussed in Chapters VII and VH[. The effect of the exhaust-plume, wind 
velocity, wind shear, turbulence and Reynolds number on the vortex motion and decay in 
the ground vicinity is addressed. For the second and third applications, the computations 
have been carried out for more than one mile in the downstream direction using a newly 
developed overlapping zonal method.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
191
9.1 Conclusions
The results of the first application have been compared with the available 
experimental data. The comparison showed that the location and shape of the tip-vortex 
above the wing, which were computed using the BL and SA models are in good 
agreement with the experimental data than those of the k-co model. In the wake region, 
the k-co model showed better comparison with the experimental data than that of the BL 
and S A models. Hence, for the far-field calculation, only k-co turbulence model was used.
For the medium-size subsonic aircraft tip-vortex/exhaust-plume interaction, the 
exhaust-plume flow wrapped around the tip-vortex, and later on it was entrained in the 
tip-vortex flow. Comparison of the present results with those of the UNIWAKE code 
showed that both results were in good agreement.
For the HSCT wake vortex/exhaust-plume interaction, it has been shown that the 
wake vortex deformed and formed two counter-clockwise rotating vortices, which 
separated, and later on they merged. The exhaust-plumes follow the motion of the wake 
vortex and their flows were entrained with the two vortices. For the two-side flow-field 
calculations with reduced lateral distance, no flow asymmetry was captured, and flow 
detrainment has been captured.
In order to study the effect o f exhaust-plume temperature field on the wake vortex 
motion and decay at the occurrence of the interaction with the ground (Chapter VH), three 
different test cases have been utilized. In the first case, a wake vortex flow with and 
without the single-engine exhaust-plume was considered. The second case was that of a 
jumbo-size subsonic aircraft wake vortex flow, with and without the exhaust-plume of 
two engines subjected to a crosswind velocity. In the third case, a wake vortex flow
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corresponding to a large-size subsonic aircraft with and without the exhaust-plume of a 
single engine subjected to crosswind velocity was considered. For validation, the results 
o f the second case were compared with the available experimental data of the downwind 
wake vortex trajectory. The computed and measured trajectories were in fair agreement. 
In the rebound region, a sharp descent occurs abruptly, which could not be captured by 
the computational simulation. This sharp descent may be caused by a variation in the 
crosswind velocity, which was not available for the present calculation. Moreover, the 
exhaust-plume was represented as a temperature field with no chemical reaction.
The exhaust-plume caused the downwind vortex to descend more before 
rebounce. On the other hand, the existence o f the exhaust-plume, along with the 
crosswind, forced the upwind vortex to stall at a certain height and then it continued to 
descend later on. The finding is consistent with the experimental observations.
In Chapter Vin, the effects o f wind velocity, turbulence and Reynolds number 
were studied. The existence o f an axial boundary layer, resulting from axial flow, yielded 
a strong boundary layer separation and hence a strong secondary vortex that caused a 
sudden rebound in the main vortex trajectory at higher elevation. Crosswind caused the 
upwind vortex to stall at a constant altitude and restricted its lateral motion. On the other 
hand, the crosswind drifted the downwind vortex further downstream. The turbulence 
results showed more diffusion than that of the laminar results, which caused the main 
downwind vortex to rebound earlier. Lower Reynolds number caused the main vortex to 
diffuse faster and hence the maximum descent was lesser than that of the higher Reynolds 
number.
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9.2 Recommendations For Future Work
The present study leads to several recommendations for future work. These
recommendations are listed below:
1. Wake vortices emanating from the wing flaps o f the landing and takeoff aircraft must 
be considered in the numerical simulation.
2. Exact exhaust-plume characteristics, including products and chemical reaction, need 
to be implemented in the numerical simulation.
3. A detailed weather forecast, including exact velocity profiles and temperature 
distribution, is essential for implementation in the computer code. These atmospheric 
state parameters may be provided to the numerical simulation from experimental data 
or through mesoscale numerical weather forecast model such as A VOSS predictor 
model.
4. The ground temperature effect needs to be studied by applying the isothermal 
boundary condition on the ground in the numerical simulation.
5. Multi-block technique is highly recommended to redistribute the grid points in order 
to have a finer grid resolution in the core region, which is needed in order to study 
flows with higher Reynolds number.
6. Higher order Computational Fluid Mechanics (CFD) codes are recommended to be 
tested to ensure less diffusive results.
7. The SARC one-equation turbulence model, which is a modified version of the Spalart 
and Allmaras (SA) model, need to be tested in order to study the rotation and 
curvature effects.
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8. In order to capture the three-dimensional C row ’s instability, the computations need to 
be carried out for a longer distance downstream with a finer grid resolution in the core 
region.
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