The influence of solvent viscosity on the surface and internal structural dynamics of the protein myoglobin is studied using ultrafast infrared vibrational echo measurements of the pure dephasing of the A 1 CO stretching mode of myoglobin-CO (Mb-CO). The dephasing reflects protein structural fluctuations as sensed by the CO ligand bound at the protein's active site. Measurements made as a function of solvent viscosity at 295 K show that the pure dephasing has a marked dependence on viscosity. In addition, the pure dephasing of Mb-CO in the solvents trehalose and 50:50 ethylene glycol:water are compared as a function of temperature T (10-295 K). The pure dephasing data in the two solvents have identical T 1.3 temperature dependences at low temperatures, where both solvents are glassy solids. At higher temperatures, the Mb-CO pure dephasing has a much steeper temperature dependence in ethylene glycol:water, which is a liquid, than in trehalose, which is a glass at all temperatures studied. The steep temperature dependence in liquid ethylene glycol: water is described as a combination of a viscosity-dependent component and a temperature-dependent component. The viscosity-dependent data are analyzed using a theory that connects the fluctuations of the protein surface to the solvent's viscoelastic response. When the solvent's viscosity is lowered, the increased rate of fluctuation of the protein's surface allows more rapid internal protein dynamics, which result in more rapid dephasing. Good agreement is obtained for physically reasonable parameters. The experimental echo decay times are proportional to the cube root of the solvent viscosity η 1/3 . This proportionality is characteristic of protein structural fluctuations that give rise to CO frequency fluctuations that are in the spectral diffusion regime (relatively slow evolution).
I. Introduction
The dynamics of proteins on a wide variety of time scales are intimately related to protein function. Fast and moderately fast fluctuations of protein structure enable a protein to sample a complex conformational energy landscape. These rapid motions give rise to the slower processes associated with protein function. Molecular dynamics simulations have shown that a protein can sample thousands of conformations on a 1-100 ps time scale. 1, 2 Understanding these dynamics provides an important connection between protein function and protein structure, as determined by X-ray, 3, 4 NMR, 5, 6 other experimental techniques, [7] [8] [9] [10] [11] and theory. 1, 2 The importance of dynamic fluctuations in proteins is illustrated by myoglobin (Mb). Myoglobin is a 153-amino acid protein with the primary biological function of reversibly binding and transporting O 2 in muscle tissue. Myoglobin's ability to bind O 2 and other biologically relevant ligands, such as CO or NO, is due to a nonpeptide prosthetic group, heme, which is located in the protein's "pocket" and is covalently bound at the proximal histidine of the globin protein. The X-ray crystal structure of Mb indicates that there are no static gaps for ligands to pass through. [12] [13] [14] For ligands to move in and out of the pocket, they must traverse the intervening protein. Traversing the protein is made possible at room temperature by dynamic fluctuations in the protein structure, which open paths for ligand diffusion through the protein. 15 Because of the ability of ligands to move through the protein, in some sense, the protein has liquidlike character at room temperature. 15 Recently, the ultrafast infrared (IR) vibrational echo technique has been applied to the study of the dynamics of myoglobin-CO (Mb-CO) [16] [17] [18] [19] [20] and the closely relate protein, hemoglobin-CO. 21 Vibrational echo measurements of the pure dephasing of the CO stretching mode are sensitive to the complex protein dynamics communicated to the CO ligand bound at the active site of the protein. Unlike other ultrafast techniques that involve electronic excitation of chromophores, 22 ,23 the vibrational echo experiments directly examine fluctuations of protein structure on the ground-state potential energy surface.
In this paper, the influence of the viscosity of the solvent on Mb-CO dynamics is examined with IR vibrational echo experiments. A study of Mb-CO in a variety of solvent mixtures at room temperature is presented. The solvents have a wide range of viscosities. These isothermal experiments demonstrate that the solvent viscosity has a significant influence on the dynamics of the protein, as sensed by the CO bound at the active site. In addition, previously reported vibrational echo pure dephasing data on Mb-CO in the solvents trehalose and a 50:50 (v:v) ethylene glycol:water mixture (hereafter referred to as EgOH) are compared over a broad temperature range. 20 The influence of the decreasing viscosity with increasing temperature in EgOH is compared to the new isothermal data. The combined data from the isothermal and temperaturedependent studies are analyzed quantitatively with a new viscoelastic theory.
In the experiments with Mb-CO in trehalose, the solvent is a glass at all temperatures studied (10-310 K) . Therefore, the dephasing arises from the protein dynamics with a rigid, essentially infinite viscosity, solvent. In contrast, the EgOH sample has a glass transition at ∼130 K and has a rapidly decreasing viscosity as temperature increases. The dephasing rates in the two solvents are identical below ∼150 K, where both solvents have extremely high or infinite viscosity. In contrast, the dynamics are dramatically different above ∼150 K, where the viscosities of the solvents differ substantially. With increasing temperature, the pure dephasing rate of Mb-CO in the fluid EgOH increases much more rapidly than it does in the solid trehalose. The additional dephasing in EgOH is consistent with a solvent-viscosity effect, as seen in the solventdependent studies. However, the viscosity of EgOH changes more than 5 orders of magnitude between 150 and 295 K, whereas the pure dephasing changes only somewhat more than 1 order of magnitude. Given the large change in viscosity and the comparatively small change in the rate of pure dephasing, the relationship between the pure dephasing and solvent viscosity is not immediately apparent.
By comparing the solvent-dependent and temperature-dependent data, we show that the change in the pure dephasing rate with temperature is caused by a combination of a viscosity dependence and a pure temperature dependence. The dephasing in glassy trehalose (infinite viscosity) is only due to pure temperature-dependent processes. When this contribution is removed from the data in fluid solvents, the remaining "reduced" dephasing rate is dependent on the viscosity of the solvent and whether the solvent viscosity is varied by changing the temperature of a single solvent or by changing the solvent composition at a fixed temperature.
A viscoelastic continuum model is presented to analyze the data. The key idea in this model is that the internal dynamics of the protein are strongly constrained by the ability of the protein's surface to move. When the protein is embedded in a disordered glass, a variety of surface topologies occur, but each protein molecule is fixed (or nearly fixed) with a single surface topology. Internal fluctuations are restricted to those protein motions that involve little motion at the surface. The vibrational echo decay time of the CO, which is sensitive to the magnitude and rate of the internal structural fluctuations of an individual protein molecule, is slow. When the protein is in a liquid, its surface can move more freely, allowing protein molecules to change their surface topologies. However, just above the glass transition temperature, the solvent is very viscous, and the surface motion is very slow. Internal dynamics connected with surface motion are also slow, and their effect on the echo decay rate remains small. Other dephasing processes that occur in the glass, i.e., the vibrational lifetime and the temperature-dependent dephasing, overwhelm the contribution of the structural fluctuations enhanced by surface motions, even though the solvent is a liquid. As the solvent viscosity is decreased further (i.e., as the temperature is raised), more rapid surface fluctuations permit faster internal protein structural fluctuations. The viscositydependent contribution to the echo decay becomes observable and is increasingly important as the viscosity is decreases further.
In the model, the protein is taken to be a compressible breathing sphere with surface motions that are constrained by the viscoelastic properties of the solvent. Both the magnitude and correlation time of the thermal fluctuations of the protein's size are calculated. Taking the motions of the surface to be linearly coupled to the CO frequency, we calculated the echo decay time as a function of the solvent viscosity and temperature. A detailed analysis of the properties of the echo experiment in the presence of slow modulation of the transition frequency, i.e., spectral diffusion, is essential to this model. A recent paper by us, 24 built upon earlier work, [25] [26] [27] [28] [29] provides the basis for the analysis. The Appendix contains an extension of this work that describes the connection between a heterogeneous distribution of spectral diffusion rates and the observed echo decay shape.
The viscoelastic model fits the data using physically reasonable parameters. The viscosity-dependent echo decay time is proportional to η 1/3 , where η is the solvent viscosity. This behavior is characteristic of dephasing caused by spectral diffusion (relatively slowly evolving CO frequency) with an exponential frequency-frequency correlation function. 24 The entire experimental region lies within the spectral diffusion and quasistatic regions, i.e., motional narrowing of the CO vibrational line is not observed. The success of the model in describing both the isothermal (solvent-dependent) viscosity data and the temperature-dependent viscosity data supports the underlying concept that the solvent plays an important role in protein structural dynamics through its influence on protein surface motions, which in turn have a substantial affect on the internal structural dynamics of the protein.
II. Experimental Method and Procedures
A. Vibrational Echo Method. The Mb-CO absorption spectrum (1945 cm -1 ) is inhomogeneously broadened, even at room temperature. The line shape reflects the distribution of quasistatic protein configurations that give rise to a range of CO frequencies, but the line shape provides no information about the protein dynamics. The vibrational echo is a two-pulse time domain technique that is sensitive to the dynamics of the CO frequency and can thus provide information on the protein dynamics.
In the vibrational echo experiment, two IR pulses of picosecond duration and tuned to the CO transition frequency are crossed in a sample at an angle θ with a variable time delay τ between them. The two excitation pulses interact with the sample, which then produces a third vibrational echo pulse. The vibrational echo pulse propagates along a path making an angle 2θ with respect to the first pulse. During the period between pulses, the protein dynamics cause fluctuations in the CO vibrational frequency. As τ increases, increasingly large phase errors accumulate among the CO oscillators, and the signal amplitude of the vibrational echo is reduced. A measurement of the vibrational echo intensity versus τ is an echo decay curve S E (τ). 30, 31 For this situation, standard treatments of echo spectroscopy (or line shapes) describe two extreme limits: 30, 32, 33 very fast processes, which produce homogeneous dephasing and a motionally narrowed spectroscopic line, and very slow or static processes, which produce an inhomogeneously broadened spectroscopic line. In standard applications, the echo experiment extracts the homogeneous line width (dephasing rate) from a transition dominated by inhomogeneous broadening. In this case, the echo decay is given by and the experimental echo decay time T E is equal to the ensemble-averaged homogeneous dephasing time T 2 in the sense of the Bloch equations. The homogeneous line width is (πT 2 ) -1 . 30 A common source of homogeneous dephasing is continuous frequency modulations that produce motional narrowing. For processes that cause motional narrowing, the modulation time τ m of the fast process is fast compared to the typical size of the
frequency perturbation ∆ m (the rms range of frequencies sampled), i.e., ∆ m τ m , 1. 34, 35 Under these conditions, the echo measures the dephasing time T E -1 ) T 2 -1 ) ∆ m 2 τ m . 33 It does not measure the modulation time directly, although T E and τ m can be related by an appropriate model.
On the other hand, in standard treatments, the slow process is assumed to be essentially static. It has no effect on the echo decay but does contribute to the absorption line width. If the typical size of the quasistatic frequency variation is ∆ I , the Fourier transform of the absorption line shape, often called a free-induction decay, is If the inhomogeneous line width ∆ I is large, no information on the dephasing time or the modulation times of the system can be obtained from the line shape. However, the echo can extract the value of T 2 , which is related to the system's dynamics.
The effect of the vibrational population lifetime T 1 is removed by combining the vibrational echo time T E with a pump-probe measurement of T 1 to yield the pure echo time T E * through
The pure echo time T E * is only caused by CO transition frequency fluctuations, which in turn are caused by the protein dynamics.
A variety of physical processes conform to this standard model, i.e., there is a vast separation of time scales that produces a homogeneous line (not necessarily from a motionally narrowed process) that underlies an inhomogeneously broadened absorption spectrum. Examples include absorption spectra and photon echo experiments on chromophores in low-temperature glasses, 36 where the pure dephasing is caused by two-level system dynamics, 37, 38 and possibly IR absorption spectra and vibrational echo experiments on proteins at moderate to low temperatures. 20 The low-temperature and viscosity-independent processes seen in the experiments below fit this model. However as discussed below, the viscosity-dependent portion of the dephasing does not.
The standard model is adequate if the dynamics are either very fast or very slow. However, there is also a broad range of modulation times between these limits, where the echo behaves quite differently from these standard treatments. In this intermediate range, the modulation time is long enough to prevent motional narrowing, ∆ m τ m . 1, but not slow enough for its effects to be eliminated from the two-pulse echo experiment. A process that occurs in this intermediate time range produces what is called spectral diffusion, i.e., relatively slow evolution of the vibrational frequency. Spectral diffusion can be studied using three-pulse stimulated echoes 30, 32, 33, 39 or the time-dependent versions of hole burning or fluorescence line narrowing. 40, 36, 41 However, with proper interpretation, the two-pulse echo also becomes a powerful tool for measuring spectral diffusion. 24 Relatively little attention has been paid to two-pulse echoes in the spectral diffusion range. Older work focused on models appropriate for spin resonance. [27] [28] [29] Following the basic results of Yan and Mukamel, 26 we have recently made a more detailed examination of the behavior of the two-pulse echo as the modulation time is varied. 24 When τ m is in the spectral diffusion range, the echo decay time T E is no longer equal to a dephasing time T 2 in the sense of the Bloch equations, and the interpretation of the echo time as an inverse homogeneous line width breaks down. The echo decay is more directly related to the underlying modulation time τ m . In general, if the initial decay of the frequency-frequency correlation function has the form 1 -τ m (which is the short-time expansion of a variety of time-dependent functions, e.g., an exponential, a Gaussian, or a stretched exponential), then
In the specific case of an exponentially decaying frequencyfrequency correlation function, ) 1, and Yan and Mukamel's result is recovered 26 In these equations, the standard gamma function Γ is used, and T E is defined as the integral decay time. 24 The weak cube-root dependence, T E ∝ τ m 1/3 , makes the echo useful over a very wide range of modulation times. It is also very different from the T E ∝ τ m -1 dependence expected in the motionally narrowed limit. The data presented below on the viscosity-dependent pure dephasing of Mb-CO will be shown to follow T E ∝ τ m 1/3 , implying that the protein structural fluctuations occur on intermediate time scales and cause viscosity-dependent spectral diffusion of the CO vibrational frequency.
A question that is not often addressed is how slow a frequency modulation needs to be before the static limit of the standard model is applicable. The answer is that there is no inherent limitation due to the modulation process itself. However, most systems have other dephasing processes that do set a limit on observing slow modulation. When the modulation is slow enough that echo decay rate predicted by eq 6 is much slower than these other dephasing processes, the modulation does not produce an observable change in the echo decay rate. The modulation can then be treated as quasistatic.
B. Experimental Procedures. The infrared vibrational echo experiments were performed at the Stanford Free Electron Laser Center. The free electron laser produces tunable, picosecond, mid-IR pulses. The experimental setup is discussed in detail elsewhere. 42, 43 The IR pulses had energies of ∼0.5 µJ and were nearly transform-limited Gaussians, 1.2 ps in duration. Both the autocorrelation and the spectrum of the IR pulse were monitored continuously during the experiments. The spot size in the sample was ∼100 µm. The energies at the sample in the two pulses of the echo sequence were ∼50 and ∼150 nJ, respectively. The vibrational lifetime T 1 was measured by pump-probe experiments (transient absorption).
The measurements were made on native horse heart myoglobin (Sigma, used without further purification). Samples were prepared by adding 15 mM of lyophilized metMb (Mb with Fe 3+ ) to either 50:50, 80:20, or 95:5% by weight glycerol:0.1 M pH 7 phosphate buffer or 50:50 v:v ethylene glycol in 0.1 M pH 7 phosphate buffer. The resulting solutions were then stirred under CO atmosphere for 8 h before being reduced by a 10 fold molar excess of dithionite.
The water sample was prepared in the same manner, except the concentration was 30 mM in 0.1 M pH 7 phosphate buffer. The trehalose sample was prepared by making a solution ∼10 wt % of trehalose in 0.1 M pH 7 phosphate buffer and dissolving
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metMb in it to a final concentration of 1-2 mM. A few drops of the resulting solution were placed on a sapphire window and allowed to dry under CO atmosphere for a few days. Another sapphire window was pushed against the first one to give a thickness of approximately 100 µm.
The viscosity measurements were performed with CannonUbbelohde viscometers using manufacturer's specifications. For the Mb-CO in 50:50 ethylene glycol:water temperaturedependent viscosity measurements, the viscometers were partially submerged in ice water, ethylene glycol/CO 2 (280 K, 27.7 cP), acetonitrile/CO 2 (260 K, 88.9 cP), or diethyl carbitol/CO 2 (240 K, 500 cP) mixtures. To obtain the viscosity at lower temperatures, we used a Vogel-Tamman-Fulcher equation to model the viscosity at all temperatures. [44] [45] [46] A fit was made to the measured points, along with the assumption that the viscosity is 10 13 cP at T g (136 K) of the solvent alone However, a single Vogel-Tamman-Fulcher curve cannot accurately emulate the viscosity over such as large temperature range. Furthermore, T g of the solvent plus protein will differ somewhat from the solvent alone. Therefore, the viscosities at the lowest temperatures are approximate.
III. Results
A. Temperature-Dependent Studies. Figure 1 displays the vibrational pure dephasing rates T E -1 of Mb-CO in the solvents trehalose (squares) and 50:50 ethylene glycol:water (circles). 20 The glass transitions temperatures T g of the two solvents are 353 and 136 K, respectively. 47, 48 These values are for the solvents without protein in them. The glass transition temperatures of the protein/solvent mixtures should be similar to those of the pure solvents. All the temperatures included in the trehalose study are below the trehalose T g . In EgOH, T g occurs within the range of temperatures studied. Below T g of the EgOH mixture, the measured values of T E * are identical in the two solvents. For a small temperature range above the EgOH T g , the rates remain the same. At higher temperatures, the Mb-CO pure dephasing rates in the two solvents diverge rapidly. The trehalose dephasing rate increases with temperature, but the dephasing rate in EgOH increases much more rapidly.
In the temperature range in which the two solvents are glasses, the Mb-CO pure dephasing temperature dependences are identical and independent of the solvent. (In a third solvent, 95:5 glycerol/water, the data are also identical below T g .) 20, 43 The temperature dependence in trehalose is a power law 20 up to ∼200 K ( Figure 1 ). There is no change in the functional form near 150 K, where the data in EgOH begins to deviate markedly from the low-temperature power law (eq 8).
In trehalose, there is a change in the functional form of the temperature dependence of the pure dephasing at ∼200 K. This break in the temperature dependence may be ascribed to a dynamical transition akin to the melting of a glass as the temperature is increased. [49] [50] [51] [52] [53] [54] [55] [56] The break in the trehalose data at ∼200 K has been discussed in detail in the context of a "protein glass transition". 20 However, the trehalose vibrational pure dephasing data alone cannot establish the existence of a protein glass transition, and the break could be caused by the onset of a separate processes. 20 Above ∼200 K, the trehalose data can be described by an Arrhenius process 20 ( Figure 1) Given the small number of points, the form of the data described by eq 9 cannot be considered definitive. The data can also be fit well with a Vogel-Tamman-Fulcher (VTF) temperature dependence. [44] [45] [46] The Arrhenius and the VTF functional forms are indistinguishable below the denaturation temperature of the protein. Regardless of the exact functional form above ∼200 K, it is clear that there is a change in the temperature dependence near 200 K. Since trehalose is a glass well above 200 K, the change in the temperature dependence does not arise from a change in the solvent viscosity.
In considering the origin of the difference in the temperature dependences in the two solvents, we can be confident that the CO pure dephasing is not caused by direct interaction with the solvent. Rather, the vibrational dephasing is caused by protein structural fluctuations. 17, 18, 43 The identical power law temperature dependence in the two solvents seen in Figure 1 (and a third solvent 20, 43 not shown), i.e., the same slopes and the same values of the pure dephasing, shows that the dephasing is not affected by the specific chemical composition of the solvent. This fact is one clear demonstration that the solvent does not directly interact with the CO to produce pure dephasing.
The manner in which the Mb protein fluctuations are communicated to the CO bound at the active site and produce pure dephasing has been discussed previously. 17, 18, 43 On the basis of mutant Mb-CO pure dephasing studies, 17,18 a model was developed that ascribes the CO vibrational pure dephasing to global structural fluctuations of the protein. The protein structural dynamics produce fluctuating electric fields that cause the CO vibrational frequency to fluctuate via the Stark effect. However, in the mechanism proposed previously, the fluctuating electric fields were thought to produce changes in the CO frequency by changing the extent of back-bonding from the heme macrocycle to the CO π* antibonding orbital. While changes in the electric field do produce changes in backbonding, this is not the cause of the CO frequency shifts. 57, 58 A number of detailed quantum chemical studies 57, 58 and experimental studies 59 demonstrate that changes in the electric field act directly on the CO, changing its frequency through the Stark effect. The theoretical and experimental studies are for static changes in the electric field, 57-59 whereas the pure dephasing (9) and 50:50 ethylene glycol:water (EgOH; b). The line through the trehalose data is the combination of eqs 8 and 9. Trehalose is a glass at all the experimental temperatures. The EgOH with protein solution goes through its glass transition at ∼140 K. The data in the two solvents are identical at low temperatures, where both solvents are glasses. Once EgOH has become a liquid, the Mb-CO pure dephasing rate increases rapidly with temperature compared to the rate measured in trehalose.
is caused by time-dependent electric fields that arise from the protein's structural dynamics. In either case, the Stark effect is the primary mechanism causing frequency shifts in the CO vibration.
It is noted that the mechanism proposed to explain the relationship of the vibrational lifetime T 1 of CO in heme proteins and heme model compounds [60] [61] [62] still holds. Vibrational relaxation requires a bath to take up the energy of the relaxing mode. The large density of high-frequency modes of the heme provides the bath, and the coupling is via the π back-bonding interactions of the CO with the heme. The linear correlation observed between the shift in vibrational frequency and the change in the vibrational lifetime [60] [61] [62] from one molecule to another can be caused by a change in electric field that changes both the frequency of the vibration and the back-bonding. Changing the back-bonding alters the coupling of the CO to the heme, modifying the vibrational lifetime.
Given that the CO does not directly interact with the solvent, an indirect explanation must be found for the differences in dephasing in the two solvents. These differences occur at temperatures above ∼150 K (Figure 1 ). Above this temperature, the major difference between Mb-CO in trehalose and Mb-CO in EgOH is that trehalose is a glass and EgOH is a liquid. As the temperature of the EgOH sample is increased above the solvent T g , the viscosity of the liquid drops very rapidly. An obvious question is whether the change in viscosity of the solvent can influence the protein structural fluctuations that cause pure dephasing. Is the temperature dependence observed above ∼150 K in EgOH really a combined temperature and viscosity dependence? Frauenfelder and co-workers have shown that the four potential barriers a CO ligand must overcome to bind to Mb are dependent upon solvent viscosity. 15 Other solvent parameters, such as pH, ionic strength, thermal conductivity, permittivity, and dielectric constant affect these barriers to a much lesser extent. 15 The protein motions responsible for CO barrier crossing are sensitive to changes in viscosity because the protein barriers are dynamic in nature and are influenced by thermal structural fluctuations of the protein. 63 B. Isothermal Studies. To determine if solvent viscosity plays a role in the temperature-dependent Mb-CO data in EgOH pure dephasing, we measured the isothermal (295 K) viscosity dependence. Mb-CO samples were prepared in a variety of solvents of varying viscosity at room temperature, and the vibrational echo response was recorded.
For the isothermal viscosity data, the instrument response time was on the same order as the sample dephasing time. To extract T E *, the τ-dependent echo signal was fit by numerically evaluating all of the rephasing and nonrephasing third-order nonlinear polarization terms (diagrams) that contribute to the signal in the vibrational echo wave-vector-matched direction. 39 Because the echo decay shapes at all lower temperatures are close to exponential, we also modeled the echo time dependence at room temperature as exponential. The details of these types of calculations are presented elsewhere. 64 At room temperature, the vibrational pure dephasing is the overwhelmingly dominant contribution to the echo decay; the lifetime contribution is negligible. Therefore, for the room temperature isothermal viscosity data, only vibrational echo experiments were performed; the corresponding pump-probe measurements of T 1 and the correction of eq 3 were unnecessary.
The measured dephasing rates for each sample at room temperature and the corresponding viscosities are listed in Table  1 and shown in Figure 2 . Figure 2 demonstrates that the Mb-CO pure dephasing has a significant dependence on viscosity at constant temperature. Therefore, it is reasonable to consider the temperature-dependent difference between the EgOH data and the trehalose data shown in Figure 1 as arising from the temperature dependence of the EgOH viscosity rather than a direct temperature effect. We hypothesize that the Mb-CO pure dephasing rate in EgOH is a combination of a direct temperature dependence, as seen in the trehalose data, and an additional contribution that is dependent on the viscosity of the solvent.
We wish to quantify the influence of changing viscosity on the pure dephasing. At room temperature, the trehalose sample displays significant pure dephasing although the viscosity is essentially infinite. Thus, the pure dephasing rate in trehalose represents the infinite viscosity point. The pure dephasing in a Listed are the solvent composition, temperature, viscosity, measured pure dephasing rates (eq 3), and reduced dephasing rate (eqs 8-10). Values in parentheses are extrapolated using eq 7. b The error range of the temperature-dependent viscosity measurements below room temperature is ∼10%. The error range for the lowest three temperatures given in parentheses is estimated at 20%. The error range on the room temperature measurements is approximately ∼3%. n.a. stands for not applicable. Table 1 ). The data demonstrate that the Mb-CO pure dephasing has a significant dependence on viscosity at constant temperature.
this sample is only due to temperature-induced structural fluctuations of the protein that do not require participation of solvent motion to any significant extent. To obtain the viscosity dependence, we subtracted the room-temperature infinite viscosity pure dephasing rate, i.e., the rate in trehalose, from the pure dephasing rates measured at finite viscosities T E r is the reduced pure dephasing time.
The model reflected in eq 10 takes the temperature-dependent contribution to the pure dephasing at infinite viscosity and the viscosity-dependent contribution to be additive. The additivity feature of the model can be tested experimentally. Figure 3 is a plot of the reduced isothermal viscosity-dependent data from Figure 2 (triangles). These data were taken as a function of viscosity at room temperature. The room-temperature infinite viscosity pure dephasing rate was subtracted off using eq 10. The circles in Figure 3 are obtained from the temperaturedependent EgOH data of Figure 1 . For each EgOH point, the pure dephasing rate in trehalose (eqs 8 and 9) was subtracted off. For the points between room temperature and 210 K, the viscosity is known, and the difference between the EgOH data and the trehalose data are plotted at the appropriate viscosity. Notice that within experimental error, the isothermal viscosity points (triangles) and the viscosity points obtained at various temperatures (circles) are intermingled. The trend is the same. Therefore, the infinite viscosity pure dephasing rate and the viscosity-dependent pure dephasing rate are additive within experimental error.
IV. Viscoelastic Theory of the Viscosity Contribution to Pure Dephasing
The experimental data presented above have isolated a viscosity-dependent dephasing process with two qualitative features that require explanation. First, the reduced dephasing rate is almost entirely determined by the solvent viscosity. The detailed chemical properties of the solvent do not make much difference, as shown by the isothermal data taken in a variety of solvents (Figure 2 ). The apparent difference in the temper- (Figure 3) . The fact that the CO pure dephasing has a strong sensitivity to the solvent viscosity might at first seem puzzling. The CO is located internally in myoglobin, precluding a direct interaction between the CO and the bulk solvent. The dephasing is not sensitive to the particular solvent when the solvents are all glasses. The frequency of the Mb-CO stretch is insensitive to the solvent, again demonstrating that there is no direct interaction of the solvent with the CO.
The second experimental result is that the viscosity dependence of the dephasing rate is relatively weak. The data summarized in Figure 3 cover changes of viscosity of more than five orders-of-magnitude, but the reduced dephasing rate changes by only about 1 1 / 2 orders of magnitude.
These facts can be explained using the following model. Due to a vibrational Stark shift, the change in the frequency of the CO ω is directly proportional to the electric field E at the CO's site. 59 Fluctuations in the instantaneous configuration of the protein cause fluctuations in this electric field δE. If ω°is taken as the frequency at the time-averaged protein configuration, the time-dependent CO frequency is
The value of the change in dipole moment from the ground to first excited vibrational level, δµ 01 ) 0.14 D ) 2.4 cm -1 /(MV/ cm), has been measured recently. 59 When the protein is in a solid, glassy solvent, the surface topology of the protein is essentially fixed. The solvent resists any shearing motions, so the surface of the protein can only change by elastic distortions of the glassy solvent. Because the compressibility of a glass is very small, surface motions of the protein are severely limited. If the internal motions of the protein are strongly coupled to motion of the surface, the internal protein dynamics are also tightly constrained. The protein can still undergo internal structural fluctuations, but only those fluctuations are permitted that do not move the protein's surface very far. These motions, as sensed by CO bound at the active site of Mb, are reflected in the temperature-dependent pure dephasing measured in trehalose. The only feature of the solvent that is important is that it keeps the protein surface fixed. Thus, in EgOH below its T g , the behavior of Mb-CO is identical to its behavior in trehalose. The pure dephasing of Mb-CO in glycerol/H 2 O is also identical at temperatures below that of the solvent's glass transition. 20 As the temperature is increased above T g , a new contribution to the Mb-CO echo decay measurements comes into play. When the solvent is a fluid, the range of motion of the protein's surface, and, as a result, the range of its internal motions, is much greater. The additional amplitude of the protein motion increases the magnitude of dynamic fluctuations in the electric field at the CO bound in the interior of the protein and, thus, in the magnitude of dynamic fluctuations in the CO vibrational frequency. However, the viscosity of the solvent determines the rate of this increased motion. Just above T g , the liquid is extremely viscous, and the increased protein motions are very slow. The effect on the CO echo decay is correspondingly weak. The increased dephasing caused by motions allowed by the solvent is undetectable over the background dephasing rate produced by the solvent-independent processes. In other words, just above T g , the solvent-induced dephasing is still in the quasistatic limit and is eliminated by the echo experiment. In Figure 3 . Triangles are the isothermal (295 K) viscosity-dependent Mb-CO reduced pure dephasing rates. The data are the pure dephasing rates at a given viscosity minus the 295 K rate at infinite viscosity (eq 10). The circles are the temperature-dependent Mb-CO in 50:50 ethylene glycol:water (EgOH) pure dephasing rates minus the corresponding infinite viscosity (trehalose data) pure dephasing rates at each temperature plotted against the viscosity of the EgOH protein solution for each temperature. The circles are the viscosity-induced part of the pure dephasing rate at various temperatures. (Note that the point at ∼10 cP is an overlapping circle and triangle.) The fact that the circles and the triangles are intermixed demonstrates that the viscosity component and the temperature component of the pure dephasing rates are additive, within experimental error.
EgOH, this case applies from ∼136-150 K. The dephasing rate remains almost identical to that in the true glass, trehalose ( Figure 1 ). As the temperature is increased further, the viscosity of the solvent drops rapidly. At some point, the solvent-dependent protein structural fluctuations become fast enough to have a measurable contribution to the echo decay. The system enters the spectral diffusion regime. Further increases in temperature reduce the solvent viscosity and increase the internal protein fluctuation rate by many orders of magnitude. The echo decay rate also increases. However, because of the weak power law connecting the fluctuation time and the echo decay time in the spectral diffusion region (eq 6), the echo decay rate only increases weakly with decreasing viscosity, a little over 1 order of magnitude. This region covers ∼150-295 K in EgOH ( Figure  1) .
At a low enough solvent viscosity, the fluctuations would be fast enough that the fluctuations would change from spectral diffusion to motionally narrowed dephasing. In the Mb-CO system, this change lies above the temperature range examined in these experiments. Most likely, this region cannot be reached in Mb without denaturing the protein.
The model gives a good qualitative account of the dephasing rate versus temperature in EgOH and in trehalose. Moreover, it explains how the CO vibration can be sensitive to the solvent viscosity without any direct coupling between the solvent and the CO. The disparity in the magnitude of change in the viscosity and the echo decay rate is also accounted for.
To quantify this model, we will extend a recent viscoelastic continuum theory of solvent dynamics. This theory has been used to calculate time-dependent electronic solvation dynamics as well as vibrational absorption line shapes. [65] [66] [67] [68] The theory has had considerable success in reproducing important features of these experiments.
We model the protein as a sphere of radius r p embedded in a viscoelastic and continuous solvent. The solvent's viscoelastic behavior is characterized by a decaying shear modulus G(t). For sufficiently short periods, the solvent behaves as a solid with a short-time (infinite-frequency) shear modulus G ∞ . The relaxation of the solvent's bulk modulus K ∞ is ignored. Its relaxation typically involves less than 20% of its total magnitude, and even this small effect only comes in due to deviations from spherical symmetry. At times comparable to or longer than the decay time of G(t), the solvent can flow, allowing additional fluctuation of the protein's surface. This decay time is directly related to the solvent viscosity. The protein is also treated as a continuous material with a bulk modulus K p .
In general, two time scales for motion are possible in this model. Rapid elastic waves (inertial motion) propagate through the system in times that are governed by the infinite-frequency moduli and are generally well under 1 ps. These motions are not normally effective in causing dephasing 65 and are ignored here. The slower time scale is governed by the relaxation of G(t) (structural or diffusive motion). We assume that there is a good separation between this time scale and both the inertial motions and any relaxation of the protein properties. The separation of inertial and diffusive times usually occurs for viscosities above 1 cP, 66 so the assumption is easily satisfied in the current experiments. Viscous relaxation or "flow" of the protein in response to its distortion are ignored. With these assumptions, the protein will transmit changes in its surface to its interior almost instantaneously.
Before continuing, we can pause to consider the separability of the viscosity-dependent and viscosity-independent processes found experimentally (eq 10 and Figure 3 ). In our model, we assume that the corresponding protein motions with a frozen surface and the additional motion allowed by moving the surface can be treated as independent processes. We do not assume that these two types of motion involve different protein coordinates. Both processes may involve the same internal motions of the protein. The freeing of the surface only increases the amplitude of the motion along the same coordinates that cause the viscosity-independent dephasing. The independence of the frozen-surface dynamics from the free-surface dynamics is justified by the assumption we just made concerning a separation of time scales between the internal protein dynamics and the viscous flow of the solvent. Any internal equilibration of the protein is assumed to be much faster than the viscous relaxation of shear stress in the solvent. As a result, information about the state of the surface is transmitted rapidly throughout the protein.
It is also possible that the protein has conformational changes that relax much more slowly than the solvent. Any change in the CO frequency due to these conformations will be in the quasistatic limit and does not contribute to the echo decay.
With this separation of time scales, the additivity of the viscosity-dependent and viscosity-independent dephasing rates is justified. The viscoelastic model only treats the viscositydependent dephasing reflected in the reduced dephasing time T E r (η). We only allow spherical fluctuation in the protein's volume; i.e., it is treated as a breathing sphere. More complex shape fluctuations are certainly possible, but their behavior is very similar to the behavior of spherical fluctuations. 66 For simplicity, only the spherical fluctuations are included here.
With this simplification, the protein's fluctuations are fully characterized by its change in radius δr p . These changes in radius are linked to changes in the electric field at the CO due to displacement of charged groups within the protein. We do not attempt to treat the details of this coupling but only introduce a phenomenological proportionality constant b
The viscosity-dependent protein dynamics in our model are now isomorphic to the structural dynamics in our other viscoelastic models. [65] [66] [67] The magnitude of the thermal fluctuations in the protein radius is where k is the Boltzmann constant. Combining eqs 11, 12, and 13, we find the magnitude of the CO frequency modulation to be where ω(0) is the frequency at t ) 0. The most important feature of eq 14 is the temperature dependence of ∆ m . The temperature independent constants are collected into ∆ 0 , the modulation amplitude at the reference temperature T 0 . In this paper, we will use T 0 ) 295 K. (We are only concerned with the portion of the frequency shift that relaxes on the structural time scale, i.e., ∆ m ) f 1/2 ∆ in the notation of ref 63 .)
The relaxation time of the thermal fluctuations is proportional to the solvent viscosity, with the proportionality constant determined by the solvent and protein moduli δE(t) ) bδr p (t) (12)
As an estimate, we can assume K p ≈ K ∞ and take the Cauchy relation for simple solids, 69 G ∞ ) ( 3 / 5 )K ∞ , giving R ≈ 9 / 5 . On the basis of the value for water, 70 we initially estimate G ∞ ≈ 10 × 10 10 dyn/cm 2 for our solvents. Over the experimental range of viscosities of roughly 10-10 6 cP, modulation times in the approximate range of 2 ps-200 ns are expected. With eqs 14-16 from the viscoelastic model, the echo response can be calculated under a wide variety of conditions. Given the long modulation times predicted, we first assume that the fluctuations are in the spectral diffusion regime, τ m ∆ m .
From eqs 4, 5, 14, and 15
The dominant source of temperature dependence in eq 17 is the viscosity, which has a steep VFT dependence on temperature. All the constants in eq 18 can be reasonably approximated as temperature-independent. The moduli are actually temperature-dependent, but this dependence is relatively weak. 71 The explicit temperature factors in eq 17 are also weak, going as the square root of the temperature.
Thus, the viscoelastic theory explains why the solvent viscosity is the dominant factor in determining the dephasing rate. Moreover, for reasonable values of , i.e., near unity, the dephasing rate varies with the viscosity raised to a small fractional power. Again, the theory is in accord with the relatively weak dependence on viscosity observed in the experiments.
The viscoelastic theory is tested quantitatively in Figures 4 and 5. First, consider Figure 4 . Both the isothermal and temperature-dependent data are included. Equation 17 predicts a linear relationship on this log plot with a positive slope. If the system were in the fast modulation limit, the slope would be negative, and if there were a shift between these limits as the viscosity changed, there would be a turn around in the slope and a minimum in the curve. 24 No such turnaround is seen in the data, so our assumption that the system is in the spectral diffusion regime is valid.
The line in Figure 4 shows a line with the slope predicted by eq 17 for ) 1, which corresponds to a cube-root dependence of the dephasing rate on the viscosity. This line is a good description of the data. The points at the highest viscosities fall off the line, but these are the points with the greatest uncertainty in the viscosities. ) 1 corresponds to an exponential decay of the CO frequency-frequency correlation function and, consequently, of the solvent shear modulus. 24 It is common for relaxation functions to become nonexponential at high viscosity, which would lead to a smaller value of . This effect could also contribute to the deviations seen at the highest viscosities.
The solid line in Figure 5 displays the fit of the reduced dephasing rate from Figure 4 , combined with the trehalose dephasing data through eq 10, to recreate the full temperature/ viscosity-dependent dephasing rate in EgOH. The theory does a remarkable job of reproducing the data qualitatively and almost quantitatively. It misses at the lowest temperatures for the same reasons as just discussed. The calculated curves in Figures 4 and 5 are different methods of comparing theory and experiment.
Fits were also performed using the full integrals for the vibrational echo response. 24 This numerical procedure does not limit the calculations to the spectral diffusion regime, and if it were possible to fit the data in the motional narrowing regime, such fits would emerge from the calculations. The viscoelastic model provided the forms of the modulation time and magnitude of the solvent-induced fluctuations; the absorption line width was taken as the width of an additional inhomogeneous broadening process. The full vibrational echo calculations produced fits that are essentially the same as those shown in Figures 4 and 5 . This result confirms that motional narrowing effects are not important, even at the lowest viscosities examined.
The fit of the theory to the data involves only one adjustable parameter C (eq 18). The fit gave C ) 1.4 ps/cP 1/3 . We cannot make an estimate of this parameter because the magnitude of b in eq 12 is not independently known. On the other hand, using eqs 14 and 18, we can find the value of b corresponding to our fit. With δµ 01 ) 0.14 D, an average protein radius of 3.5 nm and our previous estimate R ≈ 9 / 5 , we find b ≈ 8.3 × 10 3 dyne esu -1 cm -1 . Figure 4 . Reduced echo pure dephasing time from both the isothermal (2) and temperature-dependent (b) measurements are plotted against viscosity as indicated by eq 17. Both the dephasing time and viscosity are corrected for the temperature. The line corresponds to the cuberoot dependence on viscosity predicted for an exponentially relaxing shear modulus ( ) 1). The line also corresponds to the fit shown in Figure 5 . Figure  1 . The line through the EgOH data is the fit to the viscoelastic theory (eq 17) added to the temperature dependence in trehalose (see also Figure 4 ). The viscoelastic theory attributes the difference between the trehalose (9) and EgOH (b) rates to fluctuations of the protein surface that are governed by the solvent viscosity. The theory does a remarkable job of reproducing the data.
The fit value of C can be used to place a bound on ∆ 0 . For the spectral diffusion limit to hold, ∆ m τ m g 1. 24 Combining this condition with eqs 14 and 18 yields the condition The quantity in the square brackets is evaluated at the lowest viscosity used in the fit (8.5 cP).
Another bound can be placed on ∆ 0 by using the observed IR absorption line width, which is 15 cm -1 fwhm at room temperature, or ∆ I ) 1.2 ps -1 (see eq 2). Because the solventinduced frequency modulation is in the spectral diffusion limit, its contribution to the absorption line width is the full value of ∆ m . Thus, ∆ m e ∆ I , or ∆ I e 1.2 ps -1 .
Combining these two limits gives 1.1 ps -1 e ∆ 0 e 1.2 ps -1 ) ∆ I . In other words, the process responsible for the viscositydependent spectral diffusion must account for almost all of the IR line width. If this were not true, this process would become motionally narrowed at low viscosity and a turn over would be seen in Figure 4 .
If ∆ 0 ≈ ∆ I is taken account along with eq 18, our previous estimate of R ≈ 9 / 5 and the measured value of C gives a value for the solvent shear modulus G ∞ ) 15 × 10 10 dyn/cm 2 . For comparison, the value for pure water is G ∞ ) 11 × 10 10 dyn/ cm 2 . 70 Given the errors in the experimental fit and in the estimated parameters, the inferred value of G ∞ is very reasonable. (Implicit in our analysis is an assumption that the value of this modulus is independent of solvent composition and temperature. Errors in this approximation presumably lead to some of the scatters around the fit.) The fit value of G ∞ then leads to an estimate of the protein modulation time in the various solvents through eq 15, τ m ≈ (0.12 ps/cP) η.
A number of imprecisely known factors contribute to a moderate level of uncertainty in all of the above estimates. However, they should be accurate enough to establish the approximate magnitude of the parameters involved in solventinduced protein dynamics. The fact that all these numbers are internally self-consistent as well as compatible with our a priori physical expectations is reassuring.
Another clear experimental result is that the viscositydependent dephasing in EgOH is active at temperatures below the putative protein glass transition (Figure 1 ). The Mb-CO pure dephasing data in trehalose has a break at ∼200 K that may be caused by this transition. 20 A large quantity of other experimental data indicates a transition around the same temperature; [49] [50] [51] [52] [53] [54] [55] [56] therefore, it may be reasonable to assume that the break in the trehalose data does arise from a dynamical transition of the protein. Although the viscosity-independent dephasing processes in trehalose do show a break at this transition, the additional viscosity-dependent dephasing EgOH does not show an observable break at the protein glass transition.
This result is entirely compatible with the viscoelastic theory. Within this theory, the response of the solvent is governed by its shear relaxation, but the protein only responds through its compressibility. 72 For typical liquids, the compressibility only changes ∼20% at the glass transition. 73, 74 If the change in protein compressibility at the protein glass transition is similarly small, then no observable break in the internal dynamics connected with surface motion would be expected. This conclusion is supported by computer simulations, which have shown there is not a dramatic change in Mb's dynamical behavior across the protein glass transition. 1,2 Thus, the viscoelastic theory predicts that the viscosity-dependent dephasing mechanism should remain active below the protein glass transition, as is observed experimentally. In general, the solvent viscosity can influence a protein's dynamics even below its glass transition.
Another possible reason that viscosity-dependent pure dephasing in EgOH is observed below 200 K is a shift in the protein glass transition to lower temperature in the liquid solvent. 20 This idea is supported by the fact that in a system with a large surface-to-volume ratio in which the surface is free to move, such as a thin polymer film, the glass transition temperature shifts to a lower temperature than that of the bulk material. 75 The protein has a large surface-to-volume ratio, and in the liquid, the surface is free to move. Either of the explanations given above or a combination of them could be responsible for the viscosity dependence of the Mb-CO pure dephasing in EgOH at temperatures below 200 K, the temperature of the protein glass transition in the trehalose solid solvent.
For a spectral diffusion process with an exponential frequencyfrequency correlation function, the decay of the echo signal S E -(τ) is predicted to be distinctly nonexponential. 24 This result is in apparent contradiction to the experimental finding of nearly exponential echo decays. However, the highly nonexponential decay function was derived assuming homogeneous kinetics. As the Appendix discusses in detail, heterogeneous kinetics can give rise to the observed decay shapes for a spectral diffusion process. The analysis presented above is not changed in a substantive way if the echo decay and modulation times used above are identified with the average values of the corresponding distributions.
V. Concluding Remarks
The viscoelastic theory is able to reproduce the fundamental nature of the vibrational echo pure dephasing data's temperature dependence and the isothermal viscosity dependence. The agreement between theory and experiment supports the physical model presented above for the role that surface fluctuations play in structural dynamics of a protein. Protein surface fluctuations are dependent on the viscoelastic properties of the solvent. Thus, the dynamics of a protein are intimately coupled to the dynamical properties of the medium in which it is embedded.
The temperature-dependent Mb-CO in EgOH pure dephasing is really a combination of a temperature dependence and a viscosity dependence. As the viscosity of the solvent is reduced, the surface becomes increasingly free to fluctuate, permitting protein structural fluctuations that are not possible when the proteins surface topology is fixed by a glassy solvent. The viscoelastic model is supported by the agreement between theory and temperature-dependent experiments in Figure 5 and with the combined temperature-dependent and isothermal viscositydependent data and theory in Figure 4 . The results also suggest that the addition of structural fluctuations that involve the surface do not substantially change the temperature dependence of the structural fluctuations that occur in the absence of surface motions. Motions of the solvent enable the surface fluctuations. Recent computer simulations have addressed the importance of solvent dynamics in protein structural fluctuations. 2 The work presented above establishes the connection between solvent viscosity, surface fluctuations, and Mb-CO vibrational pure dephasing measured by ultrafast vibrational echo experiments. The Mb-CO vibrational pure dephasing provides an observable sensitive to the global structural fluctuations of the protein. The data show that the Mb-CO viscosity-dependent dephasing is neither in the fast modulation (motional narrowing) regime nor in the static inhomogeneous limit. The recent theoretical developments that describe the vibrational echo 
Appendix
The body of this paper focuses on the behavior of the overall echo decay rate. At a higher level of analysis, the echo decay shape can also be considered. Because the analysis is different from that in the body of the paper and because the results are less conclusive, this shape analysis is presented here. Despite the uncertainties in this analysis, the results indicate that the vibrational frequency modulation rates are broadly distributed and suggest directions for more detailed experiments.
For a spectral diffusion process with a simple exponential frequency-frequency correlation function, the decay of the echo signal S E (τ) is predicted to be distinctly nonexponential 24 (Note that ( 1 / 3 )Γ( 1 / 3 ) ) Γ( 4 / 3 ).) In the protein experiments, the solvent-induced contribution might follow eq A1, but the infinite-viscosity and lifetime contributions are likely to be governed by exponential decays. At low temperatures, the solvent-induced contribution is a small portion of the total decay, so the low-temperature decays will appear to be exponential even though there may be a contribution of the form given by eq A1. At high temperatures, the echo decay time is close to the pulse width. While it is possible that the shape is governed by eq A1, details of the decay shape are hard to extract. At intermediate temperatures, the solvent-induced contribution is substantial, and the decay is relatively slow. Therefore, the functional form of the solvent-induced decay can be best discerned and eq A1 can be best tested at intermediate temperatures.
The echo signal at one such intermediate temperature (220 K) is shown in Figure 6 . The data are nearly linear on a semilog plot. For comparison, eq A1 is combined with an exponential decay from infinite-viscosity and lifetime contributions and a convolution due to the nonzero pulse width σ Because we are not trying to extract quantitative data from the pulse overlap region, the full three-time convolution has been approximated with a simpler one-time convolution. The figure shows that the shape of the fit (T E r ) 17 ps, T E (η)∞) ) 21.25 ps, and σ ) 0.9 ps) is approximately correct for the first two factors of e of the decay, but overall, the fit is incompatible with the full data set.
We are left with an apparent contradiction. The analysis of the average echo decay times in section IV indicates that the solvent-driven dephasing is in the spectral-diffusion limit. In particular, the unusual η 1/3 behavior is characteristic of an exponential frequency-frequency correlation function in the spectral diffusion limit. In addition, the internal consistency of the physical parameters and calculated results using the viscoelastic model support the basic mechanism. However, the decay shape expected for spectral diffusion is not found. This Appendix offers a resolution of this contradiction by showing that near-exponential echo decays can occur in the presence of spectral diffusion if there is a distribution of relaxation times in the system.
At high viscosities, nonexponential relaxation (e.g., stretched exponentials, exp[-(t/τ) ]) [76] [77] [78] is commonly found. In our previous paper, we looked at the case of a stretched exponential frequency-frequency correlation function in the limit of spectral diffusion and a broad inhomogeneous background process. 24 The exponent in eq A1 changes from 3 for the exponential case to 2 + for the stretched exponential. For a reasonable value of ≈ 0.5, the echo decay shape is slightly closer to exponential but not enough to improve the fit in Figure 6 significantly. However, this result was derived assuming that the nonexponential dynamics are due to homogeneous kinetics; that is, every vibrator was assumed to experience the same stretched exponential frequency-frequency correlation function.
In general, multi-time-correlation functions, such as that governing echo spectroscopy, are sensitive to whether the kinetics are homogeneous or heterogeneous. 79 To model heterogeneous kinetics, we assume that the sample can be divided into subensembles indexed by i with different reduced echo times T E i . The normalized probability distribution of the echo times is given by D(T E i ). In the presence of this distribution, the echo signal averaged over the entire ensemble is The echo decay shape is strongly dependent on the form of the distribution D(T E i ). As an example, we will look at which has a maximum at T E 0 . A fit using this distribution in eq A3 is shown in Figure 6 with the parameters T E 0 ) 14.8 ps, T E (η)∞) ) 21.25 ps, and σ ) 0.9 ps. The shape of the echo decay is reproduced almost Figure 6 . Shape of the echo signal at 220 K as a function of pulse delay (b) is apparently exponential, whereas the decay shape (dashed curve) predicted for spectral diffusion in a system with homogeneous kinetics with an exponential decay of the frequency-frequency correlation function (eq A2) is strongly curved on this semilog plot. A spectral diffusion model including heterogeneous kinetics produces a decay shape (solid curve) very close to the data. Heterogeneous kinetics changes the shape of the vibrational echo decay but does not change the calculated viscosity or temperature dependence of the average decay rate.
exactly. This fit is not unique, and we do not intend to extract quantitative results from it. However, the fit does show that an exponential echo decay can occur in the presence of spectral diffusion if the dynamics are heterogeneous. The time extracted from the fitting procedure used in the body of the paper (17 ps) is quite close to the most probable time in this model (14.8 ps). The viscoelastic model uses a definition of the average T E based on the integral of the decay shape. 24 For the distribution in eq A4, this definition gives T E ) 1.19 T E 0 , which gives T E ) 17.6 ps for the data in Figure 6 (other distributions will give slightly different values). Thus, theory, experimental fits, and the heterogeneous dynamics model all use slightly different definitions of the average echo time, but in practice, these values are all very similar.
Although the distribution of echo times D(T E i ) is easiest to use in calculating the decay shape, the distribution of frequencyfrequency correlation times D (τ m i ) is physically more relevant. While the ensemble averaged frequency-frequency correlation function is nonexponential in this model, the correlation function for each subensemble is still exponential and fully characterized by its exponential decay time τ m i . The results derived in the body of the paper, for example, the η 1/3 dependence, applies to each subensemble and, therefore, to the ensemble average. The width of the frequency distribution ∆ m is assumed to be the same for each subensemble. Using eq 6 in general, and for the example distribution, eq A4. The characteristic modulation time τ m i is related to the most probable echo time T E 0 by a straightforward generalization of eq 6 Thus, the good fit to the echo decay shape in Figure 6 corresponds to a stretched exponential distribution of modulation times with ) 1 / 3 . This fit is not unique, but any fit to the experimental decay shape will probably yield a distribution that is also very broad.
Two possible sources of dynamic heterogeneity are easy to envision. The solvent itself could have spatially distinct regions that relax with different rates. This distribution of solvent rates would then be transmitted through the protein to the CO vibration. The possibility of heterogeneous dynamics in highviscosity liquids is currently being discussed intensely. The other possibility is that the protein is not a purely passive transmitter of the solvent relaxation at the surface, as we have assumed. There could be a lag time between changes on the protein surface and the changes experienced by the CO in the middle of the protein. If the protein adopts multiple, slowly interchanging conformational substates, and these conformations transmit surface changes to the CO at different rates, heterogeneous dynamics would result.
This appendix has shown that the echo decay shape is sensitive to the presence of heterogeneous kinetics. Comparison to experimental echo decays suggests that a broad distribution of modulation times exists in the myoglobin system. New experiments are needed that are designed to confirm the existence of this distribution, to better characterize it, and to identify its origins. 
