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Kernel methods and rough sets are two general pursuits in the domain of machine learning
and intelligent systems. Kernel methods map data into a higher dimensional feature space,
where the resulting structure of the classiﬁcation task is linearly separable; while rough
sets granulate the universe with the use of relations and employ the induced knowledge
granules to approximate arbitrary concepts existing in the problem at hand. Although it
seems there is no connection between these two methodologies, both kernel methods
and rough sets explicitly or implicitly dwell on relation matrices to represent the structure
of sample information. Based on this observation, we combine these methodologies by
incorporating Gaussian kernel with fuzzy rough sets and propose a Gaussian kernel
approximation based fuzzy rough set model. Fuzzy T-equivalence relations constitute
the fundamentals of most fuzzy rough set models. It is proven that fuzzy relations with
Gaussian kernel are reﬂexive, symmetric and transitive. Gaussian kernels are introduced
to acquire fuzzy relations between samples described by fuzzy or numeric attributes in
order to carry out fuzzy rough data analysis. Moreover, we discuss information entropy
to evaluate the kernel matrix and calculate the uncertainty of the approximation. Several
functions are constructed for evaluating the signiﬁcance of features based on kernel
approximation and fuzzy entropy. Algorithms for feature ranking and reduction based on
the proposed functions are designed. Results of experimental analysis are included to
quantify the effectiveness of the proposed methods.
 2010 Elsevier Inc. All rights reserved.1. Introduction
In the recent years, we have witnessed two types of methodologies which are widely discussed in pattern recognition and
machine learning domains: kernel methods and rough sets. The ﬁrst one allows mapping data into a higher dimensional fea-
ture space in order to simplify classiﬁcation tasks and made them linear (viz. solvable by linear classiﬁers [1,27,47,48]). In
this way, a number of linear learning algorithms can be used to deal with nonlinear tasks, such as nonlinear SVM [2,3], kernel
perceptron [4], kernel discriminant analysis [5], nonlinear component analysis [6], kernel matching pursuit [7], etc. Rough
sets, forming an important conceptual tool for granular computing [10,50,51,8], offer a uniform induction framework in ma-
chine learning [9]. Using this methodology, we granulate the universe of discourse into a family of elemental concepts to
describe the objects, and then use these elemental concepts to approximate arbitrary subsets of the universe. Feature eval-. All rights reserved.
of Technology, Harbin 150001, PR China.
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soning [13,58,59,61,62] are the main developments encountered in rough sets.
Although these two learning methodologies have been widely studied, relatively little attention has been paid to explore
relationships between them. In some literature, we can use some hybrid structure which combines the advantages of these
techniques where one reduces data with rough sets and then carry out the development of classiﬁers which operate on such
reduced data [14,53]. However, the linkages between these two methodologies are not discussed explicitly and rough sets
based feature selection method can be replaced with any other feature selection algorithm. Asharaf et al. [15] deﬁned a
rough sphere having an inner radius R deﬁning its lower approximation and an outer radius T > R deﬁning its upper approx-
imation. With these deﬁnitions a rough support vector clustering algorithm was developed. Following a similar idea, Lingras
and Butz embedded rough set methodology into support vector machines for multi-class tasks [16]. Rough sets used here are
employed to represent the lower and upper boundary of patterns. These studies attempted to incorporate the idea of rough
sets into support vector based learning,. It seems that there are very limited developments in a hybrid, combined use of
rough sets and kernel machines. However, if we observe these two learning schemes, we can note that kernel methods
and rough sets based data analysis share some interesting commonalities. Let us recall the basic procedures of the two meth-
ods in pattern analysis. On one hand, a typical kernel learning algorithm consists of two functional modules: nonlinear map-
ping realized by kernel functions and pattern classiﬁcation being completed with kernel machines [1]. Nonlinear mapping
transfers the original data matrix into a kernel matrix (also called Gram matrix) which presents the structure and describes
relationships between samples. Kernel matrix plays an important role in kernel learning algorithms as it contains all the
information available in order to perform further learning. The learning algorithm relies on information about the training
data available through the kernel matrix. On the other hand, there are also two modules in the rough set methodology: (a)
granulation of data (samples) into a set of information granules according to the relation of objects and (b) approximate clas-
siﬁcation realized in the presence of such induced information granules. The rough set methodology helps extract a relation
(relation matrix) dealing with samples and subsequently granulates the set of objects into a set of information granules
according to the relation between objects. The objects in the granule are indistinguishable in terms of this relation. Then
the information granules induced by the relation are used to approximate the classiﬁcation of the universe. Obviously, rela-
tion and relation matrix form the fundamentals of rough set models. They play the same conceptual role in rough sets as
kernel matrix in kernel machines. The types of rough set models are determined by the algorithms being used to extract
the relationship between samples. For example, the generic rough set model considers into account an equivalence relation
to partition the samples into disjoint equivalence classes [17]; neighborhood rough sets group the samples into different
neighborhood information granules [18], fuzzy rough sets segment the universe with a fuzzy relation into a set of fuzzy gran-
ules and approximate fuzzy sets with these fuzzy granules [19–23,55,57,58]. We can ﬁnd a high level of similarity between
kernel methods and rough set algorithms if we take the kernel matrix as a relation matrix or consider the relation matrix as a
kernel one. In fact, one can show that the most relation matrices used in the existing rough set models satisfy the conditions
of kernel functions. They are positive-semideﬁnite and symmetric. At the same time, kernel matrices are symmetric and
some of them are reﬂective [24,25]. This means that some of kernel matrices could be used as fuzzy relation matrices in fuz-
zy rough sets. Taking this into account, we can form a bridge between rough sets and kernel methods with the relation
matrices.
We can make use of kernel functions to extract fuzzy relations for rough sets based data analysis. Although different mod-
els of fuzzy rough sets were proposed and properties of these models were discussed in literatures [19–22], little attention
was paid to extract fuzzy relations from data and integrate these relations into fuzzy rough sets. The models and theories
about fuzzy rough sets available in the existing literature just give a one-sided view at fuzzy rough computation as most
of the existing fuzzy rough set models are constructed based on the fuzzy granulated spaces induced by fuzzy T-equivalence
relations. Nevertheless the issue of how to generate an effective fuzzy T-equivalence relation from data has not been system-
atically discussed so far. Subsequently, the effective solutions are not present in applications. Obviously the way to generate
fuzzy relations from data substantially inﬂuences the performance of rough set-based intelligent data analysis. The absence
of effective techniques in this regard constitutes an obstacle for pursuing applications of fuzzy rough sets. In this study, we
will introduce Gaussian kernel functions to extract fuzzy similarity relations between samples for fuzzy rough set-based data
analysis. Then we construct fuzzy rough models based on Gaussian kernel induced by fuzzy relations. In this way, we effec-
tively combine fuzzy rough sets with kernel methods.
As most of the existing fuzzy rough set models are constructed based on the fuzzy granulated spaces induced by fuzzy T-
equivalence relations, it is desirable that the extracted fuzzy relations are fuzzy T-equivalence relations. In this context, Mo-
ser showed that the kernel matrix computed with a reﬂexive kernel taking values from the unit interval is a fuzzy T-equiv-
alence relation [24,25]. Therefore such kernel functions can be considered to directly induce fuzzy T-equivalence relations
from data. In [26], Hu et al. introduced Gaussian kernels to compute similarity between samples in fuzzy rough set-based
attribute reduction. The fact that Gaussian kernel matrix is a fuzzy T-equivalence relation was not emphasized and fully dis-
cussed at that time. Gaussian functions are reﬂexive and symmetric taking values in the unit interval. This emphasizes that
Gaussian functions can be integrated with fuzzy rough sets to support extraction of fuzzy T-equivalence relations. However,
to our best knowledge, no detailed analysis with this regard has been reported yet. In this study, we will construct a novel
fuzzy rough set model with Gaussian kernel approximation, where sample spaces are granulated into fuzzy information
granules in terms of fuzzy T-equivalence relations computed with Gaussian kernel. We discuss the uncertainty measures
of Gaussian kernel approximation and adapt the proposed measures to evaluate the quality of the features. Some attribute
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method.
The paper is organized as follows. In Section 2, some basic notations about fuzzy rough sets are brieﬂy reviewed. In Sec-
tion 3, the fuzzy rough set model based on Gaussian kernel approximation is proposed. Uncertainty measures of Gaussian
kernel approximation are discussed in Section 4. Section 5 shows the applications of Gaussian kernel approximation to fea-
ture evaluating and feature reduction. Numeric experiments are reported in Section 6.
2. Rough sets and fuzzy rough sets: some preliminary knowledge
Given an information system IS ¼ ðU;AÞ, where U ¼ fx1; . . . ; xmg is a nonempty ﬁnite set of objects and A ¼ fa1; a2; . . . ; ang
is a nonempty ﬁnite set of attributes to characterize the objects, we associate a binary relation INDðBÞ with a subset of attri-
butes B#A, called B-indiscernibility relation, deﬁned as INDðBÞ ¼ fðx; yÞ 2 U  U : aðxÞ ¼ aðyÞ;8a 2 Bg. INDðBÞ is an equiva-
lence relation and INDðBÞ ¼ \a2BINDðfagÞ. The equivalence relation partitions the objects into a family of disjoint subsets,
called elemental concepts. By ½xB we denote the equivalence class induced by INDðBÞ including x. U=INDðBÞ ¼ f½xBjx 2 Ug.
For arbitrary subset X#U, two sets of equivalence classes, called B-lower and B-upper approximations, are deﬁned as
BX ¼ [f½xB : ½xB#Xg and BX ¼ [f½xB : ½xB \ X–;g, respectively. X is said deﬁnable if BX ¼ BX; otherwise X is a rough set.
As to rough set X, we call BNðXÞ ¼ BX  BX the boundary of X in ðU;BÞ.
Although a lot of applications of the classical rough set model are found, there it is a certain point that deserves more
attention. That is, given the equivalence relations the above model is able to deal with symbolic-valued databases. This
somewhat limits the applications of rough sets. Several generalizations of this model were proposed in [19,22,23]. Among
these generalizations, the combination of rough sets and fuzzy sets called fuzzy rough sets offers a useful opportunity to deal
with real-valued datasets where fuzzy similarity relations between samples are determined.
The concept of fuzzy rough sets was ﬁrst proposed by Dubois and Prade [19]. Given a fuzzy relation R on U, R is said to be a
fuzzy equivalence relation if for 8x; y; z 2 U, we have (1) reﬂexivity: Rðx; xÞ ¼ 1; (2) symmetry: Rðx; yÞ ¼ Rðy; xÞ and (3) tran-
sitivity: minyðRðx; yÞ;Rðy; zÞÞ 6 Rðx; zÞ. More generally, we say R is a fuzzy T-equivalence relation if for 8x; y; z 2 U;R satisﬁes
reﬂexivity, symmetry and T-transitivity: TðRðx; yÞ;Rðy; zÞÞ 6 Rðx; zÞ, where T is some triangular norm.
Let R be a fuzzy equivalence relation on U and X be a fuzzy subset of U. Then the lower and upper approximations of X
were deﬁned as [19]RmaxXðxÞ ¼ inf
y2U
maxð1 Rðx; yÞ;XðyÞÞ;
RminXðxÞ ¼ sup
y2U
minðRðx; yÞ;XðyÞÞ:
8><
>:The pair of Min and max is the two aggregation operations used in these calculations. In fact, there are a number of t-
norms and s-norms for fuzzy aggregation. To generalize the above deﬁnition of fuzzy rough sets, T-equivalence relations
were introduced in [20]. Given a fuzzy T-equivalence relation on Uwhere h is a residual implication induced with T, the fuzzy
lower and fuzzy upper approximations of fuzzy subset X were deﬁned asRhXðxÞ ¼ inf
y2U
hðRðx; yÞ;XðyÞÞ;
RTXðxÞ ¼ sup
y2U
TðRðx; yÞ;XðyÞÞ:
8><
>:Furthermore, based on T-equivalence relations, residual implication h and its dual r, Mi and Zhang gave another deﬁni-
tion of fuzzy rough sets as [28]RhXðxÞ ¼ inf
y2U
hðRðx; yÞ;XðyÞÞ;
RrXðxÞ ¼ sup
y2U
rðNðRðx; yÞÞ;XðyÞÞ:
8><
>:More generally, Yeung et al. proposed a model of fuzzy rough sets with a pair of t-norm T and t-conorms S in [22].RSXðxÞ ¼ inf
y2U
SðNðRðx; yÞÞ;XðyÞÞ;
RTXðxÞ ¼ sup
y2U
TðRðx; yÞ;XðyÞÞ:
8><
>:Overall, there are three deﬁnitions of fuzzy lower approximation operators: Rmax;Rh;RS and three upper approximation
operators: Rmin, RT and Rr. However, Rmax and Rmin are the special cases of RS and RT , where S ¼ max and T ¼min. Therefore,
we arrive at two deﬁnitions of lower approximations and upper approximations, respectively.
The above deﬁnitions of fuzzy rough sets were constructed making use of fuzzy equivalence relations or fuzzy T-equiv-
alence relations. They are straightforward generalizations of the classical rough set model. All of them reduce to the original
concept of rough sets when the underlying relation is a Boolean one and X is a subset of U.
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computing the fuzzy relation from data, aggregating multiple relations extracted from a set of features and deﬁning the low-
er and upper approximations. The above work mainly focused on the deﬁnitions of lower and upper approximations. We will
introduce Gaussian kernel function to compute the fuzzy equivalence relations between samples and discuss the aggregation
of features.
3. Gaussian kernel based fuzzy rough set model
3.1. Approximating fuzzy sets with Gaussian kernel
Gaussian functions constitute a widely used category of kernels in SVM and other ﬁelds such as RBF neural networks [52].
Good performance and computational effectiveness is usually obtained with Gaussian kernel to embed nonlinear problems
in higher dimensional feature spaces. In this section we introduce Gaussian kernel for computing fuzzy T-equivalence rela-
tions in fuzzy rough sets and thus approximate arbitrary fuzzy subsets with kernel induced fuzzy granules.
Suppose U is a ﬁnite set of samples. xi 2 U is described by a vector hxi1; xi2; . . . ; xini 2 Rn, thus U can be viewed as a subset of
Rn.
The similarity between two samples is computed with Gaussian kernel function kðxi; xjÞ ¼ expðkxi  xjk2=2d2Þ, where
kxi  xjk is the Euclidean distance between samples xi and xj. we have
(1) kðxi; xjÞ 2 ½0; 1;
(2) kðxi; xjÞ ¼ kðxj; xiÞ;
(3) kðxi; xiÞ ¼ 1.
Therefore Gaussian kernel induces a fuzzy relation satisfying the properties of reﬂexivity and symmetry. We denote this
fuzzy relation by RnG. In [24,25], it was shown that R
n
G also satisﬁes Tcos-transitive where Tcosða; bÞ ¼maxfab
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 b2
p
;0g is a triangular norm.
Theorem 1 [25]. Any kernel k : U  U ! ½0; 1 with kðx; xÞ ¼ 1 is (at least) Tcos–transitive where Tcosða; bÞ ¼maxðabﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 b2
p
; 0Þ.
Corollary 1. Fuzzy relation RG computed with Gaussian kernel is a Tcos-equivalence relation.
According to the deﬁnitions of Rh and Rr, we should obtain the residual implication of Tcos and its dual for computing low-
er and upper approximations of fuzzy sets related to RnG. We derive the residual implication of Tcos by the following lemma.
Lemma 1hTcos ðx; yÞ ¼
1; a 6 b;
abþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 b2Þ
q
; a > b:
(Proof. We have hTcos ða; bÞ ¼ supf# 2 ½0;1 : Tcosða; #Þ 6 bg, so if a 6 b, then hTcos ða; bÞ ¼ 1.
Suppose a > b. We have # should satisﬁes a#
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 #2Þ
q
6 b which implies a# b 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 #2Þ
q
. Let
f1ð#Þ ¼ a# b; f2ð#Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 #2Þ
q
, then f1ð#Þ strictly increases on ½0;1, and f2ð#Þstrictly decreases in interval ½0;1. If
# ¼ abþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 b2Þ
q
, then f1ð#Þ ¼ f2ð#Þ. So if # 6 abþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 b2Þ
q
, then f1ð#Þ 6 f2ð#Þ; if # > abþﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 b2Þ
q
, then f1ð#Þ > f2ð#Þ, this implies supf# 2 ½0;1 : Tcosða; #Þ 6 bg ¼ abþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 a2Þð1 b2Þ
q
, which completes
the proof. h
In what follows, we use a compact notation by denoting hTcos by h.
Deﬁnition 1. Given an information system IS ¼ ðU;AÞ and X 2 FðUÞ, where FðUÞ is the power set of fuzzy sets, the fuzzy
lower and upper approximations of X related to RnG are deﬁned as
(1) S-Gaussian fuzzy lower approximation operator: RnGSXðxÞ ¼ infy2USðNðRnGðx; yÞÞ;XðyÞÞ;
(2) h-Gaussian fuzzy lower approximation operator: RnGhXðxÞ ¼ infy2UhðRnGðx; yÞ;XðyÞÞ;
(3) T-Gaussian fuzzy upper approximation operator: RnGTXðxÞ ¼ supy2UTðRnGðx; yÞ;XðyÞÞ;
(4) r-Gaussian fuzzy upper approximation operator: RnGrXðxÞ ¼ supy2UrðNðRnGðx; yÞÞ;XðyÞÞ.
In this work, we will focus on the deﬁnitions of RnGhX and R
n
GTX. In a similar way, we can establish properties of the
remaining operators. If no confusion occurs, we use a shorthand notation forRnGh and R
n
GT in the form R
n
G and R
n
G, respectively.
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n
G and R
n
G are the same as those shown in [22]. Here
we list some of them.Theorem 2 [22]. Given an information system IS ¼ ðU;AÞ and X 2 FðUÞ, RnG and RnG satisfy the following properties:
(1) RnGX#X#R
n
GX; R
n
GX ¼ X () RnGX ¼ X;
(2) RnGðRnGXÞ ¼ RnGX; RnGðRnGXÞ ¼ RnGX; RnGðRnGXÞ ¼ RnGX; RnGðRnGXÞ ¼ RnGX;
(3) RnGð[t2TXtÞ ¼ [t2TRnGXt ; RnGð\t2TXtÞ ¼ \t2TRnGXt;
(4) If RmG #R
n
G, then R
n
GX#R
m
G X#X#R
m
G X#R
n
GX.
By (1) we know RnGX and R
n
GX are a pair of fuzzy sets approximating X as upper and lower bounds, respectively, and (4) indicates
that a ﬁner fuzzy relation can offer more precise approximations than the coarser one. These properties give a foundation for
deﬁning and developing attributes reduction in the following subsection.3.2. Approximating decision regions with Gaussian kernel
If the set of samples is assigned with a decision attribute D, we call the triple hU;C;Di a decision system, where C is the set
of condition attributes and D is the decision.
Each subset of C can be used to induce a fuzzy Tcos-equivalence relation over U by computing similarity with Gaussian
kernel. We compute RðjÞG ðxi; xkÞ ¼ expð
kxijxkjk2
2d2
Þ as the similarity of samples xi and xk with respect to attribute j. Then the
information hidden in C can be equivalently expressed as RG ¼ fRð1ÞG ;Rð2ÞG ; . . . ;RðjÞG ; . . . ;RðnÞG ; g, where n is the number of condi-
tion attributes.
After computing the relation making use of a single attribute, we require aggregating them for providing information for
decision. If there are multiple fuzzy relations, the aggregation operator of fuzzy relations usually employs the t-norm treated
as the min operator in the existing fuzzy rough sets. For example, given attribute a and b, the relations between samples xi
and xk are R
aðxi; xkÞ and Rbðxi; xkÞ, respectively. Then Rfag[fbgðxi; xkÞ ¼minðRaðxi; xkÞ;Rbðxi; xkÞÞ. In this work, we use the alge-
braic product, TPðx; yÞ ¼ x  y, to carry out aggregation. This implies that the Gaussian kernel induced the individual fuzzy
relations comes in the formRnGðxi; xkÞ ¼ exp 
kxi  xkk2
2d2
 !
¼
Yn
s¼1
RðsÞG ðxi; xkÞ:In what follows, we denote the fuzzy relation induced by attribute subset P#C by RPG.
Assume decision D divides the samples into subsets fd1; d2; . . . ; dIg. Here we encounter the following relationship
8x 2 U; diðxÞ ¼ 1 if x 2 di; otherwise, diðxÞ ¼ 0.
Now we approximate the decision regions with the fuzzy granules induced by Gaussian function. Take the ith class as an
example,
(1) RnGdiðxÞ ¼ infy2UhðRnGðx; yÞ; diðyÞÞ ¼ infy2U
1; RnGðx; yÞ 6 diðyÞ
RnGðx; yÞdiðyÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Rn2G ðx; yÞ
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2i ðyÞ
q
; RnGðx; yÞ > diðyÞ
( !
.
If diðyÞ ¼ 1, i.e. y 2 di, in this case RnGðx; yÞ 6 diðyÞ, then we get h RnGðx; yÞ; diðyÞ
  ¼ 1;
if diðyÞ ¼ 0, i.e. y R di, in this case RnGð x; yÞ > diðyÞ; h RnGðx; yÞ; diðyÞ
  ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Rn2G ðx; yÞ
q
.
Finally, we obtain RnGdiðxÞ ¼ infyRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Rn2G ðx; yÞ
q 
.
(2) RGdiðxÞ ¼ supy2UTðRGðx; yÞ; diðyÞÞ ¼ supy2U max 0; RGðx; yÞdiðyÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2i ðyÞ
q 
If diðyÞ ¼ 1, i.e. y 2 di, we get max 0; RGðx; yÞdiðyÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2i ðyÞ
q 
¼ RGðx; yÞ;
if diðyÞ ¼ 0; max 0;ð RGðx; yÞdiðyÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 d2i ðyÞ
q
Þ ¼max 0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q 
¼ 0.
We get RGdiðxÞ ¼ supy2diRGðx; yÞ.
The fuzzy lower and upper approximations of a decision in terms of a Gaussian kernel based fuzzy relation are computed as
(1) RnGdiðxÞ ¼ infyRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Rn2G ðx; yÞ
q 
;
(2) RGdiðxÞ ¼ supy2diRGðx; yÞ.
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2  kxyk22r2
 r 
. If x 2 di, we ﬁnd a nearest neighbor of x from other
classes to compute the lower approximation. However, if x R di, the nearest sample of x out of di is x itself. In this case
exp  kxyk22r2
 
¼ 1, so khdiðxÞ ¼ 0. As the upper approximation is concerned, if x 2 di; RGdiðxÞ ¼ supy2diRGðx; yÞ. Obviously,
supy2di kðx; yÞ ¼ 1 as kðx; xÞ ¼ 1. If x R di, we ﬁnd a nearest sample y of x in class di and RGdiðxÞ ¼ exp 
kxyk2
2r2
 
.
The above analysis shows that the membership of x to the lower approximation of x’s decision is determined by the clos-
est sample with different decisions, while the membership of x to the lower approximation of other decisions is zero. How-
ever, the membership of x to the upper approximation of x’s decision is always 1, while the membership of x to the upper
approximation of another decision depends on the closest sample from this class.
Deﬁnition 2. Given a decision table hU;C;Di; RG is T-equivalence relation on U computed with Gaussian kernel in feature
space B#C. U is divided into fd1; d2; . . . ; dIg with the decision attribute. The fuzzy positive regions of D in term of B are
deﬁned asPOSBðDÞ ¼
[I
i¼1
RGdi:Positive region of D is a fuzzy set, the membership of a sample to the positive regions of decision reﬂects the degree of the
sample necessarily belong to its decision class. The higher the membership is, the more certain the classiﬁcation outcome is.3.3. Approximating quality and reducts
Deﬁnition 3. Given a decision table hU;C;Di; RG is T-equivalence relation on U computed with Gaussian kernel in feature
space B#C. U is divided into fd1; d2; . . . ; dIgwith the decision attribute. The fuzzy positive regions of D in term of B are given
by as
SI
i¼1RGdi. The quality of approximating classiﬁcation is deﬁned ascBðDÞ ¼
jSIi¼1RGdij
jUj ;where jSIi¼1RGdij ¼PiPx2diRGdiðxÞ.
The coefﬁcient of approximating quality reﬂects the approximation abilities of the granulated space induced by attribute
subset B to characterize the decision. This coefﬁcient is also called the dependency between the decision and condition
attributes. We say that decision D is dependent on B with degree cBðDÞ, denoting by B)cD. We say that the decision system is
consistent if cBðDÞ ¼ 1.Theorem 3. Given a decision system hU;C;Di; B1#B2#C, R1 and R2 are two T-equivalence relations on U computed with Gauss-
ian function Gðx; yÞ in B1 and B2, respectively. Then we have
(1) R1  R2;
(2) R1di#R2di;
(3) R1di  R2di;
(4) POSB1 ðDÞ# POSB2 ðDÞ;
(5) cB1 ðDÞ 6 cB2 ðDÞ.Proof. Properties 4 (2)–(4) can be derived from the monotonicity of the lower and upper approximations [22]. Here we just
show the proof of the ﬁrst property. Assuming that jB1j ¼ N1; jB2j ¼ N2, as B1#B2, we have N1 6 N2. Without loss of gener-
ality, we take two arbitrary samples to compute the fuzzy relations with Gaussian kernel function. In the feature space B1, we
obtain kx yk2B1 ¼
PN1
i¼1ðaiðxÞ  aiðyÞÞ2, where aiðxÞ is the value of sample x in feature ai. In feature space B2; kx yk2B2 ¼PN1
i¼1ðaiðxÞ  aiðyÞÞ2 þ
PN21
i¼N1 ðaiðxÞ  aiðyÞÞ
2. So kx yk2B2 P kx yk
2
B1
and R1ðx; yÞP R2ðx; yÞ. Then R1  R2. h
Theorem 4. Given a decision system hU;C;Di; RG is T-equivalence relation on U computed with Gaussian function in B#C and RD
is the equivalence relation induced by D. The decision system is consistent if and only if RG#RD, or for 8x; y 2 U; RGðx; yÞ ¼ 0 if
x 2 di and y R di.
Proof. Without loss of generality, we discuss the proof using two arbitrary samples. Assume the decision system is consis-
tent. 8x; y 2 U, there are two cases, i.e. (1) x and y belong to the same class; (2) x and y belong to different classes. As to case 1,
RDðx; yÞ ¼ 1, obviously, RGðx; yÞ 6 RDðx; yÞ. As to case 2, RDðx; yÞ ¼ 0. Since the system is consistent, we have cðDÞ ¼ 1. We
know 0 6 RGdiðxÞ 6 1. So 8x 2 U; RGdiðxÞ ¼ 1 if x 2 di. Assume that RGðx; yÞ > 0, then we have RnGdiðxÞ ¼
infuRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðu; yÞ
q 
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q
< 1. This is in conﬂict with the fact that the system is consistent. Thus RGðx; yÞ ¼ 0,
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infuRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðu; yÞ
q 
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 R2Gðx; yÞ
q
¼ 1, so cðDÞ ¼ 1. The system is consistent. h
Theorem 4 shows that as the number of features increases, the approximation quality, the classiﬁcation quality increases
as well. These properties are consistent with our intuition that new features bring new information about granulation and
classiﬁcation. Correspondingly, the induced approximation space with more features becomes ﬁner and can generate more
precise approximations of decisions. As a result, the quality of approximating classiﬁcation increases.
The quality of approximating classiﬁcation, also called dependency between the decision and condition attributes, reﬂects
the average degree of the fact that the samples certainly belong to their classes. Ideally, all the samples should be classiﬁed
without error. Namely, for 8x 2 di; RdiðxÞ ¼ 1. Accordingly, cBðDÞ ¼ 1. However, as there is some level of uncertainty in real-
world decision systems caused by noise or insufﬁcient features to distinguish all the objects, the dependency level between
condition and decision is usually less than 1.
Like in the classical rough set model [8], we can deﬁne concepts such as redundancy, indispensability and reducts of deci-
sion systems based on fuzzy dependency.
Deﬁnition 4. Given hU;C;Di; a 2 B#C. If cB1 ðDÞ ¼ cBaðDÞ, we say a is redundant in Bwith respect to D; otherwise, we say a
is indispensable in B to D.Deﬁnition 5. Given hU;C;Di; B#C. We say B is a relative reduct to D if B satisﬁes the following conditions:
(1) sufﬁcient condition: cBðDÞ ¼ cCðDÞ;
(2) necessary condition: for 8a 2 B, a is indispensable in B to D.
Deﬁnition 5 shows a reduct is a subset of attributes which not only produces the same dependency as the whole attri-
butes but also has no superﬂuous one. Obviously such attribute subsets are desirable in feature selection.
It is notable that given a data set there is usually more than one relative reduct. We can ﬁnd a set of feature subsets
fB1;B2; . . . ;Bkg which all preserve the dependency of decision on condition attributes, which shows we can get multiple
viewpoints to consider classiﬁcation tasks. We name the intersection of all reducts Core ¼ TiBi as the core features of the
decision table in discourse.
3.4. Connections between the proposed model and other models
In this section, we discuss the connections of fuzzy rough sets, rough set, neighborhood rough sets and the famous Relief
algorithm [36–39].
The deﬁnition of the lower approximation in Gaussian kernel based fuzzy rough sets is a direct and intuitively appealing
generalization of rough set and the neighborhood rough set [18]. As to rough sets themselves, only discrete variables can be
analyzed. Given x; y 2 U, we deﬁne a distance function in a discrete space:	kx yk ¼ 1; x–y;
0; x ¼ y;According to rough sets, if kx yk ¼ 0, then y 2 ½x. If y 2 di and x R di. In this case, RGdiðxÞ ¼ infuRdiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2  kxuk2
2d2
 r 
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2  kxyk2
2d2
 r
¼ 0. In fact, in rough sets, we also know that x R RGdi. For the case where
xi 2 di if for xi 2 U; kxi  xk ¼ 0, we haveRGdiðxÞ ¼ inf
uRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2 kx uk
2
2d2
 !vuut
0
@
1
A ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2 1
2
2d2
 s
¼ 1:Certainly, we also have x 2 RGdi. The above analysis shows Gaussian kernel based fuzzy rough sets can degrade to Pawlak
rough sets.
Neighborhood rough sets realize an idea similar to the one captured by rough sets. Being different from rough sets, neigh-
borhood rough sets use a general distance function, rather than discrete distance used in the previous construct [18]. In neigh-
borhood rough sets, we consider that x belongs to the lower approximation of its class if the distance between x and its nearest
samplewith a different class is greater than d, which is a certain threshold speciﬁed in advance. Here neighborhood rough sets
extend rough sets by generalizing the distance function, while Gaussian kernel based fuzzy rough sets generalize neighbor-
hood rough sets through extending the binary membership {0,1} to a fuzzy membership function
RGdiðxÞ ¼ infuRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRnGðx; uÞÞ2
q
. Assuming that y 2 di if kx yk 6 d for 8y 2 U, then RGdiðxÞP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2  d2
2d2
 r
. We intro-
duce a cut operator and say that RGdiðxÞ ¼ 1 if RGdiðxÞP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 exp2  d2
2d2
 r
; otherwise, RGdiðxÞ ¼ 0. Then fuzzy rough sets
degenerate to neighborhood rough sets.
460 Q. Hu et al. / International Journal of Approximate Reasoning 51 (2010) 453–471Furthermore, we have deﬁned cBðDÞ ¼
j
SI
i¼1RGdi j
jUj , where j
SI
i¼1RGdij ¼
P
i
P
x2diRGdiðxÞ. We also get RGdiðxÞ ¼
infuRdi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRGðx;uÞÞ2
q
. As we know, RGðx;uÞ reﬂects the similarity degree, thus
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRGðx;uÞÞ2
q
can be considered as a gen-
eral distance function. Then dependency cBðDÞ is the sum of distances between each sample and its nearest sample with dif-
ferent classes.
It is an interesting conclusion stating that dependency of D to B is the sum of distances between each sample and its near-
est sample with a different class in feature space B. Let us review the well-known feature evaluation algorithm called Relief
[36–39]. In Relief, one ﬁnds xi’s nearest sample from the same class, called the nearest hit Hi, and the nearest sample from
other classes, called the nearest miss Mi, then computes the distances kxi  Hik and kxi Mik and afterwards usesPm
i¼1kxi Mik  kxi  Hik to evaluate the quality of a feature, wherem is the number of the samples in training set or a subset
of samples randomly drawn from the training set.
We see fuzzy rough sets and algorithm Relief share a common idea that the feature space where samples are far from
other classes should produce a great weight. The greater the inter-class distance is, the greater the weight should be.
4. Uncertainty measures of fuzzy rough sets
Uncertainty measures in approximation space are important in rough approximation. They can be used to evaluate the
quality of a set of condition attributes, and then be incorporated with a feature selection algorithm [26,29,30]. Moreover,
these measures can also be used in inducing a fuzzy decision tree [31]. Duntsch and Gediga [32] systematically discussed
the measurement of uncertainty in predicting based on rough sets. Qian et al. [33] pointed out that the measure of approx-
imation accuracy cannot produce an elaborate characterization of the uncertainty of approximation and introduced three
new measures. Here we will introduce and adapt the fuzzy entropy discussed in [23,26,34,35] to compute the uncertainty
present in the Gaussian kernel approximation.
Given a decision system hU;C;Di, the fuzzy Tcos-equivalence relation matrix induced by aj 2 C is denoted byRðjÞG ¼
r11 r12    r1m
r21 r22    r2m
..
. ..
. ..
. ..
.
rm1 rm2    rmm
0
BBBB@
1
CCCCA:
 
The element of the relation rik ¼ RðjÞG ðxi; xkÞ ¼ exp 
kxijxkjk2
2d2
quantiﬁes the similarity degree between samples xi and xj
when being considered in terms of attribute j. Then with each sample xi 2 U, we associate a fuzzy information granule of
the following form FIGðxiÞ ¼ r1ix1 þ
r2i
x2
þ    þ rmixm . The family of fuzzy information granules, called fuzzy elemental concepts, form
a fuzzy covering of the universe, denoted by U=R ¼ fFIGðxÞ; x 2 Ug. The fuzzy cardinality of FIGðxiÞ is computed in the form
jFIGðxiÞj ¼
Pm
l¼1rli.
Deﬁnition 6. Given a decision system hU;C;Di; RG is a fuzzy relation induced with Gaussian kernel and attribute B#C. We
call hU;RGi a fuzzy approximation space. The uncertainty of the approximation space is expressed in the formHðBÞ ¼ HðRGÞ ¼  1jUj
XjUj
i¼1
log
jFIGðxiÞj
jUj :It is easy to note that log jUjP HðBÞP 0. Furthermore HðBÞ ¼ 0 if and only if 8x; y 2 U; Rðx; yÞ ¼ 1. HðBÞ ¼ 0 which means
that each pair of samples is not distinguishable and the granularity of the system is the greatest and the system is the coars-
est in this case. HðBÞ ¼ log jUj if and only if 8x – y, Rðx; yÞ ¼ 0. In this case, all the samples are distinguishable and the fuzzy
approximation space is the ﬁnest one.
jFIGðxiÞj
jUj can be considered as the local probability estimated with samples around xi. In this case, Gaussian functions are
viewed as a window function. So HðBÞ can also be understood as differential entropy in the viewpoint of probability estima-
tion with window functions. If we interpret Gaussian functions as fuzzy neighborhoods of samples, then the measure is fuzzy
information entropy.
Theorem 5. Given a decision system hU;C;Di; ai; aj 2 C; RðiÞG and RðjÞG are two fuzzy similarity relation matrices induced by ai and
aj with Gaussian kernel. We have HðRðiÞG ÞP HðRðjÞG Þ if RðiÞG #RðjÞG , where RðiÞG #RðjÞG means that 8rðiÞkl ; rðjÞkl : rðiÞkl 6 rðjÞkl .Proof. FIGiðxÞ and FIGjðxÞ stand for the fuzzy information granules generated with RðiÞG and RðjÞG , respectively. If RðiÞG #RðjÞG , for
8x 2 U, we have jFIGiðxÞj 6 jFIGjðxÞj because 8rðiÞkl ; rðjÞkl : rðiÞkl 6 rðjÞkl . Therefore, 8x 2 U;  1m log jFIGiðxÞjm P  1m log jFIGjðxÞjm . We arrive
at the conclusion we have  1m
P
x2U log
jFIGiðxÞj
m P  1m
P
x2U log
jFIGjðxÞj
m and HðRðiÞG ÞP HðRðjÞG Þ. h
Corollary 2 (Type-1 monotonicity, parameter monotonicity). Given a decision system hU;C;Di; a 2 C, the similarity relation
matrices Rð1ÞG and R
ð2Þ
G between samples are computed as exp  kxyk
2
2d21
 
and exp  kxyk2
2d22
 
in terms of attribute a.
HðRð1ÞG ÞP HðRð2ÞG Þ if d1 6 d2 and HðRGÞ ¼ 0 when d!1.
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2d21
 
6 expð kxyk2
2d22
Þ if d1 6 d2. Therefore Rð1ÞG #Rð2ÞG and
HðRð1ÞG ÞP HðRð2ÞG Þ.
Kernel parameter d plays a role of controlling the granularity of approximation. The fuzzy information granules induced
at a greater value of d are greater than those induced with lower value d. If d!1; 8x; y 2 U, the similarity between them is
intended to be 1. This means that all objects are indistinguishable in the context of inﬁnitely high granularity. From this
viewpoint, fuzzy entropy reﬂects the reﬁnement or granularity of fuzzy sets induced by the corresponding kernel matrix. hCorollary 3 (Type-2 monotonicity, attribute monotonicity). Given a decision system hU; C;Di; B;B0 2 C; B  B0; RG and R0G are
two fuzzy similarity relation matrices induced by B and B0 with Gaussian kernel. We have HðRGÞP HðR0GÞ.
Proof. Assume that B0 [ B1 ¼ B. Rð1ÞG and Rð2ÞG are the kernel matrices induced by B0 and B1, respectively. Then the kernel matrix
induced by B is computed in the form Rð1ÞG  Rð2ÞG , where the element in Rð1ÞG  Rð2ÞG is Rð1ÞG ðxi; xkÞ  Rð2ÞG ðxi; xkÞ. Since Rð1ÞG ðxi; xkÞ 6 1
and Rð2ÞG ðxi; xkÞ 6 1, thus we have Rð1ÞG ðxi; xkÞ  Rð2ÞG ðxi; xkÞ 6 Rð1ÞG ðxi; xkÞ. In the sequel RG#R0G and HðRGÞP HðR0GÞ. h
Corollary 3 states that the kernel matrix and the corresponding information granules induced by the relation matrix could
be further reﬁned once new features have been added.
Deﬁnition 7. Given a decision system hU;C;Di; B1;B2#C, kernel matrices Rð1ÞG and Rð2ÞG are induced by B1 and B2. The joint
entropy of attributes B1 and B2 is expressed asHðB1 [ B2Þ ¼ HðRð1Þ  Rð2ÞÞ:G G
It is worth noting that the deﬁnition of joint entropy is different with that presented in [23,35]. In [23,35], the operator of
composition of fuzzy relations is realized using the ‘‘min”operation ; in our study we have conﬁned to the algebraic product.
Given Corollary 3 and Deﬁnition 7, we have HðB1 [ B2Þ 6 HðB1Þ and HðB1 [ B2Þ 6 HðB2Þ.
Deﬁnition 8. Given a decision system hU;C;Di; B#C, B generates a fuzzy similarity relation computed with Gaussian
kernel, while D induces a Boolean equivalence relation on U. Then the conditional entropy of D to B is deﬁned asHðDjBÞ ¼ HðB [ DÞ  HðBÞ:
Conditional entropy HðDjBÞ reﬂects the uncertainty of D if B is given. In virtue of Corollary 3 and Deﬁnition 7, one can
show HðDjBÞP 0.
Theorem 6. Given hU;C;Di; RðCÞG and RðDÞ are induced by C and D. HðDjCÞ ¼ 0 if hU;C;Di is consistent.
Proof. If hU;C;Di is consistent, we have RðCÞG #RðDÞG . For 8xi; xj; rðCÞij 6 rðDÞij . Assumed that rðDÞij ¼ 0, we have rðCÞij ¼ 0, so
rðCÞij  rðDÞij ¼ rðCÞij ¼ 0; otherwise, rðDÞij ¼ 1; rðCÞij  rðDÞij ¼ rðCÞij . Therefore, if RðCÞG #RðDÞG , we have RðCÞG  RðDÞG ¼ RðCÞG ; HðDjCÞ ¼
HðRðCÞG  RðDÞG Þ  HðRðCÞG Þ ¼ 0. h
Theorem 7. Given a decision system hU;C;Di; B1; B2#C, kernel matrices Rð1ÞG and Rð2ÞG are induced by B1 and B2. If Rð1ÞG #Rð2ÞG , we
have HðDjB1Þ 6 HðDjB2Þ.
Proof. It is straightforward. h
Corollary 4. If B1  B2, we have HðDjB1Þ 6 HðDjB2Þ.
Corollary 4 shows that addition of any new attribute will not lead to the increase of conditional entropy. Here we see again
that new attributes introduce additional information supporting classiﬁcation. The proposed entropymeasures determine the
uncertainty degree in relations and granulation induced by the relations. There are two factors inﬂuencing the granularity of
the collection of fuzzy granules induced by attributes and Gaussian kernel. With the same attributes, a greater value of kernel
parameter d induced a coarser granulation. This conclusion is consistent with our previous observations. If d takes greater val-
ues, the similarity degrees between any pair of samples become larger. In this case, an arbitrary sample can be difﬁcult to dis-
tinguish from others. As a result, lower values of entropy are obtained. Furthermore, given the value of d (viz. the level of
granularity of analyzing the classiﬁcation problem), the entropy gets larger when more attributes become available. The in-
crease in the values of entropy can be used to evaluate the usefulness of attributes in the classiﬁcation problem.
5. Attribute evaluation and reduction with Gaussian kernel rough sets
One of the most important applications of rough set theory is to evaluate the classiﬁcation power of attributes in a
decision system by computing the dependency between condition attributes and the resulting decision. The dependency
function is used as a sort of heuristics in constructing efﬁcient greedy attribute reduction algorithms [10–12]. In [29], Shen
et al. generalized the function of dependency to the case of fuzzy sets and proposed a fuzzy dependency function.
462 Q. Hu et al. / International Journal of Approximate Reasoning 51 (2010) 453–471In the generic model of rough sets, dependency is deﬁned as cBðDÞ ¼ jPOSBðDÞj=jUj, where POSBðDÞ ¼
SI
i¼1Bdi; di 2 U=D.
Dependency is the percentage of samples in the positive region, which is deﬁned as the set of samples unquestionably
belonging to one of the decision classes.
As to the Gaussian kernel based rough sets, it has been mentioned in Section 3.2 that for 8di; i ¼ 1;2; . . . ; I, if
x R di; R
n
GdiðxÞ ¼ 0 and if x 2 di; RnGdiðxÞ ¼ infyRdt
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRnGðx; yÞÞ2
q
. This facts indicates that the value of RnGdiðxÞ is determined
by the minimal value of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRnGðx; yÞÞ2
q
, y R di. A sample’s membership belonging to its class’s lower approximation depends
on its nearest sample with distinct classes according to RGdiðxÞ ¼ infyRdt
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðRnGðx; yÞÞ2
q
.
Given x 2 di; RGdiðxÞ, the membership of sample x to the fuzzy lower approximation of its class di reﬂects the degree at
which x certainly belongs to its decision, while RGdiðxÞ is the degree at which x possibly belongs to its decision. In feature
selection, we naturally wish that we can ﬁnd a feature subspace B#C where each sample belongs to its decision with the
greatest certainty; meanwhile, there is not a redundant attribute in B. The total certainty of samples belonging to its decision
can be measured with the fuzzy dependency cBðDÞ. Formally, the computation of fuzzy dependency is described as follows.
Algorithm 1. Dependency with Gaussian kernel approximation (DGKA)
Input: sample set U ¼ fx1; x2; . . . ; xmg, feature set B, decision D and parameter d
Output: dependency c of D to B
1. cBðDÞ  0
2. for i = 1 to m
3. ﬁnd the nearest sample Mi of xi with a different classﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr
4.cBðDÞ  cBðDÞ þ 1 exp kxiMik
2
d
 h i2
5. end
6. output cBðDÞ.This algorithm is easy to implement and its time complexity is the same as of Relief. To evaluate n features with m sam-
ples, the time complexity is Oðnm logmÞ [37]. Similar to Relief, Algorithm 1 can just be used to evaluate the signiﬁcance of
features and rank them. Irrelevant features will receive low dependency values and could be removed from the data. How-
ever, it was pointed out that features ranking can not remove the redundant features because two features producing great
dependency values may be redundant. Redundant features exist in a lot of databases [40,41]. Attribute reduction need elim-
inate not only the irrelevant, but also the redundant variables from the data.
It is impractical to ﬁnd the optimal subset of features from 2n  1 candidates through exhaustive search, where n is the
number of features. Greedy search guided by some heuristics is usually more efﬁcient than the plain brute-force exhaustive
search. In a forward greedy search, one starts with an empty set of attributes, and keeps adding features to the subset of
selected attributes one by one. Each selected attribute maximizes the increment of dependence of the current subset; this
implies the relevant but redundant attributes will not be included because it can not bring much new information about
classiﬁcation if the attribute is redundant. Formally, a forward search algorithm for feature selection based on Gaussian ker-
nel approximation is written as follows.
Algorithm 2. Feature selection based on Gaussian kernel approximations (FS-GKA)
Input: sample set U ¼ fx1; x2; . . . ; xmg, feature set C, decision D and stopping threshold e
Output: reduct red
1. red ;; c 0;
2. while red–C
3. for each ai 2 ðC  redÞ
4. compute ci ¼ cfaig[red
5. end
6. ﬁnd the maximal ci and the corresponding attribute ai;
7. if ci  credðDÞ > e
8. red red [ ai; cred  ci;
9. else
10. exist while;
11. end if
12. end while
13. return red
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Besides dependency, conditional information entropy introduced in Section 4 can also be used to evaluate features. As we
explain in Deﬁnition 8 and Theorem 8 that conditional entropy HðDjBÞ is the uncertainty of D if condition attributes B are
given, conditional entropy reﬂects the relevance between condition attributes and decision. We thus deﬁne the signiﬁcance
of attribute subset B in the following form:Table 1
Data de
ID
1
2
3
4
5
6
7
8
9
10SIGðB;DÞ ¼ HðDÞ  HðDjBÞ ¼ HðDÞ þ HðBÞ  HðBDÞ:
It is easy to observe that SIGðB;DÞ becomes a symmetric uncertainty measure. In fact this is mutual information of B and D
deﬁned in Shannon’s information theory if B and D generate Boolean equivalence relations [23]. As it is well-known, mutual
information is widely applied in evaluating features and constructing decision trees [40,42,43], but the classical deﬁnition of
mutual information can just be used to deal with discrete features. But SIGðB;DÞ deﬁned here can be used to deal with
numerical and fuzzy information. If we substitute mutual information for dependency in Algorithm 2, a new feature selec-
tion algorithm based on fuzzy mutual information is derived.
Besides, it is worth noting that the proposed measures of dependency and mutual information can be incorporated with
other search strategies used in other feature selection algorithms, such as ABB (Automatic Branch and Bound), SetCover,
probabilistic search [44], and GP (Genetic programming) [45]. In this study, we are not going to compare and discuss the
inﬂuence of search strategies on the results of feature selection. Here we focus on the comparison of the proposed method
when dealing with different evaluation measures.6. Experimental studies
There are two objectives when carrying out a series of numerical experiments. First, when using Gaussian kernel to com-
pute similarity relations between samples, we specify the parameter d in Gaussian kernel. This parameter controls the gran-
ularity of the granulation space induced by the Gaussian functions. Considering its functionality, this parameter exhibits a
signiﬁcant impact on the effectiveness associated with the corresponding fuzzy rough sets. However, just like in Gaussian
kernel support vector machines [46], no theoretical results have been obtained for specifying kernel parameters. The optimal
value of the kernel parameter is dependent on the nature of the speciﬁc application. In this section, we report on a suite of
experiments which helped us determine a range of ‘‘optimal” values of the kernel parameter. Second, as the main application
of rough sets and fuzzy rough sets comes with attribute evaluation and reduction, we offer a comprehensive experimental
evidence with this regard.
Some datasets used here come from the UCI Machine Learning Repository (http://www.ics.uci.edu/~mlearn/); refer to Ta-
ble 1. Numerical attributes are linearly normalized as follows ðx xminÞ=ðxmax  xminÞ (with xmin and xmax being the bounds of
the given attribute) before reduction and classiﬁcation. In experiments, learning algorithms such as CART, linear SVM and
RBF SVM are used. The experiments were run in a 10-fold cross validation mode. The parameters of the linear SVM and
RBF SVM are taken as the default values (the use of the Matlab toolkit osu_svm3.00).
In computing the membership grades of samples belonging to the low approximation of decision with Gaussian kernel,
one should specify kernel parameter d. We experiment with a number of values of d over different datasets, and compute the
dependency of decision to each single feature. At the same time, we compute classiﬁcation accuracies obtained for single
features with linear SVM and RBF SVM. Finally, we determine the correlation coefﬁcients between classiﬁcation accuracies
and dependencies. High values of correlation coefﬁcient are reﬂective of the associated classiﬁcation capabilities of the cor-
responding features. So the value domain of d generating a great correlation coefﬁcient is used in computing similarity. The
underlying reason is that we hope this dependency becomes a sound estimate of classiﬁcation abilities of the respective
attributes. The values of d were taken from the set {0.001,0.005,0.01,0.04,0.06,0.08,0.1,0.12,0.14,0.16,0.18,0.20,
0.22,0.24,0.26,0.28,0.30} when dealing with iris, sonar, wdbc and wine datasets, respectively.
The obtained values of the correlation coefﬁcients vs. kernel parameters are presented in Fig. 1. There is a uniform trend
of variation of correlation coefﬁcients vs. parameters, namely, the correlation goes up ﬁrstly achieves some peak, and after-scription.
Data Samples Features Class
credit 690 15 2
heart 270 13 2
hepatitis 155 19 2
horse 368 22 2
iono 351 34 2
sonar 208 60 2
wdbc 569 31 2
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wine 178 13 3
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Fig. 1. Variation of correlation coefﬁcients vs. kernel parameter.
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consider the range d ¼ ½0:04;0:06 in the evaluation of a single feature. We specify d ¼ ½0:1;0:12 when selecting features
making use of Algorithm 2. We learn that 0.04–0.06 is a sound interval for evaluating single features (refer to Fig. 1), how-
ever, we have found that the algorithm converges too early to ﬁnd enough features in experiments if d takes value in interval
[0.04,0.06]. Given this we have extended the range of the values and considered d to be in the range of 0.1 and 0.15,
d ¼ ½0:1;0:15.
Now we compare the effectiveness of fuzzy rough sets in evaluating feature quality. Sometimes one needs to compute the
dependency of decision D for a single feature and ﬁnd the relevance between input and output. One may anticipate that the
evaluating function can reﬂect the classiﬁcation performance in feature selection and feature ranking. We compute the sig-
niﬁcance of single features with four evaluation functions: dependency in Gaussian kernel approximation (Gaussian); fuzzy
entropy in Gaussian kernel approximation (Entropy); dependency in neighborhood rough sets (NRS) [18] and ReliefF [37].
At the same time, we reported the classiﬁcation accuracies of the corresponding features based on the use of the linear SVM
and RBF SVM.
Two data sets wdbc and wine are used in experiments. There are 30 numerical features in wdbc and 13 numerical fea-
tures in the wine dataset. The results are given in Figs. 3 and 4, respectively. As to the wdbc data, features 1, 3, 4, 7, 8, 21, 23,
24, 28 produce higher values of all evaluating functions, as shown in Fig. 2(1); at the same time, we can also ﬁnd that these
features produce higher values of classiﬁcation accuracy (again shown in Fig. 2(2)). As to the wine data, features 1, 6, 7, 10,
11, 12, 13 are better than others in terms of the four evaluating functions, corresponding the classiﬁcation accuracies of fea-
tures 1, 6, 7, 10, 11, 12, 13 are also higher than for other features. These results show that all the four evaluating functions
can produce good estimates of classiﬁcation ability of the features. There exist some differences between the evaluating
functions in the two experimental results. We can ﬁnd that the ordering of the feature is different if we rank the features
considering individual evaluating functions. For example, for the wine data, the descending order of features induced by
the fuzzy information entropy is 7, 12, 13, 1, 10, 6, 11, 2, 4, 9, 8, 5, 3; while the order induced by the ReliefF evaluation func-
tion is 7, 12, 13, 6, 10, 1, 9, 11, 8, 5, 4, 3, 2. Features 7, 12 and 13 are the three best features with respect to entropy and
ReliefF. However, feature 1 ranks the fourth with respect to entropy, while it ranks the sixth as to ReliefF. Greedy search algo-
rithms are sensitive to this little difference. Finally the little difference may leads to completely different feature subsets in
Greedy algorithms.
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Fig. 2. Signiﬁcance and accuracy of single feature (wdbc).
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knowledge. One can also add the best features one by one, and determine the classiﬁcation performance of the current fea-
tures in each round until the classiﬁcation performance does not improve signiﬁcantly when adding more features. Here we
compare the four evaluation measures when working with the second strategy. Datasets of iono, sonar, wdbc and wine are
used in experiments. We employ linear SVM and RBF SVM to validate the selected features. Figs. 4–7 present the variation of
classiﬁcation performance over the number of selected features. The results show that classiﬁcation accuracy increases with
the number of selected features. The improvement is signiﬁcant at the beginning of the selection process. Afterwards, the
classiﬁcation accuracy does not improve signiﬁcantly once a certain number of features have been selected. Considering
the cost of classiﬁcation, we can delete the features which do not exhibit any signiﬁcant inﬂuence on the quality of classi-
ﬁcation. Still we can ﬁnd that fuzzy entropy and dependency in Gaussian kernel approximation are competent with neigh-
borhood rough sets and ReliefF. Entropy and dependency sometimes are better than the other two algorithms.
The above results show the proposed fuzzy rough sets and fuzzy entropy can be used to evaluate single attributes. Now
we show the effectiveness in attribute reduction. As mentioned above that feature ranking cannot delete the redundant
information from data, while ReliefF was design to compute the weights of features and ranking them with the weights.
We here compare Gaussian kernel based fuzzy rough sets and fuzzy entropy with Pawlak rough sets [8], where the entropy
based discretization algorithm is introduced for transform the numerical features into discrete ones [63], neighborhood
rough sets [18], Triangle similarity based fuzzy rough sets (shortly triangle) [30] and correlation based algorithm [43] in fea-
ture selection or attribute reduction.
The selected features with different algorithms are presented in Tables 2–4, respectively. Regarding Gaussian kernel
approximation, entropy, rough set and neighborhood rough sets, the orders of the features presented in the tables are the
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Fig. 3. Signiﬁcance and accuracy of single features (wine).
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Table 2
Subsets of features selected with Gaussian kernel approximation and fuzzy entropy.
Data Gaussian kernel approximation Fuzzy entropy
credit 2, 6, 3, 9, 14 9, 10
heart 8, 1, 4, 10, 3, 12, 13, 7, 2, 5 13, 12, 3, 11
hepatitis 18, 14, 15, 1, 11, 17, 9 18, 17, 15, 11
horse 15, 5, 17, 20 17, 20, 8, 10, 13, 6
iono 3, 31, 24, 16, 5, 9, 34 5, 6, 8, 25, 28, 24, 34, 7, 3
sonar 44, 11, 27, 21 11, 17, 37, 48, 27, 22, 29, 12, 33, 36
wdbc 23, 28, 22, 12, 25, 19, 10, 9, 7, 2, 26, 21, 8, 29 28, 21, 22, 25, 29, 2, 8, 10, 12
wpbc 1, 12, 7, 23, 32, 22, 6 13, 32, 33, 24, 6, 23, 20, 21, 26, 12, 1, 2, 28, 10
wine 13, 10, 7, 1, 5, 2 7, 1, 10, 13, 5, 2
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Table 3
Subsets of features selected with Pawlak rough sets and neighborhood rough sets.
Data Pawlak rough set NRS
credit 4, 7, 9, 15, 1, 3, 11, 6, 14, 8, 2 15, 8, 6, 9, 2, 3
heart – 10, 12, 13, 3, 1, 4, 5, 8, 7
hepatitis 2, 18, 8, 10, 4, 5, 17, 19, 13, 15, 3, 12 2, 17, 1, 18, 14, 15, 11
horse 15, 3 5, 20, 17, 10, 8, 13, 1, 11
iono 5, 3, 6, 34, 17, 14, 22, 4 1, 5, 19, 32, 24, 20, 7, 8, 3
sonar – 1, 45, 39, 36, 28, 21, 7
wdbc 24, 8, 22, 26, 13, 5, 14 23, 28, 2, 29, 5, 16, 25, 9, 22, 10, 12, 11
wpbc 23, 29, 24, 1, 8, 6, 20, 11 1, 19, 6, 23, 24, 30, 13
wine 10, 13, 7, 2 13, 10, 7, 5, 11, 1
Table 4
Subsets of features selected with triangle similarity based fuzzy rough sets and CFS.
Data Triangle CFS
credit 5, 7, 6, 9, 10, 12, 13, 4 5, 6, 8, 9, 11, 14, 15
heart 10, 8, 1, 3, 13, 12, 7, 11 3, 7, 8, 9, 10, 12, 13
hepatitis 2 1, 2, 6, 11, 14, 17, 18
horse 5, 4, 18, 19 1, 3, 5, 7, 15, 17, 20, 21
iono 1 1, 3, 4, 5, 6, 7, 8, 14, 18, 21, 27, 28, 29, 34
sonar 44, 35, 20, 29, 25, 54, 12 4, 5, 9, 10, 11, 12, 13, 21, 28, 36, 44, 45, 46, 47, 48, 49, 51, 52, 54
wdbc 23, 28, 22, 12 2, 7, 8, 14, 19, 21, 23, 24, 25, 27, 28
wpbc 1, 7, 12, 23 1, 33
wine 13, 10, 7, 1, 5 1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13
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terms of the corresponding measures.
Some interesting results can be derived from the selected attributes. First, whatever attribute selection techniques have
been used, most of the attributes in all datasets can be deleted. The reduction rate is high to 90% for some datasets, such as
sonar and wpbc. Second, different algorithms produce distinct subsets of attributes. It is interesting that no two algorithms
get the same subset of features for any database in the experiments except Gaussian fuzzy rough sets and fuzzy entropy for
data wine. Even though, the orders of the selected features are different for this database. The best single feature is 13 in
terms of Gaussian fuzzy rough sets, while feature 7 is the best one with respect to fuzzy entropy. This difference comes from
the deﬁnitions of feature signiﬁcance. The feature which is the best with respect to fuzzy information entropy is not neces-
sarily good in terms of fuzzy dependency. The difference in the feature subsets also shows there are multiple subsets of fea-
tures which have good classiﬁcation power for a given classiﬁcation task. Third, it is remarkable that Pawlak rough sets do
not obtain any feature for data heart and sonar. As to forward greedy search algorithms, the algorithm will stop at the ﬁrst
round and output nothing if the signiﬁcance of any single feature is zero. Sometimes no classiﬁcation sample is consistent
with respect to a single feature, thus the dependency deﬁned in Pawlak rough sets is zero. This problem usually occurs in
practice when conducting attribute reduction with Pawlak rough sets.
The great difference between these selected features may result from two factors. One is the difference between the qual-
ities of features computed with different evaluation functions. As we know, we consider the ranking of features in feature
selection, sometimes, a little difference in feature qualities may lead to completely different ranking. The other is the search
strategy we used in these algorithms. We use greedy search procedure to ﬁnd optimal features in terms of these evaluation
functions. However, we know greedy search usually cannot get the optimal solutions to tasks. Furthermore, we may get
completely different solutions if the ﬁrst features selected with different algorithms are different. Although the selected fea-
tures are different, they may all be effective for classiﬁcation learning.
Another question is whether these selected features are effective for classiﬁcation learning. Although we evaluate the fea-
tures with different functions and the selected features get high scores in terms of these functions, the classiﬁcation perfor-
mance of the selected features have to be tested. We build classiﬁcation models with the selected features and test their
classiﬁcation performance based on 10-fold cross validation. The average value and standard deviation are used to measure
the classiﬁcation performance.
We compare the raw data, Gaussian kernel based fuzzy rough sets, fuzzy information, Pawlak rough sets and neighbor-
hood rough sets , triangle similarity based fuzzy rough sets and CFS in Tables 6–8, where learning algorithms CART, linear
SVM and RBF SVM are introduced to evaluate the selected features.
Comparing the performance of raw data and fuzzy rough set-based reducts, we can ﬁnd although most of features have
been removed in the reduct, most of the classiﬁcation accuracies derived from the reduced data sets do not decrease, but
increase. It shows there are redundant and irrelevant attributes in the raw data.
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rough sets and fuzzy entropy are almost consistently better than Pawlak rough sets. Pawlak rough sets ﬁnds nothing for data
sets heart and sonar, however, both fuzzy rough sets and fuzzy entropy output subsets of features of moderate size. At the
same time, in the data sets of horse, iono, wdbc, wine, etc., fuzzy rough sets or fuzzy entropy are much better than rough sets.
As a whole, neighborhood rough sets outperform Pawlak rough sets with respect to linear SVM and RBF SVM, however,
are worse than fuzzy rough sets or fuzzy entropy. As to CART and linear SVM learning algorithms, fuzzy rough sets or fuzzy
entropy are better than or equivalent to neighborhood rough sets for eight of the nine databases, while as to RBF SVM, fuzzy
rough sets or fuzzy entropy are better than neighborhood rough sets for all the databases.Table 6
Classiﬁcation accuracies based on CART (%).
Data Raw data Gaussian Entropy RS NRS Triangle CFS
credit 82.73 ± 14.86 82.28 ± 14.79 85.48 ± 18.5 82.88 ± 14.34 82.28 ± 14.79 83.90 ± 16.90 80.12 ± 14.08
heart 74.07 ± 6.30 75.93 ± 6.36 82.59 ± 5.53 – 75.93 ± 7.66 75.93 ± 7.86 77.04 ± 6.94
hepatitis 91.00 ± 5.45 90.33 ± 3.31 91.00 ± 3.16 91.00 ± 4.46 90.33 ± 4.57 79.50 ± 1.58 93.00 ± 7.11
horse 95.92 ± 2.30 96.47 ± 1.30 89.92 ± 4.53 93.49 ± 5.12 88.87 ± 5.57 71.15 ± 6.83 95.93 ± 1.90
iono 87.55 ± 6.93 96.00 ± 5.19 89.87 ± 7.48 93.18 ± 3.61 90.06 ± 5.19 74.99 ± 8.66 88.66 ± 7.10
sonar 72.07 ± 13.94 69.17 ± 6.49 71.60 ± 8.38 – 69.67 ± 13.23 70.19 ± 11.41 70.69 ± 14.09
wdbc 90.50 ± 4.55 91.93 ± 4.31 91.58 ± 3.62 94.20 ± 3.43 94.02 ± 4.19 94.20 ± 16.6 92.79 ± 4.81
wpbc 70.63 ± 7.54 67.00 ± 12.36 72.24 ± 6.25 70.47 ± 13.65 70.71 ± 8.41 69.63 ± 3.60 72.66 ± 10.62
wine 89.86 ± 6.35 92.08 ± 4.81 91.53 ± 4.83 92.08 ± 4.81 91.53 ± 6.09 92.08 ± 4.81 89.86 ± 6.35
Table 5
Number of features.
Data Raw data Gaussian Entropy RS NRS Triangle CFS
credit 15 5 2 11 6 8 7
heart 13 10 4 0 9 8 7
hepatitis 19 7 4 12 7 1 7
horse 22 4 6 2 8 4 8
iono 34 9 9 8 9 1 14
sonar 60 4 10 0 7 7 19
wdbc 31 14 9 7 12 4 11
wpbc 33 7 14 8 7 4 2
wine 13 6 6 5 6 5 11
Table 7
Classiﬁcation accuracies based on linear SVM (%).
Data Raw data Gaussian Entropy RS NRS Triangle CFS
credit 85.48 ± 18.5 85.48 ± 18.5 85.48 ± 18.51 85.48 ± 18.51 85.48 ± 18.5 85.48 ± 18.51 85.48 ± 18.51
heart 83.33 ± 5.31 82.60 ± 8.20 83.33 ± 6.36 – 83.33 ± 6.59 82.59 ± 5.53 84.81 ± 5.91
hepatitis 86.17 ± 7.70 88.83 ± 5.67 88.83 ± 5.67 85.00 ± 7.24 90.33 ± 6.37 79.50 ± 1.58 90.17 ± 6.59
horse 92.96 ± 4.43 89.68 ± 4.78 90.22 ± 4.13 63.04 ± 1.26 90.49 ± 4.98 63.04 ± 1.26 91.03 ± 4.96
iono 87.57 ± 6.45 88.3191% 85.26 ± 6.10 83.30 ± 5.97 87.26 ± 6.06 74.99 ± 8.66 86.38 ± 5.35
sonar 77.86 ± 7.05 76.41 ± 8.54 77.90 ± 7.13 – 70.21 ± 7.68 71.19 ± 7.76 78.38 ± 5.58
wdbc 97.73 ± 2.43 97.55 ± 2.05 97.02 ± 2.03 95.09 ± 2.83 96.67 ± 2.39 95.96 ± 2.02 96.32 ± 1.92
wpbc 77.37 ± 7.73 76.32 ± 3.04 76.84 ± 4.61 76.32 ± 3.04 76.32 ± 3.04 76.32 ± 3.04 76.32 ± 3.04
wine 98.89 ± 2.34 98.33 ± 2.68 98.33 ± 2.68 95.00 ± 4.10 97.78 ± 3.88 96.67 ± 3.88 98.89 ± 2.34
Table 8
Classiﬁcation accuracies based on RBF SVM (%).
Data Raw data Gaussian Entropy RS NRS Triangle CFS
credit 81.44 ± 7.18 85.63 ± 18.5 85.48 ± 18.51 81.00 ± 16.25 85.63 ± 18.48 82.88 ± 9.73 85.05 ± 17.79
heart 81.11 ± 7.50 85.93 ± 6.25 85.56 ± 6.16 – 80.74 ± 4.88 78.89 ± 6.06 80.74 ± 6.72
hepatitis 83.50 ± 5.35 90.83 ± 6.54 88.67 ± 7.06 84.17 ± 8.21 90.83 ± 7.25 90.33 ± 5.54 89.67 ± 5.54
horse 72.30 ± 3.63 91.82 ± 3.63 91.82 ± 3.93 63.04 ± 1.26 88.86 ± 2.99 82.59 ± 5.40 91.59 ± 5.13
iono 93.79 ± 5.08 93.50 ± 4.59 94.88 ± 4.47 91.54 ± 5.53 93.76 ± 5.00 92.62 ± 374 95.19 ± 4.43
sonar 85.10 ± 9.49 79.76 ± 8.30 83.71 ± 8.10 – 79.33 ± 6.33 82.29 ± 7.03 79.81 ± 6.01
wdbc 98.08 ± 2.25 97.73 ± 2.03 97.37 ± 2.37 95.61 ± 2.37 96.67 ± 2.09 96.49 ± 2.61 96.84 ± 1.80
wpbc 80.37 ± 5.33 77.34 ± 4.66 80.37 ± 5.83 77.37 ± 5.14 78.37 ± 5.06 78.87 ± 4.94 76.32 ± 3.04
wine 98.89 ± 2.34 98.33 ± 2.68 98.33 ± 2.68 97.22 ± 2.93 98.89 ± 2.34 97.15 ± 3.99 98.89 ± 2.34
470 Q. Hu et al. / International Journal of Approximate Reasoning 51 (2010) 453–471Triangle functions are used to compute the fuzzy similarity between samples in [30]. Based on this function, Jensen and
Shen proposed a number of measures to compute the importance of attributes without discretization. From Tables 5–8, we
can see that their algorithm return two few attributes to keep the classiﬁcation performance. The yielded features produce
worse performance than the original data sets and other subsets. The reduction of performance results from the computation
of similarity, which leads to early stopping of the algorithms. The features derived by Gaussian based fuzzy rough sets and
fuzzy entropy get the higher classiﬁcation accuracies in most of the datasets. Especially, for the linear SVM and RBF SVM, the
proposed algorithm performs much better than the triangle similarity based technique.
7. Conclusion
Kernel methods and rough sets are two classes of commonly encountered learning methodologies in machine learning
and pattern recognition. They have different application domains and it seems that there are no tangible links between these
two methodologies. We stressed that there are some commonalities as these two approaches rely on the same format of rep-
resentation of samples and relationships between them: exhibiting the same format of data, that is kernel matrices used in
kernel methods and relation matrices considered in rough sets.
Here we incorporate Gaussian kernel with fuzzy rough sets and construct a Gaussian kernel approximation based fuzzy
rough set model. In this model, we introduce Gaussian function to compute the similarities between samples and generate
fuzzy information granules for each sample. Afterwards, these fuzzy granules are used to approximate the decision classes.
Besides we introduce fuzzy entropy to measure the uncertainty in kernel approximation. Some theorems about granularity,
approximation quality, kernel parameter and features have been provided. Based on the dependency and mutual informa-
tion deﬁned in Gaussian kernel approximation, we proposed two feature evaluation indexes and selection algorithms. When
compared with rough sets, neighborhood rough sets, Relief and CFS, we showed that the proposed methods come with a bet-
ter performance.
It is interesting that we ﬁnd that the dependency function in Gaussian kernel approximation shares the similar idea with
the Relief algorithm. It gives a new viewpoint for understanding and extending the existing rough set techniques. The future
work could move along two directions. First, we will continue to construct different rough set models with various kernel
functions and discuss the common properties of this kind of kernel based rough set models. Second, the existing feature
selection algorithms based on rough sets sometimes might not be robust enough for real-world applications; we may con-
template introducing improvements similar to those discussed in the ReliefF series [37–39,49].
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