Abstract-We show that in power law random graphs, a.s., the expected rate at which a random walk with lookahead discovers the nodes of the graph is sublinear.
Searching a graph by simulating a random walk is a natural way to abstract Web crawling [5] . Recently, the random walk simulation method has been also proposed to search P2P networks [11] , [4] , [10] . Therefore, it is important to characterize the rate at which a random walk discovers the vertices of large sparse graphs. Strong bounds indicating behavior similar to coupon collection, have been obtained by [6] [7] who show that, a.s., the expected cover time of a random ¢ -regular graph is
, and by [8] who show that, a.s., the expected cover time of a random scale free graph in the model of growth with preferential attachment is¨
, where ¢ is the average degree. Since the degrees of the WWW are known to follow heavy tailed statistics, it is important to study random graph models resulting in heavy tailed degree distributions.
In this paper we formalize a common practice of crawling, namely lookahead. In a lookahead 1 scenario, when a crawler visits a node # , he is assumed to also discover all the neighbors of # . This is particularly efficient to implement in a sparse network by having each node keep a copy of the indices of all his neighbors. The resulting replication overhead is proportional to the number of edges in the network, which for sparse networks is linear. A further practice is lookahead 2, where, for every visited node # , the random walk is assumed to also discover all the neighbors of # and all the neighbors' neighbors,
(see also [12] for an application of lookahead 2 in routing).
We show that, in the power law random graph model [2] , a.s. (for all but a vanishingly small fraction of the graphs), the expected time at which a random walk with lookahead discovers the graph is sublinear (much faster than even coupon collection). Intuitively, the reason for these savings is that the stationary distribution of the random walk biases the search towards high degree nodes which yield a large amount of information about their neighbors. Therefore, in some sense, our results suggest that the practice of lookahead explores the heavy tailed statistics of the network to sharply improve the performance of the search algorithm.
The power law random graph model is as follows. Given
, we first generate degrees
, independently, according to the distribution
minivertices which correspond to vertices in the natural way. Finally, we consider a random perfect matching over h and, for every edge in the matching between a minivertex corresponding to vertex . This is a multigraph with self loops; we maintain multiple edges and self loops for analytic convenience. [9] show that, for a large enough constant , the expected number of simulation steps for a random walk (starting from an arbitrary distribution) with lookahead 1 to discover
, the expected number of simulation steps for a random walk (starting from an arbitrary distribution) with lookahead 2 to discover , a.s. The proofs of Theorems 1 and 2 follow from the rapid mixing of the random walk and the structural Lemmas 6, 7 and 8 below. We also need Facts 3, 4 and 5. The form of Chernoff bounds quoted is from page 29 of [13] .
Fact 3: . Now using the tail inequality in Theorem A.1.19 , page 270 of [3] , we get that, for every d 8
we get the desired bound. Fact 4: There are PROOF OF LEMMA 6. We first bound the probability that the large vertex has at least edges incident to distinct large vertices, conditioned on the fact that it has at least } edges incident to distinct large vertices, for
