Abstract. Lecture notes for the autumn school "From
Introduction
The leitmotiv of these lectures is noncommutative principal U (1)-bundles and associated line bundles. The only prerequisite is some linear algebra and a basic knowledge of C * -algebras.
In the first part of the minicourse I will give a brief introduction to Hopf-Galois theory and its applications, from field extensions to principal group actions. I will then recall Woronowicz' definition of compact quantum group and the notion of noncommutative principal bundle. When the structure group is U (1), there is a construction due to Pimsner [54] (see also [5] ) that allows to get the total space of a "bundle" (more precisely, a strongly graded C * -algebra) from the base space and a noncommutative "line bundle" (a self-Morita equivalence bimodule). As an example of this construction, I will discuss the U (1)-principal bundles of quantum lens spaces over quantum weighted projective space, from [27, 6] .
The second part is a peek into the realm of nonassociative geometry [10, 11, 8, 9] , which recently raised some interest due to possible applications to the Standard Model of elementary particles [33, 34, 35] and strings [8] . After a review of some properties of Hopf cochains and cocycles, I will discuss the theory of cochain quantization and its applications, from AlbuquerqueMajid example of octonions [1, 2] , to "line bundles" on the noncommutative torus [25] .
1. Hopf-Galois extensions and Morita equivalence 1.1. Hopf algebras. Let k be a field. By k-algebra I will always mean a unital associative algebra over k (unless stated otherwise). Let us recall the definition of k-coalgebra, obtained from that of k-algebra by "reversing the arrows": this is a k-vector space C with two linear maps ∆ : C → C ⊗ C (coproduct) and : C → k (counit) satisfying
where ⊗ is the algebraic tensor product over k, and we identify C ⊗ k and k ⊗ C with C. Let Hom k (V, W ) be the set of linear maps between two k-vector spaces V and W . If C is a coalgebra and A an algebra, with multiplication map m, then Hom k (C, A) is a (unital associative) algebra w.r.t. the convolution product
In particular the dual C = Hom k (C, k) of a coalgebra is an algebra (the converse statement being not always true in the infinite dimensional case). A bialgebra (B, m, ∆, ) is an algebra and a coalgebra s.t. ∆, are (unital) algebra-morphisms. If B is a bialgebra, then End k (B) is an algebra with convolution product and with unit element given by the endomorphism b → (b)1. We call B a Hopf algebra if the identity endomorphism id B is invertible in End k (B) (for the convolution product); its inverse S : B → B will be called antipode or coinverse, and when it exists by construction is also unique. (ii) Prove that if B is a commutative or cocommutative Hopf algebra (i.e. ∆ is symmetric), then S 2 = id B . Example 1.2. Let T (V ) be the free algebra generated by a vector space V . This is a Hopf algebra with operations ∆, , S uniquely defined by
for all v ∈ V . If V = g is a Lie algebra and U(g) := T (g)/ xy − yx − [x, y] : x, y ∈ g the universal enveloping algebra, then U(g) is a Hopf algebra with operations induced by T (g).
Example 1.3.
There is an alternative Hopf algebra structure on T (V ), given by the shuffle product and deconcatenation coproduct. Recall that a permutation p ∈ S n is a (k, n − k) shuffle if p(1) < p(2) < . . . < p(k) and p(k + 1) < p(k + 1) < . . . < p(n). The shuffle product on T (V ) is defined on monomials by
where S k,n−k is the set of (k, n − k) shuffles. The deconcatenation coproduct is defined by
Example 1.4. Let G be a group. The group algebra kG is a vector space with basis {g|g ∈ G} and product extending bilinearly the one of G. It is a Hopf algebra with (co)operations ∆, , S uniquely defined by ∆(g) = g ⊗ g , (g) = 1 , S(g) = g −1 ,
for all g ∈ G.
Example 1.5. Let G be a finite group. Since the space k G of functions G → k is finite dimensional, we can identify k G×G with k G ⊗ k G . Then, k G is a Hopf algebra with pointwise product and with ∆, , S dual to the group operations of G:
, for all f ∈ k G , g, h ∈ G and with e ∈ G the unit element.
The examples above are either commutative or cocommutative (i.e. the coproduct maps into the set of symmetric tensors). A class of finite-dimensional Hopf algebras that are neither commutative nor cocommutative was introduced by Taft [63] . (For an infinite-dimensional example, see Example 1.18.) Example 1.6. Suppose k is a field with a primitive p-th root of unity λ for some integer p ≥ 2. The Taft algebra T p (λ) is the abstract algebra (of dimension p 2 ) generated by g and x with relations x n = 0, g n = 1, gx = λxg. It is a Hopf algebra with ∆, , S defined by ∆(g) = g ⊗ g , ∆(x) = x ⊗ g + 1 ⊗ x , (g) = 1 , (x) = 0 , S(g) = g −1 , S(x) = −xg −1 .
The p = 2 example is due to Sweedler [62] .
The importance of last example is that (over an algebraically closed field of characteristic zero) every Hopf algebra of dimension p 2 , with p prime, is either isomorphic to a group algebra kG (with G = Z p 2 or G = Z p × Z p ) or to a Taft algebra.
The restricted quantum enveloping algebra U res q (sl 2 ) (which I shall not discuss here), for q 2 a root of unity, has Borel subalgebras isomorphic to Taft algebras [21, 50] .
1.2.
Hopf-Galois theory. Let H be a coalgebra. A right H-comodule is a vector space A with a linear map δ : A → A ⊗ H (the coaction) satisfying
We denote by A coH := a ∈ A : δ(a) = a ⊗ 1 the set of coinvariant elements. If H is a Hopf algebra, a right H-comodule algebra is a right H-comodule A which is also an algebra, and such that δ is a homomorphism of unital algebras; in this case, A coH is a unital subalgebra of A. Left comodules are defined in a similar way. Example 1.7 (Pareigis Hopf algebra [53] ). Let H be generated by x, g, g −1 with relations xg + gx = x 2 = 0. It is a Hopf algebra with co-operations:
(Note that the Sweedler Hopf algebra is a quotient by the further relation g 2 = 1.) Comodules for this Hopf algebra are the same as chain complexes. Given indeed a chain complex (of k-vector spaces):
This correspondence between H-comodules and k-complexes is an equivalence of categories.
(ii) Given a comodule B for the Pareigis Hopf algebra, explain how to get a chain complex from B (hint: {g n , g n x} n∈Z is a basis of H, hence
; call A n the first summand...). Definition 1.9. Let A be a right H-comodule algebra and B := A coH . The extension B ⊂ A is Hopf-Galois if the canonical map
is bijective [58] .
Motivating examples for previous definition come from number theory and differential geometry.
Example 1.10 (Principal group action). Let G be a finite group and X a finite G-space. A coaction of H := k G on A := k X is given by δf (x, g) := f (xg) (where we identify k X×G with
The action of G on X is free and transitive iff the map
is bijective, which is equivalent (dual) to bijectivity of the canonical map (1.2).
For topological groups, the appropriate framework is that of C * -algebras, which is recalled in the next section.
Example 1.11 (Galois extension)
. Let E ⊂ F be two fields, G = Aut E (F ) the group of automorphisms of F fixing the elements in E. Recall that E ⊂ F is called a Galois extension if F is algebraic over E and all G-invariant elements of F belongs to E.
Let k ⊂ F be a subfield, G a finite group acting as k-automorphisms of F , and
The extension F coH ⊂ F is Galois iff it is Hopf-Galois [50] .
There are extensions that are not Galois for any group G, but are Hopf-Galois for some finite-dimensional Hopf algebra H; moreover, while for a Galois extension G is unique, the same extension can be Hopf-Galois with respect to different (non isomorphic) Hopf algebras. Some properties, like the existence of a normal basis, can be generalized to the Hopf-Galois setting [50] . Remark 1.12. In the spirit of Example 1.10, one could think of a Hopf-Galois extensions as noncommutative generalization of a principal bundle. In fact, several alternative definitions have been proposed, that allow to reproduce known properties of principal bundles.
In [16] , the authors give a definition of quantum principal bundle which depends on the choice of a differential calculus, and includes Hopf-Galois extensions as a subclass of examples. In [40] , it was shown that a Hopf-Galois extension is the same as a quantum principal bundle in the sense of [16] with universal differential calculus. (In [16] it is assumed that the ground field has characteristic = 2, and in [40] that the characteristic is 0.)
In [28, 29] there is an alternative definition of quantum principal bundle, very similar to the one in [16] although not completely equivalent. It was shown in [29] that, for a compact matrix quantum group (a compact quantum group generated by the matrix entries of a finitedimensional unitary corepresentation, cf. §1.3), this definition is equivalent to that of HopfGalois extension.
Other generalizations of the notion of principal bundle are possible. It is worth mentioning principal comodule algebras, that are Hopf-Galois extensions satisfying an additional condition called "equivariant projectivity" [41] , and principal extensions, that are principal comodule algebras satisfying two additional conditions [15] .
1.3. Compact quantum groups. Originally introduced in [70, 71] . I will adopt the terminology of [68] . Here⊗ is the the minimal tensor product of C * -algebras. Definition 1.13. A Woronowicz C * -algebra is a pair (Q, ∆) given by a complex unital C * -algebra Q and a unital C * -algebra morphism ∆ : Q → Q⊗ Q such that i) ∆ is coassociative, i.e.
Any commutative Woronowicz C * -algebra is of the form Q = C(G), the algebra of continuous functions on a compact topological group G, with pointwise product, sup norm and with ∆(f )(x, y) = f (xy) the pullback of the group multiplication. For Q = C(G), conditions i) and ii) correspond to the associativity and cancellation property of the product in G, respectively. Woronowicz C * -algebras form a category, with morphisms given by C * -homomorphisms intertwining the coproduct. Given a Woronowicz C * -algebra (Q, ∆), we think of it as describing a compact quantum group, defined as the dual object in the opposite category.
The corepresentation is: faithful if the set {u i j } generates Q; unitary if U U * = U * U = 1 .
Unitary representations can be infinite-dimensional as well, but for the sake of simplicity I omit the definition.
For any Woronowicz C * -algebra Q, there always exists a dense * -subalgebra Q 0 which is a Hopf * -algebra with the same coproduct ∆. This subalgebra is canonical, and spanned by the matrix coefficients of the finite dimensional unitary corepresentations of Q [70, 71] . Definition 1.15. A coaction of a Woronowicz C * -algebra on a unital C * -algebra A is a unital C * -homomorphism α : A → A⊗ Q such that:
Condition (ii) in Def. 1.15 is equivalent to the existence of a norm-dense * -subalgebra A 0 of A such that α restricted to A 0 is a coaction of the Hopf * -algebra Q 0 [56, 68] . We think of A as the algebra of continuous functions on a virtual compact quantum homogeneous space where the compact quantum group acts.
With this machinery, one can generalize several geometrical notions, like the one of principal bundle. One could give a definition analogous to the one of Hopf-Galois extension in the C * -algebra setting, but it is easier to consider a coaction of Q on A "principal" when (in the notation above) A co Q 0 0 ⊂ A 0 is Hopf-Galois (or it is principal according to one of the definitions in Rem. 1.12). One can notice that when discussing topological properties of extensions, such as the one of being piecewise trivial [41] , both (Q, A) and (Q 0 , A 0 ) play a role, and one cannot avoid using C * -algebras (see e.g. the discussion in the introduction of [41] ). Example 1.16. Let G be a discrete group. The reduced group C * -algebra C * r (G) is a Woronowicz C * -algebra with operations analogous to that of Example 1.4. Note that if G is finite, then C * r (G) = CG is just the group algebra of Example 1.4.
Example 1.17. The C * -algebra A s (n) of the quantum permutation group S + n is defined as the universal Woronowicz C * -algebra with a coaction on the set with n elements [68] . Its abelianization C(S n ) is the algebra of continuous functions on the ordinary group of permutation of n elements, and in fact S + n = S n if n ≤ 3. If n > 3, S n ⊂ S + n is a proper quantum subgroup, being A s (n) non-commutative and infinite-dimensional. Example 1.18. Let 0 < q ≤ 1. The Hopf * -algebra O(SU q (n+1)) of "representative functions" on the compact quantum group SU q (n + 1) is defined as follows. It is generated by the matrix elements of an n + 1-dimensional corepresentation U = (u i j ) i,j=1,...,n+1 , with commutation relations [42, Sec. 9.2]:
and with determinant relation
where the sum is over all permutations π of the set {1, 2, . . . , n + 1} and π is the number of inversions in π. The * -structure is given by
with {k 1 , . . . , k n } = {1, . . . , n + 1} {i}, {l 1 , . . . , l n } = {1, . . . , n + 1} {j} (as ordered sets) and the sum is over all permutations π of n elements. Coproduct, counit and antipode are of 'matrix' type:
The associated universal C * -algebra is a Woronowicz C * -algebra in the sense of Def. 1.13, denoted C(SU q (n + 1)).
) of 'functions' on the unitary quantum sphere S 2n+1 q is the * -algebra generated by {z i , z * i } i=0,...,n with relations [66] :
) is given by the map z i → u n+1 n+1−i . We will identify O(S 2n+1 q ) with the corresponding subalgebra of O(SU q (n + 1)), and define C(S 2n+1 q ) as its C * -completion in C(SU q (n + 1)). The restriction of the coproduct to O(S 2n+1 q ) turns it into a right O(SU q (n + 1))-comodule algebra. Denoting by {ũ i j } n i,j=1 the generators of O(SU q (n)), a left coaction on O(SU q (n+1)) is given on generators by δ(u i j ) =
. The coinvariant subalgebra is ı O(S 2n+1 q ), and we can think of S 2n+1 q as a "quotient space" SU q (n + 1)/SU q (n). We can write symbolically:
It was proved in [48] that this is a quantum principal bundle in the sense of [16] , and then a Hopf-Galois extension [40, Prop. 1.6].
1.4. Strongly graded algebras and Morita equivalence. In this section, I will first recall some properties of principal bundles whose Hopf algebra is a group algebra kG, and then focus on the group G = Z, i.e. on actions of the dual G = U (1). Definition 1.20 ([51] ). Let G be a group. A k-algebra A is called G-graded if A = g∈G A g decomposes as direct sum of vector subspaces labeled by elements of G such that A g A h ⊂ A gh ∀ g, h ∈ G. It is strongly G-graded if last inclusion is an equality:
If A is G-graded, A g A g −1 ⊂ A e is a two-sided ideal in A e . (Exercise: prove this statement.) The condition of strong grading is equivalent to the request that these ideals are trivial.
Proof. We prove "⇐", the other implication being trivial. For all g, h ∈ G:
Here the first equality holds because A e is unital, in the second equality I used the hypothesis A e = A h −1 A h , and last two inclusions hold by the definition of G-grading. The above chain of inclusions clearly imply A g A h = A gh ∀ g, h, hence the thesis.
Any G-graded algebra is canonically a kG-comodule algebra with respect to the action defined on homogeneous elements by:
Note that the subalgebra of coinvariants is A kG = A e , where e ∈ G is the unit element. There is a simple characterization of Hopf-Galois extension in this case:
Proof. The proof is simple and instructive. Let H = kG and B := A H = A e . The canonical map (1.2), let us denote it by ψ, is given by ψ(a ⊗ B b) = g∈G ab g ⊗ g for all a, b ∈ A and with b g the component of b in A g .
Proof of "⇐". If A is strongly G-graded, from A g −1 A g = A e we deduce that 1 ∈ A e can be written as
for some ξ i g ∈ A g −1 and η i g ∈ A g , and for all g ∈ G. Let ϕ : A ⊗ H → A ⊗ B A be the map defined by:
From (1.3) it easily follows that ψ • ϕ is the identity on A ⊗ H and, for all a, b ∈ A:
Since b g ξ i g ∈ B and the tensor product is over B, we get
Thus, ϕ is the inverse of ψ, and the canonical map is bijective.
Applying ψ both sides one proves that ξ i g ∈ A g −1 and η i g ∈ A g , and that (1.3) is satisfied. This implies A g −1 A g = A e ∀ g, which using Lemma 1.21 concludes the proof.
Note that previous theorem is proved by constructing a generating family for
and η i g −1 a ∈ A e , the above identities tells us that {η i g } is a generating family for A g as a left A e -module, and {ξ i g −1 } is a generating family for A g as a right A e -module. In particular, A g is finitely generated as a left/right module as soon as A is strongly graded.
The existence of a resolution of the unit as in ( 1.3) is in fact equivalent to the condition
Crossed products provide a family of examples of strongly graded algebras.
be an action of a group G on a k-algebra B. The crossed product A := B G has underlying vector space B ⊗ G and multiplication
It is strongly G-graded, with natural grading given by
Not all strongly graded algebras are crossed product (cf. Example 2.9 of [50] ). Example 1.25. For any n ≥ 1, k n is a Morita equivalence bimodule between k and the matrix algebra M n (k). More generally, for any (unital k-)algebra A, the free module A n is a Morita equivalence M n (A)-A-bimodule, and any finitely generated projective right A-module is a Morita equivalence B-A equivalence bimodule with B := End A (M ) (this is discussed, for example, in Appendix A.2 and A.3 of [43] ).
Proof. By Lemma (1.21), A is strongly graded iff for all g there exists a resolution of the unit as in (1.3). We have to show that (1.3) is equivalent to the property of the A e -bimodules A g of being SMEBs, i.e. that there are bimodule isomorphisms
Similarly to the proof of Theorem 1.22, it follows from (1.3) that the A e -bimodule map
as one can easily check.
One could also prove the converse: if A g is a SMEB, with isomorphism A g −1 ⊗ Ae A g → A e given by the multiplication map, then A is strongly graded.
The connection with Morita equivalence allows for a nice geometrical interpretation of noncommutative principal bundles, which I will discuss for G = Z. In this case, one can improve Lemma 1.21 as follows.
Proof. "⇒" is trivial (A j A k = A j+k by definition). Concerning "⇐", using A −1 A 1 = A 0 and proceeding as in the proof of Lemma 1.21, we deduce
Similarly one proves that A 1 A k−1 , A k+1 A −1 and A −1 A k+1 are all equal to A k . With these four relations, by induction we prove A h A k = A h+k ∀ h, k ∈ Z (the details are left as an exercise; hint: one has to distinguish four cases, and in each one use one of the four relations mentioned above).
On the other hand, it is possible to reconstruct a strongly Z-graded algebra from an algebra and two SMEBs. Given the data of an algebra B 0 and two B 0 -bimodules, we set (for n ≥ 1):
Then: both B + := n>0 B n and B − := n<0 B n are graded associative (non-unital) algebras w.r.t. the tensor product; B 0 ⊕ B + and B 0 ⊕ B − are graded associative unital algebras if the product by B 0 is given by the bimodule structure. Since B + and B − are generated respectively by B 1 and B −1 , in order to extend the product to B := n∈Z B n we need two bimodule maps
that are used to define ξ · η := ϕ(ξ, η) and η · ξ := ψ(η, ξ) for ξ ∈ B 1 and η ∈ B −1 . Associativity requires
for all a, c ∈ B 1 and b, d ∈ B −1 . In this way one gets a Z-graded algebra B. It is not difficult to prove that it is strongly graded iff ϕ, ψ are bijective, that is iff B 1 , B −1 are SMEBs.
Exercise 1.28. Prove that the algebra B above is strongly graded if and only if ϕ, ψ are bijective. Hint: the only non-trivial part is to prove that strongly graded implies injectivity, which can be done using (1.4).
The construction above has a nice geometrical interpretation: a strongly Z-graded algebra is the algebraic counterpart of a principal U (1)-bundle, and reconstructing it from two SMEBs is equivalent to reconstructing the principal bundle from a pair of dual line bundles. This is briefly explained in the next section.
1.5. Pimsner's algebras and (noncommutative) principal U (1)-bundles. The construction of previous section of a strongly Z-graded algebra from self Morita equivalence bimodules can be better understood in the C * -algebraic setting. Central in the construction is the notion of strong Morita equivalence, introduced by M.A. Rieffel [59] .
Suppose we have a C * -algebra A 0 and a pair (E, φ) of a right Hilbert A 0 -module and an injective C * -homomorphism φ from A 0 to the algebra of adjointable endomorphisms of E. With this data one can construct a C * -algebra A containing A 0 , called the Pimsner algebra of E [54] . When E is a SMEB, A contains a dense strongly Z-graded algebra, whose degree zero part is dense in A 0 . In a purely algebraic setting, this is essentially the construction discussed at the end of previous section. In fact, such a construction generalize both crossed product by Z, as well as other important classes of C * -algebras, like Cunts-Krieger algebras. I will not discuss the details here: the interested reader can see e.g. [3, 4, 5, 6] .
A celebrated example of noncommutative space, that is described by a Pimsner algebra is the noncommutative torus (which is, in fact, a crossed product C(S 1 ) Z). Quantum lens spaces (see next section) are examples of Pimsner algebras that are not crossed product.
The relation with principal U (1)-bundles is the following. Let A = C(X) be the C * -algebra of continuous function on a compact topological Hausdorff space (note that any commutative unital C * -algebra has this form, by Gelfand-Naimark theorem). The module M of continuous sections of a Hermitian vector bundle V → X (with finite-dimensional fiber) is an example of strong Morita equivalence bimodule between A and B = End A (M ) [60, Ex. 2] , and by Serre-Swan theorem every finitely generated projective A-module is of this form. On the other hand, there are examples (not finitely generated) that do not come from vector bundles: for C = C({pt}) the algebra of functions on one point, 2 (N) is a strong Morita equivalence bimodule between C and the algebra of compact operators K ( 2 (N) ).
On the other hand, in the unital case a SMEB is always finitely generated projective. Indeed, if A and B are both unital C * -algebras (not necessarily commutative), every strong Morita equivalence A-B-bimodule is finitely generated and projective (see [38, Ex. 4.20] or [60, p. 291] ). In particular, for A = C(X) every SMEB M is the module of sections of a Hermitian vector bundle V → X, and since End A (M ) = A we deduce that V is a line bundle.
Let now P → X be a principal U (1)-bundle. Then, there is a right coaction δ of the (commutative) Woronowicz C * -algebra Q := C(U (1)) on A := C(P ) given by the pullback of the action of U (1) on P , and the subalgebra of coinvariants can be identified with A 0 := C(X). Let u be the (unitary) generator of Q, and A n := {a ∈ A : δ(a) = a ⊗ u n } the corresponding weight spaces, n ∈ Z. Then, n∈Z A n is dense in A; it is strongly Z-graded, the action being principal, and each A n is a SMEB for A 0 , hence the module of sections of a Hermitian line bundle on X. From a geometric point of view, Pimsner's construction allows to reconstruct the total space P of a principal U (1)-bundle on X from a line bundle on the base space. Note that there is a isomorphism of vector spaces A 1 → A −1 , a → a * , and this is the reason why we need just one line bundle to reconstruct A. Remark 1.29. Let P → X be a principal U (1)-bundle. Then C(P ) is an example of Pimsner algebra that is not a crossed product by Z, unless P X × U (1) is a trivial bundle. Indeed, both C(P ) and C(X) are commutative, so C(P ) = C(X) Z implies that the action of Z is trivial. Therefore C(P ) C(X)⊗ C * r (Z) C(X)⊗ C(U (1)), which implies P X × U (1).
1.6. Quantum weighted projective spaces. This section is devoted to the example of quantum lens spaces L n q (p; ) and quantum weighted projective spaces P n q ( ), from [27] . The first two arrows of the following diagram have been already illustrated in Example 1.18 and 1.19. I will now focus on the framed part of the diagram.
1.6.1. "Classical" weighted projective spaces. Let us start with some standard material. Definition 1.30. A weight vector = ( 0 , . . . , n ) is a finite sequence of positive integers, called weights. A weight vector is:
• coprime if gcd( 0 , . . . , n ) = 1;
Given a weight vector = ( 0 , . . . , n ), an action U (1) S 2n+1 is given by:
for all t ∈ U (1) and z = (z 0 , . . . , z n ) ∈ S 2n+1 (a unit vector in C n+1 ). The quotient (w.r.t. the action above):
is a complex projective variety called weighted (complex) projective space. These spaces have been classified [7] , and it is well known that two of them are isomorphic as projective varieties iff they are homeomorphic. In particular,
is an ordinary projective space, and
As quotient spaces they have a natural orbifold structure and include, in complex dimension 1, the orbifolds named teardrops by Thurston in [64] (all homeomorphic to S 2 ).
A result in [27] , which to the best of our knowledge was not known in the literature, is the next Prop. 1.33. Definition 1.31 (The sharp map). Given a weight vector = ( 0 , . . . , n ), we denote by the weight vector with i-th component equal to j =i j .
The map : → is almost an involution. For all weight vectors: ( ) = k with k = ( 0 1 . . . n ) n−1 . Since trivially P n ( ) P n (k ) for all k ≥ 1, we don't loose generality if we assume one of the following properties: i) is coprime, or ii) ∈ Im( ).
While we can always assume either (i) or (ii), in general we cannot assume that both are satisfied. A result of [27] is, in fact, that (i) and (ii) are satisfied simultaneously iff P n ( ) CP n .
Proposition 1.33.
• is coprime ⇐⇒ is pairwise coprime.
• P n ( ) CP n ⇐⇒ is pairwise coprime.
• Equivalently: let be coprime; then: P n ( ) CP n ⇐⇒ ∈ Im( ) . 
Let p ≥ 1 and Z p ⊂ U (1) the subgroup of p-th roots of unity. We define the algebras of QWP and lens spaces as fixed point subalgebras for the action of U (1) and Z p respectively:
As a special case, P n q (1, . . . , 1) = CP n q are the standard quantum projective spaces studied for example in [23, 26] .
Next theorem appeared first in [27] for a special class of weights; then it was observed in [14] that the same proof applies to a more general case, cf. point (ii) of the theorem below. The statement in point (i) is also more general than the one appearing in [27] . Theorem 1.34 ( [27, 14] ). Let be any weight, and set p := 0 1 · · · n . The following extensions are Hopf-Galois:
Sketch of the proof.
(these are the only non-zero weight spaces of U (1) in A), and note that A 0 ≡ O(P n q ( )) in case (i) and A 0 ≡ O(P n q ( )) in case (ii). We want to prove that A is strongly Z-graded, which by Lemma 1.27 means proving that A 1 A −1 and A −1 A 1 contain the unit element of A. For the proof we need a basic result from algebraic geometry: With this, one proves the theorem in three steps:
(1) Check that the elements
. . , x n ) are polynomials with no common zeroes.
(3) The ideal P 0 , . . . , P n ⊂ R is then trivial (Lemma 1.35), i.e. ∃ a 0 , . . . , a n ∈ R s.t.
Exercise 1.36. Using the defining relations in Example 1.19, prove that
for all i = 0, . . . , n. With this, prove by induction on k (from n to 0) that P k , . . . , P n have no common zeros.
Quasi-associative algebras and cochain quantization
In the first part of these lectures I recalled the definitions of Hopf-algebra, algebra module, etc. over a ground field k. These definitions remain valid when the ground field is replaced by a commutative (unital) ring R. In this section, we will be mainly interested in the ring R = C
where the one on the right hand side is the product of G.
One can easily work out the necessary and sufficient condition for which (2.1) is associative, obtaining the definition of 2-cocycle in the group cohomology of G. The product (2.1) is associative iff
and 1 ∈ kG is the neutral element of the twisted product iff
2) is called a group 2-cocycle, since this condition can be interpreted as the vanishing of the coboundary ∂F of F in the group cohomology of G, given by:
More generally, if C n is the (Abelian) group of functions n times G × . . . × G → k {0}, with pointwise product, a coboundary operator C n → C n+1 is given by [46, §2.3] :
where, by convention, the i = 0 factor is ϕ(g 2 , . . . , g n+1 ) and the i = n+1 factor is ϕ(g 1 , . . . , g n ).
Definition 2.2. A function F satisfying (2.2) and (2.3) is called a unital 2-cocycle, or a multiplier. The algebra k F G will be called a cocycle quantization or cocycle twist of kG.
Example 2.3 (Noncommutative torus)
. Let G = Z 2 . Via Fourier transform, we can think of the algebra kG with convolution product as a dense subalgebra of C(T 2 ). A linear basis is given by {U m V n } m,n∈Z , with U, V the generators of Z 2 . For θ ∈ R, a unital 2-cocycle is given by
for all j, k, m, n ∈ Z. The algebra k F G is generated by U, V with relation
and it is a * -algebra with involution U * = U −1 and V * = V −1 . The C * -algebra C(T 2 θ ) of the noncommutative torus, see e.g. [67, §4] , can be defined as the closure of k F G in the operator norm coming from the representation on L 2 (S 1 ) given by U f (z) := f (e 2πiθ z), V f (z) := zf (z) (hence C(T 2 θ ) can be defined as a crossed product C(S 1 ) Z). In general, when (2.2) is not satisfied, one gets a non-associative algebra, whose nonassociativity is "controlled" by the 3-cocycle Φ = ∂F . That is
There are interesting examples where (2.2) is not satisfied, a celebrated one is the octonion example of Albuquerque and Majid [1, 2] . I will review this example in the next section. I will then recall -in §2.3 -the generalization of the theory of cocycle and cochain quantization to Hopf algebras. Here the main difference is that one has a sequence of non-Abelian groups, and the map ∂ is a group homomorphism and a coboundary operator only in the Abelian case (that is, for commutative Hopf algebras). It is possible, nevertheless, to give a cohomological interpretation to deformation theory via Hopf algebras in the framework of non-Abelian cohomology [37] . This is recalled in §2. 4 .
Then, I will present some results from [25] about the noncommutative torus, namely how to derive its modules from a non-associative deformation of a Heisenberg manifold.
2.2.
Octonions. (From [1, 2] ) Let us use a multiplicative notation for the group Z 2 , hence Z 2 = {+1, −1}. Consider the group algebra R[Z 3 2 ]. As an abstract algebra, this has a linear basis given by elements 1, e 1 , . . . , e 7 and the multiplication is uniquely determined by the rules:
• 1 is the unit element; • a 2 = 1 for any point of the Fano plane (Fig. 1a) ;
• for any two distinct points a, b of the Fano plane, the product ab = c is given by the (unique) element c lying on the same line or circle with a and b.
An isomorphism between this abstract algebra and R[Z On the other hand the octonion algebra O has vector space basis 1, e 1 , . . . , e 7 over R , and the product is uniquely determined by the rules:
• 1 is the unit element;
• a 2 = −1 for any vertex of the oriented graph in Fig. 1b; • ab = −ba = c for any ordered triple (a, b, c) of vertices lying on the same line or circle of the graph, and for any cyclic permutation of such a triple.
Let us identify the vector spaces underlying the algebras R[Z 3 2 ] and O, denote by · the product of the former algebra and by * the product of the latter. It is clear from the mnemonic rules above that, for all i, j = 0, . . . , 7: Figure 1 2.3. Hopf cohomology. This section and §2.5 are devoted to Drinfeld twists and deformations of Hopf algebras/module algebras [30, 31] . Most of this material can be found in [46] .
When we talk about chain complexes, we usually think of a sequence of Z-modules, i.e. Abelian groups. Things become more complicated when non-Abelian groups are involved.
Definition 2.4. A cochain complex of (possibly non-Abelian) groups (G
is given by a sequence of groups Let H be a Hopf algebra, with coproduct ∆ and counit (in fact, it would be enough for H to be a bialgebra). For i = 1, . . . , n, let i : H ⊗n → H ⊗n and ∆ i : H ⊗n → H ⊗n+1 be the maps given by the counit and coproduct, respectively, acting on the i-th leg of a tensor; let ∆ 0 (h) := 1 ⊗ h and ∆ n+1 (h) := h ⊗ 1 for all h ∈ H ⊗n . Let G n be the multiplicative group of invertible elements of H ⊗n (they are Abelian groups if H is commutative) and ∂ : G n → G n+1 the map given by
where
(The products is in increasing order from the left to the right.) Recall that we use a multiplicative notation: the unit element of G n is 1 = 1 ⊗n , so an n-cochain h is a n-cocycle if ∂h = 1 ⊗n+1 . An n-cochain h is called: counital if i (h) = 1 ∀ i = 1, . . . , n; invariant if it commutes with all the elements in the range of the iterated coproduct.
It is useful to introduce a compact notation. For all n ≥ m and 1 ≤ i 1 < i 2 < . . . < i m ≤ n, I will denote by h → h i 1 ...im the linear map H ⊗m → H ⊗n defined on homogeneous tensors h = a 1 ⊗ a 2 ⊗ . . . ⊗ a m as follows: we put a k in the leg i k of the tensor product for all k = 1, . . . m, and fill the additional n − m legs with 1. The subscript (i k i k+1 ) in brackets means that we apply the coproduct to the k-th factor, and put the first leg of the coproduct in position i k and the second leg in position i k+1 .
So for example, if h = a ⊗ b, h 13 = a ⊗ 1 ⊗ b, h (12)3 = ∆(a) ⊗ b, h 1(234) = a ⊗ (∆ ⊗ id)∆(b) (the notation for the iterated coproduct is self-explanatory, and justified by its coassociativity). With this notation:
which stands for:
If H is commutative, it is not difficult to prove that (G • , ∂) is a cochain complex of Abelian groups, so that the cohomology groups are well-defined. Indeed for H commutative, if h is an n-cochain, ∂h = n+1 i=0 ∆ i (h (−1) i ) is a group homomorphism and
where the latter equality follows from the relation for face operators:
For a general non-commutative Hopf algebra H, not only ∂ 2 is not 1, but ∂ is not even a group homomorphism. Nevertheless the first cohomology group is well defined. Lemma 2.5. For any Hopf algebra H, the first cohomology group is well defined and given by the group of grouplike elements of H: {h ∈ H : ∆(h) = h ⊗ h}.
One can also check that B 2 is a subset of Z 2 , although in general not a subgroup.
Lemma 2.6. For any Hopf algebra H:
Proof. From (2.7a) and (2.7b) and the coassociativity of ∆, for all h ∈ G 1 :
After obvious simplifications It is not true in general that ∂ 2 h = 1 ⊗4 for arbitrary 2-cochains. Here is a counterexample.
Example 2.7. Let a, b, c ∈ H be group-like elements with ab = cba, ac = ca and bc = cb. Then
In particular if H = C[SU (2) ] is the group algebra of SU (2), with linear basis {δ g : g ∈ SU (2)}, and σ 1 , σ 2 are the first two Pauli matrices, then a = δ σ 1 , b = δ σ 2 and c = δ −1 satisfy the condition in the example above. Another concrete example is given by
, generated by Lie algebra elements X, Y, Z with Z central and [X, Y ] = Z; then the triple a = e X , b = e Y and c = e 2 Z satisfies the condition in the example above.
One can define up to the second cohomology group (for an arbitrary Hopf algebra H) by focusing on invariant cochains. Let us denote by G inv n the subgroup of elements of G n which are H-invariant, i.e. commute with the image of the iterated coproduct ∆ n : H → H ⊗n . Let Z inv n be the set of invariant n-cocycles and B inv n = {∂h : h ∈ G inv n−1 }. Then:
is a group and B inv 2 a normal subgroup.
Proof. From coassociativity, ∆ n+1 = ∆ i ∆ n for all i = 1, . . . , n. Hence
for all a ∈ H, h ∈ G inv n and i = 1, . . . , n. Thus ∆ i (h) is invariant for all i, and so is ∂h.
is a group homomorphism, and G inv 1 is a group (the set of central grouplike elements of H), hence B inv 2 is a group too. One easily checks that
are group homomorphism, hence Z inv 2 ⊂ G inv 2 is a subgroup, since the 2-cocycle condition can be written as ∂ + h = (∂ − h −1 ) −1 . From the second statement in Lemma 2.6 it follows the inclusion B inv 2 ⊂ Z inv 2 . Furthermore, for any a ∈ G inv 1 (hence in the center of H) and b ∈ G inv 2 , (∂a)b = b(∂a). This proves that B inv 2 ⊂ Z inv 2 is a normal subgroup.
It follows from previous lemma that the second cohomology group is well-defined (but higher cohomology groups in general are still not defined).
In its dual version, chains are given by linear maps from H ⊗n to the base ring and the group operation is given by the convolution product. In this case, one can define the first two homology groups for an arbitrary (possibly non-cocommutative) Hopf algebra by considering lazy chains (which are the analogue of invariant cochains). This definition is originally due to Schauenburg, and systematically studied by Bichon, Carnovale, Guillot, Kassel and collaborators [12, 13, 39] .
From the above discussion, we see that the natural definition 2.4 of cohomology complex doesn't work in the non-Abelian case, at least in the context of Hopf algebras. Focusing on invariant cochains allows to define the first two cohomology groups, but invariant cochains correspond to trivial deformations of Hopf algebras (cf. §2.5). So, at least if we are interested in deformation theory, invariant cochains are not what we are interested in.
We'll see in the next section that the correct framework for deformation theory (not only of Hopf algebras) is provided by non-Abelian cohomology.
Non-Abelian cohomology.
A textbook reference on non-Abelian cohomology is [37] . The following (simplified) definition is taken from [52] . A non-Abelian cochain complex C • consists of the following data: two groups C 0 , C 1 , a pointed set (C 2 , e), a map ∂ 1 : C 1 → C 2 sending the unit of C 1 to the basepoint e of C 2 and two group morphisms α : C 0 → Aff(C 1 ) and β :
We will say that the map ∂ 1 is C 0 -equivariant. Here Aff(C 1 ) = C 1 Aut(C 1 ) is the semidirect product of C 1 with the group of automorphisms of C 1 ; the first factor acts on itself by left multiplication, and this gives an action of Aff(C 1 ) (hence of C 0 ) on C 1 . We denote by Aut(C 2 ), instead, the group of permutations of C 2 that don't move the basepoint.
From this data one construct a sequence:
where π(a, b) := a for all a ∈ C 1 and b ∈ Aut(C 1 ), and ∂ 0 := π • α (note that π, and then ∂ 0 , are not group homomorphisms). The cohomology of this complex is defined by:
where ker ∂ 1 := {x ∈ C 1 : ∂x = e}; H 0 is a a group (a subgroup of C 0 ), and H 1 a pointed set.
Remark 2.9. From the equivariance condition, ∂ 1 α x (y) = β x ∂ 1 (y) = β x (e) = e for all x ∈ C 0 and y ∈ ker ∂ 1 . Thus, α x (ker ∂ 1 ) ⊂ ker ∂ 1 and the quotient space
is exactly the kernel of ∂ 0 . Since ∂ 0 x = α x (e) (e is fixed by Aut(C 1 )), from the equivariance condition we deduce that, for all x ∈ C 0 , ∂ 1 ∂ 0 x = β x ∂ 1 e = β x (e) = e. So, the one above is indeed a cochain complex.
From now on we will forget about ∂ 0 , and denote ∂ 1 simply by ∂.
The example provided in [52] is given by theČech cochain complex of a sheaf of (nonAbelian) groups, with application to the classification of supermanifolds. Here I give two examples: the deformation complexes controlling deformations of associative algebras and Hopf algebras/module algebras. Example 2.10 (DGLAs). Let (L, d) be a differential graded Lie algebra, over a field k, and R = k ⊕ m a commutative k-algebra with m a nilpotent ideal. Call C 0 := exp(L 0 ⊗ m) and
Since L 0 is a Lie algebra, C 0 is a group with BCH multiplication. Moreover, C 1 is a vector space, hence a group w.r.t. the vector sum.
A map ∂ : C 1 → C 2 is given by ∂x = dx + 
for all g = exp x ∈ C 0 , y ∈ C 1 and z ∈ C 2 (since m is nilpotent, e adx is a finite sum, hence well defined). Here ad x (y) := [x, y] is the adjoint action, ad n x = ad x • . . .
• ad x n times if n ≥ 1, and ad
But this is just the property of e adx of being a morphism of graded Lie algebras.
Thus, ∂ is C 0 -equivariant and C • is a non-Abelian cochain complex. When (L, d) is the shifted Hochschild complex (with Gerstenhaber bracket) of an associative algebra A, the quotient space H 1 (C • ) := ker ∂/ exp(C 0 ) is the moduli space of R-deformations of A (see e.g. [32] ).
Example 2.11 (Hopf algebras).
In the notations of §2.3, let C i := G i+1 , for i = 0, 1, 2, and ∂ : C 1 → C 2 be the map in (2.6). Since ∂ ± : G 1 → G 2 are group homomorphisms (the diagonal embedding and the coproduct), we can define an action α of g ∈ C 0 on h ∈ C 1 by:
Note that α g (h) = (∂g)(Ad ∂ − g −1 ) −1 (h) where ∂g ∈ C 1 and Ad x h = xhx −1 is the adjoint action.
Since Ad is an action by group automorphisms, α maps C 0 into C 1 Aut(C 1 ).
If we call β the action of C 0 on C 2 given by β g = Ad g⊗g⊗g , one can easily verify that
, and we have another example of non-Abelian cohomology.
In this example, H 0 (C • ) is the same cohomology group of Lemma 2.5, while H 1 (C • ) is the set controlling (co)associative deformations of Hopf algebras/module algebras, as we will see in the next section. Given any 2-cochain F ∈ G 2 , we can define a new coproduct ∆ F on H and a new product 9) for all h ∈ H and a, b ∈ A, where in the second formula the action of H ⊗2 on A ⊗2 is understood. Let H F be H as an algebra, with the same counit but deformed coproduct ∆ F , and let A F be A as a vector space but with deformed product m F . By construction
Moreover:
where Φ F := ∂F is the coassociator. If F is a counital 2-cochain, then H F is a quasi-Hopf algebra in the sense of Drinfeld [30] and A F is a (not necessarily associative) unital algebra and a H F -module algebra.
1
As shown in Example 2.7, even if Φ F is a coboundary, it doesn't mean that it is a 3-cocycle. On the other hand, it is a cocycle in the Hopf cohomology of H F . More precisely:
1 Counitality guarantees that (id ⊗ )∆F = ( ⊗ id)∆F = id and that the unit 1 of A is also a unit of AF . One can work with bialgebras and quasi-bialgebras as well, since the antipode plays no role in the above construction. There are several other axioms in the definition of quasi-bialgebra/quasi-Hopf algebras, besides (2.10), that we omitted since we are mainly interested in the associativity property. In the Hopf case there is an explicit formula for the deformed antipode, and it is a general result that being a quasi-Hopf algebra is a property preserved by twisting with any invertible counital 2-cochain. For the details one can see [30] .
Φ 12 (34) Φ 234 
(simplifying first the terms in parenthesis) = The condition ∂ F Φ F = 1 guarantees that the category of modules of H F , with operation ⊗ given by the Hopf tensor product, is a monoidal category. Specifically, it is exactly Mac Lane's coherence condition, i.e. the commutativity of the diagram in Fig. 2a where the coassociator is seen as a module map (A ⊗ B) ⊗ C → A ⊗ (B ⊗ C) for any three objects A, B, C (and with natural isomorphism of vector spaces understood). Counitality of F , and then of Φ F , implies the commutativity of the triangle diagram in Fig. 2b , the second condition in the definition of monoidal category (in fact, the horizontal arrow in this case is the identity).
With a straightforward computation one proves that ∆ F is coassociative if and only if the element
is H-invariant, or equivalently Φ F is invariant in H F , i.e. commutes with the image of the iterated deformed coproduct ∆ 3 F . In this case, we will say that F is an equivariant twist. Note that in general (2.12) is not the coboundary of a 2-cochain like Φ F (it is the coboundary of F in the Hopf algebra cohomology of H op , that is H with opposite product).
The module algebra A F is associative iff it is in the kernel of Φ F − 1, which is not guaranteed by the invariance condition and must be verified case by case. We refer to an algebra with multiplication satisfying (2.11) as quasi-associative.
Module algebras A F are automatically associative if we impose the stronger condition Φ F = 1, i.e. that F is a 2-cocycle. Since Φ F = 1 implies that (2.12) is also 1, clearly every cocycle twist is also an equivariant twist. A summary is in Table 1 .
When F is a cocycle, H F is a Hopf algebra (not just a bialgebra) with a deformed antipode whose explicit formula can be found in [46, §2.3] .
Counital 2-cochain quasi-Hopf algebra unital quasi-associative algebra
Counital equivariant twist Hopf algebra unital quasi-associative algebra
Counital cocycle twist Hopf algebra unital associative algebra Table 1 Remark 2.13. Let A be a H-module algebra. If F and F = α g (F ) are in the same orbit for the action (2.8), for some g ∈ G 1 , they define isomorphic quasi-Hopf algebras/module algebras: indeed, as one can easily check, the map h → ghg −1 is an isomorphism H F → H F and the map a → g a is an isomorphism A F → A F (see e.g. Prop. 2.3.3 of [46] ).
In particular, Hopf algebra deformations resp. associative module algebras deformations are parametrized by the cohomology set
Example 2.14 (Abelian twist). Let P 1 , P 2 be primitive elements of a Hopf algebra H, i.e. satisfying given by formal power series with coefficients in H, and operations extended R-linearly (here ⊗ is the completed tensor product over R). A counital 2-cocycle is given by:
This is cohomologous to
that is: F = (∂g)F where g := exp i 2 P 1 P 2 . Since H is commutative, this is equivalent to F = α g (F ) where α is the action (2.8).
Recall that, for elements X, Y of a Lie algebra with central commutator, Baker-CampbellHausdorff formula gives:
Exercise 2.15. Let F, F , g be the cochains in Example 2.14. Using (2.15) verify that F is a cocycle, and that F = α g (F ).
Remark 2.16. Let P 1 , P 2 be generators of the universal enveloping algebra
, acting on C ∞ (R 2 ) as derivations:
is a H-module algebra. The product (2.9) associated to the cocycle (2.14) is the well known Moyal product (see e.g. Example 3.1 of [32] In this section we discussed deformations of (quasi-)Hopf algebras where the coproduct changes (is conjugated to the original one via a 2-cochain, cf. (2.9)), but the product doesn't. Moreover, this theory is not specifically designed for formal deformations. On the other hand, one might be interested in formal deformations where both product and coproduct change. There is a theory similar to the one of formal deformations of associative or Poisson algebras, where one starts with "infinitesimal" deformations. Their existence and the obstruction to extend an order n deformation to an order n + 1 are controlled as usual by a cohomology theory. The interested reader can find this subject described in details in Chapter 6 of [21] .
2.6. Heisenberg manifolds and the noncommutative torus. We saw in §1 (and in particular, in §1.5), that given a self-Morita equivalence bimodule over a C * -algebra -or a "noncommutative line bundle" over a "noncommutative space" X -we can construct the analogue of a principal U (1)-bundle P → X. It would be nice to apply this construction to the noncommutative torus (Example 2.3), which is probably the best known example of noncommutative space. Unfortunately, it has non-trivial SMEBs only for special values of θ (it must be a real quadratic irrationality, corresponding to a noncommutative torus with "real multiplication" [47] ). This difficulty can be overcome by using quasi-associative algebras, i.e. monoid objects [45] in the category of representations of a quasi-Hopf algebra. This is a mild kind of nonassociativity: as explained in [2] , working with such objects is not very different than working with associative algebras.
In this section, I will explain how to deform a principal U (1)-bundle M 3 → T 2 by means of cochain quantization and obtain a Z-graded quasi-associative algebra A = n∈Z A n whose weight spaces are the well known Connes-Rieffel imprimitivity bimodules ("line bundles") over the algebra A 0 of the noncommutative torus. For simplicity, I will work with formal deformations. Material in this section is taken from [25] .
2.6.1. The Heisenberg manifold M 3 . Let H 3 (R) be the group of 3 × 3 matrices
Right invariant vector fields (commuting with the right regular action, hence obtained by differentiating the left regular one) have a basis of three elements
which generate the universal enveloping algebra of the Heisenberg Lie algebra U(h 3 (R)). Note that T is central and [X, Y ] = −T . Let H 3 (Z) := {(x, y, t) ∈ H 3 (R) : x, y, t ∈ Z}. By right invariance, these vector fields descend to the 3-dimensional Heisenberg manifold M 3 := H 3 (R)/H 3 (Z), which is the total space of a principal U (1)-bundle over the torus T 2 . Thinking of functions on G/K as right K-invariant functions on G, we get:
is periodic with period 1 in x and t). The action of central elements (0, 0, t) ∈ H 3 (R) descends to a principal action of U (1) on M 3 , and
We identify C ∞ (T 2 ) with the subset of f ∈ C ∞ (M 3 ) that do not depend on t (and so are periodic in both x and y):
By standard Fourier analysis every f ∈ C ∞ (M 3 ) is of the form: 16) where f : R × Z 2 → C is a function satisfying f (y + 1; m, n) = f (y; m + n, n)
Note that T has discrete spectrum when acting on C ∞ (M 3 ) (by periodicity in t). For n ∈ Z, if
. Elements of L n are smooth sections of a line bundle of degree n on T 2 (these are all smooth line bundles on T 2 , modulo isomorphisms). In particular, L 0 = C ∞ (T 2 ). For all n = 0, there is a bijection f ∈ L n → f ∈ S(R × Z/nZ) (where S denotes the set of Schwartz functions), given by [24] :
This is called Weil-Brezin-Zak transform in solid state physics [36, §1.10].
2.6.2.
A "principal U (1)-bundle" over the noncommutative torus. Define the parameter space:
Let θ ∈ Θ. We now deform the pointwise product of
with the cochain:
X⊗Y based on the Hopf algebra
. Note the similarity with (2.13).
Exercise 2.18. Let {a n , b n } n≥0 belong to an associative algebra. Prove that the expression n≥0 a n k≥0 b k k n is a well defined formal power series (i.e. that for each N ≥ 0 the coefficient of N is a finite sum). Realize that F θ is a well defined power series of .
θ (a ⊗ b) be the product in (2.9), and A θ = (A, * θ ) the associated algebra. The star-product preserves the vector space decomposition A = n∈Z A n , where
(since T is central, each set L n is stable under the action of X, Y ). So, A θ has a dense Z-graded subalgebra. Proof. The proof is a direct computation using Baker-Campbell-Hausdorff formula (2.15).
Remark 2.20. It is straightforward to verify that the coassociator Φ θ,θ = e (θ/2π) 2 X⊗T ⊗Y is not trivial nor invariant, so that F θ is neither a cocycle nor an equivariant twist.
There is an action α of Z by automorphisms on the vector space Θ given by α k (θ) = θ 1 + kθ = θ − kθ 2 + . . . , k ∈ Z, θ ∈ Θ . (2.19)
Clearly α maps Θ into itself, and α j α k = α j+k ∀ j, k ∈ Z.
Proposition 2.21. The generalized associativity law (a * θ b) * θ c = a * θ (b * θ c) (2.20)
holds for all a, c ∈ A and b ∈ A n if and only if θ = α n (θ), with α as in (2.19).
Proof. From the definition of star product and the observation that T b = 2πinb, hence Φ θ,θ is the identity on a ⊗ b ⊗ c.
Many properties of A θ can be deduced from Prop. 2.21. 4) For all m, n, p ∈ Z and θ = α n (θ), the following diagram commutes:
It is not difficult to verify that A θ 0 is generated by two unitary elements, the functions U (x, y, t) := e 2πix , V (x, y, t) := e 2πiy , with relation U * θ V = e 2πiθ V * θ U .
By point (1) of the above theorem, A θ 0 is the formal analogue of the algebra in Example 2.3. Point (2) is the analogue of e.g. Eq. (2.6) of [55] , stating that the algebra of endomorphisms of a finitely generated projective module over a noncommutative torus is another noncommutative torus with different deformation parameter. Point (4) is the formal version of [57, Prop. 1.2(b)].
2.6.3.
Comparison with the literature. Finitely generated projective modules for the noncommutative torus have been introduced in [22, 61] . Here I will adopt notations similar to [55] . One can compare the bimodules A n with Connes-Rieffel modules using the Weil-Brezin-Zak transform. In the notations of previous section, we can extend C[[ ]]-linearly the map f → f in (2.17) to a map A n → E n := S(R × Z/nZ)[[ ]]. Let θ = α n (θ) as in previous section. We define a left action of A θ 0 on E n and a right action of A θ 0 on E n by:
a. f := a * θ f f .a := f * θ a (2.21)
for all f ∈ E n and a ∈ A 0 . A straightforward computation using (2.17) gives, for all f ∈ E n (n = 0): These equations should be compared with, e.g., Eq. (2.1-2.5) of [55] . Finally, for all f 1 ∈ E n and f 2 ∈ E p , one can compute f 1 * θ f 2 ∈ E n+p using (2.17) and find the explicit formula: For a discussion about complex structures on (formal) noncommutative tori (quantum theta functions, etc.), see [25] .
2.6.4. Some remarks on formal deformations of line bundles. A general study of formal deformations of line bundles can be found in [18, 17, 19] for symplectic manifolds and [20] : there is no obstruction for deformations of such modules [18] . The algebra End A (M ) is a deformation quantization of End C ∞ (X) (Γ ∞ (E)). In particular, if E → X is a line bundle then End C ∞ (X) (Γ ∞ (E)) C ∞ (X), and End A (M ) (C ∞ (X)[[ ]], ) =: A provides another deformation quantization of X, and M is a Morita equivalence A -A bimodule (similarly to the example of the noncommutative torus). If Def(X) denotes the set of equivalence classes of star products on X, the map → induces a well-defined action of the Picard group Pic(X) on Def(X) [17] . In fact, if Def(X, π) denotes the set of equivalence classes of deformations in the direction of a fixed Poisson structure π on X, one may show that the above action gives by restriction an action of Pic(X) on Def(X, π). As shown in [17] , the quotient Def(X)/Pic(X) (resp. Def(X, π)/Pic(X)) is the moduli space of Morita equivalent star products on X (resp. deformation quantizations in the direction of π). 2 Here we are considering the case g = 1 0 n 1 , in the notations of [55, (2. 3)]. In order to get exactly the same formulas as in [55] one should replace (2.21) by the definition a. f := f * −θ a and f .a := a * −θ f . 3 One gets the same notations of [57] by defining the pairing of bimodules as the map ( f1, f2) → f2 * −θ f1.
For X = T 2 with standard symplectic structure, star products are classified by
i.e. the parameter space in (2.18), and the action of Pic(X) Z is the one in (2.19).
It would be interesting to understand if the "principal bundle" construction of §2.6.2 can be extended to more general symplectic or Poisson manifolds.
