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Abstract 
A median of a profile 7c = (XI,. , xk) of vertices of a finite connected graph G is a vertex x 
for which c:=, d( x,x,) is minimum, where d is the usual geodesic distance on G. The function 
Med whose domain is the set of all profiles and is given by Med(K) = {x : x is a median of Z} 
is called the median procedure on G. In this paper, the median procedure is characterized for 
median graphs and cube-free median graphs. 0 1998 Elsevier Science B.V. All rights reserved. 
1. Introduction 
Let (X,d) be a finite metric space and 7~ = (~1,. , xk) E Xk, which will be called a 
profile. A median for 7~ is an element x of X for which CfC, d(x,xi) is minimum. The 
median procedure on (X, d) is the function that returns the set of all medians of a profile 
71 of elements of X. Letting Med denote the median procedure and X’ = Uk>O Xk, 
we thus have Med : X* + 2x \ {@} defined by Med( n) = {x : x is a median of 7~). 
We will usually write M(Z) for Med( ) rc and call M(n) the median set of 7~. Since 
a median for rc can be thought of as a “closest” element of X to the profile 7c, the 
median procedure is a natural one to use in studies of consensus and location (cf. 
[3, 4, 6, 8, 9, 221). 
Of course when the metric space is arbitrary, not much can be said about Med, so 
research usually focuses on situations where the space has additional structure imposed 
by graph or order theoretic conditions. For example, Med has been characterized when 
X is a distributive semilattice and d is the usual geodesic distance in the covering graph 
of X [ 141. Interesting results in other ordered set contexts abound (cf. [2, 5, 7, 1 1 - 131). 
For the graph theoretic case, most of the work has focused on characterizing median 
sets in various types of graphs. An example of this is the well-known result that the 
median set of a tree (a profile consisting of each vertex of the tree appearing exactly 
once) consists of a single vertex or two adjacent vertices. 
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Surprisingly, not much is known about the function Med on graphs endowed with 
the geodesic metric. Vohra [21] studied trees, and in the present paper, we are able to 
characterize Med on median graphs with our axioms reducing to those of Vohra when 
restricted to cube-free median graphs. We note that Zelinka [23] determined Med(rc) 
in a tree when rc consists of all the endvertices appearing exactly once. 
The rest of the paper is organized as follows: In Section 2, we present the neces- 
sary background in the theory of median graphs. Section 3 contains results on median 
sets in median graphs. Here we characterize the sets M(rc) in median graphs, first in 
terms of the contractions of the median graph, and second in terms of the median sets 
M(rt-x2) of the vertex deleted subprofiles X-Xi of n. In Sections 4 and 5 we give char- 
acterizations of the median procedure on median graphs and cube-free median graphs, 
respectively. For arbitrary median graphs a rather complicated axiom “convexity” is 
needed, but in the case of cube-free median graphs, the axioms reduce to three very 
simple conditions. Finally, we briefly discuss related consensus functions in Section 5. 
2. Preliminary results and definitions 
In this section, we will give some results and introduce terminology found origi- 
nally in a series of papers by Mulder [15- 181. All graphs considered in this paper 
will be finite, and we use the standard notation G = (V, E) to denote a graph with 
vertex set V and edge set E. We will often simply write only G and leave V and E 
understood. Also, we will not distinguish between a subset W of V and the subgraph 
induced by W. In a connected graph, the distance d(x, y) between two vertices x and 
y is the length of a shortest x, y-path, or an x, y-geodesic. The main object of our 
study is the median graph G: a connected graph such that for every three vertices 
x,y,z of G, there is a unique vertex w on a geodesic between each pair of x,y,z. 
Note that this vertex w is the unique median for the profile rc = (x, y,z). The inter- 
val between the vertices x and y is the set Z(x, y) of all vertices on x, y-geodesics, 
i.e., Z(x, y) = {w E V : d( x, w) + d(w, y) = d(x, y)}. It is an easy observation that a 
graph G is a median graph if and only if ]Z(x, y) n Z(x,z) n Z(y,z)l = 1 for all vertices 
x, y,z of G. Median graphs were first studied in 1961 by Avann [ 11, and independently 
introduced by Nebeskjr [20] and Mulder and Schrijver [19]. Trees are the simplest 
examples of median graphs. Another prime example is the n-cube Qn. Recall that Qn 
has (0, 1)” as vertex set, and two vertices are adjacent whenever they differ in ex- 
actly one place. For three vertices x = ~1x2.. .x,, y = ~1~2.. . yn, z = ~1~2.. ‘z, of 
Qn the median w = wr w2 . . . w, of (x, y,z) is determined by the majority rule: wi = 6 
if 6 occurs at least twice among xi, yi, zi, for i = 1,. . . , n. Other examples of median 
graphs are the grids and the covering graphs of distributive lattices. It is also an easy 
observation that median graphs are bipartite, for if x0 . . .,-ckxk+l . ‘x2kxO is a shortest 
CyCiC of odd length, then (xa,xk,xk+l) would have xk and xk+t as two distinct medians. 
The smallest bipartite graph that is not a median graph is K2,3: the profile consisting 
of three independent vertices has two medians. 
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A set W of vertices of a graph G is convex if Z(x, y) & W for every x, y E W, and a 
convex subgraph of G is a subgraph induced by a convex set of vertices of G. Clearly 
a convex subgraph of a connected graph is also connected. Moreover, the intersection 
of convex sets (subgraphs) is convex. The convex hull Con(U) of a set of vertices 
U is the intersection of all the convex sets containing U. It was proved in [17] that 
intervals in median graphs are convex, so that Con({x, y}) = Z(x, y). Also, in median 
graphs, convex sets can be viewed in another useful way through the notion of a gate. 
For W 2 V and x E V, the vertex z E W is a gate for x in W if z E Z(x,w) for all 
w E W. Note that a vertex x has at most one gate in any set W, and if x has a gate 
z E W, then z is the unique nearest vertex to x in W. The set W is gated if every 
vertex has a gate in W and a gated subgraph is a subgraph induced by a gated set. 
It is not difficult to see that in any graph, a gated set is convex and that in a median 
graph a set is gated if and only if it is convex. (This last fact follows immediately 
from results in [17].) 
Recall that for two graphs Gt = (VI,,!?,) and GZ = (Vz, Es), the union G1 U GZ is 
the graph with vertex set VI U V, and edge set El U E2, and the intersection GI n GT is 
the graph with vertex set VI n V2 and edge set El n E2. We write Gt n G2 = 0 (# 0) 
when Vi n V2 = 0 (# 0). A proper cover of G consists of two convex subgraphs Cl 
and GZ of G such that G = Gt U G2 and Gr n G2 # 0. Note that this implies that there 
are no edges between G1 \ GZ and G2 \ Gi. Every graph G admits the trivial proper 
cover G1, G2 with G1 = G2 = G. On the other hand, a cycle does not have a proper 
cover with two proper subgraphs. 
We are now able to give the definition of the operation which will help yield a 
characterization of median graphs. The basic idea of this operation is depicted in 
Fig. 1. The median graph G can be obtained from the smaller median graph G’ by 
“pulling apart” the two subgraphs G{ and Gi. We will make this precise, but before 
doing so we point out that this approach to the structure of median graphs will allow 
a deep insight as to why the results that we prove are indeed true. Let G’ = (V’, E’) 
be properly covered by the convex subgraphs Gi = ( V,‘, El ) and Gi = (Vi, El) and set 
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Gh = G{ f’ Gi. For i = 1,2, let Gi be an isomorphic copy of Gi, and let ii be an 
isomorphism from Gi onto Gi. We set Gai = ili[Go] and Ai = Ui, for U’ in Gh. The 
expansion of G’ with respect to the proper cover Gi, Gk is the graph G obtained from 
the disjoint union of G1 and G2 by inserting an edge between u1 in GOI and u2 in 
Gs2, for each u’ in G& Denote the set of edges between Go* and Go2 by F12. This is 
illustrated in Fig. 1. We say that Ji lifts G! up to Gi. For any subgraph H’ of G’ we 
abuse the notation and write ni[H’] for li[H’ n G!]. So /Ii lifts the part of H’ lying in 
Gi Up tO Gi. 
This type of expansion was called a “convex expansion” in [ 15- 171, and a “convex 
Cartesian expansion” in [ 181 for a more general setting. We are now able to state the 
following fundamental result on median graphs first proved in [15, 171. This result is 
the basis of a recent O(]V]210g 1 Vi) algorithm for recognizing median graphs found 
in [lo]. 
Theorem A. A graph G is a median graph if and only if G can be obtained by 
successive expansions from the one vertex graph KI. 
Using this theorem, trees can be obtained from K1 by restricting the expansions to 
those of the following type: G1 is always the whole graph G and G2 is a single vertex. 
Expansion with respect to such a cover amounts to adding a new vertex adjacent to the 
one in G2. The n-cubes can be obtained from K1 by using only trivial proper covers. 
Note that K2,s cannot be obtained from a smaller graph by expansion with respect to 
a proper cover. 
In order to make full use of Theorem A and to develop additional techniques, we give 
a very brief sketch of the proof. Along the way we introduce some extra terminology. 
The basic ideas used for the proof of Theorem A are the following. Take an arbitrary 
edge vlv2 in a median graph G. Let G1 be the subgraph of G induced by all vertices 
nearer to v1 than to v2, and let G2 be the subgraph induced by all vertices nearer to v2 
than VI. Since G is bipartite, it follows that G1, G2 partition G. We call such a partition 
a split. Let F12 be the set of edges between G1 and G2, and let Goi be the subgraph 
induced by the endvertices in Gi of the edges in F12, for i = 1,2. Then one proceeds 
to prove the following facts (not necessarily in this order): 
(i) F12 is a matching as well as a cutset (minimal disconnecting edge-set). 
(ii) The subgraphs G1, G2, Gol, Go2 are convex subgraphs of G. 
(iii) The obvious mapping of GOI onto Go2 defined by the edges in F~~(uI -+ ~2, for 
any edge ~1242 in F12 with ui in Goi, for i = 1,2) is an isomorphism. 
(iv) For every edge ~1242 of F12 with ui in Goi (i = 1,2), the subgraph G1 consists of 
all the vertices of G nearer to u1 than to ~2, so that u1 is the gate in G1 for ~2, 
A similar statement holds for G2. 
Now the contraction G’ of G with respect to the split Gl,G2 is obtained from G by 
contracting the edges of F12 to single vertices. To illustrate this in Fig. 1, move from 
right to left. Clearly expansion and contraction are inverse operations. The contraction 
map IC, of G onto G’, associated with F12 is thus defined by IC]~, = ;li’ , for i = 1,2. 
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Finally, one shows that G’ is a median graph and so, by induction on the number of 
vertices, Theorem A is proved. 
We present another feature of median graphs that helps in getting the right mental 
picture of of how to operate with them in the rest of the paper [17, cf.]. A cutset 
coloring of a connected graph is a proper coloring of the edges (adjacent edges have 
different colors) such that each color class is a cutset (a minimal disconnecting edge 
set). Of course, most graphs will not have a cutset coloring, whereas even cycles of 
length at least six have more than one. If we want to cutset color the edges of a graph, 
then in an induced 4-cycle wxyzw, opposite edges must have the same color, since if 
the edge wx gets a color, then xy and wz must get another color. So w,z are on one 
side and x, y on the other side of the cutset color of wx, and thus yz gets the same 
color as wx. We call this the 4-cycle property of cutset colorings. It follows from (i), 
(ii) and (iii) that in any cutset coloring of the median graph G, the set F12 must be 
a color class. By using induction on the number of colors we get the next corollary 
[15, 171. 
Corollary B. A median graph is uniquely cutset colorable up to the labeling of the 
colors. 
For a split Gt, Gz, we call the set Fr2 a color, and G1 and G2 the colorhalves of FIB. 
Thus it follows that any color in the cutset coloring of the median graph G defines a 
split into two convex colorhalves, as in the case of F 12 with all the properties listed 
above. Hence by using the 4-cycle property, one can determine the color class of an 
arbitrary edge xy. This color class splits G into the convex subgraph of all vertices 
nearer to x than to y and the convex subgraph of all vertices nearer to y than to x, etc. 
There is yet another important feature of median graphs that we need in the sequel, 
and which follows from (the proof of) Theorem A [ 171. If we consider any two colors 
in the cutset coloring of the median graph G, and we contract them in any order, then 
we get the same median graph G”. Hence we can apply the corresponding expansions 
to obtain G from G” in any order. This means that in obtaining G from a median 
graph H by a succession of expansions, we can apply these expansions in any order. 
This is easily seen in the case for trees: every expansion corresponds to a cutset color 
(which in this case is an edge) in the tree, and it does not matter in what order we 
introduce the edges in forming the tree. 
The basic technique that will be used in proofs found in the next section is as 
follows: One or more contractions on the median graph G are performed to obtain 
a smaller median graph G’, on which we apply the appropriate induction hypothesis. 
Then we perform the corresponding expansions in reverse order on G’ so that we 
regain G. During this process, a vertex x of G is contracted to a unique vertex x’ 
in G’. When we recover G from G’ by the expansions, then x’ is lifted up in each 
expansion to the appropriate colorhalf until we regain x. The sequences of vertices 
and expansions that we obtain in this way from x’ up to x is called the history of 
x (with respect to the expansions involved). Similarly, if n = (XI,. . , xk) is a profile 
170 F.R. MeMorris et al. I Discrete Applied Mathematics 84 (1998) 165-181 
on G, then rc is contracted to a profile rc’ = (xi,. . . , XL) on G’, where xi is the con- 
traction of xj, for i = 1,. . . , k. We thus define the history of x in the obvious way. 
If x’ is a vertex of G’ and we lift x’ up to a vertex x in an expansion of G’, then 
we call x a descendant of x’. Hence if we know which lifts are applied on x’ in the 
expansions to regain G from G’, then we know the history of all the descendants 
of x’. 
Having now introduced the basic techniques and results on median graphs, we will 
use them frequently without specific mention in the sequel. 
3. Median sets of profiles in median graphs 
In this section, G is a median graph which is the expansion of the median graph 
G’ with respect to the proper cover Gi and Gk. We let G& Gi, Gz, Gsi, Gsz, F12, ill, 12, 
and K be as above. For each subset W of V, we set W’ = K[ W] and x’ = K(X). Note 
that if for some U’ in GA, both ui and u2 are elements of W, then U’ is in W’ and 
1 W’I < 1 WI. If n is a profile on G, then let rci denote the subprofile of rc (in the same 
order) consisting of all those vertices of rc lying in Gi. We now have rri = K(ni) and 
rci = &(rC,‘) where K and Ai are applied component-wise. For the profile rt = (xi,. . . , xk) 
in G, we set D(w,rc) = ~~=, d( w,xi), where w is a vertex of G and let Irr = k, the 
length of rc. When no confusion can arise we use d (and D) to denote the distance in 
G’ as well. The notation introduced here will be used throughout. 
The next two lemmas were proved implicitly in [17] while the structure theory for 
median graphs described above was being developed. We state them here explicitly 
and provide them with their own proofs so that the reader can become familiar with 
these ideas and techniques. 
Lemma 1. Let G be a median graph, Gl,Gz a split of G, let x be a vertex of GI 
and y a vertex of Gz. Then Z(x, y) = Al[I(x’, y’)] U &[I(x’, y’)]. 
Proof. Note that any path between x and y must contain edges from Fi2. Since Goi 
and Go2 are convex, every geodesic between x and y contains exactly one edge from 
Fi2. Let d(x, y) = k. If we contract Fi2, then any x, y-geodesic is contracted to a path 
between x’ and y’ of length k - 1 in G’ and thus d(x’, y’) < k - 1 in G’. 
On the other hand, since Gi, GG properly cover G’, any path between x’ and y’ in 
G’ contains vertices of GA. Let x’ . . .xi u’yi . . . y’ be any x’, y'-geodesic in G’, where 
u’ is any vertex of this geodesic from GA. Because Gi and Gi are convex, the subpath 
x’ . . .xiu’ is a geodesic between x’ and u’ in Gi and the subpath u’yi . . . y’ is a 
geodesic between u’ and y’ in Gi. If we lift the first subpath up to x’ . ‘3~1~1 in Gt 
and the second subpath to u2 y2 . . y in G2, then we have a path x. .x1 ~124 y2 . . y 
in G between x and y. So, d(x’, y’) = k - 1 in G’. Furthermore, we may conclude 
that 1(x, y) can be obtained from Z(x’, y’) by lifting the last interval up to Gi as well 
as GZ. 0 
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Lemma 2. Let G be a median graph with split G1, Gz, and let W C: V. If W is con- 
tained in Gi, then Con(W) = &[Con(W’)], f or i = 1,2. If W contains vertices from 
G1 as well as Gz, then Con(W) = /?t[Con( W’)] U %z[Con( W’)]. 
Proof. Since G is finite, Con(W) can be obtained in the following way: Let W0 = W, 
and let Wi+l = U{I(x, y) : x,y E W, for i 3 O}. Then Con(W) = U K. Thus we are 
done, using Lemma 1 and the convexity of Gt and Gz. 0 
The next theorem, proved in [ 181 using different terminology, relates M(z), for 
profiles rt in G, to the median set of n’ in any contraction G’ of G. To make this 
paper self-contained (apart from the expansion technique), and to present all our results 
on median sets in median graphs in a unified approach, we include a proof here. 
Theorem 3. Let n be a projile in a median graph G with split GI, Gz. If [XI/ > jn21, 
then M(n’)CGi, andM(n) = A,[M(TT’)]CG~. Ifinll = 1~~21, then M(n) = i,[M(n’)] 
u~2v4(701. 
Proof. Let rt be a profile with 1~1) > 1x2 /. Let w’ be any vertex in Gi \ G& and let 
x’ be the gate of w’ in the convex (and hence gated) subgraph Gi. Then we have 
D(w’, z; ) = D(x’, 7~; ) + 1~; Id(w’,x’). 
The triangle inequality for d yields 
D(w’,z;) 3 D(x’,rc;) - In;ld(w’,x’). 
Hence we have 
D(w’, d) > D(x’, 7-c: ) + D(x’, 7~;) + d(w’,x’)(In; I - ITT;/) > D(x’, n’). 
Therefore, M( 71’) c G; . 
Now choose a vertex v in Gt with v’ in M(n’). From the proof of Lemma 1, it 
follows that d(v,z) = d(v’,z’) + 1 for any vertex z in 712. Hence D(v, rr) = D(v’, rc’) 
+ 1~2 1. Similarly, for any vertex w in Gz, we have D(w, rc) = D(w’, 71’) + 171, / and 
therefore D(w,rc) > D(v,rc). So M(n) C GI. Finally, for any vertex u in Gr with U’ 
not in M(rc’), we have 
D(U,?t) =D(u’,rc’)+ IQ] > D(v’,rc’)+ j712/ =D(v,7r). 
So, for v in Gt, we have that v is in M(n) if and only if v’ is in M(z’). Therefore 
M(n) = 3,1 [M(rc’)]. 
Assume that rc is a profile with 17~1 I = 1x2 I. Then, for any vertex v in G, we have 
D(v,n) = D(v’,rc’)+ i]rc(. Thus v is in M(X) if and only if v’ is in M(rc’). Let ~~2.42 be 
any edge in Fr2. Then D(ut,rc) = D(u’,n.‘) + 1/2)7r = D(z.42, x), so that ~1 is in M(n) 
if and only if 242 is in M(z). Thus we conclude that M(X) = ,I, [M(rt’)] U ~~[M(~E’)]. 
u 
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Bandelt and Barthelemy [4] showed that IM(rr)I = 1 for profiles of odd length (odd 
profiles, for short), and that M(K) is an interval for profiles of even length (even 
projles). The first fact follows easily from Theorem 3 and will be used in the sequel. 
Corollary 4. If n is an odd projile in a median graph G, then IM(z)l = 1. 
Proof. We use induction on the number of colors m in the cutset coloring of G. If 
m = 0, i.e., G = Ki, then clearly ]A4(rc)I = 1. So assume that m > 1, and let Gi, G2 be 
a split in G. Without loss of generality we may assume that Irri I > 1x2 I. By Theorem 
3, we have M(rc’) C_ Gi and M(rc) = Ai[M(rr’)] C Gi, so that /M(X)] = ]M(rc’)l. By 
the induction hypothesis, we are done. 0 
Theorem 3 allows us to do the following: If Gi, G2 is a split of G with ]rci I > 1x2 1, 
then it suffices to determine M(rc’) in the contraction G’, which is a smaller median 
graph. Then we can get M(z) by lifting M(rc’) up to Gi using Ai. Thus, if 7-c is odd, 
we can contract G to K1 and determine M(n) by its history. If rc is even, then we 
contract all splits where there is a majority of rc in one colorhalf. Then we end up with 
a median graph in which, for any split, exactly half of the profile lies in one colorhalf 
and the other half of the profile lies in the other colorhalf. This case is covered by the 
next theorem. 
Theorem 5. Let I-C be an even projle on the median graph G such that for each split 
Gl,Gz of G we have 17~11 = 17~21. Then M(z) = V, the vertex set of G. 
Proof. We use induction on the number m of colors in the cutset coloring of G. 
If m = 1, then G = K2. Letting V = {u, v}, then ZJ and v both appear i ]rc] times in 
77, so M(71) = {U,V}. 
Now assume the result is true for less than m colors with m > 1. Choose any split 
Gi, G2 of G, and let G’ be the contraction of G with respect to Gi,Gz. Let H{,Hi be 
any split of G’. It follows from the properties of contraction and expansion that there 
is a (unique) split Hl,Hl of G with 1c[H1] = Hi and 1c[H2] = H2/. Half of rc is in HI, 
so half of rc’ is in H{. Similarly, the other half of rc’ is in Hi. Hence, by induction, 
M(n’) = V’. By Theorem 3, M(z) = A,[V’] U &.[V’] = V. 0 
Corollary 6. Let z be an even projile and G,, Gz a split of G with 17~1 I = 1x21. Then 
Wn)nvl#0f or i = 1,2 where Vi is the vertex set of Gi. 
Proof. Contract all the colors of G with a strict majority of 71 in one colorhalf. Let 
G” = (V”, I?‘) be the median graph thus obtained. The colors in G” are precisely those 
corresponding to colors in G having exactly half of rc in each colorhalf. In particular, 
the split Gi, G2 of G is contracted to a split G’,‘, GF in G”. Since ni is contracted 
to r$’ in GF, for i = 1,2, we have ]rcy] = ]rry]. From Theorem 1, M(rc”) = V”, and 
M(rc”)n Vr # 8 # M(z”)n VP. By using the history of rc” and Theorem 3, we deduce 
that M(n”) n Vy is lifted up to M(z) n Vi, for i = 1,2, and we are done. q 
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Theorem 7. Let 7~ = (XI,. . . , xk) be an odd projile in the median graph G with k > 1. 
Then M(n) = nF=, M(x -Xi). 
Proof. We use induction on the number m of colors in the cutset coloring of G. If 
m = 1, then G is & and we let V = {u, u}. Suppose u appears greater than k/2 times 
in rc. Then M(z) = {u}, while M(n - u) = {M} and M(rr - U) = {u,u} or {u}. 
Now assume the result is true for less than m colors with rn > 1. Suppose G has m 
colors. Choose any split G,, Gz of G and let G’ be the contraction with respect to this 
split. Suppose lrc,l > 1~21. If 1,~ = 0, then rt = rr,, so that all the involved median 
sets lie in G,. Since G, has fewer colors than G, we are done by induction. So now 
let lrr,l > In2 I > 0. Then by Theorem 3, the unique median w of n is an element of 
G,, and the median of rr’ in G’ is the vertex w’ of G{. By the induction hypothesis, 
{w’} = nf=, M(n’ - xf) in G’. Note that again by Theorem 3, for each xi in 7~2, we 
have M(n’-xj) C G{ and M(n-xi) = /1,[M(n’-xi)]. Therefore n;=, M(rc-x,) C G,. If 
1rc) > Irrll+l, thenforanyxj in rc,, wehave I7C,-xjl > 1~21, sothatM(n-xj)C:G,. If 
IX,/ = (x2/ + I, then for any xj in rr,, we have that In, -xi] = 17~21 SO that M(z-x,) = 
i., [M(rr’-xj)]Ui2[M(d -x$)1 by Theorem 3. However, the vertices in /22[M(n’-xi)], 
being in GZ, are irrelevant to the determination of nt, M(YL -xi), and hence we can 
find nf’=, M(x-xi) by lifting all sets M(rr’-xi) to G, only. That is, n;=, M(z-x,) = 
$, n,[~(~’ -+] = {;V,(w’)] = iw]. 0 
Theorem 8. Let 7~ = (x1,. . , Xk) be an even profile in the median graph G. Then 
M(7c) = Con(& M(7r -x2)). 
Proof. Again we use induction on the number m of colors in the cutset coloring of 
G. If m = 1, then G is K2 and we let V = {u, v} as before. If u appears more than ik 
times in n, then M(rc) = {u} = M(rr - u) = M(rr - u). If u and v both occur exactly 
ik times in rc, then M(z) = {u,u}, while M(n - U) = {u} and M(rc-- u) = {u} so we 
are done with this case. 
Now assume the theorem is true for less than m colors with m > 1 and suppose 
that G has m colors. Let G,, GZ be a split of G and let G’ be the associated contrac- 
tion. If lrc,I > 1~~21, then G, contains more than half of each vertex deleted subprofile 
71 -x, and we are done by the induction hypothesis, Lemma 2 and Theorem 3. Now 
assume lrc,/ = 17~21. For each xi in 712, we have M(n’ -x!)cGi, and M(n -xi) = 
i,[M(n’ -xi)]. Also, for each Xj in 7~1, we have M(rr’ -xi) C Gi, and M(n -x,) = 
~,[M(x’ - ::)I. The result now follows from Theorem 3, the induction hypothesis and 
Lemma 2. 0 
4. The median procedure in median graphs 
Let G = ( V,E) be a connected graph, so that ( V, d) is a metric space with d the 
usual geodesic metric. A consensus function on G is just a function L : V* --t 2” \ { 0). 
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Our primary aim in this paper is the consensus function referred to previously as the 
median procedure Med (= M). Consensus functions on graphs that are the covering 
graphs of various types of partially ordered sets have been studied extensively (cf. 
[6, 7, 11, 12, 141). Here consider L also as a “location” function that returns a set of 
“best location” vertices for a profile of vertices. Our goal will be to characterize Med 
on graphs in terms of properties that are easily explicated from the location theory 
point of view. The terminology used for the first three properties is fairly standard (see 
[9]). The last two conditions are introduced here. 
Let L be a consensus function on G. 
Anonymity (A): For every profile rc = (xi,. . . , xk) E Vk and permutation Q of 
{l,..., k}, 
L(z) = L(#), where rc” = (x,(i), . . . , X,(k)). 
Consistency (C): If L(z) n L(z’) # 8 for profiles rc and rr’, then 
L(zz’) = L(n) n L(n’), where rcrc’ is the concatenation of n and rc’. 
Faithfulness (F): L((x)) = {x} for all vertices x in V. 
Betweenness (B): L((x, y)) = 1(x, y) for all vertices x, y in V. 
Convexity (K): Let 71 = (xi,. . . , xk) be a profile of length k 3 2 in G. If n%, 
L(x -xi) = 8, then L(z) = Con(l& L(n -xl)). 
It can readily be shown that M satisfies (A)-(C) on any metric space and thus these 
axioms are important for this reason alone. Also, (A)-(C) and (F) all have desirable 
natural interpretations in location and consensus situations. Property (K) is a more 
complex axiom which is needed to characterize M on arbitrary median graphs, and 
reflects the rich structure of these graphs. 
It is easy to see that if L satisfies (B) and (C), then it satisfies (F); if L satisfies (F) 
and (K), then it satisfies (B); if L satisfies (F) and (C), then L((x,x,. . , x)) = {x}; 
and if L satisfies (C), then L(nmc . . n) = L(n). 
We can now present one of our main results. 
Theorem 9. Let G be a median graph and L be a consensus function on G. Then 
L = A4 if and only if L satisjies (A), (C), (F), and (K). 
Proof. It is easy to show [6] that M satisfies (C), and it is obvious that A4 satisfies 
(A), (B), and (F). (In fact, M satisfies these conditions on any finite metric space.) 
By Theorem 8, M satisfies (K). 
For the converse we induct on the length k of the profile rt. For k = 1, L((x)) = {x} 
by 0% SO L((x)) = M((x)). For k = 2, L((x,y)) = Con({x, Y}) by (F) and (K), 
Con({x,y}) = I(x,y), since we are in a median graph, and 1(x, y) = M((x, y)) by 
(B). Now let rc be a profile of length k > 2 and assume L(d) = M(d) for all profiles 
n’ with )~‘1 < k. 
If k is even, then M(Z) = Con($, M(rc -xi)), by Theorem 8. In case 
nf=i M(n - Xi) = 0, we are done by the induction hypothesis and (K). So suppose 
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that & M(z - xi) # 0. Since (rt - xi) is odd, each set M(rc - xi) is a singleton. 
Hence there is a vertex w such that M(rt -xi) = {w}, for i = 1,. . . , k. SO we have 
that M(~c) = Con(& M(rr -xi)) = {w} = nf=, M(n -xi), and we are done by the 
induction hypothesis and (C). 
If k is odd with k = 2m + 1, then M(rc) = nf=, M(rc -xi) by Theorem 7. By the 
induction hypothesis, M(rc) = fl:=, L(x -xi). Since M(rr) # 8, property (A) and 
repeated use of (C) gives M(n) = L(xi,. . . , x1,x2,. . . ,X2,. . . ,Xk,. . . ,Xk) with the ith 
element xi of 7c appearing exactly 2m times. Using (A) and (C) again gives us 
L(7r) = M(n). LZ 
5. Cube-free median graphs 
Since M satisfies (A)-(C) in any metric space, it is interesting to see what conditions 
need to be imposed on the space so that these three very simple conditions characterize 
M. In particular, we will show that when we consider a restricted class of median 
graphs, these properties characterize the median procedure on these graphs. Before 
doing this we will establish some results for these graphs. 
If G is a median graph with split Gi, G2, then Flz is an extremal color if, say, 
Gal = Gr, and Gr is then called an extremal subgraph. Otherwise formulated, Gi is 
an extremal subgraph of a median graph if there exists a split Gr, G2, such that, in the 
contraction G’, the subgraph Gi is contained in Gi, i.e., V’ = Vi. As examples, the 
end vertices of a tree are extremal subgraphs and the (n - I)-subcubes of an n-cube 
are extremal subgraphs. The following theorem was proved in [ 181. 
Theorem C. If G is a median graph with split G1, G2, then G,, as well as Cl, contains 
an extremal subgraph. 
The proof of Theorem C amounts to the following. If Gi is not extremal, then we 
may choose a vertex x in Gi - Car adjacent to some vertex y in Goi. One then shows 
that the color of xy does not occur in G2, and hence also not in Goi. If HI, H2 is the 
split of this color, with x in Hi, then it follows that HI C G1 - GOI. If necessary, one 
then repeats the argument for HI. From this proof we infer the next result. 
Corollary 10. A subgraph G1 of a median graph G is extremal if and only if there 
is a split Cl, G2 and no color occurs only in Cl. 
Two splits Cl, G2 and HI, H2 of a median graph G, or their associated colors, are 
crossing if Gi pi Hj # 0 for i, j = 1,2. If we contract G with respect to any other split 
to obtain G”, then Gr, G2 and HI, Hz are contracted to respective splits Gy, Gi and 
Hr, Hi’ in G”. Since nonempty subgraphs are contracted to nonempty subgraphs, we 
have Gj’ n H,!’ # 0 in G”, for i, j = 1,2. Thus Gi’, Gt and Hy, H/ are crossing splits 
in G”. Note that Corollary 10 implies that, for a split Gi,G2 of G, the subgraph Gr 
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is extremal if and only if each color occurring in Gi crosses F12 (see [18]). We use 
this fact in the following theorem. 
Theorem 11. Let G be a median graph. Then G contains n pairwise crossing splits 
if and only if G contains an n-cube as an induced subgraph. 
Proof. If G contains an n-cube Qn, then the n colors of Qn extend to n pairwise 
crossing splits because of the 4-cycle property of cutset colorings. 
Assume G contains n pairwise crossing splits G:, Gt for k = 1,. . . , n. Without loss 
of generality, we may assume that G has no other splits. Otherwise we could contract 
these, and the contraction would still have the n pairwise crossing splits, and the 
existence of an n-cube in the contraction yields an n-cube in any expansion. 
Consider any colorhalf G,k of G. Since any other split @,G!i, with j # k, crosses 
the split Gf, Gt, the color Fi’2 occurs in Gf and Gi. Hence Gf and Gt are extremal, 
and color Ff; yields an isomorphism between G: = G,k, and Gt = G&. The colors 
F{‘2, with j # k, give rise to n - 1 crossing splits in G;k as well as Gg. Hence, by 
induction on the number of colors n in G, we may conclude that both Gf and Gt are 
(n - 1)-cubes, so that G is an n-cube. 0 
Corollary 12. A median graph G has no crossing splits if and only zy G is a tree. 
Proof. If G has crossing splits, then by Theorem 11, G contains a 2-cube, which is a 
4-cycle. 
Conversely, assume that G contains a cycle ui u2 . . . ukul. Let Fi2 be the color of 
ui ~2, and let UiUi+i be the next edge of color Fi2 going along the cycle. Then the path 
al2 . . Ui is on one side of the split Gi2, and i 23. Now, in the path Ui+l . ’ . u,I&l, there 
must be an edge with the same color Si2 as ~2~3. Clearly Fi2 and 5’12 are crossing 
colors. 0 
Two vertices u and v of G are diametrical or are a diametrical pair if d(u,v) = 
diam(G) = max{d(x, y) : x, y E V}. Note that if G is an interval Z(u, v), then u 
and v are diametrical. A graph G is cube-free if G does not contain the cube Qs as 
a subgraph. Trees and grids are cube-free median graphs, as is the subgraph of Qn 
induced by the O,l-vectors with at most two l’s (i.e. the vectors of weight at most 2). 
Theorem 13. Let G = (V, E) be a cube-free median graph, and let rc be an even projile 
on G with 17~1 = 2k such that 1~11 = (n21 f or each split G1, G2 of G. Then, there is 
a permutation o of { 1,. . . ,2k} such that nQ = (zl,zz,. . . , z2k) with V = Z(z2j_1,z2j), 
for j = l,...,k. 
Proof. First we prove that z contains two vertices x and y such that V = 1(x, y). 
Note that such vertices are diametrical. From Theorem 3, we have M(rc) = V. First 
assume that G has no crossing splits. Then G is a tree. Now M(z) = V implies that 
V contains all endvertices of the tree G. Since all splits are equal, this implies that G 
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is a path between two vertices u and v with u and v both occuring k times in TC. So 
we may take x = u and y = v. 
Now assume that G has a pair of crossing splits. We will use induction on the number 
of colors m in G. If G has only two splits, which necessarily cross by Theorem 11, 
then G is a 2-cube and rc must contain two diametrical vertices of G. Now let m > 2. 
Suppose Al, A2 and Br, B2 are crossing splits in G, and let Gi, G2 be a split different 
from AI, AZ and Bl, B2. By Theorem 11, the split Gr, G2 cannot cross with both A,, A2 
and BI, Bz. Assume Gi, G2 and Al, A2 do not cross. Without loss of generality we can 
assume Gr is fully contained in Al, so that A2 is fully contained in G2. Take any 
vertex 2.42 in Ga2 with neighbor ui in Gsi. Then ur is in A 1, so u2 is in Al as well 
since otherwise, the edge ulu2 would be in the color of GI, GZ as well as Al, AZ. So 
A2 is contained in G2 - Go2. Now 7c is equally distributed over Gr and G2 as well as 
over Al and A2. Hence half of rt is located in Gi , and the other half of 7-r is located 
in AZ, and no vertices in z are located in Al \ G1 or G2 \ Al. 
We now contract the color Fi2 between Gi and G2, thus obtaining the median graph 
G’ as we have done before. Let Ai and Bi be the subgraphs of G’ corresponding to Ai 
and Bi respectively, for i = 1,2. Then G{ is contained in A’,, and Ai is contained in 
Gi, and A’,, A: and Bi, Bi are crossing splits in G’. Furthermore, any colorhalf of G’ 
contains exactly half of n’. By induction, G’ is an interval Z(x’, y’), for some vertices 
x’, y’ of G’ such that x’, y’ are in rr’. Clearly x’ and y’ are in different sides of each 
color of G’, say, x’ is in A’, and y’ is in Ah. Note that the half of rc’ in A’, lies in G{, 
so that x’ is in Gi, and y’ is in Gi. In expanding G’ with respect to Cl,, Gi, we get G 
equal to 1(x, y), where x = 1$,(x’) and y = iz(y’). Since Ai is contained in Gi - G& 
it follows that each vertex of Ai is lifted to a unique vertex of G. Since y’ is in rc, 
we know that y is in rr. If x’ is in Gi - GA, then we conclude similarly that x is in 
rr. If x’ is in GA, then x = Ai and x2 = i(x’) are vertices of G with x in Goi and 
x2 in G02. Since X’ is in n’, at least one of x and x2 is in n. Now, the vertices of rc 
are either in Gr or in A2 C G2 - Ga2, so x2 is not in 71 and x is in rc. Thus, we have 
shown the existence of vertices x and y in rr with V = 1(x, y). 
To conclude the proof, observe that x and y are on different sides of each split 
(otherwise, because of convexity of colorhalves, 1(x, y) = V would be on one side). 
Hence rt - (x, y) is a profile such that half of it is on one side and half on the other 
side of each split. By induction on the length of n, we are done. 0 
Let G be a median graph with split Gi, G2, and let rc be a profile in G. We call Gi, G2 
an unequal split (with respect to rr) if 1rci1 # (7121, ‘. ‘f I e , I TC is unequally distributed 
over the colorhalves Gr, G2. 
Theorem 14. Let G be a cube-free median graph, and let II be a projile of length 2k. 
Then, there exists a permutation CJ of { 1,. . . ,2k} with za = (xl,. . . ,x2k) such that 
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Proof. We use induction on k. For k = 1, the assertion is trivially true, since M 
satisfies (B). Now assume k > 1. The induction hypothesis tells us that any subprofile 
of rt of length 2k-2 can be written as (yi,..., Y2k_2) such that the median set of the 
subprofile is precisely the intersection of the intervals Z(Yzi_ 1, y2i), for i = 1, . . . , k - 1. 
Now we use induction on the number m of unequal splits to show that M(rc) can 
also be written as the intersection of k appropriate intervals. If m = 0, then we are done 
by Theorem 5 and Theorem 13. So assume that Gt, G2 is an unequal split with, say, 
]rci 1 > In21. Since rc is even, we have 1rci) - 2 2 17121. Using our standard notation, we 
let G’ and rc’ denote the contractions with respect to the split Gt, G2. By the induction 
hypothesis on m, we can write rc’ as (y’, , . . . , yik) such that 
M(72) = i)z(_Y~i-l,Yii). 
i=l 
Because Ix1 I - 2 2 17~21 and A4 satisfies (A), we may assume that y2k--1 and y2k lie 
in G,, so that Y;,_, and Y;k both lie in Gi. Set X2&_l = Y2,&1 and x2k = Y2k. Since 
0 # MC74 c n;il z(Y;i_l> y:,>, we know, since A4 satisfies (B) and (C), that 
k-l 
M(YL... ,YJk-2)) = nz(Yki-l,Y;i). 
i=l 
Since ]7ci] - 2 > I ‘I , rc2 , we infer from Theorem 3 that nt[k’(?? - (Ykk__l,Y&))] ck!(7C 
+2k-lyX2k)). Hence 0 # n~[M(n’)l =~l[n~=,Z(Y~i-,,~~i)I = ~l[n~~~‘Z(Y:i-,,~:i)In 
h[~(y;k_,,y;k)] = h[M(n’ - (y;k_l,y;k))l n Z(X2k-l,X2k)(I”(n - (X2k-l>XZk)) n 
Z(X2k_l,X2k). So, by (B) and (C), we know that M(rc)=M(rr - (.Qk-_1,X2k)) nz(XZk-1, 
X2k). By the induction hypothesis with respect to k, we may Write n: - (X2,&l,X2k) 
as (xi,..., X2k-2) such that M(n - (X2k_l,X2k)) = &ll Z(X2i-l,X2i), SO that M(7’C) = 
n&t Z(xzi_1 ,xxi), where rc” = (x1 , . . . ,X2k) for some permutation Q of { 1,. . . ,2k}. q 
We can now present our second main result, 
Theorem 15. Let G be a cube-free median graph and let L be a consensus function 
on G. Then L = M if and only if L satisjes (A), (B), and (C). 
Proof. Assume L satisfies (A)+C). Using induction on the length of n, we will prove 
that L(n) = M(n) for all profiles rc. 
By (B) and (C), we have L(x) = L(x) n L(x) = ,5(x,x) = Z(x,x) = {x} = M(x). 
Now let x be a profile of length k > 1. If k is odd, we conclude in the same way as 
in the proof of Theorem 9, using (A) and (C), that L(n) = M(n). If k = 2m, then by 
Theorem 14, we can write rc = (xi , . . . ,xzm) such that M(x) = n;=, Z(x2i-i,X2i). By 
(B) and (C), we conclude that L(x) = M(rc). 0 
We note again that Vohra [21] essentially had the above characterization for A4 in 
the special case when G is a tree. 
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We now briefly consider two other types of consensus or location functions that 
have been discussed in the literature. For a profile 7~ on G, and for two vertices 
x,y of G, let X(X, y) be the subprofile of rc consisting of the elements of rr that are 
strictly nearer to x than to y in the geodesic metric. The plurality procedure (Plur) 
and the Condorcet procedure (Cond) are the consensus functions on G defined as 
follows: 
Plur(7c) = {x : /71(x, y)i 2 /n(y,x)I for all y #x}, 
Cond(n) = {x : In(y,x)l <$nj for all y #x}. 
Clearly we have Plur(rr) c Cond(n) for any profile rc. The following result is due 
to Bandelt and Barthelemy [4], but it also follows immediately from Theorem 3 by 
induction on the number of colors. 
Theorem D. Let G be a median graph, and let n be a projile on G. Then, x is u 
median vertex of n if and only if 1x(x, y)i 3 $7~1, for all neighbors y of x. 
Thus, in a median graph we have, for any profile ‘II, Plur(n) C Cond(n) c M(z). In 
[4] it was proved that for cube-free median graphs, equality holds. Note that we are 
using slightly different terminology from that found in [4]. We next give a different 
and more detailed proof of this fact. 
Theorem 16. Let G be a cube-free median graph, and let rc be a projile on G. Then 
Plur(7c) = M(7c). 
Proof. The following fact is evident for any vertex x in some interval Z(u, v) and for 
any other vertex y: if one of U, v is strictly nearer to y than to x, then the other is 
strictly nearer to x than to y. We consider two cases. 
Let 71 = (VI,..., @k+r ) be an odd profile. Of course, any vertex of G may occur 
more than once in n. But we now consider the vertices of rt as being labeled, and as 
such, each labeled vertex in rc occurs exactly once in n. By Theorem 14, the subprofile 
‘IC - Vj can be written as (ztj, . . ,z~k,j) such that 
M(n - Vj) = i)l(Z2i-*,j~ZZ?i,j)r 
i=l 
for j = l,..., 2k + 1. By Theorem 7, since k > 1, we then have 
2k+l k 
M(7C) = n nI(Z2i-l,j,Z2i,j). 
j=l i=l 
In the multiset Z = {z~J,z~J,. . . ,z&l,z1,2,. . ,z2~k+l}, each labeled element Vj of ?r 
occurs exactly 2k times. Now let x be the (unique) median vertex of rt. Then x is 
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Fig. 2. 
in each interval f(Z2i_r,jrZ2i,j). Let Y be any other vertex. If some Zi,j of 2, say V, 
from 71, is nearer to y than to x, then the 2k elements of Z corresponding to ut are 
nearer to y than to x. These 2k elements determine uniquely, by the above inter- 
vals, 2k other elements of 2 that are nearer to x than to y. Hence, at most half of 
the elements of 2 are nearer to y than to X, and the remaining elements of 2, at 
least k(2k + I), must be nearer to x than to y. Among these are at least k + 1 dts- 
tinct labeled elements from II. Therefore Iz(x, y)[ s (z(y,x)(, so that x is a plurality 
vertex. 
The case of even profiles follows similarly with an easier argument since we need 
only Theorem 14 and do not need to consider multiplicities. 0 
Theorems 15 and 16 imply that, on cube-free median graphs, the plurality proce- 
dure and the Condorcet procedure are also characterized by (A)-(C). For arbitrary 
median graphs, the situation is fundamentally different as is shown by the cube Q3 
in Fig. 2. 
Let 7~ be the profile of black vertices. In this case we still have Plur (n) = Cond(n) 
equal to the set of the white vertices. But, on the other hand, M(E) consists of the set 
of all vertices. Now let p = (x, y). Then we have Plur(p) = (x, y},Plur(n,p) = {x,y}, 
and Plur(rc) fl Plur(p) = {y}. Thus Plur is not consistent. Note, however, that Plur 
does satis% (A) and (B) on arbitrary graphs and is “subconsistent” in the sense that 
Plur(n) f? Plur(p) 2 Plur(n, p) for profiles 7t and p. The problem of finding characteri- 
zations for when a consensus function on a (median) graph is Plur, or Cond, remains 
open. 
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