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ABSTRACT 
Many orthogonal factorial designs can be defined by abelian group morphisms. By 
juxtaposition of such designs, useful nonorthogonal designs can also be obtained, 
including the classical generalized cyclic designs, as well as a new kind of one 
replicate factorial block designs. Their efficiencies are easily computed by means of a 
complex reparametrization based on the irreducible characters of the groups involved. 
The theory extends to the “group generated” designs defined by Bailey and Rowley, 
in which the group is not necessarily abelian. In some cases, we give explicit formulas 
for the efficiencies of these latter designs. 
1. INTRODUCTION 
Abelian group theory may be used to construct many orthogonal frac- 
tional replicates or block designs in confounding, as described in Bailey [l-3] 
and Kobilinsky [ll, 121. In these designs, abelian group structures are given 
to the set of experimental units, the set of treatments, and, for block designs, 
the set of blocks. The mapping assigning a treatment, or a block, to each 
experimental unit is then chosen among affine mappings, which are the 
composition of a group morphism and a translation. 
Using a complex reparametrization, associated with the irreducible char- 
acters of the groups involved, a very simple description of aliasing can be 
given. One of the purposes of this paper is to show how the same type of 
reparametrization can be used to obtain the efficiency factors for the con- 
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trasts of interest in some more complicated situations, in which the set of 
units is identified with a disjoint union of abelian groups and the mapping 
assigning the treatments (or blocks) is affine on each of these groups. 
Generalized cyclic designs [B] can be obtained in that context. For them, the 
complex information matrix is block diagonal. Each block involves only one 
treatment effect, and the corresponding efficiency factor is quite easy to 
derive. 
With this complex reparametrization, we also analyse another new scheme, 
which gives a useful method of blocking for single replicate factorial designs 
(Section 7). Indeed, with two or more replicates, it is possible to balance the 
loss of information due to the blocks over the replicates, by confounding 
different sets of degrees of freedom in the different replicates (see Bose [5]). 
But with only one replicate, even if there is a restrictive model on treatment 
effects, total confounding is generally inadequate. The method presented 
here gives then an alternative which leads to a certain balance in the loss of 
information. Its principle is to realize the division into blocks in two steps. In 
the first step, only negligible effects (generally high order interactions) are 
confounded. This step gives a limited number of macroblocks. In the subse- 
quent division of macroblocks into blocks, the loss of information is balanced 
over the effects of interest by confounding different sets of degrees of 
freedom in the different macroblocks. 
Both generalized cyclic designs and the preceding scheme are particular 
cases of the group generated block designs studied by Bailey and Rowley [4]. 
It is therefore natural to devote part of this paper to these block designs 
(Sections 5, 6). In fact, there is a way to obtain some of these designs which 
parallels the process described at the beginning of this introduction: the set of 
units is identified with the set G/A of left cosets of a subgroup A of the 
finite group G. The mapping assigning a treatment, or a block, to each 
experimental unit is defined by the canonical surjection from G/A onto the 
set of left cosets G/B of a subgroup B containing A. We shall show that any 
of the group generated block designs of Bailey and Rowley (BR) can be 
generated by juxtaposing such simple designs. After having reparametrized 
with complex parameters as in the abelian case, we will then generalize an 
explicit formula for the efficiency factor of treatment contrasts given by BR 
in the abelian case to designs based on arbitrary groups (but satisfying a 
criterion given by BR which guarantees their general balance). In that 
formula appears an irreducible character of the group. When this character is 
linear (as is always the case with abelian groups), we shall see that it is in fact 
possible to give a simpler formula. 
Before studying these designs, we will introduce some results about the 
complex model (Section 3). We shall see that their use can notably simplify 
the calculations leading to the estimates and their variances, as well as the 
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demonstration of optimality of certain 
and 6.5). 
orthogonal designs (Sections 4 
2. PRELIMINARIES 
We first recall some notation and results about abelian group generated 
design, in order to motivate the following developments. 
Suppose there are v crossed factors, having ml, m2,. . . , m, levels respec- 
tively. The levels of the ith factor are labeled by the elements 0, 1, . . . , m, - 1 
of the cyclic group of order mi, denoted by C,. The set of m = ml X . . . X m, 
treatments can then be represented by the product group T = C, X . . . X C,,. 
The elements of T are the v-tuples t = (tl,. . . , t,), where ti E Ci, and its 
addition is defined componentwise: 
(t 1 )...) t,)+(t; )...) t;)=(tl+t; )..., t,+t;) 
The vector 7 of treatment effects is an element of the real vector space RT 
of dimension m, which is naturally imbedded in the complex vector space Cr. 
CT is equipped with the usual scalar product defined by 
(x, y) = X’Y. (2.1) 
A useful reparametrization is obtained by decomposing 7 on the orthogonal 
basis of C’ constituted by the irreducible characters of the group T [12, 14, 
171 ([ 141 calls them simple characters). To give these characters explicitly, we 
let TX=C1 x ... x C,, be a group isomorphic to T and define a duality 
between T and TX by 
Y 
[t”,t] = c tix tiM/mi (modulo M), 
i=l 
(2.2) 
where t=(t, ,..., t,)ET, t”=(tr ,..., tvx)ETX, and M is any common 
multiple of m,, . . . , m,. 
For 17 a primitive Mth root of unity (for instance 77 = e21iilM), we 
associate to each tx E TX the vector dX, the tth coordinate of which is 
q[tx’tl: 
$X(t) = v[w 
(2.3) 
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These vectors are precisely the irreducible characters of T. They are orthogo- 
nal for the usual scalar product of Cr, and they have the same square norm, 
which is the number JT 1 of elements in T: 
(~fx,$x)=O for tx#sx, (q’“, ltx) = ITI. (2.4) 
The decomposition of 7 on the basis (qtx) can be written 
7= c ? %xll 
t”ETX 
where 
(2.5) 
(2.6) 
The nature of the complex parameter + can be immediately deduced from 
the nonzero elements in t x = (t :, . . . , t: ). For instance: 
(1) If t x = (0,. . . ,O), then (Y~X is the general mean: 
c &...J”) at” = 
t,,...,t, ITI . 
(2) If tx=(t;,O,..., 0), where t: f 0, then (Y~ X is a contrast between the 
marginal means for the different levels of factor 1, and hence belongs to the 
main effect of factor 1: 
(3) If tx=(t;,t;,O )...) 0) with tr # 0, tz # 0, then otX belongs to the 
interaction between factors 1 and 2, and so on. 
The subsets of elements t x associated to a given effect (we include under this 
denomination interactions as well as main effects) are thus easy to identify. 
An important property of these subsets, which will be often used later, is that 
they are stable under the operation t x I--) - t x. 
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In many circumstances, some effects are assumed to be zero, SO that the 
real vector 7 satisfies the relation 
7= c tX> UtX rl (2.7) 
tXESX 
where S x includes all tx associated to nonnull effects. It must be noticed 
that Sx contains the opposite of any of its elements, and that the parameters 
associated to opposite elements of Sx are conjugate: atX = Z-,x. If tX = - t ‘, 
then (Y,” is thus a real parameter. But if tx# - tx, cxtX and (Y_~X are 
complex, and hence cannot be given an interpretation. We could replace 
them by two real parameters of the same nature, as is done in [12]. However, 
calculations are easier if the estimation is carried out directly on complex 
parameters and results on real parameters derived subsequently. Indeed, any 
real linear form of 7 can be expressed as a linear form of the vector 
(Y= (a,x),x E sX of complex parameters. The point, made precise in the next 
section, is then that the least squares estimate of that linear form and its 
variance can be derived from the model written as a function of (Y exactly as 
if OL were real. The normal equations in this last model, which will be called a 
complex linear model, can be very simple, and the calculations consequently 
quite simplified. 
To write the model more precisely, suppose that the experimental design 
is defined by the function u ++ q(u) assigning to each experimental unit 
u E U the associated treatment in T. Suppose also that the expectation of the 
explained variable y on unit u, denoted by y(u), depends only of the 
treatment q(u): E(y(u)) = ~((P(u)). Using (2.7) and (2.3), we can express this 
expectation as a function of the parameters +: 
E(y(u)) = c CY~XTJ’~~~~(~)‘. (2.8) 
txssx 
In matrix notation, this becomes 
E(y) = Xa, 
where 
Y = (YW”E” is the 1 U 1 X 1 vector of observations, 
X=(~[tX,p(u)l)uEU.tXESX thedesignmatrix, 
(2.9) 
a= btX hS” the vector of complex parameters. 
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The stability of Sx under the operation s x H - s x insures that the parame- 
ters in a and corresponding columns in X are either real or conjugated in 
pairs. This is the only property which will be needed in the development of 
the next section. 
When QJ is a group morphism, X has an especially simple structure. Let 
U be decomposed as a product of K cyclic groups, and M be an exponent of 
the two groups U and T (i.e. a common multiple of the orders of the cyclic 
groups in the decompositions of U and T). ‘p can be represented by a u x K 
matrix. There is a dual morphism from TX into Ux (see [12]), whose K X u 
matrix ‘px satisfies 
WET, VtXETX, [t”,cpu] = [‘pXtX,u] (2.10) 
[ cpu, the product of the matrix QJ with the vector u = (ur, . . . , u,)‘, is equal to 
the image q(u) of u E U by the morphism cp]. The column of index t x in 
X is then (~[tX~~“])uEI,=(~[~XtX~u])uEI,=~~XtX. Thus the columns of in- 
dices t f and ti are either equal if 9)’ t r = q ’ t:, or orthogonal. 
In the situation described above, there are Y crossed factors respectively 
associated with the components of the product T = C, X . . . X C,. Other 
situations where there are nesting relations between factors can be handled in 
a similar way. The set of treatments is also represented by a product 
T=C,x ... x C, of cyclic groups. The levels of a factor can be defined by 
the values of any morphism defined on T, and not necessarily by the values of 
the coordinates on C,, . . . , C,. The parameters o+ are also of interest in these 
situations, and their nature (type of effect) can be deduced from t x. We refer 
to Kobilinsky [12] for a more detailed account. 
3. THE COMPLEX LINEAR MODEL 
3.1. The Model 
We consider the linear model 
E(y) = X% var(y) = u2Zn, (3.1) 
where y is the n x 1 vector of observations, X the n X p design matrix, 
which has complex coefficients, and (Y the p X 1 vector of complex parame- 
ters. We suppose, as is the case in (2.9) that the parameters in (Y and 
corresponding columns in X are either real or conjugate in pairs. More 
precisely, let J be a set indexing the different parameters, and denote by LY i 
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the j th coordinate of LY and by x j the j th column of X. The above hypothesis 
amounts to the existence of an operation j * - j in J, satisfying - ( - j) = j, 
such that 
Vj E 1, ‘-j J> =X. (3.2) 
Qj E J, Kj = aj. (3.3) 
To simplify notation the set of vectors (Y = (aj) satisfying (3.3) will be 
denoted by 0: 
O= {aIVjEJ, K~=‘Y~}. (3.4 
(3.3) can be replaced by the following apparently weaker statement [suppos- 
ing (3.2) true]: 
Xa is a real vector. (3.5) 
It is clear that (3.3) implies (3.5). Conversely, if Xp, where p E CP, is a real 
vector, then it is possible to find (Y satisfying (3.3), i.e. belonging to 0, such 
that Xol= Xp. To find this OL, we split the terms pjx j with j = - j, and the 
partial sums pjx j + p_ jx_j with j z - j, into their real and imaginary 
components. Xp, being real, is equal to the sum of the real components, 
which are 
for j= -j: 
.B(pjxj) = ajxj, where aj=a(Bj)> 
for j# -j: 
(PjXj+P_jX_j)+(~jXj+~-j’_j) 
2 
= 
(fij+~_j)xj+(P-j+Bj)x-j 
2 
= cyjxj + “_jx_j’ 
234 
where 
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aj = 
Pj + P-j 
2 
and a_j= ‘-j+‘. 
2 
The cyj defined above are the coordinates of the sought vector (Y. 
The expectation model can be written in a more geometrical form: 
E(y) E EnR”, (3.6) 
where E is the subspace Im X of C”, which is self-conjugate: 
The following proposition gives 
which will be used in Section 6. 
E=E (3.7) 
an interesting property of such a subspace, 
PROPOSITION 3.1. Any self-conjugate subspace of C” has a real basis. 
Proof. Let E be a self-conjugate subspace of C”. We form by recurrence 
a basis of E which belongs to R”. Suppose that the first k vectors e,, . . . , ek of 
this basis have been chosen, where k < dimE. Let x be a vector of E outside 
the space H generated by el,...,ek in C”. Then x+X and ix-i.? are two 
real vectors of E generating the same subspace as x and X. One of them does 
not belongs to H and can be chosen as ek+ r. n 
3.2. Least Squares Estimate 
The least squares estimate of E(y) under the model (3.6) is the orthogonal 
projection of y on the subspace EnR” of R”. The next proposition states that 
this projection is identical to the orthogonal projection of y on the subspace E 
in C”. 
PROPOSITION 3.2. Let P be the operator of orthogonal projection on a 
self-conjugate subspace E of C”. Then the restriction of P to R” is the 
operator of orthogonal projection on En R”. 
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Proof. For every y E R”, Py is the point of E which is closest to y, and 
hence such that 
Ily - PY II2 = xmb;lly - XII2 
- 
The following equalities then show that Py is the point in g closest to y, that 
is the orthogonal projection of y on i?. 
llY-w2=llY-pYl12=x~E min I(y - x\12 = xm$lly - XII2 = ~>~lly - x(12 
- - 
and therefore, P y is the point in E closest to y, i.e. the orthogonal projection 
of y on E. H 
Let P be the operator of orthogonal projection on the subspace E = Im X 
of C”. If 6 is a vector in Cp such that Py = XB, we shall say, as in the real 
case, that 6 is a least squares estimate of PL. From the orthogonality between 
y - Py and Im X, the following normal equations, where X* = X’, are 
immediately obtained: 
x*x& = x*y. (3.8) 
If (X*X) is a generalized inverse of X*X, we have 
Py=XB= [x(x*x)-(x*x)]&=x(x*x)-x*y; 
hence the expression for P as a function of X is 
P=x(x*x)_x*. (3.9) 
3.3. Real Reparametrization 
To get the preceding results, it is also possible to use a real reparametriza- 
tion. For each OL E 0, we define a real vector of parameters l3 by the equality 
p=hb!, (3.10) 
where N is an invertible matrix such that, for each j, the columns of indices 
j and - j are conjugates. An example of such a matrix is given in [12]. 
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PROPOSITION 3.3. The mapping (Y ++ p is a one to one correspondence 
between 0 and RP. 
Proof. If (Y E 0, No clearly belongs to RP. Moreover, the mapping 
OL e Nrx is injective. The sujectivity follows from the following lemma, which 
implies that NP ‘p belongs to 0 for every l3 E RP. H 
LEMMA 3.1. Let N be a square invertible matrix whose rows and 
columns are indexed by the elements of J. Zf the columns (rows) of indices j 
and - j are conjugate for every j E J, the rows (columns) of N- ’ of indices 
j and - j are conjugate for every j E J. 
Proof. Let R be the matrix of the permutation of J which exchange j 
and - j for every pair of distinct opposite elements j, - j of J. The product 
matrix NR is deduced from N by exchanging the columns associated to 
opposite elements, which are conjugates by hypothesis. Hence NR = %, and 
consequently 
R-‘N-l=@-‘= N-1. 
It follows from the last equality that in N- ’ the rows of indices j and - j 
are conjugates. n 
The expectation model in (3.1) can thus be written 
E(y) = XN-‘fl (3.11) 
where p is a vector of RP (and XN-’ a real matrix). The operator of 
orthogonal projection on XN- ’ is 
p=XN-‘(N*-‘X*XN-‘) N*-‘X*=XN-‘[N(X*X)-N*]N*-‘X* 
= X(X”X) -lx* 
A least squares estimate of p is fi = N&, where & is given by (3.8) and so on. 
3.4. Estimability 
A linear form (Y * (a, (Y) on CP will be said to be estimable in the model 
(3.1) if it admits an unbiased estimate (b, y), in other words if there exists a 
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vector b E C” such that 
V’aEO, (a, CL) = (b, X(Y). (3.12) 
It is easy to see that the subset 0 generates CP. Since (b, X(Y) = (X*b, CL), 
(3.12) implies that a = X*b. Conversely, if a = X*b for a b E C”, then (3.12) 
is satisfied. Hence (a, (Y) is estimable if and only if a E Im X*. 
Moreover, we have (b, Xa) = (Pb, Xa) = (X(X*X)-X*b, Xa) = 
(Xc, Xa), with c = (X*X)-X*b. Hence, the estimability of (a,a) is also 
equivalent to the existence of a vector c E CP such that 
VCLEO, (a, a) = (Xc, X(Y). (3.13) 
It must be noticed that Xc is uniquely defined, even if c is not. 
A linear form (a, a) in the parameters will be said to be real if it is real 
for every (Y E 0. An equivalent condition is that a E 0, i.e. that the coordi- 
nates a j of a associated to opposite elements of J are conjugate: 
vj E I, aj=Lj. (3.14) 
This last condition clearly implies that (a, o) is real for every (Y E 0. Con- 
versely, suppose that (a, a) is real for each (Y E 0. By taking CT such that 
aj=l, (~_~=l, and ak=O for each k# j, we see that aj+aPj is real. 
Taking then (Y such that cyj = i, (Y_ j = - i, and ak = 0 for each k # j, we see 
that i(a j - a _ j) is also real, and the condition (3.14) follows. 
A necessary and sufficient condition for (a, (u) to be simultaneously 
estimable and real is that there exists a real b such that a = X*b. If b is real, 
(a, a) = (b, Xct) is real for every OLE 0, since Xa is then real. Conversely, 
suppose (a, o) = (b, Xa) is real for every (YE 0, and let b = b, + ib, be the 
decomposition of b into its real and imaginary parts. We have (b,, X(Y) = 0 
for (Y E 0; hence X*bs = 0 and finally a = X*bl. 
Moreover, if (a, a) is estimable and real, we can choose the vector c of 
(3.13) to be in 0, i.e. such that 
Vj E .l cj = c_j (3.15) 
[the demonstration is analogous to that of the equivalence between (3.3) and 
(3*5)1* 
In a factorial design, one is concerned with the subsets of parameters 
corresponding to the different effects. In Section 2, we saw that such subsets 
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are associated with subsets of TX which are stable for the operation 
tX c-, - tX. This leads us, in the more general context of the model (3.1), 
to study effects associated to subsets of J which are stable for the operation 
*+_--’ 
J J* 
So let Ji be a subset of J satisfying 
jc.l, 3 -jEI, (3.16) 
By definition, the (real) linear fm of the effect associated to J1 are the 
(real) linear combinations of parameters oj for j E Jr. Let us partition (Y as 
(oL,,, cy,), where rxi is formed by the coordinates of index j in Ji, and X 
accordingly as (X,, X,). Then, the linear forms of this effect are the linear 
forms (a,, q). They are real if and only if the coordinates associated to 
opposite elements of Jr in a, are conjugate. The set of vectors a, = (a j), 
j E Ii, satisfying this last condition will be denoted 0,: 
0, = {a,IVj E Ji, u_~ = Gj}. 
A linear form (a,, or) is estimable if there exists b E C” such that 
(a,, o!i) = (b, X(Y). Since (b, X(Y) = (b, X,+x,) + (b, Xp,), we have a, = 
XT b and 0 = Xc b. Thus b is orthogonal to Im X, and satisfies b = Q,b, 
where Q0 is the operator of orthogonal projection on the orthogonal comple- 
ment of Im X, in C”. Moreover, if b is chosen in Im X (b = Xc), we have 
b = QoXc = QoX1cl, and finally a, = Xi+Q,X,c,. 
Conversely, if there exists ci such that a, = X:Q,X,c,, (a,, q) is an 
estimable contrast of the effect associated to Ii. Then b = QaXrci is the only 
vector in Im X such that (a,, q) = (b, X(Y) for every (Y E 0. The following 
proposition sums up the preceding results: 
PROPOSITION 3.4. A linear fm (a,, aI) is estimubb if and only if 
there exists c1 such that a, = X:Q,X,c,. It is real if and only if the 
coordinates of al associated to opposite elements of I1 are conjugate, or 
equivalently if c1 can be chosen so that its coordinates associated to opposite 
elements of _T1 are conjugate. 
3.5. Estimation of Linear Form of the Parameters 
It is well known that the minimum variance estimate of a real linear form 
(a, a) = (b, Xcx), where b E R”, is 
(a,&) = (b, X&) = (b, Py) = (Pb,y). (3.17) 
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The variance of this estimate is 
var((a,B)) = a’(F’b, Pb) = o’(Pb,b) = a2a*(X*X) a. (3.18) 
Thus, the variance is given by a formula analogous to that used when the 
incidence matrix X is real. The only difference is the replacement of the 
transpose by the conjugate transpose. We don’t have to worry about the fact 
that the expectation space is not the whole Im X, but only the real part of it. 
When b = Xc, the estimate is (b, y) and the variance 02(b,b) = 
a%*( x*x)c. 
If (a, rt) belongs to the effect associated to Ii, it can be written as 
(a,, ar) with a, = X:Q,X,c,. Its least squares estimate is then (QaX,c,,y) 
with variance u2(QOX,c,,Q,,X1ci) = u2c~X~QOX,c, = u2aT(X:QoX,)-a,. 
(The last equality follows directly from the definition of a generalized 
inverse.) 
PROPOSITION 3.5. Let (a,, q) be a real estimable linear form of (Ye. Its 
least squares estimate is (a,, a,), where B, = (X:QoX,)-X:Qoy. The vari- 
ance of this estimate is a2aT(X:QoX,)-a,. 
The matrix X:QaX, will be called the information matrix for (or. 
4. OPTIMALITY AND EFFICIENCY 
4.1. Optimality 
A good design is one which estimates the contrasts of interest with a 
variance as small as possible. Since it is generally not possible to get a 
minimal variance for all these contrasts, one usually defines a global measure 
of variance, such as the determinant, the trace, or the first eigenvalue of the 
matrix of covariance of a suitably chosen set of (real) parameters. 
In factorial design, the different effects do not have the same importance, 
so that it is better, rather than to define an overall measure of variance, to 
consider first each effect separately. 
So, we let Ji be the subset of 1, satisfying (3.16), associated to a given 
effect. X,, Xi, I+,, o+, Qa are defined as at the end of Section 3.4. Finally, we 
let q be the number of elements of Ji: q = l.lll. Since the family of aj, where 
j E Ji, is stable under conjugation, a q X 1 vector pi of real parameters can 
be deduced from (pi by an invertible transformation N having its columns 
associated to conjugate parameters conjugate: 
fll = Na,. (4.1) 
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If all the parameters ai for j E Ji are estimable, then the matrix X:QOX, is 
invertible, and the covariance matrix of the least squares estimator fi, is a2V, 
where 
v= N(X:Q,X,) -‘TV*. (4.2) 
In this paper, we shall only compare designs with the same error variance 
u2, and shall therefore no longer take this parameter into account. 
Since it is sometimes desirable to compare designs with different numbers 
of experimental units, we multiply V by the number n of units to get a per 
unit covariance matrix. We can then use the logarithm of the determinant 
[logdet(nV)], the trace [trace(nV)] or the first eigenvalue [ii,,,( as a 
measure of global variance for this effect. If X: Q-,X, is not invertible, we 
can define this measure to be + co, since such a situation is clearly undesir- 
able if we are equally interested in all the contrasts of the given effect. 
The preceding measures are maybe more clearly defined from the eigen- 
values A i, . . . , A, of the per unit information matrix: 
c = N* -lGvQcJlw’ 
(4.3) 
n 
which is the inverse of nV when V exists. If we adopt the convention that 
l/O = + co, we can write then 
9MC) = clog: [for logdet( nV)] , 
~1(c)=~~ [for trace( nV)] , 
t 
(4.4) 
(4.5) 
4,(C) = ma; [for Lax(n (4.6) 
I 
Kiefer [lo] gave a useful tool to find in some situations the best design(s) with 
respect to the above measures of variance. That tool works in fact for a larger 
family of functions $J of C: 4 is any function defined on the set A of 
symmetric positive matrices of dimension 9 X 9, with values in ] - co, + co], 
J”qJ (3) pue ‘(9) 
‘(e) sa!vadold 1x0.13 uag ~~0~03 11 .'I$ = v aAt?q lipt?aIa afi j~I/(vd3'"~) 
= v pue (axe~su~ .103 cbs = 3) b ‘.-.‘I 35 suogt?~ntu.rad 30 dno& aAg!sut3q 
t? aj 3 uaql lay .(D) madold Aq (v)+= (vd)lf\ aAt?y am ‘d 03 %~p.~o~x? 
SuuIn~o~ puz SMOJ Scu~nurrad nq JT u10.13 pau!elqo ~~WJ_I aq$ yd put, b‘*..‘~ 
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where w is invariant for each permutation of rows and (the corresponding) 
columns of C. 
Still different conditions are given by Mukerjee [15], quoting Sinha and 
Mukeiee [18]. Instead of (c), they require the weaker condition that 4 itself 
is invariant for each permutation of rows and (the corresponding) columns. 
They then replace (b) by: 
(b’) #(cyZ, + PII’) > $(aZ,) whenever a > (Y + ,L?. 
PROPOSITION 4.2. Suppose that the matrix N in (4.3) is unitary and that 
trace[XTxJ(ncr)l~ P f or any of the designs considered. We then have 
trace(C)/9 G p for every C E 9; hence q(C) > Ic/(PI,> for every 4 satisfy- 
ing (a>, (b), and (c). 
N is unitary iff N*N = I,. A simple example of unitary N is obtained by 
taking pj = ai if j = - j and Pi = (aj + (~_~)/a, /3_j =( - icuj + ia_j,/fi 
if j # - j (see [12]). 
Proof. 
ntrace(C) = trace[N*-‘(X:Q,,X,)N-‘1 = trace[(X:QOX,)NP’N*-‘1 
= trace[X:Q,X,] < trace[X:X,] <my/?. 
The first inequality stems from the same inequality for diagonal elements: if x 
is a column of Xi, the inequality for the corresponding diagonal elements is 
llP0xl12 G llxl12. n 
In the model (2.9), all the elements of X, and hence of Xi, are of modulus 
1, whatever the function ‘p defining the design is. Therefore we have 
trace[ X:X,/( nq)] = 1, and the proposition applies with /I = 1. To get then a 
design with corresponding matrix C,, = I,, we must have: 
(I) 00X, = Xi, which means that the columns of Xi are orthogonal to 
the other columns of X. 
(2) X:X, = nZ,. In the context of Section 2, this condition is satisfied if 
the factor associated to the effect considered has equireplicate levels (for an 
interaction, we mean the product factor naturally associated). 
Call a design equireplicate if each of the factors in the model has 
equireplicate levels. With orthogonality defined as in Tjur [19], we have: 
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PROPOSITION 4.3. Zf X has the form given in (2.9) and N is unitay, an 
equireplicate orthogonal design is universally optimal for the estimation of 
any of the factorial effects. 
It should be noted that it is also optimal for the estimation of any 
subspace of real contrasts generated by a self-conjugate subset of parameters 
{“j> j •l! 11)’ 
Proposition 4.3 is the analog, in Tjur’s terminology, of a result expressed 
by Mukerjee [15] in terms of orthogonal arrays. 
When N is not unitary, we get a weaker result by replacing universal 
optimality with D-optimality. Indeed, 
4,(C) = logdet(nV) = logdet[ Nn(X:Q,X,) -lo*] 
= log( det Ndet[ n(X;QaXr) -‘]det N*] 
= K +logdet[ n(X:Q,,Xl) -‘I, 
where K = log(det Ndet N*) is a constant independent of the design. 
Another application of Proposition 4.2 will be given in Section 6.5. 
4.2. Efficiency 
Since we are mainly concerned, throughout this paper, with treatment 
contrasts-that is, with linear forms b*T where b*l = O-we shall speak of 
“contrast” rather than of “linear form of the treatment parameters,” even 
when all the linear forms involved are not contrasts. Moreover, we shall use 
the word “efficiency” instead of “efficiency factor” (as defined in John [9]), 
since we always assume, when comparing different designs, that they have 
the same error variance. 
The efficiency of estimation of a contrast is defined by comparison 
between the variance of estimation in the studied design A and that in a 
reference design A,, ordinarily chosen as a completely randomized factorial 
design with one replication of each treatment. The model for this reference 
design Ar is E(y,) = T = Xp, where 7 is the vector of treatment effects. (Y 
will always be chosen so that X:X, = ]T]Z,. Hence the per unit information 
matrix 0, for (or in A, is the identity matrix: 
(4.8) 
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This is equivalent to saying that the coordinates oi of (Y are orthogonal linear 
forms of r of square norm l]T 1 [this is clearly satisfied by the vector (Y in the 
model (2.9)]. 
The per unit information matrix D in A is 
D = X:QoXl/n. (4.9) 
The efficiency eff(a) with respect to a real contrast a*oi (a E 0,) is 
defined as 0 if the contrast is not estimable, and as the ratio of variances 
a*D,-‘a/a*D-a if it is estimable-i.e., if a belongs to Im D, 
eff(a) = 
i 
0 if a@ImD, 
a*D,- ‘a/a*D- a if aEImD ’ 
(4.10) 
A good way to study the behavior of the design with respect to the 
subspace E of real contrasts of 0~~ is to examine the principal contrasts 
a+,, . . . , a&, where a, is the vector in 0, maximizing eff(a),a, the vector in 
0, maximizing eff(a) with the constraint a 0; ‘a, = 0, and so on. The 
corresponding efficiencies will be called the principal efficiencies. The word 
“basic” has also been used instead of “ principal” to describe similar notions 
in the context of block design [16]. 
By Lemma 3.1, the mapping b -+ a = N*b is a bijection from Rg onto 0,. 
To find the principal contrasts, we can therefore search for the vector b, in 
Rq maximizing eff(N*b), the vector b, maximizing the same quantity with 
the constraint b*ND;‘N*bi = 0, and so on. We then have a, = N*br,. . , 
= N*b,, and the principal contrasts are a+i = b;Nu, = b’,&, . . . ,azcy, = 
$3,. 
Let C and C, be the per unit information matrices for pi in A and A, 
respectively: 
C = N*-‘DN-l C, = N*-‘D,N-‘. (4.11) 
The replacement of a by N*b in (4.10) gives 
eff( N*b) = 
0 if b4ImC, 
b*C;‘b/b*C b if b E ImC ’ 
(4.12) 
The following proposition then follows from well-known results of principal 
component analysis. 
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PROPOSITION 4.4. The principal efficiencies for the subspace E of real 
contrasts of (Ye are the eigenvalues A, > . . . > A, of the matrix CC,- ‘, which 
are equal to the eigenvalues of DDTP’ = XTQ,,Xl/n. If b,,. . . ,b, are the 
corresponding eigenvectors of CC; ‘, the principal contrasts are b; &, . . . , hip,. 
They are equal to ayq,. . . ,a*,a,, where a, = N*bl,. . . ,a4 = N*b, are Ore’- 
orthogonal eigenvectors of DD; ‘. 
Hence studies of efficiency can be made directly on the complex informa- 
tion matrix provided the subset of parameters considered is stable under 
conjugation. 
We shall now suppose that N is unitary, so that C, = I, and CC;’ = C. If 
a global measure of efficiency eff(E) for the contrasts in E is required, a 
reasonable choice is 
eff(E) = $$, (4.13) 
where # satisfies conditions 
Proposition 4.2, if the set 
trace[X:Xi/(nq)] < 1, then 
(a), (b), and (c) of the preceding section. By 
J1 of indices in pi satisfies (3.16) and if 
eff(E) < 1. (4.14) 
The same inequality is in general not guaranteed for a single contrast, 
unless this contrast is in fact a real parameter (Y~ where j = - j, because we 
can then apply (4.14) to the one dimensional subspace E generated by oi. 
5. CYCLIC DESIGNS 
5.1. Zntroduction 
Cyclic designs are block designs obtained by developing cyclically one or 
more initial blocks. A good account on them can be found in David [6]. 
Generalized cyclic designs were defined by John [8] as a generalization of 
cyclic designs using an arbitrary abelian group instead of a cyclic one. Bailey 
and Rowley (BR) [4] studied a still larger class of designs of the same kind, 
the construction of which involves a (not necessarily commutative) group of 
permutations of the set of treatments. 
In order to avoid a multiplicity of notations, we shall group all these 
designs under the general denomination of cyclic designs. This is not a source 
of ambiguity, since the context will always make clear the nature of the group 
246 ANDRE KOBILINSKY 
involved and the precise type of construction. Moreover, the properties of the 
design do not really depend on the group being cyclic or commutative, so 
that there seems to be no reason other than historical to base the terminology 
on these characteristics of the group. 
5.2. Operation of a Group on a Set 
We let T be a set of treatments and G a (multiplicative) group operating 
on T (see [13]). The operation associates to each pair (g, t) in G X T a 
product gt in T. Equipped with this product, T is called a G-set. To each 
element g in G is then associated a permutation up : t ++ g t of T, and the 
mapping g e up from G into the group S, of permutations of T is a group 
morphism. 
We recall that the orbit of an element t in T is the set of all gt for g E G. 
The different orbits form a partition of T. For a given t E T, the set of g in G 
such that g t = t is a subgroup of G called the stabilizer, or fimtor, or 
isotropy group of t. It is generally denoted G,. There is a one to one mapping 
gG, ++ gt from the set G/G, of left cosets of G, onto the orbit of t, and we 
shall often identify these two sets by this bijective mapping. 
We also need the following classical definition: 
DEFINITION 5.1 (G-morphism). Let U and T be G-sets. A G-morphism 
from U to T is a mapping cp satisfying cp(gx) = gcp(x) for every x E U and 
g E G. 
In other words, a G-momhism is a mapping making the following 
diagram, where rg and up 
respectively, commutative: 
are the permutations induced by g on U and T 
‘p 
U-T 
If F is a subgroup of 6, there is a canonical operation of G on the set G/F 
of left cosets hF of F defined by 
g@F) = (&)F. 
If H is a subgroup of G including F, the canonical surjection gF * gH from 
G/F onto G/H is a G-morphism. 
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5.3. Definition and Structure of Cyclic Designs 
In the simplest case, a cyclic design is the set of blocks obtained by 
applying the permutations induced by the elements of G to an initial block. 
Such a set of blocks will be called a cyclic set. More generally, a cyclic design 
consists of a combination of several cyclic sets, possibly equal. 
Following BR, we shall allow the initial block to be a multiset of 
treatments. Roughly speaking, a multiset is a set K = {t,, . . . , tk} which can 
contain the same element several times. To define it more precisely, we must 
specify the set [K] of distinct elements and the number of occurreuces of 
each of these elements. Hence a multiset K can be defined as a function K 
from [K] into the set N of natural numbers: K(t) is the number of times t 
appears in the multiset K. A multiset K can also be defined as a sequence 
(t i,. . . , tk), provided sequences containing the same elements with the same 
numbers of occurrences are identified. We shall of course speak of a multiset 
of treatments when the elements of the multiset are treatments. 
From the operation of G on T, an operation of G on multisets of 
treatments is derived: 
dt I,..., t,)=(gt,>...&,) 
With this notation. we have: 
DEFINITION 5.2 (Cyclic set). Let K be a multiset with elements in the 
G-set T. The cyclic set with initial block K is the block design whose blocks 
are the multisets in the orbit of K. 
In BR terminology, this is called a thin (G, y) design. y refers to the 
partition into blocks of the set of experimental units. 
In John [8] and David [6], the term “cyclic set” means the design having 
one block gK for every g, and the design given by Definition 5.2 is called a 
“fractional” cyclic set. However, it is clear that the former design consists of 
repetition of the latter, and has therefore no special interest in itself. So, we 
prefer to use the more concise denomination “cyclic set” for the basic design 
given by Definition 5.2. 
DEFINITION 5.3 (Cyclic design). Let K,,.. ., K, be multisets with ele- 
ments in the G-set T, and B,,.. ., Bd be the sets of blocks of the cyclic sets 
having respectively K,, . . , K, as initial blocks. Then the cyclic design with 
initial blocks K,, . . . , K, is the block design having the disjoint union of 
B 1,. . . , B,, as set of blocks. 
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In BR terminology, it is called a (G, y) design. If K,,. . . , K, are equal, 
the cyclic design is said to be homogeneous. The cyclic sets defined by John 
and David are thus particular cases of homogeneous cyclic designs. 
Theorem 5.1 below gives a sufficient and necessary condition for a block 
design to be a cyclic design, in term of G-morphisms. A block design can be 
seen as a pair ((or, cps) of mappings from the set U of experimental units into 
the set T of treatments and the set B of blocks respectively: Q+(U) and cps(u) 
are the treatment and block assigned to unit u. 
THEOREM 5.1. A block design (q+, cp*) is a cyclic design with treat- 
ments in the G-set T if and only if it is possible to define operations of G 
respectively on U and B such that Q+ and qB are G-morphisms. 
This theorem is part of Theorem 4.1 of BR, though expressed in different 
words. The following demonstration gives several interesting subresults which 
are not explicitly quoted in BR. We first give a description of a G-morphism 
as a juxtaposition of quotient maps. 
DEFINITION 5.4 (Elementary G-morphism). A G-morphism q from A to 
B will be said to be elementary if G is transitive on A and on B simultane- 
ously. 
PROPOSITION 5.1. Let G, and G, be subgroups of G such that G, is 
included in a conjugate xG,x-’ of G,. Then the mapping gG, e gxG, is an 
elementary G-morphism from G/G, onto G/G,. Conversely, any elemen- 
tary G-morphism cp : A -+ B can be identified with such a mapping by taking 
G, and G, as the stabilizer of elements a E A and b E B, and x such that 
q(a) = xb. 
Proof. Let G, and G, be subgroups of G such that G, c xG,r-‘. If g 
and h are in the same left coset of G,, then g-‘h E G,; hence x-‘gg’hx E 
x- ‘G (1 x c G,,, and consequently gx and hx are in the same left coset of G,. 
The mapping gG, e gxG, is therefore well defined, and it is clearly an 
elementary G-morphism. 
Conversely, we have cp(ga) = gxb. If we identify G/G, with A and 
G/G, with B by the mappings gG, H ga and gG, * gb, the mapping cp is 
identified with the mapping gG, +-+ gxG,. n 
COROLLARY. Let ‘p: A -+ B be an elementary G-morphism, a an element 
of A, and b its image by q: b = q(a). Then the stabilizer G, of a is included 
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in the stabilizer G,, of b, and ‘p can be identified with the canonical 
mapping gG, * gG,, from G/G, onto G/G,. 
If A ,,...,A,iareG-sets,wedenotebyA,~...~AdtheG-setwhichis 
the disjoint union of A i, . . . , A, with the operation naturally induced by that 
of A i, . . . , A,. The next proposition states that any G-morphism can be built 
by juxtaposition of elementary G-morphisms. 
PROPOSITION 5.2. Let A,,. . . , A,, B,, . . . , B, be transitive G-sets, and for 
i=l ,...,d, let ‘pl: Ai + Bfci, be an elementay G-morphism. Then the 
mapping cp from A = A, u . . . u A, to B = B, U . . . u B, which coincides 
with ‘pi on Ai for i = 1,. . . , d is a G-morphism. Conversely, any G-morphism 
cp : A + B can be obtained in this way. A,, . . . , A, are the orbits of G in A, 
and B,,..., B, those of G in B. Then ‘pi is the mapping coinciding with ‘p 
on Ai. 
The proof is straightforward. 
Let now K be a multiset with elements in the G-set T, and G, its 
stabilizer. The proposition below is the natural extension of a result of Dean 
and Lewis [7]. 
PROPOSITION 5.3. K is a disjoint union of orbits G,t i, . . . , G,t s for G,, 
where t 1,. . . , t s are s possibly equal treatments. 
Proof. If treatment t appears K(t) times in K, every element gt in G,t 
appears exactly K(t) times in gK = K. Hence, we can group the treatments in 
K as indicated in the proposition. w 
REMARK. If K is a disjoint union of sets Ht for a subgroup H of G, then 
H stabilizes K and is thus included in G,. This shows that G, is maximal 
among these subgroups. 
We consider now a cyclic design ((or, 9)s). We let K be the initial block 
of one of the constituent cyclic sets, and B, the corresponding set of blocks. 
If g,G,, . . . > g&K are the distinct left cosets of G, in G, these blocks are 
g,K ,..., g,K. By Proposition 5.3, K is a disjoint union Gxti U . . . U Gxt,. 
We can therefore write the cyclic set as in Table 1. The corresponding set of 
units is partitioned into subsets U,,. . . , U, as indicated by the dotted lines. 
The treatments appearing in a given subset U, are all the treatments in the 
orbit of t [. Consider then the t l belonging to the orbit T, of a given element t. 
Let L(t) be the corresponding subset of indices 1. For each 1 E L(t), choose 
xI in G so that t, = r,t. Let G,, G, be the stabilizers of K and t; G, = xlG,x;’ 
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TABLE 1 
Block g,K : g&2, : . g,Gct; : 
Block g,K : &!Gtl : . &GG : 
Block g,, K : k3GKh : . &Gd, : 
w -- 
u, u, 
the stabilizer of tl; and finally GKI = G, n G, the stabilizer of t, in G,. Then 
B, and Z’, can be identified with G/G, and G/G, by the bijections 
gK +-+ gG, and gt - gG, respectively. We then have: 
PROPOSITION 5.4. lf 1 E L(t), we can identify U, with G/G,, and the 
mappings 9)B and r++ restricted to U, with the elementary morphisms 
gG,, * gG, and gG,f ++ gx,G,. 
Proof. Let h,G,,, . . . , h,G,, be the elements of G,/GKI. The elements 
of the orbit GKtl are h,t,,..., h,t l and can be identified with the left cosets 
hG 1 K1,. . . , h,G,[. The set of treatments g jG,t, appearing in the block g,K 
and subset of units U, is equal to { g jh,t [, . . . , g jh,t I } and can be identified 
with the left cosets g .h,GKI,.. ., gjhrG,, of G,, in g .G,. The whole subset 
v, can therefore be 1 .d entified with the set G/G,, of /eft cosets of G,, in G, 
the elements of which are precisely the left cosets gjhiGKI, where i varies 
from 1 to r and j from 1 to b. If we make this identification, the treatment 
assigned to unit g jhiGKl is g jhit 1 = g jhix+, whereas the corresponding block 
is gjhiK = gjK. n 
The “only if” part of Theorem 5.1 is a consequence of this proposition 
and of Proposition 5.2. Indeed, the disjoint union U,, = U I E L(t) U, contains 
all experimental units in B, with treatments in Tt and is therefore equal to 
U,, = (pi ‘( BK) n cp; ‘( T,). The set U is itself the disjoint union of the subsets 
UKt, where K describes the initial blocks and Tt the orbits of G in T. 
The “if” part of the theorem follows from the next proposition. 
PROPOSITION 5.5. Suppose, in a given block design, thut the mappings 
giving respectively the treatment and block assigned to each unit are two 
Gmorphisms cp,:U+Tand qB:U + B. Then, the reciprocal image of the 
elements of a given orbit in B constitute an homogeneous cyclic design. The 
initial block is the multiset K of treatments applied to the set of units (PB ‘(b), 
where b is a representative of this orbit. 
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Proof. If V is a subset of U, we shall denote by K(V) the multiset of 
treatments assigned by (or to the units of V. Since (or is a G-morphism, we 
have K(gV) = g&V). Note that K = K(qi’(b)). 
For every g in G, we have (am’ = gcp,‘(b). Hence, for every g in the 
stabilizer G, of b in G, we have (pi’(b) = qB’(gb) = gqi’(b) and conse- 
quently K = gK. It follows that the stabilizer G, of b is included in the 
stabilizer G, of the multiset K. Let h,G,, . . . , h,G, be the left cosets of G, 
in G, and g,G,,..., g,G, those of G, in G. The elements of G/G, are the 
r x s left cosets gjhiG,,, and the blocks in the orbit of b are therefore the 
r x s blocks g jhib. The multiset in block gjhib is K[cp, ‘(g jhib)] = 
K[gjhiq;‘(b)] =gjhiK =gjK. Hence, each of the multisets gjK of the 
cyclic set with initial block K appears in exactly r blocks: the blocks 
gjhrb>..., g jh,b associated to the left cosets of G, in g jG,, q.e.d. a 
6. THE LINEAR MODEL OF A CYCLIC DESIGN 
6.1. Homogeneous Decomposition 
We consider a cyclic design defined by two G-morphisms (or : U + T and 
(me : U -+ B. To simplify the description of the associated linear model, we 
shall use a classical result of the theory of linear representations known as 
Schur’s lemma. We first briefly give some notation and results of this theory. 
A more detailed account can be found in RR [4], Serre [ 171, Ledermann [ 141, 
or Lang [13, Chapters XVII, XVIII]. 
If T is a G-set, each g E G induces a permutation ug on T and a linear 
endomorphism R, of CT defined by 
R,(a) = cl0 ug-l (6.1) 
The inverse IJ~ ’ of ug is also the permutation associated to g- ‘. Hence we 
have u,‘(t) = gP’t for t E T, and the coordinate of R,(o) on t is 
R,(a)(t) = PLO Q(t) = (Y(g- ‘t), (6.2) 
where o(g-It) is the coordinate of PL on g-‘t (recall that CT can be 
considered as the set of mappings from T to C, so that the composite map of 
up’:T-+T and (Y: T + C is defined and belongs to CT). 
If (e,),,. is the canonical basis of CT, we immediately deduce from (6.2) 
that 
R&e,) = egt. (6.3) 
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The column t in the matrix of R, therefore has 1 in the row gt and 0 
elsewhere. This matrix is called the permutution matrix of ug and will also be 
denoted by R, if there is no risk of confusion. 
The mapping g e R, is a linear representation of G in CT, called the 
permutation representation of G in C ? This representation makes CT into a 
Gmodule (Serre [17, Chapter 6]), the product ga of g E G with (YE CT 
being defined by 
ga= R,(a). (6.4) 
We now recall some important results about G-modules. A s&module W 
of a G-module E is a subspace of E which is G-invariant, that is to say, 
satisfies gW c W for every g E G. A G-module different from (0) is irre- 
ducible (one also says simple) if it admits no proper submodule. 
THEOREM 6.1 (Maschke). Every G-module E admits a direct sum de- 
composition E = WI@ . . . @ W, into irreducible s&nodules W,, , . . , W,. 
Such a decomposition will be called an irreducible decomposition. 
If E and F are G-modules, a G-homomorphism 8: E -+ F is a linear 
mapping satisfying 
V’cll~E, VgEG, O(ga) = go(a). (6.5) 
Alternatively, it can be defined as a linear mapping making the following 
diagram commutative for every g E G: 
e 
E-F 
Rk! I I s, 
E-F 
e 
Here, R, and S, are the linear mappings induced by g on E and F 
respectively. 
The fundamental result concerning G-homomorphism is: 
THEOREM 6.2 (Schur’s lemma). Let E and F be irreducible Gmodules. 
Then a G-homomorphism 8: E --+ F is either an isomorphism, or else the zero 
-P. 
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If 8 : E -+ F is a G-homomorphism, Schur’s lemma can be applied to the 
components of the irreducible decompositions of E and F to get a simplified 
description of 8. To be more precise, we first introduce some notation. 
Let Vi,. . . , V, be the distinct nonisomorphic irreducible G-modules, and 
xi,. . . , x, the associated (imeducible) characters [14, 171. Consider then, in 
an irreducible decomposition E = W,@ . . . @W,, the sum Ei of submodules 
Wj isomorphic to V. This submodule Ei is in fact the sum of all submodules 
of E isomorphic to V, and is therefore independent of the irreducible 
decomposition considered. If there are ni submodules isomorphic to Vi in the 
irreducible decomposition, Ei is G-isomorphic to the n,-fold direct sum of Vi, 
and has nixi as character. It will be called the G-homogeneous subspace 
associated to xi. Note that Ei can be reduced to (0). 
E can be decomposed into the direct sum of its homogeneous subspaces: 
E=E,$ ... @E,. (6.6) 
This decomposition, coarser than any irreducible one, is called the Ghomoge- 
neous decomposition of E (BR). The character r of E is equal to &xi, and 
ni is called the multiplicity of xi in 71. If ni = 0 or 1 for every i, 7~ is said to 
be multiplicity free. 
The following corollary of Schur’s lemma shows how the study of a 
general G-homomorphism can be reduced to that of G-homomorphisms 
between two direct sums of the same irreducible G-module. 
COROLLARY. Let 8: E + F be a G-homomorphism, and for each irre- 
ducible character x, of G, let Ei, F, be the homogeneous subspaces of E and 
F respectively associated to xi. Then we have 6(Ei) C F,. 
The G-homomorphism 13 can thus be decomposed into a block diagonal 
form 19 = diag(8,, . . . , d,), where oi is the G-homomorphism from Ei to F, 
coinciding with 8 on E,. 
We now go back to the case of a permutation representation g H R, of G 
in Cr. The mappings R, act by permutation of the coordinates [see (6.2)]; 
hence they are unitary for the usual scalar product of CT: 
(Rp, R,P) = (% P>e 
It follows [ 17, Section 1.31 that the W, in the irreducible decomposition of Cr 
254 ANDRE KOBILINSKY 
can be chosen orthogonal, so that: 
PROPOSITION 6.1. Let T be a G-set and CT the corresponding G-module. 
The homogeneous decomposition of CT is orthogonal with respect to the 
usual scalar product. 
The following results link this section to Section 4 on the complex model. 
PROPOSITION 6.2. Let g c-) R, be a permutation representation of G in 
CT, and W an irreducible submodule of CT, of character x. Then W is also 
an irreducible submodule of CT, of character z, which is either equal to W, 
or else has an intersection with W reduced to (0). 
Proof. If Q is a G-invariant subspace, R,(Q) c 52 for each g E G. Then 
since the matrix R, is real, R&g c a for each g E G, and n is also 
G-invariant. W being G-invariant, W is also G-invariant. If Q were a proper -- 
submodule of W, D would be a proper submodule of W, which is absurd. 
Hence W is also irreducible. The intersection W n w is a G-invariant 
subspace of W; hence it is (0) or W. If it is W, we have W c W, hence 
W = w because W is irreducible. 
Finally, if (a i ) is a basis of W, and (Xi j) the matrix of R, on W with this 
basis, we have R,aj = EXijai, hence Rgaj = Eiijai._The matrix of R, on w, 
with the basis (a,), is therefore (xi j). Since trace( hi j) is the conjugate of 
trace( A,,), the value on g of the character of W is x(g), and the character of 
W is X. n 
It is easy, using Proposition 6.2, to modify the recurrent process leading 
to an irreducible decomposition CT = WI@ . . . @Wk so that the W, are either 
self-conjugate or conjugate in pairs. 
Consider now the homogeneous decomposition CT = E,@ . . . @E,, where 
Ei is the sum of the irreducible submodules W of character xi. Ei is the sum 
of the irreducible submodules w of character Xi. If xi is real (xi = Xi), it is 
equal to Ei. Otherwise, it is equal to the homogeneous subspace Ej of 
character x j = XI, which is distinct from E,. Hence we have: 
PROPOSITION 6.3. Let g * R, be a permutation representation of G in 
CT. Let x1,. . . , x lr be the irreducible characters of G, and for i = 1,. . . , r let 
Ei be the homogeneous (possibly null) subspace associated to xi. Then CT is 
the direct orthogonal sum of the Ei. lf xi is real, E, is self-conjugate. Zf x, 
and xj are distinct conjugate characters, Ei and Ej are conjugate. The Ei 
can be further decomposed into direct sums of irreducible s&modules Wij, 
Ei = Wil@ . . + @W. ,n , in such a way that (i) if xi is real, the W, j are either 
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self-conjugate or conjugate in pairs; (ii) if xi and x j are distinct conjugate 
characters, ni = nj and Wi, = wjl. 
Let now E=V,@ ... @V, be a decomposition of E such that the V$ are 
either self-conjugate or conjugate in pairs. We can choose a basis (eji) such 
that, for a fixed i, (e,i)j is a basis of V; and: 
(1) if V, = q, the eij are real (Proposition 3.1); 
(2) if Vi = q and j z i, then ejl = e,,. 
We shall say that such a basis is coherent with the decomposition E = 
VI@ ... By,,. 
To use the corollary of Theorem 6.2 (Schur’s lemma) in the context of 
cyclic designs, we need a supplementary result. For each mapping Q+ : U + T 
we let X,:Cr-+ C” be the linear mapping induced by (or, which is defined 
by X,( cy) = OL 0 ‘pr. 
PROPOSITION 6.4. Zf (p,:U-+T is a G-morphism, XT:CT+C” is a 
G-homomorphism. 
Proof. Let pg and ag be the permutations induced by g E G on T and U 
respectively, and R, and Ss the corresponding linear mappings of CT and 
Cc’. By definition of R,, SC, and XT, we have 
Since vT is a G-morphism, we have, for every g E G, pi1 o (PT = (PT o ugP’. 
ForeveryoECT,wethenhave~ocproo~‘= (Y 0 pg l 0 qT, which is equiva- 
lent to 
sg( x,(a)) = 'T( R,(a)). 
Hence &XT = X,R, for every g, and XT is a G-homomorphism. n 
Let now A be the cyclic design defined by the G-morphisms (Pi: U + T 
and ‘pR: U -+ B, where U is the G-set of experimental units, T the G-set of 
treatments, and B the G-set of blocks. Let XT:CT + C” and X,:CB -+ Cc’ 
be the G-homomorphisms induced by (Pi and (~a respectively. If the 
corresponding matrices in the canonical basis are also denoted by XT and 
X,, the model associated to A is 
E(y) = ‘TT + x,k, (6.8) 
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where T E RT is the vector of treatment effects and 6 the vector of block 
effects. A useful reparametrization can be obtained by decomposing T and E 
on the homogeneous decompositions CT = ET,@ . . . CB E,, and CB = 
2;: al& ;:$). 
In order to obtain a model of the form (3.1) which satisfies 
matrices A,. =(A,, ,..., ATT) and A,= (A,, ,..., ABr) are 
chosen such that: 
(i) their columns are basis coherent with the decompositions CT= 
ET@ . ‘. @E,, and CR = E,,@ . . . @E,, respectively, 
(ii) the columns of Ari and Ani span ETi and E,, respectively. 
We then have 
T = A+, = Arict,, + . . ’ + ATrc+, (6.9) 
t=A Bon = Aai% + . . + Aa$ar, (6.10) 
and the model (6.8) can be written in the two following forms, where 
X = (XrA,., XaA,) and X, = (XrAr,, XBABi): 
E(y) = Xa = X,A,a, + X,A,a,, (6.11) 
E(y) = Xp, + . . + X+x, 
= X,A,,olT1 + X,A,,a,, + . . . + XTAT+rr + XBABraTr. (6.12) 
If E,,,@ . . . CBE,,~ is the homogeneous decomposition of Cc, the G- 
homomorphism X, sends ETi = Im Ari into E,, and similarly X, sends 
E,, = Im ABi into EcJi (by the corollary of Theorem 6.2). Since the homoge- 
neous subspaces Ecii are orthogonal, the blocks Xi are orthogonal to each 
other. It follows that the matrices Q,X,A,,, where QB = Z - X,(X$X,))X$ 
is the operator of orthogonal projection onto the orthogonal supplementary of 
Im X,, are orthogonal. Consequently, the per unit information matrix D for 
the vector o+ of treatment parameters can be put into block diagonal form: 
D = AFXqQBXTAr./n = diag( D,, . . . , D,), (6.13) 
where Di is the per unit information matrix for aTi, equal to 
D, = A*,iX,*QBX,A,i/n. (6.14) 
By construction, the matrices Ari are either real if Xi is real, or conjugate by 
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pairs ( Arj = Ari) if X j = Xi. Since XqQsX, is real, the same property holds 
for the matrices Di: Di is real if xi is real, and Dj and D, are conjugate if X j 
and xi are conjugate complex irreducible characters. 
We index the columns of A, (and the coordinates of aT) by a set Jr, and 
define the opposite - j of each j E Jr as follows: 
(1) if j indexes a column of an Ari such that xi is real, - j = j; 
(2) if j indexes a column of an Ari such that xi is not real, - j is the 
index of the conjugate column in the matrix Arj = A,,. 
We can also index the columns of A, and coordinates of as by a set Js and 
define the opposite - j on Ja in a similar way. If J is the disjoint union of Jr 
and Js, the matrix X of the model (6.11) satisfies the condition (3.2) and a 
consequently satisfies (3.3) (by Lemma 3.1). All the requirements for a 
complex linear model are therefore satisfied by the model (6.11) and the 
development of Section 3 applies. Since we are mainly interested in treat- 
ment contrasts, we define 0, as the set of vectors ar = (ai), j E Jr, whose 
coordinates associated to opposite elements of ]r are conjugate: 
0, = {aTIVj E IT, a_j = Ej} 
Besides leading to a block diagonal information matrix, the decomposition 
(6.9) of 7 on the homogeneous subspaces often has another advantage. In 
several circumstances, it bears a sensible relationship with the decomposition 
of interest for the experimenter. This is illustrated by the reparametrization 
(2.5), which is a particular case of (6.9) ( see below). Another interesting 
example using a nonabelian group is given by BR [4, Example 5.31. 
The Homogeneous Subspaces in the Commutative Case. Suppose that T 
and G are abelian additive groups and that ‘p: G + T is a group morphism. 
Let G operate on T by gt = t+ cp(g). 0 nce cyclic group decompositions of 
G and T have been chosen, ‘p is identified with its matrix and its dual ‘px 
can be defined. Then the homogeneous subspace associated to the irreducible 
character 9 g x is the subspace spanned by the vectors $x where t x satisfies 
vXtX= - gx. Indeed, if R, is the permutation representation of g in CT and 
qXtX= - gx, we have 
Rg(.,fx)(t) = ,,tx(t - qg) = q[tx*t-‘=l 
Thus Rg( qtx ) = q”‘( g )qt x, and the subspace spanned by qtX is irreducible of 
character qsx, q.e.d. 
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If G is an abelian additive group operating on T, each orbit T, of an 
element s in T is G-isomorphic to G/G,. Recall that the operation of G/G, 
is defined, for g E G and t E G/G,, by gt = t + q&g), where cp,: G -+ G/G, 
is the canonical surjection. The above result can thus be applied to each orbit, 
and by imbedding the associated characters qtx into CT, an explicit irre- 
ducible decomposition of CT is obtained. 
If, in a cyclic design built with a G-set of treatments, G is commutative, 
the above consideration can be used in conjunction with Proposition 5.4 to 
get the information matrices Di explicitly. Note that if G operates transi- 
tively on T, the homogeneous subspaces ETi are one dimensional. Now if the 
irreducible decomposition of C B is of the type mentioned above, the Di are 
of the form 
b* 
Di=i A> 
[ 1 
where a is a scalar associated with the treatment contrast in ETi, A a 
diagonal matrix of size equal to the number of cyclic sets, and b a column 
vector. The detailed calculation of 0, is not given, but the reader can find in 
Section 7 a similar type of calculation completely developed. The efficiency 
for the treatment contrast can be deduced from 0,. The result is the same as 
that obtained in a slightly more general case in Section 6.3. 
6.2. Efficiency for Treatment Contrasts 
Suppose that the homogeneous subspaces of the G-module CT are irre- 
ducible, or equivalently that the characters of Cr are multiplicity free. Under 
this hypothesis, a cyclic design with elements in the G-set T has a property 
of general balance, which implies that the efficiency is the same for all the 
contrasts belonging to a homogeneous subspace of RT (see BR [4, Theorem 
5.61). This efficiency was given by BR in the case of abelian group design. 
We shall show that their formula also holds in the nonabelian case, and shall 
give for the abelian case an interesting alternative form of it. 
We consider again the cyclic design A defined by the two G-morphisms 
Q+ and (me. The model for the reference design A, (see Section 4.2) is 
E(y,) = A,+ The corresponding per unit information matrix is D, = 
AFAr/ IT I. To simplify the expression for the efficiency, the columns of the 
matrices A ri are chosen orthogonal and of square norm IT 1, so that 
A*,A, 
D,==---= 
ITI 
h (6.16) 
To obtain principal contrasts and efficiencies, we are then led to search for 
the eigenspaces and eigenvalues of the per unit information matrix D 
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appearing in (6.13). Since D is block diagonal, this search can be done 
separately for each Di. To each eigenvector a of Di is associated an 
eigenvector a r of D having the same eigenvalue A as a. Written in 
partitioned form, ar has a in the ith position and 0 elsewhere: ar = 
(0,. . . > O,a’,O,. . ,O)‘. The corresponding linear form of or is a*ori = 
a?% = aTATr/]T]. Notice that Ara, = Aria is then an eigenvector of 
C = ]T]X,“QBXr/n h aving the same eigenvalue X and belonging to the 
homogeneous subspace ETi. If Xi is real, Di is real and a can be chosen real. 
a*cxTi is then real and defines a principal contrast. If Xi is not real, and 
Xi = Xi, then a is an eigenvector of Dj with the same eigenvalue X. The 
vectors ar and a, can be combined to form two new orthogonal eigenvectors 
of D, with the same eigenvalue A, and belonging to Or: (ar +a,),(iar - 
ia,). These two vectors define two principal contrasts having the same 
principal efficiency h . 
To determine the principal efficiencies explicitly, we need the following 
results: 
PROPOSITION 6.5. Let g ++ R, be a representation of G in a complex 
vector space F, and E,@ . . . $E, be the homogeneous decomposition of F. 
The projector Pi of F onto Ei associated to this decomposition is given by the 
following formula, where xi is the irreducible character associated to Ei: 
p, = Xi(l) 
1 7 C Xi(gjRg’ 
gsG 
Proof. See Serre [17, Theorem 81. 
Pi will be called the canonical projector on Ei. 
PROPOSITION 6.6. Let @:F+HbeaGh omomorphisrn, and PF and PH 
be the canonical projectors onto the homogeneous subspaces associated to a 
given irreducible character x in F and H respectively. Then we have 
@PF = P”@. 
Proof. Let g e R, and g ++ S, be the representations of G in F and H 
respectively. We have 
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PROPOSITION 6.7. Let g c) R, be a permutation representation of G in 
CT, and Q the operator of orthogonal projection onto a G-invariant subspace 
of CT. Then Q commutes with the R, (QR, = R,Q), i.e., Q is a G-humornor- 
phism. 
Proof. Let W, be this G-invariant subspace, and W, its orthogonal 
complement. Since the R, are unitary, W, is also G-invariant. If (Y = (pi + (~a 
is the decomposition of a vector (Y of CT on W, and W,, the decomposition of 
R,a on W, and W, is R,cu= Rgal + Rgct2. We then have Qo = (pi, QR,a = 
R,(Y,, and QRg~ = R,ol, = RgQcx. n 
We now go back to the cyclic design defined by the G-morphisms 
(P* : U + T and ~a: U + B. We denote by R, and S, the permutation 
matrices (and corresponding operators) of g in CT and C” respectively. Since 
the linear mapping XT : CT + C u induced by qT is a G-homomorphism, we 
have for every g E G 
X,R, = S,X,. (6.17) 
This implies R*X,* = XgS,*. Multiplying this last equality by R, on the left, 
S, on the rightywe obtain 
X;S, = R,X;. (6.18) 
It is clear that Im X, is a G-invariant subspace of C”. Hence by Proposition 
6.7, QB commutes with S,: 
Q& = SgQr (6.19) 
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From the above equalities, we immediately deduce: 
PROPOSITION 6.8. X;QRXT commutes with R, for every g. 
When all the blocks have the same size, this result also follows from 
Theorem 4.2 of BR [4]. As a consequence of it, we have: 
PROPOSITION 6.9. If the homogeneous subspace ETi of CT is irreducible, 
it is included in an eigenspace of XTQBXT. 
Proof. See BR [4, Theorem 5.11 (with C instead of R) and remarks 
following it. n 
As a matter of fact, Theorem 5.1 of BR [4] shows that an irreducible 
decomposition 03 iWi of CT can be found such that each W, is included in an 
eigenspace of XTQRXT. The number of distinct eigenvalues of XTQBXT on 
ETi is thus at most the multiplicity of xi in the character of the permutation 
representation. 
If ETi is a homogeneous irreducible subspace of CT, and { the eigenvalue 
of XTQBXT on it, we have X,*Q,X,A,, = {ATi. Using then (6.14) and 
(6.16), we obtain 
Di = AX, 
If ETi is self-conjugate, X is the efficiency for any contrast of the real vector 
aTi. If the conjugate of ETi is a distinct homogeneous subspace ETj, then the 
information matrix Dj, being conjugate to Di, is also equal to XI. Hence A is 
the efficiency for any real contrast of ~1~ which depends only on aTi and 
_ 
(YTj = (YTi. 
To simplify the notation in the following development, where ETj is fixed, 
we let E = ET:, x = xi, and denote by P the canonical projector on E. The 
homogeneous space E is supposed to be irreducible. The corresponding 
eigenvalue { of X++QBXT is calculated by the equality 
T*X,*Q,X,~ = (ran, (6.21) 
valid for any T E E. Here 7 is chosen as the projection Pe, of a vector of the 
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canonical basis of Cr. Before calculating {, let us point out that: 
(1) The homogeneous subspaces are orthogonal. Hence P is the operator 
of orthogonal projection on E and satisfies P* = P and PP = P. P commutes 
with the G-homomorphism XT&XT (Propositions 6.8 and 6.7). 
(2) If s E T is in the same orbit as t (s = gt), we have Rge, = e,; hence, 
since P and R, commute (Proposition 6.7) we have 
Pe, = R,Pe,. (6.22) 
(3) To the decomposition of T into distinct orbits T,,. . . , T, of G is 
associated an orthogonal direct sum decomposition V,@ . . . @Vr,, of CT into 
G-invariant subspaces: Vj is the set of vectors (a,) such that at = 0 when 
t P Tj. The Vj will be called the transitive constituent subspaces, and 
Vr@ ... @V,,, the transitive constituent decomposition of CT. The irreducible 
subspace E is included in one of the transitive constituent, say Vj. Then 
Pe, = 0 if t g Tj. Moreover, Pe, cannot be equal to 0 if t E Tj. Otherwise Pe, 
would be 0 for every s E Tj [by (6.22)], P would be 0, and E would also be 
{0}, contrary to the assumption of irreducibility. 
(4) The treatments belonging to a given orbit Tj are equireplicated. This 
is so because if s and t belong to the same orbit in T and g E G is such that 
s = gt, the map u * gu is a bijection from qr’(t) onto cpr’(s). We shall 
denote by rj the replication of any treatment t in Tj: rj = /@‘(t)J. 
PROPOSITION 6.10. For every 7 in Vj, we have 7*X,*XT~ = rjr*~. 
Proof. Let 7 be a vector in Vj. We have r(t) = 0 for t 4 Tj and therefore 
‘*‘:‘TT = c 1(xTT)(u)i2 = u$c;lT(~Tb)) I2
II E ci 
(5) Let B,,..., B, be the distinct orbits of G in B. Partition X, as 
(X ai,. . . , X,,) where XBl contains the columns of X, indexed by an element 
b E B,. All the blocks in an orbit B, have the same size k,, so that 
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X,*,X,, = k,Z, and the operator of orthogonal projection on Im X, can be 
decomposed as 
x,1x,*1 P*=X8(XB*XB)-lXg*=C~. 
1 1 
(6.23) 
Calculation of the Principal Efficiency in E. We choose r = Pe,, where 
t E Ti and E c Vi, so that 7 is not 0. Then 
(1) We have 
‘jX(l) 
'jX(l) 
=IG/ C x(g)ere,,=g c x(g)7 
gsc g E 6, 
where G, is the stabilizer of t in G. The last sum can be further simplified 
using the Frobenius reciprocity theorem [14, Theorem 3.11. Denote by xc 
the restriction of x to G,, by lGt the trivial character of G,, and by l$, the 
character induced by I,, on G. We have 
Moreover, it follows from the definition that lE, is the permutation character 
7~ of the operation of G on G/G,, hence also the permutation character of 
the operation of G on the orbit Tj of t, which is the character of the 
G-submodule Vi too. E being a homogeneous irreducible subspace of Vi, the 
multiplicity of x in 7 is 1, so that 
(lcc,T X>G = CT, x>c =1. 
Finally, we get 
7*7 = 
7*X,*X,7 x(lWtI x(l) = 
7 IGJ =- lTjl ’ 
(6.24) 
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(2) T*X,*Q~X~T = T*X~X,T - r*X,*P,Xg, where P, = Z - QB is the 
operator of orthogonal projection onto Im X,, and 
r*X;P,X,r = e:P*XT*P,X,Pe, = e:XT*PBX,.Pe, 
with 
qg = e,*XT*PBXTeg,. 
The eigenvalue { is then 
(6.25) 
l= 
~*X~QBX,.T rjT*T- [X(l)/IGIICgX(g)q, 
zz 
7*7 r*7 
&X(g kg = r, - 
IGl ’ 
and the efficiency of any real contrast of qi and Sri is given by 
A= 
ITI Egii(g)q, rjlTl 
IGI . 
(6.26) 
n n 
If we use (6.23) and put cgr = e:X,*X,,XilXre,,, we have qg = C!c,,/k,; 
hence 
x = rjl’l I’I ‘,(l/‘k,)‘,X(g)Cg/ 
(6.27) 
n n Gl . 
cgr is the concurrence of treatments t and gt within the set of blocks B,, 
which is homogeneous by Proposition 5.5. The concurrence e:X,*XBIX,*IX,e, 
between two treatments in the same orbit can be obtained by examination of 
an initial block K in B,. We note first that if B, is the disjoint union of cl 
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cyclic sets with initial block K, the total concurrence is d times the 
concurrence within one of these cyclic sets. Theorem 4.4 of BR [4] gives then 
a method to calculate the concurrence of t and s within this cyclic set. Let 
G(s,t) be the orbit of (s,t) in G. This concurrence is CK(x)K(y)lG,,I/IG,I, 
where the sum is over pairs (x, y) in G(s, t), G,, is the stabilizer of (s, t) in G, 
and G, the stabilizer of K. Since there are IGI/IGKI blocks in each cyclic 
set, lBIl = dlG\/IG,I and 
Pll 
Cd = E c Kb)K(Y)lGtl. (6.28) 
(X,Y) Ew,t) 
REMARKS. 
(1) Let R be a system of representatives of the conjugacy classes in G, 
and for each I E R let C(r) be the class of T: C(r) = {gig = IF’&}. Since 
x(g) is constant on each conjugacy class, we have 
CXk)9,= c X(r) c 9g. 
R rER gEC(r) 
Though 9,: = eFX:P,X,e,, depends on the choice of t in Tj, the partial sums 
c g E C(r,9g do not depend on it. Suppose indeed that s = ht, where h E G, and 
put h(g) = hgh-‘: 
e:X?PB+h(,js = ebX,*P,X,R,,e,, = e:R,,X,*PBXTe,, = e,*X,*P,X,e,,. 
The third equality uses the identity R,*e, = et, equivalent to e, = R,,e,. Now 
since h( g ) enumerates the class C(T) when g does, we have 
C e:X,*PBXTegt = C e,*X,*P&eh(,,, = C e:X,*P&e,,. 
gEC‘(r) gEc(r) gsc(r) 
(2) Case rj = r, k, = k. Suppose that the treatments are equireplicated 
and the blocks equal sized. Let r and k be the common values of the rj on 
one side, of the k, on the other. Then 
rjlTl = rlT[ = n, 
1 
qg = e:X;P,X,e,, = keg, 
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where cg = e:X:X,XiX,e,, is the element of coordinate (t, g t) of the 
matrix X,*X,X,*X,.. This element is the concurrence between treatment t 
and treatment gt. 
The efficiency then becomes 
x = 1 _ 1 Lag)% 
rk IGtl . 
(6.29) 
If G is semiregular on T, then G, = {l} and we find that A = 1 - Y, where 
v = (l/rk)C& g)c,. This is the expression found for the intrablock efficiency 
by BR in the case where G is abelian, T is identified with G, and the 
operation is defined by translation: g t = g + t. Notice that if lGtl = 1, the 
dimension of E must be 1, and x is therefore a linear character. 
EXAMPLE. We consider Example 5.3 of BR [4]. The treatments are the 
ten genotypes of some plant obtained by crossing all pairs of five pure 
parental lines, but omitting self-crosses and ignoring the gender of the 
parents. They are identified with the set T of unordered pairs from 
{ 1,2,3,4,5}. G is the symmetric group S, in its action on unordered pairs. 
We consider the cyclic set A generated by the initial block K = { { 1,2} {3,4} }. 
The elements of the stabilizer of K are the eight permutations generated by 
(I,2), (3,4), (I,3)(2,4): 
0 (12% (3,4), (I,2)(3,4), 
(1,3)(2,4), (1,4,2,3), (1,3,2,4), (1,4@>3). 
Hence A contains 5!/8 = 15 blocks, which are all the pairs of genotypes with 
no parental lines in common. The concurrence of two treatments is 3 if they 
are identical, 1 if they have no parental line in common, 0 otherwise. For 
i = {1,2,3,4,5}, d e ine f the element vi in CT by v,(t) = 1 if i E t, v,(t) = 0 
otherwise. Let E, and E be the subspaces of CT spanned by v1 + v2 
+ ... + os and {vu1,vZ,v3, v4, vs} respectively. Then it can be shown that 
the homogeneous decomposition of CT is E,@ E,@E,, where E, = E f’ E,’ 
and E2=EL. These subspaces are irreducible, and the associated characters 
x0, x1, xZ are given in Table 2 (using the usual notation for the conjugacy 
classes which is given in [14]). To calculate the corresponding efficiencies we 
can use (6.29) with r = 3, k = 2. We choose t = { 1,2} (we could choose any 
other element of T, since S, is transitive on T). The number of elements of 
G, = Gf,,2) is 12. 
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TABLE 2 
CHARACTERS OF E,, E, , E, AND CORRESPONDING EFFICIENCIES 
Conjugacy No. of No. of g E G such that 
class elements X0 XI XZ c, = 1 c, = 3 
1 1 1 4 5 0 1 
2 10 1 2 1 0 4 
22 15 1 0 1 6 3 
3 20 1 1 -1 0 2 
2.3 20 1 -1 1 12 2 
4 30 1 0 -1 6 0 
5 24 1 -1 0 12 0 
z?(g)c, 72 12 48 
Efficiency x,=0 x,=t x,=; 
The number of elements of each conjugacy class such that cs = 1 or cs = 3 
is given at the right of Table 2. The sums Zx(g)c, deduced from these 
numbers for x = x0, x1, xa, and the corresponding efficiencies A,, X r, A,, 
appear on the bottom. 
To obtain, in each conjugacy class, the numbers of g satisfying cs = 1, 
note first that the concurrence cg between { 1,2} and g { 1,2} = { gl, g2) is 1 
iff the pair (gl, g2) is one of the following six: (3,4), (4,3), (3,5), (5,3), (4,5), 
(5,4). Let us select one of these pairs, say (3,4). The corresponding permuta- 
tions g E S,S, which send 1 to 3 and 2 to 4, are listed in Table 3. The similar 
tables for the other pairs are obtained by permutation of the numbers 3,4,5. 
Hence to get the numbers sought, it is sufficient to multiply by 6 the 
TABLE 3 
PERMUTATIONS SENDING 1 TO 3, 2 TO 4 
Conj. 
class 
1 
2 
2’ 
3 
2.3 
4 
5 
Perm. g Number 
0 
0 
(13) (24) 1 
0 
(13) (245) 
(135) (24) I 
2 
(1324) 1 
(13245) 
(13524) > 2 
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numbers in the last row of Table 3. The row for cg = 3 in Table 2 is obtained 
even more simply by noting that cp = 3 if and only if g is one of the 12 
permutations of the stabilizer G(,,,). 
6.3. Effaciency When the Irreducible Character Involved is Linear 
When the dimension of the irreducible homogeneous space E is 1, that is, 
when x is a linear character, the formula (6.27) can be simplified. The sum 
c CX,yjEC.s,,,K(x:)K( y)jG,,I in (6.28) is readily seen to be the same as 
c K(hs)K(ht). 
h=C 
Now 
Writing g’ = hg and using the fact that s = g t, this becomes 
# &(h-k’) CK(g’t)K(ht), 
g’ h 
which, using the linearity of x, is equal to 
or 
+ 1 CX(d)K(g’t) i2. 
g’ 
Substitution in (6.27) now gives 
h= 'jlTl ITI ~~(l~ll/kl)lC,x(g)K~(gt)12 
--- 
* IGI IGtl 
(6.30) 
n n 
The advantage of this formula over (6.27) is that the coefficients of x(g) in it 
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are directly known and are generally 0 or 1 according to the presence or 
absence of the treatment gt in the initial block. 
If the stabilizer G, of a multiset K is not reduced to the identity, the 
sum C,z(g)K(gt) can be further simplified. Let G,g,, . . . , G,g, be the 
distinct right cosets of G, in G. If h belongs to G,, we have K( hg,t) = K(g,t) 
(see proof of Proposition 5.3). Hence 
b 
CX(g)K(gt) = C C iithgijKChgit) 
g hEGx i=l 
(6.31) 
The first sum in the last product is lG,I if the restriction of x to G, is the 
trivial character 1, and is 0 otherwise. This follows from the following 
proposition. 
PROPOSITION 6.11. Zf x is a linear character of the group G, and H a 
subgroup of G, the sum &,C HX(h) is equal to IHI if xH = 1, and to 0 
otherwise. 
xH is the restriction of x to H, and 1, the trivial character 1 on H. 
Proof. x H and 1, are linear, hence irreducible. The scalar product 
(l,,~~)=C,,~,,X(h)/lHIistherefore lifxH=lH andootherwise. W 
For each multiset K, we let 
Q(K) = ~~X(dKkt) I. (6.32) 
a 
From (6.31) and Proposition 6.11, it follows that 
if x(g)=lonGtc, 
otherwise 
, (6.33) 
where the gi are representatives of the distinct right cosets of the stabilizer 
G, of K. 
The next proposition sums up the preceding results. Let us recall that x is 
here a linear character and E the associated homogeneous subspace, which is 
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supposed to be of dimension 1 (i.e. irreducible). E is included in the 
transitive constituent subspace Vi, associated to an orbit Ti of G in T, and t is 
an element of Ti. 
PROPOSITION 6.12. The efficiency factor for any contrast (c, -T) with 
cEE+Eis 
rjlTI ITI ElQ(Kl)21Bll/kl 
A=--- 
n n PI IQ 
If G’ is the commutator group of G, and 1c/ the canonical surjection from 
G onto G/G’, then the linear character x can be obtained from an 
irreducible character xc of the abelian group G/G’ by the relation x(g) = 
x0( 4(g)) [ 14, Theorem 2.81. It is then clear that the restriction of x to G, is 
the trivial character 1 if and only if the restriction of x0 to $(GK) is the 
trivial character 1. 
To find explicitly the characters x0 whose restriction to $(GK) is 1, we 
decompose $(G,), G/G’, and the quotient group (G/G’)/#(G,) as prod- 
ucts of cyclic groups, and denote by 6 the canonical injection from #(GK) 
into G/G’ and by cp the canonical surjection from G/G’ onto 
(G/G’)/$(G,). Then any irreducible character x0 of G/G’ is of the form 
x0 = qg*, where gx is an element of the dual group (G/G’)X (see Section 2). 
Moreover 
hence the restriction of x0 to $(GK) = Ima is 1 iff Sxgx = 0. Since 
KersX = ImqX, this is also equivalent to the existence of an element h such 
that gx = (pXhX. Thus the restriction of x to G, is 1 if x is of the form 
11 qxhx 0 4. Then 
where hi = cp 0 $(gi) and the quantity Q(K) is 
Q(K) = IGall ~q’h”3ht1’Cgit) ( 
EXAMPLE. Suppose there are three factors A, B, C at three levels each, 
and nine blocks of size 6. The set T of treatments is identified with the 
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abelian group C3, where C is the cyclic group of order 3. G is taken equal to 
T, which acts on itself by translation. A suitable design is then provided by a 
cyclic set whose initial block K is made up of two cosets G, + t,, G, + t, of 
the subgroup G, generated by (1 1 1) in G = T. If h, = cp(tr), h, = cp(tz) 
are the images of t,, t, by the quotient mapping ‘p: G --) G/G,, and 
r~ = exp(2ai/3), the efficiency is 
x = 1 - (~Whl + 9 [hx*h21(2/4 if axgx =O and gXzcpXhX, 
1 if Gxgx#O 
G, and G/G, can be identified with C and C2 respectively, so that the 
matrices of 6 x and (px are 
CX< 
6X x ( [1 1 
11 
W3) [ ,“^, 1 (C”)“. 
0 1 
2 2 
Table 4 gives all the scalar products [ hXI h] for hX E (C’)” and h E C2, and 
also the images g x = ‘px h ‘. 
If we take h, = (0 0), h, = (1 2), the efficiencies are 
0 for ABC and A2B2C2 
:3 
; 
for BC’, B’C, AC2, iB2, A2C, A2B, 
for the other contrasts. 
TABLE 4 
SCALAR PRODUCTS [hX, h] AND IMAGES gx = (px hX 
[h? hl 
hX h: 00 0 1 02 10 11 12 20 21 22 gX=cpXhX 
0000000000 0 000 1 
0101201201 2 012 B C2 
0202102102 1 021 B2C 
10000111222 102 A c2 
11012120201 111 ABC 
12021102210 120 A B2 
20000222111 201 A2 C 
2101220112 0 210 A2B 
2202121010 2 222 A2B2C2 
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Whatever the choice of G,, h,, h,, it is easy to see that there are at least two 
nonnull elements hf and h,X in ( C2)x with associated null efficiency. It is 
thus impossible to find a cyclic set of the right size to allow the estimation of 
all factorial effects. 
6.4. A Case with Nonirreducible Homogeneous Subspaces of Contrasts 
Let T = L_ j E JTi be the decomposition of T as a disjoint union of orbits 
for G, and CT= @ jErVj the corresponding (orthogonal) transitive con- 
stituent decomposition. If Eij is the homogeneous subspace of Vj of charac- 
ter Xi, the orthogonal decomposition ai jEij of CT is such that Vi = eiEj j 
and Eri = @ jEi . If Eij is different from 0 for two or more indices j, then 
ETi is not irre ucible and the preceding development does not apply. d 
However, suppose that only one of the images X,(Eij) for j E J is 
nonorthogonal to Im XBi. Then the formulas of Section 6.2 can be applied 
without modification to each irreducible subspace Ei j. 
Indeed, X, sends each Vj into the subspace of functions in C” which are 
null outside (p; ‘(Tj). Hence the images X,( Vi) of the different transitive 
constituents are orthogonal, and the X,(Eij) are also orthogonal (by the 
corollary of Schur’s lemma). With the above condition, the projections 
QBXT( Ei j) are equally orthogonal. Then the Ei j are invariant under XqQsXr 
and therefore included in an eigenspace of this last operator when they are 
irreducible. We can then use (6.21) to calculate the corresponding efficiency 
with 7 = Pe,, where P is the operator of orthogonal projection on ETi, t an 
element of Tj, and therefore T a nonmrll vector of P(Vj) = Ejj. Note that if 
X,( Eij) is orthogonal to the blocks, we find rjlTI/n for the efficiency (and 1 
if all the rj are equal to r). 
It must be noticed that the transitive constituent decomposition of CT 
does not generally correspond to a sensible decomposition of the space of 
treatment contrasts, so that, in the preceding situation, some more calcula- 
tions are needed to find the efficiency for contrasts of interest. Moreover, if 
some of these last contrasts are assumed to be null, the orthogonality, for a 
fixed i, between the subspaces QeX,(Eij) can be destroyed and the formulas 
of Section 6.2 therefore made invalid. 
In Section 7, a situation of this kind will be studied. T will be a 
commutative group, and G a subgroup of T operating by translation on T. 
6.5. Upper Bound for the Efficiency 
Let (ET, )i E 1 be a family, stable under conjugation, of homogeneous 
subspaces of Cr, and E, = ei E IE,i their sum, the dimension of which is 
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denoted by 9. Using Proposition 4.2, we are going to give an upper bound for 
the efficiency eff(E,,), where E,, is the space of real contrasts cam with 
CEE[~R? 
We denote by X, =(XTATi)iEI the part of the design matrix X in the 
model (6.11) associated to E,, and by (Ye = ((~r~)~ E I the corresponding 
subvector of treatment parameters. It follows from (6.9) that E,, is the space 
of real contrasts of (Ye. As in Section 3.3, define a real vector PI = Na,, by 
means of an invertible matrix N having conjugate columns associated to 
conjugate parameters. E,, is then the set of all contrasts (a, fl,) with a E R4. 
Suppose that A, satisfies (6.16) and that N is unitary. The efficiency can 
then be defined as eff(E,,) = $(Z,)/$(C), where C, the per unit information 
matrix for PI, is defined as in (4.3) with X, instead of X,, and 1c, is a function 
satisfying conditions (a),(b),(c) of Section 4.1. 
The blocks XrA,,, which belong to distinct homogeneous subspaces of 
C”, are orthogonal to each other. Consequently XTX, is block diagonal, with 
the blocks ATiXTX,Ari on the diagonal, and 
trace(X:X,) = c trace(A*,iXpXrAri) = c trace(X,A,,A*,,X,‘) 
ttz1 isI 
= C trace(lTIX,PiX,*) 
iG1 
where Zi = Ari( A*,iA,i)-‘A*,i = ATiA~i/ITJ is the operator of orthogonal 
projection on the homogeneous subspace ETi = Im ATi. The column associ- 
ated to unit u in XT is the canonical vector e, of CT having 1 in position 
t = g+(u), 0 elsewhere. Hence 
trace((TlX,P,XT*) = ITI C lr&i(t) letPie,. 
tcT 
It follows from (6.22) that e:P,e, is constant in every orbit Tj of G in T. We 
denote by pij the corresponding value, which we are now going to calculate. 
As in Section 6.3, let T = u j E ,Tj be the decomposition of T as a disjoint 
union of orbits, CT= $ j E,Vj the corresponding (orthogonal) transitive 
constituent decomposition, and Eij the homogeneous subspace of Vj of 
character xi. Let Pij be the operator of orthogonal projection on E,,. For 
t E Tj, et E Vi. Therefore e:Pijet = e:Piet = pii. Fort @ Tj, e:Pjet = 0. Hence 
dim( Eij) = trace( Pij) = c e:Pijet = ITjJpij. 
tE:T 
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This gives pij = dim(Eij)/lTjl and 
trace( (TIX,P,X;) = ITI C 
ITF1(Tj)Idim(Eij) 
jcJ l*jl 
Finally, 
trace( X:X,) = C 
l*lCj,J(‘Ffl(T,) Id’m(Etj) 
isI l*jl 
Put nj=&l(Tj)l, 9j=ziEIdim(Eij). Here nj is the number of units 
receiving a treatment in Tj, and 9j is the dimension of E, n Vj (as a complex 
vector space). By Proposition 3.2, it is also the dimension of E, n Vj nRT, 
that is, the dimension of the subspace of contrasts in EI,, which depends only 
of the effects of treatments in Tj. With the above notation, we thus have: 
PROPOSITION 6.13. trace(X:X,) = CjE,njlT(qj/(Tjl < n9P, where p = 
max jC,lT19j/lTj19. We have /3 > 1, with equality if and only if the ratios 
9j/lTjl are all equal. In particular p = 1 if G operates transitively on T. 
Proof. Indeed, C9j = CiEICjdim(Eij) = zi EI dim(Eri) = 9 and zlTjl 
= ITI. If the ratios 9j/lTjl are all equal, they are also equal to q//T/ = 
(Cj9j)/(xjITj(), and /I = 1. Conversely, if p = 1, the ratios 9j/lTjl are equal 
to q/IT]. Moreover, if fi were strictly less than 1, we would have lTlqj < ITj19 
for all j; hence by summing over j, ITI9 < ITlq, which is absurd. n 
Proposition 4.2 implies that G(C) 2 $(/3Z,); hence 
Property (b) of Section 4.1 shows that the last ratio is greater or equal to 1. It 
is of course equal to 1 if fi = 1. 
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7. BALANCING THE LOSS OF INFORMATION IN 
FACTORIAL BLOCK DESIGNS 
From now on T is a commutative (additive) group and G a subgroup 
operating on T by translation. The G-set of units is U = G X V with the 
operation h(g, v) = (h + g, 0). The G-morphism (or is defined by 
(PTk’4=L+cp(g)~ (7.1) 
where cp is the canonical injection from G into T. The elements t, are chosen 
so that the family (t, + G),,v includes r times each of the cosets of G in 
some subgroup T, containing G. The design thus includes T replicates of the 
fraction T, of T. In most applications, r will be 1. 
The G-set of blocks is a disjoint union B = LI o E vB, of quotient groups 
B, of G. We write qBo for the canonical surjection of G onto B,. Then (me is 
defined by 
cpEkJJ> = cpE”(d. (7.2) 
The set G x { u } of units belonging to one of the blocks in B, is called a 
macroblock. 
The commutative groups involved are decomposed as products of cyclic 
groups. The same notation is then used for group morphisms, or elements of a 
group, and their representations in these decompositions [but we write cpg 
instead of cp( g ) when representations are concerned]. 
The linear model of the cyclic design (Q+, (me) is 
E{dg, 0)) = +o + dd) -t E,bs,k)) (7.3) 
The vector 7 of treatment effects is supposed to satisfy (2.7), with parameters 
atX, t x E Sx, which are unconfounded on the fraction Tl. In other words, if y 
is the canonical injection from Tl into T, then yx is supposed to be injective 
on Sx. 
r& is the vector of block effects in B,. It is decomposed on the orthogonal 
basis of irreducible characters of the group B,: 
(7.4) 
276 
(7.3) is equivalent to 
hence to 
E(y(g> 4) = 
Denote by BX the disjoint union of the B,X: B = u o E “B,“. Let 2, and 2, 
be the matrices, of dimensions IU 1 X IS ’ 1 and 1U 1 X 1 B x 1 respectively, defined 
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c t+,+tx’t”l[+X.gl + c abX17[(P;,bX,g,. (7.5) 
(7.7) 
In matrix form, (7.5) becomes 
E(y) = Z,a, + Z,a,. (7.8) 
Denote by Z,( , t x ) the column t x of Z,, and similarly by Z,(, bx ) the 
column bX of Z,. To study the model (7.8) we must determine the elements 
of Z,*Z,, Z$Z,, Z,*Z,, which are the scalar products 
(ZT(.J:)>zT(-4ex))7 
(z,(.,tX),Z,(-,bX)), (z~(‘,b:),ZB(‘,b~))’ 
Here: 
(1) we have 
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This is because the design is formed by r copies of the fractional set T,, and 
Y x is injective on Sx. 
(2) If hX E B,, 
l 
\ 
Z,(.JX),Z,(.,bX) = ~l+x*tD1 ~theV;sX-rp&hx=O> (7.10) 
) ( 
(3) If bc and b,X do not belong to the same subset Br of BX, then 
(ZB( ., b:), Z,( ., b,X)) is null. If b: and b,X both belong to B,X, we have 
Since qBo is surjective and its dual (p& consequently injective, the sum is 
equal to (G ( if b: = b,X , to 0 otherwise. Hence 
(/,(.,b:),Z,(d$)) = (b”l ttieziseb,x, (7.11) 
(7.8) can be written in a form analogous to (6.12): 
E(y) = Xa = xX,x cigx 
f? 
= c (Xr,*%,x + XB,X (yBgX > > 
&TX 
(7.12) 
where 
X rgY contains the columns of Z, associated to the elements tx of Sx 
which have gx as image by ‘px, 
x * contains the columns of Z, associated to the elements bX of BX 
whicl%ave gx as image by (p&, where v is such that bX E B,, 
X,x = (X,5 X,,, )> 
X is the matrix with the blocks X,, put side by side: X = 
(Xgx, gx E GX). 
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The matrix X*X is block diagonal: X*X = diag(X,*xX,x, gx E GX). Let 
Ji be a subset of Sx satisfying (3.16), and E be the subspace of real contrasts 
of the parameters oYtX, t x E 1,. To find the principal efficiencies and contrasts 
in E, we can proceed first separately within each block of X. We therefore fix 
gx and put 
L= {tXESXlcpX(tX)=gX}, 
L,= (txH~~x(tx)=gx), 
Lo= (txESX-J~~~x(tx)=gx] =L-L,, 
x0 = (X,0, XT”)7 
x,= (XTgx(,tx), tXE L,). 
Xi is thus the submatrix of X, x associated to parameters in E, while X, is 
the complementary submatrix, decomposed into two parts X,,, X,, corre- 
sponding to treatment effects and block effects respectively. (7.9), (7.10), and 
(7.11) show that, up to a reordering of its columns and (the same reordering 
of its) rows, the matrix XixXgx has the form 
x:x, x:x,, x:x,, 0 IGIA: 
X,*,X, X,*X,, X,*,X,, n1 IGIM, 
X&X, X,$X,, X,*X,, IGIA, IGIA, IW I 
where if bX E B, and rpBo(bX ) = gx, 
A,(bx,tX) = q[fx.to], tXE L,, 
&(b”,t”) = 17[tx,tu], tX E L,. 
The per unit information matrix is D = X:&Xl/n, where Q0 is the 
operator of orthogonal projection on the orthogonal complement of Im X,. 
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Since X, and X,, are orthogonal, QOX, can be obtained as follows: 
(1) Orthogonalize X,, for X,,, which leads to 
(2) Orthogonalize X, for W, which leads to 
QaX,= [I-W(W*W)-W*]X,. 
Finally, 
D~x~[I-w(w*w)-w*]xl x;x, x:w(w*w)-w*xl =-- 
n n n 
Since X&X, = 0, we have 
W*X1 = X,*,X, = JGIA, 
Suppose now that X,, has only one column. This is equivalent to 
assuming that there is only one index v in V such that cp,X,-‘(g’ ) is not 
empty (and is also equivalent to the hypothesis formulated in Section 6.4). 
Then: 
(I) A,& = I&l, A,AT = I&I. 
(2) B, is a scalar: B, = 1 - IGI IL,l/n. 
(3) AT is an eigenvector of D with corresponding eigenvalue A: 
h=l- 
IGI I-4/n 
1 - IGI lLoI/n ’ 
(7.13) 
The orthogonal complement of AT in CILll is an eigenspace of D with 
corresponding eigenvalue 1. 
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EXAMPLE. Suppose there are seven factors A,. . . , G at two levels each, 
and 2” = 64 experimental units grouped in blocks of four. We would like a 
design of resolution V, i.e. allowing the estimation of all effects in a model 
containing the main effects and the interactions between two factors. 
Let C = (0, 1) be the cyclic group of order 2. T is identified with C7. 
Then T, = Ker J/i and G = Ker +o, where 
#,=[l 1 1 1 1 1 11, 
I 
1 1 1 1 1 1 1 
$o= 10 1 1 1 0 0. 1 0111010 
The elements of TX are written in the usual multiplicative way: AB for 
(1 1 0 0 0 0 0) for instance. Thus Im It/g contains the following elements: 
1 ABCDEFG 
A CDE B FG 
BCD F A E G 
AB EF CD G 
This image is also the kernel of ‘px, where ‘p : G + T is the canonical 
injection. By hypothesis, we have 
sx = {A, B,C, D, E, F,G, AB, AC, AD, AE, AF, AG, 
BC,BD,BE,BF,BG,CD,CE,CF,CG,DE,DF,DG,EF,EG,FG}. 
The sets L(gx)= {tX~SXIqX(tX)=gX} are therefore 
{l}{A,EG} {RFG} {C,DG} {D,CG} {E,AG} {CBG} 
{G,BF,AE,CD} {AB,EF} {AC,DE} {AD,CE} {AFTBE) 
{BC,DF} {BD,CF) 
To define the morphisms qBo, we identify G with C4. This is done SO that cp 
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has the following matrix (the columns of which generate G = Ker Jlo): 
cp= 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
1 0 1 1 
0 1 1 1 
0 0 1 1 
One can define five different morphisms (~a” on C4 so that the images of 
their dual (p& have only 0 as intersection; for instance, 
1 0 0 0 0 0 1 0 
(PBl = 0 10 1 0’ ‘pBZ= [ 0 0 0 1 1 ) 
[ 1 0 1 0 (PB3= 0 1 0 1 1 ’ 
1 
0 1 
We need only four of them. The efficiency for an individual contrast qx is 1 
if qx (t x ) does not belong to u 1) E v Im (p&, that is to say, if the contrast is 
unconfounded with the blocks in any of the macroblocks G x { 0 }. If it is 
confounded with one of these macroblocks, the efficiency X is given by 
(7.13), where ILlI = 1 and jLOl = IL(gx)j - ILrI. Since X = $ if IL(gx)I = 2 
and X = 0 if IL( gx )I = 4, it is advisable to select the four morphisms qBo so 
that the contrasts in {G, BF,AE,CD} are unconfounded. The image of these 
contrasts by cp x is gx = (0 0 1 l), which belongs to Imcp&. Hence we 
choose V= {1,3,4,5}. The family (to)ocv can be any set of representatives 
of the cosets of G into one of the two cosets of T,, for instance: 
t1=(0 0 1 0 0 0 o), t3=(o 0 1 1 1 0 o), 
t,=(o 0 1 1 0 1 o), t5=(0 0 1 1 0 0 1). 
The efficiencies are then 
1 for the contrasts in { C, DG }, { D, CG }, { G, BE, AE, CD }, 
2 
:3 for the other contrasts. 
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