Abstract: In this paper, by using Gröbner-Shirshov bases for non-associative algebras invented by A. I. Shirshov in 1962, we show I. P. Shestakov's result that any Akivis algebra can be embedded into its universal enveloping algebra.
m ij e m , (e i , e j , e k ) = n β n ijk e n and each α m ij , β n ijk ∈ k. The linearity of A means that A is a subspace of U(A) (see [13] ). Remark also that any subalgebra of a free Akivis algebra is again free (see [14] ).
Composition-Diamond lemma for non-associative algebras
Let X = {x i |i ∈ I} be a set, X * the set of all associative words u in X, and X * * the set of all non-associative words (u) in X. Let k be a field and M(X) be a k-space spanned by X * * . We define the product of non-associative words by the following way:
(u)(v) = ((u)(v)).
Then M(X) is a free non-associative algebra generated by X. Let I be a linearly ordered set. We order X * * by the induction on the length |((u)(v))| of the words (u) and (v) in X * * :
(i) If |((u)(v))| = 2, then (u) = x i > (v) = x j iff i > j.
(ii) If |((u)(v))| > 2, then (u) > (v) iff one of the following cases holds:
It is easy to check that the order " < " on X * * is a monomial order in the following sense:
(a) " < " is a well order.
Such an order is called deg-lex (degree-lexicographical) order and we use this order throughout this paper. Given a polynomial f ∈ M(X), it has the leading word (f ) ∈ X * * according to the deg-lex order on X * * such that
Definition 2.1 Let S ⊂ M(X) be a set of monic polynomials, s ∈ S and (u) ∈ X * * . We define S-word (u) s by induction:
(ii) If (u) s is an S-word of S-length k and (v) is a non-associative word of length l, then
The S-length of an S-word (u) s will be denoted by |u| s . Note that
Let f, g be monic polynomials in M(X). Suppose that there exist a, b ∈ X * such that (f) = (a(ḡ)b). Then we set (w) = (f ) and define the composition of inclusion
It is clear that (f, g) (w) ∈ Id(f, g) and (f, g) (w) < (w).
Given a nonempty subset S ⊂ M(X), we shall say that the composition (f,
If this is the case, then we write (f, g) (w) ≡ 0 mod(S, (w)). In general, for p, q ∈ M(X), we write
Definition 2.2 Let S ⊂ M(X) be a nonempty set of monic polynomials and the order "<" as before. Then S is called a Gröbner-Shirshov basis in
Proof. We have a 1s1 b 1 = a 2s2 b 2 as associative words in the alphabet X ∪ {s 1 ,s 2 }. There are two cases to consider. Case 1. Suppose that subwordss 1 ands 2 of w are disjoint, say, |a 2 | ≥ |a 1 | + |s 1 |. Then, we can assume that a 2 = a 1s1 c and
for some c ∈ X * , and so, w = (
Case 2. Suppose that the subwords 1 of w containss 2 as a subword. We assume that
for some S-word (as 2 b). We have
Lemma 2.4 Let S ⊂ M(X) be a subset of monic polynomials and Red(S) = {(u) ∈ X * * |(u) = (a(s)b), a, b ∈ X * , s ∈ S and (asb) is an S-word}. Then for any f ∈ M(X),
where each α i , β j ∈ k, (u i ) ∈ Red(S) and (a j s j b j ) an S-word.
In both cases, we have (f 1 ) < (f ). Then the result follows from the induction on (f ).
The proof of the following theorem is analogous to one in Shirshov [17] . For convenience, we give the details. (ii) f ∈ Id(S) ⇒ (f ) = (a(s)b) for some s ∈ S and a, b ∈ X * , where (asb) is an S-word.
s ∈ S and (asb) is an S-word} is a basis of the algebra M(X|S).
Proof. (i) ⇒ (ii). Let S be a Gröbner-Shirshov basis and 0 = f ∈ Id(S). Then, we have
where each α i ∈ k, a i , b i ∈ X * , s i ∈ S and (a i s i b i ) an S-word. Let
We will use the induction on l and (w 1 ) to prove that (f ) = (a(s)b) for some s ∈ S and a, b ∈ X * . s 1 )b 1 ) and hence the result holds. Assume that l ≥ 2. Then, by Lemma 2.3, we have
Thus, if α 1 + α 2 = 0 or l > 2, then the result holds. For the case α 1 + α 2 = 0 and l = 2, we use the induction on (w 1 ). Now, the result follows.
(ii) ⇒ (ii)
′ . Assume (ii) and 0 = f ∈ Id(S). Let f = α 1 (f) + · · · . Then, by (ii), (f) = (a 1 (s 1 )b 1 ) . Therefore,
Now, by using induction on (f), we have (ii)
′ .
(ii) ′ ⇒ (ii). This part is clear.
(ii) ⇒ (iii). Suppose that
Then all α i must be equal to zero. Otherwise,
for some j which contradicts (ii).
Now, for any f ∈ M(X), by Lemma 2.4, we have
So, (iii) follows.
(iii) ⇒ (i). For any f, g ∈ S , by Lemma 2.4, we have
Since (f, g) (w) ∈ Id(S) and by (iii), we have
Therefore, S is a Gröbner-Shirshov basis.
3 Gröbner-Shirshov basis for universal enveloping algebra of an Akivis algebra
In this section, we obtain a Gröbner-Shirshov basis for universal enveloping algebra of an Akivis algebra. n ijk e n by {e i e j } and {e i e j e k }, respectively. Let U(A) = M({e i } I | e i e j − e j e i = {e i e j }, (e i e j )e k − e i (e j e k ) = {e i e j e k }, i, j, k ∈ I) be the universal enveloping algebra of A. Let S = {f ij = e i e j − e j e i − {e i e j } (i > j), g ijk = (e i e j )e k − e i (e j e k ) − {e i e j e k } (i, j, k ∈ I), h ijk = e i (e j e k ) − e j (e i e k ) − {e i e j }e k − {e j e i e k } + {e i e j e k } (i > j, k ≥ j)}.
Then (i) S is a Gröbner-Shirshov basis for U(A).
(ii) A can be embedded into the universal enveloping algebra U(A).
Proof. (i). It is easy to check that
So, we have only two kinds of compositions to consider:
(g ijk , f ij ) (e i e j )e k (i > j, j ≤ k) and (g ijk , f ij ) (e i e j )e k (i > j > k).
For (g ijk , f ij ) (e i e j )e k , (i > j, j ≤ k), we have (g ijk , f ij ) (e i e j )e k =(e j e i )e k − e i (e j e k ) + {e i e j }e k − {e i e j e k } ≡ − e i (e j e k ) + e j (e i e k ) + {e i e j }e k + {e j e i e k } − {e i e j e k } ≡0.
For (g ijk , f ij ) (e i e j )e k , (i > j > k), by noting that, in A,
=(e i , e j , e k ) + (e k , e i , e j ) + (e j , e k , e i ) − (e i , e k , e j ) − (e j , e i , e k ) − (e k , e j , e i ), we have (g ijk , f ij ) (e i e j )e k =(e j e i )e k − e i (e j e k ) + {e i e j }e k − {e i e j e k } ≡ − e i (e j e k ) + e j (e i e k ) + {e i e j }e k + {e j e i e k } − {e i e j e k } ≡ − e i (e k e j ) − e i {e j e k } + e j (e i e k ) + {e i e j }e k + {e j e i e k } − {e i e j e k } ≡e j (e i e k ) − e k (e i e j ) − {e i e k }e j + {e i e j }e k − e i {e j e k } − {e k e i e j } + {e i e k e j } + {e j e i e k } − {e i e j e k } ≡e j (e k e i ) + e j {e i e k } − e k (e j e i ) − e k {e i e j } − {e i e k }e j + {e i e j }e k − e i {e j e k } − {e k e i e j } + {e i e k e j } + {e j e i e k } − {e i e j e k } ≡e k (e j e i ) + {e j e k }e i + {e k e j e i } − {e j e k e i } + e j {e i e k } − e k (e j e i ) − e k {e i e j } − {e i e k }e j + {e i e j }e k − e i {e j e k } − {e k e i e j } + {e i e k e j } + {e j e i e k } − {e i e j e k } ≡{e j e k }e i − e i {e j e k } + e j {e i e k } − {e i e k }e j + {e i e j }e k − e k {e i e j } + {e k e j e i } + {e i e k e j } + {e j e i e k } − {e j e k e i } − {e k e i e j } − {e i e j e k } ≡{e j e k }e i − e i {e j e k } + {e k e i }e j − e j {e k e i } + {e i e j }e k − e k {e i e j } + {e k e j e i } + {e i e k e j } + {e j e i e k } − {e j e k e i } − {e k e i e j } − {e i e j e k } ≡{{e j e k }e i } + {{e k e i }e j } + {{e i e j }e k } + {e k e j e i } + {e i e k e j } + {e j e i e k } − {e j e k e i } − {e k e i e j } − {e i e j e k } ≡0.
Thus, S is a Gröbner-Shirshov basis for U(A).
(ii) follows from Theorem 2.5. This completes our proof.
