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ABSTRACT 
This thesis shows that a bandlimited bivariate-normal time 
series is a useful model for the envelope of scintillating radio 
signals traversing the ionosphere. A software computer model is 
designed and its parameters varied to obtain good fits of the fade 
duration distribution of the time series generated by the model 
with that of an actual block of ionospheric scintillation data. The 
power spectrum of the actual time series corresponding to the 
in-phase and phase quadrature components of ionospheric scintillation 
is shown to lie between that of a first- and second-order Butterworth 
filter through comparison with model generated data. 
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I. INTRODUCTION 
Ionospheric scintillation has been observed as a perturbation 
in the communications channel through the ionosphere causing signal 
fades on the order of seconds. This perturbation has been a serious 
source of error in trans-ionospheric radio communication and radio 
star observation. In order to predict the reliability of a 
trans-ionospheric radio communications link a model of ionospheric 
scintillation is needed. This model could range in complexity from 
a simple set of charts outlining worst case conditions at 
representative earth locations, to a complete software model that 
would predict the overall strength and statistical behavior 
(amplitude and frequency distribution functions) of ionospheric 
scintillation based on a given set of ionospheric conditions, 
transmission frequency and geometry, time and place. The 
disadvantages of designing to a "worst case" set of conditions are 
the expense of overdesign and the lack of information concerning 
the transient response of the system to interference. Alternatively, 
the observation of ionospheric scintillation and development of 
theory have not precipitated sufficient data for a perfect, 
clear-cut model. 
Model development is proceeding along two lines in the 
literature. Scintillation strength is studied as a function of 
ionospheric conditions. The statistical properties of scintillation 
are studied independently. Since much data has been accumulated on 
scintillation strength, the modeling of scintillation strength as a 
function of ionospheric conditions is proceeding rapidly. However, 
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since no data is available on the amplitude and frequency distribution 
of the in-phase and phase quadrature components of a scintillating 
signal, modeling of the statistical properties of ionospheric 
scintillation has been directed at the amplitude distribution of 
the resultant received signal. The amplitude distribution yields the 
percent of total time a signal is below a given level. However, the 
communications engineer may want to simulate the fade duration 
distribution. The fade duration distribution is the number of fades 
per unit time below a given level for a given length of time or 
longer. To model this accurately, one must know the amplitude 
statistics and power spectrum of the in-phase and phase quadrature 
components of a scintillating signal. 
The research presented in this paper explores the adequacy of 
a bandlimited bivariate-normal time series for simulating the 
received signal in-phase and phase quadrature components of 
ionospheric scintillation, especially in terms of fade duration 
distribution. While the limited amount of data available dictates 
an iterative procedure, the groundwork has been laid for future 
investigation and this model can serve as an iterim model for 
studying communication system degradation due to scintillation 
fading. 
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II. REVIEW OF LITERATURE 
In order to ascertain the best subject for study, a survey of 
recent literature was conducted. While literature concerning many 
aspects of the problem of ionospheric scintillation was reviewed, 
the references cited below are those which apply directly to the 
modeling of the statistical properties of ionospheric scintillation. 
A. Amplitude Distribution of Ionospheric Scintillation 
The amplitude distribution of ionospheric scintillation has been 
approximated by the Rice-Nakagami, log-normal, and bivariate-Gaussian 
distributions. In Whitney, et al (1971), the cumulative distribution 
function of samples of ionospheric scintillation is modeled using 
the Rice-Nakagami distribution. A good fit is obtained for all 
amplitudes except at the extremes of the distribution. In Paulson 
and Hopkins (1973) , the cumulative distribution function of 
ionospheric scintillation is described as nearly Gaussian. However, 
no attempt is made to fit a theoretical Gaussian curve to the 
measured data points. A comparison of Rice-Nakagami, log-normal, 
and bivariate-normal distributions approximating the cumulative 
distribution function of ionospheric scintillation is found in 
Fremouw (1974). 
The Rice-Nakagami distribution is the distribution of the sum 
of a Rayleigh phasor and a constant phasor. The Rayleigh phasor 
consists of two components in relative phase quadrature that are 
identically distributed uncorrelated Gaussian random variables. The 
log-normal distribution is the distribution of a phasor whose 
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log-amplitude has a Gaussian distribution. The bivariate-normal 
distribution is similar to the Rice-Nakagami distribution. However, 
the bivariate-normal distribution is more general because it allows 
the components to be correlated and have unequal variances. 
Fremouw (1973) finds that the bivariate-Gaussian distribution gives 
the best fit of any of the distributions, with about eighty percent 
of the fluctuating power appearing in the deviated component and at 
least a slight correlation between the two components. It should be 
noted that the curve fitting is based on two parameters that are 
functions of the in-phase noise power, phase quadrature noise power, 
and covariance. Since these three independent parameters are 
represented by two control parameters, a range of each of these three 
parameters exists that will satisfy the restraints of the two control 
variables. 
Both Paulson and Hopkins (1972) and Fremouw (1974) find that the 
mean signal level tends to drop during scintillation. This supports 
the theory that the power in the scintillating components of the 
received signal is diverted from the original signal. 
B. Power Spectrum of Ionospheric Scintillation 
The power spectrum of ionospheric scintillation has not been well 
defined in the literature. The most recent and most detailed study 
of ionospheric scintillation by Fremouw (1974) does not discuss the 
power spectrum. Paulson and Hopkins (1973) show the overall power 
spectrum to be down three decibels from the peak in the range of 0.1 
to 0.4 hertz. Whitney , et a l (1971) cites a mean value of six 
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fluctuations per minute about the mean. This spectral distribution 
data does not apply directly to the in-phase and phase quadrature 
components but to the distribution of the overall phasor. Albeit 
this does not pinpoint a spectral distribution for modeling, it 
does hint at an approximate frequency range. 
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III. MODEL DEVELOPMENT 
The proposed model is shown in Fig. 1 . The variables FC, HR, 
IX, NP, RHO, T, UNDXMU, XKl, and XK2 are the external variables that 
control the properties of the model. These are defined in Appendix A 
and will be discussed in the text as their use is detailed . 
A. Random Number Generator 
The Gaussian random number generator is subroutine GAUSS. 
Subroutine GAUSS uses a seed value IX as a starting point and 
generates uniform random numbers by performing integer calculations 
whose results exceed the computer's maximum integer storage 
capability. This subroutine is useful only if the maximum allowable 
integer for the machine is 2,147,483,647. Each call to the 
subroutine produces two uncorrelated Gaussian random variables, Xl 
and Yl, by a transformation of variables from a uniform random 
number pair. The distribution of Xl and Yl are N(AMl, Sl) and 
N(AM2, S2) respectively. The notation N(M, 0 ) defines a normal 
distribution with mean value M and standard deviation a. In the 
model AMl and AM2 are set to zero and Sl and S2 are set to unity. 
Xl and Yl then have standardized normal distri butions . The value 
of IX, 1984216723, was chosen to yield a near Gaussian distribution 
with a minimum of undesirable offsets. This seed value was found to 
yield a string of over 270 , 000 unique random numbers . A poor choice 
of IX may yield an improper distribution or a short string of unique 
random numbers . 
RANDOM 
Xl __ CORRELATION X ... X2 • I - ~ SCINXY NUMBER AND 
r--+ FILTER 1 
.... 
GENERATOR SCALING GENERATION 
P(Xl) = N(O,l) Yl_ X = Xl*All+Yl*Al2 y ..... SCINXY = 
P(X2) = N(O,l) 
-
Y = SIGY*Yl ..... FILTER 2 Y2 - 1/2 
-
.... 










FC, HR, NP, T 
--I ... 
-...J 
Fig. 1. Block Diagram of Model of Ionospheric Scintillation. 
B. FILTER 1 and FILTER 2 
FILTER l and FILTER 2 are actually two separate calls to 
subroutine FILTER, a digital simulation of a Butterworth filter 
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obtained by the bilinear Z transform. If the input variable T, the 
time counter for the simulation, is set to zero, the subroutine 
calculates a set of coefficients based on FC, the desired cutoff 
frequency in Hertz, NP, the number of poles or order of the filter 
(an integer from 1 to 4 inclusive) , and HR, the simulation time 
between samples. 
calculated. 
If T is greater than zero, no new coefficients are 
FILTER uses two work vectors in which it stores the previous 
inputs and outputs. The number of previous inputs and outputs 
stored is equal to NP. Since the output, X2 or Y2, of FILTER is 
dependent only on the coefficients established at time zero, the 
present input, X or Y, and the values stored in the work vectors, 
two filters are generated by having two sets of work vectors. 
FILTER 1 is a call to FILTER with work vectors FILTlX and FILT2X. 
FILTER 2 is a call to FILTER with work vectors FILTlY and FILT2Y. 
Subroutine FILTER was taken from Ziemer, et al (1972). 
C. SCINXY GENERATION 
The output variable SCINXY is the RMS voltage level of the 
received signal. This is calculated from XMU, X2, and Y2. XMU is 
the steady-state component of the output and is calculated from 
UNDXMU and XK2. UNDXMU is the RMS voltage level of the undisturbed 
received signal. XK2 is the fraction of the power in the undisturbed 
signal that is diverted into the scintillation noise components . 
The expression for XMU is 
XMU UNDXMU(l- XK2) 1 / 2 . 
X2 is a random noise component in phase with XMU. Y2 is a random 
noise component in phase quadrature with XMU. The expression for 
the net vector magnitude, SCINXY, is 
SCINXY 
1/2 
((XMU + X2) 2 + (Y2) 2 ) 
D. Correlation and Scaling 
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It is desired that the statistics of X2 and Y2, the outputs of 
FILTER 1 and FILTER 2, be specified by the values XKl, XK2 and RHO. 
XKl is the fraction of the total noise power that is diverted to the 
phase quadrature component of scintillation. RHO is the desired 
(1) 
(2) 
correlation coefficient between X2 and Y2. If the standard deviation 
of A is denoted by crA, the expressions for UNDXMU, XKl and XK2 are 
given by 





2 2 , 









Since Xl and Yl, from the random number generator, are 
uncorrelated standardized random variables, they must be transformed 
and scaled before being input to FILTER 1 and FILTER 2. The scaling 
must account for the attenuation, FATTEN, of the filters: 
FATTEN 
0 2 {~) 
0 
X 
The linear transformation and scaling of Xl and Yl into X and Y is 
described by the system of two equations, 
X All•Xl + Al2•Yl 
Y SIGY•Yl. 
Utilizing the fact that Xl and Yl are both N{O, 1) the expressions 





UNDXMU(XK2(1- XKl) (1- RH02)) 
FATTEN 
1/2 












The magnitude of FATTEN depends on the order of the filter being 
used and the product of cutoff frequency, FC, and sample length, HR. 
This product is the ratio of the cutoff frequency of the filter to 
the sampling frequency of the process. The power spectral density 
S(w) of Xl or Yl, as a function of angular frequency w, is 
2 
. (HR•w) s1n --2-HR( ) (HR•w) 
2 
(12) 
This power spectral density is essentially constant to the pass band 
of a filter whose cutoff frequency is small compared with the inverse 
of HR. The magnitude of FATTEN was computed based on ten thousand 
data points for a range of the product of FC and HR between 0.02 and 
0.1. The actual a-c power attenuation of the filter was normalized 
by dividing by 2•FC. A set of curves was fitted to this normalized 
data for each filter order. Fig. 2 and 3 show the data obtained 
through simulation and the resulting curves. 
For the first-order filter, an analytical expression was derived 
for the power attenuation of a true Butterworth filter to the random 
staircase input produced by a Gaussian random number generator. The 
power spectral density of the output of the filter is given by the 
product of the input power spectral density and the magnitude squared 
of the filter transfer function. Integrating the output power 
spectral density over all frequencies and dividing by 2n yields 
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Fitted Lines 
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FC•HR 
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. (HR• w) 
2 1 r sln -- 1 0 HR ( 2 ) 2 )dw . ( 13) out 2 TI HR• w 
--- (~) - oo 2 1 + 
w 
c 
By substituting X for HRW/2 and b forHR W /2 and recognizing that the 
c 










out 1 - HR• w 
c 
-HR• w 
__ 1 __ (1 - e c). 
Since the digital filter is not a perfect Butterworth filter, the 
( 15) 
above equation is fitted to the data points by finding the coefficient 
for the right side of Eq. (15) that produces the least squared error. 
This coefficient was found to be 0.97 giving the final expression 
shown in Eq. (16) after the angular f requency w is r eplaced by 
c 
2nFC . Since the input variance is unity, the expression for the 
output variance is identically the expression for the filter power 
attenuation, FATTEN: 
FATTEN 0 . 97 (l _ 1 (l -2 TI FC• HR)) 2 TI FC•HR - e 
For the second, third, and fourth order filters, no analytical 
expressions similar to Eq. (15) were derived. Instead the computed 
(16) 
15 
data points in Fig . 3 for each filter were replaced by two straight 
lines. Where the cutoff frequency is low compared to the sampling 
frequency, the filter attenuation is proportional to FC. Since the 
data points are normalized to 2•FC, they should approach a constant 
at low cutoff frequencies. At higher cutoff frequencies, the 
normalized attenuation tends to decrease. The data points at 
higher frequencies are approximated by the straight line that produces 
the least squared error. The expressions for FATTEN are obtained by 
multiplying the resulting piecewise linear approximation by 2•FC: 
FC•HR•2.255618, FC•HR~. 0299345, NP = 2 
FC•HR• (2.29394 - 1.1280l•FC•HR), FC•HR> .0299345, NP 2 
FATTEN FC•HR•2.12985, FC•HR< .048491, NP = 3 FC•HR• (2.1693 - .813612•FC•HR), FC•HR>. 048491, NP 3 (17) 
FC•HR•2.086614, FC•HR<.062329, NP = 4 
FC•HR• (2.132778- .73989•FC•HR), FC•HR> .062329, NP 4 
E. Model Flow 
The subroutine for scintillation simulation, SCINT, was written 
to give an indication of illegal operations that may produce invalid 
results, to provide flexibility, and to minimize execution time. 
At time zero (T=O), the work vectors for FILTER are initialized 
to zero; the values of NP, FC, and HR are recorded; Sl, S2, AMl, and 
AM2 are set; FATTEN is calculated. Then FACTOR, SIGX, SIGY, and XMU 
are calculated and the values of XKl, XK2, and UNDXMU are recorded. 
All and Al2 are calculated and the value of RHO is recorded. Finally, 
a data point is generated per the d i agram of Figure 1. The division 
of the four precedi ng sentences is important in that computations are 
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broken into independent groups. The following group of equations 
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Eq. (7) and Eq. (8) are a function of All, Al2, and SIGY which can be 
seen to be functions of all the input variables. However, if NP, 
FC, and HR do not change FATTEN does not change. In addition, if 
XKl, XK2, and UNDXMU do not change, only All and Al2 need to be 
recomputed. If none of the input variables change, only Eq. (7) and 
(8) must be exercised. The program is written to benefit from this 
division. 
The input variables can be divided into two groups, those that 
can be changed only at time zero and those that can be changed at any 
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time. NP, FC, and HR fall into the former category and UNDXMU, XKl, 
XK2, T, and RHO fall into the latter category. 
The restrictions on NP, FC, and HR are imposed by the filter 
subroutine. To change these, T must be set to zero. Subroutine 
FILTER will, at that point recompute its internal coefficients and 
subroutine SCINT will initialize the FILTER work vectors, the memory 
of past inputs and outputs. As a result, the output of FILTER will 
have a transient response before reaching a steady-state response to 
the input X or Y. Because of the change in FILTER parameters, all 
the variables in SCINT must be recomputed. If NP, FC, or HR are 
changed without initializing T, El is set to 1, 2, or 3 respectively. 
Otherwise, El is returned as zero. 
When no input data is changed and T is nonzero, the model 
operates as shown in Fig. 1. The random number generator returns 
two data points, Xl and Yl. These are correlated and scaled as 
specified by All, Al2, and SIGY. Then two calls are made to FILTER 
to filter each component and SCINXY is calculated and returned to the 
calling program. 
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IV. RESULTS AND CONCLUSIONS 
Once SCINT was fully developed, an attempt was made to fit it to 
a block of scintillation data by varying the input parameters XKl, 
XK2, RHO, NP, and FC. A stationary region of scintillation data was 
chosen and SCINT was fitted based on the fade duration distribution. 
The fade duration distribution is the number of fades per unit time 
below a given level for a given length of time or longer. An 
analogous distribution is the fade duration density which is the 
number of fades below an established level greater than some duration 
but shorter than the next longest duration (i.e., greater than 
0.2 seconds but less than 0.4 seconds). 
A. Analysis of Scintillation Data 
In order to compute the statistical properties of scintillation 
from a single record, it is necessary to establish stationarity so 
that time averages and ensemble averages will be equal. A run test 
and trend test described in Bendat and Piersol (1966) was used to 
establish stationarity. 
A block of eight thousand scintillation data points spaced two 
tenths of a second apart was obtained from tests conducted by the 
Naval Electronics Laboratory, San Diego, California. This data is 
a part of thatanalyzed and operated on by Paulson and Hopkins (1973). 
The data was stored on one thousand cards with eight data points on 
each card. The data was divided into 27 groups of 37 cards each. 
This placed 296 data points or 59 . 2 seconds of data in each group 
and utilized 999 of the cards. These groups of data were tested 
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against each other using the run and trend tests at the ten percent 
level of significance. This means that the hypothesis that a number 
of sequential groups of data is jointly stationary is rejected if 
the likelihood of this hypothesis is less than ten percent. 
The average percent deviation and the average percent deviation 
squared of the data in each group from the group's mean level were 
used as the two test parameters in two independent run and trend 
tests. The reason for using percent deviation is to eliminate the 
effects of slow changes in the overall signal strength that occurs 
as a satellite passes overhead. The test checks for weak 
stationarity, which is usually accepted as implying strong 
stationarity for commonly encountered physical random processes. 
The scintillation was strong for the first eighteen groups and 
relatively weak for the last nine. The tests accepted the hypothesis 
of stationarity for the first twenty groups. In order to facilitate 
testing or comparison at some future date, the first 4096 data points 
(a number of data points that is ari integer power of two is needed 
for fast Fourier transform routines) were chosen as the test group. 
This is approximately the first 14 groups of data. 
The fade duration distribution was then computed for these 
4096 data points. The fade duration distribution is defined as the 
number of times the signal faded below an established level for 
longer than a given period of time. The established levels were 
100, 80, 60, 40, and 20 percent of the undisturbed RMS signal level. 
The time periods chosen are the integer powers of 2 multiplied by 
0.2 seconds. The range is from 0.2 seconds to 819.2 seconds. As 
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can be observed from the figures, the fades below these levels were 
of much shorter duration than the maximum allowed above. Figure 4 
shows the fade duration distribution for the experimental data. 
This distribution, the mean signal level, and the signal variance 
are the parameters that are to be matched. The mean signal level was 
normalized by dividing it by the undisturbed mean level. The 
undisturbed mean signal level was computed as the square root of the 
mean square level. The variance was calculated from the normalized 
mean level as one less the square of the normalized mean level. 
B. Fitting Model to Scintillation Data 
To fit the model to the scintillation data, it was necessary to 
define the effects of the input parameters NP, FC, HR, XKl, XK2, and 
RHO on the fade duration distribution. In order to facilitate 
comparison, HR, the step size, was maintained at 0.2 seconds, which 
is identical to the data step size. A number of computer runs were 
made, not all of which are graphed and discussed in the body of this 
report. However, those not graphed here are included in Appendix C 
in tabular form. In all the simulations, 8192 data points were 
generated and the fade duration density function was established. 
To calculate the fade duration distribution, the number of fades for 
a given duration and all the longer durations are accumulated. To 
normalize these to 4096 data points, each number is divided by 2. 
The effects of parameter changes on the fade duration distribution 
and the mean level and variance of the signal are summarized in 
Table I. 
The first curve fitting attempted placed more emphasis on 
100 
0.2 0.4 
Fade Levels are in Percent of 
the Undisturbed Mean Signal Level 
Data is from Naval Electronics 
Laboratory, San Diego, California 
0.8 1.6 3.2 6.4 12.8 
Fade Duration, Seconds 
Fig. 4. Fade Duration Distribution for 4096 Scintillation Data 
Points Spaced at 0.2 Second Intervals. 
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25.6 
Table I. Effects of XKl, XK2, NP, and RHO on the Fade Duration Distribution 
* Fade Levels 
- - ~ ~- - - - - ·· -
20% 40% 60% 80% 100% 
Quiescent 
Conditions 
WAR R ~F LF SF LF SF LF SF LF SF LF MEAN Variance 
FC = 0.2, XKl = 0.5 
XK2 = 0.5, RHO= 0 
FC = 0.2, XK2 = 0.5 
NP = 2, RHO= 0 
FC = 0.2, XKl = 0.5 
NP = 2, RHO = 0 
FC = 0.11, XKl = 0.8 
XK2 = 0.5, NP = 2 
FC = 0.4, XKl = 0.1 















+ t + 
+ t + 
t t t 
+ + + 
+ + + 
t + t + t + t -
+ + + t + t - t 
t t t t t - - t 
+ + + t - t t -
- t - t - t + -
As the variable (VAR), is extended over the range (R), in the sequence shown, the mean, 
variance, and the number of short fades (SF) and long fades (LF), for the fade levels shown, 
increase (t), decrease (-!-), or do not change significantly (-). 









matching the curves at long fade durations where communications systems 
are probably most susceptible. However, on a later curve fit more 
importance is placed on short fade durations to show a better overall 
fit. 
1. Significance of 100 percent curves 
The fade duration distribution for fades below 100 percent 
of the undistrubed signal level is a measure of spectral 
distribution. That is, no matter how strong the fades, their 
mean level crossing depends on the spectral distribution of 
the random process. The mean level of the signal decreases 
during scintillation. However, the fade duration distribution 
below 100 percent of the undisturbed mean level tends to 
remain constant as scintillation strength is varied. Therefore, 
the fade duration distribution below 100 percent of the mean 
level is also a good indicator of relative spectral distribution. 
2. Filter order 
The filter order was established first. The cutoff 
frequency, FC, was held at 0.2 hertz, XKl at 0.5, XK2 at 0.5, 
and RHO at zero. The order of the filter, NP, was then varied 
from l to 4. The resulting fade duration distribution is 
plotted in Fig. 5 through 8. The trend in the shape of these 
curves is summarized in Table I. With higher order filters, 
the curves tend to flatten at lower fade durations. Only the 
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Fig. 5. Fade Duration Distribution for Model, 
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Fig. 6. Fade Duration Distribution for Model, 
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Variance 0.1776 
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Fig. 7. Fade Duration Distribution for Model, 
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Fig. 8. Fade Duration Distribution for Model, 
XKl = 0.5, XK2 = 0.5, RHO = 0, NP = 4, FC 0.2. 
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durations. Since other factors could affect this shaping, 
however, both the one and two pole filters were studied beyond 
this point. It should be noted from Table I that the mean 
level and the variance did not change appreciably as NP was 
changed. Subroutine SCINT took into account the type of 
filter being used and adjusted the internal parameters 
accordingly. 
3. Adjustment of XKl and XK2 
The parameter XK2 is the fraction of total signal power 
that is converted into the in-phase and phase quadrature noise 
components of the scintillating signal. The parameter XKl is 
the fraction of the noise power that resides in the phase 
quadrature component of scintillation. Increasing XK2 
increases the number of short fades and long fades at all 
levels except the 100 percent level. Increasing XKl decreases 
the number of short and long fades at the 20, 40, and 60 
percent levels, and decreases the number of long fades at the 
80 percent level. Conversely, decreasing XKl increases the 
number of short fades at the 80 and 100 percent levels. The 
number of long fades at the 100 percent level is essentially 
constant. Increasing XKl, therefore, tends to cluster the 
distribution more closely about the mean level and tends to 
shift some of the power into the higher frequency ranges. One 
would, in fact, expect the distribution to cluster more about 
the mean with increasing XKl since the net magnitude is the 
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root sum square of a phase quadrature and mean vector. The net 
magnitude is the algebraic sum for an in-phase vector and a 
mean vector. 
4. Adjustment of FC 
The change in the fade duration distribution as a function 
of filter cutoff frequency, FC, can be predicted rather easily. 
As a lower cutoff frequency is chosen, the curves tend to change 
slope, exhibiting fewer short fades and more long fades. Since 
the spectral distribution is sensed by using the fades below 100 
percent, Fig. 9 and 10 show only the fade duration distribution 
for the 100 percent level. 
The frequency comparison for the second order filter is 
shown in Fig. 9. This shows the final model FC and the next 
closest FC's on either side. XKl and XK2 for two of the curves 
in this run were chosen to be values that give a mean and 
variance close to the mean and variance of the sample data. The 
other curve, FC = 0.1, was drawn from another set of input data 
that has the same XKl but a different XK2. This does not affect 
the results since changes in XK2 have no appreciable effect on 
the 100 percent fade duration distribution. The data points from 
the 100 percent fade duration distribution of the scintillation 
data are entered for comparison. A cutoff frequency of 0.11 
hertz was chosen as the best fit to the data for a second order 
filter. In order to increase the number of short fades RHO and 
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Fig. 10. Comparison of FC for NP 1. 
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The dependence of the 100 percent fade duration distribution 
of FC for the first order filter is shown in Fig. 10. XKl and 
XK2 for these data were chosen to yield the same mean and 
variance as for the sample data. Although the curve for 0.04 
hertz appears closer at this point, the curve for 0.05 hertz was 
chosen based on the initial sample runs which showed that the 
three shortest fade durations should move downward as RHO is 
increased (Table I) . 
5. An interim model fit 
Preliminary experimentation showed that RHO would not 
appreciably affect the mean level and variance of the resulting 
time series generated by the model. As a result, the parameters 
XKl and XK2 were varied to determine the best fit for the cutoff 
frequencies chosen. The controlling factor on slope at this 
point was to match the fade duration distribution at long fades 
on a given curve. In spacing the curves a worst case approach 
was taken. For instance, the number of fades at the 40 percent 
level was not allowed to drop below its target level in order to 
drop the 20 percent curve closer to its target level. 
Fig. 11 shows the preliminary best fit using the first 
order filter. The parameters chosen for this run were XKl = 0, 
XK2 0.129, RHO = 0, and FC = 0.05. The match between actual 
and model-generated data will be discussed for each fade level. 
A good long fade match exists at the 100 percent fade level. A 
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Fig. 11. Fade Duration Distribution for Model, 
XKl = 0, XK2 = 0.129, RHO = 0, FC = 0.05, NP 1. 
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The number of short fades is high for all levels. The number 
of fades below the 20 percent level should be zero; however, 
a small but significant number of fades is recorded. 
Fig. 12 shows the preliminary best fit using the second 
order filter. The parameters chosen for this case are XKl = 0.8, 
XK2 = 0.5, RHO = 0, and FC = 0.11. At short fade durations, the 
number of fades is too small for all levels except the 20 percent 
level. At long fade levels, the match is fairly good except at 
the 40 percent level. The entire 40 percent fade level curve 
is too low, and the 20 percent curve, which should not be 
present at all, is low but significant. 
In the next section, an attempt will be made to correct 
some of these deficiencies by varying RHO. 
6. Adjustment of RHO 
The preliminary model using the first order filter, as 
outlined above, employed XKl = 0. This means that all of the 
power is in the in-phase component of the scintillating signal. 
As a result, there is no point in varying the correlation 
coefficient RHO. However, another approach can be taken for 
this model. In pursuing the curve matching thus far, matching 
the curves at long fade durations has been of primary importance. 
A better overall fit will be pursued. 
In pursuing this better overall fit, FC is decreased to 
0.04. XKl and XK2 are then varied with RHO equal to zero to 
achieve a proper fit with the correct mean and variance. The 
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Fig. 12. Fade Durat i on Distribution for Model, 
XKl = 0.8, XK2 = 0.5, RHO = 0, FC = 0.11, NP 2. 
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resulting distribution is shown in Fig. 13. The effect is a 
decrease in the number of short fades and a degradation in the 
matching of the 100 percent curve at long fade durations. An 
important improvement, however, is that the power has been 
partially divided between two different components of 
scintillation. 
Fig. 14 through 22 show the effects of varying RHO. Since 
the change is not dramatic from one curve to the next, it is 
hard to decide which one represents an overall best fit. 
Because of this, the mean square error between each curve and 
the corresponding curve for the actual scintillation data was 
computed. Based on this computation, the best overall fit was 
chosen as the curve for RHO = 0.6, Fig. 19. The relative merits 
of each choice of parameters will be discussed in a later section. 
The preliminary fit using the second order filter, as 
outlined previously, has power in both components of 
scintillation. For this curve, matching will be pursued giving 
priority to matching at long fade durations and worst case 
spacing as was previously defined. The effects of varying RHO 
are shown in Fig. 23 through 31 and in Table I. The best 
overall match to the fade duration distribution for the actual 
data, appears to be Fig. 25, for which RHO = 0.3. The only 
gain over previous fits is a slight drop in the fade duration 
distribution at the 20 percent fade level without degrading 
the other distributions. 
Table I summarized the effects of RHO on the fade duration 
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Fig. 13. Fade Durati on Distribution for Model, 
XKl = 0.1, XK2 = 0.152, RHO = 0, FC = 0.04, NP 1. 
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Fig. 14. Fade Duration Distribution for Model, 
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Fig. 15. Fade Duration Distribution for Model, 
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Fig. 16. Fade Duration Distribution for Model, 
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Fig. 17. Fade Duration Distribution for Model, 
XKl = 0.1, XK2 = 0.152, RHO = 0.4, FC 
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Fig. 18. Fade Duration Distribution for Model, 
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25.6 
XKl = 0.1, XK2 = 0.152, RHO= 0.5, FC = 0.04, NP 1. 
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Fig. 19. Fade Duration Distribution for Model, 
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Fig. 20. Fade Duration Distribution for Model, 
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Fig. 21. Fade Duration Distribution for Model, 
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Fig. 22. Fade Duration Distribution for Model, 
XKl = 0.1, XK2 = 0.152, RHO = 0.9, FC 0.4, NP 1. 
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Fig. 23. Fade Duration Distribution for Model, 
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Fig. 24. Fade Duration Distribution for Model, 
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Fig. 25. Fade Duration Distribution for Model, 
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Fig. 26. Fade Duration Distribution for Model, 
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Fig. 27. Fade Duration Distribution for Model, 

















Mean Level = 0.9371 
Variance 0.1219 
Fade Levels are in Percent of 
the Undisturbed Mean Signal 
Level 
0.8 1.6 3.2 6.4 12.8 
Fade Duration, Seconds 
52 
25.6 
Fig. 28. Fade Duration Distribution for Model, 
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Fig. 29. Fade Duration Distribution for Model, 
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Fig. 30. Fade Duration Distribution for Model, 
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Fig. 31. Fade Durat i on Distribution for Model, 
XK1 = 0.8, XK2 = 0.5, RHO= 0.9, FC = 0.11, NP 2. 
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distribution. Due to the tendency of some curves to migrate 
it is not totally accurate to show the effect of RHO with a 
single up or down arrow. However, a full explanation in 
tabular form would be more perplexing than studying the effects 
of RHO on the figures presented. The indications presented in 
the table are the overall effects in increasing RHO from 0.0 to 
0.9. Also note that the effect of RHO depends somewhat on the 
control parameters. 
C. Scintillation Model 
Fig. 11, 19, and 25 have all been chosen as candidates for best 
fits depending on the criterion used for goodness of fit. The choice 
of model parameters is partially the job of the system designer. He 
must pick the set of parameters that probes the weak areas of his 
system. However, to achieve the proper distribution of short fades, 
it is best to use the first order filter. The recommended parameter 
values for probing a system whose weak points are not known are those 
used to obtain the data shown in Fig. 19 for which NP 1, XKl = 0.1, 
XK2 = 0.152, RHO = 0.6 and FC = 0.04. The deficiencies tend to be 
offsetting, however, and the overall representation appears palatable. 
The number of fades below the 20 percent level is, once again, small 
but significant. 
D. Conclusions 
The model that has been developed is a reasonable approximation 
to the fade duration distribution of the scintillation data. From 
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the appearance of the curves, the bandlimited bivariate-normal time 
series employed for the model appears to give a suitable simulation 
of ionospheric scintillation. If a more flexible filter had been 
available, a better simulation of the data may have been achieved. 
It is not assumed that any of the parameters that have been derived 
are the actual parameters of ionospheric scintillation. Instead, a 
combination of parameters has been chosen based on a restricted 
spectral distribution to form an imperfect, but suitable, fit to the 
data. 
It should be stressed that this model is based on only one 
sample time series of ionospheric scintillation. It is possible 
that parameters, other than XK2, may vary as the scintillation 
strength varies. It is also possible that the fade duration 
distribution will be a function of variables other than scintillation 
strength . The only way to eliminate guesswork, at this point, is to 
obtain data on the individual in-phase and phase quadrature 
components of ionospheric scintillation. 
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V. RECOMMENDATIONS 
This thesis shows that, at present, the modeling of ionospheric 
scintillation is not a straightforward procedure. To improve the 
accuracy of the model developed, it is recommended that a filter 
routine be developed giving more flexibility in the choice of filter 
order. It would be useful to have a spectral distribution available 
that lies between that given by the first- and second-order filters 
employed. (This, of course, is impossible with lumped filters.) 
Work is needed in determining how the input parameters will change 
with scintillation strength. Hopefully, only XK2, the fraction of 
the signal power that is diverted into noise power, will change. 
The experiment suggested in Fremouw (1974) would take much of 
the guesswork out of modeling this phenomenon. Basically, two or 
more signals would be transmitted through the ionosphere 
simultaneously with one signal at a frequency high enough to be 
relatively unaffected by the scintillation. This higher frequency 
signal would be a phase reference so that the in-phase and phase 
quadrature components of scintillation could be measured separately. 
This would enable the analyst to design a subroutine that would 
closely approximate the actual amplitude and frequency distribution 
of each scintillation component. 
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APPENDIX A 
DEFINITIONS OF SUBROUTINE SCINT VARIABLES 










FC is the cutoff frequency of FILTER 1 and FILTER 2 in hertz. 
HR is the desired time interval between data points in 
seconds. 
IX is the seed value used in the random number generator, 
GAUSS. The value for IX is chosen to give GAUSS a nearly 
normal distribution and to produce a long string of random 
numbers without repetition. 
NP is the number of poles of FILTER 1 and FILTER 2. NP 
can specify a 1, 2, 3, or 4 pole Butterworth filter. 
~0 is the correlation coefficient between the in-phase and 
phase quadrature components, Xl and Yl, respectively. 
T is the time corresponding to each data point. At T = 0 
the model initializes itself and generates one data point. 
At T > 0, the model generates data points. 
UNDXMU is the undisturbed mean magnitude (RMS voltage 
level) of the signal before scintillation starts. 
XKl is the ratio of phase quadrature noise power to total 
noise power . 
XK2 is the ratio of noise power to total signal plus 
noise power . 
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All is the multiplier of the output of Random Number 
Generator 1 that forms a part of the undeviated component 
into FILTER 1. 
2 All SIGX * /1 - RHO 
Al2 is the multiplier of the output of Random Number 
Generator 2 that forms a part of the undeviated component 
into FILTER 1. 
Al2 RHO * SIGX 
~1 is the mean value of the output of Random Number 
Generator 1. AMl is set to zero. 
AM2 is the mean value of the output of Random Number 
Generator 2. AM2 is set to zero. 
FACTOR is an intermediate variable in the model that is 
calculated to save time. 
FATTEN is the power attenuation of the filter chosen. 
FCHR is the product of two input variables. This is 
calculated in order to avoid multiplying the two variables 
many times. 
FCHR FC•HR 













FILTlX is a work space vector with a length of four memory 
locations. FILTlX is used to remember the previous inputs 
to FILTER 1. 
FILTlY is a work space vector with a length of four memory 
locations. FILTlY is used to remember the previous inputs 
to FILTER 2. 
FILT2X is a work space vector with a length of four memory 
locations. FILT2X is used to remember the previous outputs 
of FILTER 1. 
FILT2Y is a work space vector with a length of four memory 
locations. FILT2Y is used to remember the previous outputs 
of FILTER 2. 
HROLD is the value of HR assigned when T equals zero. 
NPOLD is the value of NP assigned when NP equals zero. 
81 is the standard deviation of the output of Random 
Number Generator 1. 81 is set to unity. 
82 is the standard deviation of the output of Random 
Number Generator 2. 82 is set to unity. 
8IGX is the standard deviation of the scintillation into 
FILTER 1. 
8IGX /(1 - XKl)FACTOR 
8IGY is the standard deviation of the scintillation into 
FILTER 2. 
8IGY / xKl•FACTOR 










Xl is the output of Random Number Generator 1 and the input 
to FILTER 1. 
X2 is the in-phase component of scintillation. 
XKlOLD is the last defined value of XKl. 
XK20LD is the last defined value of XK2. 
Yl is the output of Random Number Generator 2 and the input 
to FILTER 2. 
Y2 is the out-of-phase (phase quadrature) component of 
scintillation. 
RHOOLD is the last defined value of RHO . 
XMU is the steady state component of the received signal 
about which X2 and Y2 cause fluctuations. 
XMU UNDXMU /1 - XK2 
Output Variables of Model 
El 
SCINXY 
El is an error parameter that tells the calling program 
that NP(El = 1), FC(El = 2), or HR(El 3) has been 
changed without resetting T to zero. 






This appendix contains subroutine SCINT and the two subroutines, 
GAUSS and FILTER, that are called by SCINT. An explanation of the 
variables employed in SCINT is given in Appendix A. 
To generate a time series of data, call subroutine SCINT. For 
each call, one data point, SCINXY, is returned. As a minimum, the 
four work vectors, FILTlX, FILT2X, FILTlY, and FILT2Y must be 
dimensioned in the main program and the variables NP, FC, HR, T, 
UNDXMU, XKl, XK2, IX, and RHO must be assigned numerical values. 
The initial call to SCINT must be made with T = 0. On subsequent 
calls, T must be nonzero and the values of NP, FC, and HR must 
remain unchanged. However, the values of UNDXMU, XKl, XK2, and RHO 
may be altered while generating the time series of data. The effects 
of these variables are discussed in detail in the body of the thesis. 
When T is set to zero again, a new time series of data is 
initiated and the values of NP, FC, and HR may be altered. 
While it is not necessary, it is suggested that the error 
parameter El be checked after each call to SCINT. If El is zero, 
proceed normally. If El is 1, 2, or 3, the value of NP, FC, or HR, 
respectively, has been changed while generating the time series. A 








10 IFCNP-NPOL~) 11~20~11 
11 El=l 
12 GO TO 500 
20 lF<FC-FCOL~) 21 ~3 0 ~21 
21 E1=2 
22 G 0 TO 500 
30 IF<HR-HROL~) 31~40~31 
31 E1=3 
32 GO TO 500 
4 0 IFCUN~XMU-UXMOL~) 200~50~200 
50 1F<XK1-XK10L~) 200 ~6 0 ~2 00 
60 IF<XK2-XK20L~) 200 ~ 210~20e 
100 t:;O 110 1=1,4 
FILT1X<I>=0 
FILT2X<I>=0 
FILT 1YCI>= 0 
FILT2Y<I)=0 






A~·11 = 0 
At-1 2=0 
120 IF<NP-2) 
13 0 IF< NP -3) 
140~15 0 ... 13 0 
ts 0 ~16e~11 0 
14 0 FCHE=FC*ER 
FATTEN= . 97*< 1-1 /C2*PI*:F·cnR>*< 1-EXP <-2*PI*FCE R ))) 
GO TO 20C2 
150 IFCFG*HR-2.99345E-2) 151~151~152 
151 FATTEN=FG*HR*2.255618 
GO TO 200 
152 FATTEN=FC*YR*C2.29394-l .1 2801*FG*HR> 
GO TO 200 
16e IFCF:*HR-.048491> 161~161~162 
161 FATTEN=FC*HR*2.12985 
GO TO 200 
162 FATTEN=FC*HR*C2 .1693-.813612*FC*HR> 
GO TO 200 










205 GO TO 220 
210 IF<RHO-RHOOLu) 220~300~220 
220 All=SIGX*SQRT<l-RHO*RHO> 
A 1 2 = RH 0 * S I G X 
RHOOL~=RHO 
300 CALL GAUSSCrx~sl~s2~AMl~AM2~XI,Yl> 
Xl=All*Xl+Al2*Yl 
Yl=SIGY*Yl 






SUEROUTINZ GAUSS CIX~SI~ S2 ~ AM 1~AM2 ~ Xl ~ X2 l 
IY=I X*6 5539 





IF <IY> 3 ~4,4 
3 IY=IY+2147483647+1 
4 U2=IY 
U2=U2* .4 656613E- 9 
IX=IY 
Z=SQRTC-2 . *ALOG<Ul >> 
AvJ=6 . 283 1853*U2 
W= ~ OS <A\v ) 
V=SIN(A'Jl) 









i.•..TA=TAN <'.•.TC*HR/2 .} 
<T~ HR ~x~v~ x~~Y~~F~J NP > 
Y~ < 4 > ~ A< 4) ~ B < 4 > 
IF <T.GT.0> GO TO 11 
uO 20 J=t~4 
ACJ)=0 . 
3(J )= 0 . 
20 CONTINUE 
THE NUMBERS IN THE COMPUTEu GO TO CORRESPON~ TO THE 
NUMBER OF POLES OF FILTER 
GO TO Cl.,2,3,4>, NP 
F! RST-ORvER COEFFICIENTS 
1 AK= l.+toJA 
A O='WA/AK 
A<l>=AO 
B ( 1 ) = < 1 • - WA ) I AK 
GO TO 11 
G SEGONv-ORVER COEFFICIENTS 
2 AK=l.+SQRT<2·>*WA+WA**2 
A O='~vA**2 /AK 
A<1>=2.*AO 
A<2>=AO 
B<l> = 2.*<1.- WA**2)/AK 
B<2> = C-1. + SQRT<2•>*WA- WA**2)/AK 
G 0 T 0 1 1 
G THIRv-ORuER COEFFI CIENTS 
3 AK=1.+2.*WA+2.*WA**2+WA**3 
A 0=\,T.A** 3 /AK 
A< 1 > = 3. *AO 
A<2>=A<1> 
A<3>=AO 
B<l> = <-3.*WA**3- 2.*WA**2 +2•*WA +3.)/AK 
DC2) = C -3.*WA** 3 +2.* WA**2 • +2.* WA -3.)/AK 
B <3>=<- WA**3+2 .*WA**2-2 .*WA+l .)/AK 
G 0 T 0 1 1 
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C FC•URT E -OR~E P. :OL:.FF::lE.NTS 
4 AK = WA**4 + 2 . 613*WA**3 + 3.414*WA**2 
C + 2 .613 *WA + 1. 
A 0 = 1:JA**4 /P.K 
A< 1 ) = 4. *A 0 
AC2) = 6.*AO 
A< 3) = 4. *AO 
AC4) = AO 
70 
G<l) = <-4.*WA**4- 5.226*WA**3 + 5.226*WA + 4.)/AK 
~(2) = C-6.*WA**4 + 6.828*WA**2 - 6.)/AK 
B<3> = C-4 . *WA**4 + 5.226*WA**3 - 5.226*WA + 4.)/AK 
3 {4) = <-WA**4 + 2.613*WA**3 - 3.414*WA**2 
C + 2.613*WA - 1 .)/AK 
G 0 T 0 1 1 
11 CONTINUE 
SUM=0. 
~ o 3 e r = 1 ~ ~~ P 
SUM=SUM+AC!l *X~ Cil+ ZC!)*Y~<I> 
30 CONTINUE 
Y=AO*X+SUM 
IF<NP.E Q. l) GO TO 51 












TABLES OF FADE DURATION DENSITIES 
The fade duration densities for the conditions shown in Table II 
are contained in this appendix. The fade duration density is the 
number of fades below a given level that are longer than a specified 
duration but shorter than the next longest specified duration. 
Table II. Input Parameter Values for Various Simulation Cases 
Case Table No. NP FC RHO XKl XK2 Page 
1 III Actual Scintillation Data 76 
2 IV 1 .2000 0 .500 .500 76 
3 v 2 .2000 0 .500 .500 77 
4 VI 3 .2000 0 .500 .500 77 
5 VII 4 .2000 0 .500 .500 78 
6 VIII 2 .2000 0 .100 .500 78 
7 IX 2 .2000 0 .200 .500 79 
8 X 2 .2000 0 .300 .500 79 
9 XI 2 .2000 0 .400 .500 80 
10 XII 2 .2000 0 .500 .500 80 
11 XIII 2 .2000 0 .600 .500 81 
12 XIV 2 .2000 0 .700 .500 81 
13 XV 2 .2000 0 .800 .500 82 
14 XVI 2 .2000 0 .900 .500 82 
15 XVII 2 .2000 0 .500 .100 83 -....] 
I\) 
16 XVIII 2 .2000 0 .500 .200 83 
Table II. (Continued) 
Case Table No. NP FC RHO XKl XK2 Page 
-
17 XIX 2 .2000 0 .500 .300 84 
18 XX 2 .2000 0 .500 .400 84 
19 XXI 2 .2000 0 .500 .500 85 
20 XXII 2 .2000 0 .500 .600 85 
21 XXIII 2 .2000 0 .500 .700 86 
22 XXIV 2 .2000 0 .500 .800 86 
23 XXV 2 .2000 0 .500 .900 87 
24 XXVI 2 .1000 0 .500 .500 87 
25 XXVII 1 .0500 0 .500 .300 88 
26 XXVIII 1 .0600 0 .500 .300 88 
27 XXIX 1 .0400 0 .500 .300 89 
28 XXX 2 .1100 0 .500 .300 89 
29 XXXI 2 .1200 0 .500 .300 90 
30 XXXII 1 .1100 0 .BOO .500 90 
31 XXXIII 1 .0500 0 .700 .400 91 -...,J 
w 
32 XXXIV 1 .0500 0 .600 .350 91 
Table II. (Continued) 
Case Table No. NP FC RHO XKl XK2 Page 
33 XXXV 1 .0500 0 .500 .300 92 
34 XXXVI 1 .0500 0 .400 .265 92 
35 XXXVII 1 .0500 0 .300 .230 93 
36 XXXVIII 1 .0500 0 .200 .200 93 
37 XXXIX 1 .0500 0 .100 .175 94 
38 XL 2 .1100 0 .900 .565 94 
39 XLI 2 .1100 0 1.000 .625 95 
40 XLII 1 .0300 0 0 .129 95 
41 XLIII 1 .0300 0 .100 .152 96 
42 XLIV 1 .0400 0 0 .129 96 
43 XLV 1 .0400 0 .100 .152 97 
44 XLVI 1 .0500 0 0 .129 97 
45 XLVII 1 .0500 0 .100 .152 98 
46 XLVIII 2 .1100 .1 .800 .500 98 
47 XLVI X 2 .1100 .2 .800 .500 99 -...J ~ 
48 L 2 .1100 . 3 .800 .500 99 
Table II. (Continued) 
Case Table No. NP FC RHO XKl XK2 Page 
49 LI 2 .1100 .4 .800 .500 100 
50 LII 2 .1100 .5 .800 .500 100 
51 LIII 2 .1100 .6 .800 .500 101 
52 LIV 2 .1100 .7 .800 .500 101 
53 LV 2 .1100 . 8 .800 .500 102 
54 LVI 2 .1100 .9 .800 .500 102 
55 LVII 1 .0400 .1 .100 .152 103 
56 LVIII 1 .0400 . 2 .100 .152 103 
57 LVIX 1 .0400 . 3 .100 .152 104 
58 LX 1 .0400 .4 .100 .152 104 
59 LXI 1 .0400 .5 .100 .152 105 
60 LXII 1 .0400 .6 .100 .152 105 
61 LXIII 1 .0400 .7 .100 .152 106 
62 LXIV 1 .0400 .8 .100 .152 106 
63 LXV 1 .0400 .9 .100 .152 107 .....,J 
U1 
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Table III. Fade Duration Distributions for Case 1. 
Outputs: MEAN LEVEL = .9352 VARIANCE = .1254 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 0 6 21 9 32 
0.4 sec 0 12 21 23 21 
0.8 sec 0 11 19 18 19 
1.6 sec 0 9 17 28 24 
3.2 sec 0 3 13 23 26 
6.4 sec 0 0 3 10 22 
12.8 sec 0 0 0 0 3 
25.6 sec 0 0 0 0 0 
Table IV. Fade Duration Distributions for Case 2. 
Inputs: NP = 1 FC = .2 RHO 0 XK.l = . 5 XK2 = .5 
Outputs: MEAN LEVEL = .9084 VARIANCE .1749 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 138 172 145 149 73 
0.4 sec 36 211 294 283 247 
0.8 sec 0 36 108 147 136 
1.6 sec 0 1 37 105 141 
3.2 sec 0 0 3 18 52 
6.4 sec 0 0 0 1 11 
12.8 sec 0 0 0 0 0 
25.6 sec 0 0 0 0 0 
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Table V. Fade Duration Distributions for Case 3. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = . 5 
Outputs: MEAN LEVEL .9076 VARIANCE = .1763 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 31 23 11 17 6 
0.4 sec 66 99 65 62 44 
0.8 sec 7 69 103 74 49 
1.6 sec 1 19 73 115 99 
3.2 sec 0 0 14 42 66 
6.4 sec 0 0 1 10 35 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
Table VI. Fade Duration Distributions for Case 4. 
Inputs: NP = 3 FC .2 RHO 0 XKl = .5 XK2 = . 5 
Outputs: MEAN LEVEL .9069 VARIANCE = .1776 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 17 8 4 2 5 
0.4 sec 62 70 38 22 12 
0.8 sec 8 53 80 51 39 
1.6 sec 0 37 76 96 72 
3.2 sec 0 1 22 55 62 
6.4 sec 0 0 2 14 46 
12.8 sec 0 0 0 0 3 
25.6 sec 0 0 0 0 0 
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Table VII. Fade Duration Distributions for Case 5 . 
Inputs: NP = 4 FC . 2 RHO 0 XKl = . 5 XK2 = .5 
Outputs: MEAN LEVEL .9069 VARIANCE = .1776 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 12 7 4 2 0 
0.4 sec 54 55 29 17 9 
0.8 sec 8 58 76 37 26 
1.6 sec 2 33 67 93 70 
3.2 sec 0 3 30 56 66 
6.4 sec 0 0 2 17 45 
12.8 sec 0 0 0 0 4 
25.6 sec 0 0 0 0 0 
'rable VIII. Fade Duration Distributions for Case 6 . 
Inputs: NP = 2 FC .2 RHO 0 XK1 = . 1 XK2 = . 5 
Outputs: MEAN LEVEL .8557 VARIANCE = .2677 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 77 11 11 11 11 
0.4 sec 122 154 72 49 29 
0.8 sec 21 100 97 68 43 
1.6 sec 4 44 96 96 83 
3.2 sec 0 8 38 54 69 
6.4 sec 0 0 6 28 39 
12.8 sec 0 0 0 1 7 
25.6 sec 0 0 0 0 0 
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Table IX. Fade Duration Distribution for Case 7. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .2 XK2 = .5 
Outputs: MEAN LEVEL .8728 VARIANCE = .2383 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 59 18 13 16 10 
0 . 4 sec 93 142 68 43 33 
0.8 sec 16 78 96 76 43 
1.6 sec 0 39 97 107 81 
3.2 sec 0 6 33 53 74 
6.4 sec 0 0 2 19 37 
12.8 sec 0 0 0 1 6 
25.6 sec 0 0 0 0 0 
Table X. Fade Duration Distribution for Case 8. 
Inputs: NP = 2 FC .2 RHO 0 XKl = . 3 XK2 = . 5 
Outputs: MEAN LEVEL .8862 VARIANCE = .2147 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 47 21 15 16 10 
0.4 sec 88 140 69 56 44 
0.8 sec 10 71 103 69 40 
1.6 sec 0 29 92 111 84 
3.2 sec 0 3 26 53 70 
6 . 4 s ec 0 0 1 14 39 
12 . 8 sec 0 0 0 0 4 
25.6 sec 0 0 0 0 0 
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Table XI. Fade Duration Distribution for Case 9. 
Inputs: NP = 2 FC . 2 RHO 0 XKl = .4 XK2 = .5 
Outputs: MEAN LEVEL .8975 VARIANCE = .1945 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 45 23 16 19 11 
0.4 sec 68 118 74 62 37 
0.8 sec 13 72 101 65 46 
1.6 sec 0 25 80 110 99 
3.2 sec 0 0 20 49 66 
6.4 sec 0 0 1 13 38 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
Table XII. Fade Duration Distribution for Case 10. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = .5 
Outputs: MEAN LEVEL .9076 VARIANCE = .1763 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 31 23 11 17 6 
0.4 sec 66 99 65 62 44 
0.8 sec 7 69 103 74 49 
1.6 sec 1 19 73 115 99 
3.2 sec 0 0 14 42 66 
6.4 sec 0 0 1 10 35 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
81 
Table XIII. Fade Duration Distribution for Case 11. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .6 XK2 = .5 
Outputs: MEAN LEVEL .9170 VARIANCE = .1591 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 24 12 8 18 9 
0.4 sec 46 102 72 67 55 
0.8 sec 9 48 94 82 52 
1.6 sec 1 19 64 111 104 
3.2 sec 0 0 15 33 68 
6.4 sec 0 0 0 10 33 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
Table XIV. Fade Duration Distribution for Case 12. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .7 XK2 = . 5 
Outputs: MEAN LEVEL .9263 VARIANCE = .1420 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 28 13 12 16 9 
0.4 sec 32 87 88 79 60 
0.8 sec 5 43 92 85 61 
1.6 sec 0 10 54 109 110 
3.2 sec 0 1 9 34 61 
6.4 sec 0 0 0 6 32 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
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Table XV. Fade Duration Distribution for Case 13. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9361 VARIANCE = .1238 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 18 14 17 12 8 
0.4 sec 15 77 102 87 68 
0.8 sec 3 22 84 94 70 
1.6 sec 0 8 35 110 110 
3.2 sec 0 0 7 24 61 
6.4 sec 0 0 0 4 33 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
Table XVI. Fade Duration Distribution for Case 14. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .9 XK2 = .5 
Outputs: MEAN LEVEL .9466 VARIANCE = .1039 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 4 22 27 21 11 
0.4 sec 2 33 93 100 61 
0.8 sec 1 10 60 101 75 
1.6 sec 0 1 20 100 109 
3.2 sec 0 0 4 28 76 
6.4 sec 0 0 0 1 27 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
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Table XVII. Fade Duration Distribution for Case 15. 
Inputs: NP = 2 FC . 2 RHO 0 XKl = . 5 XK2 = .1 
Outputs: MEAN LEVEL .9759 VARIANCE = .0476 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 0 0 11 13 7 
0.4 sec 0 3 29 48 44 
0.8 sec 0 3 29 65 43 
1.6 sec 0 0 5 78 97 
3.2 sec 0 0 0 12 72 
6.4 sec 0 0 0 1 25 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
Table XVIII. Fade Duration Distribution for Case 16. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = .2 
Outputs: MEAN LEVEL .9538 VARIANCE = .0902 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 2 8 13 11 9 
0.4 sec 7 34 54 52 44 
0.8 sec 2 18 62 74 41 
1.6 sec 0 3 34 98 101 
3.2 sec 0 0 1 30 69 
6.4 sec 0 0 0 2 27 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
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Table XIX. Fade Duration Distribution for Case 17. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = . 3 
Outputs: MEAN LEVEL .9346 VARIANCE = .1266 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 13 11 12 11 8 
0.4 sec 22 52 61 52 37 
0.8 sec 7 36 86 63 42 
1.6 sec 0 15 51 111 96 
3.2 sec 0 0 8 39 72 
6.4 sec 0 0 0 4 30 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
Table XX. Fade Duration Distribution for Case 18. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = .4 
Outputs: MEAN LEVEL .9191 VARIANCE = .1552 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 14 10 12 10 8 
0.4 sec 50 81 71 56 36 
0.8 sec 7 52 86 69 45 
1.6 sec 1 17 56 111 106 
3.2 sec 0 1 18 44 69 
6.4 sec 0 0 1 7 30 
12.8 sec 0 0 0 0 1 
25.6 sec 0 0 0 0 0 
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Table XXI. Fade Duration Distributions for Case 19. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = .5 
Outputs: MEAN LEVEL .9076 VARIANCE = .1763 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 31 23 ll 17 6 
0.4 sec 66 99 65 62 44 
0.8 sec 7 69 103 74 49 
1.6 sec 1 19 73 115 99 
3.2 sec 0 0 14 42 66 
6.4 sec 0 0 l 10 35 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
Table XXII. Fade Duration Distributions for Case 20. 
Inputs: NP = 2 FC . 2 RHO 0 XKl = .5 XK2 = .6 
Outputs: MEAN LEVEL .8992 VARIANCE = .1914 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 46 22 9 12 7 
0.4 sec 73 144 92 74 47 
0.8 sec 9 56 108 84 51 
1.6 sec 0 23 79 116 98 
3.2 sec 0 1 17 43 64 
6.4 sec 0 0 0 11 39 
12.8 sec 0 0 0 0 3 
25.6 sec 0 0 0 0 0 
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Table XXIII. Fade Duration Distributions for Case 21. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = . 7 
Outputs: MEAN LEVEL .8932 VARIANCE = .2022 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 57 31 18 13 6 
0.4 sec 75 156 111 80 45 
0.8 sec 9 63 104 96 63 
1.6 sec 0 24 81 123 101 
3.2 sec 0 0 18 37 67 
6.4 sec 0 0 1 13 36 
12.8 sec 0 0 0 0 3 
25.6 sec 0 0 0 0 0 
Table XXIV. Fade Duration Distributions for Case 22. 
Inputs: NP = 2 FC . 2 RHO 0 XKl = .5 XK2 = .8 
Outputs: MEAN LEVEL .8891 VARIANCE = .2094 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 77 39 21 19 7 
0.4 sec 76 165 148 92 45 
0.8 sec 12 66 103 106 84 
1.6 sec 0 20 86 121 104 
3.2 sec 0 2 12 39 66 
6.4 sec 0 0 1 12 35 
12.8 sec 0 0 0 0 2 
25.6 sec 0 0 0 0 0 
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Table XXV. Fade Duration Distributions for Case 23. 
Inputs: NP = 2 FC .2 RHO 0 XKl = .5 XK2 = .9 
Outputs: MEAN LEVEL .8870 VARIANCE = .2133 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 83 33 30 16 9 
0.4 sec 80 184 178 124 50 
0.8 sec 9 69 105 108 86 
1.6 sec 1 22 83 120 111 
3.2 sec 0 0 12 44 76 
6.4 sec 0 0 0 7 28 
12.8 sec 0 0 0 1 3 
25.6 sec 0 0 0 0 0 
Table XXVI. Fade Duration Distributions for Case 24. 
Inputs: NP= 2 FC .1 RHO 0 XK1 = .5 XK2 = .5 
Outputs: MEAN LEVEL .9072 VARIANCE = .1770 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0 .. 2 sec 10 10 1 4 4 
0.4 sec 34 26 18 15 12 
0.8 sec 12 41 38 32 11 
1.6 sec 2 27 43 48 36 
3.2 sec 1 12 40 52 46 
6.4 sec 0 0 8 29 41 
12.8 sec 0 0 0 2 14 
25.6 sec 0 0 0 0 1 
88 
Table XXVII. Fade Duration Distributions for Case 25. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .5 XK2 = . 3 
Outputs: MEAN LEVEL .9356 VARIANCE = .1246 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 18 28 51 42 40 
0.4 sec 14 53 86 105 120 
0.8 sec 6 29 61 58 53 
1.6 sec 0 9 33 57 63 
3.2 sec 0 1 13 48 48 
6.4 sec 0 0 2 8 36 
12.8 sec 0 0 0 1 7 
25.6 sec 0 0 0 0 0 
Table XXVIII. Fade Duration Distributions for Case 26. 
Inputs: NP = 1 FC .06 RHO 0 XKl = .5 XK2 = .3 
Outputs: MEAN LEVEL .9352 VARIANCE = .1254 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 17 37 56 43 42 
0.4 sec 17 66 98 123 128 
0.8 sec 3 25 67 65 61 
1.6 sec 0 9 27 61 72 
3.2 sec 0 1 14 44 49 
6.4 sec 0 0 2 9 36 
12.8 sec 0 0 0 0 5 
25.6 sec 0 0 0 0 0 
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Table XXIX. Fade Duration Distributions for Case 27. 
Inputs: NP = 1 FC .04 RHO 0 XKl = .5 XK2 = . 3 
Outputs: MEAN LEVEL .9362 VARIANCE = .1236 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 9 24 36 31 42 
0.4 sec 17 48 81 94 104 
0.8 sec 4 20 53 49 48 
1.6 sec 1 13 32 50 52 
3.2 sec 0 2 13 43 44 
12.8 sec 0 0 4 13 38 
25.6 sec 0 0 0 2 10 
Table XXX. Fade Duration Distributions for Case 28. 
Inputs: NP = 2 FC .11 RHO 0 XKl = . 5 XK2 = . 3 
Outputs: MEAN LEVEL .9354 VARIANCE = .1251 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 3 5 7 6 4 
0.4 sec 7 16 25 17 11 
0.8 sec 12 14 34 26 14 
1.6 sec 2 20 42 51 41 
3 . 2 sec 0 3 24 53 50 
6.4 sec 0 0 4 20 45 
12 . 8 s ec 0 0 0 1 8 
25.6 s ec 0 0 0 0 2 
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Table XXXI. Fade Duration Distributions for Case 29. 
Inputs: NP = 2 FC .12 RHO 0 XK1 = .5 XK2 = .3 
Outputs: MEAN LEVEL .9352 VARIANCE = .1255 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 3 4 3 2 2 
0.4 sec 13 20 26 17 17 
0.8 sec 8 19 43 30 17 
1.6 sec 2 18 47 58 45 
3.2 sec 0 2 21 62 55 
6.4 sec 0 0 4 15 48 
12.8 sec 0 0 0 0 6 
25.6 sec 0 0 0 0 0 
Table XXXII. Fade Duration Distributions for Case 30. 
Inputs: NP = 2 FC .11 RHO 0 XK1 = .8 XK2 = . 5 
Outputs: MEAN LEVEL .9366 VARIANCE = .1227 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 3 l 8 3 2 
0.4 sec 12 23 38 29 12 
0.8 sec 3 18 43 44 22 
1.6 sec 1 13 38 49 57 
3.2 sec 0 2 20 53 53 
6.4 sec 0 0 2 18 so 
12.8 sec 0 0 0 0 9 
25.6 sec 0 0 0 0 0 
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Table XXXIII. Fade Duration Distributions for Case 31. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .7 XK2 = .4 
Outputs: MEAN LEVEL .9411 VARIANCE = .1144 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 16 34 63 51 48 
0.4 sec 8 50 90 123 101 
0.8 sec 5 21 51 70 63 
1.6 sec 0 8 39 52 66 
3.2 sec 0 0 9 48 58 
6.4 sec 0 0 0 6 34 
12.8 sec 0 0 0 0 5 
25.6 sec 0 0 0 0 0 
Table XXXIV. Fade Duration Distributions for Case 32 . 
Inputs: NP = l FC - . 05 RHO 0 XKl = .6 XK2 = .35 
Outputs: MEAN LEVEL .9380 VARIANCE = .1202 
LEVEL IN PERCENT OF UNDISTRUBED RMS LEVEL 
20% 40% 60% 80 % 100% 
DURATION: 0.2 sec 20 35 62 47 46 
0.4 sec 12 57 82 103 115 
0.8 sec 6 21 59 59 57 
1.6 sec 0 10 30 55 66 
3 . 2 sec 0 1 13 50 53 
6.4 sec 0 0 2 8 33 
12.8 sec 0 0 0 0 7 
25.6 sec 0 0 0 0 0 
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Table XXXV. Fade Duration Distributions for Case 33. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .5 XK2 = . 3 
Outputs: MEAN LEVEL .9356 VARIANCE = .1246 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 18 28 51 42 40 
0.4 sec 14 53 86 105 120 
0.8 sec 6 29 61 58 53 
1.6 sec 0 9 33 57 63 
3.2 sec 0 1 13 48 48 
6.4 sec 0 0 2 8 36 
12.8 sec 0 0 0 1 7 
25.6 sec 0 0 0 0 0 
Table XXXVI. Fade Duration Distributions for Case 34. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .4 XK2 = .265 
Outputs: MEAN LEVEL .9317 VARIANCE = .1319 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 14 37 37 34 43 
0.4 sec 17 56 83 106 115 
0 . 8 sec 4 25 55 58 55 
1.6 sec 2 14 38 53 65 
3.2 sec 0 2 15 48 42 
6.4 sec 0 0 3 10 37 
12.8 sec 0 0 0 l 6 
25.6 sec 0 0 0 0 1 
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Table XXXVII. Fade Duration Distributions for Case 35 . 
Inputs: NP = 1 FC . 05 RHO 0 XKl = . 3 XK2 = .23 
Outputs: MEAN LEVEL .9291 VARIANCE = .1368 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 12 30 45 35 49 
0.4 sec 15 68 77 107 112 
0.8 sec 4 20 58 52 51 
1.6 sec 3 14 43 52 55 
3.2 sec 0 4 15 46 44 
6.4 sec 0 0 3 13 40 
12.8 sec 0 0 0 1 5 
25.6 sec 0 0 0 0 1 
Table XXXVIII. Fade Duration Distributions for Case 36. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .2 XK2 = .2 
Outputs: MEAN LEVEL .9270 VARIANCE = .1406 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 10 28 45 45 47 
0.4 sec 16 62 76 93 104 
0.8 sec 3 24 53 56 52 
1.6 sec 4 17 42 51 52 
3.2 sec 0 4 18 45 47 
6.4 sec 0 0 3 13 37 
12.8 sec 0 0 0 2 6 
25.6 sec 0 0 0 0 1 
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Table XXXIX. Fade Duration Distributions for Case 37. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .1 XK2 = .175 
Outputs: MEAN LEVEL .9251 VARIANCE = .1441 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 19 32 36 43 55 
0.4 sec 13 58 74 100 94 
0.8 sec 4 21 51 51 54 
1.6 sec 6 23 36 55 47 
3.2 sec 0 6 21 43 51 
6.4 sec 0 0 5 14 36 
12.8 sec 0 0 0 2 6 
25.6 sec 0 0 0 0 1 
Table XL. Fade Duration Distributions for Case 38. 
Inputs: NP = 2 FC .11 RHO 0 XKl = .9 XK2 = .565 
Outputs: MEAN LEVEL .9364 VARIANCE = .1231 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 1 4 4 4 9 
0.4 sec 5 20 45 39 13 
0.8 sec 0 10 45 52 26 
1.6 sec 0 10 40 56 55 
3.2 sec 0 0 16 49 61 
6.4 sec 0 0 0 20 49 
12.8 sec 0 0 0 1 8 
25.6 sec 0 0 0 0 0 
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Table XLI. Fade Duration Distributions for Case 39. 
Inputs: NP = 2 FC .11 RHO 0 XKl = 1 XK2 = .625 
Outputs: MEAN LEVEL .9345 VARIANCE = .1267 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 0 0 0 2 4 
0.4 sec 0 0 0 30 16 
0.8 sec 0 0 0 76 25 
1.6 sec 0 0 0 72 49 
3.2 sec 0 0 0 69 56 
6.4 sec 0 0 0 15 44 
12.8 sec 0 0 0 3 15 
25.6 sec 0 0 0 0 1 
Table XLII. Fade Duration Distributions for Case 40. 
Inputs: NP = 1 FC .03 RHO 0 XKl = 0 XK2 = .129 
Outputs: MEAN LEVEL .9353 VARIANCE = .1253 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 7 17 27 29 31 
0.4 sec 9 33 55 72 84 
0.8 sec 6 12 36 45 42 
1.6 sec 6 14 18 38 34 
3.2 sec 0 5 19 34 30 
6 . 4 sec 0 2 8 12 27 
12.8 sec 0 0 0 4 12 
25.6 sec 0 0 0 1 5 
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Table XLIII. Fade Duration Distributions for Case 41. 
Inputs: NP = 1 FC .03 RHO 0 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9344 VARIANCE = .1269 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 7 18 32 33 40 
0.4 sec 10 29 44 66 84 
0.8 sec 3 8 34 49 40 
1.6 sec 6 15 24 38 35 
3.2 sec 0 6 18 36 30 
6.4 sec 0 2 9 11 29 
12.8 sec 0 0 0 4 11 
25.6 sec 0 0 0 1 5 
Table XLIV. Fade Duration Distributions for Case 42 . 
Inputs: NP = 1 FC . 04 RHO 0 XKl = 0 XK2 = .129 
Outputs: MEAN LEVEL .9353 VARIANCE = .1253 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 1 24 27 44 42 
0.4 sec 10 42 54 96 84 
0 . 8 sec 9 16 39 45 52 
1.6 sec 4 15 28 48 39 
3.2 sec 0 6 18 33 45 
6.4 sec 0 0 6 17 31 
12.8 sec 0 0 0 2 8 
25.6 sec 0 0 0 0 2 
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Table XLV. Fade Duration Distributions for Case 43. 
Inputs: NP == 1 FC .04 RHO 0 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9342 VARIANCE = .1272 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 6 23 37 41 36 
0.4 sec 10 46 55 90 87 
0.8 sec 2 14 37 46 51 
1.6 sec 6 17 31 45 41 
3.2 sec 0 5 18 36 45 
6.4 sec 0 0 6 18 33 
12.8 sec 0 0 0 1 8 
25.6 sec 0 0 0 0 2 
Table XLVI. Fade Duration Distributions for Case 44. 
Inputs: NP = 1 FC .05 RHO 0 XKl = 0 XK2 = .129 
outputs: MEAN LEVEL .9351 VARIANCE = .1256 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 7 30 32 58 50 
0.4 sec 9 41 69 108 92 
0.8 sec 12 23 46 50 54 
1.6 sec 2 15 30 55 45 
3.2 sec 0 4 22 35 49 
6.4 sec 0 0 2 13 34 
12.8 sec 0 0 0 2 6 
25.6 sec 0 0 0 0 1 
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Table XLVII. Fade Duration Distributions for Case 45. 
Inputs: NP = 1 FC .05 RHO 0 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9340 VARIANCE = .1276 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 12 30 35 38 49 
0.4 sec 10 50 64 111 88 
0.8 sec 6 23 53 52 55 
1.6 sec 3 17 35 57 45 
3.2 sec 0 2 19 35 52 
6.4 sec 0 0 3 13 35 
12.8 sec 0 0 0 2 6 
25.6 sec 0 0 0 0 1 
Table XLVIII. Fade Duration Distributions for Case 46. 
Inputs: NP = 2 FC .11 RHO .1 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9364 VARIANCE .1231 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 1 5 3 7 3 
0.4 sec 11 21 43 25 12 
0.8 sec 4 17 39 44 19 
1.6 sec 1 12 41 49 56 
3.2 sec 0 2 21 53 55 
6.4 sec 0 0 1 18 48 
12.8 sec 0 0 0 0 9 
25.6 sec 0 0 0 0 0 
Table XLVIX. Fade Duration Distributions for Case 47. 
Inputs: NP = 2 FC .11 RHO .2 XKl = .8 XK2 = . 5 
Outputs: MEAN LEVEL .9363 VARIANCE .1234 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 2 7 6 5 5 
0.4 sec 12 21 46 25 13 
0.8 sec 3 18 35 47 19 
1.6 sec 1 11 40 49 58 
3.2 sec 0 2 21 49 56 
6.4 sec 0 0 1 20 44 
12.8 sec 0 0 0 0 10 
25.6 sec 0 0 0 0 0 
Table L. Fade Duration Distributions for Case 48. 
Inputs: NP = 2 FC .11 RHO .3 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9363 VARIANCE .1233 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 1 5 8 5 1 
0.4 sec 10 22 43 26 17 
0.8 sec 3 18 36 47 17 
1.6 sec 0 12 39 50 60 
3 . 2 sec 0 1 21 50 53 
6.4 s ec 0 0 1 20 45 
12 . 8 sec 0 0 0 0 12 
25 . 6 sec 0 0 0 0 0 
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Table LI. Fade Duration Distributions for Case 49. 
Inputs: NP = 2 FC .11 RHO .4 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9364 VARIANCE .1232 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 4 4 10 7 3 
0.4 sec 9 25 39 28 17 
0.8 sec 2 15 37 44 22 
1.6 sec 0 13 36 55 56 
3.2 sec 0 0 20 47 49 
6.4 sec 0 0 1 21 47 
12.8 sec 0 0 0 0 12 
25.6 sec 0 0 0 0 0 
Table LII. Fade Duration Distributions for Case 50 . 
Inputs: NP = 2 FC .11 RHO . 5 XKl = .8 XK2 - . 5 
Outputs: MEAN LEVEL .9367 VARIANCE .1227 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 1 10 6 2 6 
0.4 sec 8 20 45 32 14 
0.8 sec 1 12 38 47 27 
1.6 sec 0 11 34 56 57 
3.2 sec 0 0 20 50 42 
6.4 sec 0 0 1 19 49 
12.8 sec 0 0 0 0 13 
25.6 sec 0 0 0 0 0 
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Table LIII. Fade Duration Distributions for Case 51 . 
Inputs: NP = 2 FC .11 RHO .6 XKl = .8 XK2 = . 5 
Outputs: MEAN LEVEL .9371 VARIANCE .1219 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 3 3 4 4 4 
0.4 sec 3 17 47 36 8 
0.8 sec 0 10 35 47 27 
1.6 sec 0 11 35 55 56 
3.2 sec 0 0 17 49 41 
6.4 sec 0 0 1 20 51 
12.8 sec 0 0 0 0 13 
25.6 sec 0 0 0 0 0 
Table LIV. Fade Duration Distributions for Case 52. 
Inputs: NP = 2 FC .11 RHO .7 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9377 VARIANCE .1208 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 2 5 6 5 3 
0.4 sec 3 13 48 33 11 
0.8 sec 0 10 35 50 25 
1.6 sec 0 7 39 57 51 
3 . 2 sec 0 0 12 52 45 
6.4 sec 0 0 1 19 46 
12.8 sec 0 0 0 0 17 
25.6 sec 0 0 0 0 0 
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Table LV. Fade Duration Distributions for Case 53 . 
Inputs: NP = 2 FC . 11 RHO .8 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9385 VARIANCE .1192 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 0 1 6 7 1 
0.4 sec 0 9 53 35 14 
0.8 sec 0 10 32 49 27 
1.6 sec 0 2 35 65 49 
3.2 sec 0 0 9 55 45 
6.4 sec 0 0 1 18 45 
12.8 sec 0 0 0 0 19 
25.6 sec 0 0 0 0 0 
Table LVI. Fade Duration Distributions for Case 54. 
Inputs: NP = 2 FC .11 RHO .9 XKl = .8 XK2 = .5 
Outputs: MEAN LEVEL .9394 VARIANCE .1175 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 0 3 13 1 1 
0.4 sec 0 3 54 37 17 
0.8 sec 0 2 32 53 24 
1.6 sec 0 0 30 76 46 
3.2 sec 0 0 5 50 51 
6.4 sec 0 0 l 22 40 
12.8 sec 0 0 0 0 19 
25.6 sec 0 0 0 0 l 
Table LVII. Fade Duration Distributions for Case 55 . 
Inputs: NP = 1 FC 
Outputs: MEAN LEVEL 
. 04 RHO 
.9338 
.1 XKl = .1 XK2 = .152 
VARIANCE .1281 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 





















































Table LVIII. Fade Duration Distributions for Case 56 . 
Inputs: NP = 1 FC 
Outputs: MEAN LEVEL 
. 04 RHO 
.9333 
.2 XKl = .1 XK2 = .152 
VARIANCE .1288 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
DURATION: 0.2 sec 
0.4 sec 
0.8 sec 
1 . 6 sec 
3 . 2 s e c 
6 . 4 sec 

















































Table LVIX. Fade Duration Distributions for Case 57. 
Inputs: NP = l FC .04 RHO . 3 XKl = .l XK2 = .152 
Outputs: MEAN LEVEL .9331 VARIANCE .1293 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 10 18 39 36 52 
0.4 sec 12 43 84 75 69 
0.8 sec 5 24 39 57 49 
1.6 sec 3 11 26 42 45 
3.2 sec 0 6 13 33 53 
6.4 sec 0 1 8 18 32 
12.8 sec 0 0 0 4 7 
25 . 6 sec 0 0 0 0 2 
Table LX. Fade Duration Distributions for Case 58. 
Inputs: NP = l FC .04 RHO .4 XKl = .l XK2 = .152 
Outputs: MEAN LEVEL .9329 VARIANCE .1296 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 12 14 38 35 40 
0.4 sec 11 45 77 85 73 
0.8 sec 4 21 38 52 51 
1.6 sec 2 10 29 49 41 
3.2 sec 0 8 13 29 50 
6.4 sec 0 l 7 16 32 
12.8 sec 0 0 0 3 7 
25.6 sec 0 0 0 l 2 
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Table LXI. Fade Duration Distributions for Case 59 . 
Inputs: NP = 1 FC . 04 RHO .5 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9328 VARIANCE .1298 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 10 9 36 32 38 
0.4 sec 11 42 67 78 84 
0.8 sec 3 20 41 54 48 
1.6 sec 2 12 34 48 40 
3.2 sec 0 6 13 29 61 
6.4 sec 0 2 5 13 24 
12.8 sec 0 0 1 5 8 
25.6 sec 0 0 0 1 2 
Table LXII. Fade Duration Distributions for Case 60 . 
Inputs: NP = 1 FC . 04 RHO .6 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9328 VARIANCE .1299 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 11 19 29 32 35 
0.4 sec 12 42 66 76 91 
0.8 sec 1 22 41 51 41 
1.6 sec 2 9 31 46 40 
3.2 sec 0 7 13 30 50 
6.4 sec 0 1 7 15 25 
12.8 sec 0 0 1 2 8 
25.6 sec 0 0 0 2 2 
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Table LXIII. Fade Duration Distributions for Case 61-
Inputs: NP = 1 FC .04 RHO .7 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9328 VARIANCE .1300 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 8 21 26 44 28 
0.4 sec 11 43 79 82 82 
0.8 sec 2 18 36 53 40 
1.6 sec 1 13 28 39 45 
3.2 sec 0 6 14 29 44 
6.4 sec 0 1 7 20 31 
12.8 sec 0 0 1 1 9 
25.6 sec 0 0 0 2 2 
Table LXIV. Fade Duration Distributions for Case 62 . 
Inputs: NP = 1 FC . 04 RHO .8 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9327 VARIANCE .1301 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80 % 100% 
DURATION: 0.2 sec 4 19 21 47 34 
0 . 4 sec 11 33 81 73 82 
0.8 sec 1 19 38 55 43 
1.6 sec 0 12 30 33 40 
3.2 s e c 0 6 11 38 39 
6 . 4 sec 0 1 8 18 29 
12 . 8 sec 0 0 1 2 13 
25.6 s ec 0 0 0 1 2 
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Table LXV. Fade ·ouration Distributions for Case 63. 
Inputs: NP = 1 FC .04 RHO . 9 XKl = .1 XK2 = .152 
Outputs: MEAN LEVEL .9326 VARIANCE .1302 
LEVEL IN PERCENT OF UNDISTURBED RMS LEVEL 
20% 40% 60% 80% 100% 
DURATION: 0.2 sec 3 18 21 34 42 
0.4 sec 3 38 80 83 79 
0.8 sec 1 15 30 57 42 
1.6 sec 0 16 29 36 43 
3.2 sec 0 4 18 35 36 
6.4 sec 0 1 8 18 25 
12.8 sec 0 0 0 3 16 
25.6 sec 0 0 0 0 2 
