Recently, Support Vector Regression (SVR) has~been a p plied to financial time series prediction. Typical characteristics of financial time series are non-stationary and noisy in nature. The volatility, usually time-varying, of the time series is therefore some valuable information about the series. Previously. we had proposed to use the volatility to adaptively change the width of the margin of SVR. We have noticed that upside margin and downside margin do not necessary be the same, and we have observed that their choice would affect the upside risk, downside risk and as well as the overall prediction result. In this paper, we introduce a novel approach to adapt the asymmetrical margins using momentum. We applied and compared this method to predict the Hang Seng Index and Dow Jones Industrial Average.
INTRODUCTION
SVR is a recently indoduced approach to regression problems [51. It is avariationof SupponVectorMacbine(SVM), which was developed by Vapnik In this paper, we propose to use NAAM which combines two characterisucs of the margin; non-fixed and asymmetry, to reduce the downside risk while improving the accuracy of the financial prediction. More specially. we add the momentum term to achieve this. The width of the margin is cuntrollcd by the standard deviation [IO] . The asymmetly of the margin is determined by the momentum. This momentum term can trace the up wend and down tendency of the stock prices. Since the financial time series are often following a long term vend but with small short term RucNations. we exploit a larger up margin and a smaller down margin to under-predict the stock price when the momentum is positive and we ube a smaller up margin and a larger down margin to over-predict the stock price while the momentum is negative. We show a simple illustration about this margin setting in Figure 1 . 
Momentum
In [lo], we have considered the case of FASM, FAAM and NASM. In this paper, we will focus on the case of NAAM.
More specially, we add a momentum term in the margin set- and we use them to over-predict the stock price. As a matter of fact, there are many ways to calculate the momentum. For example, it may be set as a constant. In this paper, we will consider using the Exponential Moving Average (EMA), which is time-varying and can reflect the up trend and down tendency of the financial time series data An n-day's EMA is calculated by EMAi = EMA;-1 x ( 1 -r ) + y; x r, where r = 2/(1 + n) and it begins from the first day, E M A l = yl. The current day's momentum is set as the difference between the current day's EMA and the EMA in tbe previous le day, i.e. A(z;) = EMAi -EMAi-k.
EXPERIMENTS

Accuracy Metrics
We use the following statistical metrics to evaluate the prediction performance in Table 1 
Experimental Procedure and Results
In this section, we first use the SVR algorithm which is modified from LibSVM [l] andconductexperimentson two data sets to illustrate the effect of NASM, NAAM, next we compare them with AutoRegressive(AR) model and RBF network.
We use the daily closing prices of Hang Seng Index and set the ratio of the number of training data and the number of testing data to 5:l. Therefore the corresponding initial training time periods are listed as in Table 2 .
In the first experiment, we firstly do a cross-validation on the initial training data to determine the parameters that are needed in SVR, they are C, the cost of error: 0, the parameter of kemel function. The corresponding parameters are also listed in Table 2 . With these parameters, we begin to build the model by SVR from the initial training data After obtaining the predictive value, we shin the input window one day's step and train the model again to predict the next day's price. This one-step ahead prediction is done as the window shifted for the remaining data. The experiments are conducted on a Pentium 4, with 1.4 GHZ, 512M RAM and Windows2000. With these conligurations, the predictive results are obtained within few hours.
We set the margins as Eq. (9) . Concretely, in the case of NASM. we set X1 = XZ = 4 and p = 0. thus the overall margin widths are equal to the standard deviation of input 5.
In the case of NAAM, we also fix XI = X2 = $, therefore we have a fair comparison of NASM case. In addition, we set k = 1, p = 1 and use 10,30,50, 100 as the length of EMA. From the result of Table 3 and Table 4 , we can see that the DMAE values in all cases of NAAM are smaller than that in NASM case, thus we have a smaller downside risk in NAAM case. We also see that the MAE gradually decreases with the length of EMA increases and when the length equals 100, the MAE and the DMAE are the smallest in all case of NAAM. In Table 4 , the MAE decreases and then increases again. When the length equals 30, the MAE and the DMAE are also the smallest in all cases of NAAM.
We plot the price of HSI with 100-days' EMA and the price of DJL4 with 30-days' EMA in Figure 2 , Figure 3 respectively and list the average of the standard deviation of HSI and DJIA, the average of the absolute momentum in In the third experiment, we use the RBF network which was implemented in N W [4] and perform the one-step ahead prediction to predict the price of HSI and DJIA. Concretely, we set the number of hidden units to 3, 5, 7, 9 to train the RBF network and get the results in Table 7 for HSI, in Table 8 for DJIA respectively. Comparing these two tables with Table 3 and Table 4 , we can see that NASM and NAAM are also better than RBF network. Moreover an uncertain thing is that there are more parameters need to be determined in RBF network than that in SVR and here we. just test one parameter, the number of hidden units, others 
1.
In comparison NAAM with.the case of NASM which just uses the standard deviation, we find that adding .the momentum to set the margin we can reduce the the downside risk. We may also improve the accu-.~ racy of o-wprediction significantly by selecting a long --~ term EMA for higher volatility financialdata ~. .
-2. The SVR algorithm using NASM-and NAAM outper--forms the AR model with same order.
~~ 3:-be thiid observation is that applying NASM and NA&M in SVR, we will obtain better results than using RBF ne-twork and, in practice, SVR needs to determine fewer parameters than RBF network.
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