Abstract| In this paper we present a new methodology for inducing Bayesian network structures from a database of cases. The methodology is based on searching for the best ordering of the system variables by means of genetic algorithms. Since this problem of nding an optimal ordering of variables resembles the traveling salesman problem, we use genetic operators that were developed for the latter problem. The quality of a variable ordering is evaluated with the algorithm K2. We present empirical results that were obtained with a simulation of the ALARM network.
I. Introduction
Bayesian networks (BNs) constitute a reasoning method based on probability theory. They model causal relations between events. A Bayesian network consists of a set of vertices and a set of arcs which together constitute a directed acyclic graph (DAG). The vertices represent random variables, all of which have a nite set of states. The arcs indicate the existence of direct causal connections between the linked variables, and the strengths of these connections are expressed in terms of conditional probabilities. To specify the probability distribution of a BN, P (x 1 ; : : : ; x n ) one must give prior probabilities for all root nodes (nodes without predecessors) and conditional probabilities for all other nodes, given all possible combinations of their direct predecessors. These numbers in conjunction with the DAG, specify the BN completely. The joint probability of any particular instantiation of all n variables in a BN can be calculated as follows: P (x 1 ; :::::; x n ) = n Y i=1 P (x i j i ); where x i represents the instantiation of the variable X i and i represents the instantiation of the parents of X i . Excellent introductions on Bayesian networks can be found in [1] { [3] . Two of the problems that most frequently have been treated with respect to Bayesian networks constitute the problem of the evidence propagation and the problem of the model search. The problem of the evidence propagation consists of once the values of some variables are known, the assignment of probabilities to the values of the rest of the variables. Cooper [4] demonstrated that this problem is NP-hard. The model search consists of two subproblems, namely the structure learning or search for the DAG that best reects all interdependence relations between the variables, and of the parameter learning, i.e. the determination of the conditional probabilities belonging to the network. In this paper we will only consider the problem of the structure learning. The construction of a Bayesian network exclusively from the information provided by an expert is timeconsuming and subject to mistakes. Therefore, and due to the fact that large databases become more accessible, algorithms for automatic learning can be of great help. The structure of this paper is as follows. In Section II we revise the most important algorithms for the induction of structures, Bayesian networks and other graphical models, that were proposed in literature. Genetic algorithms are introduced in Section III. The problem of the search for an optimal ordering in the structure learning of Bayesian networks resembles the intensively studied traveling salesman problem (TSP). Therefore, we present crossover and mutation operators that were most used in tackling the TSP with genetic algorithms in Section IV. Section V is addressed to the K2 algorithm, which is central in our approximation. Empirical results are presented in Section VI and conclusions and further research are given in a nal Section VII.
II. Related work
A. Trees and poly-trees Chow and Liu [5] show how to recover an undirected Markov tree from empirical observations in the form of a discrete joint probability density function (JPDF) using the maximum weight spanning tree algorithm. Suzuki [6] proposes to carry out structure search using the MDL (Minimum Description Length) principle of Rissanen [7] . Suzuki focuses on tree structures, in which case his method is a generalization of the one of Chow and Liu. Rebane and Pearl [8] showed that the algorithm of Chow and Liu can also be used for recovering the topology of a poly-tree that would faithfully represent the measured JPDF (if such a representation exists). They also developed an algorithm for recovering the direction of the branches from the JPDF to the maximum extent allowed by probability theory. CASTLE (CAusal STructures from inductive LEarning), which was developed by Acid et al. [9] learns poly-tree structures from examples, using the maximum weight spanning tree heuristic in combination with some metric (Kullback-Leibler, Rajski, L 1 ; L 2 ; L 1 ) to estimate the undirected graph and a conditional independence test for the determination of the direction of the branches. Often an ordering between the nodes of the structures is assumed. This means that a node x i can only have node x j as a parent node if in the ordering node x j comes before node x i . Srinivas et al. [10] proposed an algorithm for the automatic construction of sparse Bayesian networks from information about the domain provided by an expert. The network is constructed by the incrementally adding of nodes. The information of the expert, together with a greedy heuristic that intends to minimize the number of arcs, guide, in each step, the search for a next node. Herskovits and Cooper [11] developed the system KUTAT O, which incorporates a module for constructing belief networks based on entropy calculations. KUTAT O constructs an initial network in which all variables in the database are assumed to be marginally independent. In every step, the arc is added that, maintaining acyclicity, minimizes the entropy of the resulting network. Conditional probabilities are obtained from the database. This process continuous until an entropy-based threshold is reached. A Bayesian version of the last described algorithm was developed by the same authors. Cooper and Herskovits [12] proposed K2, an algorithm which searches for the most probable belief network structure given a database of cases. It is a greedy-heuristic that begins by making the assumption that a node has no parents, and then adds incrementally that parent whose addition most increases the probability of the resulting structure. When the addition of no single parent can increase the probability, K2 stops adding parents to the node. The K2 algorithm is decribed in more detail in Section V. Chickering et al. [14] reviewed the BDe metric (Bayesian metric with Dirichlet priors) described by Heckermann et al. [15] under the name CH, which has a property useful for inferring causation called likelihood equivalence, which says that two networks that represent the same assertions of conditional independence have the same likelihood. They also showed that searching for the most probable structure is NP-hard in case nodes with multiple parents are allowed, even if the restrictive BDe metric is used. Lastly, they described a methodology for the evaluation of learning algorithms. Bouckaert [16] proposed a measure for the quality of a structure based on the MDL principle, using a search algorithm similar to K2. Larrañaga et al. [17] tackled the problem of the search for a Bayesian network structure that maximizes the metric proposed by Cooper and Herkovits with hybrid genetic algorithms. Because of the assumed ordering between the variables the constructed ospring structures are legal Bayesian network structures.
B. Solving the restriction of the ordering Bouckaert [18] presented an algorithm that manipulates the ordering of the variables with operations similar to arc reversal. These operations are only applied in case the resulting DAG represents at least the independences that were already present in the structure before the application of the operator. In this way the set of independences increases incrementally. Singh and Valtorta [19] developed the CB algorithm (Conditional independence + Bayesian learning) with which they intended to integrate two of the existing trends in the learning of Bayesian networks. CB consists of the following steps. First, a conditional independence test based on the 2 -distribution is used for obtaining an ordering between the variables. Second, given this ordering, a structure is obtained by means of K2 after which, again with K2, the structures are obtained that correspond to orderings that are compatible with the partial ordering implied by the structure found with the rst application of K2. Lam and Bacchus [20] described a method for learning unrestricted multiply-connected belief networks based on the MDL principle, which permits to trade o accuracy and complexity. If a network is so highly connected that it is computationally intractable, it allows the use of more simple models, although they are less accurate. The method can be seen as a generalization of other approaches based on the cross entropy of Kullback and Leibler and can be interpreted from a Bayesian point of view, where the probability, a priori, to be assigned to a structure is inversely proportional to its complexity. In [21] Lam and Bacchus improve the algorithm of [20] , by considering partial information available about the domain. Larrañaga et al. [22] presented a genetic algorithm that used the metric that was proposed by Cooper and Herkovits for evaluating the quality of an induced structure. They used a repair operator for converting ospring structures that were not acyclical into DAGs. Provan and Singh [23] proposed an algorithm called K2-AS (K2 + Attribute Selection) in which not all variables (or attributes) about which information is present are considered, but only a subset of them. That subset should maximize the predictable capacity of the network. In this way the generated networks are computationally easy to evaluate and their predictability is comparable with the networks that consider all variables.
C. Other graphical models Andersen et al. [24] developed an expert system for medical diagnosis, which they called STENO. STENO combines expert knowledge concerning associations between entities with knowledge generated by a statistical analysis of data relating these entities. It uses the model search strategy described by Kreiner [25] . The resulting graphical model is converted into a recursive causal model for making it applicable as a knowledge base, after which the marginal probabilities are adjusted. Andersen et al. also described how two graphical models of separate analysis can be combined into one recursive causal model. Fung and Crawford [26] developed CONSTRUC-TOR, a system which integrates techniques and concepts of the probabilistic networks, articial intelligence and statistics, in order to induce Markov networks. It nds structures by rst modeling each feature in a set as a node and second nding the neighbors of a node, where the neighbors of a node are the smallest set of nodes that \shields" the node from being aected by other nodes in the graph. Lauritzen et al. [27] presented results of a medical diagnostic system. They compared the diagnostic power of the recursive block models and the chain graph models, using the information criterion of Akaike [28] , and criteria based on the classical statistical tests. The model construction is carried out by means of backward selection. This means that, starting with a saturated model, in every step the arc is deleted whose elimination implies the smallest loss of descriptive power. This process stops in case any additional arc removal would imply a loss of descriptive power larger than a certain threshold. Madigan et al. [29] propose a Bayesian method for nding graphical models, in which they, instead of only one model, consider several ones, combining the results from them. Due to the, in general, large cardinality of the search space, not all possible models can be considered. Therefore, a not too large set of good models is searched for. Mechling and Valtorta [30] proposed an algorithm that constructs Markov networks in a similar way to CONSTRUCTOR. The algorithm is implemented on a computer with 1024 processors. Provan [31] presented an algorithm for the automatic construction of a TID (Temporal Inuence Diagram), i.e. a union of a sequence of inuence diagrams, each of which model the system during a certain interval of time in which the system is supposed to have a static behaviour.
III. Genetic Algorithms
Holland [32] introduced the genetic algorithms. In these algorithms the search space of a problem is represented as a collection of individuals. These individuals are represented by character strings, which are often referred to as chromosomes. The purpose of the use of a genetic algorithm is to nd the individual from the search space with the best \genetic material". The quality of an individual is measured with an evaluation function. The part of the search space to be examined is called the population. Roughly, a genetic algorithm works as follows (see Figure 1 ). Firstly, the initial population is chosen, and the quality of this population is determined. the population. These parents produce children, which are added to the population. For all newly created individuals of the resulting population a probability near to zero exists that they \mutate", i.e. that they change their hereditary distinctions. After that, some individuals are removed from the population according to a selection criterion in order to reduce the population to its initial size. One iteration of the algorithm is referred to as a generation.
The operators which dene the child production process and the mutation process are called the crossover operator and the mutation operator, respectively. Mutation and crossover play dierent roles in the genetic algorithm. Mutation is needed to explore new states and helps the algorithm to avoid local optima. Crossover should increase the average quality of the population. By choosing adequate crossover and mutation operators, the probability that the genetic algorithm provides a nearoptimal solution in a reasonable number of iterations is enlarged. Under certain circumstances, the genetic algorithms evolve to the optimum with probability 1 [33] { [35] . Further descriptions of genetic algorithms can be found in [36] { [37] .
IV. Genetic operators used in tackling the TSP problem
The search for an optimal ordering between the variables resembles the intensively studied Traveling Salesman Problem (TSP), which is given a collection of cities, to determine the shortest tour that visits each city precisely once and then returns to its starting point. Several representations and operators have been used in tackling the TSP with genetic algorithms (for a review, see [38] ). We choose to use the path representation. Therefore, we represent an ordering between the variables by a list of numbers, where the i-th element of the list is a j if variable j has the i-th place in the ordering. For example, the string (3 1 2) represents the ordering in which v 3 is a root node, v 1 has as possible parent v 3 , and the possible parents of v 2 are v 3 and v 1 . Since in combination to the path representation the classical genetic operators [32] cannot be used, other genetic operators were developed [38] . Both the TSP as well as our problem of nding an optimal variable ordering are ordering problems. However, between both problems one important difference exists: in the TSP only the relative order is important while in our problem also the absolute order matters. For example, in the 6-cities TSP the string (1 2 3 4 5 6) represents the same tour as the string (4 5 6 1 2 3). In the 6-variables ordering problem both strings represent dierent variable orderings. Note that the variable ordering problem is an asymmetrical problem; the string (1 2 3 4 5 6) does not represent the same variable ordering as the string (6 5 4 3 2 1). The TSP is often assumed to be symmetrical. The PMX operator was suggested by Goldberg and Lingle [39] . It passes on ordering and value information from the parents strings to the ospring. A portion of one parent string is mapped onto a portion of the other parent string and the remaining information is exchanged. Consider, for example the following two parents: (1 2 3 4 5 6 7 8) and (3 7 5 1 6 8 2 4): The PMX operator creates an ospring in the following way. It begins by selecting uniformly at random two cut points along the strings, which represent the parents. Suppose, for example, that the rst cut point is selected between the third and the fourth string element, and the second one between the sixth and the seventh string element. Hence, (1 2 3 j 4 5 6 j 78) and (3 7 5 j 1 6 8j 2 4): The substrings between the cut points are called the mapping sections. In our example they dene the mappings 4 $ 1, 5 $ 6 and 6 $ 8. Now the mapping section of the rst parent is copied into the second ospring, and the mapping section of the second parent is copied into the rst ospring: ospring 1: (x x x j 1 6 8 jx x) and ospring 2: (x x x j 4 5 6j x x): Then ospring i (i = 1; 2) is lled up by copying the elements of the i-th parent. In case a number is already present in the ospring it is replaced according to the mappings. For example, the rst element of ospring 1 would be a 1, like the rst element of the rst parent. However, there is already a 1 present in ospring 1. Hence, because of the mapping 1 $ 4 we choose the rst element of ospring 1 to be a 4. The second, third and seventh elements of ospring 1 can be taken from the rst parent. However, the last element of ospring 1 would be an 8, which is already present. Because of the mappings 8 $ 6, and 6 $ 5, it is chosen to be a 5. Hence, ospring 1: (4 2 3 j 1 6 8j 7 5): Analogously, we nd ospring 2: (3 7 8 j 4 56 j 2 1): The absolute positions of some elements of both parents are preserved.
B. Cycle crossover (CX)
The CX operator [40] attempts to create an ospring from the parents where every position is occupied by a corresponding element from one of the parents. For example, consider again the parents (1 2 3 4 5 6 7 8) and (2 4 6 8 7 5 3 1): Now we choose the rst element of the ospring equal to either the rst element of the rst parent string or the rst element of the second parent string. Hence, the rst element of the ospring has to be a 1 or a 2. Suppose we choose it to be 1, (1 3 3 3 3 3 3 3) : Now consider the last element of the ospring. Since this element has to be chosen from one of the parents, it can only be an 8 or a 1. However, if a 1 were selected, the ospring would not represent a legal individual. Therefore, an 8 is chosen, (1 3 3 3 3 3 3 8): Analogously, we nd that the fourth and the second element of the ospring also have to be selected from the rst parent, which results in (1 2 3 4 3 3 3 8): The positions of the elements chosen up to now are said to be a cycle. Now consider the third element of the ospring. This element we may choose from any of the parents. Suppose that we select it to be from parent 2. This implies that the fth, sixth and seventh elements of the ospring also have to be chosen from the second parent, as they form another cycle. Thus, we nd the following ospring: (1 2 6 4 7 5 3 8): The absolute positions of on average half the elements of both parents are preserved.
C. Order crossover (OX1)
The OX1 operator [41] constructs an ospring by choosing a substring of one parent and preserving the relative order of the elements of the other parent. For example, consider the following two parent strings: (1 2 3 4 5 6 7 8) and (2 4 6 8 7 5 3 1); and suppose that we select a rst cut point between the second and the third bit and a second one between the fth and the sixth bit. Hence,(1 2 j 3 4 5 j 6 7 8) and (2 4 j 6 8 7 j 53 1): The ospring are created in the following way. Firstly, the string segments between the cut point are copied into the ospring, which gives (3 3 j 3 4 5 j 3 3 3) and (3 3 j 6 8 7 j 3 3 3): Next, starting from the second cut point of one parent, the rest of the elements are copied in the order in which they appear in the other parent, also starting from the second cut point and omitting the elements that are already present. When the end of the parent string is reached, we continue from its rst position. In our example this gives the following children: (8 7 j 3 4 5 j1 2 6) and (4 5 j 6 8 7 j1 2 3):
Syswerda [42] suggested, in connection with schedule problems, the OX2 operator which is a modication of the OX1 operator. The OX2 operator selects at random several positions in a parent string, and the order of the elements in the selected positions of this parent is imposed on the other parent. For example, consider again the parents (1 2 3 4 5 6 7 8) and (2 4 6 8 7 5 3 1); and suppose that in the second parent the second, third, and sixth positions are selected. The elements in these positions are 4, 6 and 5 respectively. In the rst parent these elements are present at the fourth, fth and sixth positions. Now the ospring is equal to parent 1 except in the fourth, fth and sixth positions: (1 2 3 3 3 3 7 8): We add the missing elements to the ospring in the same order in which they appear in the second parent. This results in (1 2 3 4 6 5 7 8): Exchanging the role of the rst parent and the second parent gives, using the same selected positions, (2 4 3 8 7 5 6 1): E. Position-based crossover (POS) Syswerda [42] suggested, also in connection with schedule problems, a second modication of the OX1 operator: the POS operator. The POS operator also starts with selecting a random set of positions in the parent strings. However, this operator imposes the position of the selected elements on the corresponding elements of the other parent. The VR [43] can be seen as a p-sexual crossover operator, where p is a natural number greater than, or equal to, 2. It starts by dening a threshold, which is a natural number smaller than, or equal to, p. Next, for every i 2 f1; 2; : : : ; ng the set of i-th elements of all the parents is considered. If in this set an element occurs at least the threshold number of times, it is copied into the ospring. For example, if we consider the parents (p=4) ( 1 4 3 5 2 6 ); (1 2 4 3 5 6 ); (3 2 1 5 4 6 ); (1 2 3 4 5 6 ) and we dene the threshold to be equal to 3 we nd (1 2 x x x 6): The remaining positions of the ospring are lled with mutations. Hence, our example might result in (1 2 4 5 3 6): G. Alternating-position crossover (AP)
The AP operator [17] simply creates an ospring by selecting alternately the next element of the rst parent and the next element of the second parent, omitting the elements already present in the ospring. For example, if parent 1 is (1 2 3 4 5 6 78) and parent 2 is (3 7 5 1 6 8 2 4); the AP operator gives the following ospring (1 3 2 7 5 4 6 8): Exchanging the parents results in (3 1 7 2 5 4 6 8 The DM operator (e.g. [44] ) rst selects a substring at random. This substring is removed from the string and inserted in a random place. For example, consider the string (1 2 3 4 5 6 7 8); and suppose that the substring (3 4 5) is selected. Hence, after the removal of the substring we have (1 2 6 7 8): Suppose that we randomly select element 7 to be the element after which the substring is inserted. This gives (1 2 6 7 3 4 5 8):
The EM operator (e.g. [45] ) randomly selects two elements in the string that represents the individual and exchanges them. For example, consider the string (1 2 3 4 5 6 7 8); and suppose that the third and the fth element are randomly selected. This results in (1 2 5 4 3 6 7 8):
The ISM operator (e.g. [44] ) randomly chooses an element in the string that represents the individual, removes it from this string, and inserts it in a randomly selected place. For example, consider again the string (1 2 3 4 5 6 78); and suppose that the insertion mutation operator selects element 4, removes it, and randomly inserts it after element 7. The resulting ospring is (1 2 3 5 6 7 4 8):
The SIM operator (e.g. [45] ) selects randomly two cut points in the string that represents the individual, and it reverses the substring between these two cut points. For example, consider the string (1 2 3 4 5 6 7 8); and suppose that the rst cut point is chosen between element 2 and element 3, and the second cut point between the fth and the sixth element. This results in (1 2 5 4 3 6 7 8):
The IVM operator (e.g. [46] ) randomly selects a substring, removes it from the string and inserts it, in reversed order, in a randomly selected position. Consider again our example string (1 2 3 4 5 6 7 8); and suppose that the substring (3 4 5) is chosen, and that this substring is inserted inmediately after element 7. This gives (1 2 6 7 5 4 3 8):
The SM operator (e.g. [42] ) selects a random substring and scrambles the elements in it. For example, consider the string (1 2 3 4 5 6 7 8); and suppose that the substring (4 5 6 7) is chosen. This might result in (1 2 3 5 6 7 4 8):
V. Proposed Approach Our approach is based on joining the genetic algorithms and the algorithm K2 (see Figure 2) . We search for a near-optimal ordering between the variables, with a genetic algorithm that creates new variable orderings by means of the crossover and mutation operators described in the previous section. The quality of an ordering is the evaluation of the Bayesian network structure that K2 creates from it. K2 is an algorithm that creates and evaluates a BN from a database of cases once an ordering between the system variables is given. For the evaluation of the network that it constructs, the formula of Cooper and Herskovits is used. K2 searches, given a database D for the Bayesian network structure B S 3 with maximal P (B S ; D), where P (B S ; D) is as described in the following theorem proved in [12] . is uniform, then it follows that
The K2 algorithm assumes that an ordering on the variables is available and that, a priori, all structures are equally likely. It searches, for every node, the set of parent nodes that maximizes the following function:
K2 is a greedy heuristic. It starts by assuming that a node does not have parents, after which in every step it adds incrementally that parent whose addition most increases the probability of the resulting structure. K2 stops adding parents to the nodes when the addition of a single parent can not increase the probability. Obviously, this approach does not guarantee to obtain the structure with the highest probability. A possible improvement of K2 could be the determination of the best combination of at most u parent nodes in which case the number of searches to be carried out for a node j would increase from
For our experiments, we let the K2 algorithm only construct networks which nodes have at most 4 parent nodes. The genetic algorithm we use, is an algorithm based on the principles of GENITOR, which was developed by Whitley [47] . In every generation two orderings are selected for crossover, where the probability of an ordering to be selected depends on the rank of its objective function value. The newly created ospring substitutes, in case it is better, the worst ordering in the population. The stop criterion is based on the denition of convergence of a population formulated by De Jong [48] . We say that a gene has converged at level , if this gene has the same value in at least an % of the individuals in the population. A population converges at level , if at least a % of the genes has converged. We choose and to be equal to 95 and 100, respectively. This convergence criterion does not always guarantee the termination of the algorithm. Therefore, we decide that the population has also converged if in a certain number of subsequent iterations the average tness of the population not has improved.
VI. Results of the experiments
We designed an experiment for studying the behaviour of the algorithm described with respect to the dierent combinations of crossover and mutation operators of Section IV. The algorithm we use, follows the principles of GENITOR. Therefore, in every iteration of the algorithm only one new individual is created, which is compared with the worst individual in the population at that time. In case the individual is better then it replaces the worst individual in the population. If we consider the abstract genetic algorithm as a 7-tuple AGA (; a 2 ; a 3 ; a 4 ; p c ; p m ; a 7 ) where is the population size, a 2 is the selection criterion, a 3 the crossover operator, a 4 the mutation operator, p c crossover probability, p m mutation rate, a 7 the reduction criterion for reducing the population to its original size, then we can describe our algorithm as follows: = 10, 50; a 2 = based on the rank of the objective function; a 3 = AP, CX, OX1, OX2, PMX, POS, VR; a 4 = DM, EM, ISM, IVM, SIM, SM; p c = 1; p m = 0.01; a 7 = elitist.
For all 84 (2 272 6) parameter combinations to be considered we carry out 20 searches. For the experiments we use a simulation, consisting of the 3000 rst cases obtained by Herskovits [49] , of the ALARM network, which was designed by Beinlinch et al. [50] for modelling a problem in a medical eld. The objective function which expresses the quality of the structures is the natural logarithm of the probability, a posteriori, of the database of cases, given the structure to be evaluated, following the formula of Cooper and Herskovits [12] . The average evaluations as well as the accompanying standard deviations obtained with the dierent combinations of genetic operators for the population sizes 10 and 50 are presented in the Tables I  and II, 50. Noticeable is that as the average evaluation increases, the standard deviation also grows Ordering the mutation operators in the same way, we obtain: DM, ISM, IVM, EM, SM, SIM for = 10 and IVM, DM, ISM, EM, SIM, SM for = 50.
If we apply the Kruskal-Wallis test for comparing the behaviour of the crossover operators, statistically signicant dierences are found (p < 0:0001) for both = 10 as well as for = 50. For the mutation operators we obtain the same result.
The Figures 3 and 4 represent part of the information that is contained in the Table I and II, respectively. Figure 3 shows the average evaluations found with the dierent crossover operators, Figure 4 the ones obtained with the dierent mutation operators. For all operators considered, the performance of the algorithm becomes better as the population size grows. For the crossover operators, however, this tendency is stronger than for the mutation operators. The evaluation found for the structure induced by the K2 algorithm when this algorithm is applied to the order that was used for creating the database of cases is 01:4412e04.
As can be observed in the Tables III and IV, to improve the evaluation of this initial ordering. For population size 50, however, the worst evaluation obtained is 01:4442e04, while 4 combinations give orderings the structure of which is 01:4417e04.
In the Tables V and VI the convergence velocity of the algorithm is represented for the population sizes 10 and 50, respectively. Ranking the crossover operators from the fastest to the slow- est we nd PMX, OX1, OX2, AP, POS, VR, CX for = 10 and OX2, POS, PMX, AP, OX1, VR, CX for = 50. For the mutation operators we nd: SM, DM, SIM, IVM, EM, ISM for = 10 and SIM, SM, EM, ISM, DM, IVM for = 50. We observe that the CX operator, which gives the best results, implies a slow convergence, while the OX2 operator, which is the second best operator, results in a considerably faster algorithm. However, we also see that the CX operator only needs a small population size to give good results while the other crossover operators need larger population sizes. With respect to the convergence velocity of the mutation operators, we see that the SM operator, which is one of the fastest ones, gives the worst results.
VII. Concluding Remarks
We have presented a method for structure learning of Bayesian networks from a database of cases with which it is not neccesary to assume an ordering between the system variables since the method is based on searching for the optimal ordering of variables. For this search we have proposed a genetic algorithm that uses the K2 algorithm for evaluating the orderings and that creates new ospring orderings by applying the genetic operators that were already used in the genetic tackling of the TSP. The empirical results obtained are comparable with the results that we presented in [22] , where we also tackled the structure learning of Bayesian networks with genetic algorithms, however, assuming an ordering between the variables.
It would be interesting to see which results would be obtained if the best orderings found with the method described in this paper were used as an input for an ordering-assuming (genetic) algorithm for structure learning of Bayesian networks.
