ABSTRACT. The goal of this paper is to compute the cuspidal Calogero-Moser families for all infinite families of finite Coxeter groups, at all parameters. We do this by first computing the symplectic leaves of the associated Calogero-Moser space and then by classifying certain "rigid" modules. Numerical evidence suggests that there is a very close relationship between Calogero-Moser families and Lusztig families. Our classification shows that, additionally, the cuspidal Calogero-Moser families equal cuspidal Lusztig families for the infinite families of Coxeter groups.
Introduction
Based on the relationship between Dunkl operators, the Knizhnik-Zamolodchikov connection, and Hecke algebras, it became apparent very soon after the introduction of rational Cherednik algebras by Etingof and Ginzburg [16] that there is a very close connection between these algebras and cyclotomic Hecke algebras [11] . This connection is encoded in the Knizhnik-Zamolodchikov functor, introduced in [24] , and is a key tool in the representation theory of rational Cherednik algebras at ̸ = 0.
In the quasi-classical limit = 0 the Knizhnik-Zamolodchikov functor no longer exists and no functorial connection to Hecke algebras is currently known. Astonishingly, as first noticed by Gordon and Martino [26] , it seems that there is still, none the less, a close relationship between rational Cherednik algebras in = 0 and Hecke algebras, suggesting that there may be an asymptotic Knizhnik-Zamolodchikov functor in the quasi-classical limit. The aim of this article is to add weight to this expectation by comparing cuspidal Calogero-Moser families with cuspidal Lusztig families.
Families
Etingof and Ginzburg [16] defined, for any finite reflection group (h, ) and a function c : Ref( ) → C from the set of reflections of to the complex numbers which is invariant under -conjugation, the rational Cherednik algebra H c ( ) at = 0. The spectrum of the centre of this algebra is an affine Poisson deformation X c ( ) of the symplectic singularity (h × h * )/ , called the Calogero-Moser space. This theory exists in particular for finite Coxeter groups . In this case, one can also attach to the Hecke algebra ℋ ( ) depending on a weight function :
→ R. The space of weight functions and the space of real valued c-functions is the same so that one can relate invariants coming from Hecke algebras with those coming from rational Cherednik algebras.
Gordon [25] has defined the notion of Calogero-Moser c-families of Irr( ), which on the geometric side correspond to the C * -fixed points of the Calogero-Moser space X c ( ). Work of several people, in particular Gordon and Martino, has shown that: We refer to §2D for more details. It is conjectured by Gordon-Martino [26] that this is indeed true for all finite Coxeter groups; see also Bonnafé-Rouquier [9] . There is so far no conceptual explanation for this connection. Bonnafé and Rouquier [9] furthermore constructed analogs of constructible characters and cells on the Calogero-Moser side, and collected evidence supporting their conjecture that these notions coincide with Lusztig's notions; see also [8] .
Cuspidal families
The key to defining constructible representations and Lusztig families for Hecke algebras is Lusztig's truncated induction, also called j-induction. This leads to the concept of cuspidal Lusztig families, which are those that cannot be described as being j-induced from a family for a proper parabolic subgroup. Cuspidal families play a key role in describing certain unipotent representations for the corresponding finite groups of Lie type. In [2] the first author also introduced the notion of cuspidal Calogero-Moser families. This time the definition is geometric: a family is cuspidal if the support of every module in the family is a zero-dimensional symplectic leaf of the Calogero-Moser space. In this article we determine the cuspidal Calogero-Moser families for the Coxeter groups of type , , and 2 ( ). Our main result states (see §3 The proof follows from a case-by-case analysis in sections §5 to §8 using theoretical methods we develop in section §4. Based on this theorem we make the following conjecture. 
Rigid representations
The main ingredient for calculating the cuspidal Calogero-Moser families, and hence confirming Theorem A, is the notion of a rigid module: a H c ( )-module is said to be rigid if it is irreducible as a -module. These have already played a role in the representation theory of rational Cherednik algebras at ̸ = 0, see e.g. [6] or [17] , and at = 0 they were studied by the second author in [41] . The terminology comes from the theory of module varieties. Namely, for any < | |, we show in Lemma 4.9 that the set of rigid modules in Rep (H c ( )), the variety parameterizing representations of dimension , is open. Therefore, though these modules often appear in families with respect to the parameter c, the module structure (for fixed parameter c) on a rigid module cannot be deformed to a continuous family. This is the first clue that there is a strong connection between rigid representations and zero-dimensional leaves of X c ( ) (and hence to cuspidal Calogero-Moser families).
In this article we classify the rigid modules for all non-exceptional Coxeter groups and all parameters. The importance of these modules is explained by our second main result which we prove in §4:
Theorem C. Let be an arbitrary finite complex reflection group. If the simple module c ( ), where ∈ Irr( ), is a rigid H c ( )-module, then the Calogero-Moser c-family to which it belongs is cuspidal.
Rigid modules are easily computed, and using Theorem C this allows us to identify certain cuspidal families. Remarkably, for the non-exceptional Coxeter groups we can show that the cuspidal Calogero-Moser families are precisely those containing the rigid modules. The cuspidal Lusztig families are similarly characterized.
Remark. While this paper was in preparation, the preprint [14] appeared, where rigid modules also play a key role (though the definition there is slightly different). Based on the analogy with affine Hecke algebras, they are called "one--type" modules in loc. cit.. In the preprint [14] the author gives a different notion of cuspidal Calogero-Moser families. Namely, in loc. cit. a family is said to be cuspidal if it contains a rigid module. By Theorem C, every cuspidal family in our sense is cuspidal in the sense of [14] . However, it is clear that for most complex reflection groups that are not of Coxeter type there exist many cuspidal families (in our sense) that are not cuspidal in the sense of loc. cit.. Moreover, as shown in loc. cit., Conjecture B is false for the Weyl group of type 7 if we use the definition of cuspidal used in loc. cit.
Symplectic leaves
As previously noted, the notion of cuspidal Calogero-Moser families depends on the fact that the Calogero-Moser space X c ( ) is stratified by finitely many symplectic leaves. These leaves are naturally labeled by conjugacy classes of parabolic subgroups ( ′ ) of . There are two natural partial orderings on the set of symplectic leaves: a geometric one given in terms of the closures of leaves, and another, algebraic one given in terms of inclusions of parabolic subgroups. It is clear that the geometric ordering refines the algebraic ordering.
Using results of Martino, we describe all symplectic leaves for the Coxeter groups of type , , and 2 ( ) in terms of the conjugacy classes of parabolic subgroups. We also describe the two orderings on the set of symplectic leaves in these cases (see Theorem 6.2, Theorem 7.2 and [2, Tables 1,2] ). Based on this we arrive at the following conjecture.
Conjecture D.
Let be a finite Coxeter group. (a) Each conjugacy class of parabolic subgroups ( ′ ) labels at most one symplectic leaf. (b) The geometric ordering on leaves equals the algebraic ordering.
We note that both statements of Conjecture D may fail if is not a Coxeter group.
Clifford Theory
Our results for Coxeter groups of type are deduced from the corresponding results for the groups of type using the fact that . More generally, we consider a complex reflection group (h, ) and a normal subgroup such that (h| , ) is also a reflection group. This situation is also considered in [4] and by Liboz [30] .
Based on a suggestion of Rouquier, we show that Γ := / acts on the Calogero-Moser space X c ( ) such that X c ( ) = X c ( )/Γ. This allows us to deduce the Calogero-Moser families for from the Calogero-Moser families for , generalising results of [4] . Cuspidal families and rigid representations behave well under this correspondence. We also describe the symplectic leaves in X c ( ) in terms of those of X c ( ).
Acknowledgements. The authors would like to thank Cédric Bonnafé and Meinolf Geck for many fruitful discussions. We also thank Dan Ciubotaru for informing us about his preprint [14] and his result that for 7 the cuspidal Lusztig family does not contain rigid modules. Moreover, we would like to thank Gunter Malle for commenting on a preliminary version of this article. The second author was partially supported by the DFG Schwerpunktprogramm 1489. We begin by recalling the definition of the main protagonists of this paper-the Calogero-Moser families for complex reflection groups. They are obtained from the block structure of the restricted rational Cherednik algebra studied by Gordon [25] , which is a finite-dimensional quotient of the rational Cherednik algebra introduced by Etingof and Ginzburg [16] . §1A. Rational Cherednik algebras Let (h, ) be a finite complex reflection group. By this we mean that is a non-trivial finite subgroup of GL(h) for some finite-dimensional complex vector space h such that is generated by its set Ref( ) of reflections, i.e., by those elements ∈ such that Ker(id h − ) is of codimension one in h. Let (·, ·) : h × h * → C be the natural pairing defined by ( , ) = ( ). For ∈ Ref( ) we fix ∈ h * to be a basis of the one-dimensional space Im( − 1)| h * and ∨ ∈ h to be a basis of the one-dimensional space Im( − 1)| h , normalised so that ( ∨ ) = 2. Our discussion will not depend on the choice of and ∨ . Note that the group acts on Ref( ) by conjugation. Choose a function c : Ref( ) → C which is invariant underconjugation (we say that c is -equivariant) and furthermore choose a complex number ∈ C. The rational Cherednik algebra H ,c ( ), as introduced by Etingof and Ginzburg [16] , is the quotient of the skew group algebra of the tensor algebra, (h ⊕ h * )
, by the ideal generated by the relations [ , ′ ] = [ , ′ ] = 0 for all , ′ ∈ h * and , ′ ∈ h, and
We concentrate on the case = 0 and set H c := H 0,c . For any ∈ C∖{0}, the algebras H c ( ) and H c ( ) are naturally isomorphic. Therefore we are free to rescale c by whenever this is convenient. A fundamental result for rational Cherednik algebras, proved by Etingof and Ginzburg [16, Theorem 1.3] , is that the PBW property holds for all c, i.e., the natural map
is an isomorphism of C-vector spaces. The rational Cherednik algebra is naturally Z-graded by deg( ) = 1 for ∈ h * , deg( ) = −1 for ∈ h, and deg( ) = 0 for ∈ . We note that no such grading exists for general symplectic reflection algebras. §1B. Calogero-Moser space
The centre Z c ( ) of H c ( ) is an affine domain. We shall denote by X c ( ) := Spec(Z c ( )) the corresponding affine variety. It is called the (generalized) Calogero-Moser space associated to at parameter c. These varieties define a flat family of deformations of (h ⊕ h * )/ over the affine C-space of dimension | Ref( )/ |. The following was shown for Coxeter groups in [16, Proposition 4.15] , and the general case is due to [25, Proposition 3.6] .
We write
for the product morphism. It is a finite, and hence closed, surjective morphism. Note that both Z c ( ) and ( ) are graded subalgebras of H c ( ). This implies that X c ( ) and h/ × h * / carry a C * -action making ϒ c a C * -equivariant morphism. §1C. Restricted rational Cherednik algebras
The inclusion of algebras ( ) ˓→ Z c ( ) allows us to define the restricted rational Cherednik algebra H c ( ) as the quotient
where ( ) + denotes the ideal in ( ) of elements with zero constant term. This algebra was originally introduced, and extensively studied, by Gordon [25] . The PBW theorem implies that
as C-vector spaces. Here,
is the coinvariant algebra of and C[h * ] co is defined analogously. Since is a reflection group, the coinvariant algebra C[h] co is of dimension | | and is isomorphic to the regular representation as a -module. Thus, dim H c ( ) = | | 3 . The restricted rational Cherednik algebra is a quotient of H c ( ) by an ideal generated by homogeneous elements and so it is also a graded algebra. This combined with the triangular decomposition (3) of H c ( ) implies that the representation theory of H c ( ) has a rich combinatorial structure. The following is due to Gordon [25] , based on an abstract framework by Holmes and Nakano [27] . First of all, note that the skew-group algebra C[h * ] co is a graded subalgebra of H c ( ).
where C[h * ] co + acts on as zero.
The baby Verma module Δ c ( ) is naturally a graded H c ( )-module, where 1 ⊗ sits in degree zero. By studying quotients of baby Verma modules, it is possible to completely classify the simple H c ( )-modules. We denote by Irr the set of simple -modules (up to isomorphism). Similarly, we understand Irr H c ( ).
(1) The baby Verma module Δ c ( ) has a simple head. We denote it by c ( ). The bijection in the proposition allows us to transform representation theoretic information about H c ( ) into combinatorial c-dependent data about . The Calogero-Moser families are the primary example of this process. §1D. Calogero-Moser families Since the algebra H c ( ) is finite-dimensional, it has a block decomposition H c ( ) =
⨁︀

=1
, with each an indecomposable algebra. If is the identity element of then the identity element 1 of H c ( ) is the sum 1 = 1 + . . . + of the . For each simple H c ( )-module , there exists a unique such that · ̸ = 0. In this case we say that belongs to the block . By Proposition 1.3, we can (and will) identify Irr H c ( ) with Irr . Let Ω c ( ) be the set of equivalence classes of Irr under the equivalence relation ∼ if and only if c ( ) and c ( ) belong to the same block. These equivalence classes are called the Calogero-Moser c-families of .
These families have an important geometric interpretation. The image of the natural map
In general it is not equal to the centre of H c ( ). However, it is a consequence of a theorem by Müller, see [13, Corollary 2.7] , that the primitive central idempotents of H c ( ), the block idempotents above, are precisely the images of the primitive idempotents of Z c ( )/ ( ) + · Z c ( ). This shows that the natural map
, factors through the Calogero-Moser partition. Here, ϒ −1 c (0) is considered as the set theoretic fibre over the origin 0 of h/ × h * / . In other words, we have a natural bijection between Ω c ( ) and ϒ −1 c (0). Now, recall that ϒ c is C * -equivariant. The only C * -fixed point of h/ × h * / is the origin 0 and therefore Example 1.5. Consider the special case c = 0. In this case X 0 ( ) = (h ⊕ h * )/ . The quotient morphism h ⊕ h * → (h ⊕ h * )/ is C * -equivariant and finite, hence X 0 ( ) has only one C * -fixed closed point, namely the origin. In particular, there is only one Calogero-Moser family.
§2. Lusztig families
In this section we give a short summary of the other protagonist of this paper-Lusztig's families. We review some of the constructions involved in the definition of Lusztig families, such as truncated induction, as we will make use of these in the case-by-case analysis in sections §5 to §8. For more details we refer to Lusztig's books [32, 33] , and also to [22] and [20] . §2A. Hecke algebras Throughout this section, let ( , ) be a finite Coxeter system. We choose an R-valued weight function on ( , ), i.e., a function :
where ℓ is the length function of ( , ). Let := Z [R] be the group ring of the additive group R over the subring Z of C generated by the values of the irreducible complex characters of . This is an integral domain and we denote by the element of corresponding to ∈ R. Note that = + . Set := ( ) for ∈ . Let ℋ := ℋ ( , ) be the Hecke algebra of ( , ) over with respect to . This is the free -algebra with basis { | ∈ } whose multiplication is uniquely determined by the relations
for all ∈ and ∈ . It is a standard fact that the scalar extension ℋ of ℋ to the fraction field of is split semisimple. It is then a consequence of Tits's deformation theorem that there is a natural bijection between Irr and Irr ℋ . We write for the simple ℋ -module corresponding to the simple -module under this bijection. It is also well-known that ℋ is a symmetric -algebra. This implies that the scalar extension ℋ is symmetric and so by the theory in [23, §7] there is a Schur element s ∈ attached to every simple module . There is a unique element a ∈ R ≥0 satisfying 2a s ∈ Z [R ≥0 ] and 2a s ≡ mod Z [R >0 ] for some > 0. This is called Lusztig's a-invariant of . The Schur elements and a-invariants are known for all Coxeter groups and all weight functions. Note that despite the notation the Schur elements s and the a-invariants a depend on . §2B. Truncated induction
Recall that if ⊆ is any subset, then ( , ) is naturally a Coxeter system, where is the group generated by . This is called a (standard) parabolic subgroup of ( , ). The restriction of our weight function to is a weight function on ( , ). For any simple module of , Lusztig defined the truncated induction (or j-induction) as
where ⟨Ind , ⟩ denotes the multiplicity of in the induction of from to . Keep in mind that the a-invariant a is computed using the restriction of to . It is shown in [19, Lemma 3.5 ] that for any ∈ Irr ′ there is a ∈ Irr with a = a so that the above sum is never empty. This operation extends to a morphism j : K 0 ( -mod) → K 0 ( -mod) of Grothendieck groups. It is transitive in the sense that j ∘ j = j for ⊆ ⊆ . §2C. Constructible characters and families
Using truncated induction, Lusztig inductively defined the set Con ( ) of -constructible representations of as follows: if is trivial, then Con ( ) consists of the unit representation, and otherwise Con ( ) consists of the -modules of the form j and (j ) ⊗ sgn for all proper subsets and all ∈ Con ( ). Here sgn is the sign representation of ( , ). A key result shown by Lusztig, [33, Proposition 22.3] , says (6) for each ∈ Irr there exists ∈ Con ( ) such that ⟨ , ⟩ ̸ = 0. The constructible graph is the graph ( ) with vertices Irr and an edge between and if and only if ̸ = and they both occur in an -constructible representation of . The connected components of this graph are called Lusztig's -families. They define a partition of Irr . We denote the set of these families by Lus ( ). Lusztig's families are known for all finite Coxeter groups (see [33, §22] and also §5 to §8). [22, 1.1.5] ) that a weight function on is already uniquely determined by the values on the -conjugacy classes of , and that conversely every collection of elements ∈ R for ∈ with = whenever and are conjugate defines a unique weight function on ( , ). This shows that weight functions :
→ R, i.e., parameters for Hecke algebras attached to ( , ), are nothing else than -equivariant functions c : Ref( ) → R, i.e., R-valued parameters for rational Cherednik algebras attached to . We will thus use both notions interchangeably.
Whenever we write c ≥ 0, resp. c > 0, we mean that c takes values in R ≥0 , resp. R >0 . Similarly, we write ≥ 0, resp. > 0, if
We can twist by linear characters of in order to ensure that we are always in the situation c ≥ 0. Namely, let :
→ R × be a linear character. Clearly is uniquely defined by its values on , where it is ±1. Conversely, for any assignment of ±1 to each element of , such that ( ) = ( ′ ) if is conjugate to ′ , we get a well-defined linear character of .
. Given a representation of , denotes the twist of by . It is immediate from the definition of Lusztig families that and belong to the same -family if and only if and belong to the same -family. Moreover, a family ℱ is -cuspidal (see below) if and only if ℱ is -cuspidal. Similarly, one can twist the rational Cherednik algebra by the character , as explained in [9, 4.6B] . Again, the two representations , belong to the same c-family if and only if and belong to the same c-family. Moreover, a family ℱ is c-cuspidal (see below) if and only if ℱ is c-cuspidal. Therefore, to prove Theorem A, it suffices to make the following assumption, as in [22] :
We assume that ≥ 0.
The following conjecture is due to Gordon-Martino [26] . We note that this conjecture was formulated in [26] for Weyl groups and weight functions taking values in Q >0 . Moreover, both in [26] and [9] it was conjectured that Ω c ( ) coincides with the partition of Irr into Kazhdan-Lusztig families. Assuming Lusztig's conjectures P1 to P15 (see [33, §14] ), the Kazhdan-Lusztig families and the Lusztig families are equal (see [20, Theorem 4.3] ), so that the conjecture above (which is also formulated in precisely this way by Bonnafé [8] for parameters c > 0) seems feasible.
Let us record the following observation we obtain from Examples 1.5 and 2.1. The work of Lusztig [32, 33] , Etingof-Ginzburg [16] , Gordon [25] , Gordon-Martino [26] , Martino [35] , the first author [3, 4] , and the second author [40] shows that Conjecture 2.2 holds in many cases. Except for type 3 , which follows from [40] , the proof of this theorem is also obtained here from §5, Corollary 6.13, Theorem 7.3, and Corollary 8.4.
§2E. Cuspidal Lusztig families
What is now relevant for us in this paper is that it can happen that a Lusztig family ℱ ∈ Lus ( ) is j-induced from a parabolic subgroup of in the sense that there is a Lusztig family ℱ ′ ∈ Lus ( ) such that j induces a bijection between ℱ ′ and ℱ or between ℱ ′ and ℱ ⊗ sgn . Lusztig called a family cuspidal if it is not j-induced from a proper parabolic subgroup of . Let Lus cusp ( ) ⊆ Lus ( ) be the set of cuspidal Lusztig families. These families are the building blocks of Lusztig families and it is most important to understand them.
The following useful lemma is well-known.
Lemma 2.5. For any ∈ R >0 we have Con ( ) = Con ( ), Lus ( ) = Lus ( ) and
Proof. As in [22, 1.1.9] one can introduce a universal Hecke algebra ℋ over
, where is the number of -conjugacy classes in . The Hecke algebra ℋ for a particular weight function : → R is then obtained by specialisation of ℋ. The algebra ℋ admits Schur elements s ∈ Z [R ] and it follows from the theory in [23, §7] that s specialises to the Schur element s of ℋ . From this one can deduce that the a-invariant a of ℋ is obtained from the one of ℋ by multiplication by . This immediately proves the claim.
The key fact (6) implies: Lemma 2.6. If ℱ = { } is a Lusztig family such that ∈ Con c ( ), then ℱ is not cuspidal. §3. Cuspidal Calogero-Moser families
On the Calogero-Moser side we do not have anything similar to j-induction so far. However, the first author has introduced in [2] the notion of cuspidal Calogero-Moser families. These are also minimal with respect to a certain condition, but this time they have a geometric interpretation via the Poisson structure on Calogero-Moser spaces. Despite their name, the two notions of cuspidality have, a priori, nothing in common. None the less, we will show that they coincide for all infinite families of Coxeter groups. In this paragraph we will review the foliation of Calogero-Moser spaces into symplectic leaves and the notion of cuspidal Calogero-Moser families. §3A. Poisson structure
We consider again an arbitrary finite complex reflection group (h, ). On the vector space h ⊕ h * we have a natural -invariant symplectic form defined by
This induces a Poisson bracket {·, ·} on C[h ⊕ h * ]. Since the form is -invariant, the Poisson bracket is -invariant and restricts to the invariant ring C[h ⊕ h * ] making the quotient variety (h ⊕ h * )/ into a Poisson variety. The Calogero-Moser space X c ( ) is a flat Poisson deformation of (h⊕h * )/ . The Poisson structure on X c ( ) comes from the commutation in the rational Cherednik algebra at ̸ = 0 as follows. Let t be an indeterminate. Clearly, H c ( ) = H t,c ( )/tH t,c ( ) and therefore we can lift elements 1 , 2 ∈ Z c ( ) to elementŝ︀ 1 ,̂︀ 2 ∈ H t,c ( ). Now, define We recall that an ideal of an arbitrary Poisson algebra is a Poisson ideal if { , } ⊆ , i.e., is stable under the Poisson bracket { , −} for all ∈ . The Poisson core ( ) of an ideal of is the largest Poisson ideal contained in . By a Poisson prime (resp. maximal) ideal we mean a prime (resp. maximal) ideal which is also a Poisson ideal. The Poisson core of any prime ideal is a Poisson prime ideal. We denote by PSpec( ) the set of all Poisson prime ideals of and by PMax( ) the set of all Poisson maximal ideals. §3B. Symplectic leaves
The (analytification of the) smooth part (X c ( )) sm of X c ( ) is a Poisson manifold and admits a foliation into symplectic leaves; that is, a stratification into smooth connected strata such that the rank of the bracket is maximal along strata. The strata are the symplectic leaves of the manifold (see [43] ). By continuing this process on the complement X c ( ) ∖ (X c ) sm we end up with a decomposition of X c ( ) into symplectic leaves. Brown and Gordon [12] have shown that the leaves obtained in this way are in fact algebraic, i.e., locally closed in the Zariski topology and finite in number. The leaf of a closed point m of X c ( ) consists of all closed points n ∈ X c ( ) such that m and n have the same Poisson core. Furthermore, it is shown in loc. cit. that each leaf ℒ is a smooth symplectic variety, and that the closure ℒ of the leaf ℒ containing a closed point is the zero locus V( (m )) of the Poisson core of its defining maximal ideal. This shows in particular that the closure of each symplectic leaf is an irreducible affine Poisson variety. Proof. Let ℒ be a symplectic leaf. As we noted above, the closure ℒ is an irreducible affine variety and therefore the defining ideal p ℒ = I(ℒ) is a prime ideal. Moreover, as ℒ = V( (m )) for any closed point of ℒ, it follows that p = (m ) is a Poisson prime ideal. The map
and this implies ℒ = ℒ ′ as the symplectic leaves form a stratification of X c ( ). Now, let p be an arbitrary Poisson prime ideal of Z c ( ). Then ℒ p := {m ∈ Max(Z c ( )) | (m) = p} is a symplectic leaf by the description of symplectic leaves due to Brown and Gordon. By construction p ℒp = p and therefore the map ℒ ↦ → p ℒ is also surjective.
We immediately obtain the following. Analogous to Lusztig-Spaltenstein induction for nilpotent adjoint orbits of a reductive group, one can show that symplectic leaves are induced from zero-dimensional leaves for parabolic subgroups of . Before we discuss this we give a short recollection about parabolic subgroups. §3C. Parabolic subgroups
Recall that a parabolic subgroup of is the pointwise stabiliser h ′ of a subspace h ′ of h. By a theorem of Steinberg [38, Theorem 1.5] the pair (h ′ , h ′ ) is itself a complex reflection group. Moreover, h ′ is the stabiliser of a generic point of h ′ . Hence, parabolic subgroups of are in fact the stabilisers of points of h.
Define the rank of a complex reflection group to be the dimension of a faithful reflection representation of of minimal dimension. Let ′ be a parabolic subgroup of . We write
⊥ is a decomposition of h as a ′ -module and (h * ′ ) ⊥ is a faithful reflection representation of ′ of minimal rank. Hence, the rank of ′ is dim(h * ′ ) ⊥ . We will always consider parabolic subgroups with this minimal reflection representation. In particular, if c :
is a ′ -equivariant function and we understand the rational Cherednik algebra H c ′ ( ′ ) to be defined with respect to this reflection representation of ′ . The group acts on its set of parabolic subgroups by conjugation. Given a parabolic subgroup ′ the corresponding conjugacy class will be denoted ( ′ ). We also require the partial ordering on conjugacy classes of parabolic subgroups of defined by ( 1 ) ≥ ( 2 ) if and only if 1 is conjugate to a subgroup of 2 . The ordering is chosen in this way so that it agrees with a geometric ordering to be introduced in the next paragraph.
Finally, for a given parabolic subgroup ′ of , we denote by h ′ reg the subset of h ′ consisting of those points whose stabiliser in is equal to ′ . This is a locally closed subset of h. We denote by Ξ( ′ ) the quotient
Remark 3.3. Suppose that ( , ) is a Coxeter group. In §2D we already used the standard parabolic subgroups of for subsets ⊆ . Let h be the (complexified) geometric representation of so that (h, ) is a complex reflection group. Then is a parabolic subgroup of in the sense just defined. Moreover, it follows from Steinberg's theorem and [1, 
Proof. The bijection of Lemma 3.1 is denoted p ↦ → ℒ p . The proof of [2, Proposition 4.8] shows that, for each Poisson prime p, there is a unique conjugacy class
We recall the main results from [2] . For a closed point of X c ( ) with defining maximal ideal m of Z c ( ) we set
. This is a finite-dimensional C-algebra. We call it cuspidal if is a zero-dimensional symplectic leaf of X c ( ). Theorem 3.5. Let ℒ be a symplectic leaf of X c ( ) of dimension 2 and a point on ℒ. Then there exists a parabolic subgroup ′ of of rank dim h − and a cuspidal algebra c ′ ,
Moreover, there exists a functor Φ ′ , :
as -modules.
Since there are only finitely many zero dimensional leaves in X c ( ) the above result shows that to describe the -module structure of all the simple modules for a particular rational Cherednik algebra one only needs to describe the ′ -module structure of the cuspidal simple modules for each parabolic subgroup ′ of . §3F. Symplectic leaves and Calogero-Moser families
As explained in §1D, there is a natural bijection between the set Ω c ( ) of Calogero-Moser families and the points in ϒ −1 c (0). If m ℱ denotes the point of ϒ −1 c (0) corresponding to the family ℱ, then m ℱ lies on a unique symplectic leaf ℒ ℱ of X c ( ). Using Theorem 3.4 we can attach a unique conjugacy class ℱ := ℒ ℱ of parabolic subgroups of to ℱ. We define a partial ordering ⪯ on the Calogero-Moser families Ω c ( )
Proposition 3.6. The following holds for any ℱ,
Proof. Part (a) follows from directly from the definition of ⪯ and part (b) is a consequence of Theorem 3.4(b).
We say that a Calogero-Moser family ℱ is cuspidal if ℒ ℱ is a zero-dimensional leaf. By The following well-known lemma is analogous to Lemma 2.5.
Lemma 3.8. For any ∈ C × there is a canonical algebra isomorphism H c ( )
We can now state the main theorem of this paper Based on this theorem we make the following conjecture.
Conjecture B. For any finite Coxeter group and any real parameter c the cuspidal Lusztig c-families equal the cuspidal Calogero-Moser c-families.
The proof of Theorem A follows from a case-by-case analysis in sections §5 to §8 using several theoretical methods we develop in the next section. We will deduce in Lemma 4.11 that Conjecture B holds for the special case c = 0 for any . Note that because of Lemma 2.5 and Lemma 3.8 it is sufficient to prove the conjecture only up to multiplication of the parameter by positive real numbers. §4. Calculating cuspidal Calogero-Moser families
To determine the cuspidal Calogero-Moser families we develop several theoretical methods-both of representation theoretic and geometric nature. On the one hand, we introduce the concept of rigid modules here and show that these always lie in a cuspidal family. On the other hand, we develop a Clifford theory for symplectic leaves. This allows us to deal with Weyl groups of type later. All this is done for complex reflection groups in general. §4A. Rigid modules The key to figuring out which Calogero-Moser families are cuspidal for Coxeter groups is the notion of rigid H c ( )-modules. We show in Theorem C below that every rigid module belongs to a cuspidal family. In all examples we consider it turns out that there is at most one cuspidal family. These two facts allow us to find all cuspidal families. This notion has played an important role for rational Cherednik algebras at = 1, see e.g. [6] . At = 0, the second author investigated rigid modules in [41] . Recently, they also played a prominent role in the work [14] of Ciubotaru on Dirac cohomology where they were called one--type modules. The terminology we adopt comes from the theory of module varieties, where it is standard. Intuitively, a rigid module is one that cannot be deformed (for fixed parameter c) to a continuous family of representation; see Lemma 4.9. On the other hand, if a simple H c ( )-module is supported on a symplectic leaf of dimension greater than zero then one can deform the representation along the leaf. Therefore it is intuitively clear that rigid modules should be supported at zero dimensional leaves. Showing the precise connection between rigidity and cuspidality depends on the following theorem. In order to give the proof of Theorem 4.2, we first give some preparatory lemmata. Let be a finite group. Given a character of , we denote by ℓ( ) the length of , i.e. if =
, where (·, ·) is the scalar product of characters. We define the branching index of a subgroup of as 
In total, we must have
Because of our assumption on ( ) this is a contradiction. Proof. This simply follows from the fact that Ind ∘ Con , = Con , ∘Ind and that conjugation Con , with defines a bijection between Irr( ) and Irr( ) for all ∈ .
For the proof of Theorem 4.2 we will need the classification of complex reflection groups due to Shephard and Todd [37] , and in particular a description of the parabolic subgroups in the infinite series ( , , ). We quickly recall the definition of these groups. Let , , ∈ N >0 with dividing and let ∈ C be a primitive -th root of unity. Then ( , , ) is the subgroup of GL (C) consisting of the generalised permutation matrices with entries in := ⟨ ⟩ such that the product of all non-zero entries is an ( / )-th root of unity. The group ( , , ) is a normal subgroup of index in ( , 1, ). For a partition of an integer | | ≤ let S be the corresponding Young subgroup of the symmetric group S | | . We have an obvious embedding S × ( , , − | |) ˓→ ( , , ). The following lemma can be deduced from [39, 3.11] . Lemma 4.6. Up to ( , 1, )-conjugacy the parabolic subgroups of ( , , ) are the standard parabolic subgroups S × ( , , − | |) for partitions of .
We note that for the ( , , )-conjugacy classes of parabolic subgroups of ( , , ) some ( , 1, )-conjugates of the above standard parabolic subgroups have to be taken into account (see [39, 3.11] ). For us, however, it is sufficient to know the ( , 1, )-conjugacy classes because of Lemma 4.5. By Lemma 4.6 the maximal parabolic subgroups of ( , , ) are up to ( , 1, )-conjugacy of the form S × ( , , − ) for 1 ≤ ≤ .
Proof of Theorem 4.2. Clearly, we can assume that acts irreducibly on h and that is a maximal parabolic subgroup. It is well-known (see [29, Corollary 3.24] ) that the centre ( ) of is a cyclic group Z ℓ = ⟨ ⟩. If ̸ = 1, then fixes only the origin and so / ∈ ′ for any proper parabolic subgroup of . Hence, if | ( )| > 1, then the claim holds by Lemma 4.3. The classification of irreducible complex reflection groups shows that | ( )| = 1 implies that ≃ ( , , ) for some , . By Lemma 4.6 and Lemma 4.5 we can assume that = S × ( , , − ), where 1 ≤ ≤ . Let ∈ Irr( ). We assume first that > 1. The module is isomorphic to ′ for some ′ ∈ Irr(S ) and
′ is not irreducible. That is, we may assume = . The symmetric group S is a quotient of ( , , ), the morphism given by sending an element to the underlying permutation. Then we may consider ′ as an irreducible
Hence it is not irreducible. In the case = 1, we have = ( , , −1) ⊂ ( , , ). Let := ( , 1, −1) ⊆ ( , 1, ) and note that = ∩ ( , , ). If we can show that ( ( , 1, )) ≥ + 1, then Lemma 4.4 shows that is branching in ( , , ). But this follows from the branching rule ([36, Theorem 10]) which shows that, when viewing as an -multipartition, we have at least + 1 constituents in Ind
obtained by adding boxes to . Finally, we need to deal with the case = 1, i.e. = S . In this case we have = S × S − and it is known that Ind
, where , are the Littlewood-Richardson coefficients. We need to show that ∑︀ , > 1. Presumably, this is well-known. We will deduce it from the fact that for the Weyl group of Type we have
(
(2) , (2) ( (1) , (2) ) .
Then (7) implies that it suffices to show that Ind × − ( (1) , (2) ) ( (1) , (2) ) is not an irreducible -module. But contains a non-trivial central element that does not belong to either − or . This implies by Lemma 4.3 that the induced module is not irreducible. Remark 4.8. Proposition 4.7 implies that if is a rigid module then h · = 0 = h * · . In particular, every rigid module is of "one--type", as recently defined in [14] .
The following lemma explains our choice of terminology since it is standard in finitedimensional representation theory to say that a simple module of dimension for a finitedimensional algebra is rigid if the set of points in the representation scheme Rep ( ) satisfying ≃ is open. Proof. Let be a reduced, irreducible affine C-variety and ℱ a flat family of H c ( )-modules over such that the fiber ℱ 0 is isomorphic to , for some 0 ∈ . Then it suffices to prove that h and h * act identically by zero on ℱ. 
Since is simple, is a simple ′ -module and ≃ Ind
is not irreducible. Hence ̸ ≃ as required. To deduce the statement of the lemma, take to be any irreducible component (with reduced scheme structure) of Rep (H c ( )) containing .
Notice that Lemma 4.9 shows that the set of all rigid modules in Rep (H c ( ) ) is open. In general, the connected component has a very non-trivial scheme structure. This can be seen from Voigt's Lemma [18] which implies that (8) dim
. One can compute, using the projective resolution (2.5) of [16, page 259] , that for a rigid module we have Ext
In particular, it is easy to construct examples of rigid modules where the right hand side of (8) Proof. Let ℱ be the Calogero-Moser c-family of c ( ) and let be the corresponding point of X c ( ). Suppose that ℱ is not cuspidal. Then by Theorem 3.5 there is a parabolic subgroup ′ of , a cuspidal symplectic leaf ′ of X c ′ ( ′ ), and an equivalence
In particular, there must exist a ′ -module with Ind ′ ≃ c ( ) ≃ . But this is not possible by Theorem 4.2. Of course, the major advantage of rigid modules is that they are easily detected. Remark 4.12. Ciubotaru [14] has recently classified the rigid H c ( )-modules for all Weyl groups and all parameters. We will independently obtain this classification for non-exceptional Coxeter groups from sections §5 to §8. Ciubotaru furthermore shows for all Weyl groups at equal parameters-except 7 -that the rigid modules always lie in a single Calogero-Moser family, and that this family contains the (unique) cuspidal Lusztig family; for 4 and 6 this is in fact an equality. Using Theorem C, this shows that one direction of Conjecture B also holds for 4 and 6 for equal parameters. However, a classification of the cuspidal symplectic leaves is still open in all cases not covered by our Theorem A. §4B. Cuspidal reduction II Theorem 4.13. Let ′ be a parabolic subgroup of . The group Ξ( ′ ) acts on the set PMax(Z c ′ ( ′ )) such that there is a bijection
Losev considers in [31] a different completion of the rational Cherednik algebra than the one used in [2] (which is based on a construction by Bezrukavnikov and Etingof). Therefore we will now show that Theorem 4.13 still holds in the context of Bezrukavnikov-Etingof completions. Morally speaking,̂︀ X c ( ) should be thought of as the formal neighbourhood of −1 (h ′ reg / ) in X c ( ). However, since is not a finite -module, this is not strictly true.
Let
, where * ′ is the cotangent bundle of ′ . The group Ξ( ′ ) acts on̂︀ X c ′ ( ′ , ). The following is an analogue of the isomorphism Θ in section 3.7 of [7] ; a complete proof is given in [5] .
Theorem 4.14. There is an isomorphism of affine Poisson varieties Φ :̂︀ X c ( )
In order to deduce Theorem 4.13 from Theorem 4.14, we require the following lemma.
Lemma 4.15. The map p ↦ →̂︀ q ⊗ p defines a bijection between PSpec ( ′ ) (X c ( )) and the set of Poisson prime ideals of̂︀ q ⊗ of height 2 dim k.
Proof. First, we must show that̂︀ q ⊗ p is prime in̂︀ q ⊗ . Let = ∩h
This implies that q ⊂ p ∩ and hence · q ⊂ p. Sincê︀ q is flat over , we have a short exact sequence
The order filtration on H c ( ) defines an increasing filtration ℱ on such that each piece is a coherent -module. This restricts to a filtration on p and we have a short exact sequence 0 → ℱ p → ℱ → ℱ /ℱ p → 0 of coherent -modules. Since tensor products commute with colimits,̂︀ reg / is the whole of̂︀ q . Therefore the image of p ∩ in̂︀ q would also be the whole of̂︀ q if ′′ / ∈ ( ′ ). But sincê︀ q ⊗ p is contained in p ′ , this cannot happen and thus ′′ ∈ ( ′ ) as required. . By Lemma 4.15 and Theorem 4.14, the set PSpec ( ′ ) (X c ( )) is in bijection with the symplectic leaves in̂︀ X c ′ ( ′ , )/ Ξ( ′ ) of dimension 2(dim h−dim k). Since Ξ( ′ ) acts freely on ′ it also acts freely on̂︀ X c ′ ( ′ , ). Therefore the symplectic leaves in̂︀ X c ′ ( ′ , )/ Ξ( ′ ) of dimension 2(dim h − dim k) are in bijection with the Ξ( ′ )-orbits of symplectic leaves in︀ X c ′ ( ′ , ) of dimension 2(dim h − dim k). But, as explained above, this is the same as the Ξ( ′ )-orbits of Poisson maximal ideals Z c ′ ( ′ ). §4C. Clifford theory Throughout this section we fix an irreducible complex reflection group (h, ). Moreover, we assume that there exists a normal subgroup such that acts, via inclusion in , on h as a complex reflection group (though h need not be irreducible as a -module). Since is normal in , the group acts We will require the following lemma.
Lemma 4.16. Under the graded -module identification
Proof. A reformulation of the PBW property is that, under the filtration ℱ H c ( ) putting h and h * in degree one, in degree zero and ℱ −1 := 0, the associated graded
. An easy induction on shows that
≤ is the sum of all graded pieces of degree at most . Then the short exact sequences 0 → ℱ −1 → ℱ → ℱ /ℱ −1 → 0 can be identified, as short exact sequences of -modules, with 
denote an element in Z c ( ) with ∈ H c ( ) for all . We wish to show that = 0 for ̸ = 1. Let ∈ H c ( ). Then It is clear that the embedding is as Poisson algebras; one can see this directly from the construction or simply by noting that the bracket is Γ-invariant and hence restricts to Z c ( ) Γ .
Thus, geometrically we have a Poisson morphism : X c ( ) → X c ( ) identifying X c ( ) with X c ( )/Γ. It is a finite, surjective map which is generically a Γ-covering. This fits into a commutative diagram
is a finite union of leaves of X c ( ).
Proof. Since the stratification of X c ( ) by symplectic leaves is finite, it suffices to show that (ℒ) is a union of leaves, i.e. invariant under Hamiltonian flows. After a suitable localization, we may assume that ℒ is closed in X c ( ). Then (ℒ) is closed. It is invariant under Hamiltonian flows if and only if the semi-prime ideal
Note that, in general, the preimage of a leaf of X c ( ) is not a leaf. Let X c ( ) sing be the singular locus of X c ( ), let X c ( ) sm be the smooth locus and let X c ( ) free be the locus where Γ acts freely. The following is the geometric counterpart of [4, Lemma 4.12].
Proposition 4.19. The preimage
Proof. Since Γ preserves the Poisson structure on X c ( ), for each ∈ X c ( ) sm , the group Γ acts symplectically on the tangent space X c ( ) sm . Thus, ( X c ( ) sm )/Γ is smooth if and only if Γ = 1. Using the fact that one can linearize the action of a finite group in the formal neighborhood of any fixed point, this implies that the smooth locus of
On the other hand, X c ( ) sing is a union of symplectic leaves ℒ with dim ℒ < dim X c ( ). Therefore Lemma 4.18 implies that (X c ( ) sing ) ⊂ X c ( ) sing .
The following was stated in [4] in the case Γ is a cyclic group. We give a simple geometric proof. 
The kernel of the surjectioñ︀ Z c ( ) Z c ( ) is nilpotent. Therefore it identifies the primitive idempotents in both algebras.
denote the primitive idempotents in Z c ( ), resp.̃︀ Z c ( ) and Z c ( ). Then Γ acts on { ′ } ∈Ωc( ) and the rule
There is a natural surjective map̃︀ H c ( ) H c ( ) and the kernel of this map is generated by certain central nilpotent elements iñ︀ H c ( ). In particular, the kernel is contained in the radical of̃︀ H c ( ) and so the map induces a bijection between the simple modules. We can thus consider any simple H c ( )-module c ( ) as a simple H c ( )-module, and to be precise we denote this as̃︀ c ( ). (1) is not generally a bijection since the preimage of a zero-dimensional leaf under is not always a union of zero-dimensional leaves. §5. Type Let be the Weyl group of type . This is simply the symmetric group S +1 . It has andimensional irreducible reflection representation. There is just one conjugacy class of reflections so that our parameter c for rational Cherednik algebras is just a complex number. By Lemma 4.11 we know that Conjecture B holds for c = 0, so we can assume that c > 0.
Etingof and Ginzburg [16, Proposition 16.4] have shown that the Calogero-Moser space X c ( ) is smooth. Theorem 1.4 now implies that the Calogero-Moser c-families are singletons and Lemma 3.7 shows that none of the Calogero-Moser c-families is cuspidal.
Lusztig [33, Lemma 22 .5] on the other hand has shown that for integral c > 0 we have Con c ( ) = Irr( ). Using Lemma 2.5 we conclude that Con c ( ) = Irr( ) for arbitrary real c > 0. It then follows that the Lusztig c-families are singletons and using Lemma 2.6 we furthermore see that no Lusztig c-family is cuspidal.
Comparing . This group is isomorphic to the group (2, 1, ) of generalized permutation matrices in GL (C) with entries in 2 := {1, −1} ⊆ C, and this defines at the same time an irreducible reflection representation of . Note that = 2 S , where S acts on 2 by coordinate permutation. For each 1 ≤ ≤ we have a natural embedding of 2 into , sending ∈ 2 to the diagonal matrix (1, . . . , , . . . , 1) with in the -th place. For 1 ≤ < ≤ let be the transposition ( , ) ∈ S . For ∈ 2 set , := ( ) −1 ( ). Note that ,1 = . The group is generated by 1 (−1) and the transpositions . §6B. Reflections and parabolic subgroups Let ( 1 , . . . , ) be the standard basis of h := C with dual basis ( 1 , . . . , ) . For any 1 ≤ ≤ the element (−1) is a reflection with coroot ∨ := and root := 2 . Also, for any ∈ 2 and 1 ≤ < ≤ the element , is a reflection with coroot ∨ , := − and root , := −1 − = − . These elements are precisely the reflections in .
We can now easily compute that . . .
1
Using equations (10) and (11) we see that the defining relation (1) for H c ( ) becomes
, .
for ̸ = . These are the same relations and parameters as in [35] .
Recall from Lemma 4.11 that Conjecture B holds for c = 0.
We assume from now on that c ̸ = 0, i.e. 1 ̸ = 0 or ̸ = 0. §6E. Isomorphisms
Recall that for any ∈ C * , the algebras H c ( ) and H c ( ) are isomorphic. Given a bipartition = ( (0) , (1) ), we define to be ( (1) , (0) ). The following proposition follows from [9, 4 .6B].
Proposition 6.1. The linear character of defined in §6C extends to an isomorphism :
( ) with ( ) = , ( ) = and ( ) = ( ) for all ∈ h * , ∈ h and ∈ . Moreover, (a)
and belong to the same Calogero-Moser ( 1 , )-family if and only if and belong to the same Calogero- Moser (− 1 , )-family.  (c) is cuspidal, resp. rigid, for H ( 1 , ) ( ) if and only if is cuspidal, resp. rigid, for
In the case = 0 the defining relations (13) and (14) of H c ( ) show that we have an algebra isomorphism H c ( ) ≃ H 1 (Z 2 ) ⊗ S , where S naturally acts on the -fold tensor product of the rational Cherednik algebra at 1 for the cyclic group of order 2. From this we get an isomorphism of Poisson varieties X c ( ) ≃ (X 1 (Z 2 )), where denotes the -th symmetric power. Since 1 ̸ = 0, the Calogero-Moser space X 1 (Z 2 ) is a smooth symplectic surface by [16, 16.2] . §6F. Symplectic leaves 
We say that c is singular if X c ( ) is singular. Moreover, we call singular parameters with ̸ = 0 non-degenerate and those with = 0 degenerate. By the formulas for the dimensions of the symplectic leaves we can immediately deduce when zero-dimensional leaves (and thus cuspidal Calogero-Moser families) exist. for some ∈ ±[0, −1], then the leaf ℒ is labeled by the conjugacy class of the parabolic ( + ) and
Proof. If ℒ is labeled by the parabolic ′ then X c ′ ( ′ ) contains at least one zero-dimensional leaf and ′ must have rank − In the degenerate case = 0, recall from §6E that there is an isomorphism of Poisson varieties X c ( )
. This implies that ℒ is labeled by the class of the parabolic subgroup
The Calogero-Moser families in type have been first described by Gordon and Martino [26] using the notion of -hearts, and later by Martino [35] using the notion of residues. We recall the description given in [35] now. Let = ( 1 , 2 , . . .) be a partition. We think of as a stack of boxes, left justified, with the bottom row containing 1 boxes, the next row containing 2 boxes and so forth. The content ct( ) of a box = ( , ) ∈ is defined to be − . We consider the group ring Z[C] of the additive group C and write for the element corresponding to ∈ C. The residue of is the element
Just as in [10, §3A] , we define for a triple m = ( 0 , 1 , ′ ) of complex numbers (the charge), and a bipartition = ( (0) , (1) ), the charged residue as
The following theorem is [35, Theorem 5.5] . The additional parameters (ℎ, 0 , 1 ) used in loc. cit. are given by ℎ = − , 0 = − 1 , and 1 = 1 . 
Proof. In the case = 0 we have
The claim follows directly from Theorem 6.6. , sending the pair of partitions ( (0) , (1) ) to itself (thought of as a bipartition) such that
) , Since 1 ̸ = 0, both 1 (1 Z 2 ) and 1 (sgn Z 2 ) are isomorphic to the regular representation as (1) ) is · + ( − ) · , which lies on the the leaf labeled by the parabolic S × S − . The result follows. §6J. Lusztig families in the non-degenerate case For the description of the Lusztig families in the non-degenerate case we first argue that we can restrict to the so-called integral case where 1 is an integral multiple of . Recall that = 1 and 1 / ∈ Q. We claim that a = min{
Note that this is not the case in general since there might be some cancellation between the when
However, in our case the fact that = 1 and 1 is irrational implies that 
for all , and , . In particular, for c ′ = ( ′ 1 , 1) equation (16) We can thus restrict to the case 1 = for some ∈ N, which by Lemma 2.5 is the same as c = ( , 1). The Lusztig families in this case have been described by Lusztig [33, §22] using the notion of symbols. We review the notion of symbols for general integral parameters.
We assume that > 0 and that c = ( 1 , ) ≥ 0 is integral.
We can uniquely write 1 = + for some , ∈ N ≥0 with < . Fix an arbitrary integer > 0. A symbol for with respect to at parameter c is a list of the form
where 0 ≤ 1 < · · · < + are congruent to modulo and 0 ≤ 1 < · · · < are divisible by , such that
Let Sy c; denote the set of all such symbols. We have an embedding Sy c; ˓→ Sy +1 c; sending a symbol as above to the symbol (19) [1] =
For ∈ N we denote by [ ] the -fold composition of the above map applied to and call this the shift of by . Let Sy c; be the direct limit of the Sy c; with respect to the above maps. We say that is large enough for a bipartition = ( (0) , (1) ) of if 
If is large enough for all bipartitions of , e.g., ≥ , the map ↦ → Sy c; ( ) defines a bijection between the set 2 ( ) of bipartitions of and Sy c; . For a symbol we then denote by the representation of labeled by the bipartition corresponding to . The content ct( ) of a symbol ∈ Sy c; is the multiset of its entries, i.e., the list of entries with repetitions but ignoring positions. We can, and will, equally well write the content as a polynomial
, where denotes the multiplicity of the entry in . It is clear from the definition of a symbol that it has at least + distinct entries and the multiplicity of an entry in a symbol is at most 2. This symbol is in fact the shift of In the non-singular case, Proposition 6.9 and Lemma 2.6 immediately imply the following result.
Lemma 6.14. If > 0 and there is no ∈ N with 1 = , then there are no cuspidal Lusztig c-families.
Lemma 2.5 implies that we can restrict to the following situation.
We assume that = 1 and that 1 = = for some ∈ N ≥0 .
At equal parameters, i.e. = 1, the cuspidal families are described by Lusztig in [32, Section 8.1]. It seems difficult to find an explicit description of the cuspidal families for unequal parameters. Therefore we derive the classification here in Theorem 6.21 using the results of [33] .
We choose sufficiently large for all bipartitions of (see §6J). For a Lusztig c-family ℱ we denote by Sy c; (ℱ) the set of symbols Sy c; ( ) with ∈ ℱ. Using the combinatorics of symbols, we can explicitly determine the size of ℱ. 
Example 6.17. If = 6 and = 1, we can write = ( + ) with = 2 and get
If = 3 and = 2, we can write = ( + ) with = 1 and get
Lemma 6.18. Suppose that = ( + ). The content of the symbol Sy c; ( , † ) is equal to 
. Our assertion about the content of this symbol is equivalent to showing that the symbol contains the entry 0, all entries are bounded above by 2 + − 1, and that ̸ = for all , . First, we have
We immediately see that either 1 = 0 or 1 = 0. On the other hand, we have 
Suppose that − ≥ . Then min{ | − ≥ } ≤ and we get from equation (22) 
=0
. Equation (18) for ′ says that
by Lemma 6.18 and Theorem 6.11.
For a symbol ∈ Sy c; as in (17) we define the symbol ∈ Sy ′ c; for certain ′ as follows. Choose ≥ max{ + , }. Note that ≥ since has at least + distinct entries. Now, the first row of is the set {0, 1, . . . , } { − 1 , . . . , − } and the second row is {0, 1, . . . , } { − 1 , . . . , − + }. By [33, 22.8] , the symbol belongs to Sy × S − is thus of the form { | ∈ ℱ} for some Lusztig family ℱ of and some fixed ∈ ( − ). Since any given number can only appear at most twice in , either the set of − largest entries in is well-defined or there is a choice of two possible "largest − -entries". Notice that this depends only on the content of . By adding 1 to the − largest entries, we get either a new symbol ′ or two new symbols and . Then, as explained in [33, Section 22.15] , j ×S − sgn equals ′ or ⊕ . In the latter case, the j-induction of is not irreducible and so j-induction does not induce a Lusztig family of . We thus assume we are in the former case. Let with < are induced, and since ℱ deg 0; ⊗ sgn = ℱ deg ; by Lemma 6.22, this proves the claim. So, assume that 0 ≤ < . In [21, Example 7.13 ] (see also [22, §2.4.3] ) it is shown that the a-invariant in the degenerate case of ∈ 2 ( ) is a = 1 | (1) |. Moreover, in the degenerate case, the restriction of the parameter to S − is zero so that the a-invariants are zero for all ∈ ( − ) by Example 2.1. Hence,
From this equation, the claim follows immediately. Since S − is a subgroup of − , we get the following relation using the branching rules:
(1) , (1) .
Note that the sum runs only over those with (0) , (1) ⊆ and | | = | (0) | + | (1) |, and similarly only over those which satisfy (24)
To show (23) we need to show that among those ∈ 2 ( ) occurring in this sum such that
(1) , (1) 
So, suppose that
(1) , (1) ̸ = 0. By (24) we have (1) ⊆ (1) , which implies that We will now show that rigid modules exist precisely in the cuspidal cases and describe them explicitly. In this section, we consider again an arbitrary complex parameter c. (1) ) be a bipartition of . By Lemma 4.10 and equations (13) and (14) the representation is c-rigid if and only if
Let := | (0) |. Take to be a non-zero vector in the irreducible ( × − )-subrepresentation (0) ⊗ (1) inducing ; see equation (12) . Suppose that / ∈ {0, }. Then we can find < with ≤ and < . Due to this choice, we have (−1) · = and (−1) · = − as we twist by in the second component. Hence, (27) thus says that 2 · = 0 and therefore already = 0. This is a contradiction, so we must have ∈ {0, }. Assume that = . Then = (0) . Now, equation (27) says that
In other words, The group is a normal subgroup of of index two. By setting c = (0, ), we get an embedding H c ( ) ˓→ H c ( ). Thus, we are in the situation of section §4C. We assume that ̸ = 0. Recall that the irreducible representations of are essentially given by unordered bipartitions of . More precisely, if and are a pair of partitions such that ̸ = and | | + | | = then the set { , } labels a simple -module. If = , then there are two non-isomorphic simple modules { } 1 and { } 2 labeled by . These modules are defined by
Lemma 7.1. If there exists such that = 2 then there is a unique rigid H c ( )-module, which is c ({( ), ∅}). Otherwise, there are no rigid modules.
Proof. By Theorem 6.24, if = 2 for some , then the modules c (( ), ∅) and c (∅, ( )) are the two rigid modules for H c ( ) and if there exists no such that = 2 , then there exists no rigid modules. Therefore, Proposition 4.22 implies that, in this latter case, there exist no rigid modules for H c ( ). Moreover, in the case = 2 , the rigid H c ( )-modules are precisely the modules of the form c ( ), where is an irreducible -submodule of (( ),∅) or (∅,( )) . But both of these -modules restrict to the irreducible -module {( ),∅} . Proof. By Lemma 7.1 and Theorem C, there exists at least one zero-dimensional leaf in X c ( ) when = 2 . But we know that there is exactly one zero-dimensional leaf in X c ( ) when = 2 . Thus, Lemma 4.18 implies that X c ( ) contains exactly one zero-dimensional leaf when = 2 . Since X c ( ) contains no zero-dimensional leaves when ̸ = 2 , Lemma 4.18 implies that X c ( ) also contains no zero-dimensional leaves in this case. Now, we apply Theorem 4.13. By Lemma 4.6, the proper parabolic subgroups of are all conjugate to a subgroup of the form × S , where 0 ≤ < and is a partition of − . We denote by c ′ the restriction of c to × S . Let us consider when X c ′ ( The content of this symbol is
, which is the same as the content of the symbol
This is the symbol of (( ), ∅) in Sy (1,0); , which implies that the cuspidal Lusztig family corresponding to the content of the symbol (28) Throughout, we assume that ≥ 5 and choose a primitive -th root of unity ∈ C. Let be the Coxeter group of type 2 ( ). This is the dihedral group of order 2 . It has two natural presentations, namely the Coxeter presentation ⟨ , | 2 = 2 = ( ) = 1⟩ and the geometric presentation ⟨ , | = 1, 2 = 1, −1 = −1 ⟩ with a generating rotation := for the symmetries of a regular -gon. §8B. Representations
The representation theory of depends on the parity of . In the following we use the same notation for the representations as in [23, 5.3.4] , which essentially is also the same as in [22] .
If is odd, the conjugacy classes of are {1}, { The two-dimensional faithful irreducible representation 1 of is a reflection representation in which precisely the elements := for 0 ≤ ≤ − 1 act as reflections. We will always fix this representation as the reflection representation of . Let ( 1 , 2 ) be the standard basis of h := C 2 and let ( 1 , 2 ) be the dual basis. We can easily verify that roots and coroots for the reflections are given by
With this we see that the Cherednik coefficients ( , ) = −( , )( ∨ , ) are: We start with a tabular summary of the description of (cuspidal) Calogero-Moser families and rigid representations. To simplify notation we denote by ℱ the set of two-dimensional irreducible characters of . To allow a presentation which is independent of the parity of we set ℛ := {︂ { | 1 < ≤ ( − 1)/2} = ℱ ∖ { 1 } if is odd { | 1 < < ( − 2)/2} = ℱ ∖ { 1 , ( −2)/2 } if is even. We make the convention that we ignore 1 and 2 whenever is odd. Table 2 .
In the next three sections we will prove this theorem. 
This formula is in our case equivalent to (︂ ( ) (1)
)︂
)︂ = 0 .
From this it is easy to deduce that the Euler families are as in Table 2 . In [3] the first author has proven that, for any c, the Euler c-families are in fact already Calogero-Moser c-families when is a dihedral group. §8F. Rigid representations
We split the proof of the description of rigid representations into two parts, depending on the parity of . Proof. This follows from a similar direct computation as in the proof of Proposition 8.2. We omit the details here. §8G. Cuspidal Calogero-Moser families For ≥ 5 the first author has shown in [2, §5.5] that independent of the parameter c there is exactly one cuspidal Calogero-Moser family. It thus remains to identify this family. Since ≥ 5 we have ℛ ̸ = ∅, and as ℛ is always contained in the Calogero-Moser family which in Table 2 is claimed to be cuspidal, it follows from Theorem C that this family is indeed the unique cuspidal one. §8H. Lusztig families From now on we assume that c ≥ 0. The Lusztig families of are listed in Table 3 which is taken from [22, 1.7.3] .
Parameters
Lusztig families = > 0 {1 }, { }, { 1 , 2 } ∪ ℱ > > 0 or > > 0 {1 }, { }, { 1 }, { 2 }, ℱ > = 0 {1 , 1 }, { , 2 }, ℱ > = 0 {1 , 2 }, { , 1 }, ℱ In order to determine which of the Lusztig families are cuspidal we explicitly compute the j-induction. The group has two non-trivial proper parabolic subgroups: the group 1 := ⟨ ⟩ and the group 2 := ⟨ ⟩, which are both Coxeter groups of type A 1 . Let be the non-trivial irreducible character of and note that this is the sign representation of this Coxeter group. It is not hard to compute that Lusztig's a-functions a of the irreducible characters of with respect to c are listed in Table 4 which is taken from [22, 1.3.7] , where the last row follows by symmetry. Using Table 4 . The a-function 1.3.3] we see that the a-functions for the irreducible characters of the parabolic subgroups with respect to the restriction of c to these groups are as in Table 5 . From these tables we can deduce that Lusztig's j-induction is as in Table 6 . Table 6 . j-induction.
Using the table of j-inductions we can now easily determine the cuspidal Lusztig families.
Lemma 8.5. Let c ≥ 0. There is a unique cuspidal Lusztig family. This family is equal to { 1 , 2 } ∪ ℱ if = , and otherwise it is equal to ℱ.
Proof. The Lusztig families of the parabolic subgroup are {1 } and { } if ̸ = 0, respectively ̸ = 0, and they are {1 , } if = 0, respectively = 0. The claim follows now easily from the definition of cuspidality using the table of j-inductions.
Comparison with the cuspidal Calogero-Moser families completes the proof of Theorem A.
