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ABSTRACT 
Dodds and Anderson provide a framework to quantify finite size and crack depth effects on fracture 
toughness when failure occurs at deformation levels wherel no longer uniquely describes the state of 
stresses and strains in the vicinity of the crack-tip. Size effects on cleavage fracture are quantified by 
derming a value termed lssy: the 1 to which an infinite body must be loaded to achieve the same 
stressed volume, and thereby the same likelihood of cleavage fracture, as in a finite body. In weld met-
al fracture toughness testing, mismatch between weld metal and baseplate strength can alter deforma-
tion patterns, which complicates size and crack depth effects on cleavage fracture toughness. Howev-
er, the virtually limitless number of weld joint geometry I crack depth combinations preclude calcula-
tion of lssy for each individual case. This study addresses the accuracy with which lssy for a welded 
single edge notch bend, SE(B), specimen can be approximated by prcviously published results for ho-
mogeneous specimens. The case of a crack locatcd on the weld joint centerline is treated. The com-
bined effects of weld groove type, degree of mismatch, and crack depth to specimen width (all¥) ratio 
are considered by performing plane-strain elastic-plastic finite clement analyses of SE(B) speci-
mens containing a variety of common weld groove details. These results demonstrate virtually no ef-
fect of ± 20% mismatch on lssy if the distance from the crack-tip to the weldlplate interface (4run) 
exceeds 0.2-inches. If Lmin falls below 0.2-inches, there exists a deformation (applied-J) dependent 
value of Lmin below which reasonably accurate lssy estimation is possible. At higher levels of over-
match (50% to 100%), it is no longer possible to parameterize departure of lssy for a weldment from 
that for a homogeneous SE(B) based on Lmin alone. Weld geometry significantly influences the accu-
racy with which issy for a welded SE(B) can be approximated by lssy for a homogeneous specimen at 
these extreme overmatch levels. 
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1. INTRODUCTION 
The application of conventional fracture mechanics to assess the integrity of a cracked structure relies 
on the notion that a single parameter uniquely characterizes material resistance to fracture. Material 
resistance to catastrophic brittle fracture is characterized by a critical value of the stress intensity fac-
tor, ~e, while resistance to the onset of ductile, or upper-shelf, fracture is characterized by a critical 
value of the 1 -integral, lIe' Testing standards which govern the measurement of ~e and lIe, ASTM 
E399 and ASTM E813 respectively, require sufficient specimen thickness to insure predominantly 
plane strain conditions at the crack tip and sufficient crack depth to position the crack-tip in a highly 
constrained bending field. These restrictions are designed to insure the existence of severe conditions 
for fracture as described by the Hutchinson-Rice-Rosengren (HRR) asymptotic fields [1,2]. The 
testing standards thereby guarantee that ~c and lIe are lower-bound, geometry independent mea-
sures of fracture toughness. However, cracks in civil and marine structures are seldom this highly 
constrained, which makes predictions of the fracture resistance of a structure based on laboratory 
fracture toughness values overly pessimistic. 
The British Standards Institute (BSI) has long advocated a more pragmatic, engineering approach 
to assess the fracture integrity of cracked structures. This approach requires that constraint in the test 
specimen approximate that of the structure to provide an "appropriate" toughness for use in a struc-
tural analysis. The appropriate constraint is achieved by matching thickness and crack depth between 
specimen and structure. Experimental studies by Sumpter [3] and by Kirk and Dodds [4], comparing 
cleavage fracture toughness (Ie) values of shallow crack bend specimens to Ie values for part -through 
semi - elliptical surface cracks, demonstrate the validity of this approach. These studies show that use 
of geometry dependent fracture toughness values allows more accurate prediction of the fracture per-
formance of structures than is possible using more traditional approaches. However, the task of char-
acterizing fracture toughness becomes more complex as non -standard specimens are required, and 
different fracture toughness data are needed for each geometry of interest. Further, this approach 
cannot be economically applied to thick section structures (e.g. nuclear pressure vessels). 
\Vhile the BSI approach is a useful and frequently applied engineering tool, it fosters the erro-
neous impression that, even for homogeneous materials, absolute crack depth (a), relative crack 
depth (all¥), and thickness (B) all influence fracture toughness l . These observed size effects onle [5,6] 
indicate that a single parameter no longer uniquely describes conditions near the crack tip. The in-
crease of Ie values in shallow crack specimens develops when the in -plane plastic deformation pro-
duced by gross bending of the specimen impinges on the local crack tip fields. This relaxes the kinemat-
ic constraint against further plastic flow. Once the global and local plastic fields interact, the crack-tip 
stresses and strains no longer increase in proportion to one another with amplitude governed by 1 
alone. In this situation, equivalence of 1 between specimens of different crack depths does not insure 
1. Hereafter the apparent effect of these geometric parameters on fracture toughness are referred to collectively assize ef-
fects. 
1 
the same crack-tip stress and strain fields2. As fracture by any micro-mechanism ultimately requires 
attainment of some critical condition described in terms of stress and/or strain, different values of ap-
plied J and crOD may be required to achieve these critical conditions in different structures. Thus, 
the observed crack depth dependence of Ie is actually an effect on the relation between macroscopic 
fracture parameters and micro - scale crack driving force. 
The distinction between the fictitious finite size effect on fracture toughness and the actual finite 
size effect on micro-scale crack driving force is unimportant to the practitioner so long as the effect 
is consistently treated and fracture toughness experiments are available at the "appropriate" 
constraint level. However, recognizing that finite size influences driving force rather than toughness 
suggests that the effect can be quantified analytically. Dodds and Anderson demonstrated that com-
bining detailed knowledge of stresses near the crack tip (determined by finite -element analysis) with 
a micro-mechanics model appropriate for cleavage fracture permits quantification of finite size ef-
fects on micro-scale / macro-scale crack driving force relations. Application of these techniques has 
resolved the apparent size dependencies exhibited inIe data from both bending [6-7] and tension [8] 
experiments. These techniques are discussed in detail in Section 2. 
In welded construction, fracture is most likely to occur either in or near the weld as this location 
contains the most severe residual stresses, potential welding defects, and the lowest fracture tough-
ness. Structural integrity assessments are therefore often based on toughness data derived by testing 
fracture specimens containing welds. Mismatch between weld metal and baseplate strength can alter 
the deformation patterns in such specimens, which complicates finite size effects on cleavage fracture 
toughness. This study addresses the effect of weld strength mismatch on size effects in SE(B) speci-
mens quantified using the techniques developed by Dodds and Anderson. A crack located in the weld 
metal on the weldment centerline is treated in detail. The combined effects of weld groove type, de-
gree of mismatch, and crack depth to specimen width (a/UI) ratio are considered. 
2. MICROMECHANICAL CONSTRAINT CORRECTIONS 
Dodds and Anderson [7,9] show that, by quantifying the effects of finite size on micro-scale / macro-
scale crack driving force relations, the apparent size effect on fracture toughness can be rigorously 
predicted without resort to empirical arguments. These size effects become steadily more pronounced 
as load increases due to the deviation of crack-tip region deformations from the small scale yielding 
conditions essential for single parameter fracture mechanics (SPFM) to apply. Once SPFM becomes 
invalid, a micro-mechanics failure criteria is required to establish the the geometry invariant condi-
tions at fracture. Finite-element analysis provides a means to quantify the geometry dependent rela-
tions between these conditions and macro-scale crack driving force. This permits (in principle) pre-
diction of fracture in any body from toughness values measured using standard specimens. 
2. Similar arguments apply to specimens of differing thickness. 
2 
Figure 1: Small scale yield (SSY) model. 
I<j Displacement Field 
Imposed on Boundary 
For steels operating at temperatures where cleavage occurs after significant plastic deformation 
but before the initiation of ductile growth (lower to mid-transition), attainment of a critical stress 
over a microstructurally relevant volume is an appropriate micro-mechanical failure criteria [4]. A 
number of important engineering structures can fail by this mechanism, including high strength rails, 
offshore oil platforms, ships, storage tanks, and nuclear pressure vessels after years of neutron irradi-
ation embrittlement. Techniques for predicting the apparent size effects on cleavage fracture tough-
ness developed by Dodds and Anderson are described in the following sections. 
2.1 Crack-Tip Stresses in Infinite Bodies 
An infinite body solution provides the idealized reference needed to quantify the effect of finite size 
on the crack tip stress state. In classical nonlinear fracture mechanics, the HRR field equations [1-2] 
serve as this reference solution. However, analysis of the small-scale yielding (55Y) problem demon-
strates that the HRR solution does not accurately describe the stress state around a crack tip over the 
length scale needed to characterize cleavage fracture initiation [7]. The 5SY model (Figure 1), origi-
nally proposed by Rice and Tracy [11] and McMeeking [12], consists of a circular region containing 
an edge crack. Boundary displacements are applied to this region consistent with the linear elastic so-
lution for a Mode I crack in an infinite body. Finite element modelling of SSY permits definition of 
the full field solution for a crack in an infinite body over distances of 2 to 10 times the CTOD. Steady 
state conditions are achieved wherein stresses and strains at all angles scale with r/(l lao) andr/CTOD, 
as do the HRR fields. This steady state condition persists until the plastic zone size becomes a signifi-
cant portion of the modelled domain radius, = 5%, at which point the small-scale yield conditions 
are violated. The difference between the HRR and 55Y solutions for a power law hardening material 
with a Ramberg-Osgood strain hardening coefficient (n) of 10 is shown in Figure 2. While both solu-
tions converge as r/CTOD ~ 0, demonstrating the asymptotic nature of the HRR solution, the HRR 
solution becomes inaccurate at distances r/CTOD;:::: 1. 
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Figure 2: Comparison of opening mode stress on the crack plane from the HRR and SSY solutions. 
Both the HRR and SSY solutions are based on conventional small strain theory. Therefore, nei-
ther solution models accurately stresses very close to the crack tip where finite blunting deformations, 
not accounted for within small strain theory, reduce stress. SSY computations employing a finite strain 
formulation show this reduction at distances r/CTOD $ 2 [13]. As illustrated in Figure 2, the finite 
strain and small strain calculations are in very close agreement beyond r/CTOD=2. These observa-
tions indicate that cleavage fracture initiation is unlikely within the zone where finite strain effects 
dominate due to loss of stress triaxiality, a conclusion supported by experimental observations 
[14-15]. Thus, the stress distribution defined by the SSY model using conventional small strain theory 
provides an appropriate reference solution to quantify size effects on crack-tip stress fields. In prac-
tice, the SSY stress distribution is defined for the material of interest by finite element analysis for 
comparison with the stress distribution of the finite body. 
2.2 Crack- Tip Stresses in Finite Bodies 
The distribution of stresses in the crack-tip region of a finite body depends on the geometry, on the 
mode and magnitude ofloading, and on the material strain hardening exponent. Finite element analy-
ses for the situation of interest provide stresses in the crack-tip region for comparison with the SSY 
reference soiution. Stresses are caicuiated and stored at each ioad step as the body is deformed toward 
a limit state. Sufficient mesh refinement is needed to fully define the stresses over distances of 2-10 
times the crOD at all load levels. Such analyses require a considerably more detailed mesh than does 
a routine analysis to determine 1. 
4 
2.3 Calculation of Constraint Corrections 
Maximum principal stress contours for the SSYproblem are compared to those of an a/W=0.15, n = 10 
single edge notch bend, SE(B), specimen in Figure 3. The [mite body effect reduces the peak stress 
amplitude with increasing deformation. The normalized size of the stressed contour shrinks relative 
to the SSYlimit, which reduces the likelihood of cleavage fracture. However, the spatial distribution 
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Figure 3: Comparison of a maximum principal stress contour in SSYwith those from an a/W=O.15 
n = 10 SE(B). SE(B) contours decrease in size with increasing deformation (i.e. with de-
creasing aao/f). 
around the crack is nearly identical in the infinite body and in the finite body, as evidenced by the simi-
larity of the contour shapes. This self-similarity indicates that stressed volumes in infinite and finite 
bodies differ only by a deformation dependent scalar mul tiple. The information depicted graphically 
in Figure 3 can be used to determine this multiple and, thereby, the effect of finite size and load intensi-
ty on the stress distribution near the crack tip. Although cleavage is driven by stress and stressed vol-
ume, the difficulty of measuring critical values of these parameters dictates that fracture driving force, 
and thereby critical fracture conditions, be expressed in terms of more easily measured macroscopic 
parameters (e.g. J and CTOD). Thus, an effective macroscopic driving force for cleavage fracture 
(JSSY) can be defined as follows: 
5 
o 
Deeply Cracked 
Test Specimen 
Shallow Cracked 
C~-I--*------:::::=;::.----- Structure 
L----r-A-----E~---~ J Finite Body 
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Figure 4: Conceptual variation of lssy with 1 for two finite bodies. 
JSSY is the 1 to which the SSY model (infinite body) must be loaded to achieve the same 
stressed volume, and thereby the same likelihood of cleavage fracture, as in a finite body. 
The variation of1ssywithl is depicted schematically for two finite bodies in Figure 4. Upon initial load-
ing of any finite body, crack-tip plasticity is well contained within a surrounding elastic field. Crack-
tip conditions are well approximated by SSY and, up to some geometry dependent deformation level, 
lssy = lFiniIe Body· Subsequent interaction of plasticity at the crack tip with plasticity resulting from 
overall defonnation of the structure relaxes the kinematic constraint against plastic flow at the crack 
tip, thus reducing the stresses in the crack tip region below what they are in SSYat the same 1. This 
reduces the micro -scale driving force for cleavage. Consequently, the finite body requires more ap-
plied -J to achieve the same conditions for cleavage (same stressed volume) as in the infinite body. 
This finite size effect on crack-tip stress fields differs for different geometries constructed from the 
same material; it is indicated by deviation from the 1:1 slope in Figure 4. Information of this type is 
useful for both analysis of fracture test data and for assessing the defect integrity of structures. Path 
A - B - C on Figure 4 illustrates the procedure to remove geometric dependencies from experimental 
cleavage fracture toughness (lc) data by dete!mining the geometry independent cleavage fracture 
toughness (15S)") corresponding to a measuredJc value. Alternatively, Figure 4 permits determination 
of the effective driving force for cleavage fracture produced by structuralloading to a ce.rtain JApplied 
value (path E-D-C). Two different methods have been used to calculate JSSY from finite element 
results, as discussed in the following sections. 
2.3.1 Use of Crack Plane Stresses to Define lssy [7] 
The variation of the maYimum principal stress on the crack plane with distance from the crack tip and 
deformation level is depicted in Figure 5 for the a/W=O.15, n==10 SE(B). These stresses have been 
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Figure 5: Variation of maximum principal stress on the crack plane with distance from the crack tip and 
applied-J for an a/W=O.15 n=10 SE(B). 
normalized by the stress that occurs in the SSY model at the same normalized distance ahead of the 
crack tip (same rl(ll(aooEo))) when loaded to the same 1 as the SE(B). The independence of these 
normalized stresses (a 11 FBlo 11 SSy) with distance from the crack tip indicates the self similarity of the 
SSYand SE(B) stress distributions. lssy is calculated for each line on this graph as thel value required 
in the SSY model to achieve the same opening mode stress as in the finite body. The following equation 
is solved iteratively for lssy using a nonlinear root solver: 
where 
o}I FB 
o 
r 
G-I 
( )
G2 
011 FB r lSSY 
-a- = G1 1 I eXP(G3ao J:- ) o SSy aooEo cr--o . 
finite body stress at r = M 
CTOD 
M 
fit coefficients summarized in Table 1. 
(2.3.1.1) 
This functional form is adopted solely for convenience, i.e. a simple, closed form fit to the finite ele-
ment SSY data. 
The equivalence forced by eqn. 2.3.1.1 between SSYand finite body stresses at r = 40 corresponds 
to seiecting the critical microstructural distance (I;) in the Richie~ Knott~ Rice model [10]. However, 
self-similarity between the SSYand finite body stress distributions makes the specific rio value used 
unimportant over a wide range of deformation. lssy values are independent of the critical distance 
selected over a range of distances that encompasses fractographically determined I; values [14-15], 
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Figure 6: Dependence ofJSSY on critical distance (r/CTOD) and applied-J for an a/W=O.lS n=10 SE(B). 
as shown in Figure 63. Predictions of the RKR model depend upon l~ because RKR uses the HRR 
fields as a reference solution. HRR is not self-similar to finite body stress distributions while SSY is. 
Thus, the ability to determineJssy irrespective of the actuall~ value relies on self-similar stress distri-
butions around the crack in finite and infinite bodies. 
Table 1: Fit coefficients for eqn. 2.3.1.1 
n Gl G2 G3 n G1 G2 G3 
4.0 0.842 -0.2817 -0.926 10.0 1.801 -0.1169 -5.169 
4.4 0.935 -0.2595 -1.403 12.8 1.989 -0.0926 -5.721 
5.0 1.077 -0.2312 -2.181 18.0 2.219 -0.0668 -6.165 
5.8 1.225 -0.2016 -3.057 26.5 2.413 -0.0467 -6.433 
7.0 1.422 -0.1687 -3.952 50.0 2.646 -0.0255 -6.810 
8.2 1.577 -0.1454 -4.446 
These coefficients can be linearly interpolated vs. lin, to estimate SSY opening 
mode stresses on the crack plane within 0.75% for 2 ~ rio ~ 10. 
2.3.2 Use of Stressed Areas to Define lsSY [9 J 
The variation of area enclosed by a principal stress contour (A FB) with contour level is depicted in 
Figure 7 for the aIW=0.15, n = 10 SE(B). These areas are normalized by the area within this same con-
tour in the SSY model (A ssy)when loaded to the same J as the SE(B). The area values for both the 
SE(B) and SSY solutions are determined by finite-element analysis. To simplify future applications 
3. In practice,Jssy is calculated byeqn 2.3.1.1 only iflSsy values calculated atr=30 and atr=80 do not differ by more than 
± 10% of their average value. A larger deviation would signal too great a dependence oflssy on the critical distance se-
lected and, consequently, a breakdown of the method. 
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Figure 7: Variation of area within a principal stress contour with contour value and applied-J for 
an a/W=O.lS n=10 SE(B). 
of this technique, the SSY results are expressed as a closed -form function of principal stress (a1) and 
strain hardening coefficient (n): 
(2.3.2.1) 
where 
A area within a principal stress contour 
Hi fit coefficients summarized in Table 2 
The independence of these normalized areas (A FB/ A SSy) with principal stress value indicates the self 
similarity of SSY and SE(B) stress distributions. lssy is calculated for each line on this graph as the 
J value required in the SSY model to achieve the same area within a principal stress contour as in the 
finite body. Solving eqn. 2.3.2.1 for lssy gives: 
(2.3.2.2) 
where 
A FE area wi thin a con tour a 1 = 30 c in the fini te body 
This forced equivalence between SSYand finite body areas at a 1 = 3ao corresponds to selecting the 
critical stress for cleavage fracture initiation (oj) in the Richie Knott Rice model [10]. However, self-
similarity between the SSYand finite body stress distributions makes the specific a 1/ao value used 
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Figure 8: Dependence of Issy on critical stress (odoo) and applied-I within the limits of principal 
stress contour validity for an a/W=O.lS n= 10 SE(B). 
unimportant over a wide range of deformation. lssy values are independent of the cleavage fracture 
stress selected over a wide range, as shown in Figure 84. Predictions of the RKR model depend upon 
aj because RKR uses the HRR fields as a reference solution. HRR is not self-similar to finite body 
stress distributions while SSY is. Thus, the ability to determine lssy irrespective of the actual aj value 
relies on self-similar stress distributions around the crack in finite and infinite bodies. 
2.3.3 Comparison of these Techniques 
Both the crack plane stress technique and the stressed volume technique for determininglssY require 
an assumption regarding a critical microstructural parameter that controls cleavage fracture initia-
tion. Implementation of the crack plane stress technique requires assumption of the critical micro-
structural distance for cleavage fracture (l~) while thc stressed volume technique requires assumption 
of the cleavage fracture stress (aj). Fractographic and experimental studies show that both l~ and aj 
are material dependent. Further, their measurement is difficult and by no means standardized. How-
ever, self-similarity of the SSYand finite body stress distributions makes the actual I; and aj values 
unimportant. Further, both the crack plane stress technique and the stressed volume technique pro-
auce very simiiar lssy values for SE(B) specimens, as shown in Figure 9. The crack plane stress tech-
nique is used in this study. 
4. In practice,Jssy is calculat~d by eqn 2.3.2.2 only if lssyvalu.es calculated at the limits of p.rir:cipal stress.contourvalidity 
shown in Figure 8 do not dIffer by more than ± 10% of theIr average value. A larger deVIatIOn would SIgnal too great a 
dependence of lssy on the critical stress selected and, consequently, a breakdown of the method. 
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Figure 9: Comparison of lssy values determined using the crack plane stress and stressed area tech-
niques for an a/W=0.15 n=10 SE(B). 
Table 2: Fit coefficients for eqn. 2.3.2.1 
Ho HI H2 H3 H4 Minimum Maximum n 
a1/ao 0 1/0 0 
4.0 6.4306 -2.4711 0.5037 -0.07975 0.00552 2.0 4.0 
5.0 6.2579 -2.1653 0.3749 -0.06603 0.00505 2.0 4.0 
7.0 6.3835 -2.3504 0.5679 -0.14132 0.01224 2.0 3.9 
8.5 6.6570 -2.7970 0.8741 -0.22819 0.01917 2.0 3.7 
10.0 7.6641 -4.3138 1. 7368 -0.43685 0.03560 2.0 3.6 
12.5 7.8091 -4.3940 1.6983 -0.38870 0.02350 2.0 3.4 
15.0 3.3057 3.0253 -2.8580 0.86107 -0.10728 2.0 3.4 
17.5 1.6667 6.0670 -4.9547 1.50771 -0.18342 2.0 3.3 
20.0 -3.2613 14.4338 -10.2659 3.01033 -0.34420 2.0 3.2 
23.5 -12.5856 30.1836 -20.2091 5.80089 -0.63903 2.0 3.2 
27.0 -20.4631 43.6584 -28.8290 8.25238 -0.90134 2.0 3.1 
32.0 -33.6117 65.9611 -42.9729 12.23590 -1.32269 2.0 3.1 
35.0 -32.1490 63.8374 -41.8794 12.01090 -1.30924 2.0 3.0 
39.0 -40.4790 78.0250 -50.9189 14.56910 -1.58107 2.0 3.0 
42.0 ·-33.4180 66.2799 -43.6497 12.58860 -1.38113 2.0 2.9 
50.0 -41.7313 80.6029 -52.8913 15.24150 -1.66755 2.0 2.9 
Normalized areas within a principal stress contour in SSYat any n can be found to within 1.5% by 
linearly interpolating the normalized areas for two n values in this table bounding the n of interest. 
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3. APPROACH 
Currently, Jssy for welded SE(B) specimens 
can be estimated from published results for 
homogeneous specimens [6-7]. However, 
mismatch between weld metal and baseplate 
strength alters the deformation patterns in 
such specimens, causing potential errors in 
lssy determined by assuming specimen ho-
mogeneity. In this study, plane-strain elas-
tic-plastic finite element analyses of SE(B) 
specimens containing a variety of common 
weld groove details are performed. The 
crack-tip stress fields quantified by these 
analyses permit evaluation of the variation of 
lssy with J for welded SE(B) specimens. This 
information establishes a baseline to judge 
the applicability of estimating lssy for a 
welded specimen from an analysis that takes 
no account of weld mismatch. The cases illus-
_L_ 
a/W = 0.50 
I: 
Figure 10: Weldment geometries analyzed. 
trated in Figure 10 are each modelled as 20% overmatched, homogeneous (no weld), and 20% under-
matched. Unless indicated otherwise, the constitutive properties detailed in Table 3 are used. The 
weldment is modelled as a bi -material with no transition zone (heat affected zone, or HAZ) placed 
between the weld and the plate. The strain hardening exponents in Table 3 are calculated from yield 
stress based on an experimental correlation applicable to construction steels developed by Barsom 
and Rolfe[16]: 
n = (0 0 is in ksi) (3.1) 
Certain aspects of this approach, adopted for expediency, require justification to ensure the appli-
cability of these results to real weldments. For example, modelling a weldment as a bi -material calls 
into question the applicability of these results to weldments having a constitutive property gradient 
across the HAZ. Further issues include 
1. The calculation of strain hardening capacity from yield strength using eqn. (3.1), while 
physically realistic, provides different absolute hardening capacities dependent upon the 
plate yield strength selected for analysis. It is not apparent, for example, that the results 
of an analysis of a 20% undermatched weld joining 60 ksi yield strength steel (plate n = 6.3, 
weld n = 4.7) apply to a 20% undermatched weld joining 100 ksi yield strength steel (plate 
n = 12.5, weld n = 9.3). 
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2. Quite large amounts of overmatch can occur in practice (e.g. welding A36 steel with an 
E7018 electrode producing approximately 50% overmatch) which lie outside the primary 
focus of this study. 
This investigation addresses each of these issues. 
Thble 3: Constitutive properties for weldment analyses 
Weld Plate 
% Mismatch ao [ksi] n ao [ksi] n 
20% Over 104 13 86 10 
No Weld --- -- 104 13 
20% Under 104 13 130 18 
Yield strength (ao ) and strain hardening exponent 
(n) are coefficients in the Ramberg-Osgood consti-
tutive relation: 
11 L-SL+a(SL) Eo - aD 00 
where a = 1 and Eo = E/ao 
4. FINITE ELEMENT MODELLING 
Two-dimensional, plane-strain finite element analyses of SE(B) specimens are performed using 
conventional small strain theory. These analyses are conducted using the POLO- FINITE analysis 
software [17] on an engineering workstation. 
Uniaxial stress-strain behavior is described using the Ramberg-Osgood model 
(4.1) 
where 00 is the reference stress (0.2% offset yield), Eo = 0 0 / E is the reference strain, a is a dimension-
iess parameter. and n is the strain hardening coefficient. 
J2 deformation plasticity theory (i.e. nonlinear elasticity) descrihes the multi -axial material be-
havior. Total strains and total stresses are related by 
(4.2) 
where 5" is the stress deviator, Ol is the Mises equivalent tensile stress, au is the trace of the stress 
tensor, and 0ii is the Kronecker delta. 
Analysis of the SSY model is identical to that described previously by Dodds, et al. [7]. Finite ele-
ment models are constructed for each combination of a/W ratio and weld joint geometry. These com-
putations apply to SE(B) specimens of standard proportions; the unsupported span is four times the 
specimen width. Models of symmetric joints contain approximately 900 elements and 2850 nodes, 
while the non -symmetric mesh of the single bevel weld contains 1414 elements and 4431 nodes. Fig-
13 
ure 11 illustrates this model. Eight noded, plane-strain isoparametric quadrilateral elements are 
used throughout. Reduced (2 x 2) Gaussian integration is used to eliminate locking of the elements 
under incompressible plastic deformation. A semi -circular core of elements surrounds the crack tip 
in all models. This core consists of eight equally sized wedges, 22.5 0 each, of elements in the () direc-
tion. Each wedge contains 30 quadrilateral elements whose radial dimension decreases geometrically 
with decreasing distance to the crack tip. The eight crack-tip elements are collapsed into wedges with 
the initially coincident nodes left unconstrained to permit development of crack-tip blunting defor-
mations. The side nodes of these elements are retained at the mid -point position. This modelling 
technique produces a lIr strain singularity5, appropriate in the limit of perfect plasticity. Crack-tip 
element size ranges from 0.2% to 0.02% of the crack depth depending on the crack depth modelled. 
Load is distributed uniformly over two small elements at the center of the compression face of the 
specimen to eliminate the local singularity effects caused by a concentrated nodal load. Between 30 
and 50 variably sized load steps are taken to deform the specimen until the CTOD ~ 0.05a. Strict crite-
ria at each step ensure convergence of calculated stresses and strains to the third significant figure. 
Two to three full Newton iterations at each load step are generally required to satisfy this criteria. As 
deformation plasticity is strain path independent, converged soiutions are ioad step size invariant. 
The I-integral is computed at each load step using a domain integral method [18-19]. I values 
calculated over domains adjacent to and remote from the crack tip, but not crossing a bi-material 
interface, are within 0.003% of each other, as expected for deformation plasticity combined with these 
detailed meshes. All J values reported for weldments are calculated over domains that lie completely 
within the weld metal [20]. CTOD is estimated from the blunted shape of the crack flanks using the 
Rice 45° intercept procedure. LLD is taken as the relative displacement in the loading direction of 
a node on the symmetry plane located approximately O.4b in front of the crack tip and of a node located 
4431 Nodes 
1414 Elements 
Load 
Figure 11: Finite element model of a SE(B) specimen containing an a/W = 0.15 crack in a single 
bevel joint. 
----------------5. , is distance from the crack tip. 
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a distance W/2 above the support. This procedure eliminates the effect of locally high displacements 
in the vicinity of both the load and support points on the LLD. 
5. RESULTS AND DISCUSSION 
5.1 Finite Element Results for ± 20% Mismatch 
The constraint correction curve illustrated schematically in Figure 4 is shown quantitatively in Figure 
12 for two welds containing a/W=O.lS cracks: 60 oDouble-V with a O.2-inch root gap and 70oDou-
ble-V with a O.S-inch root gap. lssy for some welds (e.g. 70 oDouble-V) is independent of ± 20% 
mismatch, indicating that while mismatch alters plasticity distribution throughout the specimen, the 
near-tip stresses are unaffected. Other welds, e.g. 60 o Double- V, have some effect on1ssy. However, 
the virtually limitless number of weld joint geometry / crack depth combinations preclude calculation 
of lssy for each individual case. In view of the small effect of ± 20% mismatch on lssy, even for the 
60 o Double-V weld, the following therefore seems a useful and reasonable approximation: 
lssyl WELD = lssyl HOMOGENEOUS 
(ALL WELD METAL) 
(5.1.1) 
This 'all weld metal' approximation, if sufficiently accurate, enables lssy estimation from previously 
published solutions for homogeneous SE(B)s [6-7]. As finite element models which fully resolve 
near-tip fields and account for the weld / plate interface are quite detailed, considerable effort can 
be saved if the all weld metal approximation is sufficiently accurate. 
The following error measure is defined to evaluate the accuracy of the all weld metal approxima-
tion: 
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(5.1.2) 
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Figure 12: Constraint correction CUlVes for two ± 20% mismatched welds containing a/W=0.15 cracks. 
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The variation of lssy estimation error with 
normalized JSE(B) is illustrated in Figure 13 
for all of the welds analyzed. Even though 
all of the errors are reasonably small, cer-
tain weld joint / crack depth combinations 
have much greater effects than others. 
While a considerable number of cases have 
been analyzed, situations producing a 
greater effect on Issy may remain undiscov-
ered. It therefore seems useful to deter-
mine what factors promote deviation of 
lssy from the homogeneous solution. Cer-
tainly the minimum distance from the crack 
tip to the weld/plate interface (Lmin) should 
play an important role. If 4nin is large, it 
seems unlikely that weld mismatch could 
significantly alter the crack tip stress fields 
used to calculate Issy. Conversely, narrow 
weld joints (Lmin small) may have some in-
fluence, particularly as Lmin approaches the 
length scale over which Issy is calculated. 
The variation of Issy estimation error with 
Lmin at two fLXed applied-l levels is shown 
in Figure 14 for all weldments analyzed. 
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---high applied -J, there is virtually no effect C5 
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of ± 20% mismatch on lssy if Lmin exceeds lU 
c: 
0.2-inches. For welds having Lmin smaller 2 a t\---====-""""::::::~--=::IiiiiI 
(t:l 
than 0.2-inches, reasonably accurate lssy .§ ~ -10 
estimation is possible by egn. 5.1.1 until the ).. 
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V,) 
applied deformation becomes so large that """) -20 o 45:Single-V 
6 60 Double-V 
significant interaction occurs between the 
stress field at the weld / plate interface and 
the stress field at the crack tip. The infonna-
tion in Figure 14 can be used to determine 
the relationship between Lmin and the de-
formation level above which accurate lssy 
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Figure 13: Variation of lssy estimation error with ap-
plied -1 for ± 20% mismatched welds. 
Filled symbols represent overmatching, 
open symbols undermatching. 
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Figure 14: Variation of lssy estimation error at two fixed applied-J levels with minimum distance from 
the crack tip to the weld/plate interface for ± 20% mismatched welds. 
estimation by eqn. 5.1.1 is no longer possible, as illus-
trated in Figure 15. The variation of weld size to pro-
duce less than 10% lssy estimation error with ap-
plied-Ifor ± 20% mismatched weldments is given in 
Figure 16. This curve can be used as a basis to judge 
whether accurate determination of lssy requires fi-
nite element analysis of the actual weldment (Ie -
Lmin combinations above the curve) or if puhlished 
solutions for homogeneous SE(B)s provide sufficient 
accuracy (Ie - Lmin combinations below the curve). 
S.2 Justification of Assumptions in Approach 
5.2.1 HAZ Modelling 
The resul ts presented in the preceding section are de-
termined using finite element models which do not 
account for the transition in constitutive properties 
J 
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af/ow 
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Figure 15: 
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Determination of distance needed 
from the crack tip to the weld/plate 
interface to keep lssy estimation er-
ror below 10% for ± 20% mis-
matched welds. 
between the weld and the plate. The HAZ is so remote from a crack on the weld centerline and is so 
thin that it should have little effect on the stresses near the crack tip used to caiculatelssy. To demon-
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Figure 16: Effect of applied-J on distance needed from the crack-tip to the weld/plate interface to keep 
lssy estimation error below 10% for ± 20% mismatched welds. 
strate the validity of ignoring the HAZ, analy-
ses of the two shallow cracked square groove 
weldments including a highly refined HAZ 
are performed. Groove widths are 0.16Wand 
0.32W, producing Lmin values of O.l-inches 
and 0.2-inches, respectively. A detail of the 
O.16W square groove model near the crack is 
shown along with the constitutive properties 
used to model the HAZ in Figure 17. The 
yield strength of the 0.005 -inch wide HAZ 
layer immediately adjacent to the weld is 180 
ksi, characteristic of the as-quenched mar-
tensite found in the grain coarsened HAZ. 
Between this high hardness layer and the 
plate, the HAZ is modeHed as seven discrete 
layers of increasing width and decreasing 
strength. These models realistically represent 
both peak hardness and total HAZ width. 
Further, this model presents a greater chal-
lenge for accurate lssy estimation than occurs 
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Figure 17: Finite element mesh detail and yield prop-
erties for O.16W square groove HAZ mod-
el. n is calculated from yield strength by 
eqn.3.1. 
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Figure 18: Effect of HAZ modelling on constraint correction CUIVe for the O.32W square groove weld. 
in an actual weldment. An actual multi -pass weldment has a discontinuous high strength layer due 
to re-tempering from multiple passes, rather than the continuous high strength layer modelled here. 
The effect of HAZ modelling on the constraint correction curve for the O.32W square groove weld is 
illustrated in Figure 18. Here the HAZ has negligible effect on JSSY because the weld / plate interface 
is sufficiently remote from the crack tip (Lmin 2!: O.2-inches). This is consistent with previous observa-
tions based on welds with no transition zone between the plate and the weld. However, as the distance 
between the crack tip and the weld / plate interface reduces, the presence of a high hardness HAZ 
significantly affects JSSY, as shown in Figure 19 for the O.16W square groove weldment. The expecta-
tion from analyses where the HAZ is ignored (Figure 16) is that a weldment with L min =O.l-inches 
will have JSSY estimation errors below 10% if JSE(B/(b0jZow) ::;0.0028. This prediction is slightly non-
conservative, for the 20% undermatched 0.16Wsquare groove modelled with a HAZ, which has aJSSY 
estimation error of 13% at JSE(B/(b0jIow)=0.OO28. However, as noted previously, the high strength 
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Figure 19: Effect of HAZ modelling on constraint correction CUIVe for the O.16W square groove weld. 
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Figure 20: Effect of constitutive properties on lssy estimation accuracy for two welds containing 
a/W=0.15 cracks. 
HAZ is discontinuous in an actual mUlti-pass wcldment, rather than continuous as modelled here. 
Thus, it does not appear that expectations regarding fssy estimation accuracy based on the simpler 
bi -material models are grossly inaccurate for real weldments with a constitutive property gradient 
across the HAZ. 
5.2.2 Effect of Constitutive Properties 
All of the results discussed thus far are generated using the constitutive properties detailed in Table 
3. To assess the applicability of these results to mismatch for different constitutive properties, two 
weldments ( 45 • Single - V and 60 °Double - V) containing a/W=0.15 cracks are analyzed using prop-
erties characteristic of a lower strength steel, given in Table 4. These two weldments are selected as 
they have Lnun values that are ncar (Lmin = O.19-inches for 45°Single-V) and below (Lmin = 
0.15 -inches for 60· Double - V) the 0.2-inch cutoff above which negligible effects of ± 20% mis-
match on issy are observed (Section 5.1). fssy estimation errors remain within previously established 
error bounds for both wcldments considered, as illustrated in Figure 20. Thus, the the effect of ± 20% 
mismatch on iss}, estimation accuracy discussed in Section 5.1 appears approximately correct irre-
spective of the ba~linc 0 0 and n values used in the finite element analysis. 
Table 4: Constitutive properties for weldment analyses 
Weld Plate 
% Mismatch 0 0 [ksi] n 1 0 0 [ksi] n 1 
20% Over 60 6.3 50 5.0 
No Weld --- --- 60 6.3 
. "nfTf_ TT_--l~_ t::.fl t::.'l '7t::. Q t::. L.V-/O UJlUC;l UU V.oJ {oJ u.oJ 
1. n calculated from yield strength by eqn. (3.1) 
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5.2.3 Effect of Extreme Overmatch 30r---.---r---r---r---.---.---~~ 
All results previously presented are for '0' 20 
~ 
2()0~ Undermatched 
20% Overmatched 
50% Overmatched 
100% Overmatched 
Lmin = 0.15-inches 
± 20% mismatch. However, certain con- ""-
..... 
e 
struction practices cause considerably Lt1 10 
greater overmatch. ll1is is investigated by 
performing supplemental analysis for three 
a/W=0.15 weldments: 70 o Double-V, 
c:: 
.Q 
m o 
:§ 
~ -10 
::... 
45°Single-V, and 60 o Double-V having -:,~ -20 600 Double-V 
a/W = 0.15 4un values of 0.39, 0.19, and O.IS-inches, 
respectively. The JSSY estimation errors 
caused by mismatch ranging from 20% un-
der to 100% over are given in Figure 21. The 
final point on these graphs indicates the last 
load step at which the stress field near the 
crack tip in the SE(B) is sufficiently self-
similar to the SSY reference solution that 
JSSY remains independent of the critical dis-
tance selected for its calculation. The data 
in Figure 21 indicate that both increased 
overmatching and small Lmin values limit 
the maximum applied -J for SE(B) - SSY 
self-similarity. Over the range of ap-
plied-Jthatlssy can be calculated, the JSSY 
estimation error for the two Double - V 
welds associated with 50% and 100% over-
match is approximately the same as for 
± 20% mismatch. However, lssy estima-
tion error for the Single-V weld IS In-
creased significantly by extreme over-
matching. Lmin parameterizes the 
departure of lssy for a weld from that for a 
homogeneous SE(B) at ± 20% mismatch 
irrespective of joint geometry. This simplifi-
cation breaks down for greater levels of 
overmatching where weld geometry be-
comes important. 
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Figure 21: Effect of extreme overmatch on lssy es-
timation error for three welds containing 
a/W=O.l5 cracks. 
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6. SUMMARY AND CONCLUSIONS 
Dodds and Anderson provide a framework to quantify finite size effects on cleavage fracture tough-
ness when failure occurs at deformation levels where J no longer uniquely describes the state of 
stresses and strains in the vicinity of the crack tip. Size effects on cleavage fracture are quantified by 
defming a value termed JSSY: the J to which an infinite body must be loaded to achieve the same 
stressed volume, and thereby the same likelihood of cleavage fracture, as in a finite body. In weld met-
al fracture toughness testing, mismatch between weld metal and baseplate strength can alter deforma-
tion patterns, which complicates size effects on cleavage fracture toughness. However, the virtually 
limitless number of weld joint geometry / crack depth combinations preclude calculation of Jssy for 
each individual case. This study addresses the accuracy with which Jssy for a welded single edge notch 
bend, SE(B), specimen can be approximated by previously published results for homogeneous speci-
mens. The case of a crack located on the weld joint centerline is treated. The combined effects of weld 
groove type, degree of mismatch, and crack depth to specimen width (a/U') ratio are considered by 
performing plane -strain elastic-plastic finite element analyses of SE(B) specimens containing a va-
riety of common weld groove details. These results demonstrate virtually no effect of ± 20% mismatch 
on JSSY if the distance from the crack tip to the weld/plate interface (Lmin) exceeds 0.2-inches. If Lmin 
falls below O.2-inches, there is a deformation (applied-I) dependent value of !min below which rea-
sonably accurate lssy estimation is possible. At higher levels of overmatch (50% to 100%), it is no 
longer possible to parameterize departure of lssy for a weldment from that for a homogeneous SE(B) 
based on Lmin alone. Weld geometry significantly influences the accuracy with which JSSY for a welded 
SE(B) can be approximated by JSSY for a homogeneous specimen at these extreme overmatch levels. 
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