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KUPERBERG INVARIANTS FOR BALANCED SUTURED
3-MANIFOLDS
DANIEL LO´PEZ-NEUMANN
Abstract. We construct quantum invariants of balanced sutured 3-
manifolds with a Spinc structure out of an involutive (possibly non-
unimodular) Hopf superalgebra H . If H is the Borel subalgebra of
Uq(gl(1|1)), we show that our invariant is computed via Fox calculus and
it is a normalization of Reidemeister torsion. The invariant is defined
via a modification of a construction of G. Kuperberg, where we use the
Spinc structure to take care of the non-unimodularity of H or H∗.
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1. Introduction
Let H = (H,m, η,∆, ǫ, S) be a finite dimensional Hopf algebra over a
field K of characteristic zero. When H is involutive (i.e. S ◦ S = idH),
G. Kuperberg constructed in [8] a topological invariant ZH(M) ∈ K for
closed oriented 3-manifolds M . This invariant is constructed directly from
a Heegaard diagram ofM using the structure morphisms of H and the Hopf
algebra integral and cointegral. Recall that a right cointegral is an element
c ∈ H such that
cx = cǫ(x)(1)
for all x ∈ H (here ǫ : H → K is the counit) and a right integral is an element
µ ∈ H∗ satisfying the dual property. Left cointegrals and integrals are de-
fined in a similar way. The definition of the invariant ZH(M) is quite simple
as a consequence of the following fact [10]: if H is an involutive finite dimen-
sional Hopf algebra over a field K of characteristic zero, then both H and H∗
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are semisimple and so they are unimodular, meaning that a right cointegral
is also a left cointegral and similarly for integrals. However, there are not
too many examples of involutive Hopf algebras apart from the group-algebra
of a finite group G, in which case the invariant ZH(M) becomes the num-
ber of homomorphisms from π1(M) into G. In particular, the Hopf algebra
Uq(sl2) involved in the construction of the Reshetikhin-Turaev 3-manifold
invariants [19] is non-involutive. More interesting involutive examples ex-
ist if we consider Hopf superalgebras instead, such as the quantum group
Uq(gl(1|1)), but an involutive Hopf superalgebra needs not be unimodular,
so the construction of [8] does not applies. An extension of the invariant
ZH(M) that is defined for any finite-dimensional Hopf algebra was given
by Kuperberg himself in [9], but it produces an invariant of 3-manifolds en-
dowed with a framing, which is quite difficult to represent on a Heegaard
diagram. Moreover, it is not clear how this construction is related to other
topological invariants, even classical invariants such as Reidemeister torsion.
In this paper, we propose a modification of Kuperberg’s invariant in the
case of a (possibly non-unimodular) involutive Hopf superalgebra H and
we generalize it to balanced sutured 3-manifolds (M,γ). To take care of
the non-unimodularity of H or H∗ we use Spinc structures, which we rep-
resent in a very simple way using multipoints as in [5, 16]. When H is the
Borel subalgebra of Uq(gl(1|1)), we show that our invariant is computed via
Fox calculus and is a normalization of the Reidemeister torsion of the pair
(M,R−(γ)), where R−(γ) is “half” of ∂M .
1.1. Main results. Let H be an involutive Hopf superalgebra over a field
K. We define a right relative cointegral as a tuple (A, πA, iA, ι) where A
is a Hopf subalgebra of H, iA : A → H is the inclusion, πA : H → A
is a (cocentral) Hopf morphism such that πAiA = idA and ι : A → H is
an A-colinear map satisfying an equation analogue to (1), see Section 3 for
details). A relative right integral is a tuple (B, iB , πB , µ) defined in a dual
way. The failure of ι (resp. µ) being a two-sided cointegral is measured by
a group-like a∗ ∈ G(A∗) (resp. b ∈ G(B)), we require these to satisfy the
compatibility condition of Definition 3.6. Our first theorem is the following.
Theorem 1. Let H be an involutive Hopf superalgebra over K endowed with
a compatible right relative cointegral and right relative integral. Then there
is a topological invariant ZρH(M,γ, s, ω) ∈ K where (M,γ) is a balanced
sutured manifold, s ∈ Spinc(M,γ), ω is an orientation of H∗(M,R−(γ);R)
and ρ : H1(M)→ G(A⊗B
∗) is a group homomorphism.
We briefly explain the ingredients of this theorem. Sutured manifolds
were introduced by Gabai in [4] in order to study foliations of 3-manifolds,
and they provide a common generalization of closed 3-manifolds, link com-
plements and Seifert surface complements. A sutured manifold is a pair
(M,γ) where M is a compact oriented 3-manifold-with-boundary and γ is
a collection of pairwise disjoint annuli in ∂M that divides the boundary
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into two subsurfaces R−(γ) and R+(γ). The balanced condition amounts
to χ(R−(γ)) = χ(R+(γ)) and holds in most interesting examples. A Spin
c
structure on a sutured manifold (M,γ) is an homology class of non-vanishing
vector fields on M with prescribed behavior over ∂M . The set of Spinc
structures over (M,γ) forms an affine space over H2(M,∂M). In the closed
case, Spinc structures are in bijection with Turaev’s combinatorial Euler
structures [22, 23] and they are used, along with homology orientations, to
remove the indeterminacies of Reidemeister torsion. In [5], Juha´sz proves
that sutured manifolds are described by Heegaard diagrams H = (Σ,α,β)
in which Σ has non-empty boundary (a sutured Heegaard diagram) and that
Spinc structures on them can be easily understood in terms of H: if Tα∩Tβ
denotes the set of multipoints of H then there is a map
s : Tα ∩ Tβ → Spin
c(M,γ)
with nice properties (this map was first defined by Ozsva´th and Szabo´ [16]
in the closed case).
We now sketch the construction of the invariant ZρH(M,γ, s, ω) (at least
when R−(γ) is connected), for more details see Section 5. First, we take
an extended Heegaard diagram of (M,γ): this is a sutured Heegaard dia-
gram H = (Σ,α,β) of (M,γ) together with two collections a, b of prop-
erly embedded pairwise disjoint arcs on Σ that give handlebody decom-
positions of R−, R+ respectively. If all the curves and arcs are oriented
and the curves in α ∪ β have basepoints, then one can build a tensor
KH(H) : H
⊗(d+l) → H⊗(d+l) as in [8], where d = |α| = |β|, l = |a| = |b|
and we suppose the first d tensor factors in H⊗d+l correspond to the closed
curves. Composing with the relative integral and cointegral we get a tensor
T := (µ⊗d ⊗ π⊗lB )KH(H)(ι
⊗d ⊗ i⊗lA ) : A
⊗(d+l) → B⊗(d+l).
Note that the relative integral and cointegral correspond to the closed curves,
while the Hopf morphisms πB , iA correspond to the arcs (this is justified by
Proposition 3.3). We then define
ZρH(H, ω) := δω(H) ·
(
d+l⊗
i=1
ψ(β∗i )
)
T
(
d+l⊗
i=1
ϕ(α∗i )
)
where δω(H) is a sign, ρ = (ϕ,ψ) under the isomorphism G(A ⊗ B
∗) ∼=
G(A) ⊗ G(B∗) and for i = 1, . . . , d + l the α∗i , β
∗
i are the dual homology
classes of the curves and arcs of the diagram (which are defined when R− is
connected), see Definition 5.25. If ι, µ are both two-sided, i.e. a∗ = ǫA and
b = 1B , then this formula defines our invariant, which does not depends on a
Spinc structure in this case. When ι, µ are not both two-sided, this formula
is not an invariant (unless ρ is trivial), but this can be corrected using the
Spinc structure. To achieve this, we devise in Subsection 5.4 a special rule
to put basepoints in α ∪ β once a multipoint x ∈ Tα ∩ Tβ is given. Denote
by ZρH(H,x, ω) the above tensor with the basepoints coming from x. Let
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hs,x := PD[s − s(x)] ∈ H1(M), where s is the map into Spin
c(M,γ) above
and PD : H2(M,∂M)→ H1(M) denotes Poincare´ duality. If we set
ζs,x := 〈ρ(hs,x), (a
∗)−1 ⊗ b〉,
then the invariant is defined by
ZρH(M,γ, s, ω) := ζs,xZ
ρ
H(H,x, ω),
see Theorem 5.27. The case when R− is disconnected is reduced to the
connected case in Subsection 5.6.
To state our second theorem, let H0 be the Borel subalgebra of Uq(gl(1|1))
at generic q. Thus, H0 is the superalgebra generated by two commuting
elements K,X with |K| = 0, |X| = 1 and X2 = 0. The coproduct is given
by
∆(X) = K ⊗X +X ⊗ 1(2)
and we let K be group-like. This (involutive) Hopf superalgebra does not
quite satisfy the hypothesis needed in Theorem 1, but each finite dimensional
quotient Hn := H0/(K
n − 1), n ≥ 1 does. This is enough to define an
invariant ZH0(M,γ, s, ω) (where (M,γ), s, ω are as above) which is a well-
defined element of Z[H1(M)] (see Definition 7.5). For another hand, there is
a relative Reidemeister torsion τ(M,R−) which is an element of Z[H1(M)]
defined up to multiplication by an element of ±H1(M) (see e.g. [23]).
Theorem 2. Let (M,γ) be a balanced sutured manifold, s ∈ Spinc(M,γ)
and ω an orientation of H∗(M,R−;R). If H0 is the Borel subalgebra of
Uq(gl(1|1)) then
ZH0(M,γ, s, ω) =˙ τ(M,R−)
where =˙ means equality up to multiplication by an element of ±H1(M).
This theorem follows from a Fox calculus expression of ZH0 , stated in
Theorem 7.2 for the ZρHn case. The reason such an expression exists is the
following. Recall that if F is a free group on generators x1, . . . , xd and
u, v ∈ F then the Fox derivatives ∂/∂xi : Z[F ]→ Z[F ] satisfy
∂(uv)
∂xi
= u
∂v
∂xi
+
∂u
∂xi
.(3)
Theorem 7.2 follows from the observation that formula (3) is very similar
to formula (2) for the coproduct of X ∈ Hn, which is the cointegral of Hn
modulo group-likes. One has to think that X corresponds to derivating,
K corresponds to “leaving the variable untouched” and 1 corresponds to
“erasing the variable”. Theorem 2 follows from Theorem 7.2 since τ(M,R−)
is also computed via Fox calculus (see e.g. [3, 23]).
It is known that the relative torsion τ(M,R−(γ)) contains deep topologi-
cal information, so also does our invariant ZH0 by Theorem 2. For example,
if M denotes the complement of a link L ⊂ S3 and γ consists of two sutures
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on each boundary component of M , then τ(M,R−(γ)) recovers the multi-
variable Alexander polynomial ∆L [3], and so also does ZH0 (Corollary 7.6).
The torsion τ(M,R−(γ)) has also been used to detect non-isotopic minimal
genus Seifert surfaces of some knots [1]. However, if M is the sutured mani-
fold associated to a closed 3-manifold Y (i.e. M = Y \B where B is a 3-ball
with one suture in ∂B), then the invariant ZρHn vanishes unless ρ ≡ 1 in
which we only recover ±|H1(Y ;Z)|, which is defined to be zero if b1(Y ) > 0
(Corollary 7.3).
1.2. Comparison to previous works. Another generalization of Kuper-
berg’s invariant was considered by Virelizier [24] using an involutive Hopf
group-coalgebra {Hg}g∈G. This gives a scalar invariant of the form τ
ρ(M)
whereM is a closed 3-manifold M and ρ : π1(M)→ G is an arbitrary group
homomorphism. This is similar to our invariant (in the closed case), but no
Spinc structures are involved since it is still an unimodular approach.
Theorem 2 has to be seen as a direct Hopf algebra approach to Reide-
meister torsion, in the sense that we use no R-matrices or representation
theory. It is well-known that torsion invariants of links and 3-manifolds
can be obtained via the representation theory of some Hopf algebra. It was
first shown by Reshetikhin [18] and Rozansky-Saleur [20] that the Alexander
polynomial could be obtained from the representation theory of Uq(gl(1|1)).
A similar result was obtained by Jun Murakami [13,14] using the represen-
tation theory of Uq(sl2) at q = i, see [25] for more references. More recently,
Blanchet, Costantino, Geer and Patureau-Mirand showed in [2] that the
(absolute) Reidemeister torsion of a closed 3-manifold can be obtained via
the representation theory of an “unrolled” version of Uq(sl2) at q = i. Our
approach has the advantage that it is defined for more general manifolds
(e.g. complements of Seifert surfaces), nevertheless, we do not get invari-
ants of links colored by a representation of the Hopf algebra as in the works
mentioned above, neither we obtain the absolute Reidemeister torsion of a
closed 3-manifold as in [2]. Note also that our approach makes clear the
connection of the Borel of Uq(gl(1|1)) to Fox calculus (see Theorem 7.2),
while the above papers are more related to the skein relation.
Finally, note that Friedl, Juha´sz and Rasmussen have shown in [3] that
another Spinc normalization of the Reidemeister torsion τ(M,R−) equals the
Euler characteristic of Juha´sz sutured Floer homology SFH(M,γ, s) [5], a
powerful homological invariant defined for balanced sutured manifolds. It is
an interesting question whether there is a deeper connection between Floer
homology and the Borel subalgebra of Uq(gl(1|1)) or even whether Floer
homology could be extended to categorify other Hopf algebra invariants.
1.3. Structure of the paper. The paper is organized as follows. In Sec-
tion 2 we recall the basic definitions of Hopf algebra theory. In Section 3, we
define relative integrals, relative cointegrals and the compatibility condition.
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We illustrate these concepts in the case of the Hopf superalgebraHn. In Sec-
tion 4 we define sutured manifolds and their Heegaard diagrams, following
[5]. We also discuss Spinc structures and homology orientations. In Section
5 we construct in detail the invariant ZρH(M,γ, s, ω). We define extended
Heegaard diagrams in Subsection 5.1 and extend the Reidemeister-Singer
theorem to this context. In Subsection 5.3 we generalize the construction of
[8] to the sutured context using extended Heegaard diagrams and we define
the invariant ZρH(M,γ, s, ω) in Subsection 5.5. Theorem 1 is proved in Sec-
tion 6. Finally, we investigate the relation to Reidemeister torsion in Section
7 where we prove Theorem 2.
1.4. Acknowledgments. I would like to thank Christian Blanchet, my
PhD supervisor, for his continuing support and for all the help provided
during the course of my PhD. I also would like to thank Rinat Kashaev
and Alexis Virelizier for helpful conversations. I am particularly grateful to
Alexis Virelizier for all the time he spend to discuss about this topic and
the many suggestions he gave.
2. Algebraic preliminaries
We begin by recalling some basic conventions and definitions, namely,
the definition of Hopf superalgebra. We also describe our main example,
the Hopf superalgebra Hn.
2.1. Graphical conventions. Let S be a symmetric monoidal category,
with tensor product ⊗, unit 1 and symmetry isomorphisms cV,W : V ⊗W →
W ⊗ V for any objects V,W of S. We will represent morphisms in S by
diagrams to be read from bottom to top. For example, if f : U → V and
g : V → W are morphisms in S we depict f and gf respectively as follows:
f
f
g
U
V
W
V
U
If f : V →W and g : X → Y are two morphisms, then f⊗g is represented
by juxtaposition:
f
W
V X
Y
g
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If V,W are two objects of S, the symmetry isomorphism cV,W is depicted
by
V W
VW
2.2. The category SVectK. Let K be a field. In what follows, all vector
spaces are defined over K. A supervector space is a vector space V endowed
with a direct sum decomposition
V = V0 ⊕ V1.
An element v ∈ Vi is said to be homogeneous and we denote |v| = i (mod 2),
we also say that v has degree i. If V,W are supervector spaces, a linear map
f : V → W has degree k (mod 2) if f(Vi) ⊂ Wi+k for i = 0, 1. We denote
by SVectK the category whose objects are supervector spaces and whose
morphisms are degree zero linear maps. The category SVectK is a monoidal
category if we let
(V ⊗W )i :=
⊕
j=0,1
Vj ⊗Wi−j
where V,W are supervector spaces, and the unit object is the base field K
concentrated in degree zero. The tensor product of two morphisms f, g of
SVectK is defined by
(f ⊗ g)(v ⊗ w) := f(v)⊗ g(w).
The category SVectK is a symmetric monoidal category with symmetry iso-
morphism given by
c : V ⊗W →W ⊗ V
v ⊗w 7→ (−1)|v||w|w ⊗ v
where v ∈ V,w ∈ W are homogeneous elements. If V is a supervector
space, then the dual vector space V ∗ is naturally a supervector space with
V ∗i := (Vi)
∗ for i = 0, 1. This way SVectK is a rigid symmetric monoidal
category.
Notation 2.1. Let V be a supervector space. For each n ≥ 1 and 1 ≤ i ≤
n−1 we can define ci : V
⊗n → V ⊗n by ci := id
⊗(i−1)
V ⊗c⊗ id
⊗(n−i−1)
V where c
is the above symmetry. These induce a representation Sn → GLSVectK(V
⊗n)
(the latter denotes automorphisms in the category SVectK). We denote by
Pτ the image of τ ∈ Sn under this map. We also denote by P
′
τ the unsigned
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permutation (i.e. we use the symmetry c of VectK instead). Note that if
v1, . . . , vn ∈ V have degree one, then
Pτ (v) = sign(τ)vτ(1) ⊗ . . .⊗ vτ(n) = sign(τ)P
′
τ (v)
where v = v1 ⊗ . . .⊗ vn.
2.3. Hopf superalgebras. In what follows, we will reserve the word mor-
phism to mean a morphism of SVectK, i.e., a degree zero linear map.
A superalgebra is a supervector space A endowed with morphisms
m : A⊗A→ A, η : K→ A
satisfying the usual associativity and unitality relations. Algebra morphisms
are defined in the obvious way. Note that if A,B are superalgebras, then
A ⊗ B is a superalgebra with the product given on homogeneous elements
by
(a⊗ b)(c⊗ d) = (−1)|b||c|(ac) ⊗ (bd)
and unit ηA ⊗ ηB.
Definition 2.2. A superbialgebra H over K is a superalgebra (H,m, η)
endowed with algebra morphisms
∆ : H → H ⊗H, ǫ : H → K
satisfying
(idH ⊗∆)∆ = (∆⊗ idH)∆
and
(ǫ⊗ idH)∆ = idH = (idH ⊗ ǫ)∆.
A superbialgebra (H,m, η,∆, ǫ) is a Hopf superalgebra if there is a mor-
phism (i.e. a degree zero linear map) S : H → H satisfying
m(S ⊗ idH)∆ = ηǫ = m(idH ⊗ S)∆
as maps H → H. We call S the antipode of the Hopf superalgebra. A Hopf
superalgebra is involutive if S2 = idH .
We denote cH,H ◦∆ by ∆
op, or even by ∆. We represent the above tensors
graphically as follows:
η = ǫ = S =m = ∆ =, ,
bc
,
bc
, bc .
This way, we can use the conventions of Subsection 2.1 to write the Hopf
superalgebra axioms. For example, the fact that ∆ is an algebra morphism
is written as
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=
where we used the symmetry of SVectK on the right.
Definition 2.3. Let H be a finite-dimensional Hopf superalgebra. Then its
dual H∗ (consisting of all linear maps H → K) is a Hopf superalgebra with
(H∗)i := (Hi)
∗, multiplication given by
(f · g)(x) := f(x(1))g(x(2))
and comultiplication
∆H∗(f)(x⊗ y) = f(x · y)
for f, g ∈ H∗ and x, y ∈ H.
Example 2.4. Let ΛX be an exterior algebra on one generator, that is
ΛX := K[X]/(X
2). This is a superalgebra if we let |X| = 1. It is a Hopf
superalgebra if we define
∆(X) = 1⊗X +X ⊗ 1
ǫ(X) = 0
S(X) = −X
as one can readily check. The Hopf algebra integral µ : ΛX → K is given by
µ(1) = 0 and µ(X) = 1 so it has degree one.
Our main example of a Hopf superalgebra is the following.
Definition 2.5. Let n ∈ N≥0. The algebra Hn is the superalgebra over K
generated by elements X,K,K−1 subject to the relations
KK−1 = 1 = K−1K, XK = KX, X2 = 0, Kn = 1
and graded by letting |K| = 0 and |X| = 1. It is a Hopf superalgebra with
∆(X) = K ⊗X +X ⊗ 1, ∆(K±1) = K±1 ⊗K±1
ǫ(X) = 0, ǫ(K±1) = 1
S(X) = −K−1X, S(K±1) = K∓1.
Equivalently, Hn is the Borel Hopf subalgebra of Uq(gl(1|1)) at a root of
unity q of order n. We will not use the quantum group Uq(gl(1|1)) in this
paper though, so we refer to [21] for its definition. Note that Hn is involutive
and it is isomorphic, as a superalgebra, to K[Z/nZ]⊗ΛX where K[Z/nZ] is
a group-algebra concentrated in degree zero.
For completeness, we recall the following definition.
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Definition 2.6. Let H be a Hopf superalgebra over a field K. An element
g ∈ H is said to be group-like if ∆(g) = g ⊗ g and ǫ(g) = 1. We denote the
set of group-likes of H by G(H).
Note that if H is finite dimensional, then one has
G(H∗) = Homalg(H,K).
3. Relative integrals and cointegrals
In this section, we define relative integrals and cointegrals and discuss the
compatibility condition these need to satisfy in order to produce sutured
3-manifold invariants. We give an example of this structure on the Hopf
superalgebra Hn of Definition 2.5. However, we do not explore the question
of existence and uniqueness of relative integrals and cointegrals in general.
In what follows we let H be an involutive Hopf superalgebra over a field K.
Definition 3.1. A relative right integral in H is a tuple (B, iB , πB , µ) where
B is a Hopf superalgebra, iB : B → H and πB : H → B are degree zero
Hopf morphisms and µ : H → B is a degree preserving linear map with the
following properties:
(1) πBiB = idB and iB(B) is a central subalgebra of H.
(2) µ is B-linear, where H is considered as a B-module via iB .
(3) One has
(µ⊗ idH) ◦∆H = (idB ⊗ iB) ◦∆B ◦ µ.
Note that for B = K and iB = ηH , πB = ǫH this definition reduces to the
usual definition of Hopf algebra (right) integral. We will depict the above
morphisms as follows:
.
µiB πB
H
HB
B B
H
Here the green strand denotes B and the black strand denotes H. This
way, for example, condition (3) can be written as
=
µ iB
µ
H
B H
H
H
B
using the graphical conventions of Subsection 2.1.
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Definition 3.2. A relative right cointegral in H is a tuple (A, πA, iA, ι)
where A is a Hopf superalgebra, πA : H → A and iA : A → H are degree
zero Hopf morphisms and ι : A→ H is a degree preserving linear map with
the following properties:
(1) πAiA = idA and πA is cocentral, that is
(πA ⊗ idH) ◦∆H = (πA ⊗ idH) ◦ cH,H ◦∆H .
(2) The map ι is A-colinear, that is
(πA ⊗ idH) ◦∆H ◦ ι = (idA ⊗ ι) ◦∆A.
(3) One has
mH ◦ (ι⊗ idH) = ι ◦mA ◦ (idA ⊗ πA).
Since πAiA = idA we also think of A as a Hopf subalgebra of H. The
above definition also reduces to the usual one when A = K and πA =
ǫH , iA = ηH . This is precisely the dual notion of relative right integral when
H is finite dimensional: if (B, iB , πB , µ) is a relative right integral in H then
(B∗, i∗B , π
∗
B , µ
∗) is a relative right cointegral in H∗ (see Definition 2.3 for our
conventions for H∗).
We will depict the morphisms of Definition 3.2 as follows:
.
ιiAπA
A
A AH
H H
Here a red strand denotes A and the black strand stands for H.
We now derive a simple but fundamental consequence of our definition.
We state it for the relative cointegral, a dual statement holds for relative
integrals. For any Hopf superalgebra (H,mH , η,∆H , ǫ, SH) we denote TH :=
(mH ⊗ idH) ◦ (idH ⊗∆H).
Proposition 3.3. Let (A, πA, iA, ι) be a relative right cointegral in H. If
(f1, f2) = (iA, iA), (ι, iA) or (ι, ι) then one has
TH(f1 ⊗ f2) = (f1 ⊗ f2)TA.
Graphically, this is
f1 f2
f1 f2
=
H
A
H H H
A A A
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Proof. We prove first the case (f1, f2) = (ι, iA). Denoting i = iA and π = πA,
we have
i
π
ι
iι i ι
i i
iι
(i)
=
(ii)
=
(iii)
=
H
A
H H H
H H
H H
A A A
A A
A A
Here (i) follows since iA is a coalgebra morphism, (ii) follows from con-
dition (3) of Definition 3.2 and (iii) follows from πAiA = idA. The case
(f1, f2) = (iA, iA) follows in a similar way, using that iA is both an algebra
and a coalgebra morphism. The case (f1, f2) = (ι, ι) follows by combining
conditions (2) and (3) in Definition 3.2.

Remark 3.4. The three equalities of the above proposition correspond to
the three handlesliding moves of Proposition 5.11. More precisely, the cases
(iA, iA), (ι, iA), (ι, ι) of the above proposition will respectively imply invari-
ance of ZρH(M,γ, s, ω) under arc-arc, arc-curve and curve-curve handleslid-
ing. This justifies our use of the Hopf morphisms πB and iA in the definitions
of relative integral and cointegral.
3.1. The compatibility condition. Let H be an involutive Hopf superal-
gebra over K together with a relative right integral (B, iB , πB , µ) and relative
right cointegral (A, πA, iA, ι). We suppose µ and ι have the same degree and
let δ ∈ {±1} be defined by
δ = (−1)deg(µ) = (−1)deg(ι).
Notation 3.5. For any b ∈ G(B) we denote by mb : H → H left multipli-
cation by b. Similarly, if a∗ ∈ G(A∗), we denote by ∆a∗ : H → H the map
defined by
∆a∗(x) = (a
∗πA(x(1)))x(2)
for all x ∈ H. Note that by centrality of B in H, it doesn’t matter whether
we use left or right multiplication to define mb (and similarly for ∆a∗).
Definition 3.6. We say µ and ι are compatible if there exist group-likes
b ∈ G(B) and a∗ ∈ G(A∗) satisfying the following.
(1) µ ◦mb = δSB ◦ µ ◦ SH .
(2) ∆a∗ ◦ ι = δSH ◦ ι ◦ SA.
(3) µ ◦mH ◦ cH,H = µ ◦mH ◦ (idH ⊗∆a∗).
(4) cH,H ◦∆H ◦ ι = (idH ⊗mb) ◦∆H ◦ ι.
(5) πB ◦ iA = ηB ◦ ǫA.
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(6) ǫB ◦ µ ◦ ι ◦ ηA = idK.
We pause a bit to explain this definition. Recall that if H is any finite-
dimensional (ungraded) Hopf algebra and µ ∈ H∗, c ∈ H are respectively
the right integral and right cointegral, then there is a group-like b ∈ G(H)
satisfying
µ(bx) = µSH(x)
for all x ∈ H and
c(2) ⊗ c(1) = c(1) ⊗ bS
−2(c(2))
where ∆H(c) =
∑
c(1) ⊗ c(2) in Sweedler’s notation, see for example [17,
Thm. 10.5.4]. This is very similar to conditions (1) and (4) above (S2
does not appears there since we assumed involutivity). However, it will be
essential in our construction that “b goes out of µ”, that is µ(bx) = bµ(x),
see Lemma 6.2 and Proposition 6.5. Thus, we really need b to belong to
the subalgebra B of H over which µ takes its values. Hence if A = B = K
and µ, ι are the usual Hopf algebra integral and cointegral, then they will
be compatible in our sense only if b = 1H and a
∗ = ǫH , i.e., when both H
and H∗ are unimodular.
Example 3.7. Let n ∈ N≥1. Consider the Hopf superalgebra Hn of Defi-
nition 2.5 and let B be the subalgebra generated by K,K−1. Then Hn =
ΛX ⊗B as algebras. Define iB , πB and µ by
iB = ηΛX ⊗ idB , πB = ǫΛX ⊗ idB , µ = µΛX ⊗ idB .
Here we denote by ηΛX , ǫΛX and µΛX respectively the unit, counit and in-
tegral of the Hopf superalgebra ΛX (see Example 2.4). It is straightforward
to check that these maps define a relative integral over Hn. There is also a
relative cointegral (A, πA, iA, ι) where A = K, πA = ǫH , iA = ηH and
ι =
1
n
(1 +K + · · · +Kn−1)X
where we identify ι with its image ι(1) since A = K (the normalization of ι is
to have ǫBµ(ι) = 1). Note that ι is just the usual cointegral of Hn (which is
finite dimensional since we supposed n > 0). These satisfy the compatibility
condition of Definition 3.6 where the group-likes b ∈ G(B) and a∗ ∈ G(A∗)
are given by b = K and a∗ = ǫA. For example, we have
ι(2) ⊗ ι(1) =
(
n−1∑
i=0
Ki ⊗Ki
)
(X ⊗K + 1⊗X)
=
(
n−1∑
i=0
Ki ⊗Ki
)
(1⊗K)(X ⊗ 1 + (K−1 ⊗K−1)K ⊗X)
= (1⊗K)ι(1) ⊗ ι(2)
so condition (4) holds.
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4. Sutured manifolds and Heegaard diagrams
In this section we recall some notions of sutured manifold theory. We start
by defining sutured manifolds and give some examples. Then we explain how
these manifolds are represented using Heegaard diagrams, following [5] and
[7]. We define Spinc structures and recall the construction of the map s
of [5, 16]. Finally, we discuss homology orientations following [3]. In what
follows, all 3-manifolds will be assumed to be compact and oriented unless
explicitly stated.
4.1. Sutured manifolds. Sutured manifolds were introduced by Gabai in
[4]. We use a slightly less general definition, as in [5, 7].
Definition 4.1. A sutured manifold is a pair (M,γ) whereM is a 3-manifold
with boundary and γ is a collection of pairwise disjoint annuli contained in
∂M . Each annuli in γ is supposed to contain a unique homologically non-
trivial oriented simple closed curve called a suture, and the set of such sutures
is denoted by s(γ). We further suppose that each component of R(γ) :=
∂M \ int (γ) is oriented and we require that each (oriented) component of
∂R(γ) represents the same homology class in H1(γ) as some suture. We
denote by R+(γ) (resp. R−(γ)) the union of the components of R(γ) whose
orientation coincides (resp. is opposite) with the induced orientation of ∂M .
Definition 4.2. A balanced sutured manifold is a sutured manifold (M,γ)
where M has no closed components, χ(R−(γ)) = χ(R+(γ)) and every com-
ponent of ∂M has at least one suture.
If M has no closed components and every component of ∂M contains a
suture (a proper sutured manifold as in [7]), then s(γ) determines R±(γ).
Thus, we only need to specify s(γ) in order to define a balanced sutured
manifold.
We now give some examples of balanced sutured manifolds.
Example 4.3. Pointed closed 3-manifolds: consider a closed 3-manifold Y
together with a basepoint p ∈ Y . Then if B is an open ball neighborhood of
p in Y , the complement Y \B becomes a balanced sutured 3-manifold if we
let s(γ) be a single oriented simple closed curve on ∂B. Both surfaces R−
and R+ are disks in this case. We denote this sutured manifold by Y (1).
Note that a pointed diffeomorphism between pointed closed 3-manifolds is
equivalent to a diffeomorphism between the associated sutured 3-manifolds.
Example 4.4. Link complements: let L be a link in a closed 3-manifold Y
and let N(L) be a closed tubular neighborhood of L. Then Y \ int (N(L))
is a balanced sutured manifold if we put two oppositely oriented meridians
on each component of ∂N(L). We denote this sutured 3-manifold by Y (L).
Here R+ consist of one annulus component for each component of L and
similarly for R−.
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Example 4.5. Seifert surface complements: Let S be a compact oriented
surface-with-boundary with no closed components which is embedded in a
closed 3-manifold Y and let N(S) ∼= S × [−1, 1] be a closed tubular neigh-
borhood of S in Y . Then Y \ int (N(S)) is a balanced sutured manifold if
we let s(γ) = ∂S×{0}, γ = ∂S× [−1, 1], R+ = S×{1} and R− = S×{−1}.
4.2. Heegaard diagrams. We now describe how to represent sutured man-
ifolds via sutured Heegaard diagrams as in [5, Sect. 2]. These generalize the
pointed Heegaard diagrams of closed 3-manifolds of [16] and the doubly-
pointed Heegaard diagrams of knots of [15]. We denote by I the interval
[−1, 1].
Definition 4.6. An (abstract) sutured Heegaard diagram is a tuple H =
(Σ,α,β) consisting of the following data:
(1) A compact oriented surface-with-boundary Σ,
(2) A set α = {α1, . . . , αn} of pairwise disjoint embedded circles in
int (Σ),
(3) A set β = {β1, . . . , βm} of pairwise disjoint embedded circles in
int (Σ).
A sutured Heegaard diagram H = (Σ,α,β) defines a sutured 3-manifold,
denoted MH, as follows: attach 3-dimensional 2-handles to Σ× I along the
curves αi × {−1} for each i = 1, . . . , n and along the curves βj × {1} for
j = 1, . . . ,m. Then let s(γ) := ∂Σ × {0} and γ := ∂Σ × I. We orient MH
by extending the product orientation of Σ × I to the 2-handles. Note that
the surface R− (resp. R+) is obtained by doing surgery on Σ along α (resp.
β).
Remark 4.7. The manifold MH could also be constructed in the following
way: first, attach n 3-dimensional 1-handles to R− × I along R− × {1} so
that the αi become the belt circles of these 1-handles. The upper boundary
of the manifold thus obtained can be identified with Σ. Then, attach m 3-
dimensional 2-handles along the curves βi ⊂ Σ. In other words, a Heegaard
diagram specifies a handlebody decomposition of MH relative to R− × I,
where the handles are attached in increasing order according to their index.
Thus, it corresponds to a self-indexing Morse function (see [12]) on MH.
Definition 4.8. We say that a sutured Heegaard diagram (Σ,α,β) is bal-
anced if |α| = |β| and every component of Σ \ α contains a component of
∂Σ (and similarly for Σ \ β).
Proposition 4.9 ([5, Prop. 2.9]). Let H = (Σ,α,β) be a sutured Hee-
gaard diagram. Then the sutured manifold MH is balanced if and only if the
Heegaard diagram H is balanced.
Given a sutured manifold (M,γ), we will need Heegaard diagrams to be
embedded in M . We follow [7, Section 2], in which embedded diagrams and
the Reidemeister-Singer theorem for these is treated in detail.
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Definition 4.10. Let (M,γ) be a sutured manifold. An (embedded) su-
tured Heegaard diagram of (M,γ) is a tuple H = (Σ,α,β) consisting of the
following data:
(1) An embedded oriented surface-with-boundary Σ ⊂ M such that
∂Σ = s(γ) as oriented 1-manifolds,
(2) A set α = {α1, . . . , αn} of pairwise disjoint embedded circles in
int (Σ) bounding disjoint disks to the negative side of Σ,
(3) A set β = {β1, . . . , βm} of pairwise disjoint embedded circles in
int (Σ) bounding disjoint disks to the positive side of Σ.
We further require that if Σ is compressed along α (resp. β), inside M , we
get a surface isotopic to R− (resp. R+) relative to γ. Thus,M can be written
as M = Uα ∪ Uβ with Uα ∩ Uβ = Σ where Uα (resp. Uβ) is homeomorphic
to the sutured manifold obtained from R− × I (resp. R+ × I) by gluing
1-handles to R−×{1} (resp. R+×{0}) with belt circles the α curves (resp.
β curves). We say that Uα (resp. Uβ) is the lower (resp. upper) compression
body corresponding to the Heegaard diagram.
IfH = (Σ,α,β) is an embedded diagram of (M,γ), then of course it is also
an abstract diagram. Conversely, an abstract diagram H is an embedded
diagram of MH. Thus, from now on we assume all Heegaard diagrams
are embedded diagrams (of some sutured manifold). The fact that H is
embedded in M implies that there is a canonical homeomorphism (up to
isotopy) d : M → MH. Usually, one says that an abstract diagram H is a
diagram for (M,γ) if there is an homeomorphism M ∼=MH, but this is not
enough to define the homology classes (in H1(M)) of Subsection 5.2.
The following theorem is proved in [5, Prop. 2.14].
Theorem 4.11. Any (balanced) sutured 3-manifold admits a (balanced) su-
tured Heegaard diagram.
For the following two examples, see [5, Section 9].
Example 4.12. Let (Σ,α,β) be a Heegaard diagram of a closed 3-manifold
Y in the usual sense (so Σ is a closed oriented surface). If z ∈ Σ \ (α ∪ β)
is a basepoint then let Σ′ = Σ \D where D is a small open disk centered at
z. Then (Σ′,α,β) is a Heegaard diagram of the sutured manifold Y (1).
Example 4.13. Let (Σ,α,β, z, w) be a doubly pointed Heegaard diagram
of a knot K in a closed 3-manifold Y , that is, (Σ,α,β) is an embedded
Heegaard diagram of Y , K is disjoint from the disks bounded by the α and
β curves and K ∩Σ consists of two points z, w ∈ Σ \ (α ∪ β) (see [15]). An
example of a doubly pointed Heegaard diagram for the left-handed trefoil
is given in Figure 1. Let Σ′ = Σ \ (Dz ∪Dw) where Dz,Dw are small disks
centered at z, w respectively. Then (Σ′,α,β) is a Heegaard diagram for
the sutured manifold Y (K). Note that if K is a knot in S3, represented
by a planar projection D with c crossings, then there is a doubly pointed
KUPERBERG INVARIANTS FOR BALANCED SUTURED 3-MANIFOLDS 17
Heegaard diagram for (S3,K) associated to D with g(Σ) = c + 1, cf. [11,
Example 3.3]. The diagram of Figure 1 does not comes from this procedure.
α
β
b
b
Figure 1. A doubly pointed Heegaard diagram of a left-
handed trefoil. Removing two small disks centered at z, w
(represented by black dots) produces a sutured Heegaard di-
agram of the associated sutured manifold.
We will use an embedded version of the Reidemeister-Singer theorem.
For this, we make a few definitions. If H1 = (Σ1,α1,β1),H2 = (Σ2,α2,β2)
are two Heegaard diagrams, a diffeomorphism d : H1 → H2 consists of an
orientation-preserving diffeomorphism d : Σ1 → Σ2 such that d(α1) = α2
and d(β1) = β2.
Definition 4.14 ([7, Definition 2.34]). LetH1 = (Σ1,α1,β1),H2 = (Σ2,α2,β2)
be two Heegaard diagrams of (M,γ) and denote by ji : Σi → M the inclu-
sion map, for i = 1, 2. A diffeomorphism d : H1 → H2 is isotopic to the
identity in M if j2 ◦ d : Σ1 →M is isotopic to j1 : Σ1 →M relative to s(γ).
Definition 4.15. Let H = (Σ,α,β) be a Heegaard diagram. Let γ be an
arc embedded in int (Σ) connecting a point of a curve αj to a point of a curve
αi and such that int (γ) ∩ α = ∅. There is a neighborhood of αj ∪ γ ∪ αi
which is a pair of pants embedded in Σ and whose boundary consists of the
curves αj , αi and a curve α
′
j . We say that α
′
j is obtained by handlesliding
the curve αj over αi along the arc γ. Similarly, we can handleslide a β curve
over another along an arc δ ⊂ int (Σ) such that int (δ) ∩ β = ∅.
Definition 4.16. Let H = (Σ,α,β) be a Heegaard diagram of a sutured
manifold (M,γ). Let D ⊂ int (Σ) \ (α∪β) be a disk. Let Σ′ be a connected
sum Σ′ = Σ#T along D, where T is a torus. Let α′, β′ be two curves in T
intersecting transversely in one point and let α′ = α ∪ {α′}, β′ = β ∪ {β′}.
Then H′ = (Σ′,α′,β′) is a Heegaard diagram of (M,γ) which we say is
obtained by a stabilization of the diagram H. We also say that H is obtained
by destabilization of H′.
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Theorem 4.17 ([7, Prop. 2.36]). Any two embedded Heegaard diagrams of
a sutured 3-manifold (M,γ) are related by a finite sequence of the following
moves:
(1) Isotopy of α (or β) in int (Σ).
(2) Diffeomorphisms isotopic to the identity in M .
(3) Handlesliding an α curve (resp. β curve) over another α curve (resp.
β curve).
(4) Stabilization.
Note that this theorem is stronger than the usual Reidemeister-Singer
theorem [5, Prop. 2.15] which states that a diffeomorphism class of sutured
manifolds is specified by a Heegaard diagram up to isotopy, handlesliding,
stabilization and diagram diffeomorphism.
4.3. Spinc structures. Let (M,γ) be a connected sutured manifold. Fix a
nowhere vanishing vector field v0 on ∂M with the following properties:
(1) It points into M along intR−,
(2) It points out of M along intR+,
(3) It is given by the gradient of the height function γ = s(γ)×[−1, 1]→
[−1, 1] on γ.
Definition 4.18. Let v and w be two non-vanishing vector fields on M
such that v|∂M = v0 = w|∂M . We say that v and w are homologous if they
are homotopic rel ∂M in the complement of an open 3-ball embedded in
int (M) where the homotopy is through non-vanishing vector fields. A Spinc
structure is an homology class of such non-vanishing vector fields on M . We
denote the set of Spinc structures on M by Spinc(M,γ).
The space of boundary vector fields v0 with the above properties is con-
tractible. This implies that there is a canonical identification between the
set of Spinc structures coming from different boundary vector fields. Thus,
we make no further reference to v0.
Proposition 4.19 ([6, Prop. 3.6]). Let M be a connected sutured manifold.
Then Spinc(M,γ) 6= ∅ if and only if M is balanced. In such a case, the
group H2(M,∂M) acts freely and transitively over Spinc(M,γ).
We denote the action of H2(M,∂M) over Spinc(M,γ) by (h, s) 7→ s+ h.
If s1, s2 denote two Spin
c structures on M , we denote by s1− s2 the element
h ∈ H2(M,∂M) such that s1 = s2 + h.
We now study how Spinc structures of (M,γ) can be understood directly
from a Heegaard diagram. For this, we need the following definition.
Definition 4.20. Let H = (Σ,α,β) be a balanced Heegaard diagram,
where α = {α1, . . . , αd} and β = {β1, . . . , βd}. A multipoint in H is an
unordered set x = {x1, . . . , xd} where xi ∈ αi ∩ βσ(i) for each i = 1, . . . , d
and σ is some permutation in Sd. The set of multipoints of H is denoted by
Tα ∩ Tβ.
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We use the notation Tα ∩ Tβ for the set of multipoints by the following
reason. If we let Symd(Σ) := Σd/Sd where the symmetric group Sd acts
on Σd = Σ× . . .× Σ by permuting the factors, then the Heegaard diagram
induces two tori Tα := α1 × . . . × αd and Tβ := β1 × . . . × βd contained
in Symd(Σ). A multipoint x = {x1, . . . , xd} corresponds to an intersection
point x ∈ Tα ∩ Tβ.
Given a balanced Heegaard diagram H = (Σ,α,β) of (M,γ) with d =
|α| = |β|, one can construct a map
s : Tα ∩ Tβ → Spin
c(M,γ)
(see [16, Section 2.6] for the closed case and [5, Section 4] for the sutured
extension). To do this, we first fix a Riemannian metric on M . Now, take a
Morse function f :M → [−1, 4] satisfying the following conditions:
(1) f(R−) = −1, f(R+) = 4 and f |γ is the height function γ = s(γ) ×
[−1, 4]→ [−1, 4]. Here we choose a diffeomorphism γ = s(γ)×[−1, 4]
such that s(γ) corresponds to s(γ)× {3/2}.
(2) For i = 1, 2, f has d index i critical points and has value i on these
points. These lie in int (M) and there are no other critical points.
(3) One has Σ = f−1(3/2), the α curves coincide with the intersection
of the unstable manifolds of the index one critical points with Σ and
the β curves coincide with the intersection of the stable manifolds of
the index two critical points with Σ.
Such a Morse function always exists (see e.g. [7, Prop. 6.17]). By the first
condition, ∇f |∂M satisfies the properties of the vector field v0 in Definition
4.18. Note that the only singularities of ∇f are the index one and index two
critical points of f , denote them by P1, . . . , Pd and Q1, . . . , Qd respectively.
Then the last condition above means
W u(Pi) ∩ Σ = αi and W
s(Qi) ∩ Σ = βi
for each i. Here W u and W s denote respectively the unstable and stable
submanifolds of∇f at the corresponding critical point. Thus, an intersection
point x ∈ αi∩βj corresponds to a trajectory of ∇f starting at Pi and ending
at Qj. In particular, a multipoint x ∈ Tα ∩ Tβ corresponds to a d-tuple γx
of trajectories of ∇f connecting all the index one critical points to all the
index two critical points.
Definition 4.21. Let (Σ,α,β) be a balanced Heegaard diagram of (M,γ)
and x ∈ Tα ∩ Tβ. Let f be a Morse function adapted to the Heegaard
diagram as above. We define a Spinc structure s(x) as follows: let N be
a tubular neighborhood of γx in M homeomorphic to a disjoint union of
d 3-balls. Then ∇f is a non-vanishing vector field over M \ N . Since the
critical points of f have complementary indices on each component of N ,
one can extend ∇f |M\N to a non-vanishing vector field over all of M . We
let s(x) be the homology class of this vector field.
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Definition 4.22. Let x,y ∈ Tα ∩ Tβ be two multipoints say xi ∈ αi ∩ βi
and yi ∈ αi ∩ βσ(i) for each i. Let ci be an arc joining xi to yi along αi and
di be an arc joining yσ−1(i) to xi along βi. Then
d∑
i=1
ci +
d∑
i=1
di
is a cycle in Σ. We denote by ǫ(x,y) the element of H1(M) induced by the
cycle above.
Note that for each i there are two choices for an arc ci joining xi and yi
along αi (similarly for di) but the class ǫ(x,y) ∈ H1(M) is independent of
which arc is chosen.
Lemma 4.23 ([5, Lemma 4.7]). For any x,y ∈ Tα ∩ Tβ we have
PD[s(x)− s(y)] = ǫ(x,y)
where PD : H2(M,∂M)→ H1(M) is Poincare´ duality.
Now lets study what happens with the map s when doing Heegaard moves.
Let H = (Σ,α,β),H′ = (Σ′,α′,β′) be two balanced Heegaard diagrams of
(M,γ). Then we have two maps
s : Tα ∩ Tβ → Spin
c(M,γ) and s′ : Tα′ ∩ Tβ′ → Spin
c(M,γ).
Suppose H′ is obtained from H by one of the moves of Theorem 4.17. In the
case of isotopy, we suppose that H′ is obtained by an isotopy of an α or β
curve that adds just two new intersection points. For all such moves there
is an obvious map
j : Tα ∩ Tβ → Tα′ ∩ Tβ′ .
In the case of isotopies (that increase the number of intersection points)
or handlesliding, it is clear that Tα ∩ Tβ ⊂ Tα′ ∩ Tβ′ so we let j be the
inclusion. For diffeomorphisms isotopic to the identity in M we just let j
be the bijection between multipoints induced by the diffeomorphism. For
stabilization, if αd+1, βd+1 are the stabilized curves intersecting in a point
xd+1 ∈ Σ
′ then we let j be the bijection x 7→ x ∪ {xd+1}.
Proposition 4.24. If H′ is obtained from H by a Heegaard move and if the
map j is defined as above, then
s′(j(x)) = s(x)
for all x ∈ Tα ∩ Tβ.
Proof. This is obvious for isotopies and diffeomorphisms isotopic to the iden-
tity inM . SupposeH′ is obtained from H by stabilization. The union of the
newly attached one-handle/two-handle pair is a 3-ball and it is clear that in
the complement of this ball, the vector fields representing s(x) and s′(j(x))
coincide so s(x) = s′(j(x)) by definition. Now suppose H′ is obtained from
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H by handlesliding a curve α1 over α2 and let α
′
1 = α1#α2. Let Uα be the
lower handlebody and let D1,D2,D
′
1 ⊂ Uα be the compressing disks cor-
responding to α1, α2, α
′
1 respectively. The complement of these three disks
in Uα has two components: one contains the index zero critical point and
the other is homeomorphic to a 3-ball B. Note that the boundary of B is
the union of D1,D2,D
′
1 and the pair of pants bounded by α1, α2, α
′
1. One
can pick Morse functions f, f ′ adapted to H,H′ respectively such that in the
complement of B inM , the vector fields−∇f and −∇f ′ coincide. Moreover,
the trajectories of f associated to x coincide with the trajectories of f ′ as-
sociated to j(x), so the vector fields representing s(x) and s′(j(x)) coincide
in the complement of d+ 1 3-balls, which implies that s(x) = s′(j(x)). 
4.4. Homology orientations. Let (Σ,α,β) be a balanced Heegaard dia-
gram of (M,γ) and d = |α| = |β|. Denote R− = R−(γ). Let A ⊂ H1(Σ;R)
(resp. B) be the subspace spanned by α (resp. β). These subspaces have
dimension d by [5, Lemma 2.10]. There is a bijection o between orienta-
tions of the vector space H∗(M,R−;R) and orientations of the vector space
Λd(A) ⊗ Λd(B) [3, Sect. 2.4]. This is seen as follows. The Heegaard dia-
gram specifies a handle decomposition of (M,γ) relative to R− × I with no
handles of index zero or three. There are d handles of index one and two, so
the handlebody complex C∗ = C∗(M,R−× I;R) is just C1⊕C2 where both
C1, C2 have dimension d. Now let ω be an orientation of H∗(M,R−;R) and
let h11, . . . , h
1
m, h
2
1, . . . , h
2
m be an ordered basis of H∗(M,R−;R) compatible
with ω, where hij ∈ Hi(M,R−;R). Let c
1
1, . . . , c
1
m, c
2
1, . . . , c
2
m ∈ C∗ be chains
representing this basis, where cij ∈ Ci. Then, for any b1, . . . , bd−m ∈ C2 such
that c21, . . . , c
2
m, b1, . . . , bd−m is a basis of C2 the collection
c11, . . . , c
1
m, ∂b1, . . . , ∂bd−m, c
2
1, . . . , c
2
m, b1, . . . , bd−m
is a basis of C∗ whose orientation ω
′ depends only on ω. Now, an orientation
of C∗ is specified by an ordering and orientation of the handles of index one
and two. This is the same as an ordering and orientation of the curves
in α ∪ β or equivalently, an orientation of Λd(A) ⊗ Λd(B). This way, the
orientation ω induces an orientation of Λd(A) ⊗ Λd(B) via ω′. We denote
this orientation of Λd(A)⊗ Λd(B) by o(ω).
Remark 4.25. WhenH∗(M,R−;R) = 0, the orientation ω
′ of C∗(M,R−;R)
constructed above is canonical. In this case, an ordering and orientation of
the curves of α ∪ β corresponds to the canonical orientation if and only if
det(αi · βj) > 0.
5. The invariant
In this section we define the sutured 3-manifold invariant ZρH(M,γ, s, ω).
We begin by defining extended Heegaard diagrams (Definition 5.8), extended
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Heegaard moves and we prove an extended version of the Reidemeister-
Singer theorem for these. In Subsection 5.2 we define some canonical ho-
mology classes from a Heegaard diagram (provided R− is connected), this is
where we need the diagrams to be embedded. In Subsection 5.3, we extend
Kuperberg’s construction [8] to ordered oriented based extended diagrams.
Then we explain in Subsection 5.4 how to put basepoints on an oriented
diagram according to a multipoint x ∈ Tα ∩ Tβ. The invariant is then de-
fined in Subsection 5.5 in the case R− is connected. The case when R−
is disconnected can be reduced to the connected case, this is explained in
Subsection 5.6. The most general definition of the invariant ZH is given in
Definition 5.33. All homology groups will be taken with integral coefficients
unless explicitly stated.
5.1. Extended Heegaard diagrams. In what follows, we let R be a com-
pact orientable surface with boundary. We suppose R has no closed compo-
nents.
Definition 5.1. A cut system of R is a collection a = {a1, . . . , al} of pairwise
disjoint arcs properly embedded in R such that for each component R′ of
R, the complement R′ \R′ ∩N(a) is homeomorphic to a closed disk, where
N(a) is an open tubular neighborhood of a.
Remark 5.2. If a = {a1, . . . , al} is a collection of pairwise disjoint properly
embedded arcs in R, then a is a cut system if and only if [a] = {[a1], . . . , [al]}
is a basis of H1(R, ∂R). We don’t prove this here as we don’t need it, but
see Lemma 5.13 for a similar statement.
A cut system on R always exists: take a handlebody decomposition of R
with a single 0-handle on each component of R. Then the cocores of the
1-handles define a cut system. Of course, a cut system is not unique: we
can isotope the arcs (we allow their endpoints to be isotoped along ∂R) and
handleslide them.
Definition 5.3. Let a = {a1, . . . , al} be a cut system of R and suppose
that an arc aj has an endpoint on the same component C of ∂R as another
arc ai. Suppose there is an arc γ in C connecting these two endpoints
such that no other endpoint of an arc of a lies on γ. Then there is a
neighborhood of aj ∪ γ ∪ ai which is a disk D embedded in R and whose
boundary [∂D] ∈ H1(R, ∂R), consists of the arcs aj , ai and a new arc a
′
j.
We say that a′j is obtained by handlesliding aj over ai. It is clear that
(a \ {aj}) ∪ {a′j} also defines a cut system of R. See Figure 2.
We now prove that these moves suffice to relate any two cut systems over
R. In the following lemma, we assume all arcs are properly embedded (see
[16, Prop. 2.4] for a similar statement).
Lemma 5.4. Let a = {a1, . . . , al} be a cut system of R.
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aj ai
a′j
Figure 2. An arc aj is handleslided over an arc ai.
(1) If a′ is an arc in R disjoint from a and [a′] 6= 0 in H1(R, ∂R),
then there is an i such that a′ is isotopic to an arc obtained by
handlesliding ai over some of the aj with j 6= i.
(2) If a′ is another cut system of R, then one can make a∩a′ = ∅ after
sufficiently many handleslides and isotopies inside a.
Proof. It suffices to suppose R is connected. For both proofs we think of R
as obtained from a disk D by attaching l one-handles, where each handle is
attached along two points pi, qi ∈ ∂D and has cocore ai for i = 1, . . . , l. We
isotope each ai to a small arc contained in D around pi. Then, handlesliding
ai over the other arcs of a corresponds to moving the endpoints of ai through
∂D \ {qi}. So let a
′ be an arc as in (1). Since a′ is disjoint from a, we can
suppose it is contained in D, so it separates the points of F = ∪li=1{pi, qi}
into two disjoint sets, call them X,Y . Now since [a′] 6= 0 in H1(R, ∂R),
there must exist an i such that pi ∈ X and qi ∈ Y . Then one obtains a
curve isotopic to a′ by handlesliding ai along all arcs aj for which pj ∈ X
or qj ∈ X (if both pj, qj ∈ X then we need to handleslide ai over aj twice).
Now let a′ be another cut system. We suppose that all the endpoints of the
arcs of a′ lie over ∂D \ F . We prove (2) by induction on N =
∑
i,j |ai ∩ a
′
j |.
If N = 0, then we are done. If N > 0, then there is an arc, say a′1, that
intersects an arc of a, say a1. Let x0 ∈ ∂D \F be one of the endpoints of a
′
1
and let x1 ∈ a
′
1∩a1 so that a
′
1|[x0,x1]∩a = a
′
1|[x0,x1]∩a1 = {x1} (here a
′
1|[x0,x1]
denotes the subarc of a′1 with endpoints x0, x1). As in the proof of (1), we
can handleslide a1 across a \ {a1} to place its endpoint right next to x0 in
such a way that the intersection a′1|[x0,x1] ∩ a1 is removed. This decreases N
at least by one, and we are done by the induction hypothesis. 
Proposition 5.5. Any two cut systems of a compact orientable surface-
with-boundary R (without closed components) are related by isotopy and
handlesliding.
Proof. It suffices to suppose R connected. Let a,a′ be two cut systems over
R. By Lemma 5.4 (2) we may suppose a ∩ a′ = ∅ and by (1) of the same
lemma we may suppose a1 = a
′
1. Then we can cut R along a1 to get two
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α α
β β
a
b
.
Figure 3. Cut systems for the diagram of the left trefoil
complement of Example 4.13. Taken together they define an
extended Heegaard diagram. On the right we depict the arc
b in blue to avoid confusion.
cut systems on a surface R′ with rkH1(R
′) = rkH1(R)− 1. The proof then
follows by induction. 
Definition 5.6. Let H = (Σ,α,β) be a balanced sutured Heegaard dia-
gram. A cut system of (Σ,α) is a collection a = {a1, . . . , al} of properly
embedded arcs in Σ where:
(1) The sets α and a are disjoint in Σ.
(2) The collection a is a cut system in R−, where R− is obtained from
Σ by doing surgery along α.
Cut systems of (Σ,β) are defined in a similar way. If a,a′ are two cut
systems of (Σ,α), then they are related by isotopy and handlesliding in R−
by Proposition 5.5. Note that isotopies may pass through the traces of the
surgery, this corresponds to handlesliding an arc in a over a curve of α.
Corollary 5.7. Let (Σ,α,β) be a balanced sutured Heegaard diagram. Any
two cut systems of (Σ,α) are related by isotopy, arc-arc handlesliding and
arc-curve handlesliding.
Definition 5.8. An extended sutured Heegaard diagram is a tuple H =
(Σ,α,a,β, b) where H = (Σ,α,β) is a Heegaard diagram and a (resp. b) is
a cut system of (Σ,α) (resp. (Σ,β)). If d = |α| and l = |a|, we will usually
noteαe = {α1, . . . , αd+l} whereα = {α1, . . . , αd} and a = {αd+1, . . . , αd+l}.
We use similar notation for βe = β ∪ b. Thus, we note a general extended
Heegaard diagram as H = (Σ,αe,βe).
Example 5.9. The Heegaard diagram of the left trefoil given in Example
4.13 can be extended by letting a = {a}, b = {b} as in Figure 3.
Definition 5.10. Let H = (Σ,αe,βe) be an extended Heegaard diagram
of (M,γ). An extended Heegaard move consist of the Heegaard moves of
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(Σ,α,β) and the moves between cut systems of (Σ,α) and (Σ,β) (i.e. arc-
arc and arc-curve handlesliding) in which all isotopies and handleslidings of
αe are performed in the complement of αe in Σ (and similarly for βe).
Proposition 5.11. Any two extended Heegaard diagrams of a sutured 3-
manifold (M,γ) are related by extended Heegaard moves.
Proof. LetH = (Σ,αe,βe) and H′ = (Σ,α′e,β′e) be two extended Heegaard
diagrams of (M,γ). By Proposition 5.5 it suffices to prove that whenever
the diagrams are related by one of the moves of Theorem 4.17, then the
latter move can be performed in the complement of the cut systems. This is
obvious for all moves except when handlesliding closed curves. So suppose
H′ is obtained from H by handlesliding a curve αj over a curve αi along an
arc γ. Suppose the arc γ intersects some arcs in a. Then we can successively
handleslide these arcs along αi to get a new cut system a
′′ for H which is
disjoint of γ. Hence, a′′ is also a cut system for H′ and so is related to a′ by
the moves of Corollary 5.7. Thus we can pass from H to H′ using extended
Heegaard moves, as desired. 
5.2. Dual curves. Let (M,γ) be a balanced sutured 3-manifold. We will
now require R = R−(γ) to be connected.
Definition 5.12. An extended Heegaard diagram H = (Σ,αe,βe) of (M,γ)
is said to be oriented if each curve or arc in αe ∪ βe is oriented.
Let H = (Σ,αe,βe) be an extended oriented diagram of (M,γ). Let
α = {α1, . . . , αd} and a = {αd+1, . . . , αd+l}. We will denote by Uα and
Uβ the (oriented) compression bodies corresponding to (Σ,α,β). Thus, for
each i = 1, . . . , d there is a disk Di embedded in Uα so that ∂Di = αi and
the given orientation of αi determines an orientation of Di. Now think of Uα
as built from R−× I by attaching one-handles to R−×{1} (with belt circles
the α curves), see Remark 4.7. For each i = 1, . . . , l let Dd+i = αd+i × I ⊂
R− × I and give Dd+i the opposite of the product orientation (this choice
of orientation is explained in Remark 5.15 below). This way, the oriented
disks D1, . . . ,Dd+l define homology classes in H2(Uα, ∂Uα).
Lemma 5.13. Let Uα be the lower compression body of (M,γ) correspond-
ing to (Σ,α,β). Then, the homology classes [D1], . . . , [Dd+l] defined above
constitute a basis of H2(Uα, ∂Uα).
Proof. Let V = D1 ∪ · · · ∪Dd+l. By excision, we have
H∗(Uα, V ∪ ∂Uα) ∼= H∗(B, ∂B)
where B = Uα \ N(V ) and N(V ) is an open tubular neighborhood of V .
Similarly, by excising ∂Uα \N(V ) ∩ ∂Uα we get
H∗(V ∪ ∂Uα, ∂Uα) ∼= H∗(V, ∂V ).
Thus, the long exact sequence of the triple (Uα, V ∪ ∂Uα, ∂Uα) becomes
0→ H3(Uα, ∂Uα)→ H3(B, ∂B)→ H2(V, ∂V )→ H2(Uα, ∂Uα)→ H2(B, ∂B).
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Now, since R− is connected, B is homeomorphic to a 3-ball. This implies
that the fourth arrow above is an isomorphism, which is equivalent to the
statement of the lemma. 
Now consider the Poincare´ duality pairing
H2(Uα, ∂Uα)×H1(Uα)→ Z
(x, y) 7→ x · y.
Since this pairing is non-degenerate, there is a basis γ1, . . . , γd+l of H1(Uα)
characterized by
[Di] · γj = δij
for all i, j = 1, . . . , d+ l.
Definition 5.14. Let (Σ,αe,βe) be an oriented extended Heegaard diagram
of a sutured 3-manifold (M,γ) with connected R−. Let j : Uα →M be the
inclusion. We will denote α∗i = j(γi) ∈ H1(M) for each i = 1, . . . , d + l
where γ1, . . . , γd+l is the Poincare´ dual basis of [D1], . . . , [Dd+l] as above.
For each i = 1, . . . , d, the class α∗i can be represented by an oriented
simple closed curve that goes through the one-handle corresponding to αi
once and disjoint from the disks Dj for j = 1, . . . , d+ l, j 6= i. It can even be
represented as an oriented simple closed curve in Σ satisfying αi · α
∗
i = +1
(where the intersection is taken with respect to the orientation of Σ) and
α∗i ∩ (α
e \ {αi}) = ∅. Similarly, for each i = 1, . . . , l, the class α
∗
d+i can
be represented as an oriented simple closed curve in Σ intersecting αd+i
positively in one point and disjoint from all curves or arcs in αe. The
orientation of Dd+i chosen above guarantees that αd+i · α
∗
d+i = +1 over Σ
for each i = 1, . . . , l.
Of course, one can also take the Poincare´ dual basis of the disks corre-
sponding to βe and then take their image in H1(M). This gives homology
classes β∗1 , . . . , β
∗
d+l in H1(M) where β
e = {β1, . . . , βd+l}. If these classes
are represented in the surface Σ, then they are oriented so that β∗i · β
∗
j = δij
for i, j = 1, . . . , d+ l.
Remark 5.15. Suppose a closed curve α′j is obtained by handlesliding a
curve αj over a curve αi. Let H
′ = (Σ,α′e,βe) be the Heegaard diagram
thus obtained. We denote by α′i the curve αi seen as a curve in H
′. Suppose
the curves αi, αj , α
′
j are oriented so that
∂P = αi ∪ αj ∪ (−α
′
j)
as oriented 1-manifolds, where P is the handlesliding region. Let Di,Dj ,D
′
j
be the disks corresponding to αi, αj , α
′
j . Then one has
∂B = −Di ∪ −Dj ∪D
′
j
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as oriented surfaces, where B is the three-ball where the handlesliding oc-
curs. This implies [D′j ] = [Dj ] + [Di] in H2(Uα, ∂Uα) and so
(α′i)
∗ = α∗i (α
∗
j )
−1
while (α′j)
∗ = α∗j , where we use multiplicative notation for H1(M). By our
orientation conventions for the disks Dd+i for i = 1, . . . , l, a similar assertion
holds if we handleslide an arc over a curve or an arc over an arc. Of course,
similar statements hold for βe.
We introduce a last piece of notation which we will use repeatedly.
Definition 5.16. Let l be an oriented immersed circle or arc in Σ, transver-
sal to αe. If l is a circle, we assume it has a basepoint. We construct an
element l in H1(M) as follows:
(1) At each intersection point x ∈ α ∩ l where α ∈ αe write (α∗)m(x)
where m(x) ∈ {±1} denotes the sign of intersection at x.
(2) Multiply all the elements encountered from left to right, following
the orientation of l and starting from the basepoint of l (if l is an
arc we take its starting point as basepoint).
If l is transversal to βe then there is an element in H1(M) defined in a
similar way (but the signs are taken at x ∈ l ∩ β and not β ∩ l). We also
denote this by l, whenever there is no confusion.
Remark 5.17. If l is a 1-cycle in Σ transversal to αe, then its homology
class [l] in H1(M) coincides with l. Note that if l is an arc in Σ which is not
properly embedded (e.g. a subarc of an α curve), then l is by no means an
isotopy invariant of l.
5.3. Tensors associated to Heegaard diagrams. Let H = (Σ,αe,βe)
be an extended Heegaard diagram of a sutured 3-manifold (M,γ). Recall
that αe = α∪a where α consists of closed curves and a consists of properly
embedded arcs in Σ (and similarly for βe = β∪b). We let d = |α| = |β| and
l = |a| = |b| and note α = {α1, . . . , αd},a = {αd+1, . . . , αd+l}. Similarly, we
note β = {β1, . . . , βd}, b = {βd+1, . . . , βd+l}. We will always suppose that
αe and βe are transversal as submanifolds of Σ.
Definition 5.18. We say that an extended diagram H is ordered if each
of the sets α,a,β, b is linearly ordered. We extend the linear orders to αe
(resp. βe) by declaring each curve of α (resp. β) to come before each arc of
a (resp. b). We will always assume the curves are numbered in increasing
order, that is,
α1 < · · · < αd < αd+1 < · · · < αd+l
and similarly for βe.
Definition 5.19. An extended diagram H is based if for each i = 1, . . . , d
there is a basepoint pi ∈ αi disjoint from β
e and a basepoint qi ∈ βi disjoint
from αe.
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Now suppose H is ordered, oriented and based. Each intersection point
x ∈ αe ∩ βe is called a crossing of H, which we call positive if the tangent
vectors of αe and βe at x define an oriented basis of TxΣ and negative
otherwise. We denote by I the set of crossings of H. We denote by |c|
the number of crossings on some curve c and let N be the total number of
crossings of the extended Heegaard diagram H. Note that if a curve αi is
oriented and has a basepoint, then the set of crossings through αi inherits
a linear order. The set of crossings through an arc inherits a linear order
only from the orientation of the arc. Now, since αe = α∪a is itself linearly
ordered, the whole set I inherits a linear order.
Notation 5.20. We denote by Iαe the set of crossings endowed with this
order. Similarly, the ordering, orientation and basepoints on βe provides
I with another linear ordering, and we denote by Iβe the set I with this
ordering. These two orderings are different in general, and they are related
by some permutation τ ∈ SN .
Now let H = (H,m, η,∆, ǫ, S) be a Hopf superalgebra. The permutation
τ ∈ SN above gives a morphism Pτ : H
⊗N → H⊗N as in Notation 2.1.
Now, at each crossing x ∈ I define a number ǫx by ǫx = 0 if the crossing is
positive and ǫx = 1 if it is negative. Then define
Sαe :=
⊗
x∈I
α
e
Sǫx : H⊗N → H⊗N .
Note that if we use the ordered set Iβe we can define a similar tensor Sβe
and this is related to Sαe by
PτSαe = SβePτ .
We define
∆αe :=
d+l⊗
i=1
∆(|αi|) : H⊗(d+l) → H⊗N
and
mβe :=
d+l⊗
i=1
m(|βi|) : H⊗N → H⊗(d+l).
Here we denote by ∆(n) the (n− 1)-th iterated coproduct for each n ≥ 1, so
that ∆(n) takes values in H⊗n and similarly for the product. For n = 0 we
let ∆(0) = ǫH and m
(0) = ηH .
Definition 5.21. Let H be a Hopf superalgebra and H = (Σ,αe,βe) an
ordered, oriented, based extended Heegaard diagram where αe = α∪a and
βe = β ∪ b. Let d = |α| = |β| and l = |a| = |b|. We let KH(H) be the
tensor defined as
KH(H) := mβePτSαe∆αe : H
⊗(d+l) → H⊗(d+l).
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Note that KH(H) depends on the orders, orientations and basepoints but
we do not include these elements in the notation.
5.4. Basepoints. Let H be an oriented extended Heegaard diagram. We
explain now how to put basepoints on the curves in α∪β in a coherent way.
Definition 5.22. Let x ∈ Tα ∩ Tβ be a multipoint, say, x = {x1, . . . , xd}
with xi ∈ αi ∩ βi for each i (where d = |α| = |β|). We define basepoints
pi = pi(x) on each αi and qi = qi(x) on each βi as follows: orient the surface
Σ as ∂Uα where Uα is the lower compression body ofM corresponding to H.
For each i = 1, . . . , d, we put a basepoint pi ∈ αi next to xi on the left side
of βi and a basepoint qi ∈ βi next to xi on the right side of αi, see Figure 4.
bcb
βi
b qi
pi
αi bcb
βi
qi
pi
αi
b
Figure 4. Basepoints on α ∪ β coming from x ∈ Tα ∩ Tβ.
The point xi ∈ αi ∩ βi is represented by a white dot, and
the basepoints pi, qi by black dots. We have depicted both
types of crossings, a positive one on the left and a negative
one on the right. The surface is oriented as Σ = ∂Uα (i.e.
the normal vector points to the reader).
Remark 5.23. Let H be an oriented diagram with the basepoints on α∪β
coming from x as described above. If the crossing xi is positive, then xi is
the first crossing of αi (resp. βi) in the order of Iαe (resp. Iβe). Now, if
the crossing xi is negative, xi becomes the last crossing of αi (resp. βi) in
Iαe (resp. Iβe), see Figure 4. Thus, reversing the orientation of a curve also
changes a basepoint. This is set to mimic the condition
µ(bx) = ±SB ◦ µ ◦ SH(x)
of Definition 3.6 and will be essential for the proof of Lemma 6.7.
The reason to put one basepoint on the left side and the other on the
right side (instead of both on the same side) is the following: if (Σ,α,β)
is a Heegaard diagram of (M,γ), then (−Σ,β,α) is a Heegaard diagram
of (M,−γ) (here (M,−γ) represents the sutured manifold obtained from
(M,γ) by reversing the orientation of s(γ)). Then if x ∈ Tα ∩ Tβ is a
multipoint, the associated basepoints on both diagrams are the same since
the left side of β on Σ becomes the right side of β in −Σ.
Now let x,y ∈ Tα ∩ Tβ be two multipoints, say, xi ∈ αi ∩ βi and yi ∈
αi∩βσ(i) for i = 1, . . . , d. There are two sets of basepoints {p1(x), . . . , pd(x)}
30 DANIEL LO´PEZ-NEUMANN
and {p1(y), . . . , pd(y)} on the α curves, where pi(x), pi(y) ∈ αi for each i.
Consider the oriented arc c′i from pi(x) to pi(y) along αi in the direction
of its orientation. As in Definition 5.16 we get an element c′i ∈ H1(M) for
each i = 1, . . . , d, that is, c′i is the product of the dual homology classes of
the curves and arcs in βe encountered as one follows c′i, with appropriate
signs. Similarly, there are basepoints qi(x), qi(y) ∈ βi for each i = 1, . . . , d,
let d′i be the oriented arc from qi(x) to qi(y) along βi. There is an element
d′i ∈ H1(M) which is a product of dual homology classes of α
e.
Lemma 5.24. For any x,y ∈ Tα ∩ Tβ one has
ǫ(x,y) =
d∏
i=1
c′i =
d∏
i=1
d′i
−1
in H1(M), where ǫ(x,y) is the homology class of Definition 4.22.
Proof. For each i let ci be the oriented subarc of αi starting at xi and
ending at yi and let di be the oriented subarc of βi from yσ−1(i) to xi, so
that ∪di=1(ci ∪ di) represents ǫ(x,y) (see Definition 4.22). Let ei be an arc
parallel to di on the left side of βi from pσ−1(i)(y) to pi(x). It is clear
that ∪di=1(ci ∪ di) is isotopic to ∪
d
i=1(c
′
i ∪ ei) (as oriented 1-submanifolds of
Σ): each ci ∪ di ∪ cσ−1(i) can be pushed off to the left side of βi to match
c′i∪ei∪c
′
σ−1(i). Thus ǫ(x,y) is represented by the 1-submanifold
⋃d
i=1(c
′
i∪ei),
which is transversal to βe. By Remark 5.17
ǫ(x,y) = ∪di=1(c
′
i ∪ ei)
= ∪di=1c
′
i
=
d∏
i=1
c′i
where we used ei = 1 since the ei’s are disjoint from β
e. The expression
using the dual homology classes in αe is proved similarly noting that d′i and
di have opposite orientations.

5.5. Construction of ZH . Now we finally define the sutured 3-manifold
invariant ZρH(M,γ, s, ω). In what follows, we let H be an involutive Hopf
superalgebra over K endowed with a relative right integral (B, iB , πB , µ) and
a compatible relative right cointegral (A, πA, iA, ι) (see Definition 3.6). We
let b ∈ G(B) and a∗ ∈ G(A∗) be the associated group-likes.
Let M be a connected oriented balanced sutured 3-manifold with con-
nected R−, let ω be an orientation of H∗(M,R−;R) and let ρ : H1(M) →
G(A⊗B∗) be a representation. We write ρ = (ϕ,ψ) under the isomorphism
G(A ⊗ B∗) ∼= G(A) ⊗ G(B∗). Now take an embedded extended Heegaard
diagram H = (Σ,αe,βe) of (M,γ) which we suppose is ordered, oriented
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and based. As before, we note α = {α1, . . . , αd} and a = {αd+1, . . . , αd+l}.
Similarly, we note β = {β1, . . . , βd} and b = {βd+1, . . . , βd+l}. As in Defini-
tion 5.14 we have homology classes α∗i , β
∗
i ∈ H1(M) for each i = 1, . . . , d+ l.
For notational simplicity, we consider an element of G(A) as a morphism
K→ A and an element of G(B∗) as a morphism B → K. Define
ψβe :=
d+l⊗
i=1
ψ(β∗i ) : B
⊗(d+l) → K
and
ϕαe :=
d+l⊗
i=1
ϕ(α∗i ) : K→ A
⊗(d+l).
Since further H is based, there is a tensor
KH(H) : H
⊗(d+l) → H⊗(d+l)
defined by the recipe of Subsection 5.3. We make the following preliminary
definition.
Definition 5.25. Let H be an ordered, oriented and based extended Hee-
gaard diagram of (M,γ). We define
ZρH(H, ω) := δω(H) · ψβe ◦ (µ
⊗d ⊗ π⊗lB ) ◦KH(H) ◦ (ι
⊗d ⊗ i⊗lA ) ◦ ϕαe : K→ K
which we identify with a scalar of K. Here δω(H) is a sign defined by
δω(H) := δ
deg(µ) = δdeg(ι)
where δ ∈ {±1} is determined by o(H) = δω and o is the map of Subsection
4.4. We will denote the above scalar by ZρH(H,x, ω) if H (which is oriented)
has the basepoints induced from a multipoint x ∈ Tα ∩ Tβ as in Subsection
5.4.
For an example of computation see Example 5.29 below.
Now let (M,γ) and ω, ρ be as above, and let s ∈ Spinc(M,γ). Let H
be an ordered oriented extended diagram of (M,γ), based according to x ∈
Tα∩Tβ. Recall that Spin
c(M,γ) is an affine space over H2(M,∂M) so there
is an homology class s−s(x) ∈ H2(M,∂M) where s is the map of Definition
4.21.
Definition 5.26. Denote by hs,x the class in H1(M) defined by
hs,x := PD[s− s(x)]
where PD : H2(M,∂M)→ H1(M) is Poincare´ duality. We define
ζs,x := 〈ρ(hs,x), (a
∗)−1 ⊗ b〉 = 〈(a∗)−1, ϕ(hs,x)〉〈ψ(hs,x), b〉
where ρ = (ϕ,ψ) under the isomorphism G(A ⊗ B∗) ∼= G(A) ⊗ G(B∗) as
above.
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Theorem 5.27. Let (M,γ) be a balanced sutured manifold with connected
R−(γ) and let s ∈ Spin
c(M,γ), let ω be an orientation of H∗(M,R−(γ);R)
and let ρ : H1(M)→ G(A⊗B
∗) be a group homomorphism. Then the scalar
ζs,xZ
ρ
H(H,x, ω)
is independent of all the choices made in its definition and defines a topo-
logical invariant of the tuple (M,γ, s, ω, ρ).
We will prove this theorem in Section 6. The case whenR− is disconnected
is treated in Subsection 5.6 below. Theorem 1 is the combination of Theorem
5.27 together with Proposition 5.32.
Definition 5.28. Using the above notation and assuming R− connected,
we define
ZρH(M,γ, s, ω) := ζs,xZ
ρ
H(H,x, ω).
This is well-defined by the above theorem.
Example 5.29. We compute ZρHn(M,γ, s, ω) where M is the sutured left
trefoil complement, H = Hn (n ≥ 1) is the Hopf algebra over K = C of
Example 3.7 with the relative integral and cointegral given there (so A = C
and B ∼= C[Z/nZ]) and s, ω, ρ are defined as follows. We let s = s(x) where
x = {x} as indicated in Figure 5. Since H∗(M,R−;R) = 0, we orient α, β
so that α · β = +1 (see Remark 4.25). Let H be the extended diagram of
Example 5.9. Here H1(M) is canonically isomorphic to Z, once a positive
meridian of the knot is chosen (which is equivalent to an orientation of K).
If the arc b is oriented as in Figure 5, then we take b∗ to be the canonical
generator of H1(M). Let ρ : H1(M) → Zn ∼= G(B
∗) be mod n reduction,
so that ρ(b∗)(K) = q where q = e
2pii
n . Let’s compute Zρ(H,x) where the
orientations and basepoints of H are given in Figure 5. Note that we don’t
have to consider the a-arc since A = C (so ϕ ≡ 1) and neither we need to
take care of basepoints on the β curves since Hn is commutative. Thus, we
can consider KH = KH(H) as a map H → H
⊗2. We will compute first the
scalar
Z ′ = ρβe ◦ (µ⊗ πB) ◦KH(X) ∈ C.
We have
∆(6)(X) = X ⊗ 1⊗ . . .⊗ 1 +K ⊗X ⊗ 1⊗ . . .⊗ 1 + · · ·+K ⊗ . . .⊗K ⊗X.
where there are six terms in the sum. Since µ vanishes on B ⊂ H, the
only terms of ∆(X) that contribute to Z ′ are those for which X lies over β.
There are three of them, as in Figure 6. Thus we get
Z ′ = ρ(β∗)⊗ ρ(b∗)(µ(X)⊗ 1− µ(KK−1X)⊗K + µ(KK−1X)⊗K2)
= 1− q + q2.
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Figure 5. A zoom-in of the cut systems for the left trefoil of
Figure 3. Here the surface is oriented towards the reader (so
the signs are as indicated) and opposite sides of the square
are to be identified. The white dot denotes the multipoint
x = {x} and the basepoint on the β curve is not drawn as
it plays no role in this case. The light-blue curve around the
upper suture represents b∗ ∈ H1(M).
+
+
+
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1
1
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Figure 6. The non-trivial contributions of ∆(6)(X) to Z ′.
The X of ∆(6)(X) lies over β (in green) so when multiplying
along the b-arc (in blue) we get an element of B.
By Lemma 6.2 of Section 6 below, the tensor ρβ,b(µ ⊗ πB)KH(K
iX) gives
the same result for any i ∈ Z and so
ZρHn(M,γ, s, ω) = Z
ρ(H,x) =
1
n
n−1∑
i=0
ρβ,b(µ⊗ πB)KH(K
iX)
= 1− q + q2.
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Note that varying n this defines a polynomial in a variable q, namely, 1−q+q2
which is the Alexander polynomial of the knot up to a unit. See Corollary
7.6 below.
Remark 5.30. The above example anticipates the proof of Theorem 2 (or
rather, the Fox calculus formula of Theorem 7.2). Indeed, with the orienta-
tions and basepoint as above, one has
α = β∗b∗(β∗)−1b∗β∗(b∗)−1.
The Fox derivative (see Subsection 7.1) is
∂α
∂β∗
= 1− β∗b∗(β∗)−1 + β∗b∗(β∗)−1b∗ = 1− b∗ + (b∗)2
when considered as an element of Z[H1(M)]. Evaluating this on the char-
acter ρ : H1(M) → C
× defined by ρ(b∗) = e
2pii
n gives Z(H,x) as computed
above therefore satisfying the conclusion of Theorem 7.2.
5.6. The disconnected case. Assuming Theorem 5.27, we show how to
extend the definition of ZH to arbitrary balanced sutured manifolds (i.e.
with possibly disconnected R−).
Let (M,γ) be a balanced sutured manifold. Then we can construct a
balanced sutured manifold (M ′, γ′) containing M and with connected R′ =
R−(γ
′) as follows (see [3, Section 3.6]). First, attach a 2-dimensional 1-
handle h along s(γ). This handle can be thickened to a 3-dimensional 1-
handle h×I attached to γ = s(γ)×I. This produces a new balanced sutured
manifold, and after sufficiently many handle attachments, we get (M ′, γ′)
with connected R′. For each s ∈ Spinc(M,γ) we let i(s) ∈ Spinc(M ′, γ′)
be defined by i(s)|M = s and let i(s) be the gradient of the height function
h × I → I on each 2-dimensional 1-handle h attached to R. Note that the
inclusion map induces an isomorphism
H∗(M,R;R) ∼= H∗(M
′, R′;R)
so given an orientation ω of H∗(M,R;R), we denote by ω
′ the corresponding
orientation of H∗(M
′, R′;R). Now, given a representation ρ : H1(M) →
G(A ⊗ B∗) we let ρ′ : H1(M
′) → G(A ⊗ B∗) be an arbitrary extension,
i.e., we choose ρ′ such that ρ′ ◦ i∗ = ρ where i∗ : H1(M) → H1(M
′) is the
homomorphism induced by inclusion.
Lemma 5.31. If R = R−(γ) is connected, then
ZρH(M,γ, s, ω) = Z
ρ′
H (M
′, γ′, i(s), ω′)
where (M ′, γ′) is any balanced sutured manifold constructed from (M,γ) as
above.
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Proof. It suffices to suppose (M ′, γ′) is obtained by adding a single 3-dimensional
1-handle to R− × I. Then, an extended Heegaard diagram of M
′ is ob-
tained from an extended diagram H = (Σ,αe,βe) of M by attaching a 2-
dimensional 1-handle h to Σ along ∂Σ and letting a′ = a∪{a}, b′ = b∪{b},
where both a and b are arcs parallel to the cocore of the 1-handle attached
(as usual we note αe = α ∪ a and βe = β ∪ b). If Σ′ denotes the sur-
face Σ with h attached, then (Σ′,α,β,a′, b′) is an extended diagram of
(M ′, γ′). Note that with such Heegaard diagrams, one has an identification
Tα∩Tβ = Tα′∩Tβ′ and we note x
′ the multipoint in Tα′∩Tβ′ corresponding
to x ∈ Tα ∩ Tβ. Since the cocore of h does not intersects any curve or arc
of H it follows from the definition that
Zρ(H,x) = Zρ
′
(H′,x′).
Moreover, since the map i : Spinc(M,γ) → Spinc(M ′, γ′) defined above is
an affine map and satisfies i(s(x)) = s′(x′) (see [3, Section 3.6]), one has
PD[hi(s),x′ ] = i(s)− s
′(x′)
= i(s)− i(s(x)
= i(s− s(x)))
= i∗(PD[hs,x])
which implies ζs,x = ζi(s),x′ since ρ
′ ◦ i∗ = ρ. Thus
Zρ
′
H (M
′, γ′, i(s), ω′) = ZρH(M,γ, s, ω)
as desired. 
Proposition 5.32. Let (M,γ) be a balanced sutured manifold with possibly
disconnected R = R−(γ). Let (M
′, γ′) be any sutured manifold with con-
nected R′ = R−(γ
′) constructed as above. The scalar Zρ
′
H (M
′, γ′, i(s), ω′)
is independent of how the one-handles are attached to R, provided R′ is
connected.
Proof. Suppose (M ′, γ′) and (M ′′,γ ′′) are obtained from (M,γ) by attaching
1-handles to R as above and that R′, R′′ are connected. One can keep
attaching 1-handles to find a sutured manifold (M0, γ0) containing both M
′
and M ′′. By the lemma above, it follows that Z(M ′) = Z(M0) = Z(H
′) as
desired. 
Definition 5.33. Let (M,γ) be a connected balanced sutured manifold with
possibly disconnected R = R−(γ). We define
ZρH(M,γ, s, ω) := Z
ρ′
H (M
′, γ′, i(s), ω′)
where (M ′, γ′) is any balanced sutured manifold obtained by adding 1-
handles to M as above. If M is disconnected with connected components
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M1, . . . ,Mm then we let
ZρH(M,γ, s, ω) :=
m∏
i=1
ZρiH (Mi, γi, si, ωi)
where γi = γ ∩Mi, ρi = ρ|H1(Mi), si = s|Mi , ωi = ω|H1(Mi,R−(γi);R) for each
i = 1, . . . ,m.
6. Proof of invariance
In this section, we prove Theorem 5.27, i.e., Theorem 1 when R−(γ) is
connected. We start by proving a basepoint-changing formula in Propo-
sition 6.5. From this, we deduce in Lemmas 6.6, 6.7 that ζs,xZ
ρ
H(H,x, ω)
is independent of the multipoint and the orientations of the closed curves.
These arguments differ from those of Kuperberg [8, 9] and Virelizier [24].
Theorem 5.27 follows by showing invariance under Heegaard moves as in [8]
in the closed case, together with Proposition 3.3 in the extended (sutured)
case.
We will use the same notation as is Section 5. Thus, we let H be
an involutive Hopf superalgebra over K with compatible relative integral
(B, iB , πB , µ) and relative cointegral (A, πA, iA, ι), and with distinguished
group-likes b ∈ G(B) and a∗ ∈ G(A∗). For simplicity of notation, we sup-
pose B is a Hopf subalgebra of H (which we can since πBiB = idB). We
also let (M,γ) be a connected balanced sutured 3-manifold with connected
R− = R−(γ) and ρ : H1(M) → G(A ⊗ B
∗) be a representation. We de-
note ρ = (ϕ,ψ) with ϕ : H1(M) → G(A) and ψ : H1(M) → G(B
∗) as in
the preceding section. Let s ∈ Spinc(M,γ) and let ω be an orientation of
H∗(M,R−;R). Let H = (Σ,α
e,βe) be an extended Heegaard diagram of
(M,γ) which is also ordered, oriented and based. We let N be the total
number of crossings of H and d = |α| = |β|, l = |a| = |b|. We will note
α = {α1, . . . , αd} and a = {αd+1, . . . , αd+l} and similarly for β
e. We also
denote by τ the permutation in SN induced from the orders Iαe and Iβe over
I. If V is a supervector space (usually V = B), we let 〈 , 〉 : V ∗ ⊗ V → K
be the standard evaluation pairing.
Notation 6.1. SinceH, ρ, ω are already fixed, we will usually note ZρH(H, ω)
just by Zρ(H, ω) or even Z(H). If H is based according to a multipoint, we
will always specify the multipoint in the notation.
We introduce some further notation for the next lemma. Let c be a subarc
of a curve αi (with endpoints in αi \ β
e), with the induced orientation. If
|c ∩ βe| = k, we suppose c specifies k consecutive crossings in Iαe (i.e.
the basepoint of αi is not in the “middle” of c). As usual, there is an
induced homology class c ∈ H1(M) obtained by multiplying the (β
∗)±1’s
encountered while following c along its orientation (Definition 5.16). Let N1
(resp. N2) be the number of crossings before (resp. after) c in Iαe , so that
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N = N1 + k +N2. For any group-like g ∈ G(B) we let mg : H → H be left
multiplication by g.
Lemma 6.2. Let c be a subarc of a closed curve αi ∈ α as above. If F is
defined by
F := ψβe(µ
⊗d ⊗ π⊗lB )mβePτSαe : H
⊗N → K.
then for any g ∈ G(B) one has
F (id⊗N1H ⊗m
⊗k
g ⊗ id
N2
H ) = 〈ψ(c), g〉F
as maps H⊗N → K. In particular, for any i = 1, . . . , d one has
F∆αe(id
⊗i−1
H ⊗mg ⊗ id
⊗d−i+l
H ) = F∆αe
as maps H⊗d+l → K. Similar statements hold if we use a subarc of a closed
β curve instead.
Proof. First note that if f ∈ {µ, πB}, then for any x, y ∈ H and b ∈ B one
has
(ψ ◦ f)(xby) = ψ(b)(ψ ◦ f)(xy).(4)
If f = µ this follows from centrality of B and B-linearity of µ and if f = πB
we use that ψπB is an algebra morphism and πB(b) = b for any b ∈ B ⊂ H.
Now, suppose that following the arc c in the direction of its orientation
and starting from its basepoint we encounter, in order, the curves (or arcs)
βi1 , . . . , βik ∈ β
e, with intersection signs m1, . . . ,mk ∈ {±1} respectively.
For simplicity of notation let
fj =
{
µ if βij ∈ β,
πB if βij ∈ b.
and ψj = ψ(β
∗
ij
) ∈ G(B∗) for each j = 1, . . . , k. If ǫj is defined by ǫj = 0
if mj = 1 and ǫj = 1 if mj = −1 (as in Subsection 5.3) then note that
ψjS
ǫj
B = ψ
mj
j in G(B
∗). Let x1, . . . , xN ∈ H. Then the relevant portion of
F (id⊗N1H ⊗m
⊗k
g ⊗ id
⊗N1
H )(x1 ⊗ . . .⊗ xN )
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corresponding to the arc c is
k∏
j=1
ψjfj(. . .S
ǫj(gxN1+j) . . . )
(i)
=
k∏
j=1
ψjfj(. . . S
ǫj(xN1+j)S
ǫj(g) . . . )
(ii)
=
k∏
j=1
ψj(S
ǫj
B (g))ψjfj(. . . S
ǫj(xN1+j) . . . )
(iii)
=
〈
k∏
j=1
ψ
mj
j , g
〉
k∏
j=1
ψjfj(. . . S
ǫj(xN1+j) . . . )
(iv)
=
〈
ψ
 k∏
j=1
(β∗ij )
mj
 , g〉 k∏
j=1
ψjfj(. . . S
ǫj(xN1+j) . . . )
(v)
= 〈ψ(c), g〉
k∏
j=1
ψjfj(. . . S
ǫj(xN1+j) . . . ).
Here (i) holds since S is an algebra antihomomorphism (unless ǫj = 0 in
which the order of the product is unchanged, but this does not affects the
next step), in (ii) we used (4) above, in (iii) we used that ψ−1 = ψ ◦ S for
any ψ ∈ G(B∗) together with the definition of the product in B∗ and that
g is group-like, in (iv) we used that ψ is a group homomorphism and finally
in (v) we use the definition of c. From this, the first part of the lemma
follows. The second part follows from the first by letting c = αi and using
that αi = 1 in H1(M). 
Notation 6.3. We will denote by τ(l, k) the permutation in Sk+l defined
by
τ(l, k)(i) =
{
k + i if i = 1, . . . , l
i− l if i = l + 1, . . . , l + k.
We also denote by 1k the identity permutation of Sk and we denote by
τ1 × τ2 ∈ Sk+l the external product of two permutations τ1 ∈ Sk, τ2 ∈ Sl.
Remark 6.4. Recall that a permutation τ ∈ Sk+l induces an isomorphism
Pτ : H
⊗k+l → H⊗k+l (see Notation 2.1). When τ = τ(l, k) note that
Pτ(l,k) = cH⊗l,H⊗k .
We now see what happens to Z(H) when we change the basepoints of
a diagram. Denote the basepoints in α ∪ β by pi ∈ αi and qi ∈ βi for
i = 1, . . . , d. Recall that we note ρ = (ϕ,ψ) under the isomorphism G(A ⊗
B∗) ∼= G(A) ⊗G(B∗).
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Proposition 6.5. Let H′ be the (ordered, oriented) based diagram obtained
from H by changing a basepoint pi ∈ αi for some i = 1, . . . , d to another
point p′i ∈ αi and leaving all other basepoints pj, j 6= i and qj fixed. Let c be
the arc from pi to p
′
i along αi (following the orientation of αi). Then
ZρH(H, ω) = 〈ψ(c), b〉Z
ρ
H(H
′, ω).
Similarly, let H′′ be the based diagram obtained by changing a basepoint
qi ∈ βj to q
′
i ∈ βj and leaving all other basepoints pj and qj, j 6= i fixed. If c
now denotes the arc from qj to q
′
j along βj then
ZρH(H, ω) = 〈a
∗, ϕ(c)〉ZρH(H
′′, ω).
Proof. We prove only the first property, the second is proved similarly. To
simplify notation, we suppose i = 1. Suppose that |α1| = k+ l where k = |c|.
Let τ, τ ′ ∈ SN be the permutations associated to H and H
′ respectively.
Since the last l crossings of α1 in Iαe become the first l crossings of α1 in
Iα′e one has τ
′ = τ(τ(l, k)× 1N−|α1|) and so
Pτ ′ = Pτ (Pτ(l,k) ⊗ id
⊗N−|α1|
H ) = Pτ (cH⊗l,H⊗k ⊗ id
⊗N−|α1|
H )(5)
by Remark 6.4 above. Note that all other tensors in the definition of ZH ,
namely, ψβe ,mβe , Sαe ,∆αe , ϕαe remain the same for both H and H
′. Now
write
∆αe(ι
⊗d ⊗ i⊗lA )ϕαe = ∆
|α1|ιϕ(α∗1)⊗ T
where T is some element of H⊗N−|α1|. Then
Pτ ′∆αe(ι
⊗d ⊗ i⊗lA )ϕαe
(i)
= Pτ ′([∆
|α1|ιϕ(α∗1)]⊗ T )
(ii)
= Pτ ([cH⊗l,H⊗k∆
|α1|ιϕ(α∗1)]⊗ T )
(iii)
= Pτ ([cH⊗l,H⊗k(∆
(l) ⊗∆(k))∆ιϕ(α∗1)]⊗ T )
(iv)
= Pτ ([(∆
(k) ⊗∆(l))cH,H∆ιϕ(α
∗
1)]⊗ T )
(v)
= Pτ ([(∆
(k) ⊗∆(l))(idH ⊗mb)∆ιϕ(α
∗
1)]⊗ T )
(vi)
= Pτ ((id
⊗k
H ⊗m
⊗l
b )(∆
(k) ⊗∆(l))∆ιϕ(α∗1)⊗ T )
(vii)
= Pτ ((id
⊗k
H ⊗m
⊗l
b )∆
|α1|ιϕ(α∗1)⊗ T )
= Pτ (id
⊗k
H ⊗m
⊗l
b ⊗ id
⊗N−|α1|
H )∆αe(ι
⊗d ⊗ i⊗lA )ϕαe .
As usual, mb : H → H denotes left multiplication by b ∈ G(B). Here we
used (5) above in (ii), we use coassociativity of ∆ in (iii), naturality of the
symmetry cH,H in (iv), we use the cotrace property (4) of Definition 3.6 in
(v), that b is group-like in (vi) and coassociativity of ∆ again in (vii). If
we apply δω(H)ψβe(µ
⊗d⊗π⊗lB )mβeSβe on both sides (note δω(H) = δω(H
′))
we get Z(H′) on the left side and, by Lemma 6.2, we get 〈ψ(e), b〉Z(H) on
the right side, where e is the arc from p′1 to p1 along α1. Since e = c
−1 in
H1(M) the result follows. 
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Note that the above proposition shows a crucial difference between our
construction and that of [9]: we do not show invariance under an arbitrary
choice of basepoints on α ∪ β but rather we use the B-linearity of µ (and
A-colinearity of ι) to have a nice basepoint-changing formula.
We now suppose H is based according to a multipoint x ∈ Tα ∩ Tβ, so
we readopt the notation ZρH(H,x, ω) (or just Z(H,x) for simplicity). Recall
that ζs,x is defined by
ζs,x := 〈ψ(hs,x), b〉〈a
∗, ϕ(hs,x)〉
where hs,x := PD[s− s(x)] ∈ H1(M).
Lemma 6.6. The scalar
ζs,xZ
ρ
H(H,x, ω)
is independent of the multipoint x ∈ Tα ∩ Tβ.
Proof. Let x,y ∈ Tα ∩ Tβ, say xi ∈ αi ∩ βi and yi ∈ αi ∩ βσ(i) for each
i = 1, . . . , d. We thus have basepoints pi(x), pi(y) ∈ αi and qi(x), qi(y) ∈ βi
for each i = 1, . . . , d. We let c′i be the arc from pi(x) to pi(y) along αi and let
d′i be the arc from qi(x) to qi(y) along βi. Let H be the based diagram with
basepoints the pi(y)’s on the α curves and the qi(x)’s on the β curves (and
let H have the same ordering and orientations of H). Using Proposition 6.5
over each alpha curve we get
Z(H,x) =
〈
d∏
i=1
ψ(c′i), b
〉
Z(H)
(i)
= 〈ψ(ǫ(x,y)), b〉Z(H)
where we use Lemma 5.24 in (i). Similarly, we have
Z(H) =
〈
a∗,
d∏
i=1
ϕ(d
′
i)
〉
Z(H,y)
= 〈a∗, ϕ(ǫ(y,x))〉Z(H,y).
Combining these, we get
Z(H,y) = 〈a∗, ϕ(ǫ(x,y))〉
〈
ψ(ǫ(x,y)), b−1
〉
Z(H,x)
=
〈
ρ(ǫ(x,y)), a∗ ⊗ b−1
〉
Z(H,x).
Noting that hs,x, hs,y ∈ H1(M) satisfy hs,y = hs,x + ǫ(x,y), we find
ζs,y = ζs,x〈ρ(ǫ(x,y)), (a
∗)−1 ⊗ b〉
and we deduce
ζs,yZ(H,y) = ζs,xZ(H,x)
as was to be shown. 
From now on we will denote ∆ = ∆op.
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Lemma 6.7. The scalar ZρH(H,x, ω) is independent of the orientations of
αe,βe chosen.
Proof. We only prove this for αe, the proof for βe is analogous. We will
denote by H′ = (Σ,α′e,βe) the ordered, oriented diagram obtained after
the orientation reversal and we suppose H′ is also based according to x. Let
τ ′ ∈ SN be the permutation corresponding to H
′. Suppose first that we
reverse the orientation of an arc ai with |ai| = k. Let τk be the permutation
in Sk defined by
τk(i) = k + 1− i.(6)
Since the order and the signs of the crossings through ai is reversed in H
′
and since S2 = idH , we have
Pτ ′Sα′e = PτSαe(id
⊗N1
H ⊗ PτkS
⊗k ⊗ idN2H ).(7)
Here N1 (resp. N2) denotes the number of crossings before (resp. after)
those of ai in Iαe . Noting that in H
′ the dual homology class a∗i is inversed,
we get
Pτ ′Sα′e∆α′e(ι
⊗d ⊗ i⊗lA )ϕα′e
(i)
= Pτ ′Sα′e(T1 ⊗∆
(k)iAϕ((a
∗
i )
−1)⊗ T2)
(ii)
= PτSαe(T1 ⊗ PτkS
⊗k∆(k)SiAϕ(a
∗
i )⊗ T2)
(iii)
= PτSαe(T1 ⊗ Pτk∆
(k)
iAϕ(a
∗
i )⊗ T2)
(iv)
= PτSαe(T1 ⊗∆
(k)iAϕ(a
∗
i )⊗ T2)
(v)
= PτSαe∆αe(ι
⊗d ⊗ i⊗lA )ϕαe
where Tj is some element of H
⊗Nj for j = 1, 2. We used Equation (7) above
in (ii) together with iAϕ((a
∗
i )
−1) = SiAϕ(a
∗
i ) since iA is a Hopf morphism,
we use that S is a coalgebra antihomomorphism and S2 = idH in (iii) and
that Pτk∆
(k)
= ∆(k) by definition of τk in (iv). This clearly implies that
Z(H′) = Z(H). Now suppose the orientation of a closed curve, say α1, is
reversed. We denote by α1 the curve α1 with the orientation reversed. We
will suppose the intersection of α1 and β1 at x1 is positive. Observe that
before reversing orientation, x1 was the initial crossing of both α1 and β1
in the orders of Iαe and Iβe respectively, and after reversing orientation
it becomes the last crossing of both curves (see Remark 5.23). Let H =
(Σ,αe,βe) be the ordered, oriented based Heegaard diagram that differs
from H only on the orientation of α1 (so the basepoints of H are the same
as those of H). The diagram H′ is ordered and oriented the same way as
H but its basepoints come from the multipoint x, so it differs from H on
the basepoint of β1. Since we supposed the crossing at x1 is negative in H
′,
Proposition 6.5 implies
Z(H) = 〈a∗, ϕ((α∗1)
−1)〉Z(H′) = 〈a∗, ϕ(α∗1)〉Z(H
′)(8)
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using α∗1 = (α
∗
1)
−1 in H1(M). Now we compare Z(H) to Z(H). Let k = |α1|.
If τ is the permutation of SN corresponding to H we see that
PτSαe = PτSαe(PτkS
⊗k ⊗ id⊗N−kH )(9)
(as in Equation (7) above), where τk is the permutation defined by Equation
(6). Write
∆αe(ι
⊗d ⊗ i⊗l)ϕαe = [∆
(k)ιϕ(α∗1)]⊗ T
for some element T in H⊗N−k. Then
PτSαe∆αe(ι
⊗d ⊗ i⊗l)ϕαe
(i)
= PτSαe([PτkS
⊗k∆(k)ιϕ(α∗1)]⊗ T )
(ii)
= PτSαe([Pτk∆
(k)
Sιϕ(α∗1)]⊗ T )
(iii)
= PτSαe([Pτk∆
(k)
SιSAϕ(α
∗
1)]⊗ T )
(iv)
= δ〈a∗, ϕ(α∗1)〉PτSαe([Pτk∆
(k)
ιϕ(α∗1)]⊗ T )
(v)
= δ〈a∗, ϕ(α∗1)〉PτSαe([∆
(k)ιϕ(α∗1)]⊗ T )
(vi)
= δ〈a∗, ϕ(α∗1)〉PτSαe∆αe(ι
⊗d ⊗ i⊗l)ϕαe .
Recall that δ is the sign defined by δ = −1 if both µ, ι have degree one and
δ = 1 otherwise. We used Equation (9) in (i), that S is a coalgebra anti-
homomorphism in (ii), and condition (2) of Definition 3.6 in (iv) together
with the fact that ϕ(α∗1) is group-like. Since H,H have the same basepoints
and orientations on the β curves and using that δω(H
′) = δ(H) = −δω(H)
(when ι, µ have degree one), this implies that
Z(H) = 〈a∗, ϕ(α∗1)〉Z(H).
Combining this with Equation (8) above we get Z(H′) = Z(H) as desired.

Finally, we have the following easy lemma.
Lemma 6.8. The scalar ZρH(H,x, ω) is independent of the ordering of H
chosen.
Proof. Suppose we permute two adjacent curves, say α1 and α2 with |α1| =
k, |α2| = l. Consider first the case in which ι has degree one. It is clear that
τ ′ = τ(τ(l, k)× 1N−k−l) (where τ(l, k) is defined in Notation 6.3). Denoting
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ιi = ιϕ(α
∗
i ) for i = 1, 2 we get
Pτ ′∆α′e(ι
⊗d ⊗ i⊗l)ϕα′e
(i)
= Pτ ′(∆
(l)ι2 ⊗∆
(k)ι1 ⊗ T )
(ii)
= Pτ ([cH⊗l,H⊗k(∆
(l) ⊗∆(k))(ι2 ⊗ ι1)]⊗ T )
(iii)
= Pτ ([(∆
(k) ⊗∆(l))cH,H(ι2 ⊗ ι1)]⊗ T )
(iv)
= (−1)|ι1||ι2|Pτ (∆
(k)ι1 ⊗∆
(l)ι2 ⊗ T )
(v)
= −Pτ∆αe(ι
⊗d ⊗ i⊗l)ϕαe
for some tensor T ∈ HN−k−l. Here we use Pτ ′ = Pτ (cH⊗l,H⊗k ⊗ id
⊗N−k−l
H )
in (ii) (see Remark 6.4), we use naturality of cH,H in (iii) and that ι has
degree one in (v). Clearly δω(H
′) = −δω(H) and thus we get Z(H
′) = Z(H)
as desired. If ι has degree zero, it is clear that no sign is introduced, neither
if two arcs are permuted since iA also has degree zero so Z(H
′) = Z(H) in
all cases.

Proof of theorem 5.27. Let H = (Σ,αe,βe) be an ordered oriented extended
Heegaard diagram of (M,γ) where αe = α∪a and βe = β∪ b. We suppose
H is based according to a multipoint x = {x1, . . . , d} ∈ Tα ∩ Tβ as in
Subsection 5.4. By Lemmas 6.6, 6.7, 6.8 we only need to prove invariance
of ζs,xZ
ρ
H(H,x, ω) under the extended Heegaard moves of Proposition 5.11.
Actually, since we used embedded Heegaard diagrams, invariance under the
(embedded) extended Heegaard moves implies that ζs,xZ
ρ
H(H,x, ω) depends
only on the tuple (M,γ, s, ω, ρ). To prove that ZρH(M,γ, s, ω) is a topological
invariant, one has to show that
ZρH(M,γ, s, ω) = Z
ρ′
H (M
′, γ′, s′, ω′)
if d : (M,γ) → (M ′, γ′) is a sutured manifold diffeomorphism and ρ′ ◦ d∗ =
ρ, s′ = d∗(s), ω
′ = d∗(ω), but this is obvious since d(H) = (d(Σ), d(α
e), d(βe))
is an extended diagram of (M ′, γ′) for any extended diagram of (M,γ). We
now prove invariance under the moves of Proposition 5.11. Note that since
all the properties of the integral are dual to that of the cointegral, it suffices
to prove invariance of choices for just one handlebody, say, the lower one.
Each time we change an α curve or a arc by one of the above moves, we
will denote by α′ or a′ the new set of ordered oriented curves or arcs thus
obtained and by H′ = (Σ′,α′e,β′e) the new Heegaard diagram. We also
let N ′ be the number of crossings of H′ and let τ ′ be the permutation of
SN ′ associated to H
′. We suppose H′ is based according to the multipoint
j(x) ∈ Tα′ ∩ Tβ′ , see Proposition 4.24 (so in the case of isotopy, we sup-
pose H′ is obtained from H by adding two new intersection points). Since
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s′(j(x)) = s(x), we get h′
s,j(x) = hs,x and so
ζ ′s,j(x) = ζs,x.
Hence, in all the moves below it suffices to prove that
Z(H′, j(x)) = Z(H,x)
which is what we do.
(1) Isotopy: suppose first we isotopy two arcs or curves in int (Σ). Since
we already proved invariance of orientations, we can assume our
curves (or arcs) are oriented as follows
+
−
where we suppose the surface is oriented as ∂Uα (i.e. towards
the reader) so the signs of the crossings are as indicated. Isotopy
invariance then follows immediately from the antipode property of S.
Now suppose H′ is obtained from H by isotoping an arc ai along ∂Σ
so that it intersects an arc bj . It suffices to suppose that N
′ = N +1
and that the new crossing is positive. Then we have
Z(H′) = 〈ψ(b∗j ), πBiAϕ(a
∗
i )〉Z(H) = Z(H)
since πBiA = ηBǫA (condition (5) of Definition 3.6). This proves
what we want.
(2) Diffeomorphisms isotopic to the identity: let d : H1 → H2 be a
diffeomorphism as in Definition 4.14. By the isotopy condition, the
dual homology classes of both diagrams are the same in H1(M).
Since both diagrams are diffeomorphic, this immediately implies that
Z(H1) = Z(H2).
(3) Handlesliding invariance: suppose we handleslide αj over αi where
αj , αi ∈ α
e and (αj , αi) /∈ α×a. We denote by α
′
j the curve obtained
after handlesliding. Since we already proved invariance of ordering
and orientation, we make the following assumptions:
(a) αi < αj in the order of α
e.
(b) αi, αj , α
′
j are oriented so that
∂P = αi ∪ αj ∪ −α
′
j
as oriented 1-manifolds, where P is the handlesliding region (see
Remark 5.15).
(c) If αi ∈ α we orient βi so that the crossing xi is positive. If
αj ∈ α we orient βj so that xj is negative.
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Note that by (b), one has o(H) = o(H′) so also δω(H) = δω(H
′).
By isotopy invariance, we can further suppose that the handlesliding
arc γ connects pj(x) to pi(x) in the case αj , αi ∈ α. Let Iγ := γ∩β
e.
For the moment, we further suppose that Iγ = ∅. Thus, we can write
α′j ∩ β
e = I ′i ∪ I
′
j
where I ′n is the set of crossings through α
′
j that sit next to the
crossings of αn for n = i, j. More precisely, there is a bijection
between I ′n and In = αn ∩ β
e and each point of I ′n is consecutive to
the corresponding point in In in the order of Iβe . By the conventions
above (notably (c) in the case αj , αi ∈ α) we see that when following
α′j starting from its basepoint, the crossings in I
′
i appear first and
then come those of I ′j. Thus, I
′
i, I
′
j inherit the order coming from
αi, αj and x < y for all x ∈ I
′
i, y ∈ I
′
j . We can suppose the same
in the case that α′j is an arc, since iϕ((α
′
j)
∗) is group-like in H.
Hence, letting k = |αi| and l = |αj |, the portion of the tensor Z(H
′)
corresponding to αi ∪ α
′
j looks as follows (recall that a red strand
denotes A and a black one denotes H):
fi
∆(k) ∆(l)∆(k)
fj fi
∆(l)∆(k)
fj
=
. . . . . .
. . .
where we use that ∆H is an algebra morphism on the right hand
side. Here we let fn = iA or ι according to whether αn is an arc or
curve for n = i, j. Now, inserting the group-likes gn = ϕ((α
′
n)
∗) into
the picture (as in Remark 5.15), we get
fi
∆(l)∆(k)
fj
fi fj
∆(l)∆(k)
fi fj
∆(l)∆(k)
(i)
=
(ii)
=
gig
−1
j gj gig
−1
j gj gi gj
Here we used Proposition 3.3 in (i) and we multiplied the group-
likes in (ii). The right hand side is the portion of Z(H) corresponding
to αi ∪ αj , as desired. Now suppose that γ ∩ β
e 6= ∅. Isotope αj
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through γ pass through all the points of γ∩βe, denote by α˜j the curve
thus obtained and let γ′ the portion of γ left, so that γ′ ∩ βe = ∅.
Then α′j is obtained by handlesliding α˜j over αi through γ
′ with
γ′ ∩ βe = ∅ so the general case follows follows from the case Iγ = ∅
above in the case that αj is an arc. When αj ∈ α we further need
to take care of basepoints. In this case, we first move pj(x
′) ∈ α′j to
p0 = α˜j ∩ γ
′, this multiplies Z by some factor λ as in Proposition
6.5. Then one can apply the argument above for Iγ = ∅ and finally
move the basepoint back to pj(x
′), which has the effect of cancelling
the initial λ. This shows that Z(H) = Z(H′) in all situations.
(4) Stabilization: this follows from the normalization ǫB(µ(ι(1A))) = 1
(condition (6) of Definition 3.6).

7. The torsion for sutured manifolds
In this section we prove Theorem 2. In Subsection 7.2 we show that ZρHn
is computed via Fox calculus (Theorem 7.2) and we explain how to com-
bine these invariants for varying n into a single invariant ZH0(M,γ, s, ω) ∈
Z[H1(M)]. We deduce Theorem 2 in Subsection 7.3 using some standard
facts from Reidemeister torsion theory.
7.1. Fox calculus. We begin by recalling the Fox calculus (see e.g. [23,
Sect. 16.2]). Let F be a finitely generated free group, say, with free genera-
tors x1, . . . , xd+l. Let Z[F ] denote the group ring of F . There is an augmen-
tation map aug : Z[F ]→ Z defined by aug(xi) = 1 for all i = 1, . . . , d+ l and
extended linearly to Z[F ]. Fox calculus says that there are abelian group
homomorphisms ∂/∂xi : Z[F ]→ Z[F ] satisfying
∂(uv)
∂xi
=
∂u
∂xi
aug(v) + u
∂v
∂xi
for all u, v ∈ Z[F ] and
∂xj
∂xi
= δij
for all i, j = 1, . . . , d+ l. As a consequence of these properties, one has
∂x−1i
∂xi
= −x−1i .
If w ∈ F is a word in the generators x1, . . . , xd+l, the Fox derivative ∂w/∂xi
is computed as follows: suppose there are n appearances of x±1i in w, say
w = w1x
m1
i w2 . . . wnx
mn
i wn+1
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where each word wk contains no x
±1
i and mj = ±1 for each j. Then
∂w
∂xi
=
n∑
j=1
mj(Ajx
−ǫj
i )(10)
where Aj is the subword of w given by Aj = w1x
m1
i w2 . . . x
mj−1
i wj and ǫj is
defined by ǫj = 0 if mj = 1 and ǫj = 1 if mj = −1.
7.2. Computation of ZρHn. Let (M,γ) be a balanced sutured 3-manifold
with connected R = R−(γ), s ∈ Spin
c(M,γ) and let ω be an orientation of
H∗(M,R−;R). We now introduce the notation to state Theorem 7.2.
Let H = (Σ,αe,βe) be an ordered, oriented extended Heegaard diagram
of (M,γ). As usual, we note d = |α| = |β| and l = |a| = |b|. Fix a multipoint
x0 ∈ Tα∩Tβ and for each i = 1, . . . , d let pi be the basepoint on αi associated
to x0 as in Subsection 5.4 (we won’t need basepoints on β). Since all curves
and arcs are oriented and the closed α curves have basepoints, we can write
a presentation
π1(M, ∗) = 〈β
∗
1 , . . . , β
∗
d+l | α1, . . . , αd〉
where ∗ is some basepoint. Here the α1, . . . , αd are words in the β
∗
1 , . . . , β
∗
d+l
constructed as in Definition 5.16, but without taking homology. Note that
to define the β∗i ’s as elements of the fundamental group one needs to be more
precise on the basepoint ∗, but it doens’t matter for our purposes, since we
will evaluate on an abelian representation ρ.
Notation 7.1. Since we only treat abelian representations, and for simplic-
ity of notation, we will consider the Fox derivative ∂αi/∂β
∗
j as an element
of Z[H1(M)] (strictly speaking, it belongs to Z[F ] where F is the free group
generated by β∗1 , . . . , β
∗
d+l).
Now consider the algebra Hn of Definition 2.5 and consider the relative
integral and (compatible) cointegral defined in Example 3.7. Since A = K
and B ∼= Z[Z/nZ] we can think of G(A⊗B∗) as the subgroup of n-th roots of
unity of K. More precisely, we identify an element f ∈ G(A⊗B∗) = G(B∗)
with its value f(K) ∈ K×. Thus, a representation ρ : H1(M)→ G(B
∗) can
be seen as a group homomorphism H1(M)→ K
× (which we still denote by
ρ) taking values in the subgroup of n-th roots of unity, and viceversa. We
can further extend ρ to a ring homomorphism Z[H1(M)]→ K.
Theorem 7.2. Let Hn be the Borel subalgebra of Uq(gl(1|1)) at a root of
unity of order n ≥ 1. Let (M,γ) be a balanced sutured manifold with con-
nected R− and let s, ω, ρ be as above. Then
ZρHn(M,γ, s, ω) = δζs,x0 det
(
ρ
(
∂αi
∂β∗j
))
i,j=1,...,d
48 DANIEL LO´PEZ-NEUMANN
where H = (Σ,αe,βe) is an extended Heegaard diagram of (M,γ) and x0 ∈
Tα∩Tβ as above. Here δ = δω(H) is the sign of Definition 5.25 and ζs,x0 ∈ K
is the scalar of Definition 5.26.
Before proceeding to the proof of this theorem we deduce an easy corollary.
Let Y (1) be the sutured manifold associated to a (pointed) closed 3-manifold
Y , that is, Y (1) is the complement of an open 3-ball B in Y with a single
suture in ∂B (see Example 4.3).
Corollary 7.3. Let Y (1) be the sutured manifold associated to a closed 3-
manifold Y and let ρ : H1(M) → C
× be a group homomorphism into the
group of n-th roots of unity. Then ZρHn(Y (1), s, ω) is zero if ρ 6≡ 1 and equals
±|H1(Y ;Z)| if ρ ≡ 1 (this is defined to be zero if b1(Y ) > 0).
Proof. Denote M = Y \ B, the underlying manifold of Y (1) and let H =
(Σ,α,β) be a Heegaard diagram of M . This specifies a cell decomposition
X of M with one 0-cell and an equal number g of 1-cells and 2-cells (see
Remark 4.7). Let ∂ρi : C
ρ
i (X) → C
ρ
i−1(X) be the boundary operator of the
complex Cρ∗ (X) := C∗(X̂)⊗Z[H1(M)]C where X̂ is the maximal abelian cover
of X and C is considered as a Z[H1(M)]-module via ρ. For an appropriate
choice of basis in Cρ∗ (X), ∂
ρ
2 is represented by the matrix (ρ(∂αi/∂β
∗
j )) (see
e.g. [23, Claim 16.6]) while ∂ρ1 is given by (ρ(β
∗
1 ) − 1, . . . , ρ(β
∗
g ) − 1). Note
that ρ ≡ 1 if and only if ∂ρ1 = 0. By Theorem 7.2 it follows that
ZρHn(M,γ, s, ω) = ±ζs,x0 det(∂
ρ
2 ).
But if ρ 6≡ 1, then ∂ρ1 6= 0 and so ∂
ρ
2 is non-surjective. Hence Z
ρ
Hn
= 0
whenever ρ 6≡ 1. If ρ ≡ 1 then Cρ∗ (M) = C∗(M) and since ∂1 = 0 we get
Zρ≡1Hn (M,γ, s, ω) = det(∂2) = ±|H1(M)| = ±|H1(Y )|
as desired. 
We introduce further notation for the proof of Theorem 7.2. For any
x ∈ αi ∩ β (where αi ∈ α), let p(x) ∈ αi be a basepoint defined as in
Subsection 5.4, so if the intersection at x is positive (resp. negative), p(x)
lies just before x (resp. after x) following the orientation of αi. We denote
by ai(x) the oriented subarc of αi going from pi = pi(x0) to p(x). Now let
x ∈ Tα∩Tβ be a multipoint, say xi ∈ αi∩βσ(i) for i = 1, . . . , d where σ ∈ Sd.
We denote the arc ai(xi) by ai(x) and let
a(x) := ∪di=1ai(x).
For each j = 1, . . . , d+ l define
(11) mj(x) := #(a(x) ∩ βj)
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where # denotes algebraic intersection number. We also denote
m(x) := sgn(σ)
d∏
i=1
m(xi)(12)
where m(xi) ∈ {±1} is the sign of the intersection at xi ∈ αi ∩ βσ(i).
Lemma 7.4. Let x0 ∈ Tα ∩ Tβ and suppose the closed α curves are based
according to x0. For each x ∈ Tα ∩ Tβ and j = 1, . . . , d let m(x) and mj(x)
be defined as above. Then for any homomorphism ρ : H1(M) → K into a
field K we have
(13) det
(
ρ
(
∂αi
∂β∗j
))
=
∑
x∈Tα∩Tβ
m(x)
d+l∏
j=1
ρ(β∗j )
mj (x)
 .
Proof. This is essentially [3, Prop. 4.2]. For any i = 1, . . . , d and x ∈ αi ∩β
define
A(x) :=
∏
y∈ai(x)∩β
e
(β∗y)
m(y) ∈ H1(M)
where βy ∈ β
e denotes the curve or arc through y and m(y) is the sign
of intersection at y. The product defining A(x) is taken from left to right
following the orientation of ai(x). Note that x /∈ ai(x) if the crossing at x
is positive and x ∈ ai(x) if it is negative. Thus if x ∈ αi ∩ βj , there is no
contribution of β∗j to A(x) corresponding to x if the crossing is positive, but
there is a contribution (β∗j )
−1 if it is negative. Since appearances of (β∗j )
±1
in αi correspond to intersection points x ∈ αi ∩ βj , we can write
∂αi
∂β∗j
=
∑
x∈αi∩βj
m(x)A(x)(14)
in Z[H1(M)] (see Equation (10) of Subsection 7.1). Now, expand the de-
terminant of the matrix Z = (zij) with zij = ρ(∂αi/∂β
∗
j ) using Leibniz
formula
det(Z) =
∑
σ∈Sd
sgn(σ)z1σ(1) . . . zdσ(d)
without ever cancelling terms. Using Equation (14) we see that there is a
bijection between multipoints in Tα∩Tβ and terms of the determinant when
expanded using Leibniz formula. More precisely, we have
det
(
ρ
(
∂αi
∂β∗j
))
=
∑
x∈Tα∩Tβ
m(x)ρ(A(x))(15)
where
A(x) :=
d∏
i=1
A(xi)
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if x = {x1, . . . , xd}. By definition of A(xi), the product ρ(A(x)) is indexed
by crossings in a(x) so if we regroup the terms of ρ(A(x)) along the β ∈ βe
we can write
ρ(A(x)) =
∏
β∈βe
ρ(β∗)m(β)
where m(β) is given by
m(β) :=
∑
x∈a(x)∩β
m(x).
Thus, m(βj) = mj(x) as defined in Equation (11) so
ρ(A(x)) =
d+l∏
j=1
ρ(β∗j )
mj(x).
Combining this with Equation (15) proves the lemma.

Proof of Theorem 7.2. For simplicity, we will denote Z = ZρHn(H,x0, ω).
We will assume H is ordered and oriented so that δω(H) = 1. Since
ZρHn(M,γ, s, ω) = ζs,x0Z, the theorem will be proved if we show that
Z = det
(
ρ
(
∂αi
∂β∗j
))
.
Since the relative cointegral (A, πA, iA, ι) has A = K, we have ϕ ≡ 1 and so
we can compute Z by forgetting the arcs in a. Thus, the map KH = KH(H)
of Definition 5.21 can be considered as a map H⊗d → H⊗(d+l). Let
F ′ := ρβe(µ
⊗d ⊗ π⊗lB )mβeSβePτ : H
⊗N → K
where N = |α ∩ βe| and F := F ′∆α : H
⊗d → K. Also, for each k ≥ 1 and
j = 1, . . . , k write
X kj =
j−1︷ ︸︸ ︷
K ⊗ . . .⊗K ⊗X ⊗
k−j︷ ︸︸ ︷
1⊗ . . .⊗ 1 ∈ H⊗k
so that
∆(k)(X) =
k∑
j=1
X kj .
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We have
Z = F (
d︷ ︸︸ ︷
ι, . . . , ι)
=
1
nd
n−1∑
i1,...,id=0
F (Ki1X, . . . ,KidX)
= F (
d︷ ︸︸ ︷
X, . . . ,X)
=
∑
ji=1,...,ki
i=1,...,d
F ′(X k1j1 ⊗ . . . ⊗ X
kd
jd
)
where ki = |αi| for all i = 1, . . . , d. We used Lemma 6.2 in the third equality.
Now comes the crucial observation: among the elements of H appearing in
the tensor X = X k1j1 ⊗ . . .⊗X
kd
jd
∈ H⊗N there are exactly d repetitions of the
generator X. If two of these X’s corresponded to the same β curve, then
they would be multiplied after applying mβe . Since X
2 = 0 in Hn, it follows
that
F ′(X ) = 0
whenever X = X k1j1 ⊗ . . .⊗ X
kd
jd
has two X’s over the same β curve. Hence,
the only contributions to Z come from the tensors X having at most one X
on each β curve. Moreover, since µ vanishes on B (the subalgebra generated
by K), the only contributions occur for the tensors X having exactly one
X on each β curve (so there is no X on the b-arcs). Thus, the tensors
X contributing to Z are in bijective correspondence with multipoints x ∈
Tα ∩ Tβ. If we let X (x) be the tensor corresponding to x, then we have
Z =
∑
x∈Tα∩Tβ
F ′(X (x)).(16)
We will prove that F ′(X (x)) equals the term associated to x on the right
hand side of Equation (13) in Lemma 7.4. Let X = X (x) with x ∈ Tα ∩Tβ,
say xi ∈ αi ∩ βσ(i) for each i. First note that since there is one “X” over
each closed β curve (and no X on the arcs) and since Hn is commutative,
the element mβe(SβePτ )(X ) ∈ H
⊗(d+l) has the form
(17) δKm1X ⊗ . . .⊗KmdX ⊗Kmd+1 ⊗ . . .⊗Kmd+l
for some δ ∈ {±1} and some integers m1, . . . ,md+l.
Claim 1. The sign is δ = m(x) as in Equation (12).
Indeed, recall that Pτ introduces a sign (−1)
|v||w| when two elements v,w
are permuted. There are d repetitions of X in X and |X| = 1 while all
the other elements appearing in X have degree zero. Thus, there is a sign
appearing in Pτ (X ) each time two X’s are permuted. Since there is an
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X corresponds to each crossing xi ∈ αi ∩ βσ(i), these X’s are permuted
according to σ and we have
Pτ (X ) = sgn(σ)P
′
τ (X )
where P ′τ denotes unsigned permutation (Notation 2.1). Now, some further
signs appear after the application of Sβe . Indeed, since S(X) = −K
−1X,
each negative crossing xi of x = {x1, . . . , xd} contributes a sign to δ. Thus,
we get
δ = sgn(σ)
d∏
i=1
m(xi) = m(x)
as desired.
Claim 2. For each j = 1, . . . , d + l one has mj = mj(x), where mj(x) is
the integer defined in Equation (11).
We take a closer look at the tensor
X = X (x) ∈ H⊗N =
⊗
x∈I
α
e
H.
For this, we will note by a′i(x) (i = 1, . . . , d) the subarc of ai(x) that starts
at pi = pi(x0) but ends just before xi, so that xi /∈ a
′
i(x) for all i. Let also
a′(x) := ∪di=1a
′
i(x). Note that if βj is an arc, then a(x)∩βj = a
′(x)∩βj but
if βj is a closed curve, then a(x)∩βj = a
′(x)∩βj ∪{xσ−1(j)}. By definition,
the tensor X consists of:
(1) a K over each crossing x ∈ a′i(x),
(2) an X over xi,
(3) a unit 1H over each crossing x ∈ αi ∩ β
e after xi,
for each i = 1, . . . , d. After applying SβePτ , if K lies over a crossing x it
becomes Km(x) and if X lies over xi, it becomes S
ǫi(X) = m(xi)K
−ǫiX.
Thus, when multiplying along a βj we multiply as many K
±1’s as crossings
in a′(x)∩ βj with an extra K
−ǫ (ǫ = ǫσ−1(j)) corresponding to xσ−1(j) when
βj is closed. In other words, the K
±1’s lying over βj correspond to a(x)∩βj .
Thus, after applying mβe to SβePτ (X ), the power mj of K corresponding
to βj is precisely
mj = #(a(x) ∩ βj) = mj(x)
for each j = 1, . . . , d+ l, therefore proving the claim.
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We thus get
F ′(X (x)) = ρβe(µ
⊗d ⊗ π⊗lB )(δK
m1X ⊗ . . .⊗KmdX ⊗Kmd+1 ⊗ . . . ⊗Kmd+l)
= ρβe(δK
m1 ⊗ . . .⊗Kmd ⊗Kmd+1 ⊗ . . .⊗Kmd+l)
= m(x)ρβe(K
m1(x) ⊗ . . .⊗Kmd+l(x))
= m(x)
d+l∏
j=1
ρ(β∗j )
mj(x)
 .
Here we used the definition of µ and πB in the second equality, Claims (1)
and (2) in the third equality and we evaluate against ρβe in the last one (we
denote ρ(β∗)(K) just by ρ(β∗) since we can think of ρ as an homomorphism
ρ : H1(M) → K
×). By Equation (16) and Lemma 7.4, this proves the
theorem. 
We now explain how to combine all the invariants ZρHn(M,γ, s, ω) ∈ K
for varying ρ and n ≥ 1 into one invariant ZH0(M,γ, s, ω) ∈ Z[H1(M)].
Let M, s, ω be as above (so R−(γ) is connected) and let H = (Σ,α
e,βe)
be an ordered, oriented extended Heegaard diagram, based according to
x0 ∈ Tα ∩ Tβ. Consider the expression
I(H,x0, ω) := δω(H)hs,x0 det
(
∂αi
∂β∗j
)
i,j=1,...,d
∈ Z[H1(M)]
where as usual hs,x0 = PD[s − s(x0)] ∈ H1(M) and the words αi start at
the basepoint determined by x0. Theorem 7.2 implies that
ρ(I(H,x0, ω)) = Z
ρ
Hn
(M,γ, s, ω)(18)
for any ρ : H1(M)→ K having values in the subgroup of n-th roots of unity.
Since this is true for any such ρ and any n ≥ 1, it follows that I(H,x0, ω) is
an invariant of (M,γ, s, ω).
Definition 7.5. We denote ZH0(M,γ, s, ω) := I(H,x0, ω) ∈ Z[H1(M)]. If
R−(γ) is disconnected, then we set ZH0(M,γ, s, ω) := ZH0(M
′, γ′, i(s), ω′)
where (M ′, γ′) is constructed from (M,γ) by adding 1-handles to R−× I so
that R(γ′) is connected.
Note that a priori ZH0(M,γ, s, ω) ∈ Z[H1(M
′)] when R− is disconnected,
but Theorem 2 implies that indeed ZH0 ∈ Z[H1(M)]. We denote this in-
variant by ZH0 since it specializes to the invariants Z
ρ
Hn
for any n ≥ 1 (by
Equation (18)) in the same way as the Hopf superalgebra H0 specializes to
Hn by setting K
n = 1.
7.3. Recovering Reidemeister torsion. We now relate the invariant ZH0
of Definition 7.5 to the relative Reidemeister torsion τ(M,R−). The torsion
τ(M,R−) is an element of Z[H1(M)] defined up to multiplication by an ele-
ment of ±H1(M) (see [23, Section 6.2]). The indeterminacy can be removed,
but we will not need this. We denote by =˙ equality up to multiplication by
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an element of ±H1(M). Since we will mostly consider equalities up to multi-
plication by ±H1(M), we will drop the Spin
c structure and homology orien-
tation from the notation. Thus, we note ZH0(M,γ) ∈ Z[H1(M)]/±H1(M).
Theorem 2 follows from the following facts (which in turn are the sutured
versions of some standard properties of Reidemeister torsion, cf. [23, Theo-
rem 16.5]).
(1) [3, Prop. 4.1]: When R− is connected, then
τ(M,R−)=˙ det(∂αi/∂β
∗
j )
where consider the Fox derivatives as elements of Z[H1(M)].
(2) [3, Lemma 6.3]: If S3(L) is the sutured manifold complementary to
an m-component link L ⊂ S3 then
τ(S3(L), R−)=˙
{
∆K if m = 1,∏m
i=1(ti − 1)∆L if m > 1
where ∆L denotes the multivariable Alexander polynomial of a link.
Note that ∆L is an element of Z[t
±1
1 , . . . , t
±1
m ] and requires L to
be ordered and oriented to be defined (see [23, Definition 15.2]).
The ordering and orientation of L defines a canonical isomorphism
Z[H1(S
3(L))] = Z[t±11 , . . . , t
±1
m ] and the above equality has to be
understood under this isomorphism.
(3) [3, Lemma 3.20]: If (M ′, γ′) is constructed by adding 1-handles
to (M,γ) as in Subsection 5.6, then i∗(τ(M,R−)) = τ(M
′, R′−) in
Z[H1(M
′)], where i∗ : H1(M)→ H1(M
′) is induced by the inclusion.
Note that in [3] the above properties are stated for the sutured torsion
τ(M,γ, s, ω), which is a normalization of τ(M,R−) and belongs to Z[H1(M)]
if (M,γ) is balanced. Since we consider equalities up to multiplication by
±H1(M), we can (and do) state these properties for τ(M,R−) instead.
Proof of Theorem 2. If (M ′, γ′) is obtained by adding a (possibly empty)
collection of 1-handles to R− in such a way that R
′
− is connected, then
ZH0(M,γ) := ZH0(M
′, γ′)=˙ det(∂αi/∂β
∗
j )
=˙τ(M ′, R′−) = i∗(τ(M,R−)).
The second equality is by definition of ZH0 (which in turn relies on Theorem
7.2). In the third and fourth equalities we used properties (1) and (3) above
respectively. This proves the theorem. 
Corollary 7.6. Let (S3(L), γ) be the sutured complement of anm-component
link L ⊂ S3, that is, s(γ) consists of two oppositely oriented meridians on
each component of ∂(S3 \N(L)). Then
ZH0(S
3(L), γ)=˙
{
∆K if m = 1,∏m
i=1(ti − 1)∆L if m > 1.
KUPERBERG INVARIANTS FOR BALANCED SUTURED 3-MANIFOLDS 55
Proof. This follows from Theorem 2 together with property (2) above. 
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