Introduction and notation
Let (2, = (Zn,r,. . . , Z,,,)} denote a positively regular, non-singular, d-type, critical Galton-Watson process. As usual, its off spring probability generating function (p.g.f.) is denoted by F(s)=(F,(s), . . . , Fd(s)). The matrix M of the offspring expectations has maximal eigenvalue 1, and its left and right eigenvectors corresponding to the eigenvalue 1 are denoted by u and u, respectively, normalized so that u.u=l and l*u=l with l=(l,..., 1). In passing we enumerate convenient notation which will be employed later: 0 = (0, . . . , 0); e, is a unit vector with the ith component equal to 1; for X, y E Rd, x Sy (X < y) whenever xi s yi (Xi < vi) for all i, er = (eXl, . . . , exd), xy = x:1 * * . x2, xy = (x,y,, . . . , xdyd), and x/y = (X,/Y, 9.. ., xd/yd) (yi # 0 for all i). Let F"(S) = (Fn,l(s), . . . , F&(s)) denote the nth functional iterate of F(s) where F,(s) = F(s) and F,(s) = s. In order to relax the finiteness of second moments of F(s), we shall introduce Vatutin's condition [ 131 x-u~{1-F(1-xu)}=x'+"L(x) (x+0), (1.1)
where 0 < (Y s 1 and the function L is slowly varying at 0. Goldstein and Hoppe [5] have also considered a condition equivalent to (1.1). The case (Y = 1 includes the one with finite variances.
For simplicity we shall henceforth write F,(s) and 2, instead of F,,,(s) and q,l for a real number f>O, respectively, where [t] is the integral part of t. Letting a, = u -(1 -F,(O)}, we shall later make use of the result, which has been proved independently by Vatutin [13] and by Goldstein and Hoppe [5] , that under the condition (l.l), a, = t -"Y&) (t+00), ( [lo] has defined the metric d which is induced from the metric db generating the Skorohod J1 topology in the space D( 1). Let 9 denote the a-algebra generated by the metric d, and 5B'( c) the a-algebra generated by the metric d: on D(c) which is analogous to another metric d' on D( 1).
For fixed positive integer n we shall look upon Z,, as a random element in (0, 9).
In this paper we shall first establish the following weak convergence result for a sequence of normalized random elements {e,,(t)} = {anZnt} with 2, = [a;'x,u+o(a,')] (this Gauss symbol will be also omitted henceforth). This result generalizes Lindvall [9, Theorem 21 to the multitype case. In order to prove the above theorem we shall examine the asymptotic behavior of the joint p.g.f.'s of random element Z,, in Section 2. Using the result obtained therein, in Section 3 we shall derive the convergence in finite-dimensional distributions of sequence { 9" (t)} under the condition (l.l), given a,& = x + o(1) (x 2 0 and # 0). Subsequently, using a straightforward extension of Lindvall [9, Lemma] 
'The transition probability function P(s, x; s + t, . ) satisjies the Kolmogorov equations
with infinitesimal mean a( t, x) and variance b( t, x) given by
and s3 1.
There is a difference in the functional form of a(t, x) and b(t, x) for 0 < t < 1 and t 2 1, respectively, and for t 2 1 they are as in Theorem 1.1. This is because nt 2 n and conditioning on (2, # 0) becomes redundant, but we can find the effect of conditioning on {Z,, # 0) in the joint distributions of {Y(t)} of Lemma 4.1.
Preliminary lemma
Let Qi(n,, . . . , n,; s', . . . , s,) be the joint p.g.f. of (Z,,,, . . . , Z,,+...+,,J given 2, = ei. Then we have @(n,; s') = F,,(s') and in general @(n,, . . . , n,; s,, . . . , s,) = F,,(sl@(n2,.
. . , n,; s2,. . . , s,)). e-"n",,
. . . , e-a"A~)}an'x,+o(a,'), we may apply Lemma 2.1 to get the desired result. The last assertion is obvious.
Let PO l,,...,," (x0 # 0) now be an nd-dimensional distribution corresponding to (3.1).
A d-dimensional function @(s, X; t, * ) (0 s s C= t) is defined as follows:
P(s, 0; t, (0)) = 1; P(s,x;t;)=I;(t-s,x;) and J e -*'Y?(f,~,dy)=exp{-y~"'(t,A~u)x~u} R:
for x # 0. It is obvious that the family {@;P,..A,} is consistent and is degenerate on the ray cu (c > 0). It is also easy to see that P(s, n; t, * ) satisfies the conditions of a transition probability function. Thus we get the equality Qt ,,,,,, *.+, = fip ,___, *"+,. We may now apply Stroock and Varadhan [12, Theorem 2.2.21 to obtain the desired result.
Combining
Lemma 3.1 with Lemma 3.2 immediately yields the following result.
Lemma 3.3. Under the condition (1.1) and for x0 = xOv (x0> 0), a sequence of the processes { +";I< t)} converges in jinite-dimensional distributions to the homogeneous Markov process { 8(t)} with initial state x0.
From now on we shall consider the one-dimensional processes { f,,(t)}. Substituting Ai = Air4 (i = 1, . . . , k) and x0 = xou (x0> 0) in Lemma 3.1, we can readily get its one-dimensional version for the sequence of{?R(t)}. Let @:P,...,~, be an n-dimensional distribution associated with its limiting Laplace transform, and a one-dimensional transition probability function &s, x; r, * ) be defined in the same way as in (3.2). Then we immediately have one-dimensional versions of Lemmas 3.2 and 3.3, and the relation { P( t)} = { ?< t) u}, When in the one-type case the second moment of an offspring p.g.f. is finite, according to Lamperti and Ney [8], Feller [4] derived the { P(t)} given in Theorem 1.1 as a limiting process. When considering such a problem, as far as we know, the finiteness of the second moment of a p.g.f. has been assumed in papers subsequent to [4] . But, as is noticed from our context, even though the second moments of Zi are infinite, the process {?(t)} becomes the same one as in Theorem 1.1 only if (Y = 1 in (1.1). This also applies to the process {Y(t)} of Theorem 1.2 again, as will be seen in the following section. Chistyakov [2] has established the convergence in finite-dimensional distributions of a sequence of processes {(dn)-'(&,/a) * 1 (Z,= nxOu~'ei} (x0> 0) for a certain class of continuous time d-type Markov branching processes including the critical case, assuming that the third factorial moments of the infinitesimal g.f. are finite.
But, in our context, substituting hi = Ail/ 2, (i = 1, . . . , k) in Lemma 3.1, under the condition (1.1) we can directly derive a result corresponding to Chistyakov [2] which is similar to a one-dimensional version of Lemma 3.1. We assume throughout the rest of this section that all the second moments of F(s) are finite. We have only to show the weak convergence of {9"(t)} to {p(t)} to complete the proof of Theorem 1.1. To that end, we want to apply Lindvall [ Similarly, for Z, = nzo+o(n) it follows that
LetbenowT,={t~T~P{x(t)=x(t-)}=l}foraprobabilitymeasurePon(D,~) and a dense subset T in [0, co). If X is a random element of 0, Tpx-l is abbreviated by TX. For each c > 0 we define r, : D-+-D(c) by r,x(t)=x(t),O==t~c.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. We first note that we may put g,,(t) = (Qr[~]t)-~2,,~ . u in terms of the remark following (1.2). We want to apply Billingsley [ 1, Theorem 15.61
for D(c). To that end we proceed in the same way as in Lindvall [9] , and from where the di's are the same as in Section 3, but dj+l = 1 -$ only just before injinity and j is the greatest integer such that tj < 1 (OS j G k and to= 0). The above limit is the Laplace transform of a probability distribution.
Proof. Suppose first that x,#O. Since as n + co. Thus we can apply Lemma 2.1 to obtain (4.2). The last assertion is easy to establish and the proof is then complete.
Remark 4.2. The limit (4.1) is the joint Laplace transform of the process {Y(t)} conditioned on Y( 1) # 0. In the one-type case with finite variance, the above limits can be found in Lamperti and Ney [S] .
For the convergence of transition probability functions of the processes {Y,(t)} we have the following result. =l-exp{-(1-s))""x.u}, x>O(#O).
=(l-s)""[yl"'(t,~.~,l-s-t,oo)-y',"'(t,A.~)] ifx=Oands+t<l,
Thus, dividing into the cases t < 1 -s and t > 1 -s, we can proceed in the same way as in the proof of the previous lemma and obtain the desired result. The case s a 1 reduces to Lemma 3.1 and the proof is complete. 
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