We combine traditional studies of inductive inference and classical continuous mathematics to produce a study of learning real-valued functions. We consider two possible ways to model the learning by example of functions with domain and range the real numbers. The first approach considers functions as represented by computable analytic functions. The second considers arbitrary computable functions of recursive real numbers. In each case we find natural examples of learnable classes of functions and unlearnable classes of functions.
Introduction
The starting point for studies in inductive inference is the model of learning by example introduced by Gold [5] . This is a simple model of learning algorithms that input examples of some function and produce programs that are intended to compute the function generating the examples. Learning takes place as the "correct" program must be produced after the learning algorithm has seen only finitely many examples.
The functions used as input are typically (partial) recursive functions. Using traditional encoding techniques, this class of functions is rich enough to model a wide range of phenomena [ 11. Researchers in inductive inference have used the basic model of Gold to study the effects of other parameters of the learning process such as errors tolerance, plurality of approaches, probability of success, learning via queries, etc. Herein we combine traditional studies of inductive inference and classical continuous mathematics to produce a study of learning real-valued functions.
The basic model of Gold works well as long as the collection of possible examples is effectively enumerable. The first problem that arises in our investigation is how to represent real-valued functions. In this work, we consider two possible ways to model the learning by example of functions with domain and range the real numbers. The first approach considers functions as represented by computable analytic functions. The second considers arbitrary computable functions of recursive real numbers [8] . In this case the sequence of conjectures is required to converge to some approximation of the target function -with a certain error bound allowed. In each case we find natural examples of learnable classes of functions and unlearnable classes of functions. The result with the most intriguing interpretation for machine learning concerns learning functions with an error bound.
The class of continuous functions defined over an interval is learnable ifs the interval is closed on both ends. The same is true for monotonic functions. This means that in practical learning algorithms, difference between success and failure may hinge on knowing the boundary conditions of the problem.
The two models take different approaches to solving the problem of how to input an ordered pair (x, y) where x and y are real numbers. One problem common to all models is that even the recursive real numbers have no natural total order. Consequently, our models generate a value x and request the corresponding value f(x). For the traditional model concerning the learning of functions from natural numbers to natural numbers, asking the simple question "What is the value of f(x)?" does not modify the learning potential of the collection of learning algorithms [4] . Consequently, we speculate that the aspect of polling for data points in our models is an insignificant departure from prior studies of inductive inference. Furthermore, the cardinality of the real numbers dictates that we consider computations only on the recursive real numbers.
For the model based on Taylor series, the value of x that is generated by the learning algorithm is in the form of a rational number, and hence, has a finite representation.
The value f(x) comes to the algorithm as an infinite bit string. The learning algorithm is free to observe as many of these bits as needed. In fact, it may examine some bits of f (x1 ), request and read some bits of f (x2) and then later go back and read more bits of f (xl ). The output of the inference process is an r.e. sequence of rational numbers that serve as the coefficients of the Taylor series that describes the function we are trying to learn. In fact, we could consider arbitrary computable real argument analytic functions and replace everywhere in Section 2 word "rational" with "recursive real" as well as "finite bit string for f(x)" with "rational approximation for the recursive real f(x)". Our preliminary results are obtained with the simpler machinery.
In recursive analysis, real numbers are represented by r.e. sequences of rational numbers that approach the given real number as a limit. Hence, inputs are indices of r.e. sequences and outputs are functions from indices of r.e. sequences to indices of r.e. sequences.
Analytic functions
In this section we consider learning subclasses of functions f that can be put in the form: 
Such a Q can be constructed so that its degree is at most s. Let d be the largest absolute value of a coefficient of Q. Consider the two new polynomials:
Q' = &l.Q+P and Q"= -.
-' Q+P.
Each of Q' and Q" is correct on the data received so far. M must change its hypothesis on one of the two polynomials as otherwise it will fail. If M does not output a new hypothesis, then it will fail to infer one of Q' or Q", both of which are in Y'. If M outputs its conjecture first on Q', then set P = Q', the new data point to (x,+1, Q'(ss+l)) and go to Stage s + 1. If M outputs its conjecture first on Q", then set P = Q", the new data point to (x,+1, Q"(ss+i )) and go to Stage s + 1. In either case, the resultant polynomial P will, when considered in Taylor series form, have coefficients c, < l/2" and, therefore, will be in Y'. End Stage s.
By our supposition that A4 can infer all of Y', the construction above will run through all stages s 3 1 defining a sequence of polynomials converging to f E 9 on which M outputs infinitely many conjectures. 0
Our study continues by isolating a subset of 9' that can be learned. Our learnable subset is found by placing more restrictions on the form of the coefficients defining the Talyor series. Let P' the set of all f E .Y' such that 1. For all n, c, E { 1/4",2/4",3/4"}, and
2. For all but finitely many n, c, E {l/4", 2/4"}, and 3. For m the largest value such that c, $ { 1/4m, 2/4m}, qrn is a recursive function such that for all i, cp,(i)=c;.
Theorem 2. There is an algorithm that can learn F'.
Proof. Suppose that f E Y". The inference procedure queries points (x,S(x)) in an attempt to find CO, cl,. . . . Everytime a c, $! {l/4"', 214"') is found, the inference procedure outputs m (provided no c,,,~ has been previously output for m'>m). In this way, the procedure will converge to the correct program for generating the constants of the Taylor series. The theorem follows from the next lemma.
Lemma 3. Recurrence for ck can be found by querying one point.
Proof. Let us introduce dk E { 1,2,3} such that ck = dk/Ak. Then
Hence dk is the kth digit in the expansion of S( 1) in the numerical system with basis 4.
(Such an expansion is unique, since all dk # 0 and we cannot have any ambiguity like that between 0.333 . . . and 1 .OOO . . . . Here is the recurrence to find all dk's:
The lemma, and the theorem follow. 0
Note the similarities between 5' and F". A traditional measure applied to inductive inference machines is to consider the number of time a change of conjecture is made [2] . The same measure applies to the IIMs considered in this section.
We start with a result from the ordinary theory of recursion to describe some property which holds for the family of all functions generating numerators of coefficients for 3".
Let U be the class of all recursive functions f with range { 1,2,3}, which obtain value 3 only for finite number of arguments x1,x2 , . . . ,x, (n 3 1) and the last of these arguments is index for f, i.e. cpX, = f.
Lemma 4. Class U is dense in itself, i.e. for any f E U and arbitrarily large m we can find another function g E U such that f and g coincide for the jirst m arguments.
Proof. Let us consider some f E U which has value 3 for arguments x1,x2,. . , ,x,, and (pX, = f. With no loss of generality assume that m >x,,. We construct g' in the following way:
The function g E U will differ from g' 4 U in one point only, i.e. for some e 2 m we shall define g(e) = 3. Using recursion theorem we define
There exist infinitely many e such that the equality above is true. Let us choose e to be the minimal number with e 3 m. Then take y = Q. 0
Remark. Notice that g contains exactly one more value "3" than f. This will matter for our next proof. Proof. Define Tk+l to be the largest subset of T" considered in Theorem 2 containing only functions with at most k + 1 numbers in the form 3/4", the last one of which provides il -a program generating the constants of the Taylor series for the function.
Using the techniques from the proof of Theorem 2, these k + 1 special numbers can be found. Each time a new encoded number is found, and only then, a new conjecture is produced. In this way, Tk+l can be learned by an IIM making only k mind changes.
Suppose that A4 is an IIM that makes at most k -1 mind changes. We describe how to construct a function in Tk+i that A4 cannot learn. First take some fi E T, (i.e. a function which has just one coefficient 314"). Start Stage 1. We cannot determine which case holds in any stage. So we have to follow all paths until we reach Stage k + 1. Now, M is not allowed to output further conjectures and among all 2k functions f k+l, at least one is such that M failed to learn it. 0
Computable real functions
The field of recursive analysis was developed in an effort to study effective computation on the real numbers [8] . All the machines we consider in this section learn a close variant of the function providing the input examples. We consider two different metrics to determine proximity to the desired function.
Maximum metric
Distance between real-valued functions can be defined in various ways. The socalled maximum metric is the simplest one. Let f and g be functions defined on some interval I.
d(f 7 s> = :iy If (x1 -g(x)l.
The supremum of a set equals to the maximum element if the set has one; otherwise it is the least upper bound of all elements in the set (or fco if there is no upper bound). Hence d( f, g) d E implies that the distance between values of f and g in any point of the interval I is GE. In particular, we have f = g when d( f, g) = 0.
Theorem 6. Set of all continuous functions defined in some closed interval I is EX-learnable within precision G where E is arbitrary positive number.
Proof. With no loss of generality assume that I = [0, 11. 
We ask for the values of target function f only on the points belonging to some Ak. Our learning algorithm outputs first-order splines as conjectures for f. The line segment connecting the points f (xl ) and f (x2) is denoted by LS( f (x1 ), f (x2)) and is defined as:
Sf(xd+ Xf(x*).
x2 -x1
Each conjecture h is based upon some Ak and is defined as follows:
and x E (x1,x2).
After an output of a conjecture, the learning machine requests the values
for x E Ak+l, x E Ak+2, and so on. The conjecture is updated iff for some x E Ak+p, the distance 1 f(x) -h(x)1 > c/2, where h is the current conjecture.
End Algorithm.
Evidently, all conjectures h are computable functions and their indices depend uniformly recursively upon xi and f (xi).
To prove the correctness of the algorithm above, we show that the sequence of conjectures converges and, moreover, limit conjecture approximates f with precision E. By Cantor's theorem, any function continuous on the closed interval is also uniformly continuous. Uniform continuity means that for any E' we can find 6' such that Ix' -~"1 < 6' implies If (x') -f (x")] <E'. Let us find 6' for E' = ~12. In the notation of the algorithm, if some conjecture h was based upon Ak with 1/2k < 8, then further changes of conjecture are impossible.
Indeed, for any x E I (and consequently for any x E Ak+p) there exist x1,x2 E Ak such that x2 -xi = 1/2k and x E [x1,x2]. Then
Suppose that the algorithm converges to h. We know that for any x' in the form m/2k inequality If(x') -h(x')J <s/2 holds. For arbitrary x E I we find binary rational number x' so close to x that both If(x) -f(x')] <e/4 and IA(x) -h(x')l <a/4 (here we use continuity of f and h rather than uniform continuity). Then
If (x1 -h(x)1 = If (x> -f (x'> + f (x') -h(x') + h(x') -h(
The above-mentioned analytical description of the classes identifiable in the limit sense cannot be much weakened. For example, uniform continuity cannot be replaced by continuity whenever the domain is such that these two notions are different. (0, 1] that cannot be learned in the limit within precision 1.
Theorem 7. There is a set U of bounded continuous functions de$ned on the interval

Proof.
The set U will consist of all the functions which map each of the numbers l,i,f,... Let us consider a RIIM M. We construct a sequence of functions fo, f,, . . which will be employed to produce a counterexample for strategy M.
Stage 0: Define fo to be the constant 2 function.
Stage s:
Assume that M on the function JY_i has output a conjecture h and so far queried the points xi , . . . ,x,. We find an interval [l/n + 1,1/n] located to the left of all the points xi and define two new functions f' and f" equal to fY-i in all points l/k excepting that = 2 and f" (One of them differs from fs_l .) Observe, that both f' and f" are consistent with the data observed by M, because they can differ from fs-l only in the two intervals adjacent to l/(n + 1) neither of them containing any xi. Hence, M must change its conjecture on either f' or f". Then define f3 = f' (or respectively, f") and go to the stage s + 1.
For any number l/k the sequence of values fo( l/k), fi( l/k), . . . stabilizes to some g( 1 /k). Then g is the counterexample needed because M on g performs infinitely many changes of conjecture. 0
For FIN-learnability (no mind changes allowed, the so-called one-shot learners [3] ) the language of traditional real analysis also provides a natural collection of functions. [7] ). A family U of continuous real functions is called equicontinuous if given .s>O there exists 6 >O such that
Definition 4 (Mukherjea and Pothoven
Intuitively, this means the same estimate of growth rates for all functions in the class. We call a class U efictively equicontinuous if correspondence between 6 and E (written h(s)) is computable. Proof. First we compute 6 = d(s). Let the target function f E U be given. We find the conjecture h based upon Ak for which ( l/2k) < 6 as in the proof of Theorem 6 (see Eqs. (1) and (2)).
For all points x EAT : h(x) = f (x). We prove that for
We find two neighboring points xi, x2 E A such that x2 -x1 = (1 /2k ) < 6, x E [xl, x2] and hence Ix-xi 16 6 and lx--x2 I < 6. Then
L1 metric
In the space of real-valued functions there are alternative ways of defining distance.
We set dl(f,g)= s If @-&)I dx.
XEI
The maximum metric is defined for all pairs of functions (or all pairs of bounded functions, if we wanted distance to be finite). The distance dl is defined for a narrower class of Lebesgue-measurable functions. But still it includes most of the interesting bounded functions. A first observation is given in the following: Here are some results demonstrating the improvement in the usual limit learning and FIN learning power when we allow E integral precision (i.e. dl distance between the final conjecture and target <E) rather than e precision for any value. 
End Algorithm.
We proceed to verify the correctness of the above algorithm. Such an algorithm can perform only finitely many mindchanges. Indeed, every mindchange means that a value of f has been found which exceeds all the previously queried values at least twice, and we know f to be bounded. Secondly, if m* is the true value of sup 1 f (x)1 then continuity of f implies that f(x) < m*/2 on some subinterval of [0, 1). This subinterval has some length, say d. Then, clearly, m receives a true estimate till step s', where ( 1/2s') dd. 
dxd(y2-yl)(x2-~1). XI
The informal proof of the lemma follows from the observation that the area enclosed between the two graphs in Fig. 2 Proceeding inductively, we show that
where hk is the conjecture based upon Ak. Remark. Monotone functions cannot be identified with a maximum metric error E>O in the sense FIN. Furthermore, they cannot be learned in the usual limit sense. This is caused by the fact that a monotone function can have a leap greater than 2~ and no finite number of queries allows us to determine the exact place where this leap occurs.
In contrast to the previous theorem, allowing monotone functions to be defined on some open or half-open interval causes the class being not identifiable in the limit with any integral error bound (not speaking about one-shot learning or error bound in the sense of metric d instead of dt ). Stage s: Let us construct f,' by Lemma 14 using A -set of all points queried by A4 so far. Observe further behavior of A4 on both fS and f,'. It cannot be the case that the last conjecture h output by M is a valid approximation for fS as well as f,'. Indeed, from dl( fS, h) < E and d, (f,', h) d E by the inequality of triangle we would obtain dl( fS, f,') < 2s which contradicts Lemma 14. Set fS+l equal to that one of the two functions on which M changes its conjecture first. Go to the Stage s + 1.
For any fixed x E (0, l] the sequence fo(x), f,(x), . . . converges effectively to some value f(x). Function f is the desired counterexample constructed by assumption that M can identify U. 0
