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Abstract—Simultaneous Localization and Planning (SLAP)
under process and measurement uncertainties is a challenge.
It involves solving a stochastic control problem modeled as a
Partially Observed Markov Decision Process (POMDP) in a
general framework. For a convex environment, we propose an
optimization-based open-loop optimal control problem coupled
with receding horizon control strategy to plan for high quality
trajectories along which the uncertainty of the state localization
is reduced while the system reaches to a goal state with minimum
control effort. In a static environment with non-convex state
constraints, the optimization is modified by defining barrier
functions to obtain collision-free paths while maintaining the
previous goals. By initializing the optimization with trajectories in
different homotopy classes and comparing the resultant costs, we
improve the quality of the solution in the presence of action and
measurement uncertainties. In dynamic environments with time-
varying constraints such as moving obstacles or banned areas,
the approach is extended to find collision-free trajectories. In
this paper, the underlying spaces are continuous, and beliefs are
non-Gaussian. Without obstacles, the optimization is a globally
convex problem, while in the presence of obstacles it becomes
locally convex. We demonstrate the performance of the method
on different scenarios.
I. INTRODUCTION
Uncertainty is a feature of many robotic systems. Whether
it is navigation underwater, aerially, or in a cluttered envi-
ronment, uncertainty presents itself as an inevitable part of
the problem. Dealing with uncertainty in any situation is a
challenge. For a robust and reliable plan, the controller must
solve a stochastic control problem [25, 26], which can be
formulated as a Partially Observed Markov Decision Process
(POMDP) [3], [45], [19]. However, unless the domain of
the planning problem is finite and small, finding the optimal
control law in a general set-up is extremely difficult [36, 30].
This is because the planner needs to compute an offline
policy function for all conditional probability distributions of
the state, referred to as belief states. Approaches that solve
the problem by either building a decision tree of discretized
observation-action pairs [44, 37], or maintaining a global
discretization of the value function over continuous spaces,
suffer from the exponential complexity known as the curse
of dimensionality [19, 56]. A more significant problem is the
exponential growth of the number of trajectories corresponding
to action-observation pairs, known as the curse of history [37].
In contrast, deterministic motion-planning methods assume
no uncertainty and aim to obtain collision-free paths. In
these methods, the dynamics of the system and any kinds of
uncertainty involved in the problem have no impact on the
final trajectory. Falling in this category are sampling-based
approaches, such as Rapidly exploring Random Tree (RRT)
[27, 21] and Probabilistic RoadMap (PRM)-based [22, 23]
methods; and trajectory optimization-based algorithms, such
as Covariant Hamiltonian Optimization for Motion Planning
(CHOMP) [57] and TrajOpt [43] which aim to obtain a
collision-free trajectory.
However, real world systems contain both motion and sens-
ing uncertainty and require belief space planning. Assuming
the belief is fully parameterized by a mean and covariance is
a well-entrenched method in the literature. Early extensions
of Linear Quadratic Gaussian (LQG)-based methods [6], such
as iterative LQG (iLQG) [48], restricted attention to process
uncertainty by assuming full observations. By incorporating
observation uncertainty, roadmap-based [40, 17] and tree-
based methods [50] apply LQG methodology to find a locally
optimal nominal path, rather than constructing a trajectory.
Van den Berg et al. [51] use stochastic Differential Dynamic
Programming (sDDP) to extend LQG-MP [50] to roadmaps,
which is then extended in [52] utilizing iLQG to perform the
belief value-iterations. Methods described in [49, 38] perform
filtering during the planning stage using the most likely obser-
vation in order to make the belief propagation deterministic.
Algorithms that consider Monte-Carlo simulations on future
observations, or methods such as [1, 51] which consider all
future observations, can perform better. However, LQG-based
methods always require an initial feasible solution, which
can limit trajectories and affect planning. In Feedback-Based
Information RoadMap (FIRM) [2], a belief-MDP problem
is solved over a belief-graph. This method is advantageous
because it breaks the curse of history; however, its belief
stabilizations are LQG-based. In LQG-based methods, other
than the Gaussianity assumption of the uncertainty (which
is insufficient in many situations), computational cost and
scalability is a concern. In case of large deviations, unpredicted
error accumulations force the controller to re-plan. Hence,
methods that provide an output trajectory instead of a feed-
back policy must have a fast re-planning algorithm. Thus,
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application of methods, such as [51] with high computational
complexity becomes limited to problems of small domains.
Receding Horizon Control (RHC) or Model Predictive
Control (MPC)-based methods [15, 31] are closely related
methods, where the optimization problem involved in the inner
control loop is required to compute quickly. In these methods,
at each time-step, a finite-horizon optimal control problem
results in an optimal open-loop sequence of controls for the
current state of the system whose first element is applied to
the plant [33, 32]. An appealing advantage of MPCs is that,
unlike POMDP solvers that obtain an offline feedback policy
prescribing the control for all (belief) states, MPCs have a
natural online planning procedure for the current state of the
plant. Particularly, in problems with changing environments
with moving objects, offline plans can become unreliable after
the execution of a few steps of planned actions, thus exploring
only the relevant portion of the belief space. Deterministic
MPCs have received the most attention in the literature, and
stochastic MPCs are still under development. A large body
of the literature focuses its attention on robust-MPCs and
optimization in a tube of trajectories generated by propagating
the initial state with several samples of process uncertainties
[18, 29]. These methods can lead to extreme conservativeness
[28]. Another class of methods tackles the problem with linear
process and observation models. However, these methods can
lead to either non-convex or high-computational costs [16].
In problems with process uncertainty, Monte-Carlo based
methods [4, 20], and related methods such as the scenario
approach [12], have also been successful in providing proba-
bilistic guarantees with high confidence for convex problems.
However, in the presence of obstacles, most problems become
inherently non-convex which limits the application of such
methods in robotics problems.
In this paper, a stochastic MPC is proposed for planning in
the belief space. We define a finite-horizon optimal control
problem with a terminal constraint that samples from an
initial non-Gaussian belief and maps belief state samples
to observation samples through usage of the observation
model. The actions are planned with the aim of compression
of the ensemble of observation trajectories. Therefore, the
filtering equation, which usually poses a heavy burden on
stochastic control problems, is avoided during the planning
stage. Additionally, the “most likely observation” assumption
is not used. The core problem in a convex environment
is convexified for common non-linear observation models.
Moreover, non-convex constraints are respected softly with a
combination of line integration of barrier functions along the
state trajectory. In a static environment, we apply the proposed
optimization over trajectories in different homotopy classes
to find the lowest cost, smooth, collision-free trajectory with
uncertainty reduction and minimum effort. It should be noted
that, although the optimization is initialized with trajectories,
our algorithm constructs a new trajectory, since the underlying
trajectory only defines the homotopy class of the trajectory and
is morphed continuously into a locally optimal one. Moreover,
as elaborated in the simulations, the initial trajectory need not
be completely feasible; if it is feasible, the optimization avoids
morphing towards infeasible regions. In dynamic environments
where the obstacles can move or banned areas can change
over time, the optimization problem is modified to respect
the time-varying constraints via time-varying barrier functions.
Therefore, in neither the static nor dynamic cases does the
optimization vector size changes and the decision variables
remain solely as the control variables. Our approach, which
simplifies the planning stage and reduces the computational
complexity for solving the open-loop optimal control problem,
significantly improves online navigation under uncertainty
when compared to previous methods. Planning for uncer-
tainty and optimization becomes more efficient by reducing
computational costs by utilizing our stochastic MPC, which
then becomes inherently flexible and scalable; thus, enabling
its usage in both static and dynamic environments. This
flexibility allows our stochastic MPC to increase its scalability
in the static environment, thereby moving from locally-optimal
solutions towards a better approximation of a globally-optimal
approach by applying the algorithm over multiple homotopy
classes. Furthermore, once established, the scalability can
make possible the treatment of dynamic environments with
time-varying constraints or moving obstacles, which makes
the algorithm suitable for online planning.
II. PROBLEM DEFINITION
In this section, we provide the general problem and other
definitions.
System equations: We denote the state of the system by x ∈
X ⊂ Rnx , control action by u ∈ U ⊂ Rnu , and observation
vector by z ∈ Z ⊂ Rnz . We only consider holonomic systems
in this paper, where the general system equations are xt+1 =
f(xt,ut,ωt) with zt = h(xt)+νt, where {ωt} and {νt} are
zero mean independent, identically distributed (iid) mutually
independent random sequences, f : X×U×Rnx → X defines
the process (motion) model, and h : X → Z specifies the
observation (measurement) model.
Belief (information state): The conditional distribution of
xt given the data history up to time t, called the belief
bt : X×Zt×Ut → R. It is defined as bt(x, z0:t,u0:t−1, b0) :=
pXt|Z0:t;U0:t−1(x|z0:t;u0:t−1; b0), and denoted by bt(x) or bt
in this paper [46, 25, 9, 24]. We use a non-Gaussian particle
filter representation of a belief in belief space, B, by taking a
number N of state samples {xit}Ni=1 with importance weights
{wit}Ni=1 [47, 13, 42, 41] and bt(x)≈
∑N
i=1 w
i
tδ(x−xit) where
δ(·) is the Dirac delta mass. It can be proven that by increasing
the number of particles to infinity, the distribution of the parti-
cles tends to the true filtering distribution [14]. In our planning
problem, we employ for the Maximum-A-Posteriori (MAP)
state estimate defined as xˆt = arg maxx∈X bt(x). The belief
dynamics follow Bayesian update equations, summarized as a
function τ :B×U×Z→ B, where bt+1 = τ(bt,ut, zt+1) [5].
Problem 1: General optimal control problem. For a holo-
nomic system, given the initial belief state bt′ and a goal state
Fig. 1: Comparison of our method (3) with the traditional belief propagation methods (1 and 2).
xg , we define the following optimal control problem:
min
pi
Epi[
K−1∑
t=0
cpit (xt,ut) + cK(xK)]
s.t. bt+1 = τ(bt,ut, zt+1) (1a)
xt+1 = f(xt,ut,ωt) (1b)
zt = h(xt) + νt (1c)
φjt (xt) < 0, j∈ [1, nc], (1d)
where the optimization is over feasible policies, and pi =
{pi0, · · · , pit} where pit : Zt+1 → U specifies an action given
the output, ut = pit(z0:t). Moreover, cpit (·, ·) : X × U → R is
the one-step cost function, φjt (xt) < 0 are nc(K+1) inequality
constraints, cpiK(·) : X→ R denotes the terminal cost, and the
expectation is taken with respect to policy pi.
Now that we have defined our problem, we present the
proposed solution for different variations of this problem.
III. OUR SOLUTION
A. Belief Space Planning
Calculation of the solution for the belief space problem 1
in general is intractable. One attempt to make the problem
more tractable is to restrict the policy to strategies such as
RHC, reduce the closed-loop optimization to an open-loop
optimal control problem, and close the feedback loop by re-
planning after execution of each action to account for updated
belief. Even though the open-loop problem does not provide
a feedback policy for all beliefs, it provides an open-loop
optimal control sequence that still involves optimization in the
belief space, which is a function space. Particularly, since the
observation space is continuous, the constraint of equation (1a)
makes the problem computationally intractable. However, we
will define our cost function such that the filtering equation is
incorporated in the cost function. It can be shown that equation
(1a) can be omitted to make the optimization more tractable,
while the approximate solution maintains its quality.
Linearized system equations: We linearize the process
model around a nominal trajectory {xpt }t
′+K
t=t′ , {upt }t
′+K−1
t=t′ for
a lookahead time horizon of K and linearize the observation
model about the MAP state trajectory, to obtain:
xt+1 = f
p
t +Atxt +Btut +Gtωt (2a)
zt = h(xˆt) +H(xˆt)(xt − xˆt) + νt, (2b)
where fpt := f(x
p
t ,u
p
t , 0) −Atxpt − Btupt , and the matrices
At = ∂f(x,u, 0)/∂x|xpt ,upt , Bt = ∂f(x,u, 0)/∂u|xpt ,upt , and
Gt = ∂f(x,ut, 0)/∂ω|xpt ,upt are constant during each time
step (but can be time-dependent). In our planning problem
we construct an optimal trajectory. Therefore, in holonomic
systems and under saturation constraints, the initial nominal
trajectory can be morphed to differ significantly from the final
optimized trajectory. However, it is important that although
we linearize the observation model, the resultant Jacobian
H(xˆt) = ∂h(x, 0)/∂x|xˆt is non-linear, state-and-time depen-
dent for many observation models. In other words, H(xˆt) is
a function of the control variables.
Incremental cost c(·, ·) : X× U→ R is defined as:
c(xt,ut)=Ebt [(xt−xˆt)TW(xˆt)(xt−xˆt)+uTt−1Vut ut−1], (3)
where W(xˆt) := H(xˆt)TR(xˆt)H(xˆt)  0 and Vut  0
are positive definite matrices, and R : X → Rnz×nz is a
proper weighting matrix, to be defined later. Conceptually, the
special definition of the W matrix converts the weighted error
of state particles to a weighted error of observation particles.
Doing this, we are incorporating the uncertainty reduction in
the cost, avoiding the filtering equation as a constraint in the
optimization, which breaks the computational cost of planning
problem, avoids introduction of new decision variables, avoids
propagation of the belief using most likely observations,
and distinguishes our method from LQG-based methods and
similar particle filter-based methods. This cost seeks to reduce
the dispersion in the ensemble of the observation trajectories
in terms of the weighted covariance. In other words, the
minimization seeks to reduce the uncertainty in the predicted
observation or equivalently in estimation, which translates
itself to shrinking the support of belief distribution.
Comparison of our method with traditional approaches:
Figure 1 graphically compares our method with traditional
methods in the literature that tackle the open-loop problem. In
order to perform the filtering equation, a previous belief and
action, and a current observation are required. In the planning
stage, where the controller obtains the best sequence of future
actions, a current belief is given; however, all that is known
about the future observation is a likelihood distribution. As
shown in this figure, in classic methods, the initial belief is
propagated using finitely many samples of the observation
obtained from the likelihood distribution. Therefore, a decision
tree on the future predicted beliefs is constructed and so that
the optimizer can obtain the best action for each height of the
tree. Overall, the first method is computationally intensive.
In the second popular class of methods, only most likely
observation is utilized to perform the filtering equations and
propagate the belief. This method can be less accurate than the
latter, and although it provides a less expensive optimization,
nevertheless, the filtering equation is part of the optimization
constraints which limits the application of this method to small
domains. However, in our method, once the samples of the
initial belief are propagated via the predicted model of the
system, they are converted into observation particles by a
proper usage of the observation model. Thus, a rope-like bun-
dle of propagated observation particle strands is constructed
using the initial belief samples and with the advantage of a
particular defined cost function, the dispersion in the strands is
minimized. Hence, the optimization not only morphs the rope
towards regions that provide observations, but also seeks to
compress the bundle towards the end of the horizon. As a result
of reduced uncertainty in observation bundle, the belief itself
shrinks and the same results are obtained without performing
the filtering equation. Therefore, using this idea, the main
computational burden of the problem is broken and the much
cheaper optimization yields the desired results. We provide
more details as we proceed in the paper.
B. Convex Environment
In this subsection, we provide our solution to the first variant
of the problem 1. Our assumption in this variant is that the
inequalities φjt (xˆt) < 0 can only be convex, such as the
ones that define the boundary of the problem or saturation
constraints on the control inputs.
Approximating the expectation in the cost: Using a particle
representation, we can simplify the cost function by taking
the expectation over the state samples. We propagate the initial
belief using a noiseless process model (2a) to obtain xit2−xˆt2=
A˜t1:t2−1(x
i
t1 − xˆt1), where {xit1}ki=1 are the set of resampled
particles at time step t1, A˜t1:t2 := Π
t2
t=t1At, defined for t1 ≤
t2. Thus, the expectation in (2a) is approximated as:
t′+K∑
t=t′+1
[
1
N
N∑
i=1
[(xit′ − xˆt′)T A˜Tt′:t−1W(xˆt)A˜t′:t−1(xit′ − xˆt′)]
+ uTt−1V
u
t ut−1]. (4)
Next, we utilize the R matrix to convexify the cost function
for non-linear observations.
Lemma 1: Scalar observation Suppose d =
(d1, · · · , dnx)T ∈ R and h(x) : X → R differentiable.
If l : X → R defined as l(x) := √R(x)(d · H(x)T ),
is convex or concave in x, then g : X → R≥0, where
g(x) := dTH(x)
T
R(x)H(x)d is a convex function of x,
where H(x) := ∇h|x is the Jacobian of h.
Lemma 1 can be proved observing that g(x) = (l(x))2.
Moreover, R can be deigned to be a positive and increasing
function of the distance from the information sources other
than the features in Lemma 1. This is mainly because, most
of common observation models such as range and bearing are
functions of such a distance. Therefore, more distant states
from the information sources get more penalized, penalizing
the corresponding observation trajectories, as well.
Convexifying the first term of the cost: Given the differ-
entiable observation model h(x) = [hj(x)], and its Jacobian
H(x) =
[
Hj(x)
]
, where Hj(x) =
[
∂hj(x)
∂x1
, · · · , ∂hj(x)
∂xnx
]
for 1 ≤ j ≤ nz , if R(x) = diag(Rj(x)) is the diagonal ma-
trix of Ri(x)’s corresponding to (uncorrelated) observations,
extending the definition of g to include matrix R we have
dTH(x)TR(x)H(x)d =
nz∑
j=1
Rj(x)(d ·Hj(x)T )2, which is
a sum of positive convex functions as in Lemma 1. Thus,
the first term of the cost in equation (3) can be convexified.
In our cost function, vector d represents any of the vectors
eit :=
1√
N
A˜t′:t−1(xit′ − xˆt′) ∈ Rnx for 1 ≤ i ≤ N ,
summarized in vector et := (e1
T
t , e
2T
t , · · · , eN
T
t )
T ∈ RNnx
which is constant at each time step t.
Problem 2: Core convex problem in convex feasible space.
Define W¯(xˆt) := BlockDiag(W(xˆt)) with N equal diagonal
blocks of W(xˆt). Moreover, define the cost of information
as costinfo(xˆt) := eTt W¯(xˆt)et and cost of control effort
as costeff (ut) := uTt V
u
t+1ut. Under the assumptions of
holonomic systems and convex environment and given the
initial re-sampled set of particles at time step t′, {xit′}ki=1,
and a goal state xg , the core convex SLAP problem is:
min
ut′:t′+K−1
t′+K∑
t=t′+1
[costinfo(xˆt) + costeff (ut−1)]
s.t. xˆt′+K = xg
where xˆt = A˜t′:t−1xˆt′ +
∑t−1
s=t′ A˜s+1:t−1(Bsus + f
p
s ).
C. Static Environment with Non-Convex Constraints
In this subsection, we extend the solution of the previous
subsection to include the non-convex constraints on the state,
such as obstacles and banned areas in static environment
with a known map of the environment. We define barrier
functions to model the obstacles and softly incorporate them
in the optimization objective. The optimization in such a
case reduces to a locally convex optimization. Therefore,
we need to initialize the optimization with a trajectory. This
trajectory does not need to be feasible; however, starting from
a feasible trajectory, the optimization avoids entering non-
feasible states. Moreover, by initialing the optimization with
trajectories in different homotopy classes, we find the locally
optimal trajectories in different homotopy classes. We discuss
the benefit of doing this towards the end of this subsection.
Polygonal obstacles approximated by ellipsoids: Given a set
of vertices that constitute a polygonal obstacle, we find the
minimum volume enclosing ellipsoid (MVEE) and obtain its
parameters [34]. Particularly, for the ith obstacle, the barrier
function includes a Gaussian-like function where the argument
of the exponential is the MVEE, which can be disambiguated
with its center ci and a positive definite matrix Pi that deter-
mines the rotation and axes of the ellipsoid. Moreover, we add
a line of infinity over the major and minor axes of the ellipsoid
so the overall function acts as a barrier to prevent the trajectory
from entering the region enclosed by the ellipsoid. Note that
for non-polygonal obstacles, one can find the MVEE, and the
algorithm works independently from this fact. Therefore, given
the ellipsoid parameters C := (c1, c2, · · · , cnb) ∈ Rnx×nb and
P := (P1, · · · ,Pnb) ∈ Rn2x×nb , the Obstacle Barrier Function
(OBF) is constructed as follows:
Φ(P,C)(x): = M
nb∑
i=1
[exp(−[(x− ci)TPi(x− ci)]q)
+
∑
θ=0:m:1
(||x−(θζi,1+(1−θ)ζi,2)||−22 +||x−(θξi,1+(1−θ)ξi,2)||−22 )],
where m = 1/m,m ∈ Z+, M ∈ R+, q ∈ Z+, and ζi,1, ζi,2
and ξi,1, ξi,2 are the endpoints of the major and minor axes of
the ellipsoid, respectively. Therefore, the second term in the
sum places infinity points along the axes of the ellipsoid at
points formed by convex combination of the two endpoints
of each axis. As m tends to zero, the entire axes of the
ellipsoid become infinite, and, therefore, act as a barrier to
any continuous trajectory of states. One can think of putting
more infinity points inside the ellipsoid by forming the convex
combination of the existing infinity points. Moreover, the first
term of the summand determines the territory of the ellipsoid
and imposes an outwards gradient around the ellipsoid, acting
as a penalty function pushing the trajectory out of the banned
region. Hence, we define the cost of avoiding obstacles as:
costobst(xt1,xt2) :=
∫ xt2
xt1
Φ(P,C)(x′)dx′, (5)
which is the line integral of the OBF between two given
points of the trajectory xt1 and xt2. Therefore, the addition of
this cost to the optimization objective, ensures that the solver
minimizes this cost and keeps the trajectory out of the banned
regions. However, for implementation purposes, the integral
in equation (5) is approximated by a finite sum consisting
of fewer points between xt1 and xt2. Next, we provide the
modified optimization problem that is locally convex in the
inter-obstacle feasible space, and therefore can be solved using
gradient descent methods [10].
Problem 3: Locally convex problem in a static environ-
ment. Given {xit′}ki=1, xg and obstacle parameters (P, C), the
static environment problem for a holonomic system is:
min
ut′:t′+K−1
t′+K∑
t=t′+1
[costinfo(xˆt)+costeff (ut−1)+costobst(xˆt−1, xˆt)]
s.t. xˆt′+K = xg. (6)
Moreover, we add convex saturation constraints of the type
||ut|| ≤ maxu based on the specific robot model.
Next, we proceed to optimize towards a better approxima-
tion among different homotopy classes while reaching prede-
fined goals, such as uncertainty reduction, collision avoidance,
and reaching the final destination with minimal energy effort.
Homotopy classes: Homotopy classes of trajectories are
defined as sets of trajectories that can be transformed into
each other by a continuous function without colliding with
obstacles [7, 8]. As shown in Fig. 2 the two solid trajectories
are in one homotopy class, while the dashed trajectory is in a
different class.
Fig. 2: Homotopy classes. The solid trajectories are in a
different homotopy class from the dashed trajectory.
Homotopy classes and optimal trajectory: There are several
methods to find the trajectories in homotopy classes [7, 8]. For
instance, in low dimensions one can construct the visibility
graph considering the pure motion planning problem and
find trajectories in different homotopy classes that connects
the start state to the goal state by pruning the non-unique
paths. These methods provide such paths for different pur-
poses such as finding the shortest path. However, usually the
uncertainty or dynamics of the system are not considered.
We initialize our optimization with non-looped trajectories in
different homotopy classes [8]. The optimizer considers the
cost of uncertainty, effort, and collision-avoidance along with
the linearized dynamics of the (holonomic) system and morphs
the initial trajectory towards a locally optimal trajectory. Our
barrier function model of the obstacles prevents the trajectory
from entering the banned regions. These barrier functions,
along with a optimization tuned through the saturation con-
straints, a long enough optimization horizon (determined by
the time-discretization step of the initial trajectory), and a
limited step size of the line-search in optimization [53, 52],
keep the trajectory in its initial homotopy class. Moreover,
since the optimization is locally convex, it finds the local
optimal trajectory of that homotopy class under the imposed
constraints and conditions starting from a trajectory in that
class. Therefore, by comparing the total costs obtained in
different cases, we obtain the lowest cost smooth trajectory
considering all the predefined costs, and most significant of all,
uncertainty reduction. This is the closest output trajectory of
our algorithm to the globally optimal trajectory in the existence
of uncertainties.
D. Dynamic Environment with Time-Varying Constraints
Now that we have specified all the machinery needed to
find the optimal path in terms of the defined cost in a static
environment, we extend our method to an environment that is
not fully static.
Incorporating dynamic obstacles: If some of the obstacles
are moving, the state constraints become time-varying. In such
a case, we modify the optimization problem by altering the
obstacle cost so it includes the dynamic obstacles as follows:
Φ
(Pˆt,Cˆt)
t (x):=M
nb∑
i=1
[exp(−[(x− cˆit)T Pˆit(x− cˆit)]p)
+
∑
θ=0:m:1
(||x−(θζˆi,1t +(1−θ)ζˆi,2t )||−22 +||x−(θξˆi,1t +(1−θ)ξˆi,2t )||−22 )],
where cˆit, Pˆ
i
t, ζˆ
i,1
t , ζˆ
i,2
t , ξˆ
i,1
t and ξˆ
i,2
t are the estimated
parameters of the ith obstacle at time step t given by a separate
estimator that tracks the obstacles. Note that if the ith obstacle
is just moving, then at time t′ > t, cˆit′ = cˆ
i
t + vˆ
i(t′ − t)
and Pˆit′ = R
i
αˆPˆ
i
t where vˆ
i is a constant estimated velocity
vector, and Riαˆ is an estimated rotation matrix by αˆ degrees.
However, if there is a change of shape in the obstacle or
appearance of new obstacles, we run the MVEE algorithm
to find the parameters of that obstacle. For our planning
purposes, we assume there is a separate estimator that tracks
and estimates the obstacles’ parameters, and our planner only
uses the results obtained by that tracker to find the optimized
trajectory. Moreover, since the algorithm is implemented in
an RHC fashion, if there is a change in the estimates of the
obstacles, for the next step the optimization uses the new
estimates of the obstacle parameters. Moreover, the obstacle
cost is modified as follows:
costobst(xt1,xt2, t):=
∫ xt2
xt1
Φ
(Pˆt,Cˆt)
t (x
′)dx′.
Problem 4: Dynamic environment. For a holonomic sys-
tem, given {xit′}ki=1, xg and estimates of the obstacle param-
eters for the entire lookahead horizon {(Pˆt, Cˆt)}t
′+K+1
t=t′ , the
dynamic environment problem is defined as:
min
ut′:t′+K−1
t′+K∑
t=t′+1
[costinfo(xˆt) + costeff (ut−1)
+ costobst(xˆt−1, xˆt, t− 1)]
s.t. xˆt′+K = xg. (7)
If there is a sudden appearance of a new obstacle in part
of the trajectory, only that part of the trajectory is changed
provided there is still a feasible path between the two points
immediately outside and on the other side of that obstacle.
Otherwise, the entire algorithm runs again from the current
state to the goal state. It should be added that, unlike a
static environment, in a stochastic problem with dynamic
environment, unless the planning horizon is very small, there
is not much that can be said regarding the homotopy paths
discussed in Section III-C. This is an ongoing research.
Now that we have provided our solution for all the three
cases, we proceed to discuss the implementation strategy.
E. RHC Implementation
The overall feedback control loop is shown in Fig. 3.
The system initiates from a non-Gaussian distribution in the
feasible state space that constitutes the initial belief. In the
case of a dynamic environment, the most complicated case
of our problems, given the current belief, bt, estimates of
the obstacles’ parameters, {(Pˆt, Cˆt)}t
′+K+1
t=t′ , lookahead time
horizon, K, and the goal state, xg , the RHC policy function
pi : B×Rnx×nb×(K+1)×Rn2x×nb×(K+1)×R×X→ U generates
an optimal action ut = pi(bt, Pˆt:t+K+1, Cˆt:t+K+1,K,xg),
which is the first element of the open-loop optimal sequence of
actions generated in different variants of problem 1. The agent
executes ut transitioning the state of the system from xt in
xt+1 where a new observation zt+1 is obtained by the sensors.
The estimator updates the belief as bt+1 = τ(bt,ut, zt+1)
and the policy is fed the updated belief to close the loop.
Meanwhile, on another separate loop, the obstacle trackers
measure the current state of the obstacles and the obstacle
parameter estimators obtain the estimates of the obstacles. As
mentioned above, the estimates are fed into the policy function
immediately before the controller plans its next action. In the
case of the static environment, the policy function is fed the
parameters of the obstacles that remain the same for the entire
horizon. Similarly, in the case of a convex environment, the
general boundaries and convex constraints take the place of
the obstacle parameters in the planning problem.
Stopping execution: The algorithm stops when the probabil-
ity of reaching the goal, calculated as the area under the belief
density over the goal region, exceeds a predefined value [39].
The planning algorithm is in Algorithm 1.
Algorithm 1: Planning Algorithm
Input: Initial belief state bt′ , Goal state xg , Planning
horizon K, Belief dynamics τ , Obstacle
parameters {(Pˆt, Cˆt)}t
′+K+1
t=t′
1 while P(bt, r,xg) ≤ w˘th do
2 ut ← pi(bt, Pˆt:t+K+1, Cˆt:t+K+1,K,xg);
3 execute ut, perceive zt;
4 bt+1(x)← τ(bt(x),ut, zt+1);
5 end
F. A Discussion and Comparison on Complexity
The core optimization problem in a convex environment as
defined in problem 2 is a convex program that does not require
an initial solution at all. The number of decision variables is
Knu, and there is 1 linear equality constraint, plus, the robot’s
saturation inequality constraints, which can be Knu at most.
Therefore, the optimization involves the minimum number of
decision variables. Let us assume for simplicity that the size
x, u, and z vectors are all O(n). Thus, utilizing a common
method, such as center of gravity for convex optimization [11]
to obtain a globally optimal solution with  confidence, the
algorithm requires Ω(Knlog(1/)) calls to the oracle [35]. On
the other hand, in equation (4), A˜Tt′:t−1W(xˆt)A˜t′:t−1 requires
a multiplication of O(n) × O(n) matrices for O(K) times,
which takes O(Kn3). However, the multiplication of the
vectors (xit′ − xˆt′) to a Rn×n matrix involves O(Nn2) time.
The outer sum also takes K time. All the other operations,
such as calculation of xˆt and constraints, take less time. Hence,
the time complexity of the computations is O(Kn3 + Nn2).
In LQG-based belief space methods that construct a trajectory,
the method described in [51] involves a non-convex optimiza-
tion, which takes O(Kn6) computations with a second-order
convergence rate to a locally optimal solution. Another RHC-
based method particle filter-based method is described in [39],
where the core problem is a convex problem in Knu + N
Fig. 3: The overall feedback control loop.
number of decision variables with N(K − 1) + 1 number of
inequality constraints. The algorithm assumes a linear process
model with Gaussian noise and a linear measurement model
with a Gaussian noise whose covariance is state-dependent.
The solution is categorized in the second class of methods
in Fig. 1. Moreover, to include more than one observation
source, the algorithm requires a modification with integer
programming, such that at each time step, there could only
be one observation. Although the analysis of time complexity
is not given, to the best of our knowledge we calculate it
to be O(NK(Kn3 + Nn2)) without integer programming.
Moreover, the convergence needs Ω((N+Kn)log(1/)) calls.
In the presence of obstacles, the size of our optimization does
not change; however, the rate of convergence reduces to the
rate of gradient descent methods. Furthermore, the solution
becomes locally optimal starting with an infeasible solution
whose immediate gradient is not towards the local minima
of the obstacles. Theoretically, if the m of OBF tends to
infinity, there is no local minima of the barriers; neverthe-
less, practically, starting from a semi-feasible trajectory, a
tuned optimization results in convergence to a locally optimal
feasible solution. In [51], in the presence of obstacles, the
convergence rate and computational cost does not change, but
the (tuned) optimization must start with a feasible path. In [39],
obstacles are modeled with a chance-constrained method that
involves the introduction of additional variables and integer
programming with iterative applications of the algorithm. This
limits the scalability of that method to complex environments.
IV. SIMULATIONS AND EXAMPLES
In this section, we exhibit some applications for our method.
We performed our simulations in MATLAB 2015b in a 2.90
GHz CORE i7 machine with dual core technology and 8 GB of
RAM. First, we perform a comparative simulation in which we
compare the results of our algorithm for a static environment
with and without information sources. Then, we perform an
experiment for a KUKA youBot in static environment. Finally,
we perform simulations for dynamic environments. There are
8 multimedia files uploaded for figures 5, 6, 7, 8 that include
more details on the simulations. In these figures, all the axes
units are in meters.
Fig. 4: Modified visibility graph. The two non-looped non-
homotopic trajectories are found with modified visibility graph
and are indicated by the red dotted and blue dashed paths.
(a) (b)
(c) (d)
Fig. 5: Four cases. Cases a and b show the resulting paths
generated by optimizing without considering the information
sources, whereas cases c and d consider information sources.
A. Simple Comparison Test
Figure 4 shows an environment with three obstacles forming
a connected obstacle. The banned areas are enclosed with three
MVEEs. In this experiment, we use the visibility graph to find
initial trajectories in different homotopy classes. Moreover,
instead of using the polygons, we use the ellipsoids that en-
close them. Since our optimization utilizes a gradient descent
method, we only consider the straight lines between the nodes
and ignore the collision of the straight line with the ellipsoid
that the node is lying on. This increases the speed of finding
the visibility graph and coupled with optimization over the
output paths, the minor collisions do not hurt the algorithm.
Next, each of the two paths is discretized to satisfy the
tuning properties described in Section III-C. They are then
fed into the optimization function pi to produce the optimized
smooth collision-free paths. We have produced two sets of
results; in the first set, we do not consider the cost of infor-
mation (as if we are considering the motion planning problem
to generate smooth collision-free paths); in the second, we
add a landmark as the information source, and consider the
optimization with cost of information, to compare the results.
As seen in Fig. 5d, existence of the landmarks changes the
paths of the robot, such that the robot visits them to reduce its
uncertainty and then continues its path towards the goal state.
B. KUKA YouBot
In this section, we use the kinematics equations of KUKA
youBot base as described in [55]. Particularly, the state vector
can be described by a 3D vector, x = [xx,xy,xθ]T , describing
the position and heading of the robot base, and x ∈ SO(3).
The control consists of the velocities of the four wheels. It
can be shown that the discrete motion model can be written as
xt+1 = f(xt,ut,ωt) = xt+Butdt+Gωt
√
dt, where B and
G are appropriate constant matrices whose elements depend
on the dimensions of the robot as indicated in [54], and dt is
the time-discretization period. Inspired by [57], we model the
robot with a configuration of a set of points which represent
the centers of the balls that cover the body of the robot. In
our method, we cover the robot with two balls whose radii are
proportional to the width of the robot. We find the MVEE of
the polygons that are inflated from each vertex to the size of
the radius and modify the cost of obstacles to keep the centers
of the balls out of the new barriers. The observation model is
a range and bearing based model where the corresponding
elements of the R matrix are chosen to be ||(xx − Lx,xy −
Ly)||22 for all observations so as to have the desired features
described in Lemma 1. (Lx, Ly) represents the coordinates
of a landmark. The results depicted in Fig. 6, show that the
planned trajectory avoids entering the banned regions bordered
by the ellipsoids, so that the robot itself avoids colliding with
the three obstacles.
C. Dynamic Environment
In this scenario, we simulate a case where there are four
objects, starting from a common position and moving in
different directions downwards and towards the right of the
map. The robots starts from a distribution whose mean is
at (0,0), and wishes to reach the goal state (2,2) with high
probability. As seen in Fig. 7, at the beginning of its trajectory,
the robot head towards the landmark at (1, 0.5), and as the
moving obstacles get closer, it changes its direction to bypass
the objects in the opposite direction. In this scenario, the initial
trajectory is just the straight line between the most probable
initial location of the robot and the final destination shown in
Fig. 6: YouBot base control. There are three obstacles and two
landmarks. The robot base is shown by a rectangle with a line
at the heading. Initial and planned trajectories are depicted by
dashed and solid lines, respectively.
the figure with green dashed line, with the planned trajectory
of the robot shown as a solid yellow line.
In another scenario shown in Fig. 8, an object is moving in
a spiral path shown in Fig. 8b with the robot trying to avoid
colliding with the obstacle, spending most of its time near the
information source and reaching the goal in a safe, short and
smooth path.
(a) (b)
Fig. 7: Dynamic Environment. The robot heads towards the
landmark to reduce its uncertainty and avoids the moving
objects by changing its path to be in the opposite direction
of the objects.
(a) (b)
Fig. 8: Moving object. The robot spends most of its time near
the information source and avoids the object, which is moving
in a spiral path, and heads towards the goal region safely.
V. CONCLUSION
In this paper, we have proposed a method for controlling
a stochastic system starting from a configuration in the state
space to reach a goal region. We have proposed a barrier func-
tion method that combined with our optimization and gradient
descent methods, such as an interior point method, keeps a
trajectory in its homotopic path, and finds the local optimal
path. The optimization seeks a smooth trajectory that results in
the lowest combined cost of uncertainty in robot’s perception
and energy effort, while avoiding collision with obstacles,
and reaching to the goal destination with high probability.
Moreover, by finding trajectories in different homotopy classes
and optimizing over paths in all classes, we can compare the
costs incurred by those trajectories. Therefore, we find the
lowest cost trajectory that considers the cost of uncertainty
incurred in the trajectories, which is the closest trajectory to
the global optimal trajectory while avoiding the need to solve
the belief space dynamic programming equations. Finally, our
receding horizon control strategy and the low computational
cost of the optimization allows us to incorporate dynamic
obstacles, as well as new objects that are detected along the
trajectory of the robot by adjusting the optimization and the
barrier functions during execution. This allows us to perform
belief space planning in an online manner. Our future work
is aimed at extending our results, analyzing the performance
and sensitivities, and executing the methods on real robots.
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