Let Σ be a finite hyperbolic Riemann surface endowed with a branched complex projective structure. Such a structure gives rise to a non-constant holomorphic map D :Σ → P 1 from the universal cover of Σ to the Riemann sphere P 1 which is ρ-equivariant for a morphism ρ : Π1(Σ) → P SL(2, C). The main result of this paper is the following: if the monodromy group Γ := ρ(Π1(Σ)) is not elementary and if D is onto, then for almost every brownian path ω inΣ, D(ω(t)) do not have limit when t goes to ∞. Nevertheless, for almost every brownian path ω inΣ, there exists a point z(ω) ∈ P 1 such that the path (t → D(ω(t))) t≥0 is, for almost every time t close to z(ω). These results are then applied to the study of the dynamic of complex algebraic foliations. In particular, it is proved that for a Riccati foliation of P 1 × P 1 for which the action of the monodromy group of the foliation on P 1 is minimal, then any holonomy germ h : (L1, p1) → (L2, p2) between any complex lines L1 and L2 can be analyticaly continued along almost every brownian path in L1 starting from p1.
Introduction
Let Σ be a Riemann surface. A branched complex projective structure in Σ is a (P SL(2, C), P 1 )-structure where P 1 is the Riemann sphere and P SL(2, C) is the group of Moebius transformations acting on P 1 . Such a structure gives rise to a a non-constant holomorphic map D :Σ → P 1 from the universal cover of Σ to the Riemann sphere P 1 and to a morphism ρ : Π 1 (Σ) → P SL(2, C) satisfying:
∀x ∈Σ, ∀α ∈ Π 1 (Σ), D(α.
x) = ρ(α).D(x)
The map D is called developing map, the morphism ρ is called representation of monodromy, and the group ρ(Π 1 (Σ)) is called monodromy group (see section (2) for more details on projectives structures) In this paper, we are interested in the following question: can we lift (by D) a generic continuous path in P 1 . In other words, if h is a germ of D −1 , can h be analyticaly continued along a generic continuous path?
In [CDFG] , the authors prove that if the monodromy group is a dense subgroup of P SL(2, C) and if h is a germ of D −1 in z 0 , then the set of singularities for the analytic continuation of h is all the Riemann sphere P 1 (see (3.2)). In other words, for any point z in P 1 , there is a continuous path c from z 0 to z such that h cannot be analiticaly continued along c (one can find a proof of this fact in section (3)).
The present paper is based on the following observation: with the same hypothesis, h can be analitically continued along a generic brownian path. More precisely, let Σ be a finite Riemann surface endowed with a branched complex projective structure, let D :Σ → P 1 be a developing map, ρ : Π 1 (Σ) → P Sl(2, C) be the monodromy representation associated to D, let (x 0 , z 0 ) be a couple of points inΣ × P 1 such that D(x 0 ) = z 0 and let h be the germ of the local section of D such that h(z 0 ) = x 0 , the main theorem of this paper is the following: Theorem 1.1. Assume that D is onto and that the monodromy group Γ = ρ(Π 1 (Σ)) is not elementary.
Then, the two following equivalent assertions are satisfied:
1. For almost every brownian path ω starting from x 0 , D(ω(t)) does not have any limit when t goes to ∞.
2. For almost every brownian path ω starting from z 0 , the map h can be analitically continued along ω([0, ∞[).
In the last theorem, the brownian motion inΣ is the one associated to the hyperbolic metric and the brownian motion in P 1 is the one associated to the standard spherical metrical. Note that in section (6), I give a more general statement of the last theorem including the case where D is not onto. In this case the opposite conclusion holds: for almost every brownian path ω starting from x 0 , there is a point z(ω) such that lim t→∞ D(ω(t)) = z(ω), which is equivalent to the following: for almost every brownian path ω starting from z 0 , the map h cannot be analitically continued along ω ([0, ∞[) .
At the beginning of this study, I did not think that such a theorem was realistic. On the contrary, I excpected to prove that, in both cases (D onto and D not onto) , for almost every brownian path ω starting from x 0 , there is a point z(ω) such that lim t→∞ D(ω(t)) = z(ω). The existence of such a point z(ω) would allow to associate to any projective structure on Σ a measure ν in P 1 in the following way: for any Borel set A in P 1 ,
ν(A) = P(z(ω) ∈ A)
Altough D(ω(t)) does not have limit when t goes to ∞ in the case where D is onto, such a point z(ω) always exists. Indeed, almost surely, the path (t → D(ω(t))) t≥0 is for almost every time t close to a point z(ω). More precisely, we have: Theorem 1.2. Let Σ be an hyperbolic and compact surface endowed with a complex projective structure (non branched). Let D :Σ → P 1 and ρ : Π 1 (Σ) → P Sl(2, C) be a developing map and a monodromy representation associated to this structure. Denote Γ = ρ(Π 1 (Σ)) the monodromy group and suppose Γ is not an elementary group. Let x 0 be a point in the universal coverΣ. Then, for almost every brownian path ω starting from x 0 , there is z(ω) ∈ P 1 such that for all ǫ > 0:
Using the previous theorem, one can define a measure on P 1 as the distribution of the point z(ω). This measure gives interesting informations about the projective structure. It has been recently studied by Deroin and Dujardin in [DD] .
The theorem (1.1) is then applied to the study of the dynamic of complex algebraic foliations (see section (8)). Let us explain the context:
Consider the following diferential equation in C 2 :
where P and Q are polynoms in C[X] without common factors. The solutions of (1) define a singular holomorphic foliation of complex dimension 1 in C 2 which can be extended in a singular holomorphic foliation F of P 1 × P 1 . Let C 0 , C 1 be two complex curves in P 1 × P 1 and L be a leaf of F which intersect C 0 in p 0 and C 1 in p 1 . Assume that p 0 and p 1 are not singularities of the foliation and that the curve C 0 (resp C 1 ) is transverse to F in p 0 (resp p 1 ). Let γ : [0, 1] → L be a continuous path such that γ(0) = p 0 and γ(1) = p 1 . Then, one can find a continuous family γ p : [0, 1] → P 1 × P 1 of paths parameterized by p ∈ C 0 close enough to p 0 such that:
4. For all p, γ p belong to the leaf through p.
The germ of the holomorphic map p → γ p (1) in p 0 is uniquely determined by the relative (ie with fixed endpoints) homotopy class of γ under the above conditions and is called the holonomy germ associated to γ.
A rather general question is to define the domain of definition of such a germ:
In [L] , F.Loray asks the following: Loray) . Let F be a singular holomorphic foliation in P 1 × P 1 defined by an equation of type (1). Let L 1 and L 2 be two non invariant lines and h : (L 1 , p 1 ) → (L 2 , p 2 ) be a holonomy germ. Is the set of singularities of h for analytic continuation countable?
This was motivated by the following result which can be found in ( [CDFG] ) and which is a consequence of theorem 1 of Painlevé (see [L] ): if the polynoms P and Q of the equation (1) are such that w = P dx − Qdy is a closed one-form, then the answer to the previous question is yes.
Nevertheless, in ( [CDFG] ), the authors prove that, in general, the answer to this question is negative. They prove that, for an algebraic foliation of P 2 with singularities of hyperbolic type and with no invariant curves (which are generic properties), there is a holonomy germ between a line and a curve for which the set of singularities contains a Cantor set. Using different methods, they also build algebraic foliations of P 2 admitting an holonomy germ h : (L 1 , p 1 ) → (L 2 , p 2 ) between complex lines which set of singularities is the whole L 1 . This last example is built in the class of Riccati foliations and the holonomy germ is the germ of the inverse of the developping map of a branched projective structure on the punctured sphere which monodromy group is dense in P SL(2, C). As explained sooner, for such a germ, the set of singularities for analytic continuation is the whole L 1 but h can be analitically continued along a generic brownian path.
More generaly, the following is proved in the last section of this paper:
Theorem 1.4. Let F be the foliation in P 1 ×P 1 given by a Riccati equation. Let L 1 and L 2 be two lines and h : (L 1 , p 1 ) → (L 2 , p 2 ) be a holonomy germ. Suppose that the action of the monodromy group of the foliation on P 1 is minimal. Then h can be analytically continued along almost every brownian path in L 1 starting from p 1 .
Cite also the paper [Il] of Yu. Ilyashenko in which the author asks the following: can a germ of an algebraic foliation be analyticaly continued along a generic geodesic. The previous theorem asserts that it is true for Riccati foliations and if we replace generic geodesic by generic brownian path.
The organisation of the paper is as follows: the first section (2) is devoted to the basic definitions and examples concerning branched projectives structures. The second one (3) deals with generalities about analytic continuation of holomorphic maps. The third section (4), in which we prove a lemma of proximality for random walks in P SL(2, C) and the fourth one (5) in which we explain the discretization process of Furstenberg-Lyons-Sullivan are the necassary backgrounds for the proof of the main theorem (1.1) which is in section (6). In the sixth section (7), we prove theorem (1.2) and in the last one (8), we prove theorem (1.4).
The major part of this paper comes from the second part of my Phd thesis [Hu] . I am very grateful to Gaël Meigniez, Frédéric Mathéus and Bertrand Deroin for their precious help during all these years.
projectives structures
This part gives basic concepts about complex projective structures which will be useful in the following. The reader who wants to learn more about this notion should read the survey of David Dumas [D] .
Definition 2.1. Let Σ be a Riemann surface. A branched projective structure on Σ is a maximal atlas (φ i : U i → V i ) where the U i are open sets in Σ, the V i are open sets in the Riemann sphere P 1 and the φ i are non constant holomorphic maps on U i such that the transition functions γ ij :
are restrictions of Moebius transformations (ie elements of P SL(2, C)).
Remark 2.2. We use the term branched because the charts may have critical points. When D does not have such branching points, the structure is simply called projective structure.
1 is equal to φ i on U i ∩ U j and allows to continue φ i to U j . Continuing this way, we obtain a globally defined holomorphic map which domain of definition is the universal covering spaceΣ. This map, denoted by D :Σ → P 1 is called a developping map. D is defined up to a post-composition by a Moebius transformation.
Associated with this, we can define a morphism ρ : Π 1 (Σ) → P SL(2, C) which satisfies the following equivariance relation:
The group Γ := ρ(Π 1 (Σ)) is called monodromy group of the branched projective structure. As the developping map D is defined up to a post-composition by a Moebius transformation, Γ is defined up to a congacy by this transformation.
Examples 2.3.
1. Let Σ be a hyperbolic Riemann surface. The universal cover of Σ is the upper half plane H and Σ = H/Γ where Γ is a subgroup of P SL(2, R) which action on H is free and properly discontinuous. The couple (D, ρ) = (i : H ֒→ P 1 , i : Γ ֒→ P Sl(2, C)) (where i is the inclusion map) defines a projective structure on Σ called the uniformizing projective structure of Σ.
2. Let Γ be a Kleinian group (discret subgroup of P SL(2, C)) such that the set of discontinuity Ω(Γ) ∈ P 1 is not vacuous. The quotient Ω(Γ)/Γ is a Riemann surface which can be endowed with a projective structure in the following way: we cover Ω(Γ)/Γ by open sets U i small enough and we choose local sections s i of the projection p :
1 define an atlas of Σ for which the changes of coordinates are elements of Γ (ie Mobius transformations).
Definition 2.4. A subgroup Γ of P SL(2, C) is said to be elementary if there exists a finite set in P 1 which is globaly invariant by the action of Γor if it is conjugate to a subgroup of the projective special unitary group P SU (2, C).
Remark 2.5. The monodromy group of a branched projective structure on the sphere is trivial (since Π 1 (P 1 ) is trivial). If Σ is a parabolic Riemann surface (Σ = C), then the monodromy group is abelian (since Π 1 (Σ) is). Then, there is no finite set globaly invariant by the action of Γ.
Analytic continuation
Recall that one of the goals of this paper is to show that, with some good assumptions on the projective structure, the inverse h of the developing map can be analytically continued along a generic brownian path. In this part, following the paper [CDFG] , I show that, on the contrary, there are many paths along which h cannot be analytically continued. Let us start with some basic definitions about analytic continuation of holomorphic maps.
Let C 0 and C 1 be two Riemann surfaces and a germ of holomorphic map 
. We say that h can be analyticaly continued along τ ([0, t]) if there is a sequence of discs D 1 , ..., D n covering τ and holomorphic maps f k : D k → C 1 such that the germ of f 1 in p 0 is h and such that for all k ∈ {1, ..., n − 1}, we have The set of singularities could be, in principle, any subset of C 0 . If it is the whole C 0 , we say that h has full singular set.
There may also exist an open set D ⊂ C 0 containing p 0 such that for any path τ :
In the case where ∂D is a topological disc, we say that h has a natural boundary for analytic continuation.
Proposition 3.2. [CDFG] Let Σ be a hyperbolic Riemann surface with a branched projective structure. Let D be a developping map and h be a germ of local section of D.
1. If the projective structure is that given by uniformisation, then h has a natural boundary for analytic continuation.
2. If the monodromy group is dense in P SL(2, C), then h has full singular set.
Proof. For a complete proof, see [CDFG] . We give here some ideas of the proof.
1. In this case, the developping map is the inclusion i : H ֒→ P 1 . Then ∂H ⊂ P 1 is a natural boundary for analytic continuation of h.
2. Let h be a germ of a local section of D in a point z 0 ∈ P 1 and p 0 = h(z 0 ). The proof is based on the following lemma:
Lemma 3.3. [CDFG] For all z ∈ P 1 , there is a finite set A ⊂ Π 1 (Σ) and an infinite sequence (α n ) n∈N of elements of A which has the following properties: denoting by A n = α 1 α 2 ....α n and A 0 = id, (a) the diameter of the ball
converges to 0 exponentially fast when n tends to infinity.
In this lemma (which proof can be found in [CDFG] ), P 1 is endowed with the standard spherical metric. In any of the two charts this metric is writen: | ds |= |dz| 1+|z| 2 . If γ is a Moebius transformation, Dγ is the derivative of γ and | Dγ | (z) is the spherical norm in z. If z ∈ P 1 and α ∈ R, D(z, α) is the disc centered in z with radius α. Let us prove that the previous lemma implies the proposition: with the properties (a) and (c) of the previous lemma, one can construct for all n ∈ N, a C ∞ path c n : [0, 1] →Σ from p 0 to α n (p 0 ), which length is bounded by a constant independant with n and such that for n big enough D • c n do not meet B n−1 . Then we define the path c : [0, ∞[→Σ as the infinite concatenation of paths a n :
As D • c n do not meet B n−1 , we deduce, from the property (a) of the previous lemma that the length of the path D • a n converges exponentialy fast to 0 and so D • c(t) converges, when t goes to infinity, toward a point in P 1 . Using the property (b) of the previous lemma, this point is necessarily z (because D • a n ⊂ D(z, cste 2 n−1 )). So z is a singularity for analytic continuation of h.
Random walks
In this section, after explaining some basic facts about random walks and stationnary measures, I prove the proposition (4.3) which is the key of the proof of the theorem (1.1).
In this part, Γ is a subgroup of P SL(2, C) finitely generated and µ is a probability measure on Γ. supp(µ) is the support of µ and < supp(µ) > the group generated by supp(µ). More precisely, denote Ω = Γ N * , τ the σ-algebra generated by the cylinder sets in Ω and P = µ N * . The coordinate maps h i : Ω → Γ are P-independant and identicaly distributed with law µ. This part deals with the statistical behaviour of the action on P 1 of the right random walk in Γ with law µ:
The action of Γ on P 1 gives an action of Γ on the set P(P 1 ) of Borel probability measures on P 1 . If γ ∈ Γ, ν ∈ P(P 1 ) and A is a Borel set in P 1 , this action is defined by: γ · ν(A) = ν(γ −1 (A)). We also define µ * n := µ * µ * ... * µ. The measure µ * n is the image measure on Γ of the product measure µ ⊗n on Γ n by the map Γ × ...
, we also define the measure µ * ν as the image measure on P 1 of the product measure on Γ × P 1 by the map
A is a borel set in P 1 , we have:
and if f is a continuous function on P 1 :
Definition 4.1. The measure ν ∈ P(P 1 ) is said to be µ-stationnary if µ * ν = ν, which means that for any Borel set A in P 1 , we have:
The following results are classical.
Theorem 4.2.
1. There always exists a µ-stationary measure on P 1 .
2. Let ν be a µ-stationary measure on P 1 . Then, for almost every ω ∈ Ω, there is a measure λ(ω) ∈ P(P 1 ) such that the sequence of probability measure X n (ω).ν converges weakly toward λ(ω).
3. If < supp(µ) > is not an elementary group. Then, for almost every ω ∈ Ω, there is z(ω) ∈ P 1 such that λ(ω) = δ z(ω) (Dirac in z(ω)).
4. If < supp(µ) > is not an elementary group, then a µ-stationary measure on P 1 is non-atomic.
Let us fix some notations: if
is the class of
We have the following natural action:
We work with the following distance in
. We denote D(x, α) the disc centered in
|| gX ||, where || X || is the euclidean norm of the vector X ∈ C 2 . The goal of this part is to prove the following result:
Proposition 4.3. With the following hypothesis:
Then, there are constants 0 < λ ′ < λ ′′ such that for P-almost every ω ∈ Ω, there is N (ω) such that, for all n > N (ω), there are y n (ω), z n (ω) ∈ P 1 such that:
Remark 4.4. Almost surely, the sequence (z n (ω)) defined in the previous lemma (4.3) converges to the point z(ω) defined in the theorem (4.2.3). Indeed, let α be an accumulation point of the sequence
2 )) = 0. We deduce from proposition (4.3) that ν(D(y ni , e −λ ′ ni )) → 1. Extracting a new time, one can suppose that y ni → y ∈ P 1 . Then ν({y}) = 1, which contradicts the fact that ν is a non-atomic measure.
Proof. There is λ > 0 such that P-almost surely, we have:
Remark 4.5. 1. λ is called the Lyapunov exponent of the random walk.
2.
1 n log || X n || converges almost surely because of Kingman's subadditive ergodic theorem. We need the first hypothesis of the proposition (
3. As < supp(µ) > is not an elementary group, we can prove that the limit λ is strictly positive [Fur] .
Fix λ ′ and λ ′′ such that 0 < λ ′ < λ < λ ′′ . P-almost surely, we have for n big enough:
We know that if g ∈ SL(2, C), then there are k, k ′ belonging to the special unitary group SU (2, C) and a =
. This is the so called Cartan decomposition. Applying this decomposition to X n , we obtain: X n = k n a n k ′ n with k n ∈ SU (2, C) and a n =
and | α n |≥ 1. As || a n ||=| α n |, and k n is norm-preserving and by the equation (3), we have:
Lemma 4.6. If (e 1 , e 2 ) is the canonical basis of C 2 and a =
we have:
Proof. Working in the map
. We have to prove the following:
≤ √ β, which prove the first point. For the second one, we have:
2 ). Using the previous lemma and the fact that an orthogonal transformation preserves the distance d, we conclude the proposition. Indeed, for n big enough, we have:
Consequently:
So, if we write:
, we obtain for n big enough:
The second assertion can be obtained by an analogous reasoning: for n big enough,
c So, for n big enough:
Brownian motion and discretization
This part deals with brownian motion. Firstly, I recall the classical conformal invariance property of the brownian motion. Secondly, I include a detailed treatment of the discretization process of Furstenberg-Lyons-Sullivan which is close but not identical to that of Lyons and Sullivan.
Brownian motion and conformal invariance
Let (M, g) be a connected Riemannian manifold with bounded geometry. A brownian motion on (M, g) is the diffusion process associated to the LaplaceBeltrami operator ∆. It is defined on a probability space (Ω, P) and denoted (B t ) t≥0 . We will make use of the following classical result of P.Lévy which states that conformal maps are brownian paths preserving up to a change of time scale:
Theorem 5.1. [Lévy] Let (M 1 , g 1 ) and (M 2 , g 2 ) be two connected, complete Riemannian manifolds with bounded geometry and f : (M 1 , g 1 ) → (M 2 , g 2 ) be a conformal map. Let (B t ) t≥0 be a brownian motion starting from a point b 0 ∈ M 1 and stopped in a stopping-time T . Then, the process (f (B t )) t∈[0,T [ is a changed time brownian motion. In other words, there exists a family of stricty increasing functions
2. The time change scale is explicitely given by the following:
Discretization of the Brownian motion
If Σ is a finite hyperbolic Riemann surface, this process associates to a brownian motion inΣ a right random walk in Π 1 (Σ). The proof of the results can be found in [LS] and [BL] and we follow the presentation of [KL] . Let Σ be a finite hyperbolic Riemann surface. The fundamental group Π 1 (Σ) of Σ acts onΣ (= D), the universal covering space of Σ, by isometry for the Poincaré metric of the disc. For all X ∈ Π 1 (Σ), we define: F X = X.D(0, δ) and V X = X.D(0, δ ′ ) (closed discs) with δ < δ ′ and δ small enough so that F X are pairwise disjoints. Let (Ω x , P x ) be the set of brownian paths starting from x in D with the Wiener measure associated to the Poincare metric in the hyperbolic disc.
X∈Π1(Σ)
F X is a reccurent set for the brownian motion (because Σ is of finite type). Let e be the identity in Π 1 (Σ). For x ∈ F e , consider ǫ ∂Ve x the exit measure of V e of a brownian motion starting from x. The Harnack constant C ′ of the couple (F e , V e ) is defined with: act isometrically on D, the Harnack constant of (F X , V X ) does not depend on
If x ∈ V e , ω ∈ Ω x , we define recursively:
and, for n ≥ 1:
We define also:
where C is a constant chosen so that C ′ < C. By definition of C, C ′ and κ n , notice that:
be the random variable defined recursively as:
The fundamental theorem is the following: Theorem 5.3. [LS] The distribution law of X N1 defines a probability measure µ on Π 1 (Σ) which satisfies for any Borel set A in D:
Corolary 5.4. [LS] (X N k ) k∈N is the realisation of a right random walk in Π 1 (Σ) with law µ, in other words (γ
k∈N is a sequence of independant, identicaly distributed random variables with law µ.
The following properties will be useful later:
Proposition 5.5.
1. There is a real T > 0 such that almost surely
converges to T when k goes to infinity.
2. The measure µ has full support and has a finite first moment with respect to the distance d associated to the Poincaré metric in D, in other words
Here is a reformulation of theorem (1.1):
Theorem 6.1. Let Σ be a finite Riemann surface endowed with a branched complex projective structure. Let D :Σ → P 1 be a developping map and ρ : Π 1 (Σ) → P Sl(2, C) be the monodromy representation associated to D. Let Γ = ρ(Π 1 (Σ)) be the monodromy group and assume Γ is not an elementary group. Let (x 0 , z 0 ) be a couple of points inΣ × P 1 such that D(x 0 ) = z 0 and let h be the germ of the local section of D such that h(z 0 ) = x 0 .
first case: If D is onto, Then, the two following equivalent assertions are satisfied:
1. For almost every brownian path ω starting from x 0 , D(ω(t)) do not have limit when t goes to ∞.
2. For almost every brownian path ω starting from z 0 , h can be analiticaly continued along ω([0, ∞[).
second case: If D is not onto. Then, the two following equivalent assertions are satisfied:
1. For almost every brownian path ω starting from x 0 , there is a point
2. For almost every brownian path ω starting from z 0 , h cannot be analiticaly continued along ω([0, ∞[).
Proof. First, notice that according to the remark (2.5), as the monodromy group is not elementary, Σ is a hyperbolic Riemann surface. Notice also that in any of the two cases (D onto and D not onto) the two conclusions are equivalent because of the conformal invariance of the brownian motion.
proof of the first case: D is onto. In order to prove the theorem, we are going to use the discretisation process explained in the previous part and the proximality property (4.3) proved in the section (4). To simplify the notations, we take x 0 = 0 and ω ∈ Ω 0 . Ifω = (ω, α) ∈Ω, then the path ω can be writen as an infinite concatenation of paths:
.
If we write c k = X −1 N k
.ω k , then we have:
and because of the ρ-equivariance, we have:
... Now, we are going to push the right random walk X N k by ρ in order to obtain a right random walk in the monodromy group Γ and then apply the proposition (4.3). For this, we writeμ = ρ * µ (where µ is the probability measure in Π 1 (Σ) defined by the discretisation process of the previous part) and
is a realisation of a right random walk in Γ with lawμ. Notice that there is a constant a such that for all γ ∈ Π 1 (Σ), we have log(|| ρ(γ) ||) ≤ a.d(0, γ.0). We deduce, using the second part of the proposition (5.5), that
log(|| ρ(γ) ||) dµ(γ) < +∞ and so γ∈Γ log(|| γ ||)dμ(γ) < +∞. Then, the hypothesis of the proposition (4.3) are satisfied. Consequently, there are 0 < λ ′ < λ ′′ such that forP-almost everyω ∈Ω, there is N (ω) such that for all k > N (ω), there is y k (ω), z k (ω) ∈ P 1 such that:
The theorem then follows from the following assertion: for almost everỹ ω, there is a sequence (k n ) n∈N converging to infinity such that:
Indeed, by the proposition (4.3), the previous assertion implies that for an infinity of values of k, the portion ρ(
2 ) c , which proves that D(ω(t)) does not have limit when t goes to infinity.
In order to prove the assertion (5), let us define:
We have to prove that:P
It turns out that there is a constant c such that for all k ∈ N * ,P(E k ) ≥ c k , so the sequence k≥1P (E k ) = ∞. So, if the sequence (E k ) k∈N was a sequence of independant events, one could conclude that (6) is true using Borel-Cantelli lemma. One convince easily that it is not. To avoid this problem, we prove the following:
First, let us prove that (7) implies (6). To prove (6), it is enough to prove that ∀N ∈ N,P(
We have:
Now, we are going to prove (7). To prove this, we need the following lemma:
Lemma 6.2. ∃β > 0, ∃r > 0, ∃N 0 ∈ N such that ∀y ∈ P 1 , ∃x ∈ D(0, r) such that ∀k ≥ N 0 , we have:
′′ N0 < r. Let y ∈ P 1 and let x ∈ D(0, r) such that D(x) = y. Let k ≥ N 0 and x 1 ∈ D(x, βe −2λ
′′ k , which finish the proof.
We can then prove the inequation (7). First, let us notice that, for k big enough:
is a finite union of topological discs which diameter converges to 0 when k goes to infinity, and the number of these discs is bounded by the degree of D |D . So, the sequence of continuous paths c k from ∂V e to ∪F γ cannot, for k big enough, be included in
Let N ∈ N big enough and k > N . Write
′′ k )) and fix once and for all γ ∈ Π 1 (Σ). We are going to prove the following lemma:
Lemma 6.3.
where r and β are given in the lemma (6.2).
because c k (ω) and y k (ω) are independant conditionaly to γ N k (ω) = γ: indeed, y k depends on γ N k . But, conditionaly to γ N k = γ, y k does not depend on the path c k from ∂V e to F γ .
= inf
This last inequality comes from lemma (6.2).
So, we still have to prove that there is a constant c such that for k big enough, we have:
The proof of this fact is a little bit technical. So, I start with the general idea: the value of inf
is almost the same as the probability that a brownian path in C (with euclidean metric) starting from z = 1 2 would reach D(0, e −k ) before reaching ∂D(0, 1). Using brownian invariance by exp, this probability is equal to the probability that a brownian motion starting from z = − ln(2) would reach the line x = −k before reaching the line x = 0. It is not difficult to prove that this probability is equal to
(where δ and δ ′ are defined in the discretisation process of the section). Up to now, P y is the Wiener measure of a brownian motion starting from y (brownien motion associated to the Poincare metric of the disc if y belongs to the Poincare disc and associated to the euclidean metric if y belongs to C). Denote P m := P y dm(y) where m is the exite measure of V 0 = D(0, δ ′ ) of a brownian path starting from 0, that is to say the uniform measure in ∂D(0, δ ′ ). For a Borel set A, and a brownian path ω, denote T A the reaching time of the set A. Let x ∈ D(0, r). There are two cases:
c . Then we have D(x, ǫ)∩D(γ.0, δ+ǫ) = ∅. Consequently:
If k is big enough so that βe −2λ
, then by the strong Markov property, the last quantity is
. inf
As x ∈ D(0, r), ∃a > 0 (which does not depend on x) such that:
Lemma 6.4. ∃b > 0 (which does not depend on x) such that:
Proof. Let D eucl (x, α) be the disc with centre x and radius α in C for the euclidean metric. Let y ∈ ∂D(x, ǫ 2 ). There is a biholomorphism Ψ k which identifies: 
Then the map exp changes:
• the line ∆ 2 : x = log(c 2 ) in ∂D 2 • the line ∆ 3 : x = 0 in ∂D 3 By the conformal invariance of the brownian motion, there is a constant b such that for k big enough:
So we found a constant c = ab C 2 such that for N ∈ N big enough and for all k > N , we haveP(
Using the same method as in the first case, we can prove that this quantity is equal to c k for a constant c. This concludes the proof of the first part of the theorem.
Remark 6.5. In theorem (1.1), we made the assumption that Γ is non elementary (this assumption was necessary in the proof for the positivity of the Lyapounov exponent). Remark that the conclusion holds if Γ is conjugate to a subgroup of P SU (2, C). Indeed, there exists k 1 > 0 such that for amost everyω ∈ Ω, for all n ∈ N the path D(c n (ω)) contains two points with a spherical distance greater than k 1 . As a group conjugated to a subgroup of P SU (2, C) quasi-preserves the spherical metric, we have:
So almost surely, for all n ∈ N, the path D(ω n ) = Y n .D(c n ) contains two points with a distance greater than k 1 .k 2 . So almost surely, D(ω(t)) does not have limit when t goes to infinity.
second case: D is not onto. As in the the proof of the first part, we are going to use the discretization process of Furstenberg, Lyons, Sullivan. Nevertheless, the notations are slightly modified. We take x 0 = 0. Ifω = (ω, α) ∈Ω, the infinite path ω can be writen as an infinite concatenation of paths: ω = β 0 * ω 0 * ω 1 * ...
.ω k . Then we have:
Using ρ-équivariance of D, we have:
The sequence of random variables X N k is a realisation of a right random walk in Π 1 (Σ) which law is µ and the sequence Y N k = ρ(X N k ) is a realisation of a right random walk in ρ(Π 1 (Σ)) which law isμ = ρ * µ. Let y k (ω) and z k (ω) be the two sequences of random points in P 1 defined in the proposition (4.3). According to the remark (4.4), almost surely z k (ω) → z(ω). Let U be the open set in P 1 defined by U := D(Σ). Its complementary set U c is infinite. Indeed, if not, then there would be a finite set globally invariant by the action of Γ, which contradicts the hypothesis that Γ is not elementary. Then, by Montel's theorem, the family of holomorphic map (Y n ) |U : U → P 1 is a normal family. Let us prove that the sequence (Y n ) |U converges unifomily on every compact set towards z where z is defined in the remark (4.4). Let Y n k be a subsequence of Y n . As (Y n ) |U is a normal family, one can extract a subsequence Y n k l such that Y n k l converges uniformily on every compact set in U towards a holomorphic map Y : U → P 1 . Using the contraction proposition (4.3), one gets easily that the map Y is the constant map Y = z. Now, notice that there is a compact K such that almost surely, for every n ∈ N, c n ∈ K. So, almost surely, for every n ∈ N, D(c n ) belongs to the compact set D(K) in U . So, almost surely, the path D(ω n ) := Y n .D(c n ) converges to z, which concludes the proof.
Proof of theorem (1.2)
In order to prove the theorem, we use again the discretization process. We use the same notations as in the second part of the proof of the previous theorem. y k (ω) and z k (ω) still denote the two sequences of random points in P 1 defined in proposition (4.3), z(ω) is the point defined in theorem (4.2) and recall that almost surely z k (ω) → z(ω).
In order to prove the theorem, we will prove that forP-almost everyω = (ω, α) ∈Ω, for all ǫ > 0, we have:
For k ≥ 0, denote:
it is enough to prove that, almost surely:
First, let us prove that (9) ⇒ (8). According to the proposition (5.5), there is a real T such that, almost surely:
Letω belonging to the full measure set on which (9) and (10) are satisfied. Let ǫ be a strictly positive real. According to the remark (4.4),
The last implication is a consequence of (10). Now, we have to prove (9). For this, we are going to prove that, for k big enough, E[T k (ω)] < 1 k . To this aim, the following series of lemmas will be useful:
Lemma 7.1. For C 1 ∈ R + and k ∈ N * , define:
Proof. As Σ is compact, one can prove (see [Pi] ) that two strictly positive numbers a 1 et a 2 exists such that for all z ∈ V e :
Denoting E(.|ω) the expectation conditionaly to ω andP(.|ω) the probability conditionaly to ω, we have:
The third equality is a consequence of the fact that the event S k ≥ r depends only on the brownian path ω but do not depend on the sequence α n . The last inequality is a consequence of the fact that, almost surely:
Using Markov inequality, one gets, for all λ 0 > 0:
The last inequality is a consequence of strong Markov property. For all z ∈ V e :
The last inequality is true for λ 0 < a 2 Then, one gets:
The last series is convergent if λ 0 is close enough to 0. Take such a real λ 0 . Then, ther is a constant a 0 such that:
Taking r = C 1 log(k) gives:
For C 1 big enough, λ 0 C 1 > 2 and the lemma is proved.
Lemma 7.2. For C 2 ∈ R + and k ∈ N * , define:
For C 2 big enough, ther is a 3 > 0 such that for all k ∈ N * , we have:
Proof. If ω is a brownian path, denote:
Fix C 1 > 0 so that the conclusion of the lemma (7.1) be satisfied. Then:
The following estimate is true for a brownian motion in a manifold with bounded curvature (voir [P]): there is c > 0 such that for all y ∈ D and for all r ≥ 2, we have P y (ξ 1 ≥ r) ≤ e −cr 2 . Fix λ 1 > 0, one have:
The last integral converges. Let a 4 (λ 1 ) be a constant satisfying e a4 = 1 + u>0 e u−c u 2 λ 2 1 du. Denote Ent(t) the integral part of t. Using successively Markov inequality and strong Markov property of brownian motion, one gets:
≤ e −λ1r E e λ1.
Ent(t)−1 k=0
For t = C 1 log(k) and r = C 2 log(k), one gets:
Choose C 2 big enough so that −λ 1 C 2 + a 4 C 1 < −2. So, there is a 3 > 0 such that for k big enough, one has:
Fix once and for all a constant C 2 satisfying the previous lemma. One has:
Lemma 7.3. There is C 3 ∈ R such that, for k big enough, one has:
So, there are α ′ > α and R > 0 such that for all r ≥ R, one has:
So taking r = C 2 log(k) and k big enough gives:
Lemma 7.4. There are constants C 4 , C ′ 4 ∈ R + * such that for all x ∈ D(0, C 2 log(k)), one has:
Proof. | D ′ (x) | is the modulus of the derivative of D in x with hyperbolic metric in D and the spherical one in P 1 Let F be the Dirichlet fundamental domain associated to the action of Π 1 (Σ) on D, in other words:
The following fact is classical:
∃v > 0 such that ∀x ∈ D(0, r), ∃y ∈ F , ∃l ≤ v.r, ∃i 1 , ..., i l ∈ {1, ...d} such that x = γ i1 ...γ i l y.
Let x be a point in D(0, C 2 log(k)). There are i 1 , ..., i l ∈ {1, ...d} with l ≤ v.C 2 . log(k) such that x = γ i1 ...γ i l y.
One gets
for k big enough.
For the lower bound, we make an analogous reasoning using the fact that inf y∈F | D ′ (y) |> 0 (because we made the assumption that the projective structure is not branched).
This series of lemmas will be useful to prove the following:
Lemma 7.5. For k big enough, one has:
Here is an idea of the proof: ir order to calculate E[T k ], we are led to estimate, for a brownian motion which initial measure is the uniform measure in ∂D(0, δ ′ ) and stopped at the stopping time S N1 , the expectation of the time that the path D(ω(t)) spends in a disc of radius e −k included in P 1 . As D is a conformal map and using conformal invariance of brownian motion, we are led to estimate the expected time that a brownian path in P 1 stopped at the time σ ω (S N1 ) spends in a disc with radius e −k . Lemmas (7.1), (7.2) and (7.4) which are just been proved will be useful to control the time S N1 and the change of time ccale
Start with some notations:
• E A is the expectation conditionaly to the event A.
•
• Ω γ := {ω such that γ N1 (ω) = γ}.
But:
The inequality in the first line is a consequence of the fact that c k (ω) and y k (ω) are independant conditionaly to γ N k = γ and the equality in the second line is a consequence of the fact that the c k (ω) are identicaly distributed. So, one has:
Let us find an upper bound for the second term of this sum: according to the proposition (5.5), there is a constant T > 0 such that, almost surely,
converges to T . So, there is a constant C > 0 such that, almost surely, for all k ∈ N * : S N1 ≤ Ck. Note that, by definition of, U k , we have U k ≤ S N1 . So U k ≤ Ck. And so:
Consequently, using the lemmas (7.1) and (7.2), there is a constant C 5 such that:
Now, let us find an upper bound for the second term of the sum (12)
du. Then, the previous quantity is equal to:
k , using the lemma (7.4):
Using the lemma (7.4), we also get:
With the following notations:
• m is the image measure under D Riemannian measure in ∂V e .
• P m = P 1 P x dm(x) (P x is the Wiener measure).
• B s is the Brownian process in P 1 .
Using conformal invariance, we get that the term (13) is bounded above by the product of:
So, using the lemma (7.3) and Fubini, we get that this quantity is less than:
One convince easily that:
So, we get the following upper bound for the first term of the sum (12): there is a positive constant C 6 such that for k big enough, we have:
So, for k big enough, we have:
We still have to deduce from this previous lemma that, almost surely, lim
Let us prove that n≥0 var(φ n ) is convergent. This will imply, using BorelCantelli lemma that, almost surely, for n big enough, | φ n − E(φ n ) |≤ ǫ 0 and so that almost surely lim
One can prove, using the same method as
We also prove, using exactly the same method that | E(T i .T j ) |≤ A Riccati foliation F is characterised by the following geometric propertie: a generic fibre of the projection p : P 1 ×P 1 → P 1 on the first factor is everywhere transverse to the foliation. Indeed, if x is a zero of p, then the projective line {x} × P 1 is an invariant line. If x is not a zero of p and x = ∞, then the line {x} × P 1 is everywhere transverse to the foliation: this is obvious in any point (x, y) of the set {x} × C. To study the transversality in (x, ∞), we make the change of coordinates y = 1 Y . Then, the equation (16) becomes:
As dY dx (x, 0) = ∞, the line {x} × P 1 is transverse to the foliation in (x, ∞). For the vertical line {∞} × P 1 , we can check, using the change of coordinates x = 1 X that it is an invariant line if and only if deg(p) < max(deg(a), deg(b), deg(c)) + 2 and that, if it is not an invariant line, it is transverse to the foliation. This property of transversality of a generic fibre allows to define a holonomy representation associated to such foliations in the following way: let {a} ∈ P 1 − {x 1 , ..., x n } where {x 1 , ..., x n } are points in P 1 such that {x i }×P 1 is an invariant line of F . Let α : [0, 1] → P 1 − {x 1 , ..., x n } be a closed curve in P 1 − {x 1 , ..., x n } based in a. Let y ∈ P 1 . There is an unique pathα : [0, 1] → P 1 × P 1 lifting α, belonging to the leaf through (a, y) and satisfyingα(0) = (a, y). If we define φ α (y) byα(1) = (a, φ α (y)), then the map P 1 → P 1 , y → φ α (y) is a biholomorphic map in P 1 which only depends on the homotopy class of α. Then we have a representation: ρ : Π 1 (P 1 − {x 1 , ..., x n }, a) −→ P SL(2, C)
called monodromy representation of the foliation. The group Γ := ρ(Π 1 (P 1 − {x 1 , ..., x n }, a)) is called monodromy group.
Proof of theorem (1.4)
Let L 1 and L 2 be two non invariant lines and let h : (L 1 , p 1 ) → (L 2 , p 2 ) be a holonomy germ of the foliation. We have to prove that h can be analiticaly continued along almost every brownian path.
first case: L 1 and L 2 are vertical. In this trivial case, as a generic vertical line is everywhere transverse to the foliation, h can be continued along any path in L 1 .
second case: L 1 is a vertical line and L 2 is not. If {x 1 , ..., x n } are the points in P 1 such that {x i }×P 1 is an invariant line of F , and if for i = 1, ..., n, we denote z i,2 = p −1 (x i ) ∩ L 2 , then L 2 − {z 1,2 , ..., z n,2 } is naturally endowed with a branched projective structure by h: the analytic continuation of h −1 in L 2 − {z 1,2 , ..., z n,2 } is a developping map called D 2 of a branched projective structure on L 2 − {z 1,2 , ..., z n,2 }. Notice that the monodromy group Γ 2 associated to D 2 is conjugate to the monodromy group of the foliation. As the action of the monodromy group of the foliation on P 1 is minimal, D 2 is onto and there is no finite set in P 1 globaly invariant by the action of Γ 2 . Then applying the theorem (1.1) an the remark (6.5), we conclude that h can be continued along almost every brownian path in L 1 .
third case: L 1 and L 2 are non vertical lines. Let h : (L 1 , p 1 ) → (L 2 , p 2 ) be a holonomy germ between L 1 and L 2 . Denote, for i ∈ {1, ..., n} and j ∈ {1, 2}, z i,j = p −1 (x i ) ∩ L j . If sph j denote a spherical metric in L j , and hyp j denote the hyperbolic metric in (L j − {z 1,j , ..., z n,j }, then the inclusion map (L j − {z 1,j , ..., z n,j }, hyp i ) ֒→ (L j , sph j ) is brownian path preserving and the time change σ given by theorem (5.1) satisfies lim t→∞ σ t = ∞. So, one can assume that the brownian motion is starting from p 1 / ∈ {z 1,1 , ..., z n,1 } and is associated to the hyperbolic metric. Every holonomy germ h : (L 1 , p 1 ) → (L 2 , p 2 ) can be written h = D −1 2 •D 1 where, for j ∈ {1, 2}, D is a developping map associated to a branched projective structure in L j − {z 1,j , ..., z n,j } with monodromy group Γ j conjugated to the monodromy group of the foliation. If B(ω) is a brownian path starting from p 1 , D 1 can be analiticaly continued along B(ω). Using conformal invariance and theorem (1.1) (D 1 • B σ −1 (s) (ω)) 0≤s≤∞ is a brownian path starting from D 1 (p 1 ). Then, using a second time theorem (1.1), D −1 2 can be analiticaly continued along (D 1 • B σ −1 (s) (ω)) 0≤s≤∞ . This concludes the proof.
