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It is known that a multiloop Lie algebra, which is constructed
using multiloop realization, can be a Lie Zn-torus if a given
multiloop Lie algebra satisﬁes several conditions, and it is also
known that a family of extended aﬃne Lie algebras (EALAs) is
obtained from a Lie Zn-torus. In many cases, however, even if
a given multiloop Lie algebra does not satisfy these conditions,
we can also construct a family of EALAs from it. In this paper,
we study this construction, and prove that two families of EALAs
constructed from two multiloop Lie algebras are coincide up to
isomorphisms as EALAs if and only if two multiloop Lie algebras
are “support-isomorphic”. Also, we give a necessary and suﬃcient
condition for two multiloop Lie algebras to be support-isomorphic.
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1. Introduction
The multiloop realization is introduced in [1]: from an algebra A that is not necessarily associative
or unital, a ﬁnite sequence of mutually commutative ﬁnite order automorphisms σ = (σ1, . . . , σn), and
a sequence of positive integers m = (m1, . . . ,mn) such that σmii = id for 1 i  n, we can construct a
Zn-graded algebra Mm(A,σ ) called a multiloop algebra.
We consider the case where an algebra A is a ﬁnite dimensional simple Lie algebra g, and we
assume that gσ := {g ∈ g | σi(g) = g for all i} = {0}. In this case since gσ is reductive, we can consider
a root space decomposition of Mm(g,σ ) with respect to a Cartan subalgebra h in gσ , and then we
can see Mm(g,σ ) as a Qh × Zn-graded Lie algebra where Qh is a root lattice. In this paper, we
call the Qh × Zn-graded Lie algebra a multiloop Lie algebra, and denote it by Lm(g,σ ,h). In [2], the
authors have proved that Lm(g,σ ,h) can be a Lie Zn-torus if σ satisﬁes some conditions (the principal
condition is that gσ is a simple Lie algebra), and in that case it is called a multiloop Lie Zn-torus. A Lie
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satisfying several axioms. E. Neher has proved in [8] that if a centreless Lie Zn-torus is given, we can
construct a family of extended aﬃne Lie algebras (EALAs, for short). However, unless gσ = {0}, we can
construct a family of EALAs from Lm(g,σ ,h) even if σ does not satisfy the condition for Lm(g,σ ,h)
to be a Lie Zn-torus. This fact can be seen by proving that the Qh-support of Lm(g,σ ,h) with respect
to h is an irreducible ﬁnite root system. In this paper, we study this construction of a family of EALAs
from a multiloop Lie algebra.
In [3], it has been proved that there exists a one-to-one correspondence between centreless Lie Zn-
tori up to isotopy and families of EALAs up to isomorphism, where isotopy is an equivalence relation
on a class of Lie Zn-tori deﬁned in [2]. In this paper, we see that the similar result is obtained
in the case of multiloop Lie algebras; we deﬁne an equivalence relation “support-isomorphic” on
the class of multiloop Lie algebras (see Deﬁnition 2.2.1), and then we prove that two families of
EALAs constructed from two multiloop Lie algebras coincide up to isomorphism if and only if two
multiloop Lie algebras are support-isomorphic. Also, we give a necessary and suﬃcient condition for
two multiloop Lie algebras to be support-isomorphic.
As we prove in Theorem 5.1.4, a multiloop Lie algebra Lm(g,σ ,h) is support-isomorphic to some
Lie Zn-torus if and only if gσ = {0}. From this fact, we can see that the class of EALAs which can be
constructed from multiloop Lie algebras is coincides with that constructed from multiloop Lie Zn-tori.
It is, however, expected that, at least in some cases, considering whole multiloop Lie algebras makes
it easy to study the classiﬁcation problem of EALAs.
We brieﬂy outline the contents of this paper. In Section 2, we recall the deﬁnition and some
results of multiloop algebras, and deﬁne support-isomorphism. In Section 3, we deﬁne a multiloop Lie
algebra Lm(g,σ ,h), and study the properties of the support of a Qh-grading. In Section 4, we study
a support-isomorphism of multiloop Lie algebras. In Section 5, we give a necessary and suﬃcient
condition for a multiloop Lie algebra to be support-isomorphic to some Lie Zn-torus, and ﬁnally, we
study the construction of EALAs from a multiloop Lie algebra.
Assumptions and Notation.
(a) Throughout this paper all vector spaces and algebras are deﬁned over a base ﬁeld k of charac-
teristic 0 and we assume that k is algebraically closed. In this paper an algebra is not necessarily
associative or unital.
(b) For each n ∈ Z>0, we choose a primitive n-th root of unity ζn ∈ k satisfying the following condi-
tion: for all m,n ∈ Z>0,
ζmmn = ζn. (1)
(c) For an n-tuple of positive integers m = (m1, . . . ,mn), let
Λ¯m = Z/m1Z × · · · × Z/mnZ.
(d) For a group Λ and a subset S ⊆ Λ, let 〈S〉 be a subgroup of Λ generated by S .
(e) If B =⊕λ∈Λ Bλ is a Λ-graded algebra for some abelian group Λ, we put
suppΛ(B) =
{
λ ∈ Λ ∣∣ Bλ = {0}}⊆ Λ.
2. Multiloop algebras
Although we are interested only in Lie algebras, we deal with general algebras in this section.
2.1. Deﬁnitions and some results
First, we recall the following basic deﬁnitions.
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(a) Let C(A) be the subalgebra of Endk(A) consisting of the k-linear endomorphisms of A that com-
mute with all left and right multiplications by elements of A. We call C(A) the centroid of A.
(b) We say A is central-simple if A is simple and C(A) = k · id.
Deﬁnition 2.1.2. Let Λ be an abelian group and B =⊕λ∈Λ Bλ be a Λ-graded algebra.
(a) We say B is graded-simple if BB = {0} and graded ideals of B are only {0} and B.
(b) Suppose that B is graded-simple. Then C(B) =⊕λ∈Λ C(B)λ is a unital commutative associative
Λ-graded algebra where
C(B)λ = {c ∈ C(B) ∣∣ cBμ ⊆ Bλ+μ for μ ∈ Λ},
and ΓΛ(B) := suppΛ(C(B)) is a subgroup of Λ [6, Proposition 2.16]. We call ΓΛ(B) the central
grading group of B. We say B is graded-central-simple if B is graded-simple and C(B)0 = k · id.
Deﬁnition 2.1.3. Let Λ,Λ′ be abelian groups.
(a) Suppose that B and B′ are Λ-graded algebras. Then we say B and B′ are Λ-graded-isomorphic if
there exists an algebra isomorphism ϕ : B → B′ such that
ϕ
(Bλ)= B′λ
for λ ∈ Λ. In that case, we call ϕ a Λ-graded-isomorphism, and we write B ∼=Λ B′ .
(b) Suppose that B is a Λ-graded algebra and B′ is a Λ′-graded algebra. Then we say B and B′ are
isograded-isomorphic if there exist an algebra isomorphism ϕ : B → B′ and a group isomorphism
ϕΛ : Λ → Λ′ such that
ϕ
(Bλ)= B′ϕΛ(λ)
for λ ∈ Λ. In that case we call ϕ an isograded-isomorphism, and we write B ∼=ig B′ .
To deﬁne a multiloop algebra, we use the following notation. Suppose that A is an algebra. We
denote the set of n-tuples of commuting ﬁnite order automorphisms of A
{
(σ1, . . . , σn) ∈ Aut(A)n
∣∣ σiσ j = σ jσi, ord(σi) < ∞ for all i, j}
by Autncfo(A). For σ = (σ1, . . . , σn) ∈ Autncfo(A), we put
Aσ = {u ∈ A ∣∣ σi(u) = u for 1 i  n},
and we write ord(σ ) = (ord(σ1), . . . ,ord(σn)) ∈ Zn>0.
A multiloop algebra has been deﬁned in [1] as follows:
Deﬁnition 2.1.4. Suppose that A is an algebra. Let n ∈ Z>0, and assume that σ = (σ1, . . . , σn) ∈
Autncfo(A) and m = (m1, . . . ,mn) ∈ Zn>0 satisfy
σ
mi
i = id for 1 i  n.
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each mi is an order of σi . For λ = (l1, . . . , ln) ∈ Zn , let
λ¯ = (l¯1, . . . , l¯n) ∈ Λ¯m (= Z/m1Z × · · · × Z/mnZ)
be the image of λ under the canonical group homomorphism from Zn onto Λ¯m . Using σ and m, we
deﬁne a Λ¯m-grading on A as follows: for λ¯ = (l¯1, . . . , l¯n) ∈ Λ¯m ,
Aλ¯(σ ,m) = {u ∈ A ∣∣ σi(u) = ζ limi u for 1 i  n}. (2)
(We usually use a notation Aλ¯ instead of Aλ¯(σ ,m) when it is obvious from the context that A is graded
using σ and m.) Then we can deﬁne a Zn-graded algebra
Mm(A,σ ) =
⊕
λ∈Zn
Aλ¯ ⊗ tλ ⊆ A ⊗ k[t±11 , . . . , t±1n ] (3)
where for λ = (l1, . . . , ln), we put tλ = tl11 tl22 . . . tlnn . We call the Zn-graded algebra Mm(A,σ ) the multi-
loop algebra of σ (based on A and relative to m). We call n the nullity of Mm(A,σ ).
By [1, Proposition 8.2.2], we have the following:
Lemma 2.1.5. Suppose that A is a central-simple algebra, and B = Mm(A,σ ) is a multiloop algebra of σ ∈
Autncfo(A) relative tom = (m1, . . . ,mn) ∈ Zn>0 where σm = id. Then B is a graded-central-simple Zn-graded
algebra, and
ΓZn(B) =m1Z × · · · ×mnZ ⊆ Zn,
where ΓZn (B) is the central grading group of B. In particular, the rank of ΓZn (B) is n.
We use the following notation. Let A be an algebra and σ = (σ1, . . . , σn) ∈ Autncfo(A). For P =
(pij) ∈ GLn(Z), we set
σ P =
( ∏
1in
σ
pi1
i ,
∏
1in
σ
pi2
i , . . . ,
∏
1in
σ
pin
i
)
.
Since σi ’s commute with each other and each σi has a ﬁnite order, σ P ∈ Autncfo(A). It is easy to
check that (σ P )Q = σ P Q for P , Q ∈ GLn(Z). Therefore, P : σ → σ P deﬁnes a right GLn(Z)-action on
Autncfo(A). If A′ is another algebra and ϕ : A → A′ is an algebra isomorphism, we write
ϕσϕ−1 = (ϕσ1ϕ−1, . . . ,ϕσnϕ−1) ∈ Autncfo(A′).
The following deﬁnition is introduced in [1, Deﬁnition 8.1.1] (in the deﬁnition, we let
diag(a1, . . . ,an) denote an n-diagonal matrix with the diagonal entries (a1, . . . ,an)):
Deﬁnition 2.1.6. For m = (m1, . . . ,mn) ∈ Zn>0 and m′ = (m′1, . . . ,m′n) ∈ Zn>0, we set Dm =
diag(m1, . . . ,mn), Dm′ = diag(m′1, . . . ,m′n). For P ∈ GLn(Z), we say that P is (m′,m)-admissible if
Dm′ t P D−1m ∈ GLn(Z) where t P is a transpose of P .
Proposition 2.1.7. Suppose that A and A′ are central-simple algebras. Assume that σ ∈ Autncfo(A), σ ′ ∈
Autncfo(A′) and m,m′ ∈ Zn>0 satisfy σm = id,σ ′m
′ = id. Let B = Mm(A,σ ), B′ = Mm′ (A′,σ ′). Then the
following two statements are equivalent:
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(b) There exist a matrix P ∈ GLn(Z) and an algebra isomorphism ϕ : A → A′ such that P is (m′,m)-
admissible and
σ ′ = ϕσ Pϕ−1. (4)
Moreover, if P and ϕ satisfy (b), we can take an isograded-isomorphism ψ : B → B′ satisfying ψ(x ⊗ 1) =
ϕ(x) ⊗ 1 for x ∈ Aσ .
Proof. The ﬁrst statement is [1, Theorem 8.3.2(ii)]. Suppose that P ,ϕ satisfy (b), and let Q =
Dm′ t P D−1m ∈ GLn(Z). If we deﬁne ψ : B → B′ as
Bλ  x⊗ tλ → ϕ(x) ⊗ tλ t Q ∈ B′λ t Q
for λ ∈ Zn, x ∈ Aλ¯ , then ψ is an isograded-isomorphism by [1, Proposition 8.2.1]. Clearly ψ(x ⊗ 1) =
ϕ(x) ⊗ 1 for x ∈ Aσ . 
2.2. Support-isomorphism
Let B be a Λ-graded algebra for an abelian group Λ, and take a subgroup Λsub ⊆ Λ such that
〈suppΛ(B)〉 ⊆ Λsub. Since B =
⊕
λ∈Λsub Bλ , we can consider B canonically as a Λsub-graded algebra.
In particular, we can view B as 〈suppΛ(B)〉-graded.
Deﬁnition 2.2.1. Let Λ,Λ′ be abelian groups, and suppose that B is a Λ-graded algebra and B′ is
a Λ′-graded algebra. We say B and B′ are support-isograded-isomorphic (or support-isomorphic, for
short) if there exist an algebra isomorphism ϕ : B → B′ and a group isomorphism ϕsu : 〈suppΛ(B)〉 →
〈suppΛ′ (B′)〉 such that
ϕ
(Bλ)= B′ϕsu(λ)
for λ ∈ 〈suppΛ(B)〉: in other words, if B is considered as 〈suppΛ(B)〉-graded and B′ as 〈suppΛ′ (B′)〉-
graded, then B and B′ are isograded-isomorphic. In that case, we call ϕ a support-isograded-
isomorphism (or support-isomorphism, for short), and we write B ∼=supp B′ .
The following lemma is obvious from the deﬁnitions:
Lemma 2.2.2. Let Λ,Λ′ be abelian groups, and suppose that B is a Λ-graded algebra and B′ is a Λ′-graded
algebra.
(a) If B ∼=ig B′ , then B ∼=supp B′ .
(b) If 〈suppΛ(B)〉 = Λ and 〈suppΛ′ (B′)〉 = Λ′ , then B ∼=ig B′ is equivalent to B ∼=supp B′ .
We would like to give a necessary and suﬃcient condition for two multiloop algebras based on
central-simple algebras to be support-isomorphic. To do this, we need the following lemmas.
Lemma 2.2.3. Let A be an algebra, σ ∈ Autncfo(A). Then there exists P ∈ GLn(Z) such that
〈
suppZn
(
Mord(σ P )
(A,σ P ))〉= Zn. (5)
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|G| =
n∏
i=1
ord
((
σ P
)
i
)
, (6)
where |G| denotes the cardinal number of G and σ P = ((σ P )1, . . . , (σ P )n). By [1, Lemma 3.2.4], (6) is
equivalent to (5). 
Lemma 2.2.4. Let A be an algebra and B = Mm(A,σ ) be a multiloop algebra of nullity n. Then it follows that
B ∼=supp Mord(σ )(A,σ ).
Proof. Let ai ∈ Z>0 be a positive integer such that ord(σi) =mi/ai for 1 i  n. We write Bord(σ ) =
Mord(σ )(A,σ ). Let fa : Zn → Zn be an injective homomorphism deﬁned as
fa
(
(l1, . . . , ln)
)= (a1l1, . . . ,anln)
for (l1, . . . , ln) ∈ Zn . By (1), we have ζ aimi = ζord(σi) . Using this we have
Aλ¯(σ ,ord(σ )) = {u ∈ A ∣∣ σi(u) = ζ liord(σi)u for 1 i  n}
= {u ∈ A ∣∣ σi(u) = ζ ailimi u for 1 i  n}
= A fa(λ)(σ ,m) (7)
for λ = (l1, . . . , ln) ∈ Zn . Next, suppose that λ = (l1, . . . , ln) /∈ Im fa . Then there exists j such that
a j  l j , and from this we have Aλ¯(σ ,m) = {0}. Consequently, we can deﬁne an algebra isomorphism
ϕ : Bord(σ ) → B as
Bλord(σ ) = Aλ¯(σ ,ord(σ )) ⊗ tλ  u ⊗ tλ → u ⊗ t fa(λ) ∈ A fa(λ)(σ ,m) ⊗ t fa(λ) = B fa(λ).
Since fa(〈suppZn (Bord(σ ))〉) = 〈suppZn (B)〉, the above isomorphism is indeed a support-isomorp-
hism. 
Proposition 2.2.5. Suppose that A, A′ are central-simple algebras, and let B = Mm(A,σ ) and B′ =
Mm′ (A′,σ ′) be multiloop algebras of nullity n. Then B ∼=supp B′ if and only if there exist P ∈ GLn(Z) and
an algebra isomorphism ϕ : A → A′ such that
σ ′ = ϕσ Pϕ−1. (8)
(In particular, it does not depend on m or m′ whether or not B ∼=supp B′ .) Moreover, if P ∈ GLn(Z) and
an isomorphism ϕ : A → A′ satisﬁes (8), then we can take a support-isomorphism ψ : B → B′ satisfying
ψ(x⊗ 1) = ϕ(x) ⊗ 1 for x ∈ Aσ .
Proof. First, we show the “if” part. Let M = l.c.m{m,m′} ∈ Z>0 be the least common multiple of 2n
positive integers m1, . . . ,mn,m′1, . . . ,m′n , and let M = (M,M, . . . ,M) ∈ Zn>0. Obviously, σM = σ ′M =
id. By Lemma 2.2.4,
B ∼=supp Mord(σ )(A,σ ) ∼=supp MM (A,σ )
K. Naoi / Journal of Algebra 323 (2010) 2103–2129 2109and
B′ ∼=supp Mord(σ ′)
(A′,σ ′)∼=supp MM(A′,σ ′).
It is clear from Deﬁnition 2.1.6 that P is (M,M)-admissible, and hence it follows from Proposi-
tion 2.1.7 that
MM (A,σ ) ∼=ig MM
(A′,σ ′),
in particular MM (A,σ ) ∼=supp MM (A′,σ ′) by Lemma 2.2.2. Thus, we have B ∼=supp B′ , and the “if”
part follows. The second statement of the proposition is easily checked from the above proof of “if”
part, using Proposition 2.1.7 and the proof of Lemma 2.2.4. Next, we show the “only if” part. By
Lemma 2.2.3, there exist Q , R ∈ GLn(Z) such that〈
suppZn
(
Mord(σ Q )
(A,σ Q ))〉= Zn,
and
〈
suppZn
(
Mord(σ ′ R )
(A′,σ ′ R))〉= Zn.
We abbreviate
BQ = Mord(σ Q )
(A,σ Q ) and B′R = Mord(σ ′ R )(A′,σ ′ R).
From the “if” part and the assumption, we have BQ ∼=supp B ∼=supp B′ ∼=supp B′R , and this gives BQ ∼=igB′R by Lemma 2.2.2(b). From Proposition 2.1.7, there exist S ∈ GLn(Z) and an algebra isomorphism
ϕ : A → A′ such that σ ′ R = ϕσ Q Sϕ−1. Then we have σ ′ = ϕσ Q SR−1ϕ−1. 
3. Multiloop Lie algebras
3.1. Preliminary lemmas
Suppose that g is a ﬁnite dimensional simple Lie algebra. Note that g is central-simple since k is al-
gebraically closed. For n ∈ Z>0, let σ = (σ1, . . . , σn) ∈ Autncfo(g) and m = (m1, . . . ,mn) ∈ Zn>0 satisfying
σm = id. As (2), we deﬁne a Λ¯m-grading on g as
gλ¯
(= gλ¯(σ ,m)) := {g ∈ g ∣∣ σi(g) = ζ limi g for 1 i  n} (9)
for λ¯ = (l¯1, . . . , l¯n) ∈ Λ¯m . We denote the Killing form on g by ( | ). Recall that the Killing form is
non-degenerate on g, invariant, symmetric, and preserved by any automorphisms. Then since ( | ) is
preserved by σi ’s, we have that
(
gλ¯
∣∣ gμ¯)= 0 if λ¯ + μ¯ = 0¯, (10)
where λ¯, μ¯ ∈ Λ¯m . Also we have that ( | ) on gλ¯ × g−λ¯ is non-degenerate since ( | ) on g is non-
degenerate.
The following lemma is well known. (For example, see [5, Proposition 4.1.].)
Lemma 3.1.1. gσ (= g0¯) is a reductive Lie algebra.
Remark 3.1.2. Note that it is possible that gσ = {0}.
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imal ad-diagonalizable subalgebra) h of gσ . Note that h is not necessarily a Cartan subalgebra of g.
Lemma 3.1.3.
(a) ( | ) is non-degenerate on h.
(b) h is ad-diagonalizable on g.
Proof. (a) We have the root space decomposition of gσ with respect to h
gσ =
⊕
α∈h∗
gσα ,
where gσα := {g ∈ gσ | [h, g] = 〈α,h〉g for h ∈ h}. Note that gσ0 = h. For h ∈ h, α,β ∈ h∗ and x ∈ gσα ,
y ∈ gσβ ,
〈α,h〉(x | y) = ([h, x] ∣∣ y)= −(x ∣∣ [h, y])= −〈β,h〉(x | y)
since ( | ) is invariant. This means that
(x | y) = 0 unless α + β = 0. (11)
Hence (a) follows since ( | ) is non-degenerate on gσ .
(b) For any h ∈ h, we denote the Jordan decomposition of adg(h) by
adg(h) = S + T S, T ∈ gl(g),
where S is the semisimple part and T is the nilpotent part. By [7, Lemma 4.2.B], T is a derivation
on g. Hence, there exists some element hT ∈ g such that adg(hT ) = T since g is simple. Due to the
property of the Jordan decomposition, there exists a polynomial f (t) ∈ k[t] such that
T = adg(hT ) = f
(
adg(h)
)
, (12)
and this implies that
adg(hT )
(
gλ¯
)⊆ gλ¯ for λ¯ ∈ Λ¯m (13)
since h ∈ gσ . Thus, hT ∈ gσ . From (12), T |gσ = adgσ (hT ) is diagonalizable. Then since adgσ (hT ) is
nilpotent, we have adgσ (hT ) = 0. Hence, we have hT ∈ h, which gives that [z,hT ] = 0 for all z ∈ h. It
follows from this and the nilpotency of adg(hT ) that
(z | hT ) = Tr
(
adg(z)adg(hT )
)= 0 for all z ∈ h. (14)
By Lemma 3.1.3(a) and (14), we have hT = 0. Hence adg(h) is semisimple, and (b) follows. 
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In Section 2, we have deﬁned a multiloop algebra based on a general algebra. By the abuse of
language, we use a term “multiloop Lie algebra” in a different sense from that.
Suppose that g is a ﬁnite dimensional simple Lie algebra. For n ∈ Z>0, let σ = (σ1, . . . , σn) ∈
Autncfo(g) and m = (m1, . . . ,mn) ∈ Zn>0 satisfying σm = id. In the following, we deﬁne a subalgebra
h ⊆ gσ and an abelian group Qh , and then we deﬁne a multiloop Lie algebra Lm(g,σ ,h) as a Qh ×Zn-
graded Lie algebra.
First, we assume that gσ = {0}. In this case, we take h as a Cartan subalgebra of gσ . By
Lemma 3.1.3(b), we can deﬁne the root space decomposition of g with respect to h, which we de-
note by g =⊕α∈h∗ gα where gα := {g ∈ g | [h, g] = 〈α,h〉g for h ∈ h}. Put
 = supph∗(g) \ {0} ⊆ h∗,
and let Qh =∑α∈ Zα ⊆ h∗ . This grading, together with the grading deﬁned in (9), gives a Qh × Λ¯m-
grading on g as
g =
⊕
(α,λ¯)∈Qh×Λ¯m
gλ¯α, (15)
where we set gλ¯α = gα ∩ gλ¯ . Then we can deﬁne a Qh × Zn-graded Lie algebra Lm(g,σ ,h) as
Lm(g,σ ,h) =
⊕
(α,λ)∈Qh×Zn
gλ¯α ⊗ tλ.
Next, we assume that gσ = {0}. For the notational convenience, in this case we let h = gσ = {0}
and Qh be a trivial group, and we deﬁne
Lm(g,σ ,h) =
⊕
λ∈Zn
gλ¯ ⊗ tλ.
Also in this case, we consider Lm(g,σ ,h) as a Qh × Zn(∼= Zn)-graded Lie algebra.
Note that, as a Zn-graded Lie algebra, Lm(g,σ ,h) = Mm(g,σ ).
Deﬁnition 3.2.1. Suppose that g is a ﬁnite dimensional simple Lie algebra, σ ∈ Autncfo(g), and m ∈
Zn>0 such that σ
m = id. Then we call the Qh × Zn-graded Lie algebra Lm(g,σ ,h) deﬁned above the
multiloop Lie algebra determined by g,σ ,m,h. We call the positive integer n the nullity of Lm(g,σ ,h).
Remark 3.2.2. (a) In the deﬁnition of a multiloop algebra Mm(A,σ ), A is not supposed to be either
ﬁnite dimensional or simple. Thus, it may be more appropriate to call Lm(g,σ ,h) in Deﬁnition 3.2.1
a multiloop Lie algebra based on a ﬁnite dimensional simple Lie algebra. In this paper, however, we
consider a ﬁnite dimensional simple case only. Thus, we call it simply a multiloop Lie algebra.
(b) Even in the case where gσ = {0},  = suppQh(g) \ {0} does not necessarily coincide with the
root system of g since h is not necessarily a Cartan subalgebra of g. It is, however, proved in the next
subsection that  is an irreducible (possibly non-reduced) ﬁnite root system.
Henceforth, we consider gσ as a Lie subalgebra of Lm(g,σ ,h) using the isomorphism gσ → gσ ⊗1.
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Let g be a ﬁnite dimensional simple Lie algebra, σ = (σ1, . . . , σn) ∈ Autncfo(g), m = (m1, . . . ,mn) ∈
Zn>0 where σ
m = id, and suppose that gσ = {0}. We take a Cartan subalgebra h ⊆ gσ , and deﬁne a
Qh × Λ¯m-grading on g as (15). Put  = suppQh(g) \ {0}.
First, since g is ﬁnite dimensional, the following lemma is obvious:
Lemma 3.3.1.  is a ﬁnite set.
Next, by Lemma 3.1.3(a), we can deﬁne an isomorphism ν : h → h∗ canonically by setting
〈
ν(h),h1
〉= (h | h1) for h,h1 ∈ h.
Then we can also deﬁne a non-degenerate bilinear form ( | ) on h∗ by setting
(α|β) = (ν−1(α)|ν−1(β)) for α,β ∈ h∗. (16)
Lemma 3.3.2. The k-span of  coincides with h∗ .
Proof. We assume that the k-span of  does not coincide with h∗ . Then there exists some non-zero
element h ∈ h such that 〈α,h〉 = 0 for all α ∈ , which means that [h,gα] = 0 for all α ∈ . Hence,
we have [h,g] = 0, which contradicts the simplicity of g. 
Let α ∈  and λ¯ ∈ Λ¯m such that gλ¯α = {0}. (10) and (11) imply that g−λ¯−α = {0} since ( | ) is non-
degenerate on g. Thus, we can take non-zero elements xλ¯α ∈ gλ¯α and x−λ¯−α ∈ g−λ¯−α . For h ∈ h, we have
(
h
∣∣ [xλ¯α, x−λ¯−α])= ([h, xλ¯α] ∣∣ x−λ¯−α)= 〈α,h〉(xλ¯α ∣∣ x−λ¯−α)= (h ∣∣ ν−1(α))(xλ¯α ∣∣ x−λ¯−α).
Thus we have
[
xλ¯α, x
−λ¯−α
]= (xλ¯α ∣∣ x−λ¯−α)ν−1(α) ∈ h (17)
since ( | ) is non-degenerate on h.
Lemma 3.3.3. For α ∈ , (α | α) = 0.
Proof. For some α ∈ , we assume that (α|α) = 〈α,ν−1(α)〉 = 0. We can take 0 = xλ¯α ∈ gλ¯α for some
λ¯ ∈ Λ¯m . Then there exists some element x−λ¯−α ∈ g−λ¯−α such that (xλ¯α | x−λ¯−α) = 1. By (17) and the assump-
tion, we can see that the Lie subalgebra of g spanned by {ν−1(α), xλ¯α, x−λ¯−α}, which we denote by S ,
is a three-dimensional nilpotent Lie algebra. Then since adg(S)  S is also nilpotent (in particular,
solvable) and adg(ν−1(α)) ∈ [adg(S),adg(S)], it follows from the Lie’s theorem that adg(ν−1(α)) acts
nilpotently on g. From this and Lemma 3.1.3(b), it follows that adg(ν−1(α)) = 0. This forces α = 0,
and this is contradiction since 0 /∈ . 
Let α ∈  and λ¯ ∈ Λ¯m such that gλ¯α = {0}. By Lemma 3.3.3, 2(α|α)−1 ∈ k exists. Thus, we can
choose non-zero elements xλ¯α ∈ gλ¯α and x−λ¯−α ∈ g−λ¯−α satisfying
(
xλ¯α
∣∣ x−λ¯−α)= 2 ,(α | α)
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hα = 2ν
−1(α)
(α|α) ∈ h. (18)
Then we have [
hα, x
λ¯
α
]= 2xλ¯α, [hα, x−λ¯−α]= −2x−λ¯−α, (19)
and using (17),
[
xλ¯α, x
−λ¯−α
]= hα. (20)
By (19) and (20), we can see that the Lie subalgebra of g spanned by these three elements
{xλ¯α, x−λ¯−α,hα} is isomorphic to sl2(k). We call the set of these three elements a sl2(k)-triple with
respect to (α, λ¯). Note that this set is deﬁned only for the pair (α, λ¯) satisfying gλ¯α = {0}. Also, note
that for some α ∈  it is possible that hα is contained in more than one sl2(k)-triple.
For α ∈ , we deﬁne a reﬂection sα on h∗ by
sα(γ ) = γ − 〈γ ,hα〉α for γ ∈ h∗. (21)
Lemma 3.3.4. Let α,β ∈ , then
(a) 〈β,hα〉 ∈ Z,
(b) sα() = .
Proof. We have some λ¯, μ¯ ∈ Λ¯m such that gλ¯α = {0} and gμ¯β = {0}, and by the above construction we
can take a sl2(k)-triple {xλ¯α, x−λ¯−α,hα} with respect to (α, λ¯). Let S λ¯α be the subalgebra of g spanned by
these elements.
(a) We can consider g as a S λ¯α-module by the adjoint action. Since g
μ¯
β is non-zero eigenspace for
hα , (a) follows from the representation theory of sl2(k).
(b) It suﬃces to show that
sα(β) ∈ . (22)
We construct an automorphism of g using the elements xλ¯α and x
−λ¯−α . Since  is a ﬁnite set and
ad
(
xλ¯α
)
(gγ ) ⊆ gα+γ
for γ ∈  ∪ {0}, we can see that ad(xλ¯α) is nilpotent, and so is ad(x−λ¯−α). Therefore,
θ λ¯α := exp
(
ad
(
xλ¯α
))
exp
(−ad(x−λ¯−α))exp(ad(xλ¯α)) ∈ Aut(g)
is a well-deﬁned automorphism of g. To show (22), it suﬃces to show that
θ λ¯α(gβ) ⊆ gsα(β).
Let xβ ∈ gβ . For h ∈ h such that 〈α,h〉 = 0, using θ λ¯α(h) = h, we have
[
h, θ λ¯α(xβ)
]= θ λ¯α([h, xβ ])= 〈β,h〉θ λ¯α(xβ) = 〈sα(β),h〉θ λ¯α(xβ).
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[
hα, θ
λ¯
α(xβ)
]= 〈sα(β),hα 〉θ λ¯α(xβ).
This follows from
θ λ¯α(hα) = −hα (23)
and
〈
sα(β),hα
〉= 〈β − 〈β,hα〉α,hα 〉= −〈β,hα〉
((23) follows from an easy calculation in sl2(k)). 
Now, we show the following proposition:
Proposition 3.3.5. Let g be a ﬁnite dimensional simple Lie algebra and σ = (σ1, . . . , σn) ∈ Autncfo(g) such
that gσ = {0}, and let h be a Cartan subalgebra of gσ . Then  := suppQh(g) \ {0} is an irreducible (possibly
non-reduced) ﬁnite root system in h∗ (cf. [4, Chapter IV]).
Proof. By Lemmas 3.3.1, 3.3.2, (18), (21), Lemma 3.3.4 (a) and (b), we have that  is a (possibly
non-reduced) ﬁnite root system. Thus, it suﬃces to show that  is irreducible. We assume that  =
1 ∪2, (1 | 2) = 0 and 1 = ∅. Let g(1) be a subalgebra in g generated by ⋃α∈1 gα . If α ∈ 1,
β ∈ 2, we have from Lemma 3.3.3 that (α + β|α) = 0, (α + β|β) = 0, and hence we have α + β /∈ .
Thus, since α + β = 0 we have gα+β = {0}, and this means
[gα,gβ ] = 0. (24)
Then we can easily see that g(1) is a non-zero ideal of g, which coincides with g. Since
[gβ,g(1)] = 0 for any β ∈ 2 by (24), 2 = ∅. 
Then the following corollary is obvious from the deﬁnition of a multiloop Lie algebra Lm(g,σ ,h).
Corollary 3.3.6. Let g, h, σ be as in Proposition 3.3.5 (in particular, gσ = {0}), and letm ∈ Zn satisfy σm = id.
Then  := suppQh(Lm(g,σ ,h)) \ {0} is an irreducible (possibly non-reduced) ﬁnite root system.
4. Support-isomorphism of multiloop Lie algebras
Let L = Lm(g,σ ,h),L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n. As deﬁned in the
previous section, L is Qh × Zn-graded and L′ is Qh′ × Zn-graded. Thus, L and L′ are support-
isomorphic if and only if there exist a Lie algebra isomorphism ϕ : L → L′ and a group isomorphism
ϕsu : 〈suppQh×Zn (L)〉 → 〈suppQh′×Zn (L′)〉 such that
ϕ
(
Lλα
)= L′λ′α′
for (α,λ) ∈ 〈suppQh×Zn (L)〉 where we set ϕsu((α,λ)) = (α′, λ′). The goal of this section is to give a
necessary and suﬃcient condition for L and L′ to be support-isomorphic.
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In Section 2, we have observed the conditions for two multiloop algebras, which are Zn-graded,
to be isograded-isomorphic or support-isomorphic. To apply those results to multiloop Lie algebras,
which are Qh × Zn-graded, we deﬁne the following:
Deﬁnition 4.1.1. Let L and L′ be multiloop Lie algebras of nullity n. Note that we can see L and L′ as
Zn-graded Lie algebras by considering only their Zn-gradings.
(a) We say L and L′ are Zn-isograded-isomorphic if L and L′ are isograded-isomorphic as Zn-graded
Lie algebras. In that case we write L ∼=Zn−ig L′ .
(b) We say L and L′ are Zn-support-isomorphic if L and L′ are support-isomorphic as Zn-graded Lie
algebras. In that case we write L ∼=Zn−su L′ .
The following lemma is immediately follows from Proposition 2.2.5:
Lemma 4.1.2. Let L = Lm(g,σ ,h) and L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n. Then
L ∼=Zn−su L′ if and only if there exist P ∈ GLn(Z) and an algebra isomorphism ϕ : g → g′ such that
σ ′ = ϕσ Pϕ−1 .
The following proposition, which can be proved in the almost same way used in the proof of
[2, Proposition 2.1.3], shows that if two multiloop Lie algebras are Zn-isograded-isomorphic or Zn-
support-isomorphic, then we can choose the isomorphism preserving the root grading. In particular,
if two multiloop Lie algebras are Zn-isograded-isomorphic (resp. Zn-support-isomorphic), then they
are isograded-isomorphic (resp. support-isomorphic).
Proposition 4.1.3. Let L = Lm(g,σ ,h) and L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n. If
L and L′ are Zn-isograded-isomorphic (resp. Zn-support-isomorphic), then we can choose a Zn-isograded-
isomorphism (resp. Zn-support-isomorphism) ϕ satisfying the following condition: there exists a group iso-
morphism ϕQ : Qh → Qh′ satisfying
ϕ(Lα) = L′ϕQ (α) (25)
for α ∈ Qh .
Proof. We only show the Zn-isograded-isomorphic case. (The proof of the other case is the same.)
Let ϕ′ : L → L′ be a Zn-isograded-isomorphism. If gσ = {0}, we have g′σ ′ = L′0 = ϕ(L0) = {0}. In this
case both Qh and Qh′ being trivial groups, (25) obviously follows if we put ϕ = ϕ′ . Next, suppose
gσ = {0}. If a Zn-isograded-automorphism ψ : L → L satisﬁes ϕ′ ◦ ψ(h) = h′ , then it is easily checked
that ϕ = ϕ′ ◦ ψ satisﬁes (25) for suitable ϕQ . Thus, we show that there exists ψ satisfying the above
condition. By Lemma 3.1.1, we can write
gσ = s0 ⊕ s1 ⊕ · · · ⊕ sk
where s0 is a center and si for 1  i  k is a simple ideal. Also, since h and ϕ′−1(h′) are both the
Cartan subalgebras of gσ , we can write
h = s0 ⊕ h1 ⊕ · · · ⊕ hk and ϕ′−1
(
h′
)= s0 ⊕ h′1 ⊕ · · · ⊕ h′k
where hi,h′i are both the Cartan subalgebras of si . Using the technique in the proof of [2, Proposi-
tion 2.1.3], we can take Zn-isograded-automorphisms ψi of L for 1 i  k such that ψi(hi) = h′i and
ψi(g) = g for g ∈ s j if i = j. Then ψ := ψ1 ◦ · · · ◦ ψk satisﬁes ϕ′ ◦ ψ(h) = h′ . 
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Deﬁnition 4.2.1. Suppose that Q ,Λ are abelian groups, and B is a Q × Λ-graded Lie algebra.
(a) Let ρ : 〈suppΛ(B)〉 → Λ be an injective group homomorphism. We deﬁne a new Q ×Λ-graded
Lie algebra B(ρ) as follows: B(ρ) = B as a Lie algebra, and the Q × Λ-grading on B(ρ) is given by
(B(ρ))
λ
α =
{
B
ρ−1(λ)
α if λ ∈ Imρ,
{0} if λ /∈ Imρ
(26)
for α ∈ Q , λ ∈ Λ.
(b) Let s ∈ Hom(Q ,Λ) be a group homomorphism from Q to Λ. We deﬁne a new Q × Λ-graded
Lie algebra B(s) as follows: as a Lie algebra, B(s) = B and the grading on B(s) is given by
(
B(s)
)λ
α
= Bλ+s(α)α
for α ∈ Q , λ ∈ Λ. (B(s) was introduced in [2,3]).
Remark 4.2.2. It is easily checked that suppΛ(B(ρ)) = ρ(suppΛ(B)). Thus, we have
〈
suppΛ(B(ρ))
〉= ρ(〈suppΛ(B)〉). (27)
Lemma 4.2.3. Suppose that L = Lm(g,σ ,h) is a multiloop Lie algebra of nullity n, and suppose that P ∈
GLn(Z), m˜ ∈ Zn>0 satisfy (σ P )m˜ = id. Then gσ = gσ
P
, and there exists some injective homomorphism ρ :
〈suppZn (L)〉 → Zn such that L(ρ) is Qh × Zn-graded-isomorphic to Lm˜(g,σ P ,h).
Proof. By the deﬁnition of σ P , gσ ⊆ gσ P is obvious. Then, since (σ P )P−1 = σ , we have gσ = gσ P . We
write L′ = Lm˜(g,σ P ,h). By Proposition 2.2.5, we can take a Zn-support-isomorphism ψ : L → L′ such
that ψ |gσ = idgσ . Then, since ψ |h = idh , it is easily checked that
ψ(Lα) = L′α
for α ∈ Qh . Let ψsu : 〈suppZn (L)〉 → 〈suppZn (L′)〉 be a group isomorphism such that ψ(Lλ) = L′ψsu(λ)
for λ ∈ 〈suppZn (L)〉, and ι : 〈suppZn (L′)〉 → Zn be the canonical injective homomorphism. We show
that L(ι◦ψsu) is Qh × Zn-graded isomorphic to L′ . Since L(ι◦ψsu) = L as a Lie algebra, we can see ψ as
a Lie algebra isomorphism from L(ι◦ψsu) onto L′ . If λ ∈ 〈suppZn (L′)〉, then
ψ
(
(L(ι◦ψsu))λα
)= ψ(Lψ−1su (λ)α )= L′λα
for α ∈ Qh . Also if λ /∈ 〈suppZn (L′)〉,
ψ
(
(L(ι◦ψsu))λα
)= {0} = L′λα
for α ∈ Qh . Thus, ψ is indeed a Qh × Zn-graded-isomorphism. 
For an algebra A and τ = (τ1, . . . , τn),σ = (σ1, . . . , σn) ∈ Aut(A)n , we write τσ = (τ1σ1, . . . ,
τnσn) ∈ Aut(A)n .
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(s1, . . . , sn) ∈ Hom(Qh,Zn). For 1 i  n, we deﬁne τi ∈ Aut(g) by
τi(xα) = ζ−si(α)mi (xα)
for α ∈ Qh, xα ∈ gα . Then
τσ ∈ Autncfo(g), (τσ )m = id, (28)
h is a Cartan subalgebra of gτσ , and L(s) is Qh × Zn-graded-isomorphic to Lm(g,τσ ,h).
Proof. It is clear that σ1, . . . , σn, τ1, . . . , τn commute with each other and τm = id. Then (28) is easily
checked. h ⊆ gτσ is obvious. If g ∈ gτσ satisﬁes [h, g] = 0, that is g ∈ gτσ ∩ g0, then we have using
τi |g0 = id for all i that g ∈ gτσ ∩ g0 = gσ ∩ g0 = h. Therefore, h is a Cartan subalgebra of gτσ . The rest
of the lemma can be proved in exactly the same way as [2, Lemma 4.2.4]. 
We introduce the following notation: if q ∈ Q is expressed as q = a/b where a ∈ Z and b ∈ Z>0,
then we set
ζ q = ζ ab .
By (1), ζ q is well deﬁned.
Now, we show the following theorem:
Theorem 4.2.5. Let L = Lm(g,σ ,h) and L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n. Then the
following statements are equivalent:
(a) L ∼=supp L′ .
(b) There exist s = (s1, . . . , sn) ∈ Hom(Qh,Qn), P ∈ GLn(Z) and a Lie algebra isomorphism ϕ : g → g′ sat-
isfying the following condition: if we deﬁne τi ∈ Aut(g) for 1 i  n as
τi(xα) = ζ−si(α)xα (29)
for α ∈ Qh , xα ∈ gα and τ = (τ1, . . . , τn), then
σ ′ = ϕ(τσ )Pϕ−1.
(c) There exists a ﬁnite sequence of Qh ×Zn-graded Lie algebrasL0,L1, . . . ,Lp satisfying the following three
conditions:
(i) L0 = L.
(ii) Lp ∼=Zn−ig L′ .
(iii) For 1  i  p − 1, Li+1 is either Li (ρi) for some injective homomorphism ρi : 〈suppZn (Li)〉 → Zn
or Li
(si) for some si ∈ Hom(Qh,Zn).
Proof. “(a) ⇒ (b)” If gσ = {0}, then L ∼=supp L′ means L ∼=Zn−su L′ , and (b) follows from Lemma 4.1.2.
Thus, we suppose that gσ = {0}, and let ψ : L → L′ be a support-isomorphism. Then ψ(h) = h′ ,
and if we deﬁne ψˆ : h∗ → h′ ∗ as 〈ψˆ(α),ψ(h)〉 = 〈α,h〉 for α ∈ h∗,h ∈ h, it is easily checked that
ψ(Lα) = L′
ψˆ(α)
for α ∈ Qh . Thus, we can view ψˆ as a group isomorphism from Qh onto Qh′ . We
deﬁne a group homomorphism p : 〈suppQh×Zn (L)〉 → Zn as
ψ
(
Lλα
)= L′ p((α,λ))ˆψ(α)
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system. Let Φ be a base of , and for each α ∈ Φ , we take λα ∈ Zn such that Lλαα = {0}. Since Φ is a
Z-basis of Qh , we can take t = (t1, . . . , tn) ∈ Hom(Qh,Zn) satisfying t(α) = λα for α ∈ Φ . Then since
(L(t))0α = Lt(α)α = {0} for α ∈ Φ , (Qh,0) ⊆ 〈suppQh×Zn (L(t))〉. Thus, we have
〈
suppQh×Zn
(
L(t)
)〉= {(α,λ) ∣∣ α ∈ Qh, λ ∈ 〈suppZn(L(t))〉},
and then we have
〈
suppQh×Zn (L)
〉= {(α,λ + t(α)) ∣∣ α ∈ Qh, λ ∈ 〈suppZn(L(t))〉}. (30)
Next, we deﬁne u = (u1, . . . ,un) ∈ Hom(Qh′ ,Zn) as
u
(
ψˆ(α)
)= p(α, t(α))
for α ∈ Qh . (Note that (α, t(α)) ∈ 〈suppQ ×Zn (L)〉 from (30).) Since L = L(t) and L′ = L′(u) as Lie
algebras, we can consider ψ as a Lie algebra isomorphism from L(t) onto L′(u) . Let α ∈ Qh and
λ ∈ 〈suppZn (L(t))〉. Then (α,λ + t(α)) ∈ 〈suppQh×Zn (L)〉 by (30). Thus, we have
ψ
((
L(t)
)λ
α
)= ψ(Lλ+t(α)α )= L′p((α,λ+t(α)))
ψˆ(α)
= (L′ (u))p((0,λ))
ψˆ(α)
,
and this means
ψ
((
L(t)
)λ)= (L′ (u))p((0,λ)),
for λ ∈ 〈suppZn (L(t))〉. The map λ → p((0, λ)) deﬁned from 〈suppZn (L(t))〉 to 〈suppZn (L′ (u))〉 is ob-
viously additive. Also we see that this map is a group isomorphism since ψ |L0 , which maps Lλ0 for
λ ∈ 〈suppZn (L(t))〉 to L′ p((0,λ))0 , is a Lie algebra isomorphism. Hence, the Lie algebra isomorphism
ψ is indeed a Zn-support-isomorphism from L(t) to L′ (u) . We deﬁne τ˜i ∈ Aut(g), τ˜ ′i ∈ Aut(g′) for
1 i  n as τ˜i(xα) = ζ−ti(α)mi xα for α ∈ Qh , xα ∈ gα , and τ˜ ′i (yβ) = ζ−ui(β)m′i yβ for α ∈ Qh′ , yβ ∈ g
′
β . By
Lemma 4.2.4, L(t) ∼=Qh×Zn Lm(g, τ˜ σ ,h) and L′ (u) ∼=Qh′×Zn Lm′ (g′, τ˜ ′σ ′,h′) where τ˜ = (τ˜1, . . . , τ˜n) and
τ˜ ′ = (τ˜ ′1, . . . , τ˜ ′n). Therefore, we have
Lm(g, τ˜ σ ,h) ∼=Zn−su Lm′
(
g′, τ˜ ′σ ′,h′
)
,
and then from Lemma 4.1.2, there exist P ∈ GLn(Z) and a Lie algebra isomorphism ϕ : g → g′ such
that
τ˜ ′σ ′ = ϕ(τ˜ σ )Pϕ−1. (31)
Using a similar argument as the proof of Proposition 4.1.3, we can suppose that ϕ(h) = h′ . Under this
assumption we deﬁne ϕˆ : Qh → Qh′ as 〈ϕˆ(α),ϕ(h)〉 = 〈α,h〉. We further set P−1 = (qij), and ﬁnally
we deﬁne s = (s1, . . . , sn) ∈ Hom(Qh,Qn) as
s j = 1
mj
t j −
∑ qij
m′i
ui ◦ ϕˆ.i
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τ j(xα) =
(∏
i
ζ
qijui(ϕˆ(α))
m′i
)
· ζ−t j(α)mj xα = ϕ−1 ◦
(∏
i
τ˜ ′i
−qij
)
◦ ϕ ◦ τ˜ j(xα)
for α ∈ Qh, xα ∈ gα . Thus, τ = (ϕ−1τ˜ ′−P−1ϕ)τ˜ . Then we have from (31) that
σ ′ = τ˜ ′−1(ϕ(τ˜ σ )Pϕ−1)= ϕ(ϕ−1τ˜ ′−1ϕ)(τ˜ σ )Pϕ−1
= ϕ((ϕ−1τ˜ ′−P−1ϕ)τ˜ σ )Pϕ−1 = ϕ(τσ )Pϕ−1,
and (b) follows.
“(b) ⇒ (c)” Suppose that s ∈ Hom(Qh,Qn), P ∈ GLn(Z) and ϕ satisfy (b). For 1 i  n, let ai ∈ Z>0
be a positive integer satisfying
aisi(α) ∈ Z for all α ∈ Qh,
and let m˜ = (a1m1, . . . ,anmn) ∈ Zn>0. From Lemma 4.2.3, there exists an injective homomorphism
ρ1 : 〈suppZn (L)〉 → Zn such that
L(ρ1)
∼=Qh×Zn Lm˜(g,σ ,h). (32)
If we set t = (a1m1s1, . . . ,anmnsn), we have using Lemma 4.2.4 that
Lm˜(g,σ ,h)
(t) ∼=Qh×Zn Lm˜(g,τσ ,h). (33)
Using Lemma 4.2.3 again, there exists ρ2 : 〈suppZn (Lm˜(g,τσ ,h))〉 → Zn such that
Lm˜(g,τσ ,h)(ρ2) ∼=Qh×Zn Lm′
(
g, (τσ )P ,h
)
. (34)
By the assumptions and the deﬁnition of a multiloop Lie algebra, it is easily seen that
L′ ∼=Z−ig Lm′
(
g, (τσ )P ,h
)
. (35)
Then from (32), (33), (34) and (35), L0 = L,L1 = L(ρ1),L2 = L1(t),L3 = L2(ρ2) is the ﬁnite sequence
satisfying (c).
“(c) ⇒ (a)” Suppose that the sequence L0,L1, . . . ,Lp satisﬁes (c). Then Lp ∼=ig L′ by Proposi-
tion 4.1.3, and we have Lp ∼=supp L′ from Lemma 2.2.2(a). Thus, it suﬃces to show that L ∼=supp L(ρ)
for an injective homomorphism ρ : 〈suppZn (L)〉 → Zn , and L ∼=supp L(s) for s ∈ Hom(Qh,Zn). The
ﬁrst statement is proved as follows. Since L = L(ρ) as a Lie algebra, the identity on L induces a
Lie algebra isomorphism from L onto L(ρ) . Then since this isomorphism sends Lλα to (L(ρ))
ρ(λ)
α for
(α,λ) ∈ 〈suppQh×Zn (L)〉, this isomorphism is indeed a support-isomorphism. To show the second
statement, we consider a Lie algebra isomorphism L → L(s) induced by the identity on L. This iso-
morphism sends Lλα to (L
(s))
λ−s(α)
α for α ∈ Qh, λ ∈ Zn . Since the map
Qh × Zn  (α,λ) →
(
α,λ − s(α)) ∈ Qh × Zn
is a group isomorphism, this isomorphism is indeed an isograded-isomorphism. Then L ∼=supp L(s) by
Lemma 2.2.2(a). 
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E. Neher has introduced in [8] to construct EALAs from Lie tori. In this chapter, we consider the
construction of EALAs from multiloop Lie algebras that are not necessarily Lie tori.
5.1. Lie Zn-tori
In this subsection, using the results of [2] we give a necessary and suﬃcient condition for a
multiloop Lie algebra to be support-isomorphic to some Lie Zn-torus, which is deﬁned to be a
Q × Zn-graded Lie algebra for some root lattice Q satisfying several axioms. Since it is not needed
for the purpose of this paper, we do not state the deﬁnition of a Lie Zn-torus. (For the deﬁnition, see
[2, Deﬁnition 1.1.6].)
If  is an irreducible ﬁnite root system, we deﬁne an indivisible root system ind and an enlarged
root system en as
ind =
{
α ∈ 
∣∣∣ 1
2
α /∈ 
}
,
and
en =
{
 ∪ {2α | α: short root of } if  has type Bl, l 1;
 otherwise.
By [2, Proposition 3.2.5], we have the following proposition:
Proposition 5.1.1. Let L = Lm(g,σ ,h) be a multiloop Lie algebra. Then L is a Lie Zn-torus if and only if the
following conditions (A0)–(A3) are satisﬁed:
(A0) m = ord(σ ).
(A1) gσ is a simple Lie algebra.
(A2) If 0¯ = λ¯ ∈ suppΛ¯m (g), then gλ¯ ∼= U λ¯ ⊕ V λ¯ as a gσ -module, where gσ acts trivially on U λ¯ and either
V λ¯ = {0} or V λ¯ is irreducible of dimension > 1 and the weights of V λ¯ relative to h are contained in
()en ∪ {0} where  is a root system of g relative to h.
(A3) |〈{σ1, . . . , σn}〉| =∏1in ord(σi).
If L satisﬁes the conditions (A0)–(A3), we call L amultiloop Lie Zn-torus determined by g,σ ,h.
Later, we use the following simple lemmas about a ﬁnite dimensional simple Lie algebra.
Lemma 5.1.2. Let g be a ﬁnite dimensional simple Lie algebra, σ ∈ Autncfo(g) andm ∈ Zn>0 such that σm = id
and gσ = {0}, and let h be a Cartan subalgebra of gσ . We deﬁne the Qh × Λ¯m-grading on g as in (2). Suppose
that α ∈  := suppQh(g) \ {0} and λ¯ ∈ Λ¯m satisfy gλ¯α = {0}. Then
(a) g2λ¯2α = {0},
(b) dimgλ¯α = 1.
Proof. Let {xλ¯α, x−λ¯−α,hα} be a sl2(k)-triple with respect to (α, λ¯), and we denote by S λ¯α the subalgebra
spanned by these elements. Recall that [gλ¯α,g−λ¯−α] ⊆ khα (cf. Section 3.3).
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by Proposition 3.3.5. Since ad(xλ¯α)(z) = {0} and z is an eigenvector for ad(hα) with eigenvalue 4,
V :=
∑
0i
(
ad
(
S λ¯α
))i
(z)
is a 5-dimensional irreducible S λ¯α-module. On the other hand, since
(
ad
(
x−λ¯−α
))2
(z) ⊆ [x−λ¯−α,gλ¯α]⊆ khα,
V contains hα . Then we have S λ¯α ⊆ V , and this contradicts the irreducibility of V .
(b) For w ∈ gλ¯α , [xλ¯α,w] = 0 by (a). If [x−λ¯−α,w] = 0, then we have
[hα,w] =
[[
xλ¯α, x
−λ¯−α
]
,w
]= 0,
and this implies w = 0. Therefore, ad(x−λ¯−α) is an injective k-linear map from gλ¯α to 1-dimensional
space khα , thus (b) follows. 
The following lemma follows from [2, Lemma 3.2.4]:
Lemma 5.1.3. Let g be a ﬁnite dimensional simple Lie algebra and W is a ﬁnite dimensional g-module. We set
 be a root system of g relative to a Cartan subalgebra h. If the weights of W relative to h are contained in
en ∪ {0} and dimWα  1 for α ∈ en , then W = U ⊕ V where g acts trivially on U and either V = {0} or
V is irreducible of dimension > 1.
Theorem 5.1.4. Let L = Lm(g,σ ,h) be a multiloop Lie algebra of nullity n. Then L is support-isomorphic to
some multiloop Lie Zn-torus if and only if gσ = {0}.
Proof. First, we show the “only if” part. Suppose that L ∼=supp L for a multiloop Lie Zn-torus L. Then
h = L00 ∼= L00 = {0}. Thus, gσ = {0} follows. Next, we show the “if” part. Suppose that gσ = {0}. Let
 = supph∗ (L) \ {0} and Qh =
∑
α∈ Zα. By Corollary 3.3.6,  is an irreducible ﬁnite root system
in h∗ . Take an arbitrary base Φ of  and choose λα ∈ Zn for each α ∈ Φ such that gλα(σ ,m)α = {0}.
Since Φ is a Z-basis of Qh , we can take s = (s1, . . . , sn) ∈ Hom(Qh,Zn) such that
s(α) = λα for α ∈ Φ.
We deﬁne τi ∈ Aut(g) for 1 i  n as
τi(xα) = ζ−si(α)mi xα
for α ∈ Qh, xα ∈ gα . Let τ = (τ1, . . . , τn) and σ˜ = τσ . Then L(s) is Qh × Zn-graded-isomorphic to
Lm(g, σ˜ ,h) by Lemma 4.2.4. Then
gσ˜α
∼= (L(s))0α = Ls(α)α ∼= gs(α)(σ ,m)α
for α ∈ . Thus, we have that
±Φ ⊆ suppQ
(
gσ˜
) \ {0} ⊆ h
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σ˜ ) \ {0}
spans h∗ . This means that gσ˜ has no center, and we see that gσ˜ is a simple Lie algebra with the root
system ind. Using [2, Proposition 5.1.3], we can take P ∈ GLn(Z) such that∣∣〈{σ˜1, . . . , σ˜n}〉∣∣= ∏
1in
ord
((
σ˜ P
)
i
)
where we set σ˜ P = ((σ˜ P )1, . . . , (σ˜ P )n). We prove that L′ := Lord(σ˜ P )(g, σ˜ P ,h) is a multiloop Lie Zn-
torus, that is, L′ satisﬁes condition (A0)–(A3) in Proposition 5.1.1. (A0) and (A3) are trivial and (A1)
has been already shown. Since the weights of g relative to h are contained in ∪ {0} ⊆ (ind)en ∪ {0}
and dimg
λ¯(σ˜ ,m)
α  1 for α ∈ , λ¯ ∈ Λ¯m by Lemma 5.1.2(b), (A2) follows from Lemma 5.1.3. Thus, L′ is
a multiloop Lie Zn-torus. Finally, L ∼=supp L′ follows from Theorem 4.2.5. 
5.2. Extended aﬃne Lie algebras
In this subsection, we consider the construction of an extended aﬃne Lie algebra (EALA, for short)
from a multiloop Lie algebra.
First, we recall the deﬁnition of an EALA. (The following version of the deﬁnition is introduced
in [8].)
Deﬁnition 5.2.1. An extended aﬃne Lie algebra over k of nullity n is a triple (E, H, ( | )), where E is a
Lie algebra over k, H is a subalgebra of E , and ( | ) is a bilinear form on E , satisfying the following
conditions (EA1)–(EA6):
(EA1) ( | ) is a non-degenerate invariant symmetric bilinear form.
(EA2) H is a nontrivial ﬁnite dimensional self-centralizing and ad-diagonalizable subalgebra of E .
Let R = suppH∗ (E) where we consider a root space decomposition of E with respect to H . We deﬁne
( | ) on H∗ in a similar way as (16) and let R0 = {α ∈ R | (α | α) = 0}.
(EA3) For α ∈ R \ R0 and xα ∈ Eα , ad(xα) is locally nilpotent.
(EA4) R \ R0 is irreducible.
(EA5) If Ec is the subalgebra in E generated by {Eα | α ∈ R \ R0}, then {e ∈ E | [e, Ec] = 0} ⊆ Ec .
(EA6) 〈R0〉 ⊆ H∗ is a free abelian group of rank n.
If (E, H, ( | )) is an EALA, we also say that E is an EALA for short.
The following deﬁnition is introduced in [3]:
Deﬁnition 5.2.2. Suppose that (E, H, ( | )) and (E ′, H ′, ( | )′) are EALAs. We say (E, H, ( | )) and
(E ′, H ′, ( | )′) are isomorphic if there exists a Lie algebra isomorphism χ : E → E ′ such that
χ(H) = H ′ and (χ(x) ∣∣ χ(y))′ = a(x | y) for some a ∈ k.
Alternatively, in that case we say E and E ′ are isomorphic as EALAs.
In [8], E. Neher introduced a construction of a family of EALAs from a Lie Λ-torus where Λ is
a free abelian group of ﬁnite rank, and he announced that any EALA is constructed in this way.
Observing that construction, we can see that it can be applied to some Lie algebras that are not Lie
tori. Indeed, we show in Proposition 5.2.4 that if a Lie algebra L with subalgebra h and a bilinear
form ( | ) satisﬁes the following conditions (L1)–(L4), we can construct an EALA from L,h, and ( | )
using Neher’s construction:
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of ﬁnite rank n.
(L2) Let Γ ⊆ Λ be a central grading group of L (cf. Deﬁnition 2.1.2(b)). Then the rank of Γ is n.
(L3) ( | ) is a non-degenerate invariant symmetric Λ-graded bilinear form. (( | ) is Λ-graded means
that (x|y) = 0 for x ∈ Lλ, y ∈ Lμ if λ + μ = 0).
(L4) 0 = h ⊆ L0, h is abelian, ad-diagonalizable on L and self-centralizing in L0. Also we assume that
 := supph∗ (L) \ {0} is an irreducible ﬁnite root system in h∗ where we consider a root space
decomposition of L with respect to h.
First, we roughly describe this construction for later use. (For a more precise description, see [8]
or [3].)
Construction 5.2.3. Suppose that L, h and ( | ) satisfy (L1)–(L4). Let Qh =∑α∈ Zα. As multiloop Lie
algebras, we consider L as a Qh ×Λ-graded Lie algebra, and write L =⊕(α,λ)∈Qh×Λ Lλα . Let C(L) be
a centroid of L. By (L1) and [1, Lemmas 4.3.5 and 4.3.8], C(L) ∼= k[Γ ] as a Γ -graded algebra where
k[Γ ] is a group algebra of Γ over k. Using this isomorphism, we write C(L) = ⊕μ∈Γ ktμ where
tμ1 · tμ2 = tμ1+μ2 for μ1,μ2 ∈ Γ . For θ ∈ Hom(Λ,k), we deﬁne a degree derivation ∂θ of L by
∂θ
(
xλ
)= θ(λ)xλ
for λ ∈ Λ, xλ ∈ Lλ . We put
CDer(L) = C(L) · {∂θ ∣∣ θ ∈ Hom(Λ,k)},
and
SCDer(L) =
⊕
μ∈Γ
{
tμ · ∂θ
∣∣ θ(μ) = 0}.
Then CDer(L) is a Lie subalgebra of Der(L), and SCDer(L) is a Lie subalgebra of CDer(L). Note that,
if d ∈ SCDer(L), we have (
d(x)
∣∣ y)= −(x ∣∣ d(y)) (36)
for x, y ∈ L since ( | ) is Λ-graded. To construct an EALA from L, we need the following two ingredi-
ents:
(i) Let D = ⊕μ∈Γ Dμ be a Γ -graded subalgebra of SCDer(L) such that the evaluation map
ev : Λ → (D0)∗ deﬁned by ev(λ)(∂θ ) = θ(λ) is injective. Let C = ⊕μ∈Γ (Dμ)∗ and consider C
as a D-module by a contragredient action. We give C a Γ -grading by Cμ = (D−μ)∗ .
(ii) Let τ : D × D → C be a 2-cocycle which is graded and invariant, i.e.
τ
(
Dμ1 ,Dμ2
)⊆ Cμ1+μ2 , τ (d1,d2)(d3) = τ (d2,d3)(d1) for di ∈ D,
and we assume that τ (D,D0) = 0.
Then E(L,D, τ ) := L ⊕ C ⊕ D is a Lie algebra with
[x1 + c1 + d1, x2 + c2 + d2] =
([x1, x2]L + d1(x2) − d2(x1))
+ (σD(x1, x2) + d1 · c2 − d2 · c1 + τ (d1,d2))
+ [d1,d2]
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σD(x, y)(d) = (d(x) | y) for x, y ∈ L, d ∈ D. We can deﬁne a bilinear form ( | ) on E(L,D, τ ) by
(x1 + c1 + d1 | x2 + c2 + d2) = (x1 | x2) + c1(d2) + c2(d1).
Then we have the following proposition:
Proposition 5.2.4. If L, h and ( | ) satisfy the conditions (L1)–(L4), then E = E(L,D, τ ) constructed in Con-
struction 5.2.3 is an EALA of nullity n with respect to the form ( | ) and the subalgebra H = h ⊕ C0 ⊕ D0 .
Proof. We check that E , H and ( | ) satisfy (EA1)–(EA6). ( | ) is trivially non-degenerate and sym-
metric, and using (36) we can show directly that ( | ) is invariant. Hence (EA1) follows. Suppose that
x ∈ E satisﬁes [x, H] = 0. Then in particular, [x,D0] = 0. For ∂θ ∈ D0, y ∈ Eλ, λ ∈ Λ, we have from
deﬁnition that
[∂θ , y] = θ(λ)y = ev(λ)(∂θ )y.
Thus, since the evaluation map ev : Λ → (D0)∗ is injective, we have x ∈ E0. Then we have from
[x,h] = 0 that x ∈ H . Hence, H is self-centralizing. The rest of (EA2) is trivial. Now we describe R =
suppH∗ (E) and R
0 = {α ∈ R | (α | α) = 0}. We consider h∗ as a subspace of H∗ by setting 〈α,C0 ⊕
D0〉 = 0 for α ∈ h, and similarly we consider (C0)∗ and (D0)∗ as subspaces of H∗ . Then we see that
R ⊆ h∗ ⊕ (D0)∗ since C0 is central in E . Moreover, if we view Λ as a subgroup of (D0)∗ using the
evaluation map, we have
R ⊆ ( ∪ {0})⊕ Λ ⊆ h∗ ⊕ (D0)∗. (37)
For α + λ,β + μ ∈ R where α,β ∈  ∪ {0}, λ,μ ∈ Λ, it is easily checked that
(α + λ|β + μ) = (α | β).
Hence, we have that R0 = R ∩ Λ and R \ R0 = {α + λ ∈ R | α ∈ , λ ∈ Λ}. Now (EA3) and (EA4)
obviously follow since  is an irreducible ﬁnite root system. Since h = L00 = 0 and C(L) ∼= k(Γ ), we
have Γ ⊆ suppΛ(L0). Thus, Γ ⊆ 〈R0〉 ⊆ Λ. Since Γ and Λ are both the free abelian groups of rank n,
(EA6) follows. Finally, we show (EA5). We show ﬁrst that C ⊆ Ec . Take arbitrary μ ∈ Γ . For λ ∈ Λ, we
deﬁne c(μ)λ ∈ Cμ as {
c(μ)λ (t
−μ · ∂θ ) = λ(θ),
c(μ)λ (D
ν) = 0 if ν = −μ.
(38)
For arbitrary α ∈ , we take x ∈ Lα , y ∈ L−α such that (x | y) = 1. Then we can easily checked for
λ ∈ Γ that
[
tλ · x, t−λ+μ · y]− [x, tμ · y]= c(μ)λ ∈ Ec.
Since Γ is rank n, spank{c(μ)λ | λ ∈ Γ } = Cμ , and hence we have Cμ ⊆ Ec . Since μ is arbitrary, C ⊆ Ec .
Next, we show that Ec = L ⊕ C. Ec ⊆ L ⊕ C is clear from the deﬁnition of the product of E . Since
[x, y] ≡ [x, y]L mod C
for x, y ∈ L, we see that Ec/C is isomorphic to some Λ-graded ideal in L. Since L is graded-simple,
we have Ec/C ∼= L, that is Ec = L⊕C. Now we show (EA5). Suppose e ∈ E satisﬁes [e, Ec] = 0, and we
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e ∈ Eλ0 . We can write d = tλ · ∂θ for some θ ∈ Homk(Λ,k). Take 0 = y ∈ Lμβ for some β ∈ ,μ ∈ Λ.
We have
0= [e, y] = [l, y] + θ(μ)tλ · y,
that is, [l, y] = −θ(μ)tλ · y. For ν ∈ Γ , we have
0= [e, tν · y]= tν · [l, y] + (θ(μ) + θ(ν))tλ+μ · y = θ(ν)tλ+ν · y.
Since Γ is rank n, we see that θ = 0, that is d = 0. Thus, e ∈ L ⊕ C = Ec . 
For (L,h, ( | )) satisfying the conditions (L1)–(L4), we set
P(L) = {(D, τ ) ∣∣D, τ are as in (i), (ii) in Construction 5.2.3}.
Note that P(L) does not depend on h or ( | ).
We use the following notation: suppose that (L,h, ( | )) and (L′,h′, ( | )′) satisfy the conditions
(L1)–(L4). Then we will write
(
L,h, ( | ))∼EALA (L′,h′, ( | )′) (or L ∼EALA L′ for short)
if there exists a bijection P(L) → P(L′) such that E(L,D, τ ) is isomorphic as EALAs to E(L′,D′, τ ′)
where (D′, τ ′) ∈ P(L′) is the image of (D, τ ) ∈ P(L) under the bijection. In other words, L ∼EALA L′
means that {E(L,D, τ ) | (D, τ ) ∈ P(L)} and {E(L′,D′, τ ′) | (D′, τ ′) ∈ P(L′)} coincide up to isomor-
phism of EALAs.
Using the above notation, we have the following:
Lemma 5.2.5. Suppose that (L,h, ( | )) satisﬁes the conditions (L1)–(L4) and we set Qh =∑α∈ Zα. (a) Let
s ∈ Hom(Qh,Λ). For a suitable bilinear form ( | )(s) , (L(s),h, ( | )(s)) also satisﬁes the conditions (L1)–(L4),
and L ∼EALA L(s) . (b) Let ρ : 〈suppΛ(L)〉 → Λ be an injective homomorphism. For a suitable bilinear form
( | )(ρ) on L(ρ) , (L(ρ),h, ( | )(ρ)) also satisﬁes the conditions (L1)–(L4), and L ∼EALA L(ρ) .
Proof. (a) Since L = L(s) as a Lie algebra, we can view ( | ) as a bilinear form on L(s) . Let ( | )(s)
be this bilinear form. Then it is easily checked that (L(s),h, ( | )(s)) satisﬁes (L2)–(L4). To show that
L(s) is graded-central-simple Λ-graded, suppose that I ⊆ L(s) is a Λ-graded ideal. Then I is Qh × Λ-
graded by (L4). By considering I as an ideal of L, we can see that I = {0} or L(s) . Also C(L(s))0 = k · id
is clear, and hence L(s) satisﬁes (L1). The second statement can be proved in exactly the same way as
[3, Corollary 6.3].
(b) Since L = L(ρ) as a Lie algebra, we can view the identity on L as an isomorphism from L
onto L(ρ) . We denote this isomorphism by ψ : L → L(ρ) , and deﬁne a bilinear form ( | )(ρ) on L(ρ)
as (ψ(x)|ψ(y))(ρ) = (x|y) for x, y ∈ L. Note that Γ ⊆ 〈suppΛ(L)〉 as stated in the proof of Proposi-
tion 5.2.4. From the deﬁnition of L(ρ) , the central grading group of L(ρ) is ρ(Γ ). Thus it is easily
checked that (L(ρ),h, ( | )(ρ)) satisﬁes (L1)–(L4). To show that L ∼EALA L(ρ) , we ﬁrst deﬁne a map
P(L)  (D, τ ) → (D(ρ), τ(ρ)) ∈ P(L(ρ)).
As in the Construction 5.2.3, we write C(L) =⊕μ∈Γ ktμ . Then we can write C(L(ρ)) =⊕μ∈Γ ksρ(μ)
where
sρ(μ) · ψ(x) = ψ(tμ · x)
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momorphism from 〈suppΛ(L(ρ))〉 to k. Since the rank of 〈suppΛ(L(ρ))〉 is n, there exists unique
homomorphism ˜θ ◦ ρ−1 ∈ Hom(Λ,k) such that ˜θ ◦ ρ−1|〈suppΛ(L(ρ))〉 = θ ◦ ρ−1. Using this notation,
we deﬁne a k-linear isomorphism ω : SCDer(L) → SCDer(L(ρ)) as
ω
(
tμ∂θ
)= sρ(μ)∂
θ˜◦ρ−1 .
Since
[
sρ(μ1)∂
θ˜1◦ρ−1
, sρ(μ2)∂
θ˜2◦ρ−1
]= θ1(μ2)sρ(μ1+μ2)∂
θ˜2◦ρ−1
− θ2(μ1)sρ(μ1+μ2)∂
θ˜1◦ρ−1
= θ1(μ2)ω
(
tμ1+μ2∂θ2
)− θ2(μ1)ω(tμ1+μ2∂θ1),
ω is a Lie algebra isomorphism. We have
ω(d)
(
ψ(x)
)= ψ(d(x)) (39)
for d ∈ D, x ∈ L since if y ∈ Lλ for λ ∈ suppΛ(L),
ω
(
tμ∂θ
)(
ψ(y)
)= sρ(μ)∂
θ˜◦ρ−1
(
ψ(y)
)= ˜θ ◦ ρ−1(ρ(λ))sρ(μ) · ψ(y)
= θ(λ)ψ(tμ · y)= ψ(tμ∂θ (y)).
We put D(ρ) = ω(D), and set C(ρ) =⊕μ∈Γ (Dρ(μ)(ρ) )∗ . We deﬁne ωˆ : C → C(ρ) by
ωˆ(c)
(
ω(d)
)= c(d)
for c ∈ C,d ∈ D, and deﬁne τ(ρ) : D(ρ) × D(ρ) → C(ρ) as
τ(ρ)
(
ω(d1),ω(d2)
)(
ω(d3)
)= τ (d1,d2)(d3)
for di ∈ D. Then (D(ρ), τ(ρ)) ∈ P(L(ρ)) is clear. Next, we show that the map x+ c+d → ψ(x)+ ωˆ(c)+
ω(d) for x ∈ L, c ∈ C, d ∈ D is a Lie algebra isomorphism. To prove this fact, it suﬃces to show that
σD(ρ)
(
ψ(x1),ψ(x2)
)= ωˆ(σD(x1, x2)) (40)
for xi ∈ L since we have using (39) that
[
ψ(x1) + ωˆ(c1) + ω(d1),ψ(x2) + ωˆ(c2) + ω(d2)
]
= ([ψ(x1),ψ(x2)]+ω(d1)(ψ(x2))−ω(d2)(ψ(x1)))
+ (σD(ρ)(ψ(x1),ψ(x2))+ω(d1) · ωˆ(c2) − ω(d2) · ωˆ(c1) + τ(ρ)(ω(d1),ω(d2)))
+ [ω(d1),ω(d2)]
= (ψ([x1, x2])+ ψ(d1(x2))− ψ(d2(x1)))
+ (σD(ρ)(ψ(x1),ψ(x2))+ ωˆ(d1 · c2) − ωˆ(d2 · c1) + ωˆ(τ (d1,d2)))+ ω([d1,d2]).
(40) follows since
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(
ψ(x1),ψ(x2)
)(
ω(d)
)= (ω(d)(ψ(x1)) ∣∣ψ(x2))(ρ) = (ψ(d(x1)) ∣∣ψ(x2))(ρ)
= (d(x1) ∣∣ x2)= σD(x1, x2)(d).
It is easy to see that this isomorphism preserves the bilinear forms and sends H to H(ρ) =
h ⊕ C(ρ) ⊕ D(ρ) . Finally, to show that the map (D, τ ) → (D(ρ), τ(ρ)) is bijective, we construct the
inverse of this map. By (27), ρ induces a group isomorphism ρ¯ : 〈suppΛ(L)〉 → 〈suppΛ(L(ρ))〉. For
the canonical injective homomorphism ι : 〈suppΛ(L)〉 → Λ, it is easily checked that
(L(ρ))(ι◦ρ¯−1) = L.
Then we can see that
P(L(ρ)) 
(
D′, τ ′
) → (D′
(ι◦ρ¯−1), τ
′
(ι◦ρ¯−1)
) ∈ P(L)
is the inverse of the map (D, τ ) → (D(ρ), τ(ρ)). 
Let L = Lm(g,σ ,h) be a multiloop Lie algebra of nullity n such that gσ = {0}. Let ( | ) be the
Killing form of g, and deﬁne a non-degenerate, invariant, symmetric, Zn-graded bilinear form on L
(which we also write as ( | )) by
(
x⊗ tλ ∣∣ y ⊗ tμ)= { (x | y) if λ + μ = 0,
0 otherwise
(41)
where λ,μ ∈ Zn , x ∈ gλ¯ , y ∈ gμ¯ . Then, (L,h, ( | )) satisﬁes (L1)–(L4) by Lemma 2.1.5 and Corol-
lary 3.3.6. The following proposition shows that a bilinear form on L satisfying (L3) is only that
deﬁned in (41) up to a scalar multiplication.
Proposition 5.2.6. Suppose that a bilinear form ( | )′ on L is non-degenerate, invariant, symmetric, and Zn-
graded. Then we have ( | )′ = c( | ) for 0 = c ∈ k, where ( | ) is the bilinear form deﬁned in (41).
Proof. We write xtλ = x ⊗ tλ ∈ L. For each α ∈ , we take an sl2(k)-triple {xλ¯αα , x−λ¯α−α ,hα} for some
λα ∈ Zn . We choose γ ∈  arbitrarily, and suppose that (hγ | hγ )′ = c(hγ | hγ ). If β ∈  satisﬁes
(hβ | hγ ) = 0,
(hβ | hβ)′ =
(
hβ
∣∣ [xλ¯ββ tλβ , x−λ¯β−β t−λβ ])′ = 2(xλ¯ββ tλβ ∣∣ x−λ¯β−β t−λβ )′
= 2〈β,hγ 〉
([
hγ , x
λ¯β
β t
λβ
] ∣∣ x−λ¯β−β t−λβ )′ = (hβ | hβ)(hβ | hγ ) (hγ | hβ)′
= (hβ | hβ)
(hβ | hγ )
([
x
λ¯γ
γ t
λγ , x
−λ¯γ
−γ t−λγ
] ∣∣ hβ)′ = 2(hβ | hβ)
(hγ | hγ )
(
x
λ¯γ
γ t
λγ
∣∣ x−λ¯γ−γ t−λγ )′
= (hβ | hβ)
(hγ | hγ ) (hγ | hγ )
′ = c(hβ | hβ).
By repeating calculations as above, we have (hα | hα)′ = c(hα | hα) for any α ∈  since  is irre-
ducible. Then for arbitrary α ∈ , λ ∈ Zn and x ∈ gλ¯α , y ∈ g−λ¯−α ,
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xtλ
∣∣ yt−λ)′ = 1
2
([
hα, xt
λ
] ∣∣ yt−λ)′ = 1
2
(
hα
∣∣ [xtλ, yt−λ])′
= (x | y)
2
(
hα
∣∣∣ (α | α)
2
hα
)′ (
by (17) and (18)
)
= c(x | y) = c(xtλ ∣∣ yt−λ).
From this, we have ( | )′ = c( | ) on ⊕α∈ Lα . Then we have ( | )′ = c( | ) on L since L0 ⊆⊕
α∈[Lα,L−α] and both ( | ) and ( | )′ are invariant. 
Remark 5.2.7. Suppose that L is a multiloop Lie algebra and (D, τ ) ∈ P(L). By Proposition 5.2.6, it is
easily checked that E(L,D, τ ) does not depend on the bilinear form used in the construction up to
isomorphism as EALAs.
Now, we can easily show the following theorem:
Theorem 5.2.8. Let L = Lm(g,σ ,h) and L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n, and sup-
pose that gσ = {0} and g′σ ′ = {0}. If L ∼=supp L′ , then there exists a bijection P(L) → P(L′) such that
E(L,D, τ ) is isomorphic as EALAs to E(L′,D′, τ ′) where (D′, τ ′) ∈ P(L′) is the image of (D, τ ) ∈ P(L)
under this bijection.
Proof. By Theorem 4.2.5 and Lemma 5.2.5, there exists a Qh × Zn-graded Lie algebra Lp such that
Lp ∼=Zn−ig L′ and L ∼EALA Lp . Using Lemma 4.1.3, it is easily checked that Lp ∼EALA L′ . Thus we have
L ∼EALA L′ . 
We prove the following lemma using [3, Theorem 6.1]:
Lemma 5.2.9. Let L and L′ be multiloop Lie Zn-tori. If E(L,D, τ ) is isomorphic as EALAs to E(L′,D′, τ ′) for
some (D, τ ) ∈ P(L) and (D′, τ ′) ∈ P(L′), then L ∼=supp L′ .
Proof. Let Q (resp. Q ′) be the root lattice (i.e. Z-span of its root system) of L (resp. L′). By [3,
Theorem 6.1], there exists s ∈ Hom(Q ,Zn), a Lie algebra isomorphism ϕ : L(s) → L′ and two group
isomorphisms ϕQ : Q → Q ′ , ϕZn : Zn → Zn such that
ϕ
((L(s))λ
α
)= L′ϕZn (λ)ϕQ (α)
for α ∈ Q , λ ∈ Zn (in [3], this equivalence relation is called isotopy). Then L ∼=supp L′ follows. (See the
proof of Theorem 4.2.5 (c) ⇒ (a).) 
Using Theorem 5.1.4, we can extend this lemma to multiloop Lie algebras in which the 0-
homogeneous spaces are non-zero.
Theorem 5.2.10. Let L = Lm(g,σ ,h) and L′ = Lm′ (g′,σ ′,h′) be multiloop Lie algebras of nullity n, and
suppose that gσ = {0} and g′σ ′ = {0}. If E(L,D, τ ) is isomorphic as EALAs to E(L′,D′, τ ′) for some (D, τ ) ∈
P(L) and (D′, τ ′) ∈ P(L′), then L ∼=supp L′ .
Proof. By Theorem 5.1.4, there exists a multiloop Lie Zn-torus L (resp. L′) such that L ∼=supp L (resp.
L′ ∼=supp L′). Then by Theorem 5.2.8, there exists (D¯, τ¯ ) ∈ P(L) (resp. (D¯′, τ¯ ′) ∈ P(L′)) such that
E(L,D, τ ) and E(L, D¯, τ¯ ) (resp. E(L′,D′, τ ′) and E(L′, D¯′, τ¯ ′)) are isomorphic as EALAs. Therefore,
E(L, D¯, τ¯ ) and E(L′, D¯′, τ¯ ′) are isomorphic as EALAs, and then L ∼=supp L′ by Lemma 5.2.9. Thus, we
have L ∼=supp L′ . 
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