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Abstract
In this paper, we consider three simple and natural greedy algorithms for the maximum
weighted independent set problem. We show that two of them output an independent set of
weight at least
∑
v∈V (G)W (v)=[d(v) + 1] and the third algorithm outputs an independent set of
weight at least
∑
v∈V (G)W (v)
2=[
∑
u∈N+G (v)W (u)].
These results are generalization of theorem of Caro and Wei.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The maximum (weighted) independent set (MIS(MWIS)) is one of most important
optimization problems [8,9]. In several heuristic methods for optimization problems,
the greedy strategy is the most natural and simplest one. For MIS, two simple greedy
algorithms have been investigated. One is called GMIN, which selects a vertex of
minimum degree, removes it and its neighbors from the graph, and iterates this process
on the remaining graph until no vertex remains (the set of selected vertices is an
independent set). The other is called GMAX, which deletes a vertex of maximum
degree until no edge remains (the set of remaining vertices is an independent set).
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It is known that every graph with n vertices and an average degree k contains
an independent set at least n=(k + 1) and which is sometimes referred to as TurGan’s
theorem. An elegant proof of TurGan’s theorem, due to ErdIos [5], suggests that GMIN
outputs an independent set of size at least the above bound. Wei [11] proved an
extension, that is, GMIN outputs an independent set of size at least
∑
v∈V 1=[d(v) +
1]. Caro [3] independently showed that (G)¿
∑
v∈V 1=[d(v) + 1], where (G) is
the size of a maximum independent set in G. Therefore, we will refer to the result
(G)¿
∑
v∈V 1=[d(v) + 1] as Caro–Wei theorem.
HalldGorsson and Radhakrishnan showed that for graphs G with degree bounded by
, GMIN outputs an independent set of size at least 3=( + 2) × (G) [7]. They
also demonstrated that the ratio is sharp. Griggs [6] proved that GMAX outputs an
independent set of size at least
∑
v∈V 1=[d(v) + 1] for any graph G (see also [4]).
This implies that GMAX outputs an independent set of size at least 1=(+1)× (G)
for graphs with degree bounded by . HalldGorsson and Radhakrishnan showed that the
ratio is at most 2=(+ 1) [7].
In this paper, we consider three simple greedy algorithms for MWIS. First, we give
two simple algorithms GWMIN and GWMAX which are the generalization of GMIN
and GMAX, respectively. Then we show that both of them output an independent
set of weight at least
∑
v∈V (G) W (v)=[d(v) + 1]. This can be considered as a natural
extension of Caro–Wei theorem. We also show that GWMIN and GWMAX both
output an independent set of size at least 1=× (G) for graphs with degree bounded
by  and the ratio is sharp. Next, we give the third simple greedy algorithm, which
outputs an independent set of weight at least
∑
v∈V (G)W (v)
2=[
∑
u∈N+G (v)W (u)]. This
can also be thought of as an extension of Caro–Wei theorem.
2. Denitions
Let G=(V; E;W ) be a weighted undirected graph without loops and multiple edges,
where V is the set of vertices, E is the set of edges, and W is the vertex weighting
function such that W : 2V → R+ W (u)∈R+ for all u∈V and W (S) =∑u∈S W (u)
for any nonempty set S ⊆ V , where R+ is the set of positive reals. We also use the
notation V (G) and E(G) to denote the set of vertices and edges in G. For a nonempty
set S ⊆ V , W (S) and |S| are referred as the weight and size of S, respectively. G is
unweighted if W (u) = 1 for all u∈V . A subset I ⊆ V is an independent set of G if
for any two vertices u; v∈ I , {u; v} ∈ E. An independent set I of G is maximum if
there is no independent set I ′ of G such that W (I)¡W (I ′). We denote the weight
of a maximum independent set of G by (G) (i.e., W (I) = (G) for a maximum
independent set I of G). Let G[V ′] denote the subgraph of G induced by V ′, dG(u)
the degree of vertex u, G the maximum degree of G, NdG the average degree of G,
NG(v) the neighborhood of v, and N+G (v), {v} ∪ NG(v). If G is understood, then we
often omit the inscription G in dG(u), G, NdG, NG(v), and N+G (v). For an independent
set algorithm A, A(G) is the weight of the solution obtained by A on graph G. The
performance ratio A of A is de@ned by A = infG A(G)=(G).
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3. Greedy algorithms and extension of Caro–Wei theorem
3.1. Known results
The following theorem can be obtained from TurGan’s theorem as a corollary (e.g.
Corollary 2 to Theorem 5 in Chapter 13 of [2]).
Theorem 3.1. For any unweighted graph G;
(G)¿
n
NdG + 1
:
The fact that for unweighted graphs GMIN attains the above bound can be obtained
from an elegant proof of TurGan’s theorem due to ErdIos [5]. The following extension
of Theorem 3.1 was proved @rst by Caro [3] and Wei [11] independently and later by
Alon and Spencer with a probabilistic proof [1].
Theorem 3.2. For any unweighted graph G;
(G)¿
∑
v∈V
1
d(v) + 1
:
Selkow improved the probabilistic proof of Alon and Spencer [10]. In [1] Alon and
Spencer considered only unweighted graphs. However, the probabilistic proof can be
applied to weighted graphs. Thus we have the next theorem.
Theorem 3.3. For any weighted graph G;
(G)¿
∑
v∈V (G)
W (v)
dG(v) + 1
:
3.2. An extension of GMIN
Let us consider the following framework of GMIN-type algorithms.
Algorithm WMIN
INPUT: A weighted graph G
OUTPUT: A maximal independent set in G.
begin
I :=∅; i:=0; Gi:=G;
while V (Gi) = ∅ do
Choose a vertex, say vi, in Gi;
I :=I ∪ {vi}; Gi+1:=Gi[V (Gi)− N+Gi(vi)];
i:=i + 1;
od
Output I ;
end.
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Note that a vertex-selecting rule is yet to be speci@ed in the framework WMIN.
Let us consider the following vertex-selecting rule: in WMIN, each vi (06 i6 |I | −
1) maximizes the function W (u)=[dGi(u) + 1]. We refer to the simple greedy algo-
rithm (based on WMIN) with the above vertex-selecting rule as GWMIN. We ex-
tend the vertex-selecting rule of GWMIN to the following one: in WMIN, each vi
(06 i6 |I |−1) satis@es ∑u∈N+Gi (vi)W (u)=[dGi(u)+1]6W (vi). We call the greedy al-
gorithm (based on WMIN) with the generalized vertex-selecting rule by
GGWMIN.
Note that the greedy algorithms we consider in the paper have a nondeterminism
in the following sense: there might exist two or more vertices which can be selected
by the vertex selecting rule. Clearly for a graph G the worst output of GGWMIN
is no better than one of GWMIN (hence GGWMIN 6 GWMIN ) and the best output of
GWMIN is no better than one of GGWMIN.
Theorem 3.4. GGWMIN outputs an independent set of weight at least
∑
v∈V W (v)=
(dG(v) + 1).
Proof.
|I |−1∑
i=0
W (vi)¿
|I |−1∑
i=0

 ∑
u∈N+Gi (vi)
W (u)
dGi(u) + 1


¿
|I |−1∑
i=0

 ∑
u∈N+Gi (vi)
W (u)
dG(u) + 1


=
∑
v∈V (G)
W (v)
dG(v) + 1
:
Corollary 3.5. GWMIN outputs an independent set of weight at least
∑
v∈V W (v)=[dG
(v) + 1].
The following lemma is useful in showing that the performance ratio of an algorithm
based on WMIN is at least 1=.
Lemma 3.6. Let A be a simple greedy algorithm based on WMIN such that
W (vi)∑
w∈N+Gi (vi)
W (w)
¿
1
+ 1
holds for each vi. Then A has performance ratio of at least 1=.
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Fig. 1. Hard graph for GWMIN.
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Fig. 2. A counterexample.
Proof. From (G[N+Gi(vi)])6max
{
W (vi);
∑
w∈NGi (vi)W (w)
}
and the assumption; we
have W (vi)¿ (G[N+Gi(vi)])=. Since
∑
vi∈I (G[N
+
Gi(vi)])¿ (G); we have
∑
vi∈I
W (vi)¿
∑
vi∈I
(G[N+Gi(vi)])

¿
(G)

:
Theorem 3.7. GWMIN = 1=.
Proof. From Lemma 3.6 it is easy to see that 1=6 GGWMIN . Hence we have 1=6
GWMIN .
We show that GWMIN 6 1=. Let us consider the graph depicted in Fig. 1.
In the graph, the maximum degree  equals l and bl. Note that the right side of
the graph is the maximum independent set and GWMIN outputs the left side of the
graph. Thus we have GWMIN 6 1=.
It seems to be worth noting that we cannot guarantee the bound of Caro–Wei the-
orem if we pick a vertex maximizing W (v)=dGi(v). The graph depicted in Fig. 2
is a counterexample. In the graph,
∑
v∈V W (v)=[d(v) + 1] = 14. If we choose the
318 S. Sakai et al. / Discrete Applied Mathematics 126 (2003) 313–322
vertex v2 (which maximizes W (v)=[d(v) + 1]), we get the independent set {v2}, and
the total weight is 30. On the other hand, if we choose the vertex v1 (which maximizes
W (v)=d(v)), we get the independent set {v1; v3; v4}, and the total weight is 13.
One of referees suggests that GWMIN can be derived from the probabilistic proof
of Alon and Spencer by derandomization using the method of conditional probabilities.
We discuss a relation between GGWMIN and the derandomization.
First let us review the probabilistic proof of Alon and Spencer brieQy. Let  be a uni-
formly chosen linear ordering of V=V (G). De@ne I={v∈V |∀w∈NG(v); (v)¡(w)}.
Let Xv be the indicator random variable for v∈ I and X =
∑
v∈V (Xv × W (v)) =∑
v∈I W (v). As E[X ] =
∑
u∈V W (u)=[dG(u) + 1] and I is an independent set of G,
we have
∑
u∈V W (u)=[dG(u) + 1]6 (G).
Let us now discuss the relation. Set fV ′(G) =
∑
u∈V ′ W (u)=[dG(u) + 1], Vi = V −
N+G (vi) and Gi = G[Vi]. It is not diRcult to see that fV (G) = (1=n)
∑n
i=1(fVi(G) +
W (vi)), and from which we have fV (G)6max16i6n{fVi(G) + W (vi)} (Note that
fVi(G)6fVi(Gi)). This implies that E[X ]6E[X |vi ∈ I ] for a vertex vi maximizing
{fVi(G)+W (vi)}. Since it is easy to search for such a vertex vi, we can derandomize
the probabilistic proof using the method of conditional probabilities.
The point of the derandomization is to @nd a vertex vi such that fV (G)6fVi(G)+
W (vi), in other words, to @nd a vertex vi for which
∑
u∈N+G (vi)W (u)=[dG(u)+1]6W (vi).
This is the same as the strategy of GGWMIN.
3.3. An extension of GMAX
Let us consider the following framework of GMAX-type algorithms.
Algorithm WMAX
INPUT: A weighted graph G
OUTPUT: A maximal independent set in G.
begin
I :=∅; i:=0; Gi:=G;
while E(Gi) = ∅ do
Choose a vertex, say vi, in Gi;
Gi+1:=Gi[V (Gi)− {vi}];
i:=i + 1;
od
I :=V (G);
Output I ;
end.
In the framework WMAX, as in the framework WMIN, a vertex-selecting rule is yet
to be speci@ed. In this subsection we consider the following vertex-selecting rule: each
vi (06 i6 |I |−1) minimizes the function W (u)=dGi(u)(dGi(u)+1), and also consider
the generalized rule: each vi (06 i6 |I | − 1) satis@es
∑
u∈NGi (vi)
W (u)
dGi(u)(dGi(u) + 1)
¿
W (vi)
dGi(vi) + 1
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and dGi(vi) =0. We refer to the simple greedy algorithm (based on WMAX) with
the @rst vertex-selecting rule as GWMAX and the algorithm with the second rule as
GGWMAX.
The next theorem is a generalization of the result of Griggs. The essence of the
proof is the same as Griggs’s proof.
Theorem 3.8. GGWMAX outputs an independent set of weight at least
∑
v∈V W (v)=
[dG(v) + 1].
Proof. For each 06 i¡ |V (G)− I |; the following inequality holds:
∑
u∈V (Gi+1)
W (u)
dGi+1(u) + 1
=
∑
u∈V (Gi)
W (u)
dGi(u) + 1
− W (vi)
dGi(vi) + 1
+
∑
u∈NGi (vi)
W (u)
dGi(u)(dGi(u) + 1)
¿
∑
u∈V (Gi)
W (u)
dGi(u) + 1
:
In the above inequality; last two terms on the @rst line come from elimination of vi
and the edges incident to vi; respectively; in order to obtain Gi+1 from Gi. From the
inequality; we have W (I)¿
∑
u∈V (G)W (u)=[dG(u) + 1].
Corollary 3.9. GWMAX outputs an independent set of weight at least
∑
v∈V W (v)=
[dG(v) + 1].
Theorem 3.10. GWMAX = 1=.
Proof. First we show that GGWMAX ¿ 1= (thus GWMAX ¿ 1=). Let OPT and ALG
be a @xed optimal solution for G and an output of GGWMAX for G; respectively. We
denote OPT ∩ALG by C and OPT −C; ALG−C; and V − (OPT ∪ALG) by X ; Y ; and
Z; respectively. Since all vertices in the outside of ALG are deleted by GGWMAX;
the vertices in X (and also Z) are chosen by GGWMAX. From the vertex-selecting
rule of GGWMAX; we have
∑
vi∈X
W (vi)
dGi(vi) + 1
6
∑
vi∈X
∑
u∈NGi (vi)
W (u)
dGi (u)(dGi(u) + 1)
:
Let us now look at the terms of W (u)=dG·(u)(dG(u) + 1) on the right-hand side
of the above inequality for each u, and we refer to such terms as u terms. Since
X is an independent set, a neighbor of a vertex in X is either in Y or Z . As u
is a neighbor of a vertex vi ∈X , u is either in Y or Z . It is not diRcult to see
that there are no two u terms W (u)=dGi(u)(dGi(u) + 1) and W (u)=dGj (u)(dGj (u) + 1)
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Fig. 3. Hard graph for GWMAX.
such that dGi(u) = dGj (u) and i = j. Hence, for u∈Y the sum of u terms is at most∑
d=1W (u)=d(d + 1) = [=( + 1)]W (u). On the other hand, for u∈Z the sum of
u terms is at most
∑
d=2W (u)=d(d + 1) = (=( + 1) − 12 )W (u). The reason is the
following: Let u be a vertex for which there exists u term W (u)=dGi(u)(dGi(u) + 1)
for some i such that dGi(u)= 1. Then vi is the unique neighbor of u in Gi. Since vi is
removed, dGi+1(u) = 0 (u∈V (Gi+1)), thus u must be in ALG, which means u ∈ Z .
Hence we have
∑
vi∈X
W (vi)
+ 1
6
∑
u∈Y

+ 1
W (u) +
∑
u∈Z
(

+ 1
− 1
2
)
W (u):
Assume that W (OPT )= (G)¿=(+1)W (V (G)), otherwise we have ALG=OPT¿
1= immediately. Then
W (Z) = W (V (G))− (W (OPT ) +W (ALG)) +W (C)
¡W (V (G))−
(

+ 1
W (V (G)) +
1
+ 1
W (V (G))
)
+W (C)
¡W (C):
Therefore we have
W (Y ) +W (C)
W (X ) +W (C)
¿
W (Y ) +W (Z)
W (X ) +W (Z)
¿
W (Y ) +W (Z)
W (Y ) + +12 W (Z)
¿
1

:
Next we demonstrate that GWMAX 6 1=. Let us consider the complete bipartite
graph depicted in Fig. 3.
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In the graph, the maximum degree  equals l. Obviously, the left side of the graph
is the maximum independent set. Thus,
(G) =
l(l+ 1)
1× 2 +
l(l+ 1)
2× 3 + · · ·+
l(l+ 1)
l(l+ 1)
= l2:
On the other hand, GWMAX can output the right side of the graph. Hence l2=l=l=.
Therefore, GWMAX 6 1=.
3.4. The third greedy algorithm
In this subsection, we consider WMIN-type algorithm with the following vertex-
selecting rule: in WMIN, each vi (06 i6 |I | − 1) maximizes the function W (u)=∑
w∈N+Gi (u)
W (w). We refer to the simple greedy algorithm as GWMIN2.
Theorem 3.11. GWMIN2 outputs an independent set of weight at least
∑
v∈V (G)W (v)
2=∑
u∈N+G (v)W (u).
Proof. Let I = {v1; v2; : : : ; vt} be the independent set obtained by the algorithm. Let
fG(v) =W (v)=
∑
u∈N+G (v)W (u).
t∑
i=1
W (vi) =
t∑
i=1

fGi(vi)× ∑
u∈N+Gi (vi)
W (u)


¿
t∑
i=1

 ∑
u∈N+Gi (vi)
fGi(u) W (u)

 (from fGi(vi)¿fGi(u) ∀u∈V (Gi))
¿
∑
v∈V (G)
fG(v)W (v) (from fGi(u)¿fG(u) ∀u∈V (G))
=
∑
v∈V (G)
W (v)2∑
u∈N+G (v)W (u)
:
If W (v)=1 for all v∈V (G) (i.e., unweighted case), then ∑v∈V (G)W (v)2=∑u∈N+G (v)
W (u) is equal to
∑
v∈V (G) 1=[d(v) + 1] which is the bound of Caro–Wei theorem.
GWMIN2 also has performance ratio of at least 1=.
Theorem 3.12. 1=6 GWMIN2.
Proof. It is easy to see that there exists a vertex v∈V (G) such that (dG(v) + 1) ·
W (v)¿
∑
w∈N+G (v)W (w). Let u be such a vertex and v be a vertex maximizing W (v)=
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Fig. 4. GWMIN  GWMIN2.
19 33 38
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25
Fig. 5. GWMIN2  GGWMIN .
∑
w∈N+G (v)W (w). Then
W (v)∑
w∈N+G (v)W (w)
¿
W (u)∑
w∈N+G (u)W (w)
¿
1
dG(u) + 1
¿
1
+ 1
holds. Thus from Lemma 3.6; the proof is complete.
For greedy algorithms A; B, we write A  B if there exists a graph G such that the
best output of A for G is strictly better than the best of B for G. Then GWMIN
 GWMIN2 (hence GGWMIN  GWMIN2) holds. Also GWMIN2  GGWMIN
(thus GWMIN2  GWMIN) holds. In fact, the graphs illustrated in Figs. 4 and 5
guarantee GWMIN  GWMIN2 and GWMIN2  GGWMIN, respectively.
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