Spectrum histograms and fluctuation patterns are representations of audio fragments. By comparing these representations, we can determine the similarity between the corresponding fragments. Traditionally, this is done using the Euclidian distance. We propose fuzzy similarity measures as an alternative. First we introduce some well-known fuzzy similarity measures, together with certain properties that can be desirable or useful in practice. In particular, we present several forms of restrictability, which allow to reduce the computation time in practical applications. Next, we show that fuzzy similarity measures can be used to compare spectrum histograms and fluctuation patterns. Finally, we describe some experimental observations for this fuzzy approach of constructing audio similarity measures.
Introduction
Recent portable audio players can store about 20 000 songs, and online music stores currently offer millions of tracks. This abundance of music drastically increases the need for applications that automatically analyse, retrieve or organize audio files. Measures that are able to express the similarity between two given audio fragments, are a fundamental component in many of these applications [1, 2, 6, 7, 8] . Such measures are usually constructed by following a feature-based approach. The audio fragments are represented by real-valued feature vectors, and the similarity is calculated by comparing these vectors. We consider two types of feature vectors: spectrum histograms and fluctuation patterns. So far, the Euclidian distance has always been used to compare feature vectors of these types. In this paper, however, we identify the feature vectors with fuzzy sets, such that fuzzy similarity measures can determine the similarity between them.
Preliminaries

Spectrum histograms
For a given audio segment, the Fourier transform can be used to calculate the amplitude that corresponds with each frequency. By dividing an audio fragment in short subsequent segments and applying the Fourier transform to each of these segments, we get the amplitude for each timefrequency pair. Such a representation of an audio fragment is called a spectrogram. The individual frequencies of a spectrogram are usually consolidated into frequency bands to reduce the computation time.
The amplitudes of the spectrogram can be converted to loudness values. Starting from these values, we can calculate the spectrum histogram (SH) [6, 7] by counting how many times certain loudness levels are reached or exceeded in each frequency band. In this way, we get a simple summarization of the spectral shape of the audio fragment. This summarization is, to some extent, related to the perceived timbre of the audio fragment.
Our implementation of SHs was written in Matlab, using the MA toolbox [5] . Each SH is a matrix with 30 rows (frequency bands) and 60 columns (loudness levels). The bark scale is used for the frequencies, and the sone scale for the loudness values. We use these scales because they are psychoacoustical, i.e., they correspond with human perception. Figure 1(a) shows an example of a SH.
Fluctuation patterns
By applying the Fourier transform to the subsequent loudness values in each frequency band of the spectrogram, we get the amplitudes that correspond with the loudness modulation frequencies for each frequency band. A fluctuation pattern (FP) [6, 8] consists of weighted versions of these coefficients, based on the psychoacoustic model of This implies that they are, to some extent, related to the perceived rhythm. Although they are relatively simple, FPs can be very useful in practice. For instance, they were one of the representations used for the audio similarity measure that won the MIREX'06 (Music Information Retrieval eXchange) audio-based music similarity and retrieval task. 1 For implementing FPs, we again used the MA toolbox. The FPs are, like the SHs, 30 by 60 matrices in which the rows correspond with frequency bands. In this case, however, the columns represent modulation frequencies (ranging from 0 to 10 Hz). Figure 1(b) shows an example.
Fuzzy similarity measures
A fuzzy set A in a universe X is a X → [0, 1] mapping that associates with each element x from the universe X a degree of membership A(x). We use the notation F(X) for the class of fuzzy sets in X. A fuzzy similarity measure M is a fuzzy set in F(X) × F(X) that expresses the similarity between each pair of fuzzy sets in X, i.e., the degree of membership M (A, B) of (A, B) ∈ F(X) × F(X) denotes the similarity between A and B. If A and B are completely similar then M (A, B) = 1, otherwise M (A, B) < 1.
1 http://www.music-ir.org/mirex2006
We consider 12 well-known fuzzy similarity measures [3] . The first ones are based on the fact that fuzzy sets in a finite universe X can be represented as vectors in [0, 1] |X| . The other measures are fuzzy generalizations of cardinalitybased similarity measures for crisp sets.
We can determine how similar two vectors are by calculating the Minkowski distance between them: the smaller the distance, the greater the similarity. This observation leads to the following family of fuzzy similarity measures:
for all A, B ∈ F(X), with n ∈ N \ {0}. An alternative approach is to use the cosine between the vectors as similarity measure:
for all A, B ∈ F(X).
For two crisp sets A and B in a finite universe X, i.e., A, B ∈ P(X), we can use the following measures to determine their similarity:
The classical set-theoretic operations that are used in these measures, can be generalized to fuzzy sets by means of triangular operations (t-operations). An increasing, associative and commutative
, and a triangular conorm (t-conorm) S if it satisfies S(x, 0) = x for all x ∈ [0, 1]. The fuzzy versions of intersection and union can then be defined as (A ∩ T B)(x) = T (A(x), B(x)) and (A ∪ S B)(x) = S(A(x), B(x)), for each x ∈ X. In this paper, we choose T = min and S = max. Hence, ∩ = ∩ min and ∪ = ∪ max . To generalize cardinality we use the sigma count, which is defined as |A| = x∈X A(x), for each fuzzy set A in a finite X.
Note that all of the considered fuzzy similarity measures are reflexive, i.e., M (A, A) = 1 holds for each measure M and each A ∈ F(X). Moreover, all measures, except M 3 and M 4 , are symmetric, i.e., M i (A, B) = M i (B, A) holds for all i ∈ ({1} × N \ {0}) ∪ {2, 5, 6, 7, . . . , 12} and A, B ∈ F(X).
We also consider the following properties of a fuzzy similarity measure M , because they allow to restrict the computation time in practical applications:
for all A, B ∈ F(X), with, for
with each x ∈ Y , and supp C the support of C, i.e., supp C = {x ∈ X | C(x) > 0}. We say that M is left-restrictable if it satisfies (1), and right-restrictable if it satisfies (2). The properties (3) and (4) are weaker versions of (1) and (2), hence we call them weak left-restrictability and weak right-restrictability, respectively. It is not hard to see that M 3 is left-restrictable and that M 4 is right-restrictable. Furthermore, it can be verified that M 1,n , for n ∈ N\{0}, and M 2 , M 3 , M 4 , M 5 , M 6 , M 7 , M 8 and M 9 are both weak left-restrictable and weak right-restrictable.
Fuzzy audio similarity measures
Construction
Since SHs and FPs consist of values from [0, +∞[, they can be converted to fuzzy sets by means of normalization, i.e., dividing each value by the maximum value. Fuzzy similarity measures can then be used to compare SHs and FPs. We say that an audio similarity measure is fuzzy if it is constructed in this way.
In practice, normalization is not always required. Namely, one can easily verify that normalization is not necessary if the fuzzy similarity measure M satisfies
for all A, B ∈ F(X) and a, b ∈ ]0, +∞[, with c * C, for
, for all x ∈ X. It is not hard to see that (5) holds for M 2 . All other considered fuzzy similarity measures do not satisfy (5). However, if the feature vectors have the same maximum value, then it is sufficient that the fuzzy similarity measure M satisfies
for all A, B ∈ F(X) and a ∈ ]0, +∞[. Most of the considered fuzzy similarity measures satisfy (6), but unfortunately it is not often the case that the feature vectors have the same maximum values in practice. In particular, this is not true for SHs and FPs.
Restricting the computation time
In figure 1 (a), white and black depict zero and the maximum value, respectively. Hence, we identify the corresponding SH with a fuzzy set A by interpreting black as one and white as zero. Since a large portion of the figure is white, supp A will contain considerably less elements than X. This will be the case for most SHs, because the higher loudness levels are rarely reached. When restrictable fuzzy similarity measures are used for comparing such fuzzy sets, we can restrict the computation time. For instance, we would normally calculate to determine the value of M 3 (A, B), for A, B ∈ F(X). However, since M 3 is left-restrictable, we obtain the same value by calculating
The latter form requires |supp A| comparisons and 2 · (|supp A| − 1) additions, while the former form needs |X| + 2 · (|X| − 1) calculations. Hence, the latter form can be calculated substantially faster when supp A contains considerably less elements than X.
Weak restrictable fuzzy similarity measures can also reduce calculation time in practical applications. with S A = supp A, if the quotient of the left terms is large enough. In this way, the calculation time can be reduced substantially when there are a lot audio fragments that are only slightly similar to the reference fragment.
Experimental observations
Evaluation
We can evaluate the performance of a given audio similarity measure by examining the ordering generated by it when we use it to arrange certain audio fragments according to their similarity with a reference fragment. Suppose that we dispose of a finite set of audio fragments F on which we can define an equivalence relation ∼ modelling "is very similar to". For a reference fragment a ∈ F and an audio similarity measure M , we can then use the normalized average rank (NAR) [4] to evaluate the ordering of the elements of F :
with R ⊂ N \ {0} the set consisting of the rank numbers of the fragments in the equivalence class {b ∈ F | a ∼ b}, i.e., R = {r a,M (b) | b ∈ F ∧ a ∼ b} with r a,M the F → N \ {0} mapping that associates with each fragment in F its rank number in the ordering according to the similarity with a ∈ F , generated by similarity measure M . The NAR is 0 for perfect performance, and approaches 1 as the performance worsens. Since the NAR can vary a lot for different reference audio fragments, we calculate the global NAR (GNAR), which is the mean of all NARs:
The smaller the GNAR, the better the performance. For instance, suppose that F = {a 1 , a 2 , b 1 , b 2 } is a set of audio fragments such that {a 1 , a 2 } and {b 1 , b 2 } are classes of very similar fragments, i.e., ∼ is the equivalence relation on F that satisfies a 1 ∼ a 2 and b 1 ∼ b 2 . Now, let M be a fuzzy audio similarity measure that generates the following values:
M We then obtain the sequence (a 1 , a 2 , b 2 , b 1 ) if we order the elements of F according to their similarity with a 1 , i.e., according to the values that M generates for
The NAR is 0 in this case because the obtained ordering is perfect, i.e., all fragments that are very similar to a 1 are placed up front. Similarly, we have NAR(F, M, a 2 ) = NAR(F, M, b 1 ) = 0. For NAR(F, M, b 2 ), however, we get ((1 + 3) − (1 + 2))/(4 · 2) = 0.125. In this case, the NAR is larger than 0 since a 2 is placed before b 1 when M is used to order the elements of F according to their similarity with b 2 . The GNAR for the considered F and M is equal to (0 + 0 + 0 + 0.125)/4 ≈ 0.0312. This indicates that, for the audio fragments in F , the performance of M is very good, but not perfect.
Test collection
We have used the BEPOP test collection 2 for our experiments. This collection consists of samples of 128 songs that recently appeared in the Belgian hitlist. We extracted three fragments of nine seconds from each sample. Fragments of the same sample (and hence the same song) are considered very similar, i.e., a ∼ b holds for two audio fragments a and b iff a and b are fragments from the same sample. Figure 2 shows the results of our experiments. We compared the considered fuzzy audio similarity measures with the Euclidian distance d between the SHs or FPs, interpreted as 1800-dimensional vectors. We also evaluated the performance of the Euclidian distance between normalized SHs or FPs. This normalized Euclidian distance is denoted by d ′ . It is not hard to see that d ′ and M 1,2 will always generate the same ordering. Hence, their performance is the same.
Performance
The difference between the performance of d and d ′ turns out to be very small. Namely, d
′ performs slightly worse. Hence, we do not gain anything by normalizing the SHs or FPs before taking the Euclidian distance. However, normalized SHs or FPs clearly lead to better results when we compare them with M 2 . Furthermore, we also notice that the performance of some fuzzy similarity measures is similar to the performance of d.
Overall, we see that FPs tend to perform better than SHs. A possible explanation for this observation is that SHs contain less information, since the higher loudness levels are rarely reached. Also, rhythm might be more useful than timbre to discriminate the songs in the BEPOP collection.
Computation time
To examine the benefit of restrictable fuzzy similarity measures, we made two implementations of the fuzzy audio similarity measure based on SHs and the left-restrictable fuzzy similarity measure M 3 . Only the second implementation takes the restrictability into account. For calculating the similarities between all considered audio fragments, this optimized implementation requires up to 18% less computation time when we replace all values that are smaller than 0.001 by 0 in the SHs, while the performance is nearly the same for these modified SHs.
Conclusion
The BEPOP test collection is very small. Hence, we have to be careful when we base conclusions on it. However, our experiments do indicate that fuzzy similarity measures can perform as well as, or even better than, the Euclidian distance for comparing SHs or FPs. In particular, we noticed that the cosine similarity measure is very suitable for this task. Moreover, this measure does not require normalization, and its computation time can be restricted in certain practical applications since it is weak left-and right-restrictable. Also, it is intuitively clear that the cosine similarity measure is better than the Euclidian distance for comparing high-dimensional data. Hence, it is no surprise that this similarity measure has already been used successfully for comparing other types of feature vectors (e.g. [2] ), apart from the fuzzy framework.
Future work
More elaborate experiments are needed to determine the value of fuzzy audio similarity measures based on spectrum histograms and fluctuation patterns. Moreover, further research should investigate the performance of other fuzzy similarity measures. Obviously, it would also be useful to examine the restrictability of these other measures. Furthermore, it might be worthwhile to construct new fuzzy audio similarity measures using other types of audio representations.
