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Abstract
Fracture of a quasi-two-dimensional aqueous foam by injection of air can occur via two distinct
mechanisms, termed brittle and ductile, which are analogous to crack modes observed for crystalline
atomic solids such as metals. In the present work we focus on the dynamics and morphology of the
ductile process, in which no films between bubbles are broken. A network modeling approach allows
detailed analysis of the foam morphology from individual bubbles to the shape of the propagating
crack. This crack develops similarly to fingering instabilities in Hele-Shaw cells filled with homogeneous
fluids. We show that the observed width and shape of the crack are compatible this interpretation,
and that the discreteness of the bubble structure provides symmetry perturbations and limiting scales
characteristic of anomalous fingering. The model thus bridges the gap between fracture of the solid
foam lattice and instability growth of interfaces in a fluid system.
1 Introduction
The analogue between the structure of a gas-liquid foam and the structure of a crystalline atomic solid
(like metal) has long been established [1]. Apart from geometric analogies of defect motion and generation,
as well as plasticity on the atomic scale [2, 3], recent research efforts have investigated how a qualitative
understanding of fracture processes acting in a foam can illuminate the fracture morphology and dynamics
in an atomic solid. In addition to such fundamental questions, the study of foam fracture is also of great
relevance in applications relying on the integrity of liquid foams, e.g. in enhanced oil recovery [4], the
manufacture of porous metallic solids [5], or in mineral flotation [6].
A prototypical system for the study of foam fracture has been developed both experimentally and in
subsequent modeling efforts using a quasi-two-dimensional foam, i.e., a single layer of bubbles between
the parallel plates of a Hele-Shaw cell. The experimental realization of this concept has considered the
phenomena upon injection of air into such a foam at a given pressure difference from one end to the
other (open) end of the foam, while the bubbles are laterally confined to a rectangular region (see Fig. 1).
Fracture is then observed to proceed along the direction of pressure drop in one of two distinct mechanisms
depending on the rate of applied pressure. Much as in crystalline atomic solids, these mechanisms can
be termed brittle and ductile: in the former case observed for large rates of applied pressure, very fast
cleavages of the foam are sustained with very little deformation around the crack surface. These brittle
cracks proceed by successive breakage of the thin films between foams in almost perfect sequence along
the pressure gradient [7, 8]. In the latter case, observed for smaller rates of applied pressure, a much
slower air/foam interface propagation is observed [9], morphologically resembling a fingering instability
in homogeneous fluid systems described by Saffman and Taylor [10] and studied extensively as an example
of nonlinear instability and shape selection [11–13]. While the system can also exhibit a brittle-to-ductile
transition [8] between these modes, we will here focus on the ductile case only, see Fig. 1. A qualitatively
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similar ductile foam invasion mechanism has also been observed in foams with a large bubble in the
interior [14, 15], while fingering-type instabilities have been observed in foams where an interior bubble
is continuously inflated [16, 17]. Experiments indicate that yield stress can significantly influence the
fingering pattern in flowing polymer gels, but the effect of yield stress is notably absent in foams [18].
We have previously developed a large-scale network model to understand and quantify both modes
of foam fracture under an applied driving pressure [19], based on a methodology developed for studying
coalescence in molten metallic foams [20, 21]. This approach uses a simplified description of each of the
fluid structures and incorporates an explicit film rupture criterion in the brittle case [22]. In the present
study of ductile effects, the fast time scales of film rupture are unimportant, and the model focus lies on
the (non-Newtonian) resistance of the foam bubbles when driven through the gap between the plates.
In this paper we utilize our network model to understand and quantify ductile fracture in large
initially regular arrays, and connect our results to continuum theory of fingering in fluids. The model as
it pertains to ductile fracture is briefly described in Sec. 2. It is then used to predict features of crack
morphology and dynamics in Sec. 3, such as the mean crack width and crack tip speed as a function of
the applied driving pressure. Finally, in Sec. 4 these numerical predictions are interpreted and compared
to results on fingering in continuum fluid systems, including anomalous fingering in Newtonian fluids and
shear thinning fluids. Sec. 5 provides conclusions and a discussion on the interrelation between fracture
and fingering.
2 Ductile fracture model
We previously constructed a network model for foam fracture encompassing brittle and ductile effects [19]
in a long Hele–Shaw cell of thickness (gap between the plates) b∗ and lateral width W ∗. In this study
we use the same equations and notation with only small modifications which are detailed below. The
domain is spanned by Cartesian coordinates, x∗ = (x∗, y∗, z∗), where x∗ is oriented across the channel
width, y∗ is in the direction of driving and z∗ spans the Hele–Shaw cell thickness.
Throughout this study we focus attention on the ductile fracture mode and ignore the fast processes
associated with film rupture (see [22] for details on film breakage in this setting). We denote ρ∗ and µ∗ as
the density and dynamic viscosity of the water phase, respectively, and γ∗ as surface-tension coefficient of
the air-water interface (suitably modified by the presence of surfactants). We consider a regular hexagonal
foam composed of bubbles of side length L with baseline pressure of the atmosphere P ∗0 . The initial foam
structure has appropriate modifications around the leading and trailing edges and along the side walls;
see geometry in figure 2(a).
2.1 Variables and governing equations
The foam is subject to a driving pressure of ∆P applied to the leading edge, from which we construct a
characteristic velocity scale U0 = (∆P/ρ
∗)1/2. Lengths are scaled on L, velocities on U0, time on L/U0
and pressures are scaled according to
p∗ = ∆P p, P ∗ = ∆P P, (1)
where p (p∗) and P (P ∗) are the dimensionless (dimensional) liquid and gas pressures, respectively. This
results in a number of dimensionless groups,
R = ρ
∗U0L
µ∗
, P0 =
P ∗0
∆P
, γ =
γ∗
∆PL
, b =
b∗
L
, W =
W ∗
L
, (2)
where R is the Reynolds number, P0 is the dimensionless baseline gas pressure, γ is the surface tension
coefficient, and b and W are the dimensionless Hele–Shaw cell thickness and width. The corresponding
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Figure 1: (a) Top view of a Hele-Shaw cell of widthW ∗ = 10 cm and length > 1m filled with a single layer
of foam bubbles (edge length L ≈ 2mm). A pressure difference is applied along the channel (y-direction)
as indicated. (b) Typical experimental image of a propagating ductile crack (finger). The experimental
field of view is limited to approximately the displayed length of the crack. The relative crack width
determined from this image is at least λ ≈ 0.39. (c) Experimental data of ductile crack speed U∗ vs.
applied driving pressure ∆P (modified from [8]). The dashed line indicates the power law U∗ ∝ ∆P 3/2,
consistent with the modeling assumptions of the present work (cf. Eqn. (3b)).
dimensionless upstream and downstream pressures are denoted Pu and Pd, respectively. Here Pu is
prescribed (detailed below), while Pd = P0 throughout. In the experiments of Hilgenfeldt and coworkers
the baseline pressure in the bubbles is atmospheric pressure, which is significantly greater than the applied
driving pressure, so the dimensionless parameter P0 ≫ 1.
In network modeling of ductile fracture we neglect all out-of-plane motion and represent the foam by
evolving the fluid structures on the plates, which we now consider in turn. A more complete description
of each structure is given by [19].
Each Plateau border node (PBN) is modeled as a single point in space, denoted xp, moving in the
plane of the plates with velocity up, which are both functions of time, t. The PBN liquid structure on
the plates is assumed to have uniformly curved gas-liquid interfaces with equal radii of curvature ap in
both directions (a sketch of the PBN geometry is given in figure 3 of [19]); ap is assumed fixed for all
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time. The equation of motion takes the form
dxp
dt
= up, (3a)
d
dt
(
a3p
6
√
2
up
)
=
3∑
m=1
Fpm − γ1/3R−2/3(3ap)K|up|2/3eˆp, (3b)
where eˆp is a unit vector in the direction of up. On the right hand side of (3b), the first term represents
the driving force on the node, while the second term represents the viscous resistance to motion across
the fluid lining the plates; the form of the viscous drag term and the value of the numerical coefficient
K ≈ 4.94 follow from the calculation of [23] (based on Bretherton’s classical analysis of closely fitting
bubble in a capillary tube [24]) integrated around the perimeter of the PBN in contact with the plates
(of length 3ap). The nodal driving force Fpm (m = 1, 2, 3) is proportional to the angle swept out between
the two adjoining HPBs (in the plane of the plates) which we denote as φm1 ≤ φ ≤ φm2 (m = 1, 2, 3) in
the form
Fpm = −23apγ [xˆ sinφ− yˆ cosφ]φm2φm1 , (m = 1, 2, 3), (3c)
where xˆ and yˆ are unit vectors in the x and y directions, respectively. Experiments and simulations are
conducted in the limit γ ≪ 1, since the overall pressure difference greatly exceeds the Laplace–Young
pressure. However, in ductile fracture the pressure drop between bubbles is significantly less than the
overall pressure drop (as the pressure decreases linearly ahead of the crack tip, see figure 3(d) below), on
the order of the Laplace–Young pressure or less, so we do not observe large deviations from a configuration
where film angles φm2 − φm1 are close to 2π/3.
In the ductile regime each horizontal Plateau border (HPB) is modelled as a uniformly curved line in
the plane of the plates connecting adjacent PBNs; HPB curvature κh(t) is determined using a Laplace–
Young balance in the form
[P ]+− = 2γκh, (4)
where [P ]+− denotes the jump in gas pressure across the two free surfaces of the HPB, which is balanced
by the restoring influence of surface tension.
Finally, the pressure Pj in gas bubble j of current volume Vj follows from an isothermal equation of
state in the form
PjVj = P0Vj0, (5)
where Vj0 is the initial volume of bubble j.
The numerical calculation proceeds using solver ode15s in Matlab by explicitly calculating the
positions of the PBNs (which follow from Eqn. (3)) and the positions of the HPB midpoints (which must
be chosen to satisfy Eqn. (4)) at each timestep. So at any given step the HPB curvature and, hence, the
total bubble volume can be easily computed; the corresponding bubble pressure then follows from (5).
2.2 T1 transitions and discrete effects
In ductile fracture the crack tip advances not by film rupture, but through bubbles interchanging their
neighbours through successive T1 transitions. In this network model formalism these transitions occur
when any two nodes come within a distance of 2ap, where we enforce a neighbour interchange in the same
way as previous vertex models [25], described in more detail in [20]. Note that the presence of discrete
T1 transitions means that not only is the instantaneous shape of the crack outline ‘grainy’ on the bubble
scale, but also the dynamics of its propagation is punctuated by discrete events. Thus, the morphology
of ductile foam fracture is necessarily fluctuating in space and time. This can be appreciated in Fig. 4
below, where subsequent crack shapes are shown around a particular T1 transition. The shape of the tip
is distorted noticeably in the course of the event.
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Due to limitations of CPU time effort, the simulations presented here were made for a foam about
15 bubbles across its width (x-direction). Effects of discrete bubble rearrangements are therefore fairly
strong on the scale of the entire crack outline.
2.3 Computing the elastic stress
Another consequence of the discreteness of the bubble structure is a certain degree of heterogeneity in
mechanical stress. It is simple to compute the maximal deviatoric stress exerted on each gas bubble in
the foam as
Sj =
√
−det(Sj) ≥ 0 , (6)
where the deviatoric stress tensor is given by
Sj = Σj − 1
2
Tr(Σj), (7)
computed based on the microscopic stress tensor for bubble j, denoted Σj. The stress tensor Σj is
approximated following an approach developed for granular materials [26]. For a given bubble, each
constituent PBN experiences a surface tension force from the attached film that does not form part
of the bubble outline; the components of the microscopic stress tensor can be found by summing the
moments of these forces about the centre of the bubble. Further details are given in [19]. The principal
stresses and their directions are then computed as the eigenvalues and eigenvectors of the deviatoric stress
tensor Sj. In figure 2 below we illustrate several snapshots of the stress profile in a typical example using
a colour map of the maximal stress per bubble and further illustrate the direction of the principal stresses
using a cross centred in each bubble. While there is a great degree of order on the scale of the length of
the foam, illustrating the expected linear pressure profile in front of the crack tip, the deviatoric stresses
show strong variations around the crack interface – the stress is concentrated in lobes around the tip,
but cannot be said to have a smooth distribution resembling what is computed in continuum fracture
theory [27].
2.4 Describing the crack shape and dynamics
From the numerical simulations, we now extract macroscopic parameters describing the shape and dy-
namics of the propagating crack. For a given simulation we estimate the position of the tip of the crack
in the laboratory frame as the y-position of the most advanced node on the leading edge of the foam,
denoted y = yf (t). We then compute the corresponding length of the crack Lc by subtracting the y-
position of the rearmost node on the leading edge. The estimated crack tip position yf and crack length
Lc are shown for the example in figure 3(a) below. In simulations reported below we sample the crack
tip position every two dimensionless time units over a chosen interval and then fit a straight line through
these points; the gradient of this line is the corresponding speed of propagation.
The width of the crack at any time denoted w(t) is estimated by computing the current area encom-
passed by the crack (the polygonal shape encompassed by the nodes on the crack interface) and dividing
by the maximal length of the crack Lc. For a typical example the crack area is highlighted in figure 3(a)
below. In the analysis of the data, we will concentrate on the crack width relative to the channel width,
denoted λ(t) = w(t)/W .
To estimate the curvature of the crack tip we isolate the three PBNs closest to the crack tip and
compute the parabola yc(x) which passes through these three points. The instantaneous radius of cur-
vature of the crack tip, denoted ρ(t), is then obtained by computing the curvature of this parabola at
its maximal value. Two typical examples are shown as dashed lines in figure 3(a,b) below. This tech-
nique of determining tip curvature by fitting a parabola has been used extensively in experiments and
computations of fingering in continuum fluids [11,13].
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2.5 Setup of numerical simulations
For numerical simulations we construct an initially regular hexagonal configuration similar to (but consid-
erably larger than) those described in [19], composed of approximately 400 bubbles with a dimensionless
width of W = 22. Reflecting a typical experimental geometry [7, 9], we set b = 1/2, so that the aspect
ratio of the channel cross-section is W/b = 44.
A symmetric notch is created on the leading edge by rupturing a single film in the centre of the
domain. However, such a geometry introduces an artificial bilateral symmetry around the y-axis not
compatible with the stochastic nature of T1 events in experiments. To break the symmetry we inflate
one bubble to the right of the notch in the interior of the foam (marked in Fig. 2(a)) by increasing its
initial volume by 20%, and allow the system to reach a new equilibrium. A typical initial configuration
is shown in Fig. 2(a).
In [19] the driving pressure was ramped linearly over the interval t = [0, tR] to a value ∆P d and then
held constant, reflecting experimental protocols. According to our non-dimensionalisation (1), this total
driving pressure difference should be set to 1 dimensionless unit. However, since our foams are much
shorter relative to the bubble size than the experiments of [9], to achieve a comparable pressure drop per
bubble we instead consider 0 ≤ ∆P d ≤ 1.
In [19] the driving pressure is held constant beyond t ≥ tR; as the length of foam ahead of the crack
tip becomes shorter so the relative driving pressure per bubble increases and the crack accelerates. This
feature is not evident in the experiments, where the domains are much larger – when the linear pressure
gradient in front of the crack tip has developed, its value does not change appreciably over the field
of view in experiment, and thus a steady propagation is recorded. To overcome this issue, and allow
the crack to reach an approximately steady propagation speed, we adjust the driving pressure as the
corresponding length of foam ahead of the crack tip reduces.
We compute the length of the foam ahead of the crack tip, denoted L(t), by subtracting yf from
the largest y-coordinate of PBNs on the trailing edge. Denoting ∆Pd as the maximal applied pressure
drop (at t = tR), we compute the corresponding pressure drop per unit length of foam ahead of the
crack as Pl = ∆Pd/L(tR). To ensure that Pl is held approximately constant, at fixed time intervals of
2 (dimensionless) units we reduce the driving pressure ∆P d to reset Pl = ∆Pd/L to its target value, so
∆Pd = ∆Pd (L(t)/L(tR)).
The ramping protocol for the upstream driving pressure thus takes the form
Pu(t) = P0 +∆P d × (t/tR), (0 ≤ t ≤ tR) , (8a)
Pu(t) = P0 +∆P d(t), (t > tR) . (8b)
A typical plot of Pu against time is shown in Fig. 2(e) below. In all simulations described below we set
tR = 100, as in [19]. In the present study the range is 0.2 ≤ ∆P d ≤ 0.35. Note that in ductile fracture the
important feature for the modeling is to quantify the balance of driving and resistance on each bubble.
For values of ∆P d larger than this range we observe tip splitting (as observed in continuum fluids for
large finger velocities [28]). Conversely, for ∆P d smaller than this range the computation time for the
simulations become prohibitively expensive.
3 Results for ductile fracture
3.1 Baseline example
As a baseline example in Fig. 2 we illustrate four snapshots of ductile fracture for ∆Pd = 0.3 in a foam
initially composed of ≈ 400 bubbles. In panels (a)-(d) we illustrate the outline of each gas bubble formed
by PBNs at the vertices (filled black circles) connected by HPBs (black lines). Furthermore, in Fig. 2(a-c)
we illustrate the maximal stress per bubble as a colormap and highlight the magnitude and direction of
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Figure 2: Snapshots of a typical ductile crack for ∆Pd = 0.30 for tR = 100 showing a colormap of the
maximal deviatoric stress in each interior bubble at three time points: (a) t = 0; (b) t = 160.6 when
yf ≈ 30; (c) t = 266.0 when yf ≈ 55. The cross in each interior bubble illustrates the principal directions
of deviatoric stress. Panel (d) shows the gas pressure distribution corresponding to panel (c) at t = 266.0.
For this simulation we also plot the temporal evolution of: (e) the applied driving pressure Pu; (f) the
crack tip position yf . The bubble labelled in (a) is inflated by 20% to introduce an asymmetry in the
resulting ductile crack propagation. Here γ = 0.0125, R = 2000, K = 4.94, ap = 0.2, P0 = 100.
principal stress in each bubble as a cross in each bubble. A movie of the evolution of the maximal stress
during this ductile fracture example is provided as online supplementary material. Conversely in Fig. 2(d)
we illustrate the gas pressure at the same time instant as reported in Fig. 2(c) where, as expected, the
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pressure profile ahead of the crack tip decreases linearly in y [19]. In Fig. 2(e) we illustrate the applied
driving pressure Pu to maintain a constant pressure drop per bubble for t ≥ tR, decreasing stepwise every
2 dimensionless time units, while in Fig. 2(f) we show the change in the position of the crack tip yf (t).
Following ramping, we isolate a spatial interval where we have steady state propagation of a ductile crack
at a well-defined velocity with a well-defined shape. In this example, and in those considered below, we
use the interval 30 ≤ yf ≤ 55 where we construct a line of best fit (shown as a dashed line in Fig. 2f) with
gradient U ≈ 0.2315. For the example in Fig. 2 we have 145 T1 transitions in this interval. In App. A we
show that a range of intervals in yf can be chosen without affecting the conclusions of the present work.
The dynamics of ductile fracture are qualitatively similar to that already described in [19]. We stress
here that under the conditions employed here (constant pressure drop per bubble), the crack reaches
a steady state with well-defined, constant propagation speed U and constant relative width λ. The
crack tip advances through successive T1 transitions in a ‘plasticity’ zone around the crack tip, which
enables bubbles to be displaced to the sides of the advancing crack; while this causes fluctuations in the
crack speed and width, its overall dynamics and shape is that of a macroscopic finger analogous to that
observed in Saffman-Taylor experiments. A more detailed comparison of the shape of these fingers is
made in Sec. 4 below.
In order to describe the morphology of the crack in more detail, in Fig. 3 we consider the crack tip
radius of curvature and the corresponding relative crack width. In particular, we illustrate the outline of
the leading edge of the crack (solid line with filled black circles at nodes) at two selected time intervals
t = 160.0 (Fig. 3a, see also Fig. 2b) and t = 266.0 (Fig. 3b, see also Fig. 2c,d). The shaded area
in Fig. 3(a) highlights the crack area (used in estimating the crack width), while the dot-dashed line
represents the measured crack length. The fitted parabola through the three furthermost advanced
nodes, used to estimate the radius of curvature of the crack tip, is shown as the dashed line in both
panels. We notice that even though the parabola is only fitted using three points, it passes very close to
a number of other nodes on the crack tip. In addition, the crack adopts an approximately constant width
along its length, similar to fluid fingering (as discussed in Sec. 4 below). In Fig. 3 we further consider
the temporal change in the crack morphology, showing the evolution of the crack tip radius of curvature
ρ(t) (Fig. 3c) and the relative crack width λ(t) (Fig. 3d) over the course of the baseline simulation. The
computed crack tip radius of curvature (which has been smoothed using a five point moving average,
Fig. 3c) increases as the crack develops, but fluctuates with large amplitude at later times due to changes
in morphology induced by T1 transitions on the crack tip (see Fig. 4 below). Conversely, the relative
crack width initially increases as the crack develops but saturates to an approximately constant value
that is relatively unaffected by T1 transitions (Fig. 3d). The transient increase (or overshoot) in crack
width is a consequence of the way the crack develops from the initial notch in the geometry. Beyond
this initial transient the crack width is less than half the width of the channel (λ < 1/2), consistent with
observations of fingering in non-Newtonian fluids [13].
To understand the large fluctuations in crack tip radius of curvature evident in Fig. 3(c), in Fig. 4 we
illustrate the change in morphology through a particular T1 transition at t ≈ 200.765, showing snapshots
of the foam and the corresponding deviatoric stress distribution shortly before (t = 200.0, Fig. 4a) and
after (t = 202.0, Fig. 4b) the event. This T1 event results in a sharpening of the crack tip and hence a
sharp decrease in the radius of curvature (significant change in the fitted parabola, shown as a dashed
line in both panels), evident in Fig. 3(c) for t ≈ 200. Such changes are to be expected given the discrete
make-up of the crack tip of individual bubbles, so that relatively large changes in crack tip radius of
curvature can be observed without showing much overall morphological change.
3.2 Simulations for a range of driving pressures
To assess how the properties of the crack propagation change as we adjust pressure driving, in Fig. 5
we summarise simulations across maximal applied driving pressures in the range 0.2 ≤ ∆Pd ≤ 0.35. In
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Figure 3: The outline of the leading edge of the crack at two fixed time intervals for ∆Pd = 0.30 and
tR = 100 as shown in Fig. 2: (a) t = 160 (close to panel (b) in Fig. 2) (b) t = 266 (close to panel (c) in
Fig. 2). The dashed red lines in represent the fitted parabolae through the three most advanced points on
the crack tip from which the radius of curvature is computed, while the shaded area represents the crack
area and the dot-dashed line the crack length. The green line represents the corresponding prediction of
the anomalous finger shape (9). Also shown are the temporal evolution of: (c) radius of curvature of the
crack tip ρ(t) sampled every two time units and smoothed using a five point moving average; (d) relative
crack width λ(t).
particular, across this range of ∆P d we quantify the variation in the time of the first T1 transition t1
(Fig. 5a), the measured crack speed in the steady state U (Fig. 5b), the corresponding mean crack width
λ (Fig. 5c) along with the mean crack tip radius of curvature ρ (Fig. 5d) fitted using the procedure
outlined above. It should be noted that U , λ and ρ are sampled from the interval 30 ≤ yf ≤ 55, where
the crack is (approximately) propagating steadily.
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Figure 4: The stress distribution around the crack tip for the baseline simulation shown in Fig. 2 showing
the distortion in the shape of the crack tip in the course of the T1 event: (a) t = 200.0; (b) t = 202.0. In
both cases the panel to the right shows the crack outline (solid line with filled black circles) along with
the polygonal outline of the bubbles that undergo T1 transition. The dashed line represents the fitted
radius of curvature through the crack tip and the dot-dashed line represents the distance between the
two bubble centers.
As might be expected, it emerges that the time of the first T1 transition decreases markedly as the
pressure ramping is increased (Fig. 5a) while the corresponding crack tip speed broadly increases as a
function of the driving pressure, although there is some small variation, following the trend of a power
law U ∝ ∆Pd3/2 shown as a dashed line (Fig. 5b) consistent with the Bretherton [24] prediction, used
in constructing the viscous drag in (3b). However, in the present case the range of ∆Pd is very small,
so other functions might also fit reasonably well. By contrast, the morphological parameters describing
the width and curvature of the crack show no significant change over the simulation range. The crack
width is always less than λ = 0.5 (the classical value for a Saffman-Taylor (ST) finger between Newtonian
fluids), consistent with the cracks seen in the experiments (see Fig. 1) while the mean crack tip radius
hovers around ρ¯ ≈ 2 − 3. We find, therefore, that the fingers have a well-defined continuum shape, but
that it differs from the ST solution. This could have been expected, as detailed investigations of viscous
fingering have shown that the ST solution is replaced by different finger shapes when its symmetry is
perturbed [11,29] or when the fluid media in the Hele-Shaw cell are non-Newtonian [13,18].
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Figure 5: Filled black circles illustrate summary results from 30 simulations of ductile fracture for driving
pressures in the range 0.20 ≤ ∆Pd ≤ 0.35 sampled at intervals of 0.005 (all other parameters identical
to the case considered in Fig. 2): (a) time taken for the first T1 transition. In addition, we illustrate
the mean properties of the crack tip while in the interval 30 ≤ yf ≤ 55 showing: (b) computed crack
tip speed; (c) mean (relative) crack width; (d) mean crack tip radius of curvature over the interval. The
dashed line in (b) represents the power law U ∝ ∆Pd3/2 comparable to the experimental observations
(see Fig. 1).
In Fig. 5 we observe that for low ∆Pd the values of ρ and λ are remarkably consistent (in the range
∆Pd = 0.2 to ∆Pd = 0.26). The morphology of the crack in this range is summarised in Fig. 6, showing
a typical outline of the crack (Fig. 6a) and the temporal evolution in the crack tip radius of curvature
(Fig. 6b). Across the simulations the crack shape is essentially constant, lengthening at a uniform rate
(and compares very well with shapes in viscous fingering discussed below). A small but significant
change in crack morphology is evident around a driving pressure of ∆Pd = 0.26; possible reasons for this
transition are discussed in Sec. 4 and App. A below.
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Figure 6: Summary of simulations with ∆Pd = 0.25 for all other parameters identical to Fig. 2, showing:
(a) the outline of the crack tip for t = 292.0 with filled black circles joined by solid lines; (b) the temporal
evolution of the computed crack tip radius of curvature sampled every two time units and smoothed using
a five point moving average. The dashed line in (a) is the parabolic fit through the crack tip, while the
solid green line is the corresponding anomalous finger shape (9). In (b) the interval of steady propagation
between 30 ≤ yf ≤ 55 is enclosed between the dotted lines.
4 Comparison to fluid fingering
4.1 Anomalous fingering in Newtonian fluids
The classical ST solution of a single symmetric finger with λ = 1/2 (at large capillary number C =
µ˜∗U∗/γ∗, for a viscosity µ˜∗ of the invaded fluid with dimensional finger tip speed U∗) has been explained
[30] by a singular perturbation selection mechanism. The flow between the plates is modeled in the spirit
of a Hele-Shaw flow (a two-dimensional flow averaged across the z-axis), obtaining explicit solutions
for the motion of the invading fluid (of lower viscosity), the invaded fluid (of larger viscosity), and the
interface shape. While the ST scenario of a less viscous fluid invading a more viscous one in a rectangular
channel initially appears to allow for a continuum of solutions of the shape (using our notation with
finger tip at (x, y) = (xf , yf ))
ys(x) = yf +
W (1− λ)
2π
ln
[
1
2
(
1 + cos
(
2π(x− xf )
λW
))]
, (9)
the presence of even infinitesimal surface tension leads to the selection of discrete values of λ consistent
with the symmetry of the finger around x = xf [10, 30].
Of those solutions, only the widest finger, with λ = 1/2, is stable. However, it was shown experimen-
tally [11,29] and theoretically [31] that a perturbation of the symmetry by means of grooves in the plates,
wires strung parallel to the channel, or small bubbles ahead of the finger tip, leads to a breakdown of the
ST selection criterion, and the continuum of solutions (9) for the finger width becomes possible again.
Such fingers have been termed ‘anomalous’ [32], although they are probably more commonly encountered
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in experiments not carefully tuned to show ST selection. The morphology of anomalous fingers closely
obeys (9), while the realized λ depends on C, decreasing as C →∞.
Rabaud et al. [11] showed that the finger width also scales with the aspect ratioW/b of the Hele-Shaw
cell, so that all widths can be plotted against the universal parameter 1/B ≡ 12C(W/b)2, resulting in
λ(1/B) =
πα
√
B
2
[(
1 +
4
πα
√
B
)1/2
− 1
]
, (10)
where α is a constant parameter specific to the case of anomalous fingering.
This formula predicts arbitrarily sharp fingers (with curvature ρ → 0 at the tip) as 1/B → ∞.
However, experimentally these anomalous fingers asymptote to a finite minimal width λm when the
radius of curvature approaches ρm = βb, with β ≈ 2.2 − 2.5 [29]. This is interpreted as the limit of
describing the system as an essentially two-dimensional continuum: the Hele-Shaw approximation breaks
down, and the shape of the tip of the finger becomes determined by the full three-dimensional shape of
the interface between the fluids. We will show below how the discrete structure of the foam provides a
mechanism for both anomalous finger propagation and a saturation of the finger width.
4.2 Anomalous fingering in shear-thinning fluids
As gas-liquid foams are commonly modelled as continuum fluids with a non-Newtonian (shear thinning)
rheology [33], it is instructive to compare our case with fingering in non-Newtonian continuum fluids. In
the study of Lindner et al. [13], fluids were considered whose rheology is approximately that of a shear-
thinning power-law fluid with exponents in the range n ≈ 0.25 to n ≈ 0.75, i.e., where the (dimensional)
shear stress τ∗ is related to the (dimensional) shear rate ǫ˙∗ by
τ∗ = k1(ǫ˙
∗)n, (11)
where k1 is a constant. Experimentally, this was realized by xanthane solutions of various concentrations.
When a Saffman-Taylor fingering experiment was set up using air to invade these fluids, the results closely
resembled anomalous fingering: the finger width decreased below λ = 1/2 for increasing 1/B following
(10) with α depending on n, and eventually saturated at a finite value. However, in this case (i) the radius
of curvature at the tip was considerably larger than in the Newtonian case (ρ/b & 13), and (ii) the finger
width tended to increase as 1/B was increased further beyond the point of apparent saturation. While
no unambiguous physical explanation was offered for these findings, it is clear that shear-thinning fluids
sustain anomalous fingers. Similar conclusions were also drawn in theoretical work for shear-thinning
fluid fingering [12], although no direct comparison to experiment was attempted. Does our network model
of foam, without any imposed continuum properties, give rise to similar behavior?
4.3 Anomalous fingering in foams
As a first comparison between our ductile fractures and anomalous fingers, for ∆Pd = 0.3 in Fig. 3(a,b)
we superimpose the corresponding anomalous finger shape (9) for the instantaneous crack width λ and
crack tip position (x, y) = (xf , yf ) where xf has been fitted to the 20 most advanced nodes on the crack
tip. In this case the discreteness of the crack outline and the transient nature of the crack tip radius of
curvature induces significant differences in comparison to the continuum profile (especially in Fig. 3b).
However, superimposing the corresponding anomalous finger shape (9) for ∆Pd = 0.25 in Fig. 6(a), we
see much closer agreement with the network model predictions.
The rheological behavior of the quasi-2D foam is implicit in our model: equation (3b) is a dimensionless
balance between the driving force on the nodes and the viscous resistance on the plates of the Hele-Shaw
cell, in the spirit of Bretherton’s classical work [19,24]. Interpreted as a continuum medium, this equates
to a shear-thinning fluid with an exponent n = 2/3.
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For the purpose of describing an effective foam rheology at the crack tip, we now determine an effective
averaged shear stress: Each bubble on average contains six nodes and each node is shared between three
bubbles, so that the total viscous force from the two nodes per bubble is twice the final term in (3b)).
Dividing by the area of a regular hexagonal bubble yields a (dimensionless) average shear stress,
τ =
4
3
√
3
(3ap)γ
1/3R−2/3K|U |2/3 . (12)
An effective dimensional shear viscosity for the foam can then be defined as
µ˜∗ = τ∗/ǫ˙∗ (13)
where ǫ˙∗ is a shear rate and our non-dimensionalisation implies that τ∗ = (∆P )τ . This effective viscosity
µ˜∗ is an important parameter for bridging the gap to continuum modeling, as it defines an effective
capillary number C = µ˜∗U∗/γ∗, where the dimensional crack tip velocity follows from U∗ = U0U . For
this purpose, ǫ˙∗ has to be estimated as an average (absolute value of the) shear rate between the plates.
The foam bubble flow strongly resembles a plug flow, so that the relation to the tip velocity is ǫ˙∗ ≈ 2U∗/b∗.
We remark that the range of capillary numbers obtained for our simulations in this fashion (using
the bubble size, surface tension, and other parameters of [8]) is C ≈ 0.017 to 0.035. If we instead
estimate the capillary number using the general foam rheology equations obtained in Denkov et al. [34]
with a 2/3 power law, for our simulations we obtain a range C ≈ 0.05 to 0.097, within a factor of three.
This reasonable agreement supports the self-consistency of our approach. From the established effective
capillary number, we compute the control parameter for the selection of finger width 1/B = 12C(W/b)2.
This interpretation of the foam as an effective power law medium without yield stress between the
plates is consistent with the observations of Lindner et al. [18]. Note that the foam still possesses a yield
stress in the x− y plane that needs to be overcome for T1 transitions to take place. Following, [35], this
yield stress can be estimated as ∼ 0.4γ∗/L ≈ 5Pa for our parameter values. Multiplying this value by a
film area estimates a tangential force necessary to effect T1s; indeed, the force obtained from integrating
(12) over the area of one bubble is comparable (and usually somewhat larger) than this estimate, so that
the model’s T1 transitions are consistently represented in dynamical terms.
Following Rabaud et al. [11], an analytical prediction for the radius of curvature at the tip of the
steadily propagating finger as a function of the relative crack width λ is
ρ =
λ2W
π(1− λ) . (14)
The predictions of this equation can be compared directly to the results of our numerical simulations in
Fig. 7(a). Note that we have chosen the evaluation of ρ from local PBN positions at the tip in order
to make this comparison meaningful; (14) explicitly refers to the curvature at the tip only. For slower
driving 0.2 ≤ ∆P d ≤ 0.26 the computed points (shown as filled circles) cluster together close to the
prediction (14) and show very good agreement, so our discrete simulations accurately reproduce the
continuum finger shapes. However, for ∆P d > 0.26 the computational results (shown as open circles)
are more scattered around the theoretical curve as it takes much longer for the foam to settle into a
consistent pattern. This feature is explored further in Appendix A, where we show that the degree of
scatter is approximately independent of the spatial interval over which the mean tip radius of curvature
and crack width are sampled (see Fig. 8b). Overall, the applicability of (14), and values of λ < 1/2,
suggest that the shape of our ductile cracks is well-approximated by that of anomalous fingers.
The finger width, however, does not show a pronounced dependence on the driving parameter 1/B
as determined above (Fig. 7b), even though over the range of driving pressures the crack speed varies
by a factor of about three (Fig. 5b). In the context of anomalous fingering, this could be explained if
the finger width has saturated to a minimum value λm. In Fig. 7(b) we also plot the function (10) as
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Figure 7: Comparison of the numerical predictions summarised in Fig. 5 to studies of fingering in con-
tinuous media showing (a) the crack tip radius of curvature as a function of the relative crack width
constructed from the network simulations (circles – filled for ∆Pd ≤ 0.26, open for ∆Pd > 0.26), com-
pared to the asymptotic result for Saffman–Taylor fingers (14); (b) the relative crack width constructed
from the network model simulations as a function of the dimensionless parameter 1/B (symbols as in (a)).
For comparison, we indicate literature results from anomalous fingering as the expected λ¯(1/B) function
(10) for various values of α (solid lines) as well as the saturated widths λm (dot-dashed lines) reported
in Newtonian fluid experiments [11] for W/b = 20 (dot-dashed line with open squares) and W/b = 40
(dot-dashed line with open diamonds), and for shear-thinning fluid experiments [13] for W/b = 160
(dot-dashed lines with open triangles). The discrete limit λm is shown as a dashed line.
the solid lines, for values of α = 1.0 (black), α = 1.8 (blue), and α = 3.5 (red). This is a typical range
of α in previous studies, and α = 1.8 and 3.5 reflect, respectively, values encountered in the work on
shear thinning fluids [13] and perturbed Newtonian fingering [11]. Furthermore, the saturation widths
λm of fingers in those two instances are indicated (dot-dashed lines with symbols). We see that λm from
our own experiments are in the same range as those from the previous studies, and that a parameter of
α ≈ 1.0 would consistently explain our data as saturated fingers.
What determines λm in our case? It cannot be the tip radius of curvature approaching b, because
the extent of every individual bubble is greater than that. In fact, the saturation mechanism is naturally
explained by this very discreteness of the foam: As the crack outline is made up of individual bubbles
with an average number of sides equal to five (by Euler’s theorem), we can estimate a lower bound ρm
for the radius of curvature by assuming that the three foremost nodes on the crack tip belong to two
adjacent regular pentagonal bubbles; assuming these bubbles are of the same cross-sectional area as the
initial hexagonal bubble (of side length 1) results in a pentagonal side-length of approximately 1.2289.
The two edges on the crack outline will be separated by an angle of 4π/5, from which simple geometry
and parabola fitting through the leading three points then gives ρm ≈ 1.80. In this discrete limit, we
estimate the corresponding minimal crack width (14) as λm ≈ 0.394 for W = 22/b, shown as the black
dashed line on Fig. 7(b) and also illustrated in Fig. 8(c,d) below.
There remains an interesting difference between two groups of our data: the more regular and slightly
thinner finger shapes for ∆Pd <∼ 0.26, whose curvature and width are very close to these predicted mini-
mum values, and the somewhat more irregular cracks for ∆Pd >∼ 0.26, which are slightly wider and whose
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morphology fluctuates more during the propagation (compare the strong variation of ρ(t) in Fig. 3(c)
for ∆Pd = 0.30 with the regular behavior in Fig. 6(b) for ∆Pd = 0.25). This transition in behaviour
around ∆Pd ∼ 0.26 may be understood from the dynamics of the T1 processes that make up the crack
propagation: After a T1 event, the newly generated edge has to lengthen to approximately average
length L before the bubble arrangement can be called regular again. If this time to complete the T1
event is longer than the interval to the beginning of the following T1 transition, the individual events
will influence each other and give rise to both stronger statistical fluctuations and to a less regular finger
shape. In this regime, PBN positions and HPB orientations are no longer the result of merely quasistatic
surface tension forces, but are co-determined by viscous forces, whose retarding influence on the motion
is maximal for HPBs orientated perpendicular to the direction of motion. The net effect, thus, is that
HPBs at the tip become oriented more perpendicularly to the motion, and therefore form a flatter crack
tip. This qualitatively explains the increased ρ values and accompanying increased finger widths through
(14) in this regime of larger ∆Pd.
5 Conclusions
We have shown that discrete network simulations of foam bubbles in a rectangular Hele-Shaw cell,
invaded by air under an imposed pressure, give rise to crack structures very similar in morphology to
that of viscous fingers. In further analogy to the viscous fingering case, the observed cracks appear to
be of saturated width at large enough capillary number (where the crack width no longer follows the
universal law (10)) in a regime known as anomalous fingering. Anomalous fingering occurs because of
perturbations of the symmetry of the Saffman-Taylor fingering solution, and was also shown to occur in
shear-thinning fluids.
As the morphology of the fingers in our network simulations (i.e., the width λ and tip curvature 1/ρ)
remains approximately constant over a considerable range of crack speeds, it is natural to assume that
our simulations have reached the saturation regime of propagation. Interpreting the layer of bubbles
between the plates of the Hele-Shaw cell as an effective medium, we find that this interpretation is indeed
compatible with previous results on anomalous fingering. It is, in fact, expected that fingering in foams
would be anomalous: First, in foams, there is an obvious mechanism breaking symmetry at the tip of
the crack (or finger). The discreteness of individual bubbles will always lead to fluctuations in shape
and curvature that do not allow for an ST selection of width (cf. Fig. 4 for the dynamically changing
shape of the tip). Note that the presence of a bubble in front of the finger tip will induce the breaking
of the shape symmetry in Newtonian fluids [32] – in a foam, there is always a bubble in front of the
crack tip! Secondly, foams are non-Newtonian fluids with shear-thinning rheology, and the translation
of our foam parameters into effective continuum parameters puts these systems in a regime in which
anomalous fingering (with saturated width) has indeed been observed. That saturation is observed at
a tip curvature of around ρ¯ ≈ 2 is also understandable from the discrete bubble structure of the finger
tip outline. A sharper tip cannot be realized in the network model, and thus this limit is analogous to
the anomalous-fingering width limit in Newtonian fluids, where the limit is set by the two-dimensional
continuum model breaking down [11]. The observed transition from completely regular, stable finger
shapes at lower driving pressure to somewhat wider, more strongly fluctuating shapes at higher driving
pressure can also be rationalized from the inherent time scales of the dynamics of discrete T1 processes.
It should be noted that a slight increase in finger width with crack speed beyond saturation was also
observed in the non-Newtonian fingering studies of [13] – it is possible that this effect can be similarly
understood from inherent time scales of the non-Newtonian media.
It is encouraging that our network model, which was not developed with a continuum limit in mind,
yields these results analogous to fingering experiments in fluids – it appears to confirm that effective
rheology is the main determinant of this instability behavior, and that it can be realized with discrete
entities. It also shows that the breakdown of the continuum description can be understood as a failure of
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describing the interface by a smooth, two-dimensional geometry. Future simulations with a wider channel
(thus enabling a larger ratio of tip ratio of curvature and bubble size) should explore this analogy further,
and investigate whether there are further differences in the shape of the interface away from the tip, where
yield-stress behavior should become important.
In a more general sense, our simulations explore the boundary between the failure of a solid (fracture)
and the interfacial instability of a liquid (fingering). We find that the morphology and dynamics of
the crack tip in a foam system can be, to a large extent, described by the formalisms developed by
fluid dynamics, but with the network modeling elaborated here it is always possible to explore effects
of elasticity, as well as possible effects of the microstructure of the bubbles. As many, if not most, of
materials in applications are viscoelastic (this includes media in advanced oil recovery and hydraulic
fracture applications [36]), studies such as the present one can give both fundamental and practical
insight into the shape and dynamics of an interface between two media.
A Irregular crack morphology for larger driving pressures
Figure 8 explores the difference between the more regular finger shapes for ∆Pd <∼ 0.26 and the more
irregular cracks for ∆Pd >∼ 0.26. In particular, we examine the influence of the choice of spatial interval
over which we average the width and radius of tip curvature. In Fig. 8(a) we plot the position of the crack
tip as a function of time for four driving pressures (∆P d = 0.2, 0.25, 0.3, 0.35), highlighting three possible
intervals for computing the steady crack speed (30 ≤ yf ≤ 55, 35 ≤ yf ≤ 60, 40 ≤ yf ≤ 65). In Fig. 8(b)
the mean normalised radius of curvature is plotted against the mean crack width for these three intervals.
The trend is as in figure 7(b); for ∆Pd <∼ 0.26 (filled shapes) the computed points cluster together very
close to the analytical prediction (14). For ∆Pd >∼ 0.26 (open shapes) the data are again more scattered
around the prediction (14), but in different patterns for each interval. We can therefore conclude that
on average the crack shape resembles the anomalous finger shape, but there are deviations because the
shape has not yet fully settled and due to the unsteady character of the measures of morphology.
We further examine the crack morphology for these four driving pressures, plotting the temporal
change in the predicted crack width (Fig. 8c) and the crack tip radius of curvature (Fig. 8d). For
∆Pd = 0.2, ∆Pd = 0.25 and ∆Pd = 0.35 the crack width decreases fairly smoothly after the initial
transient (Fig. 8c); for long times the mean crack width saturates close to the discrete limit λm identified
above. The corresponding radius of curvature of the crack tip also decreases towards the discrete limit ρm
(Fig. 8d), although we observe a brief increase in radius of curvature for ∆Pd = 0.2 at t ≈ 290, similar to
the sharp increase discussed in Fig. 4, which we attribute to the sensitivity in estimating the radius due
to the discreteness of the crack outline. In Figs. 8(c,d) the region of each curve highlighted with symbols
illustrates the interval used to compute the mean for 30 ≤ yf ≤ 55: for ∆Pd = 0.2 and ∆Pd = 0.25 the
predictions in this interval are approaching the saturated limit, while the intervals for ∆Pd = 0.3 and
∆Pd = 0.35 are picking up effects from the initial transient. In particular, for ∆Pd = 0.35 saturation
to the discrete limit occurs beyond yf = 55, i.e. the time interval where the crack can be regarded as
propagating steadily (compare Fig. 8a), so the result for the mean crack width must be interpreted with
caution. For ∆Pd = 0.3 the crack width appears to be saturating to a much larger value than the others,
while the radius of curvature eventually approaches the discrete limit (Fig. 8d). In this case the influence
of the initial transient is much longer, with a narrower crack forming towards the tip for long times (see
Fig. 3c). If we estimate the crack width using the area and length of a smaller portion of the crack
the mean width is reduced and is more consistent with the other driving pressures, coming closer to the
discrete limit.
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Figure 8: Comparison of foam fingering for a range of driving pressures: (a) temporal evolution of the
position of the crack tip for ∆Pd = 0.2 (green, •), ∆Pd = 0.25 (black, ∗), ∆Pd = 0.3 (blue, ×) and
∆Pd = 0.35 (red, +), showing the three possible spatial intervals; (b) the computed mean normalised
crack tip radius of curvature plotted against the mean relative crack width for three spatial intervals,
30 ≤ yf ≤ 55 (filled and open black circles), 30 ≤ yf ≤ 55 (filled and open red squares), 30 ≤ yf ≤ 55
(filled and open blue triangles circles), where in each case filled symbols are for ∆Pd ≤ 0.26 and open
symbols are for ∆Pd > 0.26; (c) temporal evolution of the mean crack width for the four driving pressures
considered in (a) with the same colour scheme; (d) temporal evolution of the mean crack tip radius of
curvature for the four driving pressures considered in (a) with the same colour scheme. The region
highlighted by symbols in (a), (c) and (d) illustrates the region where the crack tip is in the interval
30 ≤ yf ≤ 55. The dashed lines in (c), (d) represent the discrete limit values λm and ρm, respectively.
The insets in (c), (d) illustrate the long-time behaviour for ∆Pd = 0.20.
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