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REAL NUMBERS HAVING ULTIMATELY PERIODIC
REPRESENTATIONS IN ABSTRACT NUMERATION SYSTEMS
P. LECOMTE AND M. RIGO†
Abstract. Using a genealogically ordered infinite regular language, we know
how to represent an interval of R. Numbers having an ultimately periodic
representation play a special role in classical numeration systems. The aim of
this paper is to characterize the numbers having an ultimately periodic repre-
sentation in generalized systems built on a regular language. The syntactical
properties of these words are also investigated. Finally, we show the equiva-
lence of the classical θ-expansions with our generalized representations in some
special case related to a Pisot number θ.
1. Introduction
Enumerating the words of an infinite regular language L over a totally ordered
alphabet (Σ, <) by genealogical ordering gives a one-to-one correspondence between
N and L. This observation was the starting point of the study of the so-called ab-
stract numeration systems which are a natural generalization of classical positional
numeration systems like the Fibonacci system or the k-ary system. More generally,
abstract systems generalize positional numeration systems where representations of
integers are computed by the greedy algorithm and where the set of all the represen-
tations is a regular language [5, 9, 16]. We were first interested in the representation
of non-negative integers and in the syntactical properties of sets of representations
[10, 15].
In [11] we extended these systems to the representation of real numbers. Mim-
icking the case of positional systems, a real number x is represented by an infinite
word w which is the limit of a sequence (wn)n∈N of words in L. Each finite word
wn of the sequence corresponding to a numerical approximation of x, the longer the
common prefix of w and wn is, the more accurate the approximation of x is. The
ability of representing not only integers but also real numbers in abstract systems
lead to several applications and generalizations like the study of the asymptotic
properties of summatory functions of additive functions like the “sum-of-digits”
function [8] or the description of properties of generalized adding machines, i.e.,
“odometers” [7].
Real numbers having an ultimately periodic representations are of particular in-
terest. First, from the point of view of computational aspects, the amount of data
needed to store completely such a number is finite (the information is given exactly
by the aperiodic part and one period). Next, we shall see that the set of ultimately
periodic representations is dense in the set of all the representations, so studying
this subset of representations is relevant when dealing with approximations of real
numbers. As an example, for the k-ary system, it is well-known that the numbers
having an ultimately periodic representation is Q which is dense in R and there-
fore various number-theoretic problems concerning rational approximations of real
numbers can arise. Finally, for classical systems (more precisely, for β-expansions
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when β is a Pisot number) the set of real numbers having an ultimately periodic
representation is exactly the field-extension Q(β) [17]. To be able to represent real
numbers in a generalized numeration system, we consider some assumptions about
the counting function of the language, namely u(n) := #(L ∩ Σn) ∼ P (n)θn for
some polynomial P and θ > 1. Therefore the problem of relating this number θ to
the set of numbers having an ultimately periodic representation clearly appears in
the case of abstract systems.
This paper has the following organization. First we recall definitions and no-
tation about abstract numeration systems and the representation of real numbers.
Next we recall the general assumptions we consider when dealing with the repre-
sentation of real numbers. As stated before, these assumptions are related to the
asymptotic behavior of the counting functions of the languages accepted from the
different states of the minimal automaton of L. The reader could already note that
we have slightly simplified the presentation given in [11]. The aim of Sections 2
and 3 is to give a summary of the relevant facts given in [10, 11, 15].
In Section 4 we study the syntactical properties of the ultimately periodic repre-
sentations. We show that the corresponding language of infinite words is ω-rational.
This section has an automata theory flavor and can be read separately from the
rest of the paper.
In Section 5, we obtain formulas for computing effectively the numerical value
of an ultimately periodic representation. Moreover we show that the language
made up of the ultimately periodic representations is dense in the set of all the
representations. In [11], it is explained that for an abstract system built upon
an arbitrary regular language L, a real number can have one, a finite number or
even an infinite number of representations and the situation can be completely
determined from the language L (actually, from the asymptotic behavior of the
counting functions associated to the different states). In Section 6, we show how
to modify the language L to obtain a new numeration system having exactly the
same representations except that in this new system a number has at most two
representations. Roughly speaking, we remove from the minimal automaton of L
the useless states which are giving redundant representations.
In Section 7, we use some intervals Iw (a real number x belongs to Iw if x has a
representation having w as prefix) to obtain a characterization of the real numbers
having an ultimately periodic representation. From the ideas given in this result
and its proof, we derive two algorithms for computing the representation of an
arbitrary real number. These algorithms can be viewed as a generalization of the
greedy algorithm used to compute β-expansions [14] and rely on the use of some
affine functions completely defined by the minimal automaton of the language. We
also present a dynamical system built upon those affine functions, the points hav-
ing an ultimately periodic orbit in this dynamical system being exactly the real
numbers having an ultimately periodic representation (this system is a generaliza-
tion of the intervals exchange transformation [4, 12]). In Section 8, thanks to our
algorithm of representation, we obtain another characterization of the real numbers
having an ultimately periodic representation, these numbers are the fixed points of
composition of some affine functions. Moreover, this composition can actually be
viewed as a word belonging to a regular language over a finite alphabet of functions.
In the last section, we consider a Pisot number θ. To this number, corresponds
a unique linear Bertrand numeration system [2]. If L is the language of representa-
tions of the integers in this latter Bertrand system then the representations of the
real numbers in the abstract system built upon L and the classical θ-developments
are the same. So thanks to a famous result of Klaus Schmidt, in this particular
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case, we know precisely the structure of the set of real numbers having an ultimately
periodic representation. This set is Q(θ).
2. Preliminaries
Let us precise notation and definitions. Let Σ be a finite alphabet. We denote
by Σ∗ the free monoid generated by Σ with identity ε. Let L be an infinite regular
language and ML = (Q, q0,Σ, δ, F ) be its minimal automaton having Q as set
of states, q0 as initial state, F as set of final states. The transition function δ :
Q×Σ→ Q of this automaton is naturally extended to Q×Σ∗ and we often write
q.w as a shorthand for δ(q, w), q ∈ Q, w ∈ Σ∗. (For more about automata theory
see for instance [3].) If q ∈ Q, we denote by Lq the language accepted in ML from
the state q, i.e.,
Lq = {w ∈ Σ∗ | q.w ∈ F}.
In particular, Lq0 = L. In this paper, we shall extensively use the following linear
recurrent sequences defined for each q ∈ Q by
uq(n) = #(Lq ∩ Σn), vq(n) = #(Lq ∩ Σ≤n).
Since the initial state q0 plays a special role, if q = q0 then we simply write u(n)
and v(n) (in the literature, u(n) is often called the growth function, the counting
function or even the complexity of the language L).
Let (Σ, <) be a totally ordered alphabet. The genealogical ordering (or radix
ordering) is defined as follows. Let u, v be two words over Σ, u <gen v if |u| < |v|
or if the words have the same length and u is lexicographically less than v (the
lexicographic ordering is the usual order of the dictionary). If the context is clear,
we write u < v instead of u <gen v.
In [10] we introduced numeration systems generalizing classical numeration sys-
tems in which the set of representations of all the integers is a regular language.
An abstract numeration system is a triple S = (L,Σ, <) where L is infinite regular
language over the totally ordered alphabet (Σ, <). The genealogical ordering of
L induced by the ordering of Σ gives a one-to-one correspondence between N and
L. If w ∈ L, we denote by valS(w) the position of w in the genealogically ordered
language L (positions are counted from zero). The number valS(w) is said to be
the numerical value of w. Conversely, let n ∈ N, if w is the (n+1)th word in the ge-
nealogically ordered language L, then w is the S-representation of n and is denoted
by repS(n) (so repS = val
−1
S ). In particular, these abstract systems generalize the
well known class of positional linear numeration systems built upon a Pisot num-
ber [2, 6]. These latter systems are constructed on a strictly increasing sequence
of integers satisfying a linear recurrence relation whose characteristic polynomial is
the minimal polynomial of a Pisot number (a Pisot number is an algebraic integer
θ > 1 whose Galois conjugates have modulus less than one).
A numeration system has to be able to represent not only integers but also
real numbers. So in [11] we described how to obtain the representations of the
elements belonging to an interval of real numbers of the form [1/θ, 1] in an abstract
numeration system (and therefore using some conventions we can represent [0, 1]).
Let k ∈ N \ {0, 1}. In the k-ary numeration system, a real number x ∈ (0, 1) is
represented by an infinite word w = w0w1w2 · · · . On the one hand, we have finite
prefixes w0 · · ·wn−1 of w converging to the infinite word w. On the other hand,
each prefix w0 · · ·wn−1 gives rise to a numerical approximation
(1)
∑n−1
i=0 wik
n−i−1
kn
and the sequence of these numerical approximations is converging to the real num-
ber x. Actually, the numerator in (1) is the numerical value in base k of w0 · · ·wn−1
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and the denominator is the number of words of length at most n in the language
{ε} ∪ {1, . . . , k− 1}{0, . . . , k− 1}∗ associated to the k-ary system. Having in mind
these two kinds of convergence, we proceed in the same way for an abstract system
built upon a regular language L and consider sequences of words in L converging
to an infinite word. Mimicking the formula (1), the numerical approximation given
by a word w ∈ L ∩ Σn is
valS(w)
v(n)
.
Under suitable assumptions, a sequence of numerical approximations is convergent
whenever the corresponding sequence of words is convergent [11].
3. Framework for the representation of real numbers
To represent real numbers in an abstract numeration system, we consider con-
verging sequences of words in L. So we introduce the following notation
L∞ = {w ∈ Σω | ∃(wn)n∈N ∈ LN : lim
n→∞wn = w}.
This set dedicated to be the set of the representations of the considered real numbers
(the interval of real numbers that we are able to represent will be make explicit
soon). Therefore L∞ has to be uncountable (because we want to represent an
interval of real numbers which is uncountable). In [11], to be able to prove the
convergence of the numerical approximations, we considered the following work
hypothesis concerning the asymptotic behavior of the sequences uq(n)’s.
Hypothesis. The set L∞ is uncountable and for all states q of ML, either
(i) ∃Nq ∈ N : ∀n > Nq, uq(n) = 0 or
(ii) there exist θq ≥ 1, Pq(x) ∈ R[x] and bq > 0 such that
lim
n→∞
uq(n)
Pq(n)θnq
= bq.
Since L∞ is uncountable, it can be shown that the language L has an exponential
growth and therefore θ = θq0 > 1.
By choosing the coefficient of the dominant term in Pq0 (or in the same way by
replacing Pq0 with Pq0/bq0), we may assume in what follows that
lim
n→∞
uq0(n)
Pq0(n)θ
n
= 1.
For all states q of ML, the following limit exists
lim
n→∞
uq(n)
Pq0 (n)θ
n
and we denote by aq ≥ 0 its value (aq0 = 1). For details, see [11].
Remark 1. If a state q is such that d(Pq) < d(Pq0 ) or θq < θ then aq = 0.
Proposition 2. [11, Corollary 7] If (wn)n∈N ∈ LN is converging to an infinite word
w ∈ L∞ then
lim
n→∞
valS(wn)
v(|wn|) =
θ − 1
θ2
∑
q∈Q
aq
∞∑
j=0
βq,j θ
−j = x
where the coefficients βq,j depends only on w.
In this latter proposition, the infinite word w is said to be a representation of the
real number x. In the same way, x is said to be the numerical value of w. Each real
number in [1/θ, 1] has at least one representation in L∞. Conversely, each infinite
word in L∞ is the representation of a unique number in [1/θ, 1].
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Remark 3. We know precisely what are the coefficients βq,j ’s introduced in Propo-
sition 2. If the infinite word w is written w0w1 · · · then for all states q
βq,j = #{σ < wj | q0.w0 · · ·wj−1σ = q}+ δq,q0
where δ is the Kronecker’s symbol. As noticed in [8], those coefficients can be
computed by a transducer T built upon ML. If Q = {q0, q1, . . . , qr} and if
in ML, p.σ = p′ then in T , the directed edge between p and p′ is labeled by
(σ, n0, n1, . . . , nr) where
ni = #{τ < σ | p.τ = qi}+ δi,0.
The reading in T of the nth letter of a word w = w0w1 · · · gives the (r + 1)-uple
(βq0,n, . . . , βqr ,n) corresponding to w, n ≥ 0.
Example 4. Consider the language made up of the words containing an even
number of a’s (we assume that a < b). The transducer computing simultaneously
the coefficients βq0,n and βq1,n is given in Figure 1.
a
a
0 1
b b
0 1
(a,1,0)
(a,1,0)
(b,1,1) (b,2,0)
Figure 1. An automaton and the corresponding transducer com-
puting (βq0,j, βq1,j)j∈N.
4. Syntactical properties of the periods in L∞
In this section, we are interested in the syntactical properties of the ultimately
periodic representations of real numbers. Namely, if uvω is an element in L∞ then
what can be said about the syntax of u or v ? Are the words u and v related in
some way to L ?
Definition 5. Let X be a set of infinite words. The set of the periods of the
ultimately periodic words in X is denoted per(X) and is defined by
v ∈ per(X)⇔ ∃u ∈ Σ∗ : uvω ∈ X.
In the same way, we can also define the set aper(X) of the aperiodic parts of the
ultimately periodic words in X ,
u ∈ aper(X)⇔ ∃v ∈ Σ+ : uvω ∈ X.
Example 6. The periodic and aperiodic parts of a word are not necessarily unique.
Consider the word
w = aba(ab)ω,
we have per({w}) = {(ab)i | i > 0} and aper({w}) contains any prefix of w of length
at least 3. Nevertheless, the minimal aperiodic prefix is aba and to this prefix is
corresponding the period ab of minimal length.
The first aim of this section is to show that per(L∞) ⊆ Σ∗ is a regular language.
Next we shall see that aper(L∞) ⊆ Σ∗ is also regular.
In the following lemma, we are interested in the states reached in ML when
reading an ultimately periodic word.
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Lemma 7. Let (xn)n∈N = uvω be an ultimately periodic word of L∞, the word
ξ = (q0, x0)(q0.x0, x1)(q0.x0x1, x2) · · · (q0.x0 · · ·xn, xn+1) · · · ∈ (Q× Σ)ω
is ultimately periodic of period t|v| for some t ≤ #Q.
Proof. We use the same kind of reasoning as in the proof of the classical pumping
lemma ([19, Lemma 4.1]). If #Q = r then, for any q ∈ Q, at least two states of the
following list of r + 1 states are the same
q, q.v, . . . , q.vr.
So for q = q0.u, there exist i, j, 0 ≤ i < j ≤ r, such that q′ = q.vi = q.vj . Thus
in ML after reading vj−i from this state q′, we are back in q′ and we have still to
read vω. The deterministic behavior of ML leads to the conclusion. Notice that
the period of ξ is bounded by (j − i) |v| ≤ #Q |v|. 
We now present the construction of an automaton M that will be used to show
that per(L∞) is regular.
Definition 8. Let us define a set C ⊆ 2Q \ {∅}. A set C = {p1, . . . , pk} of states
belongs to C if and only if the following two conditions are satisfied
(1) C is a cycle in ML : there exists a word w = w1 · · ·wℓ ∈ Σℓ, ℓ ≥ k, such
that
• p1.w = p1,
• ∀i ≤ ℓ, p1.w1 · · ·wi ∈ C,
• ∀i ≤ k, ∃j ≤ ℓ: p1.w1 · · ·wj = pi.
(2) C is coaccessible : there exist pi ∈ C and w ∈ Σ∗ such that pi.w ∈ F .
Remark 9. Let C ∈ C. The set C is also accessible. Indeed, sinceML is minimal,
it is accessible. So for each state p ∈ C, there exists a word w such that q0.w = p.
Another observation is the following. In Definition 8, the cycle given by the word
w = w1 · · ·wℓ is not necessarily an Hamiltonian circuit.
It is clear that C is ordered by inclusion. We denote by C1, . . . , Ct the maximal
elements of (C,⊆). (As a consequence of the maximality, for i 6= j, Ci ∩ Cj = ∅.
Indeed, if a state belongs to Ci ∩Cj then Ci ∪Cj belongs to C because we can find
a longer cycle in ML and therefore neither Ci nor Cj is maximal.)
Let i ∈ {1, . . . , t}, Ci = {p(i)1 , . . . , p(i)ri } (ri ≥ 1) and j ∈ {1, . . . , ri}. For each
such indices i and j, we define a NFA Mi,j in the following way,
Mi,j = (Ci, p(i)j ,Σ, δ|Ci×Σ×Ci , {p(i)j }),
the set of states is Ci, the initial state is p
(i)
j and the transition relation is the restric-
tion of the transition function δ of ML to the states belonging to Ci : δ(p, σ) = q
with p, q ∈ Ci iff (p, σ, q) belongs to δ|Ci×Σ×Ci . The state p(i)j is the unique final
state ofMi,j . (Observe that the automatonMi,j is non-deterministic only because
the function δ is not necessarily complete.)
Let M be the NFA obtained as the union of the different Mi,j ’s. In this con-
struction we assume that the sets of states of two distinct automata Mi,j’s are
disjoint. To obtain the union, we only have to consider a set of initial states instead
of a single one.
Example 10. Let us consider the trim minimal automaton depicted in Figure 2
(the sink has not been represented, this state is never coaccessible so it never belong
to a set in C). Here C = {{3, 4}, {2, 3, 4}} and we have a single maximal element
C1 = {2, 3, 4} in (C,⊆). The corresponding NFA M is given in Figure 3. (We have
three initial states.) With our notation, this automaton is built (from left to right
in Figure 3) upon the automata M1,2, M1,4 and M1,3.
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ab
a
b
a
a
b1
2
3
4 5
Figure 2. A minimal automaton ML (without sink).
ab
a
a
ab
a
a
ab
a
a
Figure 3. The corresponding NFA M with three initial states.
Let k > 0. Recall that a word u belongs to the kth-root k
√
L of a language L
if and only if uk belongs to L. If M is an automaton (deterministic or not), the
language accepted by M is denoted L(M).
Proposition 11. We have
per(L∞) =
#Q⋃
k=1
k
√
L(M).
In particular per(L∞) is regular.
Proof. Let wk ∈ L(M) for some k ≤ #Q. This means that wk is accepted by some
Mi,j and p(i)j .wk = p(i)j . By definition of C and Mi,j , it is clear that in ML, there
exist x and y in Σ∗ such that q0.x = p
(i)
j and p
(i)
j .y ∈ F . Therefore, we have
∀n ∈ N, xwkny ∈ L
and xwω ∈ L∞ since xwkny → xwω if n tends to infinity. So w is a period of an
ultimately periodic word in L∞.
Let w be an element of per(L∞). There exists an ultimately periodic word
u = vwω = u0u1u2 · · · ∈ L∞ having w as period. By Lemma 7
ξ = (q0, u0)(q0.u0, u1)(q0.u0u1, u2) · · · (q0.u0 · · ·un, un+1) · · ·
is ultimately periodic of period t|w| for some t ≤ #Q. We can write ξ = αβω . After
v w w w ww w
ββ βα β
u
ξ
t   w
Figure 4. The periods.
an initial mess α, the periodic part βω of ξ begins. In this latter part, there is a
position (q, σ) corresponding to the first reading of the beginning of w. (Imagine
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that the words u and ξ are written on two tapes which are read simultaneously
by a single head one element at a time, so to the nth letter of u corresponds
exactly the nth element of ξ. This situation is depicted schematically in Figure 4.)
By periodicity of ξ, after reading t|w| letters, we are again in the same position
(q, σ) and by periodicity of (un)n∈N, we are ready to read the beginning of a new
occurrence of w. This means that we have in ML a cycle containing q and such
that q.wt = q. So clearly wt is accepted by some previously defined automaton
Mi,j having q as initial state. In other words, since t ≤ #Q,
w ∈ t
√
L(M) ⊆
#Q⋃
k=1
k
√
L(M).
We can conclude, applying Lemma 12 below. 
Lemma 12. If L is a regular language then for k ≥ 1, k√L is also regular.
For the sake of completeness, we recall the proof of Lemma 12.
Proof. If q = q0.w is a state of ML then
q = w−1.L = {v ∈ Σ∗ | wv ∈ L}
is a regular language. For the properties of the minimal automaton of a language,
we refer to [3, III.5]. We define the language
S(q) = {m ∈ Σ∗ | q = m−1.L}.
This language is also regular. If Q is the finite set of states of ML, then for k > 0
the following formula holds
k+1
√
L =
⋃
q∈Q
(S(q) ∩ k√q).
Hence we obtain the conclusion by using an easy induction argument. 
We can now show that aper(L∞) is regular.
If q is a state belonging to a maximal element Ci of C then we denote by Mq
the DFAMq = (Q, q0,Σ, δ, {q}) built upon the minimal automaton of L where the
set of final states is replaced by {q}. The following proposition is obvious.
Proposition 13. If the maximal elements of C are C1, . . . , Ct then
aper(L∞) =
⋃
q∈C1∪···∪Ct
L(Mq)
and this language is therefore regular.
Proposition 14. The language uper(L∞) ⊂ Σω of the ultimately periodic words
in L∞ is ω-rational.
Proof. If the maximal elements of C are C1, . . . , Ct then, using the previous notation
for the automata Mq, we have
uper(L∞) =
t⋃
i=1

 ⋃
q∈Ci
L(Mq) ·
(
#Ci⋃
k=1
k
√
L(Mi,q)
)ω
whereMi,q is the NFA having Ci as set of states and q as initial and final state. In
this formula, the dot “·” represents the concatenation. Hence the conclusion, using
classical results on ω-rational languages [18]. 
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5. Computing the values of ultimately periodic representations
Thanks to Proposition 2, the numerical value of an ultimately periodic word in
L∞ can be easily computed. As a consequence of Remark 3, if w is an infinite
ultimately periodic word with a period of length ℓ then the corresponding sequence
(βq,n)n∈N is ultimately periodic with a period of length bounded by #Q.ℓ.
The following lemma is obvious.
Lemma 15. If (αn)n∈N is an ultimately periodic sequence of real numbers of the
form α0, . . . , αr−1, (αr, . . . , αr+p−1)ω then
∞∑
j=0
αjθ
−j =
r−1∑
j=0
αjθ
−j +
θp
θp − 1
r+p−1∑
j=r
αjθ
−j .
If (βq,n)n∈N is ultimately periodic, we denote by rq the minimal length of its
aperiodic part and by pq the length of the corresponding minimal period of the
sequence. As a consequence of Proposition 2 and Lemma 15, if (wn)n∈N ∈ LN is
converging to an ultimately periodic word w corresponding to ultimately periodic
sequences (βq,n)n∈N, then we have
(2) lim
n→∞
valS(wn)
v(|wn|) =
θ − 1
θ2
∑
q∈Q
aq

rq−1∑
j=0
βq,jθ
−j +
θpq
θpq − 1
rq+pq−1∑
j=rq
βq,jθ
−j

 .
If r = maxq∈Q rq and p = lcmq∈Q pq then
(3)
lim
n→∞
valS(wn)
v(|wn|) =
θ − 1
θ2

r−1∑
j=0
(
∑
q∈Q
aq βq,j) θ
−j +
θp
θp − 1
r+p−1∑
j=r
(
∑
q∈Q
aq βq,j) θ
−j

 .
Remark 16. The coefficients
∑
q∈Q aq βq,j could also be computed by a transducer
built in a similar way as T .
With formulas (2) or (3), we can compute easily the real number represented by
an ultimately periodic word.
Moreover, θ is an eigenvalue of the adjacency matrix A of ML and −→a =
(aq0 , aq1 , . . . , aqr ) is one of its eigenvectors (recall that if p, q ∈ Q then the ad-
jacency matrix is defined by Ap,q = #{σ ∈ Σ | p.σ = q}). For n ≥ 1 and p ∈ Q, it
is obvious that
up(n) =
∑
q∈Q
Ap,quq(n− 1).
Dividing both sides by Pq0 (n)θ
n and letting n tend to infinity, we obtain
ap =
1
θ
∑
q∈Q
Ap,qaq.
So A−→a = θ−→a . This latter observation could be useful to determine in a practical
way the value of −→a (remember that we have chosen aq0 to be equal to 1).
To conclude this section, we show that the set of ultimately periodic words in L∞
is dense in L∞. This can be related to the classical fact that for the base 10 system,
Q is exactly the set of numbers having an ultimately periodic representation and
Q is dense in R.
Proposition 17. The set uper(L∞) ⊂ Σω of the ultimately periodic words in L∞
is dense in L∞
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Proof. Let w ∈ L∞. By definition of the set, there exists a sequence (wn)n∈N of
words in L such that wn → w. For any ℓ > 0 there exist N such that w and wN
have a common prefix of length ℓ and |wN | ≥ ℓ+#Q. When reading the suffix of
length #Q of wN inML we go at least twice through the same state q and let u be
the corresponding factor of wN such that q.u = q. Therefore, wN can be written
xuz with |x| ≥ l and it is clear that xunz ∈ L for all n ≥ 1. So xuω ∈ L∞ and
has a prefix of length ℓ in common with w. We can therefore build a sequence of
ultimately periodic words converging to w. 
6. Simplifying the language
In the first part of this section, we explain how a real number can have more
than one representation and even an infinite number of representations. Next, we
explain, how we can slightly change the language to avoid this situation of having an
infinite number of representations but without altering the other representations.
In [11], we gave a partition of the interval [1/θ, 1] into intervals Iw. These
intervals will play a central role in what follows so let us recall their definition.
First consider the k-ary system. In this system, the representation of a real number
x ∈ [1/10, 1] has a prefix w = w0 · · ·wn (w0 6= 0) if x belongs to the interval
Iw =
[∑n−1
i=0 wik
n−i−1
kn
,
1 +
∑n−1
i=0 wik
n−i−1
kn
]
Observe that the endpoints of the intervals Iw are the only numbers having two
representations. For instance, if k = 10 then 2/10 can be written 0, 1999 · · · and
2/10 is the upper bound of I1 but it can also be written 0, 2000 · · · and is the lower
bound of I2. For an abstract numeration system, we have the following definition.
Definition 18. A real number x ∈ [1/θ, 1] belongs to Iw if there exist a represen-
tation of x having w as prefix.
For an arbitrary regular language L, the set L∞ can contains an infinite number
of words having w as prefix even if the length of the interval Iw is zero. In this
situation, all the elements of L∞ having w as prefix are representing the same real
number x and Iw = [x, x]. Therefore x has an infinite number of representations.
To avoid this situation, we proceed as follows.
We can only consider the states q such that aq > 0. We have the following rules
• If aq 6= 0 and there exists w such that p.w = q, then ap 6= 0.
• If aq = 0 and there exists w such that q.w = p, then ap = 0.
Indeed, in the first case, if p.w = q then un(p) ≥ un−|w|(q). In the second case, if
q.w = p then un(q) ≥ un−|w|(p). Hence we obtain the conclusion by dividing both
sides by Pq0 (n)θ
n.
We can split the set of states of ML into two subsets Q0 = {q | aq = 0} and
Q>0 = {q | aq > 0}. If we consider only the states of Q>0 and the corresponding
edges connecting those states, we obtain a new automaton accepting a new language
L′. Representations of real numbers for the numeration system built upon L or L′
are the same except that for the system built on L′ a real number has at most two
representations (only when it is the endpoint of some interval Iw).
Example 19. We consider the language L accepted by the automaton depicted in
Figure 5. This language is such that the number of words beginning with b (resp.
a or c) has a polynomial (resp. exponential) behavior. This means that the length
of the interval Ib is zero (computations are given in [11, Example 6]). Therefore
the greatest word in the lexicographical ordering of L∞ beginning with a represents
the same real number x as any word in L∞ beginning with b or the smallest word
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Figure 5. A trim minimal automaton.
beginning with c. Removing the states of Q0, gives a new language L
′. In the
numeration system built upon L′, the number x has exactly two representations:
the greatest word beginning with a and the smallest one beginning with c. In this
latter system, if w is prefix of an infinite number of words in L then the length of
the interval Iw is strictly positive.
In the following of this paper, we shall assume that aq > 0 for all states q inML
except possibly for the sink state.
7. Determining the numbers having an ultimately periodic
representation
Let us have a closer look at those intervals Iw (for the details, the reader is
referred to [11]). If w ∈ Σℓ is prefix of an infinite number of words in L then the
interval Iw is given by
(4)[
lim
n→∞
(
v(n − 1)
v(n)
+
∑
m∈Σℓ
m<w
uq0.m(n− ℓ)
v(n)
)
, lim
n→∞
(
v(n − 1)
v(n)
+
∑
m∈Σℓ
m≤w
uq0.m(n− ℓ)
v(n)
)]
Using the fact that (see [11, Proposition 5])
(5)
{
limn→∞ vq(n)/v(n) = aq
limn→∞ uq(n)/vq(n) = (θ − 1)/θ
the interval Iw be rewritten as
(6)
[
1
θ
+
θ − 1
θℓ+1
∑
m∈Σℓ
m<w
aq0.m,
1
θ
+
θ − 1
θℓ+1
∑
m∈Σℓ
m≤w
aq0.m
]
.
Notice that this formulation differs slightly from [11] because we have here aq0 = 1
and the others aq’s are strictly positive (except for the sink). Observe also that the
length of Iw is
θ−1
θℓ+1
aq0.w > 0.
Remark 20. Notice that if w ∈ Σ∗ is prefix of an infinite number of words in L
then q0.w is a coaccessible state (so it cannot be the sink) and with our assumptions,
aq0.w > 0.
Example 21. Consider the numeration system associated to the language accepted
by the automaton depicted in Figure 6. Here, easy computations show that θ = 2,
aq0 = aq2 = 1 and aq1 = 2 (to obtain the aq’s, one has only to compute the
eigenvectors of the eigenvalue θ of the adjacency matrix). Any word in L∞ begins
with a, so Ia = [1/2, 1] (instead of this reasoning, formula (6) could also be used to
compute the values of the endpoints of Ia). This interval is partitioned into three
parts,
Iaa = [1/2, 5/8], Iab = [5/8, 3/4], Iac = [3/4, 1].
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Figure 6. A trim minimal automaton.
Thus if a real number x belongs to Iaσ then we have an infinite word representing
x beginning with aσ, σ ∈ Σ. For the next step, we have
Iaac = Iaa = [1/2, 5/8], Iaba = Iab = [5/8, 3/4]
and Iac is split into three parts
Iaca = [3/4, 5/6], Iacb = [5/6, 7/8], Iaca = [7/8, 1].
Actually the form of the partition of an interval Iw into intervals Iwσ depends
only on the state q0.w and not on the word w itself.
Definition 22. If 0 ≤ λ < µ ≤ 1, the strictly increasing function
f[λ,µ] : [λ, µ]→ [0, 1] : x 7→ x− λ
µ− λ
maps the interval [λ, µ] onto [0, 1]. If z belongs to [λ, µ] then we say that f[λ,µ](z)
is the relative position of z inside [λ, µ]. We denote by Lw (resp. Uw) the lower
(resp. upper) bound of the interval Iw.
Roughly speaking, the next proposition states that two intervals corresponding
to the same state are homothetic. But first, we need a technical lemma.
Lemma 23. We have, for all states q,∑
σ∈Σ
aq.σ = θ aq
in particular,
∑
σ∈Σ aq0.σ = θ.
Proof. Clearly, Iw = ∪σ∈ΣIwσ and the length of Iw is equal to
∑
σ∈Σ |Iwσ|. The
conclusion follows directly from (6). 
Proposition 24. Let m and w be two words such that q0.m = q0.w. For all σ ∈ Σ,
the interval Imσ exists
1 iff Iwσ exists and the relative position of Lmσ (resp. Umσ)
inside Im is equal to the relative position of Lwσ (resp. Uwσ) inside Iw.
Proof. The interval Imσ exists if aq0.mσ > 0. Since q0.m = q0.w then for all σ ∈ Σ,
aq0.mσ > 0 iff aq0.wσ > 0. Using (6), the relative position of Lmσ inside Im is given
by (
Lmσ − 1
θ
− θ − 1
θ|m|+1
∑
u∈Σ|m|
u<m
aq0.u
)
/
(
θ − 1
θ|m|+1
aq0.m
)
this can be rewritten as
θ|m|
(θ − 1) aq0.m
(θ Lmσ − 1)−
∑
u∈Σ|m|
u<m
aq0.u
aq0.m
1An interval Iw exists if there exists a word in L∞ having w as prefix. This means that w is
prefix of an infinite number of words in L.
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and using the definition of Lmσ, we get
(7)
1
aq0.m
(
1
θ
∑
u∈Σ|m|+1
u<mσ
aq0.u −
∑
u∈Σ|m|
u<m
aq0.u
)
.
First notice that the sum over the words u of length |m|+ 1 and lexicographically
less than mσ can be split into two subsets: the wordsmτ with τ < σ and the words
having a prefix of length |m| lexicographically less than m. So (7) can be written
1
aq0.m
[
1
θ
(∑
τ∈Σ
τ<σ
aq0.mτ +
∑
u∈Σ|m|+1
pref|m|(u)<m
aq0.u
)
−
∑
u∈Σ|m|
u<m
aq0.u
]
where pref|m|(u) < m means that the prefix of length |m| of u is lexicographically
less than m. To conclude the proof, notice that∑
u∈Σ|m|+1
pref|m|(u)<m
aq0.u =
∑
u′∈Σ|m|
u′<m
∑
σ∈Σ
aq0.u′σ
and using Lemma 23, we have
1
θ
∑
u∈Σ|m|+1
pref|m|(u)<m
aq0.u −
∑
u∈Σ|m|
u<m
aq0.u =
1
θ
∑
u′∈Σ|m|
u′<m
θaq0.u′ −
∑
u∈Σ|m|
u<m
aq0.u = 0.
So the relative position of Lmσ inside Im is
(8)
1
θ aq0.m
∑
τ∈Σ
τ<σ
aq0.mτ
and depends only on the state q0.m. 
Example 25. Continuing Example 21. We have q0.a = q0.ac = q1. Observe that
Ia is split into three parts (Iaa, Iab and Iac) and the relative positions of 5/8 and
3/4 inside Ia are respectively 1/4 and 1/2. In the same way, Iac is split into three
parts (Iaca, Iacb and Iacc) the relative positions of 5/6 and 7/8 inside Iac are also
respectively 1/4 and 1/2.
Theorem 26. A real number x has an ultimately periodic representation if and
only if there exist two words m and w such that
(1) m is a prefix of w,
(2) x belongs to Iw ⊂ Im,
(3) q0.m = q0.w,
(4) the relative position of x inside Im is equal to the relative position of x
inside Iw.
Proof. The condition is sufficient. If x belongs to Im then a representation of x has
m has prefix. The following letter of the representation depends only on the relative
position of x inside Im. Assume that this letter is σ (i.e., x ∈ Imσ). Thanks to
Proposition 24, since q0.m = q0.w and the relative position of x inside Im is equal
to the relative position of x inside Iw, it is clear that x belongs to Iwσ. The same
arguments can be used with Imσ and Iwσ and so on. Actually, if w = mv then the
representation of x is mvω.
Assume now that x has an ultimately periodic representation w = w0w1 · · · =
uvω. It is well known that Iw0···wj ⊂ Iw0···wi for i < j. Since the automatonML is
finite, there exist infinitely many indices i1 < i2 < . . . and a constant C such that
q0.w0 · · ·wi1 = q0.w0 · · ·wi2 = . . . , i1 ≥ |u| and ∀k ≥ 1, ik+1 − ik = C|v|.
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Assume that for any pair ij < ik of such indices the relative position of x inside
Iw0···wij is different from its relative position inside Iw0···wik . To conclude the proof,
we have to show that the representation of x is not ultimately periodic. If x belongs
to some IW (W = w0 · · ·wij ), then x has a representation beginning with W and to
determine the following letter of this representation, the interval IW is divided into
intervals IWσ . This process of dividing intervals into smaller intervals is repeated
continuously and we already know that the length of IW is
θ−1
θ|W |+1
aq0.W ∈ O(θ−|W |).
Since relative positions of x inside Iw0···wij and Iw0···wik are different, by Proposition
24 there exist n and σ 6= τ such that
x ∈ Iw0···wijwij+1···wij+nσ and x ∈ Iw0···wikwik+1···wik+nτ .
Therefore w is not ultimately periodic. 
Since the form of the intervals Iw depends only on the states of ML, we can
define some dynamical system.
Definition 27. For each q ∈ Q, we define a partition of Aq = [0, 1] into intervals
A′q,σ in the following way. SinceML is accessible, there exists w such that q = q0.w.
For each σ ∈ Σ such that Iwσ exists consider the relative position ℓq,σ (resp. uq,σ)
of Lwσ (resp. Uwσ) inside Iw. We denote
A′q,σ = [ℓq,σ, uq,σ).
(If σ is the largest letter such that Iwσ exists then A
′
q,σ = [ℓq,σ, uq,σ] = [ℓq,σ, 1].)
Let us define a function h : Q × [0, 1] → Q × [0, 1] : (q, x) 7→ (q′, x′) in the
following manner. Since we have a partition of Aq, there exists a unique letter σ
such that x ∈ A′q,σ and therefore{
q′ = q.σ
x′ = fA′q,σ (x)
where fA′q,σ (x) denotes the relative position of x inside A
′
q,σ. (For the interested
reader, this dynamical system looks like up to some extend to interval exchange
transformations [4, 12].)
Example 28. Continuing Example 21. The interval Aq0 = [0, 1] is partitioned
into a single interval A′q0,a = [0, 1]. The interval Aq1 = [0, 1] is partitioned into
A′q1,a = [0, 1/4), A
′
q1,b
= [1/4, 1/2) and A′q1,c = [1/2, 1]. Finally Aq2 = [0, 1] is
partitioned into a single interval A′q2,c = [0, 1].
Let us now present two equivalent algorithms for computing the representation
of a real number. We recall that Iε = [1/θ, 1]. We denote by fI(x) the relative
position of x inside the interval I.
Algorithm 29. Let x ∈ [1/θ, 1]
Initialization
q ← q0
w ← ε
y ← fIw(x)
repeat
Determine the letter σ ∈ Σ such that y ∈ A′q,σ.
q ← q.σ
w ← concat(w, σ)
y ← fIw(x)
until a stop condition.
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The stop condition of the algorithm can be a fixed number of k iterations to
determine the first k letters of a representation. One could check if a representation
is ultimately periodic. Indeed, if we denote by qn and yn the values of the variables
q and y during the nth iteration of the algorithm then thanks to Theorem 26, a
representation is ultimately periodic if there exist i 6= j such that qi = qj and
yi = yj . A variant of this algorithm is the following one.
Algorithm 30. Let x ∈ [1/θ, 1]
Initialization
q ← q0
w ← ε
I ← [1/θ, 1]
x← fI(x)
repeat
Determine the letter σ ∈ Σ such that x ∈ A′q,σ.
q ← q.σ
w ← concat(w, σ)
I ← A′q,σ
x← fI(x)
until a stop condition.
In this latter algorithm, a periodicity in the representation is found when qi = qj
and xi = xj .
Example 31. Continuing Example 21. We can try to obtain the representation
of x = 4/7 using Algorithm 29. The computations are given in Table 1. At each
step of the procedure, the intervals Iw are given below their corresponding A
′
q,σ .
Observe that at two steps i < j of the algorithm, if we have the same state q then
the intervals A′q,σ are the same but the intervals Iw are getting smaller. Thanks
q w fIw (x) A
′
q,a A
′
q,b A
′
q,c
Iwa Iwb Iwc
0 ε 1/7 [0, 1] −−− −−−
[1/2, 1] −−− −−−
1 a 1/7 [0, 1/4) [1/4, 1/2) [1/2, 1] 1/7 < 1/4
[1/2, 5/8] [5/8, 3/4] [3/4, 1] 4/7 < 5/8
2 aa 4/7 −−− −−− [0, 1)
−−− −−− [1/2, 5/8]
1 aac 4/7 [0, 1/4) [1/4, 1/2) [1/2, 1] 1/2 < 4/7
[1/2, 17/32] [17/32, 9/16] [9/16, 5/8] 9/16 < 4/7
1 aacc 1/7
Table 1. Representation of x = 4/7.
to Theorem 26, 4/7 is represented by a(acc)ω . The iteration of the function h
introduced in Definition 27 can also be used to find the real numbers having an
ultimately periodic representation, indeed here we have
(q0, 1/7)
h7→ (q1, 1/7) h7→ (q2, 4/7) h7→ (q1, 4/7) h7→ (q1, 1/7).
8. A characterization
With the abstraction of the previous section, we can summarize the informations
needed to compute representations of real numbers: a finite number of partitions
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Aq = ∪A′q,σ of the interval [0, 1] and the transition function of ML. The aim of
this section is to give a characterization of the real numbers having an ultimately
periodic representation in terms of composition of some affine functions.
Definition 32. Let us consider the automaton FL defined as follows
• The set of states is {Aq | q ∈ Q}.
• If Aq is partitioned into A′q,σ1 ∪ . . . ∪ A′q,σt then we have an edge labeled
by fA′q,σi
from Aq to Aq.σi (where the dot in q.σi denotes the transition
function of ML) for i = 1, . . . , t.
• All the states are final.
Except that the initial state is not important in what follows and that the labels
of the edges have changed, FL is more or less a copy of ML.
Example 33. Continuing Example 21. Here, fA′q0,a = fA
′
q2,c
= id and

fA′q1,a : [0, 1/4]→ [0, 1] : x 7→ 4x,
fA′
q1,b
: [1/4, 1/2]→ [0, 1] : x 7→ 4x− 1,
fA′q1,c : [1/2, 1]→ [0, 1] : x 7→ 2x− 1.
The automaton FL is depicted in Figure 7. For the sake of simplicity, fA′q1,σ is
denoted by fσ, for σ = a, b, c (since it does not lead to any confusion). We also
put an index a or c to id to remember the corresponding letter. A path f1 · · · ft
id
q0 q q1 2
af
fc
bf
a
cid
A AA
Figure 7. The automaton FL.
in FL corresponds to the composition of affine functions ft ◦ · · · ◦ f1 in reversed
order. Through FL, we can determine the real numbers having ultimately periodic
representations.
Indeed, if we consider a cycle f1 · · · ft in FL starting in Aq0 then, in view of
Algorithm 30, if the unique fixed point of the corresponding function F = ft◦· · ·◦f1
is x then f−1I (x), with fI : x 7→ θx−1θ−1 and f−1I (y) = (θ−1)y+1θ , has an ultimately
periodic representation (we are back in the initial state q0 and since x = F (x), we
have the same initial value; due to the initialization step in Algorithm 30, we have
to apply f−1I once). As an example, the fixed points of fb ◦ ida, fb ◦ idc ◦ fa ◦ ida
and fb ◦ fc ◦ idc ◦ fa ◦ ida are respectively 1/3, 1/15 and 5/31 and therefore 2/3,
8/15 and 18/31 have ultimately periodic representations. From the path in FL, we
also know these representations: (ab)ω, (aacb)ω and (aaccb)ω.
We can also consider a cycle f1 · · · ft in FL starting in Aq1 instead of Aq0 and a
path g1 · · · gs from Aq0 to Aq1 . Once again, let x be the fixed point of F = ft◦· · ·◦f1.
From Algorithm 30, the number f−1I ◦ g−11 ◦ · · · ◦ g−1s (x) has an ultimately periodic
representation. As an example, consider F = fc ◦ idc ◦ fa ◦ fc having 3/5 has fixed
point. A trivial path from Aq0 to Aq1 is given by ida, so f
−1
I (3/5) = 4/5 has an
ultimately periodic representation: a(cacc)ω. Another path in FL from Aq0 to Aq1
is (ida, fa, idc), so f
−1
I ◦ f−1a (3/5) = 23/40 is represented by aac(cacc)ω.
Let us introduce some notation. Let
φq = {w | δF(Aq, w) = Aq},
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where δF is the transition function of FL. If w = f1 · · · ft belongs to φq, we denote
by Fq,w the composed function (in reversed order) ft ◦ · · · ◦ f1 corresponding to w.
Let
νq = {w | δF (Aq0 , w) = Aq},
If w = f1 · · · fs belongs to νq, we denote by (Fq,w)−1 the composition of the inverse
functions f−11 ◦ · · · ◦ f−1s corresponding to w.
Theorem 34. Let L be a regular language satisfying our basic assumptions. Set
f−1I : y 7→
(θ − 1) y + 1
θ
.
The set of real numbers having an ultimately periodic representation is given by
{f−1I ◦ (Fq,w)−1(x) | ∃q ∈ Q, z ∈ φq, w ∈ νq : x = Fq,z(x)}.
Proof. This is a direct consequence of Algorithm 30. 
Remark 35. For all states q, the languages φq and νq over a finite alphabet of
functions are regular.
9. Equivalence with θ-development
Let θ > 1 be a Pisot number. To this number corresponds a unique positional and
linear Bertrand number system Uθ = (Un)n∈N having its characteristic polynomial
equal to the minimal polynomial of θ [2]. We denote by L the language ρU (N) of all
the normalized representations computed by the greedy algorithm (without leading
zeroes) [5]. In this section we show that this latter language L satisfies the hypothe-
ses given in Section 3. We also prove that the representations of real numbers in
the abstract numeration system built upon L and the classical θ-developments of
the numbers in [ 1
θ
, 1] coincide. (For a presentation of the θ-development, we refer
the reader to [13, Chapter 7] or [14].)
Definition 36. Recall that a positional numeration system U = (Un)n∈N is said
to be a Bertrand numeration system if
∀n ∈ N, w 0n ∈ ρU (N)⇔ w ∈ ρU (N).
As an example, the k-ary number system is a Bertrand system.
Example 37. The golden ration τ = 1+
√
5
2 is a Pisot number, indeed its minimal
polynomial is P (X) = X2 −X − 1 and the other root of P has modulus less than
one. The polynomial P is also the characteristic polynomial of the linear recurrence
relation defined by
Un+2 = Un+1 + Un, n ∈ N.
If we consider the initial conditions U0 = 1 and U1 = 2, then as a consequence
of the greedy algorithm, the set of representations of the integers is ρU (N) =
{ε} ∪ 1{0, 01}∗. Due to the particular form of the language ρU (N), it is clear that
this system (namely the Fibonacci system) is the linear Bertrand number system
associated to τ .
Consider an arbitrary Pisot number θ. It is well known that the θ-development
of one is finite or ultimately periodic [17]. In the first case, eθ(1) = t1 · · · tm and
we define, as usual,
e∗θ(1) = (t1 · · · tm−1(tm − 1))ω.
It is clear that we still have
1 =
t1
θ
+
t2
θ2
+ · · ·+ tm − 1
θm
+
t1
θm+1
+ · · · .
Let β > 1 be a real number. The set Dβ of β-developments of numbers in [0, 1)
is characterized as follows.
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Theorem 38. [14] Let β > 1 be a real number. A sequence (xn)n≥1 belongs to Dβ
if and only if for all i ∈ N, the shifted sequence (xn+i)n≥1 is lexicographically less
than the sequence eβ(1) or e
∗
β(1) whenever eβ(1) is finite.
For any real number β > 1, we denote by F (Dβ), the set of finite factors of the
sequences in Dβ . Bertrand numeration systems are characterized by the theorem
of Bertrand given below. Notice that U is not necessarily linear.
Theorem 39. [1] Let U = (Un)n∈N be a positional numeration system. Then U
is a Bertrand numeration system if and only if there exists a real number β > 1
such that 0∗ρU (N) = F (Dβ). In this case, if eβ(1) = (dn)n≥1 (or e∗β(1) = (dn)n≥1
whenever eβ(1) is finite) then U0 = 1 and
Un = d1 Un−1 + d2 Un−2 + · · ·+ dn U0 + 1, n ≥ 1.
Let θ > 1 be a Pisot number. First we assume that eθ(1) is ultimately periodic;
there exist minimal integers N ≥ 0, p ≥ 1 such that
eθ(1) = t1 · · · tN (tN+1 · · · tN+p)ω .
The Bertrand numeration system Uθ = (Un)n∈N belonging to the class of positional
systems related to θ is a linear numeration system satisfying the recurrence relation
Un = t1 Un−1 + · · ·+ tp−1 Un−p+1 + (tp + 1)Un−p
+(tp+1 − t1)Un−p−1 + · · ·+ (tN+p − tN )Un−N−p, n ≥ N + p.
(In other words, (Un)n∈N satisfies the canonical beta polynomial of θ [9].) In what
follows, θ is given and we denote Uθ simply by U .
The main point is the following. Since θ is a Pisot number, the set F (Dθ) =
0∗ρU (N) is recognizable by a finite automaton A [6] (i.e., the θ-shift is sofic). This
automaton has N + p states q1, . . . , qN+p. For each i ∈ {1, . . . , N + p}, there are
edges labeled by 0, 1, . . . , ti− 1 from qi to q1, and an edge labeled ti from qi to qi+1
if i < N + p. Finally, there is an edge labeled tN+p from qN+p to qN+1. All states
are final and q1 is the initial state. The set F (Dθ) is recognized by the automaton
depicted in Figure 8 (the sink is not represented).
t t
t
0,...,tN+p
0,...,t −11
1 2 tN−1
0,...,t  −12
0,...,t   −1N
N+p
N+1
tN+1
−1
0,...,t      −1
q1 q2 Nq
qN+1qN+p N+p−1
t
Nt
Figure 8. Automaton recognizing F (Dθ) = 0
∗ρU (N).
In an abstract numeration system, allowing leading zeroes changes the represen-
tations (indeed, 0w is genealogically greater than w then valS(0w) > valS(w), see
for instance [10, Example 1]). Therefore, we modify slightly the automaton A to
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obtain an automaton A′ recognizing exactly ρU (N) (i.e., without leading zeroes).
To that end, we add a new state q0. There are edges labeled by 1, . . . , t1 − 1 from
q0 to q1 and an edge labeled t1 from q0 to q2. This state q0 is the initial state of A′
and is also final. The automaton A′ is sketched in Figure 9.
0,...,t −11 t1q1 q2
0,...,t  −12
t111,...,t −1
A
q
0
Figure 9. The automaton A′ recognizing ρU (N).
So we consider the abstract system built upon L = ρU (N). To be able to compute
the intervals Iw related to this system with formula (4), our task is now to determine
the different sequences uqi(n). To that end, we use the specific form of A′. The
first word of length n + 1 in ρU (N) is 1(0)
n and its numerical value is Un. In the
same way, 1(0)n−1 is the first word of length n. Therefore,
(9) uq0(n) = Un − Un−1.
Since q0 is the initial state of A′, as usual we write u(n) and v(n) instead of uq0(n)
and vq0 (n).
Since θ is a Pisot number and the characteristic polynomial of U is the minimal
polynomial of θ, there exists a real number γ such that
Un ∼ γ θn.
For n ≥ 1, from the form of A′ we deduce that
u(n) = (t1 − 1)uq1(n− 1) + uq2(n− 1)
and
(10) uq1(n) = t1 uq1(n− 1) + uq2(n− 1) = u(n) + uq1(n− 1).
As a consequence of (10), since all the states are final uq1(0) = u(0) = 1, we find
uq1(n) =
n∑
i=1
u(i) + uq1(0) = v(n).
From (10) we also have uq2(n − 1) = uq1(n) − t1 uq1(n − 1) and thus uq2(n) =
v(n+1)− t1 v(n). But considering the path in A′, we get uq2(n) = t2 uq1(n− 1)+
uq3(n − 1). So we find uq3(n) = v(n + 2) − t1 v(n + 1)− t2 v(n). Continuing this
way, for i ≤ N + p
uqi(n) = v(n+ i− 1)− t1 v(n + i− 2)− t2 v(n+ i − 3)− · · · − ti−1v(n).
We are now able to determine the endpoints of the intervals Iw. It is clear from
(9) that v(n) = Un ∼ γ θn. Since v(n− 1) = v(n)− u(n) using (5), it is clear that
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v(n− 1)/v(n)→ 1/θ if n→∞ and therefore, for i ∈ N
lim
n→∞
uq1(n− i)
v(n)
= lim
n→∞
v(n − i)
v(n− i+ 1)
v(n− i+ 1)
v(n− i+ 2) · · ·
v(n− 1)
v(n)
= θ−i.
In the same manner,
lim
n→∞
uq2(n− i)
v(n)
= θ1−i − t1 θ−i.
Continuing this way, for j ≤ N + p and i ∈ N
lim
n→∞
uqj (n− i)
v(n)
= θj−i−1 − t1 θj−i−2 − · · · − tj−1θ−i.
We can now compute the different intervals Iw. The first words in ρU (N) are
1, . . . , (t1 − 1), t1, 10, . . . , 1t1, 20, . . . , (t1 − 1)t1, t10, . . . , t1t2, 100 . . .
Using (4) we have the intervals corresponding to words of length one
Ij = [
j
θ
,
j
θ
+ lim
n→∞
uq1(n− 1)
v(n)
] = [
j
θ
,
j + 1
θ
], 1 ≤ j < t1
and
It1 = [
t1
θ
,
t1
θ
+ lim
n→∞
uq2(n− 1)
v(n)
] = [
t1
θ
, 1].
For the words of length two, if 1 ≤ j < t1 and 0 ≤ k < t1 then
Ijk = [
j
θ
+
k
θ2
,
j
θ
+
k
θ2
+ lim
n→∞
uq1(n− 2)
v(n)
] = [
j
θ
+
k
θ2
,
j
θ
+
k + 1
θ2
]
and
Ijt1 = [
j
θ
+
t1
θ2
,
j
θ
+
t1
θ2
+ lim
n→∞
uq2 (n− 2)
v(n)
] = [
j
θ
+
t1
θ2
,
j + 1
θ
].
For the words of length two beginning with t1, we have
It1j = [
t1
θ
+
j
θ2
,
t1
θ
+
j + 1
θ2
], 0 ≤ j < t2
and
It1t2 = [
t1
θ
+
t2
θ2
,
t1
θ
+
t2
θ2
+ lim
n→∞
uq3(n− 2)
v(n)
] = [
t1
θ
+
t2
θ2
, 1].
Continuing this way, it is straightforward computation to see that we have three
situations:
(1) if w = w0 · · ·wr with qi = q0.w0 · · ·wr−1 and wr < ti then
Iw = [
r∑
i=0
wiθ
−i−1,
r∑
i=0
wiθ
−i−1 + θ−r−1]
(2) if w = w0 · · ·wrwr+1 · · ·wr+s is such that qi = q0.w0 · · ·wr−1, wr < ti and
wr+1 · · ·wr+s is the maximal word read from q0.w0 · · ·wr in A′ (in other
words, q0.w0 · · ·wr = q1 and wr+1 · · ·wr+s is the prefix of length s of eθ(1))
then
Iw = [
r+s∑
i=0
wiθ
−i−1,
r∑
i=0
wiθ
−i−1 + θ−r−1].
(3) finally, if w = w0 · · ·wr is a prefix of eθ(1) then
Iw = [
r∑
i=0
wiθ
−i−1, 1].
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Now instead of considering the abstract numeration system built upon L =
ρU (N), we can consider the classical θ-development of a real number x ∈ [1/θ, 1].
The first digit of eθ(x) is an integer j belonging to {1, 2, . . . , t1}. Since θ-developments
are computed through the greedy algorithm, it is clear that the first digit is j < t1
if and only if x ∈ I ′j = [j/θ, (j + 1)/θ) and it is t1 if and only if x ∈ I ′t1 = [t1/θ, 1].
So the interval Ij for the abstract numeration systems considered above and the
intervals I ′j corresponding to the greedy algorithm are the same for the first step
(except that in the abstract system, a real number can have two representations but
we can avoid this ambiguity by considering intervals of the form [a, b) and therefore
the two intervals Ij and I
′
j will coincide exactly). By application of the greedy
algorithm, we can compute intervals I ′w such that x belongs to I
′
w if eθ(x) has w as
prefix. Clearly those intervals I ′w coincide with the intervals Iw and therefore, the
classical θ-developments are the same as the representation obtained in the frame-
work of the abstract numeration systems (naturally, under the extra assumptions
of this section corresponding to regular languages associated to Pisot number).
Now we can use a result of Klaus Schmidt concerning ultimately periodic θ-
developments [17] and state the following result.
Theorem 40. If L is the language of all the representations of the integers in a
linear Bertrand numeration system associated to a Pisot number θ then the set of
real numbers having an ultimately periodic representation in the abstract system
built upon L is exactly
Q(θ) ∩ [1/θ, 1].
Remark 41. In this section, we have only considered the case eθ(1) ultimately
periodic. If eθ(1) = t1 · · · tm is finite (tm 6= 0) then the same situation holds. The
construction of the automaton A is the same as before but with N = m and p = 0.
All the edges from qm lead to q1 and are labeled by 0, . . . , tm − 1. The automaton
A is depicted in Figure 10.
t t
0,...,t −11
1 2
0,...,t  −12
0,...,t   −1
q1 q2 q
m
tm−1
m
Figure 10. The automaton A in the case eθ(1) finite.
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