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We consider the Cauchy problem for a single conservation law in several space 
variables. Letting u(x, r) denote the solution with initial data u,,, we state necessary 
and sufficient conditions on u,, so that u(x, f) is locally Lipschitz continuous in the 
half space (r > 0). These conditions allow for the preservation of smoothness of U, 
as well as for the smooth resolution of discontinuities in u,. One consequence of 
our result is that u(x, r) cannot be locally Lipschitz unless uU has locally bounded 
variation. Another is that solutions which are bounded and locally Lipschitz 
continuous in (r > 0) automatically have boundary values ut, at I = 0 in the sense 
that u( . , I) --) u,, in L,‘,, . Finally, we give an elementary proof that locally Lipschitz 
solutions satisfy Kruzkov’s uniqueness condition. 
1. INTR~~XJCTI~N 
We consider the initial value problem 
(1.1) 
u(x, 0) = u,(x), (1.2) 
where u0 ELm(H”). The main result of this paper states necessary and 
suffkient conditions on the initial data U,,(X) so that the solution U(X, 1) is 
locally Lipschitz continuous in the half space (t > 0). These conditions allow 
for smoothing to occur as well as for the preservation of smoothness. One 
corollary of our result is that the solution u cannot be locally Lipschitz 
continuous unless the initial data has locally bounded variation. Another is 
that a locally Lipschitz solution of (1.1) which is bounded automatically has 
a boundary value at z = 0: There is a function u0 of locally bounded 
variation such that u( . , t) + u0 in Lb, as f -+ 0. 
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By a solution of (1.1) we shall mean a function u E LcC such that 
11 [ zqbt + f(u) - V#] ak dt = 0 
for all smooth functions 4 supported in {t > O}. Here as elsewhere f is a 
smooth vector function whose components are f, ,...,f,; and V denotes the 
spatial gradient. Of course, locally Lipschitz solutions are differentiable a.e. 
and therefore satisfy (1.1) a.e. 
It is well known that weak solutions of (1.1) which approach u,, in L:,,, as 
t + 0 are not unique. It is therefore necessary to append to (1.1) an extra 
condition which selects the “correct” weak solution. These issues have been 
settled by Kruzkov, who has proved the following [2]: 
THEOREM (Kruzkov). If u, E L”O(lR”) then there is a unique weak 
solution of (1.1) which satisfies 
O< I(u-k)(bt+sgn(u--k)[f(u)-f(k)l.vd}dxdt J I^ (1.3) 
for all scalars k and all nonnegative test functions 4 supported in {t > 01; 
and 
UC * , fn> -+ u. in L&, for some sequence of times t, 3 0. (l-4) 
Moreover, 
u is the limit in L f,, ({t > 0)) of solutions of the parabolic equation (1.5) 
u, + div f(u) = &Au 
as E +O; 
Ilull L’q(f>Ol) < II ~OIIL’WW~ (1.6) 
domains of dependence for u grow at most at the rate 
(1.7) 
That is, tf 
B,(x,) = {x: (x -x0/ < r}, 
then the values of u in U,,Cc14R B,-,,(xo) depend only on the values of u, in 
BR(xO). And 
If u;(x) -+ u,(x) in Lf,,(R”) as n + 00, then the solutions zP(x, t) 
of (1.1) with initial data u: converge to u(x, t) in Li,, as n -+ og. (1.8) 
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When we refer to “the” solution of (l.l)-( 1.2), we therefore shall mean 
the Kruzkov solution--the one which satisfies (1.3). Actually, this issue will 
not arise at all for us because of the following result. 
THEOREM 1.1. If u is locally Lipschitz continuous in (t > 0) and 
satisfies ( 1.1) a.e., then 
holds for all smooth functions 4 supported in (t > 0) and for all constants k. 
The proof of Theorem 1.1 is presented in the Appendix. 
We now outline the key facts about the characteristics of (1.1). If u is a C’ 
solution of (1.1) and x(t) is the characteristic curve 
dx 
7 =f'Mxw9~)) 
then (1.1) may be written 
$ u(x(t), 1) = 0. 
Thus C’ solutions of (1.1) are constant on the characteristic curves, which 
are therefore lines with velocity &/dt = f’(u). Actually, these facts remain 
valid when u is only locally Lipschitz. We have: 
THEOREM 1.2. If u is locally Lipschitr continuous and satisfies (1.1) a.e. 
in (t > 01, then u is constant on the characteristic lines dx/dt = f’(u). 
The proof of Theorem 1.2 also appears in the Appendix. 
We may thus “solve” (1. 1 )-( 1.2) by extending I(,, along the characteristics 
as in fig. 1. This procedure can break down in two ways: If different charac- 
teristic lines intersect at a point P, then u cannot be continuous at P. And if 
u0 is discontinuous, the characteristics emanating from t = 0 may not till up 
all of (t > 01, leaving the solution u undetermined in some regions. 
A simple example of the latter phenomenon can be constructed as follows: 
For the problem 
u, + f(u), = 0 
choose initial data 
u’)(x) = 
I 
;” x < 0, 
,, x>o, 
SOS!41!2-S 
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FIGURE I 
so that f’(u,) < f’(u,). Then different characteristics emanating from (t = 0) 
remain disjoint in (f > O), but there is a wedge in x - t space in which the 
solution is undetermined. This deficiency can be remedied, provided that f is 
convex between U, and u,, as follows. Let u be the inverse function off’ and 
take 
One can then easily check that u(x, t) is a locally Lipschitz solution of (1.1) 
in (t > 0). This resolution of the discontinuity in I+, is called a rarefaction 
wave. Its existence appears to depend crucially on the convexity of J 
Observe also that, while u(x, r) is locally Lipschitz continuous, it is not C’. 
Roughly speaking, then, the solution of (1.1) will be locally Lipschitz in 
(t > 0} when characteristics emanating from regions in which u, is smooth 
do not intersect in {t > 0}, and when discontinuities in u,,(x) are resolved 
into rarefaction waves. Of course, both of these phenomena, preservation of 
smoothness and smoothing, may be present in the same problem. Our task is 
therefore to formulate necessary and sufftcient conditions on u0 so that both 
of the above requirements are met. The result appears as Theorem 2.3 below. 
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2. STATEMENTS AND PROOFS OF RESULTS 
We return now to the original equation (1.1) in several space variables. 
The first problem that arises is to find conditions under which characteristics 
emanating from t = 0 remain disjoint at positive times. This question is 
answered by a result of Conway [I], which asserts that if u,, is smooth, then 
so is the solution u(x, t) of (1.1~( 1.2) provided also that 
divf’(u,(x)) > 0 (2.1) 
for all x. In this case, it is also shown that Vu(x, I) satisfies (2.2) below. 
Condition (2.1) can be given a simple geometrical interpretation as 
follows: Fix R c RR and let R, be the set obtained by propogating 0 along 
characteristics. That is, if 2(x, t) =x + ff’(u,(x)) then .(2, = 7( . , t)(n). An 
easy computation then shows that 
mf2, = ml2 + t . -$I divf’(u,(x)) u!x. 
n 
Thus the characteristics diverge as t increases when (2.1) holds. 
Conway’s result remains valid when u0 is only locally Lipschitz 
continuous. We have: 
LEMMA 2.1. If u,, is bounded and locally Lipschitz continuous in R” and 
satisfies divf’(u,) > 0 a.e., then the so&ion u(x, 1) of (1.1) with inifial data 
u0 is locally Lipschitz and satisfies 
Vu(T(x), 1) = 
vul&> 
t divf’(u,(x)) + 1 
for almost all x, where 
7-(x) = x + tf’(u,(x)). 
Proof. We employ the notation 
B,(x,) = {x E w Ix -x01 < r}. 
Let 
and let R be the cone 
where r > 0 is fixed. We shall show that u is locally Lipschitz in Q. 
(2.2) 
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Let U; =j, * L(~ and let U’ be the solution of (1.1) with initial data u;. 
Since U’ is smooth in R for small time we may differentiate (2.1) to estimate 
VU’. But first we need an estimate for the quantity 
1,(x, t) 3 divf’(u’(x, t)) = F sf; (u(x, t)). 
I 
Thus let u, =f;(z/). Equation (2.1) gives that 
s+x”,$o. 
J J 
Differentiating this equation with respect to x,, we find that 
and, summing over i and using 1’ = ~,(c%,/c?x,), we obtain 
Resubstituting uJ =&(I/), we find that 
f nyx(f), 1) = -A2 
along a u’-characteristic x(f). Thus if 
T,cy) = Y + rf’wY))v 
we have that 
Af(x, I) = 
Ayv, 0) 
fA’(Y, 0) + 1 
for x = T,(Y). 
Now we can estimate VU’ easily: Differentiating (2.1), we find that 
f W(x(r), f) = -AS(X(f), 1) Vu(x(t), f) 
so that, using (2.3), we obtain 
vuyx, 1) = 
WAY> 
f divf’(u’,@)) + 1 
for x = T,(Y). (2.4) 
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Now, 
divf’(u’,) = f” a Vu; 
is bounded pointwise in B,(O) independently of E because Vuf, =j, * Vu, and 
vu, E L”@,(O)). Thus 
divf’(u’,@)) > -M for Y E B,(O), 
where M depends only on )IVU~II~~(~,(,,~). Since u’-characteristics through 
points of R intersect the plane t = 0 at points of B,(O), Eq. (2.4) shows that 
Thus u’ remains smooth in R up to and including time l/M with Vu’ and u; 
(via (1.1)) bounded independently of E. This proves that u is the uniform 
limit of ur and therefore is Lipschitz continuous in the frustum 
f2 n (0 < t < l/M}. 
We can extend the regularity of u to all of R if we can show 
divf’(u(x, l/M)) > 0 a.e. (2.5) 
and 
(2.6) 
Since u is Lipschitz continuous in 0 up to time l/M, Theorem 1.2 implies 
that the Lipschitz continuous mapping 
To11 = Y + ~f’(u,Cv)) 
is invertible on T(B,(O)) with 
T-'(x)=x+(u(x, l/M)), 
which is evidently Lipschitz continuous also. Similar statements hold for the 
map T, obtained by replacing u by uC (which is the same T, as before with 
t = l/M. 
Now fix B,(x,) C_ IF?” such that B,(x,) x (l/M} c 0. We have from (2.3) 
that A’(x, I) = divJ’(u’(x, t)) satisfies 
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jBscx,, At@, l/M) dx = j 
A’(zy(x), 0) ah 
BdxcJ ; nyT;’ (x), 0) + 1 
because 
(2.7) 
which implies that 
= 1 + i f”(ui)” Vu: 
=1+-&.,0) 
Equation (2.7) may be rewritten 
where m is Lebesgue measure and AdB is the symmetric difference 
AAB = (A -B) U (B -A). Assuming for the moment that the second term 
on the right is o( 1) as E * 0, we may take the limit as E + 0 to obtain 
i 
divf’(u(x, l/M)) dx = 1 Wf’h,W du. (2.8) 
B,(X,) T-W&,)) 
(On the left we used the uniform convergence of uc to u on aB,(x,) and on 
the right the L’ convergence of Vu: =j, * VU, to VU,.) Since the right side of 
(2.8) is nonnegative by hypothesis, (2.5) is proved. 
In exactly the same way we can obtain 
I Vu(x, l/M) dx = I Vu&) due (2.9) B&x,) r-1(B,(x,)) 
To derive (2.6) from (2.9) we need an estimate for mB,(x,): since 
det $ @) = 1 + k divf’(u,@)), 
( 1 
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we have that 
mBJxo) = Jr. ,(s,(x,)) 1 + i divf’(u,@)) dy 1 
= mT- ‘(B&q,)) 1 + 
l/M . 
mT- ‘(B&ON I 
Wf’(~oCv)) &J . 
T ‘(Rn(xo)) I 
(2.10) 
Now divide (2.9) by (2.10) and take the limit as S -+ 0. Since T-‘(B,(x,)) 
“shrinks nicely” to T-‘(x0), we obtain that 
Vu(x, l/M) = * Vuo(T- ‘(x)1 
M divf’(u,(T-l(x))) + 1 
holds for almost all x. This is the required estimate (2.2); and since 
divf’(u,) > 0, it implies the estimate (2.6). 
We still have to establish that 
m[T-‘(B,)dT;‘(B,)) =0(l) as s -+ 0, 
where now B,(x,) is abbreviated B,. We first show that 
T-‘(B,E T;‘&+cJ, 
where a, + 0 as E -+ 0. Thus let y E T-‘(B,) with 
y = T- ‘(x) = T; ‘(r). 
Then from the definitions of T and T,, 
Ix - 4 = ; lT(u,b)) -f’MCvNl 
Q coast. (I u. - u~II~~,~~~)) = a,. 
Thus y = Tern ‘(Q E T; ‘(Ba +o,) as required. We therefore have 
W’;‘W - T-‘(4)] < mlT;‘U%+,,) - T-‘(&)I 
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+ I i div[f’(u’(x, l/M) -f’(u(x, l/M))] Rs Ii4 
=o(l)+;j If’(u(x, l/M)) -f’(u’(x, l/M))] . n^ dS aR 
d 
= o(1) 
since u’ + u pointwise uniformly. A similar argument establishes that 
m[T-‘(B&) - 7y(B,)j =0(l) as E +O. I 
In fact, when u0 is locally Lipschitz, condition (2.1) is necessary as well as 
sufficient for the solution u to be locally Lipschitz (Corollary 2.4 below). 
The other aspect of the problem is then to find conditions under which 
discontinuities in u,, become smoothed out in the solution u. Now, in the 
example at the end of Section I., smoothing occurred when divf’(u,) > 0 
and f was convex near the discontinuity in uO. The situation is somewhat 
more complicated when n > 1, as is shown by the following example. 
Let (1.1) take the form 
u,+ ($+ ($=09 
so that the components f, are strictly convex. If g is any smooth function of a 
scalar variable, then 
u(x,y, 1)=g(x-y) 
is a solution which incidentally satisfies 
divf’(u,) = 0. 
Now, by virtue of (1.8), we may approximate a discontinuous g by smooth 
g’s to obtain a solution for which (2.1) holds, at least in the sense of 
distributions, but which fails to be locally Lipschitz in {r > O}, despite the 
fact that the component fr’s are convex. 
This is evidently the wrong measure of convexity for this problem. The 
correct condition is formulated below as “property P." It is the necessary 
and sufficient condition under which the solution of (l.l)-(1.2) is locally 
Lipschitz in (t > 0). Roughly, P requires that, near points of discontinuity of 
u,, divf’(u,) should be strictly positive and should dominate each &,/ax,. 
DEFINITION. We shall say that u, E J~~(IR”) satisfies property P if there 
is a sequence of locally Lipschitz continuous functions u, such that 
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(1) ll~,llL~2(:~n~~ll~OllL.-I.~Fl~,~ 
(2) u, + u in L,‘,,(R”); and 
(3) given a compact set K and an E > 0, there is a number L = L(K, E) 
such that 
I Vu,(x)l G L 1~ + divf’0d-d) I 
holds a.e. in K for each n. 
Returning to the above example in which J;(u) = u and 
uo(x, JJ) = g(x -v), we see that, since div f’(u,) = 0, u0 satisfies P if and 
only if Vu, is locally bounded-that is, when u, is locally Lipschitz con- 
tinuous. 
The following lemma describes some properties of functions which satisfy 
P. 
LEMMA 2.2. (a) If u,, satisfies P then u is a function of locally bounded 
variation and the measure divf’(u,) is nonnegative. (b) If u, is bounded and 
locally Lipschitz continuous in R”, then u0 satisjies P 1@,7 div f ‘(u,) > 0 a.e. 
Proof. To prove (a) let u,, and u, be as in the definition. Then clearly div 
f’(u,(x)) 2 0 a.e. for each n so that divf’(u,) is a nonnegative distribution 
and therefore a nonnegative measure. Taking the distribution limit in 
L(E + divf’(u,)] t 2 > 0 
i 
we thus obtain that all the first derivatives of u, are measures. 
To prove (b) we have only to show that divf ‘(u,) > 0 implies that u0 
satisfies P: Given K and E, we have that, for almost all x in K, 
I vu,(x) I Q + II Vu, ILmw I& + divf ‘@,)I- 
Therefore we may take u, = u0 for all n and 
UK 8) = f IIWI,~,,,. 
Our main result is the following: 
THEOREM 2.3. Let u(x, t) be the solution of (1.1) with initial data 
u0 E Lm(R”). Then u is locally Lipschitz continuous in (t > 0) flu, satisfies 
P. 
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Proof. First assume that u,, satisfies P and let u, be as in the definition. 
Since divf’(u,) > 0 by Lemma 2.2, Lemma 2.1 implies that the solution 
u,(x, t) of (1.1) with initial data u,(x) is locally Lipschitz continuous and 
satisfies (2.2). Now fix r > 0; then there is a number L such that 
holds a.e. in B,(O). Substituting this into (2.2) we therefore obtain that 
I Vu,(-% 01 < 
L + L divf’(u,(x)) 
t divf’(u,(x)) + 1 
since divf’(uJj)) > 0 a.e. A similar estimate holds for &,/at via (1.1). 
Therefore if we let 0 be the cone 
R = {(x, t): 1x1 < r - ct, 0 < t < r/c}, 
where 
C= max If’(w)1 , 
1~~0IdL~ 
we have that u,(x, t) -+ u(x, t) uniformly on compact subsets of a. This 
shows that u is locally Lipschitz continuous in a, and therefore in all of 
(t > 0), since r is arbitrary. 
To prove the converse, suppose that u(x, t) is locally Lipschitz in (t > 0). 
By (1.4) there is a sequence of times t, 10 such that u( . , tn) + U, in L:,, . 
We thus take u, = u( . , t,). (Actually, any sequence t, 1 0 will do-see 
Corollary 2.6.) Parts (1) and (2) of the definition of P are then satisfied. 
To prove (3), fix a compact set KC I?” and a number E > 0. Choose 
t > max {l/s, t,) and choose r large enough so that u-characteristics 
emanating from K x (tn} exit the cylinder B,(O) X [0, t] at the top. We shall 
show that part (3) of the definition of P holds with 
Fix n and let T be the u-characteristic mapping 
T(x) =x + (t - t,)f’(u,(x)). 
We have from (2.2) that 
Vu,(x) = Vu(x, tn) 
= Vu(T(x), t)[(t - tn) divf’(u,(x)) + l] 
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for almost all x. Using the above L, we thus obtain 
IVkl(X)I < av4 . 7 mqB,(O,, q divf’(u,(x)) + f 1 
< L[divf’(u,(x)) + E] 
as required. I 
The following two corollaries follow immediately from Lemma 2.2 and 
Theorem 2.3. 
COROLLARY 2.4. Suppose that u, is bounded and locally Lipschitr 
continuous. Then the solution of (1.1) with initial data u,, is also local!v 
Lipschitz continuous ~fl div f ‘(u,) > 0 a.e. 
COROLLARY 2.5. Suppose that the solution of (2.1) with initial data u0 is 
locally Lipschitr continuous. Then u, must have locally bounded variation. 
We conclude by proving that locally Lipschitz solutions of (1.1) have 
boundary values at t = 0 and converge to these values at a certain rate as 
I + 0. 
COROLLARY 2.6. Suppose that u(x, t) is bounded and locally Lipschitz 
continuous in (I > 0) and satisfies 
u, + divf(u) = 0 
there. Then there is a function v of locally bounded variation such that 
u( * 3 I) + v in L:,, as t + 0. Moreover, the following estimate holds: Fix x, 
and r > 0 and abbreviate B,+,,(xo) by B,, where 
C= max v’(w)1 . 
I Wl<llUl~cc 
II v - 4 * 9 ~)IILqs,, < ct IV@, 01 dx. (2.11) 
Proof First note that, for each 1, u( . , t) satisfies P, so that 
div f ‘( . , t) > 0 a.e. Moreover, (2.2) holds with 0 and I replaced by t and ?I 
VU(& f> 
v”(T(x)’ ‘) = (f- 1) div f ‘(u(x, I)) + 1 a.e., (2.12) 
228 DAVID HOFF 
where 
T(x) = x + (t- t) f’(u(x, t)). 
We need to reverse time in (2.12). To do this we use the fact that 
f”(u(T(x), f)) =f”(u(x, t)) to obtain from (2.12) that 
(2.13) 
Equation (2.12) may now be solved via (2.13) for Vu(x, t) in terms of Vu 
and divf’(u) at (T(x), 4. The result is that 
VW(x), 3 
vutx’ ‘) = (t - f) divf’(u(T(x), f)) + 1 
holds a.e. We also have that 
T- ‘(~9 = y + (t - $t”(uly, ij) 
so that 
= 1 + (t - f) divf’(uQ, g). 
Integrating (2.14) we therefore obtain 
T(B,) 
Thus if 0 < I, < t, < 6 
jBo 1 u(x, f2) - u(x, tl) 1 dx < j- f ’ I u,(x, t) 1 dt dx 
80 t1 
‘* = 
II 
lJ’(u(x, t)) - Vu(x, t)l dx dt 
t1 Bo 
< c(t, - tJ 
( 
IVu(x, ;)I dx. 
ET 
(2.14) 
(2.15) 
SOLUTIONS OF A SINGLE CONSERVATION LAW 220 
This shows that (u( . , t)},-,<, is Cauchy in L’(B,) and establishes the 
estimate (2.11). To prove that the limit o has bounded variation in B,, let 
w(x) be a C@,) vector field with 1 w(x)\ < 1. Then for t > 0, 
) Vu(x, 1) 1 dx 
by (2.15). Taking the limit as t + 0 we thus find that the variation of u on B, 
is bounded by that of u( . , f) on Bi. 1 
In the case of one space dimension, we can reformulate property P as 
fo1lows. 
PROPOSITION. If n = 1 then uO(x) satisfies property P for a given function 
f(x) lfl, after modiJcation on a set of measure zero, u, sarisjies 
(a) f’(u,(x)) is increasing; 
(b) of “(u,(x)) > 0, where u E (-1, I) is fixed; and 
(c) for each x, either of” > 0 on [u&x f ), uO(x *)I, or u is Lipschitz 
in a neighborhood of x. 
One can see in a heuristic way that (a) serves to ensure the preservation of 
smoothness along characteristics emanating from points at which u,, is 
Lipschitz. And (c) ensures that any discontinuities in u0 are resolved into 
rarefaction waves. 
3. PROOFS OF THEOREMS 1.1 AND 1.2 
Proof of Theorem 1.1. Let 4 be a test function with support 4 = K and 
let L be the Lipschitz constant for u on K. Fix E > 0 and cover K with a 
finite number of balls 
B,, = 
I 
(x, 1): 1 (x, t) - p,( < ; 
I 
. 
Let { $1 be a partition of unity on K subordinate to (B,,J: vi E kt(B,,), 
O<y/‘(x)<l,and~,~‘(x)=l forxEK. 
Now fix the scalar k and let g,(u) be a C’ approximation to Iu - kl with 
the properties 
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g,(k) = 09 
g:(u) =0(l) as c-+0, 
g,(u)=lu-kJ-& for Ju-kJ>2&. 
For example, we could take g(u) = (U - k)*/4& on [k, k + 2.51, etc. 
The integral in (1.3) is then approximated by 
$ + f(u) -“Ok) I ~-. u-k vg I 
dx df 
=\’ .. 
4 g(u)[& + h(u) . V#‘] dx dt, I % 
where 4’ = ~‘4 and 
(3.1) 
h(u) = f(u) -f(k) 
u-k * 
We estimate the summands in (3.1) as follows. Let I,, I,, I, be respec- 
tively the sets of values of i for which u@,) is greater than k + 4&, less than 
k - 4~, and between k - 4~ and k + 4~. If i E I, and p E BP,, then 
u@) - k > u@/) - k - ) u(pi) - u@) ( 
>~E--L$=~E 
so that 
Therefore 
g(u@))=u(p)-k-c. 
I g(uM + h(u) * WI BP1 
= 1 R,, I(u - k - E) 4; + V(u) -f(k) - E@)I . V4 I 
=- 
1 BP, 4’1~~ + divLf(u) - EO)I 1 
=& J _ 4’ div h(u) BP, 
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by (1.1). Since U, and Vu are in L”-‘(K), we thus have that 
I( g(u)[q(+h(u)W] I<const.E I_ lq. 
‘Rn, . APi 
The estimate for the integrals in (3. I) with i E I, is similar. If i E I, we 
have, using (1. 1 ), that 
= - 1’ ([g’(u) u, t g’(u) Vu . h(u) + g(u) div h(u)] 
. tl; 
= - )_ d’(g’(u)[h(u) -f’(u)] * vu 
. flPi 
f(u) -f(k) .  vu 
(u - k)2 1 I 
= - )_ (i+(u) [g’(u) -g(u) - g(k) f(u) -f(k) 
’ “IJ, u-k u-k 
-f’@)] * vu. 
The first brackets above is 0( 1) by the construction of g, and the second is 
O(l u - k I) = O(E) for p E Bpi since 1 uQi) - k I = O(E). The integral in question 
is thus bounded by 
const. E 1 /#‘I. 
-BP, 
Summing over i, we therefore obtain 
I! [ 
. g(u) 4 
I 
+ S(u) -f(k) u-k -V#] 1 <const.Ejl#l 
Now let c -+ 0 to obtain the result (1.3). 1 
Proof of Theorem 1.2. We give the proof for one space dimension. The 
argument is similar in higher dimensions. Thus fix (x0, to) with 1, > 0 and let 
x(r) be the characteristic curve defined by 
$ =f’(u(x, I)), x(&J = xg . 
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Let t, > 1, and define the curves 
v, = {(XW. I), 43 < t < l, ), 
w, = (6, + (h, O), 
v,= ((x,to):x,<x<x,+h), 
F4 = ((x, 1,): x(t,) <x Q x(r,) + h). 
Letting s be arc length on V,, we have that 
ds* = [ 1 tf’(u(x(r), t))* ] df*. 
Also, a unit normal vector at (x(t), I) E V, is 
Now apply the divergence theorem to [*I”’ 1 on the region bounded by the 
Vi. The result is 
I 
x(r,)+ h 
u(x,r,)dx- u(x, I,) dx 
X(1,) 
= jw,+w, [“u”‘3. rids 
=j [ ” y:,;:, ] 1;;;; + h . [ ,,(u&, t))] dt. (3.2) 10
Fix t and let u = u(x(r), 1) and Au = u(x(r) + h, t) - U. Then the integrand on 
the right side above is 
-f(u t Au) +f(u) +f’(u) Au 
= -Au flu + Au) -f(u) 
AU -fw] 
= O(h*) 
since u is Lipschitz continuous. Dividing both sides of (3.2) by h and letting 
h + 0, we thus obtain that 
u(x(t,), I,) = U(X(4J)r 4J). I 
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