, Q μ in order that all solutions u of (1) shall belong to the Gevrey class of index d in Ω U ω whenever the initial data belong to such classes of functions. In particular, we give not only algebraic conditions but also show how to construct a parametrix for such problems.
Introduction. In 1958 Hormander first studied regular boundary value problems, giving necessary and sufficient conditions for solutions of (1) to be C°°. (see Hormander [8] ). There, Hormander gives an algebraic characterization based on the variety of zeros of the characteristic function of the boundary value problem. Later on, it was shown that fundamental solutions to elliptic boundary value problems can be constructed with the aid of this characteristic function (see J. Barros-Neto [4, 5] ). Moreover, it can be used to construct a parametrix for hypoelliptic problems (see J. ). In this paper the characteristic function is used to give an algebraic characterization of ώ-hypoelliptic problems. In doing so a different technique is used than that in [8] in order to get more refined estimates. Consequently the special result obtained in [8] for elliptic operators is obtained here. The results here can be extended to Gevrey classes which distinguish the rate of growth of derivatives in different directions, (see [7] ). Furthermore, these results have many applications to semi-elliptic problems (see [2] ).
The plan of this paper is as follows: In § 1 ώ-hypoelliptic boundary value problems are defined and the main results are stated. In § 2 the first two equivalences are proved. In § 3 we make use of the parametrix of the boundary value problem and conclude the proof of the main results in § 4.
The author would like to thank Professor Jose Barros-Neto for Let P(ζ, r) be the characteristic polynomial of P(A A) and
The following characterization of hypoelliptic operators was given by Hormander (see Hormander [9] , or Treves [12] ).
THEOREM (H). The following two conditions are equivalent:
Moreover, given some d > 0 the following three conditions are equivalent:
( such that whenever ζ e R n \K, P(ζ, τ), as a polynomial in r, has μ roots with positive imaginary parts.
It is easy to prove that for n > 1 all hypoelliptic operators are of type μ for some μ. This, however, is not true for n = 1, as can be seen by the operator associated with:
. This is elliptic and hence hypoelliptic but not of any type.
Let Let Cί(JS^+ 1 )(resp. Q{Ω U α>)) denote the set of C k functions with support in J?+ +1 (resp. Ω U ω).
(1) P(D, D t ) is hypoelliptic of determined type μ with index of hypoellipticity equal to d. C(ζ) is a polynomial in ζ, τ, and the coefficients of k ζ (τ) and Q v (ζ, r). C(ζ) is defined even in the case of repeated roots, (see Hormander [8] page 231).
The object of this paper is to prove the following theorem. 
Call T 1 the topology on H(Ω U co) defined by the semi-norms
where K runs through the compact subsets of Ω U co. H(Ω U co) is then a closed linear subspace of C k (Ω U ω). Let T 2 be the topology on H(Ω (J α>) defined by the semi-norms
and i£ runs through the compact subsets of Ω [J (ύ. It is not difficult to show that T 2 makes H(Ω U co) a Frechet space. Now T 2 is finer than 2\ hence since any one-to-one continuous linear map of a Frechet space onto another is a homeomorphism, we have that the topologies T x and T 2 are equivalent. Hence for any compact set KaΩ\jω there is a compact set iί v and a constant l? v > 0 such that for all u in H(Ω U &>) we have
Apply (2.2) to exponential solutions of (2.1), 
the left-hand side of the last inequality can be replaced by It follows from this and Lemma 7.4 of [12] , that there are constants
By taking logs one gets if ζ e J^ and C(ζ) = 0 that there exists a constant M" > 0 such that
Since log | ζ |/| ζ | β -* 0 as | ζ | -> co for any s > 0, the term k log | ζ | can be absorbed on the left and a change of constant from this and from the change in variable gives Lemma 2.1 is used to complete the proof of (2) implies (3). Since (2.6) implies for ζ € sf and C(ζ) = 0, | ζ | -> + 00 implies | Im ζ | -> + 00, one can use Lemma 2.1 to take the limit in (2.6) to obtain for some M > 0. This completes the proof. We conclude this section with the proof of Lemma 2.1 which relies on the elimination theorem due to Seidenberg.
Proof of Lemma 2.1. One obviously sees that (2) implies (1). So we prove (1) implies (2). First note that there exist constants d > 0 and 7χ > 0 both positive such that J^ contains all ζ e C n such that (2.7)
Indeed, let Ύ 1 and C λ be as in Theorem (H). Let τ be real, then
This implies that P(ζ, τ) Φ 0. Thus P(ζ, τ) = 0 has no real roots if (2.7) holds. Hence the number of roots of P(ζ, τ) -0 with positive imaginary parts in constant in each component of the set defined by 2.7. Now let A be the set of point in a Euclidean space whose entries are respectively: Re ζ, Im ζ, r, t, Re r^ζ), , Re τ μ (ζ), Im τ^ζ), , Imτ^(ζ), the real and imaginary parts of the coefficients of k ζ (τ), Qι{ζ, ?), "', Qμ{ζ> ?")• The set of points A satisfies the following set of polynomial equations and inequalities:
The set A is thus a semi-algebraic set (see Treves [12] ). To A we apply the projection p: x e A -• (Re ζ, r, £, Im ζ). We obtain a set JS which is semi-algebraic (Seidenberg-Tarski theorem). In fact, the set B satisfies the equations and inequalities |Reζ| 2 = 4> llmζl 2^, *>0, r>0. r|Re C|=l
We apply to the set B the projection GEVREY CLASSES AND HYPOELLIPTIC 9 (Reζ,r f ί,Imζ) >(r,t).
Again using the Seidenberg-Tarski theorem, its image, C, is semialgebraic. Now since [Imζί" 1 reaches its maximum on r | Re ζ | = 1 for 0 < r < r 0 , the point (r, t{r)) belongs to C. In fact, for 0 < r 1 < r 0 , £(r x ) is the maximum of t on the intersection of C with the "vertical" line r = r x in the (r, ί)-plane. This shows that when r varies in an open interval (0, r 0 ) the point (r, ί(r)) varies on the boundary of C. Observe also that t{r) is a continuous function of r in (0, r 0 ). Now C being semi-algebraic, is a finite union of sets G h j -1, •••,&, each one of these being defined by a finite set E, of polynomial equations and polynomial inequalities. Now for at least one C ό containing (r, t(r)), the set of equations E ό must be nonempty. Otherwise (r, ί(r)) couldn't lie on the boundary of C, but would lie in its interior. So, there is a finite number of polynomials Q u , Q s in two variables with real coefficients, such that for every r in (0, r 0 ) there is a least one index i, 1 ^ i ^ s, such that We see immediately that G 0 (ζ, ί) satisfies P(ζ, A)(?o(C, t) = That is, G 0 (ζ, ί) is a fundamental solution for the differential operator P(ζ, A) when | ζ | > M. We modify (? 0 (ζ, ί) to get a fundamental solution G(ζ, ί) of P(ζ, A) which satisfies
If one chooses the constant M > 0 such that P(ζ, τ) =£ 0 and C(ζ) ^ 0 when \ζ\ > M (which can be done by hypothesis), then using Theorem 1.2 of Hδrmander [8] P. 232, G(ζ, t) is given by
and the numerator is the determinant of the μ x μ matrix obtained from (Q fc (ζ, τv(ζ))), k, j = 1, , μ by replacing the V th row by
We have the following lemma (see Hormander [8] p. 233). 
C(ζ) -R(k ζ ; Q£ζ 9
Since one can assume d is rational, E is a semi-algebraic set. (Treves [12] ). 
Proof. 1. Since P is d-hypoelliptic 2. Let F u -•', F μ be analytic functions of a complex variable τ and define
where τ L , , τ μ are the roots of P(τ 9 ζ) with positive imaginary parts. It can be shown (Barros-Neto [4] , [5] , Hormander [8] ), that
where K denotes the convex hull of the zeros τ u --, τ μ .
It follows from (3.3) that

DlHχζf t) =
It follows from 3.7 that:
The numerator is not greater than the sum over 1 <^ σ 1 < «« < Gμ ^ [* of a product of factors of the form and Qi7(ζ f r(ζ)) , O^r^μ-l.
By using Leibnitz's formula, Lemmas 3.3 and 3.6, the first is bounded in absolute value by where C and C ι and constants depending on σ.
By using Lemma 3.3 the second is easily bounded by a power of |ζ|. Finally using Lemma 3.2 one gets 3.5.
Inequality 3.4 is proved similarly, the only difference is the use of Lemma 3.1 to take care of the term G 0 (ζ, t) . define tempered distributions. Hence we define
where ^f 1 denotes the inverse Fourier transformation wit hrespect to the <f-variable only. It is a simple matter to verify that K 0 (x, t), KAx, t) satisfy 1.3 and 1.4 in the sense of distributions.
To show
-{0}), one needs the following lemmas. Let q = (gΊ, , ? Λ ) be an w-tuple of nonnegative integers consider the integral:
This splits into the sum of the following integrals: Assuming 7 2 is an integer, as one may, and choosing | q |^such that
one can use Euler's gamma function,
to estimate ] q \! Accordingly, to every ώ ^ 1 and x an integer and α a constant, it is easy to prove that there is a constant C > 0 such that
with C independent of x.
Using this fact and condition 3.14 on \q\ one obtains are polynomials in D of degree σ -j. We shall prove that there exists positive constants G, M such that for any compact subset
^ for all β and p, where C and M depend only on K and σ but not on p and β. Note that (3.21) is obviously true for all 0 <£ β <: σ -1 in view of (3.19 Proof. Let ^ be a compact subset of V and let ^ be a relatively compact open subset such that ^a^cz^ciV.
Let a e C o°°( V) be such that a = 1 in ^. Write 
