Abstract-Usually, it is difficult to determine the weight distribution of an irreducible cyclic code. In this paper, we discuss the case when an irreducible cyclic code has the maximal number of distinct nonzero weights and give a necessary and sufficient condition. In this case, we also obtain a divisible property for the weight of a codeword. Further, we present a necessary and sufficient condition for an irreducible cyclic code with only one nonzero weight. Finally, we determine the weight distribution of an irreducible cyclic code for some cases.
{(T r r/q (β), T r r/q (βθ), · · · , T r r/q (βθ n−1 )) : β ∈ GF (r)} is called an irreducible cyclic [n, m 0 ] code, where T r r/q is the trace function from GF (r) onto GF (q) and m 0 = dim GF (q) (GF (q)(θ)) [6] . Then m 0 |m. Generally, m 0 = m is satisfied. Hence, we just consider the case m 0 = m in this paper. The weight distribution of C(r, N ) attracts much interest. Generally, it is difficult to determine the weight distribution [14] . For any β ∈ GF (r) * , the Hamming weight of any codeword c(β) = (T r r/q (β), T r r/q (βθ), . . . , T r r/q (βθ n−1 ))
in the code C(r, N ) can be represented by a linear combination of Gauss sums via Fourier transform [15] , [16] , [17] . Hence, Gauss sums can be used to analyze the weight distribution of the irreducible cyclic codes. Some main results on the weight distribution are list here.
• Let N |(q j + 1), where j| m 2 . This is called the semiprimitive case [2] , [4] , [15] . Then C(r, N ) is a two weight code.
• Let N be a prime satisfying N ≡ 3 (mod 4) and ord N (q) = (N − 1)/2. Baumert and Mykkeltveit [3] determined the corresponding weight distribution. • Let N = 2. Baumert and McEliece [2] gave the corresponding weight distribution.
• Let N = 3, 4, Ding [5] determined the weight distribution.
• Let N 2 = 1, 2, Ding [5] determined the weight distribution.
Schimidt and White [20] got necessary and sufficient conditions for an irreducible cyclic code having at most two weights. This paper considers two other cases. One is that a irreducible cyclic code has the maximal number of distinct nonzero weights; the other is that a irreducible cyclic code has only one nonzero weight. More results on the weight distribution can be found in [1] , [8] , [12] , [18] , [20] , [22] .
In this paper, we simplify the formula of wt(c(β)) [5] , which is represented by Gauss periods. From the simplified formula, we find that determining the weight distribution of C(r, N ) is equivalent to determining the weight distribution of C(r, N 2 ). Further, determining the weight distribution of C(r, N ) is reduced to the factorization of ψ * (N2,r) (X). From cyclotomic fields and Stickelberger theorem on Gauss sums, We present a necessary and sufficient condition for an irreducible cyclic code having the maximal number of different nonzero weights and obtain a divisible property of the weight of a codeword. Then we generalize the results of Ding [5] to cases N 2 = 3, 4 and give the necessary and sufficient conditions for a code with only one nonzero weight. Finally, we present the weight distributions of the irreducible cyclic codes for cases N = 5, 6, 8, 12.
II. PRELIMILARIES For determining the weight distribution, we first recall cyclotomic classes, Gauss sums and reduced period polynomials,
The definition of cyclotomic classes of order
, we let i(β) = i.
The Gauss periods are
where
, then η
A. Gauss sums
In this subsection, we introduce some knowledge on Gauss sums [13] .
Let χ : GF (r) * → C * be a character of GF (r) * , where C is the complex field. Then a Gauss sum is defined by
For any c 2 (β) ∈ C(r, N 2 ), we have the following McEliece's identity [16] wt(c 2 (β)) = q − 1
To determine wt(c 2 (β)), we can utilize properties of the Gauss sum g(χ).
Given an integer t, let ζ t = exp(2πi/t). Let ℘ be a prime ideal of Q(ζ r−1 ) over p and ℘ is a prime ideal of
Note that all the r − 1-th root of unity are different module ℘. Then we have the following isomorphism [23] 
From Stickelberger's theorem [21] , we have
Further, we have the following relation from Lang [10] , [11] 
Some results on the factorization of some reduced period polynomials are listed here. 
Lemma 2.3: Let 4|
r−1 p−1 . We have the following results on the factorization of ψ * (4,r) (X). (a) If p ≡ 1 (mod 4), then 4|k, and
where u and v are given by p k/2 = u 2 +4v 2 , u ≡ 1 (mod 4) and gcd(u, p) = 1. (b) If p ≡ 3 (mod 4), then 2|k, and
C. The factorization of ψ * (5,r)
In order to describe the explicit factorization of the quintic period polynomials for finite fields, we require to discuss integer solutions of Dickson's system.
Let σ be a non-singular linear transformation of order 4.
Then we have the following lemma for the explicit factorization of period polynomials [9] . 
where (x, w, v, u) is the integer solution of Dickson's system satisfying the condition p ∤ (x 2 − 125w 2 ) and
To determine the factorization of the reduced period polynomial ψ * (N,r) for cases N = 6, 8, 12 [7] , we need to introduce some notations.
Let G := α r−1 q−1 and Z be the least positive integer satisfying
When p ≡ 1 (mod 3). Then there exist two unique integers r 3 and s 3 satisfying 4p = r 
Let λ = (r 3 + i √ 3s 3 )/2 and a sequence related to λ be
When the prime p ≡ 1 (mod 4), there exist two unique integers a 4 and b 4 satisfying
(mod p).
Then we can define π = a 4 + ib 4 and sequences related to π.
When p ≡ 1 (mod 8), there exist two unique integers a 8 and
When p ≡ 3 (mod 8), there exist two unique integers a 8 and
For the two cases, we define σ = a 8 + ib 8 √ 2 and sequences related to σ.
Lemma 2.5: Let 6|
r−1 p−1 . We have the following results on the factorization of ψ * (6,r) (X). (a) If p ≡ 1 (mod 6), then 6|k and
where η * (6,r) j 
where η * (8,r) j
, then 4|k and
where 
, then 6|k and
where η * (12,r) j is defined as follows: If j is odd, η * (12,r) j
III. SOME GENERAL RESULTS ON THE WEIGHT

DISTRIBUTION
To discuss the weight distribution, we first consider
Then wt(c(β)) = n − Z(r,β)−1 N . For Z(r, β), we have the following formula [5] .
For the simplification of this formula, we introduce some lemmas.
Lemma 3.1: We use the assumptions and notations above,
are subgroups of the cyclic group GF (r) * , where 
= ∅, there exists two integers a and b satisfying α
Hence
Then we have
We first prove that n i ≥ n 0 . All the elements in GF (q) * ∩ C (N,r) 0 are denoted by
. Take
, where z 1 ∈ GF (q) *
Thus, we have n i ≥ n 0 . We now prove n 0 ≥ n i . All the elements in GF (q) * ∩ C (N,r) i are denoted by
. Hence
Thus, we have n 0 ≥ n i . Then we have
i−i(β) ) and Lemma 3.1, we can have in the code C(r, N ) is
Proof: The Hamming weight of c(β) is
Note that
). From Lemma 3.2 and Lemma 3.3, we have
N .
Theorem 3.5:
Let the factorization of the reduced period polynomial ψ * (N2,r) be ψ *
where e i ≥ 1 and e 1 + · · · + e t = N 2 , then C(r, N ) is a [(r − 1)/N, m] code and its weight distribution is
Proof: From Theorem 3.4 , this theorem follows directly.
Sometimes we also use the weight list
and its corresponding weight distribution frequency
to describe the weight distribution. , they are algebraic integers. Then from Theorem 3.4, they are rational. Hence, they are integers and ψ * (N2,r) can be completely factorized over the rational field.
Theorem 3.7: C(r, N ) is a code with only one nonzero weight if and only if N 2 = 1.
Proof: When N 2 = 1, C(r, N ) is obviously a code with only one nonzero weight.
We now prove that C(r, N ) has at least two nonzero weights if N 2 > 1. Then we just need to prove η 
, then we have
is an integer. Then this theorem follows.
From Theorem 3.5, C(r, N ) have at most N 2 distinct nonzero weights. The following theorem gives a necessary and sufficient condition. Proof: Suppose C(r, N ) has N 2 distinct nonzero weights.
We now prove that if p ≡ 1 (mod N 2 ), C(r, N ) has the maximal number N 2 of distinct nonzero weights. Then we require to prove c 2 (ζ mod ℘) are all distinct. From the definition of ω, the character χ satisfying χ N2 = 1 can be represented by
Hence, from (3)
.
As a result,
Since
Then the number of distinct nonzero wt(c 2 (β)) is N 2 . This theorem is proved. From Theorem 3.8, we can get a divisible property of a nonzero codeword in C(r, N ). Theorem 3.9: Let p ≡ 1 (mod N 2 ) and β ∈ GF (r) * , then q m N 2
−1 wt(c(β)).
Proof:
Then this theorem can be obtained obviously from (4) in the proof of Theorem 3.8. 
IV. THE WEIGHT DISTRIBUTIONS IN CASES
Proof: From Theorem 3.5 and (b) in Lemma 2.2, this theorem follows immediately.
Theorem 4.5: Let N 2 = 4 and p ≡ 1 (mod 4), then k ≡ 0 (mod 4) and C(r, N ) is a [(r −1)/N, m] code with the weight distribution
where u and v satisfy p k/2 = u 2 + 4v 2 , u ≡ 1 (mod 4) and gcd(u, p) = 1.
Proof: From Theorem 3.5 and (a) in Lemma 2.3, this theorem follows immediately. 
and the weight distribution frequency
Proof: From Theorem 3.5 and (a) in Lemma 2.4, this theorem follows immediately. Proof: This theorem is the semi-primitive case in [2] .
Example
Example Let q = 7 2 and let m = 2. Then the set C(r, 5) is a [480, 2, 432] code over GF ( 7 2 ) with the weight distribution 
Proof: This theorem follows immediately from Ding [5] for the case N 2 = 2.
Example Let q = 7 and let m = 2. Then the set C(r, 6) is a [8, 2, 6 ] code over GF (7) with the weight distribution
+ 24x
6 + 24x 
Proof: This theorem is the semi-primitive case in [2] . 
Proof: This theorem follows immediately from the proof in Theorem 4.5. 
Example
