Categorification of Virasoro-Magri Poisson vertex algebra by Kang, Seok-Jin & Suh, Uhi Rinn
ar
X
iv
:1
50
2.
02
74
5v
1 
 [m
ath
.R
T]
  1
0 F
eb
 20
15
CATEGORIFICATION OF VIRASORO-MAGRI
POISSON VERTEX ALGEBRA
SEOK-JIN KANG1 AND UHI RINN SUH2
Abstract. Let Σ be the direct sum of algebra of symmetric groups CΣn, n ∈ Z≥0.
We show that the Grothendieck group K0(Σ) of the category of finite dimensional
modules of Σ is isomorphic to the differential algebra of polynomials Z[∂nx |n ∈
Z≥0]. Moreover, we define m-th products (m ∈ Z≥0) on K0(Σ) which make the
algebra K0(Σ) isomorphic to an integral form of the Virasoro-Magri Poisson vertex
algebra. Also, we investigate relations between K0(Σ) and K0(N) where K0(N)
is the direct sum of Grothendieck groups K0(Nn), n ≥ 0, of finitely generated
projective Nn-modules. Here Nn is the nil-Coxeter algebra generated by n − 1
elements.
Introduction
A Poisson vertex algebra (PVA) arises in mathematical physics as the underlying
algebraic structure of the classical field theory. Also it is connected to other alge-
braic structures in mathematical physics. For example, it is a quasi-classical limit
of a family of vertex algebras, which can be seen as the algebraic structure appear-
ing in the 2-dimensional conformal field theory. Moreover, PVAs with Hamiltonian
operators are chiralizations of Poisson algebras which are related to the classical me-
chanics. Here the chiralization implies a Poisson algebra of finite algebraic dimension
is connected to a PVA of infinite algebraic dimension. (See [7].)
In [11], Zhu constructed the maps called the Zhu maps which relates an associative
algebra ZhuH(V ) to a vertex algebra V with a Hamiltonian operator H . He proved
that there is a one-to-one correspondence between irreducible positive energy mod-
ules over a vertex algebra V and irreducible modules over the Zhu algebra ZhuH(V ).
Analogously, De Sole and Kac [3] took the quasi-classical limit of the Zhu map and
obtained the (classical) Zhu map which associates a Poisson algebra ZhuH(V) to a
PVA V with a Hamiltonian operator H . Hence, from the point of view of represen-
tation theory, the Zhu map is a reasonable finitization map from a PVA to a Poisson
algebra. Thus we consider a PVA as a chiralization of its Zhu algebra. The simplest
example of Zhu algebras is ZhuH(V) = C[x], where V is the Virasoro-Magri PVA and
H = L0 for an energy momentum field L ∈ V.
1This work was supported by NRF Grant # 2014-021261 and NRF Grant # 2010-0010753.
2This work was supported by NRF Grant # 2014-021261.
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On the other hand, Khovanov [8] showed that the direct sum of Grothendieck
groups of finitely generated projective modules of the nil-Coxeter algebras is iso-
morphic to the polynomial algebra Z[x]. More precisely, let Nn, n ∈ Z≥0, be the
nil-Coxeter algebra generated by n− 1 elements and let K0(Nn) be the Grothendieck
group of the category Nn-pmod of finitely generated projective modules over Nn.
Then K0(N) =
⊕
n≥0K0(Nn) is isomorphic to Z[x]. Moreover, he showed that the
induction and restriction functors on the direct sum
⊕
n≥0Nn-mod of categories of
finitely generated left Nn-modules categorify the polynomial representation of the
Weyl group. (See Section 3.)
Our natural question is how to categorify Virasoro-Magri PVA V, a chiralization
of the polynomial algebra. Let Σn be the symmetric group on n letters and set
Σ =
⊕
n≥0CΣn. We denote by K0(Σ) the Grothendieck group of the category of
finitely generated projective modules over Σ. The main result of this paper shows
that K0(Σ) is isomorphic to VZ as PVA, where VZ is the integral form of V defined
in Remark 2.6 (2) (Theorem 4.8).
Recall that the nil-Coxeter algebra is a degenerate homogenous version of the sym-
metric group algebra. Another main result of this paper is difference of these two
algebras becomes manifest through the Zhu map between Virasoro-Magri PVA and
the polynomial algebra C[x].
Our paper is organized as follows. In Section 1, we review the notion of vertex
algebras and the state-field correspondence. In Section 2, we give an explicit descrip-
tion of a PVA as the quasi-classical limit of a family of vertex algebras. We also
explain the Zhu maps and Poisson algebra structures on Zhu algebras. In Section 3,
we review the representation theory of symmetric groups and nil-Coxeter algebras.
Our main results are included in Section 4 and Section 5. In Section 4, we prove that
the category of finitely generated projective modules over Σ provides a categorifica-
tion of Virasoro-Magri PVA. In Section 5, we describe the relation between K0(N)
and K0(Σ). The PVA structure on K0(Σ)C induces a Poisson algebra structure and
a differential algebra structure on K0(N)C, and the differential algebra structure on
K0(Σ) induces that of K0(N). Moreover, using the state-field correspondence, we
give a realization of the quantization of K0(Σ) in terms of linear operators on K0(N).
1. Vertex algebras
A main ingredient of this paper is the notion of Poisson vertex algebras, which can
be understood as quasi-classical limits of family of vertex algebras.
Definition 1.1. [7] Let V be a vector space over C.
(i) A quantum field on V is
Φ(z) =
∑
n∈Z
Φ(n)z
−n−1,
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where Φ(n) ∈ EndV and Φ(n)v = 0 for all but finitely many n > 0.
(ii) Let |0〉 be an element in V , ∂ be an endomorphism of V and F be a set of
quantum fields. A quadruple (V, |0〉 , ∂,F) is a pre-vertex algebra if it satisfies:
(a) (vaccum) ∂ |0〉 = 0;
(b) (translational covariance) [∂,Φ(z)] = d
dz
Φ(z);
(c) (completeness) Φαs(ns) · · ·Φ
α1
(n1)
|0〉 spans V , where Φαi ∈ F , ni ∈ Z, i =
1, · · · , s;
(d) (locality) for any Φα,Φβ ∈ F , there exists a non-negative integer Nα,β such
that (z − w)Nα,β [Φα(z),Φβ(w)] = 0.
For each pre-vertex algebra (V, |0〉 , ∂,F), let F˜ be the set of all translational co-
variant quantum fields on V and let F be the maximal subset of F˜ containing F such
that F satisfies the locality condition.
Proposition 1.2. [7]
(a) There is a bijective linear map
s : V → F , a 7→ a(z),
whose inverse is given by
a = a(z) |0〉 |z=0 = a(−1) |0〉 .
(b) We have
(1.1)
s(|0〉) = idV , s(∂
ja) = ∂jza(z), where ∂z =
d
dz
,
∂j a = ∂jz a(z) |0〉 |z=0 = j! a(−j−1) |0〉 for j ∈ Z≥0.
The map s is called the state-field correspondence.
Since the set of quantum fields is not closed under multiplication, we use the nor-
mally ordered product : :. The normally ordered product of two quantum fields a(z)
and b(z) in F is defined by
(a(z), b(z)) 7→: a(z)b(z) : = a(z)+b(z) + b(z)a(z)−,
where
a(z)+ =
∑
n<0
a(n)z
−n−1 and a(z)− =
∑
n≥0
a(n)z
−n−1.
Then : a(z)b(z) : is again a quantum field in F . The corresponding state of the
normally ordered product between a(z) and b(z) is
s−1(: a(z)b(z) :) = a(−1)b
and we denote a(−1)b by : ab :.
Definition 1.3. [7] A vertex algebra is a quadruple (V, |0〉 , ∂,F), where (V, |0〉 , ∂,F)
is a pre-vertex algebra and F is obtained from F by the state-field correspondence
s : V → F .
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One of the most important examples of a vertex algebra arises from Virasoro alge-
bra. Recall that Virasoro algebra is the Lie algebra V ir =
⊕
n∈ZCLn⊕CC endowed
with the bracket
[Lm, Ln] = (m− n)Lm+n + δm+n,0
1
12
(m3 −m)C, [V ir, C] = 0.
Remark 1.4. In V ir/CC, we may identify Lm with the operator x
−m+1 d
dx
: C[x]→
C[x]. Indeed, we have
[x−m+1
d
dx
, x−n+1
d
dx
] = (m− n)x−m−n+1
d
dx
.
Let U = U(V ir) be the universal enveloping algebra of V ir and let I be the left
ideal of U generated by (V ir)≥−1 :=
⊕
j≥−1CLj . Set V = U/I. Using the Leibniz
rule, we can define a linear operator ∂ on V by
L−n 7→ (n− 1)L−n−1 (n ≥ 2).
Take F = {C, L(z) =
∑
n≥2 L−nz
n−2} to be the set of quantum fields on V , where
the commutation relations on F are induced by those of V ir. Then the (V, 1, ∂,F) is
a pre-vertex algebra. For any c ∈ C, Vc := V
/
(C−c)V has a vertex algebra structure
induced from V . By the completeness, Vc is spanned by
L−j1−2 · · ·Ljs−2 |0〉 , where s ≥ 0, j1 ≥ · · · ≥ js ≥ 0.
The vertex algebra Vc is called the universal Virasoro vertex algebra with central
charge c [7].
For the universal Virasoro vertex algebra, the state-field correspondence is
s(Lj1−2 · · ·L−js−2 |0〉) =: ∂
(j1)
z L(z) · · · ∂
(js)
z L(z) : where ∂
(j) =
1
j!
∂j
and
: a1(z)a2(z) · · · as(z) := (: a1(z)(: a2(z) : · · · (: as−1(z)as(z) :) · · · :) :)
for ai ∈ V , 1 ≤ i ≤ s.
We now introduce an alternative definition of vertex algebras which is equivalent
to the previous one. We first recall the definition of differential algebras and Lie
conformal algebras [7].
Definition 1.5.
(i) A unital associative algebra A is called a differential algebra if it has a linear
operator ∂ : A→ A such that ∂(a · b) = ∂a · b+ a · ∂b.
(ii) A Lie conformal algebra (R, [ λ ]) is a C[∂]-module endowed with a linear map
[ λ ] : R⊗ R→ R[λ]
for each formal variable λ, called the λ-bracket, satisfying the following proper-
ties:
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(a) (sesqui-linearity) [∂aλb] = −λ[aλb], [aλ∂b] = (λ+ ∂)[aλb],
(b) (skew-symmetry) [bλa] = −[a−λ−∂b],
(c) (Jacobi identity) [aλ[bµc]] = [[aλb]λ+µc] + [bµ[aλc]].
Write
[aλb] =
∑
n∈Z≥0
λn
n!
cn ∈ R[λ]
and define a(n)b = cn for n ∈ Z≥0. So a Lie conformal algebra is endowed with
infinitely many products a(n)b, the n-th product of a and b, indexed by Z≥0.
On a vertex algebra V , we consider the λ-bracket [ λ ] and the normally ordered
product : : such that
[aλb] = Resze
λza(z)b =
∑
n≥0
λn
n!
(a(n)b)
and : ab := a(−1)b. Since we have
:
(∂ja)b
j!
:= a(−j−1)b,
the λ-bracket determines all non-negative n-th products on V and the normally or-
dered product determines all negative n-th products on V . In this way, we get an
alternative definition of a vertex algebra via λ-brackets and normally ordered prod-
ucts.
Definition 1.6. [1] The quintuple (V, |0〉 , ∂, [ λ ], : :) is a vertex algebra if
(1) (V, ∂, [ λ ]) is a Lie conformal algebra,
(2) (V, |0〉 , ∂, : :) is a differential algebra with strong
quasi-commutativity; i.e.,
: a (: bc :) : − : b (: ac :) :=
∑
n≥0
:
(
(−∂)n+1
(n+ 1)!
a(n)b
)
c : for a, b, c ∈ V,
(3) the normally ordered product and the λ-bracket are related by non-commutative
Wick formula; i.e.,
[aλ(: bc :)] =: [aλb]c : + : b[aλc] : +
∫ λ
0
[[aλb]µc]]dµ for a, b, c ∈ V,
where
∫ λ
0
Aµndµ = 1
n+1
λn+1A for A ∈ V [λ].
Example 1.7.
(1) Let R = C[∂]⊗ L⊕ CC be a C[∂]-module such that ∂C = 0 and define
[LλL] = (∂ + 2λ)L+ Cλ
3, [CλR] = 0.
Then it can be extended to a λ-bracket on R by sesqui-linearity and we obtain
a Lie conformal algebra structure on R, the Virasoro Lie conformal algebra.
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(2) Let V be the vector space spanned by
: ∂(j1)L · · ·∂(js)L : for s ≥ 0, j1, · · · , js ∈ Z≥0
and define the λ-bracket by
[LλL] = (∂ + 2λ)L+ cλ
3 for some c ∈ C.
Then V is the universal Virasoro vertex algebra with central charge c.
2. Poisson vertex algebras
Let (Vǫ, |0〉ǫ , ∂ǫ, [ λ ]ǫ, : :ǫ) be a family of vertex algebras such that (i) Vǫ is a free
C[ǫ]-module, (ii) [Vǫ, Vǫ] ⊂ ǫVǫ[λ]. We review several notions introduced in [7].
Definition 2.1. The quasi-classical limit of (Vǫ, |0〉ǫ , ∂ǫ, [ λ ]ǫ, : :ǫ) is the quintuple
(V, 1, ∂, { λ }, · ), where
(1) V = Vǫ
/
ǫVǫ,
(2) 1 = |0〉+ ǫVǫ,
(3) ∂ and · are induced by ∂ǫ and : :ǫ,
(4) {(a+ ǫVǫ)λ(b+ ǫVǫ)} = [aλb] + ǫVǫ for a, b ∈ Vǫ.
Definition 2.2. The quintuple (V, 1, ∂, { λ }, ·) is called a Poisson vertex algebra (or
PVA for brevity) if it satisfies the following conditions:
(1) (V, ∂, 1, ·) is a commutative differential algebra.
(2) (V, ∂, { λ }) is a Lie conformal algebra.
(3) The Leibniz rule {aλbc} = b{aλc}+ c{aλb} holds for all a, b, c ∈ V.
One can check that the quasi-classical limit (V, 1, ∂, { λ }, · ) of (Vǫ, |0〉ǫ , ∂ǫ, [ λ ]ǫ, : :ǫ)
is a Poisson vertex algebra.
Let V be the universal Virasoro vertex algebra with central charge c ∈ C and let
Vǫ = V [ǫ] be the family of vertex algebras endowed with the λ-bracket
[LλL]ǫ = ǫ[LλL].
We now introduce the main subject of this paper.
Definition 2.3. The classical limit V of the family of universal Virasoro vertex alge-
bras Vǫ is called the Virasoro-Magri Poisson vertex algebra with central charge c.
By the definition, we have V = C[∂nL | n ∈ Z≥0] and
{LλL} = (∂ + 2λ)L+ cλ
3,
which is extended to the λ-bracket on V by the sesqui-linearity and the Leibniz rule.
In general, we have the following master’s formula.
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Proposition 2.4. [2] Let I be an index set and let V = C[u(n)i |n ∈ Z≥0, i ∈ I] be the
algebra of differential polynomials where u
(n)
i = ∂
nui (n ≥ 0, i ∈ I).
If V is a Poisson vertex algebra, then the following formula holds:
{fλg} =
∑
i,j∈I,m,n∈Z≥0
∂g
∂u
(n)
j
(λ+ ∂)n{ui λ+∂uj}→(−λ− ∂)
m ∂f
∂u
(m)
i
for f, g ∈ V,
where { λ+∂ }→ means the differential ∂ arising from the bracket acts on the right;
i.e,
{aλ+∂b}→C =
∑
n≥0 a(n)b
(λ+∂)n
n!
C 6=
∑
n≥0
(λ+∂)n
n!
a(n)bC, a, b, C ∈ V.
Proof. It directly follows from the sesqui-linearity and the Leibniz rule. 
Example 2.5. Let V be the Virasoro-Magri Poisson vertex algebra. Then we have
{∂mLλ∂
nL} = (∂ + λ)n{Lλ+∂L}→(−∂ − λ)
m = (∂ + λ)n{LλL}(−λ)
m
=
n∑
i=0
(
n
i
)
λi∂n−i(∂ + 2λ)L(−λ)m + λn+m+3(−1)mc.
Hence the j-th products (j ∈ Z≥0) of ∂
mL and ∂nL are given by
(∂mL)(j)(∂
nL) =

2(m+ n + 1)!L for j = m+ n+ 1,
(m+ n + 3)! c for j = m+ n+ 3,
j!
((
n
j−m
)
+ 2
(
n
j−m−1
))
∂n−j+1L for j = m+ 1, . . . , m+ n,
m! ∂n+1L for j = m,
0 otherwise.
In general, if we set ln := ∂
nL, then
(2.1){∏s
i=1 lmi λ
∏t
j=1 lnj
}
=
∑
1≤p≤s
1≤q≤t
(∏
j 6=q lnj
)
(λ+ ∂)nj{Lλ+∂L}(−λ− ∂)mi
(∏
i 6=p lmi
)
.
By a direct calculation, one can verify that
(lm1 · · · lms)(n)(ln1 · · · lnt) = n! cn,
where cn ∈ V is the coefficient of λn in (2.1).
Remark 2.6.
(1) Let VZ be an integral form of the Virasoro-Magri PVA V. If {VZ λVZ} ⊂ VZ[λ],
then we say that λ-bracket is well-defined on VZ.
(2) If the central charge c ∈ Z, then the λ-bracket is well-defined on the integral
form VZ = Z[∂
nL|n ∈ Z≥0].
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In the rest of this section, we will investigate the relation between Poisson alge-
bras and Poisson vertex algebras. For this purpose, we first introduce the notion of
Hamiltonian operators on Poisson vertex algebras.
Definition 2.7. Let V be a PVA. A Hamiltonian operator on V is a diagonalizable
linear operator such that
H(a(n)b) = (Ha)(n)b+ a(n)Hb− (n + 1)a(n)b for all a, b ∈ V.
For an eigenvector a of H , we denote its eigenvalue by ∆a and we call it the
conformal weight of a.
A main source of a Hamiltonian operator is an energy momentum field L; i.e., L
satisfies
(1) {LλL} = (∂ + 2λ)L+
c
12
λ3,
(2) L−1 = ∂,
(3) L0 is a diagonalizable operator.
Then L0 is a Hamiltonian operator. (Here, by convention, we denote Ln = L(n+1)
(n ∈ Z).
The Poisson vertex algebras with Hamiltonian operators can be considered as chi-
ralizations of Poisson algebras. In other words, the λ-brackets and the multiplications
of these Poisson vertex algebras induce Poisson brackets and the multiplications of
corresponding Poisson algebras.
Let V be a Poisson vertex algebra with a Hamiltonian operator H . Consider the
vector space V~ := V[~] endowed with the C[~]-linear commutative associative product
· induced from V. We define the C[~]-bilinear ~-bracket on V~ by
{a, b}~ =
∑
j∈Z≥0
(
∆a − 1
j
)
~
ja(j)b for a, b ∈ V.
Let J~ be the C[~]-submodule of V~ generated by
(∂ + ~H)a · b (a, b ∈ V).
Then we have
∂(n)a ≡ ~n
(
−∆a
n
)
a modJ~
and the following theorem holds.
Theorem 2.8. [3] The submodule J~ is a two-sided ideal of V~ with respect to the
commutative associative product · and the ~-bracket { , }~.
Hence V~/J~ is a Poisson algebra endowed with the product · and the bracket { , }~.
By specializing ~ = c for some c ∈ C, we get a Poisson algebra V/J~=c. In particular,
when c = 1, the algebra is called the H-twisted Zhu algebra.
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Definition 2.9. [3] Let V be a Poisson vertex algebra with a Hamiltonian operator
H . Then the Poisson algebra ZhuH(V) := V/J~=1 is called the H-twisted Zhu algebra
of V.
As can be seen in the following proposition, the Zhu algebras have a simple de-
scription under some reasonable restrictions.
Proposition 2.10. [3] Let R be a Lie conformal algebra (or a central extension of a
Lie conformal algebra) and let S(R) be the Poisson vertex algebra endowed with the
λ-bracket which is defined by that of R and the Leibniz rule.
If V = S(R) has a Hamiltonian operator H, then ZhuHV ≃ S(R/∂R) as Poisson
algebras, where the Poisson bracket on S(R/∂R) is defined by
{a + ∂R, b+ ∂R} = {aλb}|λ=0 + ∂R for a, b ∈ R
and the Leibniz rule.
Remark 2.11. Let P be a Poisson algebra and let PZ be an integral form of P . If
{PZ, PZ} ⊂ PZ, then we say that the Poisson bracket on PZ is well-defined.
3. Symmetric groups and nil-Coxeter algebras
In this section, we briefly review the representation theories of symmetric groups
and nil-Coxeter algebras. We first recall the definition of Young diagrams and Young
tableaux.
Definition 3.1. Let n be a non-negative integer.
(1) A partition of n is a sequence λ = (λ1, λ2, . . . , λl) of positive integers such that
λ1 ≥ λ2 ≥ · · · ≥ λl > 0 and λ1 + λ2 + · · ·+ λl = n. When λ is a partition of
n, we write λ ⊢ n.
(2) A Young diagram Y λ for a partition λ = (λ1, λ2, . . . , λl) ⊢ n is a collection of n
boxes arranged in left-justified rows with λi boxes in the i-th row (i = 1, . . . , l).
We often identify the partition λ with its Young diagram Y λ.
(3) A standard Young tableau of shape λ is an assignment of 1, 2, . . . , n to each
box of Y λ such that the entries in each row and column are strictly increasing
from left to right and from top to bottom.
Let Σn be the symmetric group on n letters and let CΣn be its group algebra.
For each partition λ ⊢ n, we denote by Sλ the C-vector space with basis consisting
of standard tableaux of shape λ. Then Sλ is a simple Σn-module, called the Specht
module. Moreover, we have the following theorem (cf. [6, 9]).
Theorem 3.2. Two Specht modules Sµ and Sν are isomorphic if and only if µ = ν.
Moreover, the set of Specht modules {Sµ |µ ⊢ n} is a complete list of mutually non-
isomorphic irreducible representations of Σn.
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We denote by Σn-mod the category of finite dimensional Σn-modules. Consider the
induction and restriction functors given below.
Indn+1n : Σn-mod→ Σn+1-mod, M 7→ CΣn+1 ⊗CΣn M,
Resn+1n : Σn+1-mod→ Σn-mod, N 7→ CΣn+1 ⊗CΣn+1 N.
These functors can be visualized by the following proposition (cf. [6, 9]).
Proposition 3.3 (Branching rules). For each partition λ ⊢ n, the induction and
restriction functors yield the following decompositions:
Indn+1n (S
λ) =
⊕
✷
Sλ←✷, Resn+1n (S
λ) =
⊕
✷
Sλ→✷,
where λ ← ✷ denotes a Young diagram with (n + 1)-boxes obtained by adding a box
to λ and λ → ✷ is a Young diagram with (n − 1)-boxes obtained by removing a box
from λ.
3.1. The representation theory of nil-Coxeter algebras. We refer to the paper
of Khovanov [8] and the survey paper by Savage [10] for the detailed proof of propo-
sitions and theorems in Section 3.1. Recall the symmetric group Σn is generated by
simple transpositions si, i = 1, · · · , n− 1 with defining relations
(3.1)
s2i = id for i = 1, · · · , n− 1,
sisj = sjsi for i, j = 1, · · · , n− 1 such that |i− j| ≥ 2,
sisi+1si = si+1sisi+1 for i = 1, · · · , n− 2.
If we replace the first relation by s2i = 0, we get another algebra Nn called the
nil-Coxeter algebra.
Definition 3.4. A nil-Coxeter algebra Nn is generated by ni, i = 2, · · · , n− 1 with
defining relations
(3.2)
n2i = 0 for i = 1, · · · , n− 1,
ninj = njni for i, j = 1, · · ·n− 1 such that |i− j| ≥ 2,
nini+1ni = ni+1nini+1 for i = 1, · · ·n− 2.
For n = 0, 1, we let Nn = C.
Since the relations of the algebra Nn is homogeneous, it has a Z≥0-grading decom-
position Nn =
⊕
k≥0Nn(k) by letting deg(ni) = 1, i = 1, · · · , n − 1. If we consider
an ideal In generated by ni, i = 1, · · · , n − 1, then In =
⊕
k>0Nn(k) and In is the
maximal ideal of Nn.
Proposition 3.5. [8, 10] The maximal ideal In defined above satisfies the following
properties:
(1) In is the unique maximal ideal of Nn.
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(2) There is a unique simple module Ln which is isomorphic to Nn/In.
Let Nn-mod be the category of finitely generated left Nn-modules and let G0(Nn)
be its Grothendieck group. Denote by [M ] the isomorphism class of M ∈ Nn-mod.
Then by Proposition 3.5, we have
G0(Nn) = Z[Ln] and [Nn] = n! [Ln].
On the other hand, let Nn-pmod be the category of finitely generated projective
Nn-modules and let K0(Nn) be its Grothendieck group.
Proposition 3.6. [8, 10] The projective cover of the unique simple Nn-module of Ln
is Nn. Hence
K0(Nn) = Z[Nn].
Since Nn is a subalgebra of Nn+1, the algebra Nn+1 can be considered as an
(Nn+1, Nn)-bimodule or an (Nn, Nn+1)-bimodule. Hence there are induction and re-
striction functors
Ind
Nn+1
Nn
: Nn-mod→ Nn+1-mod, M 7→ Nn+1Nn+1Nn ⊗Nn M,
Res
Nn+1
Nn
: Nn+1-mod→ Nn-mod, M 7→ NnNn+1Nn+1 ⊗Nn+1 M.
The two functors satisfy the following proposition.
Proposition 3.7. [8, 10] Ind
Nn+1
Nn
and Res
Nn+1
Nn
are both left and right projective
functors for any n ∈ Z≥0. Thus we get the linear maps induced from induction and
restriction functors:
Ind
Nn+1
Nn
: G0(Nn)→ G0(Nn+1), Res
Nn+1
Nn
: G0(Nn+1)→ G0(Nn),
Ind
Nn+1
Nn
: K0(Nn)→ K0(Nn+1), Res
Nn+1
Nn
: K0(Nn+1)→ K0(Nn).
Consider the associative algebra N =
⊕∞
n=0Nn which is not unital but has pairwise
orthogonal idempotents 1Nn, n ∈ Z≥0. Then each Nn-module M becomes an N -
module by letting aM = 0 for any a ∈ Nm with m 6= n. Hence a (Nn, Nm)-module is
an (N,N)-module.
Let
N =
⊕
n≥0Nn-mod
be the full subcategory of finite-dimensional N -modules. Then the direct sums of
functors Ind =
⊕
n∈Z≥0
Ind
Nn+1
Nn
and Res =
⊕
n∈Z≥0
Res
Nn+1
Nn
become endofunctors
(3.3) Ind, Res : N → N .
Let G0(N) be the Grothendieck group of N . Then we have
G0(N) =
⊕
n≥0G0(Nn).
If we denote by K0(N) =
⊕
n≥0K0(Nn) ⊂ G0(N), then we have the following propo-
sition.
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Proposition 3.8. [8, 10] The functors Ind, Res induce linear maps between G0(N)
and K0(N) such that
Res([Ln+1]) = [Ln], Ind([Ln]) = (n+ 1)[Ln+1],
Res([Nn+1]) = (n + 1)[Nn], Ind([Nn]) = [Nn+1].
Let us consider R = Z-span of {xn/n!|n ≥ 0} and R′ = Z-span of {xn|n ≥ 0}.
Then both R and R′ are closed under the multiplication by x and the derivation d
dx
.
Consider the linear map
φN : G0(N)→ R, [Ln] 7→ x
n/n!.
Then φN is an isomorphism and φN |K0(N) : K0(N) → R
′, [Nn] 7→ xn, is also an
isomorphism.
Proposition 3.9. [8, 10] Recall that the Weyl algebra is generated by x and ∂ with
defining relation ∂x = x∂ + 1. Then the pair (N , {Ind, Res}) gives a categorification
of the polynomial representation of the Weyl algebra. More precisely,
(1) the following diagrams are commutative:
G0(N)
Ind,Res
−−−−→ G0(N)
↓φN ↓φN
R
x,∂
−−−−→ R,
K0(N)
Ind,Res
−−−−→ K0(N)
↓φN ↓φN
R′
x,∂
−−−−→ R′,
(2) there exists an isomorphism of endofunctors of N
Res ◦ Ind ≃ Ind ◦Res⊕ Id.
Corollary 3.10. By defining the multiplication on G0(N) and K0(N) by
[Ln] · [Lm] =
(n +m)!
n! ·m!
[Lm+n] and [Nn] · [Nm] = [Nn+m], n,m ∈ Z≥0,
we get associative algebra isomorphisms G0(N) ≃ Z[x] and K0(N) ≃ Z[x]. Moreover,
G0(N) and K0(N) have differential algebra structures endowed with differentials in-
duced from Res.
4. Categorification of Virasoro-Magri PVA
Let Σn-mod and Σn-pmod be the category of finitely generated left Σn-modules
and the category of finitely generated projective Σn-modules. Let [M ] be the isomor-
phism class of M in Σn-mod or in Σn-pmod. We denote by G0(Σn) and K0(Σn) the
Grothendieck group of Σn-mod and Σn-pmod. Since CΣn is a semisimple algebra, we
have
K0(Σn) = G0(Σn)
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and, by Theorem 3.2, the Grothendieck group of finite dimensional Σn-module is
K0(Σn) =
⊕
µ⊢n Z[S
µ].
Let Σ =
⊕
n∈Z≥0
CΣn be the associative algebra with pairwise orthonormal idem-
potents 1Σn , n ∈ Z≥0. Then any Σn-module becomes a Σ-module. Consider the full
subcategory
S =
⊕
n∈Z≥0
Σn-mod
of the category of finite dimensional Σ-modules and its Grothendeick group K0(Σ).
Recall that the Virasoro-Magri PVA V is isomorphic to the differential algebra
of polynomials C[∂nL|n ≥ 0] generated by one variable. Define the degree on the
generators of V by
deg(L) = deg(∂) = 1.
Then V is a graded algebra satisfying
deg(∂nL) = n + 1, deg(Lm1(∂L)m2 · · · (∂i−1L)mi) =
i∑
k=1
kmk.
Lemma 4.1. There is a one-to-one correspondence between degree n monomials in
V and partitions of n.
Proof. We can associate (∂l1L)m1 · · · (∂liL)mi , l1 > l2 > · · · > li ≥ 0, to the partition
((l1 + 1)
(m1), (l2 + 1)
(m2), · · · , (li + 1)(mi)), where l(m) denotes m-tuple of l’s. Then it
gives a one-to-one correspondence between monomials in V and partitions. 
Proposition 4.2. There is a one-to-one correspondence between degree n monomials
in V and irreducible representations of Σn.
Proof. It follows from Theorem 3.2 and Lemma 4.1. 
Now we would like to find functors P jInd : S → S, j ≥ 1, and ▽ : S → S which
categorify the multiplication by ∂j−1L and the differential ∂. In order to do this, we
introduce the conjugate partition µ′ ⊢ n of µ ⊢ n defined as follow:
µ′ = (µ′1, µ
′
2, · · · , µ
′
l′) and µ
′
i = #{µj |µj ≥ i}.
In other words, µi is the number of boxes in the i-th row in Yµ and µ
′
j is the number
of boxes in the j-th column in Yµ.
Example 4.3. If µ = (4, 2, 1) then µ′ = (3, 2, 1, 1).
Yµ = and Yµ′ = .
Recall that we have the induction functor from Σn-mod to Σn+1-mod. Using the
induction functor we construct the endofunctors P jInd and ▽ on S.
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Lemma 4.4. Let µ ⊢ n and µ′ = (µ′1, · · · , µ
′
l) be the conjugate partition of µ. Let
Yνi, i ∈ Z>0, be the collection of n+1 boxes which is arranged in top-justified columns
with µ′j + δij boxes in the j-th column. Here we assume µ
′
j = 0 for j > l.
(1) Then
Indn+1n S
µ = Sν
1
⊕ · · · ⊕ Sν
l+1
,
where
Sν
i
=
{
Specht module of shape νi if i = 1 or µ′i−1 > µ
′
i,
0 otherwise.
(2) Consider the functor
piInd
n+1
n : Σn-mod→ Σn+1-mod
for i ≥ 1 such that Sµ 7→ Sν
i
if i = 1, · · · , l+1 and Sµ 7→ 0 if i ≥ l+1. Then
for n ∈ Z≥0 and j ∈ Z>0, the functor
(4.1) P jIndn+jn = pjInd
n+j
n+j−1 ◦ · · · ◦ p1Ind
n+1
n : Σn-mod→ Σn+j-mod,
maps Sµ to Sν, where the conjugate partition of ν is
ν ′ =
{
(µ′1 + 1, µ
′
2 + 1, · · · , µ
′
j + 1, µ
′
j+1, · · · , µ
′
l) ⊢ n+ j if j ≤ l,
(µ′1 + 1, µ
′
2 + 1, · · · , µ
′
l + 1, 1, · · · , 1) ⊢ n+ j if j > l.
Proof. (1) It follows immediately from Theorem 3.3.
(2) It can be proved by an induction. Let i > 1 and ν ′ = (µ′1 + 1, µ
′
2 + 1, · · · , µ
′
i−1 +
1, µ′i, · · · , µ
′
l). Since µ
′ is a partition, ν ′ is a partition satisfying ν ′i−1 > ν
′
i. Hence
piInd
n+i
n+i−1 ◦ · · · ◦ p1Ind
n+1
n S
µ = piInd
n+i
n+i−1S
ν = Sν
+
,
where ν is the conjugate partition of ν ′ and the conjugate partition of ν+ is (µ′1 +
1, µ′2 + 1, · · · , µ
′
i + 1, µ
′
i+1, · · · , µ
′
l). 
Example 4.5. Let µ = (5, 2, 1) ⊢ n = 8 and j = 4. Then P jIndn+jn S
µ = Sν , where
Yµ = and Yν =
◦ ◦
◦
◦
.
Here the boxes in Yν with circles are the boxes in Yν\Yµ.
Proposition 4.6. Let
(4.2) P jInd =
⊕
n∈Z>0
P jIndn+jn : S → S.
Then, for µ ⊢ n, we have P jInd(Sµ) = Sν, where the Young diagram Yν is obtained
by inserting a row with j-boxes into Yµ.
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Proof. Let µ = (µ1, µ2, · · · , µk) and ν = (ν1, ν2, · · · , νl). Then
l = k + 1, νi = µi + min(µi−1 − µi, j − µi) if µi < j, and νi = µi if µi ≥ j.
In other words,
νi+1 = µi if µi < j, νi = µi if µi ≥ j
and νi = j, where i satisfies µi < j and µi−1 ≥ j. Hence Yν can be obtained by adding
a row with j boxes to Yµ. 
We define another functor ▽ : S → S as follows. Any partition µ ⊢ n can be
written as
µ = (µ
(n1)
1 , µ
(n2)
2 , · · · , µ
(nk)
k ), where
∑k
i=1 niµi = n
for ni ∈ Z>0 and i = 1, · · · , k. Here µ
(ni)
i denotes ni-tuple of the number µi and we
assume µi > µi+1 and µk+1 = 0. Then the induction functor in Theorem 3.3 satisfies
Indn+1n S
µ = Sν
1
⊕ · · · ⊕ Sν
k+1
,
where
νi = (µ
(n1)
1 , · · · , µ
(ni−1)
i−1 , µi + 1, µ
(ni−1)
i , µ
(ni+1)
i+1 , · · · , µ
(nk)
k ) for i = 1, · · · , k,
νk+1 = (µ
(n1)
1 , µ
(n2)
2 , · · · , µ
(nk)
k , 1).
For i ∈ Z>0, define the functors
qiInd
n+1
n : Σn-mod→ Σn+1-mod, S
µ 7→
{
Sν
i
if i = 1, · · · , k,
0 otherwise
and
(4.3) ▽n+1n : Σn-mod→ Σn+1-mod, S
µ 7→
k⊕
i=1
[
ni⊕
j=1
qiInd
n+1
n S
µ
]
=
k⊕
i=1
(Sν
i
)ni.
Write the direct sum of the functors by
(4.4) ▽ =
⊕
n∈Z>0
▽n+1n = S → S.
Let VZ = Z[L, ∂L, ∂2L, · · · ] be the integral form of V given in Remark 2.6(2) and
let
φΣ : K0(Σ)→ VZ, [S
µ] 7→ (∂l1L)m1 · · · (∂liL)mi ,
be the Z-linear map where l1 > l2 > · · · > li ≥ 0 and µ = ((l1 + 1)(m1), (l2 +
1)(m2), · · · , (li + 1)(mi)). Then we have the following theorem.
Theorem 4.7. Let P jInd, ▽ : K0(Σ) → K0(Σ) be the Z-linear maps induced from
the endofunctors P jInd, ▽ : S → S. Then the following statements are true.
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(1) The following diagrams are commutative:
(4.5)
K0(Σ)
P jInd
−→ K0(Σ)
↓φS ↓φS
VZ
· ∂j−1L
−→ VZ
,
K0(Σ)
▽
−→ K0(Σ)
↓φS ↓φS
VZ
∂
−→ VZ
(2) We have
▽ ◦ P jInd = P j+1Ind⊕ P jInd ◦ ▽.
Proof. (1) We claim that φΣ ◦ P jInd = ·∂j−1L ◦ φΣ. Let µ = (µ1, · · · , µl) and
µi−1 > j ≥ µi. Then P jInd[Sµ] = Sν where ν = (µ1, · · · , µi−1, j, µi, · · · , µl) and
φΣ ◦ P
jInd[Sµ] = ∂µ1−1L · · ·∂µi−1−1L · ∂j−1L · ∂i−1L · · ·∂µl−1L.
On the other hand,
·∂j−1L ◦ φΣ[S
µ] = ∂j−1L · ∂µ1−1L · · ·∂µl−1L.
Since V is a commutative algebra, the first diagram commutes.
For the second commutative diagram, it is enough to check for the irreducible
module Sµ. Let µ = (µ
(n1)
1 , · · ·µ
(nl)
l ). Then we can see that
φΣ ◦ ▽[S
µ] = ∂ ◦ φΣ[S
µ] =
l∑
i=1
[
ni ∂
µiL · (∂µi−1L)ni−1 ·
∏
k=1,··· ,l, k 6=i
(∂µk−1L)nk
]
.
(2) Let µ = (µ(n1), · · · , µ(nk)k ), where µi−1 > j and µi ≤ j. Then
P jInd[Sµ] = [Sµ]
where µ = (µ(n1), · · · , µ
(ni−1)
i−1 , j, µ
(ni)
i , · · ·µ
(nk)
k ) and
▽ ◦ P jInd[Sµ] =
k∑
l=1
nl[S
µl ] + [Sν ]
where µl = (µ
(n1)
1 , · · · , µ
(ni−1)
i−1 , j, µ
(ni)
i , · · · , µ
(nl−1)
l−1 , µl + 1, µ
(nl−1)
l , µ
(nl+1)
l+1 · · · , µ
(nk)
k ) and
ν = (µ(n1), · · · , µ(ni−1)i−1 , j + 1, µ
(ni)
i , · · ·µ
(nk
k )).
On the other hand,
P jInd ◦ ▽[Sµ] = nl[S
µl ], P j+1Ind[Sµ] = [Sν ].
Hence we proved the theorem. 
Now we are ready to state and prove the main theorem of this paper.
Theorem 4.8. Let µ = (· · · , 3(n3), 2(n2), 1(n1)) ⊢ n and ν = (· · · , 3(m3), 2(m2), 1(m1)) ⊢
m where k(nk) means k appears nk times in the partition. Define the multiplication
on K0(Σ) by
[Sµ] · [Sν ] = [Sµ∪ν ],
where µ ∪ ν = (· · · , 3(n3+m3), 2(n2+m2), 1(n1+m1)).
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(1) Then algebra K0(Σ) with the differential ▽ is isomorphic to the differential
algebra Z[∂nL |n ∈ Z≥0].
(2) Assume that the central charge c is an integer. Then K0(Σ) is endowed with
a λ-bracket and the map φΣ can be extended to an isomorphism K(Σ)C → V
as Lie conformal algebras.
Proof. By Remark 2.6, VZ has the Virasoro-Magri PVA structure provided that c is
an integer. Since each n-th bracket, n ∈ Z≥0, can be obtained by multiplications
and differentials of generators, we naturally get the n-th bracket on K0(Σ) using
Theorem 4.7. Consequently, if K0(Σ) and VZ are isomorphic as differential algebras,
then K0(Σ)C and V are isomorphic as PVAs.
Since we proved that φΣ ◦ ▽ = ∂ ◦ φΣ, it is enough to show that φΣ is an al-
gebra isomorphism. Indeed we have already proved that φΣ is bijective and, for
µ = (· · · , 3(n3), 2(n2), 1(n1)) and ν = (· · · , 3(m3), 2(m2), 1(m1)), we have
φΣ([S
µ] · [Sν ]) = φΣ[S
µ] · φΣ[S
ν ] =
∏
N∈Z>0
(∂N−1L)nN+mN .
We note that bijectivity of φΣ guarantees the Leibniz rule ▽([Sµ] · [Sν ]) = (▽[Sµ]) ·
[Sν ] + [Sµ] · (▽[Sν]). 
5. The relation between K0(Σ) and K0(N)
As we have seen in (3.1) and (3.2), the nil-Coxeter algebra is a degenerate homoge-
neous version of the symmetric group algebra. Thus we can expect K0(Σ) has richer
structure than K0(N). In this section, we show that the Poisson algebra structure
and the differential algebra structure on K0(N) are induced from the PVA structure
and the differential algebra structure on K0(Σ).
5.1. Poisson algebra structure on K0(N). In this section, we focus on the integral
form of PVAs and Poisson algebras. To this end, we assume the central charge c of
the Virasoro-Magri PVA V is an integer. Also, we define PVA isomorphisms and
Poisson algebra isomorphism between integral forms of PVAs and Poisson algebras,
respectively.
Definition 5.1.
(1) Let V1, V2 be PVAs and Φ : V1 → V2 be a PVA homomorphism. If the
λ-brackets of V1 and V2 are well-defined on the integral forms V1
Z
and V2
Z
and
Φ|V1
Z
: V1
Z
→ V2
Z
is bijective, then we say Φ|V1
Z
is a PVA isomorphism between V1
Z
and V2
Z
.
(2) Let P 1, P 2 be Poisson algebras and Ψ : P 1 → P 2 be a PVA homomorphism.
If the Poisson brackets of P 1 and P 2 are well-defined on the integral forms P 1
Z
and P 2
Z
and
Ψ|P 1
Z
: P 1Z → P
2
Z
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is bijective, then we say Ψ|P 1
Z
is a Poisson algebra isomorphism between P 1
Z
and P 2
Z
.
Since we have an energy momentum field L in V, the operator H = L0 is Hamil-
tonian. Hence there is the H-twisted Zhu algebra ZhuH(V) which is isomorphic to
C[L] by Proposition 2.10.
In the previous section, we showed that K0(Σ) is isomorphic to VZ as a PVA
and K0(N) is isomorphic to Z[x] as Poisson algebras with trivial Poisson brackets.
Since C ⊗ Z[x] ≃ ZhuH(V), the Grothendieck group K0(Σ) can be considered as a
chiralization of K0(N). We summarize the above observation as a theorem below.
Theorem 5.2. Recall that φΣ is a PVA isomorphism between K0(Σ) and VZ and φN is
a Poisson algebra isomorphism between K0(N) and Z[x]. Let P
j+1Ind,▽ : K0(Σ)→
K0(Σ) be the Z-linear maps in Theorem 4.7 and let Ind : K0(N) → K0(N) be the
Z-linear map in Proposition 3.9. Denote by {[Sµ] λ [Sν ]}|λ=0 the 0-th product between
[Sµ] and [Sν ] in K0(Σ) and denote by {Lµ λ Lν}|λ=0 the 0-th product between Lµ =
φΣ([S
µ]) and Lν = φΣ([S
ν ]) in VZ. Then the following diagrams are commutative.
K0(Σ)
P j+1Ind
//
Zhu

φΣ
{{✈✈
✈
✈
✈
✈
✈
✈
✈
K0(Σ)
Zhu

φΣ
{{✈✈
✈
✈
✈
✈
✈
✈
✈
VZ
·∂jL
//
ZhuH

VZ
ZhuH

K0(N)
φN
{{✇✇
✇
✇
✇
✇
✇
✇
✇
δj0·Ind
// K0(N)
φN
{{✇✇
✇
✇
✇
✇
✇
✇
✇
Z[x]
·δj0·x
// Z[x]
K0(Σ)
▽, {[Sµ] λ · }|λ=0
//
Zhu

φΣ
{{✈✈
✈
✈
✈
✈
✈
✈
✈
K0(Σ)
Zhu

φΣ
{{✈✈
✈
✈
✈
✈
✈
✈
✈
VZ
∂, {Lµ λ · }|λ=0
//
ZhuH

VZ
ZhuH

K0(N)
φN
{{✇✇
✇
✇
✇
✇
✇
✇
✇
0
// K0(N)
φN
{{✇✇
✇
✇
✇
✇
✇
✇
✇
Z[x]
0
// Z[x]
Proof. We already showed that the top faces and bottom faces of the diagrams are
commutative and C[x] is isomorphic to the H-twisted Zhu algebra ZhuH(V) of V.
Since we have ZhuH : ∂
nL 7→ δn0x by Proposition 2.10, the map ZhuH induces the
Z-algebra morphism between VZ and Z[x]. Hence it is clear that the left diagram
commutes. Again, by Proposition 2.10, the Poisson bracket on Z[x] is induced from
the 0-th product on VZ. Since the Poisson bracket on Z[x] is trivial, we get the right
commutative diagram.
Also we note that the bottom faces of the diagrams determine the multiplication
and the Poisson bracket on K0(N) as a Zhu algebra of K0(Σ). 
Corollary 5.3. Let K0(Σ)C = C ⊗Z K0(Σ) and K0(N)C = C ⊗Z K0(N). Then
K0(N)C is the Zhu algebra of K0(Σ)C.
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5.2. Differential algebra structure on K0(N). The polynomial algebra Z[x] is an
differential algebra with the differential d
dx
. As a differential algebra
ψ : (Z[x],
d
dx
) ≃ (Z[L, ∂L, ∂2L, · · · ]/(∂L− 1), ∂), x 7→ L,
where (∂L−1) is the differential algebra ideal generated by ∂L−1. Since ∂(∂L−1) =
∂2L, we have ∂nL = 0 for n ≥ 2. By the composition of the quotient map VZ →
VZ/(∂L − 1) and the isomorphism ψ−1, we get a surjective algebra homomorphism
q : VZ → Z[x]. Note that the map q maps L to x, ∂L to 1 and ∂nL to 0 for n ≥ 2.
Hence, for A ∈ V,
q(∂jL · A) =
 x · q(A) if j = 0,q(A) if j = 1,
0 otherwise.
As a consequence, we get the following commutative diagram.
(5.1) K0(Σ)
P j+1Ind
//

φΣ
zz✈✈
✈
✈
✈
✈
✈
✈
✈
K0(Σ)

φΣ
zz✈✈
✈
✈
✈
✈
✈
✈
✈
VZ
·∂jL
//
q


VZ
q


K0(N)
φN
{{✈✈
✈
✈
✈
✈
✈
✈
✈
δj0·Ind+δj1·id
// K0(N)
φN{{✈✈
✈
✈
✈
✈
✈
✈
✈
Z[x]
·δj0·x+δj1·id
// Z[x]
Moreover, since ∂(L) = 1 mod(∂L − 1) and d
dx
x = 1 in Z[x] and since both ∂ and
d
dx
satisfy the Leibniz rule, we have the following commutative diagram.
(5.2) K0(Σ)
▽
//

φΣ
zz✈✈
✈
✈
✈
✈
✈
✈
✈
K0(Σ)

φΣ
zz✈✈
✈
✈
✈
✈
✈
✈
✈
VZ
∂
//
q


VZ
q


K0(N)
φN
{{✈✈
✈
✈
✈
✈
✈
✈
✈
Res
// K0(N)
φN{{✈✈
✈
✈
✈
✈
✈
✈
✈
Z[x]
d
dx
// Z[x]
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By the diagrams (5.1) and (5.2), we conclude that K0(Σ) induces a differential
algebra structure on K0(N) by the map φ
−1
N ◦ q ◦φΣ. We remark that this map relates
Theorem 4.7 and Proposition 3.9 (2).
5.3. Quatization of K0(Σ) via K0(N) at c = 0. In this section, we assume the
central charge c = 0. Recall that the state-field correspondence of universal Virasoro
vertex algebra (V (V ir),F) is
(5.3) s : V (V ir)→ F , Lj1−2 · · ·L−js−2 |0〉 7→: ∂
(j1)
z L(z) · · ·∂
(js)
z L(z) : .
If we take [LλL] = (∂+2λ)L, then Ln and |0〉 can be identified with the map x
−n+1 d
dx
and the identity map on C[x] (See Section 1). Thus the map (5.3) can be equivalently
written as
L−j1−2 · · ·L−js−2 |0〉 =: ∂
(j1)L · · ·∂(js)L :
and the process of quasi-classical limit induces multiplications of a PVA from normally
ordered products of a vertex algebra, i.e., the quasi-claissical limit of L−j1−2 · · ·L−js−2 |0〉 ∈
V (V ir) is ∂(j1)L · · ·∂(js)L ∈ V. Hence the quantization of each element of K0(Σ)C can
be realized as an endomorphism of K0(N)C. As a consequence, we get the following
theorem.
Theorem 5.4. Let 〈Ind, Res〉 be the subspace of endomorphisms on K0(N) generated
by Ind, Res and their compositions and let WZ be the Z-subalgebra of the Weyl algebra
generated by x and d
dx
. Then the following diagram is commutative,
(5.4) K0(Σ)
ψ1

φΣ
// VZ
ψ2

〈Ind, Res〉
i
// WZ
where
(5.5)
ψ1 : K0(Σ)C → 〈Ind, Res〉 ,
s∏
k=1
[Sµ] 7→
s∏
k=1
jk! Ind
jk+3Res,
ψ2 : V → W,
s∏
k=1
∂jkL 7→
s∏
k=1
jk! x
jk+3
d
dx
,
i(Ind) = x, i(Res) =
d
dx
,
for µ = φ−1Σ (
∏s
k=1 ∂
jkL). Hence ψ1 and ψ2 give a realization of quantizations of K0(Σ)
and VZ, respectively.
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