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RIGIDITY THEOREMS FOR THE ENTIRE SOLUTIONS OF 2-HESSIAN
EQUATION
LI CHEN AND NI XIANG∗
Abstract. In this paper, we prove some rigidity theorems for the entire 2-convex solutions of
2-Hessian equation in Euclidean space. As an application, we obtain a Bernstein type theorem
for global special Lagrangian graphs.
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1. Introduction
It is very interesting to consider the Liouville theory for the entire solutions u in n-dimensional
Euclidean spaces of the following equations,
σk(D
2u(x)) = 1.(1.1)
Here σk(D
2u(x)) is the k-Hessian operator of u and is defined as follows. Let σk(λ) be the k-th
elementary symmetric function of λ ∈ Rn. Then σk(D2u(x)) = σk(λ[D2u]), where λ[D2u] are
the eigenvalues of the Hessian matrix, D2u, of a function u defined in Rn. Alternatively, it can
be written as the sum of the k × k principal minors of D2u.
To ensure the ellipticity of (1.1), we have to restrict the class of functions and domains.
Definition 1.1. A function u ∈ C2(Rn) is called k-convex if λ[D2u] = (λ1[D2u], ..., λn[D2u])
belongs to Γk for all x ∈ Rn, where Γk is the Garding’s cone
Γk = {λ ∈ Rn : σj(λ) > 0,∀1 ≤ j ≤ k}.
We review some rigidity theorems for the entire solutions of the above equations. For k = 1,
(1.1) is a linear equation. Its entire convex solution must be a quadratic polynomial. For k = n,
the Monge-Ampe`re equation, a well-known theorem due to Jo¨rgens [17] (n = 2), Calabi [2]
(n = 3, 4, 5) and Pogorelov [20] [21] (n ≥ 2) asserts that that any entire strictly convex solution
must be a quadratic polynomial. A simpler and more analytical proof, along the lines of affine
geometry, of the theorem was later given by Cheng and Yau [9]. It was proven by Trudinger
and Wang [24] that the only open convex subset Ω of Rn which admits a convex C2 solution of
det(D2u) = 1 in Ω with limx→∂Ω u(x) = ∞ is Ω = Rn. In 2003, Caffarelli and Li, [5] extended
the theorem of Jo¨rgens, Calabi and Pogorelov based on the theory of Monge-Ampe`re equations
[3, 4].
For k = 2, Chang and Yuan [7] have proved that, if the lower bound
D2u(x) ≥
[
δ −
√
2
n(n− 1)
]
I
for any δ > 0, then the entire convex solutions of the equation (1.1) must be quadratic polyno-
mials. And they also guess their result should still be true under the semiconvexity assumption
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D2u ≥ −KI with arbitrarily large K, even for general equation (1.3) with 2 ≤ k ≤ n− 1. Their
conjecture holds true in the case when n = 3 and k = 2 (see Theorem 1.3 in [27]). Here a
different transformation and the geometric measure theory were employed.
It would be interesting to see if the rigidity theorem remains valid under some assumptions
for general k. Bao, Chen, Guan and Ji [1] obtained that, strictly convex entire solutions of (1.1),
satisfying a quadratic growth are quadratic polynomials. Here the quadratic growth is defined
as follows,
Definition 1.2. A function u : Rn → R satisfies the quadratic growth if there are some positive
constants b, c and sufficiently large R, such that,
u(x) ≥ b|x|2 − c, for |x| ≥ R.(1.2)
In [1], the authors raised a question if the rigidity theorem remains valid under weaker or
without growth assumptions, or for k-convex solutions. Recently, Li, Ren and Wang [18] have
obtained that strictly convex assumption in [1] can be reduced to (k + 1)-convexity.
There are also some Liouville type theorems for complex Hessian equations. Dinew and
Kolodziej [10] have proved a Liouville type theorem for entire maximalm-subharmonic functions
in Cn with bounded gradient recently. Li and Sheng [19] considered complex Monge-Ampe`re
equations det(uij) = 1 in C
n and obtained the Liouville theorem under the assumption of the
quadric growth
C−1(1 + |z|2) ≤ u ≤ C(1 + |z|2), as |z| → ∞,
for some C > 0.
Thus, it is interesting to ask whether we can relax (k + 1)-convexity in [18] further, even we
reduce it to k-convexity? Fortunately, we can make some progresses on this problem for the
entire solutions of the 2-Hessian equation
(1.3) σ2(D
2u(x)) = 1.
Our main theorems are stated as follows.
Theorem 1.3. Given any nonnegative constant A, any entire 2-convex solution u ∈ C4(Rn) of
the equation (1.3) define in Rn satisfying σ3(D
2u(x)) ≥ −A and a quadratic growth (1.2) is a
quadratic polynomial.
For n = 3, the assumption σ3(D
2u(x)) ≥ −A is redundant.
Theorem 1.4. Any entire 2-convex solution u ∈ C4(R3) of the equation (1.3) define in R3
satisfying a quadratic growth (1.2) is a quadratic polynomial.
The following example which is given by Warren in [26] shows that the quadratic growth in
Theorem 1.4 is necessary.
Example 1.5. When n = 3 the non-polynomial function
u(x, y, t) = (x2 + y2)et +
1
4
e−t − et
is a 2-convex solution of the equation (1.3), but this function does not have a quadratic growth.
Therefore, it is very interesting to ask if the assumption σ3(D
2u(x)) ≥ −A is redundant for
any n. So we propose the following conjecture:
Conjecture 1.6. Any entire 2-convex solution u ∈ C4(Rn) of the equation (1.3) define in Rn
with a quadratic growth (1.2) is a quadratic polynomial.
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Equations (1.1) naturally appear in many interesting geometric problems such as Minkowski
problem which is connected with Monge-Ampe`re equation and the kth-Weingarten curvature
problem. For k = 1, 2 and n, σk corresponds to mean, scalar, and Gauss curvatures respectively.
When n = 3 and k = 2, the equation (1.1) arises in special Lagrangian geometry [15]. The special
Lagrangian equation is
n∑
i=1
arctanλi = θ,(1.4)
here λi are eigenvalues of D
2u for
θ ∈ (−n
2
π,
n
2
π)
a constant. Equation (1.4) originates from special Lagrangian geometry [15]. The (Lagrangian)
graph (x,Du(x)) ⊂ Rn × Rn is called special when the argument of the complex number (1 +√−1λ1) · · ·(1+
√−1λn) is constant θ or u satisfies (1.4), and it is special if and only if (x,Du(x))
is a minimal surface in Rn × Rn, see Theorem 2.3 and Proposition 2.17 in [15].
Before we state our corollary, we need to mention some related work on Bernstein type results
for global special Lagrangian graphs. Fu [11] showed that when n = 2 and θ 6= 0 all solutions
of (1.4) are quadratic. Jost-Xin [16] treated the problem using a different method under the
assumption that |D2u| is bounded. When n = 2 and θ = 0 the equation (1.4) becomes simply
the Laplace equation, which admits well-known non-polynomial solutions. Yuan [27] showed
that all convex solutions to special Lagrangian equations are quadratic.
The critical phase for special Lagrangian equations is
|θ| = n− 2
2
π.
Yuan [28] has shown that for |θ| > n−22 π, all entire solutions are quadratic. In [15] when n = 3,
the critical equation
n∑
i=1
arctanλi =
π
2
is equivalent to the equation (1.3). Thus, we can get the following Bernstein type theorem from
Theorem 1.4.
Corollary 1.7. Suppose M = (x,Du(x)) is a minimal surface in R3 × R3 and u ∈ C4(R3) is
2-convex and satisfies a quadratic growth (1.2), then M is a plane.
The main technique employed in this paper was motivated by the recent progresses on the
interior estimates of 2-Hessian equation made by Guan and Qiu [14] [22]. In [14], Guan and
Qiu obtained the interior estimates of 2-Hessian equation by exploiting some special properties
of the eigenvalues of D2u under the assumptions that u is 2-convex and σ3(D
2u) ≥ −A. Using
these special properties together with Maximum Principle, we can obtain Theorem 1.3. For
n = 3, Qiu [22] showed σ3(D
2u) ≥ −A is not needed and the technique in [22] can be used to
prove Theorem 1.4.
Acknowledgement: The authors would like to thank Dr.Chuanqiang Chen for pointing
out some mistakes in the paper, bringing our attention to the very important examples in [26]
and giving some suggestive comments, and the first author expresses his deep gratitude to Prof.
Guofang Wang for some important suggestions on this paper, and he also thanks Prof. Yu Yuan
for some comments.
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2. The proof of Theorem 1.3
Let W = (Wij) be a symmetric tensor and σk(W ) = σk(λ[W ]), where λ[W ] denotes the
eigenvalues of the W . Similarly, we say W ∈ Γ2 if λ[W ] ∈ Γ2, which also means σ1(W ) > 0,
σ2(W ) > 0. It follows from [6], if W ∈ Γ2, then σij2 = ∂σ2∂Wij (W ) is positive definite. We first
recall the following important Lemma in [8].
Lemma 2.1. Suppose W ∈ Γ2 is diagonal and W11 ≥ · · · ≥Wnn, if ξij is symmetric and
n∑
i=2
σii2 ξii + σ
11
2 ξ11 = η,
then
−
∑
i 6=j
ξiiξjj ≥ n− 1
2σ2(W )
[2σ2(W )ξ11 −W11η]2
[(n− 1)W 211 + 2(n− 2)σ2(W )]
− η
2
2σ2(W )
.
For our case when u ∈ C4(Rn), let W = D2u, σ2(D2u) = 1, ξij = uij1. Thus, η = 0 and we
obtain the following corollary directly.
Corollary 2.2. Let u ∈ C4(Rn) be a 2-convex solution of (1.3), then
−
∑
i 6=j
uii1ujj1 ≥ 2(n − 1)u
2
111
[(n − 1)u211 + 2(n − 2)]
.
Next, we recall the following Lemma 3 in [14]. For completeness, we give the proof here.
Lemma 2.3. Under the same assumption as in Lemma 2.1, and in addition that there exists a
positive constant
a ≤
√
σ2(W )
3(n− 1)(n − 2)(2.1)
(if n = 2, a > 0 could be arbitrary), such that
σ3(W + aI) ≥ 0,(2.2)
then
7
6
σ2(W ) ≥ (σ2(W ) + (n− 1)(n − 2)
2
a2) ≥ 5
6
σ112 (W )W11,(2.3)
provided that W11 > 6(n− 2)a. Furthermore, for any j ∈ {2, ..., n},
|Wjj| ≤ (n − 1)2a+ 7(n− 1)σ2(W )
5W11
.(2.4)
Proof. Since W + aI ∈ Γ3, it follows that
W˜ = (W22 + a, ...,Wnn + a) ∈ Γ2.
Thus,
σ2(W˜ ) ≥ 0,
which means
σ2(W )− σ112 (W )W11 + (n− 2)aσ112 (W ) +
(n− 1)(n − 2)
2
a2 ≥ 0.
Noting that
(n− 1)(n − 2)
2
a2 ≤ σ2(W )
6
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and
W11 − (n− 2)a ≥ 5
6
W11,
we have
7
6
σ2(W ) ≥ (n− 1)(n − 2)
2
a2 + σ2(W )
≥ (W11 − (n− 2)a)σ112 (W )
≥ 5
6
W11σ
11
2 (W ).
Since W is diagonal and W + aI ∈ Γ3, thus
n∑
j=3
(Wjj + a) ≥ 0.
So we have
σ112 (W + aI) =W22 + a+
n∑
j=3
(Wjj + a) ≥W22 + a.
and
W22 ≤ (n− 2)a+ σ112 (W ).
On the other hand, as W ∈ Γ2 and W11 ≥ ... ≥Wnn,
0 ≤ σ112 (W ) ≤ (n− 2)W22 +Wnn
and
−Wjj ≤ −Wnn ≤ (n− 2)W22
for 2 ≤ j ≤ n. Thus, we obtain
|Wjj| ≤ (n − 2)W22.
Therefore,
|Wjj| ≤ (n − 2)W22 ≤ (n− 1)2a+ (n − 1)σ112 (W ) ≤ (n− 1)2a+
7(n − 1)
5
σ2(W )
W11
.
✷
Using the above lemma for the solution of the equation (1.3), we can have
Corollary 2.4. Let u be a 2-convex solution of (1.3). Assume D2u is diagonal and u11 ≥ · · · ≥
unn, there exists a constant A sufficiently large such that
σ3(D
2u) ≥ −A,
and
u11 ≥ 6(n− 2)
n
A,(2.5)
then
σ2(D
2u) ≥ 5
7
σ112 (D
2u)u11,(2.6)
and
|ujj| ≤ (n− 1)2
√
2A
n(n− 1)σ1 +
7(n − 1)
5u11
≤ (n− 1)2
√
2A
n(n− 1)u11 +
7(n − 1)
5u11
.(2.7)
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Proof. We may pick a =
√
2A
n(n−1)σ1(D2u)
. Since u is 2-convex, u11 ≤ σ1. Then clearly,
a =
√
2A
n(n− 1)σ1 ≤
√
2A
n(n− 1)u11 ≤
√
1
3(n − 1)(n − 2) ≤
√
σ2
3(n− 1)(n − 2)
in view of (2.5). Meanwhile,
σ3(W + aI) = σ3(W ) + naσ2(W ) +
n(n− 1)
2
a2σ1(W ) +
n(n− 1)(n − 2)
6
a3
≥ σ3(W ) + n(n− 1)
2
a2σ1(W )
≥ 0,
which guarantees the condition (2.2) is satisfied. Lastly, if we choose A sufficiently large, we
have from (2.5)
u
3
2
11 ≥ 6(n − 2)
√
2A
n(n− 1) ,
which implies
u11 ≥ 6(n− 2)
√
2A
n(n− 1)u11 ≥ 6(n − 2)
√
2A
n(n− 1)σ1 = 6(n− 2)a.
Then, this corollary follows from Lemma 2.3 directly. ✷
To prove Theorem 1.3, we need the following key Lemma.
Lemma 2.5. Let Ω be a bounded open set in Rn, we consider the Drichlet problem of the
2-Hessian equation
(2.8)
{
σ2(D
2u(x)) = 1, x ∈ Ω;
u = 0, x ∈ ∂Ω.
Assume
σ3(D
2u) ≥ −A
for some positive constant A. Then, for any 2-convex solution u ∈ C4(Ω) ∩ C(Ω), we have the
Pogorelov type estimate,
max
x∈Ω
(−u(x))α|D2u(x)| ≤ C(2.9)
for sufficiently large α > 0. Here α and C only depend on A, n, the diameter of the domain Ω.
Proof. First, we translate the coordinate system such that Ω contains the coordinate origin.
Using the Comparison principle (see Theorem 17.1 in Page 443 of [13]), there exists the function
w =
1√
2n(n − 1) |x|
2 − a
such that
w ≤ u ≤ 0,
where a depends on the diameter of the domain. Since u = 0 on ∂Ω, we have u ≤ 0 in Ω. Thus,
|u| can be controlled by the diameter of the domain Ω.
Since σ1(D
2u) > 0, we obtain
|D2u(x)| ≤ (n− 1) max
ξ∈Sn−1
uξξ(x).
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So we need only to estimate
max
(x,ξ)∈Ω×Sn−1
(−u(x))αuξξ ≤ C.
Now we consider the function for x ∈ Ω, ξ ∈ Sn−1
P˜ (x, ξ) = α log(−u) + logmax{uξξ(x), 1} + 1
2
|x|2,
where α is a constant to be determined later. Since u = 0 on ∂Ω, the maximum of P˜ is attained
in some interior point x0 of Ω and some ξ(x0) ∈ Sn−1. Choose smooth orthonormal local frames
e1, . . . , en about x0 such that ξ(x0) = e1 and {uij(x0)} is diagonal. Set
u11(x0) ≥ u22(x0) ≥ ... ≥ unn(x0).
We may also assume that u11(x0) ≥ 1 is sufficiently large. Then we consider the function
P (x) = α log(−u) + log u11 + 1
2
|x|2.
Note that x0 is also a maximum point of P . We want to estimate P (x0).
At the maximum point x0,
0 = Pi =
αui
u
+
u11i
u11
+ xi.(2.10)
Noticing
Pij =
αuij
u
− αuiuj
u2
+
u11ij
u11
− u11iu11j
u211
+ δij ,
we can get at x0
0 ≥ σij2 Pij =
2α
u
− ασ
ii
2 u
2
i
u2
+
σ
ij
2 u11ij
u11
− σ
ii
2 u
2
11i
u211
+(n− 1)σ1,
in view of σ2 = 1. Differential equation (1.3) in k-th variable,
σ
ij
2 uijk = 0.
Taking twice derivative of the equation (1.3),
σ
ij,kl
2 ukl1uij1 + σ
ij
2 uij11 = 0,
which means
σ
ij
2 uij11 =
∑
i 6=j
u2ij1 −
∑
i 6=j
uii1ujj1.(2.11)
Now we want to estimate the second term on the right side of the above equality. Assume that
u11 ≥
√
6(n−2)
n−1 at x0, otherwise our Lemma holds true. Then, using Corollary 2.2, we obtain
−
∑
i 6=j
uii1ujj1 ≥ 3
2
u2111
u211
,
which together with the inequality (2.6)
1 = σ2 ≥ 5
7
σ112 u11,
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implies
−
∑
i 6=j
uii1ujj1 ≥
15
14σ
11
2 u
2
111
u11
.(2.12)
Inserting (2.12) into (2.11) we have
σ
ij
2 u11ij
u11
− σ
ii
2 u
2
11i
u211
≥ 2
∑
i 6=1 u
2
11i
u11
− σ
ii
2 u
2
11i
u211
+
15
14σ
11
2 u
2
111
u211
=
∑
i 6=1(2u11 − σii2 )u211i
u211
+
1
14σ
11
2 u
2
111
u211
.
Then,
σ
ij
2 Pij ≥
2α
u
− ασ
ii
2 u
2
i
u2
+
∑
i 6=1(2u11 − σii2 )u211i
u211
+
1
14σ
11
2 u
2
111
u211
+(n− 1)σ1.
In view of (2.10) and the Cauchy-Schwarz inequality, we have
−(ui
u
)2 ≥ − 2
α2
u211i
u211
− 2
α2
(xi)
2.
Thus,
σ
ij
2 Pij ≥
2α
u
+ (
1
14
− 2
α
)
σ112 u
2
111
u211
+
∑
i 6=1(2u11 − (1 + 2α)σii2 )u211i
u211
− 2
α
σii2 x
2
i + (n− 1)σ1.
In view of (2.7), if we choose u11 bigger than some constant C(n, α,A) (otherwise our lemma
holds true automatically), we have
2u11 − (1 + 2
α
)σii2 ≥ (1−
2
α
)u11 − (1 + 2
α
)(n − 2)
(
(n− 1)2
√
2A
n(n− 1)u11 +
7(n− 1)
5u11
)
≥ (1− 2
α
)u11 − C(n, α,A)√
u11
− C(n, α,A) > 0.
Next, if we choose α large, we obtain at x0
0 ≥ σij2 Pij ≥
2α
u
− 2
α
σii2 x
2
i + (n− 1)σ1
≥ 2α
u
+
(n− 1)
2
σ1
≥ 2α
u
+
(n− 1)
2
u11.
So, we obtain our Lemma. ✷
We now begin to prove Theorem 1.3.
Proof. The proof is standard [18] [25]. Let u be an entire solution of the equation (1.3). For
any constant R > 1, we consider the set
ΩR = {y ∈ Rn : u(Ry) < R2}.
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Let
uR(y) =
u(Ry)−R2
R2
.
We consider the following Dirichlet problem:
(2.13)
{
σ2(D
2v(x)) = 1, x ∈ ΩR;
v = 0, x ∈ ∂ΩR.
Since
D2yuR = D
2
xu,
clearly, uR is a 2-convex solution of (2.13)and satisfies σ3(D
2uR) ≥ −A. Applying Lemma 2.5,
so we have the estimates:
(−uR)α|D2uR| ≤ C.(2.14)
Now using the quadratic growth condition in Theorem 1.3, we have
b|Ry|2 − c ≤ u(Ry) ≤ R2,
which implies
|y|2 ≤ 1 + c
b
.
Thus, ΩR is bounded. Hence the constant α and C becomes a absolutely constant. We now
consider the domain
Ω′R = {y ∈ Rn : u(Ry) <
R2
2
} ⊂ ΩR.
In Ω′R, we have
uR(y) ≤ −1
2
.
Hence, (2.14) implies that
|D2uR| ≤ 2αC.
Note that,
D2yuR = D
2
xu.
Thus, using the previous two formulas, we have
|D2u| ≤ C, in Ω˜R = {x : u(x) < R
2
2
},
where C is a absolutely constant. The arbitrary of R implies the above inequality holds true in
all over Rn. Using Evans-Krylov theory, we have
|D2u|Cα(BR) ≤ C(n, α)
|D2u|C0(B2R)
Rα
≤ C(n, α)
Rα
.
Hence, we obtain our theorem by letting R→ +∞. ✷
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3. The proof of Theorem 1.4
We first recall the following lemma which is a special case (with f = 1) of Lemma 3 in [22]
and here we give a quick and simple proof along the line of of Lemma 3 in [22] for this special
case, which results in a refined form:
Lemma 3.1. If u ∈ C4(R3) is a 2-convex solution of the equation (1.3) in R3, we have
σ
ij
2 (log∆u(x))ij ≥
1
25
σ
ij
2 (log∆u(x))i(log∆u(x))j .
Proof. Assume {uij} is diagonal and {uij} = diag{λ1, λ2, λ3}. Differential the equation (1.3) in
k-th variable,
σ
ij
2 uijk = 0.(3.1)
Taking twice derivative of the equation (1.3),
σ
ij,pq
2 uijkupqk + σ
ij
2 uijkk = 0,
which means
σ
ij
2 uijkk =
∑
i 6=j
u2ijk −
∑
i 6=j
uiikujjk.(3.2)
Using (3.2), we obtain
Λ : = σij2 (log∆u(x))ij − ǫσij2 (log∆u(x))i(log∆u(x))j
=
σ
ij
2 (∆u)ij
σ1
− (1 + ǫ)σ
ii
2 (
∑
k ukki)
2
σ21
=
∑
i(
∑
k 6=p u
2
kpi −
∑
k 6=p ukkiuppi)
σ1
− (1 + ǫ)σ
ii
2 (
∑
k ukki)
2
σ21
,
where ǫ will be chosen later. Noticing that∑
i
∑
k 6=p
u2kpi = 2
∑
k 6=p
u2kpp +
∑
k 6=p 6=i
u2kpi
= 2
∑
k 6=p
u2kpp + 6u
2
123
≥ 2(u2211 + u2311 + u2122 + u2322 + u2133 + u2233),∑
i
∑
k 6=p
ukkiuppi = 2
∑
k 6=p
ukkpuppp +
∑
k 6=p 6=i
ukkiuppi
= 2
∑
k 6=p
ukkpuppp + 2u113u223 + 2u112u332 + 2u221u331,(3.3)
and
σii2
∑
k
(ukki)
2 =
(
∑
k 6=i σ
ii
2 ukki − σii2 uiii)2
σii2
.(3.4)
Then, using (3.1) to substitute terms with uiii in (3.3) and (3.4), we have
Λ ≥ 2(u
2
211 + u
2
311 + u
2
122 + u
2
322 + u
2
133 + u
2
233)
σ1
−2(u221 + u331)(−σ
22
2 u221 − σ332 u331)
σ1σ
11
2
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−2(u112 + u332)(−σ
11
2 u112 − σ332 u332)
σ1σ
22
2
−2(u113 + u223)(−σ
11
2 u113 − σ222 u223)
σ1σ
33
2
−2(u113u223 + u112u332 + u221u331)
σ1
−
∑
i
(1 + ǫ)[
∑
k 6=i(σ
ii
2 − σkk2 )ukki]2
σ21σ
ii
2
.
Due to symmetry, we only to give the lower bound of the terms which contain u221 and u331.
We denote these terms by Λ1
Λ1 =
2(u2311 + u
2
221)
σ1
+
2σ222 u
2
221
σ1σ
11
2
+
2σ332 u
2
331
σ1σ
11
2
+
2(σ222 + σ
33
2 )u221u331
σ1σ
11
2
− 2u221u331
σ1
−(1 + ǫ)[(λ2 − λ1)u221 + (λ3 − λ1)u331]
2
σ21σ
11
2
.
Then, we can rewrite Λ1 as a quadratic polynomial of u221 and u331:
σ21σ
11
2 Λ1 = [2σ1(σ1 + λ3)− (1 + ǫ)(λ1 − λ2)2]u2221
+[2σ1(σ1 + λ2)− (1 + ǫ)(λ1 − λ3)2]u2331
+2[2σ1λ1 − (1 + ǫ)(λ2 − λ1)(λ3 − λ1)]u221u331.
To show Λ1 ≥ 0, we need to check
[2σ1(σ1 + λ3)− (1 + ǫ)(λ1 − λ2)2]
× [2σ1(σ1 + λ2)− (1 + ǫ)(λ1 − λ3)2]
≥ [2σ1λ1 − (1 + ǫ)(λ2 − λ1)(λ3 − λ1)]2.
Clearly, using λ1λ2 + λ2λ3 + λ3λ1 = 1, we have
2σ1(σ1 + λ3)− (1 + ǫ)(λ1 − λ2)2
= (1− ǫ)λ21 + (1− ǫ)λ22 + 4λ23 + 2ǫλ1λ2 + 6,
2σ1(σ1 + λ2)− (1 + ǫ)(λ1 − λ3)2
= (1− ǫ)λ21 + (1− ǫ)λ23 + 4λ22 + 2ǫλ1λ3 + 6
and
2σ1λ1 − (1 + ǫ)(λ2 − λ1)(λ3 − λ1)
= (1− ǫ)λ21 − 2(2 + ǫ)λ2λ3 + 3 + ǫ.
So we only need to check
[(1− ǫ)λ21 + 3 + ǫ][(5 − ǫ)λ22 + (5− ǫ)λ23 − 2ǫλ2λ3 + 6]
+[(1− ǫ)λ22 + 4λ23 + 2ǫλ1λ2 + 3− ǫ][(1 − ǫ)λ23 + 4λ22 + 2ǫλ1λ3 + 3− ǫ]
≥ −4(2 + ǫ)[(1− ǫ)λ21 + 3 + ǫ]λ2λ3 + 4(2 + ǫ)2λ22λ23,
which is equivalent to
[(1− ǫ)λ21 + 3 + ǫ][(5 − ǫ)λ22 + (5− ǫ)λ23 + 2(4 + ǫ)λ2λ3 + 6]
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+[(1− ǫ)λ22 + 4λ23 + 3− ǫ][(1− ǫ)λ23 + 4λ22 + 3− ǫ]
+2ǫλ1λ2[(1− ǫ)λ23 + 4λ22 + 3− ǫ]
+2ǫλ1λ3[(1− ǫ)λ22 + 4λ23 + 3− ǫ]
≥ 4(2 + ǫ)2λ22λ23 − 4ǫ2λ21λ2λ3.(3.5)
Firstly, if we choose 0 ≤ ǫ ≤ 13 , we get
[(1− ǫ)λ21 + 3 + ǫ][(5 − ǫ)λ22 + (5− ǫ)λ23 + 2(4 + ǫ)λ2λ3 + 6]
≥ [(1− ǫ)λ21 + 3 + ǫ][(1 − 2ǫ)λ22 + (1− 2ǫ)λ23 + 6]
≥ (1− ǫ)(1 − 2ǫ)λ21[λ22 + λ23]
≥ −4ǫ2λ21λ2λ3.(3.6)
Secondly, using λ1λ2 + λ1λ3 = −λ2λ3 to substitute λ1λ2 + λ1λ3 with λ2λ3, we have
2ǫλ1λ2[(1− ǫ)λ23 + 4λ22 + 3− ǫ]
+2ǫλ1λ3[(1− ǫ)λ22 + 4λ23 + 3− ǫ]
= 2ǫ(3− ǫ)(1− λ2λ3) + 2ǫ(1 − ǫ)(1− λ2λ3)λ2λ3
+8ǫ(1− λ2λ3)(λ22 − λ2λ3 + λ23).
= 2ǫ(3− ǫ) + 4ǫ[2λ22 + 2λ23 − 3λ2λ3]
−2ǫλ2λ3[4λ22 + 4λ23 − (3 + ǫ)λ2λ3]
≥ 4ǫλ2λ3 + 2ǫλ2λ3[4λ22 + 4λ23 − (3 + ǫ)λ2λ3]
= 4ǫλ2λ3 − 2ǫ(3 + ǫ)λ22λ23 + 8ǫλ2λ3(λ22 + λ23).(3.7)
Lastly, if we choose 0 ≤ ǫ ≤ √101− 10 ≈ 0.049, we have
[(1− ǫ)λ22 + 4λ23 + 3− ǫ][(1 − ǫ)λ23 + 4λ22 + 3− ǫ]
≥ (3− ǫ)(5 − ǫ)(λ22 + λ23) + [16 + (1− ǫ)2]λ22λ23 + 4(1− ǫ)(λ42 + λ43)
≥ (3− ǫ)(5 − ǫ)(λ22 + λ23) + [16 + (1− ǫ)2 − 8ǫ]λ22λ23 + 4ǫ(λ22 + λ23)2.
≥ 4ǫλ2λ3 − 2ǫ(3 + ǫ)λ22λ23 + 4(2 + ǫ)2λ22λ23 + 8ǫλ2λ3(λ22 + λ23),
which together with (3.6) and (3.6) implies (3.5) holds true, if we choose ǫ = 125 . ✷
Then, we have the following estimate.
Lemma 3.2. Let Ω be a bounded open set in R3, we consider the Drichlet problem of the
2-Hessian equation
(3.8)
{
σ2(D
2u(x)) = 1, x ∈ Ω;
u = 0, x ∈ ∂Ω.
Then, for any 2-convex solution u ∈ C4(Ω)∩C(Ω), we have the following estimate of Pogorelov
type ,
max
x∈Ω
(−u(x))αmax{|D2u(x)|, 1} ≤ C(3.9)
for sufficiently large α > 0. Here α and C only depend on n, the diameter of the domain Ω.
Proof. First, we translate the coordinate system such that Ω contains the coordinate origin.
Similar to the argument in Lemma 2.5, using the Comparison principle (see Theorem 17.1 in
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Page 443 of [13]), there exists the function
w =
1
2
√
3
|x|2 − a
such that
w ≤ u ≤ 0,
where a depends on the diameter of the domain. Thus, |u| can be controlled by the diameter
of the domain Ω.
Since u is 2-convex, then σij2 is positive definite. So the Hessian estimates can be reduced to
the estimate of ∆u due to the following fact
max
ξ∈Sn−1
|uξξ| ≤ ∆u.
We consider the auxiliary function in Ω
P (x, ξ) = α log(−u) + logmax{∆u, 1} + 1
2
|x|2.(3.10)
Since u = 0 on ∂Ω, so the maximum of P is attained in some interior point x0 of Ω. Assume
∆u ≥ 2 at x0 (otherwise our lemma holds true automatically). Thus at x0
0 = Pi =
αui
u
+ (log∆u)i + xi.(3.11)
Contracting
Pij =
αuij
u
− αuiuj
u2
+ (log∆u)ij + δij
with σij2 gives at x0
0 ≥ σij2 Pij =
2α
u
− ασ
ii
2 u
2
i
u2
+ σij2 (log∆u)ij + 2σ1
in view of σ2 = 1. Using (3.11), we have at x0
−(ui
u
)2 ≥ − 2
α2
((log ∆u)i)
2 − 2
α2
(xi)
2,
which implies together with Lemma 3.1
σ
ij
2 Pij ≥
2α
u
+ (
1
25
− 2
α
)σii2 ((log∆u)i)
2 − 2
α
σii2 x
2
i + 2σ1.
If we choose α ≥ 50,
1
25
− 2
α
≥ 0,
which implies at x0
σ
ij
2 Pij ≥
2α
u
− 2
α
σii2 x
2
i + 2σ1.
Then, if we choose α again large enough, we have we obtain at x0
0 ≥ σij2 Pij ≥
2α
u
+∆u.
So, we obtain our Lemma. ✷
Using the above Lemma, following almost the same proof as Theorem 1.3, we can obtain
Theorem 1.4.
14 LI CHEN AND NI XIANG∗
References
[1] J. Bao, J. Chen, B. Guan and M. Ji, Liouville property and regularity of a Hessian quotient equation,
Amer. J. Math., (2) 125 (2003), 301-316.
[2] E. Calabi, Improper affine hyperspheres of convex type and a generalization of a theoem by K. Jo¨rgens,
Michigen Math. J., 5 (1958), 105-126.
[3] L. A. Caffarelli, Interior W 2,p estimates for solutions of the Monge-Ampe`re equation, Ann. of Math.,
(2) 131 (1990), 135-150.
[4] L. A. Caffarelli, A localization property of viscosity solutions to the Monge-Ampr`e equation and their
strict convexity, Ann. of Math., (2) 131 (1990), 129-134.
[5] L. Caffarelli, and Y. Li, An extension to a theorem of Jo¨gens, Calabi, and Pogorelov, Comm. Pure
Appl. Math., (5) 56 (2003), 549-583.
[6] L. Caffarelli, L. Nirenberg, and J. Spruck, The Dirichlet problem for nonlinear second order elliptic
equations III. Functions of the eigenvalues of the Hessian, Acta Math., 155 (1985), 261-301.
[7] S. Y. A. Chang and Y. Yuan, A Liouville problem for sigma-2 equation, Discrete Contin. Dyn. Syst.,
(2) 28 (2010), 659-664.
[8] C. Chen, Optimal concavity of some hessian operators and the prescribed σ2 curvature measure
problem, Science China Mathematics, (3) 56, (2013), 639-651.
[9] S.Y. Cheng and S.T. Yau, Complete affine hypersurfaces, part I. The completeness of affine metrics,
Comm. Pure Appl. Math., 39 (1986), 839-866.
[10] S. Dinew, S, Kolodziej, Liouville and Calabi-Yau type theorems for complex Hessian equations,
American Journal of Mathematics, (2) 139 (2017), 403-415.
[11] Lei Fu, An analogue of Bernstein’s theorem, Houston J. Math., (3) 24 (1998), 415-419.
[12] B. Guan and P. F. Guan, Convex hypersurfaces of prescribed curvature, Ann. of Math., 156 (2002),
655-673.
[13] D. Gilbarg and N. Trudinger, Elliptic partial differential equations of second order, Springer, 1998.
[14] P. F. Guan and G. H. Qiu, Interior C2 regularity of convex solutions to prescribing scalar curvature
equations, arXiv:1711.00932 (2017).
[15] R. Harvey and H. B. Jr., Calibrated geometry, Acta Math., 148 (1982), 47-157.
[16] J. Jost and Y. L. Xin, A Bernstein theorem for special Lagrangian graphs, Calc. Var. P. D. E., (3)
15 (2002),299-312.
[17] K. Jo¨gens, U¨ber die Lo¨sungen der Differentialgleichung rs−t2 = 1, Math. Ann., 127 (1954), 130-134.
[18] M. Li, C. Y. Ren and Z. Z. Wang, An interior estimate for convex solutions and a rigidity theorem,
Journal of Functional Analysis, (7) 270 (2016), 2691-2714.
[19] A. M. Li and L. Sheng, A Liouville theorem on the PDE det(fij) = 1, arXiv:1809.00824.
[20] A.V. Pogorelov, On the improper convex affine hyperspheres, Geom. Dedi., 1 (1972), 33-46.
[21] A.V. Pogorelov, The Minkowski Multidimensional Problem, John Wiley, 1978.
[22] G. H. Qiu, Interior Hessian estimates for σ2 equations in dimension three, arXiv:1711.00948 (2017).
[23] N. S. Trudinger, On the Dirichlet problem for Hessian equations, Acta Math., 175 (1995), 151-164.
[24] N. S. Trudinger and X. J. Wang, The Bernstein problem for affine maximal hypersurfaces, Invent.
Math., (2) 140 (2000), 399-422.
[25] N. S. Trudinger and X. J. Wang, The Monge-Ampe`re equation and its geometric applications, Hand-
book of geometric analysis, International Press, (2008), Vol. I, 467-524.
[26] Warren, Micah, Nonpolynomial entire solutions to σk equations, Comm. Partial Differential Equa-
tions, (5) 41 (2016), 848-853.
[27] Yu Yuan, A Bernstein problem for special Lagrangian equations, Invent. Math., 150 (2002), 117-125.
[28] Yu Yuan, Global solutions to special Lagrangian equations, Proc. Amer. Math. Soc., (5) 134, (2006),
1355-1358.
Faculty of Mathematics and Statistics, Hubei University, Wuhan 430062, China.
E-mail address: chernli@163.com, nixiang@hubu.edu.cn
