Clustering of gene expression data is a standard exploratory technique used to identify closely related genes. Many other sources of data are also likely to be of great assistance in the analysis of gene expression data. Such sources include proteinprotein interaction data, transcription factor and regulatory elements data, comparative genomics data, protein expression data and much more. These data provide us with a means to begin elucidating the large-scale modular organization of the cell. Conclusions drawn from more than one data source is likely to lead to new insights. Data sources may be complete or incomplete depending on whether or not they provide information about every gene in the genome. With a view toward a combined analysis of heterogeneous sources of data, we consider the challenging task of developing exploratory analytical techniques to deal with multiple complete and incomplete information sources. The Multi-Source Clustering (MSC) algorithm we developed performs clustering with multiple, but complete, sources of data. To deal with incomplete data sources, we have adopted the MPCK-means clustering algorithm, which is a constrained clustering algorithm, to perform exploratory analysis on one complete source (such as gene expression data) and other potentially incomplete sources provided in the form of constraints. We have shown that the MSC algorithm produces clusters that are biologically more meaningful when integrating gene expression data and text data than those identified using only one source of data. For the constrained clustering algorithm, we have studied the effectiveness of various constraints sets. To address the problem of automatically generating constraints from biological text literature, we considered two methods (cluster-based and similarity-based). The novelty of research presented here is the development of a new clustering algorithm MSC to perform exploratory analysis using two or more diverse but complete data sources, and study of effectiveness of constraints sets and robustness of the constrained clustering algorithm using multiple sources of incomplete biological data, and incorporating such incomplete data into constrained clustering algorithm in form of constraints sets.
INTRODUCTION
Large scale microarray experiments that have been performed under a variety of conditions or at various stages during a biological process have resulted in huge amounts of gene expression data, and have presented big challenges for the field of data mining (de Souto, Costa et al. 2008; Kerr, Ruskin et al. 2008) . Challenges include rapidly analyzing and interpreting data on thousands of genes measured with hundreds of different conditions, and assessing the biological significance of the results. Clustering is the exploratory, unsupervised process of partitioning the expression data into groups (or clusters) of genes sharing similar expression patterns (Yeung, Medvedovic et al. 2003; Kerr, Ruskin et al. 2008) . However, the quality of clusters can vary greatly, as can their ability to lead to biologically meaningful conclusions.
On a different note, the biological and medical literature databases are information warehouses with a vast store of useful knowledge. In fact, text analysis has been successfully applied in bioinformatics for various purposes such as identifying relevant literature for genes and proteins, connecting genes with diseases, and reconstructing gene networks (Yandell and Majoros 2002) . Hence, including the literature in the analysis of gene expression data offers an opportunity to incorporate additional functional information about the genes when defining expression clusters. In more general terms, with the availability of multiple information sources, it is a challenging problem to conduct integrated exploratory analyses with the aim of extracting more information than what is possible from only a single source.
The basic problem of learning from multiple information sources has been extensively studied by the machine learning community. In computer vision this problem is referred to as multi-modal learning. In general, there are two approaches to multi-modal learning: feature level integration and semantic integration (Wu, Oviatt et al. 1999 ). Methods that use feature level integration combine the information at the feature level and then perform the analysis in the joint feature space (Glenisson, Mathys et al. 2003) . On the other hand, the semantic level integration methods first build individual models based on separate information sources and then combine these models via techniques such as mutual information maximization (Becker 1996) .
Microarray experiments usually provide gene expression data on all the genes in a genome. Hence they are inherently "complete". A major challenge using other sources of data to assist the analysis of gene expression data is that they may not always be complete, i.e., do not provide information on all the genes in the genome.
Recent work from the machine learning community has focused on the use of background information in the form of instance-level constraints. Two types of pairwise constraints have been proposed: positive constraints that specify that two instances must remain in the same cluster, and negative constraints that specify that two instances must not be placed in the same cluster. Recent examples of work include methods that ensured that constraints were satisfied at each iteration (Wagsta, Cardie et al. 2001) , algorithms that used constraints as initial conditions (Basu, Banerjee et al. 2002) , algorithms that learned a distance metric trained by a shortest-path algorithm (Klein, Kamvar et al. 2002) , a convex optimization method using Mahalanobis distances (Xing, Ng et al. 2002) , and semi-supervised clustering that incorporated both metric learning and the use of pairwise constraints in a principled manner (Bilenko, Basu et al. 2004) .
While great efforts have been made to develop efficient constrained clustering algorithm variants, the role of constraint sets in constrained clustering algorithm has not been fully studied yet. Recently, Wagstaff et al., and Davidson et al. attempted to link the quality of constraint sets with clustering algorithm performance (Davidson, Wagstaff et al. 2006; Wagsta, Basu et al. 2006) . Two properties of constraint setinconsistency and incoherence -were shown to be strongly negative correlated with clustering algorithm performance. This paper makes several important contributions. First, we investigate the problem of integrating two or more heterogeneous sources of data to produce biologically significant clusters. To address this problem, we have proposed an EMbased clustering algorithm called Multi-Source Clustering (MSC) to perform clustering using multiple, but complete, data sources. For our experiments with MSC, we focused on algorithms using gene expression data and biological text literature as the two main sources, although the techniques are general enough to be applicable to other data sources. Then, we consider the non-trivial task of proposing evaluation schemes to evaluate the results of clustering techniques by utilizing independent sources of data. This is performed by considering functional annotation data and transcription factor binding site data as the independent data sources. Next, we tackle the data integration problem, when the data sources provide incomplete data sets. Most data sources (such as biological text literature) are incomplete since data is not available on all the genes in the genome. The problem of incomplete data sources is addressed by adopting MPCK-Means algorithm. Finally, we tackle the case when the data sources provide inconsistent and conflicting pieces of information or are unreliable or inaccurate to varying degrees.
METHODS
In this section we describe our new approaches. We first introduce our new MSC clustering algorithm and then present the adaptive MPCK-means clustering algorithm.
Multi-Source Clustering
In this section we describe MSC algorithm in detail. The problem of clustering data arises in many disciplines and has a wide range of applications. Intuitively, clustering is the problem of partitioning a finite set of points in a multi-dimensional space into classes (called clusters) so that (i) the points belonging to the same class are similar and (ii) the points belonging to different classes are dissimilar (Jain and Dubes 1988) . In this paper, our goal is to identify clusters of related genes using multiple available datasets. The notation used in the paper is listed in Table 1 .
The MSC Algorithm.
The method extends the model-based K-means clustering algorithm to allow for combined learning of different data sources. The algorithm assumes that there are m parameterized models, one for each cluster. The set of parameters for the i-th model is denoted by λ i . Typically, all the models are assumed to be from the same family, e.g., Gaussian or multinomial distribution. In the sample re-assignment step, a data point could be assigned to a cluster using one of three 
Cluster assignment vector P Vector denoting the weights for each data source.
possible approaches: maximum likelihood (ML), soft, or stochastic (Zhong and Ghosh 2003) . The MSC algorithm, shown in Table 2 , is a variant of the EM method (Dempster, Laird et al. 1977) . It stochastically builds the models for each data source by boosting the models using the cluster assignments from the other models. Let λ (j) be the set of parameters for the models of data source j. In each iteration, we first randomly select a data source j based on the weight vector P. We then perform the following steps: (i) find the model parameters that maximize the likelihood of the data given the current cluster assignment (shown in step 2b of the algorithm); (ii) assign the data points to the cluster that maximizes the posterior probability (shown in step 2c of the algorithm). Our experiments show that the MSC algorithm implicitly learns the correlation structure among the multiple data sources.
Cluster Assignment.
In order to obtain the final clustering, we develop a new approach to combine the clustering results from each data source. Note that in each iteration, one data source is randomly picked and every data point (i.e., gene) is reassigned to one of the k clusters based on information from that data source and on its previous assignment. After all the iterations are completed, each data point has to be given a final assignment to one of the k different clusters based on some criteria that depends on its cluster assignment for each of the m data sources. Note that the cluster assignments for each of the data sources may be different.
One approach is to assign each data point to the maximum probability cluster, as suggested in (Kasturi and Acharya 2004 ) . This approach has the underlying assumption that cluster assignments for the m data sources are correlated. However, this need not be true. Another approach is to compute a consensus mean of the cluster assignments obtained from the m data sources. This approach may not always be successful especially when the number, variability and reliability of the data sources are large (Bickel and Tobias 2004) . We introduce a new method of assigning cluster membership to data points by taking into account the cluster assignment obtained from each data source. The cluster assignment for each point, for each data source, can be thought as a kdimensional vector in which only one entry (corresponding to the assigned cluster) is equal to one and all the others are zero. By combining the results obtained from the m data sources, the cluster assignment for each data point now constitutes a kmdimensional vector. Thus we obtain a n × km matrix whose entries are as follows:
,
where p j is the prior probability of data type j, is a cluster s in data type j and
The above matrix is used to cluster using one of standard clustering algorithms, such as K-means. Clearly, genes with similar cluster assignments across all data sources will be assigned to the same cluster.
Constrained Clustering Algorithm
The original MPCK-means is a constrained clustering algorithm (Bilenko, Basu et al. 2004) . In this section we will introduce it briefly.
The MPCK-means Algorithm.
We assume that the input may consist of two types of pairwise constraints: (1) positive constraints, which specify that two genes must lie in the same cluster, and (2) negative constraints, which specify that two genes must not be placed in the same cluster. Furthermore, all constraints may be provided with a confidence measure. Positive constraints define a transitive binary relation over the instances; a transitive closure over the input constraints is computed and then presented to our modified algorithm. In general, constraints may be derived from any given data source. In Section 3, we discuss from what data sources these constraints can be generated and how.
The original MPCK-means integrates constraints and metric learning. This semi-supervised clustering algorithm was shown to have better performance than constraint-based learning methods and metric-based learning methods (Bilenko, Basu et al. 2004) . MPCK-means has the following objective function.
where The MPCK-means algorithm is an iterative algorithm. As in K-means, the first order derivative of GCVQE (Eq. (2)) is set to zero and solved. The result of the derivative is dependent on the choice of penalty functions (Bilenko, Basu et al. 2004 ).
DATA SOURCES AND THEIR REPRESENTATIONS
As discussed in this section, the goal is to convert the information in each data source into numeric feature vectors. Once the vector representations are obtained, the clustering algorithms have several choices for integrating the information. Integration can either happen before the analysis or after the analysis. Feature-level integration simply concatenates the feature vectors (Glenisson, Mathys et al. 2003 ). An alternative and more sophisticated approach is that of semantic-level integration, as described in the previous section.
Gene Expression Data
The main source of data for algorithms that cluster genes is gene expression data, typically arising from microarray experiments. The advantage of this data source is that it is often complete, in the sense that it covers all the genes in the genome. Since this data is numeric, representation of this information is now standard, i.e., it is represented as a point in d-dimensional space, where d is the number of different conditions under which the data for each gene is collected.
Text Literature Data
In order to efficiently extract and use this information in a homogeneous way with other numeric data, textual domain knowledge needs to be transformed into numeric data. In this paper, we adopt the TF-IDF (Term Frequency Inverse Document Frequency) model often used in information retrieval and text mining, as described below.
Each document from the data source can be represented by a vector in which each component of the vector corresponds to a single term from the entire set of terms, i.e., the vocabulary (Raghavan and Wong 1986) . The value of each component can be calculated using the term weight indexing as follows:
where term frequency tf ij measures the occurrences of a term j in a document i, and idf is inverse document frequency, which is equal to the logarithm of the ratio of the total number of documents (N) divided by the number of documents containing term j in the collection (df j ).
To integrate with the gene expression data, text data can be represented as a gene-term matrix, which can be obtained by combining the document-term matrix with the gene-document matrix. The textual profile of a gene i, a vector of terms j, can thus be obtained by taking the average over the N i documents containing gene i:
Here N kg denotes the number of genes linking to document k. Note that this factor was not considered in the previous research (Glenisson, Antal et al. 2003) . It accounts for the distribution of the number of genes associated with each document. Our proposal is that the weight indexing be first averaged over the number of genes in a specific document before being averaged over all documents linking gene i.
Constraints Generation
To experiment with the MPCK-means algorithm, instead of generating gene-term matrix from literature text data, the key issue is how to drive constraint sets from literature text data. Constraints can be generated from the data with known labels (such as functional categories) or from prior knowledge about the data from other knowledge domain (such as literature text).
For labeled datasets, i.e., datasets where the clusters are known beforehand, constraints were generated based on the known labels. For each randomly chosen gene pair, if they had the same label, then a positive constraint was generated. A negative constraint was generated otherwise.
For unlabeled data sets, constraints were generated from literature text data. A simple approach is to generate positive constraint pairs from genes associated with the same document. After merging all positive constraint pairs into connected components, neighborhood sets could be produced and genes belonging to different neighborhood sets could be used to build the negative constraint set. A cautionary note is that this approach ignores contextual information and natural language issues and could potentially generate erroneous constraints. Although this approach is efficient, we used the gene-term matrix as described above.
We explored two ways to generate gene pair constraints from the gene-term matrix. We refer to the two approaches as cluster-based and similarity-based constraint generation methods. In the first approach, cosine similarity was calculated between all pairs of genes and then sorted. Positive constraint pairs were generated by picking gene pairs having high similarity. Negative constraint pairs may be generated by picking gene pairs with low similarity values. However, for the text literature data source, this is not appropriate since it is difficult to differentiate between negative information and lack of information. In the second approach, the spherical K-means algorithm, which is a K-means algorithm using cosine-based distance, was applied to the gene-term matrix T times (we chose T = 100 here). Frequencies of gene pairs appearing in the same cluster were counted and sorted into T + 1 bins using the bucket sort algorithm. Gene pairs with high frequency were listed as positive constraint pairs. In other words, the constraints can be generated from the consensus matrix M, where M ij gives the probability that gene i and j belongs to the same cluster. Two sets of constraint pairs were generated: constraint pairs from text similarity, and constraint pairs from text clustering.
CLUSTERING ASSESSMENT
Different metrics were tried to evaluate clustering results. For the clustering resulting from the data set without known labels, the clusters were assessed using the knowledge from the Gene Ontology (GO) database [http://www.geneontology.org]. The SGD gene association file was downloaded directly from the Gene Ontology website (Revision: 1.1230). A table of 6470 genes and 4032 GO terms was produced in which a 1 in position (i, j) meant that gene i is associated with GO term j, and a 0 indicates a lack of knowledge about their association. Each GO term is seen as an attribute and the gene-attribute table is the knowledge base used to assess the quality of gene clusters. The GO-based metric called CMI (corrected mutual information) was proposed. The definition of the CMI measure is shown below.
where
Here MI cluster corresponds to the mutual information between the cluster assignment produced by a clustering algorithm and the GO database; MI random refers to the mutual information between a random cluster assignment and the GO database. H(.) refers to entropy function. The mutual information between a cluster assignment and all attributes (GO terms) is defined as the sum of the mutual information between the cluster assignment and the genes associated with each individual attribute (Gibbons and Roth 2002) , using the standard definition of mutual information. Thus, higher corrected CMI values suggest that the clustering results are more significantly related to gene function. The GO-based CMI measure is similar to the z-score measure (Gibbons and Roth 2002) . Evaluation was performed using the Rand Index (Rand 1971) for the clustering resulting from the data set with known labels. Rand Index allows for a measure of agreement between the clustering results and their true labels. Let n be the size of data set D. The clustering result is viewed as a collection of n × (n − 1)/2 pairwise decisions. For each pair of items d i and d j in D, the algorithm either assigns them to the same cluster or to different clusters. Let p 1 (p 2 , respectively) be the number of decisions where the algorithm correctly assigns the same (different, respectively) label to items d i and d j . Then
Metrics CMI is gene annotation based method, and is used for the clustering resulting from the data set without known labels. Rand Index is suitable for the clustering resulting from the data set with known labels. In this paper, the CMI was used to compare the performance of the four clustering methods: K-means clustering of expression data, K-means clustering of text data, K-means clustering of the feature-level integrated expression and text data, and the MSC algorithm applied to expression and text data. The CMI was also used to compare the performance of MSC algorithm and constrained clustering algorithm. Rand Index was used to evaluate the effectiveness of constraints sets in clustering algorithm.
EXPERIMENTAL RESULTS
Five algorithms were implemented in Java. These included model-based K-means algorithm on the individual data sources (text and gene expression), model-based Kmeans algorithm on feature-level integration of the multi-source data, the MSC algorithm, and the MPCK-means algorithm. We also include an meta-clustering algorithm developed by Zare et al. (Zare, Khodursky et al. 2006 ) for comparison. We first discuss the data sets used for our experiments.
Expression and Literature Data Sets
For text information, a literature index for yeast genes was constructed from 31924 yeast-related MEDLINE abstracts, which were downloaded using Entrez/Pubmed search engine based on text matching in an entry's fields (Roberts 2001) . The abstract-gene relation information was constructed from the Saccharomyces Genome Database (SGD, http://www.yeastgenome.org/). It is also available by ftp from the following URL:
[ftp://genome-ftp.stanford.edu/pub/yeast/data_download/ literature_curation/]. Gene expression data set was generated from cultures synchronized in cell cycle by three independent methods and consisted of measurements of 6206 genes over 77 experimental conditions (Spellman, Sherlock et al. 1998) . After removing those having no literature references, the remaining 5473 genes were retained for further analysis.
Two other gene expression data sets were used in this research. One is the yeast galactose dataset originally from the study of Ideker et al. (Ideker, Thorsson et al. 2001 ). Yeung et al. compiled a subset of 205 genes from four functional categories (Yeung, Medvedovic et al. 2003) . Genes from each functional category would be expected to cluster together. In the original experiment, microarrays were used to measure the mRNA expression profiles of yeast growing under 20 differ perturbations to the GAL pathway. Four replicates were performed for each condition. All MEDLINE abstracts referred to in SGD's literature database were considered as acceptable, noise-free, domain-specific source of information for the yeast genes being considered (Stephens, Palakal et al. 2001) . A restricted vocabulary is suggested in several recent papers (Stephens, Palakal et al. 2001; Chiang and Yu 2003; Glenisson, Antal et al. 2003) . Often these restricted vocabularies involve terms from the GO database. In this work, we chose to eliminate such constraints and have resorted to generic text mining methods to extract the terms. Our reasoning was as follows. Since GO terms were used in the validation of the clusters, it would be inappropriate to bias the text mining part of the process by allowing only terms that would validate positively.
Results of MSC Algorithm

Comparison Results.
As discussed above, we compared the performance of the five clustering methods: K-means clustering of expression data, K-means clustering of text data, K-means clustering of the feature-level integrated expression and text data, meta-clustering algorithm, and the MSC algorithm applied to expression and text data. Equal weights were used for the expression and text data in all the three multi-source algorithms, although the weights could be specified using expert knowledge to specify the importance of each data source. The expression data consisted of 5473 genes under 77 experimental conditions and the text data consisted of 5473 genes and 250 terms. The CMI were plotted against the number of clusters, k, for all values of k from 2 to 100. The results are shown in Figure 1 .
Using CMI as a criterion, the results from the multi-source data clustering exhibited the best performance for over 80% of values of k and were better than the method that only used text data. Surprisingly, the results from the feature-level integration were worse than the methods that used only a single data source. It suggests that a simple combination of features and distance functions may not be the best approach to improve the quality of clustering. Figure 1 shows that CMI decays as k grows over 70, indicating clustering with k greater than 70 is not appropriate because CMI decrease means clustering results are less significantly related to gene function. In the next two subsections, we explore other ways to evaluate the quality of the resulting clusters.
Functional Enrichment.
To assess the classification capability of the clustering algorithms, gene ontology information was used to evaluate whether the clusters have significant enrichment of one or more terms from the gene ontology (GO) database; this was done using FuncAssociate (Berriz, King et al. 2003) , a program that takes a list of genes as input and produces a ranked (by P-values) list of the GO attributes for which the input gene list is enriched. Each query gene set is composed of the genes from each cluster in a clustering, and the output gives the terms significantly enriched in each cluster among all genes (in this case, the number of all genes is 5473 which is the total number of genes for clustering). Table 3 shows details of 5 typical clusters with enriched functional groups.
Function enrichment analysis also reveals that within a given cluster, often the enriched functions are closely related. For instance, in cluster 2, which has 277 genes, 101 ontology categories are enriched. These categories include, but not limited to, Table 3 . Function enrichment of clusters generated from Multi-Data clustering. The first column (C) refers to the cluster number. The second column (N) refers to the number of genes in that cluster. The fourth column (NC) corresponds to the number of genes from that category in that cluster. Finally, the last column (P) gives the log of the p-value (− log 10 (Pvalue)) of the enrichment. DNA replication and chromosome cycle, cell proliferation, helicase activity, mitotic recombination, and so on. All the 101 enriched ontology categories in this cluster are involved in cell proliferation and DNA replication, which is biologically meaningful because when cell occurs, DNA replication and regulation must also occur. Similar observations can be made about other clusters. For example, the genes in cluster 4 are predominantly involved in regulation; genes in cluster 5 perform cell proliferation and cell division and so on.
Transcription Factor Binding Motifs.
Next we decided to perform further exploratory analysis of some of the clusters obtained by the MSC algorithm. For the purpose of comparison, we examined the clusters obtained using the MSC algorithm and those obtained using only gene expression data. Upon further examination, we found that cluster 8 (with a total of 53 genes) from the MSC clustering shared 41 of the 43 genes in cluster 14 from the expression clustering. The genes contained in these two clusters are shown in Table 4 , with the common ones not shown in bold font. Gene function enrichment tests showed that the significant categories were metabolism, cell growth, cell division, and DNA synthesis (as cluster 8 shown in Table 4 ). Most genes in cluster 8 that were not in cluster 14 also belonged to these same categories, implying that text data can enrich genes with similar functions. Our new approach takes into account both expression and function, giving it increased ability to capture more biologically meaningful features. Further exploratory analysis was performed from the point of view of shared motifs. One underlying assumption in clustering is that genes in a cluster are functionally related, implying that there is a strong possibility that many of them are also co-regulated, and co-regulated genes share transcription factor binding motifs (i.e., regulatory elements) in their upstream sequences. Motif detection is often performed on clusters obtained by clustering gene expression data. Thus clustering schemes can be evaluated by looking for the presence of motifs in gene clusters.
Toward this end, we applied the motif discovery tool, AlignACE (Roth, Hughes et al. 1998 ) to find shared motifs in each of the two clusters. Results revealed a motif in cluster 8, GGCACTCACACGTGGG, located in the upstream sequence of Table 4 . ORFs contained in clusters generated from expression data and multi-source clustering. Cluster 8 from MSC   YAL022C  YAR018C YAR071W  YBL043W  YBR038W YBR054W  YBR092C  YBR202W YDR033W  YDR146C  YEL065W YGL008C  YGL021W  YGL116W YGR092W  YGR108W  YGR143W YHL028W  YHR023W  YHR215W YIL158W  YJL157C  YJR092W YKR093W  YLR131C  YLR190W YML034W  YML119W  YMR001C YMR032W  YMR189W  YNL058C YNL160W  YOL158C  YOR025W YOR313C  YOR315W  YPL061W YPL242C  YPR019W  YPR119W YPR149W  YPR156C   YAR018C  YAR071W  YBL043W  YBR038W  YBR054W YBR092C
Cluster14 from expression data
YBR093C, which, according to TRANSFAC (Matys, Fricke et al. 2003) , is known to be the binding site for the transcription factor PHO4 and has been reported previously in the literature (Vogel, Horz et al. 1989) . Genes that shared this motif are YBR093C, YAR018C, YDR055W, YHR215W, YML034W, and YOR313C. In particular, YBR093C and YHR215W are two of three repressible acid phosphatases (SGD). However, this motif was not found in cluster 14. Thus, clustering obtained by integrating information from the literature databases, as performed by the MSC algorithm was able to better detect motifs.
Results of Constrained Clustering Algorithm
As discussed above, the MSC algorithm performed significantly better than the feature-level integration approach. However, a major disadvantage of the MSC algorithm is that it requires all the data sources to be complete (i.e., data available on all genes to be analyzed). Constrained clustering algorithm, on the other hand, should overcome this weakness since constraints can be generated from incomplete data sources.
The motivation for designing the constrained clustering algorithm is based on the assumption that constraints based on prior correct knowledge can assist a clustering algorithm to improve its performance. Our experimental results confirm the hypothesis, but also show situations where it is not true.
Effectiveness of Constraints Set.
We used the yeast galactose data set (with all replicates) to investigate the effectiveness of constraints sets. The first observation was the performance of clustering with randomly generated constraints can deteriorate even if the constraints conformed with the known functional categories (i.e., labels). This was observed earlier in a different context (Davidson, Wagstaff et al. 2006) . In fact, many of the errors in constrained clustering had been correctly classified when no constraints were provided. As shown in Figure 2 , constraints sets with small size can be detrimental to the performance of the algorithm. However, when the size of the constraints set is sufficiently large, then accurate clustering is achieved with both types of constraints sets. Therefore, we investigated the alternative option of generating constraints from relationships that the clustering algorithm could not learn when no constraints were provided. A second constraints set was generated by the following procedure. First a clustering was obtained by running standard clustering algorithm (without any constraint); then constraint pairs were chosen at random from all pairs of genes that included at least one misclassified gene. The pairs were then placed in the positive constraints set or negative constraints set using the known labels. We refer to the resulting set of constraints as the critical constraints set. Figure 2 shows that accurate clustering can be achieved with much smaller critical constraints sets (roughly, 300 is enough in comparison to the roughly 700 that is needed in the case of random constraints sets). In practice, it is difficult to estimate the size of the critical constraints set required to achieve accurate clustering.
Results with Inconsistent Constraints.
The results shown in Section 5.3.1 showed that small constraints set might hurt the ability to infer accurate clusters. However, all constraints used in Section 5.3.1 were known to be true and were based on known functional categories. Next we investigated how robust the Figure 3 . Performance of constrained clustering algorithm when using inconsistent constraints. N(m 1 ,m 2 ) means that experiment was performed for constraint set size N generated by approach m 1 , and the inconsistent constraints pair were from set m 2 . m 1 = 1 means that constraint set was randomly generated, m 1 = 2 means that constraint set was critical constraint set. m 2 = 1 means inconsistent constraints pair were from randomly generated constraint set, m 2 = 2 means inconsistent constraints pair were from critical constraint set.
algorithm was, i.e., how does it perform when a small number of constraints are incorrect or inconsistent with known functional categories. Once again, we consider two ways of generating constraints sets. As before, pairs were either picked at random or picked from among pairs with at least one misclassified gene. A small number of the generated constraints were then made inconsistent (i.e., put into positive constraints when they should have been put into negative constraints, vice versa). Figure 3a and Figure 3b show that a small number of inconsistent constraints do not affect clustering algorithm performance a lot when both consistent and inconsistent pairs of constraints were generated from the critical constraints set. Otherwise, the performance of the algorithm decreases dramatically. However, Figure 3c shows that algorithm performance decreases considerably if the fraction of inconsistent constraints rises above some threshold even when the consistent and inconsistent pairs of constraints were generated from critical constraints set. Overall, the results confirm the hypothesis that inconsistent constraints will diminish clustering performance and should be avoided.
Results with Constraints from Text Data.
For the yeast cell cycle data set, since the functional categories are not available, the constraints set cannot be generated as described before. But the constraints set can be generated from other knowledgebases such as biological text literature. We discussed two approaches to generate constraints sets from biological text literature: cluster-based and similarity-based. In this subsection, we compare the effectiveness of constraint generation by the two methods. 1000 pairs of constraints were randomly picked from the positive constraint set. These were then provided as inputs to the MPCK-means algorithm. The expression data consisted of 5473 yeast genes under 77 experimental conditions.
The experiments were performed in 10 runs for each parameter setting (same k, same constraint type, if any) and the averaged CMI was plotted against the number of clusters, k, for all values of k from 2 to 100.
As mentioned earlier, no negative constraints were used in this set of experiments. Figure 4 shows the CMI measures resulting using three approaches. All three used gene expression data and differed in the constraints generation method used. The first performed clustering using no constraints. The second performed clustering using constraints generated by the cluster-based method while the third used constraints generated by the similarity-based approach. The version with constraints performed better than the one with no constraints, with a better performance resulting from the version with cluster-based constraints. The constraints generated from the clustering-based method performed better than those from the similarity-based approach.
Results Comparison with MSC.
Finally we compare the results of our experiments with MPCK-means to that of the MSC algorithm. According to the results in section 5.3.3, k was set to 50. In all the previous experiments, only 1000 constraints were used. Here different constraint sizes were tried to investigate the effect of the size of the constraint on the overall clustering performance. Since the total size of constraint pool was 20,000, constraint set sizes were selected starting from 2000 with a step of 2000, along with a constraint set of size of 1000, resulting in 11 different constraint set sizes for each type of constraint set. Figure 5 presents the CMI measures results for constrained clusters obtained by cluster-based both, cluster-based positive, and similarity-based positive constraints and MSC results in dashed line. As constraint set size increases, the CMI measures for each of three types of constraints steadily improved and flattened out after 16000. MSC performed better than the cluster-based MPCK-means version when constraint set size was less than 10000, and was outperformed for larger set sizes. However, MSC performed significantly better when constraints were generated by text similarity.
DISCUSSION AND CONCLUSIONS
Clusters obtained from gene expression data analysis must correlate to the existing knowledge. Mining on gene expression alone may not be able to reveal the biological information related to the gene expressions. Most biologists focus their research on a small select set of genes, which they know to be functionally related. Consequently, their publications focus on these genes. Therefore publications stored in medical literature databases, such as PubMed, can provide valuable additional information.
In this paper, we use text literature as a guide for microarray data analysis. In particular, we want to identify subgroups of genes with commonalities in gene expression and in biological function. We developed two clustering algorithms for clustering genes incorporating information from literature text data. These two algorithms were applied to gene expression data for the same purpose, but differ in the way using literature text data. When the information from literature text data is complete (i.e., data available on all genes to be analyzed), the MSC algorithm performed significantly better than the feature-level integration approach. Also, the clusters from the MSC algorithm shared regulatory elements that were not found using gene expression data alone.
For the situation that complete information from literature text data is not available, constrained clustering algorithm can be applied to gene expression data with constraints derived from a subset of the literature data. We showed that constraints set may not improve the performance of a clustering algorithm if it is not carefully chosen or not large enough. We concluded that inconsistent constraints should be avoided since small number of them will hurt the clustering. We explored several ways of deriving constraints from prior knowledge about the data and from external biological text literature. Our results suggested that clustering using constraints generated from a clustering-based approach outperformed the case when constraints were generated using a similarity-based approach. Comparisons with MSC algorithm showed that constraint-based methods performed better assuming that the constraints were of sufficiently high quality. Based on our experience, negative constraints are not appropriate for text literature data source. However, we conjecture that it is appropriate for other data sources such as protein-protein interactions, and to a limited extent, regulatory element information.
Clustering using heterogeneous data sources is a rapidly growing area of research. Future plans include incorporating more data sources for clustering and comparative studies on the clustering methods proposed in this paper and other methods, such as ensemble clustering, which involves finding a single consensus solution by combining a set of clusterings obtained from different data sources.
