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ABSTRACT 
A nice perturbation technique was introduced by Axelsson and further developed 
by Gustafsson to prove that factorization iterative methods are able, under appropriate 
conditions, to reach a convergence rate larger by an order of magnitude than that of 
classical schemes. Gustafsson observed however that the perturbations introduced to 
prove this result seemed actually unnecessary to reach it in practice. In the present 
work, on the basis of eigenvalue bounds recently obtained by the author, we offer an 
alternative approach which brings a partial confirmation of Gus&son’s conjecture. 
1. INTRODUCTION 
Eigenvalue bounds for pencils of matrices A - VB have been obtained in 
[3] in the case where A is a Stieltjes matrix and B is positive definite under 
assumptions suitable for the estimation of the asymptotic convergence rates of 
factorization iterative methods, where B represents the approximate factori- 
zation of A. 
In the present work, we extend these results by assuming that B is an 
approximate factorization of the Stieltjes matrix A,, itself an approximation 
of the positive definite matrix A. While this general approach, developed in 
Section 2, allows the extension of our previous results to also cover cases 
where A is not a Stieltjes matrix, we shall concentrate in the present work on 
the more specific example of diagonal perturbations. In this way, our first 
result will, besides giving an algebraic definition of Axelsson’s perturbation 
technique [l], bring a partial confirmation of Gus&son’s conjecture [5, 61 
concerning the nonnecessity of these perturbations. 
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In Section 3, using the techniques developed in [3], we obtain a more 
accurate analysis of the influence of diagonal perturbations. Simple examples 
are considered in Section 4. 
2. PERTURBATION ANALYSIS 
Let A, A,, and B be positive definite matrices such that 
A = A, - A,. (2.1) 
In the following, we consider A, as a perturbation, and we wish to bound the 
eigenvahres of the pencil A - VB assuming that we have at our disposal 
eigenvalue bounds for the “unperturbed pencil” A, - vB. 
For this purpose, we may use the following lemma, whose proof we skip, 
since it is quite obvious: 
LEMMA 2.1. Let A, A,, and B be n X n hennitian matrices such that 
A = A, - A, with A, and B positive definite and A, - B positive semidefi- 
nite; let a and b be real parameters such that 
for any complex n-vector .z Z 0. Then 
(1- b) G vi (1 - a> SUP 
(z>A,z) 
_+O (z,Bz) ’ 
(2.2) 
(2.3) 
where v denotes any eigenvalue of the pencil A - vB. 
REMARK. Under the stated assumptions b < 1 means that A is positive 
semidefinite, while b <: 1 means that A is positive definite. 
THEOREM 2.1. Let A=(aij), A,=(ayj), and U=(uij) be Nan 
matrices such that A is positive definite, A, is a Stieltjes matrix, and U is 
real and upper triangukr with positive diagonal entries; set P = diag(U) = 
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(piiS/), L = UT= (Zij), B = LP-‘U, and A, = A, - A; assume further that 
(1) ayi - XtT\Zis~sj/~ss G uij d aTj for 1 G i G j Q n; 
(2) there exists a n-vector x > 0 such that Bx = Ax + A rx > 0 and Ux > 0. 
Let a and b be real parameters such that 
(~7 A,z) 
a’ (z,A,z) fb<l 
for any complex n-vector z # 0, and define 
7,= ((p-u)x)i a& q-= ma 7. 
Cpx>i l<i<n-1 ” 
Then we have 
1-b<v+, 
7 
(2.4) 
(2.5) 
where v denotes any eigenvalue of the pencil A - vB. 
Proof. Define C, = B - A,; from the assumptions that A, is a Stieltjes 
matrix and that 
i - l lisUsj 
ayj- C - 
s=r Pm 
6 uij G api for l<i<j<n, 
it follows that C, has nonnegative off-diagonal entries; on the other hand x is 
a positive vector such that 
C,x = (B - A& = 0, 
and it follows that C, is negative semidefinite. 
The conclusion then follows from Lemma 2.1, using Theorem 3.1 of [3] to 
bound the eigenvalues of the pencil A, - v B. n 
The proof of Theorem 2.2 below is similar, using Theorem 3.2 of [3] to 
bound the eigenvahres of the unperturbed pencil: 
THEOREM 2.2. Let A =(aijX A,, =(apj), and U=(uij) be n x n 
matrices such that A is positive definite, A, is a Stieltjes matrix, and U is 
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real upper triangular with positive diagonal entries and such that 
i-1 u .u 
St s, 
ayi- C --u-- 0 d uij < aij for l<i< j<n; 
s=l SS 
set P = diag(U), L = UT, B = LP-‘U, A, = A, - A, and let the real param- 
eters a and b be such that 
(23 44 
a’ (z,A,z) ‘b<l for any complex n-vector .z # 0. 
If there exists a positive n-vector x such that 
Bx = Ax + A,x (2.6) 
and 
(L - U)x < Ax + A,x, (2.7) 
then 
(1 - b) < v < (1 - a)(l+ l), (2.8) 
where v denotes any eigenvalue of the pencil A - vB, and 1 - 1 is the length 
of the longest increasing path in the (ordered) graph G, ~ 1(L), deduced jknn 
the graph of L by discarding the last node and its adjacent edges. 
REIMARK. As with Equation (3.3) of [3], we may write Equation (2.6) in 
the form 
Ux = Ax + A,x - (L - P)P- ‘Ux (2.9) 
and it defines a prescription to be followed while computing the diagonal 
entries of U. The choice of the approximate factorization method must be 
such that this prescription can effectively be satisfied; this existence problem 
has been discussed in [4] and in Section 2 of [3]. 
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In the remaining part of this work, we return to the case where A is a 
Stieltjes matrix; to this end we use for A, a nonnegative diagonal perturba- 
tion. First we specialize theorem 2.2 to that situation: 
THEOREM 2.3. LetA=(aij) beaStieltjesnXnmatrixandU=(uij) be 
an upper triangular real n x n matrix with positive diagonal entries and such 
that 
i-lu .u 
aij- C y 6 uij G aij for lGi< j<n; 
s-1 S.9 
set D = diag( A), P = diag(U), L = UT, and B = LP- ‘U. 
lf there exists a positive n-vector x such that 
Bx=Ax+XDx>,O (2.10) 
and 
(L-U)XGAX+ADX (2.11) 
with X > 0, then 
(2.12) 
where Y denotes any eigenvalue of the pencil A - vB, 1 - 1 is the length of 
the longest path of the (ordered) graph G,_,(L), and hi, i E [l, n], are the 
eigenvalues of D- ‘A, ordered by increasing values. 
Proof. The conclusion follows from Theorem 2.2 with A, = X D and 
using the best possible estimates for a and b; the upper bound [2/(2+ X)] 
(I + 1) follows from the facts that x/(x + h) is a nondecreasing function of x 
for X >, 0 and that X, < 2, since A is a Stieltjes matrix. n 
Upper Eigenvalue Bounds 
Under the assumptions of Theorem 2.3, it is possible to generalize 
Axelsson’s approach developed in [l] so as to obtain 
Xl 
X,+X 
sv++l. 
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We shall not develop this approach here, because the latter result will be 
deduced as a consequence of the more accurate analysis developed in Sec- 
tion 3. 
However, a comparison of the upper bounds 
pl(h)=gg; 
which follows from our perturbation analysis, and 
h(X)=&+l, 
(2.14) 
(2.15) 
which follows from Axelsson’s analysis, is displayed in Figure 1 (drawn for 
I = 10); it must be mentioned that, in the work of Axelsson, h is to be chosen 
of the order of l/Z’, i.e. near the intersection of pr(X) and b(X). 
, 
0 : e 
FIG. 1. Upper eigenvalue hounds p,(X) = 2( 1 + 1)/(2 + h) and b( X 1 = l/G + 1 
(drawn for I = 10). 
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It is clearly seen from this figure why Axelsson’s analysis needs a strictly 
positive perturbation and also why, under the assumptions of Theorem 2.3, 
this perturbation is not actually necessary, as conjectured by Gustafsson [S, 61. 
3. DIAGONAL PERTURBATIONS 
A more accurate analysis of Axelsson’s diagonal perturbation technique 
will be developed in the present section, using arguments similar to those 
introduced in [3]. 
THEOREM 3.1. LetA=(aii) beaStieltjesnXnrnatrixandV=(~,~) be 
an upper triangular real n X n matrix with positive diagonal entries and such 
that 
i -I usiusj 
aij- c - 
s=l Uss 
Q Uij < aij for l,<i<j<n; 
set P = diag(V), L = VT, B = LP- ‘V, and D = diag( A). Zf there exists u 
positive n-vector x such that 
Ax>O, (3.1) 
Bx = Ax + hDx, (3.2) 
(L-V)x<Ax (3.3) 
with h 2 0 and if P < (1 + X)D, then we have 
(3.4) 
where v denotes any eigenvalue of the pencil A - vB, h, is the smallest 
eigenvalue of the matn’x D- ‘A, v,( X ) is defined by the recurrence 
for k > 0 with vO(X) = 1, (3.5) 
and 1 - 1 is the length of the longest increasing path of the graph G, _ 1(L). 
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REMARK. As with Equation (2.6) in the preceding section, we may write 
the condition (3.2) in the form 
Ux = Ax + XDx - (L - P)P-‘Ux. (3.6) 
The case where X = 0 has already been commented on in [3]; if h > 0, the 
stated assumptions suffice to entail the positivity of the diagonal entries of U, 
since Ux > 0 in that case, as is readily seen by induction on the successive 
lines of Equation (3.6). 
Proof. The lower bound follows from Theorem 2.3. To obtain the upper 
bound, we proceed by induction: with r, defined as in Theorem 3.1 of [3], we 
show that 
1 
l-ri> 
A ’ 
of,+1 1+x i-_) 
where Zi is the length of the longest increasing path of the graph of L ending 
at node i. 
If there is no increasing path ending at the node i in the graph of L, we 
have 
(Ux), = (Ax)~ + X(Dx), 
2 ((L - u)X)i + f&(pX)t =((p-u)x)i + &(“)t. 
Thus 
h 
1-7,>7,+- 
1+X 
or 
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Hence 
l-&(1+&)= ( lA ) 
O1 1+h 
If the proposition is true for all nodes j such that Zj < Zi, we have [writing 
o1 for o1 (X /(l + A))], by Equation (3.2), the induction hypothesis, and the 
cdndition’ (3.3), 
(Ux), = (Ax)~ + X(DX)~ - ((L- P)p-‘ux), 
>, (AX)i + &(px)i-+C(L-p)‘Ji 
and, since o1 >, 1, 
Thus 
or 
hence 
h 
---uI+l 
1+x I 1 
l-7,> 
u,+1 =- u1,+1 
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which concludes the proof. 
n 
REMARK. We leave it to the reader to check, as was tacitly assumed 
during the proof, that uk(X) increases with k. 
COROLLARY 1. Under the same assumptions as in Theorem 3.1, we have 
A, 
z+l+ U-l)W+l) h 
h,+h GvC 
6 1+x 
1+ 1(1+1) h . (3.7) 
----ix 2
Proof. Defining 
(3.8) 
we prove by induction that ul(X) < wl(X) when X < 1. For 1 = 0, we have 
u,(X)= q,(X)= 1; if u,(X)< wr(X), we have 
u,+,(h) = uf(h)+1 < A~((f;);1l , 
h(X)+1 I 
since (r + l)/(hx + 1) is a nondecreasing function of x for A < 1. Thus 
z+l+ wM~+l)A 
6 
1+ lO+1)h +l 
u,+l(h) G 
2 
(1+1)X+ PM-tl)X2 . 
6 
I+ z(z+l)x 
+1 
2 
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Hence 
(Z-l)Z(Z-tl) + Z(Z+1) 
%+I(4 6 
6 2 
as was to be shown. 
COROLLARY 2. Under the same assumptions as in Theorem 3.1, we have 
Proof. Defining 
1-X 
a(X)= x +l 
i--- 
(3.9) 
(3.10) 
for 0 f h < 1, we show by induction on Z that v,(h) < a( A) for 0 < h < 1; the 
conclusion will then follow from the fact that 
h(h)=a(&)=++l, 
For Z=O, we have v,JX)=l<a(X); if v,(X)<a(X), then 
since (x + l)/(hx + 1) is a nondecreasing function of x when X < 1. The 
conclusion follows because 
as is readily checked. n 
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REMARK. 
(1) The result of Corollary 2 is essentially the conclusion of Axelsson’s 
analysis, as already mentioned in Section 2. It is independent of the connec- 
tivity structure of the matrices involved, but it is useless in the unperturbed 
case. 
(2) A comparison of the upper bounds provided by Theorem 3.1 and its 
corollaries is displayed on Figure 2 (drawn for 1 = 10). 
Our next result shows that it is possible to relax to some extent the 
requirement imposed by the assumption (3.3): 
THEOREM 3.2. Under the same hypotheses as in Theorem 3.1 except for 
the assumption (3.3) being replaced by 
(L-U)x<Ax+cPx (3.11) 
FIG. 2. Upper eigenvalue bounds o,(X/(l+A)), w,(X/(l+h)), and D(A) 
(drawn for 1 = 10). 
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with c < 1 - X/(1 + X), we have 
(3.12) 
where v denotes any eigenvalue of the pencil A - vB, h, is the smallest 
eigenvalue of the nuztrir D- ‘A with D = diag( A), I- 1 is the length of the 
longest increasing path of the graph G,_ X L), and v,J X, c) is defined by the 
recurrence 
v,+,(~,c)= v&w+1 
hv,(X,c)+l- c 
for k&O with v,(X,c)=l. 
(3.13) 
Proof. We only treat the difference from the proof of Theorem 3.1. 
what is now to be proved by induction is that 
If there is no increasing path ending at the node i in the graph of L, we 
find 
Thus 
x 
1-7i>7i+--c 
1+x ’ 
or 
1 
i 
A 
q<- l-- 
2 l+XfC * 1 
2.34 
Hence 
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1-r+; 1+ 
( 
h 
1+x-c = 
i &>C, . 
If the proposition is true for all nodes j such that Zj < Zi, we find (writing‘ 
u,, for v,,(X/(l+ A), c)) that 
and, since or > 1, 
Thus 
h 
l-r,>--- ‘+I 
1+x v, 0, ’ 
or 
vk 
I i 
h c 
7,<- l--- 
V! +1 l+A+v,. ,I 
Hence 
1 
l-q- 
, i 
h 1 
-v, +1-c =- 
0,+1 1+x ’ 1 v/,+1 
n 
REMARKS. 
(1) Again, we leave it to the reader to check, as was tacitly assumed 
during the proof, that for c < 1 - h/(1+ h), the function vk(X/(l + h), c) 
does not decrease with k. 
(2) No lower bound has explicitly been assumed for c, but it follows from 
the other assumptions that c > - 1-t h/(1 + h). 
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COROLLARY. Zf besides all assumptions of Theorem 3.2, one has 
then 
(3.14) 
where 
(Z+1) 
WI@, c) = 
v;l)c+ v-l~~u+l)A 
l-~+!yx ’ 
(3.15) 
Proof. With u,(h, c) as defined in Theorem 3.2, it is sufficient to show 
that, for 
(together with c < 1 - X) one has u,(h, c)< w,(h, c). For 1 = 0, we have 
o”(X,c)= w,(X,c)=l; if ulp,(h,c)~ w,_,(X,c), we have 
u,(A,c) = 
u,_,(Lc)+l wl-,(A,c)+l 
xuI_,(x,c)+l-c G hwl~,(A,c)+l-c’ 
which becomes 
z+ 1 _ Z(Z - 1) c + (I - l)Z(Z + 1) x 
u,(b)< 
l+~+‘ohi(c2~~~z_~)r)01 (yz-Q52. 
Since c2 - X(Z - 1)~ >, 0 and 1 - Zc + *2(Z + 1)h > 0, the latter inequality 
implies o,(h, c) < w,(h, c). n 
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4. SIMPLE EXAMPLES 
To illustrate the preceding results, we discuss in this section simple but 
typical examples. 
Let 
A=D-E-F (4.1) 
be the decomposition of the matrix A into its diagonal part D, strictly lower 
triangular part - E, and strictly upper triangular part - F; define 
B= LP-‘U (4.2) 
with 
L=P-E and U=P-F, (4.3) 
where P is a diagonal matrix with positive diagonal entries. This defines a 
family of approximate factorizations B of A, differing only by the way of 
choosing P. 
Now, restricting our considerations to the case where A is a Stieltjes 
matrix, we determine P according to the assumptions of the preceding 
theorems. For this purpose, let x be a positive vector such that 
AX>O, (4.4) 
and set 
Px=(l+h)Dx-EP-‘Fx 
with h > 0. By this condition, we have that 
(P - F)x = (l+ A)Dx - Fx - EP-‘Fx 
= Ax + hDx + Ex - EP-‘Fx 
= Ax + XDx + EP- ‘(P - F)x, 
(4.5) 
(4.6) 
(4.7) 
or 
Br = Ax + h Dx. 
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Now x has to be chosen so that P has positive diagonal entries; one way 
to achieve this condition is to choose x such that (4.4) holds and 
(D-E)x>O. (4.8) 
The existence of a positive vector satisfying these requirements follows from 
the corollary of Theorem 5.2 in [2]. With this choice, it is seen by induction 
on the successive lines of Equation (4.6) using the assumption (4.8) and the 
corollary of Theorem 2.1 in [3], that P indeed has positive diagonal entries. 
Finally, from this conclusion and from Equation (4.5) it is clear that we 
also have 
P < (1+ h)D. (4.9) 
Therefore, the family of approximate factorizations thus defined satisfies 
all the assumptions of Theorem 3.1 or Theorem 3.2 with the possible 
exception of the conditions (3.3) or (3.11) which write here 
(D-2F)x>O (4.10) 
or 
(D+cP-2F)x>,O. (4.11) 
The latter conditions are problem dependent, and they represent limitations 
of our theory. For this reason, we can confirm Gustafsson’s conjecture only to 
the extent that these conditions are satisfied (with a sufficiently small value of 
c). We shall not elaborate here on the meaning of these restrictions in specific 
applications; suffice it to observe that they are more or less similar to the 
assumptions made in the original work of Axelsson [l] (and subsequently 
removed in the contributions of Gus&son). 
The behavior of this family of approximate factorizations is illustrated by 
the following numerical examples; the symbols vr and v, denote the smallest 
and largest eigenvalues of the pencil A - VP. 
EXAMPLE 1. We consider the matrix A = (aij) arising from the 5point 
finite-difference approximation of the Poisson problem on a unit square in 
rectangular geometry, using a regular mesh of size h = l/( N + 1) in each 
direction, ordered according to the lexicographic ordering and normalized so 
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that a ii = 4. In other words, 
a,,=4 for l<i<n=N’, 
a,,i+l =a,+l.z = -1 for l<i<n, i + kN, k integer, 
ai.i+h: ==ai+N, = - 1 for l<i<N(N--1), 
ali= otherwise. 
Further, we choose for x = (xi) the vector whose components are all equal to 
unity. 
It is readily seen that this example satisfies condition (4.10). 
The eigenvalues vi and vn and the upper bounds p,(h), b(h), w,(h/(l+ 
A)), ol(x/(l+ A)), and l/(1 - 7) are displayed on the graph of Figure 3 for 
N = 6 (thus n = 36) and 0 < A < 0.12 (N.B. 1 = 10 in this case). 
P,(X) 
/ 
“1 
/ 
3 
0 0.05 0.10 A 
FIG. 3. Eigenvalues vi and v,, for Example 1 versus A, together with the upper 
bounds l/(1 - T), u,(h/(l+ A)), w,(X/(l+ A)), b(A), and p,(h), for N = 6 (thus 
n = 36 and I = 10). 
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EJCAMPLE 2. We consider the same matrz A = (ai j), but we choose for 
x = (xi ) the vector whose components are given by 
xi = cos q cos F) 
where o - 1 and T are the quotient and remainder of the Euclidian division of 
i by N. 
This example again satisfies the condition (4.10); it satisfies even more, 
namely the condition (4.11) with a negative value of c. 
The eigenvahres vr and v, and the upper bounds p!(X), b(X), 
w,(c(h), X/(1 + h)), and l/(1 - T) are displayed on the graph of Figure 4 
for N = 6 (thus n = 36) and 0 < X < 0.12. Here c(X) denotes the smallest 
value of c that satisfies the condition (4.11); it increases from - 0.07210 for 
h = 0 to - 0.06438 for h = 0.12. 
EXAMPLE 3. We consider the matrix A = (ai j) arising from the same 
5-point finite-difference approximation of the Poisson equation on a unit 
o! a ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ 
0 0 .05 0.10 ‘A 
FIG. 4. Eigenvalues u1 and vn for Example 2 versus A together with the upper 
bounds l/(1 - T), u,(c(X), X/(1+ X)), wr(c(X), X/(1+ X)), b(X), and p,(A), for 
N = 6 (thus n = 36 and 1 = 10). 
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square in rectangular geometry with homogeneous Dirichlet (or Neumann) 
boundary conditions on the left and bottom (or right and top) boundaries, 
using a regular mesh of size h = l/N in each direction, ordered according to 
the lexicographic ordering and normalized so that a,, = 4 at interior points, 
a,, = 2 on the right and top edges, and a,, = 1 at the top right comer. Of 
course, this actually concerns the same problem as the preceding examples 
but taking advantage of its symmetry. 
Further, we choose ;r = (xi) as in the first example. 
This example too satisfies the condition (4.10). 
The eigenvalues vr and v,, and the upper bounds pi(X), b(X), wl(X/(l + 
A)), wl(X/(l + A)), and l/(1 - r) are displayed on the graph of Figure 5 for 
N = 6 (thus n = 36) and 0 < A < 0.12. Note that the upper bounds are the 
same for this example and for Example 1. 
EXAMPLE 4. We consider the same matrix as in Example 3 but with 
homogeneous Neumann (or Dirichlet) boundary conditions on the left and 
bottom (or right and top) boundaries; we keep x = (x,) as in Example 1. 
0 0.05 0.10 A 
FIG. 5. Eigenvalues V~ and v,# for Example 3 versus h together with the upper 
bounds l/(1 - 71, 0,(x/(1+ A)), w,(X/(l+ A)), b(X), and ~~(1). 
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This example does not satisfy the condition (4.10); as a consequence, we 
are left with l/(1 - 7) as the only available upper bound. 
The eigenvalues Y, and v, and this upper bound are displayed on graph 
of Figure6for N=6<thus k-=36)andO<A<O.12. 
The first three examples illustrate a few aspects of our theory, while the 
last one shows one of its limitations. 
It is seen that, generally, the quality of the upper bounds decreases when 
X + 0, with an exception for l/(1 - T in Example 2. For X = 0, Axelsson’s ) 
bound becomes infinite. In all cases l/(1 - T) is of course the best bound. We 
note that it is easily computed during the factorization process. 
Numerical experiments conducted for larger values of n (up to n = 104) 
have shown that for these first three examples, the upper bounds l/(1 - 7) 
and vi(X) correctly reproduce the asymptotic behavior of v, for n -+ co; the 
same is true for p,(h) and w,(h) for small values of A, say 0 < X < l/Z’; the 
same is true for b(X) when X >, 1/Z2. 
I 
0.05 0.1 a 
FIG. 6. Eigenvalues v1 and v,, for Example 4 versus h together with the only 
available upper bound in that case, i.e. l/(1 - T). 
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The last example displays a situation where the condition (4.10) is not 
fulfilled. It is clear that, in this particular case, Gustafsson’s conjecture 
remains true while our justification fails. Moreover, the only upper bound 
available in this case, i.e. l/(1 - T), is quite poor: it disappears for X = 0, and 
it does not give the correct asymptotic behavior of v,, when n -+ co for the 
other values of h. 
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