We consider solving eigenvalue problems or model reduction problems for a quadratic matrix polynomial Iλ 2 − Aλ − B with large and sparse A and B. We propose new Arnoldi and Lanczos type processes which operate on the same space as A and B live and construct projections of A and B to produce a quadratic matrix polynomial with the coefficient matrices of much smaller size, which is used to approximate the original problem. We shall apply the new processes to solve eigenvalue problems and model reductions of a second order linear input-output system and discuss convergence properties. Our new processes are also extendable to cover a general matrix polynomial of any degree. 
Introduction
Krylov subspace techniques are widely used for solving linear systems of equations and eigenvalue problems involving large and sparse matrices [10, 18] . It has found applications in many other large scale matrix problems such as model reductions of linear input-output systems [13, 15] . The basic idea of the techniques is to extract information of an n × n matrix A most relevant to the underlying computational problem through utilizing the so-call Krylov subspace only K k (A, v) is employed or by the nonsymmetric Lanczos process if both K k (A, v) and K k (A * , w) are used [1, 22] . See also [10, 18, 28, 33, 34] .
When K k (A, v) has dimension k, the Arnoldi process generates an orthonormal basis {q 1 , q 2 , . . . , q k } for K k (A, v) , and an upper Hessenberg matrix H k = Q * k AQ k , which is the projection of A onto K k (A, v) , where Q k = [q 1 , q 2 , . . . , q k ]. On the other hand, the Lanczos process generates a basis for K k (A, v) and a basis for K k (A * , w) such that the two bases are biorthogonal. Simultaneously, a tridiagonal matrix T k is obtained, which is the projection of A onto K k (A, v) along K k (A * , w). For Hermitian A, usually w is taken to be v and the process coincides with the Arnoldi process and is called the (symmetric) Lanczos process.
For modest k n, some of the eigenvalues of H k (and T k ) are good approximations to some eigenvalues (usually extreme part) of A. This approximation of A by H k (and T k ) can be used in many other applications as well, such as model reductions of linear input-output systems [3, 13, 15] . Over the years, many technical inventions, including a shift-and-invert strategy, look-ahead techniques, rational Krylov, (adaptive) block versions, implicit restart strategies, and so on, have been developed for the Lanczos/Arnoldi algorithm for better numerical efficiency and stability. But we shall not discuss them here, see for example [4, 10, 12, 19, 20, 23, 28, 29, 31, 33, 35, 40] and references therein.
In this paper, we consider related problem for a large and sparse n × n monic matrix polynomial
which is typically associated with an m-th order initial value problem of the form A i x (i) (t) = f (t); x(0) = x 0 , (1.2) where A i is an n × n matrix and x(t) ∈ R n . A modal analysis of (1.2) is to find those scalars µ and nonzero vectors x and/or y such that
µ is called an eigenvalue of (1.1) and x (and y) a right (and left, resp.) eigenvector. On the other hand, in a linear input-output system with the state governed by (1. Specifically, we would like to find a lower dimensional linear input-output system whose input-output relations (i.e. the transfer function) gives a good approximation to those of the given system. This is often referred to as model reductions.
In most cases, a problem (e.g. eigenvalue problem) concerning the matrix polynomial can be reduced to one for the following nm × nm matrix [17] A , to which well-established methods can be applied. This is called linearization. For the eigenvalue problem or the model reduction problem, one can use the Arnoldi or the Lanczos algorithm on A lin to produce a Krylov subspace and then a projection, which is used to approximate A lin . Such a process will have to operate with vectors of dimension mn and therefore substantially increases the computational cost. Furthermore, the projection of A lin on a Krylov subspace is usually not a linearization of any matrix polynomial and thus the approximation as obtained loses its intrinsic physical connection to the original problem. In model reductions, for example, a consequence of this is that the reduced model that is obtained by applying the Arnoldi or the Lanczos process to the linearization problem A lin cannot be synthesized with a physical model of an mth order input-output system [2] .
In this paper, we study extensions of the standard Arnoldi process and the standard Lanczos process for matrix polynomials without going through any linearization. We note that several other methods [26, 32] have been developed that do not rely on the linearization processes (see also [5, 36] ). Here, we develop Krylov type projection methods that generate a basis {q 1 , q 2 , . . . , q k } for a subspace as defined by A i and its powers, and then apply projection simultaneously to each matrix A i of the matrix polynomial to obtain H (i) k = Q * k A i Q k which is also in some condensed form, where Q k = [q 1 , q 2 , . . . , q k ]. Then we approximate A(λ) by the lower dimensional matrix polynomial
Compared with the linearization, this approach has advantages that certain properties of the original system A(λ) such as those listed below is preserved by H k (λ).
• If the field of values of A(λ) (i.e. F = {λ ∈ C : x * A(λ)x = 0 for some x = 0}) is on the left half complex plane, which guarantees stability of the system (1.2), then the field of values of H k (λ) is also on the left half plane, preserving the stability.
• The property that A i is symmetric, positive definite, etc. is preserved by H
is an overdamped vibrating system [11, 17] , so is H k (λ). So the property that all eigenvalues are real is preserved. The same is true if A(λ) comes from a weakly damped system, which has the eigenvalues near the pure imaginary axis.
• A gyroscopic system about a stable equilibrium [11] has A 0 > 0 and A 1 skewhermitian with m = 2. In this case, the eigenvalues are all pure imaginary. Again, the projection problem preserves this property.
An Arnoldi process of this type has been developed recently for a monic quadratic polynomial [25] , where a special case is also considered in which a linear combination of the two matrices is of low rank. Here we first show that this Arnoldi type algorithm will be simplified when the two matrices commute. We then develop a Lanczos type process for monic quadratic polynomials. We further discuss extensions to a general monic polynomial of degree m for both cases. We then study the uses of the Arnoldi/Lanczos type processes for model reductions and eigenvalue computations and present some convergence results. We shall also present some numerical examples. Throughout the paper, we will be focusing mostly on explaining the ideas for quadratic matrix polynomials and leave subtle but important numerical considerations to possible future work. We also note that our focus on monic matrix polynomials does not lose any generality because non-monic cases can be handled implicitly as a monic one through a factorization of the leading matrix.
Notation. I n is the n × n identity matrix or simply I whenever its dimensionality is clear from the context, e j is its jth column. We use MATLAB-like notation X (i:j,k: ) to denote the submatrix of X, consisting of the intersections of rows i to j and columns k to , and when i : j is replaced by :, it means all rows, similarly for columns. We shall use generic notation x for a possible nonzero scalar, vector, and X for a possible nonzero matrix. x 2 is the Euclidian norm of a vector x and X 2 is the spectral norm of a matrix X.
Arnoldi/Lanczos Process for Matrices -Review
We first give a brief description of the standard Arnoldi and Lanczos algorithms for a matrix A, and at the same time set our other notation. The Arnoldi and Lanczos Processes yield partial realizations of the following decompositions of a matrix A.
• Given q 1 ∈ C n with q 1 2 = 1, there is a unitary matrix Q ∈ C n×n with Qe 1 = q 1 such that Q * AQ = H ≡ (h ij ) is upper Hessenberg, i.e., h ij = 0 for i > j + 1. This can be proved by Hessenberg Reduction, the first step in computing the eigensystem of a (dense) matrix by QR method [10, p.164 ].
• Given v 1 , w 1 ∈ C n such that w * 1 v 1 = 1, (unless there is a breakdown) there is a matrix V ∈ C n×n with V e 1 = v 1 and V − * e 1 = w 1 such that
is tridiagonal, i.e., t ij = 0 for i > j + 1 or i + 1 < j. A similar proof to that of Theorem 4.1 below can be given (see also [16, 27] ).
Arnoldi process starts with q 1 and then looks at AQ = QH one column at a time from the first column onwards to achieve its goal. The following algorithm presents a basic version of it. If this algorithm concludes after the j-loop finishes at the end for j = n, the decomposition described above is realized; if it finishes by BREAKing out, an invariant subspace of A is uncovered.
Similarly, the Lanczos process is based on the second decomposition and starts with two vectors v 1 and w 1 with w * 1 v 1 = 1. The following algorithm presents a basic version of it.
Algorithm 2.2 Standard Non-symmetric Lanczos Process:
v j+1 =v/γ j , w j+1 =ŵ/β j ; 10. EndDo A breakdown occurs in Algorithm 2.2 whenever a zero γ j is encountered. There are two kinds of breakdowns: 1) γ j = 0 is caused by eitherv = 0 orŵ = 0; 2) γ j = 0 is due tô v⊥ŵ but neitherv norŵ is a zero vector. The first kind is a benign and welcome situation since it signals that an invariant subspace of A is reached; while the second one is more serious, see [14, 29, 40] .
Arnoldi Type Process for Monic Matrix Polynomials
In this section, we shall first describe the Arnoldi type processes for Iλ 2 − Aλ − B derived in [25] , and then study the Krylov type subspace as generated. In particular, we discuss the special case when A and B commute. We shall also show how this can be generalized to a general m-th degree monic matrix polynomial. [25] is based on the fact that given q 1 ∈ C n with q 1 2 = 1, there is a unitary matrix Q ∈ C n×n with Qe 1 = q 1 such that
Arnoldi type process for Iλ
From this, the following algorithm is derived in [25] . In the algorithm, N tracks the number of vectors q i already generated at any given point. Upon completion of the above process, we have (see [25] )
3)
unless the j-loop is forced to BREAK out at Line 4, in which case, where α k and β k denote the values of N at Line 12 and 20 respectively at step k.
While H a and H b generated are lower banded, their lower bandwidths increase quickly. In [25] , the special case that a linear combination of A and B is of low rank is considered. In that case, the lower bandwidth of H a and H b is constant.
Here, we consider a special case that A and B are commutative. As we shall see, the lower bandwidth can also be significantly reduced in this case. We first need to describe subspace span{q 1 They are produced in the order from top downwards and from left to right. Notice that we divide them naturally into Groups with Group 0 having only q 1 , and Group t having 2 t vectors in the forms
We shall use notation
. The rule that governs the ordering in (3.7) is Now, if h a;N +1 j = 0 (or h b;N +1 j = 0), the first N + 1 vectors in (3.7) are linearly dependent. Then q N +1 is constructed by using the next linearly independent vector, say the th vector, in the sequence (3.7). At that point, the number of linearly independent vectors in the first vectors is exactly N + 1. This leads to the following general result.
Furthermore, if Algorithm 3.1 concludes by BREAKing out at j, then
and if the j-loop runs to its completion, then
Proof: Only the claim for the "BREAKing out" needs to be proven. First, we have
When the BREAKing out occurs, β j = j as β j is the value of N . Together with α j ≤ β j , this shows that span{q 1 , q 2 , . . . , q N } is an invariant subspace for both A and B and is the same as gK 2j−1 ({A, B}, q 1 ). The vectors from the 2jth onwards in (3.7) are linear combinations of vectors from the first to the (2j − 1)-th multiplied by sequences of A and/or B and thus fall into gK 2j−1 ({A, B}, q 1 ).
The Case When A and B Commute
When A and B commute, the reduced H a and H b will have much fewer nonzero entries below the diagonal than those for the general case in (3.1). We note that, for the eigenvalue problem Iλ 2 − Aλ − B, A and B share the same invariant subspace and thus we can just run the standard Arnoldi/Lanczos process on either A or B and then solve the quadratic eigenvalue problem. However, for other problems like the reduced order modeling to evaluate q * 1 (I − As − Bs 2 ) −1 q 1 , the new processes may still be of interest. This subsection also shows that some inherent relations between A and B will have interesting effects on our new Arnoldi type process (and the Lanczos type process later in this paper).
The commutativity between A and B implies that some vectors in (3.7) appears multiple times, i.e., BAq 1 = ABq 1 . In fact, Group t which has 2 t vectors effectively consists of t + 1 vectors
in the generic situation. It can be seen that the generated basis vectors
correspond to the sequence Group 0:
in the sense that the new direction in, e.g., q 5 is from BAq 1 . We shall use "∼" to indicate such a correspondence, e.g., q 5 ∼ BAq 1 , q 8 ∼ BA 2 q 1 , and so on. We would like to know the nonzero patterns in the generated H a and H b . It suffices for us to look at Aq j and Bq j and find out the first positions at which the vectors in (3.11) bring out the same new directions as Aq j and Bq j do for expanding the generalized Krylov subspace. First we need to know the corresponding position for q j in (3.11). To this end, let integers s and t be such that
i.e., q j belongs to Group t in (3.11), and
So the jth column of H a has nonzero entries from position 1 to (t+1)(t+2)/2+s = j +t+1 and the jth column of H b has nonzero entries from position 1 to (t + 1)(t + 2)/2 + s + 1 = j + t + 2. Figure 1 shows the structures of H a and H b for the commutative case.
Theorem 3.2
Given q 1 ∈ C n with q 1 2 = 1, suppose that A and B commute and that the first n vectors in (3.11) are linearly independent. Then there is a unitary matrix Q ∈ C n×n with Qe 1 = q 1 such that
where t is the unique integer such that
It is of interest to compare nonzero patterns for H a and H b here with those for H a and H b in (3.1) for general A and B, where there are about j nonzero entries below the diagonal To this end, we need to find the minimal j so that j + t + 2 = n, or n + 1 subject to j = t(t + 1)/2 + s and 1 ≤ s ≤ t + 1. or equivalently t(t + 1)/2 + 1 ≤ j ≤ t(t + 1)/2 + t + 1. Letn be n or n + 1 as needed. We have j + t + 2 =n. Then
For example when n = 1000, this requires j = 955. Asymptotically it needs n steps.
General monic matrix polynomial
The Arnoldi type process developed for A and B can be extended to a general monic matrix polynomial
of degree m. Recall the theoretical backbone of the algorithm is the decomposition (3.1). So we shall just state a corresponding decomposition result for A(λ) but omit a detailed statement of an algorithm. The actual algorithm follows readily from this.
Theorem 3.3
Given q 1 ∈ C n with q 1 2 = 1, there is a unitary matrix Q ∈ C n×n with Qe 1 = q 1 such that
Lanczos Type Process for Monic Quadratic Matrix Polynomials
In this section, we develop a Lanczos type processes in parallel to the Arnoldi type process presented in the previous section. We shall present the derivation for monic quadratic matrix polynomial Iλ 2 − Aλ − B, and indicate a generalization to general m-th degree monic matrix polynomials.
Decomposition Theorem
The following lemma is essentially in [37] but not explicitly stated. It is in [6] for real vectors x and y but can be easily extended for complex vectors. For a more general version when x and y are replaced by tall (real or complex) matrices, see [24] .
and x * y =γα.
Lemma 4.2 Unless there is a breakdown which will be made clear in the proof, there is a nonsingular matrix V ∈ C n×n
with V e 1 = e 1 and V − * e 1 = e 1 such that
Proof: Our proof is constructive. It goes as follows. Partition
A breakdown occurs if c * 1 a 1 = 0; otherwise by Lemma 4.1, we find a V 1a ∈ C (n−1)×(n−1) such that V * 1a c 1 = γ 1 e 1 and V −1
Another breakdown occurs if f * 1 b 1 = 0; otherwise by Lemma 4.1, we find a
This put the first columns and rows of A and B into the desired forms. Next we work on their 2nd columns and rows. Partition
A breakdown occurs if c * 2 a 2 = 0; otherwise by Lemma 4.1, we find
By now the first two columns and rows of A and B are put into the desired forms. The process continues in a similar fashion from here. At the end, the jth column of transformed A has possible nonzero entries from positions (j + 1)/2 to 2j, its ith row has possible nonzero entries from positions (i + 1)/2 to 2i, and the jth column of transformed B has possible nonzero entries from positions max {1, j/2 } to 2j + 1, its ith row has possible nonzero entries from positions max {1, i/2 } to 2i + 1. 
have the desired forms. Now letting V = V 0 V completes the proof.
Lanczos Type Process
We now present a Lanczos type process to partially realize the decomposition in Theorem 4.1. Let W = V − * and rewrite (4.1) to get Then, w * 3 v 3 = 1. In general, we have for j ≥ 2:
w ita;ji + w 2jta;j 2j , (4.11)
12)
where is the biggest integer that is not bigger than . Equations (4.10), (4.11), and biorthogonality between V 's columns and W 's columns yield
(4.14) Then, w * 2j v 2j = 1. Next we turn to (4.12) and (4.13). Analogously we obtain
We may take t b;2j+1 j = |ŵ * 2j+1v 2j+1 |. A breakdown occurs if t b;2j+1 j = 0; otherwise we assign
Then, w * 2j+1 v 2j+1 = 1. We summarize this process into the following algorithm. 
Theorem 4.2 Suppose Algorithm 4.1 (Lanczos Type Process I) runs to its completion without breakdowns to produce {w
Proof: w * i v i = 1 is clear from the very paragraph before Algorithm 4.1 (Lanczos Type Process I). We shall only need to show w * i v j = 0 if i = j. We prove it by induction on k. w * 1v 2 = 0 =ŵ * 2 v 1 is due to defining t a;11 = w * 1 Av 1 , and thus w * 1 v 2 = 0 = w * 2 v 1 . Similarly (4.8) and (4.9) imply w * iv 3 = 0 =ŵ * 3 v i for i = 1, 2, and thus w * i v 3 = 0 = w * 3 v i for i = 1, 2. This completes the proof for k = 1.
Suppose the claim in the theorem holds for k = j − 1. We now show it also holds for k = j. Equation (4.15) together with (4.14) imply immediately w * v 2j = 0 =ŵ * 2j v for (j + 1)/2 ≤ ≤ 2j − 1. For the case of < (j + 1)/2 , we have
by induction hypothesis, since < (j + 1)/2 implies 1 2 < j. Equation (4.17) together with (4.16) imply immediately w * v 2j+1 = 0 =ŵ * 2j+1 v for j/2 ≤ ≤ 2j. For the case of < j/2 , we have
by induction hypothesis, since < j/2 implies 2 2 + 1 < j. 1 If j is odd, it implies < (j + 1)/2, or equivalently 2 − 1 < j ⇒ 2 < j since j is odd. On the other hand if j is even, it gives < j/2, or equivalently 2 < j. 2 If j is odd, it implies < (j − 1)/2, or equivalently 2 + 1 < j. On the other hand if j is even, it gives < j/2, or equivalently 2 < j ⇒ 2 + 1 < j since j is even.
Let gK (·, ·, ·) be defined as in Subsection 3.2. Following the same argument there, we will arrive at the following theorem. We now consider a benign case of breakdown t a;2j j = 0; that is whenv 2j =ŵ 2j = 0 (see (4.15) ). Then, Av j is linearly dependent on v i that is already generated and A * w j is also linearly dependent on w i 's already generated. In this case, the algorithm can be continued by using Av j+1 and A * w j+1 , or the later vectors in the sequence, to construct v 2j+1 and w 2j+1 . The case that t b;2j+1 j = 0 withv 2j+1 =ŵ 2j+1 = 0 in (4.17) is treated similarly. This leads to Algorithm 4.2 below. We note that, whenv 2j = 0 butŵ 2j = 0 (another case of breakdown), the process can also be continued by assigning tov 2j any vector that is orthogonal to all w i generated but not toŵ 2j .
In Algorithm 4.2, N tracks the number of vectors v i already constructed at any given point, which is also the number of vectors w i already constructed at that point; α j is the value of N at Line 15, i.e. the row number of the last nonzero entry in the jth column of T a and β j is the value of N at Line 27, i.e. the row number of the last nonzero entry in the jth column of T b ; a (and b ) tracks the row number of the first nonzero entry in the jth column of T a (and T b resp.). Then a is the smallest integer such that α a ≥ j. If If none of the BREAK statements is executed, we have
In this case, parts of projections T a and T b are not computed, but they can be readily obtained afterwards by
It can be seen that the nonzero patterns, i.e., the positions of nonzero entries, in T a and T b here, are contained in those as described in (4.21).
The following theorem shows that indeed two sets {w i } and {v i } by Algorithm 4.2 enjoy the desired biorthogonality property.
Theorem 4.4 Suppose Algorithm 4.2 (Lanczos Type Process II) runs to its completion without breakdowns to produce {w
Proof: The proof given here is similar to that of Theorem 4. We prove the claim by induction on k. The case for k = 1 is easy to establish. Suppose the claim in the theorem holds for k = j − 1. We now show it also holds for k = j, i.e., w * sv α j = 0 =ŵ * α j v s for s < α j and w * svβj = 0 =ŵ * 
General monic matrix polynomial
V −1 A V = T a ≡ (t ;ij ), for 0 ≤ ≤ m − 1 (4.28) satisfy t ;ij = 0 for i ≥ mj + m − or j ≥ mi + m − . (4.29)
Application to Model Reductions
In a second order single-input and single-output linear system, a quadratic matrix polynomial is involved in its transfer function
where b and c are n-dimensional vectors, A and B are n × n, either sparse or in some kinds of factor forms. In model reductions, it is desirable to approximate the given system by another second order system of lower dimension that is called a reduced system. The approximation is usually in terms of the transfer functions and is often done by requiring that the transfer function of the reduced system g(s) and the original transfer function f (s) to have the same moments up to certain degree (i.e., terms associated with s 0 , s 1 , s 2 , . . . of their Taylor expansions at s = 0). In the case of the first order systems, Feldman and Freund [13] show that the Lanczos algorithm is a powerful method that can be used to achieve this. Here we shall show that Arnoldi/Lanczos type algorithm derived in the previous sections can be used in the same way for second order systems.
• For Arnoldi type process, let Algorithm 3.1 produce Q (:,1:N ) , H a (1:N,1:N ) , and H b (1:N,1:N ) . Define 
We shall next find out how accurate g arnd (s) and g lanz (s) are as approximations to f (s) by determining the numbers of matching leading terms in their Taylor expansions at s = 0. We start by presenting two lemmas.
Lemma 5.1 If X = (x ij ) and Y = (y ij ) are two n × n matrices satisfying
In the generic case, i.e., assuming no cancellation to produce a zero entry in Z, z ij = 0 if and only if
Proof: We have
The following lemma can be verified in a straightforward way.
Lemma 5.2
Let X and Y be n × n, partitioned as 
Arnoldi Type Process
We shall work with the case q 1 = b/ b 2 only; the other case can be treated similarly. If the Arnoldi Type Process is performed to its completion, we will have n × n matrices Q, H a ≡ (h a;ij ), and We note that the sparse pattern of (5.3) defines an envelope enclosing nonzeros of H a and H b , while the matrices H a and H b as generated by the algorithm may be more condensed. From the reduction, we have
where, as a result of
H can be recursively defined as
On the other hand, for g arnd (s) we have
Lemma 5.3 H and H have the property that their (i, j)th entries are zero if i > 2 j.
Proof: We prove this by induction for H ; the proof is similar for H . Clearly the result holds for H 0 = I n and H 1 = H a . Suppose the result holds for all matrices H 0 , H 1 , . . . , H , then the (i, j)th entry of H a H is zero for i > 2 +1 by Lemma 5.1. Also by Lemma 5.2, the (i, j)th entry of H b H −1 is zero for i > 2 j + 2. But for ≥ 1 and j ≥ 1, 2 +1 j ≥ 2 j + 2. Therefore, the result now follows from the recurrsive relation. as was to be shown. 
Lanczos Type Process
The assumption that the Lanczos type process can be continued until all n columns of V (and W ) are obtained is for our theoretical analysis only. In practice the process will stop much earlier than that for large sparse matrices. With the assumption, we have V , W , T a ≡ (t a;ij ), and
We note that the sparse pattern of (5.3) defines an envelope enclosing nonzeros of T a and T b , while the matrices T a and T b as generated may be more condensed. From the reduction, we have
whose Taylor expansion at s = 0 is
T can be recursively defined as
On the other hand, for g lanz (s) we have
T can be recursively defined as 
Note that 2i ≤ 2 m−( −1) and 2i + 1 ≤ 2 m−( −2) , so we can apply the induction hypothesis to get
With Claim 3 proved, setting = m + 1 and i = 1 in the above equations leads to Claim 4. We now prove Claim 5 by induction on . First for 0 ≤ ≤ m, the claim holds due to Claim 1; the claim also holds for = m + 1 because of Claim 2. In fact, we can say more . Then
on using the induction hypothesis. This can be simplified to
as expected.
Proof of Theorem 5.2:
It is a consequence of Claim 5 of Lemma 5.6.
Quadratic Eigenvalue Problems
The Krylov type methods that we have derived can also be used to compute eigenvalues and eigenvectors of Iλ 2 − Aλ − B as follows.
• For the Arnoldi type process, if then we use θ i as an approximate eigenvalue with x i (and y i ) as an approximate right (left, resp.) eigenvector for the original problem, where
The above processes approximate a quadratic eigenvalue problem with a projected quadratic eigenvalue problem. We now discuss convergence properties for the Lanczos type process only. Corresponding results for the Arnoldi type process can be obtained similarly. We first present a residual bound for the Ritz values and vectors. 
where p is the smallest integer such that β p > N and is equal to the value of b at step N + 1. We next derive an error bound similar to that of [39] . Let
The following lemma can be easily verified by induction.
Lemma 6.1 Let S and T be recursively defined by
Similarly, let S and T be recursively defined from L N as in S and T above. Then,
Clearly, the conclusion of Lemma 5.6 holds for T and T as well as for S and S . Thus we have e *
1 S e 1 = e * 1 S e 1 , for = 0, 1, . . . , 2m (m = log 2 N ), which implies
+1 N e 1 . Therefore, for any polynomial f of degree 2m + 1,
(6.5)
There are other similar results. They include, for example,
For the sake of simplicity, we assume now that L and L N are diagonalizable, and write
where Θ =diag(θ 1 , ..., θ m ),
and Y = (y ij ). Now substituting (6.7) into (6.5), we obtain
In particular, using f (x) = (x − θ 1 )p(x), we have
Numerical Example
We present a numerical example in this section. Our example comes from a finite element discretization of the following problem from dissipative acoustics [7, 36] .
Let Ω ⊂ R 2 be a rectangular cavity filled with an acoustic fluid (such as air), with one absorbing wall Γ A and three reflecting walls Γ R . Let P (x, t) and U (x, t) be the acoustic pressure and the fluid displacement, respectively. Also let ρ be the density of the fluid, and c the speed at which the fluid conducts sound. Then the behavior of the fluid satisfies the equations
with boundary conditions
where scalar constants α, β are related to the impedance of the absorbing material. As in [7] , we choose ρ = 1 kg/m this choice of α and β models a very viscous absorbing material. We are interested in finding the damped vibration modes of the fluid, which are solutions of the form U (x, t) = e λt u(x), P (x, t) = e λt p(x). Then, equations (7.1) -(7.4) reduce to finding λ, p, u satisfying This system can be converted to a variational formulation. Let V = {v ∈ H(div, Ω) : v · ν ∈ L 2 (∂Ω) and v · ν = 0 on Γ R }. The problem is equivalent to finding λ ∈ C, nonzero u ∈ V so that
for all v ∈ V. Using finite elements to approximate V by V h = span{φ 1 , . . . , φ n } yields the n × n quadratic matrix eigenvalue problem λ 2 Mx + λβF x + (αF + K)x = 0, (7.6) where To avoid spurious eigenvalues caused by discretization, it is suggested in [7] to use lowest order Raviart-Thomas finite elements [30] . Each basis element φ i is a vector-valued function with piecewise constant divergence on each triangle of the mesh and φ i ·ν constant along each edge. With a natural choice of the basis, each finite element corresponds to an edge in the interior or on the absorbing boundary Γ A . We use a triangulation of Ω with 6N edges along the vertical sides and 8N edges along the horizontal sides; a model with 9168 degrees of freedom is obtained with the choice of the parameter N = 8 ( Figure 2 ).
Let A = M , B = βF , C = αF + K and write (7.6) as the symmetric quadratic eigenvalue problem (λ 2 A + λB + C)x = 0. Figure 3 to plot the corresponding residual norms, the number of matrix-vector products required to obtain a relative residual norm r i < 10 −8 , and the error of the corresponding eigenvalueλ i at that point. 
Conclusions
We have presented basic Arnoldi and Lanczos type processes for a monic matrix polynomial with large and sparse coefficient matrices. These processes operate on the same space as the matrix polynomial live and the reduced problem are a matrix polynomial itself. This has the advantage of preserving certain properties of the original system in the reduced systems and the process could hold the key on practical applications where such a feature is a necessity. What we have presented here are basic ideas. Robust implementations of these new algorithms will require carefully dealing with many (subtle) technical details. Bearing similarity in nature to the standard Arnoldi and Lanczos processes, these new Arnoldi and Lanczos type processes could incorporate many proven techniques developed over the years for the former. We shall leave these matters to future investigations.
