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Abstract
In this paper we study the existence of periodic solutions of the sixth-order equation
uvi +Auiv +Bu′′ + u− u3 = 0,
where the positive constants A and B satisfy the inequality A2 < 4B. The boundary value
problem (P) is considered with the boundary conditions
u(0)= u′′(0)= uiv(0)= 0,
u(L)= u′′(L)= uiv(L)= 0.
Existence of nontrivial solutions for (P) is proved using a minimization theorem and a
multiplicity result using Clark’s theorem.
We study also the homoclinic solutions for the sixth-order equation
uvi +Auiv +Bu′′ − u+ a(x)u|u|σ = 0,
where a is a positive periodic function and σ is a positive constant. The mountain-pass
theorem of Brezis–Nirenberg and concentration-compactness arguments are used.
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1. Introduction
In this paper we shall study stationary solutions of the sixth-order equation
∂u
∂t
= ∂
6u
∂x6
+A∂
4u
∂x4
+B ∂
2u
∂x2
+ u− u3, (1)
where the positive constants A and B satisfy the inequality A2 < 4B . This
equation is a model for describing the behaviour of phase fronts in materials that
are undergoing a transition between the liquid and solid state (see, e.g., [1,5,9]).
Let u be a stationary periodic solution of Eq. (1). Without lost of generality
we may set u(0) = 0 and denote the smallest positive zero of u by L. We shall
consider periodic solutions that are antisymmetric with respect to 0 and L. We
study the solvability of the two-point boundary value problem for the equation
uvi +Auiv +Bu′′ + u− u3 = 0, (2)
with the boundary conditions
u(0)= u′′(0)= uiv(0)= 0,
u(L)= u′′(L)= uiv(L)= 0, (3)
using variational methods. We obtain 2L-periodic solutions u of Eq. (2) anti-
symmetric with respect to 0 and L taking the 2L-periodic extension of the odd
extension
u0(x)=
{
u(x), 0 x  L,
−u(−x), −L x  0,
of the solution u of the problem (2)–(3).
In Section 2, we show that the problem (2)–(3) has a variational structure and
its weak solutions in the space
X := {H 3(0,L): u(0)= u′′(0)= u(L)= u′′(L)= 0}
can be found as critical points of the functional
I (u;L) :=
L∫
0
(
1
2
(u′′′2 −Au′′2 +Bu′2 − u2)+ 1
4
u4
)
dx.
Let us denote
L1 := π max
((
B − A
2
4
)1/2
,
(
1− A
2
4B
)1/6)
and
L2 := p1/21 ,
where
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p1 = q1/3 + 19B
2π4q−1/3 + 1
3
Bπ2,
q =
(
1
2
+ 1
27
B3 + 1
18
(81+ 12B3)1/2
)
π6.
We prove that the problem (2)–(3) has only the trivial solution if 0  L  L1
and has a nontrivial solution if L>L2 using a minimization theorem. Moreover,
we prove a multiplicity result if L > mL2 using Clark’s theorem (cf. Clark [6],
Rabinowitz [10]).
The existence of a nontrivial solution in the case L1 < L < L2 is an open
problem.
We study also the homoclinic solutions of the sixth-order equation
uvi +Auiv +Bu′′ − u+ a(x)u|u|σ = 0, (4)
where A and B are positive constants, A2 < 4B , σ > 0 and a is a periodic and
continuous function. The problem of finding a solution homoclinic to the origin
(i.e., a nontrivial function u(x) such that u(x)→ 0 as |x|→∞) is usually related
to the existence of solitary waves or to the existence of stationary solutions with
finite energy. Eq. (4) has a variational structure and its homoclinic solutions are
critical points of the functional J :H 3(R)→R:
J (u)=
∫
R
(
1
2
(u′′′2 −Au′′2 +Bu′2 + u2)− 1
2+ σ a(x)|u|
2+σ
)
dx.
In Section 3, we shall see that J has a mountain-pass structure. To find nontrivial
critical points of the functional J we use the mountain-pass theorem of Brezis
and Nirenberg [3] and concentration-compactness arguments (cf. Coti-Zelati et al.
[7]). Similar results for a fourth-order semilinear differential equation may be seen
in Buffoni [4], Smets and Van den Berg [11], Tersian and Chaparova [12].
2. Existence of periodic solutions
In this section we study the solvability of the problem
(P)


uvi +Auiv +Bu′′ + u− u3 = 0, 0 < x <L,
u(0)= u′′(0)= uiv(0)= 0,
u(L)= u′′(L)= uiv(L)= 0,
where the positive constants A and B satisfy the inequality
A2 < 4B. (5)
Consider the Sobolev space
X := {H 3(0,L): u(0)= u′′(0)= u(L)= u′′(L)= 0}
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with the inner product
(u, v)=
L∫
0
(u′′′v′′′ + u′′v′′ + u′v′ + uv) dx
and norm ||u|| = (u,u)1/2.
To cast problem (P) into a variational form, we introduce the functional
I (u;L)=
L∫
0
(
1
2
(u′′′2 −Au′′2 +Bu′2 − u2)+ 1
4
u4
)
dx
on the space X. A function u ∈X is said to be a weak solution of (P) if
L∫
0
(u′′′v′′′ −Au′′v′′ +Bu′v′ − uv + u3v) dx = 0, ∀v ∈X. (6)
The functional I is differentiable,
〈
I ′(u;L), v〉=
L∫
0
(u′′′v′′′ −Au′′v′′ +Bu′v′ − uv + u3v) dx,
and its critical points are weak solutions of (P).
Proposition 1. Suppose that u is a critical point of the functional I . Then u is a
classical solution of (P).
Proof. Let u ∈X be a critical point of I . We have
L∫
0
u′v′ dx =−
L∫
0
u′′v dx,
L∫
0
u′′v′′ dx =−
L∫
0
u′v′′′ dx
for every v ∈X. Then
L∫
0
(u′′′ +Au′)v′′′ dx =
L∫
0
(Bu′′ + u− u3)v dx
and in distributional sense
(u′′′ +Au′)′′′ = −Bu′′ − u+ u3 ∈C([0,L]),
because X ⊂ C2([0,L]). It follows by
u′′′ +Au′ = −
x∫
0
( t∫
0
( s∫
0
(Bu′′ + u− u3) dσ
)
ds
)
dt + ax2 + bx + c
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that u′′′ is a differentiable function and
uiv +Au′′ = −
x∫
0
( s∫
0
(Bu′′ + u− u3) dσ
)
ds + 2ax + b.
By analogous way uiv and uv are differentiable functions,
uvi +Auiv =−Bu′′ + u− u3, (7)
and u ∈ C6([0,L]). It remains to show that uiv(0) = uiv(L) = 0. Choose v ∈
C4([0,L]), so that v(0) = v′′(0)= v(L) = v′′(L) = 0. Then v ∈ X and we may
substitute it into (6). Integrating by parts and using the differential equation (7)
we obtain
uiv(L)v′(L)− uiv(0)v′(0)= 0.
Since v′(L) and v′(0) are arbitrary it follows that uiv(0)= uiv(L)= 0. ✷
In order to minimize the functional I we need the following Poincaré-type
inequalities.
Lemma 1. We have
(a)
L∫
0
u2 dx  L
2
π2
L∫
0
u′2 dx,
(b)
L∫
0
u2 dx  L
4
π4
L∫
0
u′′2 dx,
(c)
L∫
0
u2 dx  L
6
π6
L∫
0
u′′′2 dx,
for any u ∈X.
Proof. The inequality (a) is the usual Poincaré inequality (see [8]). The inequality
(b) is proved in [9]. To prove (c) observe that by Hölder inequality
L∫
0
u′′2 dx =−
L∫
0
u′u′′′ dx 
( L∫
0
u′2 dx
)1/2( L∫
0
u′′′2 dx
)1/2
=
(
−
L∫
0
uu′′ dx
)1/2( L∫
0
u′′′2 dx
)1/2
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
( L∫
0
u2 dx
)1/4( L∫
0
u′′2 dx
)1/4( L∫
0
u′′′2 dx
)1/2
.
Then
L∫
0
u′′2 dx 
( L∫
0
u2 dx
)1/3( L∫
0
u′′′2 dx
)2/3
and by (b)
L∫
0
u2 dx  L
4
π4
( L∫
0
u2 dx
)1/3( L∫
0
u′′′2 dx
)2/3
,
so
L∫
0
u2 dx  L
6
π6
L∫
0
u′′′2 dx. ✷
Lemma 2. Let A> 0, A2 < 4B . Then for any u ∈X
(a) A
L∫
0
u′′2 dx  A
2
4
L∫
0
u′2 dx +
L∫
0
u′′′2 dx,
(b) A
L∫
0
u′′2 dx  A
2
4B
L∫
0
u′′′2 dx +B
L∫
0
u′2 dx.
Proof. Since u ∈X we have
A
L∫
0
u′′2 dx =−
L∫
0
Au′u′′′ dx  A
2
4
L∫
0
u′2 dx +
L∫
0
u′′′2 dx.
The inequality (b) follows from
Au′u′′′ =
(
A√
2B
u′′′
)(√
2B u′
)
 A
2
4B
u′′′2 +Bu′2. ✷
Lemma 3. Let A> 0, A2 < 4B and
0 <L L1 := π max
((
B − A
2
4
)1/2
,
(
1− A
2
4B
)1/6)
. (8)
Then (P) has only the trivial solution.
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Proof. Suppose that (8) holds and u is a nontrivial solution of (P). Then
L∫
0
(u′′′2 −Au′′2 +Bu′2 − u2 + u4) dx = 0.
By Lemma 2(a), Lemma 1(a) and (8)
0>−
L∫
0
u4 dx =
L∫
0
(u′′′2 −Au′′2 +Bu′2 − u2) dx

L∫
0
((
B − A
2
4
)
u′2 − u2
)
dx 
((
B − A
2
4
)
π2
L2
− 1
) L∫
0
u2 dx  0,
which is a contradiction. Moreover, by Lemma 2(b), Lemma 1(c) and (8) we
obtain
0>−
L∫
0
u4 dx =
L∫
0
(u′′′2 −Au′′2 +Bu′2 − u2) dx

L∫
0
((
1− A
2
4B
)
u′′′2 − u2
)
dx 
((
1− A
2
4B
)
π6
L6
− 1
) L∫
0
u2 dx  0,
which is a contradiction. Therefore, u should be the trivial solution if (8)
holds. ✷
Our first existence result is following theorem.
Theorem 1. The functional I is bounded from below on X and there exists a
minimizer u0 of the functional I , i.e., I (u0)= infX I .
Proof. Let ε = 1−A2/4B . By Lemma 2(b) and the elementary inequality
−1
2
u2 + 1
4
u4 −1
4
we have
I (u;L)
L∫
0
(
ε
2
u′′′2 − 1
4
)
dx −L
4
,
so the functional I is bounded from below. Let (un)n be a minimizing sequence
of I , i.e., I (un;L)→ infX I . There exists a constant C such that |I (un)| C.
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By Lemma 2(b) we have
ε
2
L∫
0
u′′′2n dx 
L∫
0
(
ε
2
u′′′2n +
1
4
(
u2n − 1
)2)
dx

L∫
0
(
1
2
(
u′′′2n −Au′′2n +Bu′2n − u2n
)+ 1
4
u4n +
1
4
)
dx
= I (un)+ L4  C +
L
4
,
so
L∫
0
u′′′2n dx 
2
ε
(
C + L
4
)
=:C1.
By Lemma 1(c) it follows that ∫ L0 u2n dx is bounded. Moreover, by Lemma 2(a)
we have
1
2
(
B − A
2
4
) L∫
0
u′2n dx 
L∫
0
(
1
2
(
B − A
2
4
)
u′2n +
1
4
(
u2n − 1
)2)
dx

L∫
0
(
1
2
(
u′′′2n −Au′′2n +Bu′2n − u2n
)+ 1
4
u4n +
1
4
)
dx
= I (un;L)+ L4  C +
L
4
,
so that
∫ L
0 u
′2
n dx and
∫ L
0 u
′′2
n dx are bounded sequences. Therefore (un)n is a
bounded sequence in X. Then, there exists a subsequence, still denoted by (un)n,
and a function u0 ∈X such that
un ⇀ u0 in X.
By Sobolev’s embedding theorem we can assume that
un → u0 in C2([0,L]),
un → u0 in L2(0,L),
un → u0 in L4(0,L).
The functional I is weakly lower semicontinuous on X because I has the form
I (u;L)= I1(u;L)+ I2(u;L),
where
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I1(u;L)= 12
L∫
0
(u′′′2 +Bu′2) dx,
I2(u;L)=−12
L∫
0
(Au′′2 + u2) dx + 1
4
L∫
0
u4 dx.
The functional I1 is convex and I2 is a sequentially weakly continuous. The
existence of the minimizer of I follows by a general minimization theorem (see
Berger [2, Chapter 6]). ✷
We set
M(L) :=min{I (u;L): u ∈X}.
In Lemma 3 we have shown that M(L)= 0 if L L1. In the next lemma, we show
that this does not hold for large L. We will prove that for L>L2, where L2 is an
appropriate number depending on B , it holds M(L) < 0 and the corresponding
minimizer is nontrivial.
Lemma 4. There exists L2  L1, such that for L > L2 the problem (P) has a
nontrivial solution.
Proof. Let us take
u¯(x)= δ sin πx
L
,
where δ will be chosen later. An easy calculation shows that
L∫
0
sin2
πx
L
dx =
L∫
0
cos2
πx
L
dx = 1
2
L,
L∫
0
sin4
πx
L
dx = 3
8
L
and
I (u¯)= 1
4
Lδ2
((
π
L
)6
−A
(
π
L
)4
+B
(
π
L
)2
− 1+ 3
8
δ2
)
.
Since A> 0 if(
π
L
)6
+B
(
π
L
)2
− 1< 0, (9)
for sufficiently small δ we have I (u¯) < 0. Then by Theorem 1 the minimizer of I
is nontrivial. We show that there exists L2 > L1 such that for L > L2 (9) holds.
Denoting L2 = p > 0, the inequality (9) is equivalent to
p3 −Bπ2p2 − π6 > 0. (10)
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The roots of the polynomial P3(p)= p3 −Bπ2p2 − π6 are
p1 = q1/3 + 19B
2π4q−1/3 + 1
3
Bπ2
and
p2,3 =−12q
1/3 − 1
18
B2π4q−1/3 + 1
3
Bπ2 ± i
√
3
2
(
q1/3 − 1
9
B2π4q−1/3
)
,
where
q =
(
1
2
+ 1
27
B3 + 1
18
(81+ 12B3)1/2
)
π6.
The roots p2,3 are complex because
q1/3 − 1
9
B2π4q−1/3 > 0,
by
27q −B3π6 =
(
27
2
+ 3
2
(81+ 12B3)1/2
)
π6 > 0.
Therefore (10) holds for p > p1 and (9) holds for L > p1/21 . Then the problem
(P) has a nontrivial solution for L>L2 := p1/21 . It is easy to verify that L2 >L1
if (5) holds. ✷
We can prove a multiplicity result using the following
Theorem 2 (Clark). Let X be a real Banach space, I ∈ C1(X,R) be even,
bounded below, and satisfy (PS) condition. Suppose I (0) = 0, there is a set
K ⊂ X such that K is homeomorphic to Sm−1 by an odd map, and supK I < 0.
Then I possesses at least m distinct pairs of critical points.
Theorem 3. Let L >mL2 for some m ∈ N. Then the problem (P) has m distinct
pairs of nontrivial solutions.
Proof. Step 1. (PS) condition.
Let (un)n be a (PS) sequence, i.e., there exists C > 0 such that
|I (un;L)| C and I ′(un;L)→ 0. (11)
Arguing like in the proof of Theorem 1 one can show that (un)n is a bounded
sequence in X and there exists u ∈X such that
un ⇀ u in X, un→ u in C2([0,L]),
un → u in L2(0,L), un → u in L4(0,L). (12)
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Letting n→∞ in
(
I ′(un;L),u
)=
L∫
0
(
u′′′n u′′′ −Au′′nu′′ +Bu′nu′ − unu+ u3nu
)
dx
from (11), (12) and Lebesgue convergence theorem we obtain
L∫
0
(u′′′2 −Au′′2 +Bu′2 − u2 + u4) dx = 0.
From the boundedness of (un)n in X and (11) it follows (I ′(un), un)→ 0 and
L∫
0
(
u′′′2n +Bu′2n
)
dx = (I ′(un), un)+A
L∫
0
u′′2n dx +
L∫
0
(
u2n − u4n
)
dx
→A
L∫
0
u′′2 dx +
L∫
0
(u2 − u4) dx
=
L∫
0
(u′′′2 +Bu′2) dx.
Therefore ‖un‖→ ‖u‖ and ‖un − u‖→ 0.
Step 2. Geometric conditions.
Let us consider the subset K ⊂X,
K :=
{
λ1 sin
πx
L
+ · · · + λm sin mπx
L
: λ21 + · · · + λ2m = ρ2
}
,
where ρ is an appropriate positive number. The odd mapping H : K → Sm−1
defined by
H
(
λ1 sin
πx
L
+ · · · + λm sin mπx
L
)
=
(
−λ1
ρ
, . . . ,−λm
ρ
)
is a homeomorphism between K and Sm−1. We have for every v ∈X
ρ
√
L
2
|H(v)| ‖v‖mρ
√
L
2
km|H(v)|, (13)
where | · | is the norm in Rm and km = 1+ (mπ/L)2+ (mπ/L)4+ (mπ/L)6. K is
a subset of the finite-dimensional space
Xm := sp
{
sin
πx
L
, . . . , sin
mπx
L
}
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equipped with the norm∥∥∥∥λ1 sin πxL + · · · + λm sin mπxL
∥∥∥∥
2
m
= λ21 + · · · + λ2m.
There exist positive constants k1 and k2 such that
k1‖v‖m  ‖v‖L4  k2‖v‖m
for all v ∈Xm. In particular,
‖v‖L4  k2ρ, ∀v ∈K. (14)
Since L>mL2  kL2 for k = 1, . . . ,m we have
0 <
k
L
 m
L
<
1
L2
and (
kπ
L
)6
+B
(
kπ
L
)2
− 1
(
mπ
L
)6
+B
(
mπ
L
)2
− 1
<
(
π
L2
)6
+B
(
π
L2
)2
− 1 = 0. (15)
We have from (14) and (15) for v ∈K
I(v;L)=
L∫
0
(
1
2
(v′′′2 −Av′′2 +Bv′2 − v2)+ 1
4
v4
)
dx

L∫
0
(
1
2
(v′′′2 +Bv′2 − v2)+ 1
4
v4
)
dx
= L
4
m∑
k=1
λ2k
((
kπ
L
)6
+B
(
kπ
L
)2
− 1
)
+ 1
4
L∫
0
v4 dx
<
ρ2
4
(
L
((
mπ
L
)6
+B
(
mπ
L
)2
− 1
)
+ k42ρ2
)
< 0
for sufficiently small ρ. All assumptions of Clark’s theorem are satisfied and there
exist at least m pairs of nontrivial solutions of (P). ✷
3. Homoclinic solutions
In this section we study the existence of homoclinic solutions of the sixth-order
equations
uvi +Auiv +Bu′′ − u+ a(x)u|u|σ = 0. (16)
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We prove the existence of homoclinic solution of (16) in the space H 3(R) using
variational method under some boundedness conditions on the coefficients. We
assume that
A2 < 4B, A> 0, σ > 0, (17)
and a is a continuous positive 1-periodic function. There are positive constants a1
and a2 such that
0< a1  a(x) a2. (18)
The functional J :H 3(R)→ R,
J (u)=
∫
R
(
1
2
(u′′′2 −Au′′2 +Bu′2 + u2)− 1
2+ σ a(x)|u|
2+σ
)
dx,
is Fréchet-differentiable and its Fréchet-derivative is given by〈
J ′(u), v
〉= ∫
R
(
u′′′v′′′ −Au′′v′′ +Bu′v′ + uv − a(x)u|u|σv) dx
for all v ∈H 3(R). The critical point w = 0, w ∈H 3(R), of the functional J is a
nontrivial homoclinic solution of Eq. (16).
Let ‖u‖2 = ∫R(u′′′2 + u′′2 + u′2 + u2) dx be the norm of the Sobolev space
H := H 3(R) and H ∗ = H−3(R) be the dual space of H , endowed by the dual
norm || · ||∗.
We will show that the functional J has a mountain-pass structure and there
exists a Palais–Smale sequence (un)n for J using Brezis–Nirenberg’s mountain-
pass theorem. To obtain a nontrivial critical point of J , we consider appropriate
translations of (un)n and concentration-compactness arguments. Similar approach
is used in Tersian and Chaparova [12] for extended Fisher–Kolmogorov equations.
Lemma 5. Let A and B satisfy the assumption (17). Then there exists a positive
constant α such that∫
R
(u′′′2 −Au′′2 +Bu′2 + u2) dx  α‖u‖2. (19)
Proof. Let uˆ(ξ) be the Fourier transform of u(x) ∈H 3(R). By Parseval’s identity
we obtain
E(u) :=
∫
R
(u′′′2 −Au′′2 +Bu′2 + u2) dx
=
∫
R
(ξ6 −Aξ4 +Bξ2 + 1)|uˆ(ξ)|2 dξ.
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Then by elementary inequalities
Aξ4  A
2
4B
ξ6 +Bξ2, ξ6 + 1 1
3
(ξ6 + ξ4 + ξ2 + 1)
we have
E(u) 1
3
(
1− A
2
4B
)∫
R
(ξ6 + ξ4 + ξ2 + 1)|uˆ(ξ)|2 dξ
= α
∫
R
(u′′′2 + u′′2 + u′2 + u2) dx = α‖u‖2. ✷
In the following cj denote positive constants. By the Sobolev embedding
theorem
H 1(R)⊂ L2+σ (R), σ > 0.
Let c1 be a constant such that∫
R
|u(x)|2+σ dx  c1‖u‖2+σH 1(R). (20)
The next lemma shows that the functional J satisfies the geometric conditions of
the mountain-pass theorem.
Lemma 6. Let the assumptions (17) and (18) hold. Then the functional J ∈
C1(H) satisfies the following conditions:
(1) There exists ρ > 0 such that J (u) > 0 if ‖u‖ = ρ.
(2) There exists e ∈H such that ‖e‖> ρ and J (e) < 0.
Proof. (1) From Lemma 5, (18) and (20) we have
J (u) 1
2
α‖u‖2 − 1
2+ σ a2
∫
R
|u|2+σ dx
 1
2
α‖u‖2 − 1
2+ σ a2c1‖u‖
2+σ > 0
for sufficiently small ‖u‖ = ρ.
(2) Let us take u¯ ∈H , u¯ > 0 on R. For λ > 0 we have
λ−2J (λu¯) 
∫
R
(
1
2
(u¯′′′2 −Au¯′′2 +Bu¯′2 + u¯2)− λ
σ
2+ σ a1|u¯|
2+σ
)
dx
→−∞
as λ→+∞. Hence there exists e= λu¯ such that J (e) < 0. ✷
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Theorem 4. Let assumptions (17) and (18) hold. Then Eq. (16) has a nontrivial
solution u ∈H 3(R).
Proof. By Lemma 6 and mountain-pass theorem of Brezis and Nirenberg [3]
there exists a sequence (un)n in H such that
J (un)→ c > 0 and
∥∥J ′(un)∥∥H ∗ → 0, (21)
where
c= inf
γ∈Γ max0t1
J (γ (t)),
Γ = {γ ∈C([0,1],H): γ (0)= 0, γ (1)= e}.
The functional J does not satisfy the Palais–Smale condition. For instance, if
u0(·) = 0 is a critical point of J then u0(· + j), j ∈ Z is also a critical point of J
but the sequence (u0(· + j))j has not any convergent subsequence in H .
The sequence (un)n is bounded in H . Indeed, we have
σα
2(2+ σ)‖un‖
2  σ
2(2+ σ)
∫
R
(
u′′′2n −Au′′2n +Bu′2n + u2n
)
dx
= J (un)− 12+ σ
〈
J ′(un), un
〉
 J (un)+ 12+ σ
∥∥J ′(un)∥∥∗‖un‖.
Suppose that (un)n is unbounded sequence. By the last inequality and (21) we
have
0<
σα
2(2+ σ) 
J (un)
‖un‖2 +
1
2+ σ
‖J ′(un)‖∗
‖un‖ ,
which leads to a contradiction. Hence the sequence (un)n is bounded in H :
‖un‖ c2. (22)
Therefore we have∣∣〈J ′(un), un〉∣∣→ 0
and
0< c← J (un)− 12
〈
J ′(un), un
〉
=
(
1
2
− 1
2+ σ
)∫
R
a(x)|u|2+σn dx 
σa2
2(2+ σ)
∫
R
|u|2+σn dx.
Hence
0< c3 := 2c(2+ σ)
σa2

∫
R
|u|2+σn dx. (23)
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Denote un by u for simplicity. From the Sobolev inequality
‖u‖C[j,j+1]  2‖u‖H 1(j,j+1), j ∈ Z,
(22) and (23) we have
c3 
∫
R
|u|2+σ dx =
∑
j
j+1∫
j
|u|2+σ dx =
∑
j
‖u‖2+σ
L2+σ (j,j+1)
 sup
j
(‖u‖σ
L2+σ (j,j+1)
)∑
j
‖u‖2
L2+σ (j,j+1)
 4 sup
j
(‖u‖σ
L2+σ (j,j+1)
)∑
j
‖u‖2
H 1(j,j+1)
= 4 sup
j
(‖u‖σ
L2+σ (j,j+1)
)‖u‖2
H 1(R)  4c
2
2 sup
j
(‖u‖σ
L2+σ (j,j+1)
)
.
Therefore
sup
j
(‖u‖σ
L2+σ (j,j+1)
)
 c3
4c22
and
sup
j
‖u‖2+σ
L2+σ (j,j+1) 
(
c3
4c22
)(2+σ)/σ
=: c4.
Then
inf
n
sup
j∈Z
j+1∫
j
u2+σn dx = infn supj∈Z
1∫
0
u2+σn (x + j) dx  c4 > 0. (24)
By (24) we can choose a sequence (jn)n such that
lim inf
n→∞
1∫
0
u2+σn (x + jn) dx > 0. (25)
Let us define vn(·)= un(· + jn) ∈H . We have
‖vn‖ = ‖un‖ c2.
We can assume (going if necessary to a subsequence) that
vn ⇀ v in H, (26)
vn → v in L2loc(R), (27)
vn → v in Cloc(R), (28)
vn → v a.e. on R. (29)
S. Tersian, J. Chaparova / J. Math. Anal. Appl. 272 (2002) 223–239 239
By (25) and (28) it follows that v = 0. Since the coefficient a is a 1-periodic
function we have
J (un)= J (vn)
and for w ∈H∣∣〈J ′(vn),w(·)〉∣∣= ∣∣〈J ′(un),w(· − jn)〉∣∣ ∥∥J ′(un)∥∥∗∥∥w(· − jn)∥∥
= ∥∥J ′(un)∥∥∗‖w‖→ 0.
Hence J ′(vn)→ 0 in H ∗. By (26) and (28) it follows that J ′(v)= 0 and therefore
v ∈H is a nontrivial homoclinic solution of Eq. (17). ✷
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