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a b s t r a c t
Recently, Bouvel and Pergola initiated the study of a special class
of permutations, minimal permutations with a given number of
descents, which arise from thewhole genome duplication–random
loss model of genome rearrangement. In this paper, we show that
the number of minimal permutations of length 2d − 1 with d
descents is given by 2d−3(d − 1)cd, where cd is the d-th Catalan
number. For fixed n, we also derive a recurrence relation on
the multivariate generating function for the number of minimal
permutations of length n counted by the number of descents, and
the values of the first and second elements of the permutation.
For fixed d, on the basis of this recurrence relation, we obtain
a recurrence relation on the multivariate generating function for
the number of minimal permutations of length n with n − d
descents, counted by the length, and the values of the first and
second elements of the permutation. As a consequence, the explicit
generating functions for the numbers of minimal permutations of
length n with n− d descents are obtained for d ≤ 5. Furthermore,
we show that for fixed d ≥ 1, there exists a constant ad such
that the number of minimal permutations of length n with n − d
descents is asymptotically equivalent to addn, as n→∞.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Bouvel and Pergola [3] initiated the study of a special class of permutations, minimal permutations
with d descents, arising from the combinatorial analysis of the whole genome duplication–random
loss model of genome rearrangement. In the last few decades, the genome rearrangement has been
extensively studied in computational biology; see [2,6,12].
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1.1. The tandem duplication–random loss model for genome rearrangement
In the tandem duplication–random loss model, or simply the duplication–loss model, a genome is
considered as a permutation of the integers from 1 to n; see [5] for the original biological motivations.
One tandem duplication–random loss step, or simply duplication–loss step, consists in (i) a fragment
of consecutive elements of the permutation is duplicated, and the duplicated fragment is inserted
immediately after the original copy, and (ii) one copy of every duplicated element is lost. The
width of a duplication–loss step is defined to be the number of elements duplicated. For instance,
a duplication–loss step of width 3 is shown as follows:
12
︷︸︸︷
345 6  12
︷︸︸︷
345
︷︸︸︷
345 6  123453456  124356.
Various duplication–loss models can be defined depending on the cost function c ∈ RN that is
chosen. Usually, the cost c(k) of a duplication–loss step is assumed to be dependent only on thewidth k
of this step. For instance, Chaudhuri, Chen,Mihaescu and Rao [5] defined the cost of a duplication–loss
step of width k as c(k) = αk with α ≥ 1. In [4], Bouvel and Rossin considered the cost function
c(k) = 1 if k ≤ K , and c(k) = ∞ otherwise, for a parameter K ∈ N ∪ {∞} \ {0, 1}. In [3], Bouvel
and Pergola studied the model with a very simple cost function, namely c(k) = 1, for all k ∈ N.
This particular model is called the whole genome duplication–random loss model. The permutations
obtainable form the identity permutation 12 . . . n after a certain number p of duplication–loss steps
in this model were characterized as follows:
Theorem 1.1 (See [4,5]). The permutations that can be obtained in at most p steps in the whole genome
duplication–random loss model are exactly those for which the number of descents is at most 2p − 1.
1.2. Basic concepts and previous results
Let Sn denote the set of permutations of [n] = {1, 2, . . . , n}, also called permutations of length n,
written in one-line notation.We say that a subsequence ofpi has typeσ whenever it has all of the same
pairwise comparisons as σ . For example, the subsequence 2968 of the permutation 214539768 ∈ S9
has type 1423. We say that the permutation pi ∈ Sn avoids τ ∈ Sk if there is no subsequence of pi
that has type τ ; otherwise we say that pi contains τ . In this context, τ is called a pattern. For example,
the permutation 214539768 ∈ S9 avoids 4321 and contains 2143. We write τ ≺ pi to denote that pi
contains τ . We denote the class of all permutations (of all lengths including the empty permutation)
avoiding the patterns τ 1, τ 2, . . . , τ k by S(τ 1, τ 2, . . . , τ k). We say that S(τ 1, τ 2, . . . , τ k) is a class of
pattern-avoiding permutations of basis {τ 1, τ 2, . . . , τ k}.
In a permutation pi = pi1pi2 · · ·pin ∈ Sn, a descent is a position i such that pii > pii+1, and an ascent
is a position iwhere pii < pii+1. For example, the permutation 12537648 ∈ S8 has three descents (see
the positions 3, 5 and 6) and has four ascents (see the positions 1, 2, 4 and 7). A permutation pi is a
minimal permutation with d descents if pi has exactly d descents and it is minimal in the sense of ≺,
i.e., there exists no permutation σ with exactly d descents such that σ ≺ pi . Denote by Bd the set
of minimal permutations with d descents. The length of a minimal permutation with d descents is at
least d + 1 and at most 2d [3]. Thus, the set Bd is finite. When d = 2p, Bd is the basis of the class of
permutations obtainable in at most p steps in the whole genome duplication–random loss model.
Theorem 1.2 (For Implicit Proof See [4] and for Explicit Proof See [3]). The class of permutations obtainable
in at most p steps in the whole genome duplication–random loss model is a class of pattern-avoiding
permutations whose basis is finite and composed of the minimal permutations with 2p descents.
In [3], Bouvel and Pergola gave a local characterization of the permutations ofBd as follows:
Theorem 1.3 (See Theorem 4 in [3]). Let pi = pi1pi2 · · ·pin be any permutation of length n. Then pi is a
minimal permutation with d descents if and only if pi is a permutation with d descents such that
• it starts and ends with a descent;
• if piipii+1 is an ascent, then i ∈ {2, 3, . . . , n− 2} and pii−1piipii+1pii+2 has type either 2143 or 3142.
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Let fd(n) be the number of minimal permutations of length n with d descents. Clearly, fd(n) = 0
for all d ≤ 0 or n ≤ d, and fd(d+ 1) = 1 for all d ≥ 1. Bouvel and Pergola [3] found that the number
of minimal permutations with d descents in S2d is given by the d-th Catalan number cd, that is,
fd(2d) = 1d+ 1
(
2d
d
)
, d = 1, 2, . . . .
Also, they showed that the number of minimal permutations with d descents in Sd+2 is given by
fd(d+ 2) = 2d+2 − (d+ 1)(d+ 2)− 2, d = 1, 2, . . . .
1.3. Outline of our results
In this paper, we extend the above results. In Section 2,we aim at finding combinatorially a formula
for the number of minimal permutations of length 2d− 1 with d descents.
Theorem 1.4. For d ≥ 1, the number of minimal permutations of length 2d− 1 with d descents is equal
to 2d−3(d− 1)cd.
In Section 3, our goal is to find a recurrence relation on the multivariate generating functions for
the number ofminimal permutations of length nwith a given number of descents. Denote by fd(n; i, j)
the number of minimal permutations pi = pi1pi2 · · ·pin ∈ Sn with d descents such that pi1 = i and
pi2 = j. Let
F(n; v,w, q) =
∑
d≥1
n∑
i=2
i−1∑
j=1
fd(n; i, j)vi−1wj−1qd
be the associated generating function. Since a minimal permutation of length nwith d descents must
have d n2e ≤ d ≤ n − 1, the number fd(n; i, j) = 0 if d > n − 1 or d < d n2e. From this we can deduce
that the generating function F(n; v,w, q) is a finite polynomial on v,w, q.
Theorem 1.5. The polynomial F(n; v,w, q) on v,w, q satisfies the following recurrence relation:
F(n; v,w, q) = vn−1qF(n− 1;w, 1, q)+ vq
1− v (F(n− 1; vw, 1, q)− v
n−2F(n− 1;w, 1, q))
+ vqF(n− 2; 1, 1, q)− v
2w2q
(1− w)(1− vw)(F(n− 2; 1, 1, q)
− F(n− 2; 1, vw, q))+ v
2q
(1− v)(1− w)(F(n− 2; 1, 1, q)
−wF(n− 2; 1, vw, q)− F(n− 2; v, 1, q)+ wF(n− 2; v,w, q)), (1.1)
with the initial conditions F(2; v,w, q) = vq and F(3; v,w, q) = v2wq2.
This recurrence relation derives the known formula for fd(2d).
In Section 4, for fixed d, we obtain a recurrence relation for the multivariate generating function
Gd(t, v, w) for the number of minimal permutations of length n with n − d descents, counted by
the length, and the values of the first and second elements of the permutation. As a consequence,
the recurrence relation yields the generating function Gd(t, v, w) for a given d by induction. In
particular, we get an explicit formula for the generating functionGd(t, 1, 1) for the number ofminimal
permutations of length nwith n− d descents for d = 2, 3, 4, 5. Finally, on the basis of the recurrence
relation for Gd(t, v, w), we find the asymptotic behavior for the number fn−d(n) as n→∞.
Theorem 1.6. For fixed d ≥ 1, there exists a constant ad such that the number of minimal permutations
of length n with n− d descents is asymptotically equivalent to addn, as n→∞.
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Fig. 1. The graph G(pi) of pi = 3174106285119.
2. Minimal permutations of length 2d − 1 with d descents
The maximum length of a minimal permutation with d descents is 2d. Bouvel and Pergola [3]
proved that the number of minimal permutations of length 2d with d descents is equal to the
Catalan number cd. In this section, we aim at getting an explicit formula for the number of minimal
permutations of length 2d − 1 with d descents. The case for d = 1 is very trivial since there is no
minimal permutation of length 1 with one descent. For our convenience, let d = n+ 1 for d ≥ 2 and
we come to study minimal permutations of length 2n+ 1 with n+ 1 descents for n ≥ 1.
Recall that a matching on a set [2n] = {1, 2, . . . , 2n} is a partition of [2n] in which every block
contains exactly two elements. In this paper, we identify a matching as a graph on the 2n points on a
horizontal line in the increasing order in which every edge (i, j), i < j, is drawn as an arc between the
nodes i and j above the horizontal line. Let e = (i, j) and e′ = (i′, j′) be two edges of a matching M ,
we say that e nests e′ if i < i′ < j′ < j. In this case, the pair of edges e and e′ is called a nesting of the
matching. Otherwise, e and e′ are said to be nonnesting. For example, in a matching on the set [6] with
edges (1, 4)(2, 6)(3, 5), the pair of edges (2, 6) and (3, 5) is a nesting, while the pair of edges (1, 4) and
(2, 6) is nonnesting. A matching is said to be nonnesting if and only if there are no two edges that are
nesting [11].
Let pi = pi1pi2 · · ·pi2n+1 be aminimal permutation of length 2n+1with n+1 descents. Then there
are only two consecutive descents in pi and the other descents are separated by ascents. Suppose that
pip−1pip andpippip+1 are the consecutive descents. It is convenient to identify theminimal permutation
pi with a graphG(pi). By convention, the 2n+1 vertices are numbered from1 to 2n+1 and represented
in this order on a horizontal line. In the graph, an edge connecting the nodes i and j is drawn as an arc
above the line if ji is a descent left to pip in pi and as an arc below the line if ji is a descent right to pip.
We denote such an edge e by a pair (i, j)with i < j, and say that the node i is the left endpoint of e and
the node j is the right endpoint of e. An illustration is given in Fig. 1, where the horizontal line is drawn
as a dotted line and edges are drawn as solid lines. Denote by G+(pi) (resp. G−(pi)) the subgraph of
G(pi) consisting of all the edges above (resp. below) the line. We claim that G(pi) is a graph with n+ 1
edges, where
(a) the last left endpoint of the subgraph G+(pi) and the first right endpoint of the subgraph G−(pi)
coincide;
(b) each node other than pip has degree 1, and the node pip has degree 2;
(c) both the subgraph G+(pi) and the subgraph G−(pi) are nonnesting matchings.
There are only two consecutive descents in pi . Hence, if pii−1pii is a descent of pi for i < 2n + 1
and i 6= p, then piipii+1 is an ascent. Recall that (see Theorem 1.3) if piipii+1 is an ascent in pi , then
pii−1piipii+1pii+2 has type either 3142 or 2143, which implies that pii+1pii+2 is also a descent of pi , and
pii < pii+2 and pii−1 < pii+1. Therefore, the edges of G+(pi) are (pi2, pi1), (pi4, pi3), . . . , (pip, pip−1)
such that pi1 < pi3 < · · · < pip−1 and pi2 < pi4 < · · · < pip, which implies that G+(pi) is a
nonnesting matching. Also, the edges of G−(pi) are (pip+1, pip), (pip+3, pip+2), . . . , (pi2n+1, pi2n) such
that pip < pip+2 < · · · < pi2n and pip+1 < pip+3 < · · · < pi2n+1, which implies that G−(pi) is also a
nonnestingmatching. It is trivial to check that the nodepip is both the last left endpoint of the subgraph
G+(pi) and the first right endpoint of the subgraph G−(pi). Furthermore, each node other than pip has
degree 1, and the node pip has degree 2. It is easy to check that we can retrieve aminimal permutation
pi from its corresponding graph G(pi).
There is a well known bijection between the set of nonnesting matchings on [2n] and the set of
Dyck paths of length 2n [14]. Recall that a Dyck path of length 2n is a lattice path on the plane from
(0, 0) to (2n, 0) that does not go below the x-axis and consists of up steps U = (1, 1) and down
steps D = (1,−1). Here we give a brief description of this bijection. Given a nonnesting matchingM ,
readingM from left to right, for each left endpoint, we adjoin an up step and for each right endpoint,
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Fig. 2. A matching and its corresponding Dyck path.
we adjoin a down step. A matching is said to be with a heading of lengthm if there are exactly m left
endpoints left to the first right endpoint. Similarly, A matching is said to be with a tail of length m if
there are exactly m right endpoints right to the last left endpoint. It is clear that the corresponding
Dyck path of a nonnesting matching with a heading (resp. tail) of lengthm starts (resp. ends) withm
consecutive up (resp. down) steps. A nonnesting matching with five edges with a heading of length
4 and a tail of length 3 and its corresponding Dyck path of length 10 starting with four consecutive
up steps and ending with three consecutive down steps are shown in Fig. 2. Dyck paths of length 2n
starting (resp. ending) withm consecutive up (resp. down) steps are counted by m2n−m
(
2n−m
n−m
)
[7].
Given a graph G(pi) with n + 1 edges of a minimal permutation pi of length 2n + 1 with n + 1
descents, suppose that G(pi) satisfies the following conditions:
(1) a node p is both the last left endpoint of the subgraph G+(pi) and the first right endpoint of the
subgraph G−(pi);
(2) each node other than the node p has degree 1, and the node p has degree 2;
(3) the subgraph G+(pi) is a nonnesting matching with i edges and with a tail of length k and the
subgraph G−(pi) is a nonnesting matching with n+ 1− i edges and with a heading of length j.
It is clear that p = 2i− k+ j. Denote by S(n, i, j, k) the set of all such graphs. For example, Fig. 1 is an
illustration of a graph with six edges in which p = 6, i = 3, k = 2 and j = 2. In order to get a graph
G ∈ S(n, i, j, k), we should first choose 2i − k − 1 nodes from the nodes 1, 2, . . . , p − 1 and choose
k nodes from the nodes p + 1, p + 2, . . . , 2n + 1 to be the endpoints of G+. The number of ways to
choose these 2i− 1 nodes is equal to(
2i− k+ j− 1
2i− k− 1
)(
2n− 2i+ k− j+ 1
k
)
=
(
2i− k+ j− 1
j
)(
2n− 2i+ k− j+ 1
k
)
.
The number of nonnesting matchings on the 2i − 1 chosen nodes together with the node p ending
with a tail of length k is equal to k2i−k
(
2i−k
i−k
)
. Also, the number of nonnesting matchings on the
remaining 2n − 2i + 1 nodes together with the node p ending with a tail of length j is equal to
j
2(n+1−i)−j
(
2(n+1−i)−j
n+1−i−j
)
. Hence, the cardinality of S(n, i, j, k) is given by(
2i− k
i− k
)(
2(n+ 1− i)− j
n+ 1− i− j
)(
2i− k+ j− 1
j− 1
)(
2(n+ 1− i)− j− 1+ k
k− 1
)
.
When i ranges from 1 to n, k from 1 to i and j from 1 to n + 1 − i, we get the graphs of all minimal
permutations of length 2n + 1 with n + 1 descents. Hence, minimal permutations of length 2n + 1
with n+ 1 descents are counted by
fn+1(2n+ 1) =
n∑
i=1
i∑
k=1
n+1−i∑
j=1
(
2i− k
i− k
)(
2(n+ 1− i)− j
n+ 1− i− j
)
×
(
2i− k+ j− 1
j− 1
)(
2(n+ 1− i)− j− 1+ k
k− 1
)
=
n∑
i=1
i∑
k=1
n+1−i∑
j=1
(
2i− k
i− k
)(
2(n+ 1− i)− j
n+ 1− i− j
)
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×
(
2i− k+ j− 1
j− 1
)(
2(n+ 1− i)− j− 1+ k
2(n+ 1− i)− j
)
(
using
(n
k
)
=
(
n
n− k
))
=
n∑
i=1
i∑
k=1
n+1−i∑
j=1
(
2i− k
i− k
)(
2i− k+ j− 1
j− 1
)(
n− i+ k
n+ 1− i
)
×
(
2(n+ 1− i)− j− 1+ k
n+ 1− i− j
)
(
using
(n
k
)(k
i
)
=
(n
i
)(n− k
i− k
))
=
n∑
i=1
i∑
k=1
(
2i− k
i− k
)(
n− i+ k
n+ 1− i
) n+1−i∑
j=1
(
2i− k+ j− 1
j− 1
)
×
(
2(n+ 1− i)− j− 1+ k
n+ 1− i− j
)
=
n∑
i=1
i∑
k=1
(
2i− k
i− k
)(
n− i+ k
k− 1
)(
2n+ 1
n− i
)
(using Vandermonde convolution formula, see below)
=
n∑
i=1
(
n+ i+ 1
i− 1
)(
2n+ 1
n− i
)
(using Vandermonde convolution formula, see below)
=
n∑
i=1
(
n− 1
i− 1
)(
2n+ 1
n− 1
)
= 2n−1
(
2n+ 1
n− 1
)
= 2n−2ncn+1,
where the Vandermonde convolution formula [13] is given by(
m+ n+ k− 1
k
)
=
∑
i+j=k
(
m+ i− 1
i
)(
n+ j− 1
j
)
.
Let n = d−1; then we get Theorem 1.4. Note that the binomial
(
2n+1
n−1
)
counts the number of ways to
draw n−1 noncrossing diagonals in a convex (n+3)-gon [10] and also counts the number of standard
Young tableaux of shape (n, n, 1) [15]. It would be interesting to find a bijective proof of the formula
for fn+1(2n+ 1).
3. Minimal permutations of length nwith d descents
In this section, we aim at getting a recurrence relation for the generating function F(n; v,w, q). On
the basis of the recurrence relation, we recover the enumeration of minimal permutations of length
2dwith d descents.
3.1. Proof of Theorem 1.5
In order to prove our theorem we need the following notation. Denote by fd(n; i1, i2, . . . , is) the
number of minimal permutations pi = pi1pi2 · · ·pin ∈ Sn with d descents such that pij = ij for all
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j = 1, 2, . . . , s. We denote the associated generating function by f (n; i1, i2, . . . , is; q), that is,
f (n; i1, i2, . . . , is; q) =
∑
d≥1
fd(n; i1, i2, . . . , is)qd.
Lemma 3.1. Let n ≥ 2.
(i) For all 1 ≤ i < j ≤ n,
f (n; i, j; q) = 0.
(ii) For all 1 ≤ j < k < i ≤ n− 1,
f (n; i, j, k; q) = 0.
(iii) For all 1 ≤ k < j < i ≤ n− 1,
f (n; i, j, k; q) = qf (n− 1; j, k; q).
(iv) For all 1 ≤ j < i ≤ n,
n∑
h=i+1
f (n; i, j, h; q) = q
n−2∑
k=i−1
k−1∑
`=j
f (n− 2; k, `; q).
Proof. Immediately, Theorem 1.3 gives (i). Since there is nominimal permutationpi = ijkpi ′ of length
n that satisfies 1 ≤ j < k < i ≤ n− 1, (ii) holds.
Let pi = pi1pi2 · · ·pin be a minimal permutation in Sn such that pi1 > pi2 > pi3. Denote by pi ′
the permutation in Sn−1 obtained from pi2pi3 · · ·pin by replacing each pij by pij − 1 if pij > pii for
j = 2, 3, . . . , n. Clearly, the first two elements of pi ′ are pi2 and pi3. Then pi is a minimal permutation
with d descents if and only if the permutation pi ′ is a minimal permutation of length n− 1 with d− 1
descents. Thus, fd(n; i, j, k) = fd−1(n−1; j, k) for all d. Multiplying this recurrence by qd and summing
over d ≥ 1, we obtain (iii).
Let pi = pi1pi2 · · ·pin be a minimal permutation in Sn such that pi3 > pi1 = i > pi2 = j. From
Theorem 1.3 we have that n ≥ 4 and either (1) pi3 > pi1 > pi4 > pi2 or (2) pi3 > pi4 > pi1 > pi2
holds. Denote by pi ′′ the permutation in Sn−2 obtained from pi3pi4 · · ·pin by replacing each pij by pij−2
if pij > pi1 and by pij−1 if pi2 < pij < pi1 for j = 3, 4, . . . , n. In both cases, pi is a minimal permutation
with d descents if and only if the permutationpi ′′ ∈ Sn−2 is aminimal permutationwith d−1 descents.
Clearly, the first two values of pi ′′ are pi3 − 2 and pi4 − 1 in the former case and pi3 − 2 and pi4 − 2 in
the latter case. Thus, the former case contributes
q
i−1∑
`=j+1
f (n− 2; h− 2, `− 1; q)
to f (n; i, j, h; q), while the latter case contributes
q
h−1∑
`=i+1
f (n− 2; h− 2, `− 2; q)
to f (n; i, j, h; q). Combining the above two cases and summing over h from i+1 to n, we get the desired
result (iv). 
Now let us write a recurrence relation for the polynomials F(n; v,w, q). Let 1 ≤ j < i ≤ n− 1 and
n ≥ 4. From the definitions we have that
f (n; i, j; q) =
j−1∑
k=1
f (n; i, j, k; q)+
i−1∑
k=j+1
f (n; i, j, k; q)+
n∑
k=i+1
f (n; i, j, k; q),
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which by Lemma 3.1(ii)–(iv) implies that
f (n; i, j; q) = q
j−1∑
k=1
f (n− 1; j, k; q)+ q
n−2∑
k=i−1
k−1∑
`=j
f (n− 2; k, `; q). (3.1)
Note that, when i = n > j ≥ 1, the generating function for the number of all minimal permutations
pi1pi2 · · ·pin ∈ Sn with d descents such that pi1 = n is given by
n−1∑
j=1
f (n; n, j; q)vn−1wj−1 = vn−1q
n−1∑
j=1
n−1∑
k=1
f (n− 1; j, k; q)wj−11k−1 = vn−1qF(n− 1;w, 1, q).
Thus, multiplying (3.1) by vi−1wj−1 and summing over all i, j, n ≥ i > j ≥ 1, by using
Lemma 3.1(i)–(ii), we obtain that
F(n; v,w, q) = vn−1qF(n− 1;w, 1, q)+ q
n−1∑
i=2
i−1∑
j=1
(
j−1∑
k=1
f (n− 1; j, k; q)
)
vi−1wj−1︸ ︷︷ ︸
(a)
+ q
n−1∑
i=2
i−1∑
j=1
(
n−2∑
k=i−1
k−1∑
`=j
f (n− 2; k, `; q)
)
vi−1wj−1︸ ︷︷ ︸
(b)
. (3.2)
Now let us express expressions (a) and (b) in the above equation in terms of the polynomials
F(n; v,w, q). Expression (a) can be written as
n−1∑
i=2
i−1∑
j=1
(
j−1∑
k=1
f (n− 1; j, k; q)
)
vi−1wj−1 =
n−2∑
j=2
j−1∑
k=1
f (n− 1; j, k; q)
(
wj−1
n−2∑
i=j
vi
)
=
n−2∑
j=2
j−1∑
k=1
f (n− 1; j, k; q)wj−1 v
j − vn−1
1− v =
v
1− v (F(n− 1; vw, 1, q)− (vw)
n−2)
− v
n−1
1− v (F(n− 1;w, 1, q)− w
n−2)
= v
1− v (F(n− 1; vw, 1, q)− v
n−2F(n− 1;w, 1, q)), (3.3)
and expression (b) as
n−1∑
i=2
i−1∑
j=1
(
n−2∑
k=i−1
k−1∑
`=j
f (n− 2; k, `; q)
)
vi−1wj−1
= vF(n− 2; 1, 1, q)+
n−1∑
i=3
n−2∑
k=i−1
i−1∑
j=1
k−1∑
`=j
f (n− 2; k, `; q)vi−1wj−1
= vF(n− 2; 1, 1, q)+
n−1∑
i=3
n−2∑
k=i−1
k−1∑
`=1
min(i−1,`)∑
j=1
f (n− 2; k, `; q)vi−1wj−1
= vF(n− 2; 1, 1, q)+
n−2∑
k=1
k+1∑
i=3
k−1∑
`=1
min(i−1,`)∑
j=1
f (n− 2; k, `; q)vi−1wj−1
= vF(n− 2; 1, 1, q)+
n−2∑
k=2
k−1∑
`=1
f (n− 2; k, `; q)
(
k+1∑
i=3
min(i−1,`)∑
j=1
vi−1wj−1
)
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= vF(n− 2; 1, 1, q)+
n−2∑
k=2
k−1∑
`=1
f (n− 2; k, `; q)
(
k+1∑
i=3
vi−1
1− wmin(i−1,`)
1− w
)
.
Rewriting the internal sum as
v2 − v`+1
(1− v)(1− w) −
(vw)2 − (vw)`+1
(1− w)(1− vw) +
(v`+1 − vk+1)(1− w`)
(1− v)(1− w) ,
we get that expression (b) is given by
n−1∑
i=2
i−1∑
j=1
(
n−2∑
k=i−1
k−1∑
`=j
f (n− 2; k, `; q)
)
vi−1wj−1 = vF(n− 2; 1, 1, q)+ v
2
(1− v)(1− w)
× (F(n− 2, 1, 1, q)− F(n− 2, 1, v, q))− v
2w2
(1− w)(1− vw)
× (F(n− 2; 1, 1, q)− F(n− 2; 1, vw, q))+ v
2
(1− v)(1− w)(F(n− 2; 1, v, q)
−wF(n− 2; 1, vw, q)− F(n− 2; v, 1, q)+ wF(n− 2; v,w, q)). (3.4)
Combining the above results, (3.3) and (3.4), with substituting in (3.2), we get Recurrence (1.1). 
Theorem 1.5 performs an algorithm for finding Mn(q) = F(n; 1, 1, q), where the algorithm
implements in Maple as follows:
restart: B:=v*q: print(M(2,q)=q); A:=v^{2}*w*q^{2}: print(M(3,q)=q^{2});
for n from 4 to m do
C:=simplify(
q*v^(n-1)*subs(v=w,subs(w=1,A))
+q*v/(1-v)*(subs(v=v*w,subs(w=1,A))-v^(n-2)*subs(v=w,subs(w=1,A)))
+q*v*subs(v=1,w=1,B)
-q*v^{2}*w^{2}/(1-w)/(1-v*w)*(subs(v=1,w=1,B)-subs(w=v*w,subs(v=1,B)))
+q*v^{2}/(1-v)/(1-w)*(subs(v=1,w=1,B)-w*subs(w=v*w,subs(v=1,B))-subs(w=1,B)+w*B)
):
print(M(n,q)=subs(v=1,w=1,simplify(factor(C))));
B:=simplify(A):
A:=simplify(C):
od:
By applying the above algorithm for m = 17 and extracting the coefficients of qk, we obtain
Table 1.
3.2. Minimal permutations of length 2d with d descents
In this section we recover the enumeration of the number of minimal permutations of length 2d
with d descents. Using the fact that each minimal permutation pi = pi1pi2 · · ·pi2d of length 2d with d
descents satisfies that pi2 = 1 yields that
F(2d; v, 1, q) = F(2d; v, 0, q). (3.5)
Since aminimal permutation never has two consecutive ascents, we have that theminimal degree of q
in the polynomial F(n; v,w, q) is dn/2e. Hence, if we denote the coefficient of qdn/2e in the polynomial
F(n; v,w, q) by Q (n; v,w), then (1.1) gives that
Q (2d; v,w) = vQ (2d− 2; 1, 1)− v
2w2
(1− w)(1− vw)(Q (2d− 2; 1, 1)− Q (2d− 2; 1, vw))
+ v
2
(1− v)(1− w)(Q (2d− 2; 1, 1)+ wQ (2d− 2; v,w)
−Q (2d− 2; v, 1)− wQ (2d− 2; 1, vw)).
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Table 1
The number fn−d(n) of minimal permutations of length nwith n− d descents, where d ≥ 1 and n = 1, 2, . . . , 17.
n d
1 2 3 4 5 6 7 8
2 1
3 1
4 1 2
5 1 10
6 1 32 5
7 1 84 84
8 1 198 686 14
9 1 438 3936 672
10 1 932 18387 12552 42
11 1 1936 75372 143616 5280
12 1 3962 283052 1223134 211893 132
13 1 8034 1000272 8582288 4576000 41184
14 1 16200 3385265 52647296 67555917 3414840 429
15 1 32556 11103972 293152288 773758544 134223232 320320
16 1 65294 35596314 1519290590 7408886030 3320255718 53477138 1430
17 1 130798 112193472 7457492544 62198766592 60118477952 3728697856 2489344
Note that since the minimal degree of q in the polynomial F(2d; v,w, q) is d, we obtain that the
minimal degree of q in the generating function
R = v2d−1qF(2d− 1;w, 1, q)+ vq
1− v (F(2d− 1; vw, 1, q)− v
2d−2F(2d− 1;w, 1, q))
is d+ 1; thus the term R in (1.1) does not contribute to the generating function Q (2d; v,w).
Substitutingw = 0 and using (3.5) we obtain that
Q (2d; v, 1) = vQ (2d− 2; 1, 1)+ v
2
1− vQ (2d− 2; 1, 1)−
v2
1− vQ (2d− 2; v, 1).
Let Q (t, v) = ∑n≥1 Q (2n; v, 1)tn. Multiplying the above equation by td, summing over d ≥ 2 and
using the initial condition Q (2; v, 1) = v, we get that(
1+ v
2t
1− v
)
Q (t, v) = tv + vt
1− vQ (t, 1).
This type of functional equation can be solved systematically using the kernel method (see [1,9]). In
this case, if we assume that 1 + v2t1−v = 0, which implies that v = C(t) = 1−
√
1−4t
2t ; then we obtain
that Q (t, 1) = C(t)− 1. Hence, we deduce the following result.
Corollary 3.2 (See [3]). For d ≥ 1, the number of minimal permutations of length 2d with d descents is
given by the d-th Catalan number cd.
4. Minimal permutations of length nwith n− d descents
Let us define the polynomials
Fd(n; v,w) =
n∑
i=2
i−1∑
j=1
fd(n; i, j)vi−1wj−1 and Gd(n; v,w) = Fn−d(n; v,w),
namely Gd(n; v,w) is the generating function for the number of minimal permutations pi of length n
with n−ddescents according to the values of the first and second elements ofpi . Clearly,Gd(n; v,w) =
0 for all n ≤ d.We denote byGd(t, v, w) the associated generating function,with respect to the length,
that is,
Gd(t, v, w) =
∑
n≥d+1
Gd(n; v,w)tn =
∑
n≥d+1
Fn−d(n; v,w)tn.
The main goal of this section is to find a recurrence relation for Gd(t, v, w).
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4.1. A recurrence relation for Gd(t, v, w)
Finding the coefficient of qm in (1.1), we obtain that
Fm(n; v,w) = vn−1Fm−1(n− 1;w, 1)+ v1− v (Fm−1(n− 1; vw, 1)− v
n−2Fm−1(n− 1;w, 1))
+ vFm−1(n− 2; 1, 1)− v
2w2
(1− w)(1− vw)
× (Fm−1(n− 2; 1, 1)− Fm−1(n− 2; 1, vw))
+ v
2
(1− v)(1− w)(Fm−1(n− 2; 1, 1)− wFm−1(n− 2; 1, vw)
− Fm−1(n− 2; v, 1)+ wFm−1(n− 2; v,w)),
for allm ≥ 2. Substitutingm = n− d and using the definition of Gd(n; v,w)we get that
Gd(n; v,w) = vn−1Gd(n− 1;w, 1)+ v1− v (Gd(n− 1; vw, 1)− v
n−2Gd(n− 1;w, 1))
+ vGd−1(n− 2; 1, 1)− v
2w2
(1− w)(1− vw)
× (Gd−1(n− 2; 1, 1)− Gd−1(n− 2; 1, vw))
+ v
2
(1− v)(1− w)(Gd−1(n− 2; 1, 1)− wGd−1(n− 2; 1, vw)
−Gd−1(n− 2; v, 1)+ wGd−1(n− 2; v,w)),
for all d ≥ 1 and n ≥ d + 1. Note that there is only one minimal permutation of length n with
n − 1 descents, namely n(n − 1) · · · 1. Hence, we get that G1(n; v,w) = vn−1wn−2 for all n ≥ 2.
Thus, multiplying the above equation by tn and summing over all n ≥ d + 1 we have the following
result.
Theorem 4.1. The generating function Gd(t, v, w) satisfies
Gd(t, v, w) = − tv1− vGd(vt, w, 1)+
tv
1− vGd(t, vw, 1)+ Hd−1(t, v, w),
where
Hd−1(t, v, w) = vt2Gd−1(t, 1, 1)− v
2w2t2
(1− w)(1− vw)(Gd−1(t, 1, 1)− Gd−1(t, 1, vw))
+ v
2t2
(1− v)(1− w)(Gd−1(t, 1, 1)− wGd−1(t, 1, vw)
−Gd−1(t, v, 1)+ wGd−1(t, v, w)),
with the initial condition G1(t, v, w) = vt21−vwt .
4.2. Formulas for the number ofminimal permutations of length nwith n−d descents, where d = 2, 3, 4, 5
Since the recurrence relation and the expression forGd(t, v, w) are too long to present in this paper
for d = 3, 4, 5, we present only the final answer obtained by applying the following steps (the case
d = 2 is discussed in more detail):
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• Assume that Gd−1(t, v, w) is given.• Hence, the following expression is defined:
Hd−1(t, v, w) = vt2Gd−1(t, 1, 1)− v
2w2t2
(1− w)(1− vw)(Gd−1(t, 1, 1)− Gd−1(t, 1, vw))
+ v
2t2
(1− v)(1− w)(Gd−1(t, 1, 1)− wGd−1(t, 1, vw)
−Gd−1(t, v, 1)+ wGd−1(t, v, w)). (4.1)
• Theorem 4.1 yields the following functional equation for Gd(t, v, w):
Gd(t, v, w) = − tv1− vGd(vt, w, 1)+
tv
1− vGd(t, vw, 1)+ Hd−1(t, v, w). (4.2)
• Substitutingw = 1 and v = 1t+1 in (4.2) we obtain that
Gd(t/(t + 1), 1, 1) = Hd−1(t, 1/(t + 1), 1)
which is equivalent to
Gd(t, 1, 1) = Hd−1(t/(1− t), 1− t, 1). (4.3)
• At the end, by (4.2) for w = 1 and using the generating function Gd(t, 1, 1) we get a formula for
the generating function Gd(t, v, 1).• Using the expressions of the generating functions Gd(t, v, 1) and Gd(t, 1, 1), we get from (4.2) an
explicit formula for Gd(t, v, w).
Below we present several explicit calculations.
4.2.1. The case d = 2
Theorem 4.1 for d = 2 gives that
G2(t, v, w) = − tv1− vG2(vt, w, 1)+
tv
1− vG2(t, vw, 1)+
vt4(1+ v − vt)
(1− vwt)(1− t)(1− vt) . (4.4)
If we substitutew = 1, then
G2(t, v, 1) = − tv1− vG2(vt, 1, 1)+
tv
1− vG2(t, v, 1)+
vt4(1+ v − vt)
(1− t)(1− vt)2 . (4.5)
Again, this type of functional equation can be solved systematically using the kernel method (see
[1,9]). In this case, if we assume that v = v0 = 1/(1 + t), then G2(t/(1 + t), 1, 1) = 2t4/(1 + t),
which implies that the generating function for the number of minimal permutations of length nwith
n− 2 descents is given by
G2(t, 1, 1) = 2t
4
(1− 2t)(1− t)3 , (4.6)
as found in [3]. Now let us find G2(t, v, w). By (4.5) we get that
G2(t, v, 1) = 11− vt1−v
(
− vt
1− vG2(vt, 1, 1)+
vt4(1+ v − vt)
(1− t)(1− vt)2
)
,
which is equivalent to
G2(t, v, 1) = v(1+ v + v(2v − 3)(v + 1)t + 2v
2(1− v)t2)t4
(1− 2vt)(1− vt)3(1− t) .
Therefore, by (4.4),
G2(t, v, w) = g2vt
4
(1− t)(1− vt)(1− 2vwt)(1− vwt)3 , (4.7)
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where
g2 = 1+ v − v(1+ 3vw − v2w2 + 3w − vw2 − v2w)t
+ v2w(2v2w3 − v − vw2 + 2w − 3v2w + 3− v2w2 + vw)t2
− v3w2(2v2w2 + 2+ 2vw2 − 2v2w − 3v − vw)t3 − 2v5w3(1− w)t4.
4.2.2. The cases d = 3, 4, 5
Note that in order to apply our algorithm for d, we have to know the explicit formula for the
generating function Gd−1(t, v, w). Thus, applying the above algorithm for d = 3, d = 4, and then
for d = 5 (and using (4.7) when d = 3) we get the following result.
Theorem 4.2. The generating function Gd(t, 1, 1) for the number of minimal permutations of length n
with n− d descents, d = 3, 4, 5, is given by
• G3(t, 1, 1) = (5+14t−65t2+2t3+92t4−24t5)t6(1−3t)(1−2t)3(1−t)5 .
• G4(t, 1, 1) = 2g4t8(1−4t)(1−3t)3(1−2t)5(1−t)7 , where
g4 = 7+ 126t − 899t2 − 1630t3 + 23865t4 − 61182t5 + 33779t6 + 94158t7
− 159664t8 + 62656t9 + 26640t10 − 19872t11 + 3456t12.
• G5(t, 1, 1) = g5t10(1−5t)(1−4t)3(1−3t)5(1−2t)7(1−t)9 , where
g5 = 42+ 2970t + 18237t2 + 494153t3 − 6722930t4 + 28774836t5 + 20486822t6
− 719335338t7 + 3254406822t8 − 6843365454t9 + 3450078253t10
+ 19103420745t11 − 56125793234t12 + 74480865084t13 − 48521224680t14
+ 2190310864t15 + 20428550944t16 − 13901832384t17 + 2953994112t18
+ 505474560t19 − 354170880t20 + 49766400t21.
Note that by extracting the coefficients of tn of the function Gd(t, 1, 1) for n = 1, 2, . . . , 17 and
d = 3, 4, 5, we obtain the d-th column in Table 1.
4.3. Proof of Theorem 1.6
The aim of this subsection is to prove that given d ≥ 1, there exists a constant ad such that the
number of minimal permutations of length nwith n−d descents is asymptotically equivalent to addn,
as n→∞. Before the proof of Theorem 1.6, we need the following lemma.
Lemma 4.3. Fix m ≥ 1. Then there exist two polynomials Am(t, v, w) and Bm(t, v, w) on t, v, w such
that Gm(t, v, w) = Am(t,v,w)Bm(t,v,w) , m ≥ 1, where Gm(t, v, w) is defined when either vw = 1, or v = 1, or
w = 1, or w = 1 and v = 1/(1+ t).
Proof. We proceed by proof by induction on m. From m = 1 we have that G1(t, v, w) = t2v1−tvw (see
Theorem 4.1) which implies that the claim holds for m = 1. Assume that the claim holds for m − 1
and let us prove it for m. In order to show that the generating function Hm−1(t, v, w) is a rational
function we need to show that it is defined when either vw = 1, or v = 1, or w = 1, or w = 1 and
v = 1/(1+ t). Now, let us prove that the generating function Hm−1(t, v, w) is defined when vw = 1,
which is equivalent to showing that the limit
lim
vw→1
Gm−1(t, 1, 1)− Gm−1(t, 1, vw)
1− vw
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exists. Rewriting this expression in terms of Am−1 and Bm−1 we obtain that
lim
vw→1
Gm−1(t, 1, 1)− Gm−1(t, 1, vw)
1− vw
= lim
z→1
Am−1(t, 1, 1)Bm−1(t, 1, z)− Am−1(t, 1, z)Bm−1(t, 1, z)
(1− z)Bm−1(t, 1, 1)Bm−1(t, 1, z) .
Using l’Hôpital’s rule we obtain that the generating function Hm−1(t, v, w) is defined when vw = 1.
Similar arguments (but complicated) show that the generating functionHm−1(t, v, w) is definedwhen
either v = 1, orw = 1 orw = 1 and v = 1/(1+ t), which implies that the function Hm−1(t, v, w) is
a rational function and Hm−1(t, 1/(1+ t), 1) is a rational function on t .
From (4.3) we get that the generating function Gm(t, 1, 1) is a rational function on t . Using
Gm(t, v, 1) = − tv1− vGm(vt, 1, 1)+
tv
1− vGm(t, v, 1)+ Hm−1(t, v, 1)
(see Theorem 4.1) we get that the generating function Gm(t, v, 1) is a rational function on t and v.
Also the generating function Gm(t, v, 1) is defined when v = 1. Hence, combining this result together
with the fact that (see Theorem 4.1)
Gm(t, v, w) = tv1− v (Gm(t, vw, 1)− Gm(vt, w, 1))+ Hm−1(t, v, w),
and using l’Hôpital’s rule, we obtain that the generating function Gm(t, v, w) is a rational function and
it is defined when either v = 1, orw = 1, or vw = 1, orw = 1 and v = 1/(1+ t), which completes
the induction. 
Now we proceed to prove Theorem 1.6.
Proof. In order to prove this theorem we show that the generating function Gd(t, v, w) is given by
Gd(t, v, w) = Kd(t,v,w)1−dvwt such that the function Kd(t, v, w) is an analytic function on the disk |t| ≤ 1/d
(here |v|, |w| ≤ 1).We proceed by proof by induction on d. SinceG1(t, v, w) = t2v1−tvw , the claim holds
for d = 1. Assume that the claim holds for d− 1 and let us prove it for d. By Theorem 4.1, Lemma 4.3
and the induction hypothesis we obtain that the function Hd−1(t, v, w) can be written as
Hd−1(t, v, w) = Ld−1(t, v, w)
(1− (d− 1)t)(1− (d− 1)vt)(1− (d− 1)vwt) ,
where the function Ld−1(t, v, w) is an analytic rational function on the disk |t| ≤ 1/(d− 1) (and it is
definedwhen either v = 1, orw = 1, or vw = 1, orw = 1 and v = 1/(1+t)). From (4.3)we have that
Gd(t/(1+t), 1, 1) = Hd−1(t, 1/(1+t), 1)which is equivalent toGd(t, 1, 1) = Hd−1(t/(1−t), 1−t, 1)
(note that |t/(1− t)| < 1d−1 implies that |t| < 1/d). Thus the function Gd(t, 1, 1) can be expressed as
Kd(t,1,1)
1−dt , where Kd(t, 1, 1) is an analytic rational function on the disk |t| ≤ 1/d. Now, if we substitute
w = 1 in (4.2), then we get that(
1− tv
1− v
)
Gd(t, v, 1) = − vt1− vGd(vt, 1, 1)+ Hd−1(t, v, 1),
which gives that the function Gd(t, v, 1) can be written as
Kd(t,v,1)
1−dvt where Kd(t, v, 1) is an analytic
function on the disk |t| ≤ 1/d. Hence, by (4.2) with |w| ≤ 1, we obtain that the generating function
Gd(t, v, w) is given by
Kd(t,v,w)
1−dvwt where Kd(t, v, w) is an analytic rational function on the disk |t| ≤ 1/d,
which completes the induction.
Hence, the generating function Gd(t, v, w) is an analytic rational function on the disk |t| < 1/d
and it has a simple pole at t = 1/d, which implies (see [8, Theorem IV.7]) that there exists a constant
ad such that the number of minimal permutations of length n with n − d descents is asymptotically
equivalent to addn, as n→∞. 
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5. Conclusion and open problems
For d = 2p,Bd is the basis of the class of permutations obtainable in at most p steps in the whole
genome duplication–random loss model (for local characterization of the permutations of Bd (finite
set), see Theorem 1.3). The aim of this paper to study the number fd(n) of minimal permutations of
length n with d descents. We extend the known results (see [3]) by showing, combinatorially, that
fd(2d − 1) = 2d−3(d − 1)cd; see Theorem 1.4. The general problem for finding the explicit formula
for the sequence fd(n) remains an open problem. However, we present a recurrence relation (on n) for
the generating functions for the number of minimal permutations pi of length n counted with respect
to the number of descents, and the values of the first and second elements of pi ; see Theorem 1.5.
Moreover, we studied the generating function for the number of minimal permutations pi of length
n − d with d descents according to n and the first two values of the elements of pi ; see Theorem 4.1.
In particular, our formulas (Theorems 1.5 and 4.1) can be used (together with any mathematical
programming) to find explicit formulas for the polynomial Mn(q) = F(n; 1, 1, q), for any given n,
and the generating function Gd(t, 1, 1), for any given d; see Table 1 and Section 4.2, respectively. In
particular, Theorem 4.1 gives an explicit formula for the generating function Gd(t, v, w) for d ≤ 5.
Note that G1(n; v,w) = vn−1wn−2 and the expression of G2(t, v, w) is presented in (4.7). For d ≥ 3
the expressions involved become extremely cumbersome. Sowe just derived the generating functions
Gd(t, 1, 1) for d = 2, 3, 4, 5, as shown in the Section 4.2. On the basis of the expressions of Gd(t, v, w)
for d = 2, 3, 4, 5, we derived the following conjecture.
Conjecture 5.1. Let Pd(t) = ∏dj=1(1 − (d − j)t)2j−1. Then there exists a polynomial Ad(t, v, w) with
integer coefficients of degree 3d2 − 4d (as a polynomial of t) such that
Gd(t, v, w) = vt
2dAd(t, v, w)
Pd(t)Pd(vt)Pd+1(vwt)
.
Moreover, there exists a polynomial Bd(t) with integer coefficients of degree d2 − 4 such that
Gd(t, 1, 1) = t
2dBd(t)
Pd+1(t)
.
Note that the above conjecture shows that the smallest simple pole of the generating function
Gd(t, 1, 1) is t = 1/d, which implies Theorem 1.6.
Acknowledgements
The authors would like to thank anonymous referees for helpful suggestions and comments. The
second author was supported by the National Natural Science Foundation of China (No. 10901141).
References
[1] C. Banderier, M. Bousquet-Mélou, A. Denise, P. Flajolet, D. Gardy, D. Gouyou-Beauchamps, Generating functions for
generating trees, formal power series and algebraic combinatorics (Barcelona, 1999), Discrete Math. 246 (2002) 29–55.
[2] S. Bérard, A. Bergeron, C. Chauve, C. Paul, Perfect sorting by reversals is not always difficult, IEEE/ACM Trans. Comput. Biol.
Bioinf. 4 (2007) 4–16.
[3] M. Bouvel, E. Pergola, Posets and permutations in the duplication–loss model: Minimal permutations with d descents.
arXiv:0806.1494.
[4] M. Bouvel, D. Rossin, A variant of the tandemduplication–random lossmodel of genome rearrangement, Theoret. Comput.
Sci. 410 (2009) 847–858.
[5] K. Chaudhuri, K. Chen, R. Mihaescu, S. Rao, On the tandem duplication–random loss model of genome rearrangement, in:
SODA, 2006, pp. 564–570.
[6] M.C. Chen, R.C.T. Lee, Sorting by transpositions based on the first increasing substring concept, in: Proceedings of the 4th
IEEE Symposium on Bioinformatics and Bioengineering, 2004, pp. 553–557.
[7] E. Deutsch, Dyck path enumeration, Discrete Math. 204 (1999) 167–202.
[8] P. Flajolet, R. Sedwick, Analytic Combinatorics, Cambridge University Press, 2009.
[9] Q. Hou, T. Mansour, Kernel method and linear recurrence system, J. Comput. Appl. Math. 261 (1) (2008) 227–242.
1460 T. Mansour, S.H.F. Yan / European Journal of Combinatorics 31 (2010) 1445–1460
[10] T.P. Kirkman, On the k-partitions of the r-gon and r-ace, Philos. Trans. R. Soc. Lond. 147 (1857) 212–272.
[11] M. Klazar, On abab-free and abba-free set partitions, European J. Combin. 17 (1996) 53–68.
[12] A. Labarre, New bounds and tractable instances for the transposition distance, IEEE/ACM Trans. Comput. Biol. Bioinf. 3
(2006) 380–394.
[13] V.N. Sachkov, Combinatorial Methods in Discrete Mathematics, Cambridge University Press, 1996.
[14] P.R. Stanley, Enumerative Combinatorics, vol. 2, Cambridge University Press, 1999.
[15] P.P. Stanley, Polygon dissections and standard Young tableaux, J. Combin. Theory Ser. A 76 (1996) 175–176.
