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Abstract
We study properties of a C2-cofinite vertex operator algebra V = ⊕
∞
i=0Vi of CFT
type. If it is also rational (i.e. all modules are completely reducible) and V ′ ∼= V ,
then the rigidity of the tensor category of modules has been proved by Huang [11],
where V ′ denotes the restricted dual of V . However, when we treat irrational C2-
cofinite VOAs, the rigidity is too strong, because it is almost equivalent to be rational
as we see. We introduce a weaker condition ”semi-rigidity”. We expect that all C2-
cofinite VOAs satisfy this condition. Under the assumption of the semi-rigidity and
the existence of canonical homomorphisms, we prove the following results. We show
that if P is a projective cover of a V -module V , then for any finitely generated V -
module M , its projective cover is a direct summand of the tensor product P ⊠ M
(defined by logarithmic intertwining operators) of M and P . Using this result, we
prove the flatness property of finitely generated modules for the tensor products, that
is, if 0 → A → B → C → 0 is exact then so is 0 → D ⊠ A → D ⊠ B → D ⊠ C → 0
for any finitely generated V -modules A, B, C and D. As a corollary, we have that if a
semi-rigid C2-cofinite V contains a rational subVOA with the same Virasoro element,
then V is rational.
1 Introduction
The concept of a vertex (operator) algebra (shortly VOA) V = (V, Y,1, ω) was intro-
duced by Borcherds [1] and then by Frenkel-Lepowsky-Meurman [7] with a motivation
to explain a mysterious relation between the monster simple group (the largest spo-
radic finite simple group) and the j-function (j(z) = q−1 + 744 + 196884q + · · · ). A
vertex algebra was introduced by axiomatizing the concept of a Chiral algebra and so
it offers a rigorous proof in the two-dimensional Conformal Field Theory. Furthermore,
because it has infinitely many operators, it has rich connection with algebraic objects.
Classically, because of the physical understanding and technical reason, the objects
interested in are mainly N-graded simple modules or vertex operator algebras whose
modules are completely reducible. Such vertex operator algebras are called rational.
However, the research for irrational vertex operator algebras has recently been pro-
gressive and ring theoretical approaches are getting more important. For example, a
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Zhu algebra A0(V ) introduced by Zhu [17] and n-th Zhu algebras An(V ) extended by
Dong-Li-Mason [3] offer a lot of information of modules.
Among irrational VOAs, if V satisfies C2-cofiniteness condition introduced by Zhu
[17], then V has only finitely many simple modules and satisfies nice properties (see
Proposition 4) including a modular invariance property of (pseudo) trace functions
[14]. Here, a V -module W is called C2-cofinite if dimW/C2(W ) <∞, where C2(W ) =
〈v−2w | v ∈ V,wt(v) > 0, w ∈ W 〉. Daring to say too much, under the C2-cofiniteness
condition, a vertex operator algebra seems to satisfy the most of nice properties which
hold in the standard theories on groups and finite dimensional rings. For example,
as we will explain, for two V -modules W and U , its tensor product W ⊠ U (defined
by logarithmic intertwining operators) is well-defined. In this paper, we will not use
any explicit construction of tensor products, but a property that it is a largest one
in a sense. Although Huang, Lepowsky and Zhang have extended their P (z)-tensor
product theory to logarithmic intertwining operators for more general setting in [13],
as long as we consider a C2-cofinite VOA, we will choose an easier way to treat them.
Let us explain tensor products from this point of view. For any f.g. modules W
and U , we can consider the set F(W,U) of pairs (T,Y) of a f.g. module T and a
surjective (logarithmic) intertwining operator Y ∈ ITW,U . In this case, a tensor product
(W ⊠U,YW⊠U ) of two modulesW and U should be understood as an isomorphic class
satisfying the universal property, in other words, for any element (T,Y) ∈ F(W,U)
there is a homomorphism φ ∈ Hom(W ⊠ U, T ) such that φ · YW⊠U = Y. As we will
explain later, F(W,U) becomes a (right) direct set, that is, it has a partial order <
such that for any two elements α and β there is a larger element γ satisfying α < γ
and β < γ. Since F(W,U) contains only finitely many non-isomorphic classes when
V is C2-cofinite as we will see, F(W,U) contains a unique maximal element up to
isomorphism. This is a ”tensor product” of W and U . From the maximality of tensor
products, for any homomorphism τ : A→ B, we can induce a canonical homomorphism
τ ⊠ idD : A ⊠D → B ⊠D, where idD denotes the identity on D, (see the statement
before Proposition 9). For the tensor products, there are canonical isomorphisms
σW,U : W ⊠ U → U ⊠W
µ : (W ⊠ U)⊠ T →W ⊠ (U ⊠ T ),
see [10]. What we need is the existence of such canonical homomorphism and so we
will use these results without giving explanation.
Throughout this paper, we assume the existence of dual elements in the category
of V -module. Namely, we assume that for any V -module W there are epimorphism
eW : W˜ ⊠W → V and eW˜ : W ⊠ W˜ → V, (1.1)
for some V -module W˜ , where e
W˜
= eWσW,W˜ . For example, if V
∼= V ′, then we can take
W˜ =W ′, where W ′ denotes a restricted dual of W , (see (2.1) or [6] for its definition.)
On the other hand, as we explained, there is a canonical isomorphism
µ : (W ⊠ W˜ )⊠W →W ⊠ (W˜ ⊠W ). (1.2)
The rigidity of tensor category is defined by
(idW ⊠ eW ) · µ · (iW ⊠ idW ) = idW
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under the assumption of the existence of iW : V →W ⊠ W˜ , where we identify W ⊠ V
and V ⊠W with W . If V is rational, we know from the definition that the rigidity
of V is equivalent to nonvanishing of the denominators of Verlinde formulas. The
latter statement was proved by Huang in the proof of Verlinde formula if V is rational,
C2-cofinite and V ∼= V
′ (see [11]).
Because our target contains non-semisimple modules, e
W˜
: W ⊠ W˜ → V may not
be split and so we can’t expect to have an embedding iW : V → W ⊠ W˜ . Therefore,
we will consider a homomorphism ρ : P →W ⊠ W˜ such that e
W˜
(ρ(P )) = V , where P
is a projective cover of V . Now we introduce the following weaker condition:
Definition 1 We will call that a f.g. V -module W satisfies semi-rigidity if there
exist the following diagram
P ⊠W
ρ ↓ ⊠ ↓ idW
µ : (W ⊠ W˜ ) ⊠W
∼=
−→ W⊠ (W˜ ⊠W )
e
W˜
↓ ⊠ ↓ idW idW ↓ ⊠ ↓ eW
V ⊠W W⊠ V
such that e
W˜
ρ(P ) = V and
(idW ⊠ eW )(µ(ρ(P )⊠W )) ∼=W,
where W˜ is a f.g.V -module, e
W˜
: W ⊠ W˜ → V and eW : W˜ ⊠ W → V are given
epimorphisms, and P is a projective cover of V . In particular, V is called semi-rigid
if all f.g. V -modules satisfy the semi-rigidity.
The main purpose in this paper is to prove that the flatness of modules for tensor
products under the assumption of the semi-rigidity. Namely, we will prove the follow-
ing theorem in §3.3.
Theorem 15 Let V be a C2-cofinite vertex operator algebra of CFT type and assume
that all simple V -modules satisfy the semi-rigidity. If A,B,C, and D are f.g. V -
modules and
0→ A
τ
−→ B
σ
−→ C → 0
is an exact sequence of V -modules, then so is
0→ A⊠D
τ⊠idD−−−−→ B ⊠D
σ⊠idD−−−−→ C ⊠D → 0.
As we will show later, under C2-cofiniteness condition, every f.g. module has a
projective cover. In particular, we call a projective cover ρ : P → V (or a module P
itself) of a V -module V ”a principal projective cover”. The key result in the proof of
the above theorem is the following, which will be proved in §3.1.
Theorem 13 Assume that V is a C2-cofinite VOA of CFT type and all simple V -
modules satisfy the semi-rigidity. LetW be a f.g. V -module and f : S →W a projective
cover of W . Then there is an epimorphism g : W ⊠P → S such that fg coincides with
idW ⊠ ρ :W ⊠ P →W ⊠ V =W , where P denotes a principal projective cover. where
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P denotes a principal projective cover. In particular, S is a direct summand of W ⊠P .
As easy corollaries of these theorems, we will have the followings:
Corollary 16 Let V be a C2-cofinite vertex operator algebra of CFT type and assume
that V satisfies the semi-rigidity. If V is projective as a V -module, then V is rational.
Corollary 17 Let V be a C2-cofinite vertex operator algebra of CFT type and assume
that V satisfies the semi-rigidity. If V contains a rational subVOA W with the same
Virasoro element, then V is rational.
It is easy to see that if a C2-cofinite subVOA U of V satisfies the semi-rigidity then
V satisfies the semi-rigidity. Therefore, we have:
Corollary 18 Let V be a vertex operator algebra of CFT type and U a subVOA of
V with the same Virasoro element. If U is C2-cofinite, rational and rigid, then so is V .
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2 Preliminary results
2.1 Notation
Throughout this paper, all vector spaces are over the complex number field C and V
denotes a vertex operator algebra (V, Y (·, z),1, ω), where V = ⊕∞n=0Vn, ω is a Virasoro
element, 1 is the vacuum, and Y (v, z) =
∑
n∈Z vnz
−n−1 ∈ End(V )[[z, z−1]] denotes a
vertex operator of v ∈ V . They satisfy the conditions 1 ∼ 4 in Definition 2 by replacing
all W,U, T by V . We also have Y (1, z) = idV and the coefficients of Y (ω, z) satisfy
the Virasoro algebra relations. If dimV0 = 1, then V is called CFT-type. If W = V ,
U = T =M in Definition 2 and a set
{Y M (v, z) =
∑
n∈Z
vMn z
−n−1 ∈ End(M)[[z, z−1]] | v ∈ V }
satisfies the same conditions 1 ∼ 4, then M is called a (weak) V -module. We note
that if V is C2-cofinite, then V has only finitely many isomorphism classes of simple
V -modules and all weak modules are N-gradable (see Proposition 4). Hence a module
M is finitely generated if and only if M has a composition series of finite length. We
also note that for the degree operator L(0) = ωM1 on a V -module M , a homogeneous
space Mr with eigenvalue r is not necessary to be an eigenspace, but a generalized
eigenspace of L(0). Namely, for r ∈ C
Mr = {w ∈M | (L(0)− r)
Kw = 0 for some K}.
We use notation weight ”wt” to denote eigenvalues (or the semisimple part) of L(0),
that is, wt(d) = r for d ∈Mr. The lowest weight of a module M is called a conformal
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weight of M and denoted by wt(M). It is known that the weights of all modules
are rational numbers if V is C2-cofinite [14]. For a Q-graded module M = ⊕n∈QMr,
M ′ denotes the restricted dual V -module ⊕r∈Q(Hom(Mr,C)), where an adjoint vertex
operator YM
′
(v, z) on M ′ is given by
〈YM
′
(v, z)w′, w〉 = 〈w′, Y (ezL(1)(−z−2)L(0)v, z−1)w〉 (2.1)
for w′ ∈M ′ and w ∈M and 〈w′, w〉 denotes w′(w) ∈ C, see [6].
2.2 (logarithmic) intertwining operators
Similar to a vertex operator YM (v, z) =
∑
vMn z
−n−1 ∈ End(M)[[z, z−1]] for some
module M , it is natural to consider an intertwining operator from a module U to
another module T as a formal power series ([16]). However, without the assumption of
rationality, there is no reason for an intertwining operator to have a specific form like
a formal power series. Fortunately, if V satisfies the C2-cofiniteness condition, then all
f.g. modules are C1-cofinite. Hence, as Huang has shown [10], for any f.g. modules
U,W, T and any intertwining operators Y(∗, z) ∈ ITW,U , its correlation function
f(u,w, t;λ, z) = λwt(w)+wt(v)+wt(u)−wt(t)〈t′, Y T (v, λ)Y(w, λz)u〉
satisfies a differential equation of regular singular points for any λ ∈ C, u ∈ U , w ∈W ,
t′ ∈ T ′, v ∈ V . Hence we may assume that each Y(∗, z) has a shape of formal power
series with log z terms:
Y(w, z) =
K∑
i=0
∑
m∈C
wY(m,i)z
−m−1 logi z ∈ Hom(U, T ){z}[log z]
for all w ∈ W . Such a formal power series with (bounded) natural integer powers
of log z is called ”logarithmic type” (see [15]). As long as we study an irrational C2-
cofinite VOA, it is natural to treat such all intertwining operators. Therefore, we will
call them (including the case K = 0, that is, ordinary intertwining operators of formal
power series) intertwining operators in this paper.
In 1993, Gurarie [8] construct a CFT-like structure with logarithmic behavior. Let
us review the definition of logarithmic intertwining operators, see [15] (and [5], too).
Definition 2 Let W , U and T be f.g. N-graded V -modules. A (logarithmic) inter-
twining operator of type (W : U → T ) is a linear map
Y(, z) :W → Hom(U, T ){z}[log(z)]
Y(w, z) =
k∑
i=0
∑
r∈C
w(r,i)z
−r−1 logi z
satisfying the following conditions:
1. The lower truncation property: for each u ∈ U and i, w(r,i)u = 0 for Re(r) >> 0,
where Re(r) denotes the real part of r ∈ C.
2. L(−1)-derivative property: Y(L(−1)w, z) = d
dz
Y(w, z) for w ∈W .
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3. Commutativity: vTnY(w, z) − Y(w, z)v
U
n =
∞∑
i=0
(
n
i
)
Y(vWi w, z)z
n−i for v ∈ V .
4. Associativity: for v ∈ V and n ∈ N,
Y(vWn w, z) =
∞∑
m=0
(−1)m
(
n
m
)
vT−m−1z
mY(w, z)+Y(w, z)
∞∑
m=0
(−1)m+n+1
(
n
m
)
vUmz
−m−1,
where Y X(v, z) =
∑
vXn z
−n−1 denotes a vertex operator of v ∈ V on a V -module X. If
Y does not contain log z terms, we call it ”ordinary”. The set of intertwining operators
of type (W : U → T ) becomes a vector space, which we denote by ITW,U . It is known
that the above Commutativity and Associativity are replaced by Borcherds’ identity:
For v ∈ V , w ∈W , u ∈ U and p, q ∈ Z and n ∈ C, we have
∞∑
i=0
(
q
i
)
(vW(p+i)w)(q+n−i,r)u
=
∞∑
i=0
(−1)i
(
p
i
)
(vT(p+q−i)w(n+i,r)u− (−1)
pw(p+n−i,r)v
U
(q+i)u).
(2.2)
Let Y(i)(w, z) denote the coefficient term
∑
n∈C w(n,i)z
−n−1 of logi z in Y(w, z) for
i = 0, 1, ...,K. We note that if V is finitely generated, then there is an integer K such
that Y(n)(w, z) = 0 for any n > K,w ∈W and Y. In this paper, K denotes the largest
integer such that Y(K) 6= 0. Moreover, since vertex operators YM (v, z) on modules
M have no ”logz” terms, every Y(i) satisfies all properties of intertwining operators
except the L(−1)-derivative property. On the other hand, from the L(−1)-derivative
property for Y, we have two important properties:
Y(m)(w, z) =
1
m!
(z
d
dz
− zL(−1))mY(0)(w, z), and
(i+ 1)w(n,i+1)u = −(L(0)−wt)w(n,i)u+ ((L(0)−wt)w)(n,i)u+ w(n,i)((L(0)−wt)u).
(2.3)
In particular, Y(K)(∗, z) is an ordinary intertwining operator (i.e. of formal power
series). On the other hand, from (2.3),
(z
d
dz
− zL(−1))K+1Y(0)(w, z) = 0 (2.4)
holds for all w ∈ W . Such a formal power series, that is, a logarithmic formal power
series satisfying all conditions in Definition 2 except L(−1)-derivative property but
(2.4) is called an L(−1)-nilpotent intertwining operator. Conversely, from such an
L(−1)-nilpotent intertwining operator Y˜0, we can construct a logarithmic intertwining
operator
Y˜(w, z) =
∞∑
i=0
{
1
i!
(zL(−1)− z
d
dz
)iY˜0(w, z)
}
logi z. (2.5)
The following comes from (2.3) easily.
Lemma 3 If L(0) acts on W,U, T semi-simply, then Y is an ordinary intertwining
operator for Y ∈ ITW,U .
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2.3 C2-cofiniteness and tensor products
In this subsection, we explain about tensor products of modules defined by (logarith-
mic) intertwining operators under the assumption of C2-cofiniteness.
For a V -module W and m ∈ N, set
Cm(W ) = 〈v−mw | v ∈ V,wt(v) > 0, w ∈W 〉. (2.6)
If W/Cm(W ) has a finite dimension, then we call W to be Cm-cofinite. Among them,
C2-cofiniteness is the most important and offers many nice properties. For example,
we have:
Proposition 4 Let V be a C2-cofinite VOA. Then we have the followings:
(i) Every weak module is Z+-gradable and weights are all rational numbers. Moreover,
this condition is equivalent to C2-cofiniteness, [14].
(ii) Evey n-th Zhu algebra An(V ) is finite dimension and the number of inequivalent
simple modules is finite, [9],[3].
(iii) Set V = B2(V ) + C2(V ) for a finite dimensional subspace B2(V ) spanned by
homogeneous elements. Then for any weak module W generated from one element
w has the following spanning set {v1n1 ....v
k
nk
w | vi ∈ B2(V ), n1 < · · · < nk}. In
particular, dimWn is bounded by a function on n and wt(w). Moreover, every f.g.
V -module is Cn-cofinite for any n = 1, 2, ..., [14],[2],[9].
For f.g. V -modules W and U , consider the set of surjective intertwining operators
F(W,U) = {(Y, T ) | T is a f.g. V -module, Y ∈ ITW,U is ”surjective”}, (2.7)
where Y(w, z) =
∑K
i=0
∑
m∈C w(m,i)z
−m−1 logi z is called surjective if
< w(m,i)u | w ∈W,u ∈ U,m ∈ C, i = 0, ...,K >= T.
For two surjective operators Y1 ∈ IT
1
W,U , Y
2 ∈ IT
2
W,U , we define a partial order Y
1 < Y2
in F(W,U) if there is a V -homomorphism f ∈ Hom(T 2, T 1) such that
f(Y2(w, z)u) = Y1(w, z)u ∀w ∈W, ∀u ∈ U.
Clearly, if Y1 < Y2 and Y2 < Y1, then we have T 1 ∼= T 2 and we call them isomorphic.
Let us show that F(W,U) is a (right) directed set. For any Y1,Y2 ∈ F(W,U), say
Y1 ∈ IT
1
W,U and Y
2 ∈ IT
2
W,U , we define Y by
Y(w, z)u = (Y1(w, z)u,Y2(w, z)u) ∈ (T 1 ⊕ T 2){z}[log z].
Clearly, Y is an intertwining operator. Let T denote the subspace spanned by all images
of Y, then since T1 and T2 have composition series of finite length, so does T and so
(Y, T ) ∈ F(W,U). By the projections πi : T ⊆ T1 ⊕ T2 → Ti, we have πi(Y) = Y
i for
i = 1, 2. Namely, Y1 < Y, Y2 < Y.
Definition 5 If there is a unique maximal element Y ∈ ITW,U in F(W,U) up to iso-
morphism, we call T a tensor product of W and U and we denote it by W ⊠ U .
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Since F(W,U) has a larger element for any finite subsets, a necessary and sufficient
condition for the existence of a f.g. tensor product module is that F(W,U) contains
only finitely many isomorphism classes.
Before we start the proof of finiteness of F(W,U), we give a brief review of an
n-th Zhu algebra An(V ) from a view point of operators. For an N-graded module
W = ⊕∞i=0W (i), we restrict the grade preserving operators o(v) = v
W
wt(v)−1 of v ∈ V
to the actions on ⊕ni=0W (i). From the Borcherds’ identity, for any v, u ∈ V , we can
define an element v ∗ u ∈ V which does not depend on the choice of W such that
o(v)o(u) = o(v ∗ u) on ⊕ni=0W (i). Therefore, if we set
On(V ) = {v ∈ V | o(v) = 0 on ⊕
n
i=0W (i) for any N-graded modules W},
then An(V ) = V/On(V ) becomes an associative algebra. This is an n-th Zhu algebra.
From Borcherds’ identity (2.2), for any v, u ∈ V , we know
∞∑
i=0
(
wt(v) + n
i
)
v−2n−2+iu ∈ On(V ). (2.8)
The wonderful points done by Zhu [17] and Dong-Li-Mason [3] are that they have
determined On(V ) explicitly without using modules and then reconstructed V -modules
from An(V )-modules.
Remark 6 Because we will treat reducible modules, we have to be careful about n-th
homogeneous subspaces. If U = ⊕∞i=0U(i) is a submodule of W = ⊕
∞
i=0W (i), then an
n-th homogeneous space U(n) of U and U ∩W (n) may be different. In order to avoid
this situation, we will consider fixed weights as follows:
From Proposition 5, V has only finitely many isomorphic classes of simple modules
and so it has only finitely many conformal weights {λ1, .., λk} and all of them are
rational numbers. Therefore, if we can take an integer n large enough (n >> |λi − λj|
for all i, j), then there is a bijective correspondence between composition factors of
W (n) as An(V )-modules and those of W as V -modules for any module W . We then
fix an integer k satisfying k > max{n + λi | i = 1, ..., k}. By the choice of k, for any
indecomposable V -module W , W has a nonzero homogeneous space Wm = {w ∈ W |
(L(0) − m)λv = 0 for some λ ≥ 0} for some m satisfying k ≤ m < k + 1. Take an
integer N ≥ max{k − λi | i = 1, ..., k}. Then Wm is an AN (V )-module and there is
a bijective correspondence between composition factors of Wm as AN (V )-modules and
those of W as V -modules. Therefore, from now on, we fix k and N and we will only
consider Wm satisfying k ≤ m < k + 1 as AN (V )-modules and we denote it by W [N ].
In other words, let Ii be an ideal of AN (V ) generated by (ω−λi− j)
s for a sufficiently
large s and an integer j satisfying k ≤ λi + j < k + 1. Set AN (V )
[k] = AN (V )/
∑
Ii
and we will consider only AN (V )
[k]-modules.
We now prove the finiteness of F(W,U).
Proposition 7 If V is C2-cofinite and W and U are f.g. V -modules then F(W,U) at
(2.5) contains only finitely many isomorphism classes.
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[Proof] Suppose false, then since F(W,U) is a direct set, it contains a strictly in-
creasing infinite series Yi ∈ I
T i
W,U
(T 1,Y1) < (T
2,Y2) < (T
3,Y3) < · · · .
By choosing a subsequence we may assume that the conformal weights wt(T i) are all
the same, say t, since V has only finitely many of them. Let N be a sufficiently large
integer and we fix it in the proof. Set ǫi,j : T
i → T j for i > j so that ǫi,j · Yi = Yj and
consider
wYi(wt(w)−1+wt(U(0))−t,h) : U(N)→ T
i(N)
for w ∈ W and h = 0, 1, ...,K, where Yi(w, z) =
∑K
h=0
∑
n∈Qw
Yi
(n,h)z
−n−1 logh z. To
simplify the notation, set
o∗(Y
(h)
i )(w) = w
Yi
(wt(w)−1+wt(U(0))−t,h).
Then ǫs,t(o∗(Y
(h)
s )(w)) = o∗(Y
(h)
t )(w). If we set
O˜N,N (W ) =<
wt(v)+N∑
i=0
(
wt(v) +N
i
)
vW−2N−2+iw | v ∈ V,w ∈W >, (2.9)
then by Borcherds’ identity (2.2), we have
o∗(Y
(h)
i )(w) = 0
for any w ∈ O˜N,N (W ) and i, h ∈ N. Therefore, there are epimorphisms
φi : ⊕
K
h=0
(
(W/O˜N,N (W )⊗ U(N)
)
→ T i(N)
given by φi(⊕
K
h=0(w
h ⊗ uh)) =
∑K
h=0 o∗(Y
(h)
i )(w)u
h for any i.
On the other hand, by the same arguments as in the proof in [14](Th 2.5) for
the result [9], if B is a direct sum of homogeneous subspaces in W satisfying B +
C2N+2(W ) = W , then we can prove B + O˜N,N (W ) = W by (2.7). For, suppose false
and take a homogeneous element w 6∈ B+ O˜N,N (W ) such that wt(w) is minimal. Then
since B + C2N+2(W ) = W , we obtain w = b +
∑
ai−2N−2c
i for some b ∈ B, ai ∈ V ,
ci ∈W . Since w is homogeneous and B is a direct sum of homogeneous subspaces, we
may assume wt(ai−2N−2c
i) = wt(w) for all i. Furthermore, since
ai−2N−2c
i +
wt(ai)+N∑
j=1
(
wt(ai) +N
j
)
ai−2N−2+jc
i ∈ O˜N,N (W )
for all i and wt(ai−2N−2+jc
i) < wt(w) for j ≥ 1, we have ai−2N−2c
i ∈ O˜N,N (W ) +B by
the minimality of wt(w). Therefore, we have w ∈ O˜N,N (W )+B, a contradiction and we
have B+ O˜N,N (W ) =W . Since V is C2-cofinite, W/C2N+2(W ) is of finite dimensional
because of Proposition 4 (iii) and so W/O˜N,N (W ) is also of finite dimensional. Hence
a direct sum of (K + 1) copies of (W/O˜N,N (W ) ⊗ U(N)) is of finite dimensional and
we have that dim(T i(N)) are bounded, which implies a contradiction.
As a consequence, we have:
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Theorem 8 If V is a C2-cofinite VOA, then for f.g. modules W and U , there exists
a tensor product W ⊠ U of W and U and it is also finitely generated.
We next explain about induced homomorphisms among tensor products. Let
(YB⊠D, B ⊠D) be a tensor product of B and D. For a homomorphism φ : A→ B of
V -modules, a formal operator Y ∈ IB⊠DA,D defined by
Y(a, z)d = YB⊠D(φ(a), z)d
becomes an intertwining operator of type
(
B⊠D
A,D
)
. Therefore, by the maximality of
tensor products, there is a homomorphism φ⊠ idD : A⊠D → B ⊠D such that
φ⊠ idD · (Y(a, z)d) = Y(φ(a), z)d.
We call φ⊠idD an induced map of φ. Similarly, we can define idD⊠φ : D⊠A→ D⊠B.
From the definition, we easily have the right-flatness of modules for tensor products.
Proposition 9 Let A, B, C, D be f.g. V -modules and assume that tensor products
of f.g. modules are well-defined and are all finitely generated. Then if
A
φ
−→ B
σ
−→ C → 0
is exact, then so is
A⊠D
φ⊠idD
−−−−→ B ⊠D
σ⊠idD−−−−→ C ⊠D → 0.
[Proof] Clearly, (σ ⊠ idD) · (φ ⊠ idD) = (σ · φ) ⊠ idD = 0. It is also clear that
σ ⊠ idD is surjective and so we may view (C ⊠D)
′ ⊆ (B ⊠D)′. We may also assume
A ⊆ B and C = B/A. Consider a canonical bilinear pairing
〈g,YB⊠D(b, z)d〉 ∈ C{z}[log z]
for g ∈ (B ⊠D)′, b ∈ B and d ∈ D. Clearly, if g ∈ (C ⊠D)′, then
〈g,YB⊠D(a, z)d〉 = 0
for any a ∈ A. On the other hand, if g ∈ (B ⊠D)′ satisfies
〈g,YB⊠D(a, z)d〉 = 0
for any a ∈ A, then 〈g,YB⊠D(b, z)d〉 is well defined for b ∈ B/A = C. Therefore,
0→ (C ⊠D)′ → (B ⊠D)′ → (A⊠D)′
is exact, which implies the right flatness of ⊠D.
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2.4 Projective covers
Let us start with an explanation of projective modules and projective covers.
Definition 10 A V -module P is called projective if every V -epimorphism f : W → P
is split. On the other hand, a V -module Q is called injective if every V -monomorphism
g : Q→W is split.
Clearly, P is projective if and only if P ′ is injective. Different from an ordinary ring
theory, V is not necessary to be projective as a V -module. We first show the existence
of projective covers.
Proposition 11 Let V be a C2-cofinite VOA. Then we have:
(1) For any f.g. module U , there is a pair (P, f) of a projective module P and an
epimorphism f : P → U . If we assume that Kerf does not contain a direct summand
of P , then P is uniquely determined up to isomorphism. We call such a projective
module P a projective cover of U .
(2) Let f : P → U be a projective cover of U and g : E → U an epimorphism. If U is
generated from u as a V -module and e ∈ E satisfies g(e) = u, then there are an integer
n and a homomorphism h : P⊕n → E such that gh =
∑
f (i) and e ∈ h(P⊕n), where
P⊕n = ⊕ni=0P
(i), P (i) ∼= P , and f (i) : P (i) → U is a copy of f : P → U .
[Proof] Since the uniqueness in (1) comes from ordinary ring theoretical argu-
ments, we will prove only the existence in (1) and then the statement (2). We may
assume that U is generated by one homogeneous element u. Set
U =
{
(f,W,w) |
W is a f.g. V -module, w ∈W,wt(w) = wt(u), V w =W
f ∈ Hom(W,U), f(w) = u
}
,
where V w denotes a V -submodule generated from w. We introduce a partial order
(f ′,W ′, w′) < (f,W,w) in U if there is a surjective V -homomorphism φ : W → W ′
such that φ(w) = w′ and f ′ · φ = f .
Since all W are generated from one element w with a fixed weight wt(u), dimWn is
bounded by Proposition 4 (iii) and so the length of composition series ofW is bounded.
Therefore, there is a maximal element (f˜ , W˜ , w˜) in U . The next step is to show that
W˜ is projective. If there is an epimorphism φ : R → W˜ , then there is a homogeneous
element q ∈ R such that φ(q) = w˜. Since V w˜ = W˜ , φ : V q → W˜ = V φ(q) is surjective.
However, by the maximality of W˜ , it should be an isomorphism. Consequently, W˜ is
projective.
Proof of (2). Suppose false and let E be a counter example with a minimal length
of composition series. Clearly, we have E = V e. Then (g,E, e) ∈ U . If E/rad(E)
is not simple, then there are homogeneous elements ei ∈ E (i = 1, ..., k) such that
e =
∑k
i=1 e
i and V ei are all proper submodules of E. Then by the minimality of
E, there are P⊕ni and f i : P⊕ni → V ei such that they satisfy the statements in the
theorem. Then ⊕i(P
⊕ni) and
∏
f i satisfy the desired condition. Hence we may assume
that E/rad(E) is simple. As we showed in the proof of (1), there is a (f˜ , W˜ , w˜) in U
and µ : W˜ → E such that W˜ is a projective module and µ(w˜) = e and gµ = f˜ .
From the uniqueness of projective cover, W˜ has P as a direct summand such that
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gµ(P ) = f˜(P ) = U and we may view f = f˜|P . In particular, µ(P ) = E and h := µ|P
is a desired homomorphism.
A projective cover
0→ rad(P )→ P
ρ
−→ V → 0 (exact)
of a V -module V will be called a ”principal projective cover”. From now on, we fix the
notation P to denote it.
If V is C2-cofinite and M = ⊕
∞
i=0M(i) is an N-graded V -module, then as we
mentioned in Remark 7, the composition series of M as V -modules are corresponding
to the composition series of M [N ] as AN (V )
[k]-modules for sufficiently large integers k
and N . Furthermore, since there exists an N-graded V -moduleW satisfyingW [N ] ∼= R
for any AN (V )
[k]-module R, it is easy to see that M is projective if and only if M [N ]
is a projective AN (V )
[k]-module. Furthermore, since AN (V )
[k] is a finite dimensional
algebra, M [N ] is projective if and only if M [N ] is a direct sum of direct summands
of a left AN (V )
[k]-module AN (V )
[k]. In particular, M is a projective cover of a simple
V -module W if and only if M [N ] is an indecomposable direct summand of AN (V )
[k].
Therefore, we have the following:
Proposition 12 Let V be a C2-cofinite and M an N-graded V -module. Then the fol-
lowings are equivalent.
(1) M is projective.
(2) M [N ] is a direct sum of direct summands of a left AN (V )
[k]-module AN (V )
[k].
3 Flatness
3.1 Key theorem
In §2.4, we have explained a principal projective cover. As an application, we will
construct every projective cover from it by using tensor products under the assumption
of the semi-rigidity. Namely, we will prove:
Theorem 13 Assume that V is a C2-cofinite VOA of CFT type and all simple V -
modules satisfy the semi-rigidity. Let W be a f.g. V -module and f : S → W a
projective cover of W . Then there is an epimorphism g : W ⊠ P → S such that fg
coincides with idW ⊠ ρ : W ⊠ P → W ⊠ V = W , where P is a principal projective
cover. In particular, S is a direct summand of W ⊠ P .
[Proof] IfW/rad(W ) = ⊕iW
i and Si is a projective cover ofW i, then a projective
cover of W is a direct summand of Si. Therefore, we may assume that W is a simple
V -module and f : S →W is its projective cover. Let µ : (W⊠W˜ )⊠W →W⊠(W˜⊠W )
be a canonical isomorphism. From the semi-rigidity, for eW : W˜ ⊠W → V , there is
a submodule R of W ⊠ W˜ with R/rad(R) ∼= V such that (idW ⊠ eW )(µ(R ⊠W )) =
W . Since S ⊠ W˜ → W ⊠ W˜ is epimorphism, there is a submodule Q of S ⊠ W˜
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satisfying Q/rad(Q) ∼= V such that (f⊠id
W˜
)(Q) = R. Therefore, we have the following
commutative diagram:
Q⊠W ⊆ (S ⊠ W˜ )⊠W
µS
−−→ S ⊠ (W˜ ⊠W )
idS⊠eW−−−−−→ S ⊠ V ∼= S
↓ epi ↓ epi ↓ epi ↓ epi
R⊠W ⊆ (W ⊠ W˜ )⊠W
µ
−→ W ⊠ (W˜ ⊠W )
idW⊠eW−−−−−→ W ⊠ V ∼=W
and (idW ⊠ eW )(µ(R ⊠W )) = W . Since S is a projective cover of W , (idS ⊠ eW )µS :
Q⊠W → S is surjective. By the choice of Q, Q is a homomorphic image of a principal
projective cover P of V and so we have a surjective homomorphism from P ⊠W to S.
Since S is projective, S is a direct summand of P ⊠W as we desired.
3.2 Flatness of modules for principal projective cover
In this section, we will prove that for a principal projective cover, the tensor product
with a f.g. module F keeps an exactness.
Proposition 14 Let V be a C2-cofinite VOA of CFT type and T is a f.g. V -module.
Then
0→ rad(P )⊠ T
σ⊠idT−−−−→ P ⊠ T
ρ⊠idT−−−−→ V ⊠ T → 0 (3.1)
is exact, where 0→ rad(P )
τ
−→ P
ρ
−→ V is a principal projective cover.
[Proof] Choose a homogeneous element q ∈ P with ρ(q) = 1. Since
W =< vnq | v ∈ V, n ∈ Z >
is a submodule of P by [4] and ρ(W ) = V , we have W = P . Therefore,
rad(P ) =< vnq ∈ P | v ∈ V, n ≥ 0 > .
Since the right flatness always holds, in order to prove the proposition, it is sufficient
to show
σ ⊠ idT : rad(P )⊠ T → P ⊠ T
is injective. More precisely, we will prove that rad(P ) ⊠ T is a submodule of P ⊠ T
and P ⊠ T ∼= T ⊕ rad(P ) ⊠ T as vector spaces. Let Yrad(P )⊠T =
∑K
j=0 Y
(j) logj z be a
tensor product intertwining operator. Then set I = Y(0) and I(w, z) =
∑
r∈Qw
I
rz
−r−1,
where wIr = w
Yrad(P )⊠T
(r,0) for w ∈ rad(P ). We note that I(w, z) is an L(−1)-nilpotent
intertwining operator.
Consider a vector space R = q−1T ⊕ (rad(P )⊠T ), where q−1T is a formal notation
and q−1T ∼= T as vector spaces. We will introduce a V -module structure on R as
follows: View rad(P ) ⊠ T as a V -submodule and define an action of vRn on R =
q−1T ⊕ rad(P )⊠ T by
vRn (q−1t) = q−1(vnt) +
∞∑
i=0
(
n
i
)
(viq)
I
−1+n−it. (3.2)
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By the direct calculation, we have Commutativity:
(uRmv
R
n − v
R
n u
R
m)(q−1t)
= q−1((umvn − vnum)t) +
∞∑
i=0
(
m
i
)
(uiq)
I
m−1−i ∗ vnt−
∞∑
i=0
(
n
i
)
(uiq)
I
m−1−ivnt
+
∞∑
i=0
(
n
i
)
(viq)
I
n−1−iumt−
∞∑
i=0
(
n
i
)
(viq)
I
n−1−iumt
+
∞∑
i=0
∞∑
j=0
(
n
i
)(
m
j
)
(ujviq)
I
m+n−1−i−jt−
∞∑
i=0
∞∑
j=0
(
m
j
)(
n
i
)
(viujq)
I
m+n−1−i−jt
= q−1([um, vn]t) +
∞∑
i=0
∞∑
j=0
(
n
i
)(
m
j
)
([ui, vj ]q)
I
m+n−1−i−jt
= q−1([um, vn]t) +
∞∑
i=0
∞∑
j=0
∞∑
k=0
(
n
i
)(
m
j
)(
i
k
)
((ukv)i+j−kq)
I
m+n−1−i−jt
= q−1(
∞∑
j=0
(
m
j
)
(ujv)
I
m+n−jt) +
∞∑
j=0
∞∑
i=0
(
m
j
)(
n+m− j
i
)
((ujv)iq)
I
m+n−1−j−it
=
∞∑
j=0
(
m
j
)
(ujv)
R
m+n−j(q−1t).
(3.3)
In particular, we have:
(ω0v)
R
n (q−1t) = q−1((ω0v)nt) +
∞∑
i=0
((ω0v)iq)
I
−1+n−it
= −nq−1(vn−1t) +
∞∑
i=0
(
n
i
)
(−ivi−1q)
I
−1+n−it
= −nvRn−1(q−1t).
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For Associativity, we will not calculate it for every integer, but for only m ∈ Z≥0. By
the direct calculation, we have:
(vnu)
R
m(q−1t)− q−1(vnu)mt
=
m∑
i=0
(
m
i
)
((vnu)iq)
I
m−1−it
=
∑
i∈N
∑
j∈N
(
m
i
)(
n
j
)
(−1)j({vn−jui+jq − (−1)
nun+i−jvjq})
I
m−1−1t
=
∑
i∈N
∑
j∈N
∑
h∈N
(
m
i
)(
n
j
)
(−1)j+h
(
n− j
h
)
vn−j−h(ui+jq)
I
m−i−1+ht
−
∑
i∈N
∑
j∈N
∑
h∈N
(−1)n+h
(
m
i
)(
n
j
)(
n− j
h
)
(ui+jq)
I
m−1+n−i−j−hvht
+
∑
i∈N
∑
j∈N
∑
h∈N
(−1)j+n+1+h
(
m
i
)(
n
j
)(
n+ i− j
h
)
un+i−j−h(vjq)
I
m−i−1+ht
+
∑
i,j,h∈N
(−1)i+h
(
m
i
)(
n
j
)(
n+ i− j
h
)
(vjq)
I
n+m−j−1−huht
=
∑
i,j,h∈N
(
m
i
)(
n
j
)
(−1)j+h
(
n− j
h
)
{An−j−hBi+j−(−1)n−j+1Ci+jDh}
+
∑
i,j,h∈N
(
m
i
)
(−1)j+n+1+h
(
n
j
)(
n+ i− j
h
)
{En+i−j−hF j−(−1)n+i−jGjHh}
= (1 +B)m(A− 1−B)n − (1 + C)m(−1 +D − C)n
− (1 + E−1)m(−E+1+F )n + (1− 1 +H)m(1−H +G)n,
where AsBk, BsDk, EsF k and GsHk denote vs(ukq)
I
m+n−s−k−1t,
(usq)
I
m−1+n−s−kvkt, us(vkq)
I
m+n−k−s−1t, and (vsq)
I
n+m−s−1−kukt, respectively. On the
other hand, for n-th normal product ∗n, we have:
(v ∗n u)
R
m(q−1t)− q−1(vnu)mt
=
∑
h∈N
(
n
h
)
(−1)h{vn−hum+h − (−1)
num+n−hvh}(q−1t)
=
∑
h∈N
(
n
h
)
(−1)hvn−h
(
h+m
j
)
(ujq)
I
m+h−1−jt
+
∑
h,j∈N
(
n
h
)
(−1)h
(
n− h
j
)
(vjq)
I
n−h−1−jum+ht
+
∑
h,j∈N
(
n
h
)
(−1)n+h+1um+n−h
(
h
j
)
(vjq)
I
h−1−jt
+
∑
h,j∈N
(
n
h
)
(−1)n+h+1
(
m+ n− h
j
)
(ujq)
I
n+m−h−jvht
=
∑
h,j∈N
(
n
h
)
(−1)h
(
m+ h
j
)
An−hBj +
∑
h,j∈N
(
n
h
)
(−1)h+m+1
(
n+m− h
j
)
GjHh
+
∑
h,j∈N
(
n
h
)
(−1)n+h+1
(
h
j
)
En+m−hF j +
∑
h,j∈N
(
n
h
)
(−1)h
(
n− h
j
)
CjDm+h
= (1 +B)m(A− 1−B)n +Hm(1 +G−H)n − Em(−E + 1 + F )n
−(1 + C)m(−1− C +D)n.
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Therefore, we have Associativity (v ∗n u)
R
mr = (vnu)
R
mr for r ∈ R and m ≥ 0.
Define
vR(z) =
∑
n∈Z
vRn z
−n−1 vRn ∈ End(R)
for v ∈ V . Since the weights of R are bounded below, vR(z) satisfies the lower trun-
cation property. Furthermore they are mutually commutative because of (3.3) and so
they generate a local system V˜ in End(R)[[z, z−1]] by using normal products ∗n. Set
V = {vR(z) | v ∈ V } ⊆ V˜ . Since we have
Resx{(x− z)
mvR(x)uR(z)− (−z + x)muR(z)vR(x)} = (vmu)
R(z)
for m ≥ 0, V is closed under m-th product for m ≥ 0. Furthermore, since
[ωR0 , v
R
n ] = −nv
R
n−1 for Virasoro element ω of V , ω
R(z) is a Virasoro element of V˜ .
Hence the grading of V˜ is the same as on V . We will prove V = V˜ . Suppose false,
then V is not closed in V˜ by n-th product for some n < 0. In other words, there are
vR(z), uR(z) ∈ V such that vR(z)n ∗u
R(z) 6∈ V for some n. We take vR(z)n∗u
R(z) 6∈ V
such that wt(vR(z)n ∗ u
R(z)) is minimal. Set α(z) = vR(z)n ∗ u
R(z) − (vnu)
R(z) and
N = wt(α(z)). We note L(k)(α(z)) = 0 for k ≥ 1 because of the minimality of the
weight of α(z). Since α(z)m = 0 on R for m ≥ 0 as we showed, we have:
0 = [ωR(z)k, α(z)m] = (ω0α(z))k+m + kNα(z)k+m−1 = (−k −m+ kN)α(z)k+m−1
for any k ∈ Z and so α(z)k = 0 for any k, which contradict to α(z) 6= 0. Therefore, V
is closed by n-th product for any n ∈ Z and R becomes a V -module.
We next define an intertwining operator of P from T to R by using I. We first note
that since
vRn (L(−1)q)
I
0 − (L(−1)q)
I
0v
R
n
=
∞∑
i=0
(
n
i
)
(vPi L(−1)q)
I
n−i
=
∞∑
i=0
(
n
i
)
{(L(−1)vPi q)
I
n−i + (iv
P
i−1q)
I
n−i}
=
∞∑
i=0
(
n
i
)
{(−n+ i)(vPi q)
I
n−i−1 + (iv
P
i−1q)
I
n−i}
= −n
∞∑
i=0
(
n− 1
i
)
(vPi q)
I
n−i−1 +
∞∑
i=0
n
(
n− 1
i− 1
)
(vPi−1q)
I
n−i
= 0,
(L(−1)q)I0 commutes with the actions of V . We define q(z) : T → R[[z, z
−1]] by
q(z)t =
{∫
(Yrad(P )⊠T (L(−1)q, z) − (L(−1)q)0z
−1)dz
}
t+ q−1t. (3.4)
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Let us show that q(z) satisfies Commutativity with all actions a(z) of a ∈ V . By direct
calculation, we have:
[a(z), q(x)] −
∑
n∈Z
∞∑
i=0
(
n
i
)
(aiq)
I
n−1−iz
−n−1
=
∑
m6=0,n∈Z
[anz
−n−1, (L(−1)q)Im
−1
m
x−m]
=
∑
m6=0,n∈Z
∞∑
i=0
(
n
i
)
(aiL(−1)q)
I
m+n−i
−1
m
x−mz−n−1
=
∑
m6=0,n∈Z
∞∑
i=0
(
n
i
)
{(L(−1)aiq)
I
m+n−i + i(ai−1q)
I
m+n−i}
−1
m
x−mz−n−1
=
∑
m6=0,n∈Z
∞∑
i=0
(
n
i
)
{(−m− n+ i)(aiq)
I
m+n−i−1 + i(ai−1q)
I
m+n−i}
−1
m
x−mz−n−1
=
∑
m6=0,n∈Z
∞∑
i=0
(
n
i
)
(−m)(aiq)
I
m+n−i−1
−1
m
x−mz−n−1
=
∑
m6=0,n∈Z
∞∑
i=0
(
n
i
)
(aiq)
I
m+n−i−1x
−mz−n−1,
and so
[a(z), q(x)] =
∑
m,n∈Z
∑
i∈N
(
n
i
)
(aiq)
I
(m+n−i−1)x
−mz−n−1.
If we take N so that aiq = 0 for i ≥ N , then
[a(z), q(x)] =
∑
m,n∈Z
∑
i∈N
(
n
i
)
(aiq)
I
n+m−1−ix
−mz−n−1
=
N∑
i=0
∑
r∈Z
(aiq)
I
r−i−1
∑
n∈Z
(
n
i
)
xn−rz−n−1
and so we have locality:
(x− z)N+1[a(z), q(x)] = 0.
We then extend it by
J (0)(vnq, z) = Resx{(x− z)
nv(x)q(z) − (−z + x)nq(z)v(x)}
for v ∈ V, n ∈ Z, then J (0) is an L(−1)-nilpotent intertwining operator and so
J(w, z) =
K∑
i=0
1
i!
(zL(−1) − z
d
dz
)iJ (0)(w, z) logi z
is a surjective intertwining operator of P from T to R. On the other hand, since the
right flatness holds, in other words, since there is an exact sequence rad(P ) ⊠ T →
P ⊠ T → V ⊠ T → 0, we obtain from the length of compositions series that
rad(P )⊠ T
σ⊠idT−−−−→ P ⊠ T
is injective.
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3.3 Main theorem
We now start the proof of the main theorem.
Theorem 15 Let V be a C2-cofinite vertex operator algebra of CFT type and A, B,
C, D f.g. V -modules. Assume that all simple V -modules satisfy the semi-rigidity. If
0→ A
τ
−→ B
σ
−→ C → 0
is an exact sequence of V -modules, then so is
0→ A⊠D
τ⊠idD−−−−→ B ⊠D
σ⊠idD−−−−→ C ⊠D → 0. (3.5)
[Proof] Since we may assume that Ker σ does not contains a direct summand of
B, we have a short exact sequence
0→ J → P ⊠ C → B → 0
from Theorem 13. Using this and (3.1), we have the following commutative exact
diagram.
0 → 0
↓ ↓
0 → J → J → 0
↓ ↓ ↓ ↓
0 → rad(P )⊠ C → P ⊠ C → V ⊠C = C → 0
↓ ↓ ↓ ↓ ↓
0 → A → B → C → 0
↓ ↓ ↓
0 → 0 → 0
Taking a tensor product of C ⊠D with a principal projective cover, we have an exact
sequence
0→ rad(P )⊠ (C ⊠D)→ P ⊠ (C ⊠D)→ C ⊠D → 0
by (3.1). Using isomorphisms A ⊠ (B ⊠ C) ∼= (A ⊠ B) ⊠ C and from the length of
composition series, we have an exact sequence
0→ (rad(P )⊠ C)⊠D → (P ⊠C)⊠D → C ⊠D → 0.
Therefore, using the right flatness of ⊠D, we have the following commutative exact
diagram:
0 → J ⊠D → J ⊠D → 0
↓ ↓ ↓ ↓
0 → rad(P )⊠ C ⊠D → P ⊠ C ⊠D → C ⊠D → 0
↓ ↓ ↓ ↓
A⊠D → B ⊠D → C ⊠D → 0
↓ ↓ ↓
0 → 0 → 0
which implies that σ ⊠ idD : A⊠D → B ⊠D is injective.
This completes the proof of the main theorem.
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