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The images of a given object under varying conditions is commonly called an appear-
ance manifold. This thesis presents methods for approximating the appearance manifold,
implicitly or explicitly by linear subspaces. Based on this representation, a number of useful
algorithms are presented for face recognition and tracking.
First, this thesis shows that for any Lambertian object, the low-dimensional linear sub-
space spanned by a small set of corresponding images acquired under certain single light
source directions can provide a good approximation of the image variation under all lighting
conditions.
This thesis also introduces a complementary approach for estimating directional lighting
in uncalibrated frontal-pose face images. This approach applies the class-specific 3D shape
and albedo to construct an illumination subspace to estimate the lighting direction. Then
the result is used in a forward rendering step to “relight” input faces to a canonical form as
needed for illumination-invariant face verification.
Next, a novel integrated framework is presented to track and recognize human faces in
video sequences. The appearance manifold representing each registered person is approxi-
mated by a collection of sub-manifolds and the connectivity between them. The integrated
task of tracking and recognition is formulated as a maximum a posteriori estimation prob-
lem. Within this framework, the tracking and recognition modules are complementary to
each other, and the capability and performance of one are enhanced by the other.
Finally, this thesis presents an online learning algorithm to construct the aforementioned
probabilistic appearance manifolds that is also useful for face recognition and tracking. For
a class of human faces, a generic representation of the appearances of the class is learned
off-line. From video of a particular person, an appearance model is incrementally learned on-
line using the prior generic model and successive frames from the video. The online learning
results are shown to be effective for face tracking, and its use in video-based face recognition
compares favorably to the representation constructed with a batch technique.
While the techniques have been applied to human faces, the presented approximations
to the appearance manifold are general and can be applied to other classes of objects.
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Abstract
The images of a given object under varying conditions is commonly called an appearance
manifold. This thesis presents methods for approximating the appearance manifold, im-
plicitly or explicitly by linear subspaces. Based on this representation, a number of useful
algorithms are presented for face recognition and tracking.
First, this thesis shows that for any Lambertian object, the low-dimensional linear sub-
space spanned by a small set of corresponding images acquired under certain single light
source directions can provide a good approximation of the image variation under all lighting
conditions. Since the subspace is generated directly from real images, potentially complex
modelling processes can be completely avoided, nor is it necessary to acquire large numbers
of training images. As shown, this representation provides good face recognition results
under a wide range of difficult lighting conditions.
This thesis also introduces a complementary but very simple approach for estimating
directional lighting in uncalibrated frontal-pose face images. We show that this particular
inverse problem can be solved using constrained least-squares and class-specific priors on
shape and reflectance. This approach implicitly applies the class-specific 3D shape and an
average 2D albedo to construct an illumination subspace to capture the image variation of
the class-specific generic object under variable lighting. By using the illumination subspace,
we can efficiently and accurately compute the lighting direction in real-time and with or
without shadows. We then use this lighting estimate in a forward rendering step to “relight”
arbitrarily-lit input faces to a canonical (diffuse) form as needed for illumination-invariant
face verification. Although this technique cannot deal with large illumination changes, it
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does have the advantage that only one image per object is required in the gallery.
Next, a novel integrated framework is presented to track and recognize human faces in
video sequences. The appearance manifold representing each registered person is approxi-
mated by a collection of sub-manifolds and the connectivity between them. In turn, each
sub-manifold is approximated by a low-dimensional linear subspace computed by principal
component analysis using images of nearby poses sampled from training video sequence,
while the connectivity is modelled by transition probabilities between pairs of subspaces.
The integrated task of tracking and recognition is formulated as a maximum a posteri-
ori estimation problem. Within this framework, the tracking and recognition modules are
complementary to each other, and the capability and performance of one are enhanced by
the other. This approach contrasts sharply with more rigid conventional approaches where
tracking and recognition are performed independently and sequentially.
Finally, this thesis presents an online learning algorithm to construct the aforementioned
probabilistic appearance manifolds. For a class of objects (e.g., human faces), a generic
representation of the appearances of the class is learned off-line. From video of a particular
person, an appearance model is incrementally learned on-line using the prior generic model
and successive frames from the video. The online learning algorithm consists of two steps.
The first is a pose estimation problem, where our goal is to identify the best sub-manifold to
which the current image of the specific object belongs with the highest posteriori probability.
The second step is to incrementally update the appearance manifold. The result from the
first step is applied to find a set of pre-training images that are expected to appear similar
to the specific object in other poses. Then all of the subspaces in the appearance manifold
are updated to minimize the reconstruction error. The online learning results are shown to
be effective for face tracking, and its use in video-based face recognition compares favorably
to the representation constructed with a batch technique.
While the techniques have been applied to human faces, the presented approximations
to the appearance manifold are general and can be applied to other classes of objects.
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The appearances of human faces convey much information in our daily life. The human
visual system can easily use visual cues from a person’s face to classify different aspects of
an individual, including expression, age, gender, ethnicity, and identity. However, existing
computer vision techniques still cannot perform recognition as well as the human visual
system. In this thesis, we focus on the problem of face recognition: determining a person’s
identity. We give an overview of face recognition in the following sections.
1.1 Face Recognition
1.1.1 Problem Definition
Face recognition has been a heavily studied research problem in computer vision over the
past decade. Generally speaking, the face recognition problem can be simply stated: given
a set of face data labelled with a person’s identity (the gallery set) and an unlabelled set of
face data from the same group of people (the probe set), identify each person in the probe
set.
In the past, most face recognition algorithms focused on recognition from a single image,
such as a “mugshot’. The face data used for both training and testing in this problem setting
is just a discrete set of frontal images. However, recently there has been more interest in
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deploying vision systems for automatic face recognition outside of the laboratory. Typically
there is no opportunity to gather face data with high resolution in a near-frontal view.
Therefore, in more recent applications, such as surveillance and access control, the face data
are not limited to frontal images. Images from different view points and illumination, video
sequences, range maps, infra-red images, and stereo images, are now used as input data by
many different face recognition algorithms.
1.1.2 Difficulties
The process of identifying a person from his/her face is not a simple problem. The difficulties
of face recognition lie in the inherent variation of facial characteristics and the environment
of image acquisition. The following summarizes the major variations in the images of a single
individual:
• 3-D pose, image scaling, and viewpoint
• Changes in the actual face: closing of the eyes, wearing glasses, facial expression, facial
hair, aging, makeup, and perspiration
• Partial occlusion
• Light source strength, direction, and distribution
Due to the complexity of the problem, most face recognition algorithms to date usually
impose restrictions on the imaging situation, such as a well-controlled environment or near-
frontal, well-aligned images. However, those constraints must be relaxed in order for face
recognition to be effective in practice.
1.1.3 Applications
There are numerous applications of face recognition. Some are categorized as the following:
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• Biometric Identification:
Today, popular biometric technologies include identification based on fingerprints, voice
patterns, iris and retinal patterns, hand geometry, signatures, and face images. How-
ever, the use of face recognition for identification has several advantages over other
biometrics, including ease of use, speed, non-intrusiveness, and use of off-the-shelf
hardware. The applications of biometric identification include ATM authentication,
access control, immigration, and voter registration.
• Surveillance:
Surveillance systems have attracted great interest recently because of terrorist attacks.
Usually surveillance systems must perform face recognition in an uncontrolled envi-
ronment and require real-time performance, which challenges most of the recognition
algorithms available today.
• Human Computer Interaction (HCI):
Certainly face recognition can play an important security role of system login in many
HCI applications. In addition, many other related face processing techniques, such as
recognition of facial expression and tracking of visual attention, are being integrated
in the next generation of friendly interactive interfaces. Recently face recognition has
been added to humanoid robots so they can physically interact with humans more
naturally.1.
• Information Retrieval from Image or Video Databases:
Traditional approaches to content-based information retrieval typically use low-level
features, such as color, texture, and shape to construct indices with or without human
intervention from the image or video data. With the help of recognition techniques
today, high level information, such as feature templates (e.g., eye, nose, mouth, a whole
1For example, information about the Asimo humanoid robot can be found at the Honda webpage
(http://asimo.honda.com).
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face) and events (e.g., facial expressions, human body actions) can be automatically
extracted and integrated using classifiers and/or probabilistic inference methods for
indexing and browsing image or video databases.
1.2 Approaches and Thesis Overview
Today many face recognition algorithms already exist, and we briefly summarize the related
work in Chapter 2.
The goal of this thesis is to develop new approaches and to enhance the existing ap-
proaches to appearance-based face recognition. We present several different methods to
recognize human faces based on the mathematical framework of the appearance manifold
defined in Chapter 3.
The first approach develops a still image-based face recognition system for images ac-
quired under various lighting environments. Two algorithms for constructing a low-dimensional
subspace representation that captures the image variation under variable lighting conditions
for each face are presented in Chapter 4, and it will be seen that these algorithms provide
good recognition results. This research has been published in the IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR) 2001 [48, 36], and a more complete paper
will soon be to be published in the IEEE Transactions on Pattern Analysis and Machine
Intelligence (PAMI) [51]. Chapter 5 presents a complementary method for estimating di-
rectional lighting using a linear subspace. The linear subspace is constructed with generic
priors on face shape and reflectance. The result of the lighting estimate is then applied in a
forward rendering step to “relight” arbitrarily-lit input faces to a canonical form as needed
for illumination-invariant face verification. This research has been submitted to the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR) 2005 [53].
Chapter 6 introduces an algorithm for modeling, tracking, and recognizing human faces
in video sequences within one integrated framework. An early version of this approach to
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video-based face recognition, but with a different tracking algorithm, was presented in [49],
and the complete results have been submitted to the journal Computer Vision and Image
Understanding (CVIU) [50].
Chapter 7 presents an online learning algorithm to construct an image-based representa-
tion from a generic prior of face appearance and a video of a particular person, whereas the
algorithm in Chapter 6 constructed the same model in a batch process. It is demonstrated
that the online learning algorithm constructs an effective representation for face tracking,
and its use in video-based face recognition compares favorably to the representation con-
structed with the batch technique. A paper on this approach has already been submitted to
CVPR 2005 [52].
In Chapter 8, we discuss the limitations of the current algorithms in this thesis, and




In this chapter, we review the literature and summarize the past related research about face
recognition. We divide the related research into three categories: face detection and face
tracking in Section 2.1, face recognition in Section 2.2, and the design of benchmark face
databases in Section 2.3.
However, we do not attempt to provide a comprehensive survey of all the related methods
as this has been in a number of papers [13, 22, 26, 35, 73, 91, 87, 94]. Instead our goal is
to provide a structure for understanding the broad classes of recognition methods and have
touched on some representative methods.
2.1 Face Detection and Face Tracking
Most face recognition algorithms assume knowledge of the locations of the faces in the input
image or a video sequence. Therefore, in order to build an automated face recognition system,
face detection is a required pre-process to localize and extract the specific face region from
the background. Face detection is also a challenging task because it encounters the same
difficulties as face recognition stated in Section 1.1.2. Many face detection algorithms have
been proposed to date, and state-of-the-art approaches typically can perform face detection
in real-time with high accuracy. Recent literature reviews on face detection can be found in
[35, 91]. Face detectors often work by scanning a window of different scales across an image
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and applying a two-class classifier for face vs. non-face.
Face tracking is also needed as a prerequisite for face recognition for the propose of
estimating the location of the face region in a continuous video stream. There are numerous
face tracking algorithms proposed in the literature, such as the subspace-based methods [7, 8,
10, 72, 30, 37], global statistics of color histograms [6, 16], pixel-based optical flow estimation
[44, 77], contour-based methods [6, 15, 90], and 3D model-based methods [12, 46, 78]. Since
the work proposed in this thesis is most directly relevant to the subspace-based algorithm,
the following brief summary focuses on subspace-based methods. It should be noted that
face trackers are often initialized with either a face detector or an image motion analysis
algorithm.
The subspace-based tracking algorithm originated with Jepson et al. [7, 8] and Hager
et al. [30]. In their papers, subspaces are constructed off-line using Principal Component
Analysis (PCA) from a set of training images. Jepson et al. [7, 8] utilize a single subspace
to provide an appearance model for tracking across different poses, while Hager et al. [30]
utilize a subspace to model variation in illumination. These trackers fail when the target
appearance is very different from the appearance in the training images. Subsequent research
along this direction [10, 72] extends these works by incorporating an online mechanism to
incrementally update the subspace. This online mechanism called incremental SVD allows
the covariance matrix to be updated efficiently. Therefore these tracking methods can operate
effectively even when there are slow changes of the target appearance. However, since the
whole appearance model arising from large pose variation is highly nonlinear, such trackers
experience difficulties when the tracked target exhibits drastic changes in appearance. Ho
et al. [37] propose an online algorithm to construct a single subspace to approximate the
current target appearance from a collection of the most recent images in a video sequence.
Instead of the traditional L2-reconstruction error norm which leads to subspace estimation
using PCA or SVD, they provide a computationally inexpensive algorithm for finding a
subspace whose uniform L2-reconstruction error for the recent collection of video frames
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is below some threshold. Their method has proven to be robust to illumination variation,
partial occlusion, and extreme pose variation.
2.2 Face Recognition
Most of past research on face recognition uses a single training image or a small set of training
images per person. The research can be categorized into two major approaches: feature-based
approaches and appearance-based (sometimes called template-based) approaches, and these
are reviewed in Subsection 2.2.1 and Subsection 2.2.2. Figure 2.1 illustrates the past history
of the face recognition algorithms [60]. More recently video-based recognition has become
a research topic of great interest, and it is also the main focus in this thesis. Some of the
face recognition algorithms operating on image sequences are reviewed in Subsection 2.2.3.
A more complete recent literature survey of appearance-based face recognition can be found
in [26, 94].
2.2.1 Feature-based Recognition
The feature-based approach tries to break the face recognition problem down into the sub-
problems of feature extraction and recognition. First it tries to locate some important
elements of human faces, such as eyes, nose, mouth, and the bounding contour of the face.
Next the spatial configuration of these elements is computed as positions, angles, distances,
and curvatures. An example of useful features in a frontal face is depicted in Figure 2.2 [60].
Finally the spatial configurations are encoded into a feature vector, and then recognition
can be performed in this feature space. This representation is adopted by most of the early
approaches for face recognition [11, 18, 28, 80]. Recent approaches applying Gabor filters
to automatically extract local facial features at curvature maxima has been successfully
reported by [58, 89]. However, those approaches still encounter the following difficulties:
1. The detection of features such as the eyes, nose, and mouth is not a trivial problem.
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Figure 2.1: The past history of face recognition algorithms. Taken from [60]
.
2. Features may be partially or totally occluded, and sometimes they are missed if the
image quality or resolution of the face is poor.
3. Features may be sensitive to variations in illumination.
4. Encoding of features to perform recognition depends on the designer having extensive











Figure 2.2: Some useful features in a frontal face taken from [60]
2.2.2 Appearance-based Recognition
The appearance-based approach tries to capture the information of the pixel intensity in
the whole face image instead of finding individual features. The extra 3D information of a
person’s head could be used to help to estimate the pose and overcome the variations due to
illumination in the recognition process. However, the computational cost of recovering 3D
structure is high. Therefore, the approach presented in [23] was adopted to recover 3D face
structure in training stage, and compared this to images at recognition time. In [92], only
partial 3D information such as surface normals are recovered instead.
Subspace Approach
This approach only considers the statistics of 2D pixel intensities in the both training and
testing stages. The Eigenface [84] approach treats face images as a raw vector, and then
applies Principal Component Analysis (PCA) to compute a reduced set of orthogonal bases,
called Eigen images, which provide a linear projection from the image space to lower dimen-
sional subspace with minimal L2 norm reconstruction error. The Fisherface [4] approach tries
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to find an optimal linear projection that maximizes the ratio of the between-class variation
and the within-class variation. Bartlett et. al. [2] apply Independent Component Analysis
(ICA) to build a set of representational basis images in which the high-order statistics are
decorrelated in the training set. They claim these basis are more powerful in face recog-
nition than the eigenbasis because PCA only decorrelates the second-order statistics of the
training images. The recognition process in the aforementioned methods is performed on
the projected space for which the dimension is much lower than the original image space.
Model-based Approach
The model-based approach applies knowledge of human faces to recognition. The knowledge
includes Lambertian illumination model, textures, surface normals, and frontal symmetry
of a human face. Therefore model-based approaches usually have better recognition perfor-
mance than pure statistical approaches that only treats the input images as arbitrary feature
vectors. The Illumination Cone method [23] introdcued in Section 3.2.1 is one example of a
model-based approach. In order to compute the cone structure, Georghiades et. al recon-
structed 3D information of each face in a training data set, and then used the 3D face model
to synthesize novel images to build the cone structures. Another example Symmetric Shape
from Shading (Symmetric SFS) [92] avoids the computation needed to recover information
about albedos and the full shape gradients, but it can still synthesize a novel image with
a frontal lighting. However, this method requires an estimate of the light source direction
which is not an easy problem especially when the lighting is diffuse.
Vetter et. al [9, 71, 86] created a large database of 3D face models. A face is represented
as a morphable model. That is, a linear combination of shape bases along with a linear com-
bination of texture bases. For a single face image from the probe dataset, the coefficients of
shape and texture of the 3D morphable model are recovered by minimizing the reconstruc-
tion error. Then recognition can be carried out by matching the recovered coefficients with
the existing coefficients of the head bases in the gallery database. The process of recovering
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the parameters in the morphable model is time-consuming, and therefore it is a challenge to
use the approach in a real-time application.
2.2.3 Video-based Recognition
Typically speaking, there exist numerous face recognition algorithms operating on image
sequences which simply use temporal voting1 of the result of repeatedly performing single
image recognition to each frame in order to improve identification rates [41] [88] [76]. We
also note that there exist several algorithms that aim to extract 2-D or 3-D face structure
from video sequences for recognition and animation [17] [43] [20] [23] [93] [40] [71]. However
these methods require meticulous procedures to build 2-D or 3-D models, and do not fully
exploit temporal information during recognition.
Among the few attempts aiming to truly utilize temporal information for face recogni-
tion in image sequences rather than simple voting, Li et al. presented a method to construct
identity surfaces using shape and texture models as well as kernel feature extraction algo-
rithms [56]. This approach estimates pose angle first in order to select an appropriate shape
model for tracking and recognition. However, it does not take full advantage of the coherence
information between consecutive frames except for a weighted temporal voting scheme to fit
model parameters.
Zhou and Chellappa [95] proposed a generic framework to track and recognize human
faces simultaneously by adding an identity variable to the state vector in the sequential
importance sampling method. They then marginalized over all state vectors to yield an esti-
mate of the posterior probability of the identity variable. Though this probabilistic approach
aims to integrate motion and identity information over time, it nevertheless considers only
the identity consistency in the temporal domain and thus may not work well when the target
is partially occluded. Furthermore, it is not clear how one can extend this work to deal with
1The strategy of temporal voting is to first compute a weighted sum of the similarity measures between
a sequence of video frames and their corresponding patterns on the model representation, and then use the
weighted sum as a score to perform face classification.
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large out-of-plane motion (i.e., pose variation).
Another revelent work by Krueger and Zhou [47] applied an on-line version of radial
basis functions to select representative face images as exemplars from training videos, and in
turn this facilitates tracking and recognition tasks. The state vector in this method consists
of affine parameters as well as an identity variable, and the state transition probability is
learned from affine transformations of exemplars from training videos in a way similar to [83].
Since only 2-D affine transformations are considered, this model is effective in capturing small
in-plane motion but may not deal well with large pose variation or occlusion.
2.3 Benchmark Human Face Databases
In order to fairly evaluate the performance of different face recognition algorithms, re-
searchers have constructed many useful data sets of human faces. Those databases usually
include many face images acquired in situations listed in Section 1.1.2.
In this section, we list the major face databases (For detailed information, please refer
to [91]):
1. MIT database [84], available at:
ftp://whitechapel.media.mit.edu/pub/images/
There are 16 people with various lighting conditions, and with a wide range of scales
and poses.
2. FERET database [68], located at:
http://www.itl.nist.gov/iad/humanid/feret/feret master.html.
The database contains 1,199 individuals and 14,126 total images.
3. Harvard database [34], available at:
ftp://ftp.hrl.harvard.edu/pub/faces/
The database contains cropped face images under various lighting conditions, but in
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fixed pose.
4. AT&T (ORL) database [74], available at:
http://www-lce-s.eng.cam.ac.uk/facedatabase.html
There are 40 people, and each person has 10 images in the database.
5. Yale database [23], available at:
http://cvc.yale.edu/projects/yalefaces/yalefaces.html
The face images in the database contain expressions, glasses and variety of lighting
conditions.
Yale face database B, available at:
http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html
The face images of 10 individuals are taken under 10 poses and 64 directions of lighting.
6. Purdue AR Database [59], available at:
http://rvl1.ecn.purdue.edu/ aleix/aleix face DB.html
There are 3, 276 face images with different facial expressions, occlusions, and illumina-
tions.
7. CMU PIE database [79], located at:
http://www.ri.cmu.edu/projects/project 418.html
PIE stands for pose, illumination, and expression. The database includes 41,368 images
of 68 people. Each person was photographed under 13 different poses, 43 different
illumination conditions, and with four different expressions.
8. CMU Motion of Body (MoBo) Database [29], located at:
http://www.hid.ri.cmu.edu/Hid/databases mobo.html
The database has 25 individuals, and 24 videos for each individual in six different
views, and with 4 different type of walking speeds. Each video sequence is 11 seconds
long, and is recorded at 30 frames/second.
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CMU Motion of Body (MoBo) Database [29] is the only video database of faces; how-
ever, it lacks a large range of head motion (i.e., rotation, facing-up, etc.) Therefore, we
built our own video database to evaluate the proposed video-based tracking and recognition




In this chapter, the mathematical framework for this thesis is developed. The term “ap-
pearance manifold” is defined in Section 3.1, and we stress how to construct an appearance
manifold in practice in Section 3.2.
3.1 Definition of the Appearance Manifold
Let x ∈ IRn denote a gray scale image with n pixels of a given object. That is, an image
with r rows and c columns is considered as a point in a n = rc dimensional space. The
appearance manifold,M, is defined as the set of images of the given object under all possible
variations of image formation. These variations can be attributed to the internal changes
of the object itself, such as changes of its shape and reflectance properties, as well as the
external changes in the object’s environment, such as pose (relative position and orientation
of the camera) and illumination conditions in the scene. In this thesis, we focus on how to
effectively parameterize the image variations in the appearance manifold arising from the
external changes of the environment. An example of an appearance manifold is depicted in
Figure 3.1.
Mathematically speaking, we are “abusing terminology” when using the term “appear-








Figure 3.1: An illustration of a 2-D appearance manifold for changes in different viewing
directions
which is well-defined by mathematicians1. However, this terminology has become common
practice in the computer vision literature.
By definition, the appearance manifold is embedded in an n dimensional image space. It
is interesting to explore the dimensionality of the appearance manifold. The pose parameter
specifies the relative position and orientation between the camera and the object, and thereby
can be represented by a point in the space of IR3 × SO(3). Consequently, the appearance
manifold under constant illumination can be parameterized by the pose as a six dimensional
function.
On the other hand, illumination variation is caused by the light sources, shadows, and
color. However, without any assumptions about the geometry and bidirectional reflectance
density function (BRDF) of the object, it is difficult to determine precisely the dimension-
1Mathworld (http://mathworld.wolfram.com/Manifold.html) gives the mathematical definition of man-
ifold as: “A manifold is a topological space that is locally Euclidean (i.e., around every point, there is a
neighborhood that is topologically the same as the open unit ball in IRn).”
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ality of the appearance manifold although it is well known that arbitrary lighting can be
represented by a non-negative scaler function on a four dimensional manifold of light-fields
[27, 54]. Alternatively, the appearance manifold of the object under fixed pose, but arbitrary
distant lighting, is a cone in IRn, called the Illumination Cone [5]. If we restrict the object’s
surface to have Lamerbertian reflectance, the Illumination Cone can be well-approximated
by some low-dimensional subspace [48, 51].
Note that low-dimensional appearance manifolds embedded in a high dimensional image
space are likely to be disjoint, and could even be linearly separable. An example emerging
from this observation is depicted in Figure 3.2. Therefore, in the two cases mentioned in
the previous two paragraphs, the appearance manifolds which are either low-dimensional or
can be approximated by low-dimensional subspace under certain conditions can be easily
used when solving many traditional vision tasks, such as object detection, recognition, and
clustering2. In addition, the computation will be efficient if the operation can be performed
in a projected low-dimensional space.
3.2 How to Construct a Representation of an
Appearance Manifold
In order to utilize appearance manifolds, it is important to find a systematic way to construct
them given a set of training images of objects. Most of the previous research work concen-
trates on the construction of appearance manifolds under some simplified circumstance. For
example, Eigenfaces [64] uses PCA to construct a linear subspace to approximate the ap-
pearance manifold. Murase and Nayar’s approach [62, 63] keeps the image samples as a
sampled nonlinear manifold embedded in a PCA subspace. The former restricts objects to
the frontal pose and the lighting to a constant. The latter moves the lighting with 1 DOF
2Object detection can be treated as a two classes classification problem. Object recognition can be treated









Figure 3.2: Left: Two curves have intersection in 2D Euclidean Space. Right: Two curves
are easily separated in a 3D Euclidean Space.
and the viewpoint with 1 DOF.
In this thesis, we present several novel approaches and related applications, which utilize
linear subspaces differently to approximate appearance manifolds under more complicated
conditions of pose and illumination. We briefly introduce two different types of appearance
manifolds in the following subsections.
3.2.1 Image Formation and Illumination Cone
We use a Lambertian or “diffuse reflectance” (constant BRDF) illumination model for the
human face, as shown in Figure 3.3, despite the fact that there is some specular reflection
and subsurface scattering (for example, due to secretion of sebum oil by sebaceous glands in
the skin). Nevertheless, this specular component is not always consistent and therefore of
little use in a biometric analysis. Hence, our illumination model consists only of Lambertian
and ambient components.
Specifically, let I(x, y) be the intensity at pixel (x, y) corresponding to a point on the
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(a) (b)
Figure 3.3: (a) 3D face shape with (b) Lambertian model.
surface of a convex object with Lambertian surface reflectance, which is illuminated by a
(single) point light source at infinity s ∈ IR3 with intensity |s|. We define ρ(x, y) as the face
albedo (or diffuse skin texture) and let n(x, y) be the unit surface normal of the point on
the facial surface that projects onto the pixel I(x, y) in the image (under orthography).
let I be the column vector of pixel intensities obtained by stacking all the values of I(x, y)
and similarly define ~ρ to be the corresponding vectorized albedo map (diffuse texture). We
then form a 3-column shape matrix N by row-wise stacking of the corresponding surface
normals. We then form the so-called shape-albedo matrix B ∈ IRn×3 where each row b in B
is the product of the albedo and the unit surface normal in the corresponding row of ~ρ and
N. Mathematically, this corresponds to the Hadamard (elementwise) matrix product ◦ as
B = (~ρ 11×3) ◦N. Under the Lambertian assumption, the formation of image I is given by
I = max(Bs, 0) (3.1)
where max(Bs, 0) sets to zero all negative components of the vector Bs. If the object is
illuminated by k light sources at infinity, then the image is given by the superposition of the






Due to this superposition, the set of all possible images C of a convex Lambertian surface
created by varying the direction and strength of an arbitrary number of point light sources
at infinity is a convex cone. Furthermore, any image in the illumination cone C (including
the boundary) can be expressed as a convex combination of extreme rays (images) given by
Iij = max(Bsij, 0) (3.3)
where sij = bi × bj are rows of B with i 6= j. It is clear that there are at most m(m − 1)
extreme rays for m ≤ n distinct surface normals [23].
In computer vision, it has been a customary practice to treat the human face as a Lam-
bertian surface. Although human faces are not convex, the degree of non-convexity is not
serious enough to render the concept of the polyhedral illumination cone inapplicable [23].
The only difference between the illumination cone of a human face and a convex object is
that Equation 3.3 no longer accounts for all the extreme rays, and there are extreme rays
that are the result of cast shadows. Therefore, the formula for the upper bound on the num-
ber of extreme rays is generally more complicated than the quadratic expression m(m − 1)
above. This poses a formidable difficulty for computing the exact illumination cone (i.e.,
specifying all the extreme rays). Instead, a subset of the illumination cone can be computed
by sampling lighting directions on the unit sphere, and Equation 3.1 is accompanied by ray
tracing to account for the cast shadows.
In Chapter 4, we detail how to approximate the illumination cone efficiently by low di-
mensional linear subspaces. Those linear subspaces are spanned by the acquired images from
a particular arrangement of physical lighting. We demonstrate that there exist configura-
tions of k point light source directions, with k typically ranging from 5 to 9, such that by
taking k images of an object under these single sources, the resulting subspace is an effective
representation. An application of this representation is object recognition with fixed pose








Figure 3.4: The complex and nonlinear appearance manifoldM can be approximated as the
union of several simpler sub-manifolds and the connectivity between them; here, each sub-
manifold Ci is represented by a PCA plane. The connectivity between the pose manifolds
describes the probability of moving from one manifold to another at any time instance.
In Chapter 5, we present a complementary but simple method for estimating directional
lighting by a linear subspace constructed with the generic priors on face shape and re-
flectance. The result of the lighting estimate is then applied in a forward rendering step to
“relight” arbitrarily-lit input faces to a canonical form as needed for illumination-invariant
face verification. Although this technique cannot deal with large illumination changes, it
does have the advantage that only one image per object is required in the gallery.
3.2.2 Probabilistic Appearance Manifold
Another approach tries to approximate the appearance manifold resulting from large pose
variation by a collection of linear subspaces and the connectivity between pairs of them.
Suppose we are interested in recognizing and/or tracking a set of N human faces (indexed
by k). Let Mk denote the appearance manifold of person k. Since the appearance manifold
Mk is nonlinear, it is reasonable to decompose Mk into a collection of m simpler disjoint
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submanifolds, Mk = Ck1 ∪ · · · ∪ Ckm, with Cki denoting a submanifold in a decomposition
of person k’s appearance manifold. Each submanifold Cki is assumed to be amenable to
linear approximations by a low-dimensional linear subspace computed through principal
component analysis (i.e., a PCA plane). In the derivation of the following chapters, consider
each sub-manifold Ci to be a pose subspace since it captures the appearance of the object in
nearby poses. The connectivity P (Cki|Ckj) between these linear subspaces is represented by
a transition matrix whose elements capture the likelihood that successive frames will make
a transition between a pair of pose subspaces. The transition probability ensures that the
changes in pose do not occur arbitrarily but rather in a constrained order. This property is
useful for video-based object tracking and recognition. This representation is illustrated in
Figure 3.4.
In Chapter 6, this representation is learned by a batch training process from short video
clips. First, the K-means algorithm is applied to partition frames from the training video into
clusters. Images assigned to the same cluster usually arise from neighboring poses. Principal
component analysis (PCA [64]) is then applied to each cluster to yield a low dimensional
linear subspace approximation.
In Chapter 7, this representation is constructed by a online process. We start with
a prior generic appearance manifold that has been constructed from multiple pre-training
video sequences of different instances of the class. At enrollment time, we have a video
of a particular instance of the class. When processing this video, only one frame is used
at each time instance to update the appearance manifold. Over the sequence, the generic
appearance model evolves to an object-specific appearance manifold. The online learning
algorithm consists of two steps. The first is a pose estimation problem, where the goal is to
identify the best sub-manifold to which the current image of the specific object belongs with
the highest posteriori probability. The second step is to incrementally update the appearance
manifold. The result from the first step is applied to find a set of pre-training images that
are expected to appear similar to the specific object in other poses. Then all of the subspaces
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in the appearance manifold are updated to minimize the reconstruction error.
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Chapter 4
Acquiring a Linear Subspace
Approximation to the Illumination
Cone
4.1 Introduction
In this chapter, we demonstrate how to arrange physical lighting so that the acquired im-
ages of each object can be directly used as the basis vectors of a low-dimensional linear
space. When used for recognition, the result is comparable to the best previous methods
[1, 3, 5, 21, 23, 33, 85]. This approach provides a recipe for building a simple but robust
face recognition system. To enroll an individual, we only need to take several images (typ-
ically speaking, from 5 to 9) of the person under some fixed single light directions. From
a practical standpoint, acquiring images under a single distant and isotropic light source is
much easier and less costly than alternatives. This is particularly appropriate for acquiring
enrollment images of individuals in a controlled environment such as a driver’s license office,
a bank, or a security office. In addition, since the subspace is generated directly from real
images, potentially complex and/or brittle intermediate steps such as 3D reconstruction, or
PCA/eigen decomposition, can be completely avoided; nor is it necessary to acquire large
numbers of training images or to physically construct complex diffuse (harmonic) light fields.
Since this work is closely related to the ideas of harmonic subspace and illumination cone
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representations, we brief summarize harmonic subspaces H [3] for face recognition in Section
4.2. The image formation model and illumination cones C have already been described in
Section 3.2.1. The relationship between the harmonic subspace H and the illumination cone
C is also explained in Section 4.2. Our approach for computing the low-dimensional subspace
R and a universal configuration of the positions of physical lighting are detailed in Section
4.3, and Section 4.4 presents numerous experimental results. Section 4.5 contains a brief
summary and conclusion. Some important notation used in this chapter is listed in Table
4.1.
This research has been published in the IEEE Conference on Computer Vision and Pat-
tern Recognition (CVPR) 2001 [48, 36], and more complete results are going to be published
in the IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI) [51].
H Harmonic subspace
C Illumination cone
EC The set of normalized extreme rays in a particular illumination cone C
R Linear subspace
Rk k dimensional linear subspace
RC The illumination cone generated by the convex combination of the basis of the linear subspace R
IRn n dimensional image space
Ω A set of uniformly sampled points on the entire sphere/hemisphere; A set of extreme rays
ID The discrete set of 9-dimensional linear subspaces generated by the extreme rays in Ω
Table 4.1: Summary of important notation used in this chapter
4.2 Preliminaries
4.2.1 Lambertian Reflection and Spherical Harmonics
In this section, we briefly summarize the recent work presented in [3, 69, 70, 81]. Consider a
convex Lambertian object with uniform albedo illuminated by distant isotropic light sources,
and p is a point on the surface of the object. Pick a local (x, y, z) coordinates system Fp
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centered at p such that the z-axis coincides with the surface normal at p, and let (θ, φ)1denote
the spherical coordinates centered at p. Under the assumption of distant and isotropic light
sources, the configuration of lights that illuminate the object can be expressed as a non-












where λ is the albedo, and k(θ) = max(cos θ, 0) is called the Lambertian kernel. A similar
integral can be formed for any other point q on the surface to compute the reflected radiance
r(q). The only difference between the integrals at p and q is the lighting function L: at
each point, L is expressed in a local coordinate system (or coordinate frame Fp) at that
point. Therefore, considered as a function on the unit sphere, Lp and Lq differ by a rotation
g ∈ SO(3) that rotates the frame Fp to Fq. That is, Lp(θ, φ) = Lq(g(θ, φ)).
The spherical harmonics are a set of functions that form an orthonormal basis for the
set of all square-integrable (L2) functions defined on the unit sphere. They are the analogue
on the sphere to the Fourier basis on the line or circle. The spherical harmonics, Ylm, are





l (cosθ)cos(|m|φ) if m > 0;
NlmP
|m|
l (cosθ) if m = 0;
NlmP
|m|
l (cosθ)sin(|m|φ) if m < 0;
(4.2)
where Nlm is a normalization factor guaranteeing that the integral of Ylm ∗ Yl′m′ = δmm′δll′ ,
and P
|m|
l is the associated Legendre functions (its precise definition is not important here;
however, see [82]). In particular, there are nine spherical harmonics with l < 3. One
significant property of the spherical harmonics is that the polynomials with fixed l-degree
1To conform with the notation used in spherical harmonics literature, θ denotes the elevation angle and
φ denotes the azimuth angle. In the next section, however, we will switch the roles of θ and φ.
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form an irreducible representation of the symmetry group SO(3), that is, a rotated harmonic






The coefficients glnm are real numbers and are determined by g.
Expanding the Lambertian kernel k(θ) in terms of Ylm, one has k =
∑∞
l=0 klYl0. Because
k(θ) has no φ-dependency, its expansion has no Ylm components with m 6= 0. An analytic
formula for kl was given in [3, 70]. It can be shown that kl vanishes for odd values of l > 1,
and the even terms fall to zero rapidly; in addition, more that 99% of the L2-energy of k(θ) is
captured by its first three terms, those with l < 3. Because of these numerical properties of kl,
by Equation 4.1, any high-frequency (l > 2) component of the lighting function L(θ, φ) will
be severely attenuated. That is, the Lambertian kernel acts as a low-pass filter. Therefore,
for a smooth lighting function L, the result of computing reflected radiance using Equation
4.1 can be accurately approximated by the same integral with L replaced by L′, obtained
by truncating the harmonic expansion of L at l > 2. Since rotations preserve the l-degree of
the spherical harmonics (rf. Equation 4.3), the same truncated L′ will work at every surface
point.
4.2.2 Harmonic Images
From the above discussion, it follows that the set of all possible images of a convex Lam-
bertian object under all lighting conditions can be well approximated by nine ‘harmonic
images’, ‘images’ formed under lighting conditions specified by the first nine spherical har-
monics. Except for the first spherical harmonic (which is a constant), all others have neg-
ative values and therefore, they do not correspond to real lighting conditions. Hence, the
corresponding ‘harmonic images’ are not real images, and as pointed out by [3]: “they are
28
abstractions.” Knowing the object’s geometry and albedos, these harmonic images can be
synthesized using standard techniques, such as the ray-tracing.
For spherical harmonics, the spherical coordinates θ, φ are a little bit complicated to
work with. Instead, it is usually convenient to write Ylm as a function of x, y, z rather than
angles. Each spherical harmonic Ylm(x, y, z) expressed in terms of (x, y, z) is a polynomial
in (x, y, z) of degree l. The first nine spherical harmonics in Cartesian coordinates (with
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2 − y2); (4.8)
Figure 4.1 shows the rendered harmonic images for a face taken from the Yale Database.
These synthetic images are rendered by sampling 1000 rays on a hemisphere, and the final
images are the weighted sum of 1000 ray-traced images. Unlike [3] which only accounted
for attached shadows, these harmonic images also include the effects of cast shadows arising
from non-convex surfaces. Therefore, all nine harmonic images contain 3D information (i.e.,
the shadows) of the face. The values of the spherical harmonics at a particular point are





Figure 4.1: The nine simulated harmonic images of a face from Yale Database. These
harmonic images are ray-traced images that include the effects of cast shadows. Light gray
and dark gray respectively indicate the positive and negative pixel values. Since Y00 is a
constant, the corresponding harmonic image simply scales the albedo values as shown in
Picture 1. Pictures 4 is the harmonic image corresponding to Y1−1 = z, and has positive
values for all pixels. Here, the image plane is defined as the xy-plane.
4.2.3 Motivations
The main goal of this chapter is to give a set of configurations of lighting directions such
that the images taken under these lighting conditions can serve as a good linear basis for
recognition. In the following paragraphs, we will explain, in terms of illumination cones and
harmonic images, some of the heuristics that led us to believe the possibility of the existence
of such configurations. The actual computational problems that produce the configurations
will be described in the next section.
The good recognition results reported in [3] has indicated very clearly that the linear
subspace H generated by the harmonic images is a good approximation to the illumination
cone C [5]. Figure 4.2.3(A) gives a reasonable depiction of the relation between H and C. In
particular, we can imagine geometrically that the illumination cone is ‘thick’in the directions







Figure 4.2: An illustration of the cross section of an illumination cone C with the solid circles
denoting the extreme rays. A) The intersection C ∩H is shown as the solid line. Notice that
the intersection does not contain extreme rays, and H is parallel to the direction in which
C is the thickest. B) A possible linear subspace passing through extreme rays that is good
for face recognition. C) A PCA plane obtained by choosing a biased set of extreme rays p,
q, and r as samples.
From its very definition, H can be considered as intrinsic to C, since both are completely
determined by the object’s shape and albedo as expressed through the B matrix. It is then
natural to study the relation between H and C; in particular, how H intersects C and how
the set H ∩ C is situated (or embedded) in C. If Figure 4.2.3(B) can be a guide, one in-
teresting problem is to determine the set of extreme rays that are close to H as measured
by the L2 distance in the image space Rn, which have their linear span as close to H as
possible, and whose intersection of their linear span and C is as large as possible. Any such
set of extreme rays can replace the harmonic images and serve as a good basis for face recog-
nition. Of course, for different persons there would be a different set of such extreme rays
(images) because the associated illumination cones are different. That is, their locations in
the image space are different. However, we can reasonably expect that the shape of the two
illumination cones would be similar. With our common experience with human faces, it is
reasonable to expect the following:
Heuristic: Let e1α, e
1
β denote two images of a face (face one) corresponding to the lighting




β correspond to two more images of another face (face
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two) under the same pair of lighting conditions. If the L2-difference between e1α and e
1
β
is small (large), then the L2-difference between e2α and e
2
β should also be small (large).
That is, if two lighting conditions produce similar (dissimilar) images for one person,
they will also produce similar (dissimilar) images for everyone else. This heuristic implies
that if one illumination cone is “thick” in some directions, then for any other illumination
cone, there will be “corresponding” directions in which it is “thick”. At this point, it is
natural to inquire on how such correspondences in directions can be realized. What perhaps
has been neglected in the past is to regard an extreme ray both as an image and as a
direction (the direction of the light source that generated it). With this understanding,
it is straightforward to suspect that the lighting directions are responsible for this type of
correspondences between extreme rays of different persons. That is, two extreme rays from
different persons are considered to be in “correspondence” if they are generated by the same
lighting conditions (i.e., same directions). Combining the arguments above, the following
statement becomes plausible. Let {e1, · · · , ek} be a set of extreme rays for one face that is a
good approximation of its illumination cone and harmonic subspace H and {l1, · · · , lk} are
the corresponding lighting directions. For any other face, if {e′1, · · · , e′k} are extreme rays
generated by {l1, · · · , lk}, one should expect that {e′1, · · · , e′k} is a good approximation (in
the L2 sense) of the illumination cone.
Of course, there are many ways to arrive at a k-dimensional linear subspace. The most
common and straightforward way is to sample images in the cone and use the principal
component analysis. However, principal component analysis depends heavily on the sample
images used to define the correlation matrix, whose eigenvectors define the resulting PCA
plane. A biased set of samples (e.g., a small number of samples) would produce a PCA
plane that is not effective for face recognition, as illustrated in Figure 4.2.3(C). Instead of
gathering many images for each person in order to produce an unbiased subspace using PCA,
the algorithm proposed in the next section offers a more economical solution by specifying
how a set {e1, · · · , ek} of extreme rays can be obtained directly by specifying k different
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lighting conditions. Our task in the next section is to formulate a computational problem to
accomplish this.
4.3 Low Dimensional Linear Approximations of
Illumination Cone
In this section, we detail our algorithm for computing R, a low dimensional linear approx-
imation of an illumination cone. Given a model (human face), we assume that we have
the detailed knowledge of its surface normals and albedos. Using the methods outlined in
the previous section, we can easily render the model’s harmonic images and construct the
harmonic subspace H. Let C and EC denote the model’s illumination cone and the set of
normalized extreme (unit length) rays in the cone, respectively. For notational convenience,
we will not make any distinction between an extreme ray (which is an image) and the di-
rection of the corresponding light source; therefore, depending on the context, an element of
EC can denote either an image or a light source direction.
For greater generality, we will slightly modify the formulation of our problem. Let Ω
denote a finite subset of the unit sphere. In the following discussion, Ω will invariably
denote a set of uniformly sampled points on the entire sphere or a set of uniformly sampled
points on a hemisphere. Abusing the notation slightly, we will also call elements of Ω extreme
rays. Following [23], the set Ω will be considered as a subset of EC, and all computations
pertained to the illumination cone will be carried out with the set Ω, instead of the complete
set of extreme rays EC. This formulation allows a greater flexibility in applying our results
to face recognition. For instance, if some prior lighting distribution is known (e.g., light
sources are primarily frontal or lateral), Ω can represent a set of sampled points according
to the distribution. With Ω now defined, the desired linear subspace R will be spanned by
the extreme rays in Ω, i.e. R ∈ ID with ID denoting the discrete set of 9-dimensional linear
subspaces generated by the extreme rays in Ω. ID contains at most (e9) points, where e is the
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size of Ω.
4.3.1 Computing Linear Subspace R
Since R is meant to provide a basis for a good face recognition method, we require R to
satisfy the following condition:
Condition: The distance between R and H should be minimized.
Since we know that H is good for face recognition, it is reasonable to assume that any
subspace close to H would likewise be good for recognition. What is needed now is an
appropriate definition of the distance between two linear subspaces. One such notion of
distance between two planes is the principal angles between them ([25], pp. 584-585). If A
and B are matrices whose columns are orthonormal and span R and H, respectively, the
cosines of the principal angles between the R and H are given by the singular values of BTA.






The desired linear subspace R will be a global maximum of Sim on ID. Note that this
equation still makes sense when the dimension of R is no longer nine.
A straightforward way to solve the problem is to evaluate Sim on the discrete set ID
and locate its maximum. Alas, although ID is discrete, its size is prohibitively large. This
prevents a direct solution to the problem and therefore, a local greedy algorithm to reach a
reasonable approximation is needed. Instead, we compute R as a sequence of nested linear
subspaces R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R with Ri, i ≥ 0 a linear subspace of dimension
i and R0 ≡ ∅ as follows. First, we let Ωi denote the set obtained by deleting i extreme rays
2|αi| ≤ 1 and R = H if and only if all αi = 1.
3k is the minimum of the dimensions of R and H.
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from Ω. It follows that Ω0 = Ω. We will define Ri and Ωi inductively. Assume that Ri−1
and Ωi−1 have been computed. The sets Ωi and Ri are defined as follows: let xi denote the
element in Ωi−1 such that
xi = arg max
x∈Ωi−1
Sim(x⊕ Ri−1,H). (4.10)
Ri is defined as the space spanned by xi, and Ri−1: Ri ≡ xi⊕Ri−1, and the set Ωi is defined
as Ωi−1\xi. The algorithm terminates after R9 ≡ R is computed.
As with most greedy algorithms, the iterative process produces incrementally a k-dimensional
linear subspace for each k = 1, · · · 9. Each Rk can be regarded as a k-dimensional subspace
that is reasonably close to H and hence, a reasonable linear subspace for face recognition
under variable lighting. In Section 4, we will study a family of such nested linear subspaces
R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R for their effectiveness in face recognition.
4.3.2 Preliminary Experiments
In this subsection, we report our first results with the algorithm outlined above. In this
experiment, Ω is a set of 1005 uniformly sampled points on S2. For each sampled direction
(point), we produce the corresponding extreme ray by rendering an image under a single
directional source emanating from this direction (with intensity set to 1). This set of 1005
sampled extreme rays is used to define the domain for the maximization procedure specified
by Equation 4.10. We have implemented our algorithm for computing the linear subspace
R using the Yale Face Database B. For ten individuals, the Yale database contains a 3D
model (surface normals and albedos) and 45 images under different lighting conditions of
each person. Since the face is assumed to be Lambertian, the 3D model from the Yale Face
Database allows quick rendering of a required image.
For five people in the database shown in Figure 4.3, the results of computing the 9-
dimensional linear subspace R are shown in Table 4.3.2. Since all lights are sampled from
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Figure 4.3: Five of the ten uncropped faces in the Yale database. The results for each
individual are listed in Table 4.3.2.
the unit sphere S2, naturally we use the usual spherical coordinates to denote the light
positions. The coordinates frame used in the computation is defined such that the center of
the face is located at the origin, and the nose is facing toward the positive z-axis. The x and
y axes are parallel to the horizontal and vertical axes of the image plane, respectively. The
spherical coordinates are expressed as the pair (φ, θ) (in degrees), where φ is the elevation
angle (angle between the polar axis and the z-axis) with range 0 ≤ φ ≤ 180, and θ is the
azimuth angle with range −180 ≤ θ ≤ 180. In all subsequent experiments, all results are
reported with respect to this coordinates frame. It is worthwhile to note that the set of nine
extreme rays chosen by the algorithm has a particular type of configuration. First, the first
two directions chosen are frontal directions (with small values of φ). The first ray chosen, by
definition, is always the image that is closest to H and in most cases, it is the direct frontal
light given by φ = 0. Second, after the frontal images are chosen, the next five directions
are from the sides (with φ ≈ 90 ). By examining the θ values of these directions, we see
that these directions spread in a quasi-uniformly manner around the lateral rim. Third,
the eighth direction is always from behind (with φ > 90). This accounts for all the light
coming from the hemisphere that is behind the face. And finally, the last chosen direction
seems to be random. It is important to note that it is by no mean clear a priori that our
algorithm based on maximizing the similarity with H will favor such type of configurations.
Furthermore and most importantly, the resulting configurations across all individuals are
very similar.
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Lighting Directions Found by Maximizing Equation 4.9
Person1 Person2 Person3 Person4 Person5
  1    
( 0, 0)
  2    
(32, 5)  3     (84,174)
  4    
(65,90)
  5     
(77,−92)
     6    
(90,38)
        7     
(84,−45)
  8     
(128, 0)






































































Figure 4.4: The nine lighting directions found by maximizing Equation 4.9 for five of the ten
faces in Yale Face Database shown in Figure 4.3. The directions are represented in spherical
coordinates (φ, θ) centered at the face. The first coordinate is the elevation angle with range
0 ≤ φ ≤ 180 and the second coordinate is the azimuth angle with range −180 ≤ θ ≤ 180.
4.3.3 An Explicit Calculation
By maximizing (4.9) using a greedy algorithm, we have obtained a configuration of nine
lighting directions for each of the ten individuals in the Yale Face database. There are two
prominent and distinctive patterns emerged from the computations. First, the configurations
are very similar (and in many cases, identical) for different individuals. Second, the configu-
rations are composed almost entirely of direct frontal lighting directions and several lateral
lighting directions. Because the size of the domain ID is too large for a direct maximization
of (4.9), we have employed a straightforward greedy algorithm to reach the maxima; there-
fore, there is a lingering doubt on whether the two prominent patterns we have observed is
an artifact of the greedy algorithm or that they are indeed the intrinsic properties of our
solutions. In this subsection, we will maximize Equation 4.9 directly without using a greedy
algorithm. At the end, we will observe that the two prominent patterns still persist after di-
rect computation, and the results will suggest strongly that the patterns are indeed intrinsic
to our solutions.
To accomplish this, we have to drastically reduce the size of Ω from more than a thousand
sample points down to only two dozens. We will compute a 5-dimensional linear subspace R
generated by rays taken from two collections of sampled points on S2, IU and IU′. The first
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collection IU contains 35 points. We place 4, 8, 10, 8 and 4 light source direction uniformly
on the circles given by φ = 45◦, 65◦, 90◦, 105◦ and 115◦, respectively. In addition, we place a
light source at φ = 0◦, which is the direct frontal direction with respect to the face. We also
define the smaller collection IU′ of 21 points, by placing 1 4, 6, and 10 points uniformly on the
circles defined by φ = 0◦, 45◦, 90◦, and 125◦, respectively. Note that both collections contain
lighting directions from behind the face (those with φ > 90◦) as well as frontal directions.
Our experiment is straightforward: for each collection, we enumerate all possible 5-
dimensional linear planes generated by rays in the collection. For each ray in the collection,
we render its corresponding image by using the normals and albedo values provided by the
Yale Face Database B. We simplify the problem further, by assuming that R contains the
frontal direction φ = 0◦. Therefore, there are 46, 376 and 4, 845 different planes for IU and
IU′, respectively. The final result is the plane that gives the largest Sim(R,H) value.
For IU′, we have rendered images of all ten persons in the Yale Face Database B. Out of
4, 845 different configurations, our algorithm consistently picks one particular configuration
for all ten persons in the Yale Database. This configuration of five directions is (in spherical
coordinates)
(φ, θ) : {(0, 0), (90,−60), (90,−120), (90, 120), (90, 60)}. (4.11)
This configuration is symmetric with respect to the symmetric axis of the human face. It
contains frontal, sides and top/down directions. For the much larger collection IU, we have
also run the explicit algorithm on the Yale Database, and the result is again quite consistent.
Except in two of ten cases, our algorithm picks the same configuration for all individuals.
See Figure 4.5.
In [33], Hallinan has shown empirically that there exists a reasonably good 5-dimensional
approximation of the illumination cone C and a detailed characterization of these five basis




Figure 4.5: a. 21 images from the collection IU′. b. The five images for the resulting config-
uration of five lighting directions {(0, 0), (90,−60), (90,−120), (0, 120), (0, 60)} obtained by
maximizing Equation 4.9 explicitly.
ever, our results follow directly from the computational problem defined in Section 3 while
Hallinan’s result is obtained empirically by acquiring a large number of images and applying
PCA.
4.3.4 Maximizing The Intersection Volume
We have shown that by defining R as the linear subspace maximizing (4.9), for all individuals
in the Yale Face Database, R can be formed by arranging single directional light sources in
a special way. Although the algorithm employed a well-known concept of principal angles
from linear algebra, there are two serious drawbacks. First, because of the singular value
decomposition and Gramm-Schmidt process, the algorithm has a long computation time.
For each individual, it takes approximately fifteen minutes to compute the nine lighting
directions on a 1GHz PC. Second, conceptually, the algorithm does not really tell us much
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about the geometric relation between R and the illumination cone. For instance, why there
are lighting directions quasi-uniformly distributed along the lateral rim? Clearly, the answer
to this question may depend on the geometric relation between R and the illumination cone.
Since R is close to H, the geometric relation between R and the illumination cone can, in
principle, be inferred from the relation between H and the illumination cone. However, this
is clearly not very satisfactory and what we want is a formulation of the problem that takes
into account the geometric relations between R and the entire illumination cone.
To this end, we require R to satisfy the following two conditions (C denotes the illumi-
nation cone).
Condition 1: The distance between R and H should be minimized.
Condition 2: The unit volume vol(C∩R) of C∩R should be maximized (The unit volume
is defined as the volume of the intersection of C ∩R with the unit ball).
Before turning these two seemingly innocuous conditions into a workable computational
problem, we need to spell out precisely how the volume of C∩R can be defined and computed.
First, note that C ∩ R is always a subcone of C; therefore, maximizing its unit volume is
the same as maximizing the (solid) angle subtended by it. If {x1, · · · , xk} with xi ∈ Ω is a
basis of R, the cone RC ⊂ R generated by xi:
RC = {x|x ∈ R, x =
k∑
i=1
αixi, αi ≥ 0} (4.12)
is always a subset of C ∩R. If C ∩R = RC , vol(C ∩R) can be computed easily, e.g., taking
the determinant of {x1, · · · , xk}4. The following proposition will show that, in practice, RC
is indeed a worthy substitute for C ∩R.
4{x1, · · · , xk} are projected to the k-dimensional subspace generated by themselves. vol(C ∩ R) is then
the volume of solid angle subtended by the projected vectors.
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Proposition 1 If C ∩ R 6= RC, there exists a linear relation among the elements of Ω
containing some of the basis elements of R, {x1, · · · , xk}.
Proof: If C ∩ R 6= RC , there must exist x ∈ R such that x =
∑k
i=1 αixi with some αi < 0





all βi ≥ 0 and x′i ∈ Ω. This gives the following:
α1x1 + · · ·+ αkxk = β1x′1 + · · · βlx′l
Since βi are all non-negative and there exists at least one negative αi, moving the left hand
side to the right, we have a non-trivial linear relations among the elements of Ω containing
at least one element of {x1, · · · , xk}.
Since |Ω| ≈ 1000 and the image space Rn typically has dimension greater than 30, 000 (using
168-by-192 images), we expect that most of the extreme rays in Ω are linearly independent.
In fact, using an Ω with 500 elements, we have observed that the linear subspace spanned
by its extreme rays has 497 dimensions. That is, there are only three linear relations among
the elements of Ω; therefore, if k is sufficiently small (which is our case), we can avoid linear
relations involving our basis elements. What we have discussed so far shows that, in practice,
we can take C ∩R to be RC , and we will maximize the (solid) angle subtended by the cone
RC .
To compute R, we can formulate the following computational problem. First, we let
Ωi denote the set obtained by deleting i extreme rays from Ω. Ri and Ωi will be defined
inductively in terms of Ri−1 and Ωi−1 as follows:
Let xi denote the element in Ωi−1 such that





where as before Ri is defined as the space spanned by xi and Ri−1, and the set Ωi is defined
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as Ωi−1\xi. When computing R1, we define dist(x,R0) = dist(x, ∅) to be 1. Therefore, the
first element x1 is the extreme ray in Ω that is closest to the harmonic subspace H. The
algorithm terminates after R9 ≡ R is computed. In the equation above, the distance function
dist between a point x and H or Ri is defined as the L
2 distance between a point and a
linear subspace. Notice that the distance function dist is different from Sim used earlier. At
each stage, maximizing the numerator dist(x,Ri−1) gives us a linear subspace Ri ≡ x⊕Ri−1
that has a large solid angle. This is balanced by the denominator which ensures that R does
not deviate too far away from H. In principle, x /∈ H and dist(x,H) is always non-zero for
all x ∈ Ωi.
4.3.5 Discussion and Results
To satisfy Condition 1, it is tempting to find the nine extreme rays that are closest to H and
define R as the linear space spanned by these rays. We have observed that these nine extreme
rays are generally clustered around the direct frontal direction, and the resulting linear space
R is a poor approximation of the illumination cone. The explanation, according to Condition
Two, is because the resulting intersection R ∩ C has small volume. Geometrically, using
nearby (with respect to H) rays is no guarantee that R will be a good approximation of
H. Indeed, one can easily create a counter-example in three dimensions showing the peril
of choosing nearby rays for this purpose, and the situation becomes trickier when R has a
large co-dimension (which is our case).
On the other hand, the collection of images that are produced by extreme lighting con-
ditions (lighting from the sides, up/down or behind) generally produce large intersection
volume vol(C ∩ R), see Figure 4.6. Notice that these four images are mutually orthogonal
in the sense that their mutual L2-inner product is 0. This is because the sets of pixels il-
luminated in each images are mutually disjoint. Therefore, they will produce the maximal
possible value of
√
2 for dist(x,Ri−1), and the solid angle subtended by them will be maxi-
mal. However, the resulting intersection R ∩ C is only on the boundary of C and does not
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Figure 4.6: If R is the plane generated by these four images (taken under four extreme
illumination conditions), the intersection volume vol(C ∩ R) will be large according to our
definition. Note that these four images are mutually orthogonal in the sense that their mutual
L2-inner product is 0. This is quite obvious since their non-shadow parts never intersect.
contain the interior of C. To correct these pathological cases, we need Condition 1 to “pull
the plane inside.” Heuristically, the first condition favors lighting directions that are nearly
frontal while the second condition favors lateral lighting conditions. In this sense, the two
conditions actually complement each other.
The results of running the second algorithm on a set of 1005 uniformly sampled points
on S2 is reported in Table 4.7. As neither a singular value decomposition nor a Gramm-
Schmidt process are computed, the algorithm runs two to three times faster than the previous
algorithm. The general characteristic of the configurations obtained this time is similar to
the configurations we have obtained earlier: The first three directions are concentrated in
the frontal area and the next four directions are spread quasi-uniformly to the lateral area.
According to the discussion in the previous paragraphs, the quasi-uniform spread in the
lateral area occurred in both sets of results can be attributed geometrically to the fact that
the intersection R ∩ C tends to have a large volume.
4.3.6 Computing a Universal Configuration
The results in the previous section demonstrate that, for each individual, there exists a
configuration of nine lighting directions such that the linear subspace spanned by these
images is a good linear approximation of the illumination cone. The configurations are
qualitatively similar for different individuals with small variations in each lighting direction.
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Lighting Directions Found by Maximizing Equation 4.13
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Figure 4.7: The nine lighting directions found by maximizing Equation 4.13 for five of the
ten faces in Yale Face Database shown in Figure 4.3
It is then logical to seek a fixed configuration of nine lighting directions for all individuals
such that for each individual, on average, the linear space spanned by the corresponding
extreme rays is a good linear approximation to the illumination cone.
To find such a configuration, we can modify our previous method slightly by computing
the average of the quotient in Equation 4.13 over all the available training models. With
all the notations defined as above, we find the nested linear subspaces R0 ⊆ R1 ⊆ . . . ⊆
Ri · · · ⊆ R9 = R by computing each xi such that







Since we are computing Equation 4.13 for all the available face models (indexed by k)
simultaneously, for each x ∈ Ω, xk denotes the image of model k taken under a single light
source with direction x. Ωi denotes the set obtained by deleting i elements from Ω. k
indexes the available face models. Hk denotes the harmonic subspace of model k, and Rki−1
represents the linear subspace spanned by the images {xk1, · · · , xki } of model k under light
source directions {x1, · · · , xi}.
For the application to face recognition experiments in the next section, we will let Ω
denote a set of 200 uniformly sampled points on the ‘frontal hemisphere’. Since all the test
images, both Yale Face Database and the CMU PIE Database, were taken with lighting
directions located on the frontal hemisphere, Ω here is appropriately taken to contain points
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  8 (85,-4)
  5 (85,-42)
  4 (80,52)
  9 (51,67)
  1 ( 0, 0)
  2 (68,-90)
  3 (74,108)
  6 (85,-137)




Figure 4.8: Left: The universal configuration of nine light source directions with all 200
sample points plots on a hemisphere. Right: Nine images of a person illuminated by lights
from the universal configuration.
Subset 1 Subset 2 Subset 3 Subset 4
Figure 4.9: Images of one of the ten individuals in the Yale database under the four subsets
of lighting. See [23] for more examples.
sampled only from the frontal hemisphere.
We call the resulting configuration of nine directions the universal configuration. These
directions are { (0, 0), (68,−90), (74, 108), (80, 52), (85,−42), (85,−137), (85, 146), (85,−4),
(51, 67) }. They along with the 200 samples on the hemisphere are plotted in Figure 4.8. In
the next section, this set of nested linear subspaces R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R will
be applied in face recognition experiments.
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4.4 Experiments and Results
In the previous section, we have computed a configuration of lighting positions based on the
idea that the linear subspace formed by the images taken under these lighting conditions
should have a large intersection volume with the illumination cone. The subspace is also re-
quired to be close to the harmonic subspace that is known to model the illumination cone well.
The main result is a nested sequence of linear subspaces, R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R,
with basis images consisting of images taken under lighting conditions specified by these
lighting directions. In this section, we report on the results from a series of comprehensive
experiments that validate our argument for favoring such configurations. First, we use the
largest available subspace R9 in the nested sequence above for face recognition as the choice
of nine dimensions is largely motivated by the results in [3, 70]. Second, we use all the
subspaces in the nested sequence for recognition. As shown below, these results demonstrate
that subspaces with dimension greater than four all produce remarkably good recognition
results. In the third subsection, we demonstrate experimentally that our lighting configura-
tion is indeed special in the sense that it (almost) always provides a better face recognition
performance compared with a randomly generated lighting configuration. In the last part
of this section, we study the effectiveness of our subspaces in recognition experiments with
diffuse illumination rather than just a single point source. In all the experiments, the actual
recognition algorithm is straightforward. For each test image, we compute the usual L2 dis-
tance between the image and all the subspaces. The identity associated with the subspace
that gives the minimal distance to the image is declared to be its identity.
4.4.1 Recognition Experiments with Nine Points of Light
In this section, we apply the 9-dimensional subspace R9 in a recognition experiment to see if
the universal configuration of nine directions leads to effective face recognition compared to
other published methods. For the experiments, we used images from the Yale Face Database
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B [23] that contains images of ten faces each under 45 different lighting conditions, and the
test is performed on all of the 450 images. Following [23], the images are grouped into 4
subsets according to the lighting angle with respect to the camera axis. The first two subsets
cover the angular range 0◦ to 25◦, the third subset covers 25◦ to 50◦, and the fourth subset
covers 50◦ to 77◦.
Using the set of nine directions shown in Figure 4.8, we construct a linear subspace for
each of the ten persons by taking the images of each person under these lighting conditions
as the basis vectors of the linear subspace. In practice, the nine images should be real;
however, due to the lack of real images acquired under these lighting directions, we offer
two slightly different variations. In the first variation, which we call the Nine Points of
Light (9PL) with simulated images, the required images are rendered using a geometric and
albedo model from the Yale Database. In the second variation (9PL with real images), the
required basis images are taken directly from the database: basis images are images whose
lighting conditions are closest to the lighting conditions specified by our configuration. The
recognition results of using our configuration of nine lighting directions together with recent
illumination-insensitive recognition algorithms, such as Harmonic Images [3], Gradient Angle
[14], and other methods reported previously in [23] are shown in Table 4.2, ordered by
decreasing overall error rate.
The correlation method, the Eigenface methods, the linear subspace method, and the
cones methods were all trained using images from Subsets 1 and 2. The correlation method
and Eigenface method are widely used face recognition techniques, and they serve as a base-
line. Eigenfaces where the first three principal components are dropped is commonly used
to remove the effects of lighting. The linear subspace method and illumination cones meth-
ods attempt to model the set of images of an object under differing lighting conditions. In
the linear subspace method, the set is treated as a 3-D subspace while the Cones-attached
method is based on constructing an illumination cone that only accounts for attached shad-
ows whereas Cones-cast accounts for cast shadows. Note that the recognition rate is perfect
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on this dataset for Cones cast. Using a 9-D subspace defined by rendered Harmonic images
shows a 2.7% error rate for extreme lighting, and note that the 9PL method has a similar
error rate (2.8%) when rendered images are used; hence, it is likely that the 9-D Harmonic
planes and the 9-D subspaces produced using 9PL for each individual are indeed very close
to each other. The gradient angle method introduced in [14] uses only a single training im-
age, and compares images using a measure which is insensitive to lighting variation. Finally,
when the subspace for the nine point algorithm is based on real images, there are again no
errors.
All of the other methods reported in the table (except the Nearest Neighbor method and
Gradient Angle) require considerable amounts of off-line processing on the training data,
such as 3D reconstruction or eigen decomposition of the training data. For the Nine Points
of Light method, no training is involved! The work is almost minimal as only nine images
are needed.
At this point, it is reasonable to ponder whether it is important to represent an individual
by the 9-D subspace spanned by the nine images or would it be sufficient simply to use
the nine images as training images along with a straightforward classifier such as nearest
neighbor (or perhaps something a bit more sophisticated such as Eigenfaces or a feed forward
neural network). To answer this, we evaluated the recognition performance using the nearest
neighbor classifier with the same nine normalized images as training data, and the results
are also shown in Table 4.2. Since most of the training samples are from Subset 4, nearest
neighbor does reasonably well for Subset 4 with an error rate of 7.0%. However, unlike our
method that measures the distance to the subspace, the nearest neighbor classifier does not
generalize well to Subsets 1, 2, and 3.
4.4.2 Recognition with Lower Dimensional Subspaces
As shown in [5], the actual dimension of an illumination cone is the number of distinct
surface normals. Hence, for human faces, the actual dimension of the illumination cone is
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Comparison of Recognition Methods
Method
Error Rate (%) vs. Illum.
Subset Subset Subset Total
1&2 3 4
Correlation [23] 0.0 23.3 73.6 29.1
Eigenfaces [23] 0.0 25.8 75.7 30.4
Eigenfaces 0.0 19.2 66.4 25.8
w/o 1st 3 [23]
Nearest Neighbor (9 images) 13.8 54.6 7.0 22.6
Linear subspace [23] 0.0 0.0 15.0 4.6
Cones-attached [23] 0.0 0.0 8.6 2.7
9PL (simulated images) 0.0 0.0 2.8 0.87
Harmonic Images (no cast shadow) 0.0 0.0 3.571 1.1
Harmonic Images-cast (with cast shadows) 0.0 0.0 2.7 0.85
Gradient Angle [14] 0.0 0.0 1.4 0.44
Cones-cast [23] 0.0 0.0 0.0 0.0
9PL (real images) 0.0 0.0 0.0 0.0
Table 4.2: The error rates for various recognition methods on subsets of the Yale Face Data-
base B. Some of the entries (indicated by citation) were taken from published papers whereas
the 9PL, Harmonic Images, and Nearest Neighbor results are from our own implementation.
quite large; nevertheless, the previous results show that the illumination cone for a human
face (under a fixed pose) admits a good approximation by a 9-dimensional linear plane in
the image space. The natural extension of this conclusion is to further reduce the dimension
of the linear approximation and observe the resulting error rates.
We experimented with this type of dimensionality reduction by successively using each
linear subspace in the nested sequence, R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R, for face
recognition. For this experiment, we used an extended database with 1, 710 images of 38
individuals from the Yale Face Database B and C. As there are no recognition results reported
in the literature for other methods using this extended database, we only report on our own
method. The results are shown in Figure 4.10, and it is clear that the recognition rate is
still reasonably good even for five dimensions.
As alluded to earlier, these results corroborate well with the much earlier results of
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Figure 4.10: The error rates for face recognition using successively smaller linear subspaces.
The abscissa represents the dimension of the linear subspace while the ordinate gives the
error rate. Left: In this experiment, the extended Yale Face Database, containing 1, 710
images of 38 individuals, was used. Right: In this experiment, the CMU PIE database,
containing 1587 images of 69 individuals, was used. The database contains two sets of
images. The first set of images were taken under single directional light sources without
any background illumination. The recognition results for this set of images are marked with
crosses. The other set of images were taken under same set of single directional light sources
as the first set but with background illumination. The results for this set of images are
marked with circles. Note that we have used a 7-dimensional subspace instead of the usual
9-dimensional subspace. The smallest error rates obtained by using 7-dimensional subspaces
for recognitions with and without background illumination are 2.8% and 1.9%, respectively.
[21, 33]. They have shown that using 5 ± 2 eigenimages is sufficient to provide a good
representation of the images of a human face under variable lighting. The main distinctions
between these earlier results and ours are 1) the linear approximations provided by the
earlier work have always been characterized in terms of eigenimages. In contrast, our linear
approximations are characterized by real images. 2) There is no report of recognition results
in these earlier work while we have demonstrated that not only a good low-dimensional linear
approximation of the illumination cone is possible but it also provides reasonably good face
recognition results.
The experimental results reported so far have all used images in the Yale Face Database
[23]. This database was designed primarily for studying illumination effects on face recogni-
tion. A more recent database designed for similar purposes is the PIE database from CMU
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(See [79]). We have tested our recognition algorithm on the PIE database, and the results
are shown in Figure 4.10. For the illumination component of the PIE database, there are
1, 587 images of 69 individuals and 23 different illumination conditions. Due to the lack of
surface normal and albedos estimates, we cannot render the images under the nine lighting
directions specified in the previous section. Instead, we have decided to use some of the
images provided by the database as the training images. For each lighting direction specified
by our results, we choose the image in the PIE database with the closest lighting direction
as the corresponding training image. Since the lighting directions used in acquiring the PIE
database do not cover the sphere, two (out of nine) directions do not have an appropriately
near-by direction in the PIE database. Therefore, we selected only seven images for each
individual from the database as the basis of R. This leaves 16 test images for each individual.
4.4.3 Recognition Experiments with Randomly Generated
Lighting Configurations
The experiments reported in the preceding subsections have demonstrated the effectiveness
of the universal lighting configuration for face recognition. The universal lighting config-
uration shown in Fig. 4.8 is obtained by iteratively maximizing an objective function (rf.
Equation 4.14). Although the implication of the optimization problem has been elucidated
in the previous section, it is still natural to wonder whether there are other lighting con-
figurations which are capable of generating the same results. For example, can a randomly
generated lighting configuration have the same performance in face recognition as our univer-
sal configuration? We answer this question experimentally by randomly generating a large
number of different lighting configurations and comparing the face recognition performance
with the face recognition results reported earlier using the Universal Configuration.
In this experiment, we use the extended Yale Face Database (1, 710 images for 38 peo-
ple). In this Database, each individual has his/her images taken under 45 different lighting
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directions. We randomly generate configurations of five lighting directions among these 45
different lighting directions and the corresponding five images are taken to form the basis
vector of a subspace. Therefore, for each randomly generated lighting configuration, there
are five images for training and 40 images for testing. We randomly generate 16, 000 different
configurations of five lighting positions and this number corresponds to roughly 1.5% of the
total number of configurations (455 ) = 1, 221, 759.
Using our configuration of five lights (R5), the recognition result is remarkable: with
an error rate of 0.2%, only four images out of the total of 1, 710 images are incorrectly
recognized. The mean error rate for randomly generated source directions is just under
10% (165 images) with the median of about 4%. Therefore, by randomly picking lighting
conditions to form subspaces, we expect the error rate to be an order of magnitude larger
than using our configuration. Most impressive is the fact that there are only three lighting
configurations (out of the total 16, 000 tested configurations) that perform better than our
configuration. Furthermore, these three configurations all share the same basic pattern with
our configuration in the spatial distribution of their lighting directions. That is, a frontal
lighting direction coupled with four (near) lateral directions.
4.4.4 Recognition with Ambient Lighting
So far, the empirical study of illumination effects on face recognition has focused on test
images taken under single distant point light sources [23]. It has been conjectured earlier
that with significant ambient lighting or multiple distant point sources, recognition should
be simpler [5]. Using the illumination cone, it is straightforward to explain this conjecture.
The images formed with ambient lighting or multiple distant point sources are located in
the interior of the illumination cones. On the other hand, images formed by single direct
distant sources belong to the boundary of the illumination cone. Therefore, the latter type
of images are harder to recognize than the former type. In this subsection, we verify this
conjecture experimentally using both the CMU PIE database and the Yale database.
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The CMU PIE database contains two similar sets of images with exactly the same set of
single distant lighting directions. The difference is that one set contains ambient illumination
while the other does not. With ambient lighting, images generally do not contain hard (cast
and attached) shadows caused by the geometry of the face; instead, soft shadows are present.
We tested our method (with R of dimension seven) on the set of images with ambient
lighting exactly as in the previous section, and the results are shown in Figure 4.10. Note
the recognition results from testing images with ambient lighting are consistently better than
the results without ambient lighting. In particular, using only one image (the image under
the frontal lighting) as the training image, the error rate is about 50%. With 69 individuals
in the database, a random pick will have an error rate of 98.5%.
To further verify this conjecture, we will again turn to simulated images. The basic idea
of the next set of experiments is simple. We start with a single distant light source and try
to simulate the effect of successively turning on more light sources. The main question that
needs to be resolved by the experiments is whether adding more light sources indeed makes
the recognition task easier.
More precisely, for each experiment we will define a sequence of twelve lighting conditions,
L = {L1, · · · , L12}. The first lighting condition, L1, consists of only one single light source.
For 1 ≤ k ≤ 11, an additional source lk will be added to the sequence successively.
Lk+1 = Lk ∪ {lk} (4.15)
Since the Yale Face Database is used in the experiment, the light sources lk will all be
taken from the light sources present in the database. For each individual and each lighting
condition Lk, we simulate the image taken under Lk by taking a suitable linear combinations
of images in the database. More precisely, if the lighting condition Lk consists of k different
single distant direct light sources, {l1, · · · , lk}, for each individual, we simulate the image
taken under Lk by taking the average of the corresponding images (real, not rendered) in
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1 3 5 6 8 10 12
Figure 4.11: An example of seven images from a twelve image sequence Ln creating by
turning on successively more distant light sources. The numeral indicates the number of
distant sources when synthesizing each image. The gradual disappearance of shadows is
noticeable, particularly in the areas around the eye sockets and the lower cheek.
the Yale Face database:
ILk =
Il1 · · ·+ Ilk
k
, (4.16)
where Ili is the image in the database taken under the light source direction li. These
simulated image will constitute the test images for the experiment. As before, we will use
the nested sequence of linear subspaces R0 ⊆ R1 ⊆ . . . ⊆ Ri · · · ⊆ R9 = R in the recognition
experiments.
In this experiment, 50 randomly generated sequences of L were selected, and Figure
4.11 shows one example of a sequence of seven images of an individual from the Yale Face
Database under a randomly generated sequence of lighting conditions L. Please notice the
softening of the shadows as the sequence progresses.
The average recognition results are shown in Figure 4.12. These results support the
conjecture stated earlier. That is, adding lights that can remove shadows does decrease the
error rate and makes recognition task easier. We can see that the error rate goes below
10% when enough lights are turned on, even though the method was trained with a single
frontaly illuminated image. The results show that the ambient lighting conditions from those
randomly generated testing sequences make the recognition problem particularly easy.
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Figure 4.12: The error rates for face recognition under the sequence of lighting conditions
that resolves soft shadows at the end. The abscissa represents the number of single distance
light sources used. The figure includes all the results using all nine linear subspaces. From
dimension 5 to 9 of those linear subspaces, the error rates are almost zero.
4.5 Conclusions
We have shown that there exists configurations of single light source directions that are
effective for face recognition. Depending on the difficulty of the lighting condition (e.g.,
strong or weak ambient lighting) and the degree of accuracy required, the number of single
light source directions in the configuration can range from five to nine. The linear subspace
spanned by the corresponding images is a good approximation to the illumination cone, and
it provides good face recognition results under a wide range of difficult lighting conditions.
We obtain the set by maximizing a function defined on the set of extreme rays of the illumi-
nation cone. Our result provides a recipe for building a simple but robust face recognition
system. By taking several images of each individual with single light sources emanating from
these directions, our results show that these nine images are already sufficient for the task of
recognizing faces under different illumination conditions. The usual complicated intermedi-
ate steps, such as the 3D reconstruction, can be completely avoided. Recently, Schechner et
al. [75] pointed out that taking a set of images under multiplexed illumination rather than
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by a collection of single point light sources, the signal-to-noise ratio (SNR) will be reduced.
Without noise, the resulting images acquired under multiplex illumination would span the
exact same subspace as with just the nine single source images. But presumably, the lower
SNR would lead to lower error rates.
One surprising conclusion of our work is that for modeling the effect of illumination on
human faces, linear superpositions of a few directional sources are likely to be sufficient and
effective. The basis images invariably contains one or two frontally-lit images and four to
five laterally-lit images. Furthermore, as few as one or two frontally-lit images may already
be sufficient as the training images if the lighting conditions are known to contain strong
ambient components. This hints at an interesting venue for future research. Suppose some
prior knowledge on the lighting distribution is known. An interesting problem is how to
design a recognition algorithm that requires the minimal number of training images and
under what conditions should these be acquired.
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Chapter 5
A Practical Face Relighting Method
for Directional Lighting Normalization
5.1 Introduction
Chapter 4 has presented a modelling approach to acquire real images and use them as
the basis vectors of a low-dimensional linear subspace. Since this compact low-dimensional
subspace captures the image variation under all lighting conditions, it provides good face
recognition results under a wide range of difficult lighting conditions.
This chapter present another approach to generate lighting invariant signature images for
face recognition. This approach assumes a common underlying 3D shape for all individuals
and utilizes the albedo or diffuse reflectance (skin texture) as the main source of identity
information. With this assumption, the approach first estimates the dominant directional
light source in an uncalibrated image of a face. Then a fast and efficient relighting technique
is applied to normalize the input image to an illumination-invariant template for robust
pattern matching and face recognition. This technique of lighting normalization cannot deal
with large illumination changes; however, it does have the advantage that only one image
per object is required in the gallery. In addition, the necessary computations require less
than 5 image-sized dot-products.
The rest of this chapter is organized as follows. In Section 5.2, we first detail our algorithm
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for lighting estimation. Given the lighting estimation result, our approach for relighting
arbitrarily lit input images to appear as if they were acquired under the desired illumination
is presented in Section 5.3. Experimental results on a large face dataset are reported in
Section 5.4. We conclude this chapter with remarks in Section 5.5.
The research presented in this chapter has been submitted to the IEEE Conference on
Computer Vision and Pattern Recognition (CVPR) 2005 [53].
5.2 Lighting Estimation
In this Chapter, we continue using the Lambertian or “diffuse reflectance” (constant BRDF)
illumination model for the human face as already described in 3.2.1. We assume that human
faces are illuminated by a mixture of ambient light and a major (single) point light source
at infinity s ∈ IR3 with intensity |s|. We designate the unit surface normal s/|s| as the
direction to the light source (ı.e., pointing out). This direction (e.g. in azimuth/elevation
angles) is our main estimate of interest. The magnitude of the light source, on the other
hand, is of little consequence in our analysis since it can be absorbed by the imaging system
parameters modeling gain and exposure. Under the simple Lambertian (constant BRDF)
model, Equation 3.1 can be modified to handle the mixture lighting environment as following:
I = α[max(Bs, 0) + c~ρ] + β (5.1)
where α and β are scalars and represent intrinsic camera system parameters such as lens
aperture and gain setting. In our analysis, (α, β) are essentially nuisance parameters which
only effect the dynamic range (gain) and offset (exposure bias) of pixel intensity but not
the lighting direction. Therefore, we can always set (α, β) to their default values of (1, 0)
with proper normalization. The parameter c represents the relative strength of the ambi-
ent lighting and we will show how it can be estimated in Section 5.3. The terms, B, ~ρ,
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and max(Bs, 0), account for the shape-albedo matrix, vectorized albedo map, and attached
shadows respectively as defined in Section 3.2.1.
For simplicity’s sake, we are assuming that a single (principal) light source alone is respon-
sible for the majority of the observed directional lighting in the image (diffuse attenuation
and/or shadowing) and that any other light sources present in the scene (diffuse or direc-
tional) are non-dominant, hence their overall contribution can be represented by a global
ambient component with relative intensity c in Equation 5.1. Nearly all 2D (view-based) face
recognition systems are adversely affected by directional lighting, but to a much lesser extent
by more subtle lighting effects [65]. Therefore, in most cases and for most algorithms the
principal directional component is a more critical factor than any other lighting phenom-
ena, especially when the other light sources are non-dominant. Therefore, accounting for
this principal illumination factor by effectively “undoing” its effects can enhance verification
performance.
Estimation of the principal lighting direction can be carried out with a least-squares
formulation with the right simplifying assumptions, especially given the relatively simple
illumination model in Equation 5.1. More importantly, We can solve this problem rather
efficiently (in closed form) with elementary matrix-vector-operations.
To solve for the unknown light source we use a matrix equation for least-squares mini-
mization of the approximation error in Equation 5.1 in the new vectorized form
argmin
s
‖ I − αc~ρ−Bs ‖2 (5.2)
which yields the solution
s∗ = (BTB)−1BT (I − αc~ρ− β) (5.3)
Note that we are only interested in the direction of the light source vector s∗/|s∗| and not its
magnitude (which depends on the specific camera gain/exposure). Moreover, this estimation
problem is well-behaved since it is heavily over-constrained: the number of nonzero elements
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in I (“observations”) is on the order of O(103) as compared to the 3 unknowns in s∗ (in fact,
since we only use the direction there are only 2 angular estimands: azimuth & elevation).
The estimate of the principal lighting direction is therefore quite stable with respect to noise
and small variations in the input I. Note that the derived matrix B comes from a generic
shape and albedo and hence represents the entire frontal face object class. Assuming that
it is adequately representative, there is no need to measure the exact shape (or even exact
albedo) of an individual as long as all shapes (and albedos) are roughly equal to first order
(i.e., as far as lighting direction is concerned).
Furthermore, The pseudo-inverse (BTB)−1 in Equation 5.3 is directly proportional to the
error covariance of the least-squares estimate s∗ under Gaussian noise. If we further define
the p×3 matrix P = B(BTB)−1 we see that the only on-line computation in Equation 5.3 is
the projection of the input vector I onto the 3 columns of P which are linearly independent.
In fact, they are basic functions for the illumination subspace of our generic face (frontal
face class). Moreover, we can always find an equivalent orthogonal basis for this subspace
using a QR-factorization: P = QR, where the unitary matrix Q has 3 orthonormal columns
spanning the same subspace as P and the 3× 3 upper triangular matrix R now defines the
quality of the estimates since R−1 is a Cholesky factor (matrix square root) of the error
covariance. The QR factorization aids the interpretation and analysis of the estimation in
terms of pixels and bases since the input image is directly projected onto the orthonormal
basis Q to estimate the lighting direction (the QR decomposition also saves computation in
larger problems). In Section 5.4 we will show an example of this factorization.
Since P and Q are independent of the input data, they can be pre-computed off-line and
then stored. Also, the computational cost of using Equation 5.3 is quite minimal (requiring
only 3 image-sized dot-products), and since the subsequent relighting (see Section 5.3) re-
quires only one dot-product, the lighting normalization process is very practical for real-time
implementation, or it can be embedded in a much larger face processing system).
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Sphere Ellipse Face Albedo
Figure 5.1: Range maps for 3 progressively more complex shapes: a sphere, an ellipse and a
generic face (note its smoothness). The effective albedo image is shown on the right.
5.2.1 Estimation Analysis
To evaluate our estimation technique we chose the Yale Face Database B which contains im-
ages of 10 individuals imaged under 45 different lighting conditions (our tests were performed
on all 450 images). Following the protocol established in [23], the images were grouped into
4 subsets according to lighting direction angle with respect to the camera. The first two
subsets cover the range [0◦, 25◦], the third subset covers [25◦, 50◦] and the fourth covers
[50◦, 77◦]. Figure 4.3.6 shows sample images from the four different subsets in the Yale Face
Database B.
These 450 images were manually cropped, geometrically aligned as best as possible and
down-sampled to size 80 × 64 and then masked (but no photometric processing was per-
formed). The choice of resolution was partly due to an operational specification (of a
pre-existing face verification system) and also due to the challenge of working with a low
resolution nearer to the limit at which surface normals can be reliably computed from a
(potentially) noisy range map.
For our generic shape model we used the average 3D shape of 138 individuals in the
DARPA HumanID database of 3D Cyberware scans [19]. The resulting average 3D face
shape, seen in Figure 5.2, was first down-sampled and converted to an 80 × 64 range map
(frontal depth) which was then smoothed using a Gaussian blur in order to reduce any
quantization noise in its surface normals. Then, our generic face shape’s surface normal map
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Figure 5.2: 3D face shape
Light Source Estimation with Frontal Faces using Different Shapes
Mean Errors (in azimuth and elevation)
Surface Geometry subset 1 2 subset 3 subset 4 1234 combined
AZ EL AZ EL AZ EL AZ EL
Sphere 6.4 7.8 10.3 17.2 5.3 24.1 7.1 15.4
Ellipse 1.3 7.5 2.2 17.1 11.2 23.1 4.6 14.9
Face 2.3 4.9 3.0 6.7 5.5 9.2 4.5 5.5
Table 5.1: Mean errors (in degrees) for the underlying shapes used in estimating lighting
directions on subsets of the Yale database.
n(x, y) was computed and registered with the image plane (using the fixed eye positions only)
thereby aligning our standardized 2D input image I(x, y) format with the surface normals
of our 3D model. As a rough 2nd-order approximation to the generic face shape, we also
computed range maps for a comparably-sized sphere and ellipse as shown in Figure 5.1.
For the average albedo we found it sufficient to use the facial texture obtained by averaging
images of all 10 individuals in the Yale database with near-frontal lighting (subset 1+2). By
averaging (integrating) over all illuminations we (approximately) simulate diffuse or non-
directional lighting. This average texture map was then processed (smoothed, denoised,
etc.) and normalized to the range [0, 1] to serve as our generic face albedo. We should
note that the albedo plays a secondary role (in estimating the illuminant) as compared to
the geometry encoded in the surface normals. In fact, without going into the details, we
mention that we were able to obtain almost as good estimates even with constant albedo.

















Figure 5.3: Yale Database B lighting angle estimation plotted in degrees (elevation vs.
azimuth). Red dots represent ground truth lighting angles. Blue dots are the mean estimates
based on the 10 individuals. Blue dots are also the centers of the error covariances shown as
blue ellipses (95% confidence interval). Results are grouped into 3 plots {12, 3, 4} based on
the 4 subsets shown in Figure 4.3.6.
Figure 5.1 shows the generic face albedo we used for the Yale dataset.
In Table 5.1 we have summarized the mean estimation errors (in azimuth/elevation de-
grees) for the 3 shapes in Figure 5.1 (sphere, ellipse, face). All 3 shapes were used to estimate
lighting direction of all 450 images in the Yale Face Database B. Each error value reported
in the table is the average difference between azimuth and elevation of the ground truth
source and the computed lighting directions obtained from s∗ in Equation 5.3 with c = 0
as there is no ambient component in this dataset. From the totals column in the table (far
right) the mean errors over all lighting directions are about 5 deg with the generic face and
an average of about 10 deg (for both azimuth and elevation) with the sphere and ellipse. For
near-frontal lighting (subset 1+2) the difference between the two simple shapes and the face
is relatively small in terms of the mean error.
For a more revealing analysis of the face-based results above we must look a bit more
closely at the individual estimates. Figure 5.3 plots the distribution of all lighting estimates
for all 10 individuals in the database. By comparing the mean estimates (blue dots) with the
ground truth (red dots) we see a high degree of correlation between the two. Furthermore,
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there is as a surprising degree of accuracy considering all the convenient assumptions made in
formulating the solution in Equation 5.3. Clearly, the blue error covariance ellipses confirm
variation with between individuals as expected (due to differing geometry/albedo) but these
estimates are certainly “correct” in the trend, especially with respect to the azimuth. It
is only at the most extreme angles (subset 4) that we see the estimates “saturate” near a
limiting angle of 50 deg (which is most likely due to a lack of resolution in depth and the
spatial boundary of the mask).
In Figure 5.3 we also see, based on the orientation of the error covariances, that the
error estimate (uncertainty) is much greater along elevation than it is along aziumth. This
raises an interesting question: what is limiting the precision of elevation estimates? To help
explain this phenomenon, in Figure 5.4 we show two separate histograms for the azimuth
and elevation of the surface normals in our generic face shape. Note that the variation in
azimuth of the surface normals (±50 deg) is greater than the variation in elevation (±20 deg).
This limited “bandwidth” in the elevation distribution reduces the effective precision of the
estimates of elevation (i.e., there are far fewer surface normals with high elevation angles).
This is partly due to an intrinsic feature of the shape of the human face, which to a first-
order approximation is an upright cylinder or ellipse (both of which span a limited range of
elevation) and partly due to the limitation of the smoothed low-resolution face shape we are
using (see subset 4 in particular in Figure 5.3).
5.3 Face Relighting
Given an estimate of the input image’s directional lighting we can approximately “undo
it” by estimating the individual’s albedo (diffuse skin texture) and then relight this specific
albedo (combined with a generic shape) under any desired illumination (e.g., frontal or pure
diffuse).
Whereas both generic shape and albedo were required in the inverse problem of estimating
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Figure 5.4: The histograms of the azimuth and elevation angles of the surface normals of
the average (generic) face shape.
directional lighting, only generic shape is needed in the forward problem of relighting (as
the input itself provides albedo information). Clearly, the basic assumption here is that
all individuals have the same 3D geometry (that of our average shape). However, we find
that moderate violations of this basic assumption are not highly critical to the verification
performance since what is actually relighted to generate an invariant template is the facial
texture of the individual herself and this texture carries most of the identity information for
2D face recognition. In fact, it is not possible to drastically alter the input image’s albedo
(skin texture) by using a (slightly) different 3D face shape. Therefore, despite the variations
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Figure 5.5: The orthonormal basis Q in the QR-factorization of P = B(BTB)−1 in Equation
5.3 for internal datasets I & II.
in geometry every individual’s identity is mostly preserved as long as their face texture is
retained.
Referring back to Equation 5.1, once we have a lighting estimate s∗ and our “plug-in”
shape (surface normals of the average face) we can directly solve for albedo using
ρ∗ =
I − β
α(nT s∗ + c)
, I 6= 0, nT s∗ ≥ 0. (5.4)
where from hereon we have suppressed the spatial indices (x, y) for all 2D-arrays (I, ρ and
n) for clarity. Notice that the estimated albedo ρ∗ at a point (x, y) depends only on the
corresponding pixel intensity I(x, y) and the surface normal n(x, y). Thus, if a scene point is
in shadow and there is no ambient illumination (c = 0), I will be zero and nT s∗ is negative. If
so, the corresponding albedo cannot be estimated with Equation 5.4 and a default (average)
albedo must be substituted in for that pixel.
The estimated albedo is then relighted in order to generate our invariant (fixed-illumination)
template Io
Io = αo[max(B
∗so, 0) + co ~ρ∗] + βo (5.5)
where so denotes the desired template’s illumination (defaulted to on-axis frontal lighting)
and co is the output ambient component. Similarly αo and βo designate the output (dis-
play/storage) image format parameters.
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5.4 Verification Experiments
To evaluate the performance of this lighting normalization technique in an actual face verifi-
cation test we used face database captured at MERL (had we chosen the same Yale Database
B which has only 10 individuals, our performance results would have been statistically in-
significant). This data comes from an unconstrained and realistic access-control operational
scenario inside a large industrial plant. The data was captured on two different days and
in two separate locations in the facility with no specific lighting control. Approximately
500 individuals were automatically detected from a surveillance video using an enhanced
face/feature-detector based on [45] and then geometrically aligned and cropped to our 80×64
image format and stored on disk (no photometric pre-processing was performed).
We put together and processed (by averaging and filtering) a suitably smooth and diffuse
average face albedo (texture) for this dataset which is shown in Figure 5.8(b). Then we
computed the corresponding shape-albedo matrix B in Equation 5.3 using the same average
3D shape used with the Yale database in Section 5.2. Figure 5.5 shows the orthogonal
illumination subspace of this database’s generic face. Notice how both the horizontal and
vertical lighting directions are decoupled into separate bases. The third basis image is the
global intensity or amplitude (recall that we are interested in the two degrees of freedom in
azimuth and elevation). The mottled appearance in the 2nd basis image is mostly due to
the quantization noise in the surface normals (we did not smooth the surface normals too
much, and this obviously shows).
Unlike the Yale Database B, our internal dataset does have ambient lighting which we
can model with the ambient parameter c in Equation 5.3. By using a representative set of N













where ρi(c) denotes the albedo of the i-th training image estimated with the relative ambient
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Original Images
Relighting by Linear Ramp
Frontal Relighting using Equation 5.5
Figure 5.6: Comparison of the linear ramp method with our lighting normalization. Three
images from different illuminations: frontal, left and right directional lighting (shown left to
right).
intensity c in Equation 5.3.
We now demonstrate the range of our estimation and relighting capability using a small
subset of our internal database which we call Dataset I. This subset has frontal views of 32
individuals under three (maximally) different lighting conditions: frontal lighting (for the
gallery images) and left and right directional lighting (for the probe images) both of which
are mixed in with some (unknown) proportion of ambient illumination. For each lighting
condition 10 images of each individual were taken for a total of 960 images.
Figure 5.4 shows a representative sample of our frontal relighting technique applied to the
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gallery and probe images (left, then center and right, respectively) of one of the 32 individuals
in Database I. The top row shows the original (unprocessed) input images and the bottom
row shows our relighting results. Clearly, the directional component of the illumination
has been successfully removed and the frontally relit image has been generated in its place
(which incorporates an ambient component estimated with Equation 5.6. In contrast, the
middle row shows the results obtained with linear ramp normalization.1. The saturation
observed is a common feature of linear ramp normalization since this technique is essentially
ignorant of any shape variation that departs from the implicit Lambertian flat surface. The
linear ramp model is also quite susceptible to the specular highlights which can be rather
significant outliers in the linear fit. We also compared our results to histogram equalization
(not shown) but the ROC curve was worse than the linear ramp.
Of course visual inspection of the apparent “good” quality of the relighted images is
(for us) a secondary issue (unlike say, in computer graphics). We are primarily interested
in improving the accuracy of face verification under arbitrary illumination. Therefore, we
compared the verification performance of a given algorithm with our relighted images versus
with the original (raw) images. We specifically wanted to illustrate a phenomenon which
was universal, simple to understand, made the least algorithmic assumptions and could be
easily duplicated by others. Therefore, we chose a “model-free” matching metric in the form
of simple L2 norm of the difference between the probe and gallery images or equivalently
the Euclidean distance in pixel space. Figure 5.7 shows the resulting receiver operating
characteristic curve (ROC)2 obtained using the inverse of the L2 norm as a similarity met-
ric for verification. We see that the commonly reported performance measure, the “equal
error rate” (EER), drops from approximately 20% with raw imagery down to 4% with our
1The linear ramp (also sometimes known as the “facet” model) fits a linear intensity “ramp” to the image
by minimizing the error ‖ax+by+c−I(x, y)‖2. This ramp is then subtracted from the image (supposedly to
remove an illumination gradient), and the residual image is then renormalized to occupy the desired dynamic
range.
2The receiver operating characteristic curve (ROC) used in this Chapter is a plot of the false positive
rate against the false negative rate.
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Figure 5.7: The ROC curves of the face verification test based on L2 distance in internal
Databset I. The diagonal (dashed) designates the EER line.
frontal relighting technique (an improvement of a factor of 5). By comparison, the linear
ramp normalization achieves approximately 7% EER. Moreover, the ROC curve for frontal
relighting is superior to the linear ramp at every operating point specified by a given pair
of false accept rate (FAR) and false reject rate (FRR). Although the improvement trend is
quite clear and pronounced in this test, these results are based on only 32 individuals and
may not generalize to larger datasets.
In order to obtain a more statistically significant performance measure, we assembled
a dataset, called Database II, to accurately calibrate and benchmark the performance ad-
vantage provided by using this lighting normalization. Database II consists of a gallery of
3,444 images of 496 individuals and a probe set of 6,663 images of 363 individuals not all
of whom are in the gallery (i.e., impostors). Sample images for one individual can be seen
in Figure 5.8. Notice the bright highlights and specular reflection off the spectacles and the
relatively overhead (high elevation) lighting direction in the center image (including shadows
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(a) (b)
Figure 5.8: (a) Database II sample images of an individual in gallery (left) and probes (center
and right). Also shown is (b) the mean “albedo” image used.
of the lens and the rims of the glasses on the cheeks). Obviously, the lighting in these images
is much more complex than simple directional illumination with Lambertian reflectance.
Figure 5.9 shows the ROC curve for the verification test with Dataset II. These results
were computed based on the statistics of almost 23 million probe-to-gallery matches yielding
a relatively high degree of statistical significance. Despite the fact that these images do not
contain a single directional lighting component and moreover exhibit some non-Lambertian
phenomena (specularity, shadowing, inter-reflection, etc.) we see a similar improvement
trend with the same rank ordering of performance under the two candidate lighting nor-
malizations performed.3 Specifically, we see the raw data yield an EER of 10% (lower than
the 20% in the previous figure since although the illumination is more complex it is still
mostly near-frontal and less extreme than in Figure 5.4). As seen in the figure, our relight-
ing technique achieves an EER of 5%, compared to 7% with the linear ramp normalization.
Considering the size of this test and the subsequent accuracy of the performance estimates
(not just the EER but the entire ROC curve) it is perhaps surprising that this illumination
model still manages to provide a sizeable performance advantage in complex lighting; espe-
cially with imagery in which directional lighting does not seem (at first glance) to be the
main complicating factor adversely affecting verification performance.
3 Although not shown in Figure 5.9, the ROC curve for histogram equalization is slightly worse than the
linear ramp method.
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Figure 5.9: The ROC curves of the face verification test based on L2 distance using Dataset
II. The diagonal (dashed) designates the EER line.
5.5 Conclusions
The contributions of this chapter are essentially two-fold: first, a simple and practical method
for estimating the dominant directional light source in a photometrically uncalibrated image
of a face (whose exact shape and albedo are basically unknown) and secondly, a fast and
efficient relighting technique for normalizing the image for illumination-invariant template
matching and recognition. The necessary computations require less than 5 image-sized dot-
products.
Furthermore, we have demonstrated the superiority of our technique in experiments with
both public datasets such as Yale Face Database B and our own internal datasets of realistic
access-control imagery which exhibits complex real-world illumination environments. This
performance enhancement is directly due to a tighter clustering of an individual’s images in
the image space, which will very likely help more sophisticated matching algorithms achieve
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illumination invariance.
These results indicate that relatively robust estimation of lighting direction and the








In this chapter, we propose a unified framework and a new type of appearance model that
that can simultaneously track and recognize human faces. This framework tightly integrates
a tracking and a recognition algorithm, and both tracker and recognizer share the same
appearance model. The sharing of the model increases the likelihood of the tracker returning
results that are in good alignment for the recognizer. Furthermore, while the recognition
module keeps a detailed appearance model for each registered individual, at each frame,
the tracker only uses a portion of the appearance model of an individual identified by the
recognizer. Therefore, the actual appearance model used by the tracker is small but accurate,
and it lessens the tracker’s computational load considerably.
The appearance model we propose in this chapter is a piecewise linear approximation
of the appearance manifold [62], i.e., a collection of linear subspaces in the image space.
Based on this representation, the face recognition results from the previous frames and in-
formation from the current frame are considered in a Bayesian framework, and a maximum
likelihood estimate yields the recognition result for the current frame. For the experiments,
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we have collected more than fifty video sequences with varying degrees of difficulty, and
scores of experiments were performed to validate each aspect of our algorithm. The experi-
ments demonstrate that our approach does indeed improve both the tracking and recognition
performance, especially when compared with algorithms based on the existing techniques.
The rest of this chapter is organized as follows. In Section 6.2, we detail our proba-
bilistic appearance model and the online tracking and recognition algorithm. Tracking and
recognition experiments on a large and difficult collection of video sequences are reported
in Section 6.3. We conclude this chapter with remarks and future work in Section 6.4. An
early paper of this approach to video-based face recognition but with a different tracking
algorithm has been presented in [49], and the complete results have been submitted to the
journal Computer Vision and Image Understanding (CVIU) [50].
6.2 Mathematical Framework
6.2.1 Motivations
It has been shown that the set of images of an object under all viewing conditions can be
considered as a low-dimensional manifold in the image space [62]. For video face recognition,
the foremost important image variation that needs to be adequately modeled is due to pose
variation, the relative orientation between the camera and the object, and we limit ourselves
to this. Other important image variations such as shape changes (e.g., expression variation)
and partial occlusions are not directly modelled in this work. Although such variations
are likely to occur in video sequences, we will consider their occurrences to be episodic, and
tracking and recognition under these episodic circumstances will be tackled in our framework
with the aid of a probabilistic method detailed later.
If the appearance manifold of a face is known, tracking and recognition become straight-
forward. We continue using the symbol and terminology defined in Section 3.2.2 here. Sup-
pose there is a set of N faces (indexed by k) that we wish to track and recognize. Let Mk
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denote the appearance manifold of person k, and {F1, · · · , Fl} denotes a video sequence of l
frames. For each frame, the tracking/recognition system produces an estimate of the face’s
location in the image and also its identity. In this work, the location of a face in an image
is specified by a rectangular region that contains the face, and the rectangular region is rep-
resented by a set u of five parameters, specifying the rectangular region’s center (in image
coordinates), its width and height as well as its orientation. If f(u, Ft) denotes the cropping
function (f returns the sub-image I of Ft enclosed in the rectangular region specified by




t ) = argmin
u,k
d(f(u, Ft),Mk), (6.1)
where d(I,Mk) denotes the usual L2 distance between an image and manifold Mk. The
pair (u∗t , k
∗
t ) is the tracking/recognition result for frame t.
The simplicity of the form of Equation 6.1 disguises its complexity as well as the practical
difficulty of trying to solve it directly. First, the domain of the optimization, (u, k), can
be very large. Unlike [30], Equation 6.1 does not provide a closed form formula for the
gradients since this almost always requires Mk to have a closed form description (e.g.,
algebraic equations), which is not available to us. Therefore, optimization techniques for
continuous objective functions are not available. One possible solution is to discretize the
domain and solve the optimization problem on the discretized domain, by drawing a large
number of samples of u, and finding the minimum among the samples. Note that k indexes a
discrete variable not a continuous one; therefore, the actual number of samples is the product
of the number of samples for u and the number N of individuals to be recognized. If the
number of samples for u is large (which is usually the case), even a small N would have
generated a great quantity of samples for the algorithm to process and hence invariably limit
its performance. To reduce the number of necessary samples, we minimize each variable in
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d(f(u∗t , Ft),Mk). (6.3)
The two sub-optimization problems correspond exactly to the tracking and recognition
problems, respectively. In Equation 6.2, we are solving a tracking problem with appearance
model provided by Mk, whereas Equation 6.3 is a recognition problem using the tracking
result u as the input. Therefore, within this framework, the recognizer uses the tracker’s
result as input, and it updates the internal appearance model used by the tracker through
the identity variable k. The tight coupling between the tracking and recognition components
is achieved via the shared appearance models M1, · · · ,MN . Another difficulty of solving
Equation 6.1 directly is related to the definition of the L2 distance d(I,Mk) between an
image I and a manifold Mk in the image space. By definition, d(I,Mk) = d(I, x∗) with
x∗ is a point on Mk having minimal L2 distance to I (See Figure 6.1). Even if an analytic
description of Mk were available, finding x∗ is generally not an easy problem. In our case
Mk is, at best, modeled by a modest number of images sampled from it; therefore, Mk
is available to us only through a very coarse and sparse representation with many “gaps”
in which we have inadequate or incomplete information. The main focus of our work is to
provide an effective definition for d(I,Mk) that works for a coarse representation of Mk.
6.2.2 Probabilistic Face Recognition
Probabilistically, we can modify Equation 6.3 slightly by defining the conditional probability








Figure 6.1: Appearance manifold. A complex and nonlinear manifold Mk can be approxi-
mated as the union of several simpler submanifolds; here, each submanifold Cki is represented
by a PCA plane.




In order to implement this scheme, one must be able to estimate the projected point
x∗ ∈ Mk, and then the image to model distance, d(I,Mk), can be computed for a given
cropped region I from Ft and for each Mk. However, such distances can be computed
accurately only if Mk is known exactly. In our case, Mk is usually unknown and can only
be approximated with samples. We provide a probabilistic framework for estimating x∗ and
d(x∗, I). Note that if we define the conditional probability pMk(x|I) to be the probability












Here, d(I,Mk) can be viewed as the expected distance between an image I and the
appearance manifold Mk. If Mk were fully known or well-approximated (e.g., described
by some algebraic equations), then pMk(x|I) could be treated as a δ−function at the set of
points with minimal distance to I. When sufficiently many samples are drawn fromMk, the
expected distance d(I,Mk) will be a good approximation of the true distance. The reason
is that pMk(x|I) in the integrand of Equation 6.6 will approach a delta function with its
“energy” concentrated on the set of points with minimal distance to I. In our case, Mk is
approximated, at best, through a sparse set of samples, and so we will model pMk(x|I) with
a Gaussian distribution.
Since the appearance manifold Mk is nonlinear, it is reasonable to decompose Mk into
a collection of m simpler disjoint submanifolds, Mk = Ck1 ∪ · · · ∪ Ckm, with Cki denoting a
submanifold in a decomposition of person k’s appearance manifold.
Each Cki is assumed to be amenable to linear approximations by a low-dimensional linear
subspace computed through principal component analysis (i.e., a PCA plane). We define the
conditional probability p(Cki|I) for 1 ≤ i ≤ m as the probability that Cki contains a point x
with minimal distance to I. With pMk(x|I) =
∑m
















The above equation shows that the expected distance d(I,Mk) can be treated as the
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Figure 6.2: Difficulty of frame-based tracking/recognition: The two solid curves denote two
different appearance manifolds,MA andMB. It is difficult to reach a decision on the identity
from frame It−3 to frame It because these frames have smaller L2 distance to appearance
manifolds MA than MB. However, by looking at the sequence of images It−6 . . . It+3, it is
apparent that the sequence has most likely originated from appearance manifold MB.
expected distance between I and each Cki. In addition, this equation transforms the integral
to a finite summation which is feasible to compute numerically.
For face tracking/recognition in video sequences, we can exploit temporal coherence be-
tween consecutive image frames. As shown in Figure 6.2, the L2 distance may occasionally
be misleading during tracking/recognition. But if we consider previous frames in an im-
age sequence rather than just one, then the set of closest points x∗ will trace a curve on
a submanifold Cki. In our framework, this is embodied by the term p(Cki|I) in Equation
6.8. In Section 6.2.3, we will apply Bayesian inference to incorporate temporal informa-
tion to provide a better estimate of p(Cki|I) and thus d(I,Mk); this will then yield better
tracking/recognition performance.
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6.2.3 Computing p(Ckit |It): Incorporating Dynamics
For tracking/recognition from a video sequence, we need to estimate p(Ckit |It) for each i and
k at time t. To incorporate temporal information, p(Ckit |It) should be taken as the joint
conditional probability p(Ckit |It, I0:t−1) where I0:t−1 denotes the frames from the beginning
up to time t − 1. We further assume It and I0:t−1 are independent given Ckit , as well as Ckit
and I0:t−1 are independent given Ckit−1. Using Bayes’ rule and these assumptions, we have the
following recursive formulation:
p(Ckit |It, I0:t−1) = α p(It|Ckit , I0:t−1)p(Ckit |I0:t−1)












where α is a normalization term to ensure a proper probability distribution, and we assume
that the transition probability is time invariant.
The temporal dynamics of face motion is captured by the transition probability between
the manifolds, p(Ckit |Ckjt−1). Namely, p(Ckit |Ckjt−1) is the probability of the observation It being
generated from Ckit given that a previous observation It−1 was generated from the submanifold
Ckjt−1. The transition probability p(Ckit |Ckjt−1) is assumed to be independent to t, and it encodes
the temporal coherence of human motion as one cannot move suddenly from Cki to Ckj if
these two submanifolds are not connected or with low probability (e.g., one cannot move
from the leftmost pose to rightmost pose without going through some intermediate pose.).
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Figure 6.3: Dynamics among the submanifolds Cki. The dynamics are learned from training
videos which describes the probability of moving from one submanifold Cki to another Ckj
at any time instant.
6.2.4 Learning Manifolds and Dynamics
For each person k, we collect at least one video sequence containing l consecutive images
Sk = {I1, · · · , Il}. We further assume that each training image is a fair sample drawn from
the appearance manifold Mk. There are three steps in the learning algorithm. We first
cluster these samples into m disjoint subsets {S1, · · · , Sm}. For each collection Ski, we can
consider it as containing points drawn from some submanifold Cki of Mk, and from the
images in Ski, we construct a linear approximation to the Cki of the true manifold Mk.
After all the Cki have been computed, the transition probabilities p(Cki|Ckj) for i 6= j are
estimated.
In the first step, we apply a K-means clustering algorithm to the set of images in the
video sequences. We initialize m seeds by finding m frames from the training videos with
the largest L2 distance to each other. An initialized seed is selected randomly, and then the
remaining m− 1 seeds are iteratively selected to each maximize the average L2 distance to
the seeds already selected. Then the general K-means algorithm is used to assign images to
the m clusters. As our goal in performing clustering is to approximate the data set rather
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than to derive semantically meaningful cluster centers, it is worth noting that the resulting
clusters are no worse than twice what the optimal center would be if they could be easily
found [39].
Second, for each Ski we obtain a linear approximation of the underlying subset Cki ⊂Mk
by computing a PCA plane Lki of fixed dimension for the images in Ski. Since the PCA
planes approximate the appearance manifold Mi, their dimension is the intrinsic dimension
of M, and therefore the dimensions of all PCA planes Li are taken to be the same.
Finally, the transition probability p(Cki|Ckj) is defined by counting the actual transitions







δ(Iq−1 ∈ Ski)δ(Iq ∈ Skj) (6.10)




p(Cki|Ckj) = 1. (6.11)
where we set the diagonal terms, p(Cki|Cki), to a small constant κ. A graphical representation
of a transition matrix with m = 5 learned from a training video is depicted in Figure 6.4.
With Cki and its linear approximation Lki defined, we can define how p(I|Cki) can be
calculated. We can compute the L2 distances dˆki = d(I, Lki) from I to each Lki. We treat
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Figure 6.4: Graphical representation of a transition matrix learned from a training video.
In this illustration, the appearance manifold is approximated by 5 linear subspaces. The
reconstructed center image of each subspace is shown at the top row and column. The
transition probability matrix is drawn by the 5 × 5 block diagram. The brighter block
indicates a higher transition probability. It is easy to see that the frontal pose (pose 1)
has higher probability to change to other poses; the right pose (pose 2) has almost zero
probability to change directly to the left pose (pose 3).
6.2.5 Face Tracking and Recognition from Video Sequences
In this subsection, we outline our tracking/recognition algorithm. The more detailed al-
gorithm is summarized in Figure 6.5. Conceptually, the tracker and recognizer compute
Equations 6.2 and 6.3, respectively. Given the current frame Ft from a video sequence
and assuming that the tracking result for the previous frame is u∗t−1, the tracker samples a
collection of sub-images specified by different u based on a Gaussian distribution centered
at u∗t−1
1. Equation 6.13 is evaluated by the tracker (with f as the cropping function)
1More sophisticated sampling techniques for non-Gaussian distributions (e.g., the CONDENSATION




d(f(u, Ft), Ckit−1). (6.13)
The tracker determines a sub-image It = f(u
∗
t , Ft) which has the shortest distance to the
submanifold Ckit−1 determined in the previous frame. Next, the recognizer uses the sub-image
It returned by the tracker to compute the distance d(It,Mk) for each person k using Equation
6.8. Note that p(Ckit |It) has a temporal dependency, and it is computed recursively using
Equation 6.9. Once all d(It,Mk) have been computed, the posterior p(k|It) is computed by
Equation 6.4, and the recognition result is decided by Equation 6.7.
6.3 Experiments and Results
In this section, we describe experimental evaluations of our tracking/recognition algorithm.
The aim for these experiments is to demonstrate that all of the new ideas introduced in this
chapter (namely probabilistic modelling of temporal coherence, transition matrix, tracking
with identity and local linear approximations) do enhance and improve the performance of
the combined tracking/recognition system considerably. Comparisons with algorithms based
on well-known existing techniques are also presented.
6.3.1 Data Preparation and Training Process
Due to the lack of any standard video database for evaluating face tracking/recognition
algorithms, we collected a set of 52 video sequences of 20 different persons for the task
of testing our system. Each video is recorded by a regular SONY digital camera, and
its resolution is 640 × 480. Every sequence was recorded in an indoor environment at 15
frames per second, and each lasted for at least 20 seconds. Every individual is recorded
in at least two video sequences. Since we believe that pose variation provides the great-
est challenge to recognition, all the video sequences contain significant 2-D (in-plane) and
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Integrated Tracking and Recognition Algorithm:
Input Parameters: (Ω, S)
Ω = {ωx, ωy, ωw, ωh, ωθ}: the set of five parameters for sampling windows on the screen.
S: the number of windows sampled for each frame.
Output: (I∗,u∗, k∗)
I∗: image of the tracked face.
u∗: the screen position of I∗.
k∗: current identity of the tracked face.
Model Parameters: (m,n, L, T,u∗)
m: the number of PCA subspaces Lk1, . . . , Lkm that approximates the submanifolds
Ck1, . . . , Ckm of the appearance manifold Mk of person k.
n: the (common) dimension of the linear subspaces Lki.
Lki: i-th (affine) subspace for person k, represented by a local mean and a set of
orthonormal basis.
Tk: a m-by-m probability transition matrix for person k where each entry is an estimated
transition probability p(Cki|Ckj).
u∗ = (x, y, w, h, θ): the location of the object in image, represented by a rectangular box
in the image centered at (x, y) and of size (w, h) with orientation θ.
Initialization:
The tracker is initialized either manually or by a face detector in the first frame. Let I∗
be the initial cropped image from the first frame. Using I∗, the initial identity k∗ and the
corresponding Ck∗i is determined by the minimum L2 distance between I∗ and each pose
subspaces Lk∗i.
Begin
1. Sample Windows: Draw S samples of windows {W1, ...,Wr, ...,WS} in current image
frame specified by {u1, ..., ur, ..., uS} at various locations of different orientations and
sizes according to a 5-dimensional Gaussian distribution centered at u∗ with diagonal
covariance specified by Ω.
2. Tracking: Rectify each window Wr to a 19-by-19 image and rasterize it to form a
vector Ir in IR
361. Compute the L2 distance between each Ir and the subspace Lk∗i
associated with Ck∗i in the previous frame by evaluating Equation 6.13. Choose I∗
with u∗ that gives the minimal L2 distance to Lk∗i as the tracking output.
3. Recognition: Compute the distance d(I∗,Mk) for each person k using Equations 6.8
and 6.9. The identity is computed using Equation 6.7. Save the corresponding results
k∗, Ck∗i. Loop back to Step 1 until the last frame.
End
Figure 6.5: Summary of the proposed tracking and recognition algorithm.
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Figure 6.6: Samples of the training videos used in the experiments. All sequences contain
significant pose variation.
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3-D (out-of-plane) head rotations. In each video, the person rotates and turns his/her
head in his/her own preferred order and speed, and typically in about 15 seconds, the
individual is able to provide a wide range of different poses. In addition, some of these se-
quences contain difficult events which a real-world tracker/recognizer would likely encounter,
such as partial occlusion, face partly leaving the field of view, and large scale changes,
etc.. The data set and all tracking and recognition results are available for download at
http://vision.ucsd.edu/kriegman-grp/research/vfr/.
We selected 20 video sequences, one for each individual, for training, and the other 32
sequences are left for testing. The main part of the training procedure is to compute the
local linear approximations of each person’s appearance manifold as well as the connectivity
between these local approximations as detailed in Sections 6.2.2. For this, a simple face
tracker (a variant of the EigenTracker of [7, 8]) was applied to each training sequence. The
tracker returns a cropped face image for each frame, and these cropped images are the
training images used to compute the approximation of the appearance manifold for each
individual. All of the cropped images produced by the tracker are visually inspected. This
manual intervention during the training process is inevitable and necessary because the
simple EigenTracker used here is prone to loose the target, and it needs to be re-initialized
after each failure. The cropped images are down-sampled to a standard size of 19 × 19
pixels because the images from different frames are generally of different sizes. So in these
experiments, the appearance manifolds are subsets of IR361. Figure 6.6 displays some of the
cropped and normalized images used as training images.
In our current implementation, the local linear approximation of each appearance mani-
fold contains 10 ten-dimensional subspaces. The cropped and normalized images from each
individual are clustered into 10 clusters using the K-means clustering algorithm described
earlier. A ten-dimensional subspace is computed from the images in each cluster using PCA.
As described in the previous section, the connectivity between different subspaces is modelled
by a transition matrixM, where each matrix entry 0 ≤Mij ≤ 1 models the probability that
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a transition occurs between subspaces indexed by i and j. Mij is computed by counting the
number of transitions between subspaces indexed by i and j occurring in a training video
sequence (as in Equation 6.10).
6.3.2 Tracking Experiments
Here, we present qualitative and quantitative studies of the effectiveness of our tracking
algorithm.
Tracking: Qualitative Results
Figure 6.7 displays the tracking results for five key frames from five different video sequences.
The results demonstrate that besides significant pose variation, our tracker is capable of de-
livering precise tracking results under difficult external conditions including partial occlusion,
expression variation as well as large size changes. Note that none of these conditions is present
in the training video sequences and hence, they are not modelled by our tracking algorithm.
Therefore, the (trained) tracker might not be expected to handle these distractions well.
However, the reason why it quite accurately tracks the intended target is largely because
at any instance, the tracker uses an appearance model (linear subspaces) that represents a
specific individual identified by the recognizer.
The importance and effect of using the correct appearance model for tracking is illustrated
in Figure 6.8. In this experiment, the same sequences shown in Figure 6.7 are presented to
the tracker, but now the incorrect appearance model is used by the tracker. Consequently,
the tracking results no longer exhibit the same degree of robustness. Although incorrect ap-
pearance models are used, the tracker nevertheless still uses an appearance model that closely
resembles the face in each sequence. These experiments indicate that a detailed and accurate
appearance model can provide a certain degree of robustness against partial occlusion and
expression changes. One possible explanation is that the more accurate appearance model
can provide better matching for the portion of the face that is not occluded or still remains
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A face undergoing significant pose variation.
A face undergoing significant changes in facial expression.
A face undergoing significant pose and scale variations.
A face partially occluded by hands.
A face partially occluded by a black folder.
Figure 6.7: Qualitative tracking results for five different video sequences. Each row displays
a set of five key frames from a video sequence.
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The appearance manifold used in this experiment is the one for the person shown below.
The appearance manifold used in this experiment is the one for the person shown above.
Incorrect appearance manifold resulting in bad tracking results.
Figure 6.8: Compared with the tracking results displayed in Figure 6.7, the results here are
inaccurate. By replacing the correct appearance manifoldMk with a “similar” but different
appearance manifoldMk′ , the results are not robust against partial occlusion and expression
variation.
in the same expression. For the inappropriate appearance model, this may not be possible
and the tracker’s output is usually misaligned. Comparisons with traditional subspace-based
trackers [8, 30] are also illuminating. These trackers usually employ less specific appearance
models2, and they require a separate mechanism to handle partial occlusion such as the
iterative re-weighted least square method in [30] and nonlinear robust matching in [8]. In
contrast, our tracker contains no mechanism specifically for dealing with occlusions.
Tracking results using two other trackers are shown in Figure 6.9. The two frame-based
tracker is perhaps the simplest tracker in that the tracker’s appearance model consists of
only the tracking result from the previous frame. Another tracker used for comparison is
a variant of the EigenTracker [8] is a subspace-based algorithm, and in this respect it is
2In a sense, our appearance model is person-specific while the general subspace-based trackers do not use
appearance models as detailed as ours.
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technically very similar to ours. The appearance model of the tracker is defined by one
single thirty-dimensional PCA subspace computed from our training images. However, our
implementation of this EigenTracker differs from the original EigenTracker of [8] in two
aspects. First, for comparison purpose, the robust matching [8] is omitted since our tracker
has no such component. Second and less importantly, the gradient descent in [8] is replaced
by the samplings of windows on the screen, exactly as in our tracking algorithm. The major
difference between this tracker and ours is that of a single global subspace vs. a collection
of local subspaces. As the figure shows, both trackers can still claim that they can stay
with the target. However, because the overall aim is to correctly identify the person in the
video, misaligned tracking results provided by the two trackers are quite ineffective for any
image-based recognition algorithm.
Tracking: Quantitative Results
To quantitatively evaluate trackers, we need a measure to compare a tracking result (a rectan-
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denote two rectangular regions in an image, where (ωx, ωy) specifies the center of the rec-
tangle, (ωw, ωh) specifies its width and height, and ωθ denotes the angular orientation. The
similarity between these two rectangular regions is defined as
S(W T ,WG) = exp(
5∑
i=1
−(ωTi − ωGi )2
σ2i
), (6.14)
where the weights, σi, are used to control the sensitivity of the similarity measure. The
exponential ensures that the largest value is 1, and this occurs only when the two rectangular
regions coincide.
With the similarity between two rectangular regions defined by Equation 6.14, the accu-
racy of a tracking result can be defined by computing the similarity between the rectangular
region returned by the tracker and a rectangular region deemed as the “ground truth”. To
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0.89 0.99 0.84 0.98 0.95
Our tracking algorithm
0.78 0.65 0.21 0.18 0.87
Two frame-based tracking algorithm
0.48 0.11 0.81 0.81 0.19
EigenTracking algorithm
Figure 6.9: Qualitative comparison among our tracker, two frame-based tracker, and Eigen-
Tracker. For each frame, the tracking result is shown with a white rectangle, and the ground
truth is represented by a gray thin rectangle. Five key frames, the 22nd, 106th, 127th, 187th,
287th, of a test sequence totaling 320 frames are displayed. The accuracy value defined by
Equation 6.14 is shown below each frame.
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Figure 6.10: Quantitative comparisons among our tracker, a two frame-based tracker, and the
EigenTracking algorithm for the test sequence shown in Figure 6.9. The abscissa represents
the frame number, and the ordinate represents the accuracy defined by Equation 6.14.
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obtain the “ground truth”, we manually inspect all images in a video sequence and select
a rectangular region containing the face. Figure 6.9 displays several accuracy values com-
puted for five frames of a video sequences (with 319 frames) using three different trackers,
and Figure 6.10 plots the accuracy values of the entire sequence. In the plot, the tracker
is considered “lost” if the accuracy value is smaller than 0.1. Once the tracker is declared
lost, we re-initialize the tracker to the rectangular region represented by the “ground truth”
and continue the tracking process. The re-initializations are seen in the plot by the vertical
jumps. In these experiments, the values for σ1, · · · , σ5 are set to 8.45, 6.39, 9.64, 10.10, 4.31,
respectively. These numbers are determined as follows. We apply our tracker to all the test
video sequences. For each i, 1 ≤ i ≤ 5 and each frame, we compute ωTi − ωGi , where ωGi is
the “ground-truth” result and ωTi is our trackers’ output. Each σi is simply the standard
deviation of ωTi − ωGi gathered from all the test video sequences.
As can be seen from these plots, our tracker is almost always more accurate than the
other two trackers. The two-frame-based tracker was declared lost only once, but in general
it was less accurate than the other two competing trackers. The plot for the two-frame-
based tracker also indicates the inevitable error accumulated by the tracker; the accuracy
degrades continuously and noticeably throughout the sequence. The EigenTracker, on the
other hand, is more accurate than the two frame-based tracker on average. The Eigentracker
works well when the images lies close to the Eigen-Subspace. However, there are certain
portions of the video sequence which are poorly modeled with the single subspace used by
the Eigentracker. The result is significant degradation in tracking accuracy for these frames,
and almost invariably, it causes the tracker to lose the target.
An alternative criterion to compare the robustness of the trackers is to count the number
of times a tracker loses the target. For the results in Figure 6.10, we have used a threshold
value of 0.1 to define failure of a tracker, and certainly this value can be varied. Figure 6.11
shows a plot of the number of tracking failures for the three trackers as the threshold is
varied. This demonstrates that our tracker outperforms the other two trackers by a significant
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Figure 6.11: In the plot, the abscissa denotes the threshold values used to define tracking
failures, and the ordinates represents the number of failures. Once the tracker is declared
lost (when the accuracy value is smaller than the threshold value), it is re-initialized and
continued. A total of 32 videos with 9866 frames were used in this experiment.
margin.
The experimental results reported in this section have provided direct empirical support
for our claim that in a face tracking/recognition system, the two processes should not be
completely independent from each other. Instead, each should enhance the performance of
the other. In our algorithm, the recognizer provides the person’s identity for the tracker,
and the tracker selects for each frame the appropriate appearance model to use based on
the recognition result. The results reported above strongly indicate that a robust and sta-
ble tracker can be obtained based on the simple principle of integrating a tracker and a
recognizer.
6.3.3 Recognition Results
In this subsection, we report on three different sets of experiments to test various aspects
of the recognition component of our algorithm. Simple video face recognition systems can
be implemented by performing face recognition at each frame independently using existing
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Comparison of Recognition Methods
Method
Accuracy (%)
Videos w/o Videos with
occlusion occlusion
Proposed Method 98.8 97.8
Ensemble of LPCA 76.9 70.3
Eigenfaces 69.3 53.7
Fisherfaces 74.5 65.4
Nearest Neighbor 81.6 76.3
Table 6.1: Recognition Accuracy Comparing Frame-Based Methods and the Proposed
Method.
techniques such as Eigenfaces [64] and Fisherfaces [4]. Our algorithm differs from these
frame-based algorithms through the use of a probabilistic model that integrates recognition
results across different frames. The first set of experiments demonstrates that these frame-
based recognition methods do not have comparable recognition performance to ours. With
the importance of using temporal information established, the second set of experiments
shows that our probabilistic model offers considerably better robustness and stability than
the usual majority voting method, which is certainly one of the most popular and simplest
methods for integrating recognition results across time. While the first two sets of exper-
iments demonstrate that our algorithm provides robust and stable recognition results for
video sequences containing a single individual, the third set of experiments shows that our
algorithm can also swiftly and correctly detect a change in identity.
Comparisons with Frame-based Algorithms
Table 6.1 shows the results of comparing our algorithm with four frame-based recognition
algorithms. The error rates are computed by taking the ratio of the number of correctly
recognized frames and the total number of frames used in the experiment3. All algorithms
3A total of 32 video sequences of 20 individuals with 9866 frames were used in all the recognition exper-
iments. Eleven video sequences with 3186 frames contain significant partial occlusions. The other 21 video
sequences with 6680 frames contain only pose and expression variations.
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listed in Table 6.1 use the same collection of training images, and excluding our algorithm,
they simply perform face recognition for each frame using their respective methods. For
our algorithm, each individual is represented by 10 three-dimensional local PCA subspaces,
and the transition probabilities. The Ensemble of LPCA (eLPCA for short) shares the
same collection of local linear subspaces as our method, but without using the transition
probabilities. eLPCA computes the distance between each test image and all local PCA
subspaces, and it returns the identity associated with the subspace that gives the minimal
distance to the test image. This method can be considered as using a set of local linear models
to approximate a global appearance manifold without defining any connectivity between
these local models.
The next three methods are all standard image-based face recognition algorithms. The
linear projection space used by Fisherfaces [4] is set to 19, (i.e., the number of classes minus
1). As for the Eigenfaces method [64], a global PCA subspace of dimension 30 is used to
linearly reduce all training data. In both Fisherfaces and Eigenfaces methods, all training
images are projected to the respective subspaces and the usual K-means clustering algorithm
is applied to the projected data to yield 40 clusters for each individual4. For each test image,
both algorithms compute the distances between the projected test image and these cluster
centers, and the algorithms return the identity associated with the cluster centers that gives
the minimal distance. The Nearest Neighbor method (NN) does not require any projection,
and the training images are directly clustered in the image space to yield 40 clusters for each
individual. The rest of the algorithm is the same as in Eigenfaces.
The results in Table 6.1 demonstrate that our algorithm offers better recognition perfor-
mance. Furthermore, the results with the occlusion sequences illustrate the robustness and
stability of our algorithm. While our algorithm barely acknowledges the challenges posed by
the occlusion sequences, the recognition performance of all other algorithms has degraded
4In our algorithm, each individual is represented by ten affine subspaces of dimension three. Each subspace
is represented by its center and three orthogonal vectors. This is equivalent to four images (vectors), and
hence each individual is represented by forty images (vectors) in our algorithm.
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considerably. Though it may not seem to be fair to compare with frame-based recognition
algorithms, these baseline experiments suggest that frame-based methods may not work well
in an unconstrained environment where there are large pose changes. There are essentially
two important problems as we mentioned earlier, the nonlinear nature of the appearance
manifold due to significant pose variations and our inability to densely sample images from
it. The comparison between eLPCA and the two classical linear methods (Eigenfaces and
Fisherfaces) illustrate the first point. Because eLPCA uses local linear subspaces to ap-
proximate the nonlinear appearance manifold, it is expected to provided a more accurate
approximation, especially when compared with Eigenfaces which uses only one subspace
for modelling pose variation. While eLPCA uses local linear approximations, the Nearest
Neighbor directly samples points from the appearance manifold. We have used forty images
for each individual in the Nearest Neighbor method. This is by no mean a dense sampling
of the appearance manifold, and therefore, there are “gaps” in which in which the person’s
appearance cannot be adequately modelled. In a frame-based algorithm, these “gaps” are
problematic and they usually cause incorrect recognition. Denser sampling would likely pro-
duce better recognition results, but at the expense of requiring longer computation. The
experimental results show that our algorithm correctly fills in these gaps most of the time.
The conclusion we draw from the experiments is quite different from that reported by
the Face Recognition Vendor Test 2002 (FRVT 2002) [67, 66], which claimed that temporal
information (i.e., videos) does not enhance nor improve face recognition performance. In
particular, there are comparisons in FRVT 2002 that show no significant difference between
video and still-image face recognitions. Since no detail of the video face recognition algo-
rithms used by the vendors are available to us, we do not know if algorithms similar to ours
have been tested using FRVT 2002 video data. However, we notice that most of the images
used in FRVT 2002 are well-cropped frontal face images, and large pose variation and partial
occlusion rarely appear in test images. In our framework, the frontal pose is modelled by
just one subspace. Applying our algorithm to FRVT 2002 image data would probably result
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Comparison of Temporal Strategies
Temporal Strategy
Accuracy (%)
Videos w/o Videos with
occlusion occlusion
Proposed Method 98.8 97.8
Temporal Voting 84.2 74.4
Uniform Transition 80.1 70.2
Table 6.2: Recognition results using various temporal strategies.
in no transition between subspaces, and hence, no temporal information being used. This
indicates the possibility that the conclusion concerning video face recognition presented in
[67, 66] may be more data-specific instead of a more general observation.
The Effect of Transition Matrix P (Cki|Ckj)
In this set of experiments, we demonstrate that the transition matrix, P (Cki|Ckj), in our
algorithm does capture the image dynamics sufficiently to improve recognition rates. Cer-
tainly, other temporal strategies for integrating recognition results across different frames are
possible. Temporal voting (or majority voting) is the most well-known (e.g., [41, 56, 88]),
and we augmented the eLPCA method described earlier with a temporal voting scheme (us-
ing voting windows of size 30). The additional recognition algorithm (Temporal Voting in
Table 6.2) is similar to our algorithm except that our algorithm has a more sophisticated
probabilistic model for integrating temporal information. For the second method (Uniform
Transition in Table 6.2), we ran our algorithm with all the entries in the transition ma-
trix set to a default constant. The main difference between this algorithm and ours is that
although transitions between different subspaces are summed in both algorithms, this algo-
rithm counts all transitions with equal weight (same P (Cki|Ckj), see Equation 6.9) while
ours associates each transition with different weights (likelihood P (Cki|Ckj)) learned from
the training video sequences.
The experimental results demonstrate that utilizing the transition probabilities does im-
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prove recognition performance. Again, the results for occlusion sequences are quite striking
in that the two methods suffer from substantial performance degradations at the same time
our algorithm holds its own ground quite well. The comparison between Temporal Voting
and eLPCA is also quite illuminating. While as expected the Temporal Voting method (be-
ing based on eLPCA) outperforms eLPCA, it suffers more serious performance degradation
than eLPCA for the challenging occlusion sequences.
Abrupt Changes in Identity
The previous two experiments have demonstrated the stability and robustness of our recogni-
tion algorithm. In particular, after converging quickly to the correct identity, the algorithm
almost always returns the same identity in the subsequent frames. Because every video
sequence used in the experiments contains only one individual, it is possible that our al-
gorithm, after the initial convergence, becomes stationary and gets stuck with the same
identity. Other works in video face recognition (e.g., [47]) have also reported similar fast
initial convergence of the recognition result. One possible way to investigate this issue is to
re-initiate the recognizer every time after the convergence has been reached and stabilized
such as in [47]. Since there is no such mechanism in our algorithm, we need to demonstrate
that the stability of our algorithm is not the consequence of the algorithm’s fixation on one
particular individual. To this aim, we show that our algorithm can swiftly and correctly
detect changes in identity when the situation demands.
For this experiment, we created 500 image sequences by concatenating two consecutive
segments from two video sequences of different individuals, who were selected at random.
Since these unnatural image sequences are usually difficult for the tracker to render correct
results, instead we concatenate sequences of cropped images that we gathered in the track-
ing experiment. The first part of each sequence contains 100 consecutive frames from one
individual and the second part contains 50 frames from another individual. The objective
of the experiment is to allow our recognizer to stabilize its recognition result during the first
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Figure 6.12: A histogram of the experiment results. The abscissa denotes the number of
frames needed for our algorithm to switch to the correct identity. The ordinate axis denotes
the number of image sequences. 500 image sequences were used in the experiment.
100 frames and then to examine its response to a sudden and abrupt change in identity. Our
algorithm is tested on all 500 image sequences and for each sequence, we record the number
of frames needed for the recognizer to correctly identify the individual in the 101-th frame.
Figure 6.12 displays a histogram of the experiment results.
For the 500 sequences, our algorithm requires, on average, 3.5 frames to recover the cor-
rect identity, with standard deviation of 4.8 frames and median of 2 frames. Surprisingly, the
recognizer can immediately detect the change in about 20% of the sequences, and for more
than 90% of the sequences, it takes fewer than ten frames for our recognizer to recover the
correct identity. Depending on the video’s frame rate, this roughly corresponds to one third
of a second, which is acceptable for many applications. For the temporal voting method
(with window size 30), it takes, on average, 15 frames for the algorithm to correctly detect
the change. Both our method and the temporal voting method integrate recognition results
over time; therefore, lags in their correct responses to identity change are expected. On
the other hand, the single-frame based algorithm can usually detect the change immediately
because previous recognition results have no influence on the present recognition process.
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In this experiment, the eLPCA method almost always correctly identifies the change after
only one frame. However, as we mentioned before, eLPCA method does not give comparable
recognition performance to our method, and for the 500 image sequences, the overall recog-
nition rate for our method and for eLPCA are 93.41% and 78.92%, respectively (Compare
with Table 6.1). Overall, our algorithm achieves superior recognition performance with a
small lag in response time in the event of an identity change.
6.4 Conclusion
We have presented a novel framework for face recognition and tracking in video sequences
that tightly couples tracking and recognition components. In this new framework, both the
tracking and recognition components share the same appearance model in order to minimize
the misalignment between the tracker’s output and the recognizer’s input. The appearance
of each face is modelled by a collection of linear subspaces in the image space. Specifically,
each PCA subspace approximates a collection of training images with similar appearances.
Conceptually, the collection of subspaces constitutes a piecewise linear approximation of the
object’s appearance manifold [62]. The connectivity of the appearance manifold is repre-
sented in our framework by a matrix of transition probabilities between pairs of subspaces.
The transition matrix is learned directly from the training video sequences by observing the
actual transitions between different pose states. We have also proposed a Bayesian inference
framework to integrate recognition results computed independently at each frame to yield
a final robust recognition decision. The experimental results have demonstrated that our
novel framework is capable of providing robust and stable results for video face recognition.
We have collected video sequences that are challenging for both tracking and recognition.
The video sequences used in this chapter all contain significant 2-D and 3-D rotations as
well as many other challenging real-world “disturbances”, such as partial occlusion and
expression variation. However, as discussed in previous chapters, illumination variation is
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an important class of image variation that is not modelled by our algorithm. Though our
algorithm handles large pose and expression variations well, it is nevertheless sensitive to
large illumination changes. Presently, histogram equalization is used to deal with serious
illumination changes. A more attractive alternative may be to incorporate the idea of the
illumination cone [5] directly into our framework in order to model image variation under
illumination changes. Therefore, an interesting direction for future research is to formulate
a new and more inclusive subspace-based framework under which both pose and illumination
variations can be handled.
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Chapter 7
Online Learning of Probabilistic
Appearance Manifolds
7.1 Introduction
This chapter presents an online learning algorithm for constructing a probabilistic appearance
manifold that was defined in Section 3.2.2. The proposed online learning algorithm discards
data as soon as it is processed and requires only a small amount of memory to store say model
parameters and the algorithm state. Therefore, it is useful for processing huge datasets such
as lengthy video sequences, and it can be applied in the tasks that require real-time training
(e.g., video tracking algorithms using a generative model of a tracked object constructed
from incoming video).
A batch training process which constructs the appearance manifold from short video clips
has been presented in Chapter 6. The online learning algorithm introduced in this chapter
constructs the appearance manifold in a different manner. We start with a prior generic
appearance manifold that has been constructed from multiple pre-training video sequences
of different instances of the class. In addition, we have a video of a particular instance of the
class. At each time only one frame is available in the video sequence, and the appearance
manifold is updated using this frame. Over the sequence, the generic appearance model











Figure 7.1: Learning an appearance manifold. A general-to-specific online approach is pre-
sented to evolve a generic appearance manifold M to a specific manifold Mk from a video
sequence.
The online learning algorithm consists of two steps. The first is a pose estimation problem,
where our goal is to identify the best sub-manifold to which the current image of the specific
object belongs with the highest posteriori probability. The second step is to incrementally
update the appearance manifold. The result from the first step is applied to find a set
of pre-training images that are expected to appear similar to the specific object in other
poses. Then all of the subspaces in the appearance manifold are updated to minimize the
reconstruction error.
We have tested our algorithm for online learning of probabilistic manifolds from video
sequences of human faces with significant 2-D and 3-D head rotation. The learned appearance
manifolds are shown to be effective for video-based face recognition. In addition, this learned
representation has been applied within subspace-based video tracking, and it outperforms
the existing Eigen-tracking algorithm [8].
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Research presented in this chapter has been submitted to the IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR) 2005 [52].
7.2 Related Work
Although numerous appearance-based tracking and recognition algorithms have been pro-
posed, online learning algorithms are only studied and applied in a small portion of these
algorithms [10, 37, 44, 72].
Brand [10] and Ross et al. [72] applied an incremental SVD algorithm to tracking where
appearance was represented by a single subspace. Since the appearance manifold arising from
large pose variation is highly nonlinear, a single subspace is likely to be inadequate. There-
fore such trackers experience difficulties when the tracked target exhibits drastic changes in
appearance.
In [37], a small neighborhood of the appearance manifold was represented as a single
subspace that is constructed online using the most recent images in a video. This method can
robustly track an object despite large pose changes; however, since the learned appearance
model does not represent the whole appearance manifold, its application to recognition is
limited.
Jepson et al. [44] proposed an elaborate mixture model and an online EM algorithm
for tracking. Such a mixture model captures stable properties of the image appearance
and assigns different weights to image pixels in motion estimation. Our work bears some
resemblance to their method in the sense that our method also utilizes a mixture structure
and an online update procedure. However, our algorithm admits clear and concise geometric
and Markovian interpretations in terms of the appearance manifolds and the pose transition
probability in the image space. The advantage of applying the complex structures in our
framework is that these structures provide better guidelines to the online update process,




We continue using the symbol and terminology defined in Section 3.2.2 here. Let M denote
the generic appearance manifold, which consists of a collection of m simpler disjoint sub-
manifolds,M = C1∪· · ·∪Cm, with Ci denoting a sub-manifold. In our framework,M can be
easily trained by a batch process, where we manually assign a set of face images with similar
pose into m clusters, and then apply PCA to each cluster to yield the low-dimensional pose
subspace Ci. The transition matrix is initialized with a uniform distribution. In addition,
for each person in the pre-training video dataset, we compute the average face image in each
pose. For each pose subspace Ci, we gather a set of pre-training exemplars {xi1, · · · ,xiQ}
from Q people, where xiq represents the average face image of person q seen in pose i.
Now, let {F1, · · · , Fl} denote l frames of a video sequence of person k, and let It be a
region containing a face cropped from Ft. We assume that each image It in the training
video sequence is a fair sample drawn from the appearance manifold Mk. Now consider the
problem of doing online updating of the appearance manifold M upon seeing a new face
image It at time t in order to evolve M to Mk. We can subdivide this into the following
two sub-problems. The first is the pose estimation problem. The probabilistic estimate of
the pose manifold Ci∗t given the current face image It and the previous estimated result Cjt−1
can be written as:
Ci∗t = argmax
i
p(Cit |It, Cjt−1). (7.1)
The detailed algorithm is described in Sec. 7.3.1.
The second problem is how to update the appearance manifold M in order to minimize
the following L2 reconstruction error:
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Error2(M, {I1, · · · , It−1, It}) (7.2)
where {I1, · · · , It−1} denotes the previous face images in the video. However, in online
learning, we do not retain {I1, · · · , It−1}. The available information about M are the para-
meters characterizing each component Ci, such as the centers and eigenbasis computed from
{I1, · · · , It−1} during previous updates. Another piece of information that we have is the
current observation It. Sections 7.3.2 and 7.3.3 show how to incrementally update each pose
subspace and reach a good approximation ofM. Finally, the incremental update of the pose
transition matrix is described in Sec. 7.3.4.
7.3.1 Pose Estimation
In a Bayesian framework, we wish to choose the pose subspace Cit which maximizes the
posterior probability p(Cit |It, Cjt−1) in Equation 7.1. We further assume that It and Cjt−1 are
independent given Cit , and the transition probability p(Ci|Cj) is time invariant. Using Bayes’
rule and these assumptions, we have the following:
p(Cit |It, Cjt−1) = αp(It|Cit , Cjt−1)p(Cit |Cjt−1)
= αp(It|Cit)p(Ci|Cj) (7.3)
where α is a normalization term to ensure a proper probability distribution.
Ci is approximated by an affine subspace L = {c,Φ,Λ, P} constructed using PCA, where
c is the center of the subspace, Φ is the eigenvector matrix, and Λ is the corresponding
diagonal matrix of eigenvalues, i.e., Λjj = λj. P records the number of image samples used
to construct pose subspace L. Note that we omit the superscript i for each pose subspace L
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and its parameters to simplify the notation in the following. The linear projection from It
to L can be written as y = (y1, . . . , yM) = (Φ)T (It−c). Now the likelihood can be expressed

































where N denotes the dimension of the image space, M denotes the dimension of the pose
subspace L, and d2(It,L) denotes the L2 distance between an image It and pose subspace
L. The only parameter ρ in Equation 7.4 can be chosen as 1
N−M
∑N











Figure 7.2: Geometric interpretation of the probabilistic distance measure between an image
to a pose subspace.
The two Gaussian densities in Equation 7.4 have important geometric interpretations
(See Figure 7.2). The first Gaussian distribution can be interpreted as the likelihood of
the in-plane Mahalanobis distance which acts to bound the pose subspace Ci and decrease
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the false positive rate during pose estimation. The second Gaussian distribution can be
interpreted as the likelihood of the out-of-plane L2 distance from a point to a subspace, and
it works like a detection process to decide which pose subspace the current image It belongs
to.
The prior probability p(Ci|Cj) stands for the transition probability between pose sub-
spaces, and it captures the temporal dynamics of the face motion in the training video
sequence. The transition probability p(Ci|Cj) encodes the temporal coherence of human
motion as a face cannot move suddenly from Ci to Cj if these two poses are not connected
or have a low probability (e.g., one cannot move from the leftmost pose to rightmost pose
without going through some intermediate pose.).
7.3.2 Image Approximation in Other Poses
After we find out which pose subspace Ci∗ the current image It belongs to, the next step
is to update the appearance manifold M. Rather than just updating Ci∗, we update all of
the pose subspaces, even those with differing pose than the training image. The idea is the
following: If the person in the current training image looks like a combination of some people
from the pre-training set, say Frank and Joe in pose i, then that person probably looks like
the same combination of Frank and Joe in all other poses as well.
The model representation in this framework is a set of pose subspaces, and in each pose
subspace, an average face image for each individual of the pre-training dataset is recorded.
This structure makes the pose subspaces be in correspondence across individuals. The cor-
respondence can be used to synthesize the related images in other poses of the particular
person in the given video.
More concretely, we first find a set of K nearest neighbors {zi∗1 , · · · , zi∗K} of It from the
set of the pre-training exemplar face images {xi∗1 , · · · ,xi∗Q} for the pose subspace Ci∗. Each
exemplar face image xi∗q , as described in the beginning of Section 7.3, represents the average
face image of person q seen in pose i∗. Then we use these K nearest neighbors to linearly
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r ‖2L2 , (7.5)
with the constraint that
∑K
r=1wr = 1. Let {zj1, · · · , zjK} correspond to the average face image
of another pose subspace Cj, where zjr and zi∗r contains the same person’s face. The coeffi-
cients wr computed in Equation 7.5 are applied to the corresponding image set {zj1, · · · , zjK}







The result is a set of synthetic face images for all other poses. We then update each
pose subspace Cj incrementally using the corresponding real or synthetic image; the update
algorithm is detailed in the next subsection.
7.3.3 Incremental Subspace Update
After we synthesize images for each pose subspace Ci, the next step is to update the current
eigenspace model of Ci with the new image sample. Numerous algorithms have been devel-
oped to incrementally update eigenbasis as new observations become available [10, 31, 32, 55].
However, only the algorithm developed by Hall et al. [31, 32] updates the mean vector and
eigenbases without storing the covariances or the previous training examples. In this sec-
tion, we summarize Hall’s algorithm [31] used in our framework to incrementally update the
subspace parameters for a fixed subspace dimension.
Assume that we are trying to incrementally update the current subspace L specified by
{c,Φ,Λ, P}, to a new subspace L′ specified by {c′,Φ′,Λ′, P + 1} with the new available ob-
servation x in order to minimize the reconstruction error in Equation 7.2. The minimization
problem is actually equivalent to solving the eigenproblem
112
S ′Φ′ = Φ′Λ′, (7.7)
where S ′ is the new covariance matrix, and Φ′ and Λ′ are the corresponding new eigenbasis
and eigenvectors.
The projection of the new observation to the current subspace L and the orthogonal
residue vector are given by:
g = ΦT x¯, (7.8)
h = x¯− Φg, (7.9)
where x¯ = x− c.












We then expand the old subspace by increasing its dimension by one to cover the new




‖h‖2 if ‖h‖2 6= 0
0 otherwise
(7.12)
to form a new orthonormal basis [Φ, hˆ]. The key idea is to figure out a rotation matrix R to
translate the new orthonormal basis to the eigenbasis Φ′ which expands the new subspace
C ′, i.e.,
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Φ′ = [Φ, hˆ]R. (7.13)
After substituting Equations 7.13 and 7.11 into Equation 7.7 and multiplying [Φ, hˆ]T on







x¯x¯T )[Φ, hˆ]R = RΛ′. (7.14)
The covariance matrix S can be approximated as
S ≈ ΦΛΦT (7.15)
By substitution of Equations 7.15 and 7.8 into Equation 7.14 with some simple matrix










R = RΛ′, (7.16)
where γ is equal to hˆT x¯. Now we have finished updating all the parameters of the new
pose subspace. The new mean c′ is updated using Equation 7.10. The new eigenvalues Λ′
are directly the solution of the eigen-problem in Equation 7.16, and the new eigenvectors
Φ′ can be computed by Eq. 7.13 once R is available. Only the first M new eigenvalues and
eigenvectors are finally retained. The size of the square rotation matrix R is (M+1)×(M+1),
where M is the dimension of the pose subspace. Since M is small, Equation 7.16 can be
evaluated efficiently in real-time1. In addition, Eq. 7.16 will converge to a stable solution as
the number of samples P goes to infinity.
1For the numerical stability, we can keep a slightly larger number rather than exactly using M during the
incremental subspace updating. Then after online updating, only the first M eigenvalues and eigenvectors
are used to evaluate Eq. 7.4 during pose estimation.
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7.3.4 Model Construction
The online construction of the appearance manifold is summarized as follows. For each
incoming face image It from the online training video of the k-th person’s head movement,
we first determine which pose subspace it belongs to by evaluating Equations 7.1, 7.3, and
7.4. Once this pose subspace Ci∗ is found, we then synthesize all the possible face images in
other poses by Equations 7.5 and 7.6. With these images, we evaluate all the equations from
Equation 7.7 to 7.16 in order to update the parameters representing all pose subspaces 2.
Finally, the transition matrix can be updated incrementally by counting the actual transitions
between different pose manifolds observed in the training sequence:
p(Cki|Ckj)′ = Tijp(C
ki|Ckj) + δ(It ∈ Cki)δ(It−1 ∈ Ckj)
Tij + δ(It ∈ Cki)δ(It−1 ∈ Ckj) (7.17)
where δ(It ∈ Cki) = 1 if It has the smallest probabilistic distance to pose subspace Cki, and
otherwise it is 0. Tij is the accumulated count of the actual transitions between Cki and Ckj,
and will be increased by one if the actual transition happens in the current frame It, i.e.,
δ(It ∈ Cki)δ(It−1 ∈ Ckj) = 1. The online learning process is illustrated in Figure 7.3.
7.3.5 Experimental Result of Learning Process
In this section, we experimentally demonstrate the effectiveness of our online updating pro-
cedure. Our method is compared to two other online update strategies. The input video
sequence is shown in Figure 7.4(a), and the resulting appearance manifolds for the three
methods are depicted in Figure 7.4(b) The first column of Figure 7.4(b) shows the result of
our method.
The first alternative method is to estimate the closest pose subspace to the incoming
image, and only update that subspace. The results for this are shown in the central column
2In our implementation, we reduce the effect of the synthetic images to its pose subspace over time because
it is only an approximation. This can be done simply by adding another large counter to P increasing with







t =1 t            = l
(a) A specific person's video
(b) Changes of centers in pose subspaces over time
Figure 7.3: Online learning process. Part (a) shows frames from an input video. Part (b)
shows the evolution of the appearance manifold where each row is the evolution of one pose
subspace and individual images are the PCA centers at a particular time instant. The first
column at time t = 1 shows the PCA centers for the initial (generic) pose manifold. Moving
to the right, the centers are updated using the particular input frame shown in part (a) until
at time t = l, the final appearance manifold shown in the rightmost column looks more like
the person shown in (a) than the generic person shown in the first column.
of Figure 7.4(b). We observe that without updating other subspaces using synthetic images,
the center of the fourth pose subspace (Row 4) changes significantly from the initial center
for the generic prior, and converges to an image with a different pose.
In the second alternative method, we only use the generic prior appearance manifold to
estimate the pose for each incoming image. The linear subspace for each pose is only con-
structed from the training images of the specific individual, and the prior model is not used
at all. This amounts to doing pose estimation followed by incremental subspace learning for
each pose. We can observe in Figure 7.4 that the third pose subspace (Row 3) is constructed
from a mixed set of images coming from frontal, left and upper poses, and the center and
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(a) A specific person's video
(b) Learning results from three online update strategies
Figure 7.4: Comparison of different online update strategies. With an input video of a
specific person shown in (a), (b) compares the pose manifolds learned using three different
on-line strategies. Five pose manifolds are constructed, and each row depicts the PCA center
and three eigenbasis images of a pose manifold. The left columns shows the result from our
method, the center column shows the result of online updating without synthetic images in
other poses, while the right column shows the result of online updating without using the
generic prior.
eigenbasis of the third pose subspace (Row 3) looks blurry. In addition, the parameters of
the fourth pose subspace (Row 4) are not updated at all as no input image is classified as
coming from pose 4. Finally, the center of the fifth subspace (Row 5) converges to the wrong
pose as well.
7.4 Visual Tracking
Our online learning algorithm can be naturally extended to a tracking algorithm. Let M
denote the generic appearance manifold composed of a collection of pose subspace Ci, and
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Online Pose Subspace Update Tracking Algorithm:
Input Parameters: (Ω, S)
Ω = {ωx, ωy, ωw, ωh, ωθ}: the set of five parameters for sampling windows on the screen.
S: the number of windows sampled for each frame.
Output: (I∗,u∗)
I∗: image of the tracked object.
u∗: the screen position of I∗.
Model Parameters: (m,n, L, T,u∗)
m: the number of pose subspaces C1, . . . , Cm of the appearance manifold M.
M : the (common) dimension of the linear subspaces Ci.
Ci: i-th pose subspace, represented by a local mean and a set of orthonormal bases.
T: a m-by-m probability transition matrix for the tracked object where each entry is an
estimated transition probability p(Ci|Cj).
u∗ = (x, y, w, h, θ): the location of the object in the image, represented by a rectangular
box in the image centered at (x, y) and of size (w, h) with orientation θ.
Initialization:
The tracker is initialized either manually or by an object detector in the first frame. Let
I∗ be the initial cropped image from the first frame. Using I∗, the initial Ci is determined
by the maximum probabilistic likelihood distance between I∗ and each pose subspaces Ci.
Begin
1. Sample Windows: Draw S samples of windows {W1, ...,Wr, ...,WS} in current image
frame specified by {u1, ..., ur, ..., uS} at various locations of different orientations and
sizes according to a 5-dimensional Gaussian distribution centered at u∗ with diagonal
covariance specified by Ω.
2. Tracking: Rectify each window Wr to a 19-by-19 image and rasterize it to form a
vector Ir in IR
361. Compute the probabilistic likelihood between each Ir and the pose
subspace Ci∗ found in the previous frame by evaluating Equation 7.4. Choose I∗ with
u∗ that gives the minimal L2 distance to Ci∗ as the tracking output.
3. Model Update: Compute Equation 7.3 to find the pose subspace Ci∗ which the
current tracking result I∗ belongs to. Follow the procedure described in Subsection
7.3.2 and 7.3.3 and evaluate Equations 7.5 - 7.17 to incrementally update each pose
subspace Ci of the appearance manifold M. Loop back to Step 1 until the last frame.
End
Figure 7.5: Summary of the proposed tracking algorithm.
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let {F1, · · · , Fl} denote a video sequence of l frames. In our tracking work, we estimate the
object location in each frame Ft at time t. We treat the object location as a rectangular
region specified by a set u of five parameters: center location (in image coordinates), width,
height, and orientation. Let f(u, Ft) denote the cropping function which returns a subimage
I cropped from the rectangular region, specified by u, from the current image frame Ft. Our




where p(I|Cit−1) is defined in Equation 7.4, and it denotes the likelihood between the cropped
image I and pose subspace Cjt−1. u∗t is the tracking result for frame t. Our tracker evaluates
Equation 7.18 by sampling a collection of sub-images specified by different u based on a
Gaussian distribution centered at u∗t−1
3. Once the tracking result u∗t is obtained, the cropped
image It can be used to perform pose estimation as well as to incrementally update the
subspace as in Section 7.3. The detailed algorithm is summarized in Figure 7.5.
7.5 Experiments and Results
In this section, we report on the results of applying our online learning approach to video-
based face recognition and tracking. Comparisons with well-known existing face recognition
and tracking algorithms are presented as well.
7.5.1 Data Preparation and Pre-training
Since there is no standard video database for evaluating face recognition and tracking al-
gorithms, we collected a set of 82 video sequences of 35 different persons for all of our
experiments. Each video sequence was recorded indoors at 15 frames per second over a du-
3More sophisticated sampling techniques for non-Gaussian distributions (e.g., the CONDENSATION
algorithm [42] for incorporating dynamic changes in probability distributions) can also be applied.
119
A face undergoing significant pose and scale variation.
A face partially occluded by a black folder.
Figure 7.6: Qualitative tracking results for two different video sequences. Each row displays
a set of five key frames from a video sequence.
ration of at least 20 seconds. Each individual appeared in at least two video sequences with
the head moving with different combinations of 2-D (in-plane) and 3-D (out-of-plane) rota-
tion, with expression changes, and with differing speed. The pre-training process requires a
set of cropped face images taken from frames in the video sequences. These cropped image
regions were obtained using a simple face tracker (a variant of the Eigen-Tracking algorithm
of [8]) and then manually cleaned up. The images are down-sampled to a standard size of
19 × 19 pixels. Some examples of cropped face images are shown in Figure 6.6. All of the
video sequences will be made available to the vision community upon publication of this
thesis. The main part of the pre-training process is to compute the local linear approxi-
mation of the face appearance manifold for a “generic human” as well as the connectivity
between these local approximations. We picked 15 (out of 35) video sequences to construct
the generic face appearance manifold M. We manually assigned every cropped face image
into five different pose clusters. Then a 10-D pose subspace was computed from the images
in each cluster using PCA. As described in the previous section, the connectivity between
different subspaces can be modeled by a transition matrix T , where each matrix entry is
initialized with constant probability.
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7.5.2 Face Recognition
Comparison of Recognition Methods
Method
Accuracy (%)
Videos w/o Videos with
occlusion occlusion
Prob. Manifold Recog. 95.6 94.0
w/ Online Learning




Nearest Neighbor 81.6 76.3
Table 7.1: Comparison of Recognition Accuracy for Different Recognition Methods
In the face recognition experiment, we used the remainder of the video sequences (i.e., 20
of 35) to train the person-specific appearance manifold starting with the generic appearance
manifold using the online learning algorithm described in Section 7.3. Once the appearance
manifold for each person was constructed, we performed recognition using the algorithm
presented in [49] with the other 32 sequences of these 20 people. These test sequences
included many difficult situations that occur in “real-world video streams,” such as large
pose variation, large scale change, partial occlusion, and short term departure of the face
from the field of view.
Table 7.1 shows the result of the probabilistic manifold face recognition using our online
training method, off-line training method described in Chapter 6 as well as three other
standard face recognition algorithms. The error rates were computed by taking the ratio
of the number of correctly recognized frames across all test videos and the total number
of frames used in the experiment. The results show that the probabilistic manifold face
recognition algorithms with online and off-line training are comparable with each other, and
they outperform other standard face recognition algorithms.
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Our tracking algorithm
Two frame-based tracking algorithm
Eigen-tracking algorithm
Figure 7.7: Qualitative comparison among our tracker, two-frame-based tracker, and Eigen-
based tracker. For each frame, the tracking result is indicated by a white rectangle. Five
key frames, the 46nd, 71th, 105th, 150th, and 235th, of 261 frames in the test sequence are
shown.
7.5.3 Visual Tracking
In this section, we present qualitative studies of the effectiveness of our tracking algorithm
that was summarized in Figure 7.5. Figure 7.6 illustrates the tracking results for five key
frames from two different video sequences. The results demonstrate that despite significant
pose variation, our tracker delivered precise tracking results under difficult conditions, such
as partial occlusion and large scale changes.
Next, we qualitatively compare our tracking results with two other trackers: the two-
frame-based tracker and the Eigen-based tracker [8]. The two-frame-based tracker is the
simplest appearance-based tracking algorithm because the appearance model is simply the
tracking result from the most recent frame. The Eigen-based tracker tested in this compar-
ative study employed a single generic appearance manifold M to track all people, and this
could be implemented by our algorithm but without the online updating procedure at Step
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3 of Fig. 7.5. Our implementation was slightly different from the original Eigentracker [8]
in that we used a collection of subspaces (an appearance manifold M) instead of a single
global subspace.
Figure 7.7 shows the tracking results for five key frames in three tracking algorithms.
As the figure suggests, our tracker outperforms the other two standard trackers. Although
both of these do not lose the target, one can easily notice significant misalignments in some
of the key frames in Figure 7.7. The misalignment issues might make these tracking results
impractical for many image-based recognition applications.
7.6 Summary and Conclusions
We have proposed an online learning algorithm to construct an appearance manifold from
a generic prior and a video of an object instance. We have demonstrated that our online
learning algorithm is effective for video-based face recognition and face tracking. One obvious
limitation is that our algorithm requires a generic prior model. Our tracking algorithm
therefore cannot track an object without knowing and having a model of its class. How





This thesis presented several effective algorithms for applying appearance manifolds to
process human faces in both still images and video sequences.
In Chapter 4, we showed that for each human face, the low-dimensional linear subspace
spanned by a set of images under certain single light source directions can provide a good
approximation to the appearance manifold for the image variation under variable lighting
conditions. It is quite easy to implement a simple system for acquiring training images of
individuals in a controlled environment such as a driver’s license office, a bank, or a security
office.
In Chapter 5, a general illumination subspace capturing the generic face priors on shape
and reflectance is used to estimate directional lighting. The result of the lighting estimate is
then applied in a forward rendering step to relight arbitrarily-lit input faces to a canonical
form as needed for illumination-invariant face verification. Although this technique cannot
deal with large illumination changes, it does have the advantage that only one image per
object is required in the gallery.
In Chapter 6, we presented an algorithm to learn as appearance manifold off-line for
tracking and recognizing human faces in video sequences within an integrated framework,
and it can tolerate large pose changes and partial occlusion. Conventional video-based face
recognition systems have usually contained two independent components, tracking and recog-
nition modules. In contract, the algorithm presented in Chapter 6 emphasizes an algorithmic
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architecture that tightly couples these two components within a single framework. This is
accomplished through a novel appearance model which is utilized simultaneously by both
modules, even with their disparate requirements and functions. Within our framework, the
tracking and recognition modules are complementary to each other, and the capability and
performance of one are enhanced by the other. This approach contrasts sharply with more
rigid conventional approaches where tracking and recognition are performed independently
and sequentially.
In Chapter 7, we presented an online learning algorithm to construct appearance man-
ifolds from video sequences. The online learning algorithm consists of two steps, which is
similar to the existing EM algorithm. We first try to estimate the best pose subspace to
which the current incoming video frame of the specific face belongs with the highest pos-
teriori probability. Next we find a set of pre-training images that are expected to appear
similar to the specific face in every other pose, and then these images are used to synthesize
a ‘hallucinated’ face of the specific person for each pose. Finally the current input and syn-
thetic images are used to update the pose subspace in order to minimize the reconstruction
error. These appearance manifolds are effective for face tracking, and their use in face recog-
nition compares favorably to the same representation constructed with a batch technique in
Chapter 6.
The specific future work of each aforementioned algorithm has already been discussed in
the conclusion section of each chapter. In this chapter, we would like to discuss more general
implications for future research based on these current results.
8.1 Future Directions
First, we would like to address the idea that the appearance manifold can be applied to any
object with Lambertian reflectance property, and its application should not be just limited to
face recognition. For example, Ho et. al. [38] implicitly applied the idea of the illumination
125
cone to invent a conic affinity measure to perform face clustering across large illumination
variations. Lim et. al. [57] explored the local linear structure of the appearance manifold,
and the 2D affine group in the image space to construct another type of affinity measure
to perform clustering of many different Lambertian objects. Therefore, one interesting and
challenging future work is to extend this representation to solve additional practical vision
problems.
Next, we would like to consider the problem of recognition with large-scale datasets.
With powerful personal computers, we have the ability to process huge amounts of visual
data. It is now important to enhance the existing computer vision algorithms to efficiently
deal with large-scale visual data. Chapter 7 has presented an online learning algorithm which
is useful for processing lengthy input video sequences. One challenging task is to extend all
of the proposed recognition algorithms in this thesis to efficiently handle a face database
with a ten thousand or more individuals. Future research along this direction requires some
new compression scheme or more simplified representations of the appearance manifold.
For example, one idea is to extend the traditional k-d tree1 data structure to expedite the
recognition task of finding the closest appearance manifold to a test image based on the
likelihood probability.
Finally, we would like to point out that based on the current psychophysical and neuro-
biological research, the answer to how a human visual system encodes faces and performs
recognition is still far from clear. However, existing current evidences tell us that the knowl-
edge representation in the human brain is more than just a set of appearance models [24].
Therefore, one hopes to be able to incorporate the current representation of the appearance
manifold with other knowledge, such as 3-D information, local facial features (e.g., eyes,
nose, mouth), sound, and text, into a more general framework that will lead to useful new
applications.
1k-d tree is a multidimensional search tree for points in k dimensional space. Levels of the tree are split
along successive dimensions at the points.
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