Abstract. Let f (z) = ∞ n=1 a(n)q n ∈ S new k (Γ 0 (N )) be a normalized Hecke eigenform with squarefree level N . For a prime p, define θp ∈ [0, π] to be the angle for which a(p) = 2p (k−1)/2 cos(θp). Let I ⊂ [0, π] be a closed subinterval, and let µ ST (I) = I 2 π sin 2 (θ) dθ be the Sato-Tate measure of I. Assuming that the symmetric power L-functions of f are automorphic and satisfy the Generalized Riemann Hypothesis, we prove that
Introduction and Statement of Results
Let π(x) = #{p ∈ [1, x] : p is prime}. By the modified proof of the prime number theorem due to de la Vallée-Poussin in 1899, there exists a constant c > 0 such that
This result follows from detailed analysis of the nontrivial zeroes of the Riemann zeta function ζ(s). In particular, Hadamard and de la Vallée-Poussin proved that if ρ is a nontrivial zero of ζ(s) in the critical strip 0 ≤ Re(s) ≤ 1, then ρ is not on the boundary of the critical strip. Riemann conjectured that even more is true; he predicted that Re(ρ) = 1 2 for all nontrivial zeroes ρ. Much evidence favors this hypothesis. For example, Platt's computations (see [21] ) show this to be true for the first 103,800,788,359 nontrivial zeros of ζ(s), and Bui, Conrey, and Young prove in [5] that over 41% of all nontrivial zeros in the critical strip lie on the line Re(s) = 1 2 . Assumption of the Riemann Hypothesis improves de la Vallée-Poussin's estimate to π(x) = Li(x) + O( √ x log(x)). Though a proof of the Riemann Hypothesis has eluded mathematicians for the last 150 years, the supposition of its truth has far-reaching consequences; see [7] for further discussion. In this paper, we use an approach similar to that of de la Vallée Poussin to count primes in a different setting. We will assume the Generalized One might ask for the shape of the error term in the Sato-Tate Conjecture. In [17] , V. K. Murty proved the following version of the Sato-Tate Conjecture for non-CM elliptic curves. In [4] , Bucur and Kedlaya extend Murty's results to arbitrary motives with applications toward elliptic curves. In particular, let K be a number field with ring of integers O K , and let E 1 /K and E 2 /K be two nonisogenous non-CM elliptic curves with respective conductors N 1 = N 2 . Bucur and Kedlaya apply their results to finding an upper bound for the least positive norm of a prime ideal p ∈ O K with Norm(p) ∤ N 1 N 2 at which a p (E 1 ) and a p (E 2 ) are nonzero and of opposite sign.
In this paper, we prove a completely explicit version of the Sato-Tate Conjecture that applies to every newform on Γ 0 (N ) with N squarefree (each of which is non-CM); furthermore, we improve the error term in Murty's result by a factor of log(x). Define
χI (θp).
Our main result is as follows. The case when I is a short interval centered at a fixed angle ϕ ∈ [0, π] is of special interest. If ϕ equals 0 or π, the estimate of π f,I (x) in Theorem 1.3 yields the distribution of primes p for which |a(p)| is as large as possible. If ϕ = π 2 , we can study the distribution of primes p for which a(p) = 0. This is particularly interesting when f (z) ∈ S new 12 (Γ 0 (1)), in which case f (z) equals
where τ 12 (n) is the Ramanujan tau function. In [15] , D. H. Lehmer pondered whether τ 12 (n) = 0 for all n ≥ 1; this question remains open, as do similar conjectures for other newforms on Γ 0 (1).
) be a newform, where k = 12, 16, 18, 20, 22, or 26 . For all such k and all positive integers n, τ k (n) = 0.
The distribution of primes p for which a(p) = 0 in Murty's original case, where f is the newform associated to a non-CM elliptic curve E/Q with conductor N , is well-explored. By the modularity theorem, the primes p ≥ 5 such that p ∤ N and a(p) = 0 are the primes for which E has supersingular reduction. In [9] , Noam Elkies proves that infinitely many such primes exist (in contrast to what is conjectured for ∆(z)), and in [10] , Elkies unconditionally proves that the number of such primes that are less than or equal to x and coprime to N is O(x 3/4 ). In [14] , Lang and Trotter conjectured that
where K c is a specific nonnegative constant. In [25] , Serre proves an unconditional result that addresses both newforms on Γ 0 (1) and newforms associated to non-CM elliptic curves. It also allows us to relate the density of integers n for which a(n) = 0 to the primes p for which a(p) = 0.
x log log(x) log log log(x) log(x) 3/2 .
Furthermore,
where α f ∈ (0, 1] is a constant which is given in the proof of Theorem 16 of [25] .
(Γ 0 (11)), Serre proved that α f = 14 15 , and he computed the upper bound
Additionally, Serre conjectured a lower bound of 0.845. Our second result is a completely explicit upper bound on the function
for any newform satisfying the hypotheses of Theorem 1.3. In the case of a newform associated to a semistable elliptic curve, our result conditionally improves Elkies' estimate by a factor of log(x). 
Under the same conditions as Theorem 1.7, the first author proved in [23] that if k ≥ 4 and 0
The proof of Theorem 1.7 makes the work in [23] completely explicit. Using Theorems 1.6 and 1.7, we establish a method of computing an explicit lower bound for the density of positive integers n for which a(n) is nonzero. In the cases where f (z) ∈ S new k (Γ 0 (1)) and f (z) ∈ S new 2 (Γ 0 (11)), we use this method to prove our third result. 
(Γ 0 (11)) be the newform associated to the isogeny class of elliptic curves of conductor 11. If the symmetric power Lfunctions of f are automorphic and satisfy the Generalized Riemann Hypothesis, then
The proof of Theorem 1.8 relies on the fact if τ k (n) = 0, then τ k (n) must satisfy specific congruences modulo powers of small primes (see Theorem 5.3). The congruences arise from the Galois representations of ∆ k modulo these primes. The congruences help us raise the lower bounds on the densities in Theorem 1.8, but the congruences are also of independent interest. Theorems 1.7 and 1.8 have useful applications to positive-definite, integer-valued quadratic forms. Let Q : Z 4r → Z is a positive definite, integer-valued quadratic form in 4r variables, where
T A x and det(A) is a square. Let N be the smallest positive integer such that N A −1 has integer entries and even diagonal entries. If r Q (n) = #{ x ∈ Z 4r : Q( x) = n}, then
We can decompose Θ Q (z) into the sum of an Eisenstein series E Q (z) and a cusp form C Q (z) which can be expressed as a linear combination of newforms in S First, consider the quadratic form
It is straightforward to verify that Θ Q1 (z) ∈ M 2 (Γ 0 (11)). Furthermore, we can decompose Θ Q1 (z) as the sum of the Eisenstein series
(σ 1 (n) − 11σ 1 (n/11))q n and the cusp form 
Theorem 1.7 bounds the number of primes p for which r Q1 (p) = (p+1). Furthermore, Theorem 1.8 tells us that the density of positive integers n for which r Q1 (n) equals its Eisenstein approximation, that is to say
is between 0.153475 and 0.164615.
Second, consider the quadratic form
It is straightforward to verify that Θ Q2 (z) ∈ M 12 (Γ 0 (4)). As stated in [16] , we can represent Θ Q2 (z) as the sum of the Eisenstein series
(σ 11 (n) − 2σ 11 (n/2) + 4096σ 11 (n/4))q n and the cusp form
Theorem 1.7 bounds the number of primes p for which r Q2 (p) = 
Theorem 1.9. Let n be a positive integer. We have that r Q2 (n) equals its Eisenstein approximation, that is to say
if and only if τ 12 (n) = 0. Theorem 1.8 then tells us that the density of positive integers n for which r Q2 (n) equals its Eisenstein approximation is less than 8.8 × 10 −6 . In Section 2, we provide the requisite background on symmetric power L-functions and Galois representations. In Section 3, we prove a series of lemmas needed to prove Theorem 1.3. In Section 4, we prove Theorem 1.3. In Section 5, we provide a sketch of the proof of Theorem 1.7 and proofs of the aforementioned congruences, Theorem 1.8, and Theorem 1.9.
Acknowledgements. The authors thank Ken Ono for his helpful comments. The authors used Magma, Mathematica 8 (Student Version), and PARI/GP for computations.
Symmetric Power L-functions
We now formalize the statement that the symmetric power L-functions of a newform are automorphic. Let
) be a newform with squarefree level N . We define θ p to be the angle in [0, π] such that a(p) = 2p
(k−1)/2 cos(θ p ). We will study the distribution of the sequence
The normalized L-function associated to f is given by
It is known that L(f, s) converges absolutely for Re(s) > 1. Because f has trivial character, we have α p = e iθp and β p = e −iθp when p ∤ N .
Langlands functoriality predicts that the L-functions of degree n + 1 given by
are automorphic, i.e. have an analytic continuation to C and a functional equation of the usual type, for all positive integers n. We know this to be the case when n = 1, 2, 3, 4. In particular, if we let q Sym n f , γ(Sym n f, s), and ǫ Sym n f be the prescribed conductor, gamma factor, and root number of L(Sym n f, s), respectively, then we define
to be the completed symmetric power L-function of f . The functional equation
now holds; it follows that the distribution of the zeroes of L(Sym n f, s) is determined by γ(Sym n f, s) and q Sym n f . Assuming a global lifting map on automorphic representations that is compatible with the local Langlands correspondence, Cogdell and Michel compute the predicted equations for the conductor, gamma factor, and root number of L(Sym n f, s) in [6] . The equation for the conductor is
and the equation for the gamma factor is 
Let U n (x) be the n-th Chebyshev polynomial of the second type. A straightforward computation shows that
Therefore, for any integer j greater than the largest prime dividing N , we have
Furthermore, it follows from basic properties of Chebyshev polynomials of the second type that if n ≥ 2 and p is a prime greater than any prime dividing N , then
We define the following functions in terms of Λ Sym n f (j) for future convenience:
Throughout the rest of the paper, p will denote a prime number unless otherwise stated.
We will require the theory of Galois representations attached to f to show that there are few small primes p for which a(p) = 0. Suppose that f has weight k, level N , and the Fourier coefficients of f are integers. For every prime ℓ there is a representation ρ : Gal(Q/Q) → GL 2 (F ℓ ) with the property that the fixed field of ker ρ is ramified only at primes
. In Chapter 7 of [8] , Johan Bosman explicitly computes the fixed fields of kerρ for level 1 newforms of weights 12 through 22 and ℓ ≤ 23. These are given as polynomials of degree ℓ + 1 whose splitting field is the corresponding extension (with Galois group a subgroup of PGL 2 (F ℓ )). A straightforward calculation (see Lemma 7.5.1 of [8] ) shows that we have tr ρ(M ) ≡ 0 (mod ℓ) if and only ifρ(M ) has order 2. It follows that we may determine whether or not a(p) ≡ 0 (mod ℓ) from the factorization of a polynomial defining the fixed field of kerρ in
More information can be obtained when the representations are reducible. We will use the following results to prove congruences for level 1 newforms modulo powers of small primes. As usual, for an even integer k let
Proof. This follows immediately from the formula for B k given in Theorem 3 of [11] , pg. 233.
. For a prime p and a positive integer n, let ord p (n) be the highest power of p that divides n. (12) ).
Proof. Proposition 2.11 of [19] states that
Then g ≡ θ(f ) (mod p r−ordp (12) ) and g(z) ∈ M k+2 (Γ 0 (N )).
The Kummer congruences (see Theorem 5 of [11] , pg. 239) imply that E 2 ≡ E p+1 (mod p) and combining this with Proposition 2.11 of [19] we see that if f ∈ M k (Γ 0 (1)), there is a g ∈ M k+p+1 (Γ 0 (1)) with θ(f ) ≡ g (mod p). Finally, to prove congruences between two different modular forms, we will use the following well-known theorem of Sturm [26] .
To isolate specific residue classes, we will use Proposition 2.8 of [19] . N ) ) and ψ is a quadratic Dirichlet character with modulus m. Then
Finally, define the U (d) and
Proposition 2.22 of [19] 
Preliminary Lemmas
In this section, we will prove a series of lemmas that will enable us to prove Theorem 1. Lemma 3.1 (Vinogradov) . Let R be a positive integer, and let a, b, δ ∈ R satisfy
Then there exists a periodic function g(y) with period 1 satisfying (a) g(y) = 1 when y ∈ [a + where for all n ≥ 1,
In particular, for n ≥ 1,
Let g(θ) be defined as in Lemma 3.1, where R = 2, a = where
We now present some necessary bounds on the Fourier coefficients of g I,±δ (θ). 
|a n (I, ±δ) − a n+2 (I, ±δ)|n ≤ 2 δ , and
Proof. These bounds follow from the bounds on the Fourier coefficients given in Part (d) of Lemma 3.1.
We will eventually need an upper bound on |a 0 (I, ±δ) − a 2 (I, ±δ) − µ ST (I)|, so we provide it here. Proof. This is a straightforward two-variable maximization problem, requiring us to take the partial derivatives of (a 0 (I, ±δ) − a 2 (I, ±δ) − µ ST (I)) 2 with respect to α and β using Equation 12.
Our goal is to bound π f,I (x) by analyzing Θ Sym n f (x). The next lemma relates these two quantities in a useful way.
Lemma 3.4. Assume the above notation. We have
Proof. The two inequalities follow from the construction in Lemma 3.1 and Equation 1. For the two equalities, notice that g I,±δ (θ) is C 1 . Thus the Fourier expansions in Equation 11 converge absolutely. Therefore, when we relate cos(nθ p ) to Λ Sym n f (p) using Equation 7 , we can switch the order of summation and use Equation 8 to obtain the two equalities. Now, we bound the error obtained by switching from summing over primes to summing over prime powers.
Lemma 3.5. Assume the above notation. For x ≥ 10
17 , we have
Proof. For any positive integer j, Λ Sym n f (j) equals log(j) times a sum of n + 1 roots of unity if j is a prime power and 0 otherwise. Thus
Therefore, by Equations 8 and 9,
Let θ(x) = p≤x log(p). By [22] , θ(x) < 1.001102x for all x > 1. Thus
which is bounded above by 8 5 √ x for all x ≥ 10 17 .
If we calculate the sum Ψ Sym n f (x) using Abel summation, we obtain the equality
Therefore, an estimate of ψ Sym n f (x) yields an estimate of Θ Sym n f (x). We estimate ψ Sym n f (x) by relating ψ Sym n f (x) to the zeroes and poles of L(Sym n f, s). Before we do so, we need to know something about the trivial zeroes of L(Sym n f, s). By the formula for the gamma factors of L(Sym n f, s), if n > 0 and 4|n, then L(Sym n f, s) has a simple zero at s = 0. Let B δ (0) ⊂ C be a ball of radius δ centered at s = 0. There exists a function w(Sym n f, s) such that w(Sym n f, 0) = 0 and for all s ∈ B δ (0), w(Sym n f, s) is holomorphic and L(Sym n f, s) = s · w(Sym n f, s). In
We now present the explicit formula for L(Sym n f, s). 
where R(T, x) = e log(x) 2T
(8T + 9x + 4x log(x)),
and
Proof. The proof of this is very similar to the proof given in Chapter 17 of [7] with two exceptions. First, to bound the difference in the lemma statement, we make use of the fact that for integers j > 1, To estimate the sum over zeroes, we look at the sum over trivial zeroes and nontrivial zeroes separately. 
Proof. The trivial zeroes of L(Sym n f, s) occur at the poles of the gamma factors.
When n is odd, these poles are at s = −m −
, where 0 ≤ j ≤ n−1 2 and m is a nonnegative integer. When n is even, these poles are at s = −2m − ǫ and s = −m − j(k − 1), where 1 ≤ j ≤ n 2 , ǫ is the parity of n 2 , and m is a nonnegative integer except in the case where m = ǫ = 0 (the contribution from this case is already given in the statement of the explicit formula). The multiplicity of any of these zeroes is bounded above by n+2 2 , so we have
Before we can estimate the sum over nontrivial zeroes, we need to understand their distribution in the critical strip. 
Proof. We prove an upper bound in the case where the symmetric power is even; the proof is similar when the symmetric power is odd. By Equations 3, 4, and 5, the completed L-function of L(Sym n f, s) is
where Γ R (s) = π −s/2 Γ(s/2), Γ C (s) = 2(2π) −s Γ(s), and r = n 2 mod 2. By Theorem 5.6 of [12] , there exist constants A n and B n such that Λ(Sym n f, s) has the Hadamard product representation (16) Λ(Sym n f, s) = e An+Bns ρ =0,1
where the product is over all zeros of Λ(Sym n f, s) not equal to 0 or 1. These zeros are the nontrivial zeros of L(Sym n f, s). Taking the real part of the logarithmic derivative of Λ(Sym n f, s) in Equations 15 and 16 and setting them equal to each other gives us
By Proposition 5.7 on page 103 of [12] , the sum on the left hand side converges absolutely, and
Using Equation 5
.31 on page 103 of [12] , we have
where ζ(s) is the Riemann zeta function. We now estimate the digamma terms. Let z = a + bi, where a, b ∈ R and a > 0. It follows from Lemma 4 of [20] and the bound
Now, let s = 2 + iT , where T > 0. Using Equation 17, we bound the digamma terms above by
We now use the inequalities
given in [18] to bound the digamma terms by
We finally have 
If we assume GRH, then each nontrivial zero
ρ = β + iγ of L(Sym n f, s) has β =
Now,
Therefore, when n is even, setting T = j + 1 2 and substituting our upper bound for ρ Re( 1 2+iT −ρ ) produces the bound
When n is odd, a similar computation yields the bound
The bound given in the statement of the lemma is a uniform bound for the even and odd cases.
We can now estimate the sum over the nontrivial zeroes.
By Equation 13 and Lemma 3.6, we have
The estimates from Lemmas 3.6, 3.7, 3.8, and 3.9 produce an upper bound for Ψ Sym n f (x). Substituting 20 √ x log(x) for T and incorporating the error from Lemma 3.5 proves the following result. 
17 is an integer larger than any prime dividing N and x is not a prime power, then
n log(n + 1)
Proof of Theorem 1.3
We now present a proof of Theorem 1.3.
Proof of Theorem 1.3. By [24] , if x ≥ 2657, then |π(
Now, using the estimate from Lemma 3.3,
By Lemma 3.4,
Using Lemma 3.3 again,
We now subtract µ ST (I)(π(2x) − π(x)) throughout all of the above inequalities to obtain
Using the estimates in Lemmas 3.2 and 3.10, we obtain the desired result by letting δ = √ 39 20 x −1/4 log(x).
Calculating Densities Pertaining to Lehmer-Type Questions
Because of the similarities between the proof of Theorem 1.3 and the proof of Theorem 1.7, we will only sketch the proof of Theorem 1.7.
Sketch of the proof of Theorem 1.7. If δ is defined as in the proof of Theorem 1.3 and we let I = [
However, this bound can be improved. The aforementioned choice of I makes the main term the size of the error term, so we can afford to be less efficient with our estimates. We overestimate χ I (θ) with g I,δ (θ), and we overestimate χ [x,2x] (y) with the compactly supported C ∞ function
If we have a prime p ∈ [x, 2x], then
Using Lemma 3.1, we bound π f (x) above with the function
Incorporating the error arising from summing over prime powers rather than primes yields the estimate
Let H x (s) be the Mellin transform of h x (y). We then have the explicit formula
(This is essentially Theorem 5.11 of [12] .) Note that the sum over zeros converges absolutely because h x (y) is compactly supported and C ∞ . By analysis similar to that in the proof of Theorem 1.3 and the preceding lemmas, we have
where the implied constant is absolute and effectively computable. If we redefine δ to be O(x
log(x)), then
log(x) .
We also note that the estimates in Lemma 3.2 improve when I = [ We now want to use Theorem 1.7 to give a lower bound for the density of positive integers n for which a(n) = 0. Let π * f (x) = #{p ∈ [1, x] : a(p) = 0}. By applying Abel summation to the log of the product in Theorem 1.6, we have the following lemma.
Lemma 5.1. Assume the above notation. We have
Using the bound for π f (x) in Theorem 1.7, we now can produce an explicit lower bound for the density of positive integers n such that a(n) = 0. This allows us to address analogues of Lehmer's question (cf. [15] ) for any newform f with squarefree level and trivial character, assuming Conjecture 2.1.
Lemma 5.2. Assume the above notation. Let x 0 be greater than the largest prime dividing N . Define
Proof. This follows directly from Equation 2, Lemma 5.1, and the straightforward computation
where π * f (x 0 ) = m and p 1 , . . . , p m are the counted primes.
To apply the preceding lemma, it is necessary to bound the number of small primes p for which a(p) = 0. On page 168 of [8] , Bosman repeats Serre's observation that if τ 12 (p) = 0, then p = hM − 1, where M = 3094972416000 and h ≥ 1. Moreover, h ≡ 0, 30, or 48 (mod 49) and h + 1 is a quadratic residue modulo 23. These facts will allow us to bound the density above.
In order to obtain results of a similar quality, we need analogues of the congruences for τ 12 (n) given in [27] for the higher weight level 1 newforms. We state these congruences here. 
For the weight 18 form we have
For the weight 20 form we have
For the weight 22 form we have
For the weight 26 form we have
Proof. For brevity, we only provide proofs of the congruence for the weight 16 form. Twisting by quadratic Dirichlet characters mod 8 shows that
by Theorem 2.5. A computation shows that the first congruence holds for n ≤ 128 and Sturm's theorem implies that it is true for all n.
For the second congruence, we start by taking E 2764 (z) and twisting to obtain the form n≡2 (mod 3) σ 2763 (n)q n ∈ M 2764 (Γ 0 (9)). Applying θ 813 times, and using Lemma 2.3 with N = 3 9 gives that there is a form in M 4390 (Γ 0 (3 9 )) congruent to n≡2 (mod 3) n 813 σ 2763 (n)q n modulo 3 8 . Taking the form ∆ 12 (z)E 4 (z)E φ(3 8 ) (z) and twisting it to isolate the residue class 2 mod 3 shows that n≡2 (mod 3) τ 16 (n)q n is also congruent mod 3 8 to a form in M 4390 (Γ 0 (3 9 )). We now check the congruence up to n = 9600930 (requiring about 1 hour using Magma [3] V2.18) and invoke Sturm's theorem.
For the third congruence, we let f (z) ∈ M 36 (Γ 0 (25)) be a form congruent to θ 17 (E 2,25 ) modulo 25 and g(z) = E 4 (z)∆ 12 (z)E 20 (z). Then f (z) − f (z)|U (5)|V (5) and g(z) − g(z)|U (5)|V (5) are both in M 36 (Γ 0 (25)) and we use Sturm's theorem to prove the congruence.
The fourth congruence is similar to the third, and the fifth congruence follows from the fact that θ(E 4 ) is congruent (modulo 11) to a form of weight 16. The sixth congruence follows from the fact that θ 2 (∆ 12 ) is congruent to a form of weight 40. The seventh congruence was proven in [27] and the eighth is a consequence of the fact that 3617 divides the numerator of B 16 .
Using Theorems 1.7 and 5.3 and Lemma 5.2, we prove Theorem 1.8.
Proof of Theorem 1.8. For the case where f ∈ S new 2 (Γ 0 (11)), we compute a polynomial P ℓ (x) whose splitting field is the fixed field of the kernel of the projective representation for 2 ≤ ℓ ≤ 19. Using the factorization of these polynomials modulo primes p, we find that there are precisely 17857 primes p ≤ 10 11 for which a(p) = 0. This combined with the bounds from Theorem 1.7 and Lemma 5.2 yields the claimed inequality.
Using the congruences for ∆ 12 (z) and the computation of the mod 11, mod 13, mod 17 and mod 19 Galois representations by Bosman, we compute using PARI/GP [28] that there are precisely 1810 primes p < 10 23 that satisfy the conditions given by Serre, and for which τ 12 (p) ≡ 0 (mod 11 · 13 · 17 · 19). We obtain the stated result.
The higher weight cases are analogous. For the weight 16 case we also make use of the fact that the projective mod 59 representation has image isomorphic to S 4 . This was conjectured by Swinnerton-Dyer (see [27] page 35). The degree 4 polynomial defining this S 4 extension is misprinted there; the correct polynomial is x 4 − x 3 − 7x 2 + 11x + 3. Swinnerton-Dyer's conjecture was proven as a consequence of the solvable base change result of Langlands and Tunnell (in an identical way that it was applied in Wiles's proof of Fermat's Last Theorem).
We now prove Theorem 1.9.
Proof of Theorem 1.9. Let γ 1 = 259, γ 2 = 11920, and γ 3 = 1060864. An equivalent formulation of the theorem is that γ 1 τ 12 (n) + γ 2 τ 12 (n/2) + γ 3 τ 12 (n/4) = 0 if and only if τ 12 (n) = 0. Write n = 2 α k, where k is a positive odd integer and α is a nonnegative integer. Now, γ1τ12(n)+γ2τ12(n/2)+γ3τ12(n/4) = 1 τ12(2 α ) (γ1τ12(2 α )+γ2τ12(2 α−1 )+γ3τ12(2 α−2 ))τ12(n).
It is proven in [15] that if p is prime and τ 12 (p α ) = 0, then τ 12 (p) = 0 and α is odd. Therefore, τ 12 (2 α ) = 0 for all α. Define f α = γ 1 τ 12 (2 α )+γ 2 τ 12 (2 α−1 )+γ 3 τ 12 (2 α−2 ). It suffices to show that f α = 0 for all positive integers α. This is clear for α = 0, 1, so we may assume that α ≥ 2. By a straightforward calculation, if α ≥ 2, then f α = −24f α−1 − 2048f α−2 . The closed-form solution to this recursive equation is is η 1 α, where η 1 is the power of p in the prime factorization of the ideal (β 2 ). The power of p in the prime factorization of I 2 is η 2 α + 1, where η 2 is the power of p in the prime factorization of the ideal (β 1 ). Because I 1 = I 2 , we have η 1 α = η 2 α + 1. Thus 0 ≡ 1 (mod α), so α = 1.
