Training probability-density estimating neural networks with the expectation-maximization (EM) algorithm aims to maximize the likelihood of the training set and therefore leads to overfitting for sparse data. In this article, a regularization method for mixture models with generalized linear kernel centers is proposed, which adopts the Bayesian evidence approach and optimizes the hyperparameters of the prior by type II maximum likelihood. This includes a marginalization over the parameters, which is done by Laplace approximation and requires the derivation of the Hessian of the log-likelihood function. The incorporation of this approach into the standard training scheme leads to a modified form of the EM algorithm, which includes a regularization term and adapts the hyperparameters on-line after each EM cycle. The article presents applications of this scheme to classification problems, the prediction of stochastic time series, and latent space models.
Introduction and Notation
Consider the problem of inferring the probability density P(y t |x t ) of some m-dimensional target vector y t conditional on an n-dimensional vector of explanatory variables x t . A common approach is to approximate the unknown true distribution by a mixture model (Jacobs, Jordan, Nowlan, & Hinton, 1991; Jordan & Jacobs, 1994; Bishop, 1995) , for which, in this article, the functional form of Husmeier and Taylor (1998) will be chosen. Let g(x t ) ∈ Rñ denote a (fixed and in general nonlinear) transformation of the explanatory variables, and define the following generalized linear function, f ki (x t ) := f (x t ; w ki ) := w † ki g(x t ) (1.1) in which w ki is anñ-dimensional parameter vector. (Note that the dimensions of g(x t ) and x t are in general different:ñ = n.) Also, introduce the positive and normalized mixing coefficients p k (p k ≥ 0, k p k = 1) and the positive precisions (inverse variances) β k > 0. Then a multivariate generalization of the model discussed in Husmeier and Taylor (1998) Gaussian mixture network for predicting conditional probability densities. The network contains two hidden layers, where units in the first hidden layer have a sigmoidal and those in the second hidden layer a gaussian transfer function. The precisions of the gaussian bumps, β k , are treated as adaptable parameters, and the output weights p k are positive and normalized. Arrows symbolize weights with a constant value of one; bold lines represent wires with adaptable weights. When applying the random vector functional link net approach (discussed in the text), the weights between the input and the first hidden layer, plotted as narrow lines, are drawn at random from some appropriate distribution and then remain fixed during training.
following form:
A possible neural network realization is shown in Figure 1 . Note that the restriction implied by equation to be adapted with the expectation-maximization (EM) algorithm (Demp-ster, Laird, & Rubin, 1977) which is known to be a fast (superlinear) algorithm to maximize the likelihood P(D|q) of the training set D := {x t , y t }
N t=1
(see, e.g., Xu & Jordan, 1996) . Here and in what follows, lowercase boldface letters denote column vectors, uppercase boldface letters denote matrices, and the dagger ( †) indicates matrix transposition. The index k ∈ {1, . . . , K} will be used to label kernels, t ∈ {1, . . . , N} labels training exemplars, and the subscript i ∈ {1, . . . , m} in y ti represents the ith coordinate of the target vector y t . The mixing coefficients and kernel precisions are collected in the vectors p := (p 1 , . . . , p K−1 ) † and β := (β 11 , . . . , β Km ) † . 1 The vector w k := (w † k1 , . . . , w † km ) † comprises all the weights feeding into the kth kernel. Alternatively, the matrix notation W k := (w k1 , . . . , w km ) † will occasionally be used (see equation 2.18). 2 Finally, w denotes the vector of all weights in the network: w := (w † 1 , . . . , w † K ) † .
Regularization with the Bayesian Evidence Scheme

Summary of the Concept.
It is well known that for sparse training data, a maximum likelihood approach usually leads to severe overfitting. The objective of this article, therefore is to generalize the Bayesian evidence scheme (MacKay, 1992) to regularizing probability-estimating neural networks. First, introduce a gaussian prior on the weights w, which depends on a vector of hyperparameters α = (α 1 , . . . , α K ) † :
This is equivalent to the common regularization method of linear weight decay, by which large values of w ki are penalized. Note that equation 2.1 implies a division of the weights w into several weight groups w ki , with weights feeding into the same kernel sharing a common weight-decay hyperparameter α k . Also, note that the hierarchical structure of the model, α → w → y, implies conditional independence of y on α given w. On observing the training data D = {y t , x t } N t=1 , the most probable parameter values are those that maximize the posterior probability,
where the indicated proportionality holds for a metric in which the prior 1 Note that due to the constraint k p k = 1, only K−1 mixing coefficients are adaptable parameters.
2 Note that w k is an mñ-dimensional vector, while W k is an m-by-ñ matrix.
(2.5)
Note that unregularized training corresponds to minimizing the cost function E o , whereas regularized training with fixed weight-decay hyperparameters α is effected by minimizing the total cost function E. Since, in general, we do not have sufficient prior knowledge to decide on the values for α in advance, a straightforward approach seems to be the maximization of the posterior probability in equation 2.2 with respect to all parameters. However, as pointed out by MacKay (1992) , this is likely to lead to suboptimal results: the joint posterior distribution tends to be strongly skewed with a mode that is not representative of the distribution as a whole (see also Bishop & Qazaz, 1995, and MacKay, 1993 , for further discussion). This article therefore follows the idea in MacKay (1992) to find the mode of P(β, p, α|D)
after integrating out the weight parameters w. Assuming again a metric in which P(β, p, α) is uniform, this is equivalent to maximizing the likelihood 6) where in the last step, equations 2.3 through 2.5 have been applied. Note that MacKay's approach is equivalent to the type II maximum likelihood method of conventional statistics. The integral in equation 2.6 is solved by Laplace approximation, which is equivalent to a Taylor series expansion of E up to second order:
w := argmin w {E(w; β, p, α)} (2.8)
Inserting equation 2.7 into 2.6 and defining M := dim w = mñ gives: 
where r represents any of the hyperparameters p k , β ki , and α ki .
This scheme is iterated until a self-consistent solution for w, β, p, α has been found.
The Regularized EM Algorithm.
Updating the parameters and hyperparameters according to equations 2.12 and 2.13 can be accomplished with a modified version of the EM algorithm. This section gives an algorithmic description of this scheme; the detailed derivation is relegated to the appendix. First, define the posterior probability for the generation of data point (x t , y t ) by the kth kernel of the mixture model, equation 1.2:
14)
where Bayes' rule has been applied. Moreover, the following definitions are introduced:
. . . MacKay (1992) , the number of well-determined parameters:
Now, the new regularized EM algorithm is given by the following iterative update equations:
where Husmeier and Taylor (1998) .
occurs in the denominator of the update equation, 2.23, the algorithm becomes unstable for small N k , that is, for small mixing coefficients p k = N k /N. This typically happens when the number of training exemplars N is too small for the given network complexity. It is therefore reasonable to introduce an explicit pruning scheme and discard kernels for which N k ≤ γ ki + ε, where in this study ε := 10 −6 was chosen.
Application to Latent Space Models
Recently latent space models have become very popular, where dependencies between observations in a high-dimensional data space are explained by a smaller number of so-called latent degrees of freedom. This allows the probabilistic reformulation and reinterpretation of several well-established machine learning algorithms. Examples are probabilistic principal component analysis (Tipping & Bishop, 1999) , independent factor analysis (Attias, 1999) , and the generative topographic map (Bishop, Svensen, & Williams, 1998) . This study will show how the Bayesian evidence scheme can be applied to mixtures of probabilistic principal component analyzers (MPPCA), as introduced in Tipping and Bishop (1999) .
Two simplifications are inherent in the MPPCA approach. First, the function g in equation 1.1 is linear, that is,
where µ k is a vector of bias parameters. 4 Second, the gaussian kernels 2) and the regularized EM update equations, 2.22 and 2.23, can be written in the more compact form (recall the definitions 2.15-2.20, and see the appendix for a derivation):
The crucial assumption of the MPPCA model is a normal prior on the latent variables, defined by
This allows the integration over the latent space to be carried out analytically and leads to a marginal distribution of y t in the form
where C k is the so-called model covariance matrix, defined by
The probability of the latent variables x t conditional on the data vectors y t (needed for data compression) is given by Tipping and Bishop (1999) ,
where
Following Tipping and Bishop (1999) , we can extend the EM approach of the previous section and consider the latent variables {x t } to be missing data.
If their values were known, the standard EM update equations, 2.21-2.24, 3.3, and 3.4, could be applied. Since {x t } are actually unknown, we take the expectation value with respect to the posterior distribution, equation 3.9, denoted by angle brackets, . . . . With the update equation
and the definitioñ
the new update equations become of the following form:
There are three main differences from the standard update equations, 2.21-2.24, 3.3, and 3.4:
1. The angle brackets . . . indicate that an expectation value with respect to the distribution of equation 3.9 has been taken.
(3.17) 18) where M k was defined in equation 3.10. Now recall that g(x t ) = x t , and apply equations 2.15, 2.16, and 3.12, 19) which by inserting equation 3.18 yields:
where the definition of the empirical covariance matrix,
. From equation 3.17, we get,
and inserting equations 3.23 and 3.21 into 3.14 leads to:
Taking the transpose of both sides and solving forŴ k gives 5
Note the distinction between the old parameters, W k , and the new parameters,Ŵ k . Also, note that for α k ≡ 0, equation 3.25 reduces to equation C.14 in Tipping and Bishop (1999) , so the effect of the Bayesian regularization scheme is the addition of the extra term
Inserting equations 3.18 and 3.17 into 3.15 and applying equations 3.22 and 3.23 leads to:
By making use of equation 3.25, this gives
where kernels with N k ≤ γ k m are pruned. For α k ≡ 0 and γ k ≡ 0 (that is, the unregularized case), this reduces to equation C.15 in Tipping and Bishop (1999) .
Experiments
Unconditional Probability Densities.
When conditioning the data vectors y t on a constant element g(x t ) ≡ 1, equation 1.2 reduces to the modeling of unconditional probability densities, P(y t |x t ) = P(y t |1), where the weights w k exiting the constant unit are equivalent to the centers of the gaussian kernels. The prior on the weights is slightly modified from the form of equation 2.1 in that it is centered on the mean of the data rather than the origin. 6 This leads to a small modification of the update equations, 2.21-2.24, as discussed in the appendix (equations A.38 and A.39 ). This study focuses on binary classification problems, where the class conditional distributions P(y t |class = 1) and P(y t |class = 2) are modeled separately with two different networks. The generalization errors of these separate density estimates are measured in terms of the negative normalized log-likelihood for the test data,
where D c test is an independent test set of cardinality N c for class c. The networks are then combined into a modular structure to predict the probability for a given class, conditional on the input vector y t , by Bayes' rule:
where P(class = 1) + P(class = 2) = 1, and P(y t ) = prior for class 1 and can (if no actual prior knowledge is available) easily be optimized so as to minimize the misclassification on the training set. A straightforward approach is to follow a hard classification scheme and assign exemplar y t to class c if P(class = c|y t ) > 0.5. The generalization performance can then be measured on an independent test set in terms of the percentage misclassification (E class ).
The Bayesian regularization scheme was tested on the following three data sets. Ripley is a synthetic data set taken from Ripley (1994) . There are two features and two classes, where each class has a bimodal distribution, as seen from Figure 2 (left). The class distributions are given by equal mixtures of two normal distributions, whose overlap is chosen to allow a best-possible error rate (Bayes limit) of about 8%. The networks were trained on N train = 250 training exemplars (125 for each class) and tested on an independent set of size N test = 1000.
Tremor is a real-world data set, plotted in Figure 2 (right), where the objective is to identify Parkinson's disease on the basis of muscle tremor. The data set, collected by Spyers-Ashby (1996) , consists of two input fea- tures derived from measurements of arm muscle tremor and a class label representing patient or nonpatient:
The task of the Kaposi problem is to predict whether an AIDS patient is likely to contract Kaposi's sarcoma, a vascular tumor that is often aggressive in patients with underlying immunosuppression. The classification is done on the basis of four immunological input variables measuring the concentrations of various lymphocytes, N train = 263, N test = 39, with two different partitions into training and test sets. Figure 3 shows the evolution of E 1 , the normalized negative test set loglikelihood for class 1 (see equation 4.1), for training three differently initialized networks (all with K = 10 kernels) on Ripley's data set. Without regularization 7 (left column) we observe the typical behavior of overfitting. While E 1 naturally decreases on the training set (dashed line), the performance on the test set (solid line) deteriorates from a certain (unknown) optimum number of adaptation steps on. This deficiency is significantly improved when the evidence method for regularization is applied (right column). In this case, E 1 on the test set reaches a constant plateau and does not vary much in response to changes in the training time, thus considerably reducing the risk of overfitting.
The simulations were then repeated 24 times for four initial kernel numbers (K = 5, 10, 15, 20) , two initial kernel widths (σ 0 = 1/ √ β 0 = 0.5, 1), and three initializations of the kernel centroids, 8 where in each case training was carried out over a fixed number of T = 20 adaptation steps. (The output weights were always initialized uniformly: p k = 1/K ∀k.) The left column of Figure 4 shows three scatterplots (for E 1 , top, E 2 , middle, and E class , bottom), where for corresponding simulations (starting from the same initialization) results obtained without regularization (abscissa) are plotted against those obtained with the Bayesian regularization scheme (ordinate). It is clearly seen that unregularized training leads to large variations in both performance measures (E 1 and E 2 indicating the accuracy of modeling the class-conditional distributions, and E class showing the classification error), with large kernel numbers K usually causing drastic overfitting. This is effectively prevented with the Bayesian regularization scheme, which results in a rather constant performance irrespective of the model complexity K and therefore considerably reduces the need for any sophisticated model selection methods. Also, note that the achieved classification performance with regularization is always close to the Bayes limit.
Similar simulations were carried out on the other two data sets. 9 For the Tremor data, the results are shown on the right of Figure 4 , which shows the same scatter diagrams as for Ripley's data. Again, it is seen that the evidence scheme leads to a considerable stabilization of the generalization performance with respect to changes in the model complexity, although unregularized training occasionally results in a better modeling of the probability density of class 1 (top right) and, consequently, a better classification performance (bottom right).
In order to test the statistical significance of the improvement achieved with the evidence method, a matched-pairs t-test was carried out (as de-7 Recall that training without regularization is equivalent to equations 2.21-2.24 with α k ≡ 0, γ ki ≡ 0.
8 The {µ k } were drawn from N(M c , 1), where M c is the unconditional mean for the cth class.
9 For the Tremor data, only two rather than three different initializations of the kernel centers µ k were chosen (leading to 16 simulations), whereas the simulations on the Kaposi data were repeated for two different partitions of the data into training and test sets (giving 48 simulations). scribed, e.g., in Hoel, 1984) . For corresponding simulations, the differences in the performance measures E 1 , E 2 , and E class between regularized and unregularized training were calculated. 10 Positive values indicate that the evidence method leads to a better performance; for negative values, the alternative method is superior. The results are listed in Table 1 , together with the critical value 11 for rejecting the null hypothesis of equal performance. The Bayesian regularization scheme consistently leads to an improvement in all three performance measures, which, except for E 1 of the Tremor data, is always significant. In a further study, the results of the evidence approach were compared with the best test set performance obtained with the unregularized EM algorithm, that is, with the minimum of test set learning curves like those of Figure 3 (left). This is akin to the method of early stopping, except that the selection is done on the basis of the test set rather than a separate valida- δ i . The t-statistic can now be calculated according to t = √ n S δ, which is compared with the critical value for (n − 1) degrees of freedom and a given (in this case, 95%) significance level.
11 The critical value depends on the number of degrees of freedom, which is the number of different simulations minus one (Ripley: 23, Tremor: 15, Kaposi: 47) . See, for instance, Hoel (1984) . Table 2 . On Ripley's data, the evidence method achieves a consistent improvement in terms of all three performance measures, and for the Kaposi data, the modeling of one of the class-conditional probability distributions is significantly improved. However, on the Tremor data, the evidence method turns out to be inferior to the alternative approaches. A possible explanation for this deficiency will be given in section 5.
Conditional Probability Densities.
The objective of the second part of this study is the prediction of the conditional probability density of a noisy time series, for which the synthetic benchmark problem of Husmeier and Taylor (1997) was chosen. Two stochastic dynamical systems are coupled stochastically according to
where α t ∈ [3, 4], κ t ∈ [0.5, 1.25], and ξ t ∈ [0, 1] are random variables uniformly distributed in the respective interval, θ = 1/3, and (.) denotes the Heaviside function. The resulting time series is a first-order Markov process with a bimodal conditional probability distribution in state-space. The networks were trained on a time-series segment of length N train = 200, and the generalization performance was tested on N test = 1000 independent exemplars. The chosen network architecture was of the form depicted in Figure 1 , where the weights on connections between the input and the first hidden layer were fixed at randomly selected values. Note that this corresponds to a random vector functional link network, whose universal approximator power is discussed in Igelnik and Pao (1995) . Training with the Bayesian evidence scheme followed equations 2.21-2.24. Recall that this reduces to the unregularized EM algorithm for α k ≡ 0 and γ ki ≡ 0. The following alternative regularization schemes were employed for a comparison:
Eigenvalue (EV) cutoff. This is equivalent to the unregularized EM algorithm except that when updating the weights w ki according to equation 2.22 (with α k = 0), the matrix on the left, GΠ k G † , is singular-value decomposed, and small eigenvalues 12 are set to infinity. When solving for w ki , the contributions along the corresponding eigenvalues thus disappear. This is equivalent to a projection of the full solution vector onto a subspace perpendicular to the domain spanned by the eigenvectors belonging to small eigenvalues or, put differently, components of w ki that are poorly determined by the data are discarded. (For a detailed exposition of this method, see Press, Teukolsky, Vetterling, & Flannery, 1992, chap. 2).
Weight decay. The weights w ki are updated according to equation 2.22 with fixed values for α k . This is equivalent to a simple weight decay scheme.
Two different values of the weight-decay hyperparameters were used: α k = 0.01 and α k = 0.1 (the same for all kernels k).
Naive Bayes. The kernel variances are updated according to
where the hyperparameter ρ is set to the value that gave the best generalization performance in Ormoneit and Tresp (1996) : ρ = 0.1. Effectively this imposes a lower bound on 1/β ki . The adaptation of the weights w ki follows from equation 2.22, with α k ≡ 0.1 ∀k. Note that this is equivalent to a Bayesian maximum a posteriori approach with a gamma prior on the inverse variances β ki and a gaussian prior on the weights w ki .
For each method, an ensemble of 80 networks was created in the following way. The random weights in the network were drawn from four different gaussian distributions N(0, σ rand ) with ln σ rand ∈ {−1, 0, 1, 2}. For each of the four distribution widths σ rand , 20 weight configurations were drawn, based on different random number generator seeds. Each set of net- works with identical σ rand was further subdivided into four subsets, which differed with respect to the initialization of the adaptable weights w ki , drawn from (1) N(0, 0.1), (2) N(0, 0.25), (3) N(0, 0.5), or (4) N(0, 1.0). The remaining parameters, β k and p k , were initialized as before:
Each network contained 10 tanh units in the first hidden layer and K = 10 gaussian kernels in the second hidden layer.
Figure 5 (left) shows the dependence of the average generalization performance on the regularization method and the training time. The graphs represent the mean of the negative normalized test set log-likelihood,
t=1 ln P(y t+1 |y t ). The best results are obtained with the evidence scheme, but the difference is not statistically significant. A clear improve-ment, however, is achieved with respect to variations in the length of training time. The simulations suggest that no overfitting occurs for the evidence scheme. Compare this with the first three regularization methods (EV cutoff, weight decay with α = 0.01, weight decay with α = 0.1), which show strong overfitting after about 20 to 30 adaptation steps. This calls for model selection by cross-validation, which, however, would reduce the amount of training data and is therefore likely to incur a loss of modeling accuracy. The naive Bayesian method, where the hyperparameter ρ was set to the optimal value in Ormoneit and Tresp (1996) , is strongly overregularized, with an increase of the mean of E test by about 1.7 standard deviations.
Figure 5 (right) shows the dependence of the best generalization performance on the regularization method and the training time, that is, the graphs represent the minimum of E test . Again, the evidence scheme leads to a considerable stabilization of the training process with respect to changes in the training time, whereas the first three methods (EV cutoff, α = 0.01, α = 0.1) show drastic overfitting. For small training times, the best underregularized models are slightly better than the best model obtained with the evidence scheme, but this can, in general, not be exploited in practice (since model selection requires a cross-validation set, thereby incurring the problems discussed before). The naive Bayesian method turns out to be strongly overregularized again.
Latent Space Model (MPPCA).
The last application is taken from sleep research, where the objective is to distinguish different sleep phases. The data consisted of two classes, deep sleep and rapid eye movement, where each class contained N = 960 10-dimensional feature vectors. 13 The data were randomly split into two sets of equal size for training and testing. An MPPCA model of latent dimension n = 2 was trained over a fixed number of 60 adaptation steps. For the Bayesian evidence scheme, the weights w k and kernel precisions β k were updated according to equations 3.25 and 3.26. Unregularized training followed the same update rules, but set α k ≡ 0 and γ k ≡ 0. (Note that this is equivalent to equations C.14 and C.15 in Tipping & Bishop, 1999.) The top graphs of Figure 6 show a typical evolution of the training process. When training with the unregularized maximum likelihood scheme, the negative log-likelihood E = − 1 N ln P(D|class) continually decreases on the training set (narrow dashed lines), but soon increases on the test set (bold dashed lines) as a result of overfitting. When training with the Bayesian evidence method, the training set performance (narrow solid lines) becomes (naturally) worse, but the test set performance (bold solid lines) is improved, and overfitting is effectively prevented. Figure 6 : The Bayesian evidence scheme applied to MPPCA (mixture of probabilistic principal component analyzers). The top row shows the evolution of E, the normalized negative log-likelihood, on the training set (narrow lines) and the test set (bold lines) without regularization (dashed lines) and with the Bayesian evidence scheme (solid lines). The scatterplots in the bottom row compare the Bayesian evidence scheme with unregularized training for a total of 24 simulations, where the figure on the left shows the negative test set log-likelihood for classes 1 (crosses) and 2 (circles) and the figure on the right shows the percentage misclassification scores. The diagonal dashed lines indicate equal performance; symbols below the dashed line point to a performance improvement as a result of applying the Bayesian evidence scheme. Note the small but consistent improvement in the plot on the bottom left. The respective t-statistics are shown in Table 3 .
To test the statistical significance of the results, the simulations were repeated 24 times for two kernel numbers (K = 4, 6), three different partitions of the data into training and test sets, and four different initializations. 14 14 Two initial kernel widths were chosen-β −1 k = 0.5 and β −1 k = 1.0-and the simulations started from two different random number generator seeds. The initial weights were set to w ki = 0, and the components of the kernel centers, µ k , were drawn from a normal distribution centered at the mean of the respective class. The first five adaptation steps The results are plotted in the bottom row of Figure 6 , which shows scatter diagrams similar to those discussed in section 4.1. The figure on the bottom left shows a comparison between unregularized (maximum likelihood) training and the Bayesian evidence scheme for modeling the two class-conditional distributions. Note that the dashed diagonal line indicates equal performance of the two methods, whereas symbols below the dashed line point to a performance improvement as a result of applying the evidence scheme. This is, in fact, observed in the figure, which suggests that although the improvement achieved with the evidence approach is relatively small, it is consistent in that it occurred in every simulation. A matched-pairs t-test gives a value of 9.65 (see Table 3 ), which is larger than the critical value of 1.71 (for a 95% significance level) and therefore suggests that the improvement is significant. Similarly, the figure on the bottom right shows a comparison between unregularized training and the evidence scheme with respect to the actual classification scores. The respective t-statistic, shown in Table 3 , is 2.36; hence the improvement achieved with Bayesian regularization is less dramatic but still statistically significant.
Finally, the evidence scheme was also compared with the method of optimal early stopping. (Recall that this is an idealized version of early stopping that gives better results than can be achieved in practice.) The results of a matched-pairs t-test are given in Table 3 , which suggests that the evidence scheme still gives better results, although this is less pronounced and statistically significant for only one (out of three) performance measure.
were unregularized and followed the (faster) direct update scheme of equations 3.12 and 3.13 in Tipping and Bishop (1999) .
Discussion
This study has applied the Bayesian evidence scheme to the regularization of probability-density estimating neural networks. This is to be distinguished from Roberts, Husmeier, Rezek, and Penny (1998) , where the evidence scheme was applied to model selection, whereas the actual training process was unregularized. Also, note that in Roberts et al. (1998) , only the lowest-order approximation to the Hessian, equivalent to the first term in the expansion of equations A.28 and A.37 was applied.
The numerical experiments suggest that the evidence method derived in this study leads to a considerable stabilization of the generalization performance with respect to variations in the model complexity (see Figure 4 ) and training time (see Figures 3 and 5) . A comparison with alternative regularizers gave, in general, very favorable results. The following restrictions, however, are to be noted.
When modeling unconditional probability densities according to section 4.1, a gaussian prior is introduced on the kernel centers f k = w k themselves (rather than on parameters determining the functional mapping onto the kernel centers). This explains the comparatively poor performance on the tremor data, where one of the class-conditional distributions is strongly skewed and considerably deviates from a gaussian. Moreover, for classification problems per se, a gaussian prior might be suboptimal, since one would prefer to deploy more kernels near the classification boundary rather than in the interior of the distribution. Consequently, although the modeling of the actual distribution tends to be improved by the evidence scheme, this is not necessarily reflected in the classification performance (as seen for the Kaposi data; see Table 2 ).
These restrictions do not apply to the modeling of conditional densities, for which the kernel centers are modeled by generalized linear functions according to equation 1.1, and the chosen form of the prior is equivalent to the standard complexity regularization of linear weight decay. Modeling the kernel centers as generalized linear functions implies that for a given approximation accuracy, the model complexity will usually be larger than that of an equivalent one-hidden-layer neural network. However, Igelnik and Pao (1995) claim that for an appropriate stochastic choice of the basis functions (the functions g(x t ) in equation 1.1), this increase in the complexity may not be dramatic.
Probabilistic principal component analysis is based on a generalized linear model for predicting conditional densities P(y|x), but in fact integrates the latent variables x out so as to model unconditional densities. This is done according to the EM algorithm, which requires taking the expectation value of the Hessian with respect to the posterior distribution P(x|y, k) of equation 3.9. In the work presented here, this has been done only for the lowestorder approximation to the Hessian, as discussed in the appendix. The resulting update algorithm was found to achieve a significant improvement over training with the maximum likelihood method for both the modeling of the class-conditional distributions and the classification performance. On a comparison with an idealized form of early stopping, the evidence method still tended to achieve better results, although this was less pronounced and not always statistically significant. The derivation of the expectation value of a higher-order approximation to the Hessian, which takes the second term in equation A.28 into account, is the subject of future research.
Conclusion
Training probability-density estimating neural networks with the EM algorithm aims to maximize the likelihood of the training set and therefore leads to severe overfitting for sparse data. The proposed regularization method adopts the Bayesian evidence scheme, whereby the hyperparameters of the prior are optimized by type II maximum likelihood, that is, after marginalizing over the parameters. This is done by Laplace approximation, which requires the derivation of the Hessian of the log-likelihood function. The incorporation of this approach into the standard training scheme leads to a modified form of the EM algorithm, which includes extra regularization terms whose hyperparameters are adapted on-line after each EM cycle. The method has been applied to the direct modeling of unconditional densities, the indirect modeling of unconditional densities via a latent-space model, and the prediction of conditional probability densities. Simulations on four classification problems and one time-series prediction task suggest that the generalization performance is significantly improved over unregularized maximum likelihood training and that the evidence scheme tends to outperform the alternative regularization methods employed in this study. Moreover, most simulation results suggest that the training process is stabilized with respect to changes in the training time and the model complexity, which prevents overfitting and greatly reduces the need for model selection.
Appendix
A.1 Derivation of the Regularized EM Algorithm. Consider a densityestimating network with parameters q = {w, p, β}, and define the K by N matrix of binary variables λ k (t),
. . .
where λ k (t) = 1 indicates that the tth exemplar y t has been generated from the kth component of the mixture distribution, equation 1.2, and the last equation on the right implies that at any particular time t, one and only one λ k (t) is set to 1. Moreover, define
where the abbreviation f Λ|D,q := f (Λ)P(Λ|D, q )dΛ has been applied.
Note the distinction between q and q , where the latter denote the current or old parameters, which are kept fixed, and the former the new parameters, which are adapted (see below). From definition 2.3 and equations A.2 through A.4 we obtain:
where equation A.6 follows from the fact that S(q|q ) has its maximum at q = q (e.g., Papoulis, 1991) . The joint probability for the class labels and the data is given by 15 .8) and, with equation A.2,
Since λ k (t) is binary and thus
equations A.3 and A.9 lead to
Taking the derivatives of U gives 16 (A.14) where in the last step, the definitions 2.15, 2.16, and 2.19 have been applied. On inserting the expression for the prior on w, equation 2.1, into the definition of the regularization term, equation 2.4, we obtain .15) and for the derivatives,
The derivatives of ln det H will be derived in the next section: equations A. 30, A.31, A.33, and A.34 . Inserting this into equations 2.12 and 2.13 and applying equation A.6 leads to the regularized EM algorithm, equations 2.21 through 2.24 and equations 3.3 and 3.4. 16 The second term on the right of equation A.13 stems from the constraint
A.2 The Hessian. The derivations presented in this section are based on the following identity:
Lemma.
Proof. From the definition of S, equation A.4, we obtain
For q = q , the first integral in the last equation is zero and therefore
Now use (i) P(Λ|D, q) = P(Λ,D|q) P(D|q) ⇒ ln P(Λ|D, q) = ln P(Λ, D|q)−ln P(D|q) and (ii) the fact that for q = q , the following identity holds:
This gives
which leads, with definitions 2.3 and A.2 to A.17.
It is now easy to prove the following relation, which allows the calculation of the Hessian of the total cost function E from U:
Proof. From equations 2.5 and A.5, we get:
Now making use of the above lemma, equation A.17, this leads to From equations A.14 and A.16, we obtain: .22) To calculate the outer product ∇ w (∇ w ) † , take the gradient of the expression in equation A.9 and apply equation 1.1:
In what follows, we will find expressions of the form
For independent training data, events at different times t = t are independent. Therefore λ k (t)λ k (t ) = λ k (t) λ k (t ) = π k (t)π k (t ). For t = t , however, the events are not independent since at any particular time, only one of the indicator variables λ k (t) is "switched on." Moreover, since the λ k (t) are binary, [λ k (t)] 2 = λ k (t). This can be summarized as λ k (t)λ k (t) = δ kk λ k (t) (δ kk denotes the Kronecker delta), yielding the overall relation
(A.24)
Using this result, we obtain A.18 leads to the following expression for the Hessian H = [∇ w ∇ † w E] w=ŵ :
H kk ii = δ kk δ ii (A ki + α k I), (A.27) where the definition of theñ-by-ñ matrix, .28) has been introduced. This matrix has a diagonal block structure, so for the logarithm of the determinant we obtain
ln det(A ki + α k I), (A.29) which gives the following derivatives: 1, they can obviously be neglected. For narrow kernels, the posteriors π k (t) will also be narrow, leading to a steep transition from π k (t) = 1 to π k (t) = 0. Because of the factor π k (t)[1 − π k (t)], only exemplars with π k (t) ≈ 0.5 will give significant contributions, leaving the sum of order O(1), whereas the other term is of order O(N).
For MPPCA, where β ki = β k ∀ i, we get
A.3 The Hessian for MPPCA. For MPPCA, we need to take the expectation value of the Hessian with respect to the distribution 3.9. In this study, the second term in the expansion of the Hessian, equation A.28, has been neglected, which is equivalent to the approximation made in Roberts et al. (1998) . We then get .35) where in the second step, equation 3.23 has been applied.
A.4 A Special Case: Unconditional Densities. As mentioned in section 4.1, the modeling of unconditional densities is given by the special case g(x t ) ≡ 1. This allows a more accurate approximation to the Hessian, where cross-coordinate terms, i = i , are not neglected, and equation A.27 is replaced by (A.39) where M is the unconditional mean (this term stems from the modified prior mentioned in section 4.1), and N k was defined in equation 2.25. Kernels with N k ≤ γ k are pruned.
