Numerical simulation of nonlinear wave-body problem based on
desingularized Rankine source and mixed Euler-Lagrange method by Feng, Aichun
University of Southampton Research Repository
ePrints Soton
Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  
 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.
AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination
http://eprints.soton.ac.ukUniversity of Southampton
A dissertation submitted in partial fulllment of the requirements for the
degree of Doctor of Philosophy
Numerical Simulation of Nonlinear
Wave-body Problem Based on
Desingularized Rankine Source and Mixed
Euler-Lagrange Method
Author:
Aichun Feng
Supervisor:
Dr. Zhimin Chen
Professor Jing Tang Xing
June 18, 2014Abstract
Rankine source method coupled with Mixed Euler-Lagrange(MEL) algorithm is de-
veloped to investigate wave-body problems. Under Euler specication a boundary-value
problem is solved by placing fundamental singularities outside the computational domain
and satisfying the boundary conditions at prescribed control points. At every time step,
Lagrangian frame is applied to update the control points position during regridding pro-
cess.
A space increment method for source points distribution incorporating horizontal free
surface source arrangement and vertical desingularized distance is developed and this
method connects free surface panel to body panel size. By reducing the number of source
points, this method signicantly increases the computational eciency.
A single node scheme is implemented to treat intersection points. This scheme regards
intersection points only as body panel ending points. The rst source points on the free
surface are placed away from the intersection points and generated wave is started from
these source points rather than intersection points. During regridding process, body panel
number keeps constant and panel size varies to match the variation of wetted body surface.
In the process of repanelling the free surface, panels slide horizontally due to the
variation of wetted body surface pushing them back and forth. After their horizontal
positions are xed, the source points follow the wave elevation and are located on the up-
dated wave surface in the vertical direction. A least square based smoothing technique is
developed to eliminate the \sawtooth" phenomenon occurred in the free surface updating
for two-dimensional fully nonlinear problem.
Both two- and three-dimensional forced body oscillatory motion problems are studied
and extensive comparisons show a good agreement with published results. The methods
developed are proved to be accurate, ecient and robust for wave-body problems.
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Introduction
1.1 Motivation and Background
In naval architecture and ocean engineering, a common uid motion problem is the
interaction of free surface waves and oating bodies. When a body experiences large uid
motion, the hydrodynamic eects resulting from body surface movement and free surface
variation dominate the assessment of performance, safety and survivability.
Nonlinear wave-body response plays a major role in the design of ship and oshore
oating bodies. Second-order quantities become an important factor in the design of
FPSO, Spar, Semi-submersible platforms or shuttle tankers. One of the important is-
sues in the design of these vessels is the second-order slow drift motion. This nonlinear
response is especially serious for large water line area oating bodies like FPSO and shut-
tle tankers. The slow drift response can cause large amplitude motions of these oating
structures and induce large mooring lines/riser tension. Therefore it is also related to the
design of a dynamic positioning system and/or mooring lines/risers. As a result the non-
linear response has a signicant eect on the hydrodynamic performance of these coupled
structures.
For TLP platform without moored facility, nonlinear order wave loads can cause
resonant axial deection and transient structural deections of the tendons. The rst
phenomenon is known as \springing" and the second is called \ringing" in engineering
practice. These responses not only cause total breakdown of these platforms, even in
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moderate storms, but also can hamper daily operations and lead to whole structure fa-
tigue.
Accurate prediction of nonlinear hydrodynamic response for oating body is doubtless
important. Viscous and incompressible ow are governed by Navier-Stokes equations
and can be solved respectively by nite volume method and nite element method with
Computational Fluid Dynamics (CFD) techniques. But the computational time of CFD is
enormous and the numerical simulation can only be executed on supercomputing facility.
Thus this technique is not suitable for preliminary engineering design.
Fortunately, viscous eects can be ignored due to their lower order of magnitude
compared to inertial force and gravitational forces when oating body characteristic di-
mensions are large (Newman, 1977). Suppose the problem under consideration can be
characterised by a physical length L, velocity U, uid density , gravity acceleration g
and uid dynamic viscosity . The estimation for orders of magnitude for three dierent
forces are summarised in Table 1.1. The viscosity  for water is 10 3m2=s approximately.
For a typical ship or oshore structure with characteristic length of 100m, the viscous
force is trivial compared to the other two and can be neglected in the mathematical model
of the problem under consideration. Therefore the present investigation aims to examine
wave-body problems under potential ow assumption instead of Navier-Stokes equations.
With the use of the Laplace equation, the velocity potential can be expressed as an
integral of sources distributed on body surface and ow boundary surfaces, and is discre-
tised by boundary integral equation method (or panel method) to reduce computational
cost. Following the work of Korvin-Kroukovsky and Jacobs (1957), strip theory has been
widely used in wave-body interaction simulations. This theory has been extensively devel-
oped (Ogilvie and Tuck, 1969; Salvesen et al., 1970; Vugts, 1971; Newman, 1979; Bishop
and Price, 1979) and provides initial engineering accuracy for ship structure design. The
basic assumption in strip theory involves dividing the wetted hull surface into a nite
number of strips. Hence, two-dimensional hydrodynamics coecients can be computed
for each strip and then summed over the length of the hull to yield three-dimensional
coecients.
Strip theory is a form of short wave theory. For long waves, a slender-body theory was
rst utilised in airship design (Munk, 1924) and later applied in hydrodynamics (Ursell,
1962; Newman, 1964; Newman and Tuck, 1964; Faltinsen, 1972) by dividing the ow eld
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Table 1.1: Estimation of order of force for dierent force types.
Type of force Order of Magnitude
Inertial U2L2
Gravitational gL3
Viscous UL
into inner and outer regions and Green's theorem is used to match the intersection line.
In an attempt to bridge these two theories, a unied theory (Newman, 1979; Newman
and Sclavounos, 1980; Sclavounos, 1985) was developed to eliminate the limitation on
frequency and applied generally for all frequencies in typical practices.
The development of three-dimensional methods was highly motivated by oshore
activities in the North Sea, which requires accurate determination of hydrodynamic
forces exerted on large oshore structures being designed. The pioneering work of three-
dimensional panel method using singular sources distribution was conducted rstly by
Hess and Smith (1964) in aerodynamics and then extensively developed by many re-
searchers in hydrodynamics involving free surface (Davis, 1971; Faltinsen, 1974; Garrison,
1978; Hulme, 1982; Lin and Yue, 1990; Zhang and Beck, 2008). The three-dimensional
Hess-Smith method approximates the body surface as a set of plane quadrilateral source
panels. The calculation of the panel surface integral requires transformation from plane
panel into at panel under the local reference frame. Source strength is assumed to be
constant on every single panel and can be determined by applying body boundary con-
ditions. This method has become the most well known numerical tool and commercial
softwares like WAMIT (Wamit, 2013) and SESAM (DNV, 2013) are already available for
practical applications.
In order to use so called panel method, Green theorem needs to be applied to transfer
the integral region from the uid domain onto the uid boundary surface. In wave-body
problems involving a free surface, the boundary source is either in the sense of Rankine
source (simple Green function source) or free surface source (free surface Green function
source). If the free surface source is applied, the free surface boundary conditions are
satised and the boundary integral is formulated as a singular wave integral on the body
surface only. However, the evaluation of this singular integral requires high computational
eort even under the linear assumption and becomes extremely complicated for nonlinear
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problems.
1.2 Literature review of Free surface Green function
method
1.2.1 Linear problem
For a oating body forced to oscillate with a small amplitude (amplitude-to-draught
ratio a=T  0:1), the resulting wave-body problem may be presented as a linear problem.
Therefore the linear velocity potential can be expressed as a free surface Green function,
with sources distributed on mean wetted surface of the oating body. The computation
of this problem mainly lies in the evaluation of the free surface Green function. The
classical expression for the singular integral of a free surface Green function is in the form
of a semi-innite integral involving a Bessel function and a Cauchy integral singularity.
Derivations of free surface Green functions date back to the 1940s (Haskind, 1944; Dean,
1948) and were further developed in the 1950s (Ursell, 1950; John, 1950; Haskind, 1952;
Thorne, 1953; Haskind, 1954; Havelock, 1955). A broader formulation for Green function
and associated integral equation was discussed by Wehausen and Laitone (1960). The
numerical evaluation for the singular integral is troublesome.
For two-dimensional deep water problem, dynamic pressure and wave elevation were
calculated for a circular cylinder (Porter, 1960) and then for a ship-like section (Paulling
and Porter, 1962) in heaving motions. Hydrodynamic coecients with respect to a body
in heaving, swaying and rolling motions were computed numerically by Frank (1967) and
measured experimentally by Vugts (1968) with respect to dierent amplitude motions.
Generally, predictions from heave and sway motions show a fairly good agreement with
measured data except for rolling motion which bears a small disagreement due to vis-
cous eects. In the context of nite water depth, the relationship between the added
mass coecient and damping coecient was examined by Yu and Ursell (1961) and the
hydrodynamic coecients were rst calculated by Kim (1969). Later the limitations of
numerical simulation for these two coecients were found in low and high frequency
domains (Bai, 1977)
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The evaluation of three-dimensional singular boundary integral always involves inte-
gration domain division and complex series expansions in dierent domains. Newman
(1990, 1992) and Lin and Yue (1990) divided its integration domain or frequency do-
main into a number of regions and then employed ascending series, asymptotic expansion
and polynomial expansions to approximate the singular wave integral of Green function.
Similarly, Beck and Liapis (1987) divided the integration domain into three regions but
applied series expansion, asymptotic expansion and Filon quadrature to the three regions
respectively. Apart from three regions (Beck and Liapis, 1987), a method with one more
region applied with Bessel function expansion was developed by King (1987).
Excited by a time-dependent body motion, the wave-body response is well dened
in time domain. The solution of this problem requires the introduction of step-response
function and convolution integral over all previous times as well as a time-dependent
Green function which diers from frequency Green function with an explicit expression of
time t in the form of exponent (Finkelstein, 1957; Cummins, 1962; Ursell, 1964; Noblesse,
1981; Yeung, 1982; Beck and Liapis, 1987). Alternatively the time domain problem can
be evaluated directly by applying Fourier transform to the frequency domain solution
without much extra eort. However this method is only applicable for linear cases but
really limited to nonlinear problems (Beck and Reed, 2000).
1.2.2 Nonlinear wave-body problem
For a oating body forced to oscillate with a large amplitude (amplitude-to-draught
ratio a=T  0:2), nonlinear eects dominate wave-body response and therefore the as-
sumption of linearisation is no longer suitable. Generally, this nonlinear problem can be
formulated by the perturbation expansion method, expanding its governing equations into
a power series with respect to a small dimensionless quantity " (Wehausen and Laitone,
1960). The series give rise to a sequence of free surface and body surface boundary condi-
tion equations ordered according to the powers of ". Hence the nonlinear solution of this
problem can be computed iteratively from the rst towards higher order response.
Second order solutions are suitable to evaluate slowly-varying hydrodynamic exci-
tation responsible for large excursions of bodies constrained by weak restoring forces,
and are also appropriate to describe rapidly varying hydrodynamic pressure force which
contributes to the fatigue of oshore structures.
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The computation of second order problem is substantially more complex compared
to its linear counterpart because of the innite extent of the non-homogeneity of the
free-surface condition and the approximate knowledge of the linear solution (Sclavounos,
1988). Unlike the linear problem, the Sommerfeld radiation condition is not suitable as
energy transfer across the vertical cylindrical radiation surface connecting free surface
and sea bed. Second order response results are obtained under some assumptions for
radiation conditions without proof (Chakrabarti, 1978; Molin, 1979; Faltinsen and Loken,
1979; Rahman, 1984; Eatock Taylor and Hung, 1987), but some of these results are either
controversial or fail in some range of frequencies.
The second order velocity potential can be decomposed into free and forced terms
which satisfy, respectively, homogeneous and inhomogeneous free surface boundary con-
ditions. Molin (1979) presented an expression for the second order force in terms of the
assisting potential and related rst order parameters. This is known as Molin method
requiring the vanishing of a far-eld integral, which is essentially a weak radiation con-
dition compensated by the asymptotic behaviour of the second order velocity potentials.
This method has been extended widely to handle the second order problem (Faltinsen and
Loken, 1979; Molin and Marion, 1986; Eatock Taylor et al., 1989; Matsui et al., 1992).
Alternatively, the second order velocity potential can be explicitly expressed in a
boundary integral of double-frequency free surface Green function. This method is simi-
lar to that for the linear problem with the exception of a forcing term involving produces
of rst-order velocity potential, which is a slowly converging integral over the entire free
surface. Therefore an eective evaluation for this integral is vital for this method (New-
man, 1967; Kim and Yue, 1989, 1990). Since the second order velocity potential can
be obtained explicitly, complete second order solutions such as pressures, velocities and
surface elevations are readily available in addition to integrated forces and moments.
Although great eorts have been paid to address nonlinear wave-body intersection,
the problem remains far from being well solved. A non-physical phenomenon, called ir-
regular frequencies, arises in free surface Green function boundary integral formulations.
At the irregular frequencies, the solution of the integral equation either disappears or
non-unique solutions. The discretisation of the boundary integral equation generates ill-
conditioned linear system on the body boundary and leads to appreciable errors. The
existence of irregular frequencies is due to the selection of the specic boundary-integral
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equation. The irregular frequency phenomenon was rstly observed by John (1950) and
their eects in application were claried in two-dimensional problem for the predicting of
added mass and damping coecients of ship sections (Frank, 1967). Subsequent numeri-
cal studies conrmed the presence of the irregular-frequency error in two-dimensional and
three-dimensional problems, both in connection with the source distribution and free sur-
face Green function. The strengths of the distributed sources satisfy a Fredholm integral
equation of the second kind, which has an unique solution except at the irregular frequen-
cies where the Fredholm determinant vanishes. Thus this leads to the failure of uniqueness
and occurrence of irregular frequency phenomenon. Several numerical methods are read-
ily available to eliminate the irregular frequencies, like Modied integral-equation method
(Lee and Sclavounos, 1989; Liapis, 1993; Lee et al., 1996; Lee and Newman, 2005), mod-
ied Green function method (Ogilvie and Shin, 1978), and extended boundary condition
method (Kleinman, 1982; Lee and Sclavounos, 1989) or moving the irregular frequencies
to higher frequency which is out of the practically important range (Teng and Li, 1996).
1.3 Literature review of Rankine source method
Parallel to the free surface Green function method, Rankine source method or simple
Green function used in this thesis has also been extensively developed in solving wave-
body interaction problems. This method provides a great advantage in handling nonlinear
wave-body interaction problems. It is superior not only from a computational point of
view but it also simplies the analysis of nonlinear eects from free surface and body
surface boundaries. In addition, this method is free from irregular frequency eects and
quite compatible to various boundary conditions. Instead of complicated singular wave
integrals, it takes Rankine source (lnr for two-dimensional problem and 1=r for three-
dimensional problem) as the integral kernel distributed along free surface as well as body
surface.
Due to the diculty to evaluate free surface Green function, the idea of Rankine
source method was originated by Yeung (1973). Early stage research for Rankine source
method was coupled with free surface Green function to satisfy the innite radiation
condition. That is, the free surface was divided into inner and outer ranges (Bai and
Yeung, 1974; Nestegard and Sclavounos, 1984; Andersen and He, 1985). A simple Green
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function is applied in the inner range, while free surface Green function is used for the
outer range. A matching boundary condition on the common boundary of two regions
is required. This matching technique actually reected key concerns about the inherent
limitations of Rankine source method:
1. Radiation condition: waves propagate from the oscillating body and tend to disap-
pear at innity;
2. Open-boundary condition: free surface is truncated into a nite domain and no
signicant reection is produced from the truncated boundary.
1.3.1 Source points distribution
A Rankine source method without using free surface Green function was successfully
developed by Dawson (1977), for steady ow describing a vehicle advancing at a uniform
speed, to use simple Green function for meeting radiation and open-boundary conditions.
The velocity potential in a boundary integral equation of Rankine sources distributed on
free surface is solved by the use of a special four-point upstream nite-dierence opera-
tor in a near-eld range of free surface boundary. In the far-eld range of free surface
grid, two-point nite-dierence operators were used to dampen the waves. This method
usually under-predicts wavelength due to the articially introduced damping. An im-
proved method was developed to overcome this shortcoming by using quadratic splines
for deriving another nite-dierence operator (Nakos and Sclavounos, 1990; Schultz et al.,
1990).
A compromise in the Rankine source method is formulated by covering enough free
surface range, beyond which the free surface is truncated. To avoid wave reection, a
damping layer is introduced near the end-wall of the wave tank in a numerical wave tank
experiment (Tanizawa, 1996; Koo and Kim, 2004, 2007; Guerber et al., 2010), but this
gives rise to articially induced numerical errors. Its availability for dierent problems is
limited as the necessary damping coecients need to be evaluated from case to case.
A simple but very ecient model divides the free surface into inner and outer domains.
A xed number of source points is evenly distributed in the inner range whereas in the
outer domain, the distance between neighbouring source points increases exponentially
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to allow a large free surface range to be covered (Lee, 1992). Lee (1992) introduces a
contamination coecient, which is dened to compare discrepancy between predicted
wave and standard wave, to choose the number of source points in inner domain. 30
source points cause the least errors and therefore this value is selected in inner domain.
His numerical test also indicts the error goes up by increasing source density if there is
more than 30 points per wave length in this domain. Figure 1.1 shows source points
distribution for three-dimensional problem of this method.
X
Y
Figure 1.1: Source points arrangement of even distribution method for three-dimensional
problem.
Due to the periodic characteristic of a wave, the numerical computation can be com-
pleted before the surface wave reaches the truncated boundary. This produces a post-
ponement of the wave refection from the truncation boundary and satisfactory results
can be obtained (Cao et al., 1990, 1991a; Beck, 1994; Bai et al., 1994; Beck et al., 1994;
Scorpio, 1997; Finn, 2003; Lee, 2003; Zhang and Beck, 2006, 2007; Bandyk, 2009; Zhang
et al., 2010). Apart from this even source points distributed method, no other distribution
scheme has been developed so far.
The desingularized technology, allocating source points away from the computational
uid boundary, avoids the integral of singularity on free surface and therefore largely
simplies numerical computation. The desingularized distance needs careful investigation
to avoid numerical divergence and keep accuracy. Early practice of this method succeeded
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in locating sources outside the boundary integral domain without detailed comparison
for dierent desingularization distances (Webster, 1975; Jensen et al., 1986; Schultz and
Hong, 1989). Associated with the inner and outer domain source distribution method, Cao
et al. (1990, 1991a,b) proposed a source desingularized distance scheme where distance is
determined by the horizontal length of the local grid size. The selection for other source
distribution parameters was optimised by convergence tests. This source distribution
formulation with respect to desingularization distance was extensively quoted for various
wave-body intersection problems (Beck, 1994; Beck et al., 1994; Scorpio, 1997; Finn, 2003;
Lee, 2003; Zhang et al., 2007; Zhang and Beck, 2008; Bandyk, 2009).
1.3.2 Body/free-surface intersection points
The singularity originating from such intersection points is the result of the conuence
of body and free surface boundary conditions. It has a global inuence on wave-body in-
teraction and can lead to numerical diculties or even divergence if not properly treated
(Kang, 1988; Tsai and Yue, 1996). Vinje and Brevig (1981) applied only body boundary
rather than a free surface boundary condition at the intersection points; their positions to-
gether with the velocity potential at the intersection points are obtained by extrapolation.
The results produced from this approach were not satisfactory. To derive acceptable com-
putational results from this method, Greenhow et al. (1982) and Sun (2007) found that
it is necessary to use experimental measurements to decide the intersection points in the
process of their computation. Lee (1992) and Liu et al. (2001) developed a double-node
technique which assumed that both body and free surface boundary conditions are satis-
ed at the intersection points. Similarly, Beck (1994) considered the intersection points
as free surface control points and thus free surface boundary conditions are satised at
the intersection points whereas the body boundary condition is satised on the top panels
covering the intersection points. Then a desingularized source is placed vertically above
each of the intersection points. Beck (1994) also discussed placing of a desingularized
control point inside the body, regarding the intersection points as free surface control
points. Each of these approaches has merits but, as in all numerical simulations diering
degrees of diculty.
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1.4 Literature review of mixed Euler-Lagrange algo-
rithm
The motivation for adopting Rankine source method is due to simple numerical com-
putation with exible consideration of various uid boundary conditions, with the ul-
timate objective of solving fully nonlinear wave-body interaction problems. Fortunately
this purpose can be achieved based on the development of a mixed Euler-Lagrange (MEL)
algorithm.
1.4.1 Numerical procedure
Two dierent specications are introduced to specify ow motions: Eulerian speci-
cation and Lagrangian specication. The uid ow is measured with the moving uids
under the rst specication while the second one identies uid motion in terms of an
individual particle.
This method was rst developed as a time-stepping scheme to solve a two-dimensional
nonlinear water wave problem (Longuet-Higgins and Cokelet, 1976, 1978) and then sub-
sequently extended to three-dimensional nonlinear water wave and wave-body interaction
problems (Cao et al., 1990, 1991a; Schultz et al., 1990; Xue et al., 2001; Liu et al., 2001;
Grilli et al., 2001; Zhang and Beck, 2008).
The procedure of MEL iteration requires two major tasks at each time step:
Step 1: Linear eld equation is solved under Euler specication to derive wave elevation
and free surface velocity potential. This mainly involves evaluation of boundary
integration inuence coecients. The most computational eort is to solve a large
algebraic system constructed by these inuence coecients.
Step 2: The nonlinear boundary conditions are applied to update control point position
and velocity potential by Adams-Bashforth time iteration process, among which
control point is tracked as individual particle under Lagrange frame.
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1.4.2 Instability and smoothing
Under a Lagrange frame, the updated positions of uid particles may lay alternately
above or below a smooth curve. The discrepancy rapidly increases and leads to the
divergence of the numerical simulation. This problem was encountered when a mixed
Euler-Lagrange method was rst applied and named as a sawtooth instability (Longuet-
Higgins and Cokelet, 1976, 1978). It was observed that such instability is dierent from
those associated with discrete time advancing of the free surface (Tsai and Yue, 1996).
The instability rate of growth is independent of the number of time iteration steps and is
not inuenced by rounding errors. The reason for this instability is still not completely
clear. Dommermuth and Yue (1987) contributes this sawtooth instability to uid points
concentration in high ow gradients. Moore (1983) claims that the cause of the instability
is the resonant interaction between the numerically derived discrete wave pattern and the
physically continuous wave prole.
To overcome this problem, a 5 point Chebyshev polynomial method is widely applied
to free surface prole and velocity potential during time-stepping integration procedure
(Longuet-Higgins and Cokelet, 1976, 1978; Ferrant, 1997; Koo and Kim, 2004, 2007; Zhang
et al., 2006; Sun and Faltinsen, 2006, 2007). A similar method but with more points
and high order polynomials techniques was derived and found to be more selective than
lower-order technique (Dold, 1992). However, the node points on the free surface might
become either too close to each other or too far away from each other, which may still
cause numerical instabilities (Sun, 2007). These further require free surface regridding
techniques like cubic spline approximation, but the regridding introduces more numerical
errors and computational eort. Lin et al. (1984) utilised a relatively economic smoothing
operator technique, which identies the divergence occurring in the numerical process, but
the research is still very limited.
1.5 Overview
A variety of numerical technologies based on either free surface Green function or
simple Green function are available for wave-body interaction simulation. A free surface
Green function involves singular integral as well as perturbation expansion. The accuracy
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and eciency of high order wave-body response depend on low order numerical predictions
and proper radiation boundary conditions applied. The calculation for nonlinear response
is still very challenging and time consuming.
The Rankine source method advances the simulation of the nonlinear problems but
has not been comprehensively developed. In view of the literature review, the most
challenging techniques for Rankine source method can be summarised as:
(1) Source points distribution on free surface
The free surface boundary condition is applied at isolated source points and therefore
accuracy and eciency of numerical results lie in the distributed patten and density
of source points and the truncation of free surface.
(2) Body and free surface intersection points treatment
Both body and free surface boundary conditions are satised at the intersection the-
oretically, both intersection points have a global inuence on the wave-body problem.
The generated wave is initially stated from the intersection point. Dierent from
other control points these points require special treatment.
(3) Sawtooth smoothing for fully nonlinear problem
The sawtooth instability previously observed during free surface prole updating,
disturbs the free surface prole and leads to numerical divergence. A smoothing
algorithm has to be applied to suppress the instability and enhance the simulation.
A summary of these techniques applied in earlier investigations based on Rankine source
and MEL method are presented in Table 1.2. However no smoothing algorithms were
applied in these sources as no fully nonlinear boundary conditions problem was addressed
in these publications.
1.5.1 Novel contributions
In the Rankine source method, the continuous free surface prole is replaced by iso-
lated source point and free surface conditions are applied on these source points. The
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Table 1.2: Summary of numerical techniques applied in earlier investigations based on
Rankine source and MEL method.
Author(s)/(year) Source point Intersection point Smoothing
Beck(1994) Even Double point treatment None
Cao/Beck/Schultz
Even Single point treatment
None
(1990, 1991a, 1991b,1993,1994) None
Lee(1992,2003) Even Single point treatment None
Bandyk(2009, 2011) Even None None
Zhang/Beck
Even None None
( 2006, 2007,2008,2012)
\Even" stands for even source points distribution.
\None" means lack of such techniques applied.
source point distribution pattern and density is crucial for numerical accuracy and e-
ciency.
The source strength decreases from the rst source point outwards to the far eld
so that the importance of the source points decays correspondingly from the rst to the
last point on the free surface. The widely applied even increment distribution method
essentially ignores the characteristics of source strength. In view of this, a space increas-
ing source distribution method is developed to comply with the characteristics of source
strength. This distribution method largely reduces the number of sources on the free sur-
face and therefore the computational eort is signicantly reduced whereas the numerical
accuracy is kept.
To comply with this new source distribution method, a single point treatment is
adapted for the intersection points. In this treatment, the intersection points are taken
as a body panel ending points and only the body boundary condition is satised at these
points. The rst source point is shifted away from the intersection point and therefore
the generated wave starts from this rst source point.
Sawtooth instability disturbs the free surface prole and fails the numerical process
for a fully nonlinear problem. A least square based smoothing method is newly imple-
mented to suppress sawtooth phenomenon in the mixed Euler-Lagrange formulation for
two-dimensional fully nonlinear body oscillatory motion.
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By implementing these novel techniques, a more economic and robust numerical tool
based on the Rankine source method and MEL algorithm are developed to simulate two-
dimensional and three-dimensional linear and nonlinear wave-body interactions.
1.5.2 Objectives
This thesis aims to further develop new numerical algorithms to overcome the tech-
nique challenges based on desingularized Rankine Source and Mixed Euler-Lagrange
Method. A reliable and robust numerical tool is constructed to model two-dimensional
and three-dimensional oating structures oscillating around free-surface with the purpose
to predict motion responses accurately and eciently for a wave-body problem, which
can aid evaluation of hydrodynamic characteristics for ship and oshore structure designs
in engineering practice.
To achieve this, the following preliminary objectives are outlined as:
 to develop a more economic and robust numerical technology based on a panel
method
 to assess the hydrodynamic reactive loads based on a combined Rankine source and
MEL method
 to develop an ecient and stable Fortran 90 code to execute the computing process
1.5.3 Layout of the thesis
Following the background statement and literature review in Chapter 1, the following
part comprises theoretical and numerical studies of wave-body problem based on Rankine
source method and mixed Euler Lagrange algorithm. The wave-body problem is conned
to forced body oscillatory motion within a free surface in this thesis.
After introducing mathematical model based on potential ow and boundary element
formulation, the following context is divided into two-dimensional and three-dimensional
wave-body problems and structured from numerical algorithms to numerical prediction.
The numerical tests start from linear simulation and then advance to nonlinear problems.
151.5. Overview
Chapter 2 covers the mathematical formulation for this wave-body problem. The
ow eld is presented in a boundary integral form derived from governing equation and
boundary conditions under Eulerian and Lagrangian specications.
Chapter 3 is devoted to numerical algorithms of two-dimensional linear and nonlin-
ear problems. The continuous boundary integral is discretised where source points are
distributed in isolation above free surface and body surface is approximated by a set of
panels. Key numerical techniques including inuence coecient calculation, Lagrangian
point tracking, intersection points treatment and saw tooth smoothing are presented se-
quentially.
Chapter 4 illustrates extensive results produced from a linear numerical simulation
for a two-dimensional forced body oscillatory motion. Various body shapes including
circular cylinder, box and wedge are tested when they experience small amplitude heave
motion and sway motion. The predicted results are compared with available experimental
and numerical data to validate the accuracy and eciency of the proposed numerical
techniques.
Chapter 5 presents the numerical test for a nonlinear body boundary problem. A
circular cylinder and wedge experiencing large heave motion are adopted as numerical
models. First order and higher order responses are obtained and veried by comparing
with published data.
Chapter 6 further investigates the least square based smoothing algorithm applied
within the fully nonlinear problem and compares numerical predictions from linear method,
nonlinear boundary condition method and fully nonlinear method for a circular cylinder
with very large forced heave motion.
Chapter 7 describes the numerical techniques unique for a three-dimensional problems.
The mathematical formulation for the inuence coecient is attached in Appendix A.
Chapter 8 shows linear wave-body numerical results predicted from proposed methods
for a sphere with heave motion and then nonlinear body boundary condition problem.
Numerical predictions are compared with analytical results or other numerical results to
show the accuracy and eciency of the adopted new techniques.
Chapter 9 outlines the achievement and contribution in this thesis and oers recom-
mendations for further work.
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Problem formulation and solution
techniques
2.1 Coordination systems and problem sketch
Two coordinate systems are used throughout this work. They are an Earth-xed
frame O   XY Z and a body-xed frame O0   X0Y 0Z0. The Earth frame is a Cartesian
inertial coordinate system and used as global reference frame. In the Earth-xed frame,
the Z-axis points upwards and the X   Y plane coincides with the calm water surface.
For the body-xed frame, the denition of the X0;Y 0;Z0-axes are similar to X;Y;Z-axes.
The centre O0 is placed at the centre of oating body, and moves with this body.
The uid domain, 
, is bounded by the free surface, Sf, body surface, Sb, bottom
surface, S0 and the enclosing surface at innity, S1. A rigid body initially oats on the
free surface with mass centre located on calm water surface. Surface waves are generated
by the oating body undergoing forced oscillatory motion. Figure 2.1 illustrates the
coordinates denition and problem sketch.
2.2 Eulerian specication of the ow eld
The Eulerian specication of the ow eld is a way of looking at uid motion that
focuses on specic locations in the space through which the uid ows as time passes
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Figure 2.1: Coordinate denition and problem sketch.
(Lamb, 1993). It gives the history of what goes on at a particular point (x;y;z) in the ow
eld. Within a potential ow framework, the uid is assumed inviscid and incompressible
with irrotational ow and therefore a velocity potential  exists. The uid velocity v has
3 components u, v, w and under Eulerian specication, they are express as:
u =
@
@x
;
v =
@
@y
;
w =
@
@z
:
2.2.1 Governing equation and boundary conditions
By assuming the uid is incompressible, the continuity equation is satised everywhere
in the uid domain, governing equation for the boundary value problem in the Eulerian
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specication is subject to Laplace equation:
@2
@x2 +
@2
@y2 +
@2
@z2 = 0 in uid domain 
. (2.1)
No uid can ow through the rigid body surface. Expressed in terms of the velocity
potential, this impermeability condition becomes:
@
@nb
= vb  nb on body surface Sb, (2.2)
where vb denotes the given velocity of the body surface oscillation and nb is the unit body
normal vector pointing into the uid.
The kinematic free surface boundary condition requires that a free surface particle
always remains in the free surface, that is,
D
Dt
(   z) = 0 on free surface Sf; (2.3)
or
@
@t
+
@
@x
@
@x
+
@
@y
@
@y
 
@
@z
= 0 on free surface Sf; (2.4)
where  = (x;y;t) is the free surface elevation at time t. The dynamic boundary condi-
tion is derived from Bernoulli's equation as:
@
@t
+
1
2
jrj
2 + g = 0 on free surface Sf, (2.5)
where g is gravitational acceleration.
For a linear wave-body intersection problem, @=@t, @=@x, @=@y, @=@x, @=@y
and @=@z are innitesimal and therefore
@
@x
@
@x,
@
@y
@
@y and jrj2 are higher order terms.
By linearisation, kinematic and dynamic free surface boundary conditions are reduced to:
@
@t
 
@
@z
= 0 on free surface Sf. (2.6)
and
@
@t
+ g = 0 on free surface Sf, (2.7)
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For an innite deep water problem, the disturbance on the bottom surface is ignored
and this reduces the boundary condition to:
@
@z
! 0 on S0. (2.8)
The boundary condition applied on the far eld boundary requires that the disturbance
vanishes at innity such that:
r ! 0 on S1: (2.9)
2.2.2 Forced oscillatory body motions
When a oating body undergoes oscillatory motion in the uid domain, it can ex-
perience six degrees of freedom; the three translational motions parallel to X,Y ,Z axes
are dened as surge, sway and heave respectively, and three rotational motions about
the same axes as roll, pitch and yaw respectively. Figure 2.2 presents the denition of
body motions in six degrees of freedom. Symbols e1, e2 and e3 denote unit vectors with
direction along the X, Y and Z axes respectively.
In this thesis, only sway and heave motions are considered. The body experiences
forced harmonic oscillations of amplitude a and frequency !, such that its displacement
of this motion s is expressed as:
s(t) =
(
0 if t < 0
eiasin(!t) if t  0
while the velocity vb(t) in the form of:
vb(t) =
(
0 if t < 0
eia! cos(!t) if t  0
where the index i = 2 and 3 specify sway and heave motions.
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nition of body motions in six degrees of freedom.
2.2.3 Pressure and force exerted on body surface
Once the velocity potential  on the body surface is determined, the dynamic pressure
pb(t) at any point can be evaluated from Bernoulli's equation as:
pb(t)

=  
@
@t
 
1
2
jrj
2 on body surface Sb. (2.10)
Alternatively Equation 2.10 can be rewritten as:
pb(t)

=  
D
Dt
  (
1
2
jrj
2   Vb  r) on body surface Sb, (2.11)
by using the total derivative
D
Dt
= (
@
@t
+ Vb  r);
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which is the time derivative of velocity potential  following the point on Sb moving with
velocity Vb. The time record of force Fb(t) can be calculated by integrating the pressure
over the whole body surface Sb,
Fb(t) =
Z
Sb
pb(t)nb  ds: (2.12)
2.2.4 Boundary integral formulation
The velocity potential  at any point in the uid domain 
 can be decomposed into
velocity potentials of Rankine source points distributed on the boundary of uid domain
based on boundary integral method. For eld point P and source point Q, the Rankine
source potential is expressed as:
G(P;Q) =
8
> <
> :
lnrPQ for two-dimensional case
 
1
rPQ
for three-dimensional case,
where rPQ = jP   Qj is the distance between eld point P and source point Q.
If eld point P is located within the uid domain 
 as shown in Figure 2.3, (A),
the Rankine source potential G(P;Q) satises Laplace Equation 2.1 in the uid domain

 except at the point P = 0. In order to circumvented this diculty, a small ball 

of radius  > 0 is taken and its centre is located at the eld point P. It follows from
the innite deep water condition Equation 2.8 and the decay condition on the far eld
boundary condition Equation 2.9 that the Green's identity,
Z
Sb[Sf[S
(
@G
@n
  G
@
@n
)ds =
Z

n

(G   G)d
 (2.13)
holds true for the body boundary Sb, the free-surface boundary Sf and the sphere S
of the ball 
. Here n is the unit normal vector pointing out the uid domain 
. The
harmonic function property of G and  on the domain 
n
 implies that the right-hand
side of Equation 2.13 is zero, while the singularity property of the Rankine source at the
eld point P yields
lim
!0
Z
S
(
@G
@n
  G
@
@n
)ds = (P;t)lim
!0
Z
S
@G
@n
ds
22Chapter 2. Problem formulation and solution techniques
 
\  
b S
f S
\  
b S
f S
 
S

P
S
 P
(A)
(B)
b S
f S
P

(C)
Figure 2.3: Prole of uid domain, (A): P is within the uid domain, (B): P is on the
surface of uid domain. (C): P is outside the uid domain.
where the implied limits satisfy,
8
> > > <
> > > :
(P;t)lim
!0
Z
rPQ=
dsQ
rPG
= 2(P;t) for two-dimensional case,
(P;t)lim
!0
Z
rPQ=
dsQ
r2
PG
= 4(P;t) for three-dimensional case
for source located o-body in uid domain and hence Equation 2.13, for source points
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located o-body in uid domain, assumes the form:
0 =
Z
Sb[Sf
(
@G
@n
  G
@
@n
)ds +
8
<
:
2(P;t) for two-dimensional case,
4(P;t) for three-dimensional case:
(2.14)
If eld point P is located on the surface of the uid domain as shown in Figure 2.3,
(B), a small half ball 
 of radius  > 0 is taken and its centre is located at the eld point
P. Similar to the formula deduction of Equation 2.14, Equation 2.13 now has the form:
0 =
Z
Sb[Sf
(
@G
@n
  G
@
@n
)ds +
8
<
:
(P;t) for two-dimensional case,
2(P;t) for three-dimensional case:
(2.15)
If eld point P is located outside the uid domain as shown in Figure 2.3, (C), the
Rankine source potential G(P;G) satises Laplace Equation 2.1 in the whole uid domain

 and therefore Green's identity is valid in the form:
Z
Sb[Sf
(
@G
@n
  G
@
@n
)ds =
Z


(G   G)dV; (2.16)
and so Equation 2.16 reduces to:
0 =
Z
Sb[Sf
(
@G
@n
  G
@
@n
)ds +
8
<
:
0 for two-dimensional case,
0 for three-dimensional case:
(2.17)
This thesis aims to solve the boundary integral equation only for the case of eld
point P on the boundary surface Sb [ Sf and hence only Equation 2.15 is applied in the
following thesis. The velocity potential  can be formulated in the following boundary
integral form:
(P;t) =
1

Z
Sf[Sb
[lnrPQ
@(Q;t)
@n
  (Q;t)
@
@n
(lnrPQ)]ds; P 2 Sb [ Sf; (2.18)
for the two-dimensional case, and
(P;t) =
1
2
Z
Sf[Sb
[
1
rPQ
@(Q;t)
@n
  (Q;t)
@
@n
(
1
rPQ
)]ds; P 2 Sb [ Sf (2.19)
24Chapter 2. Problem formulation and solution techniques
for the three-dimensional case.
The velocity potential  can be determined from either Equation 2.18 or Equation
2.19. Within these equations lnrPQ and
@ ln(rPQ)
@n or 1
rPQ and
@(1=rPQ)
@n are interpreted as
the source and dipole of strengths
@(Q;t)
@n and (Q;t) for the case of two-dimensional and
three-dimensional uid domains respectively. Some researchers such as Cao et al. (1991a)
and Cao (1991) have named this method as the \Direct method".
Alternatively, the velocity potential  can be decided only by source lnrPQ or 1
rPQ and
some researchers such as Cao (1991) and Cao et al. (1991a) have named this method as
\Indirect method". The indirect method has some advantages in terms of computational
complexity and time consumption compared to its counterpart the \Direct method".
Hence, the \Indirect method" is applied in the present work. The author considers the
advantage to be its ability to examine uid velocity or free surface prole at non wetted
surface points.
In order to derive the expression of velocity potential  for \Indirect method", a
body with body surface S is introduced into a uid domain. The exterior and interior
uid domains for this body are designed as + and   respectively. The exterior and
interior unit normal vectors are presented by n+ and n . The directions of n+ and n 
are opposite. The prole of exterior and interior uid domain is shown in Figure 2.4. The
velocity potential + on the surface of exterior domain can be expressed as:

+ =
1

Z
S
[G
@+
@n+   
+ @G
@n+]ds; P 2 S; (2.20)
for the two-dimensional case, and

+ =
1
2
Z
S
[G
@+
@n+   
+ @G
@n+]ds; P 2 S (2.21)
for the three-dimensional case.
Similarly, the velocity potential   on the surface of interior domain can be expressed
as:

  =
1

Z
S
[G
@ 
@n    
+ @G
@n ]ds; P 2 S; (2.22)
252.2. Eulerian specication of the ow eld
for the two-dimensional case, and

  =
1
2
Z
S
[G
@ 
@n    
+ @G
@n ]ds; P 2 S (2.23)
for the three-dimensional case.
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Figure 2.4: Prole of exterior and interior uid domain.
By combining Equations 2.20 and 2.22, Equations2.21 and 2.23 together and with
respect to n+ =  n , the boundary integral equations become:

+ + 
  =
1

Z
S
G(
@+
@n+  
@ 
@n+)ds; P 2 S; (2.24)
for the two-dimensional case, and

+ + 
  =
1
2
Z
S
G(
@+
@n+  
@ 
@n+)ds; P 2 S (2.25)
for the three-dimensional case.
Both + and   on the same body surface S, so + =  . Equations 2.24 and 2.25
now has the following format:

+ =
1
2
Z
S
G(
@+
@n+  
@ 
@n+)ds; P 2 S; (2.26)
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for the two-dimensional case, and

+ =
1
4
Z
S
G(
@+
@n+  
@ 
@n+)ds; P 2 S (2.27)
for the three-dimensional case.
Let source strength  = 1
2(
@+
@n+  
@ 
@n+) for the two-dimensional case and  = 1
4(
@+
@n+  
@ 
@n+) for the three-dimensional case, the previous two Equations 2.26 and 2.27 have con-
venient format:

+ =
Z
S
Gds; P 2 S; (2.28)
for the two-dimensional case, and

+ =
Z
S
Gds; P 2 S (2.29)
for the three-dimensional case.
By omitting the superscript + and replacing S with Sf [ Sb, the velocity potential
(P;t) can be expressed by a single singularity format as:
(P;t) =
Z
Sf[Sb
(Q;t)lnrPQds; P 2 Sf [ Sb; (2.30)
for the two-dimensional case, and
(P;t) =
Z
Sf[Sb
(Q;t)
1
rPQ
ds; P 2 Sf [ Sb (2.31)
for the three-dimensional case.
For the velocity potential on body surface Sb(P;t), the boundary integral equation
based on \Indirect method" has the format as:
Sb(P;t) =
Z
Sf[Sb
(Q;t)lnrPQds; P 2 Sb (2.32)
for the two-dimensional case, and
Sb(P;t) =
Z
Sf[Sb
(Q;t)
1
rPQ
ds; P 2 Sb (2.33)
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for the three-dimensional case.
In order to apply the body boundary condition Equation 2.2, another boundary inte-
gral equation for body surface can be easily obtained. That is,
@Sb(P;t)
@nb
=
Z
Sf[Sb
(Q;t)
@ lnrPQ
@nb
ds; P 2 Sb (2.34)
for the two-dimensional case, and
@Sb(P;t)
@nb
=
Z
Sf[Sb
(Q;t)
@
@nb
1
rPQ
ds; P 2 Sb (2.35)
for the three-dimensional case,
Similarly the velocity potential on free surface Sf(P;t) has the format as:
Sf(P;t) =
Z
Sf[Sb
(Q;t)lnrPQds; P 2 Sf; (2.36)
for the two-dimensional case, and
Sf(P;t) =
Z
Sf[Sb
(Q;t)
1
rPQ
ds; P 2 Sf (2.37)
for the three-dimensional case.
For the purpose of free surface updating using the free surface boundary condition
Equations 2.4 and 2.5, the boundary integral equation for the free surface is formulated
as:
@Sf(P;t)
@z
=
Z
Sf[Sb
(Q;t)
@ lnrPQ
@z
ds; P 2 Sf (2.38)
for the two-dimensional case, and
@Sf(P;t)
@z
=
Z
Sf[Sb
(Q;t)
@
@z
1
rPQ
ds; P 2 Sf (2.39)
for the three-dimensional case.
The determination of source strength  requires the solution of boundary integral
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equations involving both free surface and body surface:
Sf(P;t) =
Z
Sf[Sb
(Q;t)lnrPQds
@Sb(P;t)
@nb
=
Z
Sf[Sb
(Q;t)
@ lnrPQ
@nb
ds (2.40)
for the two-dimensional case, and
Sf(P;t) =
Z
Sf[Sb
(Q;t)
1
rPQ
ds
@Sb(P;t)
@nb
=
Z
Sf[Sb
(Q;t)
@
@nb
1
rPQ
ds (2.41)
for the three-dimensional case.
The body surface condition
@Sb(P;t)
@nb on the left side of Equations 2.40 and 2.41 is body
normal velocity vbn and it is prescribed for forced oscillatory motion in Section 2:2:2.
With the known free surface condition Sf(P;t) and body surface condition vbn on
the left side of Equations 2.40 and 2.41, the source strength  on Sf [ Sb is determined
by solving these Equations using Gaussian elimination algorithm.
Once the source strength  on Sf [Sb is readily available, the velocity potential b can
be evaluated by Equation 2.32 or 2.33 for the two-dimensional or three dimensional case.
Following this, the excited body surface force can be calculated by Bernoulli's equation
and this will be discussed in Section 2:3:1.
The left side
@Sf (P;t)
@z of Equations 2.38 and 2.39 is actually the vertical velocity
vfz =
@Sf (P;t)
@z of the free surface. vfz requires evaluation by these two equations at every
time step. It is applied in the free surface updating and this will be discussed in Section
2:4:2.
2.3 Lagrangian specication of the ow eld
Lagrangian specication of the ow eld is a way of looking at uid motion by fol-
lowing an individual uid particle as it moves through space and time in the uid domain
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(Lamb, 1993). It gives the motion history of a single particle in the uid domain. For
a uid particle with displacement history of x(t), y(t) and z(t) in X,Y and Z axis re-
spectively, the uid particle velocity v(u;v;w) in this specication is formulated by the
derivative of displacement with respect to time t:
u =
@x(t)
@t
;
v =
@y(t)
@t
;
w =
@z(t)
@t
:
2.3.1 Body surface force
For moving body surface, the dynamic pressure pb(t) for any point Pb with velocity Vb
on the body surface is evaluated by Bernoulli's equation in the format of time derivatives:
pb(Pb;t)

=  
dSb(Pb;t)
dt
  (
1
2
jrSb(Pb;t)j
2   Vb(Pb;t)  rSb(Pb;t)): (2.42)
Upon noting that rSb(Pb;t) = Vb(Pb;t) it follows that:
pb(Pb;t)

=  
dSb(Pb;t)
dt
+
1
2
jVb(Pb;t)j
2; (2.43)
where the total derivative
dSb(Pb;t)
dt is approximated in a backward dierence scheme
dSb(Pb(t);t)
dt
=
Sb(Pb(t);t)   Sb(Pb(t   t);t   t)
t
; (2.44)
for time interval t. Here Vb is computed in the Lagrangian specication:
Vb(Pb(t);t) =
Pb(t)   Pb(t   t)
t
; (2.45)
that is, change in position of point over time interval t gives new velocity.
This requires updating positions of point Pb at consecutive steps. Utilising Equations
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2.44 and 2.45 then Equation 2.43 can be rewritten in an algebraic format:
pb(Pb(t);t)

=  (
Sb(Pb(t);t)   Sb(Pb(t   t);t   t)
t
) +
1
2
(
Pb(t)   Pb(t   t)
t
)
2:
(2.46)
and inertial force f1(t) and quadratic force f2(t) can be obtained by integrating the rst
part and second part of pb(Pb;t) respectively over the whole body surface:
f
1(t) =
Z
Sb
 (
Sb(Pb(t);t)   Sb(Pb(t   t);t   t)
t
)nbds (2.47)
f
2(t) =
1
2
Z
Sb
(
Pb(t)   Pb(t   t)
t
)
2nbds (2.48)
2.3.2 Free surface boundary conditions
Similarly the kinematic surface boundary condition (2.4) can be reformulated in the
time derivative form following the motion of any point Pf on free surface with velocity
Vf(Pf;t):
d
dt
= (Vf(Pf;t)   rSf(Pf;t))  r +
@Sf(Pf;t)
@z
; (2.49)
while the dynamic boundary condition becomes:
dSf(Pf;t)
dt
= Vf(Pf;t)  rSf(Pf;t)  
1
2
jrSf(Pf;t)j
2   g; (2.50)
where the total derivative is now expressed as:
d
dt
=
@
@t
+ Vf(Pf;t)  r(Pf;t):
The point Pf moves exactly following the uid particle on the free surface and therefore:
Vf(Pf;t) = rSf(Pf;t): (2.51)
Therefore the free surface boundary condition of (2.49) is reduced to:
d
dt
=
@Sf(Pf;t)
@z
; (2.52)
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and
dSf(Pf;t)
dt
=  g +
1
2
jVf(Pf;t)j
2; (2.53)
and Vf(Pf;t) can be computed under Lagrangian specication
Vf(Pf;t) =
Pf(t)   Pf(t   t)
t
; (2.54)
which corresponds to Equation 2.45 and requires updating positions of point Pf at con-
secutive steps t   t and t.
2.4 Time-stepping
2.4.1 Initial condition
The free surface is still and coincides with the calm water surface at initial time t = 0,
therefore the wave elevation (0), free surface velocity Vf(0) and velocity potential Sf(0)
at this instant can be stated as:
(0) = 0; (2.55a)
Sf(0) = 0; (2.55b)
and
vfz(0) = 0: (2.55c)
These initial conditions and Equation 2.5 imply that
@Sf(t)
@t
= 0: (2.56)
As for body conditions, the initial boundary conditions are decided by forced oscillatory
body motion conditions described in Section 2:2:2.
2.4.2 Time-stepping for free surface conditions
Both explicit and implicit linear techniques are available for free surface time-stepping.
The 3rd-order Adams-Bashforth scheme (Butcher, 2008) is applied in this work. Accord-
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ing to free surface boundary conditions 2.53 and 2.54, the free surface condition under
Lagrangian specication can be formulated in a more convenient format at t = 0 as:
(0) = vfz(Pf;t)t; (2.57)
Sf(0) = ( g(0) +
1
2
jVf(Pf;0)j
2)t; (2.58)
and in a 2nd-order Adams-Bashforth scheme at 0 + t,
(t) = (0) +
t
2
(3(vfz(Pf;t)   vfz(Pf;0)); (2.59)
Sf(t) = Sf(0)   g
t
2
(3(t)   (0)) +
t
2
jVf(Pf;t)j
2 (2.60)
and for 3rd-order Adams-Bashforth scheme at t + t
(t + t) = (t) +
t
12
(23vfz(Pf;t)   16vfz(Pf;t   t) + 5vfz(Pf;t   2t)) (2.61)
Sf(t+t) = Sf(t)+
t
12
( 23g(t)+16g(t t) 5g(t 2t))+
1
2
tjVf(Pf;t+t)j
2:
(2.62)
In the numerical scheme of study, the free surface updating procedure adopts a 3rd-
order Adams-Bashforth scheme from t = t + t since enough data is available for time
marching from this time step.
For linear problem, the free surface boundary condition is satised on the calm water
surface and the free surface prole is coincided with calm water surface. Therefore,
jVf(Pf;t)j = 0: (2.63)
For nonlinear body boundary problem, the position of intersection point changes due
to wetted body surface varies. The free surface prole is still coincided with calm water
surface. The motion of free surface source point is caused by intersection points moving
in X direction for the two-dimensional case and X   Y plane for the three-dimensional
case. Therefore,
jVf(Pf;t)j =
Pfx(t)   Pfx(t   t)
t
; (2.64)
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for the two-dimensional case, and
jVf(Pf;t)j =
r
(
Pfx(t)   Pfx(t   t)
t
)2 + (
Pfy(t)   Pfy(t   t)
t
)2 (2.65)
for the three-dimensional case. Pfx(t), Pfx(t   t)) and Pfy(t), Pfy(t   t)) are the
updating positions of point Pf at consecutive steps t and t   t in X and Y direction
respectively.
For fully nonlinear problem, the point Pf moves with free surface prole at every
time step and the evaluation for Vf(Pf;t) also requires the information for the updating
positions of point Pf at consecutive steps in Z direction. Therefore,
jVf(Pf;t)j =
r
(
Pfx(t)   Pfx(t   t)
t
)2 + (
Pfz(t)   Pfz(t   t)
t
)2 (2.66)
for the two-dimensional case, and
jVf(Pf;t)j =
r
(
Pfx(t)   Pfx(t   t)
t
)2 + (
Pfy(t)   Pfy(t   t)
t
)2 + (
Pfz(t)   Pfz(t   t)
t
)2
(2.67)
for the three-dimensional case.
2.4.3 Flowchart of formulation and solution techniques
The mathematical solution for both two-dimensional and three-dimensional wave-
body problems have the same process within Euler and Lagrange frame. The solution
starts from initial boundary conditions as shown in Section 2:4:1. Then the source strength
 can be available by solving Equations 2.40 or 2.41. Velocity potential Sb can be eval-
uated by Equation 2.32 or 2.33 and then used for pressure and excited force calculation.
The free surface vertical velocity vfz can be computed by Equation 2.38 or 2.39 and
then applied for free surface updating by 3rd-order Adams-Bashforth scheme under the
Lagrange frame. The free surface velocity potential Sf can be obtained by the free
surface updating by using Equations 2.57 to 2.62. Body surface velocity is prescribed at
every time step. Free surface velocity potential and body surface normal velocity is known
for next time step simulation. This process is repeated until the end of the simulation.
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Figure 2.5 shows the general owchart of formulation and solution techniques for the two-
dimensional and three-dimensional problems regardless of dierent boundary conditions.
More specic owchart for linear problem, nonlinear body boundary problem and fully
nonlinear problem will be shown in corresponding chapters.
 
Calculation of source strength 
based on Equation 2.40 or 2.41 
Calculation of body surface 
velocity potential based on 
Equation 2.32 or 2.33
Calculation of vertical velocity 
on free surface based on 
Equation 2.38 or 2.39
Calculation of pressure on body 
surface Based on Equation 2.42
Calculation of excited force 
Based on equation 2.47, 2.48
Free surface 
updating Calculation of free surface velocity 
potential based on Equation 2.57 to 
2.62
t t t   
Lagrange frame
Free surface velocity potential  and 
body surface normal velocity are known
t t t    Body surface velocity is 
prescribed
Boundary integral 
formulation in Euler frame
0 t  Initial time
( , ) 0
f S Pt  
Body surface and free 
surface discretization
0 bn v 
Free surface source  
distribution
Figure 2.5: General owchart of formulation and solution techniques for the two-
dimensional and three-dimensional problems.
2.5 Chapter summary
This chapter outlined the main theoretical framework of boundary integral model
under Eulerian and Lagrangian specications for two-dimensional and three-dimensional
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wave-body problems. The Rankine source method based boundary integral formats are
derived from Laplace equation and boundary conditions. High order Adams-Bashforth
time-stepping scheme is applied for free surface time marching process.
The next chapter will address numerical techniques applied to solve boundary integral
model within the context of Rankine source and mixed Euler-Lagrange algorithm. These
numerical techniques mainly include body surface and free surface discretization and
regridding, free surface node and source point distribution, induced inuence coecient
calculation, intersection points treatment and free surface smoothing.
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Numerical algorithm for
two-dimensional wave-body
problems
In this chapter, numerical techniques involving two-dimensional wave-body problems
are discussed in detail. These numerical methods aim to overcome the diculties which
are introduced by applying the simple Green function and Mixed Euler-Lagrange(MEL)
algorithm.
3.1 Discretization of free surface and body surface
Before the application of boundary integral formulation, the continuous uid domain
surface should be discretised into a set of source points on free surface and panels on body
surface as shown in Figure 2.5. For linear problem, this step is executed only once but
for nonlinear problems it is repeated at every time step to locate the position of source
points and control points.
A two-dimensional arbitrary body oating on a free surface with forced oscillatory
motion is considered. The continuous calm water surface is replaced by node points in iso-
lation and Nf source points Qi(i = 1;:::;Nf) with source strength 
f
i (Qi;t)(i = 1;:::;Nb)
are placed vertically above each node point. The body surface Sb is divided evenly into Nb
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panels with source points Qj(j = 1;:::;Nb) of constant strength 
f
j (Qj;b)(j = 1;:::;Nb)
along each panel. Figure 3.1 shows the numerical model sketch for this problem. This
discretisation for both free surface Sf and body surface Sb implies that instead of solv-
ing Equation 2.40, a free surface time iteration is applied to the following desingularized
formulations
Sf(Pf;t) =
Nf X
i=1

f
i (Qi;t)lnrPfQi +
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
lnrPfQjds; (3.1a)
and
@Sb(Pb;t)
@nb
=
Nf X
i=1

f
i (Qi;t)
@ lnrPbQi
@nb
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
@ lnrPbQj
@nb
ds: (3.1b)
Similarly Equations 2.32 and 2.38 can be formulated as:
Sb(Pb;t) =
Nf X
i=1

f
i (Qi;t)lnrPbQi +
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
lnrPbQjds; (3.2a)
@Sf(Pf;t)
@z
=
Nf X
i=1

f
i (Qi;t)
@ lnrPfQi
@z
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
@ lnrPbQj
@z
ds: (3.2b)
 
Source point
 
Calm water surface X
b S
f S
Control point
Body panel
O
D
Node point
d D Z
Figure 3.1: Two-dimensional wave-body numerical model schematic.
The desingularized distance Dd is the distance between a node point and correspond-
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ing source point on the free surface. There is an optimum desingularization distance and
Cao et al. (1991a) determined the desingularized distance Dd as the square root of the
local mesh size as:
Dd =
p
D (3.3)
where D is the distance between two neighbouring node points. This formulation is
applied for two-dimensional numerical simulation in this work.
3.2 Calculation for induced inuence coecient
By replacing @Sb(Pb;t)=@nb and @Sf(Pf;t)=@z with vbn(Pb;t) and vfz(Pf;t) respec-
tively in the left sides of Equation 3.1b and Equation 3.2b, these two equations can be
formulated in the following convenience format as:
"
ANfNf ANfNb
ANbNf ANbNb
#"
f
b
#
=
"
Sf
vbn
#
; (3.4)
and "
CNfNf CNfNb
CNbNf CNbNb
#"
f
b
#
=
"
vfz
Sb
#
; (3.5)
where Aij and Cij are inuence coecients blocks and they require calculations respec-
tively. The coecients ANfNf and CNfNf reect the inuence of the free surface source
points on free surface node points:
ANfNf = ReflnrPfQfg; (3.6)
and
CNfNf = Ref
1
rPfQf
nfg; (3.7)
where nf is the unit normal vector on the free surface, while
ANbNf and CNbNf reect the inuence of free surface source points on the body panels
control points:
ANbNf = Ref
1
rPbQf
nbg; (3.8)
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and
CNbNf = ReflnrPbQfg: (3.9)
ANfNb and CNfNb reect the inuence of body panel source on free surface source points.
Considering an isolated source point Pf(xf;i;zf;i) and a single body panel with two end
points Qb;j(xb;j;zb;j) and Qb;j+1(xb;j+1;zb;j+1), this line integral model is shown in Figure
3.2. The length of the body panel Lb;j is expressed as:
Lb;j = jQb;j+1   Qb;jj =
q
(xb;j+1   xb;j)2 + (zb;j+1   zb;j)2 (3.10)
and unit normal vector nb;j and tangent vector tb;j of this panel can be formulated as:
nb;j = ( 
zb;j+1   zb;j
Lb;j
;
xb;j+1   xb;j
Lb;j
); (3.11)
and
tb;j = (
xb;j+1   xb;j
Lb;j
;
zb;j+1   zb;j
Lb;j
): (3.12)
Then tb;j is dened as:
 
, , , ( , ) b j b j b j Q x z
, 1 , 1 , 1 ( , ) b j b j b j Q x z   
X
Z
, bj n
fz n
, bj t
Source point ,, ( , ) f f i f i P x z
Body panel
Figure 3.2: Line integral model.
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tb;j = (
xb;j+1   xb;j
Lb;j
; 
zb;j+1   zb;j
Lb;j
); (3.13)
and the unit normal vector on free surface nfz is presented as:
nfz = (0;1): (3.14)
These results in the inuence coecients ANfNb and CNfNb being written as:
ANfNb =
Z
Sb;j
lnrPfQjds
= Ref
Z
Sb;j
ln(Pf;i   Qb;j   stb;j)dsg
= Refln(Pf;i   Qb;j   stb;j)sj
Lb;j
0 g   Ref
Z Lb;j
0
 stb;j
Pf;i   Qb;j   stb:j
dsg
= RefLb;j ln(Pf;i   Qb;j+1)g   Ref
Z Lb;j
0
(1  
Pf;i   Qb;j
Pf;i   Qb;j+1
)dsg
=  Lb;j + Ref(Pf;i   Qb;j+1)tb;j ln(Pf;i   Qb;j+1) + tb;j(Pf;i   Qb;j)ln(Pf;i   Qb;j)g
=  Lb;j + RefrPf;iQb;j+1tb;j lnrPf;iQb;j+1 + rPf;iQb;jtb;j lnrPf;iQb;jg (3.15)
and
CNfNb =
@
R
Sb;j lnrPfQj ds
@z
= Refnfz
d
R
Sb;j lnjPf;i   Qb;jjds
ds
g
= Refnfz
Z l
0
ds
Pf;i   Qb;j   stb;j
g
= Ref nfz(tb;j)ln
Pf;i   Qb;j+1
Pf;i   Qb;j
g: (3.16)
ANbNb and CNbNb reect the inuence of body panel source on body control points.
The evaluation of ANbNb and CNbNb follows a procedure similar to CNfNb and ANfNb
respectively.
The computational cost mainly lies in the storage of these coecients and their solu-
tions via Equations 3.4 and 3.5. This introduces a computational cost of O(N23) (Xue
et al., 2001; Yan and Liu, 2011), where N = Nb +Nf is the number of boundary element
413.3. Body surface and free surface re-gridding
and therefore the numerical eciency depends on the number of body panel Nb and source
points Nf. A Gaussian elimination algorithm will be applied as a solver for these linear
algebra equation systems.
3.3 Body surface and free surface re-gridding
Due to the application of nonlinear free surface and body boundary conditions, it
is necessary to regrid the body surface and free surface in both horizontal and vertical
directions during time step.
3.3.1 Wetted body surface re-panellization
Linear wave-body mathematical models are suitable only for small amplitude oscilla-
tions as they assume the absence of body surface movement. If the amplitude is not small,
the wetted body surface changes signicantly over the course of body motion at dierent
time steps and therefore nonlinear eects due to wetted body surface area varying have
signicant impact on the wave-body response. Considering a vertically oscillating circular
cylinder with radius R around free surface, the wetted body surface St
b at time t becomes
S
t+t
b after one time step t. Figure 3.3 presents the wetted body surface varying at
dierent time steps.
For this forced heave motion with prescribed velocity vb(t) and displacement s(t), the
angular position (t) can be expressed as:
(t) = arccos
s(t)
R
(0    ); (3.17)
and starting from the intersection point on the right, the coordinate of the end point
Si
b(xi(t);zi(t)) for the right part of the body panel can be formulated as:
x
i(t) = Rsin((t)(1 +
2   2i
Nb
)) (0    ); (3.18)
and
z
i(t) =  Rcos((t)(1 +
2   2i
Nb
))   S
3
d(t) (0    ): (3.19)
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Figure 3.3: Wetted body surface varying at dierent time steps.
The left part is gridded in a similar manner as right. The body panel sizes are evenly
distributed during the body surface regridding process, the body panel number Nb remains
constant with the dimension of the inuence coecient matrix also remaining unchanged
while each panel size Lb adjusts to accommodate the wetted body surface varying. For
three-dimensional wetted body, the regriding principle is same as two-dimensional case
and therefore the process is not presented here.
3.3.2 Free surface regridding
In the process of repanelling the free surface panels slide horizontally due to the
variation of wetted body surface pushing them back and forth. After their horizontal
positions are xed based on Equation 3.18, the source points follow the wave elevation and
are located on the updated wave surface prole in the vertical direction. It should be noted
that the wave elevation is tracked in the Lagrange frame. This regridding approach keeps
a smooth panel covering of the free surface prole and therefore reduces the numerical
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inaccuracy. Meanwhile the smoothness of the intersection panels is guaranteed by the
connection of panel sizes. Figure 3.4 illustrates the free surface regridding at dierent
time steps.
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Figure 3.4: Free surface regridding at dierent time steps.
3.4 Wave-body intersection points
The intersection point denes the intersection between the wetted body surface and
free surface. These points move in a horizontal direction within the body-xed frame
O0 X0Y 0Z0 during body motion because of the absence of shear force applied to the body
surface in a potential ow theory. The exact position of intersection points denes the
wetted body surface variation. By applying dierent boundary conditions, these points
can be treated as double nodes where both body boundary and free surface boundary
are satised or single node on which only a single boundary condition is applied. The
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double node technique is not stable numerically as dierent type of boundary conditions
(Dirichlet condition for free surface and Neumann condition for body surface) are applied
to this conuence point (Yan, 2010).
In conjunction with the proposed isolated source point distribution on the free surface,
a single node scheme is applied to treat the weak singularity arising from the intersection
points, each of which is regarded as a body end point and only the body boundary
condition is satised. The rst source points are placed away from the intersection points
and their positions relate to the size of the top body surface panel, the body motion
frequency and are selected depending on the required accuracy of the numerical scheme
of study. Figure 3.5 presents this points arrangement for the wave-body intersection.
 
First  node point
First source point
Control point
Body surface
Panel ending point
Calm water surface
Intersection point
X
Z
Figure 3.5: Points arrangement for wave-body intersection.
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3.5 Instability and smoothing
In the present numerical simulations, sawtooth phenomenon is observed for the fully
nonlinear wave-body problem. The source point moves with the updated free surface
prole at every time step. The sawtooth instability occurs rst at source points near the
wave-body intersection, disturbing the wave prole seriously, leading to the numerical
simulation failing quickly at next time step.
3.5.1 Model function
A least squares principle based smoothing method is newly developed in this work.
This technique is widely used for curve tting in numerical computation and it aims to
minimise the sum of squared residuals between pre-smoothed values and model function
(post-smoothed) values (Bevington and Robinson, 1992). Linear, quadratic, exponential
and trigonometric functions are examined as model functions to check their eectiveness.
Table 3.1 shows these functions f(x) for dierent model types.
Table 3.1: Model functions f(x).
Type Linear Quadratic Trigonometric Exponential
f(x) 0x+ 0 0x2 + 0x+ 0 0 sinx+0 sin2x+0 sin3x 0e x+0e 2x+0e 3x
Here the unknown coecients (0, 0 and 0) should satisfy a local minimum point
for least square optimal principle. For every model function, two, three and ve points
methods are applied for the linear model function while three and ve points are tested
for the other model functions. The three point points quadratic method was most ecient
to smooth the wave curve and can eectively eliminate numerical divergency. Therefore
this model function is used for fully nonlinear numerical simulations.
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3.5.2 Least square optimisation
Given xi = x
f
i and yi = (xi(t);t) for i = 1; 2; 3, the least square optimal problem
for a quadratic function can be formulated as:
3 X
i=1
jyi   f(xi)j
2 = min
j(;;) (0;0;0)j
3 X
i=1
jyi   (x
2 + x + )j
2 (3.20)
for a small constant  > 0. Therefore, zero gradient of the quadratic function can be
expressed as:
Y
(;;) =
3 X
i=1
jyi   (x
2 + x + )j
2 (3.21)
with respect to the variable (;;) at the point (;;) = (0;0;0). That is,
@
Q
@

  
(;;)=(0;0;0)
=  2
3 X
i=1
[yi   (0x
2 + 0x + 0)] = 0; (3.22a)
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Q
@
 
 
(;;)=(0;0;0)
=  2
3 X
i=1
xi[yi   (0x
2 + 0x + 0)] = 0; (3.22b)
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@
  

(;;)=(0;0;0)
=  2
3 X
i=1
x
2
i[yi   (0x
2 + 0x + 0)] = 0: (3.22c)
Hence coecients 0, 0 and 0 are determined by solving the previous set of equations.
The new wave elevation at the three points, therefore, can be evaluated by

0(xi(t);t) = f(xi) = 0x
2 + 0x + 0; i = 1; 2; 3: (3.23)
For convenience of notation, the superscript primes of 0(xi(t);t) are omitted and the
smoothed rather than the original wave elevation and node points are employed in the
following sections.
The sawtooth instability might occur again for subsequent points after they are sup-
pressed nearby the intersection. Correspondingly, this smoothing technique is applied
subsequently until all the disturbed points smoothed from the source points close to oat-
ing body outwards to those in a far eld.
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3.6 Numerical process
In this work all the numerical simulation is executed using Fortran 90 source code.
The numerical process described here is generally for both two-dimensional and three-
dimensional problems as they have the same process. Before the start of time-stepping
simulation, the number of body panel is selected by considering a body moving with a
constant translational velocity in unbounded uid domain. The numerical simulation
starts from an initial time t = 0 when the body is located at equilibrium position and
free surface coincides with the calm water surface. The body surface and free surface are
discretised rst and then free surface source points are distributed based on the proposed
space ever increasing source distribution method. Inuence coecient matrices are then
evaluated according to the position of source point and control point in the last two steps.
The boundary integral formulation will be applied as the main part of the numerical
process. The detailed formulation and process are described in Section 2:2:4 and 2:4:3.
After the wave elevation is obtained by free surface updating, the free surface regridding
and smoothing techniques will be applied to relocate the position of source points on the
free surface. As for the body surface, the position of control points can be decided by
re-panellization. Once the new position of source point and control point is known at this
time step, the simulation can move forward in the same way as previous time step and
repeat again until the end of the numerical simulation.
In order to show a complete numerical process, a owchart is presented in Figure
3.6. However free surface regridding and smoothing techniques are not involved for linear
problem and nonlinear body boundary condition problem. Specic owcharts for dierent
problems will be delivered in corresponding chapters
3.7 Nondimensionalization
The fundamental variables, , g, !, a together with oating body sectional area
A, breadth B and draught T are applied to nondimensionalize other variables. The
heave/sway added mass coecients a22=a33 and damping coecients b22=b33 are nondi-
mensional coecients of heave/sway added mass A22=A33 and damping B22=B33 respec-
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Figure 3.6: Flowchart of numerical process.
tively, therefore for two-dimensional problem:
a22 =
A22
A
; a33 =
A33
A
; (3.24)
b22 =
B22
A(B=2g)1=2; b33 =
B33
A(B=2g)1=2: (3.25)
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Second order mean force F 0(!), rst, second and third order harmonic forces (F 1(!);
F 2(!);F 3(!)) for two-dimensional problem are nondimensionalized as:
F
0(!) =
jf0(0)j
2ga2 ; (3.26)
F
1(!) =
jf1(!)j
2gTa
; (3.27)
F
2(!) =
jf2(2!)j
2ga2 ; (3.28)
F
3(!) =
jf3(3!)j
2gT 2 ; (3.29)
where jfi(n!)j(i = 0;1;2;3) is the amplitude of the Fourier component of the force Fb(t)
calculated from Equation 2.12. From Fourier Transform view, the time record force Fb(t)
can decompose into Fourier Series as:
Fb(t) =
1 X
n=0
f
i(n!)e
 in!t: (3.30)
By Fourier transform, the rst four Fourier components can be obtained as:
f
0(0) =
1
2T0
Z 2T0
0
Fb(t)dt; (3.31)
f
1(!) =
1
2T0
Z 2T0
0
Fb(t)e
 i!tdt; (3.32)
f
2(2!) =
1
2T0
Z 2T0
0
Fb(t)e
 2i!tdt: (3.33)
f
3(3!) =
1
2T0
Z 2T0
0
Fb(t)e
 3i!tdt: (3.34)
The time record for the inertia component force F 1(t) and quadratic component force
F 2(t) are nondimensionlized similarly using:
F
1(t) =
f1(t)
gBa
; (3.35)
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F
2(t) =
f2(t)
gBa
: (3.36)
For completeness the nondimensional form for three-dimensional variables are pre-
sented here. In this case the length scale used is the oating body radius R. The added
mass and damping coecients a33 and b33 are in the format of:
a33 =
A33
(2=3)R3; (3.37)
b33 =
B33
(2=3)!R3: (3.38)
The nondimensionalized rst and second order harmonic forces F 1(!) and F 2(!) are
respectively expressed as:
F
1(!) =
jf1(!)j
gR2a
; (3.39)
F
2(!) =
jf2(2!)j
gRa2 : (3.40)
The time record for the inertia component force F 1(t) and quadratic component force
F 2(t) are made nondimensional in a same manner as:
F
1(t) =
f1(t)
gR2a
; (3.41)
F
2(t) =
f2(t)
gR2a
: (3.42)
3.8 Chapter summary
This chapter concludes the numerical techniques for two-dimensional wave-body prob-
lem using Rankine source and MEL method. Numerical algorithms include body surface
and free surface discretisation at initial time and regridding in the following time iter-
ation process, and resulted inuent coecient calculation. In addition numerical tech-
niques newly developed to cope with intersection points and numerical divergency is also
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elaborated. Process for the numerical simulation is mainly described by a owchart and
nondimensionalization for dierent variables is present in the last part of this chapter.
The remainder of this thesis is dedicated to reporting results and presenting the future
work.
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Two-dimensional linear numerical
simulation for forced body oscillation
motion
In this chapter, two-dimensional forced body motions with small harmonic oscillatory
motion amplitudes are numerically solved to demonstrate the accuracy and eciency
of the proposed methods. As only a linear problem is under consideration, the mixed
Euler-Lagrange algorithm is not involved in this simulation.
The forced body starts from an initial displacement from the equilibrium position and
the wetted body surface remains constant during the body oscillation process under the
linear assumption. Physically the free surface wave, excited by this forced body motion,
starts from the rst node point in the inner domain and travels outwards to the far eld
domain along a calm water surface level. Due to the assumed small variation of free
surface prole for this linear problem, the free surface boundary conditions are satised
on the calm water surface in this case.
The owchart for this linear problem is presented in Figure 4.1. Body surface panel
number is selected as the preparation for the start of boundary integral formulation. This
process is demonstrated in Section 4:1 in detail. Once the position of source points and
control points is allocated by discretization. They will stay at the same position during the
whole numerical simulation and inuent coecients are calculated only once and applied
at every time step.
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Figure 4.1: Flowchart of numerical process for two-dimensional linear problem.
This chapter examines body surface panels number selection for a circular cylinder and
the optimised values are applied through the numerical simulation for two-dimensional
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problems in this chapter and the following two chapters. In Section 4:2, the hydrody-
namic coecients of added mass and damping coecients are produced from the present
simulation for a circular cylinder, a box and a wedge. These computed results are com-
pared with Vugts (1968) experimental data and numerical prediction of Zhang (2007),
who based his calculation on even source points distribution. An error analysis is pre-
sented in Section 4:3 to explain possible error sources for discrepancy in the comparison.
Concluding remarks are provided in Section 4:4.
4.1 Selection of body surface panel number
Circular sections widely exist in the marine industry. The columns of semi-submersible
and main body of spar platforms are both circular sections. In academic study for wave-
body problem, circular cylinder is widely adopted as numerical model due to its simple,
smooth and symmetrical shape.
For forced body motion problem, the uid ow motion is caused by the body kine-
matic energy across the wetted body surface. In numerical simulation, the body surface
is discretised into a set of panels. Numerical simulation with more panel numbers gives
better numerical results, but requires higher computational eort. In the following exam-
ination the numerical accuracy and computational eort will be considered and the best
compromise identied.
A circular cylinder with radius R moving in an unbounded uid domain is examined.
The analytical form of velocity potential a around the cylinder surface is given by Lamb
(1993) as:
a =  URsin ; (4.1)
where U is the translational velocity of the cylinder and   is angular variation starting
from the positive x-axis. Let U = 1m=s, R = 1m. The circular cylinder panel number
Nb is selected to be 10, 20, 30, 40, 50 and 60 respectively. An error coecient Ce is
introduced to exam the agreement between a and the numerical solution n for dierent
values of the panel number Nb. This coecient Ce is dened as:
Ce =
v u u t
Nb X
i=1
(n(i)   a(i))2
a(i)2 (4.2)
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Figure 4.2: Comparisons of analytical solution (4.1) and numerical results for dierent
panel numbers Nb.
The comparisons of numerical results with dierent body panels Nb and the analytical
solution are presented in Figure 4.2 with the error coecient Ce is shown in Figure 4.3.
As the computational cost is proportional to the N2
b, Nb is replaced by N2
b in Figure 4.3.
Both Figures 4.2 and 4.3 show that the numerical predictions keep improving with Nb
increasing in value. When Nb = 40(N2
b = 1600), the agreement is excellent and Ce is
below an error of 3:5% compared to the analytical solution. As shown in Figure 4.3, small
improvements need much more computational eort.
The numerical prediction shows favourable agreement with the analytical expression
by using an even panel discretisation on the body surface. With panel number Nb = 40
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around the whole circular cylinder, very small numerical error is introduced for body mov-
ing in an unbounded uid domain problem. For this reason, Nb = 40 is selected through
out this study. In the following wave-body simulation with dierent numerical models of
body shapes: circular cylinder, box and wedge, all the wetted body surfaces are divided
evenly into 40 panels without extra investigations. This is reasonable because the whole
circular has the largest perimeter compared to other shapes with same characteristics
length R.
100 400 900 1600 2500 3600
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Figure 4.3: The variation of error coecient Ce with dierent panel numbers Nb(or N2
b).
4.2 Numerical simulation for forced body oscillation
motion
A forced circular cylinder with small harmonic body motion around free surface is
a typical example to investigate fundamental principle of wave-body problem under po-
tential ow frame. Physically added mass and damping are caused by the hydrodynamic
reaction as a result of the cylinder motion with respect to the uid ow. Added mass is
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an in-phase part while damping is out-of phase component of the reactive force during
an oscillation body motion (Newman, 1977). This pair of coecients are frequency-based
and can be obtained by Fourier transform from the time record of force excited on oating
body surface.
Vugts (1968) carried out an exhaustive experimental study on the hydrodynamic
coecients of various cylindrical sections harmonically oscillated around free surface and
reported very little scatter. His results oer validation and verication of numerical
accuracy for the proposed method in this work.
4.2.1 Free surface source points distribution
As described in Chapter 4, a new source point distribution scheme is proposed for this
linear wave-body problem. The free surface distribution is divided into inner and outer
domains. Starting from the intersection point Pf;0, 50 source points are distributed on
the right hand side of free surface Sf in the form of:
jPf;i   Pf;i 1j =
Lbj
!2 i = 1;2;:::;Nin; (4.3)
where j are separation factors which decide the separation distances between two neigh-
bouring source points. The inner domain is divided into 11(j = 1;:::;11) regions with a
single point in the rst region and multi source points in the other regions. Extensive
numerical simulations were performed for various values of j to derive their most suitable
values. Selected results are displayed in Table 4.1.
Table 4.1: The values of separation factors j in the inner domain for linear problem.
i 1 2-5 6-8 9-10 11-12 13-14 15-16 17-18 19-20 21-50
j 1 2 3 4 5 6 7 8 9 10
j 0.4 1.3 1.6 3.9 5.1 6.4 7.6 10.2 12.7 15.3
Another 20 points in outer domain are distributed in the exponential form as :
jPf;i   Pf;i 1j = jPf;Nin   Pf;Nin 1j  1:05
i(i 1)
2 ; i = 1;2;:::;20: (4.4)
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The desingularized source point Qi is placed vertically above the node point Pf;i. The
desingularized distance Dd;i between them is given by the recommended equation (Cao,
1991):
Dd;i = jQi   Pf;ij =
q
jPf;i 1   Pf;ij (4.5)
The wave-body problem is treated symmetrical for the assumed oscillatory body move-
ment and the left hand side source points are arranged in a mirror image manner. This
proposed distribution method in the inner domain connects the body panel size with
source arrangement and gives a special treatment for the rst source point as this point
is critical for the numerical convergence and accuracy. Apart from body panel size, this
distribution method also connects the source separations with generated wave frequencies
and therefore wavelengths, so it is suitable for deep-water waves of any wave length. This
distribution scheme can produce surface waves covering nearly ve wave lengths in the
inner domain and over 100 wavelengths in the outer range, so wave reection is largely
delayed and desired results can be obtained before wave reection. The distances between
source points present a nearly linear increment which is fundamentally dierent from the
constant distance in the even distribution method.
4.2.2 Numerical results for forced body oscillation motion
In numerical tests, the oating body is respectively selected to be a circular cylinder
with a radius (R) to draught (T) ratio R=T = 1:0, a box with the beam (B) to draught
(T) ratio B=T = 2:0, and a 30 degree wedge.
The body oscillatory amplitude a is 10% of the draught T for all cases. The gravity
equals buoyancy at initial place. The oating body is disturbed by a vertical upward
velocity for heave motion and horizontal velocity for sway motion. The produced added
mass and damping coecients are compared with the experimental data (Vugts, 1968)
and numerical prediction based on even Rankine source method (Zhang, 2007).
Figures 4.4-4.15 show that results produced from current proposed method are in
good agreement with experimental data and the other numerical results prediction.
Furthermore, the local response is examined for the oating circular cylinder with the
radius R = 10m. Figure 4.16 presents the predicted pressure Pb distributed around the
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Figure 4.4: Comparison of heave added mass coecient A33 between Zhang (2007) numer-
ical results, Vugts (1968) experimental data and current method prediction for a circular
cylinder in oscillatory heave motion with amplitude a = 0:1T.
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Figure 4.5: Comparison of heave damping coecient B33 between Zhang (2007) numerical
results, Vugts (1968) experimental data and current method prediction for a circular
cylinder in oscillatory heave motion with amplitude a = 0:1T.
cylinder at times t = 10, t = 11 and t = 12 when oscillatory frequency !(B=2g)1=2 = 1:0
. The pressure is symmetrical around the body and smoothly varies between the two
intersection points. This indicates good eciency of the intersection points treatment in
the present investigation.
Figures 4.17 and 4.18 show the time records for vertical force response F(t) and wave
elevation (t) of this circular cylinder in oscillatory heave motion with amplitude a = 0:1T
and frequency !2R=g = 1:0, t = To=60. The numerical results converge quickly after the
simulation starts and no reection disturbances are evident after 10 periods of simulation.
The new source distribution method not only successfully keeps the accuracy of numerical
method but also eciently delays wave reection.
The proposed space increment source distribution scheme coupled with a single point
intersection treatment for the indicated two-dimensional linear oscillatory motion problem
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Figure 4.6: Comparison of sway added mass coecient A22 between Zhang (2007) numer-
ical results, Vugts (1968) experimental data and current method prediction for a circular
cylinder in oscillatory sway motion with amplitude a = 0:1T.
is numerically investigated and the accuracy and eciency are validated by comparing
with available experimental data and numerical results.
160 source points are required to cover the free surface which is a signicant reduction
compared to the 280 points in traditional method. The computational cost mainly lies in
the storage and solution for the N(N = NF+NB)N inuence matrix and computational
cost is O(N23), therefore the proposed method can signicantly reduce computational
memory and time. For this reason computational eciency is largely improved.
4.2.3 Source strength decaying
The continues free surface is replaced by isolated source points. From the intersection
point outwards, the importance of the source points decreases as the distance increases.
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Figure 4.7: Comparison of sway damping coecient B22 between Zhang (2007) numerical
results, Vugts (1968) experimental data and current method prediction for a circular
cylinder in oscillatory sway motion with amplitude a = 0:1T.
Figures 4.19 and 4.20 present the source strength f of the rst 20 source points for the
circular cylinder in oscillatory heave and sway motions with amplitude a = 0:1T and
frequency !2R=g = 1:0. The rst source point bears a relatively large value and source
strengths decay quickly from the rst source point and trends to zero around 20th point.
Therefore their importance rapidly decreases as their position is located further from
the intersection point. The proposed space increment method conforms with the source
strength characteristics. Therefore it is superior to the even distribution pattern.
4.3 Error analysis
Vugts (1968) experimental data oers a validation for the hydrodynamic coecients
of two-dimensional forced body oscillation. The produced results from proposed method
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Figure 4.8: Comparison of heave added mass coecient A33 between Zhang (2007) nu-
merical results, Vugts (1968) experimental data and current method prediction for a box
in oscillatory heave motion with amplitude a = 0:1T.
present good agreement with Vugts experimental data and numerical prediction of Zhang
(2007), although discrepancy is observed at some frequency ranges.
The agreement for added mass coecient A33 and damping coecient B33 are excellent
for circular cylinder except at very low frequency where a distinct discrepancy occurs for
added mass A33. The present prediction overestimates the A33 at low frequency range
(!2B=2g < 0:2). The discrepancies are bigger for box and wedge than circular as they
are not smooth shapes. Vugts (1968) also observed this behaviour arose from two main
error sources:
- Force and moment sensors inaccuracy: at low frequencies of oscillation the measured
forces and moments are low and a small absolute error in the measure causes large
deviations in the coecients in this range,
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Figure 4.9: Comparison of heave damping coecient B33 between Zhang (2007) numer-
ical results, Vugts (1968) experimental data and current method prediction for a box in
oscillatory heave motion with amplitude a = 0:1T.
- Wave tank dimension limitation: due to the size of wave tank, generated waves with
long wavelengths will reect and disturb the measured force signal.
At high frequency, the experimental values are higher than the numerical prediction for
box and wedge. Vugts attributes these deviations to experiment setup:
- Lack of structural stiness: the lack of structural stiness for the experimental instru-
ment can disturb the measurements at high frequencies when high demands are
imposed on the rig.
For oscillatory sway motion, the hydrodynamic coecients obtained from current pro-
posed conform to the experimental data better than those produced from the traditional
method. Little discrepancy is observed in the low frequency range except at peak range
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Figure 4.10: Comparison of sway added mass coecient A22 between Zhang (2007) nu-
merical results, Vugts (1968) experimental data and current method prediction for a box
in oscillatory sway motion with amplitude a = 0:1T.
(!2B=2g = 0:25) for added mass A22. Vugts contributes such errors to lack of structural
stiness within the instrument and a slight disturbances can cause a large discrepancy
in this range. These reasons also cause deviation at high frequency for both added mass
coecient A22 and damping coecient B22.
Generally larger discrepancy is observed for wedge than circular cylinder and box.
This is mainly due to the viscous ow separation and vortex shedding aecting the loads
on wedge surface (Yeung and Anathakrishnan, 1992; Sun, 2007). Vugts (1968) admitted
that it is impossible to analyse the separate sources of possible errors and to estimate their
magnitude. These error sources added together may magnify the total errors and cause
a relatively large discrepancy with numerical results. Apart from some systemic discrep-
ancy with experimental data, the current predicted results show a reasonable agreement
with both experimental and other numerical results. These validate the accuracy of pro-
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Figure 4.11: Comparison of sway damping coecient B22 between Zhang (2007) numer-
ical results, Vugts (1968) experimental data and current method prediction for a box in
oscillatory sway motion with amplitude a = 0:1T.
posed numerical techniques in terms of source points distribution and intersection points
treatment.
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Figure 4.12: Comparison of heave added mass coecient A33 between Vugts (1968) ex-
perimental data and current method prediction for a wedge in oscillatory heave motion
with amplitude a = 0:1T.
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Figure 4.13: Comparison of heave damping coecient B33 between Vugts (1968) experi-
mental data and current method prediction for a wedge in oscillatory heave motion with
amplitude a = 0:1T.
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Figure 4.14: Comparison of sway added mass coecient A22 between Vugts (1968) exper-
imental data and current method prediction for a wedge in oscillatory sway motion with
amplitude a = 0:1T.
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Figure 4.15: Comparison of sway damping coecient B22 between Vugts (1968) experi-
mental data and current method prediction for a wedge in oscillatory sway motion with
amplitude a = 0:1T.
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Figure 4.16: Predicted pressure distributions Pb at dierent times around circular cylinder
in oscillatory heave motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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Figure 4.17: Time records for vertical force F(t) of circular cylinder in oscillatory heave
motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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Figure 4.18: Time records for wave elevation (t) of circular cylinder in oscillatory heave
motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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Figure 4.19: Source strength for the rst 20 source point distribution for a circular cylinder
in oscillatory heave motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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Figure 4.20: Source strength for the rst 20 source point distribution for a circular cylinder
in oscillatory sway motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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4.4 Concluding remarks
In this chapter, two-dimensional linear forced body motions are numerically solved
by Rankine source method to demonstrate the accuracy and eciency of the proposed
method. Both linear body boundary and free surface boundary conditions are satised
for these small oscillatory motions.
Instead of an even distribution of sources over the free surface an incrementally increas-
ing source space distribution method is developed coupled with a single point intersection
treatment. This distribution conforms with the characteristics of source strength decaying
and therefore is superior to the traditional even distribution patten. Fewer source points
are required to cover a greater free surface range and therefore computational eort is
reduced.
The numerical accuracy has been validated by comparing prediction of added mass
and damping coecient with published experimental data and other numerical results
for circular cylinder, box and wedge in forced harmonic heave and sway motion. The
agreement for heave motion is reasonably good with better conformation to experimental
results being obtained for the sway motion than that observed based on Zhang's even
distribution method.
The success of numerical simulation for linear problem lays the foundation for fur-
ther nonlinear analysis with either nonlinear body boundary condition or fully nonlinear
boundary conditions applied. The Mixed Euler-Lagrange algorithm will be introduced
to capture the nonlinear eects arising from the nonlinear boundary conditions in the
following two chapters.
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Chapter 4 dealt with wave-body interaction under linear boundary condition assump-
tions. This mathematical model is suitable only for small amplitude oscillations as it
assumes the absence of body surface movement and hence fails to capture high order
hydrodynamic responses. If the amplitude is not small, the wetted body surface contour
changes signicantly over the course of the body motion and therefore nonlinear eects
become signicant.
In this chapter a nonlinear body boundary or exact body boundary condition is as-
sumed within the wave-body mathematical model. Next the mixed Euler-Lagrange algo-
rithm is introduced to capture the nonlinearity. The nonlinear body boundary problem
is dicult to solve analytically (Oakley, 1972). Chapman (1979) examined this problem
numerically using time domain free surface Green function and found the nonlinearity is
largely inuenced by the body shape.
Due to changes of body surface, the intersection points move horizontally with velocity
of Equation 2.64, and accordingly, the free surface node points on the calm water surface
and the corresponding free surface source points move horizontally. Therefore nonlinear
free surface conditions(Equation 2.64) apply in the horizontal direction and linear free
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surface conditions(Equations 2.6 and 2.7) in the vertical direction are satised for the
free surface nodes on the calm water surface. From the Lagrangian frame point, the
free surface source point only has horizontal movement and the velocity is evaluated by
Equation 2.64.
In the time-dependent numerical simulation of the problem, the wetted body surface
needs to be repanelled and the free surface nodes require regridding at every time step. To
do this eciently, a MEL method is employed by solving the eld equation in the Eulerian
frame and then applying nonlinear boundary conditions to track individual control points
in the Lagrangian frame to update their positions. In the course of the time iteration,
wetted body panel number and free surface node number are xed. A owchart for
this nonlinear body boundary problem is presented in Figure 5.1. Dierent from linear
problem, The inuence coecients need to evaluate at every time step and therefore much
more computational eort is required for this problem.
This chapter starts from the statement for intersection points treatment in Section
5:1 and then delivers the process for free surface source points distribution in Section 5:2.
These two numerical techniques are novel contributions for the nonlinear body boundary
condition problems. Numerical predictions are presented in Section 5:3, where numerical
simulations are executed for large amplitude forced body oscillation motions. In order to
show the availability of proposed methods, both smooth contour body: circular cylinder
and sharp contour body : wedge are selected as forced body cross sections. The pre-
dicted numerical results are compared with published experimental and other numerical
results to validate the numerical accuracy and eciency of proposed numerical techniques.
Concluding remarks are given in Section 5:4.
5.1 Intersection points treatment
The free surface wave is propagated initially from the intersection points. To stabilise
the iteration scheme, it is crucial to deal with these intersection points properly. For each
intersection point, one traditional technique (Beck, 1994) uses two points to avoid wave
breaking around the intersection point. One is the node point located at the intersection
point, whereas the other is a source point placed vertically above the node point. The
newly developed single point method only allows the intersection points to satisfy body
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Figure 5.1: Flowchart of numerical process for two-dimensional nonlinear body boundary
condition problem.
boundary condition. The movement of the body oscillation causes the intersection points
to displace the free surface nodes and source points in the horizontal direction back and
forth during the iteration process. This arrangement at dierent time steps is illustrated
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in Figure 5.2.
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Figure 5.2: Prole of sources, nodes and intersection points at dierent time steps.
The node points on the free surface are required to be carefully selected. In particular,
the chosen distance between the intersection point and the rst node point is important
(Zhang and Beck, 2007) and is used to locate the rst source point vertically above the
rst node point.
5.2 Free surface source point distribution
In Rankine source method, the continuous free surface prole is replaced by source
points in isolation and therefore the free surface boundary condition is satised on these
isolated source points. The position and numbers of source points are no doubt vitally
important for the numerical accuracy and eciency. The newly adopted space increment
source distribution method is further developed in this section to cope with nonlinear
body boundary problem.
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5.2.1 Source point distribution pattern
The calm water surface on the right hand side of Sf is divided into inner and outer
domains distributed with nodes Pf;i. In the inner domain the neighbouring node distances
starting from the intersection point Pf;0 is expressed in the form:
jPf;i   Pf;i 1j =
Lbj
!2 ; i = 1;:::;Nin: (5.1)
The node point number Nin (see Section 5:2:2) is discussed later whereas in the outer
domain, 20 points are distributed in the exponential form:
jPf;i   Pf;i 1j = jPf;Nin   Pf;Nin 1j  1:05
i(i 1)=2; i = 1;:::;20; (5.2)
The desingularized source Qi is placed vertically above the node point Pf;i. The
desingularized distance Dd;i between them is given by the recommended equation (Cao,
1991):
Dd;i = jQi   Pf;ij =
q
jPf;i 1   Pf;ij (5.3)
for the right hand side sources. The wave problem is treated symmetrical for the oscilla-
tory body movement and the left hand side sources are arranged in a mirror image.
In the present method, the nodes distribution in the inner domain is proportional to
Lb, the size of the top body surface panel, since this top panel essentially denes the wave
motion problem and thus eects the source distribution above the calm water surface.
In addition, this method keeps the free surface panel matching to the top body panel
during the whole iteration process, greatly benetting the regridding process as no extra
nodes are required. Zhang and Beck (2007) added extra nodes to match these panels and
numerical errors might be introduced into the simulation.
5.2.2 Source points number selection
The calm water surface node points in the inner domain are also dependent on the
frequency ! and separation factors j(j = 1;:::;8). The chosen number depends on the
value of the separation factor j in each region (j = 1;:::;8) as shown in Table 5.1. The
approach adopted is discussed here. Firstly 10 node point distribution is associated with
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the rst three factors 1, 2, 3. From the fourth factor j = 1:1 until the eighth factor
j = 4:0, the same number of node points are assumed under each j. 4;8;12 and 14
node points are chosen respectively in a four distribution approaches, such that the total
number of free surface node point is Nf = 100;140;180 and 220. The number Nf accounts
for all free surface node points on the right and the left hand sides without use of the
symmetry assumption.
Table 5.1: The values of separation factors j in the inner domain for nonlinear body
boundary problem.
i 1 2 3-10 | | | | |
j 1 2 3 4 5 6 7 8
j 0.5 0.7 0.9 1.1 1.5 2.0 2.8 4.0
A circular cylinder of a radius-to-draught ratio R=T = 1 is adopted as numerical
model to illustrate this distribution approach. The cylinder undergoes a forced heave
oscillation of amplitude a = 0:1T and given frequency ! in the free surface. Figures
5.3 and 5.4 show comparisons of the added mass and damping coecients between the
experimental data of Vugts (1968) and predictions using dierent free surface node point
values Nf.
Both Figures 5.3 and 5.4 indicate that the closest agreement occurs when Nf = 180.
Therefore, Nf = 180 is selected throughout the present study. In order to further validate
this selection. Numerical simulation is executed for this cylinder experiencing forced sway
motion with amplitude a = 0:1T.
Figures 5.5 and 5.6 present comparisons of sway added mass A22 and damping coe-
cients B22 between Zhang (2007) numerical results, Vugts (1968) numerical results, Vugts
(1968) experimental data and current method prediction. Zhang (2007) utilise an iso-
lated Rankine source method with even source distribution pattern while Vugts (1968)'s
simulation is based on free surface Green function theory. Both gures show a fairly well
agreement between current predicted results with the selected source points and other
published data. In present proposed method, 90 (20 in the outer domain and 70 in the
inner domain) node points are distributed on one side of the oating body. In the method
of Zhang and Beck (2007, 2006), 120 node points are evenly placed over four wave lengths
on one side of the oating body in the inner domain. Figure 5.7 shows the comparison of
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Figure 5.3: Comparisons for added mass coecient between Vugts experiment data and
current methods with dierent free surface node points Nf when a = 0:1T.
the present node point distributions with the even distributed method proposed by Zhang
and Beck (2006, 2007) in the inner domain. As seen, more points are distributed in the
rst wave length than in the method of Zhang and Beck (2006, 2007) and signicantly
decreasing number in the second and much less in third and fourth wave lengths.
As computational cost mainly lies in the storage of the inuent coecient matrices
and their solutions, the computational cost is roughly proportional to N2
f. The proposed
approach reduces computational memory and time roughly to half of the even distribution
method and therefore computational eciency is largely improved.
In the course of the time iteration, wetted body panel number and free surface node
number are kept constant. This allows the size of inuent coecient matrix to remain
the same with no extra work for unit normal vector updating and also avoids the \spray
root phenomenon " (Beck, 1994; Zhang and Beck, 2006, 2007), that is the intersection
points move without bound and the simulation must be stopped since the control of the
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Figure 5.4: Comparisons for damping coecient between Vugts experiment data and
current methods with dierent free surface node points Nf when a = 0:1T.
intersection point is lost.
5.2.3 Source strength decaying
From the intersection point outwards, the importance of the source points decreases
as the distance increases. Figures 5.8 and 5.9 present the source strength jfj of the
rst 20 source points for the circular cylinder in oscillatory heave and sway motion with
amplitude a = 0:1T and frequency !2R=g = 1:0. Both gures show that source strengths
decay quickly from the rst point and trends to zero around 20th point and therefore their
importance rapidly decreases as their positions located more far from the intersection
point. This account for the space increment distribution method proposed in present
simulation.
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Figure 5.5: Comparison of sway added mass coecient A22 between Zhang (2007) nu-
merical results, Vugts (1968) numerical results, Vugts (1968) experimental data and cur-
rent method prediction for a circular cylinder in oscillatory sway motion with amplitude
a = 0:1T.
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Figure 5.6: Comparison of sway added mass coecient B22 between Zhang (2007) nu-
merical results, Vugts (1968) numerical results, Vugts (1968) experimental data and cur-
rent method prediction for a circular cylinder in oscillatory sway motion with amplitude
a = 0:1T.
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Figure 5.7: Comparisons for node points distribution in inner domain between current
method and Zhang and Beck (2006, 2007) method.
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Figure 5.8: Source strength for the rst 20 source point distribution for a circular cylinder
in oscillatory heave motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
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Figure 5.9: Source strength for the rst 20 source point distribution for a circular cylinder
in oscillatory sway motion with amplitude a = 0:1T and frequency !2R=g = 1:0.
875.3. Numerical results for large body motion amplitude
5.3 Numerical results for large body motion ampli-
tude
Following the intersection points treatment and free surface source points distribution
in the last two subsections, numerical simulations based on these new techniques are
executed and predicted results are compared with published data to validate the proposed
methods in this section.
When the oating body oscillates with large amplitude, the nonlinear eects from
variation of wetted body surface become important. Here, the oating body is chosen
as circular cylinder with radius to draught radio R=T = 1:0 and wedge with B=T =
2
p
3=3. For body oscillating with amplitude a = 0:2T, hydrodynamic coecients and force
coecients are obtained and compared with published experimental and other numerical
results when possible. Time records of wave elevation (t) and vertical force F(t) at
various motion amplitude are presented to show the nonlinear eects from variation of
wetted body surface.
5.3.1 Numerical results for circular cylinder with large motion
amplitude
The circular cylinder stays at a equilibrium position with its mass centre lying on the
calm water surface at initial time t = 0. This cylinder is excited by a vertical upward
displacement and experiences a harmonic forced oscillatory heave motion during the whole
time iteration from time t > 0.
Table 5.2 presents information on nondimensional heave added mass coecient a33,
heave damping coecient b33, second order mean force F 0(!) and second order harmonic
force F 2(!) for three nondimensional frequencies (!2B=g = 0:5;1:0;1:5). These values
are compared with the experimental data of Yamashita (1977), numerical linear results
of Vugts (1968), numerical results of Kent (2005) and (Zhang and Beck, 2007). The last
two apply a nonlinear body boundary condition and linear free surface condition.
The agreement of results derived from the proposed method with experimental data
shows a reduction in the error compared with the other three numerical approaches at each
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Table 5.2: Comparisons of frequency components of circular cylinder in heave motion
when amplitude a = 0:2T.
Type !2B
2g a33 Error b33 Error F0(!) Error F2(!) Error
Yamashita 0.5 0.66 0 0.52 0 -0.01 0 0.228 0
Vugts 0.5 0.6 9.1% 0.58 11.5% / / / /
Kent 0.5 0.6 9.1% 0.796 53.1% -0.01 0 0.194 14.9%
Zhang 0.5 0.63 4.5% 0.82 57.7% -0.013 30% 0.163 28.5%
Current method 0.5 0.67 1.5% 0.56 7.7% -0.01 0 0.254 11.4%
Yamashita 1.0 0.62 0 0.39 0 -0.08 0 0.498 0
Vugts 1.0 0.6 3.3% 0.41 5.1% / / / /
Kent 1.0 0.58 6.6% 0.375 3.8% -0.086 7.5% 0.491 1.4%
Zhang 1.0 0.6 3.3% 0.41 5.1% -0.086 7.5% 0.428 14.0%
Current method 1.0 0.62 0 0.41 5.1% -0.081 1.3% 0.508 2.0%
Yamashita 1.5 0.69 0 0.27 0 -0.13 0 0.76 0
Vugts 1.5 0.78 13% 0.25 13.0% / / / /
Kent 1.5 0.62 1.0% 0.209 22.6% -0.16 23.1% 0.796 4.7%
Zhang 1.5 0.67 0.3% 0.23 14.8% -0.19 46.2% 0.62 18.4%
Current method 1.5 0.69 0 0.28 3.7% -0.1 23.1% 0.759 0.13%
frequency. For added mass coecient a33 at frequency of !2B=g = 0:5, the discrepancy of
current method compared with Yamashita is 1:5%; this discrepancy is one third of the next
smallest discrepancy of Zhang. The prediction of current method for a33 at frequencies
!2B=g = 1:0&1:5 is exactly the same as the experimental data. The other three numerical
predictions have obvious discrepancies compared with the Yamashita experimental test.
The discrepancy for damping coecient b33 is generally larger than that associated with
the added mass coecient a33 but the proposed method shows a reduction in error and
this is especially true at frequencies !2B=g = 0:5&1:5. For mean and harmonic second
order forces, F 0(!) and F 2(!), the results derived from proposed method generally have
the smallest discrepancy at each frequency and the largest reduction occurs for second
order harmonic force F 2(!) at a frequency of !2B=g = 0:5.
Figures 5.10 and 5.11 show prediction from the proposed method compared to the
experimental data of Yamashita (1977), and the numerical results of Lee (1968) for heave
added mass and damping coecients from !2B=g = 0:2 to !2B=g = 2:0. The method
used by Lee adopts a nonlinear free surface condition coupled to a mean body surface
condition. The current method results show favourable agreement with the experimental
895.3. Numerical results for large body motion amplitude
data.
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Figure 5.10: Comparisons of heave added mass coecient A33 between Lee (1968) nu-
merical results, Yamashita (1977) experimental data and current method prediction for a
circular cylinder in oscillatory heave motion with amplitude a = 0:2T.
The proposed method is further validated by comparing rst and second order har-
monic force response in the frequency domain. Figure 5.12 shows the comparison of rst
order force from current method with Tasai and Koterayama (1976) experimental result
and numerical results of Kent (2005) and Zhang and Beck (2007). Figure 5.13 compares
second order force from current method with Yamashita (1977) experimental results, nu-
merical results of Zhang and Beck (2006), Potash (1971) and Parissis (1966). For the
last two methods a nonlinear free surface boundary condition and a mean body boundary
condition are applied. Figures 5.12 and 5.13 indicate that current method results agree
well with experiment data and better results are obtain for second order force than the
other three numerical methods.
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Figure 5.11: Comparisons of heave damping coecient B33 between Lee (1968) numerical
results, Yamashita (1977) experimental data and current method prediction for a circular
cylinder in oscillatory heave motion with amplitude a = 0:2T.
Figures 5.10, 5.11 and 5.13 demonstrate that the nonlinear body boundary condition
dominates the nonlinear response and, therefore, satisfactory results can be obtained even
ignoring the nonlinear free surface eect for motion amplitude a = 0:2T.
In further investigations, the time records of nondimensional wave elevation and verti-
cal force, generated by the circular cylinder experiencing dierent oscillating heave motion
amplitudes of a = 0:1T; 0:2T; 0:4T at frequency !2B=(2g) = 1:0 with t = T0=60, are
presented in Figures 5.14 and 5.15. The prole for wave elevation and vertical force is no
longer harmonic. The nonlinear response increases as the motion amplitude a increases.
The wave elevation and force prole becomes sharper at peak range whereas it is atter
915.3. Numerical results for large body motion amplitude
0.6 0.8 1 1.2 1.4 1.6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
ω
2 B/2g
F
1
(
ω
)
 
 
Current method results
Zhang and Beck(2007) numerical results
Kent(2005) numerical results
Tasai and Koterayama (1976) experimental data
Figure 5.12: Comparisons of rst order force F1(!) between Zhang and Beck (2007) nu-
merical results, Kent (2005) numerical results, Tasai and Koterayama (1976) experimental
data and current method predictions for a circular cylinder in oscillatory heave motion
with amplitude a = 0:2T.
at trough range. The peak values are larger in magnitude than the trough values and
these dierences increase as amplitude a increases.
To examine the numerical treatment given to the intersection points, the local response
around the oating circular cylinder is investigated. The radius of the cylinder is chosen
as R = 10m. The panels are numbered starting from the right intersection point towards
the left intersection point. Figure 5.16 presents the body surface pressure distributions
at dierent times when !(B=(2g))1=2 = 1:0 and amplitude a = 0:2T. The pressure
distribution is perfectly symmetrical around the body and varies smoothly between the
right and the left intersection points. These results further indicate the eciency and
accuracy of the derived treatment for the intersection points.
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Figure 5.13: Comparisons of rst order force F1(!) between Zhang and Beck (2007)
numerical results, Potash (1971) numerical results, Parissis (1966) numerical results, Ya-
mashita (1977) experimental data and current method predictions for a circular cylinder
in oscillatory heave motion with amplitude a = 0:2T.
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Figure 5.14: Predicted wave elevation time records at various amplitudes of heave oscil-
latory motion when !2B=2g = 1:0.
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Figure 5.15: Predicted vertical force time records at various amplitudes of heave oscillatory
motion when !2B=2g = 1:0.
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Figure 5.16: Predicted pressure distributions Pb at dierent times around circular cylinder
in oscillatory heave motion with amplitude a = 0:2T and frequency !2R=g = 1:0.
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5.3.2 Numerical results for wedge with large motion amplitude
In addition to the wave-body motion around a cylinder, numerical simulations with
respect to a wedge oating body are now briey presented to illustrate the breadth of ap-
plication of the proposed numerical model. Similar to the cylinder problem, the nonlinear
hydrodynamic eect of the body-wave problem with respect to the wedge is reasonably
captured when the nonlinear wetted body surface condition is applied for motion ampli-
tude a = 0:2T.
Comparisons of the hydrodynamics coecients A33 and B33 are presented in Figures
5.17 and 5.18. The Tasai and Koterayama (1976) numerical method utilises a nonlinear
free surface body condition and a mean body surface condition. The present method's
results agree well with existing results for the wedge body, especially the experimental
data of Tasai and Koterayama (1976).
In a manner similar to the one used by Zhang and Beck (2007), the nonlinear hydro-
dynamic eect of the body-wave problem has been almost captured when the nonlinear
wetted body surface condition is applied for motion amplitude a = 0:2T.
To examine the single point treatment given to the intersection point, the local re-
sponse around the oating wedge is assessed. Similar to the cylinder case, panels are
numbered starting from the right intersection point and then move towards left inter-
section point. Figure 5.19 presents body surface pressure distribution at dierent times
when !(B=2g)1=2 = 1:0 and a = 0:2T. The pressure distribution is perfectly symmetrical
around the body and varies smoothly between the right and the left intersection points.
These result further indicates the eciency and accuracy of the single treatment for the
intersection point.
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Figure 5.17: Comparison of heave added mass coecient A33 Between Tasai and Koter-
ayama (1976) numerical results, Tasai and Koterayama (1976) experimental data and
current method prediction for a wedge of the beam-to-draught ratio B=T = 2
p
3=3 expe-
riencing an oscillatory heave motion of amplitude a = 0:2T.
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Figure 5.18: Comparison of heave damping coecientB33 between Tasai and Koterayama
(1976) numerical results, Tasai and Koterayama (1976) experimental data and current
method prediction for a wedge of the beam-to-draught ratio B=T = 2
p
3=3 experiencing
an oscillatory heave motion of amplitude a = 0:2T.
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Figure 5.19: Predicted pressure distributions Pb at dierent times around wedge in oscil-
latory heave motion with amplitude a = 0:2T and frequency !2R=g = 1:0.
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5.4 Concluding remarks
The desingularized Rankine source boundary integral method coupled with MEL algo-
rithm is used to study the two-dimensional nonlinear body-wave problem in this chapter.
The source distribution is crucial for the numerical accuracy and eciency. In order to
reduce computation cost and improve accuracy, a new space increasing source point dis-
tribution method is developed with a single point treatment for the intersection points.
In the form of increasing separation, the proposed distribution method places more nodes
points in the rst wave length but less in the followings compared to the even distribu-
tion method. This distribution pattern is in the line with the source strength decaying
characteristics and therefore superior to the traditional even distribution scheme.
The total source point number is much less and therefore computational eort is
signicantly reduced. In addition, this distribution method connects the grids on the free
surface with the body panels, so no extra node points are required to treat intersection
points during the regrid process and therefore no numerical errors are introduced. Hence,
the numerical results are improved.
Because of the time-dependence of the wetted body surface Sb and the calm water
free surface Sf, both these surfaces Sb and Sf are regridded at every time step. The body
panel number Nb and the free surface grid number Nf are independent of time. Thus the
panel size of the wetted body surface varies in the time iteration process and the calm
water surface regridding is only made in the horizontal direction. The present method
is based on a Lagrangian specication applied on the nonlinear free surface dynamic
and kinematic boundary conditions applied on the calm water surface. An extensive
comparison validates the eciency and robustness of the proposed method.
It is noticed that the present method applies to a medium body motion amplitude
a = 0:2T (say). The nonlinear body surface condition dominates the nonlinear response
at this motion amplitude and therefore reasonable agreements are obtained even under
the assumption that free surface conditions are only satised on the calm water surface.
This mathematical model is limited in dealing with large motion amplitude problem,
say a = 0:4T, when the nonlinearity of the free surface becomes more important. The
free surface boundary conditions evaluated on the calm water surface inherently ignore
the nonlinear eects of the free surface movement in the vertical direction and therefore
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limit application when dealing with very large amplitude body-wave problems. The fully
nonlinear problem involving the nonlinear free surface boundary conditions evaluated on
the real free surface boundary for large motion amplitude is presented in following chapter.
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Two-dimensional fully nonlinear
problem simulation for forced body
oscillation motion
In the last two chapters, two-dimensional wave-body problems are investigated based
on the proposed numerical techniques within the context of Rankine source and mixed
Euler-Lagrange algorithms. The assumption that free surface boundary conditions are
satised on the calm water surface is suitable for small and medium body motion ampli-
tudes simulation and therefore satisfactory results were obtained for linear and nonlinear
body boundary condition based wave-body problems in previous two chapters. However,
under this assumption, the resulting numerical model is limited for a larger body motion
amplitude problem because the excited free surface prole physically varies with the calm
water surface during the time iteration process. In this chapter, a fully nonlinear nu-
merical model is formulated to cope with a large body motion problem. Both nonlinear
body boundary and free surface boundary conditions are satised on their instantaneous
surface in this model.
6.1 Overview
Many phenomena occur involving with fully nonlinear wave-body problem, such as
water entry and exit, slamming, green water on desk, wave overtopping, et cetera. The
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investigations for these extreme nonlinear problems require many other complicated nu-
merical techniques. For example, for water entry and exit problem, jet and spray cutting
o, air cavity tracking, non-viscous ow separation control techniques are all crucial for
numerical eciency (Zhao and Faltinsen, 1993; Sun and Faltinsen, 2006; Yan et al., 2009).
The research for these problem is out of the scope of this thesis. In order to understand the
fundamental mechanism and basic characteristics for a fully nonlinear wave-body problem
and check the eciency of proposed numerical algorithms, the reported numerical simula-
tion is conned to a representative nonlinear wave-body problem: forced body harmonic
oscillatory motion around free surface with large motion amplitude.
Previous research adopting even source distribution method either takes account of
the nonlinear free surface condition but ignores the nonlinear body surface condition (Cao
et al., 1991b, 1992, 1993, 1994; Beck et al., 1994; Beck and Scorpio, 1995; Scorpio, 1997;
Subramani et al., 1999; Finn, 2003; Lee, 2003) or otherwise applies the nonlinear body
boundary condition whilst keeping the linear free surface boundary condition (Zhang and
Beck, 2006, 2007; Zhang et al., 2010; Bandyk, 2009; Bandyk and Beck, 2011). Each of
these methods neglects components of the nonlinearity for very large body motions. The
even source distribution method is no longer adequate and frequently cause numerical
divergency for fully nonlinear problem. In this chapter, the adopted space increment
distribution scheme coupled with single point treatment for intersection points in the
previous two chapters will be further developed to deal with large body motion problem.
The sawtooth instability occurs in the fully nonlinear wave-body problem in the con-
text of mixed Euler-lagrange algorithm. The remove of this instability must be imple-
mented to succeed time marching simulation. In order to renew the source points position
to suppress the numerical divergency, most earlier investigation applied Chebyshev poly-
nomial smoothing scheme which was originally developed by Longuet-Higgins and Cokelet
(1976, 1978) with rare exception (Lin et al., 1984; Xue et al., 2001). Some inuent inves-
tigations of smoothing technique application are presented in Table 6.1.
A least squares principle based smoothing method is newly developed to suppress
sawtooth instability. Only three free surface source points in the instability range are
used for this smoothing scheme, which is derived in detail in Section 3:5.
1036.2. Numerical simulation setup
Table 6.1: Selected collection of investigations applying smoothing techniques to suppress
saw tooth instability.
Author(s)/(year) Smoothing mthod
Longuet-Higgins/Cokelet Chebyshev polynomial
(1976,1978) Chebyshev polynomial
Ferrant(1997) Chebyshev polynomial
Koo/Kim(2004,2007) Chebyshev polynomial
Zhang/Khoo/Lou(2006) Chebyshev polynomial
Sun/Faltinsen(2006) Chebyshev polynomial
Lin(1984) smoothing operator
Xue,et.al (2001) Savitzky Golay type smoothing lter
6.2 Numerical simulation setup
In this section, the numerical model for fully nonlinear problem is formulated and free
surface source points distribution is presented in detailed.
6.2.1 Numerical model
For the fully nonlinear problem taking account of both nonlinear eects from body
surface and free surface, numerical model should satisfy both nonlinear conditions at
instantaneous surfaces. Free surface node(source) points stay along real free surface prole
during time iteration. The node(source) points moves both in horizontal and vertical
directions. The movement in horizontal direction is caused by the wetted body surface
change under nonlinear body boundary condition. The source point moves in vertical
direction because of the excited free surface variation based on the application of nonlinear
free surface boundary condition. A owchart in Figure 6.1 presents the numerical process
for a fully nonlinear problem. Figure 6.1 is dierent from the owchart for a nonlinear
body boundary problem, see Figure 5.1, the free surface now needs to be re-discretized
and smoothed for the fully nonlinear problem.
A oating body is placed piercing the free surface and is in an equilibrium position
at initial time. This oating body is disturbed by a forced harmonic oscillation motion
with velocity V = a! cos(!t) from time t > 0. The node and source points are placed
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Figure 6.1: Flowchart of numerical process for two-dimensional fully nonlinear problem.
symmetrically around the oating body. Figure 6.2 presents the numerical model for fully
nonlinear wave-body problem. A circular cylinder with R=T = 1 is adopted as oating
body for the numerical setup in this section and numerical test and validation in Section
6:4. A wedge of ratio B=2T = tan21:8 is chosen as oating body for further numerical
validation.
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Figure 6.2: Numerical model of node (source) points distribution for fully nonlinear prob-
lem.
6.2.2 Free surface source point distribution
The space increment source distribution method is further developed for fully nonlin-
ear problem. The calm water surface on the right hand side of Sf is divided into inner
and outer domains distributed with nodes Pf;i. In the inner domain the neighbouring
node distances starting from the intersection point Pf;0 are expressed in the form:
jPf;i   Pf;i 1j =
Lbj
!2 ; i = 1;:::;Nin: (6.1)
20 points are distributed in the exponential form in outer domain:
jPf;i   Pf;i 1j = jPf;Nin   Pf;Nin 1j  1:0378
i(i 1)=2; i = 1;:::;20: (6.2)
The desingularized source Qi is placed vertically above the node point Pf;i. The desingu-
larized distance Dd;i between them is given by the recommended equation (Cao, 1991):
Dd;i = jQi   Pf;ij =
q
jPf;i 1   Pf;ij (6.3)
for the right hand side sources. The wave problem is treated symmetrical for the oscil-
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latory body movement and the left hand side sources are therefore arranged in a mirror
image.
Table 6.2: Comparison of added mass A33 and damping coecient B33 between experi-
mental data (Yamashita, 1977) and numerical data varying with 1 and 2 for a cylinder
in oscillatory heave motion with amplitude a = 0:4T, frequency !2B=2g = 1:0. Symbol N
indicates numerical divergence with no data derived.
measured data numerical data
1
10
2
10
4
10
6
10
8 1 10
12
10
14
10
16
2 10 10
3
10
5
10
7
10
9
10
11
10
13
10
15
A33 0.71 0.84 0.84 0.75 0.74 0.74 0.74
N N
B33 0.36 0.17 0.17 0.23 0.28 0.29 0.36
N N
Separation factors j(j = 1;:::;9) dene the distance between neighbouring node
points and their selection are crucial for the convergence of the proposed iteration scheme.
This is especially true for 1 and 2, which determine the location of the rst two sources
next to the intersection point Pf;0. If these two distances are too small, numerical diver-
gence will occur and stop the numerical simulation. Extensive numerical simulations were
performed for various values of j to derive their most suitable values. Selected results
are displayed in Table 6.2, which shows the sensitivity of added mass, A33, and damping
coecient, B33 to the values of 1 and 2. These data further forms the basis of the
information for j presented in Table 6.3. 135 node points are required in inner domain
on right side.
Table 6.3: The values of separation factors j for fully nonlinear problem.
i 1 2-10 11-30 31-50 51-70 71-90 91-110 111-130 131-135
j 1 2 3 4 5 6 7 8 9
i
10
12
10
11 1 1.1 1.5 1.9 2.4 3.0 3.6
6.2.3 Source strength decaying
From the intersection point outwards, the importance of the source points decreases
as the distance increases. Figure 6.3 present the source strength jfj of the rst 20 source
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points for the circular cylinder in oscillatory heave motion with amplitude a = 0:4T and
frequency !2R=g = 0:5. This gure shows that source strengths decay quickly from the
rst point and trends to zero around the 20th point and therefore their importance rapidly
decreases as their position is located further from the intersection point. The proposed
method displaces higher source point density near to the intersection point and lower den-
sity at the source points located farther away from intersection point. This distribution
scheme holds a reasonable conformity with source strength decaying characteristics and
therefore can reduce numerical instability for fully nonlinear problem in present simula-
tion.
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Figure 6.3: Source strength for the rst 20 source point distribution for a circular cylinder
in oscillatory heave motion with amplitude a = 0:4T and frequency !2B=2g = 0:5.
6.3 Numerical instability and smoothing
Since the ow satises the nonlinear conditions on the free surface and wetted body
boundaries and the free surface wave is propagated from the intersection points of the
nonlinear boundaries, the ow around the intersection points is very vulnerable to di-
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vergence in the time iteration scheme for forced body oscillatory motion. Only limited
numerical results were derived without the smoothness algorithm applied.
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Figure 6.4: Numerical divergence of the wave prole at dierent time steps.
As described in Chapter 3, the sawtooth phenomenon occurs in the mixed Euler-
Lagrange formulation applied in this model for larger body motion amplitude a and (or)
frequency !. This instability leads to numerical failure quickly after it happens as shown
in Figure 6.4.
With the use of the three points least square smoothing algorithm, the stability range
is enlarged signicantly to cover larger amplitude and frequency motions. Figure 6.5
shows comparison of the stability amplitude-frequency ranges for an oscillatory cylinder
motion before and after smoothing scheme applied.
6.4 Numerical results for large body motion ampli-
tude
Following the numerical model setup in the last two subsections, numerical simulations
based on these new techniques are executed and predicted results are compared with
published data to validate the proposed methods in this section.
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Figure 6.5: The frequency and amplitude that results can be obtained for an oscillatory
heave motion before and after smoothing.
When the oating body oscillates with very large amplitude, the nonlinear eects
from variation of wetted body surface and free surface become signicantly important.
The oating body oscillates uniformly with motion amplitude a = 0:4T to show the high
nonlinearity in this section. The produced results for added mass coecient A33, damping
coecient B33, First, second and third order harmonic forces (F 1(!);F 2(!);F 3(!)) for
circular cylinder are presented as initial validation in Section 6:4:1 and high order force
responses for wedge are given as further validation in Section 6:4:2.
6.4.1 Numerical results for circular cylinder with large motion
amplitude
Numerical results of added mass coecient A33 and damping coecient B33 are dis-
played respectively in Figures 6.6 and 6.7 using the current fully nonlinear method and
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compared with the experimental data of Yamashita (1977), the linear results based on
numerical model in Chapter 4 and the body nonlinear method results based on the nu-
merical model in Chapter 5. In both gures the predicted ndings of the described fully
nonlinear mathematical model methods show reasonable agreement to the experimental
data and illustrate the contributions of the nonlinearities to the total result. For this
large amplitude motion, the eect of the free surface nonlinearity exceeds that of the
body boundary nonlinearity.
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Figure 6.6: Comparison of heave added mass coecient A33 between nonlinear body
boundary condition method, linear numerical results, Yamashita (1977) experimental
data, and current method prediction for a circular cylinder experiencing an oscillatory
heave motion of amplitude a = 0:4T.
The proposed method is further validated by comparing rst, second, and third order
harmonic force responses in the frequency domain. Figure 6.8 shows the comparison of
rst order force predictions from the current method with the experimental data and linear
numerical results of Tasai and Koterayama (1976). Figure 6.9 compares second order force
1116.4. Numerical results for large body motion amplitude
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Figure 6.7: Comparison of heave damping coecient B33 between nonlinear body bound-
ary condition method, linear numerical results, Yamashita (1977) experimental data, and
current method prediction for a circular cylinder experiencing an oscillatory heave motion
of amplitude a = 0:4T.
predictions from the proposed method with the experimental data of Yamashita (1977)
and numerical results of Zhang and Beck (2007). Figure 6.10 presents comparisons of
third order force derived from the current proposed method with the experimental and
numerical results of Yamashita (1977). In the experiment test of Tasai and Koterayama
(1976); Yamashita (1977), the time-domain force is recorded by sensors around the body
surface and then F 1(!), F 2(!) and F 3(!) are obtained by Fourier transform as shown
in Equations 3.32, 3.33 and 3.34. All these gures illustrate that the present method
results are in reasonable agreement with experimental data. One reason for the deviation
is the articial error introduced by proposed smoothing algorithm. For high order force
responses, the predicted F 2(!) and F 3(!) conform with the experimental better than
other numerical simulations.
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Figure 6.8: Comparison of rst order harmonic force F 1(!) between Tasai and Koter-
ayama (1976) linear numerical results, Tasai and Koterayama (1976) experimental data,
and current method prediction for a circular cylinder experiencing an oscillatory heave
motion of amplitude a = 0:4T.
The time series of wave elevation (t), inertia component force F 1(t) and quadratic
component force F 2(t) for this motion when !2B=g = 0:5 are presented in Figure 6.11,
6.12 and 6.13. Figure 6.11 shows wave peaks become very sharp in this strong nonlinear
response. In linear and weak nonlinear problems, the inertia component mainly contains
the rst order force with the quadratic component dominated by the second order force.
In strong nonlinear problem, however, higher order force components become important
and are of the same order of magnitude as the low order forces.
1136.4. Numerical results for large body motion amplitude
0.4 0.6 0.8 1 1.2 1.4 1.6
0
0.2
0.4
0.6
0.8
1
1.2
ω
2 B/2g
F
2
(
ω
)
 
 
 
Current method results
Zhang and Beck(2007) numerical results
Yamashita(1977) experimental data
Figure 6.9: Comparison of second order harmonic force F 2(!) between Zhang and Beck
(2007) numerical results, Yamashita (1977) experimental data, and current method predic-
tion for a circular cylinder experiencing an oscillatory heave motion of amplitude a = 0:4T.
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Figure 6.10: Comparison of third order harmonic force F 3(!) between Yamashita (1977)
numerical results, Yamashita (1977) experimental data, and current method prediction
for a circular cylinder experiencing an oscillatory heave motion of amplitude a = 0:4T.
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Figure 6.11: Time series of wave elevation (t) for circular cylinder in oscillatory heave
motion with amplitude a = 0:4T and frequency !2B=g = 0:5.
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Figure 6.12: Time series of inertia component force F 1(t) for circular cylinder in oscillatory
heave motion with amplitude a = 0:4T and frequency !2B=2g = 0:5.
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Figure 6.13: Time series of quadratic component force F 2(t) for circular cylinder in oscil-
latory heave motion with amplitude a = 0:4T and frequency !2B=2g = 0:5.
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6.4.2 Numerical results for wedge with large motion amplitude
Numerical simulation for the wedge is further executed for high order response in this
section. This wedge has a sharp angle on the bottom which will cause strong nonlinear
eects when it undergoes large motion. Figure 6.14 compares second order force F 2(!)
predictions from the proposed method with the experimental data of Yamashita (1977).
Figure 6.10 presents comparisons of third order force F 3(!) derived from the current
proposed method with the experimental and numerical results of Yamashita (1977).
The dierence of second order response is worse than third order simulation, this
is because the experimental data is scattered in the test for second order response (Ya-
mashita, 1977). Reasonably good agreement is obtained for both high order responses.
The discrepancy is mainly due to the viscous ow separation that occurs and the resulting
vortex shedding aects the loads on the wedge surface (Yeung and Anathakrishnan, 1992;
Sun, 2007).
In the numerical simulation, the wave elevation near to the intersection points rst
becomes unstable and leads to the failure of the simulation. Therefore, the rst three free
surface control points are modied and both wave elevation  and free surface source point
velocity are updated by the least square smoothness process. The divergence reduces after
these control points are smoothed and the simulation process continues. The smoothing
treatment varies for dierent cases but, generally, when the control points are located
closer to the intersection points, less time steps are needed to stop numerical divergence.
In all current simulations, the iteration scheme remains stable when the ow around
the interaction points are smoothed, though up to three applications of the smoothness
procedure are required to derive results at high frequencies.
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Figure 6.14: Comparison of second order harmonic force F 2(!) between Yamashita (1977)
experimental data and current method prediction for a wedge experiencing an oscillatory
heave motion of amplitude a = 0:4T.
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Figure 6.15: Comparison of third order harmonic force F 3(!) between Yamashita (1977)
experimental data and current method prediction for a wedge experiencing an oscillatory
heave motion of amplitude a = 0:4T.
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6.5 Concluding remarks
Rankine source integral method in combination with a mixed Euler-Lagrange algo-
rithm is further developed to deal with two-dimensional full nonlinear wave-body problem
in this chapter. The source distribution on free surface is signicantly important for nu-
merical convergence and accuracy. Improper distribution leads to a divergent numerical
simulation which starts quickly from the beginning of the time iteration process. The
newly adopted space increment distribution pattern in the last two chapters is further
applied here. The exact positions for source points are selected according to numerical
accuracy for a circular cylinder with forced oscillatory heave motion around free surface.
Compared to linear and body boundary nonlinear problems, the described method
requires more source points and those closest to the intersection points need to be more
nely distributed. A careful selection of these points distribution is extremely important.
However, this divergence phenomenon does not appear in linear and partial nonlinear
problems.
For each intersection point, a single point method is proposed treating the intersection
point as a body surface point, rather than the double point method of earlier investigations
by adding an additional desingularized free surface source vertically above the intersection
point. The position of rst free surface source point is selected using the same method
as for other free surface source points. A least square based smoothing method is im-
plemented to suppress the possible sawtooth phenomenon, reported previously in mixed
Euler-Lagrange formulations.
The described numerical techniques are combined together to produce a robust solver
for the two-dimensional fully nonlinear wave-body problem under examination. The ac-
curacy and eciency of the proposed mathematical model are validated in numerical tests
for a cylinder and wedge undergoing large amplitude heave motion by comparison with
published data. Up to third order responses are compared with published data and good
agreement is achieved for both the smooth body (cylinder) and sharp shape body (wedge).
The nish of this chapter marks the end for two-dimensional problem investigation
and in the next chapter the numerical simulation will move forward to three-dimensional
problem range.
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In this chapter, the numerical algorithm used for three-dimensional wave-body prob-
lems will be described in detail. This includes body surface and free surface discretisation,
free surface source point distribution, intersection points treatment, and desingularized
distance selection.
The numerical process for a three-dimensional wave-body problem is essentially the
same as for a two-dimensional case. The simulation starts from an initial time t = 0, when
the oating body is in a state of hydrostatic equilibrium and the free surface coincides with
the undisturbed calm water surface. The body surface and free surface are then discretised
as described in Section 7:1. Once the position of wetted surface control points and the
position of free surface source point and control point are assigned after discretisation, the
inuence coecient matrices can be evaluated as described in Section 7:2 and Appendix
A. The inuence coecient matrix together with boundary conditions construct the
boundary integral equations. The detailed formulation of the integral equations and the
solution process are described in Section 2:4:3.
For a linear wave-body problem, the source points and control points remain xed dur-
ing the whole numerical simulation and therefore the inuence coecients are calculated
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only once and applied at every time step. In contrast the nonlinear problem requires both
body surface and free surface discretisations and reevaluation of inuence coecients at
every time step. The numerical process for three-dimensional linear and nonlinear body
boundary condition problems is presented in Figures 7.1 and 7.2. To avoid repetition,
other applied numerical techniques for three-dimensional problems which are similar to
the two-dimensional cases will be not derived again.
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Figure 7.1: Flowchart of numerical process for three-dimensional linear problem.
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7.1 Discretisation of free surface and body surface
A three-dimensional body oating on a free surface with forced oscillatory motion is
considered here. The continuous calm water surface is replaced by node points in isola-
tion and Nf source points Qi(i = 1;:::;Nf) with source strengths 
f
i (Qi;t)(i = 1;:::;Nb)
displaced vertically above each node point. The body surface Sb is divided into Nb panels
with source points Qj(j = 1;:::;Nb) of constant strength 
f
j (Qj;b)(j = 1;:::;Nb) on each
panel. Figure 7.3 shows the numerical model schematic for this three-dimensional wave-
body problem. This discretisation of both free surface Sf and body surface Sb means that
instead of solving Equation 2.41, a free surface time iteration is applied to the following
desingularized formulations
Sf(Pf;t) =
Nf X
i=1

f
i (Qi;t)
1
rPfQi
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
1
rPfQj
ds; (7.1a)
@Sb(Pb;t)
@nb
=
Nf X
i=1

f
i (Qi;t)
@ 1
rPbQi
@nb
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
@ 1
rPbQj
@nb
ds: (7.1b)
Similarly Equations 2.33 and 2.39 can be formulated as:
@Sf(Pf;t)
@z
=
Nf X
i=1

f
i (Qi;t)
@ 1
rPfQi
@z
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
@ 1
rPbQj
@z
ds; (7.2a)
Sb(Pb;t) =
Nf X
i=1

f
i (Qi;t)
1
rPbQi
+
Nb X
j=1

b
j(Qj;t)
Z
Sb;j
1
rPbQj
ds; (7.2b)
The body surface is formulated by a spherical coordinate system, thus
x = Rcossin (0    2; 0    )
y = Rsinsin (0    2; 0    )
z = Rcos (0    ) (7.3)
Here  and ' are polar and azimuth angles respectively. The wetted body surface
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Figure 7.3: Three-dimensional wave-body numerical model sketch.
is divided evenly in  and ' and in both latitude and longitude directions. The panel
central point is taken as control point for each panel of the body surface.
The wetted body surface is divided evenly in both latitude and longitude directions.
For example with 10 portions, the spherical wetted surface is modeled by a total of
10X10 = 100 panels, as recommended by Zhang and Beck (2008).
7.2 Calculation for induced inuence coecient
Similar to the two-dimensional problem in Chapter 3, @Sb(Pb;t)=@nb and @Sf(Pf;t)=@z
are replaced with vbn(Pb;t) and vfz(Pf;t) respectively in the left sides of Equation 7.1 and
Equation 7.2. These two equations can be formulated in a compact format as:
"
ANfNf ANfNb
ANbNf ANbNb
#"
f
b
#
=
"
Sf
vbn
#
; (7.4)
and "
CNfNf CNfNb
CNbNf CNbNb
#"
f
b
#
=
"
vfz
Sb
#
; (7.5)
where A=CNfNf, A=CNfNb, A=CNbNf and A=CNbNb are inuence coecients which must
be evaluated respectively.
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Coecients ANfNf and CNfNf reect the inuence of the free surface source points on
free surface node points, and are given by:
ANfNf =
1
rPfQf
; (7.6)
and
CNfNf =
@ 1
rPfQf
@z
: (7.7)
Coecients ANbNf and CNbNf reect the inuence of free surface source points on the
body panels control points, and are given by:
ANbNf =
@ 1
rPbQf
@nb
; (7.8)
and
CNbNf =
1
rPbQf
: (7.9)
In addition, ANfNb and CNfNb reect the inuence of body panel control points on free
surface node points whereas ANbNb and CNbNb reect the inuence of body panel control
points on body panel control points. The calculation of these coecients requires the
transformation of curved panels into at quadrilateral panels based on the method of
Hess and Smith (Hess and Smith, 1964, 1967; Newman, 1986). The process is presented
in Appendix A.
7.3 Space increment source point distribution
For desingularized Rankine source method, the continuous free surface prole is re-
placed by source points in isolation and free surface boundary conditions are satised on
these insolated source points. The method of distribution for these source points is a
key technique for the Rankine source method. The position and number of source points
decide the numerical accuracy and eciency. In this section, the adopted space incre-
ment distribution method for source point arrangement in horizontal direction will be
further developed for three-dimensional wave-body problem. In addition, a new vertical
desingularized distance scheme is proposed to cope with the new space increment method.
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Numerical model of sphere experiencing forced oscillatory heave motion is selected to aid
the application of the proposed method.
7.3.1 Free surface inner domain distribution
In each horizontal direction, the free surface is divided into inner and outer domains.
The neighbouring source points starting from the intersection point Pf;0 is expressed as:
jPf;i   Pf;i 1j =
2gSb;0j
!2 ;i = 1;:::;Nin (7.10)
where Sb;0 is the surface size of the body panel attached to the intersection point. ! is
the body oscillation frequency, and j are separation factors which decide the separation
distances between two neighbouring source points in the radiation direction. The inner
domain is divided into 4 (j = 1;:::;4) regions with the same number of source points
located in each region. Figure 7.4 presents the prole of domains distribution on the free
surface.
Apart from the body panel size, this distribution method also connects the source
separations with generated wave frequencies and therefore wave lengths, so it is suitable
for deep-water waves of any wave length. In studying the eect of the number of source
points utilised upon the solution generated the analysis was repeated with 6, 8, 10, 12
and then 14 source points in each region in turn. An error coecient Ce is introduced to
exam the agreement between predicted hydrodynamics coecients and analytical linear
theory results of Hulme (1982). Ce is dened as:
Ce =
q
(
A33 A0
33
A0
33 )2 + (
B33 B0
33
B0
33 )2
2
; (7.11)
where A33, A0
33 and B33, B0
33 are added mass coecients and damping coecients obtained
from current method and Hulme (1982) analytical formulation respectively.
The implementation of the method should be robust enough to apply to all frequencies
equally well. Hence we must decide on the number of sources per interval in the free
surface, the size of the intervals j and the vertical location of the actual sources above
the free surface as aected by the distance parameter introduced j. Rather than have j
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constant, as in early reported research (Cao et al., 1991a), a modied method is introduced
in the next section.
Ideally the number of the sources per interval will be xed and the same for each
interval, and the values of the parameters (j;j) for the jth free surface interval will
remain xed for all frequencies.
Following a systematic search of all three sets of parameters for the four free surface
intervals used in this uid structure interaction, the variation of each particular parameter
for dierent frequencies is now presented to provide an indication of the level of error
variation in a small region close to the best parameter values identied.
Having identied the most benecial parameters, Table 7.1 shows how the same num-
ber of source point in each interval aects the error coecient for preferred j and j
values explicitly identied in subsequent tables. Here the range of error displayed is for
the specic frequency !2R=g = 1:0 and an a=R = 0:1.
Table 7.1: Error coecient Ce of the analytical results of Hulme (1982) and the proposed
distribution method with respect to the dierent number of source points when amplitude
a=R = 0:1 and !2R=g = 1:0.
Source points no. 6 8 10 12 14
Ce 2.14% 0.44% 0.15% 0.37% 0.71%
Error coecient Ce has the least value when 10 points are distributed in each region
and therefore this number is selected for the following simulation. Hence 40 source points
are required in the inner domain and in the outer domain 20 points are exponentially
distributed as suggested by Lee (1992).
7.3.2 Matching interval separation and vertical desingularized
distance distribution
The desingularized distance Dd is the distance between the source point and corre-
sponding node point on the free surface. Cao et al. (1991a) determined the desingularized
1297.3. Space increment source point distribution
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le of free surface domains distribution.
distance Dd as the square root of the local mesh surface area. A new desingularized
distance method is proposed as:
Dd = j
p
Sb;0; (7.12)
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where j (j = 1;:::;4) are desingularized distance separation factors corresponding to the
four inner regions. Therefore this method connects Dd with body panel size attached
to the intersection point. These factors j (j = 1;:::;4) are selected by comparing error
coecient Ce.
The separation coecient j (j = 1;:::;4) decides the space between two neighbouring
points. With number of sources totalling 10 in each of the 4 intervals Table 7.2 indicates
the spread of error for dierent j values and xed preferred j values yet to be disclosed.
In this case we have the same a=R ratio but a slightly lower frequency to demonstrate
range of variability of error coecient.
Table 7.2: Error coecient Ce of the analytical results of Hulme (1982) and the proposed
distribution method with respect to dierent j(j = 1;:::;4) when amplitude a=R = 0:1
and frequency !2R=g = 0:9.
Ce 1 2 3 4
2.50% 1.4 1.6 1.9 2.2
2.17% 1.5 1.7 2.0 2.3
1.83% 1.6 1.8 2.1 2.4
1.39% 1.7 1.9 2.2 2.5
1.42% 1.8 2.0 2.3 2.6
1.48% 1.9 2.1 2.4 2.7
1.73% 2.0 2.2 2.5 2.8
Table 7.3 shows the error coecient Ce of the analytical results of Hulme (1982)
and the proposed distribution method with respect to dierent j (j = 1;:::;4) when
!2R=g = 1:6 and amplitude a=R = 0:1. Associated j values are those of minimum error
in Table 7.2.
The j : j = 1:::4 corresponding to 1:3;1:7;2:0;2:5, lead to Ce with the lowest value
and therefore they are selected as the desingularized distance factors in this application.
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Table 7.3: Error coecient Ce of the analytical results of Hulme (1982) and the proposed
distribution method with respect to dierent j(j = 1;:::;4) when amplitude a=R = 0:1
and frequency !2R=g = 1:6.
Ce 1 2 3 4
6.24% 1.0 1.4 1.7 2.2
5.35% 1.1 1.5 1.8 2.3
5.15% 1.2 1.6 1.9 2.4
2.20% 1.3 1.7 2.0 2.5
3.11% 1.4 1.8 2.1 2.6
3.63% 1.5 1.9 2.2 2.7
4.13% 1.6 2.0 2.3 2.8
7.4 Intersection points treatment and source strength
decaying
Single point treatment is applied in current three-dimensional simulation, i.e the in-
tersection points are taken as the body panel ending points and only the body boundary
condition is satised at these points. Under this assumption, the generated wave is started
from the rst source point which is placed away from the intersection point. The position
of this point is crucial for the numerical accuracy and the choice of separation coecient
j for this point is dierent from another 9 points in region j = 1. Table 7.4 presents the
error coecient Ce of the analytical results of Hulme (1982) and the proposed distribu-
tion method with respect to dierent 1 for the rst source point when !2R=g = 0:8 and
amplitude a=R = 0:1 for 10 source points and preferred j identied.
Table 7.4: Error coecient Ce of the analytical results of Hulme (1982) and the proposed
distribution method with respect to dierent 1 for the rst source point in region 1 when
amplitude a=R = 0:1 and frequency !2R=g = 0:8.
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
Ce 3.08% 2.91% 2.76% 2.63% 2.37% 2.44% 2.46% 2.54% 2.68%
When 1 = 1:5, error coecient Ce is least and therefore 1:5 is selected as the sepa-
ration coecient for the following simulation.
132Chapter 7. Numerical algorithm for three-dimensional wave-body problems
2 4 6 8 10 12 14 16 18 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Distance from intersection point as measured by source points
S
o
u
r
c
e
 
s
t
r
e
n
g
t
h
 
|
σ
|
Figure 7.5: Source strength for the rst 20 source point distribution when !2R=g = 1:0
and amplitude a=R = 0:1.
From the intersection point outwards, the importance of the source points decreases
as the distance increases. Figure 7.5 shows the source strength jj for the rst 20 source
points when !2R=g = 1:0 and amplitude a=R = 0:1. The rst source point bears a rel-
atively large value and source strengths decay quickly from the rst and trends to zero
around 20th point and therefore their importance rapidly decreases as their position lo-
cated far away the intersection point. The characteristics of source point strength for
three-dimensional problems are the same as for the two-dimensional analysis. The pro-
posed space increment distribution method essentially conforms with these characteristics
and therefore outperforms the traditional even distribution scheme.
7.5 Chapter summary
Numerical techniques for three-dimensional wave-body problems in context with Rank-
ine source method are derived in this Chapter. Similar numerical algorithms as two-
dimensional problems are implicit to avoid repetition. These numerical techniques involve
with ow domain discretisation and resulted inuence coecient calculations.
1337.5. Chapter summary
A new source distribution algorithm incorporating vertical desingularized distance
and horizontal free surface source arrangements is developed and the method connects
body panel size to free surface panel size. Separation factors j and j decide the positions
of source points. They are selected according to numerical accuracy by comparing with
analytical results of a forced harmonic oscillatory sphere around free surface. Much less
points are required for this new distribution scheme. The reason of superiority for space
increment source distribution is due to the conformation with the characteristics of source
point strength decaying.
The proposed method can signicantly decrease computational cost and reduce the
dependence of high computing facilities for three-dimensional wave-body simulation. The
numerical accuracy and eciency of proposed method will be validated for linear and
nonlinear body boundary condition problems in next chapter by comparing with published
data.
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Three-dimensional numerical
simulation for forced body oscillation
motion
In this chapter, a spherical structure experiencing forced harmonic oscillatory motion
is numerically investigated to demonstrate the accuracy and eciency of the proposed
methods. Spherical structure is a typical oshore structure and widely used as numerical
model to validate newly developed method. When the spherical structure oscillates with
small amplitude a = 0:1R (say), the nonlinear eects due to body surface and free surface
variation is negligibly important and therefore linear boundary conditions are satised
for this problem. The results for validation for this problem is presented in Section 8:2.
The numerical process is similar as two-dimensional counterpart problem and presented
in Figure 7.1.
For oating body with larger oscillatory motion amplitude a  0:2R (say), the nonlin-
ear eects from wetted body surface become important and hence nonlinear body bound-
ary condition is applied for this numerical model. The predicted results are compared
with published data in Section 8:3. The numerical process is similar as two-dimensional
counterpart problem and presented in Figure 7.2. In general, the analysis is performed
on personal desktop computer with occasionally use of the University of Southampton
Supercomputing facility Iridis 4 to speed up the simulation.
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8.1 Introduction
A oating sphere oscillating around free surface is a classic wave-body problem. A
oating sphere is placed piercing the free surface in its equilibrium position at initial
time t = 0. This oating body is disturbed by a forced harmonic oscillation motion with
velocity vb = a! cos(!t) from time t > 0. The excited wave is generated from wave-body
intersection line and propagate along free surface towards far eld range.
Under linear assumption, the added mass and damping coecients for this oating
sphere can be analytically investigated by multipole expansions of Hulme (1982). These
results are believed to have high accuracy and are compared with other predicted results
to check their numerical accuracy. This problem is also examined by a hybrid boundary
element method of Matsui et al. (1987). For this hybrid boundary element method, simple
fundamental solution is satised in the inner region in conjunction with analytical solution
employed in outer region. A Fourier-series expansion of fundamental solution based for-
mulation matches the continuity requirements on matching surface. By even distributed
Rankine source method, Zhang and Beck (2008) investigate both linear and nonlinear
body boundary condition problems. Apart from frequency domain hydrodynamic coe-
cients, time-domain force response are also obtained to show the periodic characteristic
of force response for this problem.
For the body-exact problem, similar to the two-dimensional cylinder problem, rst
the initial-boundary value problem is solved assuming linearity within an Euler frame
of reference. During the body motion process the wetted surface varies and therefore
a repanelling of the instantaneous wetted body surface is required. In this process, the
position of a control point varies at every time step and the variation of the wetted
body surface causes the intersection points to move horizontally resulting in the free
surface nodes on the calm water surface and the corresponding free surface sources to also
move horizontally. The movement of these points requires evaluation under a Lagrange
specication and therefore both Euler and Lagrange frames of references are applied at
every time step.
From the viewpoint of numerical computation, in the linear problem the inuence
coecient matrices need to be evaluated once only at initial time and these matrices
remain constant during time iteration. In addition, these matrices can be used for all
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wave frequencies. For nonlinear body boundary problem, the inuence coecient matrices
must be computed at every time step due to the position variations for node points and
source points and these matrices vary with wave frequencies. The re-evaluation of these
matrices leads to a signicant computational memory and time increase for the nonlinear
problem compared with the linear case.
8.2 Numerical results for linear problem
Figures 8.1 and 8.2 present comparisons of added mass coecient A33 and damping
coecient B33 between Hulme's analytical results (Hulme, 1982), linear Rankine source
numerical results (Zhang and Beck, 2008), a linear Hybrid boundary element method
(Matsui et al., 1987) and the current method results based on the proposed numerical
techniques. The current method shows reasonable agreement with the other three results.
The added mass coecient A33 and damping coecient B33 for the sphere shown in
Figures 8.1 and 8.2 exhibit less spread than that for the two-dimensional circular cylinder
as presented in Figures 4.4 and 4.5. The reason can be explained as: two-dimensional
circular cylinder can be regarded as three-dimensional cylinder with unlimited length in
three-dimensional domain. The oscillation of this cylinder with radius R around free
surface excites stronger hydrodynamic response than the sphere with same radius R and
therefore the hydrodynamic coecients of two-dimensional cylinder is more spread.
Figures 8.3 to 8.8 illustrate comparison of the time dependent nondimensional vertical
force F experienced by the sphere at oscillatory frequency !2R=g = 0:6;0:8;1:0;1:2;1:4
and 1:6 determined from the proposed method, Hulme analytical expression (Hulme,
1982) and the formulation of Lin and Yue (1990). In the last, a Green function method is
used and both linear approaches show similar magnitudes and trends with time proceeds.
It should be pointed that the proposed method produces good agreement in time
domain simulation in a large frequency range as that in frequency domain range. Time
domain results are explicitly presented here at frequency !2R=g = 0:6;0:8;1:0;1:2;1:4;1:6
as these frequencies cover a relatively large frequency range and have same frequency inter-
val. The optimized values for the four factors obtained at limited frequency in frequency
domain produce a good agreement with published data in a large frequency range for both
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Figure 8.1: Comparison of added mass coecient A33 between Hulme's analytical results,
other numerical results and current method prediction.
frequency domain and time domain problem. This demonstrates the wide availability of
proposed method and optimized values for the four factors.
It should be noted that the analytical result of Hulme (1982), based on a free-surface
Green function without using the innite domain integration over the free surface, pro-
vides results over the complete frequency range. However, the Rankine source method for
the computation of source strength over the innite free surface domain leads to a devi-
ation of the result in the low frequency domain. Small errors arise from the truncation
of the innite free surface domain into a nite free surface domain and this can magnify
numerical errors signicantly over a large time scale in the low frequency domain predic-
tion. Similarly, in laboratory experiments (Vugts, 1968), a small error in measurement of
force resulted from wave reection and accuracy of sensors may cause large deviation in
the production of force coecients especially in low frequency domain (See Section 4:3).
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Figure 8.2: Comparison of damping coecient B33 between Hulme's analytical results,
other numerical results and current method prediction.
The Rankine source method using the desingularized algorithm has been well studied.
However, a rigorous mathematical analysis (in contrast to application) of the way that
the desingularized sources are distributed over the free surface is very sparse in the litera-
ture, although it is signicant in the computation eciency of the three-dimensional uid
motion problem. As indicated in Table 7.1, the increment of source distribution density
does not increase the accuracy of the numerical results. The best agreement occurs when
10 source points are distributed rather than 12 and 14. This phenomenon in the evenly
distributed source scheme was also observed by Lee (1992). This contradicts the theoret-
ical understanding of the boundary element method for which more boundary elements
are expected to generate better results. It is due to the fact that the source points are
displaced above the free surface rather than exactly on the free surface.
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Figure 8.3: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 0:6 determined from the proposed method
and the expression of Hulme (1982).
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Figure 8.4: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 0:8 determined from the proposed method
and the expression of Hulme (1982).
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Figure 8.5: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 1:0 determined from the proposed method,
the expression of Hulme (1982) and the formulation of Lin and Yue (1990); this is the
only frequency for which Lin and Yue (1990) comparison can be made.
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Figure 8.6: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 1:2 determined from the proposed method
and the expression of Hulme (1982).
1418.2. Numerical results for linear problem
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t/T
0
F
/
ρ
π
g
R
2
a
 
 
 
Current method results
Hulme(1982) analytical results
Figure 8.7: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 1:4 determined from the proposed method
and the expression of Hulme (1982).
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Figure 8.8: Comparison of the time dependent nondimensional vertical force experienced
by the sphere at oscillatory frequency !2R=g = 1:6 determined from the proposed method
and the expression of Hulme (1982).
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8.3 Numerical results for nonlinear body boundary
problem
When the body undergoes harmonic oscillatory heave motion with motion amplitude
a great than 0:2R , the wetted body surface changes signicantly over the course of the
body motion and therefore nonlinear eects are of increasing inuence. The assumption
of a linear body boundary condition is no longer valid and will cause erroneous numerical
predictions so a body-exact or nonlinear body boundary condition is required. At every
time step, the body boundary condition is satised on the instantaneous wetted body
surface and therefore the body surface needs regridding to address the variation of wetted
body surface.
From Bernoulli's equation the inertial force F 1(t) =  @=@t exhibits a harmonic com-
ponent whereas the quadratic part F 2 = 1=2jrj2 is primarily a second order harmonic.
Figure 8.9 illustrates a comparison of time records for inertial force F 1(t) at oscillatory
frequency !2R=g = 1:0 and amplitude a=R = 0:2 between the proposed method and the
method of Zhang and Beck (2008) . A reasonable agreement is obtained between these
two methods. The nonlinear eects appear in the force prole of F 1(t) in which the wave
peak becomes sharper and of higher value ( 0:4) whereas the wave trough tends to at-
ten and of lower value ( 0:3) and the force slope becomes steeper. The nonlinear eect
grows continuously as motion amplitude increases and it become observable when a=R is
slightly greater than 0:15 as shown in Figure 8.11.
These nonlinear eects become more noticeable as the body motion amplitude in-
creases. When this sphere oscillates at amplitude a=R = 0:5, the wetted body surface Sw
varies from 24% of Sb to 72% of Sb. Serious nonlinear eects are assumed to occur. Figure
8.10 presents the time records for F 1(t) and corresponding nondimensional wetted sur-
face area Sw(t) with the oscillation frequency !2R=g = 1:0 and the amplitude a=R = 0:5.
Figure 8.10 shows the force peaks are sharper and of higher whereas the force troughs
are atter and of smaller value and the force slope becomes much steeper. The force
peak appears around Sw(t) = 0, that is the sphere surface is half immersed in the uid
and the force trough occurs when Sw(t) is least. It is interesting to note that in these
calculations, two turning points occur. The rst one is when Sw(t) = 0 and the second
shortly afterwards. The reason for this is unsolved.
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Figure 8.9: Comparisons of time records for nondimensional inertial force F 1(t) with
oscillatory frequency !2R=g = 1:0 and amplitude a=R = 0:2 between the proposed method
and Zhang and Beck (2008) method.
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Figure 8.10: Time records for nondimensional inertial force F 1(t)(        ) and corre-
sponding nondimensional wetted surface area Sw(t)(      ) with oscillatory frequency
!2R=g = 1:0 and amplitude a=R = 0:5.
Figure 8.11 presents the nonlinear force peak and trough amplitudes for both linear
and nonlinear problems with oscillatory amplitude a increasing for frequency !2R=g = 1:0.
The scales are dierent as the force peak amplitudes increase whereas trough amplitudes
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decrease with oscillatory amplitude a increasing for the body-exact problem.
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Figure 8.11: Nonlinear force peak amplitudes and trough amplitudes for both linear and
nonlinear problems with oscillatory amplitude a increasing for frequency !2R=g = 1:0.
Figure 8.12 shows comparison of the time dependent quadratic force F 2(t) when am-
plitude a=R = 0:2 and a=R = 0:5 with oscillatory frequency !2R=g = 1:0. The amplitude
of the quadratic force F 2(t) signicantly increases as the body motion amplitude a in-
creases. The nonlinear eects arising from nonlinear body boundary condition increase
in importance and the nondimensional value of F 2(t) is of the same order of magnitude
as F 1(t) when a=R = 0:5. However the quadratic force F 2(t) is smaller than the inertial
force and therefore no nonlinear eect is observed for F 2(t).
The proposed method is further validated by comparing hydrodynamic coecients
A33, B33, rst order force F 1(!) and second order force F 2(!) responses with variation of
oscillatory amplitude a. The predicted results are compared with the numerical results of
Zhang and Beck (2008) and Lin and Yue (1990) for oscillatory frequency !2R=g = 1:0. In
the simulation of Lin and Yue (1990) , a Green function method coupled to a perturbation
expansion approach are adopted to derive rst-order and higher order responses. Zhang
and Beck (2008) utilised a simple Green function model with a traditional source distri-
bution method and a desingularized distance scheme. The predictions from the proposed
method show similar trends to the other two results fairly well. Figures 8.13, 8.14 and
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Figure 8.12: Comparisons of time records for quadratic force F 2(t) when oscillatory am-
plitude a=R = 0:2 and a=R = 0:5 with frequency !2R=g = 1:0.
8.15 show the hydrodynamic coecients and rst order force responses decrease slightly
as oscillation amplitude a increases while second order force responses roughly keep con-
stant as presented in Figure 8.16. In linear wave-body simulation, A33, B33 and F 1(!)
are constant regardless of the motion amplitude. The evaluation of these values in the
linear model ignores the nonlinear body boundary condition and will overestimate these
values.
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Figure 8.13: Comparisons of added mass coecient A33 with increasing oscillatory am-
plitude a for frequency !2R=g = 1:0.
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Figure 8.14: Comparisons of damping coecient B33 with increasing oscillatory amplitude
a for frequency !2R=g = 1:0.
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Figure 8.15: Comparisons of F 1(!) with increasing oscillatory amplitude a for frequency
!2R=g = 1:0.
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Figure 8.16: Comparisons of F 2(!) with increasing oscillatory amplitude a for frequency
!2R=g = 1:0.
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8.4 Computational eort comparison
In the last two sections, numerical accuracy of the proposed method is well validated
by comparing with published data for both linear and nonlinear wave-body numerical
models. For boundary integral formulation applied in present simulation, most computa-
tional eorts are made for formation of the inuence coecient matrices and evaluation of
linear algebra equations constructed by the matrices. The computational cost is roughly
O(N23) for boundary element method. Generally three-dimensional problems require
approximately one order of magnitude elements more magnitude of elements than two-
dimensional case. But this will lead to 2  3 orders of magnitude computational eort
dierence.
In the proposed source distribution method, 10  10 panels are distributed around
the sphere surface. In every radiation direction 60 node points are arranged in the free
surface and therefore 100 panels and 600 source points are adopted for this method. In
traditional even distribution (Bandyk, 2009; Beck et al., 1994; Finn, 2003; Kring, 1994;
Lee, 2003; Scorpio, 1997; Zhang and Beck, 2008), totally 2240 source points plus 100 body
panels are required. For the body-exact problem with 500 600 time steps, the traditional
method requires 5  6 hours CPU time with respect to a processor of 3.0 GHz (Zhang
and Beck, 2008) and the code based on current method only needs 1  2 hours CPU time
for a processor of 2.67 GHz. In practical computation, this reduction makes the nonlinear
three-dimensional wave-body simulation feasible on personal workstation and deduces the
dependence of supercomputing facility.
8.5 Concluding remarks
Numerical simulations are executed for both linear and nonlinear three-dimensional
models of a forced oating sphere experiencing heave motion within a free surface. The
analysis is based on the modied methods. For a linear problem, the body boundary
condition is satised on the mean wetted body surface and the linear free surface boundary
condition is applied on the calm water surface. No regridding process is required for this
problem.
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For a nonlinear body boundary condition problem, because of the time-dependence of
the wetted body surface and the calm water free surface, both these surfaces are regridded
at every time step. The number of body panel and the number of isolated source points are
kept constant. Thus the panel size of the wetted body surface varies in the time iteration
process and the calm water surface regridding is only made in the horizontal direction.
The acceleration potential caused by uid point motion is evaluated utilising a Lagrange
frame of reference and a mixed Euler-Lagrangian technique is applied to update the free
surface at every time step using a 3rd-order Adams-Bashforth scheme. The predicted
results show a fairly well agreement with published data. This validates the accuracy of
newly adopted method.
The evaluated force time record is no longer harmonic in the body-exact problem
and the maximum and minimum values of the records are more skewed with increasing
amplitude a. The force peak becomes sharper whereas the force trough displays a atter
shape and two \turning points" appear for body oscillation amplitude a=R = 0:5. Higher
order responses become important as body amplitude increases and they are of the same
order of magnitude as the rst order force for the body-exact problem.
Instead of an even distribution of sources over the free surface an incrementally in-
creasing source space distribution method is developed coupled with a single point in-
tersection treatment. This distribution method connects body panel size with source
point arrangement and conforms with the characteristics of source strength decaying and
therefore is superior to the traditional even distribution patten. Fewer source points are
required to cover free surface range and therefore computational eort is largely reduced
for three-dimensional wave-body problem. By selecting optimized values for source point
number, separation coecients j, j and 1, the source point position is well xed. Good
agreement with published data over a large frequency range for both frequency domain
and time domain problem demonstrates the high accuracy and wide availability of the
proposed method and optimized values.
The proposed source distribution and single point treatment essentially improves the
source distribution on the free surface and no special requirement and assumption for
regular three-dimensional body shape. An arbitrary regular three-dimensional body shape
can be discretized into continuous panels with control points located in the centre of panels
in spherical coordinate system or Cartesian coordinate system. Free surface is discretized
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into isolated source points following the proposed method. Inuence coecient can be
evaluated according to the position of source points and control points and then numerical
simulation moves forward as applied in this chapter.
The traditional even source distribution method has been successfully applied for var-
ious regular three-dimensional body shape and the proposed method has been successfully
applied for dierent two-dimensional body shapes. Considering the improvement of pro-
posed method for three-dimensional case this newly proposed method is expected to have
a high accuracy and eciency for the problem of arbitrary regular three-dimensional body
shape experiencing forced harmonic motion in the free surface. The diraction problem
requires investigation.
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9.1 Conclusions
Desingularized Rankine source method coupled with mixed Euler Lagrangian algo-
rithm has been developed to solve both two-dimensional and three-dimensional wave-body
problems in present work. Free surface boundary condition is not satised by Rankine
source in this mathematical model. By distributing source points in isolation above the
free surface, the boundary conditions are satised at isolated source points on the free sur-
face. Source points are placed above node points and therefore this avoids the evaluation
of a singular kernel for the Rankine source.
One key technique involved is the free surface source points distribution. Numerical
accuracy and eciency largely depend on the source distribution pattern and source
number. Improper distribution leads to poor numerical prediction and even numerical
divergence for fully nonlinear problems.
In this thesis, a space increment source point distribution scheme is developed which
also connects body panel size with free surface grid. Separation factors in these distribu-
tion schemes were selected according to numerical accuracy by comparing with published
data. This method is essentially in close proximity to the source strength decay charac-
teristics from the rst source points to the source points in far eld. For this reason, the
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proposed distribution scheme is superior to the traditional even distribution method. Less
source points are required for the proposed method and therefore numerical eciency is
signicantly improved.
Single point technique is developed to treat the weak singular intersection points. The
intersection points are regarded as body panel ending points and only the body boundary
condition is applied at these points. Numerically, this treatment allows waves generate
from rst source point rather than intersection point itself and makes this source point
unique from other source points. The position of the rst source point is selected by
comparing numerical accuracy and eciency for dierent wave-body problems.
For linear problem, the linear eld equation can be only solved under Euler speci-
cation. When the nonlinear eects from wetted body surface and free surface variation
are considered, the movements of individual source points due to the regridding process
needs to be tracked under Lagrange frame. Therefore an Euler-lagrange algorithm was
introduced to formulate the nonlinear wave-body simulation.
During surface regridding process, the panel numbers remain constant while panel
size varies to accommodate the variation of body surface and free surface. This technique
simplies the evaluation of induced inuence coecient and benets for the body surface
and free surface time iteration process.
Sawtooth instability occurs in two-dimensional fully nonlinear problem. A three point
least squared smoothing algorithm is newly introduced to remove this instability. By
applying up to three times smoothing schemes, numerical divergency is avoided and all
the numerical simulations can proceed smoothly.
All these numerical techniques combined together supply a robust numerical tool
to predict two-dimensional and three-dimensional wave-body responses. The produced
results are extensively compared with published experimental and numerical data for
various numerical models. High numerical accuracy is achieved and better prediction for
high order force response are obtained than other numerical methods
From a computational eort point of view, for two-dimensional linear and nonlin-
ear boundary condition wave-body problems, 160 and 180 source points are respectively
required but for the even distribution method 280 points are needed. Computational
memory and cost are nearly reduced by half. For three-dimensional linear and nonlinear
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body boundary problem 160 source points are required. Compared with 280 points ap-
plied in even distribution scheme, this scheme reduces computational memory and cost
to a quarter of other distribution method for the same numerical model.
Having presented the advantages of proposed method, the limitations of current
method can be generally summarized as:
 Exact free surface boundary condition is not satised at the desingularized source
points.
The desingularized Rankine source method successfully avoids the calculation of sin-
gular integral by placing sources above the free surface, but the free surface boundary con-
dition is only satised on the exact free surface rather than on the desingularized source
points. This deviation can cause numerical error and lead to contradictory conclusion
regarding our theoretical understanding of the boundary element method. For example,
the increment of source distribution density can't increase indenitely as too high a source
density may reduce the accuracy of numerical simulation for both two-dimensional and
three-dimensional problems.
 Low accuracy in the low frequency range
This is the inherent limitation for Rankine source method. Rankine source can only
cover limited surface area. Small errors arise from the truncation of innite free surface
and this error can be magnied signicantly over a large scale in the low frequency domain
predictions.
 Separation coecient needs to be selected in numerical test rather than by strict
mathematical derivation.
Only two coecients require optimized selection in traditional method, but four co-
ecients need to be selected in numerical test for three-dimensional problems in current
proposed method. Ideally all the setup coecients should be derived by mathematical
analysis and are uniformly applied irrespective of the complexity available of the formu-
lation addressed.
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 The proposed space increasing distribution on the free surface coupled with the
single point treatment method requires the uppermost wetted body surface to match
the near body free surface spacing.
For most marine engineering structures, regular body shapes satisfy this requirement
but irregular structures need other numerical techniques to discretize the body surface
in order to use the proposed method. If some body surfaces can't be approximated into
panels with same surface size for the uppermost part, the proposed coecients (j;j)
may not be readily identied as near optimized values for this kind of problem.
 The proposed free surface smoothing algorithm introduces an articial error.
Like most smoothing algorithms, the proposed least square based method will intro-
duce articial numerical errors and these errors can accumulate with the number of times
the smoothing algorithm must be applied.
Although three-dimensional fully nonlinear problem for a forced oating sphere ex-
periencing large oscillatory motion amplitude is not considered in this work due to time
constraints, the newly developed numerical tool is supposed to be promoted directly to
this problem without inherent limitation considering numerical principals and computa-
tional cost.
The achievements so far are summarised briey as:
 a space increment source points distribution method has been developed to reduce
computational time and improve accuracy for both two- and three-dimensional wave-
body problems;
 a single point treatment is specied for intersection points;
 a panel number constant re-griding algorithm is presented for horizontal and vertical
re-meshing process;
 a least square based smoothing technology is developed to eliminate numerical in-
stabilities in two-dimensional fully nonlinear problem.
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9.2 Recommendations for future work
A desingularized Rankine source method incorporating with mixed Euler Lagrangian
algorithm oers a robust numerical tool for various wave-body problems. In the work of
this thesis, only body with prescribed motions have been investigated. The applications
of this numerical tool based on the proposed numerical techniques can be extended to
following wave-body simulation problems without much eort:
 Transient motion of oating body around free surface:
A body oating on the free surface of water is given a small vertical displacement from
its equilibrium position and released. No extra force is applied on the body. The resulted
damped motion is a straightforward task. The main eort lie in the extra evaluation of
acceleration potential and application of Newton's second law.
 Diraction body motion problem:
Only radiation problems have been examined in this thesis. For real seakeeping compu-
tation, the incoming waves generate a large response on the body surface. The eects
from incident wave must be considered. Compared to radiation problems, no numerical
instability occurs but the body boundary condition needs to be modied.
 Body motion with non-zero speed:
For ship moving with a constant non-zero speed, wave-making resistance plays an impor-
tant role for ship seakeeping performance. Velocity is explicit in the eld equation. A
major issue is the computation of free surface slope at body and free surface intersection
line.
Extreme wave and wave-body problems, such as wave overturning, wave breaking,
water entry and exit, slamming, can be formulated by further developing this numerical
model. The evaluation for body entry and exit problem requires other numerical algo-
rithms, like jet and spray cutting o, air cavity tracking, et al. The spaces between source
points are xed in present simulation. For the extreme free surface prole variation, the
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spaces are variable during free surface updating at every time step, therefore new regrid-
ding techniques must be further developed. However the idea of space increasing pattern
can be applied in formulation of these problems and the reduction of computational time
makes the numerical test feasible and economic on personal computing workstation even
without the dependence on expensive supercomputing facilities.
159Appendix A
Three-dimensional inuence
coecient calculation
In this Appendix, the evaluations for inuence coecient ANfNb and CNfNb, ANbNb and
CNbNb are derived based on the panel method of Hess and Smith (1964, 1967); Newman
(1986) . By omitting the subscript, ANfNb and CNbNb uniformly becomes
R
1
rds. These
terms are essentially the integral of Rankine source over body panel surface. Similarly
ANbNb and CNfNb are the integrals of Rankine source induced velocity in normal direction
on body panel and z direction on free surface.
The source strength  is assumed constant on the body panel and the source point
is located in the centre of the planar element. The calculation for these coecients
require the transformation of curved panels in global coordinate system O   XY Z into
quadrilateral in local element coordinate system in o xyz rst and inverse transformation
back to global coordinate system at last.
A.1 Transformation from three-dimensional element
to two-dimensional quadrilateral element
For every panel on the wetted body surface, generally four corner points are not
on the same plane. In order to calculate the integral over the panel surface, the three-
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dimensional body panel needs to transformed to two-dimensional quadrilateral element
in local coordinate systems.
A three-dimensional body surface panel is located in global coordinate system O  
XY Z with four corner points numbered in clockwise direction consecutively as 1, 2, 3, 4.
These four points have coordinates as follows:
1: (xi
1 yi
1 zi
1)
2: (xi
2 yi
2 zi
2)
3: (xi
3 yi
3 zi
3)
4: (xi
4 yi
4 zi
4)
where the superscript i stands for the coordinates as input data. Two \diagonal" vectors
are named as T1 and T2. The vector T1 is from point 1 to point 3 and T2 is from point
2 to point 4. In general these vectors are not orthogonal. Figure A.1 shows the prole of
the corner points and vectors. The components of T1 vectors can be expressed as:
T1x = x
i
3   x
i
1;
T1y = y
i
3   y
i
1;
T1z = z
i
3   z
i
1; (A.1)
and for T2
T2x = x
i
4   x
i
2;
T2y = y
i
4   y
i
2;
T2z = z
i
4   z
i
2: (A.2)
Vector N is dened as the cross product of T1 and T2. Its component are:
Nx = T2yT1z   T1yT2z;
Ny = T1xT2z   T2xT1z;
Nz = T2xT1y   T1xT2y: (A.3)
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4 4 4 ( , , ) i i i x y z
Figure A.1: Prole of corner points and vectors for a body panel in global coordinate
system
As T1 and T2 are not in general orthogonal, another vector T
0
2 is introduced as:
T
0
2 = T1  T2; (A.4)
and therefore its component can be expressed as:
T
0
2x = NyT1z   NzT1y;
T
0
2y = NzT1x   NxT1z;
T
0
2z = NxT1y   NyT1x: (A.5)
For the convenience of notation, T
0
2 is replaced by T2. The unit vector t1, t2 and n for
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are taken as T1, T2, and N divided by its own length. That is:
t1 =
T1
T1
;
t2 =
T2
T2
;
n =
N
N
; (A.6)
where
T1 =
q
T 2
1x + T 2
1y + T 2
1z;
T2 =
q
T 2
2x + T 2
2y + T 2
2z;
N =
q
N2
x + N2
y + N2
z; (A.7)
are the length for T1, T2, and N respectively.
Unit vectors t1, t2 and n are orthogonal with each other and they construct the local
coordinate system O   xyz for quadrilateral element. For the uniform of notation, these
vectors are re-denoted as:
a11 = t1x; a12 = t1y; a13 = t1z;
a21 = t2x; a22 = t2y; a23 = t2z;
a31 = nx; a32 = ny; a13 = nz: (A.8)
The transformation matrix is therefore in the format of array:
2
6
4
a11 a12 a13
a21 a22 a23
a31 a32 a33
3
7
5: (A.9)
The origin coordinates of this element coordinate system are required for coordinate
system transform. They are designed as xo, yo and zo and taken as average point of the
panel:
xo =
1
4
(x
i
1 + x
i
2 + x
i
3 + x
i
4);
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yo =
1
4
(y
i
1 + y
i
2 + y
i
3 + y
i
4);
zo =
1
4
(z
i
1 + z
i
2 + z
i
3 + z
i
4): (A.10)
For a point with coordinates xi, yi, and zi in global coordinate system and coordinates
xo, yo, and zo in local element coordinate system, the transformation from the global to
element coordinate system can be formulated as:
2
6
4
x0
y0
z0
3
7
5 =
2
6
4
a11 a12 a13
a21 a22 a23
a31 a32 a33
3
7
5
2
6
4
xi   xo
yi   yo
zi   zo
3
7
5; (A.11)
while the transform from the element to global reference can be formulated as:
2
6
4
xi
yi
zi
3
7
5 =
2
6
4
a11 a12 a13
a21 a22 a23
a31 a32 a33
3
7
5
 1 2
6
4
xo
yo
zo
3
7
5 +
2
6
4
xo
yo
zo
3
7
5: (A.12)
For point with xo, yo and zo in local coordinate system oxyz, actually z0 = 0 as this point
lies in the plane of the element. For the convenience of notation, the coordinates of point
1, 2, 3 and 4, transformed from global to local coordinate system are denoted as:
1: (1 1 0)
2: (2 2 0)
3: (3 3 0)
4: (4 4 0)
These 4 points construct a quadrilateral element in local coordinate systems o   xyz.
A.2 Construction of the fundamental potential for
one side of the quadrilateral element
Considering a quadrilateral element with 4 corner points 1, 2, 3 and 4 lying in the
xy plane in local coordinate systems. The value of source strength  on this element is
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assumed constant. The velocity potential at eld point P(x;y;z) is:
 =
Z Z
Aq
1
r
ds =
Z Z
Aq
dd
p
(x   )2 + (y   )2 + z2; (A.13)
where r is the distance from eld point P to point on the quadrilateral element with
coordinates (;;0) and Aq is the area of quadrilateral element. Figure A.2 show the
plane quadrilateral element and eld point P in local coordinate system. The velocity
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
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z
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11 ( , ) 
22 ( , ) 
33 ( , ) 
44 ( , ) 
Figure A.2: Prole of plane quadrilateral element and eld point P in local coordinate
system
V(Vx;Vy;Vz) at point P are therefore given by:
Vx =  
@
@x
=
Z Z
Aq
(x   )dd
r3 ; (A.14)
Vy =  
@
@y
=
Z Z
Aq
(y   )dd
r3 ; (A.15)
Vz =  
@
@z
=
Z Z
Aq
(z   )dd
r3 : (A.16)
The integral over quadrilateral element Aq with source strength  can be discretized
into four sides integration with source strength 1
2 as shown in gure A.3 and this gives:
165A.2. Construction of the fundamental potential for one side of the
quadrilateral element
Vx = Vx12 + Vx23 + Vx34 + Vx41; (A.17)
Vy = Vy12 + Vy23 + Vy34 + Vy41; (A.18)
Vz = Vz12 + Vz23 + Vz34 + Vz41; (A.19)
where
Vx12 =
Z 2
1
d
r
; Vx23 =
Z 3
2
d
r
;
Vx34 =
Z 4
3
d
r
; Vx41 =
Z 1
4
d
r
; (A.20)
Vy12 =
Z 2
1
d
r
; Vy23 =
Z 3
2
d
r
;
Vy34 =
Z 4
3
d
r
; Vy41 =
Z 1
4
d
r
: (A.21)
and
Vz12 =
 z
[(x   )2 + z2]
Z 2
1
(y   12)d
p
(x   )2 + (x   12)2 + z2;
Vz23 =
 z
[(x   )2 + z2]
Z 3
2
(y   23)d
p
(x   )2 + (x   23)2 + z2;
Vz34 =
 z
[(x   )2 + z2]
Z 4
3
(y   34)d
p
(x   )2 + (x   34)2 + z2;
Vz41 =
 z
[(x   )2 + z2]
Z 1
4
(y   41)d
p
(x   )2 + (x   41)2 + z2: (A.22)
For Vz12, 12 stands for a variable point on the line between point 1 and 2. It be
expressed as function of  in the following form:
12 = m12 + b12; (A.23)
where
m12 =
2   1
2   1
; (A.24)
166Appendix A. Three-dimensional inuence coecient calculation
 
1
2
  1
2
 
1
2
 
1
2
 
1
2
 
1
2
 
1
2
 
1
2
 
P ( , , ) x y z

S
11 ( , ) 
22 ( , ) 
33 ( , ) 
44 ( , ) 
1
2
3
4
11 ( , ) 
11 ( , ) 
44 ( , ) 
22 ( , ) 
22 ( , ) 
33 ( , )  33 ( , ) 
44 ( , ) 
1 1
2 2
3 3
4
4
Figure A.3: Discretization of integral over quadrilateral element into four sides
is the slope of the side 12 and
b12 =
21   12
2   1
: (A.25)
For the convenience of notation in the following derivation, symbols q12 and u are intro-
duced as:
q12 = y   b12   m12x; (A.26)
u = x   ; (A.27)
and therefore
du =  d: (A.28)
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In terms of these new symbols, Vz12 becomes:
Vz12 = z
Z x 2
x 1
(m12u + q12)du
(u2 + z2)u2 + (m12u + q12)2 + z2
=  
1
z
tan
 1f
q12
p
q2
12 + m2
12z2[m2
12z2   m12q12u]
z
p
q2
12[m2
12z2   m12q12u]2 + [q2
12 + m12q12u]2[(1 + m2
12)z2 + q2
12]m2
12
gj
x 2
x 1
=  
1
z
tan
 1f
m12z2   q12u
z
p
u2 + z2 + [q12 + m12u]2gj
x 2
x 1
=  
1
z
tan
 1f
m12(u2 + z2)   (y   12)u
z
p
u2 + (y   12)2 + z2)
gj
x 2
x 1
= tan
 1(
m12e1   h1
zr1
)   tan
 1(
m12e2   h2
zr2
); (A.29)
where
e1 = z
2 + (x   1)
2; e2 = z
2 + (x   2)
2; (A.30)
h1 = (y   1)(x   1); h2 = (y   2)(x   2); (A.31)
r1 =
p
(x   1)2 + (y   1)2 + z2; r2 =
p
(x   2)2 + (y   2)2 + z2: (A.32)
A.3 Summary of velocity components and fundamen-
tal potential
Similar as Vz12, the induced velocity Vz23, Vz34 and Vz41 can be obtained and therefore
Vz can be calculated according to Equation A.19. By similar manner, the induced velocity
Vx and Vy by the quadrilateral element can be accompanied. Here the expression for these
velocity components are summarized as:
Vx =
2   1
d12
ln(
r1 + r2   d12
r1 + r2 + d12
) +
3   2
d23
ln(
r2 + r3   d23
r2 + r3 + d23
)
+
4   3
d34
ln(
r3 + r4   d34
r3 + r4 + d34
) +
1   4
d41
ln(
r4 + r1   d41
r4 + r1 + d41
); (A.33)
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Vy =
1   2
d12
ln(
r1 + r2   d12
r1 + r2 + d12
) +
2   3
d23
ln(
r2 + r3   d23
r2 + r3 + d23
)
+
3   4
d34
ln(
r3 + r4   d34
r3 + r4 + d34
) +
4   1
d41
ln(
r4 + r1   d41
r4 + r1 + d41
); (A.34)
Vz = tan
 1(
m12e1   h1
zr1
)   tan
 1(
m12e2   h2
zr2
)
+ tan
 1(
m23e2   h2
zr2
)   tan
 1(
m23e3   h3
zr3
)
+ tan
 1(
m34e3   h3
zr3
)   tan
 1(
m34e3   h4
zr4
)
+ tan
 1(
m41e4   h4
zr4
)   tan
 1(
m41e1   h1
zr1
); (A.35)
where
d12 =
p
(2   1)2 + (2   1)2;
d23 =
p
(3   2)2 + (3   2)2;
d34 =
p
(4   3)2 + (4   3)2;
d41 =
p
(1   4)2 + (1   4)2; (A.36)
and
m12 =
2   1
2   1
; m23 =
3   2
3   2
;
m34 =
4   3
4   3
; m41 =
1   4
1   4
; (A.37)
and
rk =
p
(x   k)2 + (y   k)2 + z2; k = 1;2;3;4 (A.38)
ek = z
2 + (x   k)
2; k = 1;2;3;4 (A.39)
hk = (y   k)(x   k); k = 1;2;3;4 (A.40)
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The velocity potential induced by the quadrilateral element can be formulated as:
 = [
(x   1)(2   1)   (y   1)(2   1)
d12
(
r1 + r2 + d12
r1 + r2   d12
)
+
(x   2)(3   2)   (y   2)(3   2)
d23
(
r2 + r3 + d23
r2 + r3   d23
)
+
(x   3)(4   3)   (y   3)(4   3)
d34
(
r3 + r4 + d34
r3 + r4   d34
)
+
(x   4)(1   4)   (y   4)(1   4)
d41
(
r4 + r1 + d41
r4 + r1   d41
)]
  zVz (A.41)
There is no trouble to evaluate Vx and Vy. They becomes innity on the edge of the
quadrilateral element, but only the inuence of the element on itself is desired in practice.
The evaluation for Vz requires special handle for some cases. when point p approaches a
point in the element plane outside the boundary of this quadrilateral, then
Vz = 0; (A.42)
and when point p approaches a point in the element plane within the boundary of this
quadrilateral, then
Vz = 2: (A.43)
It should be noticed that once the velocity components and velocity potential are obtained.
They must be transformed from local element coordinate system o   xyz back to global
coordinated system O   XY Z according to Equation A.12.
A.4 Formulation for inuence coecients
Once the velocity V(Vx;Vy;Vz) and velocity potential  are readily available from last
section. Inuence coecient ANfNb and CNfNb can be formulated by the induced velocity
potential  as:
ANfNb = PfQb; (A.44)
CNbNb = PbQb; (A.45)
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where Pf and Pb indicate the eld point P is the node point on free surface and control
point on body panel respectively while Qb stands for the body panel. ANfNb and CNfNb
can be formulated by the induced velocity V(Vx;Vy;Vz) as:
CNfNb = Vz; (A.46)
ANbNb = V  nb (A.47)
where nb is the unit normal vector of body panel.
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