Peer assessment and feedback is being used more frequently in health science education as it has been shown to enhance self-directed learning. This study investigated the level of agreement between clinical educators and speech pathology student peers when rating students' performance during standardised patient interviews. Participating in this study were 104 undergraduate speech pathology students and six clinical educators who were required to rate students' foundation clinical skills on the Standardised Patient Interview Rating Scale (SPIRS). Students' skills, including communication, interviewing and professional practice, were rated by a clinical educator and a peer. Data from two separate interviews in weeks 4 and 8 of a clinical placement were analysed to determine the agreement between clinical educators and peers in rating a student on individual items on the SPIRS. Results indicated that there were unacceptable agreement levels between clinical educators and peers in both opportunities of rating. Recommendations for improving agreement between peers and clinical educators were made including increasing explicit training with the rating tool, increased collaboration between clinical educators and student raters, and using peers with more clinical placement experience as raters. Further research is required to investigate the use of peer assessment for both formative and summative purposes in speech pathology student education. 
Introduction
The purpose of tertiary health science programs is to provide students with the skills, knowledge and attitudes required for competency on entry to the workforce (Ladyshewsky 2002) . Therefore, it is important that students have access to 'real-world situations' (clinical placements) to apply coursework learning to workplace contexts in preparation for their graduate practice (McAllister et al. 2010) . Clinical placements also facilitate the development of discipline and cross-discipline skills, interpersonal skills and clinical reasoning (Sheepway, Lincoln, and Togher 2011) .
In speech pathology student education in Australia, academic and clinical placement experiences are guided by the Competency-based Occupational Standards (CBOS) for Speech Pathologists -Entry Level (Speech Pathology Association of Australia 2011). CBOS outlines minimum skills, knowledge base and professional standards that are required for entry level practice in the profession. University curricula, coursework assessments and clinical programs are designed and implemented to ensure that students meet these standards. The teaching of CBOS elements is integrated into clinical placements from the beginning of the program, with foundation clinical skills as an initial priority (McAllister et al. 2010) .
The teaching of foundation clinical skills is critical in the education of speech pathology students (Hill et al. 2014) . Foundation skills include non-verbal communication such as eye-contact and body language, verbal communication skills including appropriate language use, and interpersonal skills, for example building rapport and maintaining a focus on the client. Foundation skills are an important component of speech pathology student education as they provide a platform for developing more discipline-specific clinical skills (McAllister et al. 2010) . Becker et al. (2006) also reported that students beginning their clinical placements with little training in foundation skills can have reduced learning outcomes in these placements. It is important that students are not only aware of the importance of these foundation skills, but that they are assessed on these specific behaviours (McAllister et al. 2010 ).
The role of assessment within health sciences education programs has been well researched (Boud 2000 , Boud and Soler 2016 , Rush et al. 2012 , van der Vleuten et al. 2010 . It is recognised that students often dedicate focus and time to learning in those areas in which they know they will be assessed (van der Vleuten et al. 2010) . Therefore, the creation and implementation of meaningful assessment requires significant attention. Assessment should be objective, standardised and based on an in-depth understanding of the task and criteria (Rush et al. 2012) . In addition to yielding the final mark or grade, assessment should offer the opportunity to provide targeted, formative feedback to students to enhance their clinical learning (van der Vleuten et al. 2010) . Such feedback can equip students for life-long learning (Boud 2000) . In keeping with the notion of life-long learning, it has been suggested that a shift from 'assessment of learning' to 'assessment for learning' allows students to continually learn from their environment and achieve success beyond immediate course-related goals (Boud and Soler 2016) . The role of assessing and providing feedback to students on clinical placements is typically undertaken by clinical educators.
Despite the central role of the clinical educator in the assessment process and as a facilitator of student learning, the role of the student in their own learning requires consideration. Students who are passive in their approach to learning, for example, listening but not actively involved in the learning process, may neglect opportunities to take control of their own learning (Boud 2000) . This is likely to limit their ability to build new knowledge without educator guidance (Boud 2000 , Hodges 2011 ). Boud and Soler (2016) recognise 'active learners' as those who draw on metacognitive skills to learn independently, approach problems from multiple perspectives, and reflect on personal performance. During clinical placements, active learning is encouraged through, for example, reflection activities. These can provide students with an opportunity to reflect on their learning and apply this learning to future performance, thereby enhancing clinical reasoning skills which are essential for speech pathology practice (Boud and Soler 2016 , Hulsman, Harmsen, and Fabriek 2009 , McAllister et al. 2010 .
In addition to self-reflection, student engagement in active learning may also be facilitated through peer assessment which provides students with the opportunity to evaluate, and be evaluated by, peers of a similar academic level and expertise who share a common knowledge and skill base (Boud and Soler 2016, Finn and Garner 2011) . A range of studies in health professional education have explored the notion of peer assessment (Hodgson, Chan, and Liu 2014 , Perera, Mohamadou, and Kaur 2010 , Rush et al. 2012 , Speyer et al. 2011 . Rush and colleagues (2012) , in their study of first-year nursing students, highlighted the positive effects of peer assessment and feedback. This included students learning how to give and receive constructive criticism and students gaining insights into how others approach similar clinical problems. Receiving and providing quality feedback has been reported to enhance self-directed learning and improve professional performance (Hodgson, Chan, and Liu 2014 , Perera, Mohamadou, and Kaur 2010 , Rush et al. 2012 , Speyer et al. 2011 .
Despite literature outlining the benefits of peer assessment and feedback, there are some concerns regarding the equity of the assessment process and the quality and accuracy of feedback provided by peers (Kaufman and Schunn 2011) . Friendships, collusion among students to allocate the same marks and reluctance to provide negative feedback to peers may influence the outcomes of peer assessment (Hodgson, Chan, and Liu 2014) . Given these concerns, if peer assessment is to be utilised and valued by students, it is essential that peer ratings are valid and justified. One method of investigating this is through a comparison of students' ratings with the ratings of their peers or more experienced raters. Dannefer and colleagues (2005) , in their study of second-year medical students, investigated the agreement between peer raters in assessing an individual student. Each student was evaluated on a rating scale by 15 peers during a standardised patient interview. Results indicated that there was no statistically significant correlation between each peer's rating of an individual's 'interpersonal habits', including demonstration of respect and understanding. However, the study reported moderate correlation between peers when rating 'work habits', including explaining results and being well-prepared (Dannefer et al. 2005) . This study corroborates existing research that suggests that peer assessment may be better suited to technical skill evaluation rather than the assessment of interpersonal skills (Falchikov and Goldfinch 2000 , Finn and Garner 2011 , Kogan et al. 2010 .
Another avenue for exploring the worth of peer assessment is to compare a rating of students' skills by their peers with ratings by an experienced clinical educator. Peer and educator ratings were explored by Falchikov and Goldfinch (2000) in a meta-analysis. Overall, the meta-analysis concluded that there was strong evidence of agreement between peer and educator ratings (a mean correlation of 0.69 across the 45 studies). In addition to critiquing the reliability and validity of peer assessment, the meta-analysis highlighted certain variables that influenced the level of agreement between peer and educator assessment. Firstly, there was a higher level of agreement between peers and educators when academic products, that is, exams or assignments were marked compared to the rating of professional practice skills. Additionally, Falchikov and Goldfinch (2000) found that peer assessments were more valid when there were predetermined criteria detailing exactly what skills and knowledge students were required to demonstrate. The authors also acknowledged the benefits of peer assessments such as improving student learning. While the results of this meta-analysis are encouraging, and peer assessment in student education and training was generally supported by the cited literature, it is important to note that the review only included studies from 1959 to 1999. The studies analysed were also not specific to health professional education, therefore further research is required to determine their applicability to the current study's discipline of speech pathology. In addition, meta-analyses have limitations including reviewer bias, heterogeneity of studies, and problems with combining studies of different methods and sample sizes (Falchikov and Goldfinch 2000) . Therefore, they need to be interpreted with caution.
More recent studies have explored the concept of peer and clinical educator ratings in health science education and found that there were overall acceptable levels of agreement between raters (Chenot et al. 2007 , Evans, Leeson, and Petrie 2007 , Machado et al. 2008 . Chenot and colleagues (2007) compared student tutor and clinical educator assessment of medical students on four Objective Structured Clinical Evaluation (OSCE) stations. The student tutors were in their fourth year of a medical degree and the students being assessed were in their third. The rating tool included a checklist of individual skills and a global rating scale (5-point Likert scale) for overall performance on each station. Overall kappa statistics showed moderate to good agreement levels between clinical educators and student tutors. It is important to consider that in this study, the peer assessors were student tutors in these OSCE stations, were one year further into their degree than the students, had been trained as raters and were familiar with the task and assessment criteria. Therefore, the results of this study cannot be readily generalised to other studies involving peer assessors of the same university year level with less explicit training.
In contrast, Machado et al. (2008) found that peers of the same year level were significantly more lenient than clinical educators when assessing medical students on clinical skills using pre-established criteria (5-point Likert scale). Peer assessment contributed to students' final grades. The authors found no statistically significant correlation between peer and educator ratings. However, these results must be interpreted with caution as the authors highlighted that peers may have rated fellow students more highly in an attempt to inflate their overall grade (Machado et al. 2008) . Evans, Leeson, and Petrie (2007) , in their study of postgraduate dentistry students performing a common procedure, reported an excellent level of agreement between peer and clinical educator ratings of performance. Unlike Machado et al.'s (2008) study, peer ratings in the Evans, Leeson, and Petrie (2007) study did not contribute to students' grades but compared peer and student ratings on an assessment checklist in which the steps of the dental procedure were objectively detailed for rating, unlike the studies by Chenot et al. (2007) and Machado et al. (2008) whereby Likert scales were used to assess clinical skills Taken together, results of the above studies have demonstrated the value of peer assessment and feedback for student learning. To the authors' knowledge there is currently no research focusing on the use of peer assessment in speech pathology programs. Given the importance of active engagement with learning in promoting life-long learning it can be postulated that peer assessment, including the rating of foundation clinical skills, would be a worthwhile addition to speech pathology clinical education programs (Boud and Soler 2016, McAllister et al. 2010) . However, conflicting outcomes from available medical and health education literature comparing peer and educator assessment suggest that further research on the reliability of peer ratings is required. Therefore, the aim of the current study was to determine the level of agreement between clinical educators and peers when rating the performance of speech pathology students in a client interview conducted within a clinical placement.
Methods
This quantitative comparative study had ethical clearance from the health and research ethics committee at an Australian university.
Context of the study
This study was conducted during the first clinical placement opportunity undertaken by secondyear speech pathology students enrolled in a four-year undergraduate program at an Australian university. Students worked in groups of six with one clinical educator for one half-day placement per week for 12 weeks. The clinic consisted of a series of clinical workshops discussing foundation clinic skills and clinical processes involved in supporting children with speech sound disorders. Additionally, students participated in two interviews with a standardised patient (SP) and a screening assessment of a paediatric client. SPs are frequently used within simulation clinics in medicine, nursing and allied health and are reported to encourage safe skill acquisition, student-centred learning and uniform case experiences (Hill 2012) . Simulation clinics using SPs provide a gradual transition from academic boundaries of lectures and tutorials to actual clinical practice (Hill, Davidson, and Theodoros 2010) . The introduction of SP interaction before 'real' client experiences has been shown to increase student confidence and decrease anxiety (Hill, Davidson, and Theodoros 2013 ) . Simulation clinics have also been shown to assist students in understanding their professional role within a low-risk environment and preparing them for future practice (Becker et al. 2006) . The SPs in this study portrayed the role of a parent or grandparent of a child with a speech sound disorder and had received nine hours of training in how to portray this role and provide feedback to students
Participants
The participants of this study were 104 undergraduate speech pathology students in their second year of a four-year program and eight clinical educators. The students were aged from 18 to 36 with a mean age of 20 (standard deviation = 2). The clinical educators had a range of 6-31 years' clinical experience with a mean of 17 years of experience (standard deviation = 8). All participants were female. The participants were fully informed of the research project and provided informed consent prior to the commencement of the clinic. Students were informed that peer assessment was an important learning activity within the clinical placement but that their consent to participate in this study was independent of the course content and that failure to participate would have no impact on their grade for the course.
Procedure
SP interviews were conducted in pairs and the remaining students in the clinic group were required to observe all interviews and rate the performance of another student in their interview; this rating did not contribute to students' overall grades. The first interview occurred in the fourth week of the clinical placement and involved conducting a case history with the SP parent/grandparent. The second interview was held in week 8 and involved providing feedback to the client, including an explanation and interpretation of assessment results and discussion of a management plan. Peers and clinical educators both rated students' performance in both SP interviews using the Standardised Patient Interview Rating Scale (SPIRS) (Hill, Davidson, and Theodoros 2015) (see Appendix 1: Week 4: Case History Interview, and Appendix 2: Week 8: Follow-up Interview) . Students were introduced to the SPIRS in a pre-clinical lecture of one hour's duration and then practised using the tool to rate two recorded case history interviews of an experienced clinician interviewing a client. Clinical educators also received three hours' training in the use of the tool for rating students' performance through group discussion and practice interview rating. For both the case history and feedback interviews, students were rated by the clinical educator. Clinical educator ratings on the SPIRS contributed to students' final grade for the clinic, providing evidence of the students' competency at the end of the placement. For the current study, the SPIRS forms were collated and de-identified, and peer and clinical educator ratings were stored separately. Clinical educators, students and peers were assigned a numerical code and the data was entered into Excel.
Interview Assessment Tool
The SPIRS is a purpose-built assessment tool designed for clinical educators to evaluate student performance on specific foundation skills within a simulation environment. The SPIRS includes six individual items (non-verbal communication, verbal communication, interpersonal skills, interviewing skills, professional practice skills and clinical skills) which are rated on a 5-point Likert scale. In addition, an overall rating of interview performance is provided (also a 5-point scale). It is a validated tool with high internal consistency (α = 0.743) and acceptable levels of inter-rater reliability (Hill, Davidson, and Theodoros 2015) . This tool was ideal for use in the current study as it had been validated with clinical educators undertaking assessment of students in the same clinical context.
Data Analysis
Percent exact agreement (PEA) and weighted kappas were used to analyse the inter-rater agreement between peer and clinical educator ratings in this study. Inter-rater agreement is the degree to which two or more evaluators assign the same rating to a performance in an identical situation using the same rating scale (Shweta, Bajpai, and Chaturvedi 2015) . PEA is defined as the number of agreements divided by the total number of agreements plus disagreements, while the kappa statistic measures the difference between observed and expected agreement (Shweta, Bajpai, and Chaturvedi 2015) . PEA and kappa values were calculated for the ratings of each item on the SPIRS; for example, the clinical educators' ratings of students' performance on SPIRS item 1.1 (non-verbal communication) were compared to the ratings of those same students on SPIRS item 1.1 by peers (total of 7 kappa values for rating on each of weeks 4 and 8 interviews). Clinical educators rated all students in their allocated clinic groups while each observing peer rated one student only out of another pair. Landis and Koch (1977) Shweta, Bajpai, and Chaturvedi (2015) suggested that PEA should be at least 70% to be considered acceptable when there are between 5 and 7 rating levels; the SPIRS has 5 levels. Weighted kappas and PEA values were calculated using Statistical Package for Social Sciences (SPSS) software (2016). The mean PEA and range of PEA was also calculated for the data for both weeks.
Results
The results for week 4 and 8 are detailed separately below (Table 1) .
Week 4 Ratings
Complete matched clinical educator-peer week 4 data was available for 69 students. Percent exact agreement (PEA) between clinical educator and peer ratings across the 7 items of the SPIRS ranged from 35.29% to 48.53% with a mean of 42.57%. This represents an unacceptable level of agreement (Shweta, Bajpai, and Chaturvedi 2015) . Kappa values ranged from -0.053 to 0.161 which, according to Landis and Koch (1977) , reflects poor to slight agreement. Individual PEA and kappa values for each item are detailed in Table 1 . The SPIRS item 1.2 (verbal communication) and SPIRS item 2 (professional practice skills) yielded the lowest PEA and kappa values. PEA was highest for SPIRS item 4 (overall score), although similarly high PEA was achieved on SPIRS item 1.4 (interviewing skills) and SPIRS item 3 (clinical skills). Landis and Koch (1977) .
Week 8 Ratings
Complete matched clinical educator-peer week 8 data was available for 79 students. In week 8 PEA between clinical educators and peers across the seven items of the SPIRS ranged from 52.56% to 58.23% with a mean of 55.19% which is also considered unacceptable agreement (Shweta, Bajpai, and Chaturvedi 2015) . In week 8, kappa values ranged from 0.076 to 0.229, indicating slight to fair agreement. PEA was highest for SPIRS item 1.1 (non-verbal communication). Similar to week 4, a high PEA was also achieved on SPIRS item 4 (overall score). The lowest PEA and kappa values were found for SPIRS item 1.4 (interviewing skills) and SPIRS item 2 (professional practice skills).
Rating trends between clinical educators and peers
A visual inspection of the data revealed that no students were rated as a 1 (unacceptable) or 2 (poor) on any item of the SPIRS in week 4 or 8 by clinical educators or peers. Both peers and clinical educators rated students primarily at a 4 (good) or 5 (excellent) level. In week 4, 87.7% of clinical educator and peer ratings were at a 4 or 5 level and in week 8, 96.2% of ratings were at a 4 or 5 level. In terms of PEA, there was an increase in the agreement between clinical educators and peers between weeks 4 and 8 ratings.
Discussion
The aim of this study was to investigate the extent of agreement between clinical educators and peers when rating speech pathology students' clinical performance in a standardised patient interview using a validated tool. The results of this study indicate low levels of agreement between clinical educators and peers on two occasions of rating (weeks 4 and 8 of the clinical placement). These results are inconsistent with the outcomes of limited available research that has reported adequate levels of overall peer and clinical educator agreement (Chenot et al. 2007 , Evans, Leeson, and Petrie 2007 , Falchikov and Goldfinch 2000 . Although the findings of the current study suggest that peer assessment may not be reliable, the study adds to the growing body of research and can inform future health education practices. The benefits of peer assessment, including increasing active learning, have been well documented and it is likely that peer assessment will continue to be used. In light of this, factors that may have influenced the level of agreement between clinical educators and peers in this study and potential considerations to improve agreement are discussed below.
Overall, PEA and kappa results suggested inadequate agreement between peers and clinical educators in both weeks 4 and 8. In contrast to the results of Machado and colleagues (2008) , peers did not consistently rate students consistently more highly than clinical educators, or vice versa. The relationship between PEA and kappa values was sometimes unbalanced. For example in week 4, SPIRS item 1.1 (non-verbal communication) had a PEA of 42.03% and a kappa value of -0.033 (no agreement) while SPIRS item 1.3 (interpersonal skills) had a PEA of 41.54% and a kappa value of 0.045 (slight agreement). Sertdemir et al. (2013) acknowledged that using the kappa statistic to calculate agreement between raters on a 5-point ordinal scale (like the SPIRS) may underestimate agreement, particularly if the majority of ratings are at the highest or lowest level. Shweta, Bajpai, and Chaturvedi (2015) also reported that kappa values may be low if the results are concentrated at one rating level. This is the case for the current study in which clinical educators and peers rated students predominantly at a 4 or 5 on the 5-point scale. Given this limitation of kappa statistics and the rating patterns of both clinical educators and peers, PEA results may represent study outcomes more realistically.
Variable levels of peer and clinical educator agreement were achieved across different items of the SPIRS in weeks 4 and 8. The highest level of percent exact agreement was achieved for SPIRS item 4 (overall score) in week 4 and SPIRS item 1.1 (non-verbal communication) in week 8. Higher agreement for SPIRS item 4 may suggest that both clinical educators and peers are relatively comparable in 'summing up' overall performance in a rating. This finding is consistent with other studies which have reported higher accuracy in rating overall scores compared with rating on discrete checklist items, perhaps suggesting that overall ratings may actually be more reflective of clinicians' understanding of clinical competency than checklist items as demonstrated by students in their performance (Boursicot, Roberts, and Pell 2006 , Norman and Feightner 1981 , Regehr et al. 1998 . The inclusion of an overall rating is justified.
The finding that PEA between peers and clinical educators was higher for SPIRS item 1.1 (nonverbal communication) has similarities to the findings of Hill, Davidson, and Theodoros (2015) who reported the highest level of agreement in SPIRS item 1.1. Rating of non-verbal communication may have had higher agreement as eye-contact, gesture and body language are observable, do not require interpretation and can be objectively assessed (Hill, Davidson, and Theodoros 2015) . In contrast, agreement between peers and clinical educators was low on SPIRS item 2 (professional practice) in both weeks 4 and 8. Rating of students' performance on the professional practice item requires the evaluation and integration of several aspects of the case history and interview process and draws on broader knowledge of course objectives. It is likely that experienced clinical educators are more familiar with skills required by students in demonstrating this item than the peers who were in their first clinical placement. This difference in experience may explain the lack of agreement on this item. An additional SPIRS item with low rater agreement in week 4 and 8 was item 1.2 (verbal communication). Rating of verbal communication requires evaluation of speech volume, rate and intonation as well as appropriateness of language use in context. Objective and reproducible evaluation of these skills has been found to be problematic (Makoul and Curry 2007, O'Sullivan et al. 2008) . When considering the variability in agreement levels across SPIRS items, it is evident that peers may require more information on the process of rating verbal communication skills in order for peer assessments to be validly used.
One way to increase the knowledge and experience of raters is to provide additional training. Hill, Davidson, and Theodoros (2015) reported that the clinical educators participating in their study received group training in use of the SPIRS with practical application. Students in the current study received an introduction to the SPIRS and brief training only. It is possible that increasing the amount of explicit training that student raters receive may increase the level of agreement between peers and clinical educators. This recommendation concurs with research conducted by Chenot and colleagues (2007) who found that, when provided with standardised rater training (using videos and explicit instructions), peers and clinical educators had moderate to good agreement in individual item and global/overall rating on a 1-5 scale, as was used in the SPIRS. This notion is reinforced by results in the current study which indicated that peer and clinical educator agreement increased on the second occasion of rating (none to slight agreement in week 4 compared to slight to fair agreement in week 8). This improvement between week 4 and week 8 lends support to the view that increasing experience with the rating tool and rating procedure may increase agreement between raters.
The differences in the nature of the SP interviews conducted by students in week 4 and week 8 may also be a potential factor in the improvement in levels of agreement between week 4 and week 8. In week 4, students were required to take a case history and in week 8 students were providing feedback from a speech assessment. Other studies have explored the notion of assessment type affecting the level of agreement between raters (Chenot et al. 2007 , Evans, Leeson, and Petrie 2007 , Machado et al. 2007 . It is possible that the task differences in week 4 and week 8 in the current study contributed to disparate agreement outcomes. Further analysis of task components and students' perception of their relative difficulty was beyond the scope of this study, but future research could address this question.
The findings of the current study are of interest when compared with those of Hill, Davidson, and Theodoros (2015) , who found acceptable levels of rater agreement between an 'expert rater' (a rater with extensive experience in student competency rating) and 10 other clinical educators (mean PEA of 82.06%). The level of expertise and experience of raters may have contributed to the discrepancy between the Hill, Davidson, and Theodoros (2015) study and the current study. This experience may also have been a factor which contributed to the acceptable levels of agreement between experienced student tutors and clinical educators reported by for Chenot et al. (2007) . In contrast, the current study compared experienced clinical educator raters with novice student raters (in their first speech pathology clinical placement). This may suggest that peer rating may be more reliable with more experienced speech pathology students.
In light of the above factors there are a number of actions that could be implemented which may increase the level of agreement between clinical educators and peers in rating students' performance. Increasing the amount of specific training in the SPIRS for students, which mirrors that given to clinical educators would be beneficial. The training could be complemented with examples of the behavioural descriptors as well as video examples of students performing at a variety of levels on the 5-point scale. A practice rating using the form may also help to improve the reliability of students' ratings, thereby increasing overall agreement between clinical educators (CEs) and peers. In the current study this was demonstrated by observed improvement between week 4 and week 8 ratings. It may also be beneficial for the CEs and peers to discuss the process of rating students so that agreement is reached on the criteria for allocating specific ratings. This collaboration between CEs and peers has been shown to increase clinical reasoning and active learning (Springer, Stanne, and Donovan 1999) .
Limitations and Future Directions
There are some limitations to this study, and these highlight opportunities for further research. Firstly, peer and clinical educator rating agreement was only investigated with the SPIRS, therefore these results may not be transferable to other rating forms and tools used in speech pathology student education. Additionally, the participants in this study were a part of one cohort at one university so the results may not be readily generalised to students at other year levels and in other contexts. Students were in their first clinical placement in their second year of a four-year undergraduate program and had varying backgrounds, work and life experiences. Therefore, it would also be valuable to compare the level of agreement between the ratings of clinical educators and peers with more clinical placement experience and knowledge, for example, using students further into their speech pathology program. There is promising evidence to suggest that agreement between peers and clinical educators could be improved by including more training for peers, particularly for the evaluation of less objective skills such as communication and professional practice.
It may also have been valuable to obtain the perceptions of peers and clinical educators about their experience of rating to provide qualitative information about their understanding of the tool, rater bias and why raters rated as they did. Similarly, the evaluation of student learning outcomes as a result of providing and receiving peer feedback would be a valuable addition to research in peer assessment and feedback.
Conclusion
Results of this study indicate that there were low levels of agreement between clinical educators and peers when rating students' foundation clinical skills including communication and interview skills, using a validated single-interview rating form. The results of the current study suggest that caution should be exercised in utilising peer assessment to contribute to students' grades. However, increasing explicit student training in the use of the rating tool and course objectives may help to improve agreement between peer and clinical educator ratings. To the authors' knowledge this is the first study investigating the validity of peer assessment in speech pathology clinical education and therefore adds to the growing body of research in peer assessment and feedback. By taking the opportunity to become assessors and to receive feedback from their peers, students are developing skills in life-long learning, reflection and clinical reasoning which are essential for speech pathology practice.
Appendix 1
Student Name: ___________________ Year level: _____________ Date: ______________ Following the interview you have observed, please rate the student's performance by circling ONLY the appropriate number on the scale below. Student must be rated at one of the 5 points only (not in between) using the performance descriptors below as a guide. Listed below each skill area are some specific aspects to consider to help you rate the student's performance and formulate your feedback comments. You do not need to limit your comments to the specific aspects listed.
Unacceptable -Demonstrates many behaviours in specified skill area(s) that are inappropriate or have negative outcomes or consequences (make the situation worse). The desired outcome is not achieved. Average -Demonstrates a sufficient range of expected behaviours in specified skill area(s) to achieve the desired outcome. Some deficiencies exist in the skill area(s) assessed but none are of major concern. Excellent -Consistently demonstrates the full range of expected behaviours in specified skill area(s) to achieve the desired outcome. An outstanding level of performance is maintained. No deficiencies exist in the skill area(s) assessed.
COMMUNICATION / INTERPERSONAL SKILLS
The student demonstrated behaviours at the following performance levels in these skill areas: 
