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Abstract
In this paper we describe a general procedure which yields inequalities satisﬁed by the zeros of a given function. The method
requires the knowledge of a two-term approximation of the function with bound for the error term. The method was successfully
appliedmany years ago [L. Gatteschi, On the zeros of certain functions with application to Bessel functions, Nederl.Akad.Wetensch.
Proc. Ser. 55(3)(1952), Indag. Math. 14(1952) 224–229] and more recently too [L. Gatteschi and C. Giordano, Error bounds for
McMahon’s asymptotic approximations of the zeros of the Bessel functions, Integral Transform Special Functions, 10(2000) 41–56],
to the zeros of the Bessel functions of the ﬁrst kind. Here, we present the results of the application of the method to get inequalities
satisﬁed by the zeros of the derivative of the function
√
xJ(x). This function plays an important role in the asymptotic study of the
stationary points of the solutions of certain differential equations.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In 1952 Gatteschi [2] presented a general procedure to derive inequalities for the zeros of a function of the type
f (x) = [1 + (x)] sin x + (x) cos x − r(x), (x)> − 1, (1.1)
where (x), (x) and r(x) are deﬁned in a given interval <x < . Here, we recall such procedure with the conditions
for its validity. The method is based on the following:
Theorem 1. Let x denote a zero of f (x) lying in the interval <x <  and let
|(x)|1, (x) = [|r(x)| + |(x)(x)| + 12 |(x)|3][1 + (x)]−11,
then there exists at least one integer k such that
|x + (x) − k|(x) +
(
2
− 1
)
(x)3, (1.2)
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or better such that
|x + (x) − k|(x) + 4
(
3
− 1
)
(x)3,
if 0(x) 12 .
If  = (A − 12 ) and  = (B + 12 ) where A and B are integers with AB, if in the interval <x < 
|(x)| + (x)< 1,
and if the functions ,  and r are continuous, then it is possible to ﬁnd for each integer k, (AkB), at least one zero
of f (x) lying in the given interval with the property (1.2).
This theorem was applied [2,3] to the kth zero j,k of the Bessel function of the ﬁrst kind J(x) assuming as f (x) the
approximation given by the ﬁrst two terms of the McMahon expansion [1,4] with bound for the error term in the form
given by Weber [5, pp. 210–212, 6]. The purpose of this paper is to apply the above procedure to deduce inequalities
for the positive zeros of the function
W(x) = ddx [
√
xJ(x)], − 12 12 (1.3)
noting that the results may easily be extended to other analogous functions such as W(kx). Function (1.3) and analogs
are sometimes useful in the study of the descriptive properties of the solution of the differential equation in the form
y′′ + p(x)y = 0.
2. On the asymptotic approximation of the function W(x)
In order to apply the above results to the functionW(x)we use the two-term asymptotic representation of the Bessel
function J(x)(x
2
)1/2
J(x) =
[
1 − (, 2)
(2x)2
]
cos
(
x − 1
2
 − 1
4

)
− (, 1)
2x
sin
(
x − 1
2
 − 1
4

)
+ R(x), (2.1)
where, according to Hankel’s notation,
(, p) = 	( + p + 1/2)
p!	( − p + 1/2) =
1
22pp!
p∏
k=1
[42 − (2k − 1)2], (, 0) = 1.
For the remainder R(x) there exists the following inequality due to Weber [6,5]:
|R(x)| 32
G2|(, 3)|
|(2x)3| , (2.2)
where, at least for our purposes,
G =
(
1 −  + 3/2
2x
)−−5/2 (
1 + 2 + 2
x
)
, x > 0, <
1
2
. (2.3)
Now, using the formula for the derivative of J(x) in terms of J(x) and J−1(x) we have
J ′(x) = J−1(x) −

x
J(x),
then we can write W(x) in the form
W(x) = (1/2 − )√
x
J(x) + √xJ−1(x).
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Next, we set
F(x) =
(
2
)1/2
W(x),
that is
F(x) = 1/2 − 
x
(x
2
)1/2
J(x) +
(x
2
)1/2
J−1(x).
So applying (2.1) we ﬁnd
F(x) =
[
1
2
1 − 2
x
− 1
2
( − 1, 1)
x
]
sin
(
x − 1
2
 + 1
4

)
+
[
1 − 1
4
( − 1, 2)
x2
+ 1
4
(1 − 2)(, 1)
x2
]
cos
(
x − 1
2
 + 1
4

)
+ 
(x), (2.4)
where the remainder 
(x) collects the terms that are O(1/x3) as x → ∞ and satisﬁes the inequality
|
(x)|
∣∣∣∣18 (1 − 2)(, 2)x3 sin
(
x − 1
2
 + 1
4

)∣∣∣∣+ 12 1 − 2x |R (x)| + |R−1 (x)|. (2.5)
Taking into account (2.2) and (2.3) we give the bounds for the partial errors
|R (x)| 32
|(, 3)|
8x3
G2 ,
|R−1 (x)| 32
|( − 1, 3)|
8x3
G2−1
and using the equalities
|(, 3)| = |(, 2)| |4
2 − 25|
12
,
|( − 1, 3)| = |(, 2)| |(2 − 5)(2 − 7)|
12
we deduce the following bound for the error term:
|
(x)|
|(, 2)|
8x3
[|1 − 2| + 
16x
|(1 − 2)(42 − 25)|G2 +

8
|(2 − 5)(2 − 7)|G2−1].
Now, by using symbolic calculation (Maple 8), we easily note that, ﬁxed x, G is an increasing function of  and that
ﬁxed , it decreases and tends to 1 for x → ∞. In order to simplify the evaluation of the remainder and to have a
suitable value of G for x not so large to exclude too much zeros, we ﬁrstly consider the interval x29. Next we will
prove by direct evaluation that this assumption can be removed. So we assume = 12 and we have |G|< 1.22595 and|G−1|< 1.07110 for x29. Hence we obtain
|
(x)|
|(42 − 1)(42 − 9)|
x3
r(),
where the function of 
r() = 0.00390625|1 − 2| + 0.0000126528|(1 − 2)(42 − 25)|
+ 0.00056018|(2 − 5)(2 − 7)|
decreases on − 12 12 . Assuming r()< r(− 12 ) = 0.0942, we deduce the bound for the remainder
|
(x)|0.0942
|(42 − 1)(42 − 9)|
x3
. (2.6)
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3. Zeros of W(x)
In order to apply themethod of Gatteschi [2] to evaluate the zeros ofF(x), we consider the asymptotic representation
(2.4) in the form
F(x) =
[
1 − (4
2 − 1)(42 + 7)
2(8x)2
]
sin t +
[
42 − 1
8x
]
cos t − 
(x), (3.1)
where
x = t + 1
2
 + 1
4

and bound (2.6) for the remainder 
(x).According to Theorem 1, we set
(x) = (1 − 4
2)(42 + 7)
2(8x)2
, (x) = 4
2 − 1
8x
and
(x) (1 − 4
2)
x3
[
0.0942|(42 − 9)| + (1 − 4
2)(42 + 7)
2(83)
+ (1 − 4
2)2
2(83)
]/
[1 + (x)].
We ﬁnd that 1 + (x)> 1 and using symbolic calculation (Maple 8) that |(x)|< 1. Moreover, ﬁxed ,  decreases
→ 0 for x → ∞. Fixed x,  decreases to zero for  → ± 12 and its value for x29 is less than 0.7 · 10−3. So all the
conditions of Theorem 1 are satisﬁed. We consider for (x) the upper bound
(x) (1 − 4
2)
x3
0.85556 (3.2)
and as a consequence
 = (x)
[
1 +
(
2
− 1
)
(x)2
]
1.00000028(x)0.85556 1
x3
.
Now applying the inequality (1.2) we ﬁnd that the zeros i,m of F(x), satisfy the inequality∣∣∣∣i,m − 12 − 14 + 4
2 − 1
8i,m
− (m − 1)
∣∣∣∣ . (3.3)
To derive from the implicit inequality (3.3) an explicit representation for i,m, noting that (3.3) has the form
z − a
z
− c = b,  ∈ (0, 1)
we apply the following:
Lemma 2. Given the equation
z − a
z
− c = b,  ∈ (0, 1) (3.4)
if c > 0 and z> 0, it follows that
∣∣∣z − a
c
− c
∣∣∣  a2
cz2
+ |b| + |ba|
cz
. (3.5)
For the proof we observe that (3.4) gives
z = a
z
+ b + c and c = z − a
z
− b,
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further
z − a
c
− c = b − a
c
+ a
z
,
then
z − a
c
− c = b − a
c
+ a
c
(
z − a/z − b
z
)
,
that is
z − a
c
− c = b − a
c
+ a
c
(
1 − a
z2
− b
z
)
.
Hence, if c > 0 and z> 0, (3.5) follows.
In our case we have
a = 1 − 4
2
8
, c =
(
1
2
 − 3
4
+ m
)
, b = 0.85556 1
x3
.
According to the condition c > 0, we get m> 1. So, excluding the ﬁrst zero, we obtain for x29,∣∣∣∣∣i,m − 1 − 4
2
8( 12 − 34 + m)
−
(
1
2
 − 3
4
+ m
)

∣∣∣∣∣
 (1 − 4
2)2
82( 12 − 34 + m)x2
+ 0.85556 1
x3
+ 0.85556 1 − 4
2
8( 12 − 34 + m)x4
. (3.6)
Now for x > ( 12 − 34 + m) and x29, that is for all the mth zeros with m10, we derive∣∣∣∣∣i,m − 1 − 4
2
8( 12 − 34 + m)
−
(
1
2
 − 3
4
+ m
)

∣∣∣∣∣
 (1 − 4
2)2
82( 12 − 34 + m)33
+ 0.85556 1 − 4
2
( 12 − 34 + m)33
+ 0.0010173 1 − 4
2
8( 12 − 34 + m)33
(3.7)
and ﬁnally from (3.7) the following approximation of the error term,
|E,m|0.87131 1 − 4
2
( 12 − 34 + m)33
.
Hence we may give the main result.
Theorem 3. Let − 12 12 and an integer m10. For all the zeros i,m of W(x) which are greater than ,m = ( 12−
3
4 + m), we have
i,m =
(
1
2
 − 3
4
+ m
)
 + 1 − 4
2
8( 12 − 34 + m)
+ 1 − 4
2
( 12 − 34 + m)33
r,m,
where |r,m|0.87131.
Hence for − 12 12 the zeros i,m of W(x), which are greater than ,m, where m10, satisfy the inequality
,m +
1 − 42
8,m
− E(,m) i,m,m +
1 − 42
8,m
+ E(,m) (3.8)
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Table 1
Accuracies ,m for = −0.4, 0, 0.3
m −0.4,m 0,m 0.3,m
1 0.52 2.40 2.46
2 3.88 3.86 4.14
3 4.97 4.80 5.03
4 5.64 5.41 5.62
5 6.12 5.87 6.06
6 6.50 6.23 6.41
7 6.82 6.53 6.70
8 7.08 6.79 6.96
9 7.31 7.01 7.18
10 7.51 7.21 7.37
11 7.70 7.39 7.55
12 7.86 7.55 7.70
13 8.01 7.70 7.85
14 8.15 7.83 7.99
15 8.28 7.96 8.11
– – – –
20 8.80 8.48 8.63
30 9.54 9.21 9.35
40 10.05 9.72 9.86
100 11.67 11.33 11.47
200 12.88 12.54 12.68
300 13.59 13.25 13.38
400 14.09 13.75 13.88
500 14.48 14.14 14.27
with the error term
E(,m)0.871311 − 4
2
3,m
= O(m−3). (3.9)
In order to compare the approximations i¯,m of the zeros i,m obtained by omitting the O-term in (3.8) and (3.9), it is
convenient to deﬁne the accuracy ,m, that is the number of correct digits in the approximation,
,m = −log10
∣∣∣∣ i¯,m − i,mi,m
∣∣∣∣ .
The accuracies ,m for  = −0.4,  = 0 and  = 0.3 are given for the ﬁrst 15 zeros and some other ones in Table 1.
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