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Warmteoverdracht is een natuurlijk proces. Het treedt op in een groot aantal toe-
passingen zoals het regelen van het binnenhuisklimaat, het bereiden en conserve-
ren van etenswaren, de productie van electriciteit. . . Aldus beı¨nvloedt warmteover-
dracht elk facet van ons dagdagelijkse leven. Gedurende de laatste decennia is het
wereldwijde energieverbruik aanzienlijk toegenomen en dit voornamelijk door de
toename in levensstandaard en striktere comforteisen. Het verbeteren van de ener-
gie efficie¨ntie van processen en apparaten zal de verdere toename helpen beperken.
Gelet op de enorme hoeveelheden energie die dagdagelijks overgedragen worden
onder de vorm van warmte, kunnen verbeteringen in dit veld leiden tot erg grote
besparingen.
Dit doctoraatsonderzoek is toegespitst op klimatisatie: verwarming en koe-
ling (airconditioning) van ruimtes. Dit vormt immers een aanzienlijk deel van
het energieverbruik door particulieren. De dwarsstroom buis-vin warmtewisse-
laar is het meest gebruikte type voor deze toepassing. Bij het overdragen van
warmte naar lucht is de voornaamste weerstand tegen warmteoverdracht te vinden
aan de luchtzijde. Om de warmteoverdracht te vergroten, worden vinnen aange-
bracht op de luchtzijde die de beschikbare oppervlakte vergroten. Gedurende de
voorbije decennia is er heel wat onderzoek verricht naar prestatieverbetering van
buis-vin warmtewisselaars, b.v. een gegeven warmteoverlast overdragen via een
warmtewisselaar met een kleiner volume (transportsector). De weerstand tegen
warmteoverdracht is nauw verbonden met het stromingsgedrag van de lucht in de
warmtewisselaar en dit door het concept van de thermische grenslaag. Een dun-
nere thermische grenslaag betekent een betere warmteoverdracht. In Hoofdstuk
1 is een overzicht te vinden van de evolutie van buis-vin warmtewisselaars over
de voorbije decennia, waarbij de nadruk is gelegd op de verschillende strategiee¨n
die zijn toegepast om de thermische grenslaag te verdunnen. Het onderverdelen
van het vinoppervlak in kleinere elementen, de ‘louvers’, is bijzonder effectief
gebleken. Deze ‘interrupted’ vinnen resulteren in een hogere warmteoverdracht
door het continu herstarten van de grenslaag. Boven een bepaald Reynoldsgetal
ontstaat er niet-stationaire stroming binnen de vin waardoor de warmteoverdracht
verder toeneemt.
Twee erg populaire ‘interrupted’ vin types zijn de ‘louvered’ vin en de ‘slit’
vin (ook wel ‘offset strip’ vin genaamd). Louvered fins zijn het meest gebruik-
te vintype voor airconditioning toepassingen in de transportsector. Ze resulteren
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in een erg compacte warmtewisselaar die aldus heel wat warmte kan afgeven per
ingenomen m3 maar met een grote drukval aan de luchtzijde. Bij hoge Reynolds-
getallen wordt de stroming intern in de vin van richting veranderd, waardoor ze
gealigneerd is met de louvers, het zogenaamde ‘louver oriented’ stromingsregime.
Hierdoor neemt de lengte van het stromingspad in de warmtewisselaar toe, wat een
langere contacttijd betekent tussen de lucht en de vin en dus een hogere warmte-
overdracht; tegelijk neemt echter ook de drukval door wrijvingsverliezen toe. Bij
lage Reynoldsgetallen (kleiner dan 200, gebaseerd op de louver lengte) is de stro-
ming niet meer gealigneerd met de louvers en de warmteoverdrachtscoe¨fficie¨nten
dalen aanzienlijk. In dit doctoraatsonderzoek wordt de ‘inclined louvered fin’ be-
studeerd, een hybride ontwerp tussen de louvered fin en de slit fin. Het doel van
dit onderzoek is het thermo-hydraulische gedrag (in functie van de geometrische
parameters) te bepalen en dit vooral toegespitst op lage Reynoldsgetallen. Vooral
de interactie tussen de stroming en het thermo-hydraulisch gedrag werd in meer
detail bestudeerd.
In Hoofdstuk 2 wordt de basisgeometrie van de inclined louvered fin voorge-
steld. De literatuurstudie toonde aan dat tot nu toe geen data is gepubliceerd over
dit vintype. Twee papers vermelden wel de warmteoverdracht en drukval data
voor gelijkaardige ontwerpen en deze resulteerde in een hogere warmteoverdracht
en lagere drukval dan de louvered fin. Om na te gaan welke van de geometri-
sche parameters een sterke invloed heeft op het thermo-hydraulisch gedrag, werd
een numerieke screening (CFD) uitgevoerd. De ranges waarbinnen de parame-
ters gevarieerd werden, is geı¨nspireerd door eerdere studies op de louvered en slit
vin. De screening toonde aan dat het Reynoldsgetal, de vinafstandsverhouding
(verhouding van de afstand tussen de vinnen tot de louverlengte) en de vinhoek
de grootste impact hadden op de warmteoverdracht en drukval. Deze parameters
werden dus verder experimenteel in meer detail bestudeerd.
Een belangrijk achterliggend idee van de inclined louvered vin is eveneens het
doen afbuigen van de stroming, net zoals in de louvered vin, maar dit bij lagere
Reynoldsgetallen, waardoor de contacttijd toeneemt en hopelijk ook de warmte-
overdracht. De afbuiging wordt gedreven door grenslaaggroei: dikke grenslagen
blokkeren de passages tussen de louvers heen waardoor de stroming gedwongen
wordt om te zwenken. Om het stromingsgedrag te bestuderen, werd deze gevi-
sualiseerd in een watertunnel door middel van inktinjectie. Dit wordt beschre-
ven in Hoofdstuk 3. De vooropgestelde afbuiging van de stroming werd waarge-
nomen. Vijf verschillende configuraties werden bestudeerd en toonden aan dat
de geometrie een erg sterke impact had op het stromingsgedrag. Om het ge-
middelde stromingsgedrag te kwantificeren werd de ‘vinhoek aligneringsfactor’
ζ geı¨ntroduceerd. Door experimentele (visualisatie foto’s) en numerieke (CFD)
data te combineren kon het stromingsgedrag bestudeerd worden over een bereik
van Reynoldsgetallen en geometrische parameters. Een eenvoudig geometrisch
model gebaseerd op laminaire grenslaagtheorie, bleek bijzonder geschikt voor het
voorspellen van ζ op basis van de geometrie en het Reynoldsgetal. Tijdens de vi-
sualisatie bleek ook dat de stroming op erg lage Reynoldsgetallen niet-stationair
werd (Re ≈ 250 voor sommige configuraties). De transitie is geometrisch gedreven
SUMMARY IN DUTCH xxxiii
door de recirculatiezones die ontstaan op de gehelde delen van het inlaat-, omkeer-
en uitlaatlouver. De overgang van laminaire stroming naar niet-stationaire stro-
ming is in Hoofdstuk 4 in detail beschreven aan de hand van numerieke simulaties
en waarnemingen.
Om de warmteoverdracht en drukval te bepalen van de inclined louvered vin
werden verschillende schaalmodellen (20:1) getest in een open windtunnel. De
meetinstallatie, bijhorende instrumentatie, meetprocedures alsook de data reductie
zijn beschreven in Hoofdstuk 5. Om de warmteoverdrachtscoe¨fficie¨nten te bepa-
len werd een uniforme flux randvoorwaarde opgelegd (via Joule-verwarming) en
werden de lokale wandtemperaturen gemeten met thermokoppels. Voor 9 confi-
guraties werd de drukval bepaald over een wijd bereik van Reynoldsgetallen. De
experimentele data werd gecombineerd met numerieke data voor de laagste Rey-
noldsgetallen. Deze dataset werd grondig geanalyseerd naar trends en de bevin-
dingen van de numerieke screening werden bevestigd. De frictiefactor-curves van
de configuraties met de kleinste vinhoek vertoonden twee duidelijke transitiepun-
ten. Deze konden respectievelijk verklaard worden aan de hand van de verandering
in de stromingsrichting en de overgang van stationaire naar niet-stationaire stro-
ming. De curves van de configuraties met een hogere vinhoek vertoonden slechts
e´e´n transitiepunt, dat van de overgang naar niet-stationaire stroming. Het eerste
transitiepunt treedt op bij zeer lage Reynoldsgetallen. Bij het vergelijken van de
drukval data met datasets uit de open literatuur gemeten op schaalmodellen van
slit vinnen, louvered vinnen en een convex louvered vin, bleek dat de vorm van het
keerlouver een sterke impact heeft op de drukval. Hoofdstuk 6 bevat een overzicht




Heat transfer is a naturally occurring process. It is used in a multitude of technical
and domestic applications such as climate control, preparation and conservation
of food, production of electricity. . . As such heat transfer affects every facet of
our daily lives. Over the past decades the worldwide energy consumption has
increased considerably. This is due to the increased standard of living and an
overall higher demand for comfort. Improving the energy efficiency of technical
processes and applications will help reduce the increasing energy demand. Be-
cause of the enormous amount of energy transferred through heat transfer, further
improvements in this field can have a major impact.
This research project focuses on space heating and air conditioning, which
contributes a large share of the total domestic energy consumption. The com-
monly used heat exchanger design for this application is a crossflow fin-and-tube
heat exchanger. When exchanging heat with air, the main resistance to heat trans-
fer is located on the air side. To increase the heat transfer rate fins are added on
the airside which increase the surface area. Over the past decades a considerable
amount of research has been performed to improve the performance of fin-and-
tube heat exchangers: e.g. transfer the same amount of heat with a smaller volume
(automotive applications). The heat transfer resistance is very closely linked with
the flow mechanics inside the heat exchanger and this through the concept of the
thermal boundary layer. Reducing the thermal boundary layer thickness will result
in an increased heat transfer rate. In the first chapter, an overview is presented
of the evolution of the fin-and-tube heat exchanger over the past decades, focused
upon the ideas used to reduce the boundary layer thickness. Dividing the fin sur-
face into smaller units, louvers, has proven to be very effective. These interrupted
fin designs result in increased heat transfer due to boundary layer restarting and
at higher Reynolds numbers they promote self-sustained flow unsteadiness which
further increases the heat transfer rate.
Two commonly used interrupted fin designs are the slit fin (also called the
offset strip fin) and the louvered fin. Today louvered fins are the most used type for
automotive air conditioning applications. These fins provide a very compact heat
exchanger with a large heat transfer rate per m3 but also result in a large pressure
drop on the airside. This is because at high Reynolds numbers the flow is deflected
inside the fin pattern to become aligned with the louvers, ‘louver oriented flow’.
This extends the flow path, increasing contact time between the fluid and the fin
which results in a higher heat transfer rate but also increases the frictional pressure
drop. At low Reynolds numbers (less than 200 when based on the louver pitch)
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the flow is no longer aligned with the louvers, and the heat transfer coefficients
decrease significantly. In this research project the inclined louvered fin design, a
hybrid between the slit fin and louvered fin is studied. The aim of this study is to
determine the thermo-hydraulic behaviour, focused on the low Reynolds numbers
and to determine the impact of the geometric parameters on the performance. A lot
of attention is given to the interaction between the flow and the thermo-hydraulics.
In Chapter 2 the basic geometry of the inclined louvered fin is introduced. A
literature survey revealed that no data had been published on this design. Only
two authors had previously provided thermo-hydraulic data on related designs and
this data showed an improved heat transfer rate and reduced pressure drop com-
pared to the louvered fin design. To determine which of the geometric parameters
have a significant impact on the thermo-hydraulic behaviour, a numerical screen-
ing experiment (CFD) was performed. The geometric ranges were inspired by
previous studies on the louvered and slit fin designs. The screening showed that
the Reynolds number, fin pitch ratio (ratio of the fin pitch to the louver length) and
fin angle had the strongest impact on the heat transfer and pressure drop. These
parameters were thus studied in more detail through experiments.
One of the key ideas behind the inclined louvered fin design is to generate a
flow deflection, just as in louvered fin, but to do so at low Reynolds numbers, in-
creasing the contact time and thus hopefully the heat transfer rate. This deflection
arises due to the boundary layer growth: thick boundary layers will block flow
passages and force the flow to wind up and down. To study the flow behaviour the
flow was visualised in a water tunnel by using dye injection, as described in Chap-
ter 3. The presence of flow deflection at low Reynolds numbers was confirmed.
Five different configurations were studied, showing the geometry had a very large
impact on the flow behaviour. To quantify the mean flow behaviour, the fin an-
gle alignment factor ζ was introduced. By using a combination of experimental
data (flow visualisation) and numerical data (CFD) the flow behaviour was studied
over a range of Reynolds numbers and geometric parameters. A simple geometric
model based on laminar boundary layer growth proved very effective at predict-
ing ζ based on the geometry and the Reynolds number. The flow visualisation
also revealed that the flow became periodic unsteady at low Reynolds numbers
(for some configurations ≈ 250 when expressed using the louver pitch). This tran-
sition is geometrically triggered due to recirculation zones on the inclined parts
of the inlet, turnaround and exit louver. The transition from steady to unsteady
flow is described in Chapter 4 using numerical simulations combined with visual
observations.
To determine the pressure drop and heat transfer coefficients, scaled up models
(20:1) of the inclined louvered fin were tested in an open wind tunnel test setup.
The test rig, measurement procedure and data reduction are described in Chapter
5. To determine the heat transfer coefficient a uniform heat flux boundary was im-
posed (through resistor heating) and local wall temperatures were measured using
thermocouples. Pressure drop measurements were done for 9 configurations over
a wide range of Reynolds numbers. This experimental data was combined with
numerical data for the lowest Reynolds numbers. A thorough trend analysis was
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performed on this dataset, confirming the results of the screening. The friction
curves of the configurations with the smallest fin angle showed two clear points
of transition which could be linked to the change in flow deflection and the tran-
sition to unsteady flow respectively. For the configurations with higher fin angles
the friction factor curves only presented one transition point linked to transition to
unsteady flow. The first transition point would occur at very low Reynolds num-
bers. A comparison of the friction data to data determined from scaled models of
louvered, slit and convex louvered fins showed that the shape of the turnaround
louver has a strong impact on the resulting friction factor. Chapter 6 presents the





Heat transfer is a naturally occurring process: energy will flow from a high tem-
perature to a low temperature. This process is present in every facet of our lives:
• space heating or cooling used to provide our every day comfort at home, at
work or on the road.
• to create electricity: steam at high pressure and temperature is expanded
over a turbine—this steam is created from water through heat transfer.
• to prepare food and conserve it (pasteurization, refrigeration. . . )
• the manufacturing of plastics, metals, fuel. . . all require large amounts of
heat.
Without any doubt, the amount of energy being transferred worldwide every
day through heat transfer is far greater than one can comprehend. As the standard
of living is improving world wide and the economies continue to grow, the energy
consumption increases on an annual basis. Between 1990 and 2005 the global
energy use increased by 23% while the associated CO2 emisions increased by
25%. Figures for a group of 16 IEA (‘International Energy Agency’) countries
show that since 1990 about half of the increased demand for energy services has
been met through higher energy consumption and the other half through gains in
energy efficiency. All sectors achieved efficiency improvements, which averaged
0.9% per year between 1990 and 2005. These improvements led to energy and
CO2 savings of 15% and 14% respectively in 2005. If the energy use is divided
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into 4 key sectors (industry, households, services and transport), industry comes up
as the main energy consumer (33%) with households being a close second (29%).
Within the households, 53% of the total energy use is committed to space heating,
as reported by the IEA [37].
Due to a string of hot summers, air conditioning has become increasingly pop-
ular in residential applications. It is impossible nowadays to imagine a large public
building (supermarket, airport, library. . . ) or office space without climate control.
At the moment 80% of all households in the southern U.S. use air conditioning to
control the indoor climate during the summer, Wenzel et al. [38]. As these units
all operate at roughly the same time of the day (hot summer afternoon), they influ-
ence the peak demand on the electricity grid. This in turn results in the expensive
infrastructure requirements of the power plants and electrical distribution system.
Fast starting peak-load units are required to cover these additional loads. In addi-
tion to this peak demand, these residential air conditioners are major energy users
that dominate residential electrical costs and have a strong environmental impact.
In the coming decades the worldwide energy use will continue to increase.
Increasing the energy efficiency of processes and equipment will help to reduce
this increase. As a large portion of the energy requirement is (in)-directly linked to
heat transfer, a strong focus should be put on making heat transfer more efficient.
The figures reported by the IEA show that heating and cooling (air conditioning)
are responsible for a considerable portion of the heat transferred worldwide. And
this amount continues to increase as the comfort demands become more strict (e.g.
automotive air conditioning units). But how is heat usually transferred?
1.1 Heat Exchangers
When used in applications or processes, heat transfer takes place in heat exchang-
ers. Considering the vast range of applications in which heat transfer takes place,
there literally exists a myriad of heat exchanger designs and types: plate(-fin),
fin-and-tube, shell and tube, direct contact heat exchangers, heat sinks, regener-
ators. . . A broad overview can be found in handbooks (e.g. [39]- [40]). Because
there are three fundamentally different heat transfer mechanisms (conduction, con-
vection and radiation), and the relative importance of these mechanisms depends
on the nature of the application, the resulting heat exchanger configuration can be
very different. Compare e.g. a shell and tube heat exchanger used in the poly-
mer industry to a processor heat sink used to cool the CPU of a desktop computer
(Figure 1.1).
The typical application considered in this PhD is space heating or cooling: air
conditioning. More broadly speaking this is two fluids, a liquid and a gas (coolant
or hot water and air) exchanging heat. The commonly used heat exchanger design
for this type of application is a fin-and-tube heat exchanger (Figure 1.2), where
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(a) Shell and tube heat exchanger (b) Heat Sink
Figure 1.1: Very different heat exchanger configurations are used depending on
the nature of the application
the refrigerant or fluid flows inside the tubes and air passes over the tubes. Only
forced convection is considered, this means that both fluids move at sufficiently
high speed to ensure that the effects of buoyancy are negligible. This study focuses
only on single phase heat transfer on the air side, and disregards the impact of
condensation or frost forming on the fins.
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parameters must be considered simultaneously with the added complexity that they are 
interrelated (as one is varied, it effects the optimum design of the others).  There is a 
continual trade-off between incre sing the heat transfer coefficient of the heat exchanger 
and increasing the frictional pressure drop on both the air-side and refrigerant side.  
Because of this, selection of an appropriate measure of fitness is extremely important.  
This is an area in which there is very little consistency between different authors and 
many figures of merit are used that hold no theoretical basis.   
 
 
Figure 1-2: Finned-Tube Heat Exchanger 
 
Additionally, enhanced surfaces are often employed to effectively improve the 
airside heat transfer performance of the fin-and-tube heat exchanger.  One of the very 
popular enhanced surfaces is the interrupted fin.  Again there is a trade-off in the adding 
of this enhancement of increased heat transfer performance and increased frictional 
pressure drop.   
Therefore, this study’s main goal is to create a practical design tool and 
methodology for designing high efficiency air-conditioning systems by optimizing the 
Figure 1.2: A plain fin-and-tube heat exchanger
Let us consider a heat exchanger in which two fluid streams exchange heat.
This syst m can be described using a simple ‘ lack box’ model (Fig. 1.3). Using
the first law of thermodynamics two equations can be determined for the heat (Q)
transferred between the fluids. These equations are expressed using the enthalpy
(H) of the fluid and the mass flow rate of the stream.
Q = m˙h ⋅ (Hh,in −Hh,out) (1.1)
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Q = m˙c ⋅ (Hc,out −Hc,in) (1.2)
Figure 1.3: Black box representation of a counter flow heat exchanger
The heat that is transferred in a heat exchanger is also related to the size of the
heat exchanger. This relationship can be expressed in several ways. A commonly
used form is the LMTD-equation (Eq. (1.3)). The LMTD (‘logarithmic mean
temperature difference’) is a generalized mean temperature difference over the
heat exchanger, and it can be determined using the temperature difference on both
ends of the exchanger. For a counter flow heat exchanger (as shown in Fig. 1.3)
the LMTD can be calculated using Eq. (1.4). This equation is derived in basic heat
exchanger handbooks, e.g. [39]- [40]. In Eq. (1.3) Q is related to the LMTD using
the overall heat transfer coefficient U and the surface area A of the heat exchanger.
Q = U ⋅A ⋅LMTD (1.3)
LMTDcf = (Th,in − Tc,out) − (Th,out − Tc,in)Th,in−Tc,out
Th,out−Tc,in (1.4)
Equations (1.3)-(1.4) were determined for a counter flow heat exchanger. As
can be seen in Fig.1.3, this means that the two fluids enter the heat exchanger from
opposite sides. Other common arrangements include co-flow (fluids entering at the
same side), cross flow (velocity vectors of the two fluid streams are perpendicular
to each other) and multi-pass configurations. Counter flow forms the thermody-
namic optimum as it results in the smallest temperature difference between the
streams transferring heat; and thus has the least entropy creation (exergy destruc-
tion) according to the second law of thermodynamics. However, construction wise
it is not always possible to achieve this flow arrangement. For the considered appli-
cation, almost all heat exchangers will have a cross flow arrangement. To correct
for a different stream configuration a correction factor F can be introduced into Eq.
(1.3) resulting in Eq. (1.5). F can be determined based on the geometry of the heat
exchanger, the temperatures and mass flow rates of the two fluid streams. Graphs
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of the correction factor for various heat exchanger configurations can be found in
most heat exchanger handbooks (e.g. [39]- [41]).
Q = U ⋅A ⋅ F ⋅LMTD (1.5)
Alternative ways to relate the heat exchanger size to the transferred heat are
the effectiveness -NTU method or P-NTU method, as can be read in Shah and
Sekulic [39].
Equation (1.5) shows that for given fluid temperatures (fixed LMTDcf ) the
amount of heat transferred is a function of the surface area A of the heat exchanger,
and the overall heat transfer coefficient U. Recalling Eq. (1.1)-(1.2) this shows that
the U must be connected to the mass flow rates of both fluid streams. The inverse of
U ⋅A represents the global resistance to heat transfer. This can be broken down into
three components: convective heat transfer resistance on the interior surface area,
convective heat transfer resistance on the exterior surface area and conductive heat
transfer resistance through the tube wall. The convective heat transfer coefficients
are a function of the geometry, the fluid properties and the velocity.
• the convective heat transfer resistance on the tube side:
1
hint ⋅Aint (1.6)
• the convective heat transfer resistance on the air side
1
hext ⋅Aext (1.7)




2 ⋅ pi ⋅L ⋅ λtube (1.8)
The complete expression for the heat transfer resistance (fouling is neglected) is
shown in Eq.(1.9):
1




2 ⋅ pi ⋅L ⋅ λtube (1.9)
When transferring heat to air, the main resistance to heat transfer (can be as high
as 85%) is the convective heat transfer resistance on the air side. This is due to the
low thermal conductivity and density of air, compared to those other fluids such as
water or coolants.
1
U ⋅A ≈ 1hext ⋅Aext (1.10)
A brief overview of some important concepts that will be used extensively
throughout the subsequent work will be presented in the next two paragraphs.
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1.2 Dimensionless numbers
In the previous paragraph the convective heat transfer coefficient h made its first
appearance. This concept was first introduced by Sir I. Newton in order to quantify
the cooling of a heated plate with air flowing across: Eq. (1.11). This relationship
expresses that the heat transfer rate is proportional to the plate surface area and
the temperature difference between the surface and the air with the convective heat
transfer coefficient as proportion factor. The value of h was found to be a function
of the air velocity, the plate size and the air-plate temperature. Clearly the higher
the value, the better the surface can remove heat for a given temperature difference.
Q = h ⋅A ⋅ (Tsurf − T∞) (1.11)
In open literature a large number of relationships or correlations have been pre-
sented for a variety of geometries. To allow for apt comparisons of different ge-
ometries the equations are written using dimensionless numbers. The Buckingham
Pi theorem [42] can be used to determine which dimensionless groups are appro-
priate for the case studied. An example for heat transfer was presented by Lin
( [43]).
A short enumeration of the most common non-dimensional units used to de-
scribe heat transfer and pressure drop for compact heat exchangers is listed below.
If a reference length scale Lref is required, one should select a dimension relevant
to the studied case, e.g. fin pitch, tube diameter. . . The velocity V can be either
the main inlet velocity or the average velocity in the minimal flow section. The
fluid properties (density ρ, thermal conductivity λ, specific heat capacity Cp and
dynamic viscosity µ) are usually evaluated at mean fluid temperature.
• Reynolds number Re: Eq. (1.12), represents the ratio of inertial to viscous
forces within a flow. The subscript used refers to the chosen reference length
Lref , e.g. ReLp , ReDh . . .
Re = ρ ⋅ V ⋅Lref
µ
(1.12)
• Nusselt number Nu: Eq. (1.13), represents the ratio of the convective to the
conductive heat transfer across a boundary.
Nu = h ⋅Lref
λ
(1.13)
• Prandtl number Pr: Eq. (1.14), ratio of kinematic viscosity and thermal
diffusivity.




• Stanton number St: Eq. (1.15), measures the ratio of heat transferred into a
fluid to the thermal capacity of fluid.
St = h
ρ ⋅Cp ⋅ V = NuRe ⋅ Pr (1.15)
• Colburn-factor j: Eq. (1.16), dimensionless representation of the convective
heat transfer coefficient, but scaled with the Reynolds number.
j = Nu
Re ⋅ Pr 13 (1.16)
• Fanning friction factor f: Eq. (1.17), dimensionless representation of the
pressure drop.
f = ∆P





1.3 Types of Flow
The nature of the flow has a strong impact on the resulting heat transfer and pres-
sure drop in compact heat exchangers, and in several fin designs the flow behaviour
changes as the Reynolds number is increased. Therefore, a brief introduction to
the various types of flow that occur within compact heat exchangers seemed at
its place. In general the flows are low Mach-number, and thus tacitly assumed to
be incompressible and Newtonian. Furthermore, because compact heat exchanger
applications usually have air flows with Pr ≈ 0.7 and Ec << 1, special cases
dominated by diffusion and cases where a significant conversion of kinetic to ther-
mal energy occurs are neglected. For air-side flows in compact heat exchangers,
the important flow classifications are steady versus unsteady and laminar versus
turbulent (text modified from Jacobi and Shah [44]).
1.3.1 Steady versus unsteady flow
If the velocity and temperature throughout the flow field do not change with time,
then the flow is said to be steady. For steady flows, the time-derivative terms drop
out of the model equations, and the simplified equations are more amenable to ana-
lytical solution or numerical modeling. While such a situation never truly occurs in
application, the steady-flow approximation is often useful. On the other hand, the
effects of unsteady flow can be important. The most obvious case of an unsteady
flow occurs when the boundary conditions, either velocity (pressure) or tempera-
ture, change with time. Such unsteadiness can be caused by changes in fan speed
or inlet temperature. However, even if the boundary conditions are steady, the flow
may exhibit unsteadiness. A simple example is a cylinder in crossflow: even with a
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steady approach flow, unsteadiness and vortex shedding occur. Thus, unsteadiness
can be imposed or self-sustained in the flow. There has been significant interest in
the role of self-sustained unsteadiness occurring in periodic interrupted geometries
for heat exchanger applications. As with imposed unsteadiness, it is expected that
self-sustained unsteadiness can cause an early transition to turbulence; however,
laminar unsteadiness is generally preferred over turbulence because the friction
penalty for turbulence is high. Not only is laminar flow preferred, but design com-
pactness promotes laminar flow through a trend toward smaller length scales and
lower Reynolds numbers. (Text modified from Jacobi and Shah [44]).
1.3.2 Laminar versus turbulent flow
It is customary to describe laminar flow as having a velocity field free of random
fluctuations. Although turbulence differs significantly from laminar unsteadiness,
it is difficult to define turbulence precisely. Some important characteristics of tur-
bulence that can be identified are: self-sustained, irregular velocity fluctuations in
all directions, and fluid particles travel with an apparently random motion in fluid
masses of varying sizes called eddies. Turbulent eddies have a broad distribution
of sizes: this broad eddy-size distribution distinguishes turbulence from laminar
self-sustained unsteadiness, which exhibits only a few length scales. Large-scale
mixing occurs in turbulent flows due to the advective effect of the turbulent eddies.
Mixing increases heat transfer and wall friction if the near-wall region of the flow
is affected. In a turbulent flow, the boundary layers have a multilayer character.
The simplest model includes two layers: the near-wall region is called the viscous
sublayer, and the outer region is called a fully turbulent region. For gas flows(0.5 < Pr < 5), heat transfer in the viscous sublayer takes place by molecular
diffusion, and in the fully turbulent region by turbulent mixing. Almost all of the
heat transfer resistance is due to the thin viscous sublayer, and efforts to enhance
heat transfer usually focus on disrupting the sublayer. Turbulating the boundary
layer or manipulating (thinning) the viscous sublayer are accompanied by large
increases in skin friction.
Classifying a flow as laminar or turbulent can be difficult in complex heat ex-
changer passages. In fact, there may be regions of steady laminar flow, unsteady
laminar flow and turbulent flow within the heat exchanger. For example, consider
a finned-tube heat exchanger operating at a Reynolds number of 200 based on the
conventional hydraulic diameter. At this flow rate, the boundary layer developing
on the fins will remain laminar for most flow lengths of interest. However, one
can imagine that downstream of the first tube row, in the tube-wake region, the
wake could become turbulent. Wakes include a separated shear layer and become
turbulent at very low Reynolds numbers. As the flow approaches the next tube
row, a favorable pressure gradient will accelerate the flow around the tubes, and in
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this region the flow could relaminarize, taking on a turbulent character again in the
wake of that tube row. Thus, in such a heat exchanger, it may be possible to have
a confined region of the flow that looks turbulent. (Text modified from Jacobi and
Shah [44]).
1.4 Performance Evaluation Criteria (PEC)
As the main aim of a heat exchanger is to transfer heat between fluid streams, heat
transfer enhancement can be very generally defined as ‘increasing the heat trans-
fer rate of a given heat exchanger’. However, as changes in the heat exchanger
geometry affect the pressure drop, material usage, overall construction. . . these ef-
fects must be considered as well. It is therefore crucial to define heat transfer
enhancement relative to a cost function. This cost can be expressed based on a
purely thermodynamic consideration, relating the heat transfer rate Q to e.g. the
pressure drop or the associated pumping power P; or the cost can be related to
the heat exchanger geometry (frontal area, hydraulic diameter, heat exchanger vol-
ume. . . ). This type of cost functions are commonly used to compare different fin
types and are known as ‘Performance Evaluation Criteria’. More details on these
functions can be found in Webb [45], Shah [46] and Cowell [47]. A more general
cost function should also consider the manufacturing and material costs associated
with a heat exchanger design, next to the operational costs (= thermodynamic per-
formance). Stewart et al. [48] presented an optimization study of a finned tube
condenser of 8.8 kW. They considered the COP of the total unit as well as the total
cost of the unit and performed a constrained optimization. They found that us-
ing louvered fins (see 1.5.3) could indeed increase the system performance with a
fixed cost, but that optimization with regard to the fin type was required to achieve
the maximum enhanced fin benefits. Simply adding louvered fins to an optimized
plain fin design resulted in a decrease of the COP.
1.5 Classification of fin-and-tube heat exchangers
Having established the basic relationships that describe the heat transfer in a fluid-
gas heat exchanger for space heating or cooling, the subsequent paragraphs will
present a literature survey on the evolution of this type of heat exchanger during
the past decades. Bergles [49] summarized this idea of evolution in heat exchanger
technology by defining ‘generations’. Each generation adds a heat transfer en-
hancement mechanism to the previous one. This way of reporting was preferred
over just presenting an exhaustive list. Firstly, it allows to better highlight the dif-
ferent ideas used to improve the heat exchanger performance (from the perspective
of e.g. maximizing the amount of heat transfer for a fixed volume). And secondly,
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because of the large potential of these surfaces, hundreds of designs have been
evaluated over the past decades, which would make an exhaustive list very long.
Advances in manufacturing and assembling technology have played an important
role in the evolution of these heat exchangers as they allowed for increasingly more
complex designs.
1.5.1 First Generation
For the considered application, the ‘first generation’ heat exchanger would be a
bare tube bundle. Extensive amounts of research have been presented on the heat
transfer and pressure drop of a single tube in a channel resulting in widely ap-
plicable correlations (e.g. Gnielinski [50]). It is well known that from a certain
Reynolds number, the wake behind a tube will become unsteady. Williamson [51]
presented a review on the vortex dynamics in the wake of a cylinder. Gnielin-
ski [52] further expanded his method to a single row of tubes and tube bundles.
Zukauskas [53] presented the most commonly cited literature review on the heat
transfer and pressure drop of inline and staggered tube bundles.
1.5.2 Second Generation
The first enhancement mechanism to be used was simply increasing the surface
area. Because the largest resistance to heat transfer is on the air side, this surface
area was extended by using plate fins mounted on the tubes (Fig. 1.2). These fins
can be individual: each tube has its own fins; or they can be continuous: a single
fin is connected to several tubes. Because continuous fins result in more compact
designs, this option is almost always used, except for the cases where pressure
drop is very important. Adding fins will result in a slight change of Eq. (1.9) to
Eq. (1.18); the surface efficieny ηext (Eq. (1.19)) is introduced to account for
the small difference in temperature between the tube wall (fin base) and the fin
surface. The surface efficiency is computed by using the fin efficiency ηf which
represents the ratio of heat transferred by the fin to the amount of heat which would
have been transferred if the entire fin surface was held on the base temperature
Tb of the fin (thus if the fin would have an infinitely high thermal conductivity).
To determine the fin efficiency several approximations exist. The original work
done by Gardner [54] studied a simple circular fin using a series of assumptions,
e.g. a constant heat transfer coefficient over the fin surface, one dimensional radial
conduction. . . Gardner determined a relationship for the fin efficiency using a series
of Bessel functions. As these functions are very complex, approximations were
determined for practical calculations by Schmidt [55] and Hong and Webb [56].
These approximations are commonly used in heat exchanger calculations, even
for very different geometries than the individual circular fins for which they were
derived and regardless if the assumptions used in the original work are valid for
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the studied case. Schmidt [55] and Zeller and Grewe [57] presented a calculation
method to determine the equivalent fin radius for continuous fins. This method
is based on defining a rectangular (inline arrangement) or hexagonal (staggered
arrangement) unit cell around each tube. The equivalent fin radius is then used in
the standard approximations.
1
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Because plain fins are one of the oldest fin designs, a large number of correla-
tions are available in the open literature, each with a specific dataset and range of
applicability: e.g. Gray and Webb [58], Wang and Chang [59]. In 2003 Wang and
Chi [60]- [61] presented a new correlation based on a large database of samples.
This correlation is recommended by Shah and Sekulic [39].
By adding fins to a tube bundle, a new interesting flow phenomenon occurs:
the horseshoe vortex. As can be seen in Fig. 1.4, a longitudinal set of vortices is
created at the fin-and-tube junction which roll over the plate fin surface and result
in locally thinning the boundary layer, thus enhancing the local heat transfer rate.
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Figure 1. Natural and passively generated vortices and vortex 
generators for heat exchanger applications. (a) The natural 
formation of a laminar horseshoe vortex at a fin-tube junc- 
tion: (b) typical passively generated longitudinal vortices; (c) 
common vortex generators and the associated geometrical 
definitions. 
ment method; vortex-induced air-side heat transfer en- 
hancement may be actively or passively implemented. In 
this review, we first discuss the origins of the method and 
its physical basis, then present a critical review of passive 
vortex methods, and finally briefly consider active meth- 
ods. Our purpose is to critically review recent progress in 
the field and to identify areas where further research is 
needed. 
BACKGROUND 
A review of the early use of streamwise vortices in bound- 
ary layer control was presented in 1960 by Schubauer and 
Spangenberg [2], who also measured the effects of a 
number of mixing and vortex-generating surface elements 
on boundary layer development. Early research in this 
area was focused on the application of streamwise vortices 
to delay boundary layer separation on aircraft wings. 
To our knowledge, the first archival article on the heat 
transfer impact of vortex generators appeared in 1969 [3]. 
The authors, Johnson and Joubert, studied a right circular 
cylinder in cross flow with delta winglet vortex generators 
located at a fixed angular position on the cylinder. Vortex 
generators increased the measured local Nusselt numbers 
as much as 200%, but overall heat transfer results were 
not encouraging because of decreases elsewhere on the 
cylinder. Local enhancements were explained in terms of 
enhanced thermal mixing, and the areas of reduced heat 
transfer were explained through the diminished impact of 
recirculation eddies behind the cylinder. 
An early study that more clearly elucidated the mecha- 
nisms of local enhancement was reported by Kataoka 
ct al. [4]. They addressed the local behavior for an inner 
rotating cylinder and an outer stationary cylinder with an 
imposed axial velocity in the annulus. This arrangement 
results in a system of axially advected Taylor vortices. 
Measurements obtained through a chemical mass transfer 
method indicated that heat transfer was locally enhanced 
in the region where two neighboring vortices induced a 
flow toward the heat transfer surface (downwash region). 
Conversely, in regions where neighboring vortices induced 
an outflow (i.e., in an upwash region) a decrease in local 
heat transfer was measured. While this situation differs 
from a boundary layer flow, the results generally indicate 
that local thinning of the thermal boundary layer associ- 
ated with the secondary flow is responsible for the heat 
transfer enhancement. This description of the physics, 
illustrated in Fig. 2 for a flat plate, also provides some 
insight into why the heat transfer and pressure drop 
effects of longitudinal vortices are not simply related: the 
pressure drop associated with wall friction is related to the 
derivative of the streamwise velocity (the spanwise and 
normal velocities have little direct effect), but the span- 
wise and normal velocities play a significant direct role in 
convective heat transfer. Notwithstanding this complica- 
tion, the analogies between momentum, energy, and mass 
transfer apply, and these analogies (e.g., Reynolds and 
Chilton-Colburn) may be exploited as discussed later. 
Streamwise vortices may also occur when a flow sud- 
denly encounters a surface element protruding into the 
boundary layer, as shown in Fig. 3. Sedney [5] presented a
thorough review of the effects of small protuberances on 
boundary layer flows. For laminar and turbulent boundary 
layers, the effects of a three-dimensional surface bump 
are qualitatively similar. A system of vortices forms near 
the protuberance, bending around the disturbance to be 
carried downstream in a horseshoe pattern. This sec- 
ondary flow depends very little on the shape of the protu- 
Figure 1.4: Horseshoe vortex at a the fin-and-tube junction
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Increasing the surface area works very well to raise the heat transfer rate, but
it also results in a large increase in the material and construction costs. Below a
certain fin pitch (spacing between two fins) the increase of surface area follows a
law of diminishing returns, as reducing the fin spacing results in excessive lami-
narisation of the flow, and any turbulent or vortical motion such as the horseshoe
vortex is quickly dissipated by mechanical blockage and skin friction. Romero-
Me´ndez et al [1] studied the flow behaviour in detail. They focused the impact of
the fin spacing on the horseshoe vortex through flow visualization and numerical
simulation. In Fig. 1.5 images of the flow at the tube fin junction are shown for
different fin spacing. The Reynolds number ranged from 1200 to 1400 (based on
the tube diameter). The parameter S represents the ratio of the fin pitch to the tube
exterior diameter. As can be seen, there is a clear indication of a horseshoe vortex
in Fig. 1.5 (d), while in Fig. 1.5 (a) pure potential flow is visible, without any
vortex occuring. Reducing the fin spacing can therefore completely eliminate the
naturally occurring horseshoe vortex and thus reduce the overall heat transfer rate.
Figure 1.5: Flow visualization of the tube fin junction for varying fin spacing,
Romero-Me´ndez et al. [1]. (a) S = 0.116, (b) S = 0.190, (c) S = 0.265 and (d) S =
0.365
In a series of numerical simulations, Romero-Me´ndez et al. [1] also reported
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the local time averaged Nusselt number on the tube wall and the plate surface. The
Nu distribution over the fin surface is shown in Fig. 1.6 for various fin spacing
and ReD = 630. Laminar flow assumptions were used. Figure 1.6 shows that the
region of highest Nu is at the leading edge of the plate where the thermal boundary
layer is thinnest. For the smallest fin spacing there is no region of high Nu ahead
of the tube, but as S is increased a peak appears directly in front of the tube due
to the presence of a horseshoe vortex there, Fig. 1.6 (f). There are also significant
changes in the wake region as S is increased. For the smaller values of S the fluid
in the wake is essentially trapped resulting in very low local Nu. As S increases
the recirculation region opens to the outside. As a result, fluid that has already
left the heat exchanger reenters; resulting in an improvement of the heat transfer
rate in the wake region, as can be seen in Fig. 1.6 (f). Both the experimental
and numerical investigation by Romero-Me´ndez et al. [1] considered a single tube
row. Ahrend et al. [62] showed that in a multi-row heat exchanger, the intensity of
the horseshoe vortex reduces significantly starting from the second row. This was
done by measuring the local convective mass transfer coefficients at the tube-fin
junction using the ammonia absorption method (AAM) and by using detailed PIV-
measurements. The relative impact of the horseshoe vortex on the heat transfer of
a multi-row fin-and-tube heat exchanger is therefore less than initially anticipated
from the work of Romero-Me´ndez et al. [1]. These results agree well with the
data presented by Rich [63] who reported that for a heat exchanger with 4 or more
rows the fin pitch had no effect on the heat transfer coefficient. Wang and Chi [60]
similarly reported that for a heat exchanger with 4 or more rows the fin pitch had no
effect on the heat transfer coefficient, while for a heat exchanger with 1 or 2 tube
rows decreasing the fin pitch results in a decrease of the heat transfer coefficient.
1.5.3 Third Generation
Increasing the surface area to increase the heat transfer rate reaches a point where
more and more of the added surface area is less effective for heat transfer, and
the material and operating costs continue to increase. To further enhance the heat
transfer performance of fin-and-tube heat exchangers, the convective heat transfer
coefficient hext has to be increased (Eq. 1.10). This can only be done through
flow manipulation, as the heat transfer resistance is the result of the temperature
distribution, which is closely coupled with the velocity field through the thermal
boundary layer. This is effectively done in the third generation of heat exchangers,
which are commonly used today. There are two methods of flow manipulation:
alterations to the main flow and the introduction or exploitation of secondary flows.
In main-flow enhancement, the gross characteristics of the flow are altered through
geometric changes, pressure variations, or by other means. In secondary flow
enhancement, local flow structures are deliberately introduced. In some cases, it
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Fig. 6. Nu over the fin surface for Re= 630 and varying S. (a) S= 0.116, (b) S= 0.165, (c) S= 0.190, (d) S= 0.215, (e)
S= 0.265, (f) S= 0.365.
R. Romero-Me´ndez et al. / Int. J. Heat Mass Transfer 43 (2000) 39–5146
Figure 1.6: Nu over the fin surface for ReD = 630 and varying S,
Romero-Me´ndez et al. [1] - (a) S = 0.116, (b) S = 0.165, (c) S = 0.190, (d) S =
215, (e) S = 0.265 and (f) S = 0.365
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may be difficult to distinguish between main-flow and secondary flow methods,
and in some cases they may be coupled.
The next paragraphs will be focused on the ’turbulators’ present on the fin
surface of fin-and-tube heat exchangers. Some ideas presented in literature for
heat transfer enhancement will not be discussed in detail, e.g. dimpled tubes, non-
circular shaped tubes (oval, wing-shaped. . . ). In the following sections various
methods to provide main flow or secondary flow enhancement for fin-and-tube heat
exchangers will be described in more detail and evaluated. Compound methods
using more than one enhancement strategy will be discussed as well, as this is the
current state of the art. All enhancement techniques have in common that they
affect the thermal boundary layer. So first of all, let us define what the thermal
boundary layer is and how this layer is connected to the convective heat transfer
coefficient.
Similar to the velocity boundary layer, a thermal boundary layer develops over
a surface if the free stream temperature is different from the surface temperature.
Consider flow over an isothermal plate (Fig. 1.7). At the leading edge the tem-
perature is uniform, T = T∞. Fluid particles that come into contact with the plate
achieve thermal equilibrium at the plate’s surface temperature. In turn, these par-
ticles exchange energy with those in the adjoining fluid layers, and temperature
gradients develop in the flow. The region of the fluid in which these temperature
gradients exist is the thermal boundary layer, and its thickness is typically defined
as the distance measured from the surface for which the ratio is:
Tsurf − Tfluid
Tsurf − T∞ = 0.99 (1.21)
Figure 1.7: Thermal boundary layer development on an isothermal flat plate,
Twall > T∞, Incropera [2].
Further from the leading edge, the heat transfer influences the free stream to a
larger extent as the thermal boundary layer becomes thicker. The relation between
conditions in this boundary layer and the convective heat transfer coefficient can
easily be demonstrated. At any distance x from the leading edge, the local surface
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heat flux may be obtained by applying Fourier’s law to the fluid at y = 0 . If this
is combined with Newton’s law of cooling (Eq. 1.11), we find Eq. (1.23), relating








h = λfluid ⋅ ∂T∂y ∣y=0
Tsurf − T∞ (1.23)
Hence, conditions in the boundary layer (the wall temperature gradient), de-
termine the rate of heat transfer to the surface. Since (Tsurf − T∞) is a constant
and the thermal boundary layer thickness increases with increasing x, temperature
gradients in the boundary layer must decrease with increasing x and as a result
h decreases with increasing x (modified from Incropera et al. [2]). The bound-
ary layer growth is clearly visible in the numerical results of Romero-Me´ndez et
al. [1] as shown in Fig. 1.6. So reducing the thermal boundary layer thickness δt
will result in an increase of the (local) convective heat transfer coefficient. Two
techniques are commonly used:
• vortex generation: secondary flow enhancement using surface protrusions
or vortex generators.
• surface corrugation: main flow enhancement, examples include louvered
fins, offset strip fins or slit fins, (herringbone)-wavy fins. . .
1.5.3.1 Surface protrusions and vortex generators
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Figure 2. A schematic representation showing two vortex 
pairs. (a) A common inflow pair; (b) a common outflow pair. 
Regions of boundary layer thinning that are responsible for 
local heat transfer enhancement are indicated. The imaginary 
reflection (image) vortices are also shown, and the induced 
velocities of the vortices are indicated. 
Figure 3. Several surface protuberances are shown: cubes, 
hemispheres, and cones. The locally intense horseshoe vor- 
tices due to these boundary layer protrusions are also shown 
in the figure. The legs of a horseshoe vortex represent longi- 
tudinal vortices. 
berance; however, the location and height of the protu- 
berance are important. The disturbance height must be 
comparable to the local displacement boundary layer 
thickness. Longitudinal vortices caused by surface protu- 
berances were found to persist for more than 100 distur- 
bance heights downstream. These horsehoe vortices are 
similar to those formed at the junction of a cylinder and 
flat plate (see Fig. l a). The legs of a horseshoe vortex 
system form a pair of counterrotating streamwise vortices. 
The flow and heat transfer associated with junction vortex 
systems have been studied in detail [6-13], but the focus 
has been on the separation region near the junction and 
not on the downstream effects of the longitudinal vortices. 
The interaction between a longitudinal vortex and a 
turbulent boundary layer has received some attention. 
Shakaba et al. [14] experimentally studied the behavior of 
a single longitudinal vortex embedded in a developing 
turbulent boundary layer with a zero pressure gradient. 
Their measurements indicated that the streamwise vortic- 
ity was very persistent, being reduced only by the spanwise 
surface shear stress. Furthermore, they found that the 
structure of the boundary layer turbulence was modified 
such that simple algebraic eddy viscosity models would not 
give accurate detailed results. 
Eibeck and Eaton [15] conducted etailed heat transfer 
measurements for a single longitudinal vortex embedded 
in a turbulent boundary layer. Interaction of the vortex 
with the wall caused the vortex to be skewed but station- 
ary in the flow. This skewing can be explained using a 
potential flow model and considering Fig. 2. A single 
longitudinal vortex interacts with the wall as if it were 
interacting with a mirror image of itself reflected in the 
wall. In other words, by symmetrically reflecting the po- 
tential flow about the wall, the interaction of the flow with 
the wall can be visualized as the interaction of the flow 
with its image (this is called the "method of images"). The 
vortex and its image mutually induce a spanwise velocity 
(a)
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ity was very persistent, being reduced only by the spanwise 
surface shear stress. Furthermore, they found that the 
structure of the boundary layer turbulence was modified 
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give accurate detailed results. 
Eibeck and Eaton [15] conducted etailed heat transfer 
measurements for a single longitudinal vortex embedded 
in a turbulent boundary layer. Interaction of the vortex 
with the wall caused the vortex to be skewed but station- 
ary in the flow. This skewing can be explained using a 
potential flow model and considering Fig. 2. A single 
longitudinal vortex interacts with the wall as if it were 
interacting with a mirror image of itself reflected in the 
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Figure 1.8: Representation of two vortex pairs near a boundary layer with the
resulting thinning effect: (a) common inflow pair - (b) common outflow pair,
Jacobi and Shah [3]
Jacobi et al. [3] reported on using vortices to reduce the local boundary layer
thickness. In Fig. 1.8 representations can be seen of the common inflow (a) and
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outflow vortex pair (b), and the area of increased heat transfer is indicated. Horse-
shoe vortices occur when a flow suddenly encounters a surface element protruding
out of the boundary layer, as shown in Fig. 1.9. Sedney [64] presented a thorough
review on the effects of small protuberances on boundary layer flows. For both
laminar and turbulent boundary layers, the effects of a three-dimensional surface
bump are qualitatively similar. A system of vortices forms near the protuberance,
bending around the disturbance to be carried downstream in a horseshoe pattern.
This secondary flow will appear regardless of the shape of the protuberance; but,
the location and the height of the protuberance are important. The disturbance
height must be comparable to the local displacement boundary layer thickness.
Longitudinal vortices caused by surface protrusions were found to persist for more
than 100 protrusion heights downstream.
Figure 1.9: Several surface protuberances: cubes, hemispheres, and cones and the
resulting horseshoe vortices, Jacobi and Shah [3]
Kawamura et al. [65] studied the local heat transfer characteristics and flow
behaviour in great detail around a cylindrical protuberance. The ratio of the height
H to the diameter D of the cylinder ranged from 0.3 to 2. The disturbance height
ranged from 5 to 10 times the local displacement boundary layer thickness. Com-
pared to a two dimensional disturbance with the same height (e.g. a long square
cylinder mounted flat on the surface), the cylinder results in a larger heat transfer
enhancement. Kawamura et al. [65] found a largest ratio of the local Stanton num-
ber to the Stanton number of an undisturbed boundary layer of 2.6. In a second
study Kawamura et al. [66] studied various shapes of protuberances: a circular
cone, a cylinder, a square cylinder facing the stream and a cube whose forward
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face is slanted to the free-stream. The protuberance height was 10 times the local
displacement boundary layer thickness. All protuberances resulted in longitudinal
vortices, but the cylinder and the cube also showed evidence of additional trailing
vortices. This stronger secondary flow results in an increased heat transfer en-
hancement. Compared to a two dimensional protuberance the reattachment length
for these 3D disturbances is substantially reduced, resulting in larger overall heat
transfer coefficients. Kawamura et al. [66] also studied the effect of a row of protu-
berances with varying spacing in between. If the distance between the disturbances
is too small, the interaction between the trailing vortices becomes unstable and the
surface flows show deflection.
These results presented above concern the impact of a protuberance on the
boundary layer in open flow. This is quite different from channel flow which is
present within a heat exchanger, due to the presence of a boundary layer on the
opposite walls. The results do show the impact of such disturbances on the lo-
cal heat transfer behaviour. No papers have been found presenting experimental
data concerning the use of ‘simple’ protuberances in fin-and-tube heat exchang-
ers. However, in e.g. gas turbine cooling applications the use of protuberances in
the boundary layer such as transversal ribs is very common to increase the overall
heat transfer coefficient of the channel. There have been many papers presented
on this topic, e.g. Wong et al. [67]- [68] presented experimental and numerical
data on the impact of surface roughness, transversal V-grooves or ribs on the heat
transfer in triangular and rectangular ducts. The mounted ribs resulted in a 170%
increase of the Nusselt number. Gong et al. [4] presented a numerical CFD-study
on a fin-and-tube heat exchanger with protrusions based on a patent, as shown in
Fig. 1.10. These protrusions are placed near the tube wall to interact with the local
horseshoe vortex in order to postpone the boundary layer separation on the tube
wall. This would result in a smaller wake behind the tube. The results showed
a moderate heat transfer increase without any significant impact on the pressure
drop. No experimental validation was presented.
Figure 1.10: Protrusion enhanced heat exchanger, Gong et al. [4]
In an attempt to further increase the heat transfer enhancement, a new series
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of surface protuberances arose, which are aimed at generating a strong longitudi-
nal vortex, the so called vortex generators. These vortices are generated by flow
separation along the side edges of the protrusion due to the pressure difference
between the upstream and downstream sides. A multitude of authors has pub-
lished results for both open and channel flow. Different geometries such as delta
wings, winglets. . . have been considered with varying positioning relative to the
flow. A thorough study of the local heat transfer enhancement and the flow field
in the wake of the delta wing vortex generator has been presented by Gentry et
al. [69]. They found that increasing the aspect ratio or the angle of attack results
in an increased heat transfer enhancement. At low Reynolds numbers an increase
of 50-60% compared to a flat plate flow was found. In order to enhance the heat
transfer, the vortex should be strong and located near to the boundary layer. A
brief summary of some published results relevant to fin-and-tube heat exchangers
is presented below.
For one row of vortex generators, Fiebig et al. [5] compared systematically four
basic forms (Fig. 1.11). Heat transfer enhancement and additional flow resistance
were determined for Re ranging from 1000-4500 (based on the channel height)
and at an angle of attack between 30○ and 90○. The results showed that delta
wings were the most effective per area of the vortex generator, closely followed by
rectangular winglets. Rectangular wings give the least enhancement. The rate of
heat transfer increase with Reynolds number is higher for the channel with vortex
generator than for the plain channel. Taking into account the moderate increase in
pressure drop, it is clear that these vortex generators are attractive for compact heat
exchanger applications. Fiebig et al. [70] studied the heat transfer enhancement
Figure 1.11: Schematic diagram of wing-type vortex generators punched out of a
fin: (a) delta wing, (b) rectangular wing, (c) delta winglet pair, (d) rectangular
winglet pair , Fiebig et al. [5]
in a channel with a single tube using a pair of vortex generators (VGs) located
symmetrically upstream or downstream of the tube. Three geometric parameters
were varied: the angle of attack, and the relative distances between the VG and the
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tube. The VGs had an aspect ratio of 2 and were punched out of the plate surface.
It was found that placing the VG behind the tubes results in a larger increase of the
heat transfer. For Re = 5000 (based on the channel height, V ≈ 3.8 m/s) the surface
averaged heat transfer coefficient increased by 20% compared to the plain channel
without VG, while the pressure drop decreased by about 10%. Important to note is
that Fiebig et al. [70] used the transient liquid crystal method to determine the local
heat transfer coefficients. This method essentially consists of suddenly exposing
an isothermal specimen to an air flow with a different temperature and monitoring
the temperature distribution on the specimen’s surface with thermographic liquid
crystals during the heating (or cooling) process. The heat transfer coefficient is
determined from the temperature history of the specimen. The experimental un-
certainty depends on the particular implementation and test conditions. In general,
the method is subject to concerns about whether the thermal conditions of the test
reflect realistic heat exchanger conditions and whether conduction within the fin
affects the inferred flux. Conjugate convection and conduction was considered in
a related computational study by Fiebig and Sanchez [6]. They considered a single
pair of delta winglet vortex generators symmetrically located downstream of the
tube (Fig. 1.12). These delta winglets had an aspect ratio of 0.75 and an angle
of attack of 45○. The numerical simulations of laminar incompressible flow indi-
cated that these vortex generators operating at Re = 1200 could achieve the same
heat duty as a heat exchanger without vortices at Re = 2000 (based on the channel
height). At Re = 2000, the pumping power could be reduced 80% at a constant
heat duty, or heat duty could be increased 25% at constant pumping power. No
comparison between the numerical simulation and experimental data with vortex
generators was provided.
O’Brien et al. [7] were able to visualize the local heat transfer enhancement
caused by the VGs by using IR-thermography . The geometry proposed by Fiebig
et al. [71] was studied. In Fig. 1.13 the local surface heat transfer coefficients can
be seen for a tube with and without VG. The longitudinal vortex in the wake of
the VG is clearly noticeable as is the reduced size of the wake behind the tube. A
second vortex, a corner vortex, results in a second area of increased heat transfer
coefficients.
El Sherbini et al. [72] investigated the impact of leading-edge delta-wing vor-
tex generators on an eight-row plain-fin-and-tube heat exchanger under dry-surface
conditions. They measured a 31% heat transfer enhancement over the baseline,
with a modest pressure drop penalty of 10%. Joardar et al. [8] studied the im-
pact of using a VG in a seven row plain fin-and-tube heat exchanger (Fig. 1.14
inline tube layout with ‘common flow up’ orientation). Previous work by Fiebig et
al. [71] had found that the heat transfer enhancement due to VG was much larger
for inline tube arrangements than for staggered tube layout. The ‘common flow up
layout’ was introduced by Torii et al. [73]. Two different configurations were built:
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of vortices with common inflow (aligned rows), an up- 
stream pair with common inflow and a downstream pair 
with common outflow (staggered) were included (see Fig. 
7). At Re = 4600, they found that the aligned geometry 
showed a 60% increase in heat transfer and an increase in 
pressure drop of approximately 145%. The staggered ge- 
ometry provided a heat transfer increase of 52% and an 
increase in pressure drop of approximately 129%. The 
higher performance of the aligned geometry may be due 
to the tendency for a common inflow pair to remain close 
to the surface, while a common outflow pair tends to move 
away from the surface (see the earlier discussion of in- 
duced vortex motion and the method of images). Again, 
there was no attempt o account for conjugate conduction 
and convection (fin efficiency) effects. 
Channels  with Single Tubes in Cross Flow 
There have been a number of recent studies directed 
toward enhanced heat transfer in a channel with a single 
tube [33,34] using a single delta winglet pair located sym- 
metrically upstream or downstream of the tube as shown 
in Fig. 8. At a Reynolds number of 5000, overall heat 
transfer can be increased by about 20% and pressure drop 
decreased about 10% for this simplified geometry. These 
results, summarized in Fig. 9, were obtained using the 
transient liquid crystal thermography method, which os- 
tensibly models a constant emperature boundary condi- 
tion. Due to its finite thermal conductivity, a real fin will 
not be isothermal in application. Therefore, a real fin will 
have a fin efficiency less than 100%. Conjugate convection 
and conduction was considered in a related computational 
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Figure 7. Two delta winglet pairs producing counterrotating 
longitudinal vortices in (a) an aligned configuration (common 
inflow/inflow) and (b) a staggered configuration (common 
inflow/outflow). 
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Figure 8. The arrangement of fin, tube, and delta winglet 
vortex generators studied by Valencia et al. [37]. They suggest 
that placing winglets symmetrically downstream of the tube 
as shown is the optimal location for the generators with 
respect o the tube. 
pair of delta winglet vortex generators ymmetrically lo- 
cated downstream of the tube. These delta winglets had 
an aspect ratio of 0.75 and an angle of attack of 45 ° . The 
numerical simulations of laminar incompressible flow indi- 
cated that these vortex generators operating at Re = 1200 
could achieve the same heat duty as a heat exchanger 
without vortices at Re = 2000. At Re = 2000, the fin 
thickness could be reduced by 50% if vortices were used, 
or pumping power could be reduced 80% at a constant 
duty, or heat duty could be increased 25% at constant 
pumping power. The numerical results predict that the 
vortex-induced variations in local heat transfer coefficient 
cause the fin efficiency to deviate by more than 10% from 
the case with no vortex generators. Fiebig and Sanchez 
[35] also point out that spanwise variations in bulk (mixing 
cup) temperature can result in the prediction of negative 
Nusselt numbers when the heat transfer coefficient is 
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, Figure 9. Heat transfer enhancement and drag reduction is a 
function of Reynolds number for a "near optimum" winglet 
position, Ax/D = 0.6 and Ay/D = 0.8, at a 45 ° angle of 
attack. The zero subscript indicates performance without 
vortex generators. (Taken from [33].) 
Figure 1.12: The arrangement of fin, tube and delta winglet vortex generator
studied by Fiebig and Sanchez [6]
Results presented in Fig. 9 indicate a significant level of heat
transfer enhancement associated with the deployment of the
winglets with the circular cylinder. At the lowest Reynolds num-
bers ~which correspond to the laminar operating conditions of
existing geothermal air-cooled condensers!, the enhancement level
is nearly a factor of 2. At higher Reynolds numbers, the enhance-
ment level is close to 50%. Mean Nusselt numbers for the
cylinder-only case and the winglet-only case were very similar to
each other and very close to the Dittus–Boelter correlation. The
agreement with Dittus–Boelter is surprising since this correlation
applies to fully developed turbulent pipe ~or duct! flow without
any protuberances in the flow. Low heat transfer coefficient values
in the corner regions of the duct were included in the calculation
of the mean values. Also, when the cylinder is in plac , high
stagnation-regio local heat transfer is offset by the low wake-
r gion values.
A complete evaluation f the usefulness of the addition of
winglets to the fin surfaces in a actual heat xchanger must ac-
count for the increase in pressure drop associated with
the winglets. Work is currently under way on obtaining these
measurements.
Summary and Conclusions
An experimental study has been performed on local heat trans-
fer in a narrow rectangular duct fitted with a circular tube, and/or
winglet vortex generators. The duct was designed to simulate a
single passage in a fin-tube heat exchanger with a duct height of
1.106 cm and a duct width-to-height ratio, W/H , of 11.25. The
test section length yielded L/H527.5 with a flow development
length of L/H530. The test cylinder was sized to provide a
diameter-to-duct height ratio, D/H of 5.
Heat transfer measurements were obtained using a transient
technique in which a heated airflow was suddenly introduced to
the ambient-temperature test section. High-resolution local test-
surface temperature distributions were obtained at several times
after initiation of the transient using an imaging infrared camera.
Corresponding local fin-surface heat transfer coefficient distribu-
tions were calculated from a locally applied one-dimensional
s mi-infi ite inve se heat co duction model. Heat transfer results
were obtained over an airflow rate ranging from 1.5131023 to
14.031023 kg/s. These flow rates correspond to a duct-height
Reynolds number range of 670–6300.
Local heat transfer distributions observed for the case of a
delta-winglet pair with no tube show the effects of a double-
vortex system associated with each winglet. Peak vortex-induced
heat transfer coefficients are about 4–5 times larger than corre-
sponding fully developed duct values. However, mean surface
heat transfer coefficient values for the delta-winglet pair configu-
ration are just about equal to the corresponding fully developed
duct values, as predicted using the Dittus–Boelter correlation,
with Reynolds number based on the hydraulic diameter of the
Fig. 8 Spanwise variation in local wake-region heat transfer
coefficient, with and without winglets, ReH˜1200
Fig. 7 Direct comparison of local heat transfer distributions for a circular cylinder
with and without winglets
Fig. 9 Mean Nusselt numbers
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Figure 1.13: Comparison of local surface heat transfer coefficients with and
without VG, V ≈ 1.85m/s [7]
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one with just a single row of VG and a second one with 3 rows of VGs. For Re
between 220 and 960 (based on two times channel height, 0.7 m/s < V < 1.8m/s)
the air-side heat transfer coefficient was shown to increase by 16.5% - 44% for a
single VG row and 30% - 68.8% for 3 VG rows. The common flow up orientation
results in an accelerated flow due to the nozzle-like passage near the tube walls.
The effects of this local increase in fluid velocity were small on the adjacent tube,
but they had a profound impact on the tube downstream, increasing the local heat
transfer coefficient. At Re = 850 the VG resulted in an overall heat transfer in-
crease of 32% with a comparable increase in pressure drop. If the enhancement
is exploited by reducing the flow length of the heat exchanger, the pressure drop
penalty can be reduced.
heat capacities are assumed equal for each partition, with
their sum equal to Ca. Because Ca< Cc, the heat transfer rates











The effectiveness of each of the individual passes in both
partitions were considered equal, since the convective heat
transfer coefficient was assumed uniform throughout the
heat exchanger and the heat capacities were assumed equal.
The air flow was unmixed due to the fins, and the coolant
side was mixed due to the tube geometry. The effectiveness
of a single pass in such a configuration is taken as (Rich, 1966):
Fig. 4 – Vortex generator implementation. (a) Winglets are manufactured by wire EDM as strips with six winglets each; and
(b) mounting the strips in fin-spaces of the heat exchanger provides approximately 3500 winglet vortex generators in
common-flow-up configuration.
Fig. 3 – (a) Isometric view of winglet vortex generators on the fin surface-tube bank in common-flow-up orientation. Also
shown schematically is the top-view of (b) single-row and (c) three-row-inline array configurations. (d) Schematic diagram
showing winglet vortex generator dimensions and the placement with respect to the tube.
i n t e r n a t i o n a l j o u r n a l o f r e f r i g e r a t i o n 3 1 ( 2 0 0 8 ) 8 7 – 9 792
Figure 1.14: Common flow up geometry studied by Joardar et al. [8], distances in
mm
From the d scussion above, it is clear that VGs can offer benefits to fin-and-
tube heat excha gers, enhancing the heat transfer with low pressure drop costs. In
some cases a reduction of the pressure drop has even been reported. This seems
contradictory, however if the added form drag of the VG is smaller than the form
drag reduction of the tube (due to the delayed separation), the resulting effect on
the pressure drop is a reduction. It is also clear that the VGs are still in many
ways a novel research area, with still many uncertainties. Only a few case studies
have been presented so far in open literature with promising results. Due to the
vast number of parameters (different VG geometry, positioning, heat exchanger
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layout. . . ) a large research effort will be required to determine the full impact of
these simple geometries in fin-and-tube heat exchangers. The enhancements re-
sulting from surface protrusions and vortex generators are due to secondary flows,
wake reduction and local boundary layer thinning. During the past decades con-
siderable effort has also been devoted to the main flow enhancement techniques. A
large number of different fin designs have emerged, which are commonly referred
to as ‘corrugated fins’. In the subsequent paragraph the most common fin designs
will be briefly discussed.
1.5.3.2 Corrugated and interrupted fin designs
In corrugated and interrupted fin designs the average thermal boundary layer thick-
ness is reduced by restarting the boundary layer. This is either achieved by splitting
the surface up into a series of smaller elements (interrupted designs: louvered fins,
slit fin. . . ) or by corrugating the plate fin surface in such a way that the bound-
ary layer cannot grow continuously (herringbone or sinusoidal wavy fins). In Fig.
(1.15) the effect of breaking up the surface into smaller units is illustrated: at each
unit a new boundary layer is formed, which results in a very high convective heat
transfer coefficient (blue dots) at the leading edges compared to the continuously
declining convective heat transfer coefficient over the flat plate (black line). Addi-
tionally, due to the thickening of the boundary layer, the flow is forced to accelerate
between the fins, resulting in higher values for the convective heat transfer coeffi-
cient compared to the flat plate solution by Pohlhausen [9]. The fin types presented










Figure 1.15: Local heat transfer coefficient over a flat plate surface (black line)
and over 10 smaller plate segments (blue dots), Pohlhausen solution [9]
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Corrugated fins
There are two common types of corrugated fins: the ‘herringbone wavy fin’ and
the ‘sinusoidal wavy fin’. Both are shown in Fig. 1.16. In contrast to interrupted
surfaces and vortex generators, the wavy channel does not use protruding flow ma-
nipulators to cause mixing. Instead, mixing in the wavy-channel flow is accom-
plished through shear-layer instabilities and the formation of spanwise vortices.
Figure 1.16: Corrugated fin designs: herringbone wavy and sinusoidal wavy fins
Metwally and Manglik [10] studied the impact of the corrugation depth and the
Reynolds number in sinusoidal wavy fins. For very low Re (based on the amplitude
of the waviness) or very low corrugation aspect ratio γ (ratio of the amplitude to
the wavelength) the surface geometry has no effect on the flow and the fluid moves
undisturbed through the channel with no recirculation. Increasing the corrugation
aspect ratio or Reynolds number gives rise to fluid recirculation or swirl flows
in the corrugation troughs. The intensity and flow area coverage of this counter-
rotating lateral vortex grows with γ. This can be seen in Fig. 1.18. This change
in flow behaviour affects the pressure drop and heat transfer as can be seen in Fig.
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Figure 1.17: (a) Laminar flow isothermal Fanning friction factors in sinusoidal
corrugated parallel-plate channels, (b) Viscous fluid (Pr = 150) laminar flow
Nusselt numbers in sinusoidal corrugated parallel-plate channels with uniform
wall temperature, Metwally and Manglik [10].
1.17. At low Re the flow behaves as channel flow with a constant Nu and f ⋅Re =
cst. The friction factor and Nu both increase when γ rises, but this is due to the
increase of the effective surface area (e.g. γ = 0.5 results in a 14% larger effective
length or 28% higher surface area per unit width). By considering the wall shear
stress and heat flux distributions Metwally and Manglik [10] argued that the flow
can be categorized into two distinct regimes: (1) an undisturbed streamline flow
regime and (2) a steady swirl flow regime that is characterized by self-sustained
transverse vortices in the troughs. Rush et al. [74] used dye injection in a water
tunnel to visualize these vortices and the resulting macroscopic mixing. A heat
transfer and pressure drop correlation for herringbone wavy fins based on a large
database of samples was presented by Wang et al. [75]. Youn et al. [76] presented a
correlation for sinusoidal wavy fins based on 18 samples. The experimental trends
agreed with the numerical work by Metwally and Manglik [10].
Interrupted fins
There are two commonly used interrupted fin types: the (super-) slit fin (also
known as offset strip fin in plate-fin heat exchangers) and the louvered fin. But
next to these two fin types a large range of different geometries are used, e.g.
T’Joen et al. [77] studied an adapted inclined louvered fin used in a commercially
available air conditioning unit. The louvered fins are very popular in automotive
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Figure 1.18: Streamline distributions in steady laminar flows in sinusoidal
corrugated-plate channels: (a) effect of corrugation severity with 0.25 ≤ γ ≤ 1 and
Re = 300, and (b) effect of flow rate with γ = 0.5 and 10 ≤ Re ≤ 800, Metwally
and Manglik [10].
applications because combined with flat tubes they result in very compact heat ex-
changers. For both fin types the plate surface is divided into small sections called
‘louvers’. In the slit fin these louvers are parallel to the incoming flow, while in the
louvered fin they are placed at an angle to the flow (the louver angle). The (super-)
slit fin is shown in Fig. 1.19 and the standard louvered fin in Fig. 1.20. The slit fin
geometry is very straight forward, where as for the louvered fins there are specific
inlet, exit and turnaround louvers. These are required to align the flow into the
direction of the louver angle (the flow is deflected) and also to ensure periodicity:
most heat exchangers consist of multiple tube rows, so the inlet and exit velocity
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vector of a row must have roughtly the same heading. This is why the flow has to
be turned around midway the louver array. Compared to the corrugated fins (Fig.
1.16) only a section of the fin surface area is modified while a flat area remains
around the tube. Although in Fig. 1.19 a relatively large part of the fin surface
area is not interrupted, for most compact heat exchangers with interrupted fins a
so called ‘X-design’ (referring to the shape of the interrupted area between the
tubes) is used. Almost the entire fin surface area is interrupted in those cases, as
can be seen in Fig. 1.20. Only a small section around the tube remains flat, the
so called ‘landing’ and this solely due to manufacturing constraints. These inter-
rupted fin designs are created from large coils of thin sheet aluminium (0.1 mm
thick) through stamping with advanced dies. The copper tubes are then mechani-
cally expanded to create the fin-tube bonds. Part of the flat area of the fin surface




Figure 1.19: A (super-)slit fin design studied by Wang et al. [11]
Both the louvered fin and slit fin types have been studied extensively through
experiments and numerical simulations. Manglik et al. [78] presented an overview
of previous correlations for the offset strip fin geometry. Comparing the correla-
tions to a set of data of Kays and London [79] it was found that not all geometry
effects were included, so a new correlation was derived for both j and f. Wang
et al. [11] derived correlations for the slit fin based on a large database of exper-
imental data from various authors. For the louvered fins two sets of correlations
based on experimental databases have been presented in open literature, one for
the round tube heat exchangers by Wang et al. [12] and one for the flat tube heat
exchangers by Chang et al. [80]- [81]- [82].
Next to these full scale heat exchanger tests, some authors have focused on
the flow behaviour within these interrupted fin designs, in order to better grasp the
physics of the heat transfer enhancement. To this end they have studied only the
interrupted section (mostly in a scaled version), neglecting the effects of the tube
and the landing area. In both fin types self sustained unsteadiness is present from
a certain Reynolds number which improves mixing and thus the heat transfer rate.
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Figure 1.20: A standard louvered fin design studied by Wang et al. [12]
This was studied in detail by DeJong and Jacobi ( [33]) for slit fins and DeJong and
Jacobi [25] for louvered fins through flow visualisation and mass transfer measure-
ments. Tafti and Zhang [83] performed a detailed numerical study of the transition
from steady laminar to unsteady flow in standard louvered fins. They reported that
starting from a ReLp as low as 300 - 400 (V ≈ 5 m/s) the initial wake instability
appeared and that increasing the Reynolds number to 600 - 700 (V ≈ 9.5 m/s) re-
sulted in interior instabilities. Cui and Tafti [84] performed a numerical study on
the impact of the three dimensional geometry of the landing in louvered fins on the
heat transfer and pressure drop. Four different landing designs were considered.
Strong three-dimensionality was found in the flow structure in the region where the
angled louver transitions to a flat landing adjoining the tube surface, whereas the
flow on the angled louver far from the tube surface is nominally two-dimensional.
Due to the small spatial extent of the transition region, its overall impact on lou-
ver heat transfer is limited, but the strong unsteady flow acceleration on the top
louver surface augments the heat transfer coefficient on the tube surface by over
100%. Both these experimental and numerical findings will be discussed in depth
in Chapter 3.
Perrotin and Clodic [85] performed an experimental study of an automotive
heat exchanger with louvered fins and compared the experimental data to numer-
ical CFD simulations. Reasonable agreement was found for the heat transfer and
pressure drop (requiring 3D unsteady calculations to capture the self-sustained os-
cillations). In their simulations they noticed that the fin surface temperature was
very non-uniform over the louvered section and that the fin efficiency, determined
from their simulation data, showed a distinct difference with the existing analyti-
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cal correlations (e.g. Schmidt [55]). Perrotin and Clodic [86] also compared the
different analytical methods to determine the fin efficiency to a two dimensional
numerical simulation of a hexagonal and rectangular plate fin element. Their re-
sults show that if the ratio of the longitudinal tube pitch to the transversal tube
pitch is larger than one, a difference of up to 5% can be found between the an-
alytical prediction and 2D conduction simulation. Perrotin and Clodic [86] also
numerically studied the fin efficiency of a slit and louvered fin. They found that
the numerically predicted fin efficiency is lower than that of a plain fin due to the
presence of the louvers, which alter the conduction path. It was shown that the
Schmidt [55] approximation always overestimates (up to 5%) the fin efficiency for
slit/louvered fins. Because of the nature of the fin design, the local heat transfer
coefficient will vary strongly over the fin surface, contrary to the assumption in the
original work by Gardner [54]. Some authors (myself included) therefore choose
to present ηext ⋅hext data instead of hext for heat exchangers with an interrupted fin
design, as the exterior efficiency is closely linked with the geometry. But in most
cases ηext is still split off artificially as recommended by e.g. Wang et al. [87].
Wang et al. [13] compared the slit fin geometry to a louvered and a plate fin
and found that for an inlet velocity of 0.5 m/s the heat transfer coefficient of the slit
fin is about 10% lower than that of the considered louvered fin, while the pressure
drop of the slit fin and the louvered fin were respectively 18% and 50% higher than
those of the plate fin. At an inlet velocity of 4 m/s the heat transfer coefficient of
the louvered fin is 20% higher than that of the slit fin but the pressure drop is 36%
higher. The results for two fin pitches are shown in Fig. 1.21. The slit fins clearly
offer a large improvement in heat transfer compared to the plain fins, but with a
significant cost in pressure drop. Compared to louvered fins, the slit fins have a
lower heat transfer coefficient but also a lower pressure drop, therefore they can be
seen as a compromise in enhancement. Similar findings were reported by Yun et
al. [88] who used scaled models to compare the plain, louvered and slit fin. Three
different configurations of slit fins were studied. They concluded that the louvered
fin has the highest heat transfer rate, but that for some engineering applications
the pressure drop cost would be too excessive and that the slit fin is an interesting
alternative in that case.
Because the louvers are set at an angle to the incoming flow in standard lou-
vered fins, the flow is deflected through the fin array, lengthening the flow path.
This flow pattern is called ‘louver oriented flow’. The fluid particles therefore
have longer contact time with the fin surface, allowing for the exchange of more
heat, but at the same time the flow experiences a strong increase in frictional drag.
The modified flow path is illustrated in Fig. 1.22. At low Reynolds numbers
however, thick boundary layers block the passage between the louvers, forcing
the flow to pass between the different fins. This is referred to as ‘duct oriented
flow’. DeJong and Jacobi [25] studied this flow behaviour in detail and reported in
agreement with other authors that the transition between ‘duct oriented flow’ and
‘louver oriented flow’ is fairly sharp and takes place around ReLp = 200. Thus
standard louvered fins are most suited for higher Reynolds numbers due to the
flow deflection and occurring unsteadiness. This will be discussed in more detail
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Figure 1.21: Average heat transfer coefficient and pressure drop for slit fin,
louvered fin and plain fin with varying fin pitch set out against frontal velocity at
the inlet, Wang et al. [13]
in Chapter 3. In a recent study, Yang et al. [89] studied three fin types (plate, slit
and louvered) for a heat sink application. They concluded that in order to use the
interrupted fin types effectively, a high frontal velocity (V > 2 m/s) and high fin
pitch were required (> 1.65mm). This would result in a decreased surface area
requirement compared to the plain fin. At low velocities the interrupted fin designs
result in a large increase in pressure drop without much benefit to the heat transfer.
Interestingly it was found that decreasing the fin pitch to 0.8 mm (fin thickness of
0.2 mm and louver pitch of 1.5 mm) resulted in the pressure drop for the slit fins
to be as high as that of the louvered fins, and this mainly due to the increase of the
form drag.
In the standard louvered fin designs, the louver angle is a constant; all louvers
are set at the same angle to the incoming flow. However, Shah et al. [16] argued
that using a variable louver angle throughout the fin array could result in higher
heat transfer rates because in the present designs the first few louvers are less
effective. Hsieh and Jang [90] performed a short numerical study on this topic and
found that varying the angle can indeed result in an improved heat transfer rate.
No experimental data has been found on this topic.
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Figure 1.22: Impression of the modified flow path through a louvered fin array
In all multi-row compact heat exchangers used today, the different rows have
the same fin pattern. Kang et al. [14] performed an experimental study using scaled
models of a two row heat exchanger with varying fin pattern per row. Four different
fin geometries were considered: plain, strip-plain, plain-strip and strip. These are
shown in Fig. 1.23. The velocity ranged from 0.7 to 2.2 m/s. The pressure drop of
the plain fin was the lowest, while that of the strip fin was the highest. The strip-
plain and plain-strip had an intermediate pressure drop which was very similar in
value. The heat transfer measurements showed that the plain fin has the lowest heat
transfer coefficient and the strip fin the highest. The plain-strip fin also showed a
considerably higher heat transfer coefficient than the strip-plain fin. This result is
quite remarkable. A possible explanation is that, regardless of the fin type present
in the first row of the heat exchanger, that row will transfer the largest amount
of heat of all the rows in the exchanger. This reduces the driving potential for
heat transfer in the subsequent rows as the air temperature is increased. Using an
enhanced fin type for the subsequent rows, will result in local higher heat transfer
coefficients (due to the impact on the flow field) and thus increase the amount of













Fig. 4. Detail fin configurations tested in this work: unit in mm.
Fig. 4. Configurations de´taille´es des ailettes teste´es dans le travail: en mm.
Figure 1.23: The four different fin configurations studied by Kang et al. [14]
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1.5.3.3 Compound methods: vortex generators with interrupted fin designs
Recently some authors have attempted to introduce strong secondary flows using
vortex generators into interrupted fin designs. The result is a so called ‘compound
method’ with two different enhancement techniques. Only a few cases have been
presented so far in open literature. This evolution can be seen as the final stage in
the third generation heat exchangers. Adding a vortex generator to an existing fin
design (such as a louvered fin) could result in a moderate increase in heat transfer
with a small increase in pressure drop, compared to the pressure drop related to
the fin design. The idea behind this is that the VG can be used to manipulate the
flow near the tube (e.g. thinning the boundary layer on the tube or reducing the
wake size) without affecting the main flow over the louvers. The manufacturing
costs of these vortex generators are also quite small compared to the cost of the
total fin design, however fitting those into existing designs can be a difficult matter
considering the very narrow landing areas.
Ge et al. [92] systematically investigated the impact of multiple vortex gener-
ators on offset-strip fin arrays using PIV and naphthalene sublimation. They re-
ported an heat transfer enhancement of 32% at ReLp = 1000 for two rows of delta
wings, one array at the inlet and one at half the flow length. Joardar et al. [93]
studied the performance of a louvered fin heat exchanger with a row of vortex
generators mounted upstream of the first tube row. The vortex generator geom-
etry was selected based on a qualitative flow visualization study. The aim was
to generate strong coherent vortices within the fin channels. As the delta wings
were connected to the fin array using glue there was only poor thermal contact and
these vortex generators cannot be conceived as additional fin surface area. Even if
they were, the effect would be negligible as they contribute to 0.48% of the total
exterior surface area. Joardar et al. [93] performed experiments for both dry and
wet surface conditions and found an average increase of 21% and 23.4% in the
heat transfer coefficients respectively for these cases compared to the base case
(only louvered fins). Using an error analysis it was shown that the uncertainty on
the heat transfer coefficient measurement was only 8%, indicating a significant in-
crease. The pressure drop increased by only 6.6% on average. The inlet velocity
varied between 1.5 m/s and 4m/s. These experiments clearly show the promise of
this new technique to further augment the heat transfer of existing fin designs.
1.5.4 Fourth Generation
At the moment, the second and third generation fin-and-tube heat exchanger are
amongst the most used compact heat exchanger types worldwide. As a fourth gen-
eration, Bergles [49] suggested a combination of the previous passive techniques
with an active one, e.g. vibrations or ultrasonic waves. To the authors knowledge
no such designs have been tested yet. It is the authors opinion that because the
second and third generations have proven to be cost effective solutions and be-
cause further improvement still is very much feasible within the third generation
(especially considering the near infinite fin design possibilities), considerable time
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will have to pass before a real drive towards active techniques becomes apparent.
1.6 Conclusions
In this chapter a brief introduction was made to the world of fin-and-tube heat
exchangers, which are the preferred design for the target application of this PhD:
space heating - cooling (air conditioning). Considering the vast amount of en-
ergy transferred on a daily basis through these heat exchangers (which will only
increase as the standard of living goes up worldwide and considering our mod-
ern comfort demands), a strong incentive is present to further improve the energy
efficiency.
Over the past decades extensive research has been done into corrugated fin
types such as wavy fins and interrupted fin types such as louvered and slit fins.
This has resulted in a more profound understanding of the physics behind the heat
transfer enhancement these designs can offer compared to a plain fin. In the in-
terrupted fin designs, both the selfsustained unsteadiness and flow deflection (only
in louvered fins) require a sufficiently high air velocity to become effective in en-
hancing the heat transfer. For some applications (e.g. automotive) pressure drop
and air velocity are not the main concern, but surface compactness is. This is
where the louvered fins shine and as a result this fin type dominates that particular
application. But for space heating or cooling the pressure drop is an important
variable, as the required fan power to operate the unit determines the resulting
energy efficiency.
Although compact fin-and-tube heat exchangers are very much a proven tech-
nology, with millions of units being manufactured yearly, novel ideas such as using
vortex generators (possibly together with interrupted fin designs) or using different
fin designs for subsequent tube rows show that there are still many ways we can
improve on the current designs and that the research effort is far from concluded.
There is a vast range of possibilities that still need to be studied and evaluated. And
this is where the topic of this PhD fits in. The aim of this study is to determine the
thermo-hydraulic behaviour, focused on the low Reynolds numbers and to deter-
mine the impact of the geometric parameters on the performance. In chapter 2 the





In the previous chapter an overview was presented of the evolution of fin-and-tube
heat exchangers. Currently the third generation with interrupted or corrugated
surfaces is widely used as these result in very compact heat exchangers. The in-
terrupted surfaces start to become increasingly effective from a certain air velocity
due to self-sustained unsteadiness. Because of the rising energy costs and de-
mands, there is a need to make the heat transfer systems more energy efficient.
One way to do this is, is to reduce the air velocity and thus save on pumping
power. This trend is clearly present within modern air conditioning technology.
Another important advantage of lowering the air velocity is less noize due to the
fans. So an important research target is to find a fin design that can provide a high
heat transfer rate (compared to e.g. plain fin surfaces) with a moderate increase
in pressure drop and this at low air velocities. The goal of this PhD is to study
a previously unpublished fin design, the inclined louvered fin, and to evaluate if
this fin design can provide any benefits compared to the existing designs. But why
inclined louvered fins?
During my master thesis [15] (results presented in T’Joen et al. [77]) Wilson-
plot testing (explained in more detail by e.g. Rose [94] or Taler [95]) was per-
formed on an evaporator taken from a modern air-conditioning unit to determine
a correlation for the air side convective heat transfer coefficient. Upon examin-
ing the fin geometry an advanced interrupted design, as can be seen in Fig. 2.1,
was found. There are some similarities with standard louvered fins: distinct inlet,
outlet and turnaround louvers, and the few louvers are set at an angle to the incom-
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ing flow. But instead of one flow deflection there are two and there are very few
louvers compared to the commonly used design (Fig. 1.20). A thorough search
through open literature revealed no similar designs had ever been studied. In a re-
view paper on the numerical analysis of compact heat exchanger surfaces by Shah
et al. [16] a geometry, the inclined louvered fin was introduced, Fig. 2.2. Shah
et al. [16] stated that ‘inclined louvered fins, which act like an offset strip fin, of-
fer significant improvement in the ratio of heat transfer to pressure’. A thorough
literature survey however revealed very little data had been published on this fin
design. In its basic form the inclined louvered fin shows some similarities to the
design tested during my masterthesis [15]. Thus this PhD was undertaken to study
the inclined louvered fin, to determine a thermo-hydraulic correlation for this fin
design and get a better understanding of the interaction between the flow behaviour
and the thermo-hydraulics.
Figure 2.1: Interrupted fin geometry studied during master thesis [15]
Figure 2.2: Basic geometry of the inclined louvered fin as shown by Shah et
al. [16]
In Fig. 2.3 the geometry of the inclined louvered fin design which is studied
in this PhD is shown. As can be seen the turnaround louver is slightly modified
compared to the geometry suggested by Shah et al. [16]. This was done for a
manufacturing reason. To keep the geometry as simple as possible, the inclined
sections of the entry, turnaround and exit louver have the same angle as the fin
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angle ϕ, and the stream wise length of these louvers was set to one louver pitch.
Tura [96] studied the impact of the length of the entry, turnaround and exit louvers
and found they only had a small impact on the heat transfer. It should be pointed
out that his results may have been distorted due to wall effects (described further
on) as he only used 5 fin rows. The main geometric parameters thus are:
• the louver pitch Lp: the stream wise length of a single louver. Davenport
[97] found that the heat transfer and pressure drop data he collected for
louvered fins were better correlated by using the louver pitch as a reference
length in the Reynolds number than compared to if the hydraulic diameter
or the tube diameter were used. So in this work, as in many publications in
open literature, the louver pitch will serve as a reference length.
• the number of louvers N
• the fin pitch Fp
• the fin angle ϕ
• the fin thickness tfin
To limit the number of geometric variables, the louver angle θ was kept constant
in this study. It was set to 0○, resulting in louvers parallel to the incoming flow,
which intuitively should provide the lowest pressure drop.
Figure 2.3: Basic inclined louvered fin geometry studied in this PhD
Only two publications were found in open literature concerning ‘inclined lou-
vered fins’. Tanaka et al. [17] studied a corrugated design without a turnaround
louver. In their design both the fin angle and louver angle were varied, which re-
sults in configurations such as the one shown in Fig. 2.4. Tanaka et al. [17] used a
strict design philosophy for this pattern. It consisted of maximizing the heat trans-
fer by making sure that each louver was positioned outside of the thermal wake
of upstream louvers; and of minimizing pressure drop by maintaining an internal
flow that passed straight through the fin without deflecting. A set of scaled model




= 1. The results showed that compared to a louvered fin (fin angle = 0○, lou-
ver angle = 20○) increasing the fin angle resulted both in an increase of Nu and
a decrease of the friction factor. Increasing the fin angle above 10○ resulted in a
moderate decrease of Nu while f continued to decline. Using a ‘goodness factor’
(the ratio of the Colburn factor to the friction factor), Tanaka et al. [17] showed that
there is an optimal louver angle - fin angle combination. However this optimum
was also dependent on the Reynolds number. To further substantiate the results a
test heat exchanger was built with an inclined louvered fin, and the heat transfer
and pressure were compared to a standard louvered fin. Tanaka et al. [17] reported
that the convective heat transfer coefficient was 16% higher and the pressure drop
21% to 27% lower. These results clearly show this fin design can offer benefits.
Figure 2.4: Inclined louvered fin geometry studied by Tanaka et al. [17]
Suzuki et al. [18] used numerical simulations to compare three different fin
designs: a slit fin and two ‘parallel louver fins’. The designs are shown in Fig. 2.5.
The design ‘PL2’ is very similar to the geometry studied in this PhD except for the
lack of entry, turnaround and exit louvers. In the numerical simulations the fins
were assumed to be infinitely thin. The authors state that ‘the fin thickness has little
effect on the heat transfer performance of fin arrays in such low Reynolds numbers.
The flow remains totally steady and laminar’. In their simulations Suzuki et al. [18]
used a fin pitch ratio of 2 and the ReLp ranged from 60 to 250. Zhang et al. [35]
showed that even at these low Reynolds numbers the finite thickness had an effect
on both the heat transfer and pressure drop. This is due to the accelerating effect
of the flow, the steady recirculation zone that arises behind the louvers and the
form drag. If one accounts for the effects of the acceleration by reducing the fin
spacing appropriately, then at low Reynolds numbers the difference between using
an infinitely thin louver in heat transfer simulations and a finite thickness becomes
negligible. The effect of the form drag however remains pronounced. So care
should be taken when evaluating the results presented by Suzuki et al. [18]. They
found that the inclined louvered fin PL2 showed the highest Nu, being 25% higher
atReLp = 60 and 100% higher atReLp = 250 than that of the slit fin. The geometry
PL1 resulted in an intermediate increase compared to the slit fin. Similarly the PL2
geometry had the largest pressure drop, PL1 the intermediate and the slit fin the
lowest pressure drop. The difference between the configurations was the smallest
at ReLp = 250. By studying the velocity plots, Suzuki et al. [18] showed that
at low Reynolds numbers the flow deflected in geometry PL2, which resulted in
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an increase of the pressure drop. Suzuki et al. [18] concluded that the improved
heat transfer performance of the PL1 and PL2 design was due to longer recovery
lenghts for the louver wakes: by increasing the stream wise (following the flow)
distance between louvers the wake can recover reducing the velocity defect and
temperature defect and this increases the convective heat transfer coefficient.
Figure 2.5: Fin designs studied by Suzuki et al. [18] - top: offset strip fin, middle:
parallel louver fin 1 ‘PL1’, bottom: parallel louver fin 2 ‘PL2’
These two papers do not present a clear overview of the impact of the various
geometric parameters on the thermo-hydraulics or the flow behaviour in inclined
louvered fins. The visualisation performed by Tanaka et al. [17] gives some indi-
cations of the flow behaviour but their work was focused on studying the impact
of varying both the fin and louver angle searching for a minimum pressure drop.
Having fixed the look of the fin design (Fig. 2.3), a thorough study will now
be undertaken to determine the impact of the various geometric and operational
parameters on the thermo-hydraulics. This study was aimed at screening the pa-
rameters to determine which have the strongest impact, so that these factors can be
focused upon in the experimental campaign. Because this study provides valuable
information for the test setup design, it was performed before the test setup was
built, and thus was done numerically.
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2.2 Parameter Range
In order to determine a thermo-hydraulic correlation for the inclined louvered fins
(to predict the heat transfer and pressure drop at a given Reynolds number depend-
ing on the geometry), the ranges in which the various parameters can vary should
be fixed beforehand. To make the length scales non-dimensional, they are divided
by the louver pitch. In Table 2.1 and Table 2.2 an overview is presented of respec-
tively the geometric parameters of previously studied slit fins and louvered fins.
Only the parameters pertaining to the fin design are presented, not those of the
heat exchanger itself (tube diameter, tube spacing...). These numbers can be used
as a guide to set the parameter range:
• the fin angle ϕ: Tanaka et al. [17] varied the fin angle between 10○ and 20○.
In louvered fins (Table 2.2) a louver angle range from 15○ to 30○ is common
with some data extending down to 8○ and up to 40○. Increasing the fin angle
will result in a higher pressure drop due to high form drag, so the range of
the fin angle was limited to 30○. Using very low values for ϕ could result in
a design as shown in Fig. 2.6 with the passages beneath the louver blocked.
So a lower boundary of 10○ was selected.
• the number of louvers N : there is a large variation of this parameter in open
literature, some studies used very high numbers (up to 50), while others just
considered 6. Springer and Thole [26] studied the entry region of louvered
fins and found that the flow needed to pass by up to three louvers before
becoming developed. Taking this into account, and finding that 8 or 10
louvers is commonly used (Table 2.2), 10 was selected as a minimum value.
• the fin pitch ratio Fp
Lp
= F ∗p : Table 2.1 and Table 2.2 show that heat exchang-
ers can have very tightly spaced fins (e.g. F ∗p = 0.5) to very wide spaced
designs (e.g. F ∗p = 3), a common range seems to be between 0.5 and 1.5.
For ease of manufacturing the fin pitch ratio was restricted to higher than 1.
As this will also result in a more open structure, it will reduce the pressure
drop. DeJong and Jacobi [27] showed that a sufficient number of fins is re-
quired to ensure periodic flow at the center passage. So very high fin pitch
ratios would result in a very large required channel size to fit them all. Thus
this parameter was restricted to a value 2 out of practical concerns.
• the fin thickness ratio tfin
Lp
= t∗: a minimum value of 0.1 was chosen to
ensure the louvers were sufficiently stiff and didn’t bend in the wind tunnel
setup (discussed in more detail in Chapter 4). This value is commonly used
in previous tests on both louvered and slit fins.
Having established the base ranges of the various parameters, the number of
parameter levels should be set. In the screening experiment two levels will be con-
sidered: a high and a low value. For the experiments three levels will be used, in
order to better represent the impact of a parameter compared. For the fin pitch ra-
tio 1.125, 1.5 and 2 were selected and for the fin angle 12.64○, 19.78○ and 30.96○.
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Figure 2.6: If the fin angle is too low for a given louver thickness ratio, the
passages underneath the louver are blocked.
These angles were selected because they result in easier manufacturing: the dis-
tance between the louvers is rounded off to a single digit decimal number using
those angles. In the experiments the fin thickness ratio and the number of lou-
vers were kept constant, as a numerical screening showed that their impact on the
thermo-hydraulic behaviour was less pronounced than that of the fin pitch ratio














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The studied inclined louvered fin geometry is fixed by 4 geometric parameters:
F ∗p , t∗, N and ϕ. In operation a fifth and sixth parameter are added, the Reynolds
number ReLp and the surface heat flux q. Traditionally to determine the impact of
a parameter, one would vary a single parameter while all others remain constant.
For 4 geometric parameters with various levels and two operational parameters
that vary over a large range, this would require a very large number of experi-
ments and can sometimes provide misleading information as shown by Schmidt
and Launsby [112]. Schmidt and Launsby [112] recommend for a system with 5
or more parameters to perform an initial two level (low and high value) screening
experiment to determine which of the different parameters has the strongest im-
pact. These can then be studied in more detail using more levels. This method will
result in a considerable reduction of the number of required experiments.
A screening experiment is thus set up to study six parameters: ReLp , heat flux,
fin angle, number of louvers, t∗ and F ∗p . A L12 Taguchi matrix is used (Table
2.3), as described by e.g. Schmidt and Launsby [112]. This array uses 12 trials
to screen up to 11 factors using a high and a low level. The columns in the array
represent factors that are controlled for the trials and the digits 1 and -1 are the
high and low settings (levels) for the factors. As for this case only 6 parameters
are considered, only the first 6 columns of the L12 matrix are used. The array rows
give the combinations that must be tested. The pattern of 1 and -1 is balanced so
that in each column there are six 1s and six -1s and the columns are orthogonal.
The L12 array has a low resolution, meaning there is ‘confounding’ between the
single variable columns and the columns for the interactions between two or more
variables. By selecting only a subset of the columns it is possible to remove the
confounding and check for the impact of variable (‘factor’) interaction. But as
most of the factors in this study are independent of each other, the interactions
were not considered. Other arrays have been designed for different numbers of
factors and for factors with more than two levels each. Care should be taken when
analysing the results if the considered function is non-linear. A ‘bad’ choice of
the high and low value will not adequately represent the function trends within
the considered interval. In the screening study the mean heat transfer coefficient
and the pressure drop are screened. Even though these functions will be non-
linear in the considered variables, the suggested screening method will still be
able to capture the trends due to the nature of the functions (see e.g. the published
correlations for hb and ∆P of interrupted fin surfaces in open literature).
The ReLp range was set from 200 to 2000. Most previous studies in louvered
fins (Table 2.2) cover a range from 200 to 800 - 1200, only a few go higher, but
for slit fins (Table 2.1) Reynolds numbers up to 12000 have been studied. The
Reynolds number range was thus set a bit higher than most louvered fin studies,
because the inclined louvered fin is in design similar to the slit fin. Considering
however that this study focuses more on low Reynolds numbers, a upper boundary
of 2000 was chosen. The impact of the fin thickness ratio is rarely considered in
studies. As the lower value was set due to stiffness constraints, a top value of 0.15
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Run ReLp Fp
∗ t∗ ϕ N q h¯b ∆P
1 -1 -1 -1 -1 -1 -1 20.49 0.3019
2 -1 -1 -1 -1 -1 1 13.39 0.3085
3 -1 -1 1 1 1 -1 14.24 0.7598
4 -1 1 -1 1 1 -1 16.86 0.2665
5 -1 1 1 -1 1 1 7.58 0.1191
6 -1 1 1 1 -1 1 17.24 0.2617
7 1 -1 1 1 -1 -1 68.63 41.0880
8 1 -1 1 -1 1 1 66.30 18.8390
9 1 -1 -1 1 1 1 69.82 30.6650
10 1 1 1 -1 -1 -1 39.73 6.5386
11 1 1 -1 1 -1 1 64.69 8.1938
12 1 1 -1 -1 1 -1 55.00 8.2064
Table 2.3: Taguchi L12 matrix which was used for the screening, and the
obtained numerical results.
Parameter Low value High Value






Table 2.4: Overview of the parameter ranges used in the screening
was chosen, in line with the range present in Table 2.2. The number of louvers was
set between 10 and 14. The high value was selected from a manufacturing point
of view, to prevent the test unit becoming too large. The heat flux range was set
according to the preliminary constraints of the power supply. This resulted in the
high and low values presented in Table 2.4 which were used in the screening.
The screening experiment was conducted numerically. Heat transfer perfor-
mance prediction by CFD (‘Computational Fluid Dynamics’) is of major inter-
est. The ability of a CFD-code to predict the flow pattern and thermal field al-
lows determining the heat transfer characteristics by performing ‘numerical exper-
iments’. These still require extensive validation, but as shown by e.g. Perrotin and
Clodic [85] and Atkinson et al. [110] they can give clear qualitative indications.
As the goal of this screening is to provide input as to which parameter should




The computations were performed using a commercial code: Fluent©. Two di-
mensional cases were studied using quadrilateral meshes generated by Gambit©.
An unstructured mesh was used, generated using the ‘pave’ option in gambit. This
resulted in a structured field around and in between the louvers but an unstructured
zone near to the inclined parts of the inlet, turnaround and exit louver where the
cell orientation changed from parallel to the louver to parallel to the inclined part.
The highest value of cell skewness in the different grids was 0.45 and only 1%
of all the cells had a skewness larger than 0.14. The largest cell aspect ratio was
1.57, but only 1% of the cells had an aspect ratio larger than 1.1. Using two di-
mensional cases resulted in a strong reduction of computational time compared to
a three dimensional case. Zhang et al. [99] showed that for the slit fin two dimen-
sional unsteady simulations were still able to produce reasonable agreement with
experimental data at ReDh = 2000, but that three dimensional effects are clearly
affecting the flow. A single louver row was simulated with an entry region (two
fin pitches) and exit region (five fin pitches). This represents the periodic unit of
an infinite stack of fins. The height of the computational domain is set to one
fin pitch with periodic boundary conditions on the top and bottom of the domain.
This is schematically shown in Fig. 2.7. The louver walls have a constant heat flux
boundary condition. At the inlet a uniform velocity in the x-direction (parallel to
the louvers) was imposed (‘velocity boundary condition’) with a constant temper-
ature of 300 K. At the outlet the static pressure was set to 0 Pa using the ‘pressure
outlet’ boundary condition. The following simulation settings were used:
• Solver: segregated solver, double precision
• Convergence criteria: 1e-8 for continuity and velocity components, 1e-6 for
energy. The average pressure drop and outlet temperature were monitored
during the iterations to determine when the simulations had converged to a
steady or periodic unsteady state.
• Pressure velocity coupling: SIMPLE
• Discretization: second order (spatial: central, temporal: backwards)
• Substance properties: ρ: ideal gas law, µ: Sutherland approximation, λ and
Cp: constant values (default).
• Viscous: laminar for ReLp = 200, k −ω turbulence model for ReLp = 2000.
The k − ω model was selected because in a recent study, Amin and Panse
[113] concluded that for a Reynolds number between 1300 and 2000 (based
on the tube diameter) it was more appropriate to use turbulence models than
a laminar model. They compared three models: k−, RNG k− and k−ω and
concluded that for both a plain fin-and-tube HE and a herringbone wavy fin-
and-tube heat exchanger (both with round tubes) the k − ω model resulted
in the best agreement with experimental data in the considered Reynolds
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range. In Fluent the Shear Stress Transport (SST) k − ω model was selected
with the additional option for transitional flows. The results indicated that
the impact of the turbulence model are small as the turbulent viscosity ratio
was less than 15.
• Inlet conditions: a uniform velocity in the x-direction (parallel to the lou-
vers) was imposed (‘velocity boundary condition’) with a constant tempera-
ture of 300 K. Fully developped flow assumed for ReLp = 2000 (multi-row
heat exchanger configuration). The inlet turbulent length scale ` and tur-
bulent intensity I were determined using Eq. (2.1)-(2.2) [114]. The fully
developed flow was used as an asumption to simulate a multi-row heat ex-
changer.
` = 0.07 ⋅ Fp (2.1)
I = 0.16 ⋅Re− 18Fp (2.2)
Figure 2.7: Basic representation of the two dimensional geometry which is
studied in the simulations
A grid independency study was performed on several cases. The grid size was
varied from one-quarter fin thickness to one-sixteenth fin thickness. This resulted
in meshes varying from 8000 cells to over one million cells. The average difference
between the pressure drop determined with a grid having a cell size of one-tenth fin
thickness and a grid having a cell size of one-sixteenth fin thickness was less than
1%. The difference between the averaged heat transfer coefficients was less than
4%. The results are shown in Tables 2.5 - 2.6. The data used in the screening study
was generated using a mesh having either one of the aforementioned cell sizes.
For the high Reynolds number cases a minimum grid size was required to ensure
accurate simulations: a cell size of minimum one twelfth of the fin thickness was
required to result in most of the wall data having an y+ < 1. Because of the long
computational time, the grid independence for ReLp = 2000 was only verified for
two cases. For the high Reynolds number cases some tests were performed using
a refined grid near the louvers, a so called ‘boundary layer mesh’ (consisting of
5-8 layers of cells with a growth factor of 1.3). The results were very similar to
the mesh without a boundary layer. As stated above, the high Reynolds number










case 1 0.3134 0.3051 0.3036 0.3019
case 2 0.3197 0.3118 0.3102 0.3085
case 3 0.7472 0.7521 0.7554 0.7597
case 4 0.2653 0.2649 0.2672 0.2665
case 5 0.1257 0.1213 0.1201 0.1191
case 6 0.2678 0.2633 0.2694 0.2672
case 7 / / 41.388 41.088
case 8 / / 18.839 /
case 9 / / 30.665 /
case 10 / / 6.6498 6.5386
case 11 / / 8.1938 /
case 12 / / 8.2064 /









case 1 22.45 21.24 20.87 20.49
case 2 22.21 15.19 13.99 13.39
case 3 24.69 16.26 14.85 14.24
case 4 23.07 18.07 16.94 16.86
case 5 9.048 8.015 7.716 7.576
case 6 22.44 18.44 17.57 17.24
case 7 / / 69.84 68.63
case 8 / / 66.30 /
case 9 / / 69.82 /
case 10 / / 40.94 39.73
case 11 / / 64.69 /
case 12 / / 55.00 /
Table 2.6: Grid independency study of the Taguchi L12 cases: heat transfer
coefficient.
order implicit formulation as steady convergence could not be obtained. For an
initial guess of the timestep, the Strouhal numbers reported by Tafti et al. [115]
in a louvered fin were used. These values were then reduced slightly to ensure
convergence was met within 50 iterations. The timesteps varied between 0.001s
and 0.0001s depending on the case. The average value pressure on the inlet section
was monitored and after a number of timesteps this signal became periodic. An
average value of the pressure drop and local wall temperature was then determined
over 4 periods.
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2.3.2 Data reduction
To evaluate the thermo-hydraulic behaviour, the overall heat transfer coefficient h
and pressure drop ∆P are used. The local convective heat transfer coefficient h
is defined using the heat flux q, the local wall temperature and a reference tem-
perature (Eq. (2.3)). For a free stream problem, such as the flow over a flat plate
(Eq. (1.11)) the free stream temperature T∞ is used as a reference value. As the
temperature difference represents the driving force for the heat transfer, it is clear
that this is a correct reference value for a flat plate. In a complex interrupted fin
design, choosing a reference temperature is more difficult. It is clear that using the
inlet temperature Tin is not a good choice, because as flow moves through the fin
array, it will heat up (or cool down). The temperature difference between the inlet
temperature and the wall temperature of a louver downstream thus clearly is not a
good measure of the local driving temperature difference.
Several authors (Perrotin and Clodic [85], Suzuki et al. [18], Zhang and Tafti
[109]. . . ) thus introduced the mean bulk temperature Tb (Eq. (2.4)) as a reference
temperature. The bulk temperature is the mixed mean temperature over a given
flow section. For each louver the bulk temperature is determined depending on
the inlet temperature, the amount of heat Q that has been added upstream of the
louver and the mass flow rate m˙air (Eq. (2.4)). The bulk temperature is then used
as a reference temperature for that louver, similarly as for a flat plate: Eq. (2.3).
However, because the temperature is not uniform across section (and thus locally
differs from Tb) it can occur that the wall temperature is locally lower than the
bulk temperature, which results in a negative value when using Eq. (2.3). This
is illustrated in Fig. 2.8. As can be seen from the local temperature profile, the
fluid near the leading edge of the turnaround louver is cooler than the surrounding
fluid. As a result the wall temperature near the leading edge is lower than the
bulk temperature. This is shown in Fig. 2.8(b). This occurred in a number of
simulations on various louver positions, but the turnaround louver, the exit louver
and louvers 8-9-10 were particularly sensitive to it. However, as can be seen in Fig.
2.8(b) the temperature inversion only occurs on a small section of the louver (and
rarely over more than 10% of the louver length). The convection coefficient can be
consistently defined through Eq. (2.3) on the remainder of the surface. This shows
that although the bulk temperature is a better choice than the inlet temperature it
does not truly represent the local driving force for heat transfer and thus can result
in non-physical results.
A better suited alternative is the bulk temperature or the adiabatic wall tem-
perature as introduced by Moffat [116]. This will be discussed in more detail in
Chapter 5. But because determining the adiabatic wall temperature requires a large
additional set of simulations, it was preferred to use the bulk temperature. To re-
move the impact of any inversion on the results, the local values are averaged out
over 75% of louver the louver length (Eq. (2.5)) and then over the different louvers
(Eq.( 2.6)). X∗ is a dimensionless coordinate: Eq. (2.7).
h(x) = q
Twall(x) − Tb (2.3)
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Parameter Mean value low (-1) Mean value high(+1) Half difference
Re 14.97 60.70 22.87
Fp∗ 42.15 33.52 4.31
t∗ 40.04 35.62 2.21
ϕ 33.75 41.91 4.08
N 37.36 38.30 0.469
q 35.82 39.84 2.00
Table 2.7: Mean low and high values of h¯b and half difference values.
Parameter Mean value low (-1) Mean value high(+1) Half difference
Re 0.34 18.92 9.29
Fp∗ 15.33 3.93 5.70
t∗ 7.99 11.27 1.64
ϕ 5.72 13.54 3.91
N 9.45 9.81 0.18
q 9.53 9.73 0.10
Table 2.8: Mean low and high values of ∆P and half difference values.
Tb = Tin + Q
m˙air ⋅Cpair (2.4)
h¯b,Lp = 10.25 ⋅Lp ⋅ ∫ 10.25 h(X∗) ⋅ dX∗ (2.5)
h¯b = ∑ h¯b,Lp
N
(2.6)
X∗ = x − xleadingedge
Lp
(2.7)
The numerical results as well as the Taguchi L12 matrix are shown in Table
2.3. To determine the impact of a parameter on h¯b or ∆P , the mean value of
h¯b or ∆P is determined for all runs where the parameter is high (1) and for all
runs were the parameter is low (-1). So for the Reynolds number this means the
average over run 1-6 for the low value and run 7-12 for the high value. Half of
the difference between these two values then represents a measure of the impact
of this parameter. These values are shown in Table 2.7 for h¯b and in Table 2.8
for ∆P . These results are shown graphically in Fig. 2.9. For both the pressure
drop and the mean heat transfer coefficient the Reynolds number is the dominating
influence: increasing Re results in higher heat transfer coefficients and pressure
drop. The geometrical parameter with the most influence on both the mean heat
transfer coefficient and the pressure drop is the fin pitch ratio: decreasing this
value will increase the convective heat transfer coefficients and the pressure drop.
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(a)











Figure 2.8: (a) Local temperature profile (K) around the turnaround louver (case
1) - (b) local surface temperature on the turnaround louver set out against the
absolute value of X∗ - blue dots: upper side, red dots: bottom side, black line:
mean bulk temperature Tb determined for the turnaround louver.
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This is because the structure becomes more compact, more closed: larger flow
acceleration results in thinner boundary layers and better heat transfer but also
increased frictional pressure drop. The impact of the fin angle ϕ is only slightly
smaller than that of the fin pitch ratio: increasing ϕ both increases h¯b and ∆P .
The pressure drop will rise because a larger ϕ means a larger frontal surface area
of the entry, turnaround and exit louver, which results in more form drag. At the
same time this results in a slight increase in the total surface area of the fin for the
same length (larger inclined sections). The impact of the fin thickness ratio and
the number of louvers is only half of the other geometric parameters.
(a)
(b)
Figure 2.9: (a) Mean low and high value of h¯b for 6 parameters - (b) Mean low
and high value of ∆P for 6 parameters.
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2.4 Conclusions
In this chapter the inclined louvered fin geometry which will be studied in this PhD
has been introduced. Despite some promising results presented in open literature
for related fin geometries, no data are available. The ultimate goal of this research
project is to determine a thermo-hydraulic correlation for this fin type and to obtain
a better understanding of the heat transfer enhancement mechanisms taking place.
By reviewing experimental and numerical studies published on both slit fins and
louvered fins a general range was established for the geometric parameters. Four
geometric parameters were considered: the fin pitch and fin thickness ratio, the
fin angle and the number of louvers. Next to these geometric parameters, there
are two operational ones: the Reynolds number and surface heat flux. To deter-
mine which of these parameters have a high impact on the thermo-hydraulics, a
numerical screening was performed using the Taguchi L12 matrix. This study was
performed numerically as to provide input data to design the test setup. It was
determined that the Reynolds number, the fin pitch ratio and the fin angle have
the strongest impact on the thermo-hydraulic behaviour. These parameters will be
studied in more detail in the subsequent sections. In Chapters 3 and 4 the mean
flow behaviour and the transition to unsteady flow will be examined. In Chapter 5
the main thermo-hydraulic characteristics will be described.

3
Flow Behaviour in Inclined Louvered
Fins
3.1 Introduction
In Chapter 1 the flow over a surface and the heat transfer were linked through the
concept of the thermal boundary layer. Throughout the evolution of (compact)
heat exchangers, the various enhancements have focused on decreasing the mean
boundary layer thickness by altering the flow (e.g. introduction of vortices) or
the geometry (surface interruption and corrugation) or by a combination of both.
Standard louvered fins are a fine example: the surface is interrupted, which results
in an overall thinner boundary layer due to frequent restarting. At the same time
the flow is deflected (as shown in Chapter 1). This extends the flow path through
the fin array, which allows for longer contact time with the surface and thus results
in increased heat transfer rates, and also in increased pressure drop. In Chapter 1
the flow behaviour in louvered fins was briefly described: two distinct flow regimes
with a fairly sharp transition between them. Because the geometry of the inclined
louver fin is similar to that of the standard louvered fin, one a priori expects some
similar flow phenomena to occur. Because of the strong coupling between the heat
transfer, pressure drop and the flow behaviour, a considerable effort in this PhD
was committed to the study of the flow in inclined louvered fins. This Chapter
discusses the mean flow behaviour, while in Chapter 4 the transition from steady
laminar flow to unsteady flow is studied. This data can provide valuable insights
for possible future applications of this fin type as well as help focus the future
study on configurations and Reynolds numbers of interest.
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3.2 Flow behaviour in louvered fins
To provide a more general background, a more detailed discussion will be pre-
sented on the flow behaviour in louvered and slit fins in the paragraphs below.
Three topics will be highlighted: the concept of the flow efficiency η in louvered
fins, the development of the flow and the impact of wall effects. A related topic,
the effect of thermal wakes will be discussed in Chapter 5. An extensive amount
of research has been published on the flow behaviour in louvered fins. It is not
the author’s intention to present an exhaustive overview of all previous work, but
rather to present a comprehensive review, focused on specific topics. A thorough
review on numerical studies on louvered fins up to the year 2000 was presented by
Shah et al. [16].
3.2.1 Flow efficiency η
When louvered fins first arose, it was unclear why these fins resulted in such a heat
transfer enhancement compared to other types. Some authors speculated that the
louvers merely acted as flow turbulators, enhancing mixing. It was Beauvais [117]
who showed that the flow in louvered fins actually was deflected and that it became
aligned with the louvers. He performed a series of flow visualisation experiments
on 10:1 scale models in a wind tunnel using smoke traces. Although he did not
specify any quantitative data on the alignment his experiments showed that the
louvers served to direct the flow and not merely act as flow disruptors. Davenport
[19] also performed flow visualisation using smoke traces on 10:1 scaled models.
His work supported the findings of Beauvais, showing that the louvers align the
flow. Davenport [19] tested 32 models consisting of 22 fins (4:1 scaled). ReLp
varied between 370 and 795. He noted that the main flow angle increased with
flow velocity, especially for the configurations with a large fin pitch. He also
found that the flow angle was larger for the small fin pitches. He speculated that
the flow angle dependency on the Reynolds number was a result of boundary layer
growth on the louvers. Tura [96] performed flow visualisation experiments on both
triangular and rectangular louvered fins (Fig. 3.1) and found that flow behaviour
was similar in these configurations. However his setup only consisted of five 10:1
scaled fins, which means his results were probably distorted by wall effects as
described further on.
Kajino and Hiramatsu [118] performed flow visualisations on 10:1 scaled mod-
els in a water tunnel using dye injection and hydrogen bubbles. The dye injection
technique was used to show single streamlines through the array and highlight
vortices, recirculation and unsteady phenomena. The hydrogen bubbles were gen-
erated using a metal electrode upstream of the array. Because of their small size
the bubbles could be used to visualize the flow without any major buoyancy ef-
fects. Similarly to Davenport [19] they reported that the flow alignment increased
if the fin pitch ratio was decreased. In a subsequent numerical study Hiramatsu et
al. [20] showed good agreement between the predicted and the earlier visualised
flow. As can be seen in Fig. 3.2 increasing the Reynolds number and decreasing
FLOW BEHAVIOUR 57
(a) (b)
Figure 3.1: Two commonly used louvered fin construction methods for flat tube
heat exchangers: (a) triangular (studied by e.g. Davenport [19]) – (b) rectangular
folded fins brazed between the tubes.
the fin pitch ratio results in a better alignment with the louvers. They concluded
that although flow visualization is a useful tool for assessing the performance of
louvered fins, numerical simulations are necessary for a quantitative evaluation.
Achaichia and Cowell [21] undertook a steady two-dimensional analysis of the
fully developed periodic flow situation in an infinite louver array with infinitely
thin louvers. They quantified the alignment property of the louvers by introducing
the concept of mean flow angle α. As can be seen in Fig. 3.3, the flow is aligned
with the louvers to a few degrees at high Reynolds numbers and a sharp falloff
occurs for ReLp < 100. The flow angle drop off is more rapid as the fin pitch ratio
increases. As they considered a fully developed situation, their results probably
overestimate the mean value for an actual heat exchanger, due to the developing
section where the flow must align itself. These numerical results thus confirmed
the earlier findings by Davenport [19]: the existence of two distinct flow regimes,
louver oriented flow and duct oriented flow, respectively occurring at high and low
ReLp . This is graphically illustrated in Fig. 3.4.
In a related experimental study, Achaichia and Cowell [23] tested 23 heat ex-
changers with varying fin pitch, louver pitch and louver angle. They found a strong
drop off in the Stanton number at low Reynolds numbers, as shown in Fig. 3.5.
This behaviour is closely linked to the predicted mean flow angle. And so arises
the concept of the flow efficiency η, Eq. (3.1). This term was devised by Webb
and Trauger [24] to describe the flow behaviour as well as predict the onset of the
flattening of the Stanton curves. The word efficiency implies a positive effect if this
value increases; from a heat transfer point of view a higher flow efficiency value
implies higher heat transfer coefficients as the flow becomes more aligned with the
louvers. As can be seen in Fig. 3.5 at high Reynolds numbers the Stanton number
is nearly parallel (but lower) to the Pohlhausen solution for laminar boundary layer
flow over a flat plate.
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(a) F ∗p = 1, θ = 25○, ReLp = 100 (b) F ∗p = 1.5, θ = 25○, ReLp = 100
(c) F ∗p = 1, θ = 25○, ReLp = 250 (d) F ∗p = 1.5, θ = 25○, ReLp = 250
(e) F ∗p = 1, θ = 25○, ReLp = 500 (f) F ∗p = 1.5, θ = 25○, ReLp = 500
(g) F ∗p = 1, θ = 25○, ReLp = 1000 (h) F ∗p = 1.5, θ = 25○, ReLp = 1000
Figure 3.2: Comparison of numerical (dashed lines) and experimental results (full




Webb and Trauger [24] performed flow visualisation in an open water tunnel.
To determine the flow efficiency η from the visual observations, they defined η
as the ratio of the actual transverse distance D travelled by the streamline to the
ideal distance Did the streamline would travel if the flow followed the louvers
perfectly, Eq. (3.2). These distances are indicated in Fig. 3.6. This is a reasonable
approximation for the range of louver angles commonly used, and thus has been
used in other flow visualisation studies, e.g. DeJong and Jacobi [25] and Bellows






Using data from earlier studies, as well as own visualisation data, DeJong and
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Figure 3.3: Mean air flow angle as predicted by Achaichia and Cowell [21] set
out against ReLp for various louver angles
Figure 3.4: Graphical representation of the two flow regimes within louvered fins:
duct oriented and louver oriented flow, Cowell et al. [22]
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Figure 3.5: Stanton number vs. ReLp for louvered fin heat exchangers showing a
transition from duct oriented to louver oriented (flat plate) flow, Achaichia and
Cowell [23]
Figure 3.6: Graphical approximation to the fin efficiency η: the ratio of the actual
transverse distance D travelled by a streamline to the transverse distance Did the
streamline would travel if it were perfectly aligned with the louvers, Webb and
Trauger [24]
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Jacobi [25] presented a thorough study on the flow efficiency in louvered fins.
They see the flow as a superposition of both duct directed and louver directed flow
and attribute the transition between the two flow regimes to the flow following the
path of least resistance, the lowest total pressure drop. ‘The total pressure drop
consists of two contributions: friction drag and form drag. For flow in a flat duct,
Bodoia and Osterle report that for a fixed mean velocity the pressure drop for
developing flow decreases as the duct diameter increases ( [121]). So one expects
the friction drag to be lower in duct flow than in louver-directed flow for the usual
case of Fp > Lp. The form drag for flow over a flat plate aligned with the flow is
less than the form drag for flow over an inclined plate. So one expects the form
drag to be lower for louver directed flow (where the flow has a nearly zero angle
of attack to the louvers) than for duct flow (where the flow has a non-zero degree
angle of attack to the louvers). Therefore, with friction drag favoring duct flow
and form drag favoring louver directed flow, these two mechanisms compete to
establish the flow efficiency. At low Reynolds numbers the first effect dominates,
and the flow is largely duct-directed. However, as the Reynolds number increases,
the friction drag increases at a slower rate than the form drag, and eventually
louver-directed flow is favored, DeJong and Jacobi [25]. The flow efficiency vs.
ReLp for three different configurations is shown in Fig. 3.7. It can be seen that
the flow efficiency asymptotically approaches its maximum value as the Reynolds
number increases; i.e. above a certain Reynolds number the flow efficiency is
approximately constant, its value depending on the array geometry, e.g. 0.77 for
the configuration with a louver angle of 27○ and a fin pitch ratio of 1.09. Figure 3.7
also shows that as the louver angle increases (from 18○ to 28○) the flow becomes
more louver directed. Two mechanisms are at work here. Firstly, the duct diameter
effectively decreases with an increase in louver angle, so the friction drag for flow
through the duct increases, and the path of least resistance passes more through the
louvers. Secondly, as the louver angle increases, there is a greater pressure-drop
penalty due to form drag associated with duct-directed flow, and the path of least
resistance becomes more and more louver-directed. For a complete discussion of
the effects of the louver geometry on the flow efficiency, see DeJong [122].
Many authors presented correlations for the flow efficiency in louvered fins
based on their own measurements: Achaichia and Cowell [23], Webb and Trauger
[24] (later modified by Sahnoun and Webb [123]), Bellows [119], Wartick and
Jacobi [120]. . . Zhang and Tafti [28] compared the various correlations and found
large discrepancies between the various sources. By using a large set of validated
numerical simulations (validation done through the dataset of DeJong and Jacobi
[25]), they studied the impact of the geometrical parameters (louver angle, fin
pitch ratio and louver thickness ratio) and the Reynolds number on η. Their results
showed that the flow efficiency increases with Reynolds number and louver angle,
but decreases with fin pitch ratio and louver thickness ratio. Compared to the fin
pitch ratio, the louver angle has a stronger impact. The louver thickness ratio
has a significant impact for small louver angles. Zhang and Tafti [28] derived a
model for η. Their model consists of three terms: one is the result of a first order
hydrodynamic and geometrical model; the two other terms are statistically fit to the
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Figure 3.7: Flow efficiency vs. ReLp for three different arrays, Dejong and
Jacobi [25]
dataset. The model is able to predict more than 95% of the numerical predictions
within a 10% error band.
3.2.2 Flow development in louvered fins
Davenport [19] also conducted velocity and turbulent intensity measurements in-
side the fin array using a hot wire. He observed that flow at the base of the fin
was nearly two times the flow over the louvers and had a higher turbulent inten-
sity. The degree of louver bypass flow was proportional to the louver-length to
fin height ratio. This bypass flow is natural, due to the flow choosing the path
of least resistance. This shows that for maximum benefit, as much as possible of
the surface area between the tubes should be interrupted, allowing little room for
bypass flows. Axial velocity measurements revealed developing flow for the first
few louvers, with a larger developing region downstream of the turnaround louver.
Antoniou et al. [124] performed detailed two component hot wire measurements
in a scaled model of a louvered fin. The fin pitch ratio was 1.7 with a louver angle
of 25○. The measurements showed that the mean flow angle increased for each
stream wise louver up until the fourth one. Beyond the fourth louver the mean
flow angle maintained a value slightly less than the louver angle. The resulting
value was dependent on the Reynolds number. It should be noted that the scaled
model used by Antoniou et al. [124] only had 7 fins, which probably resulted in
some wall effects perturbing the measurements.
Springer and Thole [26] performed a series of two-dimensional hot wire mea-
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surements between the louvers of a scaled (20:1) model. Six different configura-
tions were studied, each having a louver thickness ratio of 0.08 and 14 louvers.
The fin pitch ratio varied between 0.76 and 1.52 and the louver angle was set to
27○ or 39○. In each configuration, the velocity profiles were measured over the fin
passage at each louver, with the cut starting at the midpoint of the louver moving
vertically upwards, perpendicular to the axial flow. The flowfield was characterised
using these velocity profiles and the resulting flow angle data. The mean velocity
angle α¯ was determined. The results can be seen in Fig. 3.8. As can be seen, there
is a clear entry region in which the flow becomes aligned to the louvers. The size
of this region is dependent on the fin geometry. It can be seen that the fin pitch
ratio has a stronger impact on the entry region than the fin angle. These findings
are consistent with those of Antoniou et al. [124] and Davenport [19]. This entry
region is the reason why the flow efficiency data of Achaichia et al. [21] overesti-
mated those of e.g. Webb and Trauger [24], as was noted by Zhang and Tafti [28]
and Bellows [119].
Figure 3.8: Effect of the fin pitch ratio and louver angle on the ratio of the
average flow angle α¯ to the louver angle θ for 5 louvered fin configurations,
Springer and Thole [26]
3.2.3 Wall effects
Bellows [119] studied the impact of the number of fins on the flow efficiency by
comparing measurements done in a six fin model to those done in a 12 fin model.
He found that the results differed up to 100%. To ensure that their measurements
were not affected by wall effects, Springer and Thole [125] performed an extensive
preliminary design study through CFD. Their final setup counted 19 fins. Dejong
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and Jacobi [27] further studied the impact of wall effects in more detail and com-
pared measurements in a fin array with 12 to 14 fins to those a fin array with 3 fins.
It was shown that, compared to flow far from the walls where spanwise periodic
conditions exist, flow near the walls is characterized by a lower flow efficiency
(Fig. 3.9), deviations in the flow velocity, large separation and recirculation zones
between the louvers and unsteady flow at Reynolds numbers where the flow far
from the wall is steady. Because of the lower flow efficiency, the angle of inci-
dence of the flow to the louvers is higher. The flow separates at the leading edge
due to the large adverse pressure gradient, and a large recirculation zone forms on
the downstream side of the fin. A small second recirculation zone forms at the
trailing end of the fin because the flow passing along the downstream end of the
fin interacts with the first recirculation zone, resulting in a region of high shear,
which is resolved by a secondary small recirculation zone. The presence of the
first recirculation zone causes a flow expansion along the upstream side of the next
louver downstream. Above a certain Reynolds number, the adverse pressure gra-
dient associated with this expansion results in a third recirculation zone. These
separation and recirculation zones have a destabilizing effect on the flow and thus
the fin starts to shed vortices at a lower Reynolds number than those in the center
of the array. A schematic representation of the recirculation zones is shown in
Fig. 3.10. The wall effects result in an increase of the pressure drop which is not
representative of the flow in a complete heat exchanger.
It is thus for very important to verify that, when performing measurements on
(scaled models of) louvered fins, the impact of the number of louvers on the final
results is negligible. A number of studies in the past did not consider this effect,
which can explain the large differences between various data sources. DeJong and
Jacobi [27] recommend a minimum number of fins Nfins, depending on the fin
geometry:
Nfins = Nwall + Lp ⋅N ⋅ tan(θ)2 ⋅ Fp (3.3)
where
Nwall = 6 for θ < 30○ and F ∗p > 0.9
Nwall = 8 for θ ≥ 30○ or F ∗p ≤ 0.9
Nwall = 9 for θ ≥ 30○ and F ∗p ≤ 0.9
This equation is sufficient for most cases. However for cases with a large num-
ber of louvers and a large louver angle or a very small fin pitch ratio, an additional
minimum boundary must be imposed on Nwall, Eq. (3.4). These equations sug-
gest a minimum of 8 to 10 fins but DeJong and Jacobi [27] recommend at least
12 fins for the typical geometries. It should be noted that for actual full size heat
exchangers, the impact of the wall effects is negligible.




Figure 3.9: (a) The effect of wall proximity on the flow efficiency for a louvered
fin with θ = 22○ and F ∗p = 1.2 - (b) The number of fins spanned by a single
streakline, D
Fp
vs. ReLp for three different arrays. The solid symbols represent
three fin measurements and the open symbols 12 fin measurements, DeJong and
Jacobi [27]
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Figure 3.10: Sketch showing the three recirculation zones between louvers in the
near wall region, DeJong and Jacobi [27]
3.2.4 Conclusions
The literature survey above has shown that there are two prominent flow regimes
in louvered fins: duct oriented flow (mean flow angle ≈ 0, occurs at low Reynolds
numbers) and louver oriented flow (mean flow angle ≈ θ, occurs at high Reynolds
numbers). Because a better alignment with the louver results in higher convective
heat transfer coefficients, the term flow efficiency η has been introduced for the
ratio of the mean flow angle to the louver angle. The transition between the two
flow regimes is triggered due to the flow taking the path of least resistance (least
overall pressure drop); and thus is driven by the boundary layer growth between
the louvers (at low Reynolds numbers thick boundary layers block the passages
between the louvers forcing the flow to go between the fins). The fin geometry
has a strong impact on the value of the flow efficiency, and also affects the size of
the entry region, as the flow needs some time to become aligned with the louvers.
Increasing the Reynolds number and louver angle result in higher values for η.
Increasing the fin pitch ratio or the louver thickness ratio will result in lower values
for η. Because the flow is deflected, a minimum number of fin rows is required
to perform measurements which are not distorted due to wall effects. Because
the geometry of the inclined louvered fin has strong similarities with that of the
louvered fin, one can a priori assume similar flow behaviour will occur: thick
boundary layers at low Reynolds numbers affect the size of the passage between
the louvers, and as the Reynolds number increases, these passages open up.
To study the flow behaviour in inclined louvered fins, and to determine whether
any boundary layer driven phenomena occur a water tunnel flow visualisation cam-
paign was set up using scaled models. In the subsequent sections firstly the exper-
imental setup and procedure will be described after which a new concept, the fin
angle alignement factor will be introduced. This value will be used in a similar
way as the flow efficiency in louvered fins to quantitatively describe mean flow
behaviour around the louvers.
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3.3 Experimental setup and procedure
3.3.1 Water tunnel setup
A closed loop water tunnel (Fig. 3.11) which had been previously designed and
used for flow visualisation in louvered fins (Wartick and Jacobi [120], DeJong
and Jacobi [25]) and slit fins (DeJong and Jacobi [33]) was used to visualize the
flow in scaled models of the inclined louvered fin. This water tunnel can be found
at the Mechanical Engineering Faculty of the University of Illinois, at Urbana-
Champaign, United States. As can be seen in Fig. 3.11, the setup consists of
various components. The inlet settling chamber allows for flow stabilization up-
stream of the inlet contraction. The 3:1 area contraction suppresses boundary layer
growth upstream of the test section. Two aluminium honeycomb flow straighteners
(3 cm thick with 0.8 cm diameter hexagonal cells) were present within the contrac-
tion section: one at either end. Downstream of the test section (width x height x
length: 0.3m x 0.3m x 0.45m) the diffuser results in an unseparated deceleration
of the flow into an outlet settling chamber. The flow passes through a frequency
controlled pump which can set water flow rates up to 1900 cm3/s. The tunnel was
constructed from stainless steel to resist corrosion. The test section is made of 1.27
cm thick acrylic plates to allow for visual access.
A large variety of methods for flow visualisation in water or in other liquids
exists. An overview was presented by e.g. Merzkirch [126]. To visualize the
streamlines or vortex shedding throughout a geometry tracers are used. These
tracers can be solids (e.g. small glass beads), gas (e.g. small hydrogen bubbles)
or liquids. As liquids are easiest to use, this option was selected. The main liquid
tracers used in water are (Werle´ [127]):
• diluted milk (mixture of milk, alcohol and dye whose intensity and viscosity
are the same as those of water)
• diluted rhodorsil (stable white mixture replacing milk)
• fluorescent dye
• substances such as ink, commercial dye and potassium permanganate
It is important that the added tracer does not disturb the flow. The tracer should
thus have a similar density, viscosity and velocity upon entering the fluid stream.
Three liquid tracers were tested: a mixture of milk and methanol with food dye for
added contrast, pure food dye and water mixed with food dye. It was found that the
density of the food dye was larger than that of water and thus could not be used.
The water also became cloudy very fast upon testing because of the large amount
of colorant. The mixture of milk and methanol was prepared to have the same
density as the water in the tunnel by using a density meter. Some food dye was
added to provide a bit more contrast. This mixture provided good results, but after
half an hour of testing the water started to become murky. The mixture of food dye
and water required more food dye compared to the milk methanol mixture to result
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Figure 3.11: Schematic of the water tunnel used in this study: (A) inlet settling
chamber, (B) inlet contraction, (C) test section, (D) diffuser, (E) outlet settling
chamber (F) Pump. Top figure: top view, bottom figure: side view.
in sufficient contrast for the images, and thus had a slightly higher density. Using
this mixture allowed for measurements to take place for two to three hours before
the contrast became too low. This mixture was thus selected to be used during the
visualisation experiments. Three different food dye colors were used: red, green
and blue. It was found that blue and green resulted in superior image contrast and
required less food dye to be added to the water.
To estimate the impact of the density difference, the Richardson number Ri
(Eq. (3.5)) was determined for various Reynolds numbers. This dimensionless
number is determined using the Grashof number (Eq. (3.6)) and ReLp and rep-














Table 3.1: Richardson number of the water flow (T = 20○C) based on the density
difference for different Reynolds numbers
is much smaller than 1, the inertial forces dominate. A Richardson number much
greater than 1 indicates that the buoyancy effects are dominant. Adding 10 drops
of dye (ρ ≈ 1.2 kg/m3) to 0.5 liter of water results in a density difference of 0.02%.
This results in Grashof number of 15571, for a water temperature of 20 ○C. In
Table 3.1 the values for the Richardson number are listed for various Reynolds
numbers. As can be seen for a Reynolds number up to 125 the buoyancy forces
will have a strong impact on the flow, decreasing as the Reynolds number becomes
larger. Above 300 - 400 the impact will become small to negligible.
Ri = GrLp/Re2Lp (3.5)
GrLp = g ⋅L3p ⋅∆ρν2 ⋅ ρ (3.6)
During the visualisation it was observed that for Reynolds numbers ranging
from 180 - 300 there was some gravity fall of the dye as it passed through the scaled
model; the dye exited the fin array at a slightly lower vertical position compared
to vertical position at the injection. The fall of the streakline had no apparent
effect on the transversal distance travelled (which is used to determine the mean
flow angle). Because this study is focused on forced convection, no measurements
were done for a Reynolds number lower than 120. At this value the gravity drop
of the streakline was about 1.5 - 2 cm over a distance of 30 cm. The water height
in the test section was 0.2 m. This resulted in a hydraulic diameter of 0.24 m,
12 times the louver pitch. If we then consider the duct Reynolds number (using
Dh), it was found the inlet flow would become turbulent at a ReLp of about 800,
and that at lower Reynolds numbers some effects could be noticeable. However,
because the water tunnel design is aimed at postponing the transition to turbulent
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flow it should be possible to perform measurements up to a Reynolds number of
500 - 600.
The water-dye mixture was fed gravimetrically through a flexible tube con-
nected to a 1 mm copper injector (Fig. 3.12). The flow rate was controlled using
a needle valve. Because the dye slowly diffuses as it passes through the tunnel,
the injection point was placed close to the scaled model (1 - 2 cm upstream). To
determine the water velocity the injector was moved to the front of the test section,
and the scaled model was placed at the far end of the test section. This resulted
in a distance of about 25 - 30 cm between the injection point and the inlet of the
scaled model. By measuring how much time is required for a small amount of dye
to travel this distance, the flow velocity can be determined. Each measurement
was repeated 5 times and the average velocity value was used to determine the
Reynolds number. A K-type thermocouple was used to measure the water temper-
ature to determine the fluid properties. The temperature varied between 20 - 26 ○C
due to differences in time of day, groundwater temperature, weather. . . The mean
uncertainty on the Reynolds number was 4%. In Appendix A.1 the uncertainty
analysis is presented in detail.
Figure 3.12: Schematic of the test section containing the inclined louvered fin
model and the dye injector
To record images of the flow, a mirror is mounted underneath the test section at
a 45○ angle. This can be seen in Fig. 3.13. This allows images to be recorded using
a camera mounted parallel to the tunnel instead of on top of underneath. To provide
adequate contrast in the images, some lighting is required. The water tunnel lab
contains fluorescent lighting across the ceiling but it does not shine directly on the
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test section. Direct lighting on the water surface caused a ‘glare’ effect. Various
tests were performed to provide indirect lightning, and eventually it was selected to
use a portable fluorescent light mounted directly on top of the test section, shining
through a thin (4 mm) styrofoam sheet. The fluorescent lamps were mounted
across the center of the scaled model to provide lighting in the central passages.
The images were recorded with a standard off the shelf digital camera, mounted
about 0.5 m away from the test section to avoid optical distortion.
Figure 3.13: Image of the water tunnel test section with a mounted configuration
and the mirror used to show the flow through the fin setup. The lighting through
fluorescent lamps and the flexible tube connected to the injector carrying the
water-dye mixture are shown as well.
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Configuration F ∗p ϕ(○) t∗
1 1.7 12.64 0.1
2 1.125 12.64 0.1
3 1.7 30.96 0.1
4 1.125 30.96 0.1
5 1.38 19.78 0.1
6 1.38 19.78 0.2
Table 3.2: Geometric parameters of the six configurations studied through flow
visualisaton
3.3.2 Scaled model geometry
In Chapter 2 the parameter space which will be considered for inclined louvered
fins in this study was fixed. For the actual geometry, a scaling factor now needs
to be selected. A high scaling factor will result in a large spatial resolution of
the images, but considering the limited tunnel size it reduces the number of fins
and thus increases the potential impact of wall effects. So a compromise needs
to be found. For the water tunnel study a scaling of 20:1 was selected, resulting
in a louver pitch of 2 cm. To increase the number of fins, the fin pitch ratio was
restricted between 1.125 and 1.7. This resulted in 9 fins that fit inside the test
section for a fin pitch ratio of 1.7, which is less than the recommended amount
by DeJong and Jacobi [27]. But because it is expected that the flow deflection
in inclined louvered fins is less pronounced than in louvered fins, and that it will
mainly be very high at very low Reynolds numbers (which cannot be visualised
due to buoyancy effects) the smaller number of fins should not result in erroneous
measurements. This is confirmed by the data presented further on. To study the
impact of the fin pitch ratio and fin angle 5 configurations were selected. These
are number 1 - 5 in Table 3.2. To study the impact of the fin thickness a sixth
configuration was added, having a louver thickness twice as large as configuration
1 - 5. The thin (2 mm thickness) louvers were made of stainless steel and the thick
louvers of plexiglass (4 mm thick). The entry, exit and turnaround louver were
made of copper segments, cut to length and then soldered together. The edges were
made smooth. To fix the louvers into place two end plates were manufactured for
each configuration. These were made from 4 mm thick plexiglass sheets as they
need to be transparent and sufficiently strong. The openings to fix louvers were
made through lasercutting. The resulting fin geometry of configuration 1 - 6 can
be seen in Fig. 3.14. As can be seen, altering the geometric parameters has a
profound impact on the appearance of the fin design. It ranges from a tight stair
structure (configuration 2) to a very open near slit fin design (configuration 3).
Configuration 5 is very similar to the original design shown by Shah et al. [16] as












The inclined louvered fin models were assembled and then mounted in the wa-
ter tunnel. The water tunnel was then filled so that the water level just reached
above the second endplate (Fig. 3.12). Upon filling the water temperature was
often warmer than the room ambient temperature. The pump was then started,
and the dye water mixture prepared. The temperature was monitored and after
about an hour the temperature had sufficiently stabilized to perform the experi-
ments for a single Reynolds number. The injector was then placed at the top side
of a fin passage, near the inlet louver. The dye injection was then started by open-
ing the valve and adjusting the flow rate in such a way that a single streamline
was clearly visualized. Then a series of images was recorded: views of the com-
plete model, the zone between entry and turnaround louver and the zone between
turnaround and exit louver. These images allow to assess the mean flow situation
(steady, unsteady) and to determine the fin angle alignment factor as described in
the following section. A few examples of the recorded streaklines are shown in
Fig. 3.15. As can be seen the flow behaviour is very dependent on the geometry.
Close-up images were recorded of specific flow features such as vortex shedding
or flow separation. Some of these are presented further on in section 3.6. The
injection point was then moved a bit down and the process was repeated. Over a
single fin passage 5 - 8 streamlines were visualised resulting in a thorough view of
the flowfield. Then the flow velocity was increased and the process was repeated
again. As the Reynolds number increased, the flow became unsteady within sev-
eral configurations limiting the visibility of the injected dye as it diffused rapidly.
This phenomenon combined with the increasing unsteady motion of the flow at
the entrance of the test section limited the upper Reynolds number at which visu-
alisation could be performed to about 600 - 650. The visualisations showed that
the unsteady flow has a three dimensional nature as the dye was dispersed over a
band in both the y- (water tunnel width) and z-direction (water tunnel height). As
the louvers are not transparent the actual three dimensional shedding could not be
visualised.
3.4 Fin angle alignment factor
If the geometry of the inclined louvered fin (Fig. 2.2) is considered, a priori it
is clear that similar phenomena as in louvered fins will occur. At low Reynolds
numbers the thick boundary layers will close off the passages between the louvers,
forcing the flow to wind up and down. As Reynolds number increases, the flow
passages will open up and the flow becomes more slit fin like, aligned with the
louvers. In order to quantify the flow behaviour in the inclined louvered fins, the
fin angle alignment factor ζ (defined in Eq. (3.7)) is used. Note that the definition
is very similar to that of the flow efficiency η for louvered fins (Eq. (3.1)). It is
the ratio of the mean flow angle α¯ to the fin angle ϕ. As shown above, a high
value of η corresponds to a flow almost parallel to the louvers, resulting in large
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(a) Configuration 1 - ReLp = 127
(b) Configuration 4 - ReLp = 145
(c) Configuration 5 - ReLp = 187
Figure 3.15: Three examples of streaklines recorded in different configurations.
convective heat transfer coefficients, which resulted in the term flow efficiency.
For the inclined louvered fin array, high values of ζ indicate that the flow along
the louver surface is dramatically reduced, and the local heat transfer coefficient
can be expected to be lower. This would make the term flow efficiency misleading
for inclined louvered fins, so it was chosen to use an alternate term: the fin angle
alignment factor. Similar to the geometric approximation for the flow efficiency
in louvered fins as shown earlier, ζ can be approximated by the ratio of the actual
transverse distance D travelled by a streamline to the ideal distance Did it would











The recorded flow images were imported into a graphical software package which
allowed to determine the mean flow angle. The mean flow angle was determined
between the point where the streamline entered the fin array and the midpoint of
the turnaround louver, as shown in Fig. 3.17. To correct for any optical distortion
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Figure 3.16: Graphical approximation to the fin angle alignment factor ζ: the
ratio of the actual transverse distance D travelled by a streamline to the transverse
distance Did the streamline would travel if it were perfectly aligned with the fin
angle
both at the inlet and at the turnaround louver the distances were expressed as a ratio
of the local fin pitch. This results in Eq. (3.9) for the transverse distance D. An
extra parameter τ is introduced, representing the number of times the streamlines
passes a fin before reaching the end point. So if the streakline remains within the
same fin passage as the injection point, τ = 0, for each fin the streamline crosses
τ is increased by 1. So for the streamline in Fig. 3.17 τ = 1. The ideal travelled
distance Did can be expressed based on the fin geometry, Eq. (3.10). This results
in Eq. (3.11) for the fin angle alignment factor.




− τ) ⋅ Fp (3.9)
Did = (N + 1.5) ⋅Lp ⋅ tanϕ (3.10)
ζ ≈ (N + 1.5) ⋅Lp ⋅ tanϕ + ( ∆xFp1 − ∆yFp2 − τ) ⋅ Fp(N + 1.5) ⋅Lp ⋅ tanϕ (3.11)
For each configuration a series of graphs can then be produced, one for each
measured Reynolds number, showing the values of ζ set out against the injection
location. This value represents the position of the injector relative to the fin pas-
sage and is scaled with the fin pitch, so it ranges from 0 (top of the fin passage)
to 1 (bottom of the fin passage). An example is shown in Fig. 3.18(a). The er-
ror bars are indicated. A detailed description of the uncertainty analysis can be
found in Appendix A.2. There is a strong variation depending on the injection
location. Similar findings were reported by Wartick and Jacobi [120] and DeJong
and Jacobi [25], who found that the fin efficiency value depended on the injection
location. They stated that the maximum value was found for a streamline in the
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Figure 3.17: Graphical approximation to the fin angle alignment factor ζ: the
ratio of the actual transverse distance D traveled by a streamline to the transverse
distance Did the streamline would travel if it were perfectly aligned with the fin
angle
center of the fin passage, and the minimum for a streamline touching the inlet lou-
ver. In their data reduction the average of this minimum and maximum was used.
It is clear from Fig. 3.18(a) that using the average of the maximum and minimum
value of the datapoints would not represent a fair average of the fin angle align-
ment factor. To determine a correct average value the gaps between the data points
should be filled with additional data. To this end, a series of numerical simula-
tions were undertaken. Many authors, such as Zhang and Tafti [28] had previously
studied the flowfield in louvered fins using numerical simulations. This combina-
tion of numerical and experimental data is in line with the comments by Kajino
et al. [118] who had stated that flow visualization is a useful tool for assessing
the performance of louvered fins, but numerical simulations are necessary for a
quantitative evaluation.
To verify that wall effects had no impact on the measurements, the fin angle
alignment factor was determined for 4 fin passages of configuration 1 and 3 (those
with the smallest number of fins). The values agreed to within the uncertainty
ranges. Only data from the central passage will be shown and used in further data
reduction. To verify the measurement procedure, configuration 1 (which was the
first to be tested) was remounted after all other configurations had been finalised.
The measured fin angle alignment values for this measurement agreed to within
the uncertainty ranged after having been completely dismantled.
Not all streakline images were used to determine the fin angle alignment fac-
tor. All images who had streamlines passing just underneath or just above the
turnaround louver were excluded. As a small change in the injection location can
result in a streamline passing just above or underneath the turnaround louver, the
uncertainty of these images is too large. Only steady streaklines were used to
measure the fin angle alignment value. Unsteady images were not used, but some
unsteadiness was allowed in the second part of the fin array, downstream of the
turnaround louver. In a few cases a streakline resulted in a ζ value very different




Figure 3.18: (a) The graphically determined fin angle alignment factors for
configuration 5, ReLp : 402 - (b) Comparison of the experimentally determined ζ
values and the numerically determined values, configuration 5 - ReLp = 402
3.4.2 Numerical simulations
The flow through the 6 different configurations was simulated using Fluent©. The
same grid setup and simulation settings as described in paragraph 2.3.1 were used:
a single fin with entry and exit region, periodic boundary conditions on the top
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and bottom surface. . . For each configuration two grids were used: a coarse (8 - 13
cells across the fin thickness depending on the configuration) and a fine (13 - 16
cells across the fin thickness depending on the configuration). The total number
of cells for each grid and per configuration are shown in Table 3.3. The Reynolds
numbers were set to the values studied in the water tunnel experiments. A sim-
ulation was not done for every Reynolds number for which experimental data is
available. Instead a selection was made to cover the considered range focusing
on those Reynolds for which a large amount of experimental data was available.
BecauseReLp is low (smaller than 500) a laminar solver was used. For most cases
steady convergence was obtained. To verify the convergence, a series of surface
monitors were defined during the simulations. The overall pressure drop and the
mean velocity component in the wake of each louver were monitored to ensure
the result was fully converged. At high Reynolds numbers, the flow in some con-
figurations became unsteady. The unsteady segregated solver was then used and
the simulation was allowed to run until a periodic signal became clear in the mean
velocity and pressure drop signals. The timestep was selected to ensure conver-
gence within 50 iterations and varied between 0.01 and 0.0005 s. This will be
discussed in more detail in Chapter 4. Firstly, the results of the steady cases will
be presented.
To determine the fin angle alignment factor from the simulations, the same
procedure was used as for the water tunnel experiments. The streamlines were
visualized using the ‘path lines’ option in Fluent© and the resulting image was ex-
ported to the graphical software. The same data reduction was performed as for the
experimental flow images. This resulted in a set of numerical data points, spread
evenly out over the fin spacing, as can be seen in Fig. 3.18(b). The agreement
between the simulations and the experimental data is quite good (the difference is
for most data points smaller than 0.05).This was the case for all of the considered
Reynolds numbers. In Fig. 3.20 the experimental and numerical results are pre-
sented for the different studied Reynolds numbers for configuration 1. The coarse
and fine grid data showed excellent agreement. To keep the figures clear not all
the numerical data is presented but only a set of the pathlines. Figures 3.21 - 3.22
- 3.23 - 3.24 -3.25 show the data for configuration 2 - 3 - 4 - 5 - 6.
The graphs all have one thing in common: the occurrence of a local maximum
in ζ (x). This is due to the way the fin angle alignment factor is determined graph-
ically; it is influenced by the presence of obstacles in the flow path, in this case
the turnaround louver and the separation zone underneath. In Fig. 3.19 the sepa-
ration zone is clearly visible in both the image recorded during the visualization
and the numerical simulation. If we consider two streamlines that are very close
to each other at the fin inlet and of which one passes just above the turnaround
louver while the other one is deflected underneath. Then it is clear that the mea-
sured ζ value will differ considerably between these two values. This phenomenon
occurs for any obstacle in the flow path, so a maximum is also present within the
ζ curves if these are measured at another end location such as the center of L5,
L4. . . However, the presence of the recirculation zone forces the flow to deflect
considerably more than a louver thickness. In previous studies in louvered fins,
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Table 3.3: Number of cells in the coarse and fine meshes used to simulate the
flow behaviour.
there was no separation zone underneath the turnaround louver as it had a different
orientation, consider e.g. Fig. 3.6, so the variation in η measured at the turnaround
louver was smaller than one would extrapolate from the results for ζ.
Figure 3.19: Comparison between the flow visualization of the local flow
behaviour around the turnaround louver and the numerical simulation of the
streamlines, configuration 5: ReLp = 402.
3.4.3 Averaging the ‘graphical’ numerical data
It is clear that this validated numerical data provides a means to determine a well
defined average ζ value, in contrary to using only the experimental data. In essence
the measured data points (from the simulations) are a discretization of the continu-
ous fin angle alignment function ζ (x), spanning between 0 and 1. Due to the way
these values are determined (graphic measurement from pathlines), no continuous
data could be extracted from the numerical results. So it is important to verify that
the discretization is sufficiently fine, capturing the function shape. Only then is
the numerical average of the M data points is a good approximation of the actual
average value (integrated over the fin passage), Eq. (3.12).
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(a) ReLp = 127









(b) ReLp = 178









(c) ReLp = 230









(d) ReLp = 280









(e) ReLp = 330









(f) ReLp = 430









(g) ReLp = 480









(h) ReLp = 536
Figure 3.20: Comparison of experimental (●) and numerical ζ (○) data for
configuration 1.
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(a) ReLp = 175









(b) ReLp = 244









(c) ReLp = 314









(d) ReLp = 383









(e) ReLp = 453









(f) ReLp = 523









(g) ReLp = 592
Figure 3.21: Comparison of experimental (●) and numerical ζ (○) data for
configuration 2.
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(a) ReLp = 127








(b) ReLp = 182








(c) ReLp = 230
Figure 3.22: Comparison of experimental (●) and numerical ζ (○) data for
configuration 3.
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(a) ReLp = 121








(b) ReLp = 141








(c) ReLp = 170








(d) ReLp = 219
Figure 3.23: Comparison of experimental (●) and numerical ζ (○) data for
configuration 4.
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(a) ReLp = 134









(b) ReLp = 187









(c) ReLp = 241









(d) ReLp = 295









(e) ReLp = 345









(f) ReLp = 402
Figure 3.24: Comparison of experimental (●) and numerical ζ (○) data for
configuration 5.
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(a) ReLp = 121









(b) ReLp = 169









(c) ReLp = 218









(d) ReLp = 242









(e) ReLp = 266









(f) ReLp = 314
Figure 3.25: Comparison of experimental (●) and numerical ζ (○) data for
configuration 6.
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ζ¯ = ∫ 1
0
ζ (x) ⋅ dx ≈ ∑i=1...M ζi
M
(3.12)
To build a continuous function ζ (x) using the data points, a piecewise polyno-
mial system of cubic splines s (x) was used. If the data points are represented by(xi, ζi) the following holds true for the splines:
• si (x) is defined over the interval [xi, xi+1] and the value in the endpoints
agrees with the dataset: si (xi) = ζi, si+1 (xi+1) = ζi+1
• the first and second order derivative of si (x) and si+1 (x) are the same at
the data points
Using these conditions results in an ‘unconstrained’ spline, as there are no data
points for x = 0 or x = 1 which are the endpoints of the considered function. As
can be seen in Fig. 3.26 extending a spline outside its interval to the end points
can result in strong variations in the curve shape. So values will be determined for
the endpoints to create constrained splines. Two types were considered:
• a linear extrapolation from the data set to the endpoint on both sides (thus
resulting in slightly different values for x = 0 and x = 1), Eqs. (3.13) - (3.15)
ζ0 = ζ1 − ζ2 − ζ1
x2 − x1 ⋅ x1 (3.13)
ζM+1 = ζM + ζM − ζM−1
xM − xM−1 ⋅ (1 − xM) (3.14)
• the average value of the linear approximations at the end points so that the
function was periodic between 0 and 1, Eq. (3.15).
ζ0 = ζM+1 = 12 ⋅ ⎛⎝ζ1 − ζ2 − ζ1x2 − x1 ⋅ x1
+ζM + ζM − ζM−1
xM − xM−1 ⋅ (1 − xM)⎞⎠
(3.15)
The second type of constrained spline is shown in Fig. 3.26. As can be seen, the
constrained splines result in a smooth function between the endpoints, showing
good agreement with the experimental values and without any a large overshoots.
When comparing the two type of constrained splines, the mean value only differed
0.3%. So only the second type of constrained spline is shown in Fig. 3.26. Two
datasets were used for the splines: one determined from 18 pathlines and one
from 11 pathlines. There are some local differences between the splines based
on the small and the large dataset. These are concentrated around the maximum
of ζ (x). For both datasets, the difference between the average of the data points
and the mean value determined by integrating the splines was less than 1%. The
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difference between the mean values based on the two datasets however was 3%. A
further increase of the number of pathlines to 25 resulted in less than 1% difference
compared to the 18 pathlines. So as a minimum value 18 pathlines were used over
the fin spacing to determine the average ζ values.













data of 18 pathlines
Constrained cubic spline - 18 pathlines
data 11 pathlines
Constrained cubic spline - 11 pathlines
Unconstrained spline
Figure 3.26: Experimental (●) and numerical ζ data for configuration 5, ReLp =
402. Comparison of various spline models.
The resulting averages can be seen in Fig. 3.27. When comparing these av-
eraged fin angle alignment values of the different configuration, a large difference
between the configurations is apparent. The flow is not deflected by configuration
4 (ζ ≈ 0), and only very slightly by configuration 3. The flow deflection by con-
figuration 1, 2 and 6 are very similar, with values ranging between 0.4 and 0.6.
Configuration 5 presents an intermediate case with values ≈ 0.2. It is clear that
the fin geometry has a strong impact on the ζ values, just as it has on η for lou-
vered fins. This large variation between the fin angle alignment of the different
configurations can be explained when considering the geometries, Fig. 3.14. As
can be seen in both configuration 3 and 4 the passages between the louvers are
large, resulting in very ‘open’ configurations. The flow deflection is triggered by
boundary layer growth blocking the passage between the louvers. In these open
configurations, the impact of the boundary layer growth is small to negligible in the
considered Reynolds number range, so the flow is hardly deflected. Reducing the
size of the louver passage increases the fin angle alignment factor, or conversely
said, increases the flow deflection.
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If these results are compared to the mean flow behaviour in louvered fins, con-
sider e.g. Fig. 3.7, two key differences can be seen:
• The flow deflection is considerably lower than those found in louvered fins,
consider e.g. the work by DeJong and Jacobi [25] reporting values between
0.6 and 0.9, and the numerical work by Zhang and Tafti [28] who reported η
values between 0.5 and 0.95 in the same Reynolds number range as the wa-
ter tunnel experiments. So it is clear that inclined louvered fins do generate
flow deflection, similar to louvered fins, but that the deflection is not as pro-
nounced as in louvered fins. This is why wall effects have no impact on the
ζ measurements in the center channel despite using slightly less fin channels
than suggested by DeJong and Jacobi [27] for louvered fins, see paragraph
3.2.3. The impact of the geometric parameters on ζ will be modelled in 3.5
• Figure 3.27 also shows that for most configurations (3 - 4 - 5 - 6) the fin angle
alignment value is nearly constant in the considered Reynolds range. For
configurations 1 and 2 the values decrease but asymptotically approaching a
value of ≈ 0.4. The decreasing trend in configurations 1 and 2 is consistent
with the boundary layer growth model: as the Reynolds number decreases,
the boundary layers on the louvers grow thicker and block off the passages
between the louvers, forcing the flow to wind up and down. This is a large
difference with louvered fins, which show a sharp reduction in η (and thus
become less effective) once the Reynolds number drops below 300. The flow
deflection also shows an opposite trend in inclined louvered fins, increasing
as the Reynolds number decreases.
3.4.4 Determining ζ numerically
As it was shown that numerical simulations result in accurate predictions of the fin
angle alignment factor in the considered configurations over the Reynolds range
of interest, an additional set of simulations were performed to expand the data
for the different configurations. As a lower boundary for operations a velocity of
0.75 m/s was selected, resulting in a lower boundary for the Reynolds number of≈ 50. To visualize the trends at lower Reynolds number an additional simulation
was done for a Reynolds number of 20. But, instead of using the same graphi-
cal measurement technique to determine ζ an alternative method was used which
directly used the numerical data. Zhang and Tafti [28] used a series of validated
numerical simulations to determine the flow efficiency. To this end they divided
the louvered fin geometry into a series of blocks (Fig. 3.28) and for each louver
they determined a flow angle α through Eq. (3.16), Fig. 3.28. In this equation
the ratio is determined between the average normal velocity v on the top boundary
and the average longitudinal velocity u on the left boundary. The flow angle values
were then averaged over the different louvers and divided by the louver angle θ to
obtain η, Eq. (3.17). A similar idea was adopted for the inclined louvered fins,
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Figure 3.27: Averaged ζ values for the 6 different configurations over the studied
Reynolds number range. The averages are determined from validated numerical
simulations. Only steady results are presented.
Figure 3.28: Louvered fin geometry studied by Zhang and Tafti [28]. The fluid
zone was divided into a series of blocks to determine a flow angle per louver.
but instead of determining the mean transversal and longitudinal velocity compo-
nents on different locations such as Zhang and Tafti [28] did, these values will be
determined at the same ‘cut’. Two ‘cuts’ were considered:
• one transversal to the louver, one fin pitch long, intersecting it in the middle
and spanning the fin passage. This data will be referred to as ‘transversal’,
using the subscript ‘T’. The cut was set at the center of the louver and not at
the leading or trailing edge because of the local impact of the contraction:
near the leading edge the velocity vectors will have a larger flow angle than
the rest of the flowfield and at the trailing edge the velocity vectors will even
have an angle opposed to the mean flow field (pointing downwards in the
upstream part).
• one parallel to the louver, one louver pitch wide, set in the center of the fin
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passage, thus on a distance of Fp/2 from the louver center line. This data
will be referred to as ‘parallel’, using the subscript ‘P’.
These cuts are shown in Fig. 3.29. So for each louver a flow angle α is determined
through the averaged velocity components over the cut length (Fp or Lp depending
on which type of cut), Eqs. (3.18) - (3.19). These are then averaged out and divided
by the fin angle ϕ to determine the fin angle alignment factors, Eqs. (3.20) -
(3.21). Downstream of the turnaround louver, the average flow angle is divided by
the negative fin angle as the flow now points down instead of up. This definition
of ζ makes sense, if we recall the original goal of this parameter, which is to
quantifiably describe the mean flow behaviour in the louver passages.




αT = tan−1 ∫Fp v ⋅ dy∫ u ⋅ dy (3.18)












Frame 001 ⏐ 9 May 2008 ⏐ title
Figure 3.29: Numerical geometry of configuration 5 with the different cuts
indicated for each louver.
The results for the different configurations are presented in Fig. 3.30. Data was
determined for both steady and unsteady cases,ReLp varying between 50 and 600.
For the unsteady cases an average value was determined over at least 10 periods
of the periodic signal (see Chapter 4). As can be seen, the three datasets do not
coincide for any of the configurations; the numerically determined averaged ζT
and ζP both are larger in absolute value than the graphically determined values
ζ. The average absolute difference between the three curves is indicated in Table
3.4. ζT shows the best agreement with the graphically determined data. There is
a large difference between ζT and ζP . This is due to the choice of the cuts: the
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cuts parallel to the louvers are midway the inclined channel between the fins. The
velocity vectors on these cuts all have a near constant angle. The cuts transversal
to the louvers contain the entire flow section ranging from the boundary layer to
the center of the channel. So the velocity angle changes considerably: from 0 to
the center value. Thus the averaged value will be lower. It is thus clear that ζT is a
better assessment of the flow around the louvers than ζP . Also, for configuration
3 the cut parallel to L6 was located just downstream of the turnaround louver in a
large recirculation zone. This resulted in very different α values for L6 compared
to the other louvers. Thus in the remainder of this work the ζT will be used.
To investigate the difference between ζT and ζ in more detail additional graph-
ical measurements were performed on the same images (both the numerical path-
lines and the flow visualization), but with different starting and end points. These
measurements were done to determine if the graphically determined values are
independent of the chosen measurement location, which is an important require-
ment, considering the goal of ζ is to be a measure of the mean flow behaviour
around the louvers. Two other measurement locations were chosen upstream of
the turnaround louver: the center of L5 and the center of L4. These two data se-
ries will be referred to as ζL5 and ζL4 respectively. Just as for the ζ measurements,
very good agreement was found between the experimentally determined data (flow
visualisation) and the numerical simulations (pathlines). The results for configura-
tion 5 can be seen in Fig. 3.31. To better visualize the trends, it was chosen to use
a log-log diagram. As can be seen there is a nearly constant difference between
the graphically determined ζ values (measured from the inlet to the center of the
turnaround louver) and the graphically determined ζL5 and ζL4. These two latter
nearly coincide. This was the case for all configurations, and as can be seen in
Table 3.5, the difference between ζ and ζL5 was constant at ≈ 0.08. This value
can be deduced theoretically. Consider the streakline in Fig. 3.32. Both ζ and
ζL5 are determined, Eqs. (3.22) - (3.23). If one assumes the area underneath the
turnaround louver is filled with a recirculation zone (Fig. 3.19) it is inaccessible
for the streamlines. The streamlines are thus displaced over a given distance, and











D2 =D1 +Lp ⋅ tanα1 − Lp2 ⋅ tanϕ (3.24)









⋅ tanα1 + Lp2 ⋅ tanϕD2id (3.25)
ζL5 = D2id
D1id
⋅ ζ − Lp
D1id
⋅ tanα1 + Lp2 ⋅ tanϕD1id (3.26)
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Table 3.4: Average absolute difference between the numerically determined ζT ,
ζT and the graphically determined ζ, ReLp ranging from 20 to 600.







Table 3.5: Average absolute difference between the graphically determined ζL5,
ζL4 and ζ, ReLp ranging from 20 to 600.





) ⋅ ζL5 = (X + 1
X
) ⋅ ζ + 1
2 ⋅X (3.29)
ζL5 = ζ + 12 ⋅ (X + 1) (3.30)
In this geometry X = 5.5, which results in:
ζL5 = ζ + 0.076 (3.31)
The difference between ζL5 and ζ for the different configurations has been set
out against the ReLp in Fig. 3.33, and as the previous relationship suggests, it is
independent of the Reynolds number. This quantifies the impact of the separation
zone underneath the turnaround louver.
From the previous discussion it is clear that the separation zone underneath the
turnaround louver distorts the graphical measurements. Determining the fin angle
alignment factor at the center of L5 is a better option, as its more representative
of the flow around the louvers, and independent of the location provided the flow
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Figure 3.30: Comparison of graphically determined ζ values for all
configurations (using the pathlines) and the numerically determined ζ values: ○
graphically determined, measured between the inlet and the turnaround louver; +
numerically determined average value over the center cuts ζT ; x numerically
determined average value over the parallel cuts ζP
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Table 3.6: Average absolute difference between the graphically determined
ζL1−L5 and the numerically determined ζT , ReLp ranging from 20 to 600.
is developed. Graphically determined the fin angle alignment factors at the center
of L5 and the center of L4 resulted in the same value. Figure 3.31 shows that at
very low ReLp (20) ζL5 coincides with the numerically determined ζT , but as the
Reynolds number increases they slowly diverge. A possible explanation for this
is the occurrence of the separation zone underneath the inlet louver (Fig. 3.34).
At very low Reynolds numbers this separation does not occur, but as the Reynolds
number increases a small recirculation zone appears (which increases in size as the
Reynolds number increases, as shown in paragraph 3.6), pushing the streamlines
lower similar to what happens underneath the turnaround louver. To eliminate the
impact of this recirculation zone, a final series of graphical measurements was per-
formed on the dataset, determining ζ by measuring between the center of L1 and
the center of L5. The result is shown in Fig. 3.31 for configuration 5. This data
will be referred to as ζL1−L5. As can be seen this dataset agrees very well with the
numerically determined ζT , and this agreement was found for all configurations,
see Table 3.6. For comparison the resulting uncertainty on ζL1−L5 from the graph-
ical measurement is shown as well. This value was determined in the same way as
for the flow visualisation results, using the width of a pixel as an uncertainty esti-
mate for the streakline thickness (Appendix A). The agreement is very well, and
close to the uncertainty range. In the subsequent section, various models will be
derived for the fin angle alignment value. The ζT data will be used for validation,
as it has been shown above that this data is a measure of the mean flow over the
louvers. Zhang and Tafti [28] presented a comparison of their numerically deter-
mined η values to the graphically measured values by DeJong and Jacobi [25]. The
agreement was good, with a difference of ≈ 0.1 for ReLp = 160 and 0.05 for ReLp
= 600. They did not elaborate on the possible source of these small differences,
but most likely similar effects take place in the louvered fins, e.g. if a recirculation
zone would form on the bottom side the turnaround louver (Fig. 3.6) it would force
the streamlines to shift lower, resulting in a higher value for η.
3.4.5 Conclusions
The fin angle alignment factor ζ has been determined both experimentally and








Figure 3.31: Comparison of graphically determined ζ values for configuration 5
(using the pathlines) and the numerically determined ζ values: ○ graphically
determined, measured between the inlet and the turnaround louver; ◻ graphically
determined, measured between the inlet and the center of L5 ζL5; ◇ graphically
determined, measured between the inlet and the center of L4 ζL4; △ graphically
determined, measured between the center of L1 and the center of L5 ζL1−L5; +
numerically determined average value over the center cuts ζT ; x numerically
determined average value over the parallel cuts ζP .
provided the same measurement technique was used: measuring graphic distances
on streaklines (experimental) and pathlines (numerical). This graphic measure-
ment results in a discrete dataset of ζ values for a range of injection points. To
ensure sufficient resolution in order to determine the average over the fin passage
about 20 pathlines need to be measured. Using the simulation data a fin angle
alignment value can be determined directly as the average of the velocity angle
at each louver over a cut across the fin passage. Analysis of the various data sets
revealed that the graphical measurement method is sensitive to the choice of the
area between which one measures. Local effects such as recirculation zones dis-
place streamlines and so alter the resulting value. Because the goal of the fin angle
alignment value is to be a measure of the mean flow behaviour over the louvers
(such as the flow efficiency η in louvered fins) care should be taken in selecting
the measurement location and to verify that changing these has no effect on the
result.
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Figure 3.32: Graphical determination of the fin angle alignment factor on L5 and
the center of the turnaround louver.









Figure 3.33: Difference between ζL5 and ζ set out against the Reynolds number
for the different configurations.
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Figure 3.34: Comparison between the flow visualization of the local flow
behaviour around the inlet louver and the numerical simulation of the streamlines,
configuration 5: ReLp = 402.
Configuration Fp∗ ϕ(○) t∗
7 1.125 19.78 0.1
8 1.7 19.78 0.1
9 2 12.64 0.1
10 2 30.96 0.1
11 1.5 19.78 0.1
12 1.5 12.64 0.1
13 2 19.78 0.1
14 1.5 30.96 0.1
Table 3.7: Geometric parameters of the additionally simulated cases.
3.5 Modelling of the fin angle alignment factor ζ
In the previous section a validated way of determining the fin angle alignment
value ζ was determined. This resulted in a large dataset of ζ values each linked
to a fin pitch and fin thickness ratio, fin angle and Reynolds number. Besides the
cases studied in the water tunnel, a large number of simulations were performed
on configurations with different geometries to expand the database. The geometric
parameters of these cases are represented in Table 3.7. The goal of this section is
to determine a relationship to predict ζ. Three different models will be presented.
The first two are inspired by the flow physics: a boundary layer model based on a
unit cell and balanced pressure drop between two or more fluid streams. The third
model is a purely statistical fit of the dataset.
3.5.1 Boundary layer growth model
Consider Fig. 3.35 which shows a unit cell of the inclined louvered fin geometry.
The mass flow rate at the inlet is m˙0. If the mass flow rate is assumed proportional
to the flow area, then the mass flow rates m˙01 and m˙1 in the upper part of the draw-
ing can be determined using Eqs. (3.32) - (3.33). The difference between these
two values, ∆m˙ is the portion of the flow rate that is deflected, which makes the
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ratio of ∆m˙ to m˙0 a measure of the tangent of the mean flow angle alpha, though
scaled with the fin pitch ratio. By inverting the tangent and dividing through the
fin angle the fin angle alignment factor can be determined, Eqs. (3.38) - (3.39).
Based on Fig. 3.35 it is possible to determine geometric relationships for l1, l2, h1
and h2. This results in a purely geometric relationship for ζ, by combining Eqs.
(3.39) - (3.40). Equation (3.40) shows that the flow will pass straight through the
fin bank (∆m˙
m˙0
= 0) if the louvers are set at the center of the channel, (ϕ = F ∗p
2
).
This is the slit fin design.
m˙01 = l1
Fp − tfin ⋅ m˙0 (3.32)
m˙1 = h1
h1 + h2 ⋅ m˙0 (3.33)
∆m˙ = [ h1
h1 + h2 − l1Fp − tfin ] ⋅ m˙0 (3.34)
h1 = l1 − tfin2 − δ (3.35)
h2 = l2 − tfin2 − δ (3.36)
l1 = Fp −Lp ⋅ tanϕ − t2 (3.37)










= Fp −Lp ⋅ tanϕ − tfin2
Fp − tfin − Fp −Lp ⋅ tanϕ − (t + δ)Fp − 2 ⋅ (tfin + δ) (3.40)
All that is required now, is a model for the boundary layer growth, relating
the boundary layer thickness δ to the Reynolds number of the incoming flow. The
boundary layer displacement thickness over a flat plate was selected for this pur-
pose, Eq. (3.41) [128]. The displacement thickness δ∗ is the distance a streamline
just outside the boundary layer is displaced away from the wall compared to the
inviscid solution. Another way to describe it is the distance the wall would have to
be displaced to yield the same solution for flow outside the boundary layer as the
boundary layer equations yield. This is illustrated in Fig. 3.36. The displacement
thickness was previously used by Tanaka et al. [17] in a similar model for the flow
through their version of inclined louvered fins. This relationship is valid for two
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Figure 3.35: Representation of a unit cell of the inclined louvered fin geometry
for the boundary layer growth model.
dimensional laminar flow over a flat plate without adverse pressure gradients (the
Blasius solution). This is quite different from the situation occurring within the
inclined louvered fins, where pressure gradients will occur due to the vicinity of
other louvers (of the parallel fins and near the trailing edge the downstream lou-
ver of the same fin). As an alternative the flow between two parallel plates was
considered. Published data is available on the boundary layer velocity profile in
the case of fully developed flow (see e.g. Schlichting et al. [129]). Considering
the short length of the louvers, the flow would however be non-developed for the
higher Reynolds numbers. For these cases no data is available in open literature.
Numerical simulations could be used to simulate a channel of a given width (1
Fp) and so determine equivalent boundary layer displacement thickness data for
non-developed flow and plug these into the model. This would certainly result in a
more accurate modeling of the flow behaviour, however, as the goal of these mod-
els is to provide a simple analytical tool, this course of action was not explored any
further.
δ = δ∗ = 1.72 ⋅Lp√
ReLp
(3.41)
The size of the passage between the louvers, dL is only dependent on the fin
angle and the fin thickness, Eq. (3.42). The ratio of dL to δ∗ is plot for the various
combinations of fin angle and fin thickness ratio in Fig. 3.37. As can be seen for the
smallest fin angle, if ReLp is lower than 190, the displacement thickness is larger
than the louver passage. The same thing occurs for configuration 6 (ϕ: 19.78○ -
t∗: 0.2) at ReLp = 114, and at ReLp = 44 for the combination of ϕ: 19.78○ and t∗
0.1. For the largest fin angle, the displacement thickness remains smaller than the
louver gap in the considered Reynolds number range. Because such cases would
result in a different flow model than the one presented in Fig. 3.35, it was selected
to limit the displacement thickness to 95% of dL, δ∗ = 0.95 ⋅ dL if δ∗ ≥ 0.95 ⋅ dL.
A comparison between the predicted ζ values and the ζT data is shown in Fig.
3.38. The average of the absolute values of the difference between the predicted
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Figure 3.36: Boundary layer flow over a flat plate surface and the related
displacement thickness.
ζ values and ζT is shown in Table 3.8 for each configuration. As can be seen, the
model results in a significant over prediction, on average 0.127. This is due to
the boundary layer model, which predicts larger values than the actual occurring
boundary layer and so results in larger flow deflection.
dL = Lp ⋅ tanϕ − tfin (3.42)
To improve the model predictions a scaling factor Sδ was introduced for the
displacement thickness: δ = Sδ ⋅ δ∗. Sδ was varied between 0.05 and 1. The value
which resulted in the smallest average absolute value of the difference between
the predictions and ζT is reported for each configuration in Table 3.8. As can be
seen for all configurations, except 6, reducing the displacement thickness results
in improved model accuracy. This aberant behaviour of configuration was already
visible in Fig. 3.30. For configuration 1 - 5 the ζ values evolve to an asymptotic
value in the considered Reynolds number, but the ζT values of configuration 6
first decrease and then increase again. The reason why the fin angle alignment
factors of configuration 6 are not predicted well by the boundary layer model is
because of the large flow separation occurring on the louvers. As can be seen in
Fig. 3.39 the flow separates at the leading edge forming a large recirculation zone
and reattaches near the trailing edge. This flow behaviour is very different from
the assumed boundary layer growth model, which explains why the ζ values con-
figuration 6 behave differently. The separation was present at all studied Reynolds
numbers, but it grew in intensity as the Reynolds number increased: the size of
the recirculation zone increased, spanning higher into mean flow area. The angle
of velocity vectors are thus increased at the measurement location (center of the
louver, ζT ) which explains the increasing trend of ζT . In all subsequent adapta-
tions of the boundary layer growth model the data points of configuration 6 are
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φ: 12.64° - t*: 0.1
φ: 30.96° - t*: 0.1
φ: 19.78° - t*: 0.1
φ: 19.78° - t*: 0.2
Figure 3.37: Ratio of δ∗ to dL for a flat plate length of 1 Lp.
Configuration ∣ζpred − ζT ∣ Sδ ∣ζSδ − ζT ∣
1 0.107 0.71 0.087
2 0.159 0.62 0.039
3 0.074 0.385 0.019
4 0.040 0.15 0.020
5 0.179 0.535 0.015
6 0.228 1 0.364
7 0.199 0.465 0.031
8 0.145 0.62 0.023
9 0.097 0.685 0.082
10 0.084 0.395 0.018
11 0.159 0.585 0.017
12 0.105 0.71 0.081
13 0.131 0.64 0.034
14 0.070 0.19 0.027
Table 3.8: Average absolute value of the difference between the predicted fin
angle alignment factor by the basic boundary layer growth ζpred and the
numerically determined ζT . Scaling factors Sδ to minimize the difference
between the predictions and dataset and the resulting averaged absolute value of
the difference between ζSδ and ζT
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Figure 3.38: Comparison of the ζ values predicted by the boundary layer model
(δ = δ∗) with the numerically determined ζT for 14 configurations, ReLp varying
from 50 to 600. The ± 20% bounds are shown.
clear outliers as can be seen on Figs. 3.41 - 3.42 - 3.41. The average of all scaling
factors Sδ is 0.567. Using this value in the previously described model results in
the comparison shown in Fig. 3.40. The fourth column of Table 3.8 contains the
averaged absolute values of the difference between ζSδ and ζT . As can be seen for
all configurations, except 6, the resulting agreement is improved, for some cases a
considerable increase even. The averaged absolute value of the difference between
ζSδ and ζT for all configurations is 0.075, and 0.037 excluding configuration 6.
In order to further improve the model predictions, the scaling factors were
statistically fit to the dataset. To make the fin angle ϕ non dimensional it was
divided by 45○. Several scenarios were used:
• a quadratic fit to the scaling factors of configurations 1-5 (the flow visuali-
sation cases), Eq. (3.43). The coefficient values can be found in Table 3.9.
The remaining cases were used as test data. This data will be referred to as
ζSδ,F1. The results are shown in Fig. 3.41. Table 3.10 contains the averaged
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Figure 3.39: Experimental and numerical visualisation of the flow around louver
L3 of configuration 6, ReLp = 266.







Figure 3.40: Comparison of the ζSδ values predicted by the boundary layer model
(δ = Sδ ⋅ δ∗) with the numerically determined ζT for 14 configurations, ReLp
varying from 50 to 600. The ± 20% bounds are shown.
FLOW BEHAVIOUR 105
Coefficient fit 1 fit 2 fit3
a 4.46805 5.4545 0.6032
b -0.1638 1.52 -0.4316
c 6.1596 -7.2488 -0.1728
d -1.9521 10.6749 -1.4702
e -2.3419 1.1645 0.5241
f / / -0.0749
Table 3.9: Coefficient values for the quadratic fits used in the boundary layer
growth model.
absolute differences between ζSδ,F1 and ζT .
Sδ = 12 ⋅ a ⋅ ⎛⎝b + {b2 − 4 ⋅ a ⋅ [c ⋅ ϕ45
−d ⋅ ( ϕ
45




• a quadratic fit to the scaling factors of configurations 2, 4, 9, 10, 11 (the
‘extreme’ cases and the center one), Eq. (3.43), coefficients in Table 3.9.
The remaining cases were used as test data. This data will be referred to as
ζSδ,F2. The results are shown in Fig. 3.42. Table 3.10 contains the averaged
absolute differences between ζSδ,F2 and ζT .
• a quadratic fit to the scaling factors of configurations 2, 4, 7, 9, 10, 11, 12,
13, 14 (the extreme cases and the intermediate levels). The remaining cases
were used as test data. This data will be referred to as ζSδ,F3. The results are
shown in Fig. 3.43. Table 3.10 contains the averaged absolute differences
between ζSδ,F3 and ζT .
Sδ = a + b ⋅ ϕ45 + c ⋅ FpLp + d ⋅ ( ϕ45)2 + e ⋅ ϕ45 ⋅ FpLp + f ⋅ (FpLp )
2
(3.44)
Including a statistical model for the scaling factor further reduces the differ-
ence between the predicted values and the numerically determined ζT . If all con-
figurations are considered, the averaged absolute value of the difference between
the predicted ζSδ and ζT is 0.042, 0.048 and 0.043, respectively for the statistical
model 1, 2 and 3. If configuration 6 is excluded from the averaging, the results are
0.016, 0.0251 and 0.017. This is a clear improvement compared to using the av-
eraged scaling factor. Using a statistical fit for the scaling factor in a sense means
incorporating more of the flow physics into the model compared to using the av-
erage value. As can be seen in Table 3.8, decreasing the fin angle results in higher
scaling values. During the visualisation it was found that both cases with a high
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fin angle had a low ζ value, indicating near slit fin behaviour with the flow passing
almost straight through and the cases with a small fin angle had a high ζ value,
indicating flow deflection. Flow parallel to the louvers will result in a thinner
boundary layer than flow at an angle which is consistent with the found trend of
the scaling factor. Reducing the fin pitch ratio results in a narrower channel, thus
increasing the pressure gradients and thinning the boundary layers. This trend is
also visible in the scaling factors though much less pronounced than the effect of
the fin angle. Considering the first and third fit result in almost the same averaged
difference, and the first is based on 5 datasets, while the third uses 9, the first fit
can be considered to be the best and easiest to use. Most likely a further increase of
the degree of the polynomials will result in more accurate predictions, but as these
second order fits already produce good accuracy no higher orders were considered.
So it is clear that this relatively simple model provides a good accuracy for
predicting the flow behaviour in inclined louvered fins. Even though a statistical
fit was required to reduce the prediction error, the data was fitted to only 5 of the 13
series (excluding configuration 6 as it behaves differently), the rest of the dataset
was used as test data and showed good agreement.







Figure 3.41: Comparison of the ζSδ,F1 values predicted by the boundary layer
model (δ = Sδ ⋅ δ∗) with the numerically determined ζT for 14 configurations: ◻
fitted dataset - ○ test data. ReLp varying from 50 to 600. The ± 20% bounds are
shown.
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Figure 3.42: Comparison of the ζSδ,F2 values predicted by the boundary layer
model (δ = Sδ ⋅ δ∗) with the numerically determined ζT for 14 configurations: ◻
fitted dataset - ○ test data. ReLp varying from 50 to 600. The ± 20% bounds are
shown.
3.5.2 Balanced pressure drop model
Inspired by the work done by DeJong and Jacobi [25] on louvered fins (who linked
the flow transition between duct and louver oriented flow to the flow taking the
path of least resistance), a model will be extrapolated for inclined louvered fins in
which fluid streams compete to result in the smallest overall pressure drop. Zhang
and Tafti [28] determined a simple first order model for 2 fluid streams in louvered
fins. The first model derived here is very similar to that of Zhang and Tafti but
with slight modifications. In a second ‘expanded’ version of the model a set of
fluid streams is used.
3.5.2.1 Dual fluid stream balanced pressure drop model
Consider Fig. 3.44 in which the mean velocity vector u⃗ is split into two compo-
nents: u⃗F parallel to the fin angle ϕ and u⃗L parallel to the louvers. If we consider
the flow in inclined louvered fins to be a combination of a louver directed flow and
a fin angle directed flow, the mean flow behaviour is a result of these two streams
competing for mass flow rates in such a way that the pressure drop for both streams
is the same. Using a first order hydraulic model and simplifying both streams as if
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Figure 3.43: Comparison of the ζSδ,F3 values predicted by the boundary layer
model (δ = Sδ ⋅ δ∗) with the numerically determined ζT for 14 configurations: ◻
fitted dataset - ○ test data. ReLp varying from 50 to 600. The ± 20% bounds are
shown.
they are flowing in a duct with a hydraulic diameter Dh and flow depth Fd results
in Eq. (3.45). To determine the Fanning friction factor f the standard laminar re-
lationship is used, f = C ⋅Re−nDh and it is assumed that the constant C and power
n are the same for both fluid streams. Using Fig. 3.44 the size of the hydraulic
diameters can be determined. For the louver oriented flow the gap between the
louvers is used, dL, as defined earlier (Eq. (3.42)). The passage width dF (Eq.
(3.46)) perpendicular to u⃗F is used for the fin angle oriented stream. The ratio of
the flow depths is equal to cosϕ.
∆PF = fF ⋅ Fd,F ⋅U2F
Dh,f
= fL ⋅ Fd,L ⋅U2L
Dh,L
= ∆PL (3.45)
dF = (Fp − tfin) ⋅ cosϕ −Lp ⋅ sinϕ (3.46)
Recalling that the fin angle alignment factor is the ratio of the mean flow angle
α¯ to the fin angle ϕ an expression can be derived for ζ as a function of the velocity
components u⃗F and u⃗L, Eq. (3.47).
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Configuration ∣ζSδ,F1 − ζT ∣ ∣ζSδ,F2 − ζT ∣ ∣ζSδ,F3 − ζT ∣
1 0.020 0.020 0.024
2 0.014 0.014 0.016
3 0.003 0.009 0.010
4 0.011 0.011 0.011
5 0.012 0.044 0.013
6 0.376 0.335 0.372
7 0.010 0.043 0.012
8 0.018 0.031 0.016
9 0.040 0.040 0.039
10 0.008 0.015 0.008
11 0.019 0.032 0.017
12 0.037 0.034 0.037
13 0.016 0.038 0.017
14 0.008 0.014 0.004
Table 3.10: Average absolute value of the difference between the predicted fin
angle alignment factor by the statistically fit boundary layer growth models





= ∣u⃗F ∣ ⋅ sinϕ∣u⃗F ∣ ⋅ cosϕ + ∣u⃗L∣ ⋅ cosϕsinϕ = ∣u⃗F ∣ ⋅ cosϕ∣u⃗F ∣ ⋅ cosϕ + ∣u⃗L∣ (3.47)
A relationship can thus be determined linking ζ and the geometric parameters.
The hydraulic diameter ratio d (d = dF
dL
) is found to be an important parameter for
ζ, Eq. (3.50). It can be seen that ζ is proportional to d. In order to determine
ζ from the proposed set of equations, the power n must be selected. For laminar
flows the friction factor is n = 1, while at very high Reynolds numbers f is almost
constant, so n ≈ 0. This can be seen in the well known Moody diagram, which
relates the friction factor to the tube Reynolds number (see e.g. [128]). To make
an adequate choice for n, three series of curves were set out against d for n set to 0,
0.5 and 1 respectively with ϕ set to 12.64○ and 30.96○. The results were compared
to ζT data for three levels of Reynolds number: 50, 300 and 550. This can be
seen in Fig. 3.45. As can be seen there are some clear ‘groups’ in the ζT data
at Reynolds 50: the highest d values belong to ϕ 12.64○, the intermediate ones
to 19.78○ and the lowest ones to 30.96○. If the various curves are compared to
the datasets, its clear that n = 1 results in a curve with the most trend similarity,
having a more gentle slope at the start and reaching an asymptotic value at lower
d. Configuration 6 can again easily be identified as an outlier, d = 2.97 with the
opposite trend in ζT starting from a certain Reynolds number.
Having set n equal to 1, the predicted ζpred,P can be found in Table 3.11 and
Fig. 3.47. It is clear that the predicted values are a lot higher than the ones mea-
sured, and that the model is unable to predict negative values, although these occur
110 CHAPTER 3
in reality and the model does not contain a dependency on the Reynolds number
although the dataset clearly shows there is an impact especially at higher d val-
ues (compare with the boundary layer growth model previously described). The
model does however predict the trends correctly. Because the fin angle alignment
factor is proportional to the hydraulic diameter ratio, the derivatives of d can be
used for trend analysis. If the range of the geometric variables is considered, it
is found that ∂d
∂Fp
is positive, indicating that an increase in the fin pitch ratio will
result in an increase of the fin angle alignment - that ∂d
∂ϕ
is negative predicting that
an increase in the fin angle will result in a reduction of the fin angle alignment -
the derivative to t shows a zero point for ϕ∗ = arctan Fp
2⋅Lp : for a fin angles smaller
than ϕ∗ an increase in the louver thickness ratio will result in an increase of the fin
angle alignment value. ϕ∗ is 34○ for the fin pitch ratio of configuration 5 - 6.
( ∣u⃗F ∣∣u⃗L∣ )
2−n = (Dh,F
Dh,L
)n+1 ⋅ cosϕ (3.48)
( ∣u⃗F ∣∣u⃗L∣ ) = (Dh,FDh,L )
n+1
2−n ⋅ cos 12−n ϕ (3.49)
ζ ≈ dn+12−n ⋅ cos 3−n2−n
d
n+1
2−n ⋅ cos 3−n2−n +1 (3.50)
Figure 3.44: Basic representation of the two fluid stream model for inclined
louvered fins.
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Figure 3.45: Comparison of the predicted ζ values by the balanced pressure drop
model (2 fluid streams) to ζT values for all configurations. Dashed lines: ϕ =
12.64○, full lines ϕ = 30.96○. Blue: n = 0, red: n = 0.5, green: n = 1. ◻: ζT data,
















Table 3.11: Predicted ζ values by the dual and multi-stream pressure drop model.
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3.5.2.2 Multi fluid stream balanced pressure drop model
The previously described two stream model is unable to predict negative ζ values
as it only considers a possible flow angle between an angle of 0○ and ϕ due to the
two preferential fluid stream directions. Consider Fig. 3.46 in which the upstream
part of configuration 4 and 5 is shown. Configuration 4 is very similar to a slit fin,
with each successive louver being placed almost at the center of the fin passage.
However, the gap beneath the louver is slightly larger than that above it. Consid-
ering the principle of least total pressure drop, the flow will thus prefer this path
over the upwards directed one, resulting in the negative values. To incorporate this
into the model, additional fluid streams will be introduced. These fluid streams are
characterized by their flow angle β relative to the incoming flow. To be considered
as a fluid stream a clear path must exist between the starting point and the center
of the fin array, so that it can return again symmetrically. Both for configuration 4
and 5 these fluid streams are shown in Fig. 3.46. This results in the following fluid
streams:
• u⃗F parallel to the fin angle in the upper part of the fin channel; hydraulic
diameter: dF
• ⃗uL,u and ⃗uL,b parallel to the louver angle in the upper and bottom part re-
spectively. The hydraulic diameter of the bottom stream is dL and for the
top stream Eq. (3.53) was used. In this equation N1 represents the numbers
of fin passages spanned by the top part of the channel, Eq. (3.54). This
value is rounded off to the largest integer not greater than the value (‘floor’).
If N1 is larger than N/2 it is set equal to N/2 and N2 becomes non-zero. N2
is used to subtract the amount of obstruction caused by the turnaround lou-
ver. If the width of the upper part ((Fp − tfin) −Lp ⋅ tanϕ) is larger than(N + 1
2
) ⋅Lp ⋅ tanϕ N2 equals 1, if not Eq. (3.55) can be used to determine
its value. These two constants are used to account for the obstructions in the
upper horizontal flow path.
• u⃗βi parallel to the angle βi. These angles can be determined using Eq.
(3.51). For each of these streams a hydraulic diameter is defined as the
width of the opening perpendicular to the velocity vector, Eq. (3.52). As
the angle increases the channel becomes more narrow and the flow depth
increases, both effects increase the pressure drop making it less likely the
flow will follow this direction.
βi = arctan( i ⋅Lp ⋅ tanϕ − Fp
i ⋅Lp ) (3.51)
Dh,l,i = (Lp ⋅ tanϕ − t) ⋅ cosβi (3.52)
Du,L = (Fp − t) −Lp ⋅ tanϕ −N1 ⋅ t −N2 ⋅ Lp2 ⋅ tanϕ (3.53)
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N1 = (Fp − t) −Lp ⋅ tanϕ
Lp ⋅ tanϕ (3.54)
N2 = (Fp − t) − (N + 1) ⋅Lp ⋅ tanϕLp
2
⋅ tanϕ (3.55)
As the mean velocity vector u⃗ is considered as the vector sum of these contri-
butions the mean velocity angle α can be approximated through the tangent as:
α = arctan( ∣u⃗F ∣ ⋅ sinϕ −∑ ∣u⃗βi ∣ ⋅ sinβi∣ ⃗uL,u∣ + ∣ ⃗uL,b∣ + ∣u⃗F ∣ ⋅ cosϕ +∑ ∣u⃗βi ∣ ⋅ cosβi ) (3.56)
Using the same type of equations presented for the two stream model the fin
angle alignment factor can be determined under the conditions that all streams re-
sult in the same overall pressure drop. Using the same power n, this results in the
numbers shown in Table 3.11 and in Fig. 3.47. This data is referred to as pre-
dicted ζpred,P2. As can be seen this new model correctly predicts a negative value
for configuration 4. The trends of the predictions are in agreement with the data.
Comparing the multistream model to the low Reynolds data (ReLp = 50) shows
that it over predicts ζ for the highest fin angle and under predicts it for the lowest
one. This model also does not contain any dependency on the Reynolds number,
whereas the data shows a clear link with the Reynolds number. These shortcom-
ings are a result of the model not considering any boundary layers on the louvers
which reduce the size of the flow passages. At the lowest fin angle these boundary
layers have a very strong impact (see e.g. Fig. 3.37). These could be introduced by
reducing the hydraulic diameters with e.g. δ∗ or the previously determined Sδ ⋅ δ∗.
The result was that the model now globally overpredicts the ζ values for all config-
urations, and it did not show sufficient drop off as the Reynolds number increased.
Zhang and Tafi [28] used this type of model to determine a first order estimate of
η and then subsequently used two statistically fit terms to provide agreement with
the Reynolds number trends. A similar approach could be used here. However,
considering the success of the earlier described boundary layer model (with lim-
ited fitting) and the ‘pure’ statistical fits described in the subsequent paragraph, no
more attempts were done to improve the prediction ability of the balanced pressure
drop models.
3.5.3 Statistical models
A final method to provide a relation to predict ζ based on the datasets is to fit the
data with a relationship of a predescribed form. To determine the curve shape re-
gression analysis was performed on the ζT data of configuration 1 - 5 (the cases
studied with visualisation, excluding configuration 6). It was found that 2 param-
eter curves (e.g. ζ = a ⋅ RebLp ) resulted in R2 values of 0.9 - 0.92 while using 3
or more parameters resulted in R2 values of 0.98 - 0.999. It was thus selected to
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(a) Configuration 4 (b) Configuration 5
Figure 3.46: Upstream section of configuration 4 and 5 with the different possible
fluid streams indicated.










Figure 3.47: Comparison of the predicted ζ values by the balanced pressure drop
model (2 fluid streams and multiple streams) to ζT values for all configurations.◻: ζT data, ReLp = 50, ◇: ζT data, ReLp = 300, ▽: ζT data, ReLp = 550, ☀:
two stream model predictions, ●: multi stream model predictions.
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use a curve shape with 3 fitted parameters. Several different curve shapes were
compared and ζ = ζ0 + a ⋅ e−b⋅ReLp was selected. Just as for the boundary layer
fitting, different fitting strategies were compared:
• a second and third order polynomial fit of the coefficients ζ0, a and b for
configurations 1 - 5. This data is referred to as ζFV 2 and ζFV 3 respectively.
• a second and third order polynomial fit of the coefficients ζ0, a and b for
configurations 2, 4, 9, 10 and 11. This data is referred to as ζExt2 and ζExt3
respectively.
• a second and eighth order polynomial fit of the coefficients ζ0, a and b for
configurations 2, 4, 7, 10, 11, 12, 13 and 14. This data will be referred to
as ζ9,2 and ζ9,8 respectively. The eighth order polynomial was required to
obtain a fit to the dataset.
The averaged absolute differences between the predicted values and the ζT data is
presented in Table 3.13 for all the proposed scenarios. For data fitted to 5 config-
urations the first higher order which resulted in convergence was the third, for the
data fitted to 9 configurations the eighth order was required. Using only 5 cases
provides too little data for an accurate fit and 9 are required to result in accurate
predictions using a higher order polynomial expression. As expected configuration
6 remains an outlier. The accuracy of the fit on the dataset is similar to that of the
fitted boundary layer growth model. Figure 3.48 shows the spread of the data for
the best scenario. All the data is in a narrow band with only configuration 6 being
a clear outlier. The resulting relationships for ζ0, a and b is Eq. 3.57 using the
coefficients in Table 3.12.
ζ0, a, b = c1 ⋅ ϕ45 + c2 ⋅ FpLp + c3 ⋅ ( ϕ45)2 + c4 ⋅ (FpLp )
5 ⋅ ϕ
45
+ c5 ⋅ (Fp
Lp
)6 + c6 ⋅ (Fp
Lp
)4 ⋅ ( ϕ
45
)3
+ c7 ⋅ (Fp
Lp
)6 ⋅ ( ϕ
45
)2 + c8 ⋅ (Fp
Lp
)7 ⋅ ( ϕ
45
)





Three different models were used to predict the fin angle alignment factor: a ge-
ometric model based on laminar boundary layer growth, a multistream balanced
pressure drop model and a purely statistical model. The first two models were
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ζ0 a b
c1 -2.9918 -1.2157 0.2862
c2 0.9994 0.7718 -0.0524
c3 2.2796 0.1434 -0.2898
c4 -0.0758 0.6033 -0.0076
c5 -0.0427 -0.1505 0.0059
c6 0.0037 -1.5733 0.0224
c7 -0.0101 0.4765 -0.0050
c8 0.0221 -0.2352 0.0024
c9 0.0071 0.0392 -0.0012
Table 3.12: Coefficients of Eq. 3.57
Scenario 2nd order higher order∣ζT − ζFV ∣ 0.052 0.701∣ζT − ζExt∣ 0.088 0.090∣ζT − ζ9∣ 0.041 0.033∣ζT − ζFV ∣ 0.024 0.701∣ζT − ζExt∣ 0.067 0.071∣ζT − ζ9∣ 0.015 0.007
Table 3.13: Averaged absolute difference between the predicted ζ values and ζT
for the three different scenarios. The first three rows represent the average over all
the data, the last three exclude configuration 6.
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Figure 3.48: Comparison of the statistically fit ζ9,3 values with the numerically
determined ζT for 14 configurations: ◻ fitted dataset - ○ test data. ReLp varying
from 50 to 600. The ± 20% bounds are shown.
derived based on physical principles. Because no analytical correlation is avail-
able for the boundary layer growth between plates in developing laminar flows,
the ideal case of flat plate flow was used. To improve the prediction a scaling
factor was introduced, fitted to the data of 5 configurations. This boundary layer
growth model proved to be very effective in predicting ζ. The multistream pres-
sure drop model was able to accurately predict the trends but over predicted the
values and did not contain any Reynolds number dependence. In order to improve
this model the boundary layer thickness should be considered, which would result
in a model very similar to the first one. The statistically determined correlation
showed the same accuracy as the first model but required a fit of 3 parameters
to the data of 9 configurations using an eighth order polynomial expression. In
the subsequent chapters the laminar boundary layer growth model (as described in
paragraph 3.5.1) will be used to predict ζ.
3.6 Flow details: flow separation zones
During the visualization study a very large dataset of images was recorded. A large
part of these was intended to visualize the mean flow behaviour and was used to
determine the fin angle alignment factor, as described above. A second purpose
118 CHAPTER 3
of these images was to determine the nature of the flow, be it laminar or unsteady
and thus to examine the transition to unsteady flow. The conclusions of those
images are presented in Chapter 4. The transitioning flow was visualized using
both images and numerical simulations. But flow visualisation is also extremely
well suited to study specific flow phenomena such as flow separation, vortex shed-
ding. . . In this section a series of images will be presented of the flow separation
on the inlet, turnaround and exit louver. The goal of these images is to show the
nature of the separation zones, compare the visualisation results to the simulations
and to monitor the evolution of these separation zones with increasing Reynolds
number.
The flow around the inlet and turnaround louver of configuration 1 can be seen
in Fig. 3.49 and Fig. 3.50. The separation zones underneath the inlet louver and
turnaround louver only start to appear above ReLp = 300. A small recirculation
zone appears on the topside of the turnaround louver near the trailing edge start-
ing from ReLp = 200. This zone expands as the Reynolds number increases and
by ReLp = 536 it covers about half of the downstream top side. Figures 3.51 and
3.53 show the flow around configuration 2 in the same range of Reynolds numbers.
As can be seen, decreasing the fin pitch suppresses the separation zone under the
inlet louver, it only appears at higher Reynolds numbers. The size of the recircu-
lation zone near the trailing edge on the top side of the turnaround louver is also
greatly reduced, but the zone underneath seems relatively unaffected, spanning up
to half the louver passage underneath the turnaround louver at ReLp = 453. For
both configurations 1 and 2 no separation zones are present on the exit louver in
the considered Reynolds number range. The local flow behaviour around the exit
louver for both configurations is presented in Fig. 3.52. Because the experimental
images do not exclude the possibility of very small separation zones, the numerical
images are presented.
In Fig. 3.54 the flow around the inlet louver of configuration 3 is shown for
ReLp varying between 50 and 175. ForReLp = 130 and 175 qualitative agreement
can be found between the water tunnel images and the numerical simulations. A
large recirculation zone underneath the inlet louver is visible. At ReLp = 50 this
zone is very small and only present near the angle in the louver but by ReLp = 102
it has already expanded to fill up the area underneath the inlet louver. A similar
evolution takes place at the turnaround louver of configuration 3. As can be seen
in Fig. 3.55 a large recirculation zone is present underneath the turnaround louver
even at ReLp = 50. As the Reynolds number increases this zone expands rapidly
to fill up the entire area underneath the turnaround louver. A small separation zone
is present near the trailing edge on the top side of the turnaround louver at ReLp =
50. By ReLp = 102 this zone has expanded to cover most of the top leeward side
and a small secondary vortex has appeared with opposite rotation sense. As the
Reynolds number increases the size of these recirculation cells grows, expanding
further downstream. At higher Reynolds numbers the flow around the turnaround
louver became unsteady, see Chapter 4. Because the dye is injected at the front of
the scaled model it was very hard to visualize the recirculation zones on the lee-
ward side for configurations 3. Because the separation occurred very early on the
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leeward side no dye was transported downwards to show the actual recirculating
zones. By carefully placing the injection point it however was sometimes possi-
ble to have the ink streakline split in two over the turnaround louver, showing the
edges of the recirculation areas, as can be seen in Fig. 3.55.
The flow surrounding the inlet louver of configuration 4 is shown in Fig. 3.56.
Just as for configurations 1 and 2, reducing the fin pitch results in a smaller re-
circulation zone as it is suppressed to a higher Reynolds number. At ReLp = 50
there is no recirculation zone while at ReLp = 102 a distinct bubble can be seen
which quickly grows in size underneath the inlet louver as the Reynolds number
increases. This can be seen in the experimental and numerical images of ReLp
= 120 and ReLp = 170. Similarly the recirculation zones on the top leeward
side of the turnaround louver develop at a higher Reynolds number (Fig. 3.57)
and are smaller in size compared to those of configuration 3, extending less far
downstream. Because the separation is less pronounced it was possible to clearly
visualize the recirculation cells, as can be seen in Fig. 3.59. The recirculation
zone underneath the turnaround louver is approximately the same size as that of
configuration three, encompassing the entire area. At higher Reynolds numbers
the flow became unsteady. Figure 3.58 shows the flow around the exit louver for
configuration 3 and 4 at respectively ReLp = 175 and ReLp = 219. As can be
seen, a separation zone arises near the trailing edge for configuration 3 while it is
suppressed at configuration 4.
The flow around the inlet and turnaround louver of configuration 5 is similar
to that of configurations 3 and 4, especially the flow around the turnaround louver,
showing two strong recirculation cells on the top leeward side, Fig. 3.61. The flow
behaviour around the inlet louver of configuration 5 is an average between that of
the other presented configurations, having a larger recirculation zone than config-
urations 1 and 2 and a smaller one than configurations. This can be seen in Fig.
3.60. The recorded images of the flow around the turnaround louver correspond
well to the visualisation done by DeJong and Jacobi [36] on a convex louvered fin
array which consisted of similar inverted V-shaped louvers (20○).
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(a) ReLp = 127
(b) ReLp = 230
(c) ReLp = 330
(d) ReLp = 434
(e) ReLp = 536
Figure 3.49: Comparison of the local flow behaviour around the inlet louver of
configuration 1 at different ReLp .
FLOW BEHAVIOUR 121
(a) ReLp = 127
(b) ReLp = 230
(c) ReLp = 330
(d) ReLp = 434
(e) ReLp = 485
Figure 3.50: Comparison of the local flow behaviour around the turnaround
louver of configuration 1 at different ReLp .
122 CHAPTER 3
(a) ReLp = 175
(b) ReLp = 383
(c) ReLp = 453
Figure 3.51: Comparison of the local flow behaviour around the inlet louver of
configuration 2 at different ReLp .
(a) ReLp = 434 (b) ReLp = 453
Figure 3.52: Numerical visualisation of the flow around the exit louver of
configuration 1 and 2 at different ReLp .
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(a) ReLp = 175
(b) ReLp = 314
(c) ReLp = 383
(d) ReLp = 453
Figure 3.53: Comparison of the local flow behaviour around the turnaround
louver of configuration 2 at different ReLp .
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(a) ReLp = 50 (b) ReLp = 102
(c) ReLp = 130
(d) ReLp = 175
Figure 3.54: Comparison of the local flow behaviour around the inlet louver of







































































































(a) ReLp = 50 (b) ReLp = 102
(c) ReLp = 120
(d) ReLp = 170
Figure 3.56: Comparison of the local flow behaviour around the inlet louver of
configuration 4 at different ReLp .
FLOW BEHAVIOUR 127
(a) ReLp = 50 (b) ReLp = 102
Figure 3.57: Comparison of the local flow behaviour around the turnaround
louver of configuration 4 at different ReLp .
(a) ReLp = 175 (b) ReLp = 219
Figure 3.58: Numerical visualisation of the flow around the exit louver of









































































































In this chapter the flow behaviour within inclined louvered fins is described in great
detail. Because of the strong geometric similarities between inclined louvered fins
and louvered fins a literature survey was performed focused on the flow behaviour
in louvered fins. This survey revealed the existence of two distinct flow regimes
(quantified through the ‘flow efficiency’) which are related to the thermo-hydraulic
performance and the boundary layer behaviour. To study the flow behaviour in in-
clined louvered fins the flow through six configurations was visualized in a water
tunnel. To quantify the deflection a parameter, ‘the fin angle alignment factor’ ζ
was introduced and measured graphically. The results were compared with nu-
merical simulations and good agreement was found provided the same measuring
technique was used.
A more thorough investigation into the difference between graphically and nu-
merically determined ζ values revealed that the graphical method can be distorted
due to the presence of local recirculation zones, and that care should be taken when
choosing the reference locations for the start and end points. Numerical data was
gathered for 14 configurations with different fin angles and fin pitch ratios and this
data was used to determine a statistical correlation for ζ. A simple boundary layer
growth model in a unit cell was derived for ζ and good agreement was found using
fitted data to 5 cases. A single case with a different fin thickness ratio was studied,
and it was found to result in very different flow behaviour, with strong flow sep-
aration on the louvers even at very low Reynolds numbers. The impact of the fin
thickness ratio was not considered further on.
Detailed images of the flow around the inlet and turnaround louvers revealed
the existence of recirculation zones which grew larger as the Reynolds number
increased. The size of these zones is strongly coupled with the fin angle and the
fin pitch. A larger fin angle results in larger recirculation zones which appear at
lower Reynolds numbers. Decreasing the fin pitch reduces the size of these zones.
The recirculation zones are the triggers that generate unsteady flow as is studied in
the subsequent chapter.
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(a) ReLp = 134
(b) ReLp = 187
(c) ReLp = 295
(d) ReLp = 402
Figure 3.60: Comparison of the local flow behaviour around the inlet louver of
configuration 5 at different ReLp .
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(a) ReLp = 134
(b) ReLp = 241
(c) ReLp = 295
(d) ReLp = 348
(e) ReLp = 402
Figure 3.61: Comparison of the local flow behaviour around the turnaround
louver of configuration 5 at different ReLp .

4
Transition to unsteady flow
4.1 Introduction
As stated in Chapter 1 the interrupted fin designs exploit two heat transfer enhance-
ment mechanisms: boundary layer restarting and selfsustained flow unsteadiness.
The resulting laminar flow oscillations increase the heat transfer rate by promoting
flow mixing, boundary layer thinning (due to velocity components perpendicular
to the boundary layer). The pressure drop also increases due to the rise in form
drag. In this chapter the transition from steady laminar flow to unsteady periodic
flow will be studied in inclined louvered fins both experimentally and numerically,
and in various fin geometries. Visual observations showed that the flow could
become unsteady at very low Reynolds numbers (ReLp ≈ 250 for some configura-
tions) and that the geometry had a very strong impact on this transitional behaviour.
This will be presented in the first section. As a large amount of data is available in
open literature on the transition in the slit fin and louvered fin design, a literature
survey concerning the transitional behaviour in these two fin designs was included
further on for comparison. Although a lot of work has been published on ‘inline’
fin arrays, which are closely related to the slit fin, it was opted to disregard this
design as it shows only limited resemblance to the inclined louvered fins.
134 CHAPTER 4
4.2 Transition to unsteady flow in inclined louvered
fins
During the water tunnel visualisation it became apparent that even at the low
Reynolds numbers considered in this study the flow became unsteady in all con-
figurations. The water tunnel provides a means to visualize the flow but without
local velocity measurements (using e.g. Laser Doppler Anemometry, a hotwire or
PIV) it is very difficult to determine quantitative information such as vortex shed-
ding frequencies, wave amplitudes. . . In the subsequent section an overview will
be presented based on the visual observations during the visualisation. In a previ-
ous paragraph 3.6 the evolution of the recirculation zones was shown in detail. For
ease of reporting the findings in this section are divided per fin angle value.
4.2.1 Visual observations
4.2.1.1 Configurations 1 and 2
Figure 4.2 shows the different stages of the flow transition for configuration 1.
This figure is a composite sketch based on various flow images. At low ReLp (≈
130) the flow is fully laminar and no recirculation zones are present at the inlet,
turnaround or exit louver: Fig. 4.2 A. As the flow velocity is increased (ReLp ≈
330), small recirculation zones appear underneath and on top (downstream side) of
the turnaround louver, as indicated in Fig. 4.2 B. Two streaklines showed unsteady
behaviour - a gentle wavy pattern; the first one making contact with the shear
layer on top of the turnaround louver and the second one with the shear layer on
the downside of the exit-louver. Further downstream of the exit louver the waves
evolve into small counterrotating vortices. This is shown in Fig. 4.1.
Figure 4.1: Streakline passing just underneath the exit louver of configuration 1
which evolves into small counterrotating vortices downstream of the test setup,
ReLp = 330.
A further increase in the velocity (ReLp = 380 Fig. 4.2 C) resulted in larger re-
circulation zones. The unsteady behaviour intensified as the wave amplitude grew,
the vortices became larger and appeared after a shorter traveled distance down-
stream of the turnaround and exit louver. Due to proximity and the growing wave
amplitude of the streakline passing just above the turnaround louver, the streak-
lines further downstream show oscillations. This includes the streakline which
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makes contact with the shear layer underneath the exit louver. This in turn resulted
in stronger vortices being shed by the exit louver. In Fig. 4.3 the evolution of the
unsteady flow in the wake of the turnaround louver is shown for ReLp = 430 and
ReLp = 530. The turnaround louver sheds clockwise rotating vortices. By ReLp
= 430, a small recirculation zone has appeared underneath of the inlet louver. The
streakline making contact with this shear layer gradually showed small wavy os-
cillations downstream. Further increase of ReLp to = 530 (Fig. 4.2 D) intensified
the unsteady motion in the first half of the fin array. This unsteady motion further
added to the unsteadiness in the downstream half of the fin array, resulting in large
scale mixing. At ReLp = 590 unsteady flow was present throughout the entire fin
array. Chaotic mixing occurs in the downstream half of the fin array and periodic
behaviour in the upstream half due to the vortex street shed by the inlet louver. The
flow behaviour in the wake of the inlet louver at ReLp = 590 is shown in Fig. 4.4.
Figure 4.2: Various phases in the transition from steady laminar to unsteady flow
for configurations 1 and 2. A: ReLp = 130, B: ReLp = 330, C: ReLp = 380, D:
ReLp = 530 (configuration 1)
The transition to unsteady flow for configuration 2 has similar stages as con-
figuration 1. Laminar flow was found up to ReLp = 250. The recirculation zones
shown in Fig. 4.2 B were first noticed at ReLp ≈ 330. The flow velocity however
had to be increased up to ReLp = 520 in order to see the first wavy streaklines
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(a) ReLp = 430
(b) ReLp = 530
Figure 4.3: Evolution of the unsteady flow in the wake of the turnaround louver
of configuration 1: ReLp = 430 and ReLp = 530.
Figure 4.4: Vortex shedding in the wake of the inlet louver of configuration 1,
ReLp = 590.
within the downstream part of the fin array (as shown as well in Fig. 4.2 B). In-
creasing ReLp to 620 resulted in the formation of a recirculation zone underneath
the inlet-louver and the streakline passing near to it gradually became unsteady.
Full scale mixing was found for ReLp = 870. If these Reynolds numbers are com-
pared to those reported for the transition in configuration 1, it is clear that the fin
pitch has a strong impact on the transitional behaviour in these geometries. Reduc-
ing the fin pitch increases the Reynolds numbers at which unsteady flow appears.
The strong pressure gradients within the small channels suppress flow separation
on the turnaround and exit louver, as shown in paragraph 3.6.
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4.2.1.2 Configurations 3 and 4
The geometry of configuration 3 and 4 differs strongly from that of configuration
1 and 2 (Fig. 3.14). This resulted in very different flow behaviour, as shown in
Chapter 3. The increased fin angle gives rise to large recirculation zones at the
inlet, turnaround and exit louver starting at low ReLp (50). The large steady wake
downstream of the turnaround louver is shown in Fig. 4.5, ReLp = 130. Even at
this low Reynolds number, clear oscillations were be seen behind the fin array in
the streakline making contact with the shear layer underneath the exit-louver.
Figure 4.5: Composite sketch of the steady flow pattern in configuration 3 at
ReLp = 130.
At ReLp = 180 the wake behind the turnaround louver became unsteady, and
at ReLp = 235 a clear vortex street was seen, as the ‘ink tail’ moved up and down
between vortices (Fig. 4.6 a). As a result the entire downstream half of the fin ar-
ray experienced periodic flow behaviour, Fig. 4.7. A clear vortex street was found
in the wake of the exit-louver starting from ReLp = 180. At ReLp = 290 small
vortices appeared on the edge of the recirculation zone underneath the turnaround
louver, resulting in a complex flow pattern underneath and behind the turnaround
louver. This is shown in Fig. 4.6 b. The streakline passing just underneath the
inlet louver showed small oscillations downstream and leading edge shear layer
instabilities were present on louvers 2 and 3. As the flow velocity was increased,
the mixing in the downstream half of the fin array became increasingly chaotic,
making visualizing flow details impossible. AtReLp = 315 the inlet-louver started
to shed vortices, so most of the fin array is now experiencing unsteady flow. Only
around louver 1 the flow remained laminar. AsReLp was increased to 391, leading
edge shear layer instabilities appeared on louver 1. Further increase of the flow ve-
locity resulted in chaotic flow as the vortex shedding of the inlet-louver intensified
(Fig. 4.8) and louver 1 also started to shed small vortices. The result was a very
intensely mixed flow.
The transition from laminar to unsteady mixed flow in configuration 4 happens
in the same way as for configuration 3. The only major difference is the size of the
wake behind the turnaround louver, as shown in paragraph 3.6: due to the smaller
fin pitch the wake area is much more confined. At ReLp = 170, the exit louver
started to shed vortices, Fig. 4.9. Increasing ReLp to 220 resulted in a vortex
street behind the turnaround louver. Just as in configuration 3, a small vortex was
generated on the edge of the recirculation zone underneath the turnaround louver
and then transferred downstream. The downstream half of the fin array experiences
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Figure 4.6: Visualisation of the unsteady wake downstream of the turnaround
louver of configuration 3, (a) ReLp = 235 - (b) ReLp = 290.
Figure 4.7: Visualisation of the periodic unsteady flow in the downstream half of
configuration 3, ReLp = 235.
Figure 4.8: Vortex shedding by the inlet louver of configuration 3: counter
rotating vortices are formed by the unsteady shear layer underneath the inlet
louver recirculation zone and subsequently shed downstream, ReLp = 435.
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periodic unsteady flow, while the upstream half is still laminar, Fig. 4.10. AtReLp
= 315 the shear layer underneath the inlet-louver became unstable, resulting in
small vortices being shed. The fin pitch has little effect on the flow transition in
configuration 3 and 4. Leading edge shear layer instability was detected on louver
1 at ReLp = 450: the boundary layer separates at the leading edge and rolls up into
small vortices transported downstream, Fig. 4.11.
(a) ReLp = 170
(b) ReLp = 216
Figure 4.9: Evolution of the unsteady flow in the wake of the exit louver of
configuration 4.
Figure 4.10: Visualisation of the periodic unsteady flow in the downstream half of
configuration 4, ReLp = 280.
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(a) ReLp = 450 (b) ReLp = 450
(c) ReLp = 504 (d) ReLp = 552
Figure 4.11: Visualisation of the unsteady flow around L1 of configuration 4 at
various Reynolds numbers. Vortices form at the leading edge and are transported
downstream.
Using numerical data, Tafti and Zhang [83] found that the fin pitch had no ef-
fect on the transitional behaviour for standard louvered fins at high louver angles
(30). The estimatedReLp for which the initial instability would appear in the inte-
rior of the fin array was 600 (t∗ = 0.1, θ = 30). This is much higher than the values
reported here. If the fin shape studied by Tafti and Zhang [83] is considered (as
shown in Fig. 3.28) a distinct difference can be seen: the shape of the turnaround
louver is much smoother compared to the one present in the studied inclined lou-
vered fins (Fig. 2.3). For all configurations studied during the flow visualisation,
the transition to unsteady flow was triggered by the inlet, turnaround and exit lou-
ver. The inclined sections generated flow separation zones and the resulting shear
layers became unsteady. The increased ‘sharpness’ (longer plates set at an an-
gle to the flow) compared to the work by Tafti and Zhang [83] could attribute for
the lower Reynolds values found for the onset of unsteady flow. Comparing the
Reynolds numbers at which unsteady flow appears in configuration 3 to those of
configuration 1, shows that the fin angle has a strong impact on the transitional
behaviour. Increasing the fin angle results in larger recirculation zones which start
to appear at lower Re, as shown in paragraph 3.6. Similar findings were reported
by DeJong and Jacobi [25] for standard louvered fins, where increasing the lou-
ver angle resulted in larger counter rotating zones that promoted unsteady flow at
lower ReLp .
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4.2.1.3 Configuration 5
The initial transitional flow behaviour for configuration 5 is shown in Fig. 4.12.
Laminar flow (Fig. 4.12 A) was found up to ReLp = 187. Two clear recirculation
zones were found at the turnaround louver, but the initial size was smaller than
those found for configuration 3 (due to the smaller fin angle). Increasing the flow
velocity to ReLp = 240 resulted in a gently oscillating wake behind the turnaround
louver. The streaklines passing just above and underneath the turnaround louver
presented small oscillations upstream of louvers 9 and 10 respectively, giving rise
to flow instabilities around these louvers. The streaklines passing around louver
6 presented small oscillations just upstream of the exit louver, adding to the un-
steady wake of the exit louver, Fig. 4.13. The small waves evolved into strong
vortex cores at some distance downstream of the fin array. Increasing ReLp to 350
intensified the unsteady flow behind the turnaround louver and the exit louver, in-
creasing the wave amplitude. The streakline between louver 6 and the exit louver
showed growing wavy disturbances. Flow instabilities were present around louver
8. At ReLp = 400 the wake of louver 3 became unsteady which further increased
the mixing around louvers 8 and 9. The downstream half of the fin array is now
experiencing full scale mixing, Fig. 4.14, triggered by the oscillations in the wake
of the turnaround louver.
At ReLp = 490 the streakline passing just underneath the inlet louver and the
streakline in the wake of louver 1 showed wavy behaviour. The entire fin array
now experiences unsteady flow, periodic in the upstream part and more chaotic in
the downstream part, Fig. 4.15. A further velocity increase toReLp = 570 resulted
in clear vortex shedding by the inlet louver. A small vortex was formed within
the recirculation zone underneath the inlet louver and then ejected. Configuration
5 is a ‘compromise’ between configuration 1 and 3, which results in an average
fin angle alignment factor (0.17). Comparing Figs. 4.2 A - 4.5 - Fig. 4.12 A
shows the difference in the laminar flow pattern for these three configurations. In
configuration 5 a streakline entering the fin array passes by two to four louvers
before exiting, while for configuration 1 some streaklines do not make contact
with any louvers. In configuration 3 all streaklines pass by at least four louvers. It
therefore makes sense that the flow behaviour of configuration 5 is more similar to
that of configuration 3 than that of configuration 1. Because the fin pitch was found
to have little effect on the transitional behaviour in configurations 3 and 4, the flow
behaviour of configurations 3 and 5 can be easily compared. The smaller fin angle
in configuration 5 results in higher Re for the onset of unsteady flow behind the
turnaround and inlet louver.
4.2.1.4 Configuration 6
Configuration 6 has thicker louvers. Laminar flow was found up to ReLp = 175,
but with clear separation zones on the inlet-, exit- and turnaround louver, but also
on other louvers (4, 5, 7, 8, 9), as shown in Fig. 3.39. This figure also reveals
the presence of small stationary vortices behind the louvers. Zhang et al. [99] also
142 CHAPTER 4
Figure 4.12: Composite sketch of the transitional flow behaviour in configuration
5: A: ReLp = 187 - B: ReLp = 240.
Figure 4.13: Visualisation of the unsteady flow downstream of the exit louver of
configuration 5, ReLp =270.
Figure 4.14: Visualisation of the periodic unsteady flow in the downstream half of
configuration 5, ReLp = 400.
Figure 4.15: Visualisation of the periodic unsteady flow throughout configuration
5, ReLp = 450.
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reported such vortices behind the louvers (t∗ = 0.115) in their numerical study
of inline fins at low Reynolds numbers. Increasing the velocity to ReLp = 217
resulted in the first signs of unsteady flow. The streaklines passing just above
the turnaround louver showed very small waves in the downstream part of the fin
array. These waves evolved into small vortices as the streakline passes just below
the exit louver. At ReLp = 267 vortex shedding was present in the wake of the exit
louver, Fig. 4.16. Counterrotating vortices traveled downstream. The streamline
passing just above the turnaround louver became unsteady by louver 7 showing
a strong wavy motion, evolving into clockwise rotating vortices. This in term
induced unsteady flow over louvers 9 and 10 and gave rise to small waves in the
wakes of louvers 6 and 7. The streakline passing just underneath the inlet louver
showed small waves just upstream of the turnaround louver.
Figure 4.16: Visualisation of the unsteady flow downstream of the exit louver of
configuration 6, ReLp = 267.
At ReLp = 315 the unsteady flow in the downstream half of the fin array be-
came more intense, resulting in more chaotic mixing. Strong separation was seen
on several louvers - the leading edge shear layer rolling up into vortices which
were then shed, e.g. on louver 10: Fig. 4.17. A counter rotating vortex appeared
underneath the turnaround louver on the edge of the shear layer and was period-
ically shed downstream, similar to configuration 3 - 4, Fig. 4.18. As the flow
velocity was increased, leading edge shear layer instabilities appeared on louvers
2 - 3 - 4. At ReLp = 460 the inlet-louver started to shed vortices. The entire fin
array now experiences unsteady flow. Comparing the flow behaviour for configu-
ration 6 to configuration 5, it is clear that increasing the fin thickness has a strong
impact on the flow, just as it has on the fin angle alignment factor. The transition
to unsteady flow occurs at lower velocity due to the presence of large recirculation
areas on top of the louvers. This is due to the high fin angle alignment factor -
the flow approaches the thick louver at an angle and is forced to separate. The
high ζ values in turn are caused by the small passages between the louvers. Tafti
and Zhang [83] found that increasing the fin thickness in louvered fins reduced the
Reynolds number at which unsteady flow appears in the wake of the exit louver
(ReLp = 300 for t
∗ = 0.15, θ = 20○) and in the interior of the fin array (ReLp =
600 for t∗ = 0.15, θ = 20○). These values are higher than those reported here, the
144 CHAPTER 4
difference can be attributed to the thickness ratio for configuration 6 being larger
(0.2) and the ‘sharper’ shape of the turnaround louver.
(a) (b)
Figure 4.17: Visualisation of the unsteady flow around L10 of configuration 6 at
ReLp = 316. Vortices form at the leading edge and are transported downstream.
(a) (b)
Figure 4.18: Visualisation of the unsteady flow underneath the turnaround louver
of configuration 6 at ReLp = 360. Vortices form on the edge of the shear layer
and are transported downstream.
4.2.2 Numerical study of the flow transition
The numerical simulations provide an excellent tool to both visualize and quan-
tify the unsteady flow behaviour. The same geometry, grid setup and simulation
settings were used as described earlier on in Chapter 2 and 3. The time step used
in the unsteady simulations was set in such a way that each time step required ap-
proximately 30 - 40 iterations to reach convergence. This resulted in time steps
between 0.005 s and 0.0005 s. To determine the nature of the flow, local veloc-
ity monitors were placed centered in the wake of each louver half a louver pitch
downstream of the trailing edge. At the inlet, turnaround and exit louver the mon-
itor locations were set half a louver pitch downstream of the trailing edge as well,
but following the sense of the trailing edge. The monitor locations of configuration
3 are shown in Fig. 4.19. Both velocity components were monitored at the marker
locations as well as the overall pressure drop over the fin array. At low Reynolds
numbers the flow was steady laminar and no variations were detected in the veloc-
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ReLp Coarse grid TS1 Fine grid TS1 Fine grid TS2
∆P 259 0.0847 0.0850 0.0850
∆P 362 0.1448 0.1451 0.1454
∆P 465 0.2224 0.2196 0.2211
∆P 569 0.3232 0.3196 0.3204
Sr 259 0.704 ±0.026 0.706 ±0.057 0.704 ±0.058
Sr 362 0.719 ±0.027 0.700 ±0.028 0.720 ±0.036
Sr 465 0.690 ±0.028 0.690 ±0.036 0.705 ±0.056
Sr 569 0.707 ±0.020 0.705 ±0.047 0.687 ±0.062
Table 4.1: Time averaged pressure drop (Pa) and Strouhal number for
configuration 3 at various Reynolds numbers and for different simulated cases:
checking for grid independence and time step independence.
ity signals. Once the flow had become unsteady, the local velocity and the pressure
drop signals evolved into a periodic series. This is shown in Fig. 4.20.
Figure 4.19: Marker locations for configuration 3.
To determine the frequency components present within the signals, a Fourier
transformation was used. The signals were monitored over a large number of
periods (> 50) to ensure the frequency was well captured. In Chapter 3 the grid
independence of the results was verified for the mean flow behaviour. As these
simulations focus more on local flow behaviour, such as wakes and recirculation
zones, the simulations were done on the same grids of Table 3.3 and for two time
step values to check for any dependence on the time step. To report the frequency
components the Strouhal number Eq. (4.1) will be used, with the louver Lp as
reference length. Table 4.1 contains a comparison of the averaged pressure drop
and Strouhal number for the two considered grids with two different time steps
and at different Reynolds numbers for configuration 3. The time step (‘TS’) varied
depending on the Reynolds number (ranging between 0.005 s and 0.0005 s), TS2
was half of TS1. As can be seen, the Strouhal number and pressure drop values
confirm the solution is grid and time step independent. This was verified for all
cases.
Sr = f ⋅Lref
V
(4.1)
Configuration 3 had the most pronounced transition to unsteady flow of all
cases studied during the flow visualisation. To illustrate the method used to analyse
the transition this case will be used as an example. As stated above, the local
velocity components were measured in the wake of all louvers. Once the signals
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Figure 4.20: Local velocity magnitude (m/s) vs. time (s) for three velocity
markers of configuration 3, ReLp : 259. Black curve: wake of the exit louver, blue
curve: wake of louver 8, red curve: wake of the turnaround louver.
had become periodic, data was recorded over a sufficient number of periods to
determine the frequency spectrum using a Fourier transformation. Figure 4.23
shows the resulting power spectral density set out against the Strouhal number for
all markers at ReLp = 259. Firstly one notices peaks in the PSD at discrete Sr
numbers, characteristic of periodic selfsustained unsteady flow. The flow behaves
sinusoidally, as can be seen in Fig. 4.20. Some curves only show a single peak
value while others have multiple, more specifically the second, third and higher
harmonics. The PSD of the inlet louver, L1, L2, L3 and L4 have much lower
values than that of the downstream half of the fin array. These curves also only
present a single Sr value. The PSD values increase in value as one moves further
downstream into the fin array. To better understand the evolution of these curves,
instantaneous spanwise vorticity has been plot in Fig. 4.21 and this on different
time steps within a single period in order to show the variation in time.
All PSD curves except that of the inlet louver show the same dominant Sr
number, which is driven by the exit louver vortex shedding. The amplitude dimin-
ishes severely towards the front part with an amplitude ranging 10−6 and 0.0006
for L1 - L4. This is consistent with earlier findings by Tafti and coworkers [83]
- [115] for louvered fins. Using numerical simulation they studied the transition
within louvered fins and recorded that the unsteadiness started in the wake of the
exit louver and moved upstream as the Reynolds number increases. As soon as
the flow became unsteady the wake shedding frequency occurred in all frequency
spectra throughout the fin array with decreasing amplitude further upstream in the
fin array. The PSD of the IL, L1 and L2 are very low in value as these louvers




Figure 4.21: Instantaneous contourplots of the spanwise vorticity at different time
steps during a single period, configuration 3 - ReLp = 259.
experience undisturbed flow. At these Reynolds numbers a recirculation zone is
present underneath the inlet louver (Fig. 3.54). The high shear results in the for-
mation of a small secondary recirculation zone at the back of the inlet louver, Fig.












Figure 4.22: Instantaneous streamline plot around the inlet louver of
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The different plots in Fig. 4.21 show how the flow in the upstream half of the
fin array is much more stable than in the downstream half. Both the exit louver
and turnaround louver show an unsteady wake, a ‘tail’ which moves up and down
as vortices are being shed. These vortex cores can be clearly seen downstream of
the fin array. As a result the wake of the turnaround louver and exit louver have the
highest PSD values. The downstream half of the fin array all presents high PSD
values, indicating an unsteady flow. The same dominant Sr number is apparent in
all curves. Louver 8 shows very high PSD values and a strong second harmonic.
This is due to L8 being directly in the wake of the turnaround louver. The strong
transversal motion of the turnaround louver wake induces small separation bubbles
on the top and bottom surface of L8 which are transported downstream. This can
be seen in Fig. 4.21. This also occurs on the bottom side of L7 and the top side
of L9. This results in strong harmonics within the PSD of these louvers. As the
flow moves straight through these fins (see Chapter 3), the disturbances within the
flow which transported downwards will result in so called ‘intra-fin interference’:
L5 will influence L6 and further downstream L9 - L7 will influence L10. This
will increase the PSD values of these louvers compared to the louvers upstream as
the local flow contains more disturbances. The oscillation of the turnaround wake
also affects the flow around L6, as it is seen to shed vorticity which is transported
downstream.
Figure 4.24 provides an overview of the unsteady motion of the wake of the
turnaround louver in configuration 3, ReLp = 259. At the start of the cycle two
recirculation zones are present on the downstream top side of the turnaround lou-
ver. The bottom vortex is ejected into the main flow and dissipates while the top
recirculation zone grows to cover the entire downstream top side of the turnaround
louver. This zone eventually also is ejected downstream to dissipate. Upon release
the shear concentration generates a small counterrotating recirculation zone near
the trailing edge. This zone then migrates to the top side and starts to grow. A
clockwise rotating recirculation zone thus develops on the top side and the cycle
can start again. This shows clearly how the recirculation zones drive the unsteady
flow in the second half of the fin array.
Figure 4.25 provides an overview of the unsteady motion of the wake of the exit
louver in configuration 3,ReLp = 259. At the start of the cycle a large recirculation
zone covers the top side of the inclined section. This zone slowly moves down and
is ejected into the main stream. This results in a concentrated vortex core moving
downstream. The strong shear near the trailing edge generates a small recirculation
zone, which grows in size as the vortex is transported further downstream. A
small recirculation zone appears again on the top of the inclined part, driven by
the growing recirculation zone which deflects the flow. As this zone grows and
moves down the inclined part it pushes the recirculation zone near the trailing
edge away from the fin and it is ejected. A very pronounced sweeping tail can be
seen in the wake of the exit louver.
To further quantify the transitional flow behaviour in the inclined louvered
fins, the ratio of the amplitude of the local velocity signal to the mean value of
the velocity was determined for each marker location. In Fig. 4.26 this value is
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(a) TS: 1555 (b) TS: 1565
(c) TS: 1585 (d) TS: 1605
(e) TS: 1625 (f) TS: 1645
(g) TS: 1665 (h) TS: 1685
(i) TS: 1695 (j) TS: 1705
Figure 4.24: Instantaneous streamline plots of the wake of the turnaround louver
at different time steps during a single period, configuration 3 ReLp = 259.






Figure 4.25: Instantaneous streamline plots of the wake of the turnaround louver
at different time steps during a single period, configuration 3 ReLp = 259.
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set out for all marker locations for different Reynolds numbers. For ReLp = 259
there is a sharp decline in this ratio, which is fairly constant in the downstream
half of the fin array and triggered by the oscillating wake of the turnaround louver.
At ReLp = 362 the values at the front are much larger and almost the same as in
the downstream part of the fin array. In Fig. 4.27 instantaneous spanwise vorticity
plots are shown forReLp = 362 at different time steps. The wake of the inlet louver
now has become unsteady as well and as a result the upstream part of the fin array
experiences periodic unsteady flow. The sweeping tail of the inlet louver has a
strong impact on the wake of louver 1. Further increases in the Reynolds number
results in a higher ratio of the amplitude of the signal to the mean value. This is
consistent with the visual observations done during the visualisation. At ReLp =
569 the entire fin array is clearly experiencing very strong flow oscillations.
Figure 4.26: Ratio of the amplitude of the local velocity signal to the mean value
of this signal on different marker points throughout the fin array, configuration 3 -
various ReLp .
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Figure 4.27: Instantaneous contourplots of the spanwise vorticity at different time
steps during a single period, configuration 3 - ReLp = 362.
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Figure 4.28: Instantaneous contourplots of the spanwise vorticity at different time









































































































































The unsteady behaviour in the downstream part is fairly constant for the dif-
ferent louvers. The wake of L6 is affected by the turnaround louver wake which
then progresses to L8. Figure 4.27 reveals the presence of leading edge shear layer
instability on L8, forming small cells which are transported downstream. This re-
sults in the large number of harmonics in the wake of L8: the small vortex cells
being shed are shed at the same frequency but on different locations and different
moments resulting in higher harmonics. Already at ReLp = 259 the wake of L5
shows a clear second harmonic. This is caused by the oscillating movement of the
turnaround louver wake. Figures 4.29 and 4.26 show how the flow unsteadiness
slightly decreases from the IL and L1 to L2, L3 and L4, just as it does in the wake
of the turnaround louver from L6 to L7, and again from L8 to L9. The drop off
for L9 is present at all Reynolds numbers, consistent with the more stable flow
behaviour in Figs. 4.23 - 4.29. The wake of L5 shows a series of harmonics as
well at ReLp = 362. This is most likely caused by a combination of upstream
perturbations and the unsteady motion of the recirculation zone underneath the
turnaround louver. A vortex grows inside this turnaround louver and is shed, Fig.
4.28. This agrees with the visual observations (paragraph 4.2.1). The small vor-
tex underneath the turnaround louver can be seen in Fig. 4.6. Increasing ReLp to
465 further intensifies the unsteady flow, as shown in Figs. 4.26 - 4.30 and this
throughout the entire fin array. Examination of the local flow fields showed no
new flow behaviour, Fig. 4.28. The PSD curves of all louver markers are now
grouping up. All curves now show the presence of one or more harmonics, and for
the curves which already presented these harmonics at lower Reynolds numbers
the number of harmonics and the intensity has increased. At ReLp = 569 the flow
field and resulting PSD diagram look very similar to that of ReLp = 465.
Figure 4.31 shows the same data as Fig. 4.26 but for configuration 4. At ReLp
= 316 the flow behaviour is similar to that of configuration 3ReLp = 259: periodic
unsteady flow in the second half of the fin array while the amplitude diminishes
very sharply in the upstream half reaching 0 in the wake of the inlet louver (laminar
flow). The wake of L6 is affected significantly by the wake of the turnaround
louver as well as by perturbations added upstream by L5. This results in a very
strong unsteady flow in the wake of L6 which decreases further downstream to L7,
L8 and L9. Figure 4.32 (a) shows an instantaneous view of the spanwise vorticity
in configuration 4,ReLp = 450. The flow image is very similar to that of Fig. 4.21.
The associated PSD is shown in Fig. 4.33 and is very similar to that of Fig. 4.23.
As the Reynolds number increases the unsteadiness in the upstream half gradually
increases up to ReLp = 800 where the entire fin array is experiencing periodic
unsteady flow. Interestingly the amplitude variation of the wake of L1 increases
a lot faster than that of the inlet louver as the Reynolds number increases from
316 to 450 and then to 550. Figure 4.32 (c) shows the instantaneous spanwise
vorticity contours at ReLp = 750. The flow is very unsteady, L3, L4, L7 and L9
present leading edge shear layer instabilities shedding vortex cores. The wake of
L1 oscillates up and down, shedding vortices. This behaviour is similar to the one
reported by Joshi and Webb [31] for slit fins, Fig. 4.41. It does occur at a lower
Reynolds compared to their study due to the higher t∗.
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Figure 4.31: Ratio of the amplitude of the local velocity signal to the mean value
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(c) ReLp = 750
Figure 4.32: Instantaneous contourplots of the spanwise vorticity at different
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In Fig. 4.34 the amplitude ratio is shown for the different marker locations
in configuration 5 at different Reynolds numbers. The transitional behaviour is
similar to the one reported for configuration 3 and 4: the wake of the exit louver
becomes unsteady resulting into a frequency which propagates into the fin array.
As the Reynolds number increases the wake of the turnaround louver becomes un-
steady and then at higher Re the wake of the inlet louver. At ReLp = 402 the wake
of the exit louver has just started to become unsteady, the resulting amplitudes
are very small in the downstream fin array (10−6) and non existent in the upstream
part. AtReLp = 550 the entire downstream section is experiencing strong unsteady
flow triggered by the turnaround louver. Figure 4.35 shows a series of instanta-
neous vorticity plots to characterize the flow behaviour at the different Reynolds
numbers. It is clear that the unsteadiness in the downstream half of the fin array
is driven by the unsteady motion of the turnaround louver wake. The wake of the
inlet louver drives the unsteady motion in the upstream half. These findings agree
well with the visual observations. At Re = 1000 the flow in the downstream half of
the fin array is becoming chaotic, as more and more frequency components appear
in the spectrum. The upstream half is still periodic. This is illustrated in Fig. 4.36
in which the PSD of the wake of L3 and L8 are compared. The wake of L3 is peri-
odic in nature showing multiple harmonics of the base frequency, but in the wake
of L8 a whole range of frequencies appears indicating the more chaotic nature of
the flow (Fig. 4.35 (d)).
Figure 4.34: Ratio of the amplitude of the local velocity signal to the mean value













(a) ReLp = 550
X
Y




(b) ReLp = 750
X
Y





(c) ReLp = 850
X
Y




(d) ReLp = 1000
Figure 4.35: Instantaneous contourplots of the spanwise vorticity at different
ReLp - configuration 5.











Figure 4.36: Comparison of the PSD of the velocity magnitude in the wake of L3
and L8, configuration 5 - ReLp = 1000.
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4.2.3 Comparison of the experimental and numerical data
In paragraph 4.2.1 an overview was presented of the visual observations done in the
water tunnel as the flow transitioned from steady to unsteady. In the subsequent
paragraph the flow behaviour was studied in more detail using two dimensional
numerical simulations. There was good qualitative agreement: the numerical sim-
ulations showed the same stages in the flow transition. As the Reynolds number
is increased the wake of the exit louver is the first to become unsteady, followed
shortly after by the wake of the turnaround louver which shows a ‘sweeping tail’.
As the Reynolds number is increased more the unsteady motion in the downstream
part of the fin array intensifies as leading edge shear layers become unstable on
downstream louvers shedding smaller vortex cores. In the upstream part of the
fin array the wake of the inlet louver gradually becomes unstable, evolving from a
gentle oscillation to vortex shedding. This in term induces unsteady motion in the
upstream half of the fin array and will promoted leading edge shear layer instabil-
ities on the louvers. At high Reynolds numbers the flow in the downstream half
becomes chaotic.
If the Reynolds numbers at which unsteady flow was detected visually and
numerically are compared, some discrepancies are found. Consider e.g. configu-
ration 3. Visual observations showed the first wavy motion in the wake of the exit
louver around ReLp = 170, the numerical simulations predicted the first unsteady
motion around ReLp = 230. A small increase of the flow velocity resulted in the
wake of the turnaround louver becoming unsteady, at ReLp = 259 which is similar
to the observations indicating ReLp ≈ 230. The same is true for other configura-
tions, the numerically predicted Reynolds numbers at which the flow unsteadiness
appears are higher than the visually recorded ones. There are several possible ex-
planations. Firstly the simulations are two dimensional and thus do not account
for any three dimensional effects that might be present within the flow. Zhang et
al. [130] reported that in offset strip fins above a Reynolds number of 1000 (based
on Dh) the results of two dimensional simulations were strongly overestimating
the heat transfer and other rms quantities. The effect on the pressure drop was
small because although the form drag was strongly over predicted the friction drag
was oppositely under predicted. The strong coherent spanwise vortices in the two
dimensional simulations are weakened in the three dimensional simulations due to
the presence of streamwise vortices. The spanwise vortices transport fluid towards
the surface and thus enhance the heat transfer. They also generate the strong os-
cillatory motion of the flow. As the transition is driven by vortex shedding from
the wake of the turnaround louver, the two dimensional nature of the simulation
could be influencing the results. Zhang et al. [130] stressed that it is therefore ad-
vantageous to promote two dimensional unsteady flow behaviour rather than three
dimensional.
Secondly, the surfaces used in the water tunnel have a surface roughness and
are not perfectly smooth as in the simulation cases, local surface roughness and the
induced perturbations could result in an earlier transition to unsteady flow. The top
and bottom edges of the inlet, turnaround and exit louver all have a certain radius
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and are not perfectly sharp as in the simulations. These parts were constructed
by soldering two plates together and then smoothing the surface. The soldering
process can also induce small local distortions of the louver surface resulting in
a surface with small three dimensional features. For configurations 1 and 2 the
simulations did not indicate any unsteady flow even up to ReLp = 750. As the
louver angle becomes smaller the relative impact of the local surface distortions
increases, so this could result in an earlier transition. A comparison of numeri-
cal and experimental data of the recirculation zones on inlet, turnaround and exit
louver (paragraph 3.6) showed strong similarities, although exact comparison was
difficult. A more detailed quantitative study of the transition in the water tunnel
could help determine what the cause is of the discrepancies. Also, although the
channel width in the water tunnel is large enough (0.3 m) to ensure the center flow
is two dimensional, the boundary layers which grow on the channel walls will
gradually contract the flow increasing the mean velocity further downstream. Be-
cause of the low water velocities this could result in an earlier transition of the flow
near the exit louver as the actual velocity level has increased locally compared to
the inlet velocity.
4.2.4 Strouhal numbers
Figure 4.37 shows the dominant Strouhal number determined from the PSD plots
of the different unsteady simulations. The data for some configurations nearly
coincides. As stated above, both grid and time step independence were verified.
As can be seen there is quite some spread, with values ranging from 0.6 to 1.4.
These values are similar to the ones reported by Tafti and Zhang [83] who found
Strouhal numbers ranging from 0.7 to 1.2 for the exit louver instability and 1.2 to
2.1 for the interior flow instability in louvered fins (F ∗p = 1.5 − 2, θ = 15○ − 30○).
Springer and Thole [26] reported experimentally determined Sr values between
2.1 and 2.5 for interior flow instabilities in louvered fins (θ = 27○, F ∗p = 0.76 -
0.91 - 1.52), in agreement with the numerical data by Tafti and Zhang [83]. These
two distinct ranges of Sr number are caused by a distinct change in the nature of
the unsteady flow in louvered fins. Initially the unsteady behaviour is driven by
the unsteady wake of the exit louver. The same frequency is present throughout
the fin array, but at very small amplitudes. As the Reynolds number increases the
unsteady behaviour moves upstream into the fin array and changes nature. The
frequency spectra of the interior wakes show a distinct shift in value compared to
the exit louver wake and leading edge shear layer instabilities arise in the fin array.
This mode then dominates the unsteady behaviour and intensifies as the Reynolds
number increases. Tafti and Zhang [83] showed that the exit louver instability and
the interior instabilities were independent of each other. At high Reynolds num-
bers some configurations show the onset of a subharmonic. Tafti and Zhang [83]
also reported this in the louvered fin geometry at high ReLp , between 1200 and
1300. This transitional behaviour ceased at higher Reynolds number with the sub-
harmonic establishing itself as the new dominant frequency. During the transition
Tafti and Zhang [83] found that the wake signal seemed to flipflop between two
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states, one at the subharmonic frequency and one at the main frequency. Similar
behaviour was found within the wake data of the inclined louvered fins (Fig. 4.37)
where a subharmonic appeared a higher Reynolds numbers. This behaviour also
only occurred once the flow in the downstream section of the fin array was near
chaotic.
Figure 4.37: Overview of the numerically determined Strouhal numbers for
different configurations and set out against ReLp .
Increasing the fin pitch reduces the Sr number, but at higher F ∗p values the
impact of the change in fin pitch ratio is very small. The fin angle has a strong
impact on the resulting values. The Sr number in Fig. 4.37 is based on the inlet
velocity and the louver pitch length, Eq. (4.1). This length scale is commonly used
when studying the transitional flow behaviour of blunt plates in combination with
the thickness ratio. In an attempt to better correlate the Sr number data a rescaling
was done, using now the projected area of the exit louver tfin + Lp2 ⋅ tanϕ as a
length scale and the mean velocity in minimal free area at the turnaround louver
VTL as velocity scale. This velocity value is determined using Eq. (4.2). This
represents the mean velocity around the turnaround louver assuming the presence
of a recirculation zone underneath the turnaround louver further narrowing the
channel and increasing the velocity level. The result can be seen in Fig. 4.38.
The data points now collapse better ranging between 0.16 to 0.28. This is because
a more physically sound reference length and velocity scale were chosen. This
rescaling is similar to the work of Fage and Johansen [131], who showed that the
Strouhal number of vortex shedding of an inclined plate scaled with the projected
width of the plate normal to the incoming flow. There still are some differences
between the individual data points in Fig. 4.38, but a perfect scaling law may
be very difficult if not impossible to find because of the complex nature of the
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flow and the sensitivity of the frequency to small changes in the flow behaviour.
Tafti and Zhang [83] performed a similar rescaling but based on the louvered fin
geometry and louver oriented flow behaviour. They reported values between 0.3
and 0.5. This shows the similarity between the transitional behaviour in the exit
louver wake of louvered fins and of inclined louvered fins.
VTL = F ∗p
F ∗p − t∗ − 0.5 ⋅ tanϕ ⋅ Vin (4.2)
Sr2 = Sr ⋅ F ∗p ⋅ (t∗ + 0.5 ⋅ tanϕ)
F ∗p − t∗ − 0.5 ⋅ tanϕ (4.3)
Figure 4.38: Overview of the rescaled Strouhal numbers Sr2 for different
configurations and set out against ReLp .
Extensive studies have been presented on the vortex shedding behaviour of
single bluff bodies such as cylinders, squares and long flat plates. Knisely [132]
presented an overview of experimental Strouhal number data for rectangular cylin-
ders with different thickness ratios and varying angles of attack to the flow and
compared the results to previous published results. The projected cross stream
dimension and mean inlet flow velocity were used as reference length scales in
the Strouhal number definition. He reported Sr number values between 0.15 and
0.16 (t∗ = 0.1, the angle of attack varying between 0 and 40○). Nova´k reported
Sr number values between 0.16 and 0.18 for the same plate geometry and angles
of attack. Varying the thickness ratio has a strong impact on the resulting vortex
shedding behaviour. Stokes and Welsh [133] described how the flow behaviour
changed according to the thickness ratio: for short plates the leading edge shear
layer does not reattach to the surface, for long plates it reattaches upstream of the
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trailing edge forming a separation bubble which grows and divides in a random
manner. Nakamura et al. [29] - [134] visualised the flow around elongated plates
and found that the Sr number (based on the louver length) showed a stepwise be-
haviour as the thickness ratio increased, Fig. 4.39. Rescaling the Strouhal number
using the fin thickness results in a value of 0.16 for t∗ = 0.1. This data was de-
termined for Ret varying between 200 and 3000. Ohya et al. [30] and Hourigan
et al. [135] numerically studied the flow behaviour around rectangular cylinders
with varying thickness ratio and also found the stepwise behaviour in Sr number.
The number of vortices formed on the side of the plate is in correspondence with
this stepwise behaviour, e.g. increasing from 2 to 3 as the thickness ratio changes
from 0.125 to 0.111, Fig. 4.40. Note the similarity between these vorticity plots
and the earlier shown vorticity plots for the inclined louvered fins. This clearly
demonstrates the occurrence of leading edge shear layer instabilities.
Figure 4.39: Experimentally determined Strouhal number for elongated plates
with varying thickness ratio, Nakamura et al. [29].
Mills et al. [136] studied the flow behaviour around a flat plate with an elliptical
leading edge and reported a Sr number of 0.25 (t∗ = 0.1 - Ret = 11000) based on
the plate thickness. The PIV measurements indicated that the vortex shedding has
a strong stream wise component of vorticity that is only weakly correlated across
the span. This is consistent with earlier findings (Hourigan et al. [135], Zhang
et al. [130]. . . ). Sohankar et al. [137] numerically determined Sr values between
0.16 and 0.18 for a rectangular cylinder with a thickness ratio of 0.25 and an angle
of attack varying between 10○ and 30○. Norberg [138] reported a similar value
of 0.17 for a rectangular cylinder with a thickness ratio of 0.33 and an angle of
attack varying between 10○ and 60○. Lam and Leung [139] experimentally studied
the vortex shedding of an inclined flat plate and reported Sr values between 0.15
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(a) t∗ = 0.125 (b) t∗ = 0.111
Figure 4.40: Instantaneous contourplots of the spanwise vorticity around two
elongated plates with a different thickness ratio, Ret = 11000, Ohya et al. [30].
and 0.18. Using PIV they studied the nature of the resulting vortex street and
commented that the formation of the vortex at the leading edge is due to a different
mechanism than that of the vortex at the trailing edge. They found the vortex
street to be asymmetrical with the leading edge vortex being larger than the trailing
edge vortex but showing less intense vorticity levels (when compared at the same
location downstream of the plate). Breuer and Jovicic [140] used LES to study the
separated flow around a flat plate at incidence. They reported that LES was able
to reproduce the Kelvin-Helmholtz instabilities which lead to the formation of the
leading edge vortex, while the trailing edge vortex rolls up from the shear layer at
the sharp trailing edge. They found a Sr value of 0.2 for a flat plate with an angle
of attack of 18○. The rescaled Sr2 values for the inclined louvered fins thus show
a good agreement with open literature data (both numerical and experimental).
4.3 Transition to unsteady flow in slit fins and lou-
vered fins
In their experimental study of scaled slit fin models, Joshi and Webb [31] found
that when plotting the Colburn and friction factor in a loglog diagram the slope
of both curves would show a transition between two values, increasing at higher
Reynolds numbers. They linked this to the transition between steady laminar and
unsteady flow using flow visualisation and determined a simple model to predict
the transitional Reynolds number based on boundary layer growth. They observed
distinct patterns in the louver wake, changing from a smooth and laminar wake
to clear vortex shedding. These are shown in Fig. 4.41. For three configurations
with 18 louvers the Reynolds numbers were reported for which unsteady flow was
found at the end of the array. The ReLp are higher than the considered Reynolds
number range in this study, ranging from 960 for scenario (b) shown in Fig. 4.41
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to 2660 for full scale vortex shedding (d). However, the fin thickness ratio of that
configuration was 0.05 which is only half of the studied inclined louvered fins.
The data presented by Joshi and Webb [31] showed that the fin thickness ratio
has a strong impact on the transition to unsteady flow: for a configuration with a
fin thickness ratio of 0.02 they reported a Reynolds number of 1400 and 3350 for
the same situations. Sparrow and Hajiloo [141] used the naphthalene sublimation
technique to study the slit fin design. They found the plate thickness to have little
effect on the Nu for ReDh < 1200 but at higher Reynolds numbers, Nu increased
faster with Re for thicker plates. This could be due to the flow becoming unsteady,
which is more likely for thicker louvers.
Figure 4.41: Flow patterns observed in the visualisation experiments on scaled
slit fin models by Joshi and Webb [31].
Mochizuki et al. [142] used dye and hydrogen bubbles to visualize the flow
in slit fins. They used a hot wire anemometer to measure the vortex shedding fre-
quencies in a wind tunnel. They considered various flow depths. A fin array with 3
to 8 louvers resulted in a single Sr value at low Re but multiple at high Re. The ar-
rays with 9 to 20 louvers showed a single Sr value of 0.13 over the entire Reynolds
number range. Their flow visualisation showed three distinct regimes: steady,
periodic unsteady and turbulent. In a follow up study, Mochizuki et al. [143] per-
formed pressure drop measurements, flow visualisation and turbulence intensity
measurements on scaled models of slit fins. They reported that the turbulent inten-
sity increased further downstream in the fin array. The visualisation showed that
the unsteady behaviour moved upstream as the Reynolds number increased with
clear presence of vortex shedding. Just as for inclined louvered fins Mochizuki et
al. [143] found that in the same fin array there could be regions of laminar flow,
periodic unsteady and chaotic unsteady flow.
Mullisen and Loehrke [32] used the schlieren technique to visualise the flow
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in both inline and staggered arrays. They reported three flow regimes (Fig. 4.42):
steady, general unsteady and periodic unsteady flow. The steady region is char-
acterized by smooth and straight boundary layers over the plates and in the re-
gion between the plates (top image: ReLp = 437). The general unsteady flow re-
gion is characterized by boundary layers that undulate after they leave the trailing
edge. The amplitude of the unsteadiness continues to grow as the flow proceeds
downstream (center image: ReLp = 655). The periodic unsteady flow region is
characterized by periodic, synchronized vortex shedding from the trailing edges.
One or more vortices can occupy the space between the plates (bottom image:
ReLp = 1311). These Reynolds numbers are lower than those reported by Joshi
and Webb [31], which is consistent with a larger fin thickness ratio. Important to
note is the very small fin pitch ratio of the fin designs studied by Mullisen and
Loehrke [32], only 0.52, which differs considerably from the studied inclined lou-
vered fins. Both the j and f curves showed an increase at the transition to unsteady
flow. Mullisen and Loehrke [32] attributed this to the increased mixing. They
also report that the onset of periodic unsteady flow was accompanied by a loud
audible tone which increased in frequency as the Reynolds number was higher and
the vortex shedding pattern changed, Fig. 4.42. The selfsustained vortex shedding
induces vibrations within the structure which resulted in a clear sound emitted by
the heat exchanger. This phenomenon has been studied in the past in e.g. bundles
of bare tubes and can result in shorter lifespans of the heat exchanger.
Xi et al. [144] visualized the flow in a slit fin design using ink injection in
a water tunnel. Temperature and velocity fluctuations were measured in a wind
tunnel setup using a hotwire. Similar to other authors they reported that as the
Reynolds number increases, the flow transitions from steady laminar to a flow
pattern with roughly sinuisoidal wakes and at higher Re the formation of discrete
vortices. They also considered the impact of the fin pitch ratio, finding that as it is
decreased, the Reynolds numbers at which the flow becomes unsteady decreases
as well.
DeJong and Jacobi [33] reported on the flow behaviour in three offset strip fin
arrays. Detailed flow transition data was presented for the ‘dense’ array (Fp∗ =
0.5, t∗ = 0.126). For this array, a ‘feathery wake’ (Fig. 4.43) was detected at the
last plate (8 plate array) for ReDh = 550. This appearance is due to secondary
vortices being stretched by a velocity gradient and then transported downstream.
During the visualisation some similar images were recorded in the inclined lou-
vered fin, one is shown in Fig. 4.44. As the Reynolds number increased, the wake
of the slit fin became unsteady, with a roughly sinuisoidal appearance, Fig. 4.45.
By ReDh = 720 large scale vortex shedding was present within the array, showing
a clear Von Karman vortex street in the wake. As the Reynolds number was in-
creased the vortex shedding started further upstream in the fin array, with the first
plate shedding vortices at ReDh = 1060. This resulted in turbulent flow starting
from the sixth plate, Fig. 4.46.
Tafti and Zhang [83] - [115] numerically studied the transition within louvered
fins and considered the impact of the fin pitch ratio, the fin thickness ratio, the
louver angle and flow depth. The instabilities were found to first develop in the
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Figure 4.42: Staggered array studied by Mullisen and Loehrke [32], Lp = 2.54
cm, F ∗p = 0.52, t∗ = 0.086. Top image: ReLp = 437, steady flow - Center image:
ReLp = 655: general unsteady flow - Bottom image: ReLp = 1311: periodic
unsteady flow.
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Figure 4.43: Feathery appearance of the wake of louver 8 in the ‘dense’ slit fin
array, ReDh = 550, DeJong and Jacobi [33].
Figure 4.44: Feathery appearance of the wake of the exit louver, Fp∗ = 1.38 - ϕ =
19.78○ - ReLp = 155.
Figure 4.45: Roughly sinusoidal appearance of the wake of louver 7 in the
‘dense’ slit fin array, ReDh = 630, DeJong and Jacobi [33].
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Figure 4.46: Vortex shedding by L2 and the resulting transition from periodic
unsteady to turbulent flow in the ‘dense’ fin array, ReDh = 1060, DeJong and
Jacobi [33].
wake of the exit louver and then spread upstream into the louver bank. Once the
Reynolds number was sufficiently high the interior instabilities arose as leading
edge shear layer instability appeared on the louvers. The onset, propagation and
frequencies of these interior instabilities are independent of the wake behaviour
or the exit louver. The louver angle and louver thickness have the largest effect
on the onset of the exit wake and interior instabilities - larger angles and thicker
fins exhibit an earlier transition to unsteady flow. The effect of the fin pitch on
the onset is weak. However, the rate or propagation of instabilities into the louver
bank is much higher for large fin pitches and large louver angles. Increasing the
fin thickness ratio also results in a faster propagation of instabilities.
So in summary experimental and numerical data showed that for both the slit
fin and louvered fin the initial instability appears in the wake of the exit louver and
that as the Reynolds number increases the flow instabilities move upstream into
the fin array. This transitional behaviour can be explained if the various louvers
are considered as individual roughness elements interacting with a fluid stream,
as shown by Tafti and Zhang [83]. Each louver perturbs the flow and as a fluid
element passes over the fin, the cumulative effect of these perturbations causes
the flow to develop instabilities. These instabilities manifest themselves around
a louver as leading edge shear layer instability or as wake instability. The simi-
larity between the transitional flow behaviour in louvered fins and slit fins is not
unexpected. Due to the flow deflection (high flow efficiency) in louvered fins, the
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central core flow is very similar to the flow within a slit fin. By using a Reynolds
number based on the traveled flow distance, Res, Tafti and Zhang [83] were able
to find good agreement between numerically predicted Reynolds numbers for on-
set of interior instabilities and experimental data of DeJong and Jacobi [25]. For
louver angles between 20○ and 30○ and t∗ > 0.1, the onset occurs at Res between
10000 and 12000; lowering t∗ to 0.05 delays transition beyond Res > 17000.
Experimental data (DeJong and Jacobi [33] - Mochizuki et al. [143] for slit fins
resulted in Res of 6550 and 6750, indicating that this fin type is more prone to
interior instabilities than standard louvered fins.
4.4 Conclusions
In this chapter the transition from steady to periodic unsteady flow in the inclined
louvered fin geometry is studied. The flow visualisation experiments allowed
tracking the unsteady flow behaviour with some detail. The observations showed
how the wake of the exit louver and turnaround louver became unsteady and pro-
moted the unsteady flow in the downstream half of the fin array. As the Reynolds
number increased further the inlet louver wake became unsteady and gradually
the entire fin evolved into periodic unsteady flow and subsequent chaotic turbu-
lent mixing. This will surely have a strong impact on the pressure drop and heat
transfer of the fin, as will be shown in the next chapter.
The numerical simulations provided an excellent tool to visualise the flow tran-
sition. By determining the local velocity in the wake of each louver it was possible
to track the transition to unsteady flow in more detail. The CFD simulations con-
firmed the visual observations: the unsteady flow is driven by the unsteady wakes
of the turnaround and exit louver (due to the presence of recirculation zones). The
exit louver wake becomes unsteady at slightly lower Reynolds number compared
to the turnaround louver because the flow has traveled a longer distance within the
fin and thus contains more perturbations added upstream. The visual observations
indicated that the geometric parameters have a strong influence on the transition
to unsteady flow, which was confirmed by the simulations. A larger fin angle will
promote larger recirculation zones and an earlier transition to unsteady flow. Re-
ducing the fin pitch ratio reduces the recirculation zone size and thus postpones
transition.
Compared to slit fins and louvered fins the transition mechanism is quite dif-
ferent. In both fin types the unsteadiness first appears in the wake of the last
louver, consistent with the findings for the inclined louvered fin. However, as the
Reynolds number increases, the flow unsteadiness gradually moves upstream in
the slit fin and louvered fin and it changes nature. The louvers are experiencing
leading edge shear layer instabilities, caused by the flow perturbations added up-
stream by other louvers. This explains why the unsteady pattern shifts upstream
at higher Reynolds numbers. In the inclined louvered fin it moves up immediately
to the turnaround louver and then at higher Reynolds numbers to the inlet louver.
Because the large recirculation zones in the inclined louvered fin become unsteady
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at lower Reynolds numbers these fins show an earlier transition than louvered fins.
A Fourier transformation was used to determine the dominant frequency compo-
nents. A comparison of the Strouhal numbers indicated these varied with the fin
geometry. By rescaling the Strouhal numbers, it was shown that the frequencies
corresponded to those of a bluff body.
The visualisations and simulations also clearly showed that within these fins
at a given Reynolds number there can be zones in which the flow is steady and
laminar while in others the flow is periodic unsteady, or at a higher Reynolds num-
ber a combination of periodic unsteady and near chaotic unsteady, turbulent. This
behaviour was also found within louvered and slit fins. As pointed out by Tafti and
Zhang [115] this ‘mixed’ flow behaviour should be kept in mind when perform-







In this Chapter the thermo-hydraulic behaviour of the inclined louvered fin design
will be examined. A combination of experimental and numerical data is used to
study the detailed heat transfer mechanisms that occur within the inclined louvered
fins and to link these to the earlier findings concerning the mean flow (fin angle
alignment factor) and the transitional behaviour. In the first section a detailed
description will be provided of the test rig used to perform the pressure drop and
heat transfer measurements, including the instrumentation used. Subsequently the
pressure drop and heat transfer data will be analyzed and the results presented.
5.2 Test set-up
The test rig is an open wind tunnel, as shown in Fig. 5.1. The test rig consists
of a large centrifugal fan (3), driven by a frequency controlled drive (2+1). The
flow passes through a settling chamber filled with a honeycomb (4) (1.10 m x
1.10 m). To generate a uniform flow in the test section (7) the settling chamber
contracts to a section of 0.4 m by 0.2 m using two sinusoidal shaped walls (5).
The area contraction ratio is 15, which is larger than the recommended 6 - 9 by
Mehta and Bradshaw [145] for small size wind tunnels. The contraction was de-
signed and numerically optimized by Leo´n Patin˜o [146]. The resulting uniformity
of the velocity profile was verified through laser doppler anemometry by Denys
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and Desserano [147] in a water tunnel and by Leo´n Patin˜o [146] in a wind tunnel.
The results showed the velocity profile is very flat across the tunnel section. The
fan and the settling chamber are shown in Fig. 5.2 (a). The test section (7) is con-
nected to the contraction using a settling channel (6) and is followed downstream
by another channel section (8) of 1 m. This last section was added to prevent any
upstream influence of the flow contraction as it enters the downstream tube. The
air mass flow rate is measured using calibrated orifice plates (9) (designed accord-
ing to the standard ISO 5167) set in a tube with an inner diameter of 18.29 mm.
Because of the large range of Reynolds numbers two different nozzles were used to
ensure accurate measurements for both low and high Reynolds numbers. An ori-
fice plate was used for the low ReLp (200-1000) measurements and an ISA 1932
nozzle for the high ReLp (800-4000) measurements. The detailed geometry of the
measurement devices and the uncertainty analysis are presented in Appendix A.3.
The measurement devices were installed according to the standard ISO 5167, pro-
viding sufficient tube length upstream and downstream and using corner pressure
taps. The test section and downstream channel were insulated using 5cm thick
polystyrene plates to reduce any heat losses to the ambient.
Figure 5.1: Schematic representation of the test setup used for the heat transfer
and pressure drop measurements.
5.2.1 Scaled louver setup and instrumentation
The test section contains the scaled model of the fin array. The fins are scaled
up 20 times. Assuming the louver pitch will be 1 mm in reality this results in
a model louver pitch of 2 cm. The scaling factor was selected as a compromise
between spatial resolution (measuring the local wall temperature using embedded
thermocouples) and the need for having sufficient fin passages to ensure the cen-
ter passage is representative for the periodic repeating flow. In the water tunnel
setup the channel width was 30 cm, which limited the fin pitch ratio to 1.7. As
the wind tunnel test section is a bit larger, the fin pitch ratio could be varied be-
tween 1.125 and 2 as originally planned in the screening experiment (Chapter 2)
and still maintain a sufficient number of rows. This results in a minimum number
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(a) Fan and settling chamber (b) Test section
Figure 5.2: Images of the test rig.
of 10 fin rows, which should be sufficient as discussed in Chapter 3. A series of
numerical simulations were performed comparing the flow field with a different
number of fin rows. The velocity vector plots can be seen in Figs. 5.3 - 5.4 for
respectively a case with periodic boundary conditions and two cases with fixed
walls but with a different number of fins (5 and 10). As can be seen in Fig. 5.4,
the channel walls have a strong impact on the flow if only 5 fins are used: the
recirculation zones underneath the inlet louver of the subsequent fins differ con-
siderably in shape which affects the surrounding flow. Increasing the number of
fins to 10 removes the effects of the channel walls on the central fin passages, the
vector plots in the three central passages show good mutual agreement and agree
well with the periodic simulation. Additional simulations were performed for 15
and 20 rows further confirmed these results. Figure 5.5 (a) and (b) show the local
velocity magnitude on two cuts perpendicular to the inlet louver and L1. The data
is shown for the three central fin passages. It confirms the visual findings of the
numerical data and the water tunnel setup: using 10 fins or more results in near
periodic flow behaviour in the center of the fin array.
The walls of the test section were made out of 3 mm thick balsa wood. This
material was selected as it allows for easy manual cutting of the complex fin shapes
without any machining. The louvers are made out of print board material coated
with a thin copper layer on both sides. This material can be obtained at a required
thickness (2 mm - fin thickness ratio of 0.1) and can be easily cut down to a given
size. The impact of the fin thickness will not be studied experimentally. Although











Figure 5.3: Vector plot of the velocity for a single fin with periodic boundary
conditions, ReLp = 200, F
∗
p = 2, ϕ = 30.96
○.
behaviour, the experimental campaign focuses on the impact of the fin angle and
the fin pitch ratio on the heat transfer and pressure drop of inclined louvered fins.
Because the thick louvers generate large flow separation zones throughout the fin
array (as can be seen in Fig. 3.39) intuitively one expects this design to perform
less due to the increased pressure drop and reduced heat transfer due to recircula-
tion. Increasing the fin thickness also results in added material cost. In compact
fin-and-tube heat exchangers very thin (thickness ratio of ≈ 0.1) aluminium fins
are commonly used, so the thickness ratio was kept constant at 0.1.
To provide heating, a uniform heat flux was applied by sending a current
through the copper layer. The current is controlled using an external power supply
and measured using a current meter. The maximum current sent through the lou-
vers is 10 A. This restricts the heat flux that can be imposed in experiments to 187.5
W/m2. The different louvers are connected in series to each other electrically using
wires, thus ensuring the same heat flux is dissipated throughout the fin array. The
top and bottom of each louver are connected using soldered copper contacts. To
determine the local heat transfer coefficient, the surface temperature Tsurf must be
determined. This could be done using IR-thermography, which would require an
IR transparent window to be provided on the side of the test setup. Because of the
compactness of the fin structure at low fin pitch ratios, providing an IR window
was difficult without compromising the stiffness of the structure. The resulting
IR-images would also be subject to optical distortion as the louver would have
to be viewed at an angle in order to determine the local surface temperature. An





















(b) 10 parallel fins: central section
Figure 5.4: Vector plot of the velocity for 10 parallel fins with solid channel
walls, ReLp = 200, F
∗
p = 2, ϕ = 30.96
○.
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(a) Central cut perpendicular to the inlet louver








(b) Central cut perpendicular to L1
Figure 5.5: Velocity magnitude plot over three central fin passages, black
symbols: 5 parallel fins - blue symbols: 10 parallel fins - red symbols: 20 parallel
fins, ReLp = 200, F
∗
p = 2, ϕ = 30.96
○.
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alternative way was thus chosen to determine Tsurf . A measurement louver was
made from balsa wood in which nineteen K-type thermocouples (0.5 mm thick-
ness) were embedded. The junctions were aligned in the center of the louver along
the flow direction in order to measure the surface temperature change along the
flow path. The balsa wood was covered with a layer of paper and then a thin
copper foil was glued on top. The thermocouple junctions just pierced the paper
sheet. To ensure a good contact between the copper foil and the junctions, these
were covered with thermally conductive paste before the foil was glued on. The
detailed construction of the measurement louver can be seen in Fig. 5.6. Current
was sent through the measurement louver to provide heating, but as the resistance
of the copper foil differed a bit from the resistance of the copper film on the other
louvers a separate control circuit was used to ensure all louvers dissipated the same
heat flux. To measure the current passing through the measurement louver the volt-
age difference across a precision resistor was recorded using the data acquisition
system. The current was set manually using a control resistor. An overview of
the electrical layout is shown in Fig. 5.7. Figure 5.2 (b) shows an example of an
actually mounted configuration in the test rig with the electrical connections.
Figure 5.6: Cross section view of the measurement louver.
5.3 Pressure drop measurements
5.3.1 Experimental procedure and data reduction
The pressure drop of nine configurations (Table 5.1) was measured experimentally
using a LP1000 (GE Druck©) piezometric differential pressure drop sensor. This
sensor has a measurement range of 25 Pa with an accuracy of 0.125 Pa. The
pressure drop signal is converted into a voltage signal (10 V full scale) which is
recorded using the data-acquisition system. For each Reynolds number the voltage
signal is recorded once per second during 2.5 minutes and the average value is
used to determine the friction factor. Pressure taps (Testo©) were mounted flush
with the channel walls on 2 locations: on top of the channel (halfway the channel
width) and on the sides (halfway the channel height). To prevent any impact of
the flow contraction and expansion just upstream / downstream of the fin array,

















Figure 5.7: Schematic representation of the electrical connections used to
provided heating in the test section. Top: setup used for the louvers, bottom:
setup used for the measurement louver.
During the pressure drop measurements on the inclined louvered fin models, the
pressure drop recorded at both locations differed slightly. Because the flow near
the top of the channel is sensitive to wall effects, as the flow is deflected (see 3.2.3),
the pressure drop recorded at the side of the tunnel was used for the calculations.
The pressure drop sensor was connected to pressure taps using 0.4 m long plastic
flexible tubes of 4 mm inner diameter. The pressure drop measurements were
performed isothermally; no heating was applied by the louvers.
After a configuration was mounted in the test section, the test section was
sealed to prevent any air leakage. The fan drive was engaged and a frequency was
set using the frequency controller. After about one minute (to ensure stable flow
situation) both the inlet air temperature and the pressure drop signal over the test
section were recorded. To determine the air mass flow rate the pressure drop over
and upstream of the measurement nozzle were recorded. This was done using an
inclined U-tube manometer. The inclination was set to 20○, which was the lowest
possible value. The measurement scale was 2 mm. These pressure drop values
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Table 5.1: Geometric parameters of the nine configurations of which the pressure
drop was measured experimentally.
were determined visually and were steady during the measurements. Once the
pressure drop signal had been recorded, it was plotted out to see if it was stable
during the measurement period. If this was the case, the next frequency value was
set and the procedure was repeated. The pressure drop could be measured with
acceptable accuracy down to ReLp as low as 200. Pressure drop measurements
were performed up to aReLp = 3500. The fan can be used to set much higher
Reynolds numbers, well up to 25000, but it became increasingly difficult to ensure
the tunnel setup was airtight and the top Reynolds number is already well beyond
the expected operating range of the inclined louvered fins.
f = ∆P ⋅ (Fp − t)




Following the conventions laid down by Kays and London [79] the friction
factor f can be determined using Eq. (1.17). If the flow is assumed to be two
dimensional the friction factor can be approximated using Eq. (5.1). During the
measurements the flow is indeed two dimensional, as the fins span the test section
(0.2 m) making the impact of wall effects negligible. A verification experiment
using heat transfer also showed the flow was two dimensional up to high ReLp
(2000). As shown in Chapter 4 the flow becomes unsteady from a certain Reynolds
number in each configuration. This will result in a periodically fluctuating pressure
drop. If the frequencies of these fluctuations are considered (as reported in Chapter
4), it is clear that the time span over which the pressure drop signal is measured
is more than 40 periods ensuring a well defined average value. In Eq. (5.1) the
mean velocity in the minimal flow area Vc is used. This value better represents
the flow velocity experienced by the louvers compared to the inlet velocity Vin.
To determine Vc the contraction ratio σ is used, Eq. (5.2). The length L in Eq.
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(5.1) is the length of the flow path. As the fin angle alignment factor ζ is known
the actual flow path length, Lfin ⋅ cos (ζ ⋅ ϕ) can be used to determine f . The
results of Chapter 3 show that the largest deflection is in the order of 8○, which
makes the impact of using the corrected flow path length negligible. For ease of
calculation, the fin length (0.26 m) was therefore used. The uncertainty analysis for
the pressure drop measurements is presented in Appendix A.4. As a verification 3
configurations were retested after having been completely dismantled (over a year
in between measurements and different pressure drop sensors were used). The
results agreed to within the uncertainty range.
Each of the experimentally studied configurations was simulated as well. As
the simulations are two dimensional, the same equations are used to determine the
friction factor. In the low Reynolds number range the simulated and experimental
data showed good to excellent agreement for all configurations. This is illustrated
in Fig. 5.8 for configuration 6. At the lowest Reynolds number the difference
usually is a bit larger for all configurations, but the numerical values still were
within the uncertainty range of the experimental data.










Figure 5.8: Comparison of the measured friction factor with the numerically
simulated values, F ∗p = 1.5 - ϕ = 19.78. ○: numerical data, ◻: experimental data.
5.3.2 Benchmark experiment
To further validate the operation of the test setup and the pressure sensor, a bench-
mark experiment was set up. The test section was divided into a series of narrow
(8 mm high) channels by 2 mm thick plates with a length of 0.26m. The pressure
drop was recorded using the side and top pressure taps, which showed very good
agreement. To determine if the flow was fully developed, the hydrodynamic entry
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length Lhy was determined using Eq. (5.3), from Shah and Bhatti [121]. It was
found that for a large part of the considered Reynolds numbers the flow would be
hydrodynamically still developing. So, to determine the pressure drop over these
channels, Eq. (5.4) was used (Shah and London [148]) in which an apparent fric-
tion factor is related to a dimensionless axial distance x+. The constantsK∞, f ⋅Re
and C ′ were determined based on the aspect ratio α∗ of the channel to be 0.726,
23 and 0.0000385. The aspect ratio of the channel was 0.04. The measured data
corresponds well to the theoretical solutions for developing flow, as can be seen in
Fig. 5.9. For comparison the theoretical solution for hydrodynamically fully de-
veloped flow between parallel plates is shown as well. For low Reynolds numbers
these two theoretical solutions correspond.
Lhy = 0.056 ⋅ReDh ⋅Dh (5.3)
fapp ⋅ReDh = 3.44 ⋅ (x+)−0.5 + K∞/ (4x+) + f ⋅Re − 3.44 ⋅ (4x+)−0.5
1 +C ′ ⋅ (x+)−0.2 (5.4)
x+ = x
Dh ⋅ReDh (5.5)
Figure 5.9: Comparison of the measured friction factors in 8 mm wide channels




In Figs. 5.10 - 5.11 - 5.12 the impact of the fin angle on the friction factor is
shown for all three studied fin pitch ratios. In order to better distinguish between
the different curves the Reynolds number was set out in a log scale. As can be
seen, increasing the fin angle results in an higher friction factor for all three fin
pitch ratios. It was shown in Chapter 3 that increasing the fin angle reduces ζ,
making the flow deflect less at high fin angles, so this increase cannot be due to a
longer flow path length (as it partially would be in louvered fins) but it is due to the
increased form drag of the inclined sections of the fin design. In Figs. 5.13 - 5.14
- 5.15 the impact of the fin pitch ratio on the friction factor is shown for the three
studied fin angles ϕ. Reducing the fin pitch results in a higher friction factor for
all the studied fin angles. This makes sense because the fin pitch is related to the
channel hydraulic diameter and a smaller hydraulic diameter results in a higher
pressure drop for a given Reynolds number. A smaller fin pitch also reduces ζ,
which shortens the flow path, but the impact of reducing the channel diameter is

















Figure 5.10: Comparison of the measured friction factor for different fin angles,
F ∗p = 1.125.
To determine the impact of the fin pitch ratio and the fin angle on the pressure
drop, the same procedure as used in Chapter 2 can be used. By labeling the fin
pitch ratio 1.125, 1.5 and 2 as -1, 0 and 1 and in the same way the fin angles 12.64○,
19.78○ and 30.96○ as -1, 0 and 1, an average value can then be determined over
the low (-1), center (0) and high (1) values of the pressure drop ∆P . Because the
pressure drop also depends on the Reynolds number this procedure was repeated
for three values of ReLp = 50, 300 and 550. The results are presented in Fig. 5.16.

















Figure 5.11: Comparison of the measured friction factor for different fin angles,

















Figure 5.12: Comparison of the measured friction factor for different fin angles,














Figure 5.13: Comparison of the measured friction factor for different fin pitch














Figure 5.14: Comparison of the measured friction factor for different fin pitch
ratios, ϕ = 19.78○.

















Figure 5.15: Comparison of the measured friction factor for different fin pitch
ratios, ϕ = 30.96○.
As can be seen the impact of the fin pitch ratio is larger than that of the fin angle
and the trends of these two parameters are opposite, which is in agreement with
the preliminary screening (as shown in Chapter 2, Fig. 2.9(b)). As the Reynolds
number increases, both the impact of the fin angle and fin pitch ratio increase,
though the increase of the impact of the fin pitch ratio is slightly more pronounced.
The difference between the averaged low and high value atReLp = 550 is 25 times
larger than that at ReLp = 50 for the fin pitch ratio, compared to 18 times for
the fin angle. The fin pitch ratio is related to both the frictional and form drag
as reducing its value results in larger contraction ratios, increasing the average
velocity level inside the fin array. This also makes the fin array more compact,
providing more frontal area per volume. A smaller fin pitch also helps to suppress
the onset of unsteady flow (as shown in Chapter 4) which can contribute to the
large difference in pressure drop between the high and low value of the fin pitch
ratio. The fin angle is related to the form drag, as the inclined sections of the
inlet and turnaround louver form a large part the total frontal area which the flow
experiences. The fin angle is also related to the onset of unsteady flow through the
size of the recirculation zones which trigger the unsteady flow. This explains the
increasing difference in the average pressure drop between the low and high fin
angle value, as the onset of unsteady flow occurs at lower Reynolds numbers for
higher fin angle values.
In slit fin studies mostly the hydraulic diameterDh is used to define the Reynolds
number (Eq. 5.7, see e.g. DeJong and Jacobi [33], Joshi and Webb [31]). The hy-
draulic diameter is defined as 4 times the flow volume to the total surface area, Eq.
(5.6). If the flow is two dimensional in nature, the hydraulic diameter becomes a
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(a) Impact of the fin pitch ratio (b) Impact of the fin angle
Figure 5.16: Parametric representation of the impact of the fin pitch ratio and fin
angle on the pressure drop at various ReLp .
function of the geometric fin parameters as shown in Eq. (5.6).
Dh = 4 ⋅Amin ⋅L
Aext
= 2 ⋅ (Fp − t) ⋅Lp
Lp + t (5.6)
ReDh = Dh ⋅ ρ ⋅ Vcµ (5.7)
In Figs. 5.17 - 5.18 - 5.19 the experimentally and numerically determined fric-
tion factors are set out against ReDh and this for all configurations with a fin angle
of respectively 12.64○, 19.78○ and 30.96○. To keep the figure clear the uncertainty
ranges on the experimental data are omitted. At very low Reynolds numbers some
additional simulated data points are shown corresponding to ReLp = 5 and 20.
These were added to better indicate the trends. As a reference the friction factor
for laminar fully developed flow in a tube (Hagen-Poisseuille flow), 16 ⋅Re−1Dh is
shown as a solid black line. To indicate the corresponding mean flow behaviour, ζ
is also set out againstReDh . This data was generated using the described boundary
layer model (3.5.1). It should be stressed that this model uses a scaling parame-
ter Sδ fitted to ζ data between ReLp = 50 and 550 and so can result in erroneous
predictions outside this range. A comparison with numerical data for some con-
figurations suggested that at low Reynolds numbers the deviation did not exceed
12%. At high Reynolds numbers the BL-model most likely will fail to predict the
mean flow behaviour as the flow transitions to periodic unsteady and subsequently
to chaotic turbulent. In both regimes the boundary layers differ considerably from
the laminar steady growing one in the BL-model. Shah et al. [16] also reported
that ‘due to self sustained flow unsteadiness, models based on the boundary layer
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development are not adequate and do not predict the heat transfer coefficient and
friction factors accurately’.
Comparing Fig. 5.17 to Fig. 5.13 shows that at low Reynolds numbers the fric-
tion data collapses onto a single line once set out against ReDh instead of ReLp .
At low Reynolds numbers the data points are also parallel to the theoretical curve
but higher, indicating the flow acts as if in a channel. This is in agreement with the
ζ data which remains constant at a high value. In the BL-model, once the bound-
ary layer thickness exceeds 95% of the passage height between the louvers the
opening is kept constant at 5% of the passage height, ensuring some flow passes
underneath the louvers. In reality the thick boundary layers will eventually encom-
pass the subsequent louvers and hardly any flow will pass in between the louvers.
This is illustrated in the velocity contour plot of the inlet section of configuration
1, Fig. 5.20 at ReLp = 20. So ζ will continue to increase in the low Reynolds
number range to a slightly higher value than the one shown in Fig. 5.17 before
leveling off. The difference between the theoretical curve and the measured data
can be attributed to the additional form drag present within the inclined louvered
fins. This also explains why the difference at low Reynolds numbers between the
theoretical curve and the numerically determined friction factors becomes larger
as the fin angle increases (see Figs. 5.18 - 5.19).
Starting from a certain Reynolds number in Fig. 5.17 the friction factors no
longer are parallel to the theoretical curve, instead the pressure drop relatively
increases compared to the flow in the tube. This Reynolds number corresponds
to the one predicted by the BL-model, from which point on the ζ values start to
decline, and the flow increasingly follows the path in between the louvers. The
BL-model predicts that smaller fin pitches result in an earlier drop off of ζ and this
agrees with the friction factor data, as the data points for lower fin pitch values start
to move away from the theoretical curve at lower Reynolds numbers. The friction
factor behaviour at low Reynolds numbers can be linked to the fin angle alignment
factor in a similar way for the other two fin angles. In Fig. 5.18 the friction data
also collapses onto a single curve at low Reynolds numbers. If a power law is fitted
to the first 3 data points the resulting power is 0.92 compared to 0.98 for the first
three data points in Fig. 5.17. This indicates that the friction factor data points
start to move away from the theoretical curve at lower Reynolds number. This is
consistent with the plotted ζ values, which show a significant decline starting from
the lowest Reynolds number. In Fig. 5.19 the friction data no longer collapses
into a single curve at low Reynolds numbers. If the corresponding ζ values are
considered, it is clear that due to the large gap between the louvers, the Reynolds
number has to be extremely low to result in a situation as the one shown in Fig.
5.20, which thus never occurs. Already at the lowest considered Reynolds number
the friction curves are diverging away from the theoretical curve.
The change in flow behaviour due to alternate flow paths in between the louvers
becoming available as the boundary layers become thinner, explains why the fric-
tion factors start to diverge from the theoretical curve. The friction factor curves of
Fig. 5.19 are very similar to the sketch by Joshi and Webb [31] who studied scaled
models of slit fins, as shown in Fig. 5.21. Joshi and Webb [31] recorded that the
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(a) friction factor vs. ReDh










(b) ζ vs. ReDh
Figure 5.17: Friction factor and ζ set out against ReDh , ϕ = 12.64
○, ◻: F ∗p =
1.125, ○: F ∗p = 1.5, ◇: F ∗p = 2, ▽: F ∗p = 1.7. Black data points represent
experimental data, blue points numerical data. Black line: friction factor for
Hagen-Poisseuile flow in a tube, f = 16 ⋅Re−1Dh
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(a) friction factor vs. ReDh










(b) ζ vs. ReDh
Figure 5.18: Friction factor and ζ set out against ReDh , ϕ = 19.78
○, ◻: F ∗p =
1.125, ○: F ∗p = 1.5, ◇: F ∗p = 2, ▽: F ∗p = 1.7, △: F ∗p = 1.38. Black data points
represent experimental data, blue points numerical data. Black line: friction
factor for Hagen-Poisseuile flow in a tube, f = 16 ⋅Re−1Dh
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(a) friction factor vs. ReDh












(b) ζ vs. ReDh
Figure 5.19: Friction factor and ζ set out against ReDh , ϕ = 30.96
○, ◻: F ∗p =
1.125, ○: F ∗p = 1.5, ◇: F ∗p = 2, ▽: F ∗p = 1.7. Black data points represent
experimental data, blue points numerical data. Black line: friction factor for
Hagen-Poisseuile flow in a tube, f = 16 ⋅Re−1Dh




















Figure 5.20: Contour plot of the velocity magnitude in the inlet section of
configuration 1, ReLp = 20.
friction and Colburn factor curves all showed a ‘point of transition’ and linked
this through flow visualisation to the transition from steady laminar to periodic
unsteady flow with associated vortex shedding. Zhang et al. [35] further studied
this transition behaviour numerically and focused on determining the relative im-
pact of boundary layer restarting and vortex shedding on the friction factor. To this
end, they considered a unit cell of the slit fin layout and performed both steady and
unsteady simulations. In Fig. 5.22 the results are presented. As a baseline case
the theoretical curve for a fully developed channel flow is shown. Sparrow and
Liu [34] simulated a slit fin but with infinitely thin louvers. The resulting increase
in the pressure drop is thus related only to the boundary layer restarting and the
increase in skin friction. Zhang et al. [35] considered louvers with a finite thick-
ness. This results in a set of steady recirculation cells forming in the wake of the
louvers which at higher Reynolds number become unsteady. To study the impact
of the flow unsteadiness, specifically the vortex shedding, a numerical ‘trick’ was
used: flow symmetry was imposed on the centerline behind the louver. This re-
sulted in a steady flow situation without vortex shedding. In their data reduction
the finite thickness was accounted for (increased flow velocity), but still a consid-
erable difference can be seen between the steady simulations and the results by
Sparrow and Liu [34]. This difference is caused by the form drag due to the finite
thickness. The results of the unsteady simulations are identical to those from the
symmertrized cases in the steady flow regime at low Reynolds numbers, and fol-
low power law behaviour. But above a critical Reynolds number the flow becomes
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time-dependent and the results show a systematic deviation from the power law
behaviour with a significant increase of the friction factor. At low Reynolds num-
bers the frictional drag and form drag contribute approximately equal amounts to
the overall drag. As the Reynolds number increases the form drag contribution
increases, consistent with bluff body wake behaviour. This effect becomes even
stronger as the flow becomes unsteady, resulting in a form drag which is 4 to 5
times larger than the skin friction. Zhang et al. [35] noted that vortex shedding ac-
tually reduced the skin friction contribution but the increase in the form drag more
than compensated this reduction, resulting in an overall increase of the friction
factor.
Figure 5.21: Schematic representation of the Colburn and friction factor curves
showing a point of transition, Joshi and Webb [31].
The Reynolds numbers (ReDh ) for which unsteady flow was found for the
configurations with a fin angle of 30.96○, either numerically or experimentally,
were 590 for F ∗p = 1.125, 750 for F ∗p = 1.5 and 1040 for F ∗p = 2. So, when
expressed using a Reynolds number based on the hydraulic diameter, a lower fin
pitch promotes a transition to unsteady flow at lower Reynolds numbers. This
explains why the friction factors of the smallest hydraulic diameter first have the
lowest value in Figs. 5.17 - 5.18 - 5.19 up toReDh = 2000 and then aboveReDh =
5000 the trend is reversed and the smallest fin pitches result in the largest friction
factor for all three fin angles considered. The smaller fin pitches transition to
unsteady flow at lower Reynolds numbers and thus end up with higher friction
factors. Before the transition to unsteady flow, it makes sense that the smaller
fin pitches result in lower values, as a comparison at a constant Reynolds number
with a larger hydraulic diameter implies a lower velocity level and thus a higher
friction factor. It is thus clear that at higher Reynolds numbers the change in the
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Figure 5.22: Numerical comparison of the friction factor in a slit fin (F ∗p =
0.625), showing the impact of boundary layer restarting (Sparrow and Liu [34]),
finite thickness and unsteady flow, Zhang et al. [35].
friction factor curve is related to the onset of unsteady flow. Any impact of the
mean flow behaviour will be small for these Reynolds numbers: consider e.g. Fig.
5.19, between ReDh = 500 and 1500, ζ changes by ≈ 0.03 compared to ≈ 0.16
betweenReDh = 20 and 500, but the friction data increasingly diverges away from
the theoretical curve.
The friction data evolution for the configurations with a fin angle of 19.78○
(Fig. 5.18) is very similar to that of the highest fin angle, the ReDh for which
unsteady flow was first detected are slightly higher: e.g. 960 for F ∗p = 1.38 and
1410 for F ∗p = 2. The friction data for the smallest fin angle (Fig. 5.17) behave
slightly different compared to the other two fin angles. Two clear transition zones
can be seen. The first between ReDh = 200 and 1000, linked to the change in the
flow behaviour, as shown earlier. The second one occurs between ReDh = 2500
and 5000 where the onset of unsteady flow results in increased pressure drop. So
for the lowest fin angles the flow first becomes more aligned with the louvers
(lower ζ values) and then at higher Reynolds numbers becomes unsteady. For the
middle fin angle value these two transitions occur in close succession or in parallel
to each other as the Reynolds number increases. For the highest fin angle the
considered Reynolds number range only is able to show the transition to unsteady
flow clearly.
5.3.4 Pressure drop correlation: experimental data
Based on the large data set of experimentally determined friction values for 9 con-
figurations, a friction factor correlation will be determined spanning the measured
Reynolds number range, ReLp = 200 - 3500. Although in the previous section it
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2nd order 3rd order∣fpred − fexp∣ 0.0084 0.0071∣fpred − fexp∣ 0.0115 0.0121
Table 5.2: Geometric parameters of the nine configurations of which the pressure
drop was measured experimentally.
was found that the friction factor behaviour can be linked well to the hydraulic
diameter, the louver pitch was preferred as a reference length as it was constant for
all configurations and thus allows for easy comparison of the data. Furthermore as
the pressure drop data was measured between two fixed velocities based on ReLp ,
making a correlation based on ReDh would result in a part of the dataset being
rejected to ensure the same ReDh is covered for all Dh. Various curve shapes
were tested, but similar to the statistical fit made for ζ a decaying exponential
curve, f = f0 + a ⋅ e−b⋅ReLp , resulted in very good agreement with the data points
(R2 ≈ 0.98). For each configuration the values for f0, a and b were determined.
A polynomial relationship was then determined for these parameters based on the
fin geometry. Similar to the statistical fitting for ζ different fitting strategies were
tested. First a fit based on the ‘extreme’ configurations 1, 3, 7, 9 and the center
configuration 5 was performed using first and second order polynomials. The aver-
aged (over all Reynolds numbers and over various configurations) absolute value
of the difference between the predicted values and the measured friction factors
can be seen in Table 5.2. The first line contains the data for the fitted cases, and the
other for the non-fitted cases. As can be seen the agreement for the fitted cases is
very good, and there is only a small difference between using a first or second or-
der polynomial fit. Figure 5.23 shows a comparison of all the data points between
the predicted values and experimental data. As can be seen most data is within
the ± 20% bounds. Only some higher values (low Reynolds data) are outside the
bounds.
To improve the accuracy of the fit, the parameters of all 9 configurations were
fitted. Linear and second order polynomial expressions were considered. The
average (over all data points) absolute difference between the predicted values
and the experimentally determined friction factors was 0.0077 for the linear fit
and 0.0072 for the second order. Figure 5.24 shows the comparison between the
predicted and the measured data for the linear fitted data. As can be seen, the
agreement is very good, and all data is within the ± 20% bounds, most is even
between the ± 10% bounds. The parameters a, b and f0 can thus be determined
using Eq. (5.8), with the coefficients of Table 5.3.
f0, a, b = c1 + c2 ⋅ (Fp
Lp
) + c3 ⋅ ( ϕ45) (5.8)
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Figure 5.23: Comparison of fpred to the experimental data for all 9
configurations, ReLp varying from 200 to 3500. The ± 10% (blue) and ± 20%
(black) bounds are shown. The predictions are determined based on the 2nd order
polynomial fit of the parameters to the geometry of the extreme configurations
and the center one. ◻ fitted dataset - ○ test data.
f0 a b ⋅103
c1 0.0634 0.0658 0.8423
c2 0.1184 0.2202 1.816
c3 -0.0222 0.0247 0.5532
Table 5.3: Coefficients of Eq. 5.8
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Figure 5.24: Comparison of fpred to the experimental data for all 9
configurations, ReLp varying from 200 to 3500. The ± 10% (blue) and ± 20%
(black) bounds are shown. The predictions are determined based on the 1st order
polynomial fit of the parameters to the geometric values of all cases. ◻ fitted
dataset - ○ test data.
5.3.5 Low Reynolds number pressure drop correlation: mixed
experimental and numerical data
Because of the good agreement between the numerically predicted friction fac-
tors and the experimentally measured data a correlation will be determined based
on a ‘mixed’ data set. As this fin design is focused on low Reynolds applications
(estimated between 50 and 750) the dataset will be restricted to this Reynolds num-
ber range. The same basic curve shape as for the first pressure drop correlation,
f = f0 + a ⋅ e−b⋅ReLp , is used. For each of the 9 configurations of Table 5.1 the pa-
rameters f0, a and b are fitted to the data points, consisting of a mix of numerical
and experimental data. These values are then fitted to the geometric character-
istics of the configurations. Two fitting strategies were compared. The extreme
configurations and the center configuration were used to determined a prediction
fpred,5. The resulting averaged (over all Reynolds numbers) absolute value of the
difference between the predicted fpred,5 and the measured fexp and the simulated
fcfd can be found in Tables 5.5 - 5.6 respectively. The first column in both Tables
is based on a first order polynomial fit. The geometric parameters of configura-








Table 5.4: Geometric parameters of the 4 additional configurations of which the
pressure drop was simulated.
tions 10 - 13 are listed in Table 5.4. Using a second order polynomial expression
(results listed in the second column of Tables 5.5 - 5.6) the averaged absolute dif-
ference values are reduced for some configurations but not for all. Figure 5.25
shows a comparison of the predicted friction factors (using the first order poly-
nomial approximation) and the experimental - numerical data. As can be seen, a
large number of the data points are outside of the ± 20% bounds.















Figure 5.25: Comparison of fpred to the experimental data for 9 configurations
and the numerical data of 13 configurations, ReLp varying from 50 to 750. The ±
10% (blue) and ± 20% (black) bounds are shown. The predictions are determined
based on the first order polynomial fit to the extreme and center cases. Fitted data
is represented using ◻, not-fitted data using ○. Experimental data is coloured










































































































































































































































































































































































































































































































































































































































































































































































































c1 0.0428 -0.8945 0.0107
c2 0.5288 7.0244 0.0099
c3 -0.6325 -4.9700 0.0059
c4 -0.1086 -1.4034 -0.0282
c5 0.0054 0.0895 0.0038
c6 1.2945 0.7880 0.0790
c7 -0.8676 0.0339 -0.0573
c8 0.2194 0.1392 0.0201
c9 -0.0167 -0.0128 -0.022
Table 5.7: Coefficients of Eq. 5.9, parameter fit to the geometry of 9
configurations, based on ReLp
Similar to the correlation based only on experimental data, the accuracy of the
prediction was improved by fitting the parameters to the geometric parameters of
configurations 1 - 9. A first and fifth order polynom were used. A higher order
(up to the 6th order) no longer resulted in any significant increase in accuracy. The
resulting averaged (over all Reynolds numbers) absolute difference between the
predicted fpred,9 and the experimentally and numerically determined friction fac-
tors can be found in columns 3 and 4 of Tables 5.5 - 5.6. The third column contains
the results based on the first order polynomial approximation, and the 4th column
those based on the second order polynom. So the fifth order approximation will
be used as a correlation, Eq. (5.9). The coefficients for f0, a and b are shown in
Table 5.7. A comparison between the predicted friction factors (fifth order poly-
nomial approximation) and the dataset is shown in Fig. 5.26. All data points now
fall within the ± 20% bounds and a large shared within ± 10%, even the non-fitted
numerical data (configurations 10 - 13).
f0, a, b =c1 + c2 ⋅ ( ϕ45) + c3 ⋅ ( ϕ45)2 + c4 ⋅ (FpLp )
2 ⋅ ( ϕ
45
) + c5 ⋅ (Fp
Lp
)3
+ c6 ⋅ (Fp
Lp
)2 ⋅ ( ϕ
45
)3 + c7 ⋅ (Fp
Lp
)3 ⋅ ( ϕ
45
)2
+ c8 ⋅ (Fp
Lp
)4 ⋅ ( ϕ
45




An alternative low Reynolds correlation was also determined, based on ReDh .
The Reynolds number range is limited between 180 and 2000. The number of data
points per configuration ranged from 8 to 18, so some bias could be introduced.
The same strategy was used: f = f0 + a ⋅ e−b⋅ReDh and for each of the 9 configura-
tions the parameters are fitted to the data points, consisting of a mix of numerical
and experimental data. These values are then fitted to the geometric characteristics
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Figure 5.26: Comparison of fpred to the experimental data for 9 configurations
and the numerical data of 13 configurations, ReLp varying from 50 to 750. The ±
10% (blue) and ± 20% (black) bounds are shown. The predictions are determined
based on the first order polynomial fit of the parameters to the geometry of
configurations 1 - 9. Fitted data is represented using ◻, not-fitted data using ○.
Experimental data is coloured black, numerical data blue.
of the configurations. Only a fit to all 9 configurations was considered. Two poly-
nomial expressions were used: 1st and 5th order. A higher order no longer resulted
in any significant increase in accuracy. The resulting averaged (over all Reynolds
numbers) absolute values of the difference between the predicted ζDh and the ex-
perimental and numerical data can be seen in the last two columns of Tables 5.5 -
5.6). Column 5 contains the data based on the first order polynomial fit, column
6 the data based on the fifth order fit. In Fig. 5.27 the comparison between the
predicted and experimental/numerical data is shown graphically. As can be seen
all but 5 data points are within the ± 20% bounds. These outliers are all related to
the lowest Reynolds numbers (ReLp = 50-100) of configurations 1, 2 and 13. The
parameters f0, a and b are calculated using Eq. 5.9 with the coefficients of Table
5.8.
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Figure 5.27: Comparison of fpred to the experimental data for 9 configurations
and the numerical data of 13 configurations, ReLp varying from 180 to 2000. The± 10% (blue) and ± 20% (black) bounds are shown. The predictions are
determined based on the fifth order polynomial fit of the parameters to the
geometry of configurations 1 - 9. Fitted data is represented using ◻, not-fitted
data using ○. Experimental data is coloured black, numerical data blue.
5.3.6 Comparison to published literature data
In this research project the interrupted design is studied on its own, not set up
within a heat exchanger. Consequently, it is difficult to extrapolate these findings to
full heat exchangers because of the added pressure drop due to the tubes, additional
non corrugated fin surface area (the landings), changes to the corrugated fin design
to implement it within heat exchangers (such as the X-shaped layout - shown in
Chapter 1). . . Because no data has been determined on heat exchangers with this
type of interrupted element, only a comparison with data for louvered fins or slit
fins is possible. Because the fin surface area contributes the main share of the total
surface area, the pressure drop trends caused by the fin geometry should appear
into the overall heat exchanger behaviour, albeit ‘damped’. To reduce the impact
of the tubes only data of 1 tube row heat exchangers was considered.
Du and Wang [149], Wang et al. [13], Manglik and Bergles [78] report among
others that for full scale heat exchangers reducing the fin pitch results in higher
friction factors for the (super-) slit fin design. This is consistent with the findings
of Joshi and Webb [31] and DeJong and Jacobi [33] who performed pressure drop
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f0 a b
c1 -0.4189 -5.2806 -0.0453
c2 2.8569 30.7814 0.2650
c3 -3.3463 -36.8496 -0.3090
c4 -0.5448 -3.3810 -0.0515
c5 0.1151 0.5821 0.0101
c6 2.9899 23.6779 0.2492
c7 -1.6252 12.0918 -0.1349
c8 0.3972 2.6899 0.0341
c9 -0.0419 -0.2419 -0.0036
Table 5.8: Coefficients of Eq. 5.9, parameter fit to the geometry of 9
configurations, based on ReDh
measurements on scaled models of the offset strip fin geometry. Yang et al. [89],
Kim and Cho [103], Achaichia and Cowell [23], Kim and Bullard [100] and Dong
et al. [101] report that for full scale louvered fin heat exchangers reducing the fin
pitch and increasing the louver angle results in higher friction factors. DeJong and
Jacobi [25] found the same trend while studying scaled louvered fin models and
linked this behaviour to the change in flow efficiency η (DeJong [122]).
In Fig. 5.28 a comparison is shown between the scaled slit fin model data of
DeJong and Jacobi [33] and the measured friction factors on the scaled inclined
louvered fin models. Three configurations were studied by DeJong and Jacobi
[33]:
• a ‘thin plate’ array: F ∗p = 0.5, t∗ = 0.063, ◻ symbols
• a ‘dense’ array: F ∗p = 0.75, t∗ = 0.125, ○ symbols
• a ‘sparse’ array: F ∗p = 1, t∗ = 0.125, ◇ symbols
The ‘sparse’ array is similar in geometry to the ‘parallel louver fin’ geometry
studied by Suzuki et al. [18] as the downstream louver is not placed in the center
of the channel. As the fin pitch ratios considered by DeJong and Jacobi [33] are
all lower than the ones studied for the inclined louvered fins, only the friction
factors for a fin pitch ratio of 1.125 are shown in Fig. 5.28. Similar to the friction
data of inclined louvered fins (when considered per fin angle value), the slit fin
data collapses to a single line parallel to the theoretical curve of fully developed
laminar flow at low Reynolds numbers. A comparison between the thin plate and
dense array friction data shows the impact of the fin pitch is negligible at low
Reynolds numbers, which agrees with the inclined louvered fin data. Compared to
the blue line (fin pitch ratio 1.125) the friction data of the ‘dense’ and ‘thin plate’
are higher at low Reynolds numbers. This could be due to the reduced form drag
in the inclined louvered fins at low Reynolds numbers as ζ becomes very high
(Fig. 5.17): the boundary layer grows very thick, encompassing the downstream
louvers, and thus the main flow is no longer subject to the frontal area of the
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downstream louvers. As ζ decreases the friction factor increases, as discussed
above. At low Reynolds numbers the friction data of the ‘dense’ and ‘thin plate’
are only slightly higher than that of the highest fin angle. The flow behaviour in
this configuration is very slit fin like, as can be seen from visualisation data in
Chapter 3. The data suggests that for the ‘dense’ array the added pressure drop
due to the louvers being slightly thicker (0.125 compared to 0.1) and the fin pitch
being smaller (0.5 and 1 compared to 1.125) is larger than the added form drag due
to the inclined sections of the inclined louvered fin.








Figure 5.28: Comparison of the measured friction factors for the inclined
louvered fins (F ∗p = 1.125 - blue line: ϕ = 12.64○, red line: ϕ = 19.78○, green line:
ϕ = 30.96○) to the experimental data of DeJong and Jacobi [33] - [36] for 3 slit fin
configurations and one convex louvered configuration. Black line: friction factor
for fully developed laminar flow in a tube.
The friction factor curves presented by DeJong and Jacobi [33] also show the
clear presence of a transition point. By using flow visualisation the transition from
steady to unsteady flow was studied in great detail. It was shown that the flow
first becomes unsteady in the wake of the final louver and as the Reynolds number
increases, the unsteadiness moves further upstream. Thus the transition occurs
over a wide range of Reynolds numbers. Comparing the ‘dense’ and ‘thin plate’
data shows that reducing the fin pitch results in an earlier transition to unsteady
flow. This was also found in the inclined louvered fins. The behaviour of the
‘dense’ fin array is very similar to that of the configuration with the highest fin
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angle, transitioning around the same Reynolds number. However, as shown in
Chapter 4, the transitioning mechanism is rather different: in inclined louvered
fins the transition is driven by the recirculation zones on the angled sections. As ζ
decreases the blue line starts to move away from the theoretical curve and crosses
the friction factors of the ‘thin plate’ array (Fig. 5.28). At lower ζ values the flow
becomes more slit fin like, but due to the added form drag of the inclined sections
and the thicker louvers (0.1 compared to 0.063) the friction factor is higher for
inclined louvered fin design.
In Fig. 5.28 the friction data reported by DeJong and Jacobi [36] are also
shown for a scaled model of a convex louvered fin. In this fin type all louvers
are inverted V-shaped elements, similar in shape to the turnaround louver used
in the inclined louvered fins. The design is shown in Fig. 5.29. The studied
design had ‘louver’ angle of 20○, a fin pitch ratio of 0.73 and a fin thickness ratio
of 0.063. The curve shape shows a clear transition point which was linked to
the onset of unsteady flow using flow visualisation. Similar to the offset strip
fins, DeJong and Jacobi [36] reported that the unsteady flow first occurred in the
wake of the most downstream inverted V-shaped element, and moved upstream
as the Reynolds number increased. Compared to the ‘thin plate’ slit fin (same
louver thickness ratio and fin pitch ratio), the friction factor of the convex louvered
array is considerably higher at high Reynolds numbers, once the flow has become
unsteady. The difference is smaller at low Reynolds numbers, but as the Reynolds
number decreases the curves seem to diverge slightly. The friction factor of the
convex louvered fin is higher due to the increased form drag of the inclined sections
and the resulting flow separation zones at higher Reynolds numbers which evolve
into vortex shedding. At high Reynolds numbers the friction factor of the convex
louvered array is very similar to that of the configurations 2 and 3 with fin angles
of 19.78○ and 30.96○ respectively. This is in line with the work by Zhang et al.
[35] on slit fins who found that as the Reynolds number increases the form drag
contribution to the pressure drop increases, and that as the flow becomes unsteady
the form drag increases strongly. As in the convex louvered and inclined louvered
fin the contribution of the form drag is larger than in the slit fin, the form drag
should be even more dominant at higher Reynolds numbers which can explain
why the values of the inclined louvered fin and convex louvered fin are so close
once the flow has become unsteady. The values are slightly higher than those of
the configuration 2 (19.78○), which is consistent with the smaller fin pitch ratio
(0.75 compared to 1.125).
DeJong and Jacobi [25] also performed pressure drop measurements on scaled
louvered fin models. The resulting friction factors are set out againsReLp for three
configurations (fin thickness ratio 0.1) in Fig. 5.30:
• F ∗p = 1.09, θ = 18○, ◻ symbols
• F ∗p = 1.09, θ = 28○, ○ symbols
• F ∗p = 1.2, θ = 22○, ◇ symbols
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Figure 5.29: Schematic representation of the convex louvered fin geometry as
studied by DeJong and Jacobi [36].
At high Reynolds numbers, the friction factors of the inclined louvered fin are
higher than those of the louvered fin, compare e.g. the louvered fin with a fin pitch
ratio of 1.09 and a louver angle of 18○ to the red curve (fin pitch ratio of 1.125
and a fin angle of 19.78○). DeJong and Jacobi [25] reported a flow efficiency of≈ 0.65 for this configuration at high Reynolds numbers, compared to a ζ value
of 0.3. This shows that the flow is deflected twice as much in the louvered fin
compared to in the inclined louvered fin. This will result in an increased frictional
pressure drop for the louvered fin. This is offset by the large increase in form drag
(which is dominant for these Reynolds numbers) as the inclined part of the inclined
louvered fin is twice as large as that of the louvered fin geometry. The louvered
fin had the same layout as shown in Fig. 3.6. Compare the turnaround louver to
that of e.g. Fig. 2.3. At lower Reynolds numbers the louvered fin friction data
seems to approach closely to that of the inclined louvered fin. As the Reynolds
number decreases η drops and the flow becomes less aligned with the louver angle
which increases the drag. In the inclined louvered fins ζ increases and the flow is
deflected more, reducing the frictional drag. As a result the two curves intersect.
At high Reynolds numbers the friction data of the louvered fin with a louver angle
of 28○ is very similar to that of the inclined louvered fin with a fin angle of 30.96○.
This would indicate that the extra form drag in the inclined louvered fin (larger
inclined section) is very similar to the extra frictional drag in the louvered fin
(longer flowpath: ζ ≈ 0.5 - η ≈ 0.78). As the Reynolds number decreases the
difference grows larger until both curves move parallel to the theoretical curve. At
low Reynolds numbers there is a sharp change in η as the flow regime changes
from louver oriented to duct oriented, which could affect the friction behaviour.
However no data was available to verify this.
5.3.7 Conclusions
Pressure drop measurements were performed on 9 fin geometries with ReLp vary-
ing between 200 and 3500. The data was used to determine a correlation for








Figure 5.30: Comparison of the measured friction factors for the inclined
louvered fins (F ∗p = 1.125 - blue line: ϕ = 12.64○, red line: ϕ = 19.78○, green line:
ϕ = 30.96○) to the experimental data of DeJong and Jacobi [25] for 3 louvered fin
configurations.
the friction factor through statistical fitting of three parameters, f0, a and b: f =
f0 + a ⋅ e−b⋅Re. No pressure drop measurements could be obtained at a Reynolds
number below 200 due to the pressure drop being too small to measure accurately.
Using CFD simulations the pressure drop was determined for all 9 geometries
which were studied experimentally and 4 additional cases with Reynolds numbers
ranging from 5 to 550 (for some cases up to 800). The numerical and experimental
data showed good agreement. Using a combination of the numerically and the ex-
perimentally determined friction factors a correlation was determined for the low
Reynolds number range, ranging from 50 to 750.
A thorough trend analysis was performed, confirming the earlier findings of the
screening experiment. It was shown that both the fin pitch ratio and fin angle have a
significant impact on the pressure drop. Increasing the fin pitch ratio and reducing
the fin angle decreases the pressure drop. To study the evolution of the friction
factor data in more detail, the friction data points were set out against ReDh (as
is customary for slit fins). For the smallest fin angle, all data points collapsed
onto a single curve at low Reynolds numbers, parallel to the theoretical friction
factor curve for fully developed laminar flow in a tube. As the Reynolds number
increases the louver passages open up, ζ decreases in value and the friction factors
212 CHAPTER 5
increase and move away from the theoretical curve. As the Reynolds number
continues to increase, the rate of change in ζ decreases (gentler slope) and the
friction factors start to settle on a second curve, parallel to the theoretical curve.
A further increase in the Reynolds number again caused a ‘point of transition’ as
the friction factors moved further away from the theoretical curve. This second
transition could be linked to the onset of unsteady flow. For the higher fin angles,
the Reynolds numbers at which the passages start to open up or for which the flow
starts to become unsteady are lower. As a result the transitions shift to a lower
Reynolds number and the friction factor data for the configurations with the largest
fin angle is no longer parallel to the theoretical curve even at very low Reynolds
numbers. Only a single transition point due to the onset of unsteady flow can be
seen for these configurations.
The friction data set for the inclined louvered fins was compared to experimen-
tal data published in open literature for both full scale heat exchangers and scaled
fin setups. Good agreement was found regarding the impact of the fin pitch ratio
and the fin angle: in louvered fins and slit fins increasing the fin pitch ratio reduces
the friction factor - increasing the louver angle in louvered fins results in a higher
friction factor. A more detailed comparison to data determined using scaled mod-
els of slit fins, louvered fins and convex louvered fin showed that the behaviour in
these interrupted fin types is similar and show comparable trends. An important
topic that should be studied further is the impact of the form drag caused by the
turnaround louver in the inclined louvered fins. Altering its shape could have a
significant impact on the resulting pressure drop. Comparison of the inclined lou-
vered fin data to that of a louvered fin with similar geometry (but with a turnaround
louver that was only half as high as that of the inclined louvered fin) showed that at
low Reynolds numbers the friction factor of the inclined louvered fin is lower than
that of a louvered fin and at high Reynolds numbers the trend is reversed. This is
due to the dominant effect of the form drag at high Reynolds numbers and a larger
frontal area results in a larger pressure drop. At low Reynolds numbers the thick
boundary layers in the inclined louvered fin having small fin angles seem to ‘hide’
the form drag of the louvers and thus reduce the pressure drop. A comparison with
the slit fin is difficult as no data was found in open literature for similar designs,
but initial comparisons with the smallest fin angle cases revealed the same trend at
low Reynolds numbers, a smaller friction factor for the inclined louvered fin due
to the flow deflection.
5.4 Heat transfer measurements
In this section the results of the heat transfer measurements on 4 configurations will
be presented. In the first paragraph the verification of the setup will be presented in
more detail, as well as the experimental procedure. In the second section the data
reduction procedure will be discussed focusing on the impact of a chosen reference
temperature when determining the local heat transfer coefficients.
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5.4.1 Test setup verification and experimental procedure
The test section consists of the same models as the ones used for the pressure drop
measurements: side walls made of balsa wood with the fin pattern cut out and
louvers spanning the wind tunnel section. The same louvers were used as for the
pressure drop measurements, except the 5 center fin rows. These were now all
connected electrically using wires to provide heating. Most connection wires are
short, 10 cm long, but the center fin row was connected using 40 cm long wires
as these louvers needed to be swapped out for the measurement louver. As stated
above, a uniform heat flux boundary was imposed through resistor heating. To
verify the uniform condition of this heat flux an IR-image was recorded of a louver
while being heated. The result is shown in Fig. 5.31. The surface temperatures
are uniform over a large part of the louver, but drop off slightly towards the end
points. The temperature measurements are performed on the center of the louver
in the uniform area. The IR-image was recorded without any flow passing over the
louver.
Figure 5.31: IR-image recorded of a louver while being heated.
To verify the flow was two dimensional a second measurement louver was
manufactured with 8 thermocouples spread out into 4 groups of 2 and placed at
20%, 40%, 60% and 80% of the louver length. The temperature differences be-
tween these points were very small indicating two dimensional flow conditions.
To verify that radiation of the nearby louvers had no impact on the measurements
this louver was then covered with a highly reflective paint. The measurements
were repeated and no significant differences were found, confirming the impact
of radiation was small. Even though the overal heat transfer rate Q is not used in
any of the calculations to determine the convective heat transfer coefficient (unlike
the Wilson-plot method), the heat balance was still checked for 5 different cases.
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This was to verify the insulation was sufficiently insulated and without air leakage.
Because only a section of the wind tunnel was heated (5 fin rows, measurements
are done on the center one) the temperature in the tunnel is stratified. So the local
air velocity and temperature have to be measured to determine the heat transfer
rate. This was done using a pitot probe and a thermocouple across the channel
height 10 cm downstream of test rig. To provide sufficient accuracy for the veloc-
ity measurementReLp was kept between 1250 and 2000, resulting in air velocities
above 1 m/s. Figure 5.32 shows the measured air velocity profile and ∆T profile
for configuration 1 at ReLp = 2000. ∆T is the local difference between the exit
temperature and the inlet temperature. The difference between the heat input Q
from the louvers (determined using the measured current and resistance) and the
measured heat transfer rate Qair on the air side was no more than 4%.
(a) Velocity profile (b) Temperature profile
Figure 5.32: Local air velocity and air temperature measured across the channel
height downstream of the test section used to verify the heat balance.
Once the test section was installed into the wind tunnel and all the heating lou-
vers were in place the electrical circuit was tested to ensure it was closed and there
were no circuit breaks or short circuiting points. The first louver, L1, was then re-
moved and placed at the side of the wind tunnel and the measurement louver was
placed in with the thermocouple junctions facing up. The section was sealed off
and the fan was activated to a preset Reynolds number. Both heating circuits were
switched on (one for the louvers and one for the measurement louver) and the data
acquisition system started to record the temperature evolution. The heat flux dissi-
pated by the louvers was set depending on the air velocity and this by monitoring
the temperature differences. At low Reynolds numbers the heat flux was reduced
to maintain a temperature difference between the surface and the air of about 3
- 4 ○C. This was done to minimize the impact of natural convection on the mea-
surements. To quantify the impact of natural convection on the measurements the
Richardson number was determined, as discussed in the next paragraph. For the
lowest Reynolds numbers (≈ 200) Ri was ≈ 0.16 which reduced to ≈ 0.06 for the
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highest ReLp (≈ 720). Once the heat flux was set to an appropriate value for the
studied Reynolds number, the measurement louver flux and louver heat flux were
matched. This was done by manually adjusting the voltage difference and over
the circuits till the values corresponded. The temperature was then monitored over
a period of time. Once it was determined the values were stable a measurement
was performed. For 45 seconds the local wall temperatures and inlet temperature
were recorded. These values were used in the subsequent data reduction. The
wind tunnel section was then opened up, the measurement louver rotated and the
procedure was repeated. A single heat flux value was used per Reynolds num-
ber. So the same heat flux settings were used when measuring the top and bottom
temperatures of each louver and the subsequent louvers in the array. Several heat
transfer measurements were repeated 6 months later and the results showed good
agreement.
5.4.2 Data Reduction
5.4.2.1 Local heat transfer coefficients - reference temperature and wake
behaviour
Recalling the definition of the local heat transfer coefficient, Eq. (5.10), three vari-
ables are required to determine h: the surface heat flux q, the surface temperature
Tsurf and a reference temperature Tref . In the experiments the local heat flux is
imposed and thus known, and the local surface temperatures are measured. So only
a reference temperature is required to determine the local heat transfer coefficient
value. In the numerical screening experiment (Chapter 2) the inlet temperature of
the fin array was used. As stated there, this value is appropriate for free stream
problems but will result in a decreasing trend for the individual louvers. As the
air temperature increases due to the added heat, the surface temperatures down-
stream in the fin array will increase to continue to dissipate heat. If the heat flux
boundary condition is constant this results in an ever decreasing value for h as one
moves further downstream. Many authors therefore considered the mixed mean
temperature or bulk temperature Tb (Eq. (2.4)) (e.g. Perrotin and Clodic [85],
Atkinson et al. [110], Zhang and Tafti [109]) or the log mean temperature (Zhang
and Tafti [109]).
h = q
Tsurf − Tref (5.10)
In their paper on thermal wakes in louvered fins, Zhang and Tafti [109] elaborated
on the different definitions for the convective heat transfer coefficient in compact
fin geometries. They stated the following: ‘The definition of Nu using the inlet
temperature as a reference value is not only a function of the geometry and fluid
mechanics, but also of the temperature potential. Hence, although it is the single
most important value in quantifying the heat transfer for a given louver geometry,
because of its dependency on the temperature potential it cannot be used effec-
tively to compare the performance of different louver geometries. For example, if
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two identical geometries, except for one having more louvers than the other, are
considered, because the average temperature potential is different in both cases,
so will Nu based on the inlet temperature. Using either the mixed mean or bulk
mean temperature as a reference value removes the average effect of the tempera-
ture profile and makes Nu representative of the heat transfer coefficient and much
more suitable for the comparison of different louver geometries’.
Zhang and Tafti [109] considered two types of thermal wake interference in
their study: ‘intra-fin’ and ‘inter-fin’ interference. In the first type hot wakes of
louvers upstream interfere with louvers downstream in the same fin. In the second
type of interference hot wakes from upstream louvers in an adjacent fin interfere
with the louvers of the considered fin. These descriptions suggest that the intra-fin
type will be dominant for duct directed flow while the inter-fin type will occur
mainly in louver directed flow. In reality both types will occur in each regime. To
quantify the effect of the wake interference Zhang and Tafti [109] artificially re-
moved the impact of these wakes in their simulations and compared the resulting
Nu values. This was done separately for both types of interference. They con-
cluded that these wakes have a significant impact on the end result and should al-
ways be considered when determining Nu values experimentally. As some authors
only provided heating (or mass transfer depending on the setup) on a single louver
(no wake interference) or a single fin row (no inter-fin interference) these results
do not take wake interference into consideration, which could distort the results.
Zhang and Tafti [109] found that when a single fin provides the active heat/mass
transfer surface, the resulting measurements over predict the heat transfer coef-
ficient except in the range of high flow efficiencies where it is under predicted
(within -20%). The over prediction is much larger for the larger fin pitch ratio of
1.5, up to 100% at low flow efficiencies, compared to < 20% for a fin pitch ratio of
1. Surprisingly using a single louver as active heat transfer surface provides more
accurate results for the fin pitch ratio of 1.5 compared to using an entire fin row.
For the fin pitch ratio of 1 a full row provided a better estimate.
To ensure the impact of the thermal wakes was present in the measurements on
the inclined louvered fins, 5 fin rows were heated, and the measurements were done
on the central fin row. So both the intra- and inter-fin interference would be cap-
tured. This is similar to the experimental work by Lyman [150] and Stephan [151]
who also heated multiple fin rows. DeJong and Jacobi [33] - [25] used coated lou-
vers (naphthalene sublimation technique) in the center of the array and uncoated
louvers in the rest of the array. They report that if a proper driving potential is used
in the data interpretation the mass transfer coefficients did not depend on whether
uncoated or coated louvers were placed upstream of a given louver specimen. De-
Jong and Jacobi [25] also report that in the consideredReLp range (130 - 1400) the
impact of thermal wakes is small. Springer and Thole [26] - [125] showed using
local LDA velocity measurements that the wake interference increases at higher
Reynolds numbers (230 to 1016 based on Lp) as the wakes become thinner but
penetrate deeper into the fin array. Both Lyman [150] and Stephan [151] report
that the impact of the thermal wakes grew significantly as the Reynolds number
was increased from 230 to 1016: the temperature field became much less uniform.
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This clearly shows the need for active ‘thermal wake management’ in these in-
terrupted fin designs. By using numerical simulations the location of the thermal
wakes can be determined and the fin design can be altered accordingly. As in their
designs the inlet and turnaround louver were twice as large as the other louvers
and thus result in a stronger thermal wake, Lyman [150] and Stephan [151] rec-
ommend to pay attention to the wake propagation of these two louvers. Suga and





Values of n close to an integer value (1, 2, 3. . . ) signal thermal wake interference,
whereas values such as 1.5, 2.5. . . indicate little or no interference. The interfer-
ence gets weaker as n becomes larger. Zhang and Tafti [109] used the actual flow
angle α instead of the louver angle and found this method to be effective in pre-
dicting the impact of thermal wakes.
Lyman et al. [111] further considered another reference temperature: the adia-
batic wall temperature, originally introduced by Moffat [116]. This temperature is
measured by performing a second parallel experiment in which the wall tempera-
tures of a louver are measured while all louvers dissipate heat except the one where
the wall temperatures are measured. The temperature which is then recorded, the
adiabatic wall temperature, is a better indication of the local driving temperature
difference. This is because the actual wall temperature of a louver is the result
of two temperature increases: one due to the need for a temperature difference to
dissipate heat to the fluid and one caused by the fluid surrounding the louver being
heated by upstream louvers. Lyman et al. [111] used a ‘non dimensional adiabatic
wall temperature’ κ to study the difference between Tad and Tb. A κ equal to unity
indicates a fully mixed thermal field where the bulk mean temperature is the same
as the measured Tad. A κ value greater than one is the result of heated wakes from
upstream louvers: the wall temperature is higher than the mixed mean temperature.
A κ value lower than one occurs if the fluid is cooler than the bulk mean tempera-
ture. Using the mixed mean temperature as a reference value results in convective
heat transfer coefficients that depend both on the local thermal field and local flow
field. Using the adiabatic wall temperature as a reference value results in had val-
ues depending only on the local flow field. For ReLp = 230 κ ≈ 1 for all louvers
except L2 which experiences a cold stream from the inlet. At ReLp = 1016 κ var-
ied between 2.5 and 0.4 for the different louvers indicating large changes in the
local fluid temperatures around each louver.
κ = Tad − Tin
Tb − Tin (5.12)
The images recorded during the flow visualisation study on inclined louvered
fins showed that wake interference could have some impact within the studied de-
signs, consider e.g. Fig. 3.15 c and Fig. 5.33. For the low fin angle values intra-fin
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interference was found, as expected from the fin angle alignment factors reported
in Chapter 3. The high fin angle values resulted in inter-fin interference. In con-
figuration 5 both types of interference were present; some streamlines resulting in
both inter- and intra-fin interference, as shown in Fig. 5.34.
(a) Configuration 1, ReLp = 175 (b) Configuration 3, ReLp = 180
Figure 5.33: Two examples of wake interference within the inclined louvered fins.
Figure 5.34: Inter- and intra-fin interference from the same streamline in
configuration 5, ReLp = 170.
5.4.2.2 Conductive heat flux through the louver
As previously stated, the core of the measurement louver was constructed of balsa
wood. During the measurements a temperature difference was recorded between
the top and bottom of the louver, which will result in a heat flux flowing through
the louver. This must be taken into account when calculating the heat transfer
coefficient. This conductive flux can be calculated using Eq. (5.13). The ther-
mal conductivity of balsa wood was determined using standard testing procedures
(guarded hot plate measurement - ISO 8302): 0.0453 W/mK. Even though this is
very low value, because the louver is thin it still results in a significant conduc-
tive heat flux for even a small difference between the top and bottom surface, Eq.
(5.13). It was assumed that this conduction occurred one-dimensionally in a path
perpendicular to the surface of the louver. Given the small temperature differences
in the streamwise direction this is considered a reasonable approximation. How-
ever, examination of the numerically simulated temperature profiles (Fig. 5.43)
showed that especially near the leading edge the flux does not pass perpendicular
through the louver. This is due to the difference in boundary layer growth over the
louvers. Equation (5.13) was solved for each streamwise location and the resul-
tant conductive heat flux was added (or subtracted from) to the applied heat flux
boundary condition. The surface heat flux value used in the computation of the
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heat transfer coefficient was therefore a combination of the applied boundary con-
dition determined from the current through the copper foils and the additional heat
flux due to conduction through the louver.






= 29.023 ⋅ (Ttop − Tback) (5.13)
Because the top and bottom surface temperatures are measured at different mo-
ments and the heat flux is manually set for each condition, small differences can
occur between the inlet temperature (room air) and the surface heat flux, Fig. 5.35.
These effects were compensated for by calculating expected values for the bottom
and top temperatures. The change in inlet temperatures and heat flux is very small,
no more than 1.5 ○C and 4% respectively. In general h is a function of the geometry
and fluid properties through the Reynolds number. Because the substance property
change between both moments when h is measured is very limited, the convective
heat transfer coefficients htop and hbottom should be the same on both moments.
This is expressed in Eqs. (5.14) - (5.15), assuming Twall,top > Twall,bottom. The
following variables are measured: Twall,top,1, Twall,bottom,2, q1, q2, Tin,1, Tin,2.
This leaves 2 unknowns: Twall,top,2 and Twall,bottom,1. By combining Eqs. (5.14)
- (5.15), these two can be determined: Eqs. (5.16) - (5.17). So for each thermocou-
ple location the corresponding expected top and bottom temperatures Twall,top,2
and Twall,bottom,1 were determined. Using Eqs. (5.14) - (5.15) the local convec-
tive heat transfer coefficients htop,x and hbottom,x were determined on the top and
bottom louver surfaces. Λ represents the louver conductance, 29.043 W /m2K.
htop,1 = q1 −Λ ⋅ (Twall,top,1 − Twall,bottom,1)
Twall,top,1 − Tin,1= q2 −Λ ⋅ (Twall,top,2 − Twall,bottom,2)
Twall,top,2 − Tin,2 = htop,2
(5.14)
hbottom,1 = q1 +Λ ⋅ (Twall,top,1 − Twall,bottom,1)
Twall,top,1 − Tin,1= q2 +Λ ⋅ (Twall,top,2 − Twall,bottom,2)
Twall,top,2 − Tin,2 = hbottm,2
(5.15)
Twall,top,2 = q2 ⋅ Twall,top,1 + q1 ⋅ Tin,2 − q2 ⋅ Tin,2
q1
(5.16)




Figure 5.35: Calculation of the expected top and bottom wall temperatures on the
louvers based on the measured values of respectively the bottom and top
temperatures, surface heat fluxes and air inlet temperatures.
5.4.2.3 Richardson number
In order to quantify the impact of the buoyancy forces the Richardson number was
determined during the measurements. Equation (5.18) was used. The temperature
difference was determined between the measured surface temperature and the inlet
temperature. This is a larger value than the actual driving temperature potential in
the downstream parts of the fin, so if this Ri is small it surely indicates no natural
convection occurs throughout the fin. The louver pitch was used as a reference
length. For all measurements Ri < 0.16.
Ri = g ⋅ β ⋅ (Tsurf − Tin) ⋅L3p
ν3 ⋅Re2Lp (5.18)
In the following section the measured local heat transfer coefficients will be
presented in detail for the different configurations. As the heat transfer measure-
ments could only be done up to a ReLp of ± 200, just as the pressure drop mea-
surements, some numerical simulations were done at low Reynolds numbers to
verify the trends. Because of the long computational times only a limited set of
cases was run. The details about the numerical simulations are presented in a
subsequent paragraph.
5.4.3 Numerical heat transfer simulations
Because the air mass flow rate measurement is limited to ReLp > 180 numeri-
cal simulations were used to study the trends at low ReLp up to 50. The same
grid setup was used as described before in Chapter 3: periodic conditions on the
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top and bottom surface simulating an infinite fin stack, uniform velocity at the in-
let and pressure outlet. . . Because the experimental measurements showed that the
conduction through the louvers has a significant impact the louver material was
now included within the simulations. The louvers were meshed with the quadrilat-
eral cells having the same size as the cells in the surrounding fluid. Because of the
simple geometry the ‘map’ scheme could be used for all louvers. The fluid prop-
erties for air were set to constant values except the density (incompressible ideal
gas) and the dynamic viscosity (Sutherland approximation). The material prop-
erties of the louvers were set to comparable values of the balsa wood: a specific
heat capacity of 1900 J/kgK and a thermal conductivity of 0.0453 W/mK. The lou-
ver material zone was defined as a porous material with a porosity of 0 and fixed
values for the x and y velocity of 0 m/s.
To provide heating a UDF function was used. This function checked if a cell
within the louver zone was adjacent to the fluid and located on the top and bottom
surface of the louvers or not. If this was the case, a memory value was set to 1,
otherwise this value was set to 0. A second UDF function then was used to define
a heating source per cell in the louver zone by multiplying the defined memory
value with a constant term: the heat flux q which is to be imposed, multiplied by
the face area of the cell and divided by the cell volume (a volumetric heat source is
imposed within the cell). This numerical setup results in a situation very similar to
the one imposed within the experiments: thin layers of material which provides the
heating with conducting material in between. Compared to simulations in which
the louvers were not considered (thermal conductivity = 0) the temperature differ-
ence between the top and bottom of the louvers was substantially lower using the
described numerical setup. These differences were still smaller than the measured
values, especially in the downstream half of the fin array, which is most likely due
to a difference in wake behaviour between the simulations and the experiments.
5.4.4 Local heat transfer coefficients
Figure 5.36 shows the experimentally determined local heat transfer coefficients
hTin for F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 185. The inlet temperature was used as
a reference value. The uncertainty margins are indicated. These were determined
following the procedure described in Appendix A.8. The heat transfer coefficients
on the top side of the upstream louvers show the typical boundary layer behaviour,
a sharp drop off starting from the leading edge (compare to the Pohlhausen solu-
tion shown in Fig. 1.15). The bottom side however of these louvers shows the
opposite trend, increasing towards the trailing edge. To explain these trends the
local velocity field around L3 is shown in Fig. 5.37. On the top side of the louver
a boundary layer grows starting from the leading edge. Because the flow is only
deflected slightly (ζ is ≈ 0.63 for this configuration, resulting in a mean flow an-
gle α¯ of about 8○) the boundary layer growth is very similar to that of a flat plate
in profile, however as noted in Chapter 3 it is thinner. Very near to the trailing
edge the boundary layer becomes thinner due to the local flow acceleration as a
small portion of the flow is deflected between the louvers. On the bottom side the
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boundary layer starts to grow from the leading edge, however due to the mean flow
impingement the boundary layer is thinned over the length of the louver towards
the trailing edge, resulting in the increased heat transfer coefficients.










Figure 5.36: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 185. Open symbols: upstream louvers L1 - L5,
filled symbols: downstream louvers: L6 - L10. Symbol sequence following the
flow direction: ◻, ▽, △, ○ and ◇.
The boundary layer on the bottom of the louvers is also a lot thicker than on
the top side, as can be clearly seen in Fig. 5.37, the boundary layers block most
of the passage between the louvers resulting in very little flow passing in between
them and the bottom side thus has low heat transfer coefficients. This is illustrated
in Fig. 5.38: both the air temperature and velocity profile are shown. A portion of
the fluid passes through the fin array without exchanging heat and the louvers are
surrounded by low velocity due to the thick boundary layers. This fin geometry
thus shows strong ‘intra-fin’ interference as defined before. In the downstream half
of the fin array, the trends are opposite; the bottom side has higher heat transfer
coefficients than the top side, as the flow angle is now reversed. The boundary layer
grows on the bottom side resulting in a decreasing value for the convective heat
transfer coefficient moving further downstream. On the top side the convection
coefficient values start to increase towards the trailing edge, driven by boundary
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Figure 5.37: Local air velocity around L3, F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 175.
layer thinning due to the flow impingement.
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Figure 5.38: Air temperature and velocity in the fin array, F ∗p = 1.7 - ϕ = 12.64○
at ReLp = 175.
In Fig. 5.36 the local convection coefficients on the bottom side of L1 and
L3 are almost negative. In fact, in some measurements local negative values were
found. The negative value cannot be due to the temperature difference, as the in-
let temperature is used as a reference, it is due to the conductive heat flux. If the
conductive heat flux qcond due to the local temperature difference over the louvers
is larger than the applied heat flux q than the resulting convection coefficient will
be negative while the value on the other side of the louver will be strongly posi-
tive. Figure 5.38 shows the local air temperature profile. As can be seen there are
temperature differences across the louvers. During the measurements local differ-
ences of more than 3○C were found. So if a hot wake impinges on a louver side
increasing the local temperature sufficiently to result in a net heat flux through
the louver locally the convection coefficient will have a negative value (extreme
form of thermal wake interference). Figure 5.39 shows a comparison between the
experimentally and numerically determined averaged values of the convection co-
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efficient on the top and bottom of all louvers. The agreement is quite good, in de
downstream half the experimental results tend to slightly over predict the bottom
heat transfer coefficients.










Figure 5.39: Comparison of the experimentally (filled symbols) and numerically
(open symbols) determined averaged heat transfer coefficients (W /m2K) on the
top (○) and bottom (◻) surface of all louvers, F ∗p = 1.7 - ϕ = 12.64○ ReLp = 180
(175 numerically simulated).
Figure 5.40 shows the experimentally determined local heat transfer coeffi-
cients hTin for F ∗p = 1.7 - ϕ = 12.64○ atReLp = 330. The heat transfer coefficients
on the top side of the upstream louvers show the typical boundary layer behaviour,
a sharp drop off starting from the leading edge just as for ReLp = 180. The bottom
side also shows the opposite trend, increasing towards the trailing edge but a bit
less pronounced than at ReLp = 180. The local velocity field around L3 for ReLp
= 300 is shown in Fig. 5.41. On the top side of the louver a boundary layer grows
starting from the leading edge. The mean flow deflection has decreased to 6.6 ○
for this Reynolds number so the impact of the boundary layer growth on the top
and bottom has reduced slightly. On the bottom the boundary layer still becomes
thinner towards the leading edge, but less pronounced than for Re = 180. Due to
the thinner boundary layers the passage underneath the louvers has opened up and
more flow passes in between the louvers. This results in a large increase of the
bottom convection coefficients in the upstream half of the fin array.
Figure 5.42 shows the experimentally determined local heat transfer coeffi-
cients hTin for F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 590. Just as for ReLp = 180 and
330 the heat transfer coefficients on the top side of the upstream louvers show the
typical boundary layer behaviour. The convection coefficients on the bottom side
at this Reynolds number show a decline in the first part of the louver and then a
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Figure 5.40: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 330. Open symbols: upstream louvers L1 - L5,
filled symbols: downstream louvers: L6 - L10. Symbol sequence following the







Figure 5.41: Local air velocity around L3, F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 300.
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Figure 5.42: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.7 - ϕ = 12.64○ at ReLp = 590. Open symbols: upstream louvers L1 - L5,
filled symbols: downstream louvers: L6 - L10. Symbol sequence following the
flow direction: ◻, ▽, △, ○ and ◇.
gentle increase towards the trailing edge. The local velocity field around L3 for
ReLp = 550 is shown in Fig. 5.43. The passage between the louvers continues to
open up more and the flow now passes smoothly around the louvers. As a result the
initial boundary layer behaviour on top and bottom side are very similar. But due
to the main flow being at a slight angle (slightly decreased to 6 ○ at this Reynolds
number) the boundary layer on the top side will grow thicker faster than when the
flow would be parallel to the louver and the boundary layer on the bottom will be
thinned slightly. Despite this similar flow behaviour the local heat transfer coeffi-
cients on the bottom side are lower than that of the top side, and this is due to the
‘intra-fin’ thermal wake interference. As shown in Fig. 5.43 the hot wake of the
inlet and upstream louvers passes just underneath L3. This reduces the local heat
transfer coefficients.
Figure 5.44 shows the comparisons of the numerically and experimentally de-
termined averaged heat transfer coefficients on the top and bottom side of the dif-
ferent louvers for ReLp ≈ 330 and 590. As can be seen, just as for ReLp = 180 the
upstream half of the louvers are predicted quite well but in the downstream part of
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Figure 5.43: Local air velocity and temperature around L3, F ∗p = 1.7 - ϕ = 12.64○
at ReLp = 550.






















Figure 5.44: Comparison of the experimentally (filled symbols) and numerically
(open symbols) determined averaged heat transfer coefficients (W /m2K) on the
top (○) and bottom (◻) surface of all louvers, F ∗p = 1.7 - ϕ = 12.64○. (a) exp ReLp
= 330, num ReLp = 300 - (b) exp ReLp = 590, num ReLp = 550.
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the fin array there is less agreement between the simulations and measured values.
Just as for ReLp = 180 and ReLp = 330 the averaged convection coefficients on
each louver show an increase in the downstream half of the fin array further down-
stream. As the flow deflection decreases, the louver wakes are deflected away
from the fin array reducing the thermal wake interference. Figure 5.45 shows the
air temperature profile through the fin array for ReLp = 550. As can be seen in the
downstream part of the fin array the hot thermal wake of the louvers is deflected
away from the louvers (top side) while the colder fluid approaches closer to the
bottom side of the louvers as the flow moves downstream. Compare with Fig.
5.38 (a) for the temperature profile at ReLp = 180 where the wake follows the fin
angle more closely. Combined with the opening of the louver passages which al-
lows the flow to pass around the louvers, this reduction of the flow angle results in
the strong increase of the bottom heat transfer coefficients. Louver 6 experiences
the strongest wake interference as both the thermal wake of L5 and the turnaround
louver impinge or pass very near to it. This results in the sharp drop off of the heat
transfer coefficients. At ReLp = 300 and 550 the average heat transfer coefficient
of L6 is very similar to that of the bottom side of the turnaround louver (which has
very low velocities due to the presence of a growing recirculation zone, see section
3.6). As the flow deflection decreases the thermal wake of the upstream louvers is
diverted more towards L6 and L7, decreasing the local heat transfer coefficients.
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Figure 5.45: Air temperature in the fin array, F ∗p = 1.7 - ϕ = 12.64○ at ReLp =
550.
The difference between the averaged convection coefficient on the top and bot-
tom side of both the inlet louver and turnaround louver increases as the Reynolds
number increases. This is due to the presence of the recirculation zone under-
neath these two louvers which expands as the Reynolds number increases. This
results in a larger share of the bottom surface experiencing very low flow veloc-
ities and thus a low heat transfer coefficient. On the exit louver, no recirculation
zone appeared within the studied Reynolds number range (see section 3.6) so the
difference between the top and bottom remains fairly constant as the Reynolds
number increases.
The second configuration which was studied experimentally had the same fin
angle value but a smaller fin pitch, F ∗p = 1.125. This resulted in very similar
behaviour compared to the first configuration: driven by the change in the fin
angle alignment factor the ‘intra-fin’ thermal wake interference decreases as the
Reynolds number increases. Figure 5.46 shows an overview of the numerically
determined averaged heat transfer coefficients per louver for different Reynolds
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numbers. At low Reynolds numbers the fin acts as if it was a plate with a growing
boundary layer: the averaged convection coefficients gradually decreased down-
stream. Figure 5.47 (a) shows the temperature profile through the fin array. The
flow is nearly aligned with the fin angle, ζ = 0.8. As the Reynolds number in-
creases, the mean flow angle starts to reduce as the fin passages open up. As a
result the thermal wakes of the louvers are deflected more away from the fin array,
resulting in an increase of the convection coefficients moving downstream: L1 →
L5 and L6 → L10. Just as for configuration one the decrease of the mean flow
angle shifts the impact area of the thermal wakes of the upstream fin array down
towards L6 - L7 resulting in locally lower heat transfer coefficients. These effects
are all clearly visible on Fig. 5.46. The mean flow behaviour in these two con-
figurations is very similar, compare e.g. the temperature profiles in Fig. 5.47 to
those in Figs. 5.38 - 5.45. The measured local heat transfer coefficients showed
the same behaviour as for the first configurations.














Figure 5.46: Averaged heat transfer coefficients (W /m2K) per louver, F ∗p =
1.125 - ϕ = 12.64○, ReLp varying from 50 to 523 (numerical results).
Just as for the first configuration the averaged measured heat transfer coef-
ficients showed good agreement with the numerical simulations in the upstream
half of the fin array but the difference grew in the second part. The experimentally
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(c) ReLp = 523
Figure 5.47: Air temperature profile throughout the fin array, F ∗p = 1.125 - ϕ =
12.64○, ReLp = 50, 178, 523. Temperature scales vary per Reynolds number to
highlight the local hot zones.
ing downstream from L6 → L10 was larger than the simulated one. This suggests
that the mean flow angle in the experiments was slightly lower in the downstream
half than in the simulations, resulting in a reduction of the thermal wake interfer-
ence. In Fig. 5.47 (c) the recirculation zone underneath the turnaround louver is
clearly visible, it results in a pocket of hot fluid trapped underneath the turnaround
louver. Just as for the first configuration the difference between the top and bot-
tom averaged heat transfer coefficients of the inlet and turnaround louver increases
with the Reynolds number, but at a slower rate than for configuration 1. This is
related to the growth of the recirculation zones which are suppressed to a higher
Reynolds number due to the smaller fin pitch, see section 3.6.
Figure 5.48 shows the heat transfer coefficients on the louver surfaces for con-
figuration 3, F ∗p = 1.7 - ϕ = 30.96○ at ReLp = 216. Compared to configuration
1 (same fin pitch ratio) the values are considerably higher, indicating the strong
impact of the fin angle on the heat transfer. Most louvers show typical boundary
layer behaviour with declining heat transfer coefficients towards the end. This is
more pronounced on the bottom surfaces. Both the higher heat transfer coefficients
and the boundary layer behaviour are consistent with the low fin angle alignment
factor. At this Reynolds number the mean flow angle is ≈ 2.5○, so the flow is al-
most parallel to the louvers which results in very similar boundary layers growing
on the top and bottom side. A flow parallel to the louvers will also result in thin-
ner boundary layers compared to the flow at an angle, combined with the fact that
there is no strong thermal interference as shown in Fig. 5.49, this results in a large
increase of the convection coefficients compared to configuration 1. Overall, this
behaviour is very similar to the slit fin, which agrees with the findings of the flow
visualisation.
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Figure 5.48: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.7 - ϕ = 30.96○ at ReLp = 216. Open symbols: upstream louvers L1 - L5,
filled symbols: downstream louvers: L6 - L10. Symbol sequence following the







Figure 5.49: Air temperature profile throughout the fin array, F ∗p = 1.7 - ϕ =
30.96○, ReLp = 175.
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Because the flow behaviour around most louvers is very similar, the resulting
heat transfer coefficients cluster more than the data points of configuration 1 and 2.
The heat transfer coefficients however on the bottom and top surfaces of louvers 1
and 2 are higher than those of the other louvers and also show a different behaviour
on the top side, steadily increasing towards the trailing edge. The higher values can
be attributed to the surrounding cold fluid, as shown in Fig. 5.49. The heat added
upstream by the inlet louver is transported downstream towards L3 and similarly
the heat added by L1 and L2 is transported to L4 and L5 respectively. Both L1 and
L2 thus experience undisturbed flow at their inlet resulting in high heat transfer
coefficients. The different trends on the top and bottom surface are similar to
those encountered in configurations 1 and 2. Near to the inlet louver the flow
is deflected by the inclined section of the inlet louver. The flow around L1 and
L2 thus has a larger mean flow angle than in the rest of the fin array. Further
downstream this effect dissipates as the flow angle drops off. Figure 5.50 shows
the local air velocity and streamlines around the inlet louver and L1 - L2. The
thicker boundary layers on the top side and the thinner boundary layers on the
bottom side of L1 and L2 are clearly visible. As the flow is deflected towards L1,
the boundary layer on the top side of L1 is thicker than on the top side of L2.
Because the flow ‘winds’ in between the louvers the boundary layers are thinned
near the trailing edge, resulting in the slight increase of the local heat transfer
coefficients. This trend is most clearly visible for L1 and L2. The flow around
L6 - L7 shows similarities to that around L1 - L2: due to the presence of the
turnaround louver the flow is deflected towards L6, resulting in thinner boundary
layers on the bottom side of L6. As the flow passes the turnaround louver it moves
down again impinging on the top side of L7 and locally thinning the boundary
layer. On the opposite sides of these louvers the increased flow angle results in
thicker boundary layers and a reduction of the heat transfer coefficient. Because
of the heat added upstream, the local heat transfer coefficients on L6 and L7 are
lower than those of L1 - L2 as the inlet temperature is used as a reference value.
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Figure 5.50: Local air velocity and streamlines around the inlet louver and L1 -
L2, F ∗p = 1.7 - ϕ = 30.96○, ReLp = 175.
In Fig. 5.51 (a) the averaged experimentally determined heat transfer coeffi-
cients on the top and bottom side of the louvers forReLp = 216 are compared to the
numerically determined counterparts at ReLp = 175. For L1 and L2 the agreement
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is to within the uncertainty margins of the experimental data, but further down-
stream the difference between the numerical and experimental data increases with
the experimental data being considerably larger in the downstream half of the fin
array. These large differences are most likely due to the flow becoming unsteady.
The numerical simulations predicted the onset of unsteady flow in this configu-
ration between ReLp = 230 and ReLp = 259 while at ReLp = 175 the flow was
laminar with no unsteady motion. During the flow visualisation unsteady flow was
detected starting from ReLp = 180 with clear vortex shedding at ReLp = 235. The
experimental heat transfer data recorded at ReLp = 216 thus suggests that at this
Reynolds number the second half of the fin array is experiencing unsteady flow.
The upstream half is still experiencing steady flow, as indicated by the downward
trend, but because the Reynolds number is higher, the experimental heat transfer
coefficients in the upstream half are consistently higher than the numerical val-
ues. The unsteady flow in the second part of the fin array results in an increase of
the local convective heat transfer coefficients on the louvers due to the improved
mixing. The numerical values also reveal the flow behaviour winding around the
louvers. Due to the small mean flow angle value, this will result in a slightly thin-
ner boundary layer on the top and bottom of the louvers on alternating louvers,
which will affect the local heat transfer coefficients. This is very apparent in Fig.
5.51 (a).




























Figure 5.51: Comparison of the experimentally (filled symbols) and numerically
(open symbols) determined averaged heat transfer coefficients (W /m2K) on the
top (○) and bottom (◻) surface of all louvers, F ∗p = 1.7 - ϕ = 30.96○ - exp ReLp =
216, (a): num ReLp = 175 - (b): num ReLp = 259.
In Fig. 5.51 (b) the experimental data is compared to time averaged numerical
data for ReLp = 259. For this Reynolds number the simulations predicted a steady
flow in the upstream half and a periodic unsteady flow in the downstream half of
the fin array. The trends in both data sets now show a much better agreement, as
the numerical averaged heat transfer coefficients are no longer decreasing in the
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second half of the fin array. The good agreement in the upstream half seems to be
coincidental as the numerical heat transfer coefficients should be slightly higher
because of the higher Reynolds number. These findings are in agreement with the
earlier shown pressure drop results. In Fig. 5.30 the initial change in the slope of
the friction curves for ϕ = 30.96○ occurs around ReLp ≈ 200 indicating the onset
of unsteady flow.
Figure 5.52 shows the heat transfer coefficients on the louver surfaces for con-
figuration 3, F ∗p = 1.7 - ϕ = 30.96○ at ReLp = 590. All louvers now show the
typical boundary layer behaviour on the top and bottom side. This is consistent
with the decreased flow deflection, at this Reynolds number mean flow angle is ≈
1.8 ○. Just as for ReLp = 216 L1 and L2 show high heat transfer coefficients due
to the cool fluid passing around them and the top side of L6 shows slightly lower
values due to the flow deflection by the turnaround louver. Figure 5.53 shows the
averaged values on the top and bottom side of each louver. The horizontal trend
indicates the flow is unsteady in the entire fin, which is consistent with the findings
of both the water visualisation study and the numerical simulations presented in
Chapter 4. The data does seem to suggest an alternating pattern of which side of
the louver has the highest heat transfer coefficients due to boundary layer thinning
or thickening by the flow (just as for ReLp = 216).
Figure 5.54 shows the heat transfer coefficients on the louver surfaces for con-
figuration 4, F ∗p = 1.125 - ϕ = 30.96○ at ReLp = 201. All louvers show the typical
boundary layer behaviour on the top and bottom side, but it is slightly more pro-
nounced on the top side of the louvers. The mean flow deflection for this configu-
ration is very low, 0.5○ at this Reynolds number. So the flow inside the fin array is
the same as in slit fins, except for near the inlet and turnaround louver where the
flow is deflected by the inclined sections. Louver 1 and 2 show high heat transfer
coefficients due to the cool fluid passing around them. Just as for configuration 3
the bottom side of L1 shows higher heat transfer coefficients due to the impinging
flow. The effects of the flow deflection are more confined in configuration 3 due to
the smaller fin pitch ratio (smaller recirculation zones).
The local velocity through the fin array at different Reynolds numbers is shown
in Fig. 5.55. The velocity profiles show the occurring ‘inter-fin’ interference: the
wakes of louvers impinge downstream on louvers of a different fin reducing the
average velocity around these louvers. This behaviour occurs within slit fins,
as shown by e.g. DeJong and Jacobi [33] and it affects the heat transfer per-
formance, lowering the heat transfer coefficients of downstream louvers. Zhang
and Tafti [109] also found this behaviour occurred within louvered fins at high
Reynolds numbers. In configuration 3 the average streamwise distance between
two louvers is twice as large as in configuration 4. As a result the wakes dissi-
pate before reaching the louver which results in higher heat transfer coefficients.
As the wakes become more narrow at higher Reynolds numbers (Springer and
Thole [26]), it is possible that inter-fin interference will affect the performance of
configuration 3 at higher Reynolds numbers than the ones considered here. Using
mass transfer measurements DeJong and Jacobi [33] were able to show that the on-
set of vortex shedding increased the individual louver mass transfer coefficients.
THERMO-HYDRAULICS OF INCLINED LOUVERED FINS 235














Figure 5.52: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.7 - ϕ = 30.96○ at ReLp = 590. Open symbols: upstream louvers L1 - L5,
filled symbols: downstream louvers: L6 - L10. Symbol sequence following the
flow direction: ◻, ▽, △, ○ and ◇.
This allowed them to track the unsteady flow as it moved upstream at increasing
Reynolds numbers.
Figure 5.56 shows a combination of numerical and experimental averaged heat
transfer coefficients per louver for configuration 4 at different Reynolds numbers.
At low Reynolds numbers the overall trend is similar to that of a boundary layer
growing over a flat plate, except for L1 which shows a higher heat transfer coeffi-
cient. This behaviour can be explained by considering Fig. 5.55: all louvers except
L1 are set within the wake of an upstream louver, resulting in a lower heat transfer
coefficient. Louver 1 experiences undisturbed cold fluid and thus shows a higher
heat transfer coefficient. The inlet louver shows a lower heat transfer coefficient
due to the recirculation zone underneath which already appears at low Reynolds
numbers, see section 3.6. The agreement between the numerical and experimental
heat transfer data is quite good, consider the numerical data for ReLp = 170 (◇
symbols) and the experimental data for ReLp = 204 (∎ symbols). In the upstream
half of the fin array the difference is very small, but it increases further downstream
as the data points show a flattening trend, similar to what was found for config-
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Figure 5.53: Experimentally determined averaged heat transfer coefficients
(W /m2K) on the top (○) and bottom (◻) surface of all louvers, F ∗p = 1.7 - ϕ =
30.96○ ReLp = 590.
uration 3. This trend shifts further upstream as the Reynolds number increases.
The findings for configuration 3 suggests this is due to the onset of unsteady flow.
Numerical simulations predicted an onset around ReLp = 316 - 330, visual obser-
vations noted an onset of unsteady flow around 170 - 200. The experimental heat
transfer data seems to suggest the transition occurs around ReLp = 200.
Figure 5.57 shows the heat transfer coefficients on the louver surfaces for con-
figuration 3, F ∗p = 1.7 - ϕ = 30.96○ at ReLp = 590. All louvers now show the
typical boundary layer behaviour on the top and bottom side. This is consistent
with the decreased flow deflection, at this Reynolds number mean flow angle is≈ 1.8 ○. Just as for ReLp = 204 L1 shows high heat transfer coefficients due to
the cool surrounding flow. This is very similar to Fig. 5.52. At this Reynolds
number unsteady flow is present in both arrays, so this results in very similar flow
behaviour. The intensity of the unsteady flow will be higher in configuration 3 as
the smaller fin pitch ratio of configuration 4 will reduce the size of the wake area.
5.4.5 Average heat transfer coefficients and trend analysis
An overview of the experimentally and numerically determined Colburn j-factors
is presented in Fig. 5.58 (a) set out against ReLp . The agreement between the
numerical and experimental data is good. All curves show a clear transition point,
however as shown above, these are due to different reasons. For the configurations
with a small fin angle, the transition is due to the change in the flow behaviour.
At higher Re the boundary layers become thinner, the passage between the louver
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Figure 5.54: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.125 - ϕ = 30.96○ at ReLp = 201. Open symbols: upstream louvers L1 -
L5, filled symbols: downstream louvers: L6 - L10. Symbol sequence following
the flow direction: ◻, ▽, △, ○ and ◇.
open up and the flow angle decreases. As a result the boundary layers around the
louver become thinner, increasing the heat transfer rate. For the configurations
with a large fin angle the transition is due to the onset of unsteady flow which im-
prove mixing and subsequently the heat transfer rate. The same data is plot out
against ReDh in Fig. 5.58 (b). Just as for the friction factors the Colburn factors
for the configurations with a small fin angle collapse at low Reynolds numbers
when set out against ReDh . The similarities between the friction factor and Col-
burn factor data are very apparent, and are a fine example of the strong coupling
between flow behaviour and the thermo-hydraulic characteristics of compact heat
exchanger surfaces. The Colburn factors shown in Fig. 5.58 are based solely on
the top and bottom surfaces of the louvers. The louver side surfaces account for
10% of the total surface area. The leading and trailing edge louver side surface will
present respectively very high and low heat transfer coefficients due to the imping-
ing flow and the wake area. Additional numerical simulations were performed,
including the heat transfer from the louver sides. The resulting surface averaged
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(c) ReLp = 450
Figure 5.55: Air velocity profile throughout the fin array, F ∗p = 1.125 - ϕ =
30.96○, ReLp = 50, 170, 450. Velocity scales vary per Reynolds number.









Figure 5.56: Numerically and experimentally determined averaged convection
coefficients (W /m2K) on all louvers, F ∗p = 1.125 - ϕ = 30.96○. Numerical
results: ◻ ReLp = 50, ○ ReLp = 102, ◇ ReLp = 170 - Experimental data: ∎ ReLp
= 204, ● ReLp = 326, ◆ ReLp = 590.
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Figure 5.57: Local heat transfer coefficients (W /m2K) on the different louvers,
F ∗p = 1.125 - ϕ = 30.96○ at ReLp = 590. Open symbols: upstream louvers L1 -
L5, filled symbols: downstream louvers: L6 - L10. Symbol sequence following
the flow direction: ◻, ▽, △, ○ and ◇.
the louver top and bottom surfaces were considered.
The heat transfer data set is much smaller than the friction factor so a thorough
trend analysis is difficult. The data does suggest that increasing the fin angle will
result in a larger heat transfer rate. This is due to the reduction of the fin angle
alignment factor: the flow is more aligned with the louvers resulting in overall
thinner boundary layers and a larger heat transfer coefficient. This agrees with the
screening results presented in Chapter 2. The impact of the fin pitch ratio differs
at the two studied fin angles. Comparing the Colburn j-factors of configuration
1 and 2 shows that decreasing the fin pitch ratio results in a slightly higher heat
transfer coefficient. This is consistent with the findings of the parameter screening
and the increase is due to the increased compactness of the surface. This results
in a higher mean value of the velocity in the fin array which thins the boundary
layers. The effect of the fin pitch ratio at the high fin angle value is the opposite,
as the heat transfer rate of configuration 4 is smaller than that of configuration 3.
This difference is most likely due to the strong inter-fin interference occurring in








(a) j vs. ReLp





(b) j vs. ReDh
Figure 5.58: Colburn j-factor set out against (a) ReLp and (b) ReDh for 4
configurations - experimental data: black symbols, numerical data: blue symbols
- ◻ configuration 1, ○ configuration 2, ◇: configuration 3, ▽: configuration 4.
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study, that on the whole the decreasing of the fin pitch ratio results in higher heat
transfer coefficients.
Similar to the friction factor data, extrapolating the heat transfer results to a
full scale heat exchanger is difficult, because of the additional non corrugated fin
surface area (the landings), changes to the corrugated fin design to implement it
within heat exchangers (such as the X-shaped layout). . . The boundary conditions
also change as in a heat exchanger the tube is the primary heat exchanging surface.
The tube side fluid exchanges heat with the wall and the resulting heat flux then is
transported through the fin surface towards the air. To account for this the exterior
surface efficiency is introduced within the equations (see Chapter 1). As a result
the boundary condition on the interrupted fin surface is not a constant heat flux
nor a constant temperature. Because the conduction flux through the louver was
considered in the data reduction, the heat flux used to determine the local heat
transfer coefficients also varied over the louver surfaces. Because no data has
been determined on heat exchangers with this type of interrupted element, only a
comparison with data for louvered fins or slit fins is possible.
Because the fin surface area contributes the main share of the total surface
area, the heat transfer trends caused by the fin geometry should appear into the
overall heat exchanger behaviour, albeit ‘damped’. Only data of 1 tube row heat
exchangers was considered. Du and Wang [149], Wang et al. [13], Manglik and
Bergles [78] report among others that for full scale heat exchangers reducing the
fin pitch results in higher Colburn j-factors for the (super-) slit fin design. Kim
and Cho [103], Achaichia and Cowell [23], Kim and Bullard [100] and Dong et
al. [101] report that for full scale louvered fin heat exchangers reducing the fin
pitch and increasing the louver angle results in higher Colburn-j factors. DeJong
and Jacobi [25] found the same trend while studying scaled louvered fin models
and linked this behaviour to the change in flow behaviour η. They also noted that
the impact of the onset of unsteady flow on the averaged mass transfer of louvered
fins is less pronounced than for slit fins and this due to the more gradual transition
to unsteady flow. Because the inclined louvered fins have a sharp transition to
unsteady flow, as shown in Chapter 4, the impact is quite large (Fig. 5.58). Kim
and Cho [103] noted that at very low velocities there is a ‘cross-over’ phenomenon
where the j-factor decreases with a decreasing fin pitch. Their configurations had
very small fin pitch ratios varying between 0.6 and 1. This will reduce the tendency
of the flow to become duct oriented. So the flow deflection is sustained up to lower
Reynolds numbers. But due to the reduced fin pitch the louvers are now closer to
each other downstream (in the flow direction) so the thermal wake interference will
affect the performance. The reduction of the fin pitch resulted in a similar effect
as for the inclined louvered fins (configuration 3 and 4): upstream thermal wakes
reduced the performance as the fin pitch was reduced. The cross-over phenomenon
occurred as well for the louver angle, at very low Reynolds numbers increasing the




In this chapter the thermo-hydraulic behaviour of the inclined louvered fin design
was studied. The fin pitch ratio varied between 1.125 and 2, the fin angle between
12.64○ and 30.96○. The Reynolds number (based on the louver pitch) was varied
experimentally between 200 and 3500 for the pressure drop measurements and
200 to 720 for the heat transfer measurements. Using numerical simulations the
Reynolds number range was further extended to lower Reynolds numbers, up to Re
= 50. To ensure the quality of the pressure drop and heat transfer measurements,
extensive testing and bench marking of the test rig was performed, combined with
a series of verification experiments.
The pressure drop of 9 configurations was determined experimentally and was
compared to numerical simulations. Good agreement was found. A larger fin
angle and smaller fin pitch ratio result in an increased friction factor. These trends
agree with published results of full scale heat exchanger tests for louvered and slit
fins and also confirm the findings of the parameter screening. A more detailed
comparison to scaled model data for louvered fins revealed the impact of the shape
of the turnaround louver and the resulting form drag. Altering its shape could have
a significant impact on the resulting pressure drop. At low Reynolds numbers the
friction factor of the inclined louvered fin is lower than that of a louvered fin with
similar geometry (but with a turnaround louver that was only half as high as that
of the inclined louvered fin) while at high Reynolds numbers the trend is reversed.
This is due to the dominant effect of the form drag at high Reynolds numbers.
At low Reynolds numbers the thick boundary layers in the inclined louvered fin
having small fin angles seem to ‘hide’ the form drag of the louvers and thus reduce
the pressure drop. A comparison with the slit fin is difficult as no data was found
in open literature for similar designs, but initial comparisons with the smallest fin
angle cases revealed the same trend at low Reynolds numbers, a smaller friction
factor for the inclined louvered fin due to the flow deflection. Correlations were
determined based on the experimental data covering a broad range of Reynolds
numbers; based on a mixed CFD and experimental dataset focused on the low
Reynolds numbers between 50 and 750; and based on the hydraulic diameter for
easy comparison to the data of other fin types.
Local heat transfer measurements were performed on 4 inclined louvered fin
designs. The wall temperatures were determined using a set of thermocouples
embedded within a measurement louver. Care was taken to ensure that natural
convection did not affect the measurements by monitoring the Richardson num-
ber. The impact of thermal wakes was strong on the measurements and this could
be linked to the mean flow behaviour through the fin angle alignment factor ζ. The
strong thermal intra-fin wakes resulted in large temperature gradients over the lou-
vers inducing strong conductive fluxes and locally negative convective coefficients.
A discussion was presented on the use of different reference temperatures to deter-
mine the convective heat transfer coefficient. The inlet temperature, mixed mean
or bulk temperature and adiabatic wall temperature were considered. To ensure
that future research studies could easily compare their data to the measured heat
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transfer coefficients, the inlet temperature was used as a reference values when re-
porting the results. When plotting the Colburn j-factor against the Reynolds num-
ber, all configurations showed a distinct point of transition. For the configurations
with a small fin angle this was due to the change in flow behaviour as the the flow
deflection decreased. For the configurations with a large fin angle the transition
was caused by the onset of unsteady flow. The Colburn j-factor behaviour is very







Inclined louvered fins are a hybrid design between two very commonly used in-
terrupted fin types for fin-and-tube heat exchangers, the slit fin and the louvered
fin. The goal of this PhD was to study the thermo-hydraulics of inclined louvered
fins and to determine the interaction between the flow behaviour and the resulting
heat transfer rate and pressure drop. To this end a combination of experimental
(flow visualisation, wind tunnel experimentation) and numerical (CFD) tools were
used. To provide insight into the local flow behaviour and resulting heat transfer
coefficients, scaled models (20:1) were tested in both the water tunnel and wind
tunnel. Space heating and air conditioning were chosen as a target application for
this fin type as these contribute to a large share of domestic energy consumption.
This study is therefore focused on the low Reynolds number area (50 - 500, if ex-
pressed using the louver pitch length). The added benefit of low Reynolds number
are a low air side pressure drop and fan power consumption as well as low noise
levels.
The flow visualisation experiments proved the presence of flow deflection at
low Reynolds numbers. This deflection is driven by boundary layer growth on the
louvers and is very dependent on the fin geometry. To quantify the mean flow be-
haviour the fin angle alignment factor ζ was introduced, which is the ratio of the
mean flow angle α¯ to the fin angle ϕ. Low fin angle values will result in high ζ
values and result in a slit fin like flow. Increasing the fin pitch ratio will increase
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ζ but the impact is less pronounced than that of the fin angle. Validated numerical
simulations were used to study the evolution of ζ as a function of the fin geometry
and the Reynolds number. A thorough comparison of results determined using a
graphical measurement technique (similar to the one used in earlier studies on lou-
vered fins) to the numerical results showed the graphical measurement technique
can be biased due to the presence of local recirculation zones, and that care should
be taken when determining the start and end point for the graphical measurements.
A simple geometric model using laminar boundary layer growth assumptions and
a statistically fitted scaling factor proved to be very effective in predicting ζ.
The flow visualisation also revealed that the flow in inclined louvered fins be-
came unsteady at low Reynolds numbers, ≈ 250 for some configurations (when
expressed using the louver pitch). This is considerably lower than what is reported
in open literature for the slit fin and louvered fin. A comparison of the visual
data and numerical unsteady simulations showed that the transition in inclined
fins is driven by the separation zones that arise on the inclined parts of the inlet,
turnaround and exit louver. In both the slit and louvered fin the transition is driven
by the accumulation of perturbations in the flow. As such the transition in these
fins starts at the exit louver and moves upstream as the Reynolds number increases.
The wake of the exit louver in the inclined louvered fin also is the first to become
unsteady as the Reynolds number increases, but as the Reynolds number increases
the wake of the turnaround louver then becomes unsteady. The downstream half
of the fin array then experiences unsteady flow linked to the oscillating wake of the
turnaround louver. As the Reynolds number increases, the vortex shedding intensi-
fies and eventually the wake of the inlet louver also becomes unsteady, introducing
unsteady flow in the upstream half of the fin.
The pressure drop of 9 configurations was determined experimentally over a
wide range of Reynolds numbers. This data was compared to numerical simula-
tions and good agreement was found. The numerical simulations allowed to extend
the friction factor data into the very low Reynolds number range. A larger fin angle
and smaller fin pitch ratio result in an increased friction factor. These trends agree
with published results of full scale heat exchanger tests for louvered and slit fins
and also confirm the findings of the parameter screening. A more detailed com-
parison to scaled model data for louvered fins revealed the impact of the shape of
the turnaround louver and the resulting form drag. Altering its shape could have
a significant impact on the resulting pressure drop. At low Reynolds numbers the
friction factor of the inclined louvered fin is lower than that of a louvered fin with
similar geometry (but with a turnaround louver that was only half as high as that
of the inclined louvered fin) while at high Reynolds numbers the trend is reversed.
This is due to the dominant effect of the form drag at high Reynolds numbers. At
low Reynolds numbers the thick boundary layers in the inclined louvered fin hav-
ing small fin angles seem to ‘hide’ the form drag of the louvers and thus reduce
the pressure drop. A comparison with the slit fin is difficult as no data was found
in open literature for similar designs, but initial comparisons with the smallest fin
angle cases revealed the same trend at low Reynolds numbers, a smaller friction
factor for the inclined louvered fin due to the flow deflection. Correlations were
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determined based on the experimental data covering a broad range of Reynolds
numbers; based on a mixed CFD and experimental dataset focused on the low
Reynolds numbers between 50 and 750; and based on the hydraulic diameter for
easy comparison to the data of other fin types.
The heat transfer rate of 4 configurations was determined experimentally for
a Reynolds number range varying between 200 and 800. The local heat transfer
coefficients were determined by measuring the wall temperature using thermo-
couples inserted within a louver. The thermocouples were calibrated per channel
individually to provide accurate local heat transfer coefficients. The measurements
clearly showed the impact of thermal wakes. Intra- and inter-fin thermal interfer-
ence were present for the configurations with a small and large fin angle respec-
tively. The intra-fin interference resulted in large temperature gradients over the
louvers inducing strong conductive fluxes and locally negative convective coeffi-
cients at low Reynolds numbers. To ensure that future research studies could easily
compare their data to the measured heat transfer coefficients, the inlet temperature
was used as a reference value when reporting the results. When plotting the Col-
burn j-factor against the Reynolds number, all configurations showed a distinct
point of transition. For the configurations with a small fin angle this was due to the
change in flow behaviour as the flow deflection decreased. For the configurations
with a large fin angle the transition was caused by the onset of unsteady flow. The
Colburn j-factor behaviour is very similar to the friction factor, showing the strong
coupling between the flow and the thermo-hydraulics. The combined heat transfer
and pressure drop data indicates that the inclined louvered fin design has potential
for low Reynolds number applications. However, more data is required to confirm
the findings and to start a design optimization. In a later stage full scale testing
should be done on heat exchangers to determine how the potential gains relate to
possible increases in manufacturing costs.
6.2 Future Recommendations
Even though compact fin-and-tube heat exchangers are a proven technology, of
which millions of units are used world wide, improvements can still be realised
through changes in the air side fin design. Even very small gains ultimately result
in large energy savings due to the vast amounts of energy being transferred through
these units on a daily basis. Based on the work done in this PhD and the literature
survey some interesting points for future research are:
• detailed assessment of the impact of the turnaround louver shape on the fin
performance. Because of its large frontal area the turnaround louver will
generate a large amount of form drag which is detrimental to the pressure
drop, especially at higher Reynolds numbers. The large inclined parts also
generate the recirculation zones which become unsteady at low Reynolds
numbers and thus promote the flow mixing downstream and the heat transfer
coefficients. This could imply an optimum design for a specific Reynolds
number range.
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• expanding the experimental database currently determined by performing
additional heat transfer measurements (more configurations). Local velocity
measurements (LDA - hot wire - PIV) to determine vortex shedding frequen-
cies and local velocity distributions in between the louvers would provide
additional validation data for the numerical simulations. An alternative two
dimensional flux calculation for the conductive heat flux through the mea-
surement louver should be used to determine the impact on the local heat
transfer coefficient values. By modifying the test rig the impact of the inlet
turbulent intensity on the heat transfer rate could be studied. This combined
with three dimensional simulations should provide more insight into the dif-
ferences between the two dimensional results and the measured heat transfer
coefficients.
• full scale heat exchanger testing of optimized inclined louvered fin designs
to better assess the potential in real applications. The scaled models are
an excellent tool to assess the flow behaviour and local heat transfer coeffi-
cients, but in the end, the performance as part of a heat exchanger is what
matters. Considering the application (space heating and cooling), the impact
of condensation on the heat transfer and pressure drop should be studied in
detail using the full scale heat exchangers. Experiments on herringbone
wavy fins (Lin et al. [153]) have shown that both the pressure drop and heat
transfer coefficients increase as droplets are formed on the fin surface. Korte
and Jacobi [154] report that in plain fins the heat transfer decreases at low
air velocities due to condensate bridging between the fins but increases at
high velocities. The condensate retention should be studied as well as done
by Korte and Jacobi [154] and Xu et al. [155] in respectively a plain fin and
louvered fin heat exchanger.
• studying the impact of using different fin designs in subsequent tube rows
to optimize the heat transfer to pressure drop ratio per tube row. I feel this
technique could have a significant impact on fin-and-tube heat exchanger
designs as a whole and definitely will be worth investigating in more detail.
It also opens up a whole new world of possibilities to explore.
A
Uncertainty analysis
A.1 Water tunnel Reynolds number
The Reynolds number is determined using Eq. (A.1). The water temperature
is measured using a K-type thermocouple to determine the fluid properties from
tabled values. An uncertainty value of 0.2 K was assumed for the temperature
measurements. The density and dynamic viscosity were approximated using two
second order polynomial fits between 15 ○C and 30 ○C (Eq. (A.2) - Table A.1). The
velocity V was determined by measuring the time required for a dye streak to travel
a distance Ltest. The measurement was repeated five times. The average value was
used to determine the velocity V. The standard deviation of the time measurements
was used as uncertainty on the time measurement. This value ranged from 1.6 to
0.1 seconds depending on the Reynolds number. The distance Ltest was measured
using a ruler. An uncertainty of 0.5 cm was used in the error propagation. The
highest uncertainty on the velocity (Eq. (A.3)) was 5%. The uncertainty on the
Reynolds number was determined using Eq. (A.4).
ReLp = ρ ⋅ V ⋅Lpµ (A.1)









c2 - 0.0068088235 - 0.0000419457
c3 100.284196078 0.0016687073
Table A.1: Coefficients for Eq. (A.2) used to determine the density and dynamic
viscosity of water
dRe = ⎛⎝(ρ ⋅Lpµ )2 ⋅ dV 2 + (ρ ⋅ Vµ )2 ⋅ dL2p
+ ⎛⎝V ⋅Lp ⋅ µ ⋅ ∂ρT − ρ ⋅ ∂µTµ2 ⎞⎠ ⋅ dT 2⎞⎠
0.5 (A.4)
A.2 Fin angle alignment factor
The fin angle alignment factor is determined using Eq. A.5. To simpify the no-
tation of this equation, α and β are introduced (Eqs. A.6 - A.7). An uncertainty
of 0.5○ was used for the fin angle ϕ, and 0.0005 m for Lp and Fp. This allows
to determine the uncertainty on Did, Eq. A.8. To determine the uncertainty on α
and β, the width of the dye streak was used as uncertainty for ∆x and ∆y, and
a uncertainty of 1 mm was used for the Fp1 and Fp2. This allowed to determine
the uncertainties dα and dβ. Using Eq. A.11 the uncertainty on the fin angle
alignment factor was determined for all measurements. The results are listed per
configuration in Table A.2. Instead of reporting the procentual uncertainty, the ab-
solute values are reported. This was done because for the configurations with low
ζ values the resulting uncertainty can be up to several times larger than the actual
value and this due to the finite thickness of the dye streak.










Configuration range of ζ ζ¯ d¯ζ
1 0.23 - 0.81 0.45 0.072
2 0.22 - 0.67 0.36 0.085
3 0.021 - 0.076 0.047 0.024
4 0.047 - 0.036 0.002 0.037
5 0.095 - 0.26 0.15 0.065
6 0.32 - 0.62 0.44 0.045
Table A.2: Measured ranges of ζ for the 6 configurations, mean values of ζ and
the resulting uncertainty dζ.
dDid = ⎛⎝((N + 1.5) ⋅ tanϕ ⋅ dLp)2
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A.3 Air mass flow rate
The air mass flow rate was measured using two ISO 5167 nozzles. For the low
mass flow rates (ReLp = 180 - 1000) a standard orifice plate (Fig. A.1 (a)) was
used, for the high mass flow rates (ReLp = 180 - 1000) a ISA 1932 nozzle (Fig.
A.1 (b)). Both nozzles were placed in a tube with an inner diameter of 0.1829
m. The nozzles were designed to result in a reasonable pressure drop over the
considered interval, ranging between 15 and 350 Pa. Corner tappings were used
to measure the pressure drop ∆P over the nozzle and the pressure upstream p1 of
the nozzle. The norm guidelines considering the upstream and downstream tube
length were respected. The pressure drop was measured using a inclined liquid
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column manometer if it was larger than 25 Pa. The liquid inside the tubes has
a density of 784 kg/m3. The ruler next to the tubes has a scale division of 2
mm and the setup was inclined to 20○. For a pressure drop smaller than 25 Pa
the piezometric sensor used to measure the pressure drop over the test section was
used for improved accuracy. The air visocity was determined through a polynomial
approximation, Eq. (A.12). An isentropic exponent of 1.4 is used for air. The inlet
temperature Tatm is measured using a thermocouple with an uncertainty of 0.1
K. The atmospheric pressure is determined using a standard barometer with an
uncertainty of 50 Pa.
µair = (−0.000138095238095 ⋅ T 2atm + 0.010533333333333 ⋅ Tatm+1.6695000000000) ⋅ 10−5 (A.12)
(a) Orifice (b) ISA 1932
Figure A.1: Two ISO 5167 nozzles used to measure the air mass flow rate: a
standard orifice and an ISA 1932 long nozzle.
The inside diameter of the orifice was 0.073 m, resulting in a diameter ratio
of 0.3991. The ISA nozzle had a diameter ratio of 0.3885. The invariant method
as described in the norm was used to determine the mass flow rate ˙mair based on
the measured values. To determine the uncertainty on the mass flow rate the norm
recommendations were used for the uncertainty on the discharge coefficient (0.6





This resulted in an uncertainty on the mass flow rate ranging from 8 % to 2% for
both nozzles. The resulting uncertainty on the Reynolds number varied between
10 % and 5%.
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A.4 Air side friction factor
The air side friction factor f was determined using Eq. (5.1. The friction factor
thus is a function of the pressure drop ∆P , Fp, t, ρ, Vc and L. As an uncertainty
value for the lengths Fp, t and L 0.0005 m was used. The air density was deter-
mined using the ideal gas formulation, Eq. (A.13). The atmospheric temperature
was measured using a thermocouple, an uncertainty value of 0.1 ○C was used in
the calculations. The atmospheric pressure was measured using a barometer, an
uncertainty of 50 Pa was used in the propagation analysis. The uncertainty dρ
can thus be determined using Eq. (A.14). The mean velocity Vc in the free flow
area Amin and the subsequent uncertainty Vc are determined using Eqs. (A.15) -
(A.16). The inlet velocity Vmin was determined from the air mass flow rate m˙air
using Eq. (A.17). The uncertainty on the air mass flow rate was determined in the
previous section A.3 and is used to determine the uncertainty on Vin. The uncer-
tainty on the measured pressure drop ∆P was determined from the pressure drop
sensor specifications which reported an uncertainty of 0.125 Pa. The measured
signals were stable and showed very little fluctuations. 150 values were recorded
over a period of 2.5 mins. The standard deviation of this signal was used as un-
certainty d∆P . The resulting uncertainty df ranged from 23% at low Reynolds
numbers to 4% at high Reynolds numbers.
ρ = patm










Vc = Vin − t
Fp
⋅ Vin (A.15)
dVc = ⎛⎝[1 − tFp ]
2 ⋅ dU2 + [ U
Fp
]2 ⋅ dt2 + [1 − U ⋅ t
F 2p





Achannel = 0.07762m2 (A.18)
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To verify the wind tunnel test section was sufficiently insulated to prevent heat
losses the heat balance was checked. This was done by comparing the measured
heat transfer rated to the air Qair (Eq. (A.21)) to the heat input by the 65 louvers
Q (Eq. (A.22)). The louver surface area AL = 2 ⋅ Lp ⋅W was 0.008 ± 0.0002m2.
As only 5 fin rows are heated a strong thermal stratification occurs in the chan-
nel, Fig. 5.32. Both the local velocity and air temperature were recorded on 2 cm
intervals across the channel height. These were used to determine the mean exit
temperature Tavg,out, Eq. (A.23). The local velocity and temperature were mea-
sured using a pitot probe and a calibrated thermocouple respectively. The ideal gas
equations were used to determine the air density. Using the standard error propa-
gation equations this resulted in an uncertainty between 12% (low value) and 2%
(high value) on the measured velocity. An uncertainty of 0.1 ○C was assumed for
the temperature measurements. This resulted in an uncertainty of 2.6% on the heat
transfer rate measured on the air side (2% uncertainty estimated on the specific
heat capacity of air).
Qair = m˙air ⋅Cp ⋅ (Tavg,out − Tin) (A.21)
Q = 65 ⋅AL ⋅ q (A.22)
Tavg,out = 1
Vavg
⋅ ∫ vout ⋅ Tout = 1
Vavg
⋅∑ vout,i ⋅ Tout,i (A.23)
The uncertainty on the added heat by the louvers dQ can be determined through
Eq. (A.24). The current I was measured with an uncertainty of 0.05 A. The resis-
tance R of the circuit was determined using a voltage measurement while a preset
current was fed through the circuit. This is discussed in paragraph A.7. The result-
ing uncertainty on the heat transfer rate Q was 2.8%. For all tests the difference
between Qair and Q was lower than 3%.
dQ = 65 ⋅ ([R ⋅ i2]2 ⋅ dA2L + [AL ⋅ i2]2 ⋅ dR2 + [2 ⋅ i ⋅AL ⋅R]2 ⋅ di2)0.5 (A.24)
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Material t (mm) λ
Copper 0.075 300
Glue - paste 0.05 0.71
Paper 0.075 0.15
Balsa wood 1.5 0.0453
Table A.3: Material thickness and conductivity used to determine the conductive









Table A.4: Measured voltage difference and current used to determine the
resistance of the louver circuit.
A.6 Conductive heat flux through the louver
As stated in paragraph 5.4.2.2 an additional conductive heat flux is present through
the measurement louver due to a temperature difference over the louver. The ther-
mal conductivity of the louver was determined using a guarded hot plate measure-
ment - ISO 8302: 0.0453 ± 0.00067 W/mK. The measurement louver consists of
multiple layers, as shown in Fig. 5.6: metal foil - glue - paper - paste - balsa
wood - glue - paper - glue - metal foil. Table A.3 contains an overview of the used
thickness and conductivity value in the calculations.
A.7 Resistance Measurements
The resistance of the louver circuit was measured by setting a current that passes
through the circuit and measuring the voltage difference between the start and end-
point of the resistor circuit. It is thus assumed that the resistance of the connecting
wires is small compared to that of the louvers. The measured values are shown in
Table A.4. This results in a resistance of 0.925 ± 0.005 Ω. The uncertainty on the
voltage drop and current measurement was 0.005 V and 0.05A respectively.
The resistance of the measurement louver was determined in the same way,












Table A.5: Measured voltage difference and current used to determine the
resistance of the louver circuit.
drop ∆VR was measured across a precision resistance of 0.01 Ω. This resulted in
a resistance value of 0.032 ± 0.0004 Ω.
A.8 Convective heat transfer coefficients
The convective heat transfer coefficients h were determined based on the imposed
heat flux q corrected with a conduction heat flux qcond, the measured wall tem-
perature Twall and the inlet temperature Tin. The data reduction procedure was
described in section 5.4.2.2.
The thermocouples in the measurement louver were individually calibrated.
The following procedure was used: the measurement louver was placed within an
insulated container with a lamp inside as a heating source. A PID controler was
used to control the heat input to set a temperature in the box. Four temperature
values were set: 20○C - 25○C - 30○C - 35○C. The temperature in the box was
recorded near to the measurement louver using a calibrated PT-1000 probe. Once
the temperature was stable the louver temperature was measured using the data
acquisition system. The difference between the PT-1000 value and the measured
value was recorded per thermocouple channel and this at these 4 pre-set temper-
atures. A polynomial relationship was then determined to relate this difference
∆T to the measured surface temperature T. Upon each measurement the measured
values Tsurf were then corrected per channel individually. As a result an uncer-
tainty of 0.1○C was assumed to be accurate for the measured wall temperatures.
The standard error propagation equations were used to determine the uncertainty
on the imposed heat flux q (3.6 %), the computed wall temperatures Twall,top,2
and Twall,bottom,1 (ranging between 0.3 and 0.4 ○C) and the conductive heat flux




This Appendix contains an overview of the international peer reviewed journal
publications of which I am an author or co-author, and some of the publications
that were presented over the course at international conferences.
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transfer and friction characteristics of an adapted inclined louvered fin, Experi-
mental Thermal and Fluid Science, 30 (4), 319-327, 2005.
T’Joen, C., Vanhee, F., De Paepe, M., Heat exchanger behavior in non uniform
flow, Experimental Heat Transfer, 19 (4), 281-296, 2006.
Willockx, A., De Mey, G., T’Joen, C., Steeman, H.-J., De Paepe, M., Natural
convection from a square disk in the intermediate Rayleigh range, Journal of Heat
Transfer - Transactions of the ASME, 128 (5), 495-498, 2006.
T’Joen, C., Willockx, A., De Paepe, M., Flow visualisation within inclined lou-
vered fins, Journal of Heat Transfer - Transactions of the ASME, 129 (8), 934-934,
2007. (Part of the Heat Transfer Visualisation Gallery)
Canie`re, H., T’Joen, C., Willockx, A., De Paepe, M., Christians, M., van Rooyen,
E., Liebenberg, L., Meyer, J. P., Horizontal two-phase flow characterization for
small diameter tubes with a capacitance sensor, Measurement Science and Tech-
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Engineering, 28 (12), 986-996, 2007.
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ysis of horizontal two-phase flow in a small diameter tube, Experimental Thermal
and Fluid Science, 32 (3), 892-904, 2008.
T’Joen, C., Park, Y.-G., Wang, Q., Sommers, A., Han, X., Jacobi, A., A Review
on polymer heat exchangers for HVAC&R applications, International Journal of
Refrigeration (accepted for publication)
T’Joen, C., Jacobi, A., De Paepe, M., Flow visualisation in inclined louvered fins,
Experimental Thermal and Fluid Science (under review)
Canie`re, H., Bauwens, B., T’Joen, C., De Paepe, M., Probabilistic mapping of
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ternational Journal of Multiphase Flow (under review)
Steeman, H.-J., T’Joen, C., Van Belleghem, M., Janssens, A., De Paepe, M., Eval-
uation of the different definitions of the convective mass transfer coefficient for
water evaporation into air, International Journal of Heat and Mass Transfer (un-
der review)
Huisseune, H., T’Joen, C., Brodeoux, P., De Baets, S., De Paepe, M., Thermal
hydraulic study of a single row heat exchanger with helically finned tubes, Journal
of Heat Transfer - Transactions of the ASME (under review)
B.2 International conferences publications
T’Joen, C., Willockx, A., Steeman, H.-J., De Paepe, M., Thermo-hydraulic char-
acteristics of inclined louvered fins, Proceedings of the Sixth International Con-
ference on Enhanced, Compact and Ultra-Compact Heat Exchangers: Science,
Engineering and Technology, 16-21 September 2007, Potsdam, Germany
T’Joen, C., Huisseune, H., De Paepe, M., Flowfield study of inclined louvered
fins, Proceedings of HEFAT 2008, 6th International Conference on Heat Trans-
fer, Fluid Mechanics and Thermodynamics, 30 June - 2 July 2008, Pretoria, South
Africa
T’Joen, C., Willockx, A., Steeman, H.-J., Canire, H., De Paepe, M., Visualisa-
tion of heat transfer in inclined louvered fins, Proceedings of HEFAT 2007, 5th
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B.3 Reports
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