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Chapitre 1
Pre´sentation
Ce premier chapitre constitue une pre´sentation ge´ne´rale et rapide du travail global qui fut
effectue´ pour la re´daction de cette the`se. Commenc¸ant par les bases de notre recherche, nous exa-
minons en premier lieu les caracte´ristiques principales des re´seaux de te´le´communications. Nous
pre´sentons ensuite une compilation d’articles des divers domaines relatifs a` notre recherche ; no-
tamment quelques articles concernant la recherche sur divers proble`mes de te´le´communications.
Ces articles ont e´te´ utilise´s comme guides pour les proble`mes e´tudie´s dans notre propre recherche.
Nous insistons principalement sur le travail qui a e´te´ fait dans le domaine de l’optimisation ro-
buste et sur ses diffe´rences avec l’optimisation stochastique. De plus, nous introduisons les outils
mathe´matiques utilise´s pour nos algorithmes. Ainsi, ce chapitre introduit les articles constituant
l’essentiel de la the`se en pre´sentant toute l’activite´ qui les a pre´ce´de´s.
1.1 Re´seaux de te´le´communication
Pourquoi l’incertitude et pourquoi France Te´le´com ? Bien e´videmment, l’incertitude existe
partout et il existe e´galement de nombreuses entreprises qui fournissent des services de te´le´com-
munication. Cependant, le roˆle de France Te´le´com est plus crucial, de`s lors qu’elle constitue le
fournisseur principal en France dans le domaine des te´le´communications et que la fiabilite´ de ses
services est une de ses plus hautes priorite´s. Par ailleurs, le secteur des te´le´communications se
de´veloppe approximativement au meˆme rythme que celui des ordinateurs, puisqu’il s’agit de deux
technologies e´troitement lie´es, et qu’en plus, de nos jours, les ordinateurs de´pendent des re´seaux.
Ce phe´nome`ne oblige les principaux fournisseurs a` porter une grande attention a` la fac¸on de
de´velopper leur re´seau et leurs services, afin de se maintenir a` la page par rapport a` l’expansion
des technologies informatiques et des services en technologie de l’information. Il est essentiel que,
quelle que soit la demande et l’usage de la bande passante dans le futur, le re´seau soit fiable et
assure la haute qualite´ de ses services (QoS : Quality of Service).
Lorsqu’on se re´fe`re aux re´seaux de te´le´communication, on doit avoir en teˆte que ce domaine
concerne une partie essentielle de notre vie quotidienne. De`s les anne´es 70, l’internet permettait
la communication entre les universite´s et entre divers centres de recherche. Jusqu’a` cette e´poque,
les entreprises de te´le´communication e´taient en charge uniquement des lignes des clients publics.
Par la suite (fin des anne´es 80), un changement majeur a eu lieu : l’internet est devenu public et
cela a rapidement change´ le roˆle des te´le´communications. Au fur et a` mesure que la technologie
informatique avance, l’internet doit supporter une quantite´ de plus en plus grande d’informations
et de donne´es. Les lignes te´le´phoniques traditionnelles sont en voie de disparition, supplante´es
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par la “Voix sur Internet” (VoIP : Voice Internet Protocol). La te´le´vision par internet (IPTV :
Internet Protocol Television) fait partie de toute offre “triple play” des entreprises, offre qui inclut
la ligne te´le´phonique, l’internet et la te´le´vision. Les magasins “en ligne” sont en train de remplacer
les magasins traditionnels. Les syste`mes pair-a`-pair, les magasins en ligne de musique et de vide´o
deviennent plus populaires chaque jour et cela entraˆıne un usage accru de bande passante. De plus,
le de´bit disponible offert par toutes les compagnies aux clients particuliers croˆıt constamment. C’est
ainsi que le de´bit moyen offert en France atteignait a` peine 1Mb en 2003, alors qu’aujourd’hui le
standard d’une offre inte´ressante est d’une vingtaine de Mb.
Deux mode`les principaux de´crivent les re´seaux de te´le´communication : le mode`le TCP/IP
(Transmission Control Protocol/Internet Protocol) et le mode`le Re´fe´rence OSI (Open Systems
Interconnection Basic Reference Model). Le mode`le TCP/IP a e´te´ cre´e´ en 1970 et divise le re´seau
en 5 couches : couche d’application, couche de transport, couche du re´seau internet, couche des
donne´es et couche physique. Le mode`le Re´fe´rence OSI fut de´fini en 1979 et utilise 7 couches :
couche d’application, couche de pre´sentation, couche de session, couche de transport, couche du
re´seau, couche des donne´es et couche physique. Les divers protocoles qui existent pour la gestion
des informations passant par les re´seaux utilisent l’un des deux mode`les ci-dessus. De plus, il s’agit
d’un syste`me extreˆmement he´te´roge`ne puisque les caracte´ristiques physiques des interconnections
et les vitesses de transfert d’information varient e´norme´ment. Nous pourrions ajouter plusieurs
caracte´ristiques du mode`le ; cependant, notre but n’est pas de pre´senter explicitement ce genre
d’informations mais de montrer la difficulte´ et la complexite´ de ce domaine.
Par ailleurs, une difficulte´ additionnelle est l’intense compe´tition du marche´. Le rythme ra-
pide d’e´volution du domaine fait des te´le´communications un secteur inte´ressant pour de nouveaux
investissements. En France en particulier, nous avons un ope´rateur majeur (France Te´le´com) et
plusieurs fournisseurs alternatifs (Neuf, Free, etc.). Ces derniers sont oblige´s de faire des offres
tre`s attirantes mais risque´es aux clients particuliers afin de les inciter a` abandonner leur ope´rateur
majeur ; cela a comme re´sultat un marche´ tre`s instable et empeˆche la pre´vision du nombre futur
de clients et de leurs demandes respectives. Pour illustrer le risque important des offres des four-
nisseurs, il suffit de rappeler la bulle Internet qui a eu lieu en 1995-2001 concernant le marche´ des
actions pour plusieurs compagnies internet.
Lorsqu’on prend en conside´ration toutes ces informations, il est e´vident qu’on ne peut pas
optimiser simultane´ment l’ensemble du secteur. En revanche, on peut de´composer le proble`me
global en plusieurs sous-proble`mes et e´tudier chacun localement. Parmi ces sous-proble`mes, citons
– le dimensionnement des re´seaux,
– l’optimisation de la qualite´ de service,
– la migration de la te´le´phonie classique au VoIP,
– l’ame´nagement des divers protocoles internet.
1.2 Introduction a` la bibliographie
Pendant la premie`re anne´e de cette the`se, nous avons principalement e´tudie´ des manuels et
articles pouvant eˆtre classe´s en 3 cate´gories :
Analyse convexe et optimization. Nos ouvrages principaux ont e´te´ ici ceux de Rockafel-
lar [53] et Hiriart-Urruty & Lemare´chal [30]. On y trouve une e´tude des ensembles et fonctions
convexes, continuite´, fonctions conjugue´es et dualite´, ainsi que les e´le´ments structuraux de la
the´orie diffe´rentielle, la the´orie convexe et l’alge`bre convexe. Outre ces notions, expose´es d’une
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manie`re relativement simple, [30] contient une vaste quantite´ d’informations concernant le domaine
de l’optimisation : algorithmes d’optimisation, relaxation lagrangienne, the´orie de la descente et
me´thodes de faisceaux sont explicitement examine´es ; plusieurs me´thodes base´es sur ces pre´misses
sont prises en conside´ration.
Optimisation robuste. De´die´ plus particulie`rement a` l’optimisation robuste discre`te, l’ouvrage
[37] de Kouvelis & Yu pre´sente diffe´rents proble`mes d’application (par exemple les proble`mes
robustes du plus court chemin, de l’arbre couvrant minimal, du sac a` dos) avec des contraintes
de faisabilite´ inde´pendantes des sce´narios. Certains de ces proble`mes ont e´te´ prouve´s solvables de
manie`re polynomiale. De plus, un algorithme de substitution type “branch & bound”, base´ sur la
relaxation, est pre´sente´ pour les proble`mes avec sce´narios uniques e´quivalents. Enfin, la location
robuste 1-me´diane, le planning robuste et le proble`me de dimensionnement robuste des re´seaux
sont discute´s de fac¸on plus de´taille´e.
Flots dans les re´seaux. Dans [1], Ahuja, Magnanti et Orlin fournissent une introduction sub-
stantielle a` ce domaine. D’abord, la the´orie des graphes, le dimensionnement et l’analyse des
algorithmes sont e´tablis. Ensuite, les proble`mes du plus court chemin, du flot maximal et du flot
de couˆt minimal sont e´tudie´s en profondeur et plusieurs autres champs sont e´galement examine´s ;
notamment le proble`me d’arbre courvrant minimal, la relaxation lagrangienne, l’optimisation des
re´seaux et les flots multi-produit.
Les ouvrages ci-dessus nous ont fourni la base mathe´matique dont nous avions besoin pour notre
recherche, en nous pre´sentant les outils mathe´matiques de l’optimisation convexe et les algorithmes
en the´orie des graphes. Notre choix fut motive´ par notre intention de travailler sur la construction
des re´seaux de te´le´communication et sur l’optimisation de la qualite´ de service en cas d’incertitude
sur les donne´es (principalement la demande). Le but e´tait de trouver des algorithmes permettant
aux entreprises de te´le´communication d’optimiser dans un futur proche les investissements qu’elles
avaient faits, pour les clients particuliers mais aussi les compagnies plus grandes.
Dans une e´tape suivante, nous avons e´largi notre recherche bibliographique pour inclure les
mode`les de programmation mathe´matique qui pourraient eˆtre utilise´s pour nos propres mode`les,
ainsi que le travail qui avait e´te´ fait sur les proble`mes des te´le´communications.
Ces travaux vont maintenant eˆtre pre´cise´s et commente´s dans les sections suivantes.
1.3 Optimisation robuste et stochastique
L’optimisation robuste et l’optimisation stochastique constituent deux secteurs majeurs de
la programmation mathe´matique, fournissant les outils et me´thodes qui peuvent eˆtre applique´s
aux proble`mes avec incertitude sur les donne´es. Cette question est fre´quente dans les proble`mes
d’optimisation pour les raisons suivantes :
– Les donne´es sont inconnues lorsque la de´cision doit eˆtre prise, et elles ne se re´alisent que
dans le futur. Ces donne´es peuvent repre´senter des demandes futures inconnues, des prix
futurs, des localisations possibles etc.
– Les donne´es ne peuvent pas eˆtre mesure´es, estime´es ou calcule´es au moment ou` la de´cision
doit eˆtre prise ; par exemple les tempe´ratures, la pression, etc.
– Les donne´es sont certaines mais la de´cision optimale ne peut eˆtre correctement imple´mente´e.
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– De fac¸on analogue, dans un programme line´aire, la matrice des contraintes et/ou les coef-
ficients de la fonction-objectif sont incertains. On dira par exemple : “les donne´es peuvent
eˆtre multiplie´es par une matrice diagonale dont les coefficients prennent des valeurs entre
0.95 et 1.05”.
Les proble`mes provenant des applications ont souvent un tre`s grand nombre de solutions sous-
optimales ; si, ignorant l’incertitude, on les re´sout en utilisant des donne´es nominales, on finit
par trouver un point sur la la frontie`re dudit ensemble de solutions (surtout avec le simplexe,
qui fournit toujours un point extreˆme de l’ensemble re´alisable). Un tel point peut eˆtre une tre`s
mauvaise solution d’un proble`me avec des donne´es a` peine perturbe´es. L’analyse de sensibilite´,
un outil utile de post-optimisation, est insuffisante dans cette situation : elle ne fait qu’analyser
les proprie´te´s de stabilite´ d’une solution de´ja` ge´ne´re´e, pour une perturbation infinite´simale des
donne´es nominales. Autrement dit, elle de´crit le mal mais ne propose pas de reme`de.
Nous nous sommes d’abord concentre´s sur divers articles concernant l’optimisation robuste. Il
s’agit d’un domaine en plein de´veloppement, ce qui pre´sente des avantages et des de´savantages.
Pour re´sumer les avantages, le fait que ce domaine est nouveau nous permet d’innover et de
contribuer a` son de´veloppement, soit en proposant des me´thodes nouvelles, soit en appliquant des
me´thodes actuellement au stade de la recherche, les ame´liorant et leur apportant de nouvelles
ide´es ; soit encore en suivant des chemins de recherche qui ont e´te´ trace´s par les chercheurs actuels
du secteur. En ce qui concerne les de´savantages, ils sont dus au fait que le secteur n’a pas encore
pris sa forme finale et n’est pas encore de´fini par des limites spe´cifiques et claires ; ainsi, plusieurs
re´sultats et me´thodes devront-ils eˆtre par la suite valide´s et ge´ne´ralise´s.
L’article pionner dans l’esprit de l’optimisation robuste a e´te´ e´crit en 1973 par Soyster [58]
et il concerne des proble`mes de programmation mathe´matique incertaine avec contraintes qui
doivent eˆtre satisfaites (donc pas de fonctions de pe´nalite´, par exemple). Il traite des proble`mes
line´aires avec incertitude sur les colonnes et il pre´serve la robustesse pour toutes les re´alisations
possibles. Adoptant une strate´gie pire cas, la me´thodologie est trop conservatrice et conduit a` des
solutions exage´re´ment de´grade´es par rapport a` la solution nominale, correspondant aux donne´es
sans incertitude.
Une approche assez diffe´rente a e´te´ pre´sente´e par Mulvey et al. [44], ou` une solution est robuste
si elle est approximativement optimale pour l’ensemble de tous les scenarios possibles, et mode`le-
robuste si elle est approximativement faisable pour ce meˆme ensemble. Des pe´nalite´s – quadratiques
et exactes – sont utilise´es afin de permettre les infaisabilite´s qui vont ine´vitablement surgir dans le
cas ou` l’on utilise des sce´narios multiples pour les donne´es d’entre´e. Les auteurs ge´ne´ralisent aussi
l’usage de la valeur moyenne dans la fonction objectif en ajoutant des moments d’ordre supe´rieur de
la distribution correspondante. Les mode`les robustes finaux sont relativement difficiles, compare´s
aux proble`mes de programmation line´aire, mais ils calculent des solutions plus stables ayant un
faible couˆt additionnel. Cet article se trouve donc a` la frontie`re entre l’optimisation stochastique et
robuste, utilisant le terme robuste pour caracte´riser la qualite´ de la solution, alors que le mate´riel
the´orique utilise´ appartient au domaine de l’optimisation stochastique.
La perce´e de´cisive s’set produite vers la fin des anne´es 90. Deux leaders de cette recherche,
A. Ben-Tal et A. Nemirovski, ont joue´ un roˆle fondamental pour l’e´tablissement de la the´orie de




s.t. F (x, ζ) ∈ K ⊂ Rm;
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ζ ∈ RM symbolise les donne´es ; x ∈ Rn est le vecteur de de´cision ; n, m, M , f , F et le coˆne
convexe K sont les e´le´ments structurels. Les auteurs e´tudient le cas ou` ζ appartient a` un ensemble
d’incertitude U ∈ RM et les contraintes F (x, ζ) doivent eˆtre satisfaites pour toute re´alisation de
ζ. Un vecteur x est appele´ solution faisable du proble`me d’optimisation incertain (P ) = {(pζ)}ζ∈U
s’il satisfait les contraintes pour toutes les re´alisations possibles : F (x, ζ) ∈ K, pour tout ζ ∈ U .
Ils de´finissent e´galement la “contrepartie robuste” (RC : Robust Counterpart) de (P ), qui est le





f(x, ζ) : F (x, ζ) ∈ K, ∀ζ ∈ U
}
.





cTx : F (x, ζ) ∈ K, x ∈ X}}
ζ∈U
et a` sa contrepartie robuste
(P ∗) min
{
cTx : x ∈ X, F (x, ζ) ∈ K, ∀ζ ∈ U} .
Une solution faisable [resp. optimale] de (P ∗) est appele´e robuste faisable [resp. robuste optimale].
En utilisant ce mode`le, ils e´tudient explicitement le cas d’une incertitude ellipso¨ıdale pour la
programmation line´aire, quadratique, conique quadratique, semi de´finie et pour les programmes
incertains dans lesquels l’incertitude intervient de facon affine.
Dans [9], des expe´riences sur des programmes line´aires de la collection NETLIB produisent des
solutions fiables a` couˆt acceptable, alors que les solutions des proble`mes nominaux sont tre`s peu
fiables meˆme pour des petites perturbations des donne´es. Meˆme quand la solution nominale e´tait
corrige´e a posteriori, dans plusieurs cas elle ne pouvait pas eˆtre stabilise´e.
La me´thodologie de l’optimisation robuste est enrichie de la “Contrepartie Robuste Ajusta-
ble” (ARC : Adjustable Robust Counterpart), introduite dans [6] par les meˆmes auteurs. Cer-
taines variables de de´cision, dites ajustables, repre´sentent des de´cisions pouvant eˆtre prises apre`s
que les donne´es sont connues. En conse´quence, l’ARC est plus flexible, moins conservatrice et
repre´sente mieux certains proble`mes de la vie re´elle (mode`les multi-pe´riode, mode`les dynamiques
par exemple). Cependant, l’ARC est souvent impossible a` re´soudre. Les auteurs de´finissent donc
la “Contrepartie Robuste Affinement Ajustable” (AARC), ou` les variables ajustables sont une
combinaison affine des donne´es incertaines. On montre alors qu’une incertitude simple ellipso¨ıdale
est tractable ; et une bonne approximation permet de traiter le cas d’une intersection d’ellipso¨ıdes,
D’autres travaux on paru dans [8, 10].
L’ARC a e´te´ e´galement e´tudie´e par Takeda et alii, principalement sur des mode`les a` deux
pe´riodes avec incertitude discre`te ou polytopique : [59]. On y montre que, si les variables (ajus-
tables) de la deuxie`me pe´riode varient dans un ensemble satisfaisant une certaine proprie´te´ de
quasi-convexite´, et si la fonction objectif est quasi-convexe, alors l’ARC avec incertitude polye´drale
se re´duit a` un proble`me d’optimisation a` un seul niveau.
En meˆme temps que Ben-Tal et Nemirovski, El Ghaoui et Lebret ont e´tudie´ dans [24] les
proble`mes de moindres carre´s avec incertitude dans les donne´es. Ayant de´termine´ un ensemble
d’e´quations Ax = b, ou` A ∈ Rm×n, x ∈ Rn et b ∈ Rm, e´tant donne´ une norme ‖ · ‖ et supposant




s.t. Ax = b+ ∆b.
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s.t. (A+ ∆A)x = b+ ∆b.
L’article se concentre sur la robustesse de´terministe de ces deux proble`mes. Un vecteur x ∈ Rn est
une solution robuste si elle minimise le re´sidu pire-cas de´fini par
r(A, b, ρ, x) = max
‖[∆A|∆b]‖≤ρ
‖ (A+ ∆A)x− (b+ ∆b) ‖.
Une telle solution est calcule´e par des techniques de programmation sur le coˆne du second ordre
et on montre qu’elle est continue par rapport aux donne´es A et b. Quand les donne´es incertaines
sont de´finies par
A(δ) = A0 +
p∑
i=1
δiAi, A0, . . . , Ap ∈ Rm×n, b(δ) = b0 +
p∑
i=1
δibi, b0, . . . , bp ∈ Rm,
et le degre´ de perturbation est de´termine´ par ‖δ‖ ≤ ρ, le re´sidu pire-cas est optimise´ par pro-
grammation semide´finie. Dans le cas plus ge´ne´ral ou` les donne´es de´pendent arbitrairement du
parame`tre d’incertitude δ, le proble`me est NP dur et on fournit une borne supe´rieure.
El Ghaoui, Oustry et Lebret dans [25] cherchent des solutions robustes pour les programmes
semide´finis. Etant donne´ un vecteur c ∈ Rn et des matrices syme´triques Fi = F Ti ∈ Rn×n, i =








Si l’incertitude entachant les donne´es n’est pas petite, l’analyse de sensibilite´ est insuffisante. Afin
de mode´liser l’incertitude les auteurs de´finissent :
– x ∈ Rn : variable de de´cision
– ∆ ∈ Rp×q : perturbation appartenant a` un sous espace line´aire donne´ D de Rp×q et ‖∆‖ ≤ ρ,
ou` ρ > 0 est donne´
– F (x,∆) ∈ Rn×n : matrice syme´trique.
Afin d’e´tablir les re´sultats the´oriques, une repre´sentation line´aire fractionnelle est utilise´e pour le
mode`le de perturbation : plus pre´cise´ment,
F (x,∆) = F (x) + L∆(I −D∆)−1R(x) +R(x)T (I −∆TDT )−1∆TLT ,
ou` R(·) est une application affine a` dans Rq×n, L ∈ Rn×p et D ∈ Rq×p. Les auteurs fournissent
des conditions suffisantes pour l’existence des solutions robustes, qui – dans certains cas – ont e´te´
prouve´es uniques et stables. Il est e´galement note´ que les conditions sont aussi ne´cessaires pour
certaines structures de perturbation.
Il faut noter une similitude entre les formulations de Ben-Tal et Nemirovski [10] et de Soyster
[58]. Elles trouvent un lien dans la nouvelle formulation propose´e par Bertsimas et Sim dans [13].
Leur proble`me est line´aire et contient un parame`tre vectoriel modulant l’augmentation du couˆt
de la solution robuste en fonction de la probabilite´ de violation des contraintes du proble`me. On
montre expe´rimentalement qu’avec un couˆt relativement faible sur la valeur optimale du proble`me
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nominal, la solution peut eˆtre robuste avec une tre`s forte probabilite´. Ce mode`le est e´galement
imple´mente´ sur un proble`me discret – le sac a` dos – et donne des re´sultats similaires. Des proble`mes
de programmation 0-1 avec fonction objectif incertaine sont e´tudie´s dans [12]. Un algorithme est
propose´, qui re´sout la contrepartie robuste de manie`re polynoˆmiale si le proble`me nominal est
lui-meˆme polynoˆmial.
Atamtu¨rk [2] utilise la formulation de la contrepartie robuste introduite par Bertsimas et
Sim [12, 13] et Ben-Tal et Nemirovski [8, 9] pour les proble`mes de programmation 0-1. Il de´finit
trois descriptions line´aires pour l’ensemble de faisabilite´ convexe qui correspond a` la contrepartie
robuste. Il e´tend ces formulations aux proble`mes de programmation robuste mixte 0-1 et spe´cifie
des relaxations LP puissantes.
Lewis de´finit dans [41] la “Re´gularisation Robuste” (Robust Regularization) d’une fonction
re´elle sur un espace euclidien E comme suit : soit C la boule unite´ centre´e a` l’origine pour une
norme quelconque (par exemple la boule euclidienne) et  ≥ 0 le parame`tre de re´gularisation. Alors
la re´gularisation robuste de la fonction f : E → [−∞,+∞] est
f(x) := sup {f(y) : y − x ∈ C} .
Si f est localement lipschitzienne sur le comple´ment d’un petit ensemble ade´quat et satisfait
une condition de croissance pre`s de cet ensemble, alors f est localement lipschitzienne pour 
suffisamment petit.
1.4 Pourquoi l’optimisation robuste ?
Ici nous devons pre´ciser pourquoi nous avons de´cide´ d’utiliser dans notre e´tude des mode`les
d’optimisation robuste et non pas d’optimisation stochastique. Le premier argument est le fait
que l’optimisation robuste, compare´e a` l’optimisation stochastique, est plus efficace en termes
de stabilite´. Dans l’optimisation stochastique, ce qui est habituellement optimise´ est la valeur
moyenne d’une certaine fonction et ceci peut eˆtre un inconve´nient majeur. En effet, le re´sultat
final ne montre pas ce qui peut arriver dans un cas extreˆme et ceci peut avoir des re´percussions
catastrophiques en te´le´communication, puisque le re´seau doit eˆtre parfaitement fonctionnel pour
toute demande future. Par contraste, dans l’optimisation robuste l’objectif est souvent la valeur
absolue du pire cas, et ce re´sultat est plus suˆr pour l’ensemble incertain que nous de´finissons,
compare´ au re´sultat du mode`le stochastique.
Le deuxie`me argument mis en avant est le fait que l’optimisation stochastique est limite´e au
cas ou` l’incertitude est de nature stochastique. Ainsi, les distributions sous-jacentes de probabilite´
doivent eˆtre identifie´es, et dans certains mode`les la solution peut violer les contraintes lie´es a`
l’incertitude, avec telle pe´nalite´ ou telle probabilite´. En conse´quence, l’optimisation stochastique
est mal adapte´e pour les contraintes “dures”.
Dans les deux cas, nous devons bien e´videmment pre´ciser la forme de l’incertitude pose´e qui
joue un roˆle fondamental pour le mode`le de´veloppe´ comme nous allons le voir ci-dessous. De meˆme
dans chaque domaine, il existe des mode`les plus sophistique´s et plus complique´s qui ame´liorent
les inconve´nients de chaque technique. Par exemple, dans le cas stochastique, la fonction objectif
peut inclure aussi un facteur de de´viation qui ame´liore la stabilite´ de la solution. Autre exemple :
dans le mode`le robuste, la fonction objectif peut eˆtre le mode`le robuste relatif, ou le mode`le de
de´viation minimum (voir [37, Sect.2.1] pour les de´finitions) qui ont en conse´quence des solutions
moins conservatrices et plus attirantes.
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1.5 Divers outils de programmation mathe´matique
Outre les articles sur l’optimisation robuste, nous avons effectue´ des recherches bien pre´cises
sur les me´thodes et mode`les d’optimisation que nous voulions utiliser, pour en voir les domaines
d’application, les avantages et inconve´nients, et pour e´ventuellement trouver des ide´es nouvelles
que nous pourrions leur incorporer. Nous avons e´tudie´ la relaxation langrangienne et diverses
me´thodes de plans se´cants et d’optimisation convexes (Newton, gradient conjugue´, faisceaux) et
d’autres algorithmes plus spe´cialise´s tels que ACCPM.





ou` R = {x : G(x) ≤ 0, x ∈ S}, S est un pole`dre convexe compact, et G : S → R est (continue et)
convexe. La me´thode de Kelley ge´ne`re une se´quence {tk}k∈N qui converge vers un optimum. Soit
p(x; t) une fonction supportant G(x) au point t (donne´e par un sous-gradient de G en t). Alors tk




ou` S0 = S et Sk = Sk−1 ∩ {x : p(x; tk−1) ≤ 0}. Par hypothe`se, p(x; tk) ≤ G(x) pour tout x ∈ S et
tout k, donc Sk ⊃ R. Si tk ∈ R, le proble`me initial est re´solu. Si tk /∈ R, la me´thode ajoute le plan
se´cant p(x; tk) ≤ 0. Par ailleurs, l’article original de Kelley discute l’application de cette me´thode
a` la programmation convexe en nombres entiers.
Plus grande sphe`re inscrite Elzinga et Moore proposent en [20] l’algorithme des “Plans
Se´cants Centre´s” (CCPA : Central Cutting Plane Algorithm). Le point de de´part est un re´sultat
de Nemhauser et Widhelm [45] : e´tant donne´ un polye`dre compact non vide de´crit par un ensemble
d’ine´galite´s affines
αTj x ≥ βj , j = 1, . . . , p,
le proble`me
max σ
s.t. αTj x− ||αj ||σ ≥ βj , j = 1, . . . , p
a pour solution optimale le rayon σ et le centre x de la plus grande sphe`re inscrite dans le polye`dre.
Pour le proble`me
max cTx
s.t. gi(x) ≥ 0, j = 1, . . . ,m,
x ∈ S,
(1.1)
ou` S est un polye`dre convexe compact de Rn et gi sont des fonctions concaves diffe´rentiables,
l’algorithme est le suivant :
Plus grande sphe`re inscrite (Elzinga & Moore)
Etape 0 De´finir SP0 comme e´tant :
max σ
s.t. cTx− σ ≥ f,
x ∈ S,
ou` f est une borne infe´rieure de la valeur optimale dans (1.1). Poser k = 1.
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Etape 1 Re´soudre SPk−1 pour obtenir une solution (xk, σk). Si σk = 0 stop : xk est optimal.
Etape 2 Si xk est faisable pour le proble`me initial (1.1), alors ajouter a` SPk−1 la contrainte :
cTx− σ ≥ cTxk,
Sinon, ajouter les contraintes :
gi(xk) +∇gi(xk)(x− xk)− ||gi(xk)||σ ≥ 0,
pour tout i tel que gi(xk) < 0.
Etape 3 Ayant ainsi de´fini le proble`me SPk, remplacer k par k + 1 et aller a` l’Etape 1.
En fait des re`gles permettent d’abandonner certaines coupes, re´duisant ainsi le nombre total de
contraintes dans SPk. Cet algorithme a e´te´ utilise´ avec succe`s pour des proble`mes d’affecation
robuste, voir [49].
Relaxation lagrangienne et me´thodes de faisceaux Lemare´chal pre´sente dans [39] la sim-
plicite´ de la relaxation lagrangienne et sa capacite´ a` re´soudre une large varie´te´ de proble`mes, ou
du moins a` en borner la valeur optimale. On trouve parmi les applications possibles :
– la programmation line´aire,
– la programmation quadratique, et les proble`mes avec contraintes quadratiques,
– les proble`mes d’optimisation combinatoire,
– les proble`mes de grande taille,
– la maximisation d’entropie.
Il est e´galement de´montre´ que la ge´ne´ration de colonnes et la relaxation lagrangienne sont la meˆme
me´thode vue sous deux angles diffe´rents. L’article contient une discussion sur la qualite´ des bornes,
la possibilite´ d’obtenir une solution primale optimale a` travers la proce´dure duale, une courte ana-
lyse des me´thodes nume´riques de sous-gradient et leurs variantes (par exemple l’algorithme de
l’ellipso¨ıde et le r algorithme de Shor), la me´thode des plans se´cants et la me´thode du centre ana-
lytique ACCPM, incluant leurs motivations. Enfin les me´thodes des faisceaux sont de´taille´es : leur
sche´ma algorithmique, leur e´quivalent primal – le lagrangien augmente´ – la justification the´orique
d’un maˆıtre-programme quadratique et quelques expe´riences nume´riques.
Un e´le´ment crucial dans la me´thode des faisceaux est la proce´dure de mise a` jour du parame`tre
de stabilisation. Une proposition inte´ressante a e´te´ donne´e par Kiwiel dans [34], laquelle donne de




Alors la me´thode des faisceaux calcule une suite {xk}k=1,2,... qui converge vers le minimum de f
et une suite de points {yk}k=1,2,... pour la ge´ne´ration des line´arisations de f . A` l’ite´ration k de
l’algorithme, l’approximation polye´drale de f est
fˆk(x) = max
{
f¯(x; yi), i = 1, 2, . . . , k
}
,
ou` f¯(x; yi) = f(yi)+g(yi)(x−yi) est la line´arisation de f en yi. Le prochain point de line´arisation






||y − xk||2 (1.2)
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(uk e´tant le parame`tre de stabilisation). Appelons vk = f(xk)− fˆk(yk+1) la de´croissance espe´re´e
de f . Si
f(yk+1) ≤ f(xk)−mLvk, mL ∈ (0, 0.5),
alors le prochain centre de stabilite´ sera xk+1 = yk+1, sinon il sera xk+1 = xk. Quant a` uk, il est
diminue´ si
f(yk+1) ≤ f(xk)−mRvk, mR ∈ (mL, 1), (1.3)
et augmente´ si :
f¯(xk; yk+1) > max{k+1,−10vk}, (1.4)
ou` k est la variation estime´e de
V k = f(xk)−min
{
f(x) : ||x− xk|| ≤ 1
}
.
Noter que (1.3) implique que f et fˆ sont voisins en yk+1, donc uk diminue afin de permettre au
prochain x de varier plus ; par contraste, (1.4) indique que l’erreur de la nouvelle line´arisation
f¯(·, yk+1) est relativement large en xk, donc uk augmente afin d’obliger le prochain x a` rester pre`s
du centre de stabilite´ et d’ame´liorer l’approximation de f . Pour plus de de´tails voir [34].
Algorithme de Falk et Soland Un algorithme de type “branch & bound” est pre´sente´ dans
[22] pour maximiser une fonction se´parable semi-continue supe´rieurement sur un ensemble ferme´
borne´. Pour pre´senter brie`vement cette me´thode, nous devons d’abord donner quelques notations :
– Soit f(x) =
N∑
i=1
fi(xi) : RN → R, la fonction a` maximiser et X ⊂ RN l’ensemble de maximi-
sation.
– Un noeud k est caracte´rise´ par deux N -vecteurs lk et Lk qui sont utilise´s comme bornes
infe´rieures et supe´rieures pour la variable x. Au noeud initial, nous commenc¸ons par
l1 =
{











ou` l1i , L
1
i , i = 1, . . . , N sont respectivement des bornes infe´rieures et supe´rieures pour x ∈ X.
– En chaque noeud k, f est remplace´e par son enveloppe concave gk sur le pave´ Πk = [lk, Lk].










Le sche´ma ge´ne´ral de l’algorithme est le suivant :
Branch & Bound (Falk & Soland)
Etape 0 Initialiser l’ensemble K des noeuds a` K = {1}.
Etape 1 Calculer l’enveloppe concave gk de f sur Πk.
Etape 2 Maximiser gk(x) pour x ∈ X ∩Πk ; obtenir ainsi xk et la valeur optimale µk.
Etape 3 De´terminer k¯ ∈ K tel que µk¯ soit maximal.
Etape 4 Si µk¯ = f(xk¯) alors stop : xk¯ maximise f sur X. Sinon couper Πk¯ en deux ; obtenir ainsi
deux nouveaux noeuds enrichissant K. Brancher sur l’un d’eux et retourner a` l’Etape
1.
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Chaque fonction gk majore f sur Πk et l’ensemble des Πk recouvre X, donc µk¯ est un majorant





i , ce qui permet de brancher. L’E´tape 2 est un proble`me facile si X est un polye`dre.
En pratique, chaque fi doit eˆtre convexe : alors son enveloppe concave est la fonction affine qui












La me´thode converge sous deux re`gles de branchement diffe´rentes. Pour plus de de´tail voir [22].
Proble`mes min-max-min Nous nous sommes aussi inte´resse´s aux proble`mes min-max-min ;
proble`mes difficiles, comme il est bien illustre´ par Demayanov, Demayanov & Malozemov dans
[16]. Le re´sultat principal de cet article est le suivant : sont donne´s Ω ⊆ Rn, G1 ⊆ Rp et G2 ⊆ Rq ;
appelant T la famille de toutes les appplications τ de G1 dans G2, on doit minimiser par rapport
a` x ∈ Ω















Autrement dit, un proble`me arbitraire continu min-max-min peut eˆtre re´duit a` la solution de |T |
proble`mes de type min-max. Ne´anmoins T peut eˆtre infini ; en conse´quence cette approche est
difficile a` appliquer. Toutefois, elle peut eˆtre utile pour des proble`mes discrets de min-max-min.
Des me´thodes nume´riques sont e´galement donne´es afin d’identifier des points stationnaires.
1.6 Re´seaux de te´le´communication
Cette section traite de divers sujets concernant les re´seaux, et trois cate´gories peuvent y eˆtre
distingue´es :
– Re´seaux prive´s virtuels (VPN).
– Dimensionnement des re´seaux et incertitude.
– Robustesse dans les te´le´communications.
Re´seaux prive´s virtuels (VPN) Notre e´tude des re´seaux a surtout concerne´ les re´seaux prive´s
virtuels (VPN : Virtual Private Network). Cela consiste a` construire des re´seaux prive´s a` partir de
l’infrastructure publique. Ainsi, une compagnie – une banque par exemple – souhaitant avoir son
propre re´seau se´curise´ n’a pas a` le construire : elle demande simplement un VPN a` un fournisseur
internet en pre´cisant certains parame`tres. Ces parame`tres peuvent eˆtre :
– noeuds d’entre´e et terminaux du VPN,
– de´bit minimum et maximum aux noeuds d’entre´e et de sortie,
– qualite´ de service.
Cette configuration a une large varie´te´ d’applications, non seulement pour les grandes compagnies
mais e´galement pour les clients particuliers. Un mode`le qui est souvent applique´ dans de tels cas
est le hose model, pour lequel plusieurs e´tudes ont e´te´ effectue´es. Le secteur se de´veloppe toujours
rapidement et la majorite´ du travail utilise principalement la the´orie des graphes.
Le mode`le hose fut introduit en 1999 par Duffield et alii [17, 18]. Au lieu d’utiliser les demandes
point a` point, le mode`le hose prend en conside´ration uniquement le trafic d’entre´e et de sortie pour
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chaque noeud terminal du VPN, ce qui rend plus facile la de´finition des parame`tres du re´seau VPN,
compare´e a` l’approche classique des demandes point-a`-point. Les arbres de Steiner sont utilise´s
afin de connecter les noeuds d’entre´e/sortie du VPN, et la capacite´ de re´servation qui pre´existe
sur le re´seau est re´ajuste´e dynamiquement.
Ce mode`le innovateur fut suivi par plusieurs chercheurs et suscita de nombreuses e´tudes par
la suite. Kumar et alii dans [38] proposent deux me´thodes pour re´soudre le proble`me de l’arbre
VPN optimal : l’algorithme BFS (Breadth-First Search) et l’algorithme primal-dual. Ils comparent
ces deux me´thodes, en termes de qualite´ de la solution trouve´e et de temps de calcul, avec l’arbre
de Steiner donne´ dans [17]. L’algorithme BFS, de´veloppe´ initialement pour des de´bit d’entre´e et
de sortie syme´triques, calcule l’arbre optimal en un temps polynoˆmial. Dans le cas ge´ne´ral, le
proble`me est NP-dur et les deux algorithmes ont une meilleure performance que la me´thode par
arbre de Steiner.
Italiano, Leonard et Oriolo dans [31] s’inte´ressent au proble`me de la capacite´ de re´servation
dans un re´seau afin de satisfaire des demandes apparie´es. Pour repre´senter l’incertitude de la
demande, ils utilisent des noeuds terminaux et des bornes sur le trafic entre les terminaux, ce qui
est tre`s similaire a` la me´thode hose. La solution satisfait a` toute matrice de demande et le vecteur
des capacite´s forme un arbre. Il en re´sulte que les flux ne peuvent pas eˆtre de´coupe´s et, pour
chaque matrice de trafic, le flux de chaque demande utilise le meˆme chemin. Dans [32] Italiano
et alii ont e´tudie´ the´oriquement le proble`me du re´tablissement rapide de la qualite´ de service sur
un re´seau VPN en cas de de´faillance d’un lien. Ils font l’hypothe`se que le VPN a une structure
d’arbre et ils de´finissent un algorithme de 16-approximation, de complexite´ polynoˆmiale.
Erlebach et Ruegg proposent dans [21] un algorithme qui calcule en temps polynoˆmial le rou-
tage multi-chemin optimal pour les re´seaux VPN sous le mode`le hose. En the´orie, cet algorithme
utilise l’ellipso¨ıde (Kachiyan [1, 54, 60]) mais en pratique ce sont les plans se´cants qui sont utilise´s,
ce qui peut conduire a` des temps de calcul exponentiels. Cependant, les auteurs notent qu’un tel
comportement est peu probable. Les re´sultats des expe´riences montrent que leur algorithme est
conside´rablement plus rapide que la me´thode de l’arbre optimal de [38]. Une variante de leur algo-
rithme peut calculer le mono-routage optimal en forc¸ant certaines variables re´elles a` eˆtre entie`res.
Les auteurs montrent e´galement qu’en ge´ne´ral, un routage multi-chemin est conside´rablement plus
e´conomique en termes de capacite´ des liens que l’arbre et le mono-routage. Pourtant, plusieurs
tests ont e´te´ faits dans le cas de demandes syme´triques et le couˆt d’un routage-arbre n’a jamais e´te´
plus haut que le couˆt d’un routage multi-chemin. Il semble empiriquement ave´re´ que, dans le cas de
demandes syme´triques, un routage-arbre optimal n’est jamais plus couˆteux qu’un multi-chemin ;
mais d’un point de vue the´orique, le proble`me est ouvert.
Une e´tude approfondie des re´seaux VPN sous le mode`le hose a e´te´ conduite dans [57] par
Shepherd et Winzer. Ils pre´sentent une nouvelle approche qui combine les deux structures de flot
suivantes :
VPN-arbre/VPN-hub. Le but de la me´thode VPN-arbre est d’identifier l’arbre VPN de couˆt
minimal capable de router toutes les demandes sous le sche´ma hose. La structure VPN-hub est
calcule´e comme suit : pour chaque arbre T et chaque noeud v ∈ T , on calcule le couˆt d’envoi de
chaque demande, a` v d’une part, et a` la destination correspondante d’autre part. La de´signation
de la capacite´ minimale pour tout arbre T et tout noeud v ∈ T est le VPN-hub. Il est prouve´ dans
[28] que le VPN-arbre et le VPN-hub sont identiques.
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Le Randomized Load Balancing (RLB) de Valiant. Dans ce cas les demandes sont route´es
en deux e´tapes : d’abord, chaque noeud distribue sa demande d’une manie`re e´quivalente et uni-
forme a` tous les noeuds du re´seau ; ensuite, les noeuds transfe`rent chaque demande a` sa destination
finale.
En combinant ces deux me´thodes, un nouvel algorithme est introduit : le Selective Randomized
Load Balancing (SRLB). L’ide´e est de n’effectuer RLB que pour les hubs qui de´finissent un certain
nombre de VPN-hubs plus courts. Cette me´thode a de meilleurs re´sultats que RLB pour un nombre
limite´ de noeuds ; son but est de garder les avantages de RLB (fiabilite´, faible couˆt) et diminuer
ses de´savantages (retard du jitter, garanties de la qualite´ du service). L’article inclut plusieurs
tests, insistant surtout sur l’architecture multi-hop – ou` le plus court chemin et la structure de
flot d’arbre VPN sont utilise´s – pour RLB et SRLB. Les tests comparent le couˆt d’architecture,
l’utilisation des ressources, les avantages du multiplex et le premium de robustesse, qui est de´fini
comme le rapport des couˆts des liens quand toutes les matrices hose interviennent, par rapport au
couˆt quand une seule matrice intervient.
Ben Ameur et Kerivin ont e´galement travaille´ sur les re´seaux VPN sous le mode`le hose. Dans
[4] ils pre´sentent le fonctionnement des re´seaux VPN, leur routage et strate´gie de prix ; ils donnent
e´galement une comparaison entre les mode`les pipeline et hose. Dans [5] un mode`le polye´drique
est utilise´ pour l’incertitude de la demande et ils introduisent leur formulation mathe´matique,
partant d’une formulation arc-chemin. Une me´thode des plans se´cants est applique´e en cre´ant
un maˆıtre programme et deux proce´dures ite´ratives qui identifient les ine´galite´s non valides ; ces
dernie`res utilisent les demandes non satisfaites et l’ame´lioration de la valeur de la fonction objectif,
en se´lectionnant des chemins diffe´rents. La solution finale pre´cise la capacite´ de re´servation, les
chemins disponibles pour le routage des demandes et les coefficients de de´coupage des chemins qui
sont inde´pendants des valeurs des demandes.
Dimensionnement des re´seaux et incertitude Une approche stochastique pour le proble`me
de dimensionnement de re´seau avec incertitude de la demande est pre´sente´e dans [55]. Sen et
alii adoptent une approche avec contrainte de budget. Ils formulent un programme stochastique
line´aire a` deux e´tapes qui est re´solu par de´composition stochastique (SD : Stochastic Decomposition
[29]). SD est une me´thode d’optimisation base´e sur l’e´chantillonnage, qui a certaines proprie´te´s
asymptotiques et un test d’arreˆt motive´ par des arguments statistiques. La premie`re e´tape de la
me´thode minimise les demandes moyennes non satisfaites et de´termine la capacite´ du graphe. La
deuxie`me e´tape re´sout un proble`me multiflot qui de´termine l’usage le plus efficace de la capacite´.
A` chaque ite´ration l’algorithme calcule une nouvelle capacite´, une nouvelle demande ale´atoire
et une approximation line´aire (coupe) pour la valeur moyenne de la fonction objectif, d’apre`s la
capacite´ actuelle et les demandes ge´ne´re´es ante´rieurement. Le mode`le est valide´ par des simulations.
Les auteurs notent e´galement que, si les variables d’incertitude sont remplace´es par leurs valeurs
moyennes, le re´sultat est me´diocre.
Lisser et alii pre´sentent dans [42] une approche stochastique pour le proble`me de dimension-
nement de re´seau. L’incertitude de la demande est formule´e par sce´narios, a` chacun desquels est
attache´e une probabilite´ de re´alisation. Le proble`me est non diffe´rentiable et il est re´solu par
ACCPM (Analytic Center Cutting Plane Method [26]). La formulation s’y preˆtant, les auteurs
imple´mentent le calcul paralle`le.
L’optimisation du dimensionnement ne peut pas eˆtre totalement de´connecte´e du fonctionne-
ment, c’est-a`-dire du proble`me de routage : pour e´valuer une capacite´s donne´es, il faut bien calculer
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comment seront e´coule´es les demandes a` travers le re´seau. C’est pourquoi nous avons e´galement
e´tudie´ des articles sur ce dernier proble`me. En particulier, [50] par Ouorou, Mahey et Vial passe
en revue les me´thodes de re´solution pour le cas non line´aire convexe. Diverses techniques tirent
parti des diverses structures apparaissant dans le proble`me, sachant qu’une re´solution “aveugle”
avec les logiciels existants serait maladroite. Toutes ces techniques de´composent d’une fac¸on ou
d’une autre le proble`me non line´aire en sous-proble`mes plus petits qui sont line´aires, ou convexes,
ou se rame`nent a` des plus courts chemins. La` encore, le calcul paralle`le peut eˆtre utilise´.
Une autre e´tude inte´ressante de Knippel et Lardeux [36] concerne le proble`me de construction
de re´seau multi-couche. Deux algorithmes sont pre´sente´s pour re´soudre ce proble`me. Le premier est
une me´thode de de´composition semblable a` Benders [11], base´e sur les ine´galite´s me´triques [46] et
restreinte au coˆne me´trique de tous les vecteurs positifs satisfaisant les ine´galite´s triangulaires. Le
deuxie`me algorithme utilise principalement les coupes biparties, tirant parti du fait [56] que le “cut
coˆne” et le coˆne me´trique sont identiques pour un graphe n’ayant aucun sous-graphe contractable
en K5 (le graphe complet a` 5 sommets).
Oriolo dans [48] traite e´galement du proble`me de dimensionnement sous incertitude de la
demande. Il de´finit la relation de dominance entre les matrices de trafic : la matrice D1 domine
la matrice D2 lorsque toute capacite´ d’installation e´coule´e par D1 peut eˆtre e´galement e´coule´e
par D2. L’article inclut quelques the´ore`mes tre`s inte´ressants concernant la dominance ; le plus
significatif est que D1 domine D2 si et seulement si D1 peut soutenir D2 en tant que vecteur de
capacite´s. Cela peut eˆtre tre`s utile – dans le cas ou` l’incertitude peut eˆtre formule´e via des sce´narios
de demandes – pour e´liminer des sce´narios et simplifier le proble`me. Cependant, les hypothe`ses de
cet article sont restrictives ; par exemple, le re´seau doit eˆtre complet et oriente´, les sce´narios ont
tous une source commune unique avec plusieurs destinations.
Pour terminer cette sous-partie, signalons le travail de [27], ou` se trouvent des re´sultats
the´oriques de complexite´ concernant le proble`me du multiflot.
Robustesse dans les te´le´communications Dans [49] Ouorou utilise trois mode`les d’optimisa-
tion robuste introduits par Kouvelis et Yu [37] et propose une nouvelle approche pour le proble`me
de dimensionnement de re´seau sous incertitude de la demande. Les algorithmes de re´solution sont
de type plans se´cants : e´tant convexes, les fonctions implique´es peuvent eˆtre exprime´es comme
enveloppes supe´rieures de leurs hyperplans d’appui. L’article compare les me´thodes de Kelley et
d’Elzinga-Moore (voir §1.5) ; Elzinga-Moore obtient de meilleurs re´sultats que Kelley, aussi bien en
nombre d’ite´rations qu’en temps de calcul. L’incertitude est mode´lise´e par des sce´narios mais l’an-
nexe inclut une approche the´orique plus ge´ne´rale pour une incertitude appartenant a` un nombre
fini d’ensembles compacts.
Motive´s par les applications en te´le´communication, Karasan, Pinar et Yaman [19] e´tudient le
proble`me du plus court chemin avec donne´es dans un intervalle. Une formulation par programma-
tion en variables mixtes est propose´e, qui calcule le chemin de de´viation robuste tel que de´fini en
[37] ; une proce´dure est alors construite pour e´liminer des arcs du graphe et ainsi re´duire la taille
du proble`me. Cette proce´dure utilise le concept d’arcs faibles et non-faibles, de´fini dans l’article,
et sachant que les chemins de de´viation robuste incluent uniquement des arcs faibles. Les re´sultats
nume´riques e´tablissent l’efficacite´ de cet algorithme. Une recherche similaire est effectue´e dans [61]
pour les proble`mes d’arbre couvrant robuste avec donne´es dans un intervalle. Apre`s avoir de´fini les
solutions robustes absolue et relative, les auteurs proposent un algorithme polynoˆmial pour trouver
la premie`re et un programme en variables mixtes pour la deuxie`me. Ils imple´mentent e´galement
une proce´dure de pre´traitement polynoˆmiale qui simplifie le proble`me, utilisant les notions d’arcs
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forts et faibles.
Ordonez et Zhao pre´sentent dans [47] une e´tude sur l’extension de capacite´ robuste dans des
re´seaux avec incertitude sur les demandes, mais aussi les couˆts. La robustesse est de´finie comme
en [7] et des proble`mes d’ARC tractables sont identifie´s pour des incertitudes assez ge´ne´rales sur
le couˆt ; quant a a` la demande, on traite le cas d’intervalles d’incertitude inde´pendants. Les cas
suivantss sont conside´re´s :
– mutliflots ayant tous la meˆme source,
– multiflots ayant tous la meˆme paire source - destination.
Les auteurs notent que le cas d’une source unique a e´galement une ARC tractable. Les expe´riences
nume´riques ont montre´ une re´duction de 20% pour le couˆt pire cas et, pour des donne´es nominales,
une perte d’optimalite´ de 5% par rapport a` la solution optimale de´terministe correspondante.
Geary et alii pre´sentent dans [23] une approche de la robustesse en 5 e´tapes. Sachant que le
trafic est incertain, ils fondent la construction du re´seau sur une pre´diction, de la fac¸on suivante :
– Construire le re´seau et formuler une pre´diction de trafic.
– Router le trafic a` couˆt minimal.
– Suivant la pre´diction, produire un nouveau sce´nario de trafic en termes de volume, distribu-
tion et type de service transporte´.
– Router le nouveau trafic et minimiser le nombre de longueurs d’onde utilise´es.
– Consigner la quantite´ de trafic non route´.
Les e´tapes 3 a` 5 sont exe´cute´es jusqu’a` ce que “suffisamment” de donne´es soient collecte´es. Une
analyse statistique est alors faite du pourcentage de trafic re´el non satisfait, et des facteurs qui
l’influencent.
1.7 Dimensionnement de re´seaux
Pendant notre recherche bibliographique, nous avons rencontre´ une ide´e novatrice dans l’article
[43] concernant la mode´lisation de la construction d’un re´seau face a` l’incertitude. Lucertini et
Paletta utilisent un budget fixe´ b pour de´finir les vecteurs de re´servation de capacite´ re´alisables
pour un re´seau donne´. L’ensemble X des vecteurs-capacite´s re´alisables est donc l’ensemble des
x ∈ RE+ (E nombre d’areˆtes) ve´rifiant cTx ≤ b ; ici, c est le vecteur des couˆts unitaires de capacite´.
La demande ω ∈ RK+ (K nombre de produits) est incertaine et peut se re´aliser n’importe ou` dans
un polye`dre Ω donne´. L’investissement x e´tant de´cide´, appelons Γ(x) ⊂ RK+ l’ensemble de tous les
vecteurs-trafics pouvant transiter dans le re´seau. Une re´alisation ω de la demande et un trafic γ
induisent alors un couˆt de de´faillance f(ω, γ), qui est nul si γ = ω mais positif si γ 6≥ ω. Supposons
l’investissement x donne´ ; pour une re´alisation ω, le meilleur γ minimise f(ω, ·) sur Γ(x). Appelant
φx(ω) = minγ∈Γ(x) f(ω, γ) la valeur optimale, la de´faillance associe´e a` x est le maximum de φx(·)








Cependant, [43] ne propose pas re´ellement d’approche pour re´soudre (1.5) – et encore moins des
re´sultats nume´riques ; et de notre point de vue ce mode`le pourrait eˆtre plus largement exploite´.
C’est la` que notre contribution eut lieu.
De fait, (1.5) est un proble`me min-max-min, impossible a` re´soudre dans toute sa ge´ne´ralite´.
Nous avons proce´de´ en deux e´tapes que nous exposons maintenant, et qui font l’objet respective-
ment des chapitres 2 et 3 ci-dessous.
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Incertitude simplifie´e Normalement, Γ(x) est un polye`dre de´fini par des contraintes ou` x
apparaˆıt dans le second membre : le trafic satisfait aux e´quations de re´seau et est limite´ par les
capacite´s. Par ailleurs, la convexite´ de f est une hypothe`se raisonnable : c’est le cas par exemple
de f(ω, γ) = |ω − γ|, qui pe´nalise bien l’e´cart entre l’offre et la demande. Dans ces conditions, le






est une fonction convexe de x. Le sous-diffe´rentiel de d est donne´ par des re´sultats standards
d’analyse convexe.
La de´faillance d(x) ne peut eˆtre calcule´e commode´ment que si Ω est donne´ comme l’enveloppe
convexe d’un nombre raisonnables de sce´narios ω1, . . ., ωS : il suffit alors de minimiser f(ωs, ·)
pour s = 1, . . . , S ; d(x) est alors la plus grande des valeurs obtenues. C’est cette approche qui
a e´te´ de´veloppe´e dans notre article [52], reproduit au Chapitre 2 ci-dessous. Nous y de´veloppons
la the´orie ci-dessus, proposons des algorithmes de minimisation de d (Kelley, Elzinga & Moore,
faisceaux) et donnons des re´sultats nume´riques, qui confirment le me´diocre comportement de
Kelley par rapport a` ses concurrents.
Ces re´sultats illustrent e´galement un point inte´ressant que nous re´sumons maintenant. La
me´thode de faisceaux re´sout a` chaque ite´ration un programme quadratique ; un logiciel spe´cialise´
est normalement utilise´ pour cela. Ici nous avons utilise´ Cplex 9.0, ce qui a entraˆıne´ des temps de
calcul e´leve´s pour certaines instances de grande taille. Ceci contredit [14], ou` il est observe´ que le
temps de calcul du QP est voisin du temps de calcul du LP correspondant (dans les me´thodes de
Kelley ou Elzinga & Moore). L’utilite´ d’un solveur quadratique spe´cialise´ est ainsi confirme´e.
Incertitude polytopique ge´ne´rale Lorsque Ω est de´fini par un ensemble de contraintes, on ne
peut gue`re imaginger comment calculer d(x) dans (1.6). Notre article [51], reproduit au Chapitre
3 ci-dessous, esquive la difficulte´ et propose des bornes infe´rieures et supe´rieures sur la valeur
optimale de d.
Supposons tout d’abord un e´chantillonnage ω1, . . ., ωS de points de Ω. D’apre`s ce qui pre´ce`de,






ou` ΩS est l’enveloppe convexe des ωs. Comme dS minore clairement d, cette minimisation fournit
une borne infe´rieure de (1.5). Un processus ite´ratif peut alors eˆtre construit si un nouveau sce´nario
ωS+1 peut ensuite eˆtre ge´ne´re´. Pour cela nous proposons de re´soudre un certain programme line´aire
sur Ω, dont la fonction objectif est un sous-produit de la minimisation de dS . Ce programme donne
un ωS+1 6∈ ΩS , permettant ainsi d’ite´rer le processus, ou alors il reproduit l’un des ωs de´ja` ge´ne´re´s,
et alors le processus stoppe. On ne peut malheureusement rien conclure quant a` la qualite´ de la
borne ainsi produite.
Admettant que le calcul exact de d(x) est impossible, nous proposons e´galement dans [51] des
bornes supe´rieures, obtenues simplement en inversant le min et le max dans (1.6). Il est bien connu
que d(x) ≤ minγ∈Γ(x)W (γ), ou` nous avons pose´
W (γ) = max
ω∈Ω
f(ω, γ). (1.7)
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s.t. γ ∈ Γ(x), x ∈ X.
La` encore, W est une fonction convexe (c’est une enveloppe supe´rieure de fonctions convexes).
Le proble`me ci-dessus peut donc eˆtre re´solu par tout algorithme de la Section 1.5, a` condition
de savoir calculer la fonction W (γ). Or (1.7) montre que cela consiste a` maximiser une fonction
convexe sur un polye`dre – proble`me difficile. . . Toutefois, une simplification par rapport a` (1.5)
est que, γ e´tant maintenant fixe´, la fonction a` maximiser est explicite et se´parable. L’algorithme
de Falk & Soland (fin de la Section 1.5) est donc bien adapte´ a` la situation pre´sente.
1.8 Optimisation de la qualite´ de service
L’article [40] reproduit au Chapitre 4 ci-dessous concerne un proble`me venant en aval du
dimensionnement : ayant de´cide´ des capacite´s (non ne´cessairement optimales) et connaissant un
sce´nario de demandes, comment router ces demandes ? Plusieurs crite`res d’optimisation peuvent
eˆtre conside´re´s, nous nous inte´ressons ici a` ce qui est appele´ en te´le´communications la qualite´
de service (QoS : Quality of Service). Lorsqu’une areˆte a supporte un flot ya, cela induit une
congestion fa(ya), nulle en 0 et tendant ge´ne´ralement vers +∞ lorsque ya tend vers la capacite´ ca
de l’areˆte.
Une fonction de congestion commune´ment utilise´e est la fonction dite de Kleinrock
fa(ya) :=
ya
ca − ya ,
de´finie pour ya ∈ [0, ca[. L’optimisation de la QoS est donc un proble`me non line´aire ; on parle
aussi de muliflot non line´aire. S’il est couple´ au proble`me du dimensionnement, il devra eˆtre re´solu
un grand nombre de fois au cours des ite´rations optimisant les capacite´s du graphe. Il convient
donc de disposer de me´thodes tre`s performantes, en robustesse et rapidite´ de convergence. Une
approche re´pondant a` la question est la relaxation lagrangienne, qui de´compose le proble`me en
autant de sous-proble`mes qu’il y a de demandes. L’essentiel du travail est alors la maximisation
sans contraintes d’une fonction concave (la fonction duale), qui peut eˆtre note´e
Θ(u) = Π(u) + Φ(u),
ou` u ∈ RE si E est le nombre d’areˆtes. Ici, Π est une fonction line´aire par morceaux (re´sultant de
proble`mes de plus court chemins parame´tre´s par u), alors que Φ est une fonction re´gulie`re (donne´e
explicitement par f). Pour maximiser Θ, nous de´veloppons un algorithme hybride qui approche
Π par plans se´cants (me´thode de Kelley, §1.5) et utilise l’approximation de Newton pour Φ. Cet
algorithme est tre`s similaire a` la me´thode des faisceaux ; cependant, le terme stabilisateur qua-
dratique, relativement artificiel dans la me´thode des faisceaux, est remplace´ par l’approximation
quadratique de Φ, bien plus naturelle.
Nous de´finissons donc une variante de la me´thode de faisceaux adapte´e a` la pre´sent situa-
tion. Nous en e´tablissons la convergence, et nous l’illustrons par des expe´riences nume´riques sur
diffe´rents re´seaux de te´le´communication, dont certains sont re´els et d’autres construits de manie`re
artificielle. Il faut noter qu’une ide´e similaire est applique´e dans [3] a` l’algorithme ACCPM, don-
nant des re´sultats spectaculaires. D’autre part, K.C. Kiwiel prolonge dans [35] notre travail, en
de´finissant une variante un peu diffe´rente de la noˆtre ; d’intenses expe´rimentations comparatives
re´ve`lent des performances de sa me´thode au moins aussi satisfaisantes que celles de [3].
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Chapitre 2
Dimensionnement Robuste I
Ce chapitre reproduit notre article [52], paru dans RAIRO.
Un des proble`mes majeurs dans le domaine des te´le´communications est de construire des
re´seaux robustes qui puissent faire face a` l’incertitude de la demande. Ayant un re´seau G = (E, V ),
une capacite´ unitaire ce pour chaque lien e ∈ E du re´seau et un budget b pour le proble`me
d’allocation de la capacite´, le but est d’identifier une capacite´ faisable qui minimise le pire cas de
demande insatisfaite.
Nous formulons dans cet article l’incertitude de la demande comme un polytope engendre´ par
un nombre fini de sce´narios de la demande ; voir Section 1.7 ci-dessus, paragraphe “incertitude
simplifie´e”. Nous montrons que le proble`me peut alors se ramener a` la minimisation d’une fonction
convexe (en fait line´aire par morceaux) sur un polye`dre. Nous calculons alors une solution optimale
par trois me´thodes de plans se´cants : Kelley, Elzinga & Moore et faisceaux. Ces trois me´thodes
sont compare´es en termes de temps de calcul et nombre d’ite´rations.
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Abstract. In telecommunications network design, one of the most
frequent problems is to adjust the capacity on the links of the network
in order to satisfy a set of requirements. In the past, these requirements
were demands based on historical data and/or demographic predic-
tions. Nowadays, because of new technology development and customer
movement due to competitiveness, the demands present considerable
variability. Thus, network robustness w.r.t demand uncertainty is now
regarded as a major consideration. In this work, we propose a min-
max-min formulation and a methodology to cope with this uncertainty.
We model the uncertainty as the convex hull of certain scenarios and
show that cutting plane methods can be applied to solve the under-
lying problems. We will compare Kelley, Elzinga-Moore and bundle
methods.
Keywords. Telecommunications network design, robust optimiza-
tion, min-max-min problems, cutting plane methods.
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1. Introduction
In the present competitive markets, robustness is regarded as a major consid-
eration in telecommunication networks. The demand presents considerable vari-
ability because of customers movement, introduction of new services and product
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development. Historical data for predicting the future is useless since the area is
constantly changing or because there is no history for new services. In this work,
we study the problem of assigning capacity to the links of a network in order
to satisfy a set of requirements. We consider that the demand is an uncertain
parameter and propose a new formulation and a methodology to cope with this
uncertainty. To model the uncertainty, the demand is assumed to belong to an un-
certainty set and we seek for a capacity assignment of the links that is good enough
for every possible demand in the uncertainty set. Thus, our approach ﬁts in the
framework of robust optimization as termed in [2,16]. We analyze the case where
the uncertainty set is the convex hull of given demand scenarios. Our approach
can be viewed as worst-case oriented since we consider a min-max-min criterion
which will result in conservative decisions, with the purpose of contributing to
the learning process of decision makers by seeking solutions that hedge against
demand uncertainty.
The paper is organized as follows. After reviewing the literature in Section 2, we
present our min-max-min formulation for the general case in Section 3. In Section 4
we introduce the resolution procedures when the uncertainty set is described by
the convex hull of a reasonable number of scenarios. The computational results
are reported in Section 5, and Section 6 concludes this study.
2. Related works
Stochastic programming and robust optimization are mathematical tools to deal
with uncertainty. They have been both used for telecommunication network design
under uncertainty.
A stochastic approach for the network design problem with uncertain demand
is presented in [23]. Sen et al. deal with the problem under the budget constrained
approach. They formulate a two-stage stochastic linear program and they solve it
with the use of stochastic decomposition [10]. This method is based on sampling
which has asymptotic properties and a statistically motivated stopping rule. The
ﬁrst stage problem minimizes the expected unserved demands and provides the
capacity of the graph, while the second stage problem strives for an eﬃcient use
of the capacity. The model is validated with the use of simulation, and it is also
noted that the proposed solution is better than replacing the uncertain variables
by their expected values.
Another stochastic optimization method is presented by Lisser et al. [19]. Sce-
nario representation is used in order to formulate the uncertainty of the demand,
and every scenario corresponds to a given probability for the possible realization.
The resulting non-smooth problem is solved with the analytic center cutting plane
method [9]. The subproblem is decomposed into multicommodity ﬂow problems
by demand scenarios. The authors take advantage of this formulation by using
parallel computing.
Italiano et al. [12] are concerned with the problem of reserving capacity in
a network in order to satisfy pairwise demands. To remove uncertainty of the
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demands they use terminal nodes and bounds for the traﬃc between the terminals.
This model is known as hose model. The solution has to satisfy any traﬃc matrix
for the demand, and the capacity vector should form a tree. Hence, the ﬂows are
not split, and for any traﬃc matrix the ﬂow of every demand uses the same path.
Duﬃeld et al. [6] have studied a similar problem, but they concentrate on Vir-
tual Private Networks (VPN) based on the hose model. Under this concept they
take into account only the ingress and the egress traﬃc for each endpoint of the
VPN, which is more easily speciﬁed compared to the conventional point-to-point
approach, and Steiner trees are employed in order to connect the VPN endpoints.
However, they consider the capacity assignment on a pre-existing network, which
is dynamically resized.
Another study in the framework of the hose model is done by Kumar et al. [17].
They propose two new methods for solving the problem of the VPN tree computa-
tion: the breath-first search algorithm (BFS) and a primal-dual algorithm. They
compare these two methods in terms of cost and computational time, with the
Steiner tree which is given as solution in [6]. The BFS algorithm was developed
initially for the case of symmetric ingress and egress bandwidths and it computes
the optimal tree in polynomial time. In the general case the problem is NP-hard,
and both algorithms outperform the Steiner tree method.
Ben-Ameur and Kerivin [1] consider VPN networks with a polyhedral model
for the demand uncertainty. Their mathematical formulation is built on the arc-
path ﬂow formulation and a cutting plane method is devised to deal with the large
size of the problem. There are two procedures which identify violated inequalities
for the master problem. These inequalities are based on unsatisﬁed demands
and improvement of the value of the objective function by selecting sequentially
diﬀerent paths. The ﬁnal solution speciﬁes a capacity vector, the supporting paths
of the demands, and the splitting coeﬃcients which are independent of the possible
values of the demands.
In [22] Ouorou proposes three models for a robust capacity assignment in
telecommunication networks with demand uncertainty in the framework of ro-
bust optimization as deﬁned by Kouvelis and Yu [16]. The algorithmic solutions
are based on cutting plane methods. Some computational experiments indicate
that the Elzinga-Moore cutting plane method [7] can be a more valuable choice
when compared with Kelley’s method [13]. Since diﬀerent possible uncertainty
sets may exist in some circumstances, a generalization of these models is proposed
in order to cope with a ﬁnite number of plausible uncertainty sets, and a weight is
associated with each uncertainty set to determine its relative importance or worth.
3. Problem formulation
We follow the approach introduced in [20] by Lucertini and Paletta, who studied
a similar problem in which the investment for installing the capacity is limited by
a ﬁxed budget. Suppose that we have a telecommunication network represented
by a graph G = (V,E) where V is the set of nodes (e.g. terminals) and E is
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the set of edges (e.g. optical links). We also have a set K of pairs of nodes,
which are deﬁned as origin-destination pairs (OD-pairs). The commodities that
have to be transferred between the OD-pairs are not given but they belong to
an uncertainty set Ω. Let Γ(x) be the set of all possible demand vectors which
can be satisﬁed given a capacity vector x. A robust decision can be obtained by
minimizing a function φ(Ω,Γ(x)) with respect to the capacity vector x, where φ
is an appropriate measure of the set of unsatisﬁed demands. In this study we




x ∈ R|E|+ : cTx ≤ B
}
(1)
will denote the set of feasible capacities available for the network, under a given




To deﬁne the measure φ, we introduce a penalty function f(ω, γ), which expresses
the gap between a demand vector ω that the graph has to support and a demand
















There are several ways to choose the function f . In this study, we consider that it is
suitable to take as penalty function the weighted sum of unsatisﬁed commodities.
So, if πk is the penalty for not satisfying one unit of demand for the kth OD-pair,





where (y)+ := max(0, y). As for Γ(x), we introduce the following notation: Pk
is the set of the possible paths considered to support the deman between the kth
OD-pair, zk,p is the ﬂow of path p ∈ Pk, γ is the vector of demands which can be
carried through the graph given the capacity vector x. Then,
Γ(x) =




zk,p ≤ xj , ∀j∈E,
∑
p∈Pk
zk,p = γk, ∀k∈K
⎫⎬⎭ .
The ﬁrst constraint implies that the total ﬂow on every path does not exceed
the corresponding capacity, and the second constraint indicates that the vector of
demands γ is supported from the ﬂow z.
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zk,p ≤ xj , j ∈ E,∑
p∈Pk
zk,p = γk, k ∈ K,
δk ≥ ωk − γk, k ∈ K,
γ, δ, z ≥ 0,








s.t. Az ≤ x,
Fz = γ,
δ ≥ ω − γ,
γ, δ, z ≥ 0,
(3)
where A and F are suitable 0-1 matrices. This formulation is deﬁned as arc-path
formulation.
Remark. Since we assume that the supporting paths for the commodities are not















j ) ≤ xj , j ∈ E,
A(Xk+ −Xk−) = γklk, k ∈ K,
δk ≥ ωk − γk, k ∈ K,
γ, δ,X ≥ 0,
where A is the node-arc incidence matrix of G, Xk+ and Xk− are the “posi-
tive” and the “negative” ﬂow vectors – respectively – which are used to satisfy
commodity k, and lk is the vector of R|V | deﬁned by
(lk)i =
⎧⎨⎩
−1, if i is the kth origin node,
1, if i is the kth destination node,
0, otherwise.
This formulation is deﬁned as node-arc formulation.
4. Solution methods
Problem (3) is diﬃcult because of non-convexity (due to the internal min) and
nonsmoothness (due to the intermediate max). We refer to [5] for a discussion
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of these diﬃculties. However, an algorithm can be constructed for the solution
of (3) when Ω is a bounded polyhedron with a limited number of extreme points.
Thus we limit our study to the case where Ω is deﬁned as the convex hull of |S|
scenarios ω1, . . . , ω|S| of possible demands; then the extreme points of Ω will be
among these scenarios.





s.t. Az ≤ x,
δ ≥ ω − Fz,
δ, z ≥ 0,
whose dual problem is
P (x, ω) := max
u,v
ωTu− xT v
s.t. FTu ≤ AT v,
u ≤ π,
u, v ≥ 0.
(4)
We have substituted Fz for γ and eliminated the resulting constraint Fz ≥ 0 since
z and F are positive by deﬁnition. By LP duality the above two programs have












we have to minimize Q over X and the next result gives crucial properties of
function Q.
Theorem 1. Function Q is convex and we have
Q(x) = max
i=1,2,...,|S|
Pi(x), where Pi(x) := P (x, ωi), i = 1, 2, . . . , |S|. (5)
Proof. Let gu,v : X ×Ω 7→ R be the linear function gu,v(x, ω) = uTω− vTx, where
(x, ω) ∈ (X,Ω) and (u, v) ∈ U × V = {(u, v) : FTu ≤ AT v, u ≤ π, u, v ≥ 0}.
We have that X×Ω 6= ∅ for every (u, v) ∈ U×V , so gu,v is well-deﬁned. Moreover
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then we deduce that P is convex as the maximum of a family of convex functions
(see [11], Prop. IV.2.1.2).
Now, the convex function P (x, ·) attains its maximum at some extreme point




P (x, ω) = max
{
P (x, ω1), P (x, ω2), . . . , P (x, ω|S|)
}
.
This establishes (5), and also shows that Q(x) < +∞ for all x ∈ X . Thus Q is
convex for the same reason as P . 




is equivalent to (3).
We will analyze three cutting plane algorithms for the solution of (6). The basic
idea underlying these algorithms can be described as follows. Having computed t
sets of |S| values Pi(xk), i = 1, . . . , |S| and corresponding subgradients gki = −vki
(see Th. 2 below) for i = 1, . . . , |S| and k = 1, . . . , t, the true function Q is
approximated (from below) by the polyhedral function
x 7→ max {Pi(xk) + gTki(x− xk) : i = 1, . . . , |S|, k = 1, . . . , t}. (7)
A cutting plane method uses this function to select a new point xt+1, so as to
improve the current approximation (7). The way this point is chosen determines
whether and how fast the algorithm converges.
Theorem 2. For fixed x0 ∈ X and i ∈ {1, . . . , |S|}, let (u0i, v0i) be an optimal
solution of Pi(x0). Then −v0i ∈ ∂Pi(x0).
Proof. The theorem results from elementary convex calculus, but a simple direct
proof can be given:
If (u0i, v0i) is an optimal solution of the mathematical programming problem
P (x0, ωi) of (4), then Pi(x0) = uT0iωi−vT0ix0. Let (usi, vsi) be the optimal solution
of Pi(x) for an arbitrary x ∈ X . Since the constraints of (4) do not depend on x,
(u0i, v0i) is feasible for problem P (x, ωi) and
Pi(x) = uTsiωi − vTsix ≥ uT0iωi − vT0ix
= Pi(x0)− vT0i(x− x0), ∀x, x0 ∈ X, i ∈ {1, . . . , |S|}.
Hence −v0i ∈ ∂Pi(x0). 
We consider and compare the three following cutting plane methods, which
diﬀer in the way they construct the trial points xk. They all use an oracle which,
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at a given x, solves (4) |S| times to compute the Pi(x)’s and then Q(x), as well as
the optimal vi’s to provide the subgradients stipulated in Theorem 2. The optimal
vi’s computed at x = xk will be denoted by vki for i = 1, . . . , |S|.
4.1. Kelley cutting plane method
This is one of the ﬁrst cutting plane methods proposed in the literature. The









The method iterates until a “good” approximation of the solution is found, and
the resulting algorithm can be stated as follows:
Kelley Algorithm (KA)
Step 0 Initialize x0 = 0, ε > 0 ,Z = +∞ and t = 0.
Step 1 Call the oracle at xt to obtain Pi(xt) and vti for i = 1, . . . , |S|, and Q(xt).
Step 2 Let Z = min {Z, Q(xt)}.
Step 3 Solve (8) and let (xt+1,Z) be its optimal solution.
Step 4 If Z − Z ≤ ε (1 + |Z|) , then stop. Otherwise set t = t + 1 and loop to
Step 1.
This procedure converges, and the proof is given in [13]. Note thatX is bounded, so
(8) has always an optimal solution. This substantially simpliﬁes the issue (see [11],
Th. XII.4.2.3). However, if convergence is slow, then the Master Problem can be
uncomfortably large. For further discussion see Sections 5 and 6.
4.2. Elzinga-Moore cutting plane method
This method is based on the following result by Nemhauser and Widhelm [21].
Theorem 3. Given a bounded, non-empty polyhedron described from a set of
linear inequalities,
αTj x ≥ βj , j = 1, . . . , p,




s.t. αTj x− ||αj ||σ ≥ βj , j = 1, . . . , p,
are respectively the radius and the center of the largest sphere inscribed in the
polyhedron.
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Proof. See [21]. 
Naturally, this result has a meaning only for a bounded polyhedron. Now
consider in the (x,Z)-space the polyhedron deﬁned by the constraints in (8) –
i.e. the epigraph of the current approximation (7). It is unbounded but it can
be truncated from above by appending the constraint Z ≤ Z. The polyhedron
thus obtained clearly contains any optimal solution (x∗, Q(x∗)) of (6): the center
revealed by Theorem 3 may be deemed an adequate approximation of such an
optimal solution. This is the rationale for Elzinga-Moore cutting plane method,




s.t. Z + σ ≤ Z
Pi(xk)− vTki(x− xk)−Z + (||vki||2 + 1)
1
2 σ ≤ 0,




Note again that this linear program has a non-empty bounded feasible set, and
therefore an optimal solution (xt+1, σt+1,Zt+1) (with σt+1 > 0). This method has
little usage in the literature even though it is not much harder to be implemented
than Kelley’s method. It was shown to be more eﬃcient than Kelley’s for some
min-max problems, see [22]. Elzinga-Moore cutting plane algorithm for the solu-
tion of (6) is as follows:
Elzinga-Moore Algorithm (EMA)
Step 0 Initialize x0 = 0, ε > 0 ,Z = +∞ and t = 0.
Step 1 Call the oracle at xt to obtain Pi(xt) and vti for i = 1, . . . , |S|, and Q(xt).
Step 2 Let Z = min {Z, Q(xt)}.
Step 3 Solve (9) to get xt+1 and σt+1.
Step 4 If σt+1 ≤ ε, then stop. Otherwise set t = t + 1 and loop to Step 1.
For further details about this procedure and the proof of its convergence, see [7].
4.3. Bundle method
Kelley cutting plane method is known to be unstable. Bundle methods [11,14,
18] aim at overcoming this instability by computing the Moreau-Yosida regular-
ization of the piecewise linear approximation of (7). More precisely, the master
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where x̂t is the stability center : a point which is known to be relatively good;
μt is a positive parameter which controls the tradeoﬀ between minimizing Z and
staying close to x̂t. The stability center is updated if xt+1 is signiﬁcantly better
than x̂t in the sense that
Q(xt+1) ≤ Q(x̂t)− κ(Q(x̂t)−Zt+1), (11)
where (xt+1,Zt+1) is the solution of (10), and κ ∈]0, 0.5[. If (11) holds, then we
have a descent step and set x̂t+1 = xt+1, otherwise we have a null step and the
stability center is left as it is. The resulting cutting planes are added to (10) in
both cases. The bundle algorithm (BA) stops when
Q(x̂t)−Zt+1 ≤ ε(1 + |Q(x̂t)|), (12)
where ε is the desired accuracy.
Bundle Algorithm (BA)
Step 0 Initialize x0 = x̂0 = 0, ε > 0, κ ∈]0, 0.5[ and t = 0. Call the oracle at x0
to obtain Pi(x0) and v0i for i = 1, . . . , |S|, and Q(x0).
Step 1 Solve (10) and let (xt+1,Zt+1) be its optimal solution.
Step 2 Call the oracle at xt+1 to obtain Pi(xt+1) and vt+1,i for i = 1, . . . , |S|, and
Q(xt+1).
Step 3 If (11) is true then set x̂t+1 = xt+1, otherwise set x̂t+1 = x̂t.
Step 4 Compute μt+1.
Step 5 If (12) is true then stop. Otherwise set t = t + 1 and loop to Step 1.
Remark. Step 3 is deﬁned as weight updating and it is crucial for the speed of
convergence of the algorithm. We use a procedure described in [14], where the
weight μt is decreased if the approximation of Q is close to Q at xt+1, and it
is increased if the errors of the new linearizations are greater than a variation
estimate of Q(x̂t). See [14] for further details.
5. Results and numerical experiments
We consider the above three methods for the following reasons. Kelley’s method
is one of the most methods used in nonsmooth optimization while Elzinga-Moore
algorithm has been, to the best of our knowledge, used rarely even if it is not
much more hard to implement than the former. It outperformed Kelley’s method
on some min-max problems arizing in robust capacity planning problems, see [22].
Our ﬁrst aim was to conﬁrm this eﬃciency. We also consider the proximal bundle
method because it is known as one of the best methods for nonsmooth optimization
and we think it is extremely informative to compare it with the two above methods.
Its subproblem is a quadratic problem which is considered to more diﬃcult than
the linear subproblems of Kelley and Elzinga-Moore methods.
We have written an experimental code based on the above development, under
Eclipse Platform 2.1.1; we have used Java 1.4.2 and ILOGCplex 9.0 for the solution
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Table 1. Graphs speciﬁcations.
Nodes Edges OD-pairs Scenarios
Graph 1 12 25 50 21
Graph 2 19 34 50 21
Graph 3 26 30 100 21
Graph 4 16 49 89 10
Graph 5 26 53 100 21
Graph 6 60 40 140 11
of the subproblems (4), (8), (9) and (10). All the runs are performed on a two-
processor Xeon Intel server of 2.4 GHz CPU speed and 1.5 GB of RAM memory,
running under Linux.
The networks of our experiments derive from actual networks with given nomi-
nal demands. Their sizes are given in Table 1, as well as the numbers of OD-pairs
and the number |S| of scenarios considered in each case. Those scenarios have
been generated in two ways as follows:
(1) From the available nominal vector of demands ω and a positive parameter
ρ, we have generated random sk ∈ [−ρ, ρ] for s = 1, . . . , |S| and k =
1, . . . , |K| and set
ωsk = 
s
kωk, k = 1, 2, . . . , |K|.
(2) From the nominal vector of demands ω we have generated random sk ∈









, k = 1, 2, . . . , |K|.
The ﬁrst case results in scenarios that are variations around the nominal demand,
and we use it for graphs 1, 2, 3, 4 and 6. In the second case the sum of the
demands is the same for every scenario, and we use it for graphs 5 and 6. Finally,
the nominal demand is included in the set of scenarios.
In Table 2 we report the results obtained by the three algorithms presented
in Section 4. The column headed “Budget” speciﬁes the parameter B in each
test problem, see (1). This budget is derived arbitrarily, having as indicators
the solutions of the multicommodity ﬂow problems, formed by every graph and
its corresponding scenarios. Diﬀerent values for the budget are tested, but it is
always requested that ﬁnally at least one objective value equals to 0 (zero) and
various positive solutions for every graph are acquired. Then, for every method
we report the value of the objective function, the number of oracle calls and the
CPU time in seconds. Graph 6 appears twice because both scenario generation
methods 1 and 2 were used for it (the notations 6a and 6b correspond to the ﬁrst
and second method respectively).














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1. Illustration of the number of oracle calls for the first 4 graphs.
It appears from these results that, in terms of number of calls to the oracle,
the bundle algorithm outperforms the other two methods: it divides the number
of Kelley’s [resp. Elzinga-Moore] oracle calls by a factor of 4.2 to 12.7 [resp. 2.6
to 11.1]. However, this reduction is not reﬂected in the CPU times: in particular
for large problems, the bundle algorithm can become substantially slower than
Elzinga-Moore. The reason is that the quadratic subproblem in our implemen-
tation becomes time consuming when the sizes of the problem and of the bundle
increase. This behaviour contradicts the experiments of [4], which clearly show
that quadratic programming is hardly more expensive than linear programming,
and thus demonstrates the usefulness of specialized algorithms such as [8, 15].
On the other hand, Elzinga-Moore method behaves eﬃciently when compared to
Kelley’s, as reported in [22]. We hope that the readers will be encouraged to test
this method when only a linear solver is at their disposal. Figure 1 illustrates in
another way the above observations, where we plot the number of oracle calls vs
diﬀerent budget for the ﬁrst four graphs using other 20 traﬃc scenarios in each
case.
Using the ﬁrst four graphs, we conduct some numerical experiments with the
proximal bundle algorithm, to analyse the model in terms of number of scenarios
and budget. The number of scenarios to be considered in the model is itself a
diﬃcult issue which must be considered at a ﬁrst stage before applying the model.
Interesting studies about the demand modeling exist in the literature, (see for
instance [3]) and can be used to simulate the demand and provide the scenarios.






























































































































































































































































































































































































































































































































































































































































































































































































































































AN APPROACH TO ROBUST NETWORK DESIGN IN TELECOMMUNICATIONS 15
The greater the number of scenarios is, the better the uncertainty set minimize
the forcast error. However, some traﬃc scenario may dominates others. One of
the main features of the proximal bundle method is its small number of oracle
calls that do not depend on the number of scenarios in hand.
6. Conclusions
We have proposed a new approach for the network design problem in telecom-
munications under demand uncertainty. The uncertainty is modelled as a con-
vex set of a moderate number of demand’s scenarios, which results in a convex
non-smooth problem. For its solution, we considered and compared three algo-
rithms: the proximal bundle method and the cutting plane algorithms by Kelley
and Elzinga-Moore. The proximal bundle method appears to be the most eﬃ-
cient in terms of number of calls to the oracle, but is impeded by the use of a
general-purpose quadratic solver. An extension of our proposed methodology to
the general case of a polyhedral uncertainty set is currently under study.
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46 CHAPITRE 2. DIMENSIONNEMENT ROBUSTE I
Chapitre 3
Dimensionnement Robuste II
Ce chapitre reproduit notre article [51], soumis a` OR Letters.
La proble´matique est la meˆme qu’au chapitre pre´ce´dent. La diffe´rence principale est qu’ici l’en-
semble d’incertitude est un polye`dre de´crit par un nombre fini d’ine´galite´s line´aires, ce qui re´sulte
en un proble`me conside´rablement plus difficile. Par conse´quent, nous ne cherchons pas la solution
optimale – qui s’est ave´re´e difficilement calculable – mais uniquement des bornes supe´rieures et
infe´rieures. Quelques ide´es novatrices sont pre´sente´es et l’algorithme de type “branch & bound”
de Falk & Soland est utilise´ afin de calculer le maximum d’une fonction convexe additive ; de plus,
nous de´finissons une variante de cet algorithme, adapte´e a` notre situation particulie`re. L’approche
est illustre´e par des exemples.
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Abstract We consider a model for robust network design in telecommunica-
tions, in which we minimize the cost of the maximum mismatch between sup-
ply and demand. In the present study, the demand is uncertain and takes its
values in a polytope defined by constraints. This problem is hardly tractable,
so we limit ourselves to computing lower and upper bounds. A crucial build-
ing block for this construction is an algorithm due to Falk and Soland for
maximizing a separable convex function over a polytope.
Keywords Telecommunication network design · Polyhedral uncertainty ·
Robust optimization · Min-max-min problems
Mathematics Subject Classification (2000) 65K05 · 90C25 · 90C27
1 Introduction
We consider the robust model for telecommunication network design pre-
sented in [8]. Let G = (V,E) be a graph representing a telecommunication
network, with m = |V | nodes and n = |E| links. A number K of origin-
destination pairs is given and the demands lie somewhere in an uncertainty
set Ω. Capacities x ∈ Rn+ can be installed on the arcs, let us denote abstractly
by X the set of possible capacities. Let Γ (x) be the set of all possible supply
vectors that can be supported given a capacity vector x. An ω ∈ Ω and a
γ ∈ Γ (x) induce a mismatch cost f(ω, γ) (which is 0 if γ > ω); whenever ω is
fixed, it is of course convenient to choose γ so as to minimize this mismatch.
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f(ω, γ) . (1.2)
In general, µ is nonconvex (due to the inner min) and nonsmooth (due to
the outer max), so (1.1) is a a hard problem. See for example [2] for the
difficulties appearing in min-max-min problems.
In [8], the case of Ω being the convex hull of a finite (and reasonable)
number of scenarios was considered; this made the problem tractable and
several cutting-plane methods were analyzed to solve the corresponding (1.2).
Here we will consider a general polyhedral set. Then the approach of [8] can
no longer be applied and we will propose two separate techniques: lower
bounds of the optimal value are obtained by applying the method of [8] to
inner approximations of Ω; and upper bounds are obtained by inverting the
inner min and max in (1.2).
The paper is organized as follows. The model is more precisely specified
in the next section. Sections 3 and 4 are respectively devoted to lower and
upper bounds.
2 The model
Our uncertainty set is
Ω =
{
ω ∈ RK+ : Rω 6 r
}
. (2.1)
Naturally, Ω must be bounded for the problem to make sense (otherwise the
mismatch will usually be infinite); say Ω ⊂ B, where B = [ℓ, L] is a box in
RK .
Concerning X , we will assume that the cost of installing capacity xi on
arc i is linear with marginal cost ci. A budget b for total investment is given,
so the set of feasible capacities is
X =
{
x ∈ Rn+ : c⊤x 6 b
}
. (2.2)
The exact forms of Ω and X have actually little importance for our develop-
ment. Much more important are the forms of Γ (x) and of f .
Choose an orientation of the arcs and call A ∈ Rm×n the resulting node-
arc incidence matrix. The flow vectors transiting the amount γk of commodity
k are those zk ∈ Rn satisfying the set of balance equations Azk = γkek; here
the components of ek ∈ Rm are 0 except at the kth source and destination
nodes (where they are respectively −1 and +1). These zk require a capacity∑
k |zki | on each arc i.
3In other words, γ ∈ Γ (x) if and only if there exists z ∈ RnK such that
Azk = γkek, k = 1, . . . ,K ,
K∑
k=1
|zk| 6 x (2.3)
(zk ∈ Rn is the kth subvector of z). This defines a polyhedron, whose form
is specified by the following result:
Proposition 2.1 γ ∈ Γ (x) if and only if there exists (z′, z′′) ∈ RnK × RnK
satisfying
A(z′ − z′′)k = γkek ,
K∑
k=1
(z′ + z′′)k 6 x , z′ > 0 , z′′ > 0 . (2.4)
As a result: for three appropriate matrices A, A0, I,
Γ (x) = AY (x) , where Y (x) = {y > 0 : A0y = 0, Iy 6 x} ⊂ R2nK ;
(2.5)
besides, the entries of I are 0 or 1.
Proof Given x, let γ ∈ Γ (x) and a corresponding z satisfying (2.3). Set
z′ := max {0, z} and z′′ := max {0,−z}, so that z = z′−z′′ and |z| = z′+z′′;
then (z′, z′′) satisfies (2.4).
Conversely, let (z′, z′′) satisfy (2.4). Then z := z′−z′′ satisfies the balance
equations. On the other hand,
|zki | = max {(z′)ki , (z′′)ki } 6 (z′ + z′′)ki , for k = 1, . . . ,K and i ∈ E ;
so z is compatible with the capacity vector x.
Now introduce the K vectors yk ∈ R2n obtained by concatenating (z′)k
and (z′′)k, and write (2.4) with matrix notation. The particular form of the
balance equations allows the computation of each γk in terms of yk (for
example, replace the two equations involving the source and destination by
their sum and difference). It follows that the balance equations can be written
γ = Ay,A0y = 0. Besides, writing the capacity constraints as Iy 6 x exhibits
a matrix I, obtained by concatenating n× n identity matrices. ⊓⊔
As for the penalty function f , there are several ways to choose it. We
take a weighted sum of unsatisfied commodities. So, πk being the cost of not




πk(ωk − γk)+, (2.6)
where (r)+ = max {0, r}. In view of Proposition 2.1, f(ω, ·) depends on y
rather than γ: we are only interested in f(ω,Ay) in this paper.
Plugging (2.5) and (2.6) into the expression (1.1) of µ specifies completely
the robust problem (1.2) and here are some crucial observations.
(i) The constraints defining Γ (x) depend on x through their righthand side
only and f is convex, jointly with respect to its argument (ω, γ).
4(ii) From convexity theory, µ is then a convex function. Indeed, minimizing
f(ω, ·) over Γ (x) of (2.5) provides a convex function of x, for each ω;
maximizing it over Ω preserves its convexity.
(iii) Besides, minimizing f(ω, ·) as above gives a function which is also con-
vex in ω. Its maximization mentioned in (ii) is therefore an inherently
difficult operation.
3 Computing lower bounds
Clearly enough, restricting ω to a set contained in Ω will result in underes-
timating the mismatch function µ of (1.1). Call Ωt such a set:




f(ω, γ) 6 µ(x) if Ωt ⊆ Ω (3.1)







µ(x) = µ . (3.2)
From convexity theory, µt is a convex function of x (just remember (ii)
above). Besides, it can be computed relatively quickly if Ωt is a polyhedron
given by its extreme points; say Ωt = conv {ω0, . . . , ωt}. Then, computing
µt(x) just amounts to minimizing f(ω, ·) for ω taking the t + 1 values ω0,
. . . , ωt. In this situation, µt can be minimized by a cutting-plane algorithm;
see [8] for details.
On the other hand, µ
t
increases if Ωt increases. Our proposal is therefore
to find a best possible µ
t
by a column-generation mechanism, in which Ωt is
iteratively inflated by appending new points to the list {ωτ}tτ=0:
Algorithm 3.1 (Lower Bound Computation)
Step 0 (Initiation). Choose an extreme point ω0 ∈ Ω, set Ω0 = {ω0} and
t = 0.
Step 1 (Restricted Master). Compute µ
t
of (3.2).
Step 2 (Subproblem). Compute an extreme point ωt+1 of Ω not lying in Ωt.
Step 3 (Stopping Test). If no such ωt+1 has been found, stop.
Step 4 (Loop). Otherwise set Ωt+1 = conv {Ωt, ωt+1}. Replace t by t+1 and
go to Step 1. 
In addition to the value µ
t
, Step 1 produces also various optimal argu-
ments, namely:
– some xt ∈ X which minimizes µt of (3.1),
– some ω¯t such that
min
γ∈Γ (xt)
f(ω¯t, γ) = µt(xt)
(as already mentioned, ω¯t is one of the points in the list {ωτ}tτ=0),
– some γt ∈ Γ (xt) minimizing f(ω¯t, ·).
These objects will be useful for Step 2.
5Remark 3.2 Another idea to generate lower bounds is to invert the outer min





f(ω, γ) 6 µ for all ω ∈ Ω .
Again convex analysis says that ν is a convex function of ω. Its maximization
is not an easy problem and a possible approach is again by column generation:
ν is maximized over some polyhedron Ωt ⊂ Ω, which is iteratively inflated.













f(ω, γ) = µ
t
.
In other words, Algorithm 3.1, which does not involve any min-max inversion,
provides better lower bounds at each iteration. 
We now turn to the computation of ωt+1 and the stopping test in Algo-
rithm 3.1.
3.1 Generating the new scenario
Our proposal for the subproblem uses the following function (see Proposition
2.1 for the notation):
ϕt(ω) := min
γ∈Γ (xt)
f(ω, γ) = min
y∈Y (xt)
f(ω,Ay) . (3.3)
In fact, ϕt is a marginal function (see [5, §B.2.4] for example). From (2.6),
f is jointly convex, so ϕt is convex as well. Our suggestion is to maximize




u⊤t ω , where ut ∈ ∂ϕt(ω¯t) . (3.4)
In view of (2.1), our subproblem is thus a linear program. It produces a
new column satisfying u⊤t ωt+1 > u⊤t ω¯t and bringing new information indeed:
Theorem 3.3 There holds ϕt(ωt+1) > ϕt(ω) for all ω ∈ Ωt.
In fact, ϕt(ωt+1) > ϕt(ω¯t) and ωt+1 /∈ Ωt, unless ω¯t is an optimal solution
of (3.4).
Proof Because ut is a subgradient,
ϕt(ωt+1) > ϕt(ω¯t) + u⊤t (ωt+1 − ω¯t) > ϕt(ω¯t) ,
where the second inequality comes from the definition (3.4) of ωt+1. On the
other hand, set x = xt in the optimization problem (3.2) to realize that ω¯t
maximizes ϕt over Ωt. Thus, for all ω ∈ Ωt,
ϕt(ωt+1) > ϕt(ω¯t) + u⊤t (ωt+1 − ω¯t) > ϕt(ω¯t) > ϕt(ω) ,
which proves the first statement.
The second statement comes when the second inequality above is strict,
i.e. when u⊤t ωt+1 > u
⊤
t ω¯t. 
As a result, the algorithm is guaranteed to strictly inflate Ωt at each
iteration.
63.2 Subdifferentiating the marginal function
Now we have to specify how ut is computed in (3.4); this is just a technical
exercise in convex analysis, using [5, §D.4.5]. For simplicity, we limit ourselves
to the polyhedral case described in §2.
In fact, ϕt(ω¯t) is the optimal value of the linear program
min
(y,δ)>0
π⊤δ , s.t. δ > ω¯t −Ay, A0y = 0, Iy 6 xt ,
where the notation comes from Proposition 2.1. By LP duality, ϕt(ω¯t) is also
the optimal value of the dual
max
(u,v)>0
ω¯⊤t u− x⊤t v , s.t. A⊤0 w −A⊤u+ I⊤v > 0, u 6 π . (3.5)
Theorem 3.4 Any u forming an optimal solution of (3.5) lies in ∂ϕt(ωt).
Proof In the notation of [5, §D.4.4], call J the set of feasible j = (u, v, w) in
(3.5). Then ϕt is the largest fj over J ; here f(u,v,w)(ω) = u⊤ω− x⊤t v, whose
(sub)differentiation with respect to ω gives u. The statement is then Lemma
D.4.4.1 of [5]. 
Thus, ϕt(ω¯t) is obtained by a linear program, and the required subgradi-
ent for (3.4) is obtained as the multiplier of the appropriate constraint.
3.3 Implementation
Putting together the above results, the description of Algorithm 3.1 can be
completed:
Step 2 (Subproblem). Having xt and ω¯t from Step 1, obtain a multiplier ut,
for example by solving (3.5).
Solve (3.4) to obtain ωt+1.
Step 3 (Stopping Test). If ϕt(ωt+1) = ϕt(ω¯t) stop (see Theorem 3.3). 
A tolerance of the type ϕt(ωt+1) 6 ϕt(ω¯t)+ε can be inserted in Step 3; it
preserves the crucial property ωt+1 6= ω¯t anyway. Since a new extreme point
of the polyhedron Ω is appended to the list at each iteration, the algorithm
must eventually stop.
On the other hand, little can be said when the algorithm stops: µ
t
need
not be the optimal value of (1.2), then. To illustrate this, take for example
ω0 = 0 (assumed to lie in Ω). The first iteration will probably compute
γ0 = 0, x0 = 0, u0 = 0, so chances are that (3.4) will produce ω1 = 0 = ω0:
the algorithm answers the trivial bound µ > µ0 = 0. More generally, the
algorithm can hardly proceed when the scenarios in Ωt are so cheap that the
budget constraint is inactive. Various heuristic techniques can be suggested
to improve the final lower bound.
(i) When the current ut no longer produces a useful ωt+1, inject a random
u into (3.4),
(ii) or diminish the budget b until a useful u comes out from (3.5).
7(iii) In addition to such “emergency restarts”, a more elaborate initialization
can also be used, with more than one ω0. Our numerical experiments of
§5.2 will present a possibility.
The fragility of our present approach is actually an inherent difficulty
of the problem: the only way out would be to compute the actual value
µ(xt), i.e. to maximize ϕt over Ω; but ϕt is convex . . . The next section will
introduce a simplified version of this hard problem.
4 Computing upper bounds
Our starting operation to compute upper bounds is to invert the min and





f(ω, γ) > µ(x) (4.1)
for all x ∈ X .
Remark 4.1 The lefthand side in this relation is the worst mismatch that
could possibly occur if supply had to be decided before knowing the demand.
In fact, given a supply vector γ, we compute the most expensive ω; and then
we compute the best γ according to this objective.
Such a strategy is far from reflecting reality. It can therefore be thought
that we will obtain very pessimistic overestimates of the true mismatch µ. 
The lefthand side in (4.1) must now be minimized over x ∈ X ; but we may
as well perform the minimizations with respect to x and γ simultaneously:
we will obtain a minimization problem in (x, γ), whose objective function is
the maximum of f over ω ∈ Ω.
4.1 The algorithm
As explained above, our upper bound is obtained by solving
min
x∈X,γ∈Γ (x)
W (γ) , where W (γ) := max
ω∈Ω
f(ω, γ) . (4.2)
Lemma 4.2 For all x ∈ X and γ ∈ Γ (x), we have W (γ) > µ(x). Besides,
W is convex.
Proof Take ω ∈ Ω and γ ∈ Γ (x) (with x ∈ X). By definition of W ,
W (γ) > f(ω, γ) > min
γ′∈Γ (x)
f(ω, γ′)
and the inequality is transmitted to the supremum of the righthand side,
which is µ(x).
Convexity is a classical result: W is the pointwise maximum of f(·, γ),
which is convex in γ. 
8Thus, solving (4.2) does provide an upper bound of µ. Let us admit that a
suitable algorithm can compute W (γ). Standard convex analysis then allows
the computation of a subgradient:
Lemma 4.3 For given γ, let ωγ maximize f(·, γ) over Ω. Then the vector
g ∈ RK defined by
gk =
{
0 if ωkγ < γ
k,
−πk otherwise
lies in ∂W (γ).
Proof With the expression (2.6) of f , this is [5, LemmaD.4.4.1]. 
Note thatW (γ) is defined over the whole of RK , independently of the con-
straint γ ∈ Γ (x). Note also that this latter constraint is “explicit” (Prop. 2.1),
while information about W (γ) is only available through the oracle maxi-
mizing f(·, γ). In this situation, a cutting-plane approach to solve (4.2) is
appropriate: at iteration t, it replaces W by the polyhedral function
Wt(γ) := max
{
W (γτ ) + g⊤τ (γ − γτ ) : τ = 1, . . . , t
}
obtained by successive linearizations based on Lemma 4.3. Accordingly, (4.2)
is replaced by the minimization of Wt with respect to (x, γ) ∈ X × Γ (x).
Using Proposition 2.1, this is the linear program
min
(x,y,r)>0
r , s.t. c⊤x 6 b , A0y = 0 , Iy 6 x,
r >W (γτ ) + g⊤τ (Ay − γτ ), τ = 0, . . . , t.
(4.3)
Note that we have inserted the constraint [Wt(·) =] r > 0, which can only do
good, indeed: from (2.6) and (4.2), W is obviously a nonnegative function.
A usual difficulty in cutting-plane algorithms is initialization: they need
many enough initial linearizations so that Wt does have a minimum. Here,
this difficulty is eliminated by the constraint r > 0; anyway, note that X
and Γ (x) are bounded sets: (4.3) would always have a finite minimum even
without the constraint r > 0. In fact, a natural initial iterate is γ0 = 0;
because Ω ⊂ RK+ , we certainly have f(ω, 0) = π⊤ω for all ω ∈ Ω; computing
W (0) is thus an ordinary linear program and then g0 := −π lies in ∂W (0),
as predicted by Lemma 4.3.
Let us also mention that a quadratic term could be added to each polyhe-
dral model Wt, to stabilize the cutting-plane algorithm by a bundle variant.
Neglecting here this latter option for simplicity, we obtain the following pat-
tern.
Algorithm 4.4 (Upper Bound Computation)
Step 0 (Initiation). Start with γ0 = 0; set t = 0. Fix a stopping tolerance
ε > 0. Compute W (0) = max
ω∈Ω
πω and g0 = −π.
Step 1 (Restricted Master). Compute an optimal solution (x, y, r)t+1 of (4.3)
and set γt+1 = Ayt+1 ∈ Γ (xt+1).
Step 2 (New Scenario). Maximize f(ω, γt+1) for ω ∈ Ω to obtain ωt+1 and
W (γt+1). Set gt+1 as described in Lemma 4.3.
9Step 3 (Stopping Test). If W (γt+1) 6 rt+1 + ε, stop.
Step 4 (Loop). Replace t by t+ 1 and go to Step 1. 
Note that rt+1 = Wt(γt+1), which underestimates the optimal value in
(4.2). Eeach ωt is an extreme point of Ω, so this algorithm should stop
after finitely many iterations, even with ε = 0. A strictly positive tolerance
is nevertheless advisable. In contrast with Algorithm 4.4, we have here a
“safe” method, which solves an “ordinary” convex problem by an “ordinary”
cutting-plane algorithm [1,7]. When it stops, (4.2) is really solved within ε
accuracy; as mentioned in Remark 4.1, the corresponding capacities would be
(approximately) optimal if supply had to be computed before demand were
known. Little can be said concerning the true optimal value since the exact
value µ(xt) is still unknown. Even a small gap between the optimal value of
W and the best µ
t
from Algorithm 3.1 can hardly be hoped.
Let us also mention that the variable x in Step 1 is superfluous: we can
just take x = Iy (a nonnegative vector) and the first three constraints in
(4.3) are reduced to c⊤Iy 6 b, A0y = 0.
4.2 Computing worst scenarios: the algorithm of Falk-Soland
It remains to specify the implementation of Step 2 in Algorithm 4.4, i.e. the
maximization over Ω of the function ϕ := f(·, γt+1).




k of univariate convex functions. The concave hull ϕ¯k of each ϕk
over an interval [ℓk, Lk] is very simple (see Fig. 4.1): ϕ¯k is the affine function
passing through ϕk(ℓk) and ϕk(Lk). Then it can be seen that the concave









Fig. 4.1 The concave hull of a 1-dimensional convex function
It will therefore be easy to compute concave functions (actually affine)
larger than ϕ; being affine, such functions will easily be maximized over
a polyhedron. These observations suggest an arborescent algorithm [4] to
maximize ϕ = f(·, γt+1) over Ω ⊂ B.
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(0) At iteration 0 (the root node), ϕ is replaced by its concave hull ϕ¯0 on B.
Then ϕ¯0 is maximized over B ∩Ω = Ω, thus providing an overestimate
Φ0 of the true maximal value W (γt+1).
(i) Each iteration s of the algorithm (each node s of the tree) is character-
ized by a box Bs := [ℓs, Ls] ⊂ B. One constructs the concave hull ϕ¯s of
ϕ over Bs and one solves the linear program
max ϕ¯s(ω) , ω ∈ Bs ∩Ω
to obtain an optimal solution ωs and the maximal value Φs = ϕ¯s(ωs).
(ii) Then a particular node s∗ is chosen among those already explored,
namely one for which Φs∗ is largest; note that Φs∗ > Φ0 >W (γt+1).
(iii) If ϕ(ωs∗) = ϕ¯s∗(ωs∗) [= Φs∗ ], stop: ωs∗ maximizes ϕ over Ω.
(iv) Otherwise, one chooses a coordinate k such that ℓks∗ < ωks∗ < Lks∗ (there
is certainly one) to split Bs∗ into two subboxes; this defines two branches
issued from node s∗ and the algorithm can proceed.
In the general algorithm, Bs∗ is simply split into equal subboxes but
we propose a variant. In fact, each function ϕk is simpler than suggested by
Fig. 4.1, as it is made up of exactly two affine pieces which meet at the known
point γkt+1. In Step (iv), the most natural way of splitting a box Bs = [ℓs, Ls]
along a direction k therefore consists in replacing the segment [ℓks , L
k
s ] by the




s ] (instead of splitting [ℓks , Lks ] through
its middle): see Fig. 4.2. On each of the resulting subboxes, ϕk will coincide









Fig. 4.2 Splitting a box Bs along a direction k
In at most 2K such splits, ϕ will be accurately represented and the algo-
rithm will stop in Step (iii). This is still a big number, though: the algorithm
is still combinatorial and its execution time is unpredictable; so Algorithm
4.4 is potentially fairly expensive. Such a shortcoming seems hard to avoid
anyway, as long as f in (1.1) is not a concave-convex function.
5 Numerical illustration
To assess our approach, we have performed a number of numerical tests,
which are now reported.
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5.1 The environment
We worked on a Intel PC Core 2 Duo E6550 of 2.34 GHz CPU speed and 2
GB of RAM memory, running under Microsoft Windows XP Home Edition,
with Service Pack 2. The compiler was Microsoft Visual C++ 2008 Express
Edition. The various linear programs appearing in our algorithms were solved
by COIN-OR Open Solver Interface and COIN-OR LP solver.
We used a fixed actual network, on which we defined three sets of OD-
pairs, giving birth to three instances. The corresponding uncertainty sets
Ω were derived from the hose model [3], considering only the ingress and
outgress traffic for every terminal node of the network. With this formulation,
the constraints in (2.1) take the form




k 6 rj , j = 1, . . . , N ,
where Rjk ∈ {0, 1} and rj > 0.
Table 5.1 summarizes the dimensions of the instances A, B, C thus gener-
ated. For future use (see §5.3 below), the table also gives for each instance the
largest possible penalty, resulting from satisfying no demand at all. Indeed,
note that f(ω, 0) is linear, so the problem
W (0) = max
ω∈Ω
π⊤ω
is easy (here W is the function from (4.2)). The last column of Table 5.1
gives its optimal value.
Instance m n K N W (0)
A 12 25 13 15 2935.5
B 12 25 26 18 5050.
C 12 25 40 20 8800.
Table 5.1 Number of nodes, of edges, of OD-pairs, and of constraints defining Ω;
maximal mismatch cost
For each of the three instances thus generated, we used four different
budgets b in (2.2). Altogether, this made 12 test-problems.
5.2 Lower bounds
We have implemented Algorithm 3.1 in the above environment, with a num-
ber of algorithmic features aimed at coping with its heuristic character.
(i) Two different methods were used to compute µt of (3.2): Kelley and
Elzinga-Moore, that we presented in [8]. We thus doubled the number
of experiments for each test-problem.
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(ii) As was alluded to in (iii) of §3.3, the algorithm was initialized with
more than one point as follows. First, setting u0 = (1, . . . , 1)⊤ in (3.4)
produced ω0. Then, for k = 1, . . . ,K, (3.4) was solved again with the
kth basis vector as cost row. This produced an ωk, which was appended
to the list of initial points if it did not lie in their convex hull. Up to
K + 1 initial points were therefore produced. More precisely: 9, 20 and
33 initial points were produced for instances A, B and C respectively
(out of the 12, 27 and 41 possible).








λtωt = ω ,
T∑
t=0
λt = 1 , λt > 0 , t = 0, . . . , T ;
(5.1)
the answer is yes if it has a feasible solution.
(iii) Likewise, more than one new scenario was produced by Step 2 at each
iteration. In fact, having the current xt solving (3.2), we took all the
optimal ω¯t from the current list. Each of them was injected into (3.5),
producing a ut which was in turn injected into (3.4). The new scenario
thus produced was appended to the list, unless it lied in the current Ωt
– see (5.1).
(iv) Additionally, the stopping test mentioned in §3.3 was overlooked: the
algorithm was stopped only when (5.1) indicated that no new ωt+1 from
(iii) above lied out of Ωt.
Budget #Scen
Kelley Elzinga-Moore
Bound CPU Bound CPU
120
9 22.06 0.23 22.06 0.25
25 48.13 4.98 ∗25.22 ∗2.00
40 69.75 13.33 — —
116
9 72.06 0.19 72.06 0.28
25 119.75 4.76 131.79 7.38
40 119.75 14.43 131.79 18.48
112
9 124.93 0.21 124.93 0.37
25 157.36 5.00 157.36 13.18
40 157.36 12.45 177.14 23.00
108
9 182.07 0.24 182.07 0.28
25 219.75 5.06 239.79 8.06
40 221.43 13.83 247.97 20.98
∗Natural stop after 15 scenarios
Table 5.2 Lower bounds for instance A up to 40 scenarios
Tables 5.2 to 5.4 present the results: best f -value and computing time
in minutes, for the 3 instances and with the 4 values of b. These times are
rather long, so the runs were actually stopped after a maximum number of
scenarios were generated. We present the results for the initial set of scenarios,
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for the maximum number of scenarios (respectively 40, 40 and 45) and for
an intermediate number. For example, the first row of Table 5.2 says that
the inital set of 9 scenarios gives the lower bound 22.06 with both methods.
Kelley [resp. E-M] improves this bound to 48.13 [resp. 25.22] in 4.98 minutes
[resp. 2 min.] with 25 [resp. 15] scenarios. Then Kelley continues to obtain
the best bound of 69.75 in 13.33 minutes.
Budget #Scen
Kelley Elzinga-Moore
Bound CPU Bound CPU
198
20 8.07 1.01 8.07 1.48
30 54.57 13.27 ∗8.07 ∗3.68
40 100.57 31.28 — —
192
20 93.79 1.09 93.79 1.93
30 167.58 18.92 148.34 28.35
40 196.57 39.58 288.08 65.23
186
20 179.50 1.24 179.50 3.96
30 295.67 20.05 253.57 43.00
40 404.42 50.78 406.43 84.30
180
20 271.42 1.07 271.42 0.99
30 390.00 17.81 357.50 15.28
40 494.17 44.12 506.04 42.63
∗Natural stop after 21 scenarios
Table 5.3 Lower bounds for instance B up to 40 scenarios
Budget #Scen
Kelley Elzinga-Moore
Bound CPU Bound CPU
350
33 1.72 4.03 1.72 3.38
38 291.56 24.41 291.79 35.09
45 293.13 56.33 303.86 78.63
342
33 98.13 4.02 98.13 3.92
38 324.71 28.08 194.82 59.11
45 376.71 68.85 376.33 107.18
334
33 198.13 4.40 198.13 4.63
38 451.07 35.14 627.93 38.38
45 478.26 80.38 694.64 77.47
326
33 302.90 6.18 302.90 4.75
38 471.42 33.56 529.29 43.71
45 475.92 77.50 596.00 90.47
Table 5.4 Lower bounds for instance C up to 45 scenarios
The disparity of these results demonstrates the heuristic character of our
algorithm. This is especially spectacular as both methods solve the same
problems and should obtain similar results. In fact, starting with the same
initial Ω0, they produce the same initial bound. But µt – in particular µ0 –
may have several minimum points: the two methods compute two different
14
optimal x0 and then start to diverge. A question of interest is then: how sig-
nificant are these disparities? This question is related with the computation
of upper bounds, which we report now.
5.3 Upper bounds and final comments
We have implemented Algorithm 4.4 on the same 12 test-problems. The
results are reported on Tables 5.5 to 5.7: number of iterations, upper bound
and computing time in minutes. For example, the first row of Table 5.5 shows
that for instance A and b = 120, 45 iterations of the alogorithm take 0.07
minute and produce the upper bound 354.63.
Budget #Iter Bound CPU
120 45 354.63 0.07
116 46 404.63 0.07
112 51 454.63 0.10
108 43 504.63 0.05
Table 5.5 Upper bounds for instance A
Budget #Iter Bound CPU
198 113 1395.87 19.82
192 120 1470.87 16.00
186 123 1545.88 18.15
180 119 1620.88 14.07
Table 5.6 Upper bounds for instance B
Budget #Iter Bound CPU
350 207 1879.38 59.28
342 184 1988.29 48.97
334 207 2130.80 176.88
326 208 2223.80 207.72
Table 5.7 Upper bounds for instance C
Note that one iteration involves the maximization of ϕ = f(·, γ) over Ω,
by the combinatorial algorithm of §4.2. Nevertheless, the computing times
are reasonable. Comparing with those of Algorithm 3.1, the present times
are negligible (instance A), definitely smaller (instance B) or a little bigger
(instance C). We believe that taking advantage of the particular form of
ϕ (see Fig. 4.2) is crucial: the original version of Falk-Soland’s algorithm is
indeed fairly expensive.
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Let us conclude with some comments on our numerical results. We see
that the upper bounds produced in this section are grossly larger than the
lower bounds in §5.2. Keeping in mind Remark 4.1, this could somehow be
expected. On the other hand, the differences should be assessed in relative
terms. We propose to use for this the maximal mismatch W (0) of Table 5.1
as a reference value. Even though it grossly overestimates the optimal cost,
it should at least provide a reasonable order of magnitude.
Table 5.8 reports the differences between the various bounds compared
to W (0): U [resp. K, resp. EM] denotes the upper bound [resp. lower bound
of Kelley, resp. Elzinga-Moore]. For example, the last column of its first row
says from Tables 5.1, 5.2, 5.5 that




= −0.0152 = −1.52% .
In other words, Kelley’s bound is 1.25% better than Elzinga-Moore’s on this
instance.
Instance Budget
100 x (difference of bounds)/W (0)
U vs. K U vs. EM EM vs. K
A
120 9.70 11.22 −1.52
116 9.70 9.29 0.41
112 10.13 9.45 0.67
108 9.64 8.73 0.90
B
198 25.65 27.48 −1.83
192 25.23 23.42 1.81
186 22.60 22.56 0.04
180 22.31 22.08 0.24
C
350 18.03 17.90 0.12
342 18.31 18.32 −0.00
334 18.78 16.32 2.46
326 19.86 18.50 1.36
Table 5.8 Comparison of bounds
With this criterion, we see that the discrepancy between Kelley’s and
Elzinga-Moore’s bounds is much less significant than suggested by §5.2: in
fact, both methods agree within a few percents.
On the other hand, the difference between lower and upper bounds is
substantial, although not disastrous. As already mentioned (Remark 4.1),
the blame is probably on the upper bound; altogether, lower bounds seem
“reasonable”. However, to solve (1.2) accurately and/or reliably, new ideas
are needed.
A possibility is d.c. optimization [6]. Indeed a cutting-plane algorithm
could be used to minimize µ overX if this latter function could be computed.
Now this computation is the maximization of a convex function over Ω – a
typical d.c. problem. Such an approach, however, is bound to be fairly heavy
because
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– the d.c. algorithm must be executed at each iteration of the outer cutting-
plane algorithm minimizing µ,
– convergence of this latter algorithm is usually slow (minimizing a nons-
mooth convex function is never easy).
In other words, we have a slowly convergent algorithm, whose each itera-
tion is expensive. These considerations demonstrate once more that (1.2) is
a hard problem when f is a convex function.
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64 CHAPITRE 3. DIMENSIONNEMENT ROBUSTE II
Chapitre 4
Optimisation de la Qualite´ de Service
Ce chapitre reproduit notre article [40], a paraˆıtre dans Computational Optimization and
Applications.
Apre`s avoir de´fini la capacite´ d’un re´seau, l’e´tape suivante est de calculer le routage opti-
mal dans ce re´seau. Ici, nous minimisons la congestion en utilisant comme objectif la fonction
moyenne de retard de Kleinrock. Le proble`me re´sultant est convexe mais non line´aire ; afin de
le re´soudre, nous imple´mentons un algorithme hybride base´ sur la relaxation lagrangienne. La
fonction duale est la somme d’un terme polye´dral et d’un terme diffe´rentiable, notre algorithme
traite le terme polye´dral [resp. diffe´rentiable] via le paradigme des plans se´cants [de Newton]. De`s
lors, une me´thode de type faisceaux proximale est utilise´e, adapte´e a` la forme particulie`re de la
fonction duale. Des illustrations nume´riques montrent la validite´ de cette approche, et e´bauchent
une comparaison avec l’approche similaire de [3].
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a smooth function (coming from the congestion function).




We consider the following problem









xk = y ∈ Rn ,
06 y < c , xk > 0 , k = 1, . . . ,K ,
(1.1)
where
· A is the node-arc incidence matrix of a graph G = (V,E) (m nodes, n arcs),
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2· xk are flow vectors representing K commodities between source nodes sk and
sink nodes tk, k = 1, . . . ,K,
· bk ∈ Rm are vectors with two nonzero components (corresponding to an origin
sk and destination tk) such that ∑mi=1 bki = 0,
· y is the total link flow vector,
· f j is proportional to the Kleinrock average delay function:
f j(y j) = y j
c j− y j if 06 y j < c j (and +∞ otherwise) , (1.2)
· c ∈ Rn is the vector of arc capacities.
Problem (1.1), often called (convex) multicommodity flow, occurs in data com-
munication networks and plays an important role in the optimization of network
performances. We mention here that the delay function may assume other forms
than (1.1). Our approach is significant only when the f j’s are nonlinear.
1.2 Numerical solution methods: outline
Various methods have been proposed in the literature to solve the multicommodity
flow problem, we refer to [20] for a review. They can be classified according to
three basic paradigms:
(i) Direct methods exploit the problem’s block structure. Most popular is flow
deviation [7] because of its simplicity; it is a special case of the Frank-Wolfe
method [6], which works on a sequence of linearized problems. It has slow
convergence and many authors have tried to improve it.
(ii) Other classical mathematical programming algorithms (Newton, conjugate
gradient) have been adapted to the structure of (1.1); see [2] for example.
(iii) Some proposals adopt a dual point of view: Lagrangian relaxation is applied
to the constraints linking x and y. This results in a concave (nonsmooth) dual
function to be maximized, which can be done by a suitable algorithm such






Fig. 1.1 Instability of Frank-Wolfe
Judged from a nonlinear optimization point of view, methods of type (i) suffer
serious convergence deficiencies; we illustrate them on Fig. 1.1, which assumes
K = 1 for simplicity (then y = x). The left part of the picture displays the poly-
hedron {Ax = b,x> 0}, as well as the level set f (x) = f (xS) passing through the
3current iterate xS (which is close to optimality). The essential idea of flow devia-
tion is to linearize f at xS, so that (1.1) becomes a linear program (let us neglect
the difficulty coming from the constraint x < c). Now the right part of Fig. 1.1
shows that the solution of this LP may jump from one extreme point to another,
called P and P′ on the picture, if xS moves to x′S; and P′ may be far from P, even
if xS and x′S are close together. The effect of this instability on the convergence is
disastrous, as is demonstrated in [22]: if f ∗ is the optimal value, we typically have
f (xS)− f ∗ ≃ 1/S.
Approximating each f j to first order is thus not accurate enough, and this moti-
vates methods of type (ii), based on second-order approximations. As for methods
of type (iii), their motivation is the decomposable structure of (1.1). The resulting
solution algorithm is made of two parts. One (minimizing the Lagrangian) treats
each flow separately; the other (maximizing the Lagrangian dual) has a complex-
ity depending only on the number n of arcs in the network. Now the aim of the
present work is to introduce in this second part the second-order approximation
that flow deviation is lacking. A similar idea was given quite recently by [1]; max-
imizing the dual by the ACCPM algorithm was then tremendously improved, both
in terms of power (solving problems with n and m up to 105 and K up to 106) and
of speed (CPU times divided by hundreds).
1.3 The proposed algorithm
The crucial ingredient for the methods of class (iii) is the algorithm maximizing
the dual function. Here we do for bundle what [1] does for ACCPM, in a manner
which can be explained as follows.
A standard approach to maximize a concave function – call it θ(u) – is cut-
ting planes [3,10], in which θ is iteratively approximated by richer and richer
polyhedral functions ˆθ . These ˆθ are successively maximized; but this results in
instabilities. A possible stabilization mechanism (the proximal bundle idea) ap-
pends to ˆθ a quadratic term centered at some “favored” iterate uˆ (essentially the
best current iterate).
Here, θ contains a well-isolated smooth component: θ = Φ +Π , where Φ is
(concave and) twice differentiable, while Π is indeed polyhedral. We therefore
use cutting planes to approximate Π only; stabilization is obtained thanks to the
quadratic approximation of Φ at uˆ: a definitely natural quadratic term.
This approach can also be explained with no reference to the proximal para-
digm. Maximizing a function θ(u) requires a model of θ , valid around the current
iterate uˆ. Here, each component of θ has a natural model:
– the second-order quadratic approximation is best suited for the smooth function
Φ , as in Newton’s method;
– the cutting-plane approximation is natural for the polyhedral function Π , as in
Kelley’s method.
Our approach thus appears as quite natural, as it totally eliminates the need for a
(somewhat artificial) proximal stabilization. By contrast, [1] keeps intact the (just
as artificial) interior-point stabilization.
The paper is organized as follows. We propose in §2 a (classical) Lagrangian
relaxation of (1.1) and in §3 our model of the dual function θ ; it uses a second-
4order oracle for Φ and an ordinary first-order oracle for Π . Our adaptation of
the bundling technique to cope with this special model is the subject of §4, while
§5 recalls the aggregation mechanism, important for primal recovery. The algo-
rithm is detailed in §6, its convergence is established in §7, while §8 shows how
to recover the primal optimal solution from the dual algorithm. Finally, §9 gives
some numerical results and we conclude in §10 with a general discussion of our
approach.
2 Lagrangian relaxation






















and we apply Lagrangian relaxation, as explained for example in [14]. We mini-
mize L(·, ·,u) for fixed u; here, this amounts to computing
Φ j(u j) := min
06y j<c j
{ f j(y j)−u jy j} , j = 1, . . . ,n, (2.1)
Π k(u) := min
{
u⊤xk : Axk = bk, xk > 0
}
. k = 1, . . . ,K (2.2)
(note that Φ j =− f ∗j , where f ∗ is the convex conjugate of the function f ). It will














θ(u), where θ(u) := Φ(u)+Π(u). (2.3)
y jy j(u j)
f j(y j)
Φ j(u j) =− f ∗j (u j)
u j
c j
Fig. 2.1 Conjugating Kleinrock’s function
5In (2.1), the optimal y j is easy to compute (see Fig. 1.2): we obtain










so that Φ j has the expression
Φ j(u j) =
{
−(√c ju j −1)2 if u j > 1c j
0 otherwise .
(2.5)
On the other hand, computing Π from (2.2) amounts to solving K independent
shortest path problems, each of which being posed between sk and tk and having
arc lengths u j . The next simple result says that this computation has to be done
with positive arc lengths only.
Proposition 2.1 Consider the set
U :=
{
u ∈ Rn : u j > 1
c j
, j = 1, . . . ,n
}
. (2.6)
For any u /∈ U, there is u′ ∈ U such that θ(u′) > θ(u). As a result, (2.3) is not
changed if the constraint u ∈U is inserted.
Proof Let u ∈ Rn be such that u j0 < 1/c j0 for some j0 and increase u j0 until the
value 1/c j0 . Because xk > 0 in (2.2), each Π k can only increase. As for the Φ j’s,
only Φ j0 can change; but (2.5) shows that it remains constantly 0. ⊓⊔
Thus, to ease the computation of the Π k’s, the constraints u j > 1/c j may be
inserted into (2.3): this does not prevent the computation of a dual optimal solution
and does not change the optimal dual value.
3 Model of the dual function
Taking advantage of Proposition 2.1, we reformulate (2.3) as
max
u∈U









To solve it, we propose a hybrid method working as follows:
– Each smooth function Φ j is approximated by its second-order development, as
in Newton’s method. This development is made at a point – call it uˆ – controlled
according to its (dual) objective value θ(uˆ).
– Each polyhedral function Π k is approximated by cutting planes, as in Kelley’s
method [10,3].
In a way, the above method can be viewed as a bundle variant [16] (see also [1]),
in which
– the cutting-plane paradigm is applied to a part of the (dual) objective function,
namely Π ,
6– stabilization around uˆ is obtained by the Newtonian term u⊤∇2Φ(uˆ)u, instead
of an artificial ‖u‖2 weighted by a hard-to-tune penalty coefficient.
Since Lagrangian relaxation is column generation, our algorithm can also be view-
ed as a Dantzig-Wolfe variant where the masters are suitably stabilized.
At each iteration s, (2.2) is solved with the iterate us, provides a shortest
path xk(us), which in turn provides an upper linearization: by definition, Π k(u)6
u⊤xk(us) for all u∈Rn. Accumulating these shortest paths, we form at the current
iteration S the K polyhedral functions
ˆΠ k(u) := min
s=1,...,S
u⊤xk(us)>Π k(u), for all u ∈ Rn. (3.2)
As for the Φ j’s, note that they have analytic derivatives over the feasible do-
main:














and that −Φ ′j(u j) = y j(u j) is the optimal y j of (2.4).
In addition to the ˆΠ k’s, suppose also that a stability center uˆ∈U is available at
the current iteration. Analogously to Π k, each Φ j will be replaced by its quadratic
approximation near uˆ:
˜Φ j(u j) := Φ j(uˆ j)− y j(uˆ j)(u j− uˆ j)+ 12M j(u j − uˆ j)
2 [≃Φ j(u j)], (3.4)
where y j(uˆ j) =−Φ ′j(uˆ j) is given by (2.4) and M j := Φ ′′j (uˆ j) by (3.3).









ˆΠ k(u), ˆθ(u) := ˜Φ(u)+ ˆΠ(u)
and the essential part of an iteration will be to maximize ˆθ , which can be viewed
as a model of the true dual function θ in (3.1). We also find it convenient to use
the change of variable h = u− uˆ: we solve
max
{
˜Φ(uˆ+h)+ ˆΠ(uˆ+h) : uˆ+h> 1/c
}
.











s.t. pik 6 (uˆ+h)⊤xk(us), for
{
k = 1, . . . ,K,




− uˆ j, j = 1, . . . ,n.
(3.5)
Note that the somewhat artificial constraint uˆ+h = u> 1/c is useful for a fast
computation of Π k(u) in (2.2); but it is even more useful for the dual algorithm:
7from (2.5), Φ ′′j (u j) = 0 if u j < 1/c j . If such a u is a uˆ, then ˜Φ j will degenerate and
(3.5) will perhaps be unbounded from above1.
Proposition 3.1 Problem (3.5) has a unique optimal solution (ˆh, pˆi), with pˆik =
ˆΠ k(uˆ+ ˆh).
Proof From standard convex analysis, each function ˆΠ k is concave; and each ˜Φ j
is a strictly concave quadratic function (from (3.3), M j < 0!): ˆθ has a unique
maximum uˆ+ ˆh, making up the h-part of the optimal solution in (3.5); and each
pik has to reach its maximal value, namely ˆΠ k(uˆ+ ˆh). ⊓⊔
Note to conclude this section that our approach can of course be applied to the
maximization of any concave function θ made up of two parts: a polyhedral one
(given by an oracle) and a smooth one (whose Hessian is at hand). In (3.4), M j is
the j jth entry of the Hessian (here diagonal) of the smooth part of θ .
4 Ascent steps, null steps and backtracking
The resolution of (3.5) predicts an increase
δ := ˆθ(uˆ+ ˆh)−θ(uˆ) (4.1)
in the dual objective function. Of course, δ > 0 since θ(uˆ) 6 ˆθ(uˆ) 6 ˆθ(uˆ+ ˆh).
Besides, we will see in Proposition 5.3 that δ is an optimality measure of uˆ: it
is natural to stop the algorithm if δ is small. So δ is indeed positive unless the
algorithm is about to stop.
Standard bundle compares the actual increase θ(uˆ+ ˆh)− θ(uˆ) to δ ; if it is
deemed insufficient, (3.5) is solved again with an enriched model; this is the
bundling process. For reasons that will soon become apparent, this technique
needs amendment. In our variant, the candidate for the next iteration is not the
output uˆ+ ˆh from (3.5) but rather u+ := uˆ+ t ˆh, for some suitable stepsize t ∈ ]0,1]
and a sufficient increase is quantified by
[θ(u+) =] θ(uˆ+ t ˆh)> θ(uˆ)+κtδ , (4.2)
κ ∈ ]0,1[ being a fixed tolerance. If (4.2) holds, uˆ can safely be moved to the
definitely better point u+; iteration S is terminated, this is an ascent step in the
bundle terminology. Theorem 7.3 will show that infinitely many such updates do
imply convergence of the algorithm.
1 This difficulty can be eliminated, though. Observe in (1.1) that the constraint y > 0 is re-
dundant; each f j of (1.2) can therefore be extended as we like on R−. A convenient extension
is






for y j 6 0,
which is C2 and strongly convex; its conjugate enjoys the same properties and the algorithm can
work.
8Now assume (4.2) does not hold. Because ˆθ is concave,
ˆθ(u+) > (1− t) ˆθ(uˆ)+ t ˆθ(uˆ+ ˆh)
> (1− t)θ(uˆ)+ t ˆθ(uˆ+ ˆh)
= θ(uˆ)+ tδ .
Failure of (4.2) therefore implies ˆθ(u+) > θ(u+)+ (1−κ)tδ ; this means that ˆθ
approximates θ badly. Then we have to decide which of the approximations ˜Φ
and ˆΠ needs improvement.
Improvement of ˆΠ is done by the bundling process, which appends in the def-
inition of ˆΠ the new data coming from the oracle (2.2), called at uˆ+ t ˆh. However,
bundling will be of no avail if (ˆh, pˆi) is still feasible in the next QP (3.5) – see
Lemma 7.4 below. To avoid an infinite loop, a sufficient improvement must be re-
quired on the next ˆΠ ; this is the whole business of a bundle method. We quantify
the required improvement as
Π(uˆ+ t ˆh)6Π(uˆ)+ t[ ˆΠ(uˆ+ ˆh)−Π(uˆ)]−κ ′tδ , (4.3)
κ ′ ∈ ]0,κ] being another positive tolerance (see Fig. 4.1). By concavity of ˆΠ , this
implies that Π(u+) is “substantially” smaller than ˆΠ (u+); and note that the next
ˆΠ is going to have the value Π(u+) at u+. If (4.3) holds, uˆ is kept as it is; again
iteration S is terminated, this is a null step.




Fig. 4.1 The new linearization passes under ˆΠ (uˆ+ t ˆh)
When (4.3) does not hold, ˆΠ(u+) can be considered as a good approximation
of Π(u+); so if (4.2) does not hold, it is ˜Φ that approximates Φ badly. To improve
it, we decrease t , compute the new value of θ and test (4.2), (4.3) again; we will
make sure in Lemma 7.1 below that this backtracking phase cannot go forever.
Let us summarize this section. An iteration of our variant solves (3.5) and tests
u+ = uˆ+ t ˆh, with three possible outputs:
– If (4.2) holds, an ascent step is made: uˆ is moved to u+ and the model ˆΠ is
updated;
– if (4.2) does not hold but (4.3) holds, a null-step is made: uˆ is kept as it is and ˆΠ
is updated;
– if neither (4.2) nor (4.3) holds, a backtracking is made: t is decreased and the
oracle (2.2) is called at the new u+, which is closer to uˆ.
Standard bundle has no backtracking: it merely uses t = 1 and overlooks (4.3).
Actually, if we had θ = Π and ˆθ = ˆΠ , (4.3) could not hold when (4.2) does not
hold. In the present variant, this argument is destroyed by the ˜Φ-part of ˆθ .
95 Toward primal recovery: the aggregate linearization
The necessary material to state the dual algorithm is now available. However, re-
member that our problem is rather (1.1) than (2.3). To establish the connection
between the two resolutions, we need some more sophisticated material from con-
vex analysis. First we introduce some notation.
· The normal cone NU(u) is the set of vectors ν ∈ Rn such that (v−u)⊤ν 6 0 for
all v ∈U ;
· y(uˆ) ∈ Rn will be the vector whose components are y j(uˆ j), see (2.4);
· M := ∇2Φ(uˆ) will be the diagonal (negative definite) n× n matrix whose j jth
element is M j = Φ ′′j (uˆ j) of (3.4);
· the unit simplex of RS will be ∆ S := {α ∈ RS : ∑s αs = 1, α > 0}.
Now we recall some elementary subdifferential calculus. Denote by
∂θ(u) :=−∂ (−θ)(u) = {g ∈ Rn : θ(v)6 θ(u)+(v−u)⊤g for all v ∈ Rn}
the “superdifferential” of the concave function θ at u.
· The superdifferential of the smooth concave function ˜Φ is its gradient: ∂ ˜Φ(u) =
−y(uˆ)+M(u− uˆ);
· the superdifferential of ˆΠ k is the convex hull of the active slopes in (3.2):
∂ ˆΠ k(u) =
{
xˆk = ∑Ss=1 αsxk(us) : α ∈ ∆ S,




· the superdifferential of ˆθ is the sum of superdifferentials:




∂ ˆΠ k(u) .
This allows us to describe the solution of (3.5):
Proposition 5.1 The unique optimal solution ˆh of (3.5) is characterized as fol-
lows: for some xˆk ∈ ∂ ˆΠ k(uˆ+ ˆh), k = 1, . . . ,K and ν ∈ NU(uˆ+ ˆh),




xˆk ∈ ∂Π(uˆ+ ˆh). (5.2)
Proof Watching for various changes of sign, apply the optimality condition [9,
Thm. VII.1.1.1(iii)]: there is some supergradient in ∂ ˆθ(uˆ+ ˆh) lying in NU(uˆ+ ˆh).






which is just (5.2). ⊓⊔
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With the particular form of U , the property ν ∈NU(uˆ+ ˆh) means that ν 6 0 is
in complementarity with uˆ+ ˆh−1/c> 0.
Note that each xˆk is a convex combination as described in (5.1). To make up
xˆ, one needs K sets of convex multipliers αk ∈ ∆ S, which indeed are the KKT
multipliers (not necessarily unique) associated with the constraint involving pik in
(3.5); any reasonable QP solver computes them, in addition to the optimal (ˆh, pˆi).
In the next statement, this remark could also be used for an alternative proof, based
on complementarity slackness:
Lemma 5.2 With the notation of Proposition 5.1, ˆΠ k(u) 6 u⊤xˆk for all u ∈ Rn.
Equality holds for u = uˆ+ ˆh. In particular, ˆΠ (uˆ+ ˆh) = (uˆ+ ˆh)⊤xˆ.
Proof Apply (5.1) with u= uˆ+ ˆh: xˆk =∑s αsxk(us) for some α ∈∆ S. The required
inequality is therefore clear from the definition (3.2) of ˆΠ k. Besides, this convex
combination involves only indices s such that (uˆ+ ˆh)⊤xk(s) = ˆΠ k(uˆ+ ˆh), so the
stated equality holds as well; and the last statement follows by summation over
k. ⊓⊔
The whole business of dual convergence will be to drive δ to 0, and this has
interesting consequences:
Proposition 5.3 With the notation of Proposition 5.1, δ = δh +δx +δν , where
δh :=−12
ˆh⊤M ˆh> 0 , δx := uˆ⊤xˆ−Π(uˆ)> 0 , δν := ˆh⊤ν > 0. (5.3)
Besides, for all u ∈U,
θ(u)6 θ(uˆ)+δx +δν − (u− uˆ)⊤gˆ. (5.4)
Proof Write the definition (4.1) of δ , using (3.4) and Lemma 5.2:





and (5.3) follows because y(uˆ)− xˆ = M ˆh−ν from (5.2).
Then remember from (3.3) that M is negative semi-definite: δh > 0. The prop-
erty δx > 0 comes from Lemma 5.2; and δν = (uˆ+ ˆh− uˆ)⊤ν is nonnegative be-
cause ν ∈ NU(uˆ+ ˆh).
Now take an arbitrary u ∈U . Using feasibility of xˆk in (2.2), concavity of Φ
and definition of normal cones,
Π(u) 6 u⊤xˆ = uˆ⊤xˆ+(u− uˆ)⊤xˆ
Φ(u) 6 Φ(uˆ)− (u− uˆ)⊤y(uˆ)
0 6 (uˆ+ ˆh−u)⊤ν = (uˆ−u)⊤ν + ˆh⊤ν.
Summing up and disclosing appropriate δ -values:
θ(u)6Π(uˆ)+δx +Φ(uˆ)+(u− uˆ)⊤(−gˆ)+δν ,
which is just (5.4). ⊓⊔
Thus, when δ is small, δh, δx and δν are small. If M behaves itself, ‖gˆ‖ is also
small and (5.4) shows that uˆ is approximately optimal in (3.1).
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6 The algorithm
We are now in a position to state the algorithm. Knowing the expression of the
Kleinrock function, it works with the help of the “oracle” solving (2.2) for given
u> 1/c. It uses the improvement parameters κ and κ ′ satisfying 0 < κ ′ 6 κ < 1,
and the stopping tolerance δ > 0. The starting point u1 ∈U is given, as well as
the initial shortest paths xk(u1) forming the initial bundle, and the initial quadratic
model ˜Φ .
Algorithm 6.1 (Combined Newton-cutting-plane algorithm (Ncp)) Initialize
S = 1, uˆ = uˆ1 = u1.
STEP 1 (Trial point finding). Find ˆh, xˆ = xˆS and gˆ = gˆS as described by Proposi-
tion 5.1. Compute δ = δ S by (4.1)
STEP 2 (Stopping test). If δ S 6 δ stop, returning uˆ and xˆ.
STEP 3 (Line-search). Set t = 1.
STEP 3.1 (Oracle call). Set u+ := uˆ+ t ˆh. Compute xk(u+) from (2.2) and the
resulting values Π(u+), θ(u+).
STEP 3.2 (Ascent test). If (4.2) holds, set uˆS+1 = u+; update the quadratic ap-
proximation ˜Φ .
Go to Step 4.
STEP 3.3 (Null-test). If (4.3) holds, set uˆS+1 = uˆS.
Go to Step 4.
STEP 3.4 (Interpolation). Select a new t “well inside” the segment ]0, t[.
Go to Step 3.1.
STEP 4 (Bundle updating and loop). For k = 1, . . . ,K, append xk(u+) obtained in
Step 3.1 to the bundle. Increase S by 1 and go to Step 1. ⊓⊔
In Step 3.4, the simplest is to divide t by 2. More sophisticated interpolation
formulae can be designed, in the spirit of cubic fitting in NLP. The expression
“well inside” can mean for example “in the segment [0.1t, 0.9t]”: the new t should
be not too close to the old t for obvious reasons, but also not too close to 0 for
convergence of the overal algorithm.
Remark 6.2 (Sum of max vs. max of sum) Our approximation of Π uses K indi-
vidual approximations ˆΠ k of (3.2). Traditional bundle methods actually ignore the
summation property Π =∑k Π k: they use just one supergradient, say ξ s ∈ ∂Π(us)
for each us, corresponding to the compound linearization u⊤ξ s of Π(u). Here, ξ s
is of course the sum of the shortest paths xk(us).
Storing S linearizations needs Sn elements (as opposed to the KSn elements










xk(us), for s = 1, . . . ,S,
u j > 1c j , j = 1, . . . ,n,
which has just S linking constraints.
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Even with the above simplification, Algorithm 6.1 needs potentially infinite
memory. However, traditional bundle methods make use of the aggregate lin-
earization xˆ revealed by Proposition 5.1: a “minimal” variant would approximate




Needless to say, these simplifications correspond to less accurate descriptions of
Π , and are therefore paid by dual iterates u+ of probably lesser quality. ⊓⊔
7 Dual convergence
In this section, we pretend that δ = 0 in Algorithm 6.1. Then we prove that
liminfδ S = 0; this implies that the algorithm will eventually stop if δ > 0. We
use the terminology introduced in §5. First we make sure that each backtracking
phase terminates.
Lemma 7.1 Assume κ + κ ′ 6 1; let −L 6 −ℓ < 0 be lower and upper bounds
on the eigenvalues of M over the segment [uˆ, uˆ+ ˆh]. Then (4.2) or (4.3) holds (or
both) whenever t 6 ℓ/L.
Proof Suppose that neither (4.3) nor (4.2) holds. Subtracting and using defini-
tions:
Φ(uˆ+ t ˆh) < Φ(uˆ)− t[ ˆΠ(uˆ+ ˆh)−Π(uˆ)]+ (κ +κ ′)tδ
= Φ(uˆ)+ t[ ˜Φ(uˆ+ ˆh)−Φ(uˆ)]+ (κ +κ ′−1)tδ
6 Φ(uˆ)+ t[ ˜Φ(uˆ+ ˆh)−Φ(uˆ)]
= Φ(uˆ)+ t
[−y(uˆ)⊤ ˆh+ 12 ˆh⊤M ˆh].
Apply some mean-value theorem to Φ : for example, denoting by ˜M the Hessian
of Φ at some point between uˆ and uˆ+ t ˆh















Divide by t > 0 and simplify to obtain
−tL‖ˆh‖2 6 t ˆh⊤ ˜M ˆh < ˆh⊤M ˆh6−ℓ‖ˆh‖2 < 0. 
Establishing convergence of a bundle method amounts to proving two distinct
results:
– If infinitely many ascent steps are performed, the stability centers uˆ form a max-
imizing sequence of θ .
– If the sequence of stability centers stops at some uˆ, then this uˆ maximizes θ
(possibly infinitely many null-steps being needed to prove this property).
These results are proved respectively in the next two sections.
13
7.1 Case of infinitely many ascent steps
To simplify our analysis, we will assume here that (1.1) is feasible. This guarantees
the Slater property, which is a key for an appropriate primal-dual behaviour:
Lemma 7.2 If (1.1) has a feasible point, then θ is sup-compact on U: for each
z ∈ R, the set of u ∈U such that θ(u) > z is (closed and) bounded. As a result,
(3.1) has a unique solution.
Proof Closedness classically follows from upper semi-continuity of a dual func-
tion. Let x˚ and y˚ = ∑k x˚k make a feasible point. Because each y˚ j < c j, we can find
ε > 0 and B > 0 such that
for j = 1, . . . ,n, y˚ j 6 y j 6 y˚ j + ε =⇒ f j(y j)6 B.
Take an arbitrary u ∈U ⊂Rn+ and set yu := y˚+ε u‖u‖ . By definition of the dual
function,
θ(u)6 L(x˚,yu,u) = f (yu)+u⊤
(






= f (yu)− ε‖u‖;
but 06 yuj 6 y˚ j +ε for each j (06 u j 6 ‖u‖!), hence f (yu)6 nB. We have proved
that z6 θ(u) implies z6 nB− ε‖u‖.
Thus, θ(u)→−∞ when ‖u‖ → +∞ in U . This classically implies that (3.1)
has at least one optimal solution. Finally, this solution is unique because of strict
concavity: Π is concave and (3.3) shows that Φ is strictly concave. ⊓⊔
Sup-compactness classically eliminates the duality gap and allows the charac-
terization of primal-dual solutions via the superdifferential of the dual function.
We will recover these results in a constructive way, by establishing appropriate
convergence properties of the sequences uˆ and (y(uˆ), xˆ) (the latter being estab-
lished in §8 below).
Theorem 7.3 Assume that (1.1) has a feasible point and let Algorithm 6.1 gener-
ate an infinite sequence S of ascent steps. Then the subsequences (δ s)S , (ˆhs)S
and (gˆs)S tend to 0; and the sequence uˆs tends to the optimal solution of (3.1)2.
Proof The increasing sequence θ(uˆs) has a limit, not larger than the optimal value
¯θ of (3.1). From Lemma 7.2, the sequence uˆs is bounded; L > 0 [resp. ℓ > 0] of
Lemma 7.1 is bounded from above [resp. away from 0], t is bounded away from
0: say t > t > 0. Then we have from (4.2)
θ(uˆs+1)> θ(uˆs)+κtδ s if s ∈S
θ(uˆs+1) = θ(uˆs) otherwise
and we obtain by summation ∑
s∈S
δ s 6 [ ¯θ − θ(u1)]/κt: (δ s)S tends to 0. The
three components of δ s in (5.3) tend to 0 as well, and this is also true of the
subsequences (gˆs)S and (ˆhs)S .
Then take a cluster point of uˆs and pass to the limit in (5.4): this cluster point
has to be the unique optimal solution of (3.1). ⊓⊔
2 Note that the whole sequence uˆs coincides with (uˆs)S , since uˆs+1 = uˆs if s /∈S .
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Note that, if (1.1) has no feasible point, then θ(uˆ) will typically tend to +∞; δ
has no reason to tend to 0, the stop in Algorithm 6.1 will never occur. To prevent
this situation, it is wise to insert an “emergency stop” when θ(uˆ) is unduly large.
7.2 Case of finitely many ascent steps
First we show that the next QP will modify the present ˆh (remember from Propo-
sition 3.1 that ˆΠ(uˆ+ ˆh) = pˆi):
Lemma 7.4 If (4.3) holds, the new linearization x(uˆ+ t ˆh) satisfies
(uˆ+ ˆh)⊤x(uˆ+ t ˆh)6 ˆΠ (uˆ+ ˆh)−κ ′δ . (7.1)
Proof Use simplified notation: with u+ = uˆ+ t ˆh, set x+ := x(u+) and z := (uˆ+
ˆh)⊤x+.




z = (uˆ+ ˆh)⊤x+
slope ˆh⊤x+
Fig. 7.1 The new linearization passes under ˆΠ (uˆ+ ˆh)
Because x+ ∈ ∂Π(u+), we have by definition Π(uˆ) 6 Π(u+)− t ˆhx+; hence
ˆh⊤x+ 6 [Π(u+)−Π(uˆ)]/t , so that




Now use (4.3) to bound Π(u+):
z6 1
t
Π(uˆ)+ ˆΠ(uˆ+ ˆh)−Π(uˆ)−κ ′δ − 1− t
t
Π(uˆ),
which is just (7.1). ⊓⊔
The proof of the next result uses explicitly the fact that all linearizations are
stored in the bundle: to accommodate the bundle compression alluded to at the
end of Remark 6.2, a more sophisticated proof would be required, along the lines
of [9, Thm. XV.3.2.4].
Theorem 7.5 Suppose the stability center stops at some iteration S: uˆs+1 = uˆs for
all s> S. Then δ s → 0 and uˆS is the optimal solution of (3.1).
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Proof The situation is as follows: at all iterations s following S, uˆ= uˆS, M and y(uˆ)
are fixed; δ = δ s forms a nonincreasing sequence since (3.5) has more and more
constraints; Proposition 5.3 then guarantees that ˆh = ˆhs is bounded. It follows
that us+1 = uˆ + tshs is also bounded, as lying in the segment [uˆ, uˆ+ ˆhs]; hence
x(us) ∈ ∂Π(us) is bounded ([9, Prop. VI.6.2.2]).
Write (7.1) and the definition (3.2) of ˆΠ at the sth iteration: for all s > S and
all r 6 s,
(uˆ+ ˆhs)⊤x(us+1)+κ ′δ s 6 ˆΠ(uˆ+ ˆhs)6 (uˆ+ ˆhs)⊤x(ur),
so that
κ ′δ s 6 (uˆ+ ˆhs)⊤[x(ur)− x(us+1)]6 B‖x(ur)− x(us+1)‖,
where we have used the Cauchy-Schwarz inequality and B is a bound for ‖uˆ+ ˆhs‖.




for all s > S and all r 6 s.
In words: around each x(ur), there is a ball of fixed radius κ ′ε/B which cannot
contain any other x; because the x’s are confined in a bounded set, this is impossi-
ble.
It follows that the monotone sequence δ s tends to 0, pass to the limit in (5.4)
to establish optimality of uˆ. ⊓⊔
8 Primal recovery
It is known that convergence of the dual algorithm has its counterpart concerning
the primal problem. However, we solve here (3.1), while the dual of (1.1) is rather
(2.3). The issue is therefore more delicate, especially when infinitely many ascent
steps are performed; we analyze this case first.
Theorem 8.1 Make the assumptions of Theorem 7.3. Then:
– the subsequence {y(us)}s∈S tends to the unique y-optimal solution of (1.1);
– for k = 1, . . . ,K, the subsequences {xˆk,s}s∈S are bounded and any of their clus-
ter points makes up an x-optimal solution of (1.1).
Proof We already know from Theorem 7.3 that (δ s)S , (ˆhs)S and (gˆs)S tend to
0. We also know that uˆs has a limit u¯; therefore y(uˆs)→ y(u¯) and we proceed to
prove that (xˆs)S → y(u¯). Note that (uˆs + ˆhs)S → u¯.
Define the set J∗ := { j = 1, . . . ,n : u¯ j = 1/c j} of artificial constraints that are
active at u¯.
– For j /∈ J∗, u¯ j > 1/c j so that uˆsj + ˆh jj > 1/c j for s∈S large enough, The property
νs ∈NU(uˆs+ ˆhs) therefore implies νsj = 0, hence xˆsj = y j(uˆs)− gˆsj tends to y j(u¯).
– For j ∈ J∗, y j(u¯) = 0; hence y j(uˆs)→ 0 and xˆsj → 0 because, from (5.2),
06 xˆsj = y j(uˆs)− gˆsj +νsj 6 y j(uˆs)− gˆsj → 0.
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Piecing together, we see that
(xˆs− y(uˆs))S → 0. (8.1)
Now write
θ(uˆs) = Φ(uˆs)+Π(uˆs) = f (y(uˆs))− (uˆs)⊤y(uˆs)+Π(uˆs)
and pass to the limit for u ∈S :
θ(u¯) = f (y(u¯))− u¯⊤y(u¯)+Π(u¯).






where we have used the notation of Proposition 5.3. Since (δ sx )S → 0,
θ(u¯) = f (y(u¯)). (8.2)
Finally, the convergent sequence (xˆs)S is bounded. Being nonnegative and
summing up to (xˆs)S , the subsequences (xˆk,s)S are also bounded. Consider a
cluster point: say, with S ′ ⊂ S , (xˆk,s)S ′ → x¯k for k = 1, . . . ,K. The x¯k’s are
feasible in (1.1) and they sum up to y(u¯): (x¯,y(u¯)) makes a feasible point in (1.1).
In view of (8.2), weak duality tells us that this point is primal optimal. ⊓⊔
The case of finitely many ascent steps is just easier, as uˆs reaches its limit u¯ for
some finite s.
Theorem 8.2 Suppose that the stability center stops at some iteration S. Then the
conclusions of Theorem 8.1 hold, withS replaced by the whole sequence S+1, . . .
In fact, uˆS is the optimal solution of (3.1).
Proof Invoke Theorem 7.5: the whole sequences δ s, ˆhs and gˆs converge to 0. Then
proceed exactly as for Theorem 8.1, with the simplifying property that uˆs = u¯ for
all s > S. ⊓⊔
Note that this result makes no assumption about primal feasibility . . . and yet
proves primal existence! This has an interesting consequence:
Corollary 8.3 Suppose that (1.1) has no feasible point. Then the dual function θ
does not reach its maximum.
Proof Suppose for contradiction that (3.1) has an optimal solution u¯. Initialize
Algorithm 6.1 with u1 = u¯. There can be no descent step and Theorem 8.2 estab-
lishes the existence of an optimal primal solution. ⊓⊔
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9 Numerical illustrations
To get a feeling of the numerical merits of our approach, we benchmark it on 16
test-problems against two implementations of its direct concurrent: the standard
bundle method, which we briefly recall now.
If no attention is paid to its smoothness, Φ can be approximated via the lin-
earizations ¯Φ sj(u j) := Φ j(u j)− (u j − usj)⊤y j(usj), instead of the quadratic func-
tions ˜Φ j(u j) of (3.4). Then Φ can be approximated just as Π by a polyhedral
function (call it ˆΦ) instead of the quadratic function ˜Φ of (3.4); then a bundle
method maximizes the resulting polyhedral approximation ˆΦ + ˆΠ of θ , stabilized
by a quadratic term 12t ‖u− uˆ‖2; t > 0 is a parameter. Standard bundle methods
maximize this approximation, and then manage the stability center uˆ just as in
Algorithm 6.1 (except that no backtracking is necessary).
An implementation in the spirit of the present paper uses the individual ap-














s.t. φ j 6 ¯Φ sj(uˆ j +h j), j = 1, . . . ,n ,
pik 6 (uˆ+h)⊤xk(us), k = 1, . . . ,K ,
}
s = 1, . . . ,S,
h j > 1c j − uˆ j, j = 1, . . . ,n.
We will refer to this implementation as bfull, as it fully splits the approximation
of θ . Now remember Remark 5: ignoring the summation in Φ , we can also use
the compound (less accurate) polyhedral approximation Φ(u) 6 mins ∑ j ¯Φ sj(u j).
















¯Φ sj(uˆ j +h j) ,
pik 6 (uˆ+h)⊤xk(us), k = 1, . . . ,K ,
 s = 1, . . . ,S,
h j > 1c j − uˆ j, j = 1, . . . ,n.
We also compare our method to this implementation, referred to as bhalf: it uses
only a half of the splitting possibilities in θ .
With Algorithm 6.1 (referred to as Ncp), this makes three solvers, which have
been implemented in C on a bi-processor Intel Xeon (30.06GHz, 1.5GB RAM)
under Linux operating system. Both standard bundle variants are home-made im-
plementations of [12] (in particular for the t-management); Dijkstra’s algorithm is
used for the shortest path problems and the various QP are solved by Cplex 10.0.
We use κ = κ ′ = 0.1 in Algorithm 6.1; the stopping criterion is δ = 10−6 for Ncp
and ε = 10−6 for bfull and bhalf. We group the commodities by source nodes
so that each computation of Π calls at most m times Dijkstra’s algorithm.
The results are summarized in Table 9.1.
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i t e r a t i o n s t o t a l C P U r e l a t i v e fi n a l θ - a c c u r a c y
P b m n K
N c p b f u l l b h a l f N c p b f u l l b h a l f N c p b f u l l b h a l f
1 1 4 2 2 2 3 1 2 ( 8 8 ) 1 9 6 4 5 0 . 0 3 0 . 2 0 2 8 6 . 2 0 . 0 . 1 0 − 6
2 1 9 6 8 3 0 5 ( 6 ) 1 1 1 6 0 . 0 2 0 . 1 4 0 . 0 8 0 . 1 0 − 7 0 .
3 6 0 2 8 0 1 0 0 7 ( 9 5 ) 1 4 9 3 0 . 2 0 1 . 4 7 8 . 0 1 0 . 0 . 0 .
4 6 1 1 4 8 1 2 2 7 ( 8 ) 2 4 1 6 7 1 . 0 7 8 . 8 4 6 1 . 0 9 0 . 0 . 2 × 1 0 − 8
5 2 0 6 4 1 3 3 7 ( 8 ) 1 6 1 5 6 0 . 3 5 2 . 6 7 7 0 . 5 9 0 . 0 . 5 × 1 0 − 8
6 1 2 2 3 3 2 1 6 2 9 ( 9 0 ) 2 1 3 0 9 0 . 6 1 5 . 2 3 4 9 5 . 4 0 . 0 . 1 0 − 8
7 1 0 0 6 0 0 2 0 0 7 ( 9 6 ) 1 7 1 9 0 0 . 7 8 6 . 9 1 2 5 0 . 6 0 . 1 0 − 8 2 × 1 0 − 8
8 3 0 7 2 3 3 5 7 ( 1 0 4 ) 2 4 1 0 0 0 * 0 . 1 3 3 . 5 6 5 9 8 2 . 1 0 . 1 0 − 7 3 × 1 0 − 6
9 2 1 6 8 4 2 0 7 ( 8 ) 4 2 1 5 1 5 . 6 2 8 8 . 6 6 8 5 6 . 5 0 . 0 . 6 × 1 0 − 7
1 0 1 0 0 8 0 0 5 0 0 1 0 ( 3 0 4 ) 1 6 2 7 4 9 . 6 0 2 6 . 3 2 2 0 6 1 0 . 4 × 1 0 − 8 8 × 1 0 − 7
1 1 6 7 1 7 0 7 6 1 8 ( 1 3 3 ) 3 2 1 5 8 4 . 8 4 6 4 . 2 6 4 0 9 . 0 . 3 × 1 0 − 8 5 × 1 0 − 8
1 2 3 4 1 6 0 9 4 6 5 ( 6 ) 1 4 2 8 5 1 . 0 3 1 2 . 2 0 1 6 5 0 . 2 0 . 5 × 1 0 − 8 5 × 1 0 − 8
1 3 3 0 0 2 0 0 0 1 0 0 0 1 1 ( 3 1 9 ) 2 2 5 6 9 7 3 . 3 7 3 2 2 . 5 1 3 0 5 6 4 . 0 . 7 × 1 0 − 9 2 × 1 0 − 7
1 4 4 8 1 9 8 1 5 8 3 9 ( 8 0 ) 2 2 8 0 3 1 3 . 0 9 6 8 . 4 5 5 h 4 5 0 . 1 0 − 7 4 × 1 0 − 7
1 5 8 1 1 8 8 2 3 1 0 3 ( 4 ) 1 9 1 0 0 0 * 2 . 4 4 3 0 8 . 5 1 2 8 h 0 . 3 × 1 0 − 7 9 × 1 0 − 4
1 6 1 2 2 3 4 2 2 8 8 1 9 ( 7 3 ) 3 0 1 0 0 0 * 3 1 1 . 8 5 7 6 4 . 5 4 2 h 0 . 2 × 1 0 − 7 2 × 1 0 − 2
T a b l e 9 . 1 C o m p a r i s o n o f A l g o r i t h m 6 . 1 ( N c p ) w i t h t w o a l t e r n a t i v e s t a n d a r d b u n d l e i m p l e m e n t a t i o n s ( b f u l l a n d b h a l f ) .
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– The first group of 4 columns describes the 16 test problems, ranked by number K
of commodities (recall that the number of dual variables is n). Problems 3,7,10
and 13 are the random networks already used in [20]. Problems 1 and 4 are
nso22 and nso148, well known in the convex optimization community: see [2,
8]. The remaining test problems are based on actual networks.
– The next group of columns gives the number of QP solved; column Ncp gives
also the number of oracle calls (given by the number of backtracking steps; for
standard bundle, one iteration solves one QP and calls the oracle once).
– Computing times are in seconds; they are mainly indicative and would probably
change substantially with the use of a specialized QP solver such as [11,13,4].
– The last three columns are constructed as follows: for each test-problem, the best
θ -value obtained by the three methods is called optimal (note that Ncp is always
the winner); then we record the final gap obtained by the other two methods.
This table is rather eloquent. In terms of accuracy, all methods are comparable,
except three failures of bhalf; but Ncp is drastically faster. First, it always requires
less iterations. Also, the work per iteration is definitely smaller for bhalf, which
solves a much cheaper quadratic program. Nevertheless, its computing time is
overwhelmed by the two others’, even forgetting the three instances where the
stopping criterion could not be reached.
If comments on the behaviour of Ncp should be ventured, we could observe
that the number of QP resolutions is remarkably and consistently small. This prob-
ably means that the polyhedral part Π of θ is easily approximated by the poly-
hedral model ˆΠ (only few null-steps are performed). However there are relatively
many bactrackings, which occur in the early iterations, when Newton’s model ap-
proximates Φ poorly; more backtrackings are needed when the number n of arcs
is larger. As for CPU, it is mostly spent by the QP solver; computing Π is mar-
ginal in comparison, even for example in Problem 16, which computes 73x2881
shortest paths.
Table 9.1 allows some rudimentary comparison with other existing methods.
In fact, the projection method [2] and ACCPM [8] were tested in [18] on Problems
3, 7, 10 and 13. Combining the results reported in [18, Table 4] with ours in Table
9.1 gives Table 9.2. Only iteration numbers are recorded: no reliable comparison
could be established concerning computing times, the machines being so different.
Recall that Ncp has two iteration numbers: one for the QP and one for the oracle.
For the other two methods, these two numbers are equal.
Problem 3 7 10 13
m-n-K 60-280-100 100-600-200 100-800-500 300-2000-1000
Ncp 7(15) 7(96) 10(304) 11(319)
PM [2] 36 988 92 9949
ACCPM [8] 12 15 13 15
Table 9.2 Comparison of Ncp with PM and ACCPM on four problems.
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10 Putting the method in perspective
We conclude with a discussion on some general aspects of this work.
(i) Field of applicability. Our method is of course not limited to the Kleinrock
delay function, not even to the format (1.1). We can have for example primal
problems of the type
min f (y)+h(x) , Ax−By = d , x ∈ P . (10.1)
Minimizing the Lagrangian
L(x,y,u) = f (y)−u⊤By+h(x)+u⊤Ax−d⊤u
results in a dual function of the type
θ(u) =− f ∗(B⊤u)+Π(u)−d⊤u
where Π(u) := minx∈P h(x)+u⊤Ax. No particular assumption is needed on P and
h, except that Π(u) must be computable for given u. Besides, polyhedral P and h
are preferred (see (iv) below).
Our approach is relevant whenever f ∗ is twice differentiable. According to [9,
Corollary X.4.2.10], this essentially requires an f which is twice differentiable,
with a positive definite Hessian. Indeed, the Lagrangian has then a unique mini-
mum y(u) with respect to y, given by the system of equations
∇ f (y)−B⊤u = 0 .
From the implicit function theorem, y(u) is differentiable and our calculations in
§2 can be reproduced.
More generally, we have here a method to maximize a sum θ(u) = Φ(u) +
Π(u) of two concave functions, where Φ is twice differentiable. Three informa-
tions are needed for each u: a supergradient of Π , as well as the differential ele-
ments ∇Φ(u) and ∇2Φ(u). Note that, if Φ is known only through its gradient, the
method can still work via the approximation of ∇2Φ by a quasi-Newton strategy.
(ii) Other variants. Our algorithm is based on the so-called proximal bundle me-
thod. Since several other forms exist (let us cite level bundle [15], dual bundle
[17], bundle-trust [21], see also [5]), a relevant question is whether they could
be considered as well. The above comments suggest that they are actually less
adapted to the present problem. It does make a lot of sense to approximate Φ
[resp. Π ] by its second-order development ˜Φ [resp. polyhedral ˆΠ ], and add these
two approximations to obtain ˜Φ + ˆΠ ≃Φ +Π .
Similarly, line-search is not the only possible strategy for backtracking. An
alternative is for example the “curved search” of [16], in which u+ solves
max ˜Φ(u)+ ˆΠ(u)− 1
2t
‖u− uˆ‖2 , u> 1/c . (10.2)
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Interpreting 1/2t as a Lagrange multiplier, this is essentially equivalent to the
trust-region technique, familiar in nonlinear programming:
max ˜Φ(u)+ ˆΠ(u) , ‖u− uˆ‖6 ∆ , u> 1/c
(see [19] for a review). This approach is motivated by badly conditioned Hessians
∇2Φ : it annihilates the second-order term in ˜Φ when t ց 0 in (10.2) (or equiva-
lently ∆ ց 0). On the other hand, it requires one more resolution of the quadratic
master after each backtrack.
(iii) Convergence theory. Our results of §7 are limited to a rather particular situa-
tion:
– Compactness automatically holds (Lemma 7.2); the stability centers are bound-
ed, and this makes life much easier to establish convergence.
– The quadratic term in the master problem (3.5) behaves itself: the ℓ and L of
Lemma 7.1 are appropriately bounded, which allows an easy proof of Theorem
7.3. We do not know if this proof would be preserved with a more nasty Φ .
– Algorithm 6.1 keeps all the answers from the oracle (2.2) to make up ˆΠ . Yet,
as alluded to in Remark 6.2, it is standard practice to clean the bundle when
necessary, to spare memory and ease the QP solver; this would kill the proof of
Theorem 7.5. This proof can probably be generalized but still, the work has to
be done.
The smooth aspect of the method also presents some interest, in particular the in-
teraction between bundling and backtracking. In summary, an improved and more
thorough convergence theory deserves study.
(iv) Numerical efficiency. A question then naturally arises: does our variant really
deserve attention? Does it really improve standard implementations of the existing
optimization methods? Table 9.1 suggests a definite yes but what is the generality
of our experiments?
We believe that the whole issue is whether Π is well approximated by ˆΠ , i.e.
whether Π looks like a polyhedral function (with respect to (i) above, so is the
case if P and h of (10.1) are polyhedral, with moderately many corners). Then
bundling will not be crucial, a few pieces in ˆΠ will suffice. Newton will take care
of approximating Φ (very efficiently, as is well-known). As a result, convergence
will be fast (namely comparable to Newton). In terms of (1.1), the property Π ≃ ˆΠ
means that the optimal flows look like paths: they split only at few nodes, and in
only few branches.
In fact, stabilization of a cutting-plane algorithm can be viewed as follows:
we do know that ˆΠ overestimates the actual Π , sometimes drastically; the bundle
technique subtracts a (Euclidean) term from ˆΠ , hopefully improving the approxi-
mation. Here we subtract nothing. If ˆΠ were really a bad approximation of Π , it
would perhaps be a better idea to introduce a stabilizing parameter t > 0 and solve
the quadratic master (10.2).
Note that the role of t is here different from that in (ii): the additionnal Euclid-
ean term is here supposed to improve the approximation ˆΠ ≃ Π and all possible
values of t > 0 are a priori suitable. In (ii), this Euclidean term was supposed to
improve the approximation ˜Φ ≃Φ and successive trials with decreasing values of
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t ∈ ]0,1] were natural. As usual with the bundle approach, an appropriate manage-
ment of t would be delicate here; especially if it interferes with its backtracking
role of (ii).
Our experiments, confirmed by those of [1], suggest that this stabilization is
useless, at least with the instances that we have tested: they are probably close to
multicommodity shortest path problems, i.e. their optimal flows ar close to true
paths. This might be due to the fact that capacities are “comfortable”, in terms
of the traffic they have to accommodate. For stiffer instances, a refinement as
suggested in (10.2) might improve convergence if necessary. This technique might
also become useful if ˆΠ is replaced by the compound approximation mentioned
in Remark 6.2.
(v) Implementation questions. Needless to say, our numerical experiments in §9
are only preliminary; their ambition is limited to checking the viability of the
method and the role of the Newton term, as compared with a standard proximal
term. More intensive experiments should in particular involve serious comparisons
with competitors such as projection [2] or ACCPM [8,1], on a set of common
test-problems. To be conclusive, however, these comparisons should involve large
instances. The quadratic master problem (3.5) then becomes large-scale and hard
to solve by our general-purpose CPLEX software: a more refined QP solver is
then needed. Beyond [11,13,4] already mentioned, such a solver could follow the
ideas of [2].
Let us elaborate on this last point. Neglecting for simplicity the constraint
u> 1/c (remember footnote 1, page 7), (3.5) is easy to dualize. As in (2.4), (3.4),
call yˆ := (∇ f )−1(uˆ) (a primal stabilizer) the unique point minimizing f (y)− uˆ⊤y
and form the quadratic approximation of f around yˆ; say
˜f (y) := ∇ f (yˆ)⊤(y− yˆ)+ 1
2
(y− yˆ)⊤∇2 f (yˆ)(y− yˆ) .
Then the dual of the simplified (3.5) consists in minimizing a quadratic function







, xk ∈ conv{xk(u1), . . . ,xk(uS)} , k = 1, . . . ,K .
This problem is very similar to the one considered in [2]; a similar resolution
method could then be considered. Alternatively, we can say that our Newton-
cutting plane method is very similar to that of [2], with a special rule to update the
quadratic approximation (i.e. the primal center yˆ); this rule takes care in particular
of the capacity constraints y < c.
The constraint u > 1/c that we negleced in the above development is really
troublesome: (3.5) would be a lot easier to solve if u were free inRn. This is so true
that [1] developed a whole machinery (using “compound congestion functions”)
to somehow anticipate the really active part of u.
Let us finally say a word about the choice of parameters. Numerical methods
have often some parameters hard to tune, which may perceivably (or critically)
influence convergence; this may have a bad influence on the robustness of the
method. Here there are only two such parameters: κ and κ ′ of §4 (barring the
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above-mentioned t). They play the role of the Armijo-Goldstein parameters in
classical (smooth) optimization, which are known to have marginal influence on
convergence. The same insensitivity should be observed here; indeed, we have not
even bothered to try other values than κ = κ ′ = 0.1, which could be considered as
“default” values.
Acknowledgment. We are indebted to the referees, whose thorough readings and
insightful comments were decisive to improve an earlier version of this paper.
References
1. F. Babonneau and J.P. Vial. Proximal-accpm with a nonlinear constraint and active set
strategy to solve nonlinear multicommodity flow problems. Mathematical Programming,
forthcoming, 2006.
2. D. Bertsekas and E.M. Gafni. Two-metric projection methods for constrained optimization.
SIAM J. Control and Optimization, 22:936–964, 1983.
3. E. Cheney and A. Goldstein. Newton’s method for convex programming and Tchebycheff
approximations. Numerische Mathematik, 1:253–268, 1959.
4. A. Frangioni. Solving semidefinite quadratic problems within nonsmooth optimization al-
gorithms. Computational Operational Research, 23(11):1099–1118, 1996.
5. A. Frangioni. Generalized bundle methods. SIAM J. on Optimization, 13(1):117–156, 2003.
6. M. Frank and P. Wolfe. An algorithm for quadratic programming. Naval Research Logistic
Quarterly, 3:95–110, 1956.
7. M. Gerla, L. Fratta, and L. Kleinrock. The flow deviation method: an approach to store-
and-forward communication network design. Networks, 3:97–133, 1984.
8. J.-L. Goffin, J. Gondzio, R. Sarkissian, and J.-Ph Vial. Solving nonlinear multicommodity
flow problems by the analytic center cutting plane method. Mathematical Programming,
76:131–154, 1996.
9. J.-B. Hiriart-Urruty and C. Lemare´chal. Convex Analysis and Minimization Algorithms.
Springer Verlag, Heidelberg, 1993. Two volumes.
10. J. E. Kelley. The cutting plane method for solving convex programs. J. of the SIAM, 8:703–
712, 1960.
11. K. C. Kiwiel. A dual method for certain positive semidefinite quadratic programming prob-
lems. SIAM J. on Scientific and Statistical Computing, 10(1):175–186, 1989.
12. K. C. Kiwiel. Proximity control in bundle methods for convex nondifferentiable minimiza-
tion. Mathematical Programming, 46(1):105–122, 1990.
13. K.C. Kiwiel. A Cholesky dual method for proximal piecewise linear programming. Nu-
merische Mathematik, 68:325–340, 1994.
14. C. Lemare´chal. Lagrangian relaxation. In M. Ju¨nger and D. Naddef, editors, Computational
Combinatorial Optimization, pages 112–156. Springer Verlag, Heidelberg, 2001.
15. C. Lemare´chal, A.S. Nemirovskii, and Yu.E. Nesterov. New variants of bundle methods.
Mathematical Programming, 69:111–148, 1995.
16. C. Lemare´chal and C. Sagastiza´bal. Variable metric bundle methods: from conceptual to
implementable forms. Mathematical Programming, 76(3):393–410, 1997.
17. C. Lemare´chal, J.-J. Strodiot, and A. Bihain. On a bundle method for nonsmooth optimiza-
tion. In O.L. Mangasarian, R.R. Meyer, and S.M. Robinson, editors, Nonlinear Program-
ming 4, pages 245–282. Academic Press, 1981.
18. P. Mahey, A. Ouorou, L. LeBlanc, and J. Chifflet. A new proximal decomposition algorithm
for routing in telecommunication networks. Networks, 31:227–238, 1998.
19. J.J. More´. Recent developments in algorithms and software for trust region m ethods. In
A. Bachem, M. Gro¨tschel, and B. Korte, editors, Mathematical Programming, the State of
the Art, pages 258–287. Springer-Verlag, Berlin, 1983.
20. A. Ouorou, Ph. Mahey, and J-Ph. Vial. A survey of algorithms for convex multicommodity
flow problems. Management Science, 47(1):126–147, 2000.
21. H. Schramm and J. Zowe. A version of the bundle idea for minimizing a nonsmooth func-
tion: conceptual idea, convergence analysis, numerical results. SIAM J. on Optimization,
2(1):121–152, 1992.
22. Ph. Wolfe. Convergence theory in nonlinear programming. In J. Abadie, editor, Integer and
Nonlinear Programming, pages 1–36. North Holland, 1970.
