Monte Carlo simulation. In model-based CEAs, this is done by randomly drawing from the distribution of uncertain parameters and calculating cost and effectiveness outcomes.
Generally, this method in the health economics literature is referred to as probabilistic sensitivity analysis (PSA).
The expected value of partial perfect information (EVPPI, or partial EVPI) is the expected gain in benefit by completely resolving uncertainty around a subset of evidence 1 . The EVPPI can be used as a generic measure to compare the relative importance of uncertainty in parameters of a decision model. Population EVPPI sets an analytical upper limit on the budget of future research aimed at obtaining more information on those parameters.
Unfortunately, calculation of the EVPPI is often computationally intensive as it generally requires a two-level nested Monte Carlo expectation 1 . Alternative methods for EVPPI calculation have been proposed; they are either based on parametric assumptions or work only in special cases (e.g., when the model is multi-linear on its parameters), while others have been proved to be incorrect (see 2 for a review). There are some meta-modeling approaches in calculating the EVPPI but they too come with certain assumptions and require considerable expertise for implementation 2, 3 .
This paper presents a novel and simple method for calculating single-parameter EVPPI. The main advantages of the present method are its computational efficiency, that it only relies on the data generated through the PSA, and that one set of simulations is enough to generate
EVPPIs for all uncertain parameters of the model.
We begin by defining the mathematical formulation of the EVPPI. Next, we outline the concepts underlying the new method and accordingly, propose an estimator for the EVPPI. The convergence in probability of the estimator to the true EVPPI is proved. We elaborate on a visual tool for checking the performance of the algorithm. We then compare the numerical and computational performance of the new algorithm with the conventional two-level Monte Carlo simulation method using three exemplar models.
Methods

Context and notations
Let denote the set of all uncertain parameters that are represented by probability distributions. We denote the single parameter whose EVPPI is of interest as . Let represent the function that calculates the NB of the decision (out of a total of decisions) associated with a realized value of . A fundamental assumption in any stochastic CEA is that has a finite expected value and a finite variance, so that by calculating with several random samples from and averaging the results, one can obtain convergent estimate for the expected value of cost and effectiveness for each decision. Let be the (continuous) probability density function of . Let and denote the lower and upper bounds (either or both can be infinite) of .
The PSA is performed by randomly drawing from the distribution of and calculating the net benefit (NB) for all decisions, repeating this process times. The PSA data can be denoted by { where is the random draws from the distribution of the parameter of interest (ordered ascendingly, without loss of generality), and is the corresponding matrix of NBs (the draws from the other parameters are irrelevant and are omitted in this notation).
We define the function as the expected NB of the decision conditional on the parameter of interest being fixed at :
.
Where indicates expectation with regard to all parameters except in . In this case the EVPPI for the parameter can be written as .
The main difficulty in calculating (3) is the first term on the right hand side which comprises of two nested expectations separated by a maximization step. As these expectations are analytically intractable for all but the simplest situations, a two-level Monte Carlo simulation is often used for their calculation, such that the inner and outer levels perform, respectively, the inner and outer expectations in the left term of (3) 1 . There does not seem to be an overarching rule for the sample size of the simulations 4 , but even with a few thousand iterations at each level, the overall number of simulation runs required easily becomes overwhelming.
Concept
The concept underlying the present method can be described as a 'data segmentation approach to EVPPI calculation'. We start by defining ,
the function that returns the index of the decision that has the highest expected net benefit at a given value of . The heuristic is that if a decision has the maximum net benefit at , it probably has the maximum net benefit at the vicinity of as well. The function is therefore, for the most realistic scenarios, piecewise constant with finitely many pieces (as illustrated in Figure 1 ). As such, it is good enough to restrict our attention to the set of such functions in calculating the EVPPI. 
with and . The reason for using such a formula for the EVPPI is that the right side of equation (5) 
with and . Then define ,
as an estimator of the EVPPI from the PSA data.
Putting all these together, the algorithm for single-parameter EVPPI calculation suggests that one calculates (7) with a large enough from the PSA data. The power of this method is its computational efficiency compared to the two-level Monte Carlo method as well as its ability to estimate EVPPI for all individual parameters from one set of PSA data. For a proof of the convergence of to the true please refer to the Appendix.
Choosing the number of segmentation points, and a visual tool for checking the assumptions
The convergence of to the true EVPPI rests on the critical assumption that , the number of fitted segmentation points, is at least as large as , the number of true segmentation points (discontinuity points on ). One can indeed choose a very large to ensure this condition is satisfied. However, we note that each additional segmentation point can cause overestimation of the EVPPI in finite PSA samples (due to the maximization step in (7)). Therefore a parsimonious choice for is important for avoiding overtly overestimated EVPPIs.
The expectation that is piecewise constant rests generally on logical relation between the input parameters and net benefit of decisions in a decision-analytic model. The nature of such relation can often be deduced even before looking at the data. For example, it is rationally expected that the higher the treatment effect size, the higher the incremental net benefit of treatment vs. no treatment; or the higher the prevalence of the disease, the higher the incremental net benefit of a screening vs. no screening decision. That is, the incremental net benefit function between such pairs of decisions monotonically varies with the parameter of interest. This line of reasoning therefore suggests that an economical choice for would be , the total number of pairs of decisions in a -decision task.
Fortunately, there is a powerful visual tool for assessing such an assumption: for a pair of decisions and , define the quantity ,
where is the indicator function taking the value of one when the condition is satisfied, and zero otherwise. Note that is the running cumulative sum of the incremental net benefits between decisions and from the PSA data, after creating an ordered version of the PSA data (such that ) which can be calculated very easily in a spreadsheet.
We note that the term is a Monte Carlo estimator of .
Because any crossing point of and corresponds to an extremum on , one can expect to observe an extremum on its Monte Carlo estimator, , around such values as well. This is clearly observable in Figure 2 . The left panel presents the scatter plot of the incremental net benefits against from the PSA data, and the right panel is the function, for three parameters of a decision-analytic model (model 1 in the next section).
Clearly, an extremum is visible on for the first and second parameters, indicating a positive EVPPI, while for the third parameter, the function does not have a clear extremum, suggesting that EVPPI=0.
<<Figure 2 around here>>
The visual inspection of the performance of the algorithm therefore involves plotting for all pairs of decisions, and checking if an extremum is visible, corresponding to a segmentation point (or in rare occasions if there are more than one segmentation points).
Simulation studies
We compared the performance of this algorithm with that of the conventional two-level method using two decision-analytic models. Model 1 ( Raleigh, North Carolina, USA). between the new method with a PSA of size 1,000,000 and the two-level method with 1,000 runs for both the outer and inner loops as both methods involve equal number of model runs.
The calculated RMSEs for the parameter pSurvival_Rx and pSurvival_NoRx were, respectively, 31 and 12 times lower in the new method than the two-level method. Another interesting observation is that for the parameter cRx, which has a true EVPPI of zero, the reduction in its SD with successively increasing PSA sizes in the new method is greater than the inverse of the square-root of the PSA size (as one would expect for an estimator). This is perhaps due to the fact that the SD of the estimator is affected both by the chance of the algorithm in finding a segmentation point, as well as the sample standard error of the EVPPI given a fixed segmentation point, both of which decrease as the PSA size increases. For model 2, the ratio of SDs ranges from 14 for to 31 for between the conventional two-level and the new method when the total number of model runs is 1,000,000.
Implementation
We have developed an add-in for Microsoft Excel (version 2007, Microsoft Corporation, Redmond, WA, USA) that performs EVPPI calculations from the PSA data (uploaded as supplementary material). The program requires random samples from the parameter of interest as well as the corresponding vector of net benefits for each decision (if one vector for net benefit is provided, the program assumes it is the vector of incremental net benefits between two decisions). The calculations are based on equation (7), finding up to one segmentation for each pair of decisions. We have also provided an R function that fits up to two segmentation points for each pair of decisions and provides graphical output including the plot of running cumulative sums for visual inspection. <<Table 1 around here>>
Discussion
While the EVPPI provides an easily interpretable measure of the decision uncertainty, the conventional two-step Monte Carlo simulation for EVPPI calculation is computationally demanding and a likely barrier to its implementation to many cost-effectiveness studies. In this paper, we proposed a novel method for single-parameter EVPPI calculation, proved its consistency, and empirically demonstrated its performance.
The proposed approach facilitates single-parameter EVPPI calculation as a by-product of the probabilistic sensitivity analysis. On its own, we have shown the approach to be more efficient versus the conventional two-level Monte Carlo simulation. This efficiency is magnified in models with many parameters since one set of PSA data is required to calculate the singleparameter EVPPI for all stochastic parameters. Besides being more efficient, this approach is simpler, since it only requires data that are generated through PSA-data that is a standard output of any stochastic cost-effectiveness analysis-in comparison to the conventional EVPPI calculation method that needs either to be built in the modeling software or be implemented by the analyst 6 .
The presented technique is also insensitive to first-level uncertainty, meaning that in modelbased CEAs it can equally be used in the individual-level (microsimulation) models. This is because the algorithm only needs an unbiased estimator of NB. In patient-level simulations, the NB generated for each simulated individual is an unbiased estimator of the population NB provided that the individual-level covariates are sampled from distributions that represent their variation among the target population.
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The present method is not the first method for alternative computation of EVPPI. It can be contrasted with four different methods of EVPPI calculations reviewed by Coyle et al. 2 . Aside from the generic two-step Monte Carlo method, they also reviewed the Unit Normal Loss
Integral (UNLI) method, a single-step Monte Carlo method, and a quadrate method based on numerical integration of the outer expectation, which is especially wieldy for one-parameter EVPPI 1 . The UNLI and single-step simulation are only valid for special cases. The quadrature method seems to be especially comparable with our method. While the quadrature method requires less computation than the two-step approach, the outer integration part should yield high coverage of the probability distribution of the parameter of interest, and the inner Monte
Carlo simulation sample should be large enough to minimize the bias caused by maximization.
Meanwhile, unlike our method, the quadrature method cannot use the same set of data to calculate EVPPI for different parameters.
Recently, Strong et al. developed a method for EVPPI calculation which is operationally very similar to the method presented here 7 . The idea in their approach is to partition the domain of the parameter of interest to an arbitrary number of intervals, and instead of performing a nested Monte Carlo simulation at a given value of , simply average the NBs for each decision for all the within the same interval (see equations (3) and (4) in their report). This obviates the need for the two-level Monte Carlo simulation and allows for the calculation of the EVPPI from the PSA data. They discuss that for the small (large) number of segments, their algorithm has a downward (upward) bias, but show that for a wide range of the number of segments, it generates estimated EVPPIs close to the real ones (see Figure 1 in their report). The method presented in this work can be seen as an improved version of this approach as instead of partitioning the domain of into an arbitrary number of intervals, it chooses the segmentation points only at relevant points (corresponding to discontinuity points in ). We also believe the formal proof of the convergence in probability of the estimator presented in this paper is more rigorous than the theoretical justification provided by Strong et al. based on the linear approximation of the net benefit function in small intervals.
The foremost shortcoming of this approach is that it can only be used for one parameter at a time. This is because with more than one parameter the net benefit is a 'surface' function of model parameters, not a one-dimensional curve, and crossing points of surfaces are not a finite set of points. As a note of caution, there is no additivity rule for multivariate EVPPI, meaning that one cannot simply sum (or use other arithmetic operations on) EVPPIs for individual parameters to calculate joint EVPPI for a set of parameters 8 . Convergence of the novel EVPPI estimator in probability to its true value means it is at least an asymptotically unbiased estimator. However, as the results of the simulations indicate, it has asymptotic upward bias, and such bias is larger in smaller samples. This bias is generated by the noise in the data around the segmentation points, as the optimization step will inevitably capture some such noise towards overestimating EVPPI. Adjusting for such bias will remain the focus of further research.
The empirical results indicate that with PSA sizes of 10,000 and above such bias has negligible effect.
There is broad consensus that EVPPI should be presented in the results of economic evaluations, but given complexities in calculation and computation, few studies have reported such results. Our hope is that this simple method for calculating single-parameter EVPPI can overcome these hurdles. Our method has been tested on only a small set of sample models, and so its efficiency in more complex models needs to be further explored. The development of methods for bias adjustment and statistical selection of the number of segments could improve the results further. Extensions to this concept for calculation of similar metrics such as the expected value of sample information (EVSI) should also be added to the research agenda.
Appendix: proof of convergence in probability of to
Here we prove that with a fixed size of , and provided that is equal or greater than , the true number of segmentation points (discontinuity points on ), the term converges in probability to the left term of EVPPI (i.e., ). This is proved in two stages. .
So by setting and , and all other to the index of the largest element in that is smaller than (and this is why we need ; extra elements in are all set to ) the right side term is achievable. Also, this is the maximum value a piecewise constant function can achieve as it picks the maximum NB at all points of . This guarantees the above equality.
Lemma 2:
If then where indicates convergence in probability.
Proof: During the proof we use the following propositions (whose proofs are either very simple or well known) that are later referenced by their index. (where is an error term with zero expectation)
where is already proved in lemma 1 to converge to as grows to infinity. So we proceed by proving that converges in probability to zero. This term is the maximum sum of errors over segments, and hence is not greater than times the sum of errors of a segment with maximum sum of errors, and not less than times the sum of errors of a segment with minimum sum of errors:
Now we change the maximization and minimization condition to ,
. given that is non-negative, . Because of the fundamental assumption of the finiteness of , , and made in the introduction, . 
