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LOCAL TIMES AND SAMPLE PATH PROPERTIES OF THE
ROSENBLATT PROCESS
GEORGE KERCHEV, IVAN NOURDIN, EERO SAKSMAN, AND LAURI VIITASAARI
Abstract. Let Z = (Zt)t≥0 be the Rosenblatt process with Hurst index H ∈
(1/2, 1). We prove joint continuity for the local time of Z, and establish Hölder
conditions for the local time. These results are then used to study the irregularity
of the sample paths of Z. Based on analogy with similar known results in the case
of fractional Brownian motion, we believe our results are sharp. A main ingredient
of our proof is a rather delicate spectral analysis of arbitrary linear combinations
of integral operators, which arise from the representation of the Rosenblatt process
as an element in the second chaos.
Mathematics Subject Classifications (2010): Primary 60G18; Secondary 60J55.
Keywords: Rosenblatt process, Local times, Fourier transform, Hilbert-Schmidt
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1. Introduction
The Rosenblatt process Z = (Zt)t≥0 is a self-similar stochastic process with long-
range dependence and heavier tails than those of the normal distribution. It depends
on a parameter H ∈ (1
2
, 1) which is fixed in what follows. The process Z belongs
to the family of Hermite processes that naturally arise as limits of normalized sums
of long-range dependent random variables [6]. The first Hermite process is the
fractional Brownian motion, which is Gaussian and thus satisfies many desirable
properties. The Rosenblatt process is the second Hermite process: it is no longer
Gaussian and was introduced by Rosenblatt in [19]. Although less popular than
fractional Brownian motion, the Rosenblatt process is attracting increasing interest
in the literature, mainly due to its self-similarity, stationarity of increments, and
long-range dependence properties. See for example [1, 5, 13, 16] for recent studies
on different aspects of this process.
The Rosenblatt process (Zt)t≥0 admits the following stochastic representation,
also known as the spectral representation:
Zt =
∫
R2
Ht(x, y)ZG(dx)ZG(dy). (1.1)
In (1.1), the double Wiener-Itô integral is taken over x 6= ±y and ZG(dx) is a
complex-valued random white noise with control measure G satisfying G(tA) =
|t|1−HG(A) for all t ∈ R and Borel sets A ∈ R and G(dx) = |x|−Hdx. The kernel
1
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Ht(x, y) is given by
Ht(x, y) =
eit(x+y) − 1
i(x+ y)
, (1.2)
and is a complex valued Hilbert-Schmidt kernel satisfying Ht(x, y) = Ht(y, x) =
Ht(−x,−y) and
∫
R2
|Ht(x, y)|2G(dx)G(dy) <∞. In particular, the spectral theorem
applies, see [6], and allows one to write
Zt
d
=
∞∑
k=1
λk(X
2
k − 1), (1.3)
where (Xk)k≥1 is a sequence of independent standard Gaussian random variables
and (λk)k≥1 are the eigenvalues
1 (repeated according to the possible multiplicity) of
the self-adjoint operator A : L2G(R)→ L2G(R), given by
(Af)(x) :=
∫
R
Ht(x,−y)h(y)G(dy) =
∫
R
Ht(x,−y)h(y)|y|−Hdy.
Furthermore,
∑
k≥1 λ
2
k <∞ and thus (1.3) converges.
The goal of the present paper is to study the occupation density (also known as
the local time) L(x, I) of Z, where x ∈ R and I ⊂ [0,∞) is a finite interval. Recall
that for a deterministic function f : R+ → R, the occupation measure of f is defined
by
ν(A,B) = µ(B ∩ f−1(A)),
where A ⊂ R and B ⊂ R+ are Borel sets and µ is the Lebesgue measure on R+.
Observe that ν(A,B) represents the amount of time during a period B where f
takes value in A. Then, when ν(·, B) is absolutely continuous with respect to µ, the
occupation density (or local time) is given by the Radon-Nikodym derivative
L(x,B) =
dν
dµ
(x,B).
We study the local time via the analytic approach initiated by Berman [3]. The
idea is to relate properties of L(x,B) with the integrability properties of the Fourier
transform of f . Recall the following key result [8]:
Proposition 1.1. The function f has an occupation density L(x,B) for x ∈ R, B ∈
B([u, U ]) which is square integrable in x for every fixed B iff∫
R
∣∣∣∣∫ U
u
exp(iξf(t))dt
∣∣∣∣2 dξ <∞.
1We shall actually later work more with the singular value sequence, which for a compact self-
adjoint operator coincides with sequence of the absolute values of the eigenvalues in a decreasing
order, and each one repeated according to multiplicity. Singular values have the advantage that
they can be defined also for non-self-adjoint operators and satisfy very handy inequalities.
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Moreover, in this case, the occupation density can be represented as
L(x,B) =
1
2π
∫
R
∫
B
exp(iξ(x− f(s)))dξds.
The deterministic function f(t) can be chosen to be the single path of a stochastic
process (Xt)t≥0. To show almost sure existence and square integrability of L(x,B)
in that case, it will be enough to show that
E
[∫
R
∣∣∣∣∫ U
u
exp(iξXt)dt
∣∣∣∣2 dξ
]
<∞,
or equivalently ∫
R
∫ U
u
∫ U
u
E[exp(iξ(Xs −Xt))]dsdtdξ <∞. (1.4)
If (Xt)t≥0 is Gaussian, then one can evaluate E[exp (iξ(Xs −Xt))] explicitly to es-
tablish (1.4). It leads to the well-known Gaussian criterion:
Proposition 1.2 (Lemma 19 in [8]). Suppose that X is Gaussian and centered, and
satisfies ∫
[u,U ]2
∆(s, t)−1/2dsdt <∞,
where ∆(s, t) = E[(Xs − Xt)2]. Then (Xt)t≥0 has an occupation density L =
L(x,B, ω) which, for B fixed, is P−a.s. square integrable in x.
In our setting (Xt)t≥0 = (Zt)t≥0 is the Rosenblatt process which is not Gaussian.
Nevertheless, a careful analysis of E[exp(iξ(Zs − Zt))] via (1.3) yields (1.4). This is
the approach in [20] where existence of the local time of the Rosenblatt process was
first established. In this paper we show a considerably more involved bound on the
Fourier transform which in turn will yield deeper results regarding the irregularity
properties of the sample paths. The following is the key result of our paper:
Proposition 1.3. Let n ∈ N and 0 ≤ η<1−H
2H
. Then, for any times 0≤u < U , the
Rosenblatt process satisfies∫
[u,U ]n
∫
Rn
n∏
j=1
|ξj|η
∣∣∣∣∣E exp
(
i
n∑
j=1
ξjZtj
)∣∣∣∣∣ dξdt ≤ Cnn2nH(1+η)(U − u)(1−H(1+η))n,
(1.5)
where the constant C > 0 depends only on H and η.
Proposition 1.3 can be applied to obtain the following Hölder conditions on
L(x,B).
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Theorem 1.4. Let (Zt)t≥0 be a Rosenblatt process with H ∈
(
1
2
, 1
)
. The local time
(x, t) 7→ L(x, [0, t]) is almost surely jointly continuous and has finite moments. For
a finite closed interval I ⊂ (0,∞), let L∗(I) = supx∈R L(x, I). There exist constants
C1 and C2 such that, almost surely,
lim sup
r→0
L∗([s− r, s+ r])
r1−H(log log r−1)2H
≤ C1, (1.6)
for any s ∈ I and
lim sup
r→0
sup
s∈I
L∗([s− r, s+ r])
r1−H(log r−1)2H
≤ C2. (1.7)
In particular, the local time L(x, I) is well defined for any fixed x and interval
I ⊂ (0,∞). Explicit estimates for the moments of the local time are provided in
Theorem 3.1 below. As a direct corollary we obtain:
Corollary 1.5. For any finite closed interval I ⊂ (0,∞) there exists constants C1
and C2, independent of x and t, such that, almost surely, for every t ∈ I and every
x ∈ R
lim sup
r→0
L(x, [t− r, t+ r])
r1−H(log log r−1)2H
≤ C1,
and for every x ∈ R
lim sup
r→0
sup
t∈I
L(x, [t− r, t+ r])
r1−H(log r−1)2H
≤ C2.
Moreover, we get the following for a particular Hausdorff measure:
Corollary 1.6. Let I ⊂ (0,∞) be a finite closed interval. There exists a constant
C such that for every x ∈ R we have
Hφ(Z−1(x) ∩ I) ≥ CL(x, I), a.s.,
where Hφ denotes φ-Hausdorff measure with φ(r) = r1−H(log log r−1)2H .
Furthermore, we can get a result on the behavior of the trajectories of Z.
Corollary 1.7. Let I ⊂ (0,∞) be a finite closed interval. There exists a constant
C > 0 such that for every s ∈ I we have, almost surely,
lim inf
r→0
sup
s−r<t<s+r
|Zt − Zs|
rH(log log r−1)−2H
≥ C,
and
lim inf
r→0
inf
s∈I
sup
s−r<t<s+r
|Zt − Zs|
rH(log log r−1)−2H
≥ C.
In particular, Z is almost surely nowhere differentiable.
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In Section 2 we establish our main result Proposition 1.3. As we are dealing with
a second order Hermite process, we are forced to control from below singular val-
ues of somewhat unwieldy operators (see Remark 5.3 below). For this purpose we
need to introduce several technical lemmas exhibiting tools from operator theory
and harmonic analysis, including the theory of weighted integrals. Their proofs are
postponed into Section 5. Section 3 is dedicated to some results regarding the exis-
tence and joint continuity of the local time. In particular, bounds on the moments
of L(x,B) are obtained. Finally, in Section 4, Theorem 1.4 and Corollaries 1.5-1.7
are established.
2. Integrability of the Fourier transform
The purpose of this section is to provide a proof of Proposition 1.3. We first
outline the main steps as Lemmas 2.1-2.4 and then we establish (1.5). The proofs
of the lemmas are carried out in Section 5.
We use the following normalization for the Fourier transform
f̂(ξ) :=
∫
R
e−iξxf(x)dx,
for ξ ∈ R and f ∈ C∞0 (R). The norm in the weighted space L2G is defined as
‖f‖2
L2G
:=
∫
R
|f(x)|2G(x)dx.
First, we obtain a representation of the left-hand side of (1.5) using the eigenvalues
of an integral operator.
Lemma 2.1. Let t ∈ Rn+, ξ ∈ Rn, and let At,ξ : L2G(R) → L2G(R), be the operator
given by
(At,ξf)(x) =
∫
R
n∑
j=1
ξj
eitj(x−y) − 1
i(x− y) f(y)|y|
−Hdy
Let (λk)k≥1 be the sequence of the singular values
2 of At,ξ. Then,∣∣∣∣∣E exp
(
i
n∑
j=1
ξjZtj
)∣∣∣∣∣ =∏
k≥1
1
(1 + 4λk2)1/4
.
Next, instead of studying the properties of λk, defined as in Lemma 2.1, we introduce
an operator that is unitarily equivalent to At,ξ, and obtain estimates for its singular
values.
Lemma 2.2. The operator At,ξ is unitarily equivalent to
Bt,ξ := c(H)KH/2MgKH/2 : L
2(R)→ L2(R) (2.1)
2Note that for a self-adjoint operator T the singular value sequence consists of absolute values
of the eigenvalues, repeated according to multiplicity. For later purposes it is useful to speak of
singular values since some of the results we will be using in Section 5.1 are valid only for singular
values.
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where g(x) =
∑n
j=1 ξjχ[0,tj ](x), Mg is the multiplication operator (Mgf)(x) := g(x)f(x)
and Kα is a convolution operator defined via the Fourier transform:
(K̂αf)(x) := |x|−αf̂(x),
for α ∈ (−1/2, 1/2). Furthermore, if t0 = 0 < t1 < · · · < tn ≤ 1, and we set ξ0 = 0,
the nth singular value µn of Bt,ξ (and then also of At,ξ) satisfies
µn(Bt,ξ) ≥ C(H)( max
1≤j≤n
|ξj − ξj−1||tj − tj−1|H)µ˜2n, (2.2)
where µ˜n ∼ c(H)n−H/2, and c(H), C(H) > 0 are constants that only depends on
H.
The next step is to provide bounds on integrals involving expressions like on the
right-hand side of (2.2). First, the following result holds.
Lemma 2.3. Define for s ∈ R, the function
G(s) :=
∞∏
k=1
(1 + 4s2µ˜4k)
−1/4. (2.3)
Then the product (2.3) converges and G(s) > 0 for s > 0. Moreover, there is a
constants c3 = C3(H) such that, for all β ≥ 1,∫ ∞
0
sβ−1G(s)ds ≤ cβH3 Γ(βH), (2.4)
where Γ is the Gamma function.
The next technical result gives an expression for an integral of a function similar to
the maximum term appearing in (2.2). In particular, let f0 : R
n
+ × Rn → R+ be
given by
f0(t, y) := t
H
1 |y1| ∨ tH2 |y2| ∨ · · · ∨ tHn |yn|. (2.5)
Then the following holds:
Lemma 2.4. Assume that γj ∈ [0, H−1− 1) for each j where H ∈ (0, 1), and write
γav = n
−1
∑n
j=1 γj. Then,∫
Sn−1
∫
t1+···+tn≤1
t1,...,tn≥0
n∏
j=1
|yj|γj (f0(t, y))−n(1+γav)dtHn−1(dy)
=
n1/2(1 + γav)
∏n
j=1
[
2
1+γj
Γ(1−H(1 + γj))
]
Γ(n(1−H(1 + γav)) + 1) , (2.6)
where Hn−1(dy) is the (n− 1)-dimensional Hausdorff measure.
Now that the main technical steps are outlined, we present the proof of Proposi-
tion 1.3.
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Proof of Proposition 1.3. Note first that, by Lemma 2.1,∫
[u,U ]n
∫
Rn
n∏
j=1
|ξj|η
∣∣∣∣∣E exp
(
i
n∑
j=1
ξjZtj
)∣∣∣∣∣ dξdt
=
∫
t∈[u,U ]n
∫
ξ∈Rn
n∏
j=1
|ξj|η
∞∏
k=1
(
1 + 4µk(At,ξ)
2)
)−1/4
dξdt =: I.
We first perform a reduction to the case u = 0. For that purpose recall that
Lemma 2.2 verifies that the operator At,ξ is unitarily equivalent to the operator
c(H/2)
∑n
j=1 ξjKH/2Mχ[0,tj ]KH/2. Next, assuming that tj ≥ u for all j ∈ {1, . . . , n},
Lemma 5.1 yields that, for every k ≥ 1,
µk
( n∑
j=1
ξjKH/2Mχ[u,tj ]KH/2
)
= µk
(
UH/2,[u,∞)
n∑
j=1
ξjKH/2Mχ[0,tj ]KH/2
)
≤ Rµk(At,ξ),
where we used the Minimax principle (see [4, Corollary III.1.2]) andR := ‖UH/2,[u,∞)‖.
On the other hand, by the translation invariance of the Fourier-multipliers Kα we
see that, for every k ≥ 1,
µk
( n∑
j=1
ξjKH/2Mχ[u,tj ]KH/2
)
= µk
( n∑
j=1
ξjKH/2Mχ[0,tj−u]KH/2
)
.
Then, µk(At,ξ) ≥ R−1µk(At−ue,ξ), where e = (1, . . . , 1), and hence a change of
variables in the integral I yields
I ≤
∫
t∈[U−u]n
∫
ξ∈Rn
n∏
j=1
|ξj|η
∞∏
k=1
(
1 + 4A−1µk(At,ξ)
2)
)−1/4
dξdt := I ′. (2.7)
Above, I ′ is our integral I reduced to the case u = 0 up to a constant R in the
integrand.
We then assume that u = 0 and consider the integral I ′. By symmetry, I ′ equals
n! times the same integral restricted to the ordered set {0 ≤ t1 < · · · < tn ≤ U −u}.
Again, At,ξ is unitarily equivalent to KH/2MgKH/2, where
g =
n∑
j=1
ξjχ[0,tj ] =
n∑
j=1
ξ′jχIj ,
where Ij = [tj−1, tj] with t0 := 0 and ξ
′
j :=
∑n
ℓ=j ξj, j = 1, . . . , n. For notational
purposes we set ξ′n+1 = 0 We also make the change of variables t
′
j = tj − tj−1,
j = 1, . . . , n. Both changes of variables have Jacobian equal to 1. According to (2.2)
of Lemma 2.2 and Lemma 2.3:
I ′ ≤ n!
∫
t′1+...+t
′
n≤U
t′1,...,t
′
n>0
∫
ξ′∈Rn
n∏
j=1
|ξ′j − ξ′j+1|ηG(c′f0(t′, ξ′))dt′dξ′
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where c′ > 0 (which also incorporates the constant R) and f0 is as in (2.5).
Next, note that for every η≥ 0, |ξ′j − ξ′j+1|η ≤ 2(η−1)∨0(|ξ′j|η + |ξ′j+1|η) and thus
n∏
j=1
|ξ′j − ξ′j+1|η ≤ c′′n
∑∏
|ξ′j|γj ,
where c′′ := 2(η−1)∨0 and the exponents in each term of the sum satisfy γj ∈ {0, η, 2η},
and γav := n
−1
∑n
j=1 γj = η. The number of summands is 2
n−1, since ξ′n+1 = 0. For
any fixed exponent sequence (γ1, . . . , γn) we switch to polar coordinates |ξ′| = r′,
ξ′/r = w′:∫
t′1+...+t
′
n≤U
t′1,...,t
′
n>0
∫
ξ′∈Rn
n∏
j=1
|ξ′j|γjG(c′f0(t′, ξ′))dt′dξ′
=
∫
t′1+...+t
′
n≤U
t′1,...,t
′
n>0
∫
|w′|=1
∫ ∞
0
r′n−1r′nη
n∏
j=1
|w′j|γjG(c′r′f0(t′, w′))dr′Hn−1(dw′)dt′
= (c′)−n(1+η)
(∫ ∞
0
Rn(1+η)−1G(R)dR
)
×
×
∫
t′1+...+t
′
n≤U
t′1,...,t
′
n>0
∫
|w′|=1
n∏
j=1
|w′j|γj (f0(t′, w′))−n(1+η)Hn−1(dw′)dt′,
where R := c′r′f0(t
′, w′). Apply Lemma 2.3 to estimate the R-integral and set
t′ = Uv. By the H-homogeneity of f0 in the t-variable the previous integral is upper
bounded by
c
n(1+η)H
3 (c
′)−n(1+η)Γ(n(1 + η)H)×
× U (1−H(1+η))n
∫
v1+...+vn≤1
v1,...,vn>0
∫
|w′|=1
n∏
j=1
|w′j|γj (f0(v, w′))−n(1+η)Hn−1(dw)dv
for some constant c3 = C3(H) > 0. Next, by Lemma 2.4 the above is further
bounded by
C(H, n)U (1−H(1+η))nΓ(n(1 + η)H)
n1/2(1 + η)
∏n
j=1
[
2
1+γj
Γ(1−H(1 + γj))
]
(c′)n(1+η)Γ(n(1−H(1 + η)) + 1)
≤ C(H, n)U (1−H(1+η))n
( 2
c′1+η
Γ(1−H(1 + 2η))
)n Γ(nH(1 + η) + 1)
n1/2Γ(n(1−H(1 + η)) + 1) ,
where C(H, n) := (c3/c
′)−n(1+η)H and we used the fact that the Gamma function
is decreasing on (0, 1) and γj ≤ 2η. Summing over the 2n−1 different exponent
sequences (γ1, . . . , γn) and recalling the n! factor introduced in the beginning of the
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proof yields
I ≤C(H)U (1−H(1+η))n
( 4
c′1+η
Γ(1−H(1 + 2η))
)nΓ(n+ 1)Γ(nH(1 + η) + 1)
Γ(n(1−H(1 + η)) + 1)
=U (1−H(1+η))nCn
Γ(n+ 1)Γ(nH(1 + η) + 1)
Γ(n(1−H(1 + η)) + 1) ,
where C > 0 depends only on H and η. Finally, an application of Stirling’s formula
establishes (1.5):
I ≤ Cnn2nH(1+η)U (1−H(1+η))n,
for a different C > 0 depending only on H and η (recall that we reduced to the case
u = 0). 
Proposition 1.3 establishes integrability properties of the Fourier transform of the
local time and leads to good moment estimates for the local time in next section.
In turn, Section 4 uses the moment estimates to deduce several important results
regarding the asymptotic behavior of the local time.
3. Joint continuity of the local times and moment estimates
In the present section we apply Proposition 1.3 to produce moment estimates for
the local time, that are of some independent interest.
Let t > 0 and x ∈ R. We recall from [20] that the local time L(x, t) := L(x, [0, t])
for the Rosenblatt process Z exists and admits the representation3
L(x, t) =
1
2π
∫
R
∫ t
0
eiξ(x−Zs)dsdξ. (3.1)
Our next step is to show that L(x, t) is Hölder-continuous both in time and space,
and also to establish bounds on its moments.
Theorem 3.1. For every 0 ≤ s < t and x ∈ R,
E|L(x, t)− L(x, s)|n ≤ cnnn2H |t− s|(1−H)n. (3.2)
Moreover, for any 0 ≤ γ < 1−H
2H
and y ∈ R, we have
|E(L(x+ y, [s, t])− L(x, [s, t]))n| ≤ cnnn2H(1+γ)|t− s|(1−H−γH)n|y|γn. (3.3)
In both inequalities the constant c depends only on γ and H.
3A priori, after [20], the occupation density is defined only as an L2-density, and hence they
are not necessarily well-defined for fixed x. Thus some of our computations below might seem
unfounded. However, one may use Proposition 1.3 to first prove uniform regularity bounds for
suitable mollifications, which justifies (3.1) for any fixed x and our computations later on.
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Proof. First, by (3.1),
E
(
L(x+ y, [s, t])− L(x, [s, t]))n
=(2π)−n
∫
Rn
∫
[s,t]n
(
n∏
j=1
(exp(iξj(x+ y))− exp(iξjx))
)
E exp
(
−i
n∑
j=1
ξjZvj
)
dvdξ
Next, since γ ∈ [0, 1) (recall that H > 1/2), we have
n∏
j=1
| exp(iξjy)− 1| ≤ 2n
n∏
j=1
(|y||ξj| ∧ 1) ≤ 2n
n∏
j=1
((|y||ξj|)γ ∧ 1) ≤ 2n|y|γn
n∏
j=1
|ξj|γ,
where we have used that |eix − 1| ≤ |x| ∧ 2 ≤ 2(|x| ∧ 1), for all x. Therefore,∣∣E(L(x+ y, [s, t])− L(x, [s, t]))n∣∣
≤π−n|y|γn
∫
Rn
∫
[s,t]n
n∏
j=1
|ξj|γ
∣∣∣∣∣E exp
(
−i
n∑
j=1
ξjZvj
)∣∣∣∣∣ dvdξ.
Now, Proposition 1.3 with η = γ yields:∣∣E(L(x+ y, [s, t])− L(x, [s, t]))n∣∣ ≤ Cn|y|γn(t− s)1−H(1+γ)nn2nH(1+γ),
where C > 0 is a function of H and γ and (3.3) is established.
Similarly, by (3.1), using L(x, s) ≤ L(x, t) for 0 ≤ s < t,
E|L(x, t)− L(x, s)|n
=
(
(2π)−n
∫
[s,t]n
∫
Rn
exp
(
ix
n∑
j=1
ξj
)
E exp
(
−i
n∑
j=1
ξjZuj
)
dξdu
)
≤ (2π)−n
∫
[s,t]n
∫
Rn
∣∣∣∣∣E exp
(
−i
n∑
j=1
ξjZuj
)∣∣∣∣∣ dξdu
≤
( C
2π
)n
n2nH(t− s)(1−H)n,
where the last inequality follows from Proposition 1.3 with η = 0, and C > 0 is a
function of H and γ. 
As an immediate consequence of the above moment bounds and Kolmogorov cri-
terion (see e.g. [15, Theorem 3.23]) we obtain:
Corollary 3.2. Almost surely, the local time L(x, t) is jointly Hölder continuous in
t and x.
The next theorem is a modification of Theorem 3.1, where one shifts the process
in the x-direction by the value Za, where a is a fixed point.
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Theorem 3.3. Let s < t and let a > 0 satisfy a ≤ s or a ≥ t. Then,
E|L(x+ Za, t)− L(x+ Za, s)|n ≤ cn(n)n2H |t− s|(1−H)n. (3.4)
Moreover, for any 0 ≤ γ < (H−1 − 1)/2,
|E(L(x+ y + Za, [s, t])− L(x+ Za, [s, t]))n| ≤ cn(n)n2H(1+γ)|t− s|(1−H−γH)n|y|γn.
(3.5)
In both cases the constant c > 0 depends only on γ and H.
Proof. Let Yt = Zt−Za. The occupation measure of Y is just the occupation measure
of Zt translated by the (random) constant Za. Since the occupation measure of Zt
has a continuous density, the occupation measure of Yt has also a continuous density
given by LY (t, x) = LZ(t, x + Za). Thus, in order to prove the claim, it suffices to
show the estimates for LY (t, x). For the first claim, we then proceed as before,
noting that, again, LY (x, s) ≤ LY (x, t),
E|LY (x, t)− LY (x, s)|n
= (2π)−n
∫
[s,t]n
∫
Rn
exp
(
ix
n∑
j=1
ξj
)
E exp
(
i
n∑
j=1
ξjYuj
)
dξdu
≤ (2π)−n
∫
[s,t]n
∫
Rn
∣∣∣∣∣E exp
(
i
n∑
j=1
yjYuj
)∣∣∣∣∣ dydu.
Let first a ≤ s. By stationarity of the increments, we have
E exp
(
i
n∑
j=1
yjYuj
)
= E exp
(
i
n∑
j=1
yj(Zuj − Za)
)
= E exp
(
i
n∑
j=1
yjZuj−a
)
.
Thus change of variable vj = uj − a gives∫
[s,t]n
∫
Rn
∣∣∣∣∣E exp
(
i
n∑
j=1
yjYuj
)∣∣∣∣∣ dydu =
∫
[s−a,t−a]n
∫
Rn
∣∣∣∣∣E exp
(
i
n∑
j=1
yjZvj
)∣∣∣∣∣ dydv
from which the claim follows by Proposition 1.3 just as in the proof of Theorem 3.1
with η = 0, and C > 0 is a function of H and γ. Similarly, for a ≥ t stationarity of
increments imply
E exp
(
i
n∑
j=1
yjYuj
)
= E exp
(
−i
n∑
j=1
yj(Za − Zuj )
)
= E exp
(
−i
n∑
j=1
yjZa−uj
)
.
This can be treated exactly the same way by using first change of variable vj = a−uj.
This concludes the proof. 
The moment bounds obtained above translate into the following tail estimates.
Their proof is a standard application of Chebychev’s inequality, and hence we omit
the proof.
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Corollary 3.4. (i) For any finite closed interval I ⊂ (0,∞),
P(L(x, I) ≥ |I|1−Hu2H) ≤ C1 exp(−c1u) (3.6)
and
P(|L(x, I)− L(y, I)| ≥ |I|1−H−γH |x− y|γu2H(1+γ)) ≤ C2 exp(−c2u). (3.7)
(ii) For I = [a, a+ r] or I = [a− r, a], we have
P(L(x+ Za, I) ≥ r1−Hu2H) ≤ C1 exp(−c1u) (3.8)
and
P(|L(x+ Za, I)− L(y + Za, I)| ≥ r1−H−γH |x− y|γu2H(1+γ)) ≤ C2 exp(−c2u). (3.9)
4. Proofs of main theorems
In this section we present proofs to our main results, namely Theorem 1.4 and
Corollaries 1.5-1.7. We start with two auxiliary lemmas.
Lemma 4.1. There exists η > 0 such that
Eeη|Z1| <∞.
Proof. This follows by observing that by Lemma 2.1 the characteristic function of
Z1 has a bounded analytic extension to a strip {|Im θ| < δ0} for some δ0 > 0. 
Proposition 4.2. Let (Zt)t≥0 be the Rosenblatt process and set I = [s − h, s + h],
where h ≤ 1 and s > 0. Then,
P(sup
t∈I
|Zt − Zs| ≥ u) ≤ C exp
(
− u
c1hH
)
,
where c1 and C are constants that depend only on H.
Proof. By stationarity of increments and self-similarity we have the distributional
equality (|Zr − Zv|)r∈I ∼ (|h|H |Zr|)r∈[0,1]. Hence it is enough to consider case s = 0
and h = 1. At this point we recall the Garsia-Rodemich-Rumsey inequality [10].
Proposition 4.3. Let Ψ(u) be a non-negative even function on (−∞,∞) and p(u)
be a non-negative even function on [−1, 1]. Assume both p(u) and Ψ(u) are non
decreasing for u ≥ 0. Let f(x) be continuous on [0, 1] and suppose that∫ 1
0
∫ 1
0
Ψ
(
f(x)− f(y)
p(x− y)
)
dxdy ≤ B <∞.
Then, for all s, t ∈ [0, 1],
|f(s)− f(t)| ≤ 8
∫ |s−t|
0
Ψ−1
(
4B
u2
)
dp(u).
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In particular4, if Ψ(u) = |u|p and p(u) = |u|α+1/p where α ≥ 1/p and p ≥ 1, then
for any continuous f and t ∈ [0, 1],
|f(t)− f(0)|p ≤ Cα,ptαp−1
∫
[0,1]2
|f(r)− f(v)|p|r − v|−αp−1drdv.
Here the constant Cα,p is given by Cα,p = 4 · 8p
(
α + p−1
)p(
α− p−1)−p. Thus, for
fixed α and large enough p, we have Cα,p ≤ C˜p, where C˜ depends on the chosen α.
We apply this to f(t) = Zt and choose α =
H
2
, in order to obtain for p > 4/H :
sup
t∈[0,1]
|Zt|p ≤ C ′p
∫
[0,1]2
|Zr − Zv|p|r − v|−Hp/2−1drdv.
By stationarity of increments and self-similarity we have E|Zr−Zv|p = |r−v|HpE|Z1|p,
which leads to
E sup
t∈[0,1]
|Zt|p ≤ C ′pE|Z1|p
∫
[0,1]2
|r − v|Hp/2−1drdv ≤ c2C ′pE|Z1|p
≤ CpE|Z1|p.
By Lemma 4.1 we may choose η > 0 such that Eeη|Z1| <∞. Then we have
EeηC
−1 supt∈[0,1] |Zt| =
∞∑
k=0
(ηC−1)kE supt∈[0,1] |Zt|k
k!
≤
∞∑
k=0
ηkE|Z1|k
k!
= E
∞∑
k=0
ηk|Z1|k
k!
= Eeη|Z1| <∞
The claim follows easily from this by Chebyshev’s inequality. 
We are now in position to prove Theorem 1.4. After we have the moment and
tail estimates from Section 3 at our disposal, the remaining ideas of the proof follow
closely those of [2, Theorem 4.3]. The main difference is that in our case, we do not
have Gaussian structures at our disposal leading to some modifications.
Proof of Theorem 1.4. We divide the proof into five steps. In the first four steps we
prove (1.6). The proof of (1.7) will then be established in step 5.
Throughout steps 1-4 we denote g(r) = r1−H(log log r−1)2H , where r < e, and
C+n := [s, s+ 2
−n], C−n := [s− 2−n, s]. It actually suffices to prove
lim sup
n→∞
L∗(C±n )
g(2−n)
≤ C
almost surely. Moreover, it suffices to consider only the interval C+n , as C
−
n can be
treated by exactly the same arguments and by considering the interval [a − r, a] in
Corollary 3.4. Throughout the proof, we denote by ci, i = 1, 2, . . . generic constants
4Actually, this special case can also be obtained from a standard trace theorem for Besov spaces.
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that varies throughout the proof. We also write simply Cn = [s, s+ 2
−n] instead of
C+n .
Step 1: Set u = 2c12
−nH log n, where c1 is given in Proposition 4.2. Then Proposi-
tion 4.2 gives
P
(
sup
t∈Cn
|Zt − Zs| ≥ 2c12−nH logn
)
≤ c2 exp(−2 logn) = c2n−2.
Hence Borel-Cantelli lemma implies that there exists n1 = n1(ω) such that for
n ≥ n1 we have
sup
t∈Cn
|Zt − Zs| ≤ 2c12−nH log n.
Step 2: Set θn = 2
−nH(log log 2n)−2H and define
Gn = {x ∈ R : |x| ≤ 2c12−nH log n, x = θnp, for some p ∈ Z}.
Then
#Gn ≤ c3(logn)1+2H
and (3.8) implies
P(max
x∈Gn
L(x+ Zs, Cn) ≥ c4g(2−n)) ≤ c5(log n)1+2Hn−c6b1
which is summable by choosing c4 large enough which in turn forces c6 large. Thus
Borel-Cantelli gives for large enough n ≥ n2(ω) ≥ n1(ω) that
max
x∈Gn
L(x+ Zs, Cn) ≤ c4g(2−n)). (4.1)
Step 3: Given integers n, k ≥ 1 and x ∈ Gn we set
F (n, k, x) = {y = x+ θn
k∑
j=1
εj2
−j : εj ∈ {0, 1}, 1 ≤ j ≤ k}.
Pair of points y1, y2 ∈ F (n, k, x) is said to be linked if y2−y1 = θnε2−k for ε ∈ {0, 1}.
Next fix 0 < γ <
1
H
−1
2
and choose positive δ such that δ2H(1 + γ) < γ. Set
Bn =
⋃
x∈Gn
∞⋃
k=1
⋃
y1,y2
{|L(y1+Zs, Cn)−L(y2+Zs, Cn)| ≥ 2−n(1−H−γH)|y1−y2|γ(c72δk log n)2H(1+γ)}
where ∪y1,y2 is the union over all linked pairs y1, y2 ∈ F (n, k, x). Now (3.9) with
u = c72
δk log n implies
P(Bn) ≤ c3(logn)1+2H
∞∑
k=1
4k exp
(−c82δk log n) .
Here we have used the fact #Gn ≤ C(logn)1+2H and that for given k there exists
less than 4k linked pairs y1, y2. Now, again by choosing c7 large enough which makes
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c8 large, we get
∞∑
n=2
(log n)1+2H
∞∑
k=1
4k exp
(−c82δk logn) <∞.
This further implies, again by Borel-Cantelli lemma, that Bn occurs only finitely
many times.
Step 4: Let n be a fixed and assume that y ∈ R satisfies |y| ≤ 2c12−nH logn.
Then we may represent y as y = limk→∞ yk with
yk = x+ θn
k∑
j=1
εj2
−j,
where y0 = x ∈ Gn and εj ∈ {0, 1}. On the event Bcn we have
|L(x+ Zs, Cn)− L(y + Zs, Cn)| ≤
∞∑
k=1
|L(yk + Zs, Cn)− L(yk−1 + Zs, Cn)|
≤
∞∑
k=1
2−n(1−H−γH)|yk − yk−1|γ(c72δk log n)2H(1+γ)
≤
∞∑
k=1
2−n(1−H−γH)θγn2
−kγ(c72
δk log n)2H(1+γ)
≤ c92−n(1−H)
∞∑
k=1
(log log 2n)−γ2H2−kγ(c72
δk logn)2H(1+γ)
≤ c102−n(1−H)(log log 2n)2H
∞∑
k=1
2(δ2H(1+γ)−γ)k
≤ c11g(2−n),
where the last inequality follows from δ2H(1 + γ) < γ. Combining this with (4.1)
then yields
sup
|x|≤2c12−nH logn
L(x+ Zs, Cn) ≤ c12g(2−n)
or in other words,
sup
|x−Zs|≤2c12−nH logn
L(x, Cn) ≤ c12g(2−n).
Claim (1.6) now follows from Step 1 and the fact L∗(Cn) = sup{L(x, Cn) : x ∈
Z(Cn)}.
Step 5: It remains to prove (1.7). However, for this the arguments are similar
to above and to the Gaussian case (for detailed proof in the case of the fractional
Brownian motion, we refer to [21]). Thus we present only the key arguments here.
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We choose θ˜n = 2
−nH(log 2n)−2H and
G˜n = {x ∈ R : |x| ≤ n, x = θ˜np, for some p ∈ Z}.
If Dn is the dyadic partition of the interval I, then the arguments of Step 2 together
with (3.8) gives that, for n ≥ n1(ω) and a suitable constant c13, we have
L(x,B) ≤ c132−n(1−H)(log 2n)2H (4.2)
for all B ∈ Dn and x ∈ G˜n. Similarly, in Step 3 and Step 4 we replace F (n, k, x)
with F˜ (n, k, x) where Gn and θn are replaced with G˜n and θ˜n, and instead of Bn we
consider the event
B˜n =
{|L(y1, B)− L(y2, B)| ≥ 2−n(1−H−γH)|y1 − y2|γ(c14k log 2n)2H(1+γ) :
for some B ∈ Dn, y1, y2 ∈ F˜ (n, k, x) linked
}
for suitably chosen γ and constant c14. As in Step 3, then (3.9) gives that B˜n occurs
only finitely many times. In the complement B˜cn we can apply (4.2) and proceed as
in Step 4 to conclude that for all B ∈ Dn
L(x,B) ≤ c152−n(1−H)(log 2n)2H .
This completes Step 5 and thus the whole proof. 
Proofs of corollaries 1.5 to 1.7 follows essentially from Theorem 1.4 and the ar-
guments presented in [2]. Thus we simply state the key arguments and leave the
details to the reader.
Proof of Corollary 1.5. This follows directly from Theorem 1.4 and the fact that
L(x, [t− r, t+ r]) ≤ L∗([t− r, t + r]).

Proof of Corollary 1.6. As the proof of [21, Theorem 4.1], the claim follows from
Corollary 1.5 and the upper density theorem of [18]. We omit the details. 
Proof of Corollary 1.7. This claim follows again from Theorem 1.4 by applying ex-
actly the same arguments as in the proof of Theorem 4.5 of [2, Theorem 4.5]. We
omit the details. 
5. Technical results
5.1. Spectral estimates.
Proof of Lemma 2.1. Note that by (1.1) and (1.2),
n∑
j=1
ξjZtj =
∫
R2
Ht(x, y)ZG(dx)ZG(dy),
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where the integral is taken over x 6= ±y, t = (t1, . . . , tn) ∈ Rn+ and
Ht(x, y) =
n∑
j=1
ξj
eitj(x+y) − 1
i(x+ y)
,
is a Hilbert-Schmidt kernel. Then the operator At,ξ satisfies
(At,ξf)(x) =
∫
R
Ht(x,−y)f(y)G(dy) =
∫
R
n∑
j=1
ξj
eitj(x−y) − 1
i(x− y) f(y)|y|
−Hdy.
Similarly to (1.3), for all ξ ∈ Rn,
n∑
j=1
ξjZtj
d
=
∞∑
k=1
λk(X
2
k − 1),
where (Xk)k≥1 is a sequence of independent Gaussian random variables and (λk)k≥1
are the eigenvalues of the operator At,ξ. Then, the characteristic function (evaluated
at 1) of
∑n
j=1 ξjZtj is
E exp
(
i
n∑
j=1
ξjZtj
)
=
∏
k≥1
e−iλk√
1− 2iλk
,
where we have used the expression for the characteristic function of a χ2 distribution
and independence. Note, that the product converges since
∑
λ2k <∞. Furthermore,∣∣∣∣∣E exp
(
i
n∑
j=1
ξjZtj
)∣∣∣∣∣ =∏
k≥1
1
(1 + 4λk2)1/4
,
as desired.

Before we present the proof of Lemma 2.2 we will establish some properties of the
convolution Kα defined via K̂αf(ξ) = |ξ|−αf̂(ξ) for α ∈ [0, 1/2). An alternative
representation that is useful for the proof of Lemma 2.2 is
Kαf(x) =
∫
R
h(x− y)f(y)dy =
∫
R
k(x, y)f(y)dy, (5.1)
where h(x−y) = k(x, y) = dα|x−y|α−1 for some constant dα (see e.g. [11, Theorem
2.4.6]).
Moreover, Kα can be extended to a bounded operator from L
2(J) to L2(R) where
J ⊂ R is compact. Let first f ∈ C∞c (R) and recall that the smooth compactly
supported functions are dense in L2(J). Since f is a Schwartz function, f̂ is bounded
and decays at any polynomial rate. Then
∫
R
|K̂αf(ξ)|2dξ <∞, and by Plancherel’s
theorem
∫
R
|Kαf(x)|2dx <∞.
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We are left to show that when f ∈ L2(J), ∫
R
|Kαf(x)|2dx < C(J)||f ||2L2(J), for
some constant C(J) > 0 depending only on J . By Plancherel’s theorem
‖Kαf‖2L2(R) =
1
2π
∫
|ξ|≤1
|ξ|−2α|f̂(ξ)|2dξ + 1
2π
∫
|ξ|>1
|ξ|−2α|f̂(ξ)|2dξ
≤
∫
|ξ|≤1
|ξ|−2α|f̂(ξ)|2dξ + ||f ||2L2(J), (5.2)
To bound the first integral, note that by definition, for every ξ ∈ R,
|f̂(ξ)| =
∣∣∣∣∫
J
e−iξxf(x)dx
∣∣∣∣ ≤ ∫
J
|f(x)|dx ≤ |J |1/2
(∫
J
|f(x)|2
)1/2
dx, (5.3)
where we have applied the Cauchy-Schwarz inequality, and |J | is the Lebesgue mea-
sure of the compact set J . Therefore, combining (5.2) and (5.3), yields
‖Kαf‖2L2(R) ≤ ||f ||2L2(J)
(
|J |
∫ 1
−1
|ξ|−2αdξ + 1
)
= C(J)||f ||2L2(J) <∞, (5.4)
where C(J) > 0 is some constant depending only on J . This establishes that Kα
extends to a bounded operator from L2(J) to L2(R).
If g is a bounded, compactly supported function and Mg is the multiplication
operator given by Mgf(x) = g(x)f(x), then Mg : L
2(R) → L2(R) is obviously
bounded and its (Hilbert space adjoint) equals Mg. Our previous observation on Kα
then implies that KαMg extends to a bounded operator on L
2(R). Let us check that
the adjoint of KαMg equals MgKα (we need to be cautious since Kα is not bounded
on the whole of L2(R)): for any f, h ∈ C∞0 (R) we obtain∫
R
KαMgf(x)h(x)dx =
1
2π
∫
R
̂(KαMgf)(ξ)ĥ(ξ)dξ =
1
2π
∫
R
ĝ ∗ f̂(ξ)|ξ|−αĥ(ξ)dξ
=
1
2π
∫
R
∫
R
ĝ(ξ − t)f̂(t)dtK̂αh(ξ)dξ =
∫
R
g(x)f(x)Kαh(x)dx
=
∫
R
f(x)Mg¯Kαh(x)dx.
Therefore, MgKα extends to a bounded operator from L
2(R) to L2(R), and by
extension, so does KαMgKα, since KαMgKα = KαMg(KαMχJ )
∗, where J ⊂ R is a
compact interval containing the support of g.
Proof of Lemma 2.2. Let T : L2(|y|−Hdy)→ L2(R) be given by (Tf)(x) = |x|−H/2f(x).
Note that T is an isometric isomorphism. Hence, the operator At,ξ is isometrically
isomorphic to Vt,ξ := TAt,ξT
−1 : L2(R)→ L2(R), that satisfies
Vt,ξf(x) = |x|−H/2
∫
R
n∑
j=1
ξj
eitj(x−y) − 1
i(x− y) f(y)|y|
−H/2dy.
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Next, recall that the Fourier transform F provides an isometric isomorphism L2(R)→
L2(R), up to a constant, and transforms multiplication to convolution. Since
(Fg)(x) =
(
n∑
j=1
ξjFχ[0,tj ]
)
(x) =
n∑
j=1
ξj
e−itjx − 1
−ix ,
it follows that
F3(KH/2MgKH/2f)(x) =2πF(KH/2MgKH/2f)(−x) = |x|−H/2
(
(Fg) ∗ K̂H/2f
)
(−x)
=2π|x|−H/2
∫
R
n∑
j=1
ξj
e−itj (−x−y) − 1
−i(−x − y) f̂(y)|y|
−H/2dy,
=2π|x|−H/2
∫
R
n∑
j=1
ξj
eitj (x−y) − 1
i(x− y) f̂(−y)|y|
−H/2dy,
=|x|−H/2
∫
R
n∑
j=1
ξj
eitj(x−y) − 1
i(x− y) (F
3f)(y)|y|−H/2dy,
=(Vt,ξF3f)(x).
where ∗ denotes convolution, and we have used that F3f(x) = 2πf̂(−x). There-
fore, there is a constant c(H) depending only on H , such that At,ξ and B(t, ξ) :=
c(H)KH/2MgKH/2 are unitarily equivalent. In particular, since At,ξ is self-adjoint, so
is B(t, ξ), although this can be easily seen also from the definition of B. Moreover,
the two operators have the same eigenvalues, and, more importantly, their singular
value sequences coincide.
In order to establish (2.2) we need two technical results. First, a key Lemma 5.1
compares the singular values of Bt,ξ to Bt1,ξ1 = c(H)ξ1KH/2χ[0,t1]KH/2. Then,
Lemma 5.4, establishes asymptotics for the singular values of a related operator.
Lemma 5.1. Let α ∈ (0, 1/2) and I ⊂ R be an interval. Then, there is a bounded
operator Uα,I on L
2(R), whose norm is bounded by a finite constant that depends
only on α, so that for any compactly supported f ∈ L2(R):
Kα(MχIf) = Uα,IKαf. (5.5)
Proof. We have shown that if f ∈ L2(R) is compactly supported, thenKαf ∈ L2(R).
Therefore, we need to show that for all h ∈ L2(R), the operator Uα,I , defined a priori
only on C∞0 (R)
Uα,Ih := KαMχIK−αh,
extends to a well defined bounded operator from L2(R) to L2(R) (note that the
factor K−α alone does not have this property, but K−αf ∈ L2(R) for f ∈ C∞0 (R)).
Again we use that C∞c (R) is dense in L
2(R). Let h ∈ C∞c (R). Then, as before,
by the Paley-Wiener theorem and the Plancherel’s theorem, Uα,I is a well-defined
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operator from C∞c (R) to L
2(R), and (5.5) holds. To extend it to all of L2(R), we
show the following a priori norm bound∫
R
|KαMχIK−αh|2 ≤ c(α)
∫
R
|h|2 (5.6)
for h = Kαf , where f ∈ C∞0 (R) – such functions are clearly dense in L2(R). Note,
that f = K−αh. From Parseval identity we get∫
R
|KαMχIK−αf |2 =
∫
R
|KαMχIf |2 = (2π)−1
∫
R
|ξ|−2α|M̂χIf(ξ)|2dξ,
and, by the convolution theorem,
M̂χIf = (2π)
−1χ̂I ∗ f̂ ,
so everything is well-defined as f̂ decays at any polynomial rate. The right-hand
side of (5.6) can be written as∫
R
|h|2 =
∫
R
|Kαf |2 =
∫
R
|ξ|−2α|f̂(ξ)|2dξ.
To establish (5.6), we need to show∫
R
|ξ|−2α|M̂χIf(ξ)|2dξ ≤ c(α)
∫
R
|ξ|−2α|f̂(ξ)|2dξ. (5.7)
We recall some properties of the Hilbert transform (see [11], [9]), defined (at least)
for test functions as the singular value integral
Hg(x) := lim
ε→0
1
π
∫
|x−y|≥ε
g(y)
x− ydy,
where g ∈ L2(R). First, the Hilbert transform has a bounded extension to L2(R).
The boundedness is most easily seen by the fact that it is a multiplier operator with
bounded symbol:
F(Hg)(ξ) = (−isgn(ξ))ĝ(ξ).
Moreover (see [9, Section 3.5]),
F
(
i
2
(NaHN−a −NbHN−b)g
)
(ξ) = χ(a,b)(ξ)ĝ(ξ),
where Na is the isometric multiplication operator given by Na = Meiax . Applying
F−1 to the above (and recalling that F−1f(ξ) = 1
2π
f̂(−ξ)) yields(
i
2
(NaHN−a −NbHN−b)g
)
(ξ) =
1
2π
∫
R
χ̂(a,b)(−y)g(x− y)dy
=
1
2π
χ̂(−b,a) ∗ g(ξ).
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In particular, if I = (−b,−a), we obtain up to an absolute constant,∣∣∣∣( i2(NaHN−a −NbHN−b)f̂
)
(ξ)
∣∣∣∣2 = c|M̂χIf(ξ)|2.
Then, since Na is isometric in the weighted space, in order to establish (5.7) it
suffices to show that∫
R
|Hf̂(ξ)|2|ξ|−2αdξ ≤ c(α)
∫
R
|f̂(ξ)|2|ξ|−2αdξ. (5.8)
At this point we recall a more general result due to Hunt et al [14].
Proposition 5.2. If 1 < p <∞ and W (x) is nonnegative, the following are equiv-
alent.
(1) There is a constant C independent of I, such that for every interval I,[
1
|I|
∫
I
W (x)dx
] [
1
|I|
∫
I
W (x)−1/(p−1)dx
]p−1
≤ C. (5.9)
(2) There is a constant C, independent of f , such that∫ ∞
−∞
|Hf(x)|pW (x)dx ≤ C
∫ ∞
−∞
|f(x)|pW (x)dx. (5.10)
Nonnegative functions W (x) that satisfy (5.9) are called Ap weights. We can
apply (5.10) in order to establish (5.8) provided that |x|−2α is an A2 weight. This
fact is established for α ∈ (0, 1/2) in, e.g., [12, Example 9.1.7.]

Remark 5.3. The previous lemma is crucial in our estimation of the singular values,
since it verifies that the singular values will dominate those of any localization of the
multiplier g. This is not at all obvious, since g typically changes sign in our situation,
and a potential cancellation phenomenon could prevent the needed estimate.
We now state the second technical lemma.
Lemma 5.4. Let α ∈ (0, 1/2) and J ⊂ R be a finite interval. Then the operator
Mα,J := MχJKαMχJ is bounded, self-adjoint, and positive, and its singular value
sequence is of the form (|J |αµ˜k)k≥1, where (µ˜k)k≥1 is the singular value sequence of
Mα,[0,1]. Moreover, µ˜k > 0 for all k ≥ 1, and
µ˜k ∼ ck−α as k →∞.
Proof. Recall thatKαMχJ is bounded since J is a finite interval, and note thatMχJ is
an orthogonal projection and has norm 1, especially M2χJ = MχJ and M
∗
χJ
= MχJ =
MχJ . ThusMα,J is bounded. Finally, by Plancherel’s theorem, for any f, g ∈ L2(R)∫
R
(MχJKαMχJf)(x)g(x)dx =
∫
R
(KαMχJf)(x)MχJg(x)dx
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=
∫
R
|ξ|−αM̂χJf(ξ)M̂χJg(ξ)dξ.
This shows that Mα,J is self-adjoint and positive (take g = f above).
To establish the relation of the singular values of Mα,J to the ones of Mα,J we
will use the fact that the spectrum of two unitarily equivalent operators is identical.
First, assume J = [b, c] and let τbf(x) := f(x − b) be the translation by b. The
operator τb is unitary with an adjoint given by τ−bf(x) = f(x+ b). Then, note that
τ−bMα,[b,c]τbf(x) =χ[b,c](x+ b)
∫
R
h(x+ b− y)χ[b,c](y)f(y − b)dy
=χ[0,c−b](x)
∫
R
h(x− y′)χ[0,c−b](y′)f(y′)dy′
=Mα,[0,c−b](x).
Therefore, the singular values ofMα,[b,c] are the same as the ones ofMα,[0,c−b]. Next,
set J = [0, b] and consider the rescaling unitary operator µbf(x) :=
√
bf(bx) with
an inverse given by µ−1b f(x) = f(x/b)/
√
b. Now,
µbMα,[0,b]µ−1b f(x) =
√
bχ[0,b](bx)
∫
R
h(bx− y)χ[0,b](y)f(y/b)/
√
bdy
=χ[0,1](x)
∫
R
h(b(x− y′))χ[0,1](y′)f(y′)bdy′
=bαMα,[0,1](x),
where we have used that h(bz) = bα−1h(z). Thus, the correspondence between the
singular values of Mα,J and Mα,[0,1] is established.
Next, for the proof of the decay of the singular values ofMα,[0,1], we need to show
that Mα,J is a compact operator. Recall (5.1):
Kαf(x) =
∫
R
h(x− y)f(y)dy =
∫
R
k(x, y)f(y)dy.
Integral operators are compact if
∫
R2
|k(x, y)|2dxdy <∞. However, for the operator
Mα,J one only needs to show that
∫
J2
|k(x, y)|2dxdy < ∞ which is indeed the case
for k(x, y) = dα|x− y|α−1 with α > 1/2.
To finish the proof, recall a result by Dostanic [7, Theorem 1] where the decay of
the singular values is established for Mα,[−1,1]/dα.
Proposition 5.5. Let A : L2(−1, 1)→ L2(−1, 1) be the self-adjoint operator defined
by
Af(x) =
∫ 1
−1
|x− y|α−1f(y)dy, 0 < α < 1.
Then, the eigenvalues of A are simple and satisfy λn(A) ∼ cn−α with a constant
c = c(alpha) > 0.
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
Next, we finish the proof of (2.2). We have t0 = 0 < t1 < · · · < tn ≤ 1. Set
Ij = [tj−1, tj ] for 1 ≤ j ≤ n. Then g(x) =
∑n
j=1(ξj − ξj−1)χIj . Fix j ∈ [1, n] and
let (‖Uα,Ij‖)−1 ≥ C(α) > 0 with Uα,Ij as in Lemma 5.1. Recall that if A and B are
bounded operators on L2(R), then by the Minimax principle [4, Corollary III.1.2],
µn(AB) = max
M⊂L2(R)
dimM=n
min
x∈M
||x||=1
‖ABx‖
and then µn(AB) ≤ ‖A‖µn(B) and µn(AB) ≤ ‖B‖µn(A). Therefore,
µn(KαMgKα) ≥ (‖Uα,Ij‖)−1µn(Uα,IjKαMgKα) = C(α)µn(KαMχIjMgKα).
Moreover,
µn(KαMχIjMgKα) = µn(Kα((ξj − ξj−1)MχIj )Kα) = |ξj − ξj−1|µn(KαMχIjKα).
Then, since ‖MχIj ‖ = 1 and M2χIj = MχIj we have
µn(KαMχIjKα) ≥ µn(MχIjKαMχIjKαMχIj ) = µn
(
(MχIjKαMχIj )
2
)
.
Next, by Lemma 5.4
µn
(
(MχIjKαMχIj )
2
)
= µn(MχIjKαMχIj )
2 = |tj − tj−1|2α(µ˜n)2,
where we have used that if A is self-adjoint, µn(A
2) = µn(A)
2. Therefore,
µn(KαMgKα) ≥ C(α) max
1≤j≤n
|ξj − ξj−1||tj − tj−1|2α(µ˜n)2,
where µ˜n ∼ n−α. Finally, (2.2) follows with α = H/2. 
5.2. Integral estimates.
Proof of Lemma 2.3. Note, that for any N > 0,
1 +
N∑
k=1
4s2µ˜4k ≤
N∏
k=1
(1 + 4s2µ˜4k) ≤ exp(
N∑
k=1
4s2µ˜4k).
By Lemma 5.4, µ˜4k ≈ k−2H and
∑∞
k=1 4s
2µ˜4k < ∞ since H ∈ (1/2, 1). Therefore,
G(s) converges and also G(s) > 0. Next, let a > 0 be such that 4µ˜4k ≥ ak−2H for
all k ≥ 1 and set z = as2. Then, the elementary inequality log(1 + x) ≥ x/2 for
x ∈ [0, 1) yields for z ≥ 1 that
−8 logG(s) = 2
∞∑
k=1
log(1 + 4s2µ˜4k) ≥ 2
∞∑
k=1
log(1 + zk−2H) ≥ z
∑
k≥z1/2H
k−2H
≥ z
∫
2z1/2H
x−2H = 21−2H(2H − 1)−1z1/2H ≥ c0z1/2H ,
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where c0 > 0, and in general−8 logG(s) ≥ c0(z1/2H−1). Thus, G(s) ≤ c2 exp(−c1s1/H),
where c1, c2 > 0, and we obtain∫ ∞
0
sβ−1G(s)ds ≤
∫ ∞
0
c2 exp(−c1s1/H)sβ−1ds = c2H
∫ ∞
0
exp(−c1x)xβH−1dx
=c2Hc
−βH
1 Γ(βH) ≤ cβH3 Γ(βH).
as desired.

Proof of Lemma 2.4. Our goal is to estimate the integral
I0 :=
∫
Sn−1
∫
t1+t2+...+tn≤1
t1,...,tn≥0
n∏
j=1
|yj|γj (f(t, y))−n(1+γav)dtHn−1(dy),
where f : Rn+ × Rn → (0,∞) is given by
f(t, y) = tH1 |y1| ∨ tH2 |y2| ∨ · · · ∨ tHn |yn|,
and γav := n
−1
∑n
j=1 γn for γ1, . . . γn ≥ 0. First note that f is H-homogeneous with
respect to t and 1-homogeneous with respect to y:
f(t, y) = |t|H |y|f(t0, y0), (5.11)
where y0 := y/|y| and t0 := t/|∑nj=1 tj |. Observe that we use the standard Euclidean
norm for the y-variable and the ℓ1-norm for the t-variable. Next, introduce the
related integral
I1 :=
∫
Sn−1
∫
t1+t2+...+tn=1
t1,...,tn≥0
n∏
j=1
|yj|γj (f(t, y))−n(1+γav)Hn−1(dt)Hn−1(dy),
Using the H-homogeneity of f with respect to t and noting that the distance of the
origin from the hyperplane t1 + . . . + tn = 1 equals n
−1/2, we obtain the following
relation between I0 and I1:
I0 =I1
∫ n−1/2
0
(u/n−1/2)−n(1+γav)H(u/n−1/2)n−1du,
where the term (u/n−1/2)n−1 arises from the Jacobian and the rescaling. The above
can be further simplified:
I0 = I1n
−1/2
∫ 1
0
vn(1−H(1+γav))−1dv = (1−H(1 + γav))−1n−3/2I1, (5.12)
where one naturally needs to assume that H(1 + γav) < 1.
We proceed by showing the following more general result.
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Lemma 5.6. Assume that f : Rn+ × Rn → (0,∞) satisfies (5.11). Let H ∈ (0, 1)
and γ := (γ1, . . . , γn) ∈ R with 0 ≤ γj < H−1 − 1 for every j = 1, . . . , n. Set
γav := n
−1
∑n
j=1 γj. Then
I0 = C(n, γ,H)
∫
(R+)n×Rn
e−f(t,y)e−(t1+...+tn)
n∏
j=1
|yj|γjdydt (5.13)
where
C(n, γ,H) :=
1
n1/2Γ(n(1 + γav))Γ(n(1−H(1 + γav) + 1) .
Moreover, if f is such that
f(y, t) = g(tH1 |y1|, . . . , tHn |yn|),
where g is 1−homogeneous, then
I0 = C(n, γ,H)
n∏
j=1
Γ(1−H(1 + γj))
∫
Rn
e−g(|y1|,...,|yn|)|y1|γ1 · · · |yn|γndy. (5.14)
Proof. We first compute I1 by moving to radial variables in y and t. Thus, let
r := |y|, w := y/r, s := t1 + t2 + . . .+ tn and u := t/s and note as a first step that∫
(R+)n×Rn
e−f(t,y)e−(t1+...+tn)|y1|γ1 · · · |yn|γndydt
=
∫
|w|=1
∫
u1+u2+...+un=1
u1,...,un≥0
∫ ∞
0
∫ ∞
0
e−rs
Hf(u,w)e−s|w1|γ1 · · · |wn|γnrnγav
sn−1rn−1drdsHn−1(du)Hn−1(dw)
We compute first the integral with respect to r by making a change of variables
r′ := rsHf(u, t) and then with respect to s to obtain∫ ∞
0
∫ ∞
0
e−rs
Hf(u,w)e−ssn−1dsrn(1+γav)−1dr
=
∫ ∞
0
e−s(f(u, w))−n(1+γav)sn(1−H(1+γav))−1
∫ ∞
0
e−r
′
(r′)n(1+γav)−1dr′ds
= Γ(n(1 + γav))(f(u, w))
−n(1+γav)
∫ ∞
0
e−ssn(1−H(1+γav))−1ds
= Γ(n(1 + γav))Γ((1−H(1 + γav))n)(f(u, w))−n(1+γav).
Next, recall that I1 is given by
I1 =
∫
|w|=1
∫
u1+u2+...+un=1
u1,...,un≥0
|w1|γ1 · · · |wn|γn(f(u, w))−n(1+γav)Hn−1(du)Hn−1(dw).
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Therefore, ∫
(R+)n×Rn
e−f(t,y)e−(t1+...+tn)|y1|γ1 · · · |yn|γndydt
=Γ(n(1 + γav))Γ((1−H(1 + γav))n)I1
=Γ(n(1 + γav))Γ((1−H(1 + γav))n)(1−H(1 + γav))n3/2I0
=C(n, γ,H)−1I0,
where we have used the relation (5.12).
To establish (5.14) note that with the change of variables yj = uj/t
H
j ,∫
(R+)n×Rn
e−g(t
H
1 |y1|,...,t
H
n |yn|)e−(t1+...+tn)|y1|γ1 · · · |yn|γndydt
=
∫
(R+)n×Rn
e−g(|u1|,...,|un|)e−(t1+...+tn)|u1|γ1 · · · |un|γn
n∏
j=1
t
−H(1+γj )
j dudt
=
n∏
j=1
Γ(1−H(1 + γj))
∫
Rn
e−g(|u1|,...,|un|)|u1|γ1 · · · |un|γn
n∏
j=1
t
−H(1+γj)
j du,
and the conclusion follows after an application of (5.13). 
Finally, we establish (2.6). By homogeneity,∫
∂([−u,u])
n∏
j=1
|yj|γjHn−1(dy) = unγavun−1
∫
∂([−1,1]n)
n∏
j=1
|yj|γjHn−1(dy).
Next, by Fubini theorem,∫
[−1,1]n
n∏
j=1
|yj|γjdy = 1
n(1 + γav)
∫
∂([−1,1]n)
n∏
j=1
|yj|γjHn−1(dy) =: A
n(1 + γav)
,
where A is the integral over the boundary. Moreover,∫
[−1,1]n
n∏
j=1
|yj|γjdy =
n∏
j=1
∫
[−1,1]
|yj|γjdyj =
n∏
j=1
2
1 + γj
.
Next, consider ∫
Rn
e−max1≤j≤n |yj |
n∏
j=1
|yj|γjdy
=
∫ ∞
0
∫
∂([−u,u])
e−max1≤j≤n |yj |
n∏
j=1
|yj|γjHn−1(dy)du
=
∫ ∞
0
e−u
∫
∂([−u,u])
n∏
j=1
|yj|γjHn−1(dy)du
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=
∫ ∞
0
e−uAun−1unγavdu
=n(1 + γav)Γ(n(1 + γav))
n∏
j=1
2
1 + γj
. (5.15)
Finally, applying (5.15) in (5.14) with g(|y1|, . . . , |yn|) = max1≤j≤n |yj| yields∫
Sn−1
∫
t1+t2+...+tn≤1
t1,...,tn≥0
n∏
j=1
|yj|γj(f(t, y))−n(1+γav)dtHn−1(dy)
=
n1/2(1 + γav)
Γ(n(1−H(1 + γav) + 1)
n∏
j=1
[
2
1 + γj
Γ(1−H(1 + γj))
]
where f : Rn+ × Rn → (0,∞) is given by
f(t, y) = tH1 |y1| ∨ tH2 |y2| ∨ · · · ∨ tHn |yn|,
and (2.6) is established.

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