Abstract-This paper presents the design and analysis of a methodology for detecting and isolating multiple sensor faults in large-scale interconnected nonlinear systems. The backbone of the proposed decentralized methodology is the design of a local sensor fault diagnosis agent dedicated to each interconnected subsystem, without the need to communicate with neighboring agents. Each local sensor fault diagnosis agent is responsible for detecting and isolating multiple faults in the local set of sensors. The local sensor fault diagnosis agent consists of a bank of modules that monitor smaller groups of sensors in the corresponding local sensor set. The detection of faults in each of the sensor groups is conducted using robust analytical redundancy relations, formulated by structured residuals and adaptive thresholds. The multiple sensor fault isolation in each local sensor fault diagnosis agent is realized by aggregating the decisions of the modules and applying a diagnostic reasoning-based decision logic. The performance of the proposed diagnostic scheme is analyzed with respect to sensor fault detectability and multiple sensor fault isolability. A simulation example of two interconnected robot manipulators is used to illustrate the application of the multiple sensor fault detection and isolation methodology.
Decentralized Isolation of Multiple Sensor Faults in
Large-Scale Interconnected Nonlinear Systems critical infrastructures more susceptible to faults [1] . Thus, supervision schemes capable of diagnosing and accommodating faults are applied for ensuring the system reliability and safety, as well as human protection [2] . Various methodologies have been developed for the fault diagnosis problem in general [3] , but the detection and isolation of sensor faults has become a key challenging problem in the last few years. The reason for this is the wide deployment of distributed sensors and sensor networks in order to provide temporal and spatial information through wired and wireless links [4] . The need for promptly diagnosing sensor faults is intensified due to the fact that sensor faults may affect significantly the functionality of automation and supervision schemes leading to loss of information fidelity, while they can lead to wrong decisions and disorientation of remedial actions. While single sensor faults are more likely to occur in small-scale systems, in large-scale, interconnected systems, the occurrence of multiple sensor faults is of high probability. The larger the number of multiple sensor faults, the more the difficulty of isolating and accommodating them, due to their combinatorial effects. Moreover, in complex, nonlinear interconnected subsystems, multiple sensor fault effects can propagate in many ways [5] , [6] . Therefore, there is a key motivation to design and apply sensor fault diagnosis mechanisms for large-scale interconnected nonlinear systems.
Sensor fault detection and isolation (SFDI) methods are classified into physical redundancy-based and model-based methods [7] . While some research work has been done on the combination of the two SFDI approaches [8] , the majority of the SFDI techniques rely on model-based approaches [3] . These techniques are further categorized as quantitative or qualitative methods [9] , [10] ; the first category relies on a nominal mathematical model describing the system [11] , [12] , while the second one uses symbolic and qualitative system representations [13] - [15] . The equivalence and the differences between methods developed by both communities, as well as the design of a unified framework taking advantage of the benefits of each approach have been studied by several researchers [5] , [16] .
Quantitative model-based approaches such as parity equations and observers are widely used for SFDI by the controloriented FDI community, usually deployed in a centralized framework. Among the quantitative methods for SFDI, observer-based approaches have been applied to nonlinear systems, using a single nonlinear observer [17] - [20] , or a bank of observers [21] - [26] . Several researchers have developed SFDI methods, which treat sensor faults as actuator faults and are designed following observer-based approaches for nonlinear 0018 -9286 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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systems [27] , [28] , while there are methodologies for tackling the problem of actuator and sensor faults in a unified framework [26] . When dealing with large-scale systems, a centralized approach for diagnosing sensor faults may be unsuitable, mainly due to the increased computational complexity and communication requirements, the vulnerability to security threats, as well as due to scalability problems. Recently, there has been significant research activity in developing non-centralized methods using observers for diagnosing process faults in interconnected nonlinear systems [29] - [32] . However, there are very few observer-based, non-centralized methodologies for detecting and isolating a single sensor fault in one of the subsystems [33] , [34] or multiple sensor faults in more than one subsystems [35] . The common design characteristic of the non-centralized methods is the utilization of local agents monitoring the interconnected subsystems. Then, the local agents can be deployed in either a decentralized or distributed framework. In the first case, a local agent aims at diagnosing faults in the underlying subsystem only, with or without communicating with other agents. In the second case, the local agent, which is allowed to communicate with other agents, can diagnose faults in the neighborhood of its underlying subsystem.
The exchange of information between local agents (e.g., state estimations, sensor measurements), can significantly enhance the fault detectability of the communication-based distributed or decentralized architectures, since they can reduce the estimation error associated with the residuals and adaptive thresholds. However, assuming that multiple sensor faults may occur in one or more subsystems, the exchange of sensor-based information may complicate the isolation process, because sensor faults can be propagated between local agents affecting their decision process. In this case, a local agent would have difficulty in distinguishing between local and propagated sensor faults. Therefore, additional actions are required to tackle the sensor fault propagation problem [36] . On the other hand, a decentralized diagnosis scheme can reduce the sensor fault propagation effects. The need for exchanging information between agents increases the cost and communication requirements, since appropriate mechanisms should be developed for handling timedelays, such as network access and transmission delays, packet dropouts due to network congestion or transmission errors in physical links, or network drop-out. The exchange of information can make a fault diagnosis architecture more vulnerable to deceptive cyber attacks. But then, a decentralized diagnosis architecture with no communication between local agents can be complementary to distributed architectures, since it can be activated when communication failures or cyber attacks impact the operation of safety critical systems.
The goal and the main contribution of this work is the design and analysis of a decentralized architecture for diagnosing multiple sensor faults in large-scale, interconnected systems, characterized by nonlinear local and interconnection dynamics. The proposed scheme relies on the utilization of a bank of local sensor fault diagnosis (LSFD) agents that do not exchange any information but use a priori known reference signals related to the system interconnections, taking advantage of the available knowledge that stems from the control design. Every LSFD agent is responsible for isolating multiple sensor faults in the local sensor set. For isolating multiple sensor faults, the monitoring of the local sensor set is decomposed into several modules dedicated to smaller groups of sensors. To this end, we propose a procedure for selecting the minimum number of sensor groups, aiming at satisfying certain observer stability conditions and multiple sensor fault isolability criteria.
In order for the modules to be robust with respect to modeling uncertainty and sensitive to sensor faults in the monitored sensor group only, we formulate a decision logic that relies on analytical redundancy relations (ARRs) of residuals and adaptive thresholds with structured fault sensitivity. In this work, the structured fault sensitivity is ensured due to the design of a nonlinear observer that uses measurements of the underlying sensor group only, assuming that possible sensor faults occurring in neighboring subsystems may affect the interconnections dynamics of the local subsystem, but their effects are bounded although unknown. The decision making process of the monitoring modules is the first step of isolation, inferring the faulty sensor groups. For isolating the faulty sensors in the local sensor set, the decision making process is further enhanced by combining the decisions of the modules and applying a reasoning-based decision logic using a multiple sensor fault signature matrix.
The reasoning of the overall decision making process is designed according to the robustness and the structured fault sensitivity of the modules. Based on these properties, we analyze the performance of the proposed methodology with respect to sensor fault detectability and isolability of multiple sensor faults. Overall, the design and analysis framework developed in this paper opens up opportunities for handling multiple faults in large-scale distributed systems, which are monitored and controlled by a large number of sensors or sensor networks. This paper is organized as follows. The problem formulation along with the design assumptions are described in Section II. The architecture of the proposed multiple SFDI methodology for nonlinear interconnected subsystems is presented in Section III. The design of the bank of modules in a LSFD agent and the multiple sensor fault isolation decision logic are provided in Sections IV and V, respectively. The performance analysis of the proposed methodology is presented in Section VI. The application of the proposed SFDI architecture to a simple example of two interconnected robot manipulators is illustrated in Section VII, followed by some concluding remarks in Section VIII.
II. PROBLEM FORMULATION
Consider a large-scale, nonlinear dynamical system, comprised of N interconnected nonlinear subsystems. The Ith subsystem, I ∈ {1, . . . , N}, denoted as Σ (I) , is described by
where [29] , [30] , [37] , defined as
where 1) has a single non-zero element, the state x 
where 
where f 
where β 
The objective of this work is to design and analyze a methodology for detecting and isolating multiple sensor faults that may occur in more than one subsystem, under the following assumptions:
Assumption 1: For each subsystem I ∈ {1, . . . , N}: 1) the state vector x (I) and input vector u (I) generated by a feedback controller, remain bounded before and after the occurrence of multiple sensor faults; i.e., there exist compact regions of stability is locally Lipschitz in x (I) ∈ X I and z (I) ∈ Z I , for all u (I) ∈ U I and t ≥ 0.
Assumption 3: The unknown modeling uncertainty
whereasη (I) is locally Lipschitz in x (I) ∈ X I and z (I) ∈ Z I , for all u (I) ∈ U I and t ≥ 0. Assumption 4: The noise corrupting the measurements of sensor S (I) {j} is uniformly bounded
j is a known constant bound. The first part of Asumption 1 and Assumptions 2-4 are standard in fault diagnosis of nonlinear interconnected systems [29] , [32] , [35] , [38] . The second part of Assumption 1 implies that the design specifications and reference models for the control design of the neighboring subsystems are known. In more detail, it is assumed that the controller C (J) of a neighboring subsystem of Σ (I) , J = I, has been designed to generate a control signal u (J) such that the output y (J) of the subsystem Σ (J) tracks a smooth bounded reference trajectory y
r , which is derived from a stable local reference model with bounded reference input signal r (J) [39] , [40] . Based on the reference trajectories y 
III. MULTIPLE SENSOR FAULT DIAGNOSIS ARCHITECTURE
This section provides the overall design methodology for detecting and isolating multiple sensor faults occurring in 
. . , N}, is responsible for detecting and isolating sensor faults in the local sensor set S (I) , used for monitoring and controlling the nonlinear subsystem Σ (I) .
interconnected nonlinear systems. The first step is to design a local sensor fault diagnosis (LSFD) agent, denoted by M (I) , dedicated to each of the interconnected subsystems Σ (I) , as shown in Fig. 1 . Each agent M (I) has access to the input and output data of the underlying subsystem, as well as some a priori information related to the reference models of neighboring subsystems [39] , [40] . The design of M (I) is realized by decomposing the local sensor set S (I) into N I groups of sensors, as shown in Fig. 2 . The q-th group of sensors is denoted by S (I,q) , q ∈ {1, . . . , N I }, while the corresponding module of the I-th LSFD agent is denoted by M (I,q) . These groups of sensors may be disjoint or overlapping according to some design specifications analyzed next. The key reason for decomposing the monitoring of the local sensor set S (I) into N I modules is that although a large-scale system may be already decomposed into smaller subsystems, S (I) may still consist of a large number of sensors, thus making the detection and especially the isolation of multiple sensor faults very difficult and sometimes unfeasible with a single module. The next step is the design of N I modules such that the module M (I,q) , q ∈ {1, . . . , N I }, is responsible for monitoring the healthy operation of the group of sensors S (I,q) and detecting sensor faults in it, as presented in Fig. 2 .
Decomposing S (I) and designing dedicated monitoring modules facilitate the isolation of smaller groups of sensors containing the faulty sensors. Then, the decisions of the monitoring modules, denoted by D (I,q) , are aggregated and processed consists of m I,q sensors of S (I) . Let us define the extraction index set associated with S (I,q) , denoted by J (I,q) ; i.e.,
The group S (I,q) is characterized by the output vector y (I,q) ∈ R m I,q ; i.e.,
where j , for all j ∈ J (I,q) (correspondingly for d (I,q) and f (I,q) ). The decision for the occurrence of f (I,q) is obtained when a set of analytical redundancy relations of residuals and corresponding adaptive thresholds is not satisfied. Both the residuals and the adaptive thresholds are designed using a nonlinear observer. The existence of a stable observer, which uses the measurements of S (I,q) and estimates the state vector of the nonlinear subsystem Σ (I) , is guaranteed under certain stability conditions, which are derived later on, taking into account Assumptions 1-4 (see Section IV-A).
The problem of decomposing the local sensor set S (I) into smaller groups of sensors amounts to determining the number of sensor groups N I and the sensor groups S (I,q) , for all q ∈ {1, . . . , N I }. Next, we propose a decomposition procedure, aimed at ensuring the design of stable observers of the monitoring modules and enhancing the multiple sensor fault isolability. The proposed decomposition procedure is summarized in the form of pseudocode in Algorithm 1. 
corresponds to the 2-row matrix [C 
An alternative approach for isolation of multiple sensor faults is the development of a bank of modules based on unknown input observers (UIOs). In this scheme, each observer is driven by all sensor outputs, however it is sensitive to a subset of sensor faults and insensitive to the remainder sensor faults, which are decoupled as unknown disturbances (e.g., see [44] ). Given m I sensors, for isolating k = 2 m I − 2 possible combinations of sensor faults, k UIO need to be designed such that each observer is totally decoupled from k − 1 sensor fault combinations. In the proposed scheme, a bank of observers is designed (in every LSFD agent) such that each observer is driven by a group of sensor outputs and is sensitive to faults affecting these sensors only. The number of observers (i.e., monitoring modules) can be less than k, following the decomposition procedure presented in Algorithm 1 (the number of observers may be equal to m I in the case that all sensors satisfy the observer stability conditions).
IV. DECENTRALIZED SENSOR FAULT DETECTION
This section presents the design of the module M (I,q) that monitors the sensor group S (I,q) .
A. Observer-Based Residual Generation
The estimation model of M (I,q) is based on the nonlinear observer
wherex (I,q) ∈ R n I is the estimation of x (I) (based on the sensor measurements y (I,q) with initial conditionsx (I,q) (0) ∈ X I ) and L (I,q) ∈ R n I ×m I,q is the observer gain matrix. In the sequel, the dependence of the signals on time (e.g., x(t)) will be dropped for notation brevity.
Remark 4.1: The observer used in this work is based on the structure of observers for Lipschitz nonlinear systems (see [45] , [46] and references therein), which is modified for nonlinear interconnected subsystems.
The j-th residual, denoted by ε
y j , is defined as
In the absence of sensor faults in the group of sensors S (I,q) , the estimator of M (I,q) under healthy conditions, denoted bŷ
, satisfieṡ
where
Let us define ε
as the state estimation error under healthy conditions; taking into account (1), (13) and (14), we obtaiṅ
wherẽ
The stability of the estimation error dynamics under healthy conditions is analyzed in the following theorem. x H (t), is uniformly bounded and satisfies |ε
with
are positive constants chosen such that |e
is defined as a bound on the error between the actual interconnections and their reference signals such that |z (I) (t) − z x H (t)| is expressed as
, wherez due to sensor faults in neighboring subsystems), but these effects are assumed to be unknown but bounded. In the state estimation error defined in (15) , these effects are manifested through the terms h (I,q) defined in (17) and η (I) , which are bounded; i.e., given Assumption 1-4
wherez (I) is defined in Theorem 4.1. This bound can be determined based on Assumption 1, which implies that z (I) (t) ∈ Z I , i.e., z (I) (t) belongs to an invariant set before and after the occurrence of multiple sensor faults, and applying set membership manipulations. In the case that the bounding condition is violated then this may lead to a false alarm. However, in the presence of "small" faults, which are the most difficult to detect, a robust controller will typically maintain a reasonably good tracking performance.
Remark 4.4:
In this work, the known interconnection dynamics are modeled as a nonlinear vector field of the local state, input and interconnection vector, while there is modeling uncertainty that is also a function of the interconnection vector. If the interconnection dynamics are modeled as a linear or linearizable function of the interconnection signals only, unknown input observers (UIOs) can be an alternative approach. Given the linear or linearizable form of interconnections, using UIOs can be very efficient in fault diagnosis for interconnected systems, since the interconnecting signals can be treated as disturbances that can be decoupled according to the UIO theory [37] .
B. Computation of Adaptive Thresholds
The j-th adaptive threshold, denoted byε
, is designed to bound the residual under healthy conditions, which is defined as
where y
jH is the j-th component of y
H defined in (14) . The computation ofε (I,q) y j is carried out based on the following standard steps. First, we express the residual ε (I,q) y jH as a function of the state estimation error under healthy conditions ε (I,q)
x H (t); i.e., ε (I,q)
j . Using the solution of (15), we compute the j-th adaptive threshold following the same procedure used for the computation of the bound Z (I,q) defined in (18) (see Appendix A), taking into account that 1) sensor faults that may occur in neighboring subsystems have bounded effects on the state estimation error ε (I,q)
x H (see Remark 4.3), and 2) |ε
. Then, we choose positive constants
The j-th adaptive threshold, j ∈ J (I,q) is described bȳ
Considering that there is no sensor fault in the group of sensors S (I,q) , let us denote the adaptive threshold computed using the healthy estimatorx
where ε
y jH is defined in (23) . The j-th adaptive threshold can be implemented online using linear filters [24] , [47] (similarly for Z (I,q) and E (I,q) ).
C. Sensor Fault Detection Decision Logic
The primary goal of M (I,q) is to infer the presence of sensor faults in the group of sensors S (I,q) . The decision logic implemented in M (I,q) relies on checking the satisfaction of a set of analytical redundancy relations (ARRs) of residuals and adaptive thresholds [2] , [16] , [48] . The set of ARRs, based on which the module M (I,q) obtains a decision, is defined as
When inequality in (28) It is noted that these properties result from the design of the nonlinear observer satisfying the conditions presented in Theorem 4.1 and using only the measurements of the group of sensors S (I,q) . The robustness implies that the set of ARRs E (I,q) is insensitive (always satisfied) to modeling uncertainties and noise. On the other hand, the structured fault sensitivity entails that E (I,q) is sensitive to f (I,q) , that is a subset of all possible sensor faults that may affect the local sensor set S (I) since S (I,q) ⊂ S (I) . The output of M (I,q) is the decision on the presence of sensor faults in S (I,q) , represented by a boolean function, defined as
where , either there is no sensor fault in S (I,q) or sensor faults have occurred, but have not been detected by M (I,q) until that particular time instant. However, the group of sensors is characterized as non-faulty, based on the exoneration assumption [2] , [16] :
Exoneration Assumption: Given a set of observations, the sensors in S (I,q) necessarily reveal their faulty operation by provoking the violation of E (I,q) , or equivalently, all sensors in S (I,q) are exonerated, i.e., are considered as functioning properly, if E (I,q) is satisfied.
V. MULTIPLE SENSOR FAULT ISOLATION
After the first time instant of detecting faults in S (I) , the multiple sensor fault isolation procedure in M (I) is initiated for isolating the combination of sensor faults that has affected the local sensor set S (I) .
A. Sensor Fault Diagnosis Set
The decisions obtained by the N I modules of the I-th LSFD agent constitute the observed pattern of sensor faults that have occurred in S (I) , denoted by D (I) (t); i.e.,
where D (I,q) , q ∈ {1, . . . , N I } is defined in (29) . As long as is consistent with the i-th theoretical sensor fault pattern F
qi for all q ∈ {1, . . . , N I } (consistency test). When the consistency test is satisfied, we determine the sensor fault diagnosis set D 
s (t) may contain a single or more than one combination of sensor faults. The pattern D (I) (t) may change over time, while it is possible that, at some time instant, the consistency test is not satisfied. This may happen if there are two or more identical theoretical patterns of sensor faults, and some possible observed patterns do not match the theoretical patterns. In this case, the sensor fault diagnosis set D 
B. Diagnostic Reasoning Decision Logic
The multiple sensor fault isolation decision is obtained applying diagnostic reasoning to the resultant sensor fault diagnosis set. Particularly, based on D 
is guaranteed to have occurred, the associated sensor S (I) {j} is isolated as faulty. If f
belongs to some of the diagnosed sensor fault combinations, but not to all of them, the sensor S (I) {j} is characterized as potentially faulty. Based on this diagnostic reasoning, we do not only conclude to some sensor fault combinations but also we can exclude the occurrence of some other fault combinations, enhancing the fault isolation procedure.
The sensor fault diagnosis set can be updated overtime. After each update of D (t) = {E (I,q) : q ∈ Q(t)} and the second set contains the sets of ARRs that have not been violated, denoted by ¬E
s (t) arises from the consistency test and there is a set of ARRs E (I,q * ) that belongs to ¬E Based on the previous analysis, in the case that D (t) defined in (13) . Hence, the module M (I,q * ) may obtain a decision on the occurrence of fault in S (I) {j} for j ∈ {1, . . . , m I }, j ∈ J (I,q * ) , based on the following ARR:
is defined through (24) , (25) 
VI. PERFORMANCE ANALYSIS
The objective of this section is to analyze the performance of the proposed multiple sensor fault detection and isolation methodology with respect to the sensor fault detectability of the modules M (I,q) , I ∈ {1, . . . , N}, q ∈ {1, . . . , N I }, and the multiple sensor fault isolability of the LSFD agent M (I) .
A. Sensor Fault Detectability
Based on Lemma 4.1, the module M (I,q) does not raise false alarms when no sensor faults occur in S (I,q) , or equivalently, the presence of sensor faults in the underlying group of sensors is guaranteed when the module M (I,q) detects them. In addition, certain conditions can be derived, under which the detection of sensor faults in S (I,q) is guaranteed. These conditions are stated in the following theorem: 
, j ∈ J (I,q) ).
B. Multiple Sensor Fault Isolability
The ability of the proposed decision logic to isolate multiple sensor faults in S (I) can be analyzed with respect to the design of the multiple sensor fault signature matrix.
Based on the consistency test, a sensor fault combination is isolable, if its associated theoretical pattern of sensor faults is unique. Moreover, the number of the rows of the multiple sensor fault signature matrix is N I , which is the number of the groups of sensors. The number of all possible observed patterns of sensor faults [defined in (30) ] is equal to 2 N I − 1, while the number of all possible theoretical patterns of sensor faults is 2 m I − 1. The number of isolable sensor fault combinations N * I is maximized when all theoretical sensor fault patterns are distinct. This can be realized if every individual sensor satisfies the observer stability specifications given in Theorem 4.1. In this case, every sensor combination that includes these sensors will satisfy the observer stability conditions. On the other hand, if two or more sensor fault combinations have the same theoretical pattern of sensor faults, they are mutually non-isolable. Using the consistency test, all the mutually non-isolable sensor fault combinations are included in the diagnosis set D (I) s (t). For this reason, the smaller the number of mutually non-isolable sensor fault combinations the lower the ambiguity under which the module M (I,q) obtains the decision on the occurrence of multiple sensor faults in S (I) . The decomposition of the local sensor set S (I) into smaller groups of sensors is realized using an auxiliary matrix associated with the multiple sensor fault signature matrix F (I) . Particularly, the last basic step of Algorithm 1 (see lines [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] initiates with the determination of an auxiliary matrix, where its columns correspond to the index tuples of all possible combinations of sensors in S (I) , while the rows correspond to the index
s , a set associated with the sensor combinations that satisfy the observer stability specifications. The number of distinct columns of this auxiliary matrix determines the maximum number of isolable sensor fault combinations, while the maximum number of mutually identical columns is the minimum number of mutually non-isolable sensor fault combinations. Aiming at reducing the computational complexity of the agent M (I) (by reducing the number of monitoring modules) without attenuating its multiple sensor fault isolability, we seek to eliminate rows of the auxiliary matrix without modifying the number of distinct columns and maximum number of mutually identical columns (lines [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . In this way, we may obtain the minimum number of the groups of sensors without affecting the multiple sensor fault isolability of M (I) .
VII. SIMULATION EXAMPLE
In this section, we illustrate the application of the multiple sensor fault detection and isolation methodology to a simple example of two interconnected robot manipulators [31] , with emphasis on the multiple sensor fault isolation decision logic. In this example, we consider two one-link manipulators with revolute joints actuated by a DC motor that are connected by an unknown device, which, for the purpose of simulation, the unknown device is specified as a spring [40] . The Ith robot manipulator, I = 1, 2 is described by a nonlinear uncertain model of the form (1) of four sensors measuring the system states, described by (4), where C (I) ∈ R 4×4 is equal to the identity matrix. Each of the four sensors is affected by random, uniformly distributed noise that satisfies Assumption 1 withd In order to attenuate the effects of sensor faults, which occur in the second robot manipulator, on the LSFD agent of the first robot manipulator (and vice versa), we apply a simple linear transformation such that 1, 1, ] ) with = 0.02 and the Ith manipulator is described bẏ
while the output matrix is described by (4) with
. In this way, we can enhance the sensor fault detectability of the decentralized scheme, since the adaptive thresholds described by (24) and (25) , which are designed based on the estimation error for bounding the residuals under healthy conditions, are function of the bound on the neighboring sensor fault effects (λ h Iz ) and may be reduced by this linear transformation ( · λ h Iz ).
For isolating multiple sensor faults occurring in each manipulator, we decompose the sensor set S (I) into smaller groups of sensors, applying Algorithm 1; i.e., the initial index set of all possible combinations is K (I) = {1, 2, 3, 4, {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4},{3, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}. Then, we exclude sensor combinations that do not ensure the observability of the pair (A (I) , C (I,q) ), leading to J
Taking into account the transformed system given in (41) 
, we determine the observer stability index set as J
o . Then, we create the auxiliary matrix F * (Table I) , as described in Algorithm 1. The number of distinct columns of F * is 12, while the maximum number of mutually identical columns is 4. Applying steps 22-37 of which consists of six modules. Every module is designed as described in Section IV, taking into account the transformed subsystem given in (41) . The observer N (I,q) is designed to provide the estimation model of (41) (1, 2) . (c) M (1, 3) . (d) M (1, 4) . (e) M (1, 5) . (f) M (1, 6) .
q ∈ {1, . . . , 6} with D (I,q) (t) defined in (29) . Then, the observed pattern of sensor faults for the I-th robot manipulator D (I) (t) = [D (I,1) (t), . . . , D (I,6) (t)] is compared to the columns of the sensor fault signature matrix F (I) , shown in Table II , leading to the diagnosis set D 
3 , f
4 }} for t ≥ 170.5 sec, given that D (1) = [0, 1, 1, 1, 1, 1] . It is noted that the agent M (2) does not detect the presence of sensor faults affecting the first robot manipulator, as observed in Fig. 4 , where none of the modules M (2,q) detect any sensor fault within the time interval [150,180) sec. Similarly to M (1) , the agent M (2) has also isolated the sensor faults affecting the second robot manipulator, according to the following diagnosis sets: 1) D (2) s (t) = {f 
s (t) = {{f
2 , f 
VIII. CONCLUSION
In this paper, we presented a model-based scheme for diagnosing multiple sensor faults in interconnected, nonlinear systems. The proposed scheme is based on the deployment of local sensor fault diagnosis agents. Each agent is dedicated to each of the interconnected subsystems, while it does not exchange information with other agents. The local sensor fault diagnosis agent is designed to detect and isolate multiple faults affecting the local sensor set of the underlying subsystem. The sensor fault detection is conducted using a bank of modules, which monitor smaller groups of sensors in the local sensor set. For isolating multiple sensor faults, the decisions of these modules are integrated and processed using diagnostic reasoning. A simple example of two interconnected robot manipulators was utilized to illustrate the application of the proposed architecture.
Future research work will involve the design and analysis of a distributed sensor fault detection and isolation of sensor faults based on the communication between the monitoring agents, elaborating on the development of mechanisms for tackling the sensor fault propagation and communication limitations (e.g., delays, packet dropouts). A significant open issue in fault diagnosis is the design of a unified methodology for isolating multiple sensor and process faults in nonlinear systems. The challenge in this problem is to distinguish the compensated Fig. 4 . Decision making-process of the agent M (2) for isolating multiple sensor faults that affect the sensors of the second robot manipulator. Every subfigure presents the temporal evolution of the magnitude of the residual ε (2, 2) . (c) M (2, 3) . (d) M (2, 4) . (e) M (2, 5) . (f) M (2, 6) .
effects of sensor and process faults on the generated residuals and adaptive thresholds.
