Abstract. Gaussian elimination with partial pivoting is unstable in the worst case: the "growth factor" can be as large as 2"-l, where n is the matrix dimension, resulting in a loss of n bits of precision. It is proposed that an average-case analysis can help explain why it is nevertheless stable in practice. The results presented begin with the observation that for many distributions of matrices, the matrix elements after the first few steps of elimination are approximately normally distributed. From here, with the aid ofestimates from extreme value statistics, reasonably accurate predictions ofthe average magnitudes ofelements, pivots, multipliers, and growth factors are derived. For various distributions of matrices with dimensions n =< 1024, the average growth factor (normalized by the standard deviation of the initial matrix elements) is within a few percent of n 2/3 for partial pivoting and approximately n 1/2 for complete pivoting. The average maximum element of the residual with both kinds of pivoting appears to be of magnitude O(n), as compared with O(n /2) for QR factorization.
standard deviation of multipliers aik /akk (k growth factor, growth factor normalized by extreme value or "winner" function for normal random variables, sample size, expected value.
0. Introduction. At the beginning of the computer era, it was feared that Gaussian elimination would be an ineffective method for solving systems of linear equations. A paper by Hotelling in 1943 [19] predicted that in the solution of n n systems of the accuracy in the first decimal place." Another paper by Bargmann 
rnaxi,, a0 (0. 2) o maxi, laol with a 0 denoting the i, j element before the kth step of elimination [33] . ( Indeed, partial pivoting is so reliable that most of the software in use todaymincluding
Thanks to the integer entries and unit diagonal elements, experiments with this matrix A sometimes reveal no instability. To be sure of seeing it, choose a right-hand side with negative as well as positive entries, or perturb the elements ofA slightly in such a way that the pivot sequence is preserved.
LINPACK 8 ]--does not even bother to monitor pivot growth, although that would be a fail-safe method of guarding against instability.
We propose that a partial answer would be obtained if we could show that Gaussian elimination is stable on average. Average-case analysis has not been popular in numerical linear algebra, partly because ofthe obvious fact that the matrices encountered in practical problems are by no means random. Indeed, some researchers have expressed the opinion that Gaussian elimination is stable in practice precisely because the matrices that occur in practice are better behaved than if they were random. 2 The purpose of this paper is to argue the opposite opinion. We believe that Gaussian elimination is stable because the matrices encountered in practice are random, to a sufficient degree, and that the essential reason examples such as (0.3) do not cause trouble is that they occupy a negligible proportion of the space of matrices.
We began this project with the optimistic conjecture that Gaussian elimination is stable on average for a combination of two reasons:
The magnitudes of the multipliers are on average much less than l; (2) The signs of the multipliers and elements are effectively random and tend to cancel. Both of these hypotheses are readily translated into quantitative predictions, but when carried out, it was quickly found that the two of them, taken together, are not enough to explain experimental observations. In actuality, as will be discussed in 6, average growth factors in Gaussian elimination exhibit a mild t/2/3 dependence on n, at least for n _-< 1024, whereas (1) and (2) lead to a prediction on the order of e n/4 log n (see eq. (5.4)). This paper can be viewed as an exploration of how (l) and (2) 24 ].
The problem of stability of Gaussian elimination is an embarrassing theoretical gap at the heart of numerical analysis. We believe that it is also of practical importance. One reason is that pivoting conflicts with both sparsity preservation and parallelization, so that less stringent strategies such as threshold pivoting [10] and pairwise pivoting [27] are attracting increasing attention (see 8). We can hardly assess these variants fully while our understanding of classical Gaussian elimination remains incomplete. A more basic reason is that as computers grow more powerful, n is getting bigger. Traditionally, polynomial factors like the n more quantitative understanding of stability will grow. Average-case modeling of error propagation is already a well-established tool, for example, in the study of fast Fourier transforms for digital signal processing [22] . We wish to acknowledge several previous experimental studies of the behavior of Gaussian elimination for random matrices and related matters: by Goodman and Moler [16] (reported also in the LINPACK manual [8] ), by Birkhoff and Gulati [2] , and by MacLeod [21] , [34] who presents detailed statistics from Gaussian elimination applied to random matrices ofdimensions n -< 100 with sample sizes 10,000. Higham and Higham have investigated general classes of matrices with large growth factors [18] . Many theoretical questions concerning eigenvalues and condition numbers of random matrices have recently been settled by Edelman [11] , [12] .
1. Preliminaries. Throughout this paper A denotes a real n X n matrix, and A k), =< k -< n, is the modified matrix, with zeros below the diagonal in the first k columns, that remains before the kth step of Gaussian elimination. The end result is an upper-triangular matrix U A "). We denote by k) the intermediate matrix obtained after pivoting but before elimination at step k; thus the kth elimination step has the form
Step k" Ak)---tk)--A + )
(1 <=k<=n 1).
) and dj) respectively, and,
The i, j entries of A Ck) and ) are denoted by a 0 a(, u is the kth pivot element.
The growth factor 0 of (0. In the first five cases, the elements of an individual matrix are independent samples from the distributions indicated, while the final three cases have dependent elements. The random orthogonal matrices are calculated by a sequence of Householder reflections as proposed by Stewart [28 ] ; Haar measure is a name for the isotropic distribution of orthogonal matrices in which each column or row is uniformly distributed on the unit (n )-sphere.
In each of our experiments, matrices A of one or more dimensions n are selected at random from one of these classes, with the sample size N diminishing with n to keep the computing time within reasonable bounds. A typical set of dimensions and sample sizes are listed below, although for some of our experiments the samples were larger. From now on, then, we shall assume that at every step of elimination, the elements (k) aij are normally distributed with mean 0; only the standard deviation ak depends on k. For most of the argument, we shall further assume that the elements are independent, until we are forced to abandon that assumption at (5.5). Except where otherwise indicated, the experiments reported in the remainder ofthis paper are based on matrices A with elements from the standard normal distribution.
3. Pivots. Even without knowing ak, the standard deviation of the elements at the kth step of elimination, we can predict 7rk/rk, the size of the average pivot relative to (k) (3.4) r kW(m).
We have chosen to work with the mode (the most frequent value) rather than the mean, although the two are asymptotic as m oo. The reason is that the extreme value distribution is far from symmetric: for practical values of m the mode is several percent smaller than the median, which is several percent smaller than the mean. We shall be dividing by W(m) to compute multipliers in the next section, and the mode is a convenient statistic that is relatively insensitive to this inversion.
Gumbel has m/2 instead of m in (3.2), since he is concerned with the largest element in signed magnitude.
In the calculations and plots to follow we shall assume that each pivot element is exactly equal to +agW(m), although in actuality it is, of course, a random variable. 4. Multipliers. The previous two sections lead readily to a prediction of the distribution of multipliers at step k and of their standard deviation ug. First the pivot element gg is chosen and the rows and possibly columns permuted accordingly; we have as-
sumed akk is equal to +.trkl4(m). The multipliers are then the numbers dig /,kg, and
what we know about -ig is that it comes from the normal distribution of mean 0, standard deviation ag, except with the tails beyond +rgW(m) deleted and the total probability renormalized to compensate. That distribution has probability density function 2.1, but shows both n 16 and n 128. This time the solid reference curves are not simply rescaled Gaussians, but the predicted multiplier distributions (4.1). The agreement with predictions is excellent for partial pivoting and reasonably good for complete pivoting.
Note that the multipliers are smaller for large n and for complete pivoting.
5. Dependence on k. Sections 2-4 have proposed models ofthe behavior ofelements, pivots, and multipliers at each step k, but did not consider how the scale of these quantities-rg and 7rgmchanges with k. We turn now to this question.
The first half of step k is the interchange of rows and possibly columns A Cg) --.3g), 2(k) which moves some large element a }f) to the pivot position ugh. In the case of complete pivoting, this repeated removal of the largest element from the submatrix k 5 i, j n has a pronounced retarding effect on element growth, especially toward the end of the and then taking the logarithm and using (4.3) to obtain n n -1 n log --=e =1 log(l+,)=l ==21gm 41ogn"
We have now reached the point where hypothesis (2) mentioned in the Introduction has failed us; it is time to replace it by some quantitative version of (2').
We have found that the following simple assumption is sufisingly accurate, at least until the last few steps of elimination: the variances accumulate additively rather than multiplicatively according to the formula 22 (5.5 +.
We do not have a rigorous justification of why (5.5) is an appropriate replacement for (5.3), but here is a heuristic one. Equation (5.5) amounts to the statement that the operations performed in Gaussian elimination do not compound, from the point of view of groh factors; it is as if the kth elimination step were applied to the original matrix A A ( rather than to A (. Why should this be? Our best answer is to describe the following mechanism, which suggests that the groh introduced at one elimination step tends not to contribute to fuher groh at later steps. At step k, the coecfion subtracted from ( by (5.2) is a rank-1 matx. Taking the extreme, suppose this coection happened to be much larger than the elements it was being added to. Then the new matx A (+1 would be close to a matrix of rank one in its lower-fight subsquare k + N i, j N n. Consequently, the large numbers just introduced would vanish at step k + 1.
This argument is ceainly not complete, nor precise enough to distinguish (5.5) from various other possible modifications of(5.3). But we believe the feedback mechanism it describes is essential to the stability of Gaussian elimination: large groh makes the remaining matrix close to a matrix of low rank, which in turn inhibits large groh. Note that in keeping with the distinction in the Introduction between (2) and (2'), the lowrank ropey would be destroyed if the signs of the correction matrix were randomized. [32] , which is known to be not sharp. 6 The straight line shows the bound p =< n that was conjectured by Wilkinson for real matrices with complete pivoting 33, p. 213 ], which has never been proved except for n -< 5 [4] , [7] , [18] . Below these curves, we have plotted two sets of experimental values of () based on matrices with random elements from the standard normal distribution. 7 It is'evident that the average growth factors for both partial and complete pivoting grow sublinearly with n and lie well below all of the worst-case bounds. The pattern in these data can be made more apparent if we modify the definition of .Rather than dividing by the maximum element of A, let us divide by the standard deviation OA of the initial element distribution,
max/,j,k aij (6.1) p= (aa is not the same as a, unless the elements of A have mean 0: the former is a true standard deviation, while the latter is defined in (1.4) relative to 0.) For matrices with elements from a uniform distribution, this modification will increase () by a constant factor, whereas for matrices with normally distributed elements, the factor is approximately W(n ) O(/log n ). Figure 6 .2 repeats the experimental data of Fig. 6 .1, but showing () instead of (). The data points lie strangely close to two straight lines:
partial pivoting" () /,/2/3, complete pivoting" () ?//2.
The proof of Wilkinson's bound is a reasonably straightforward recursive application of 1.1 ). In Fig. 6 .1, the last two data points in each sequence (n 512 and n 1024) are fabricated by extrapolation;
in our computer experiments we neglected to measure these numbers beyond n 256. All the data in Fig. 6 .2 are genuine, however, and since the two figures are nearly equivalent, the extrapolations are unlikely to be far wrong, so we have included the extra points in Fig. 6 .1 to make the comparison clearer. For larger n, except in the case of random orthogonal matrices, the numbers are nearly independent of the matrix distributionmso much so that a plot would be uninformative.
Thus (6.2) appears to continue to hold with the constant factor 1, independently of the matrix distribution--a remarkable degree of a regularity that would have been obscured had we not normalized by aA in (6.1). [4] ). See [7] and [18] for more on this subject.
It remains to relate these observations to our statistical model ofthe past four sections.
To begin the discussion, let us for the first time take a look at the effect of Gaussian elimination on individual matrices rather than just averages. The growth factor k will, in general, be larger than maxk rk, since k is a maximum while maxk rk is a maximum ofan average. Figure 6 .3 suggests that for complete pivoting the excess is typically modest, whereas for partial pivoting it may be quite substantial. These considerations explain how it is possible that the average size of rk can be insensitive to the type of pivoting (in keeping with 1.3 )) while the growth factor still varies significantly.
We can estimate (k) as follows. Figures where ak is the predicted value derived in 5.5 ). Figure 6 .4 compares this prediction with the lines n /2 and n 2/3 of Fig. 6 .2. The agreement is not bad! The predictions for partial pivoting are somewhat too low, however, which reflects the fact that our predicted values of ak were too low toward the end of elimination (Fig. 5.1 (6.4) () O(Vn) as n--?
for both partial pivoting and complete pivoting, despite (6.2) . This guess is tidy but hardly astonishing, in the light of (1.3). 7 . Residuals. Our next set of experiments concerns the actual errors introduced by Gaussian elimination, and also by QR factorization, as measured by residuals computed in double precision. Let an n X n matrix A be factored in one of the following ways:
A PLU (Gaussian elimination with partial pivoting),
A PI LUP2 where L is unit lower triangular, U and R are upper triangular, Q is orthogonal, and P, P,, and P2 are permutation matrices. The QR factorizations are carried out by Householder reflections, and as is customary, the vector associated with these reflections is stored rather than an explicit matrix Q. Let L, U, R, and so on denote the matrices obtained in floating-point arithmetic, and define the residual for Gaussian elimination with partial pivoting by E A PLU, and similarly for the other factorizations.
After a factorization has been carried out, we measure the size ofE by its maximum element normalized by rA and also by machine epsilon:
At the end of a series of N factorizations, we compute the average ( E max > as usual. partial and complete pivoting and for QR factorization without pivoting. The data from the figure, together with corresponding numbers for QR factorization with column pivoting, are listed in 8. Alternative pivoting strategies. The previous sections have examined "classical" Gaussian elimination with partial or complete pivoting, and concluded that these algorithms are highly stable on average. In this final section we shall look more superficially at three variants of Gaussian elimination based on alternative pivoting strategies: "threshold," "pairwise," and "parallel" pivoting. All of these variants are less stable than partial or complete pivoting, and the last turns out to be markedly unstable for large n even though the multipliers are all less than in magnitude. Table 8 .1 summarizes our conclusions, which are based on experiments with n =< 1024. The most interesting observation is that as discussed in earlier sections, the stability of Gaussian elimination depends not only on the size of the multipliers, but also on whether the corrections introduced at each step are of low rank. We begin with threshold pivoting, a well-known idea that is discussed by various authors (for a discussion and references see [10] ). The idea is to require only that
where z [0, is a parameter. For z this is partial pivoting, and for z 0 it is no pivoting at all; of course in practice z is taken to be positive. The motivation behind threshold pivoting is that it allows for more than one row to be a candidate for the pivot row, and some other criterion, such as sparsity, can be used to make the choice.
With this strategy, the multipliers are at most z-l and the growth factor satisfies o =<
(1 + z-1)n-l. AS with partial or complete pivoting, each step involves an elimination operation of rank 1.
Several authors have espoused ways to choose 7, with recommended choices being as low as 0.01 [29] or as high as 0.25 [5] . Duff[9] , [10] reports an experiment with four sparse matrices and arrives at the interesting conclusion that z 0.1 affords both good reduction of fill-in and loss of only one to two digits of accuracy in the solution, whereas smaller -(0.01 or less) can be disastrous to accuracy and may actually increase the fill-in. To explain this counterintuitive observation, he notes that when r is small the variance of elements becomes large, so that the number of elements that satisfy (8.1) becomes small.
We performed a brief series of experiments using dense matrices of dimensions n =< 128, with independent elements from the standard normal distribution and with Table 8 .2. These experiments support the conclusion that for larger values of r, threshold pivoting is reasonably safe; the growth factors are nowhere near the worstcase bound 2 ,-l. Of course, in applications involving sparse matrices the behavior may be different.
What about the limit r 0--no pivoting? The data for r 10 -s in Fig. 8 For QR factorization with or without column pivoting, the average maximum element of the residual matrix is O(n/), whereas for Gaussian elimination it is O(n).
This comparison reveals that Gaussian elimination is mildly unstable, but the instability would only be detectable for very large matrix problems solved in low precision. For most practical purposes Gaussian elimination is highly stable on average. ( 6, 7) (2) The statistical behavior of Gaussian elimination depends on the standard deviation ofthe initial matrix elements, but is otherwise insensitive to the matrix distribution.
In particular, the statements below apply equally to random matrices with elements from normal, uniform, or discrete distributions, as well as to random symmetric and Toeplitz matrices (but not to random orthogonal matrices). ( 2-6) 3 For n -< 1024, the average growth factor (normalized by the standard deviation of the initial elements) is within a few percent of n 2/3 for partial pivoting and is approximately n /2 for complete pivoting. ( 6) (4) After the first few steps ofGaussian elimination, the remaining matrix elements are approximately normally distributed, regardless of whether they started out that way.
({}2) (5) The average magnitudes of pivots relative to elements at each step of elimination can be predicted by extreme value statistics. The distribution of multipliers at each step can then be predicted based on the pivot magnitudes. ( 3, 4) (6) The signs of the elements and multipliers are not independent, and their dependence is essential to the stability of Gaussian elimination. It results from the fact that each step of elimination introduces a rank-1 correction to the remaining matrix, which provides a feedback mechanism that inhibits potential element growth and instability. 
