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ABSTRACT
Virtual Reality (VR) is a multifaceted area with great potential from pure
entertainment to scientific research. Due to technological limitations, VR
for the last thirty years has not really caught on since users were always
left feeling dizzy and uncomfortable after a few minutes of using it. With
the emergence of computationally precise devices like the Oculus Rift and
the Leap Motion, there has been a resurgence of interest in VR and human
computer interaction, a subset of VR that is within the haptic and tactile
realm.
This thesis provides a description of a system that provides haptic feedback
when touching a virtual object, and also demonstrates the efficacy through
an experiment. The thesis should hopefully provide the groundwork that
would allow those in different fields to be able to add a virtual and immersive
environment onto their own projects and visions, from virtual entertainment
to a diagnosis in interdisciplinary neuroscience.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The thought of being able to escape our reality and enter a virtual one is an
idea that has been around for quite some time, even before the invention of
the personal computer and transistor. After the first head-mounted display
(HMD) was invented, there have been several different variants of virtual
reality devices that have come and gone, unfortunately failing to live up to
the expectations of virtual reality enthusiasts due to the extremely high cost
of production for devices like $15,000 headsets and $50,000 graphics sys-
tems, the cumbersome and awkward nature of the devices that make feeling
immersed in the virtual world very difficult, and latency that just was not
convincing enough for the mind to accept, often rendering the user nauseous
and motion-sick after a few minutes of using the device [1].
In the last few years however, consumers have finally been able to indirectly
benefit from Moore’s law by being able to afford computationally powerful
electronic devices [2]. With processors becoming exponentially smaller and
more energy efficient, companies can build innovative devices like the iPhone
that are more powerful than the computers that NASA used to land a space
shuttle on the moon in 1969 and be able to sell them to consumers at an
affordable price [3]. With opportunities like this, hobbyists and engineers
are living at a time when even they can raise money by crowdsourcing to
build their prototypes and eventually take it to market. It is because of these
advances that there are a proliferation of devices in the market, some that can
be used together in interesting ways thanks to the great engineering behind
them, available software development kits, and powerful game engines.
But even all of these new gadgets are not enough to bring the user into a
virtual world without a responsive and user-friendly HMD. Palmer Luckey,
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the inventor of the Oculus Rift, and a few engineers launched a Kickstarter
campaign in 2012 to create the first affordable and robust virtual HMD.
Their collaboration with Valve, a gaming software company that had been
conducting virtual reality research of their own, made the Oculus Rift one of
the first potential virtual reality HMDs that can be taken to market at an
affordable price and unlike its predecessors, not induce nausea and motion
sickness in its users. The device has revived the interest in virtual reality
and other peripheral devices like the Leap Motion, a gadget that tracks the
user’s hands with great precision, are taking human-computer interaction
and subsequently virtual reality to the next level.
1.2 Proposed Method
The proposal is to build a reliable system by integrating different hardware
devices like the Oculus Rift, the Leap Motion, and a custom-built glove that
provides haptic feedback to create an immersive virtual environment. The
system will be integrated by using the Unity 3D gaming engine and the
hardwares’ respective software development kits (SDKs).
The idea would be to first find a reference point in Unity’s virtual envi-
ronment that would be the Leap Motion coordinate system. Then, we would
use the Leap Motion to track where the user’s hand is with respect to the
device and then create a skeletal model from this data. Unity would then be
able to render a virtual hand in the scene. From this, a few scripts in Unity
would be responsible for tracking the location of the different areas of the
hand like the finger tips and palm of the hand and subsequently determine
the intensity of the respective vibration motors on the haptic glove. While all
this is happening, Unity is keeping track of the head position to render the
correct view that gives users the impression that they are inside the virtual
environment.
1.3 Thesis Summary
Chapter 2 of the thesis will briefly cover the history of virtual reality. We will
also go through each of the devices that are used in the system. In Chapter 3,
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we will get an overview of the system and then go into detail over each part
of the system. Chapter 4 will be where we review an experiment and other
research that demonstrates the efficacy of a haptic-based system. Finally in
Chapter 5, we will draw conclusions and end it with potential directions the
system can be taken for future research.
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CHAPTER 2
BACKGROUND
2.1 Brief History of Virtual Reality
The early history of virtual reality is a fascinating one because it was long be-
fore John Bardeen had even invented the transistor when in 1935, American
science fiction writer Stanley G. Weinbaum wrote Pygmalion’s Spectacles, a
short story that accurately portrays what virtual reality may be like in the
future. During one part of the story, Professor Albert Ludwig, the inventor
of the goggles, is trying to explain to the main character what the invention
is. “It means nothing to you, eh? But listen—a movie that gives one sight
and sound [...] taste, smell, even touch. Suppose I make it so you are in the
story, you speak to the shadows, and the shadows reply, and instead of being
on a screen, the story is all about you, and you are in it. Would that be to
make real a dream?” [4]. Even though the idea of being able to smell a virtual
world sounds rather farfetched, Stanley Weinbaum was able to describe the
idea behind what contemporary virtual reality and video game enthusiasts
have been working on for the last several decades.
About thirty three years later after Stanley wrote his short story, a com-
puter scientist and University of Utah professor named Ivan E. Sutherland
and his student Bob Sproull invented in 1968 what is known as the first ever
virtual reality HMD as shown in Figure 2.1.
Even though it was rather primitive, being so heavy it needed to be hung
from the ceiling by a huge, adjustable pole and lacked the immersion those
in the virtual reality community have come to expect, this invention was
still capable of tracking the position of the user’s head and eyes as well as
displaying the virtual objects onto the monitors [5]. It is a huge feat of
engineering that would lead the way for future HMDs like the Oculus Rift.
Then during the 1970s, advancements were being made mostly in computer
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Figure 2.1: Sword of Damocles [5]
graphics. The University of Utah that already had the professors who were
making groundbreaking progress in the field became the sort of epicenter
for everything dealing with computer science and computer graphics. Many
of Sutherland’s students would turn out to later become rather influential
in the area, like Boeing veteran Edwin Catmull, an aspiring physicist who
“would eventually bridge traditional animation with computers, creating 3D
computer-animated graphics” [6]. Many fields from medicine to the military
ended up adopting this advancement in technology quite quickly.
Then in 1984, computer scientist and future pioneer of virtual reality Jaron
Lanier and Thomas G. Zimmerman left Atari to found their own company
called VPL Research, Inc. in 1984 to commercialize virtual reality and be
the first to sell virtual reality goggles to consumers. Some of the products
that were sold were the DataGlove (a glove used for input), the EyePhone
(an HMD with LCD screens), the Body Electric (a visual programming lan-
guage that was used to interface with the other devices that made up the
VPL system), and Issac (a real-time 3D visual rendering engine that operates
with Body Electric to construct the virtual world) [7]. It was around 1990
when the company unfortunately had to file for bankruptcy. The technol-
ogy didn’t disappear completely however, because it was in 1999 when Sun
Microsystems bought all of the company’s patents. The VPL patents have
hitherto ben unused and it is unclear whether Oracle’s acquisition of Sun
Microsystems had a negative influence on the subject matter.
It was during the late 1980s and throughout the 1990s when different video
game companies like Sega and Nintendo came out with their own respective
answers to the question over how consumer gamers were going to enter vir-
tual worlds. Unlike the budgets that allow huge organizations like NASA
to afford the expensive virtual reality equipment, consumers still were not
5
seeing what virtual reality enthusiasts have been dreaming of one day using.
Many of the products that were available did not have any way of track-
ing body or head movements, which is a huge requirement for experiencing
immersion. Graphics were still rather undeveloped when juxtaposed with
today’s standards and the devices still created motion sickness due to their
inherent amount of latency. Virtual reality for the time being was just not
there, until years later in 2012 when the Oculus Rift emerged.
2.2 Oculus Rift
The Oculus Rift is a light, wearable HMD that is responsible for creating
the illusion that the user is immersed in a virtual environment by using the
latest and most economical technology available.
(a) HMD and IR Camera [8] (b) Clear Casing Shows IR LEDs [9]
Figure 2.2: Oculus DK2 Headset
The latest version of the Oculus Rift, the Development Kit 2 (DK2), con-
tains two 960 x 1080 resolution OLED screens and has a refresh rate of 75
Hz as well as a low persistence of 2 ms which greatly minimizes the blur
and judder that usually induces motion sickness. The DK2 comes with 40
embedded infrared (IR) LEDs as shown in Figure 2.2b that are observed by
a separate infrared camera as shown in Figure 2.2a with an update rate of 60
Hz, and a built-in gyroscope, accelerometer, and magnetometer with update
rates of 1000 Hz. The combination of these sensors and the IR LEDs make
it possible to do very accurate three-axes rotational tracking and three-axes
positional tracking as seen in Figure 2.3, something that is very important
when wanting to simulate nuance movements in virtual environments like
peering over a ledge.
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Figure 2.3: Head Rotation Axes [10]
The DK2 HMD weighs 0.97 lbs and interfaces with the computer using
an HDMI 1.4b port and a USB 2.0 port, while the head-tracking IR camera
requires its own USB 2.0 port.
2.3 Leap Motion
The Leap Motion is a USB peripheral device designed to accept hand and
finger motions in real-time as inputs. Unlike a mouse peripheral, the Leap
Motion does not need to be controlled with touch and very precise hand-
tracking that makes it possible to create skeletal models, as shown in Figure
2.4a.
(a) Skeletal Models [11] (b) Inside Components [12]
Figure 2.4: Leap Motion
In order to track the hands, the Leap Motion utilizes its two built-in
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monochromatic IR cameras and three IR LEDs. The Leap Motion emits
near-IR light in different patterns to triangulate the position of points in 3D
space and the IR camera captures what it sees in grayscale, as seen in Figure
2.4b. The viewing range is rather limited, confined to approximately 2 feet
(60 cm) above the device. “This range is limited by LED light propagation
through space, since it becomes much harder to infer your hand’s position in
3D beyond a certain distance. LED light intensity is ultimately limited by
the maximum current that can be drawn over the USB connection” [12].
Figure 2.5: Leap Motion’s Grayscale Stereoscopic View [13]
Contrary to popular belief, the Leap Motion does not generate a depth
map. With a stereoscopic video feed as seen in Figure 2.5, eliminating back-
ground objects and ambient environmental lighting, and some applied signal
processing to the raw sensor data that has so far been undisclosed by Leap
Motion, the device is able to analyze and reconstruct a 3D representation
of what the device sees. This is what makes knowing the position and ori-
entation of each joint in each finger possible. It also becomes possible to
create models that estimate the locations of the occluded objects. In or-
der to smooth out the hand model movements, filtering techniques are also
applied.
The Leap Motion Service then feeds the results — expressed as a
series of frames, or snapshots, containing all of the tracking data
— into a transport protocol. Through this protocol, the service
communicates with the Leap Motion Control Panel, as well as
native and web client libraries, through a local socket connection
(TCP for native, WebSocket for web). The client library orga-
nizes the data into an object-oriented API structure, manages
frame history, and provides helper functions and classes [12].
Leap Motion also provides a Unity package that allows users to integrate
the Leap Motion to the game engine that is often used in the video game
8
community for building games and what we are going to use to integrate all
the components of our system together.
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CHAPTER 3
SYSTEM
3.1 Overview
By integrating all these components together, a system can be created that
not only provides immediate visual feedback of the virtual environment they
are inside and maps their real hands to their virtual hands, but also provides
a haptic feedback whenever the user touches a virtual object, as seen in the
flowchart in Figure 3.1.
Figure 3.1: Flow Chart of Haptics System
We can see that the system uses the user’s hand as an input, tracked by
Leap Motion. Leap Motion software then takes the raw data and figures out
the relative hand and finger positions, and then feeds Unity that data. The
Unity environment is then able to render the virtual hands to their updated
positions within the virtual environment in a new frame. If there is a collision
or change in state that is occurring between the virtual fingers and/or hand
and the virtual object, one of the C# scripts attached to the virtual hand will
send a packet of information to the haptics glove, updating the intensities
of the respective vibromotors. If there is no need to update the state of the
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haptics glove, then Unity just needs to update the Oculus Rift HMD, by first
finding out the rotational and translational position of the head by using the
Oculus Rift IR Camera and then rendering the views within the Oculus Rift
HMD so that way what the user views on the screen reflects what one would
see if the head were to have the same rotational and translational positions
within the virtual environment.
3.2 Haptics Glove
The aforementioned technologies in Chapter 2 may decrease the amount of
dissonance the user experiences in the virtual world with the utilization of
visual and aural feedback, but the lack of tactile cues that a person would
experience in the real world when interacting with objects is what prevents
the user from truly feeling immersed. That is why the last component of
our system is a custom-built haptics glove that provides tactile feedback via
vibration motors that are attached by an adhesive. There are five vibration
motors purchased from Adafruit that are attached to each finger, each one
on each tip of the finger as seen in Figure 3.2.
Figure 3.2: First Prototype of Haptics Glove
The vibromotors would vibrate by receiving a pulse width modulation
(PWM) signal from an Adafruit 16-Channel 12-bit PWM/Servo Driver through
the respective positive and ground wires, which can be seen in Figure 3.3b.
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(a) Arduino Uno [14]
(b) Adafruit PWM Driver [15] (c) Adafruit Bluetooth Shield [16]
Figure 3.3: Haptic Controls
PWM is a periodic rectangular wave where the width of the rectangular
pulse is controlled, resulting in a variable average signal which in this case is
a varying average voltage. The Adafruit PWM driver is controlled by a built-
in Inter-Integrated Circuit (I2C), so there is no need to constantly be sending
a control signal from the Arduino Uno, the microcontroller responsible for
determining the pulse width which can be seen in Figure 3.3a. Adafruit pro-
vides a library called “Adafruit PWMServoDriver.h” that makes it possible
to interface with each channel, as seen in Figure 3.4.
1 #include <Adafruit_PWMServoDriver.h>
2
3 //0x40 is the first channel in the PWM Servo Driver, 0x41 is
second, etc...
4 Adafruit_PWMServoDriver Channel1 = Adafruit_PWMServoDriver(0x40);
5
6 void setup()
7 {
8 PWM_Channel1.begin();
9 PWM_Channel1.setPWMFreq(50);
10 }
12
11 void loop()
12 {
13 if(ChangeInState_ThumbTip)
14 {
15 Channel1.setPWM(0,0,leftHand.Thumb_Tip_Intensity);
16 }
17 // Similar code for other finger tips (MIDDLE_TIP,
RING_TIP,PINKY_TIP)
18 }
Figure 3.4: Interfacing with Adafruit PWM Driver Circuit
Attached to the Uno is the Bluetooth module shield, which is used to
communicate serially with the computer and is seen in Figure 3.3c.
Because each of the vibromotors requires more current than the Arduino is
able to provide, a circuit had to be designed using a combination of Darling-
ton transistors, diodes, capacitors, and resistors. The resistors are needed for
limiting the amount of current flowing through the motor while the diodes
are required to protect the transistors from voltage spikes that could occur
while the motors are vibrating, and the capacitor absorbs any of the voltage
spikes that are produced [17]. The schematic can be found in Appendix B.1.
The most up-to-date schematics and code can be found in the following URL:
https://github.com/aguzmanballen.
3.3 System Integration
In order to get everything working together, we are going to use the Unity
software environment. The Unity game engine is a cross-platform game cre-
ation system developed by Unity Technologies [18]. The engine includes an
integrated development environment (IDE) capable of compiling applications
onto a variety of platforms, including Microsoft Windows, Mac OS X, Linux,
Android, iOS, Unity Web Player (including Facebook), Microsoft Xbox 360,
Microsoft Xbox One, Sony PlayStation 3, Sony Playstation 4, Nintendo Wii,
and the Nintendo Wii U.
Because of Unity’s popularity, many different companies are developing
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their own SDKs and UnityPackages in order to give developers the ability to
create their own environments that have the functionality to interface with
their products like the Leap Motion, the Microsoft Kinect, the Oculus Rift,
and Qualcomm’s Augmented Reality (AR) Library called Vuforia. AR is a
technology known to track a pre-programmed image known as the marker,
estimate a transformation matrix that will rotate the marker from what the
computer expects to see and what the camera actually sees, and then apply
the same transformation matrix to the virtual objects that are positioned
with respect to the marker. This gives the illusion that there is actually a
virtual cube floating on top of the marker in the real world, as seen in Figure
3.5a. If one were to add the Leap Motion Unity package to the scene and
attach the Leap Motion reference frame to the marker, then it is now possible
for it to interact with the cube as seen in Figure 3.5b.
(a) Created Scene (b) Real-time Running Scene
Figure 3.5: Unity Environment
This is just a demonstration of the power that Unity has in being able to
integrate many different devices together. The engine also includes the Mon-
oDevelop integrated development enviroment (IDE) that developers can use
to write code that can be attached to different components of the application
being built. The developer can write code in Javascript, C#, or even Boo,
which makes programming for Unity relatively simple since the majority of
developers with any sort of programming background can program in one of
those three languages.
Even though scripting is an integral part of development, a huge part of
the application may in fact be created without requiring the use of extended
programming. Thanks to Unity’s configuration-based approach to scene de-
sign, a Unity user without any sort of programming experience can still use
the existing tools to reorganize and design scenes as desired. There are also
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graphics resources that can be swapped out by artists, independent of the
scene design.
3.4 Finger Tracking
To understand how the system manages to change haptic feedback in real-
time, we must first look into what specifically is going on when Leap Motion
is tracking the user’s hands. Figure 3.6 shows a model that represents the
hierarchy of classes within the Leap Motion API.
Figure 3.6: Leap Motion Class Hierarchy
Say, for example, that the developer wanted to find out the location of the
tip of the index finger with respect to the Leap Motion as we would want
to identify it for our system. In this case, one can simply access a Frame
object to retrieve the HandList. This is because there could be one hand,
two hands, or three hands if someone wanted to add their own hand while
another is already using both hands for the Leap Motion sensor. With this
array, one can access the Hand game object, each Hand containing a list of
Fingers. When we access a Finger from the FingerList, we are then given
access to each of the Bones of that Finger object. All fingers contain three
Bones except the thumb, which has two Bone objects. From here, we can
then access the transform and subsequently the Cartesian coordinates of the
bone within the environment.
Remember that this is all possible because Leap Motion is constantly send-
ing the raw data to the computer where the drivers are responsible for analyz-
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ing the data to find the relative positions and subsequently sends that data
to any program requesting that information through Leap Motion’s API. It
is because of this support that the developer is able to extract real-time in-
formation about the state of the hand positions simply by going through the
respective classes until we get the desired data. There are different ways to
use this data as well, as seen in Figure 3.7 where we determine the finger tip
position relative to the hand and then add the position of the hand relative
to the scene to get the finger tip position relative to the scene.
fingerTipPosition = leap_hand.Fingers[fingerInt].TipPosition
.ToUnityScaled() + handcontroller.transform.position
Figure 3.7: Extracting Finger Tip Position
Once we extract this information, a separate script determines whether
these Hand objects are in a state such that the intensity of the vibromotors
need to be changed, which will be discussed in the next section.
3.5 Stimulation Control
Using the tracking information Leap Motion provides, Unity’s ability to know
where the user’s virtual hands within the scene are makes it possible to
provide direct vibratory stimulation to any part of what the hand that makes
contact with virtual objects. Because it is possible to adjust the level of
vibration of every motor on the glove, it is possible to design experiments
where the user has to rely on the intensity of the haptic feedback to determine
whether the user’s hand is getting closer or farther to an invisible virtual
object, as we will see with the Treasure Hunt task in Chapter 5.
Since Unity already has data on the location of the finger positions within
the virtual environment, all that needs to be done is to send the data to
the haptics glove. In the Unity scene, there is a game object responsible
for knowing the state of the intensities for each vibromotor and in every
frame, a script checks if there has been a change in state of the virtual hand
that would warrant updating the intensities of the haptics glove. If so, Unity
would send an array of bytes to the haptics glove. The aforementioned actions
are implemented in Figure A.1 that can be found in the appendix.
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The glove is programmed to implement bidirectional communication with
the Unity environment to guarantee that no packets of information were lost
during transmission. On Figure A.1, we can see a state machine where the
glove is waiting to get its first byte with an integer value of ’10’. Once it re-
ceives this byte, the glove receives THUMB TIP BYTE which is a macro that
represents the integer ’1’, meaning that the computer should now be entering
the state where the thumb intensity data is being sent. Once it does so, the
computer will send THUMB TIP BYTE to the haptics glove and since the
glove is expecting this, the glove keeps going through the state machine only
now it is storing the respective values so that way when the state machine
gets to the very end and checks to make sure that all bytes were received,
it will then change the intensities of the respective vibromotors. Otherwise,
it will ignore everything that was just received and wait until the computer
sends the data. Figure A.2 demonstrates the bidirectional communication
from the perspective of the glove while in the following code in Figure A.3,
we demonstrate the flow of the state machine from the perspective of the
Unity environment.
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CHAPTER 4
EXPERIMENTS
4.1 Overview
The kind of system that has been developed can be used in a variety of
different fields. One of those is a branch of psychology known as cognitive
neuroscience, and a few researchers who work in the Beckman Institute under
Professor of Psychology Neal Cohen named Aldis Sipolins, John Capozzo,
Kevin Horecka, and Patrick Watson, intend on using the system to carry
out experiments on subjects. This is because the current immersive virtual
worlds that we have all built together like the one in Figure 4.1 are designed to
simulate known cognitive psychological experiments in order to validate the
idea that a user’s performance inside the virtual environment on complex
memory and decision-making tasks matches what would be observed in a
conventional cognitive assessment.
Figure 4.1: Example of Potential Cognitive Experiment
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4.2 Treasure Hunt Task
For our experiment in our virtual reality system, we modified the well-known
Morris water maze task where a participant has to search for invisible ob-
jects within a bounded area, only relying on haptic feedback and positional
cues. The participant then has to backtrack to the positions of the objects
that were previously found, trying to approximate where they remember the
objects’ locations by marking them appropriately. Because this is a vir-
tual environment and we have peripherals that have the ability to do hand
tracking, we have the advantage of quantizing everything including the exact
path that each participant followed to locate and mark the objects during
the search and backtracking phases. Figure 4.2 is an example of the Unity
scene that the user would be inside for the experiment.
Figure 4.2: Unity Scene of Treasure Hunt Task
By extending this sort of task to a virtual realm, we are no longer confined
to the limitations of conventional spatial navigation tasks like having to put
together each stimuli manually by hand instead of automating everything via
Unity scripts, not being able to adaptively change the task difficulty, and the
incapability to get quantized information like coordinates of the taken path
with great precision and accuracy. It is these sorts of modifications that make
it possible to further explore the areas of working and spatial memory. There
has also been research in the field of psychology that presents how humans
are able to recall and recognize real-world objects better than through 2D
images of the objects [19], a great finding that further shows the advantages
this system can provide for research in cognitive neuroscience.
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CHAPTER 5
CONCLUSION
This thesis has presented the virtual reality system with haptics integration
as well as the components that comprise it. It has shown how by using the
Unity 3D game engine, the devices’ SDKs within Unity, and attaching custom
C# scripts to respective game objects, it is possible to create an environment
where the users feel that they truly are in a virtual environment by not only
being able to interact with virtual objects but also feeling them.
This is a first step, a proof of concept that has much potential, most
notably in the number of vibromotors that can be attached to the glove.
Because the Leap Motion is able to create a skeletal model that includes the
finger bones and joints, it is possible to attach a vibromotor to the location
of each finger bone which would make 14 vibromotors in total. There are
also many experiments that can be conducted by using this system, and
collaboration with different departments like the neuroscience department
can help us develop new ways of using haptics from learning more about
human behavior to creating medical simulations that help train surgeons.
There is a wide array of possibilities and this is the first step to uncovering
them.
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APPENDIX A
CODE SNIPPETS
1 public void UpdateHand()
2 {
3 updateHandState = false;
4
5 if (thumbTip != oldHandState[1])
6 {
7 handState[1] = (byte)thumbTip;
8 updateHandState = true;
9 }
10 if (indexTip != oldHandState[2])
11 {
12 handState[2] = (byte)indexTip;
13 updateHandState = true;
14 }
15 if (middleTip != oldHandState[3])
16 {
17 handState[3] = (byte)middleTip;
18 updateHandState = true;
19 }
20 if (ringTip != oldHandState[4])
21 {
22 handState[4] = (byte)ringTip;
23 updateHandState = true;
24 }
25 if (pinkyTip != oldHandState[5])
26 {
Figure A.1: UpdateHand Function
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27 handState[5] = (byte)pinkyTip;
28 updateHandState = true;
29 }
30 if(updateHandState)
31 {
32 SerialPort.Write (handState, 0, handState.Length);
33 }
34
35 oldHandState[1] = handState[1];
36 oldHandState[2] = handState[2];
37 oldHandState[3] = handState[3];
38 oldHandState[4] = handState[4];
39 oldHandState[5] = handState[5];
40 }
Figure A.1 (Continued): UpdateHand Function
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1 #define START_MESSAGE 0
2 #define THUMB_TIP_BYTE 1
3 #define INDEX_TIP_BYTE 2
4 #define MIDDLE_TIP_BYTE 3
5 #define RING_TIP_BYTE 4
6 #define PINKY_TIP_BYTE 5
7 #define END_MESSAGE 6
8 #define FAILURE -1
9
10 void serialEvent()
11 {
12 while (Serial.available())
13 {
14 int rdata = (int)Serial.read(); // get new byte of data
15 switch(interruptState)
16 {
17 case START_MESSAGE:
18 if(rdata == 10)
19 {
20 interruptState = THUMB_TIP_BYTE;
21 interruptData[0] = 10;
22 Serial.write(10);
23 }
24 break;
25 case THUMB_TIP_BYTE:
26 interruptState = INDEX_TIP_BYTE;
27 interruptData[THUMB_TIP_BYTE] = rdata;
28 Serial.write(THUMB_TIP_BYTE);
29 break;
30 case INDEX_TIP_BYTE:
31 interruptState = MIDDLE_TIP_BYTE;
32 interruptData[INDEX_TIP_BYTE] = rdata;
33 Serial.write(INDEX_TIP_BYTE);
34 break;
Figure A.2: Haptics Glove SerialEvent Callback Function
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35 // Similar code for other finger tips (MIDDLE_TIP,
RING_TIP,PINKY_TIP)
36 case END_MESSAGE:
37 if((rdata == 7) && (interruptData[0] == 10))
38 {
39 interruptState = START_MESSAGE;
40 for(int i = 5; i > 0; i--)
41 {
42 switch(i)
43 {
44 case THUMB_TIP_BYTE:
45 leftHand.Thumb_Tip_Intensity =
interruptData[THUMB_TIP_BYTE];
46 break;
47 // Similar code for other finger tips
(INDEX_TIP,MIDDLE_TIP, RING_TIP,PINKY_TIP)
48 }
49 }
50 Serial.write(7); // End Message = 7
51 break;
52 } else {
53 interruptState = FAILURE;
54 }
55 case FAILURE:
56 Serial.write(0xff); // TX -> RXed character
57 default:
58 interruptState = START_MESSAGE;
59 break;
60 }
61 }
62 }
Figure A.2 (Continued): Haptics Glove SerialEvent Callback Function
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1 private void SerialDataLoop()
2 {
3 try
4 {
5 if (SerialPort.IsOpen)
6 {
7 int rDataByte = SerialPort.ReadByte();
8
9 if (rDataByte != null)
10 {
11 switch(serialPortState)
12 {
13 case START_MESSAGE:
14 if(rDataByte == 10)
15 {
16 print ("rDataByte == 10");
17 serialPortState = THUMB_TIP_BYTE;
18 }
19 break;
20 case THUMB_TIP_BYTE:
21 if(rDataByte == 1)
22 {
23 print ("rDataByte == 1");
24 serialPortState = INDEX_TIP_BYTE;
25 }
26 else if(rDataByte == 0xff)
27 {
28 serialPortState = FAILURE;
29 print("Glove Failure at THUMB_TIP_BYTE");
30 }
31 else
32 {
33 serialPortState = FAILURE;
34 print("Failed packet at THUMB_TIP_BYTE");
Figure A.3: Unity SerialEvent Callback Function
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35 }
36 break;
37 case INDEX_TIP_BYTE:
38 if(rDataByte == 2)
39 {
40 print ("rDataByte == 2");
41 serialPortState = MIDDLE_TIP_BYTE;
42 }
43 else if(rDataByte == 0xff)
44 {
45 serialPortState = FAILURE;
46 print("Glove Failure at INDEX_TIP_BYTE");
47 }
48 else
49 {
50 serialPortState = FAILURE;
51 print("Failed packet at INDEX_TIP_BYTE");
52 }
53 break;
54 // Similar code for other finger tips (MIDDLE_TIP,
RING_TIP,PINKY_TIP)
55 case END_MESSAGE:
56 if(rDataByte == 7)
57 {
58 print ("rDataByte == 7");
59 serialPortState = START_MESSAGE;
60 }
61 else if(rDataByte == 0xff)
62 {
63 serialPortState = FAILURE;
64 print("Glove Failure at END_MESSAGE");
65 }
66 else
67 {
Figure A.3 (Continued): Unity SerialEvent Callback Function
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68 serialPortState = FAILURE;
69 print("Failed packet at END_MESSAGE");
70 }
71 break;
72 case FAILURE:
73 default:
74 serialPortState = START_MESSAGE;
75 print("Restart State Machine & Wait for Start Message");
76 break;
77 }
78 }
79 }
80 }
81 catch (Exception ex)
82 {
83 Debug.Log("Error Has Occurred: " + ex.Message.ToString());
84 }
85 }
Figure A.3 (Continued): Unity SerialEvent Callback Function
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APPENDIX B
HARDWARE SPECS
Figure B.1: Haptics Glove Schematic
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