Doubly robust estimators of causal effects are a popular means of estimating causal effects. Such estimators combine an estimate of the conditional mean of the outcome given treatment and confounders (the so-called outcome regression) with an estimate of the conditional probability of treatment given confounders (the propensity score) to generate an estimate of the effect of interest. In addition to enjoying the double-robustness property, these estimators have additional benefits. First, flexible regression tools, such as those developed in the field of machine learning, can be utilized to estimate the relevant regressions, while the estimators of the treatment effects retain desirable statistical properties. Furthermore, these estimators are often statistically efficient, achieving the lower bound on the variance of regular, asymptotically linear estimators. However, in spite of their asymptotic optimality, in problems where causal estimands are weakly identifiable, these estimators may behave erratically. We propose two new estimation techniques for use in these challenging settings. Our estimators build on two existing frameworks for efficient estimation: targeted minimum loss estimation and one-step estimation. However, rather than using an estimate of the propensity score in their construction, we instead opt for an alternative regression quantity when building our estimators: the conditional probability of treatment given the conditional mean outcome. We discuss the theoretical implications and demonstrate the estimators' performance in simulated and real data.
Introduction
In many areas of research, the scientific question of interest is often answered by drawing statistical inference about the average effect of a treatment on an outcome. Depending on the setting, this "treatment" might correspond to an actual therapeutic treatment, a harmful exposure, or a policy intervention. We use Y (1) to denote the potential outcome of a typical data unit sampled from the population of interest when the unit receives the treatment of interest, and Y (0) to denote the potential outcome if that unit instead receives control. In this work, we focus on estimation of the average treatment effect (ATE), the average difference between Y (1) and Y (0) in the population of interest.
Often, due to ethical or logistical constraints, we cannot randomly assign data units to receive/not receive the treatment. Thus, in order to draw valid conclusions about the ATE, we require statistical methodology that can control for confounders of the treatment/outcome relationship. Although epidemiological and other applied literatures are still considering the relative merits of various methodologies, the statistical literature has provided direction through consideration of semiparametric efficient methods. The literature provides many examples of such estimators. In some situations, regularized or sieve maximum likelihood estimators can be used (e.g., van der Vaart (1998)); however, this generally requires careful selection of tuning parameters. Existing literature lacks general guidelines for how such parameters can be chosen in practice, which limits the utility of these strategies. On the other hand, methods that are built around a causal effect parameter's efficient influence function offer a more straightforward approach to estimation. Foremost amongst these approaches are one-step estimation (Ibragimov and Khasminskii, 1981; Pfanzagl, 1982; Bickel et al., 1997) and targeted minimum loss estimation (TMLE) (van der Laan and Rubin, 2006; van der Laan and Rose, 2011) .
The efficient influence function often depends on the observed data distribution through certain key nuisance parameters. In the context of the ATE, these nuisance parameters are the conditional mean of the outcome given treatment and confounders (the so-called outcome regression, OR), the conditional probability of treatment given confounders (the so-called propensity score, PS), and the distribution function of confounders in the population of interest. Once estimators of these key quantities are available, each methodology provides its own recipe for combining the relevant nuisance estimators into an estimate of the causal effect of interest. Assuming the nuisance estimators satisfy certain regularity conditions, the resulting estimators of the ATE, when appropriately centered and scaled, converge in distribution to a mean-zero Gaussian variate with variance equal to the semiparametric Cramer-Rao efficiency bound for regular estimators. In addition to efficiency, these estimators are also doubly-robust, meaning that they are consistent for the causal effect of interest even if one of the OR or PS is inconsistently estimated.
One of the key assumptions underlying any methodology for estimating the ATE using observational data is the strong positivity assumption, which stipulates that the PS must be bounded between zero and one almost everywhere. That is, if we define strata of data units based on their observed confounders, any stratum with positive support must have some probability of receiving and not receiving the treatment. If this condition fails, then the ATE is not estimable from observed data. Moreover, even if the condition holds theoretically, in practice there may be small estimated propensity scores -so-called practical violations of the positivity assumption (Petersen et al., 2012) . In such cases, the one-step estimator and TMLE can suffer from erractic, non-robust behavior.
To combat this behavior, various extensions have been proposed including collaborative TMLE (CTMLE) (van der Laan and Gruber, 2010; Gruber and van der Laan, 2010; Stitelman and van der Laan, 2010; Wang et al., 2011) . In this approach the OR and PS are estimated collaboratively, by selecting an estimate of the PS based on how well it tunes an estimate of the OR. From a theoretical point of view, the goal of CTMLE is generally to provide an estimator that is more robust than TMLE, but that nevertheless maintains TMLE's asymptotic efficiency. CTMLE enjoys additional theoretical benefits in settings where the OR is inconsistently estimated. In this case, the CTMLE enjoys a more general robustness property than TMLE referred to as collaborative double-robustness (van der Laan and Gruber, 2010) . Many proposed CTMLEs are designed specifically for settings with practical positivity violations, for example by: choosing a truncation level for estimated propensities, selecting variables to be included in the PS, or tuning particular machine learning algorithms (Ju et al., 2019 (Ju et al., , 2017 (Ju et al., , 2018 . These works show that CTMLE can provide greater robustness than TMLE in challenging situations.
In spite of the putative benefits of CTMLE, these estimators are not widely used. There may be several reasons why. First, the approach involves many decision points for the analyst, who must select an increasingly complex sequence of estimators for the PS and implement each of these estimators. Second, the approach often involves extended computation time relative to traditional doubly-robust methods. In particular, cross-validation is needed to validate which PS method should be selected from amongst the user-chosen sequence. Third, from a theoretical perspective, performing robust inference based on existing CTMLE approaches is also challenging, involving either strong assumptions on nuisance estimators (see Appendix 17 of van der Laan and Rose (2011)) or additional iterative computational steps (van der Laan, 2014) .
In this work, we seek to overcome these limitations by proposing a new approach to CTMLE. The twist in the present proposal relative to existing CTMLE approaches is that we assume the OR estimator is consistent at a fast rate. Assuming this consistency, we provide an alternative target for a PS estimator that is explicitly adaptive to the OR. In particular, rather than estimating the true PS, we recommend estimating the propensity for receiving treatment as a function of the estimated OR. This low-dimensional regression can be substituted in place of an estimator of the true PS in a standard TMLE or one-step procedure. We show that, when appropriately scaled, the resultant estimator is asymptotically Normal with variance that is generally smaller than that of an efficient estimator. Thus, our proposal provides a new approach to CTMLE that is tailored both for small-and large-sample and performance.
Background

Identification of ATE
Suppose we observe n independent copies of the data unit O := (W, A, Y ), where W ∈ W is a vector of putative confounders, A ∈ {0, 1} is a binary treatment, and Y ∈ [0, 1] is the outcome of interest. Our assumption that Y ∈ [0, 1] does not sacrifice any generality of our proposed methodology. We denote by P 0 the probability distribution of O and assume that P 0 is an element of a statistical model M. We take M to be a nonparametric model.
As above, we use Y (1) and Y (0) to denote the counterfactual outcomes under treatment and no treatment, respectively. For a = 0, 1, we denote by P a 0 the probability distribution of Y (a). The ATE is defined as
the difference in average outcome if the entire population were assigned to receive A = 1 versus A = 0. The ATE is identifiable from the observed data under the following assumptions: consistency, Y = Y (a) | A = a; no interference: Y i (a) does not depend on A j for j = i; ignorability: A ⊥ (Y (1), Y (0))|W ; and positivity: pr P 0 {0 < pr P 0 (A = 1 | W ) < 1} = 1. The first two assumptions are needed in order to have well-defined counterfactual random variables, while the ignorability condition essentially states that there are no unmeasured confounders of A and Y . As mentioned in the introduction, the positivity criterion stipulates that every unit has a chance of receiving A = 1 and A = 0. If these assumptions hold, the average treatment effect is identified by the G-computation formula
Estimators of the ATE
For simplicity, we hence consider estimation of
which we refer to as the treatment-specific mean. Symmetric arguments can be made about
, and thus the ATE. Hereafter, when we refer to the OR, it is understood that we are referring to the quantity E P 0 (Y | A = 1, W ), the regression of Y on W amongst units observed to receive the treatment. For each w ∈ W, we denote byQ 0 (w) := E P 0 (Y | A = 1, W = w) the true OR evaluated at W = w and denote byQ n (w) an estimate ofQ 0 (w) based on O 1 , . . . , O n . We useQ to denote the model for the OR implied by M; that is, Q is a collection of all possible ORs allowed by the model M. Similarly, for each w ∈ W, we denote byḠ 0 (w) the true PS evaluated at W = w, byḠ n (w) an estimate ofḠ 0 (w), and byḠ the model for the PS implied by M. Finally, for each w ∈ W, we denote by Q 0,W (w) := pr P 0 (W ≤ w) the distribution function of the vector of confounders. In the remainder, we use the empirical distribution Q n,W (w) := n 
is the value of the treatment-specific mean implied by the ORQ and confounder distribution Q W . Thus, denoting by Q 0 := (Q 0 , Q 0,W ) the true values of these quantities, we have ψ 0 = Ψ(Q 0 ). We remind readers that a regular (see Appendix A) estimator ψ n of ψ 0 is asymptotically linear if and only if ψ n − ψ 0 behaves approximately as an empirical mean of a mean-zero, finite-variance function of the observed data. This function is referred to as the estimator's influence function. Depending on the chosen model, there may be a large class of possible influence functions of regular estimators. The influence function in this class that has the smallest variance is referred to as the efficient influence function (EIF). Any estimator with influence function equal to the EIF is said to be efficient amongst regular, asymptotically linear estimators. Given Q ∈ Q, G ∈Ḡ, and a typical observation o, we define the efficient influence function for the treatment-specific mean relative to M,
Several frameworks exist for constructing estimators with a user-specified influence function. By selecting the EIF, these frameworks can be used to generate efficient estimators. We focus on the one-step and targeted minimum loss estimation frameworks. For our discussion, it is useful to introduce the idea of a plug-in estimator. We denote by Q n := (Q n , Q n,W ) an estimate of Q 0 := (Q 0 , Q 0,W ). A plug-in estimate has the form Ψ(Q n ) = Q n (u)dQ n,W (u) = n −1 n i=1Q n (W i ). The one-step estimator ψ + n applies an EIF-based correction to the plug-in estimate,
TMLE is a general framework for constructing plug-in estimators that satisfy, possibly several, user-specified equations. The framework is implemented in two steps. First, initial estimators of relevant nuisance parameters (e.g., the OR and PS) are generated using a user-chosen technique. Subsequently, the initial estimates are carefully modified such that (i) the modified estimators inherit desirable properties of the initial estimators (e.g., their rate of convergence); and (ii) relevant, user-specified equations are satisfied. For the present problem, a TMLE can be implemented by first generating an initial estimateQ n of the OR andḠ n of the PS. The OR regression estimator is subsequently updated to a targeted estimator Q * n , such that the EIF estimating equation, n
n , Q n,W ,Ḡ n ) = 0, is satisfied. This can be achieved, for example, by defining a logistic regression working model for the OR with logit(Q n ) as an offset, no intercept term, and a single covariate H n . For each a ∈ {0, 1} and w ∈ W, we define this covariate as H n (a, w) := a/Ḡ n (w). The maximum likelihood estimator (MLE) n of the regression coefficient associated with the covariate H n is estimated (e.g., via iteratively re-weighted least squares). For each w ∈ W, we define the so-called targeted OR estimator,Q * n (w) = expit{logit[Q n (w)] + n H n (1, w)}. It is straightforward to show that the score of the coefficient at = 0 evaluated at a typical observation o, equals D(o |Q * n ,Ḡ n , Q n ); thus, we may deduce that the EIF estimating equation is satisfied by the updated OR estimateQ * n . The TMLE ψ * n of the treatment-specific mean ψ 0 is computed as the plug-in estimator based on the modified OR estimator,
. We remark that both the one-step and TMLE frameworks can be seen as first generating an initial estimate based on the OR and subsequently applying a correction procedure that involves an estimate of the PS. This view of the estimators is useful to our discussion below.
Large-sample theory and small-sample considerations
We hence focus discussion on TMLE, with the understanding that similar arguments apply to the one-step estimator. The following equation (derived with assumptions in Appendix B) is useful for studying large-sample behavior of a TMLE,
where (Q * ,Ḡ) is the in-probability limit of (Q * n ,Ḡ n ). The term R 2 is a second-order remainder that involves a difference between (Q * n ,Ḡ n ) and (Q 0 ,Ḡ 0 ),
A key step in establishing asymptotic linearity of a TMLE is showing that R 2 is asymptotically negligible, i.e., R 2 (Q n ,Q 0 ,Ḡ n ,Ḡ 0 , Q 0,W ) = o p (n −1/2 ). This requirement is satisfied if, for example, bothQ * n −Q 0 andḠ n −Ḡ 0 are o p (n −1/4 ) with respect to the L 2 (P 0 ) norm. If so, equation (2) implies that the TMLE is asymptotically linear with influence function equal to the EIF and thus, by definition, the TMLE is efficient. Moreover, the central limit theorem implies that n 1/2 (ψ * n − ψ 0 ) converges in distribution to a mean-zero normal variate with variance σ
We note an additional interesting feature of efficient estimators of the treatmentspecific mean: they are doubly-robust. That is, the estimated treatment-specific mean is consistent for the true treatment-specific mean if either the estimated OR consistently estimates the true OR, the estimated PS consistently estimates the true PS, or both estimators are consistent.
As with any asymptotic analysis, these results provide conditions under which estimators are well-behaved in large samples, but provide no guarantees of smallsample performance. In particular, in settings where the target estimand is weakly identifiable, in spite of the their asymptotic optimality, the TMLE and one-step may be unstable. For example, when the PS may assume very small values, the variance of the EIF may be large, which can cause erratic behavior of the EIFbased correction procedures. In the context of TMLE for the treatment-specific mean, this instability may manifest in the estimation the working model parameter . The covariate H n in the parametric working model may have extremely large values, leading to a targeted OR estimatorQ * n whose performance is considerably deteriorated relative to the initial OR estimatorQ n .
Often, the analyst has little prior information that would suggest whether or not such issues are present. Thus, we are motivated to consider automated procedures for constructing OR and PS estimators that are adaptive to near positivity violations. One such proposal is CTMLE. A CTMLE is based on a sequence of PS estimators that increase in complexity. For example, in the context of estimating the treatment-specific mean, we may start our sequence with an intercept-only logistic regression model and build a sequence ranging from that simple estimator to a flexible semiparametric estimator such as kernel regression. The sequence of candidate PS estimators of is used to generate a sequence of targeted ORs. The best of the targeted ORs is selected via cross-validation and is used to create a plug-in estimator. The principle underlying CTMLE is that the estimator searches for a reduced-dimension alternative to the true PS that is adaptive to how well the estimated OR fits the true OR. If the initial OR estimate provides a good fit, then there may be little benefit (or even detriment) to performing a TMLE correction based on a PS with extremely small values. On the other hand if the initial OR is a poor fit, then we may in fact benefit from such a correction. CTMLE can adapt to each of these situations. Because CTMLE is based on a sequence of increasingly nonparametric PS estimators, the procedure will, with probability tending to 1, select the last consistent estimator of the true PS in the sequence. Thus, in large samples, CTMLE is expected to have similar behavior to a standard TMLE. In this respect, CTMLE may be generally viewed as a procedure that offers finite-sample improvements over standard TMLE, while maintaining its asymptotic efficiency.
The above discussion of efficiency and finite-sample considerations can be viewed in a more general lens than the context of nonparametric estimation of the ATE. In particular, these issues apply to a more broad set of problems that involve observed data structures that can be represented as a coarsened at random (CAR) version of a full data structure, while many models and parameters relevant to causal inference are special cases of this setting. The general CAR setting is discussed further in Appendix C.
Methods
We now propose a particular CTMLE for the treatment-specific mean that is robust to near positivity violations, but avoids the sequential PS estimator selection that is typical of other CTMLE proposals. The distinct aspect of the current proposal relative to previous CTMLE-based proposals is that we rely fully onQ n converging toQ 0 faster than n −1/4 with respect to L 2 (P 0 )-norm. Because the OR estimator is consistent, any PS estimator will lead to a consistent estimate of the treatmentspecific mean, due to the double-robustness of the EIF. However, our procedure asks for a more stringent property on the adaptive PS estimator. We require that the resulting CTMLE be asymptotically linear, and thereby maintain a Normal limiting distribution. The challenge in so-doing is that our selected PS estimator is generally inconsistent for the true PS. Previous work has shown that, even when a nonparametric estimate of the OR is consistent, inconsistent estimation of the PS can have serious implications for the behavior of one-step estimators and TMLEs (van der Laan, 2014; Benkeser et al., 2017) . The issue stems from the fact that the second-order remainder is generally not asymptotically negligible. Thus, the key in achieving our goal is to choose an adaptive PS estimator such that the secondorder remainder remains asymptotically negligible under reasonable conditions. In Theorem 1, we establish that this goal can be achieved by using an estimate of
rather than an estimate of the true PS. In words,Ḡ 0 (· |Q 0 ) describes the probability of receiving treatment as a function of the conditional mean outcome under treatment. This adaptive PS estimate is substituted into the usual TMLE (or one-step) procedures for estimation and inference.
Our proposed CTMLE is implemented in the following steps:
1. estimate OR: regress Y on W amongst units observed to receive treatment A = 1 to obtain OR estimateQ n ;
2. predict outcome: use estimated OR to obtain a predictionQ n (W i ) for each observed data unit, i = 1, . . . , n;
3. estimate adaptive PS: regress A on predictionsQ n (W i ) to obtain adaptive PS estimateḠ n (· |Q n );
4. predict PS: use estimated PS to obtain predictionḠ n (W i |Q n ) for each observed data unit, i = 1, . . . , n;
5. fit OR working model: fit logistic regression of outcome Y on covariate H n (A,
6. target OR estimate: use OR working model to obtain a predictionQ
7. compute plug-in estimate: the CTMLE is ψ
An analogous description of the collaborative one-step estimator is included in Appendix E. Sample R code to compute the estimators is included in Appendix F.
The following theorem establishes the weak convergence of the proposed estimator. We explicitly discuss regularity conditions in Appendix G and strategies for weakening these conditions in Appendix F. Theorem 1. Under the regularity conditions in Appendix G,
and n 1/2 (ψ # n − ψ 0 ) converges in distribution to a mean-zero Normal variate with variance τ
The asymptotic variance τ 2 0 of ψ # n is generally smaller than that of the standard TMLE σ 2 0 , so that the proposed estimator is super efficient. That is, at any fixed data distribution in M, this CTMLE will be asymptotically more efficient than the standard TMLE.
Variance estimation
We propose to estimate the standard error of ψ # n , based on a cross-validated estimate of the variance of the influence function. Specifically, consider a V -fold cross-validation scheme, wherein data are randomly partitioned into V blocks of approximately equal size. For v = 1, . . . , V , denote by V v ⊂ {1, . . . , n} the indices of units in each block. For i = 1, . . . , n, we denote byQ 0 n,v (W i ) the predicted outcome for observation i based on an OR estimate fit when observation i was in the hold-out block. That is, to obtainQ 0 n,v , we regress Y i on W i in units with A i = 1 and i ∈ {1, . . . , n} \ V v . Then we use this fitted regression to obtain predictions based on W j , j ∈ V v . Similarly, we denote byḠ 
. , V . This quantity is computed by regressing
This regression is then used to obtain predictions based
Remark. For notational simplicity, we have focused on presenting an estimate of the treatment-specific mean. An estimate of the ATE can thus be obtained by repeating the entire procedure but switching the labeling of the treatment. Alternatively, we also propose a CTMLE that directly targets the ATE in Appendix F. The major difference is that the adaptive PS now involves regression A on both the OR in units who received treated, as well as the OR in units who did not receive treatment.
Simulations
We evaluated the performance of the proposed collaborative estimators relative to their standard counterparts in two simulation studies. We focus our presentation on comparing CTMLE and TMLE results, while a comparison of the one-step estimators is included in Appendix G. The first simulation evaluated the relative performance of CTMLE vs. TMLE as a function of sample size and strength of positivity violations. In this setting the estimators of the OR and PS are based on correctly-specified parametric models. The results demonstrate the behavior the proposed estimators as a function both of sample size and strength of positivity violations. The second simulation offers a competitive setting for comparing the various estimators. In this setting, both the OR and PS are highly nonlinear functions of the covariates and involve complex covariate interactions. To consistently estimate these complex functions, we utilize the highly adaptive loss minimum loss estimator (HAL-MLE) Benkeser and Van Der Laan, 2016) . This estimator has been shown to the requisite regularity conditions of Theorem 1 under extremely mild assumptions on the true nuisance parameters.
In both simulation settings, we generated and analyzed 1000 Monte Carlo replicate data sets in each setting at each sample size. We evaluated the estimators on their bias, variance, and mean-squared error. We also present visualizations of the estimated sampling distributions of the scaled and centered sampling distributions. Further, we present the coverage probability of nominal 95% Wald-style confidence intervals based on the Monte Carlo standard deviation of the estimators (i.e., an oracle confidence interval) and based on influence function-based standard error estimates. For each sample size n ∈ {100, 500, 1000} we generated data as follows. W was an eight-variate vector. We drew the first seven components (W 1 , . . . , W 7 ) of W from a from an Uniform distribution on [−1.5, 1.5] 7 . The final component W 8 of W was drawn from a Bernoulli(0.5) distribution. Given W = w, the treatment A was drawn from a Bernoulli distribution with success probabilitȳ
Simulation
Given W = w and A = a, the outcome Y was drawn from a Normal distribution with unit variance and meanQ
The true ATE in this setting is one. We induced positivity violations by choosing increasingly large values of γ. We evaluated three choices, γ ∈ {0, 3, 6}. These choices resulted in PS bounded in (0.05, 0.95), (0.01, 0.99), and (0.003, 0.997), respectively. The standard TMLE and one-step estimators used correctly-specified logistic regression for the PS and correctly-specified linear regression for the OR. The CTMLE and collaborative one-step used correctly-specified linear regression for the OR and HAL-MLE for the adaptive PS.
In settings with no positivity issues (γ = 0), we found that CTMLE and TMLE performed approximately equivalently, though CTMLE offered modest benefits at the smallest sample size ( Figure 1 ). As γ increased, propensity scores were pushed towards zero and one, and we saw increased performance of CTMLE relative to TMLE. CTMLE offered significant improvements both in terms of bias and variance, and was more than four times as efficient in the γ = 6, n = 100 scenario. The sampling distribution of both estimators was well approximated by the reference asymptotic distribution as indicated by nominal coverage of oracle confidence intervals (Figure 2 , Panel A). However, while the estimated standard errors of the TMLE estimator performed well in larger samples, the estimated standard errors of CTMLE had poor performance, often underestimating the true variability of the estimator (Figure 2, Panel B) .
Results for the collaborative one-step vs. standard one-step estimator were essentially the same as for TMLE (Appendix XXX).
Simulation 2
We based this simulation setting on the oft-cited Kang and Schafer (2007) simulation design. This design is notoriously challenging for causal effect estimators due to extremely non-linear covariate relationships in the OR and PS and highly complex interactions between covariates. In our simulation, we drew Z 1 from a Uniform(0.5, 2) distribution and drew Z 2 , . . . , Z 5 from a Uniform distribution on [−2, 2] 4 . Given Z = z, the treatment A was drawn from a Bernoulli distribution with success probabilityḠ
) . Given Z = z and A = a, the outcome Y was drawn from a Normal distribution with unit variance and mean Q 0 (a, z) = 210 + 27.4Z 1 + 13.7Z 2 + 13.7Z 3 + 13.7Z 4 . The true ATE in this setting is zero and the true PS is bounded between (0.004, 0.999). A challenge of this simulation setting is that the covariates Z are not available to the analyst. Instead, we must base our estimation on W = W 1 , . . . , W 5 , which is generated from Z as follows
As such, the true PS and OR, when expressed as functions of W are highly non-linear and involve interactions between the various components of Z. To estimate these functions well, we require extremely flexible regression tools. Thus, we use HAL-MLE for the PS and OR used by the TMLE and one-step estimators. Similarly, we used HAL-MLE for the OR and adaptive PS.
As expected, both the the TMLE and CTMLE struggled in this very challenging simulation study (Figure 3 ). While CTMLE offered modest benefits in terms of variance, the bias of the two estimators was comparable. Nevertheless, we do see evidence of asymptotic linearity of both estimators in that the sampling distributions of both of the scaled and centered estimators appear to be moving towards an appropriate center at zero. Nevertheless, both estimators had relatively large B) . However, as in simulation 1, we found that the proposed variance estimators for the CTMLE significantly underestimated the variability of the estimator, resulting in poor coverage.
Data Analysis
We analyzed data collected via the Cebuano Longitudinal Health and Nutrition Survey (CLHNS) (Adair et al., 2010) . CLHNS is an ongoing study of a cohort of Filipino women who gave birth between May 1, 1983, and April 30, 1984 . Children born to these women in that period have been followed through subsequent surveys over multiple years. We used these data to estimate the effect of term pregnancy (pre-, full-, post-) on children's schooling achievement in Cebuano, English, and mathematics. The putative confounders we considered were related to parental characteristics (maternal/paternal age, maternal height, maternal/pater- nal education, maternal age at first birth, maternal parity, maternal marital status), household characteristics (number of children in the household, child/adult ratio, child dependency ratio, crowding index, number adult males/females in household, urbanicity score, water availability, sanitation), and socioeconomic information (socioeconomic status, familial health care access, total family income). Our strategy for handling missing covariate data is described in Appendix H. Pre-, full-, and post-term pregnancies were defined as those less than 37 completed weeks, between 37 and 41 completed weeks, and greater than 41 completed weeks, respectively. Our outcome is the standardized total performance on the National Elementary Assessment Test (NEAT) that was collected in 1994-95. Children were scored on their achievement in Cebuano, English, and mathematics. We standardized and summed these three scores to create a composite school achievement outcome. We analyzed a total of n = 2150 children who completed these tests.
A-priori, we may not expect positivity issues with these data since previous studies have not uncovered strong predictors of birth term (Di Renzo et al., 2011) . On the other hand, this same research has highlighted significant geographic variability in predictors of birth term. Thus, when proposing a pre-specified analysis in a population with little prior information available on predictors of term birth, we may worry about the potential for near positivity violations. Consequently, we may wish to select a method that hedges against such violations, like the proposed CTMLE.
We analyzed these data using TMLE, CTMLE, one-step, and collaborative one-step. For the outcome regression, we used a super learner. Super learner, a generalized version of regression stacking (Wolpert, 1992; Breiman, 1996) , is a cross-validation-based ensemble approach that creates a regression fit based on a weighted combination of candidate regression fits. The method is implemented in the SuperLearner R package, freely available through the Comprehensive R Archive Network (CRAN) (Polley and van der Laan, 2012) . Our candidate regressions for the OR and PS included generalized linear models (function SL.glm in the SuperLearner package), polynomial multivariate regression splines (SL.earth), random forests (SL.ranger), lasso (SL.glmnet), gradient boosted regression trees (SL.gbm), an intercept-only regression (SL.mean), and a forward stepwise generalized linear model (SL.step.forward). Each super learner was based on five-fold cross-validation. We used the HAL-MLE to estimate each adaptive PS utilized by the proposed CTMLE and collaborative one-step. There were three such scores: one each for the OR in pre-, full-, and post-term births. We constructed Wald-style confidence intervals using influence function-based standard errors as described above. We also tested the null hypothesis that the average schooling achievement was equivalent across the three categories of birth term using a two-degree-of-freedom Waldstyle test. Finally, for comparison, we estimated each of the relevant quantities using a main-terms linear regression model, with nonparametric bootstrap confidence intervals (based on 500 bootstrap samples) and computed a p-value using a two-degree-of-freedom Wald-style test based on a sandwich variance estimator (White, 1980) . Table 1 : Estimated average standardized schooling achievement score (95% confidence interval) for pre-, full-, and post-term births using various methods. TMLE = targeted minimum loss estimator, CTMLE = the proposed collaborative TMLE, OS = one-step estimator, COS = collaborative OS estimator, LM = estimator based on a main terms linear model. The p-value is from a test of the null hypothesis that the three means are equal.
Each of the methods provided similar point estimates, except the estimate of the average standardized score in post-term births was lower when considering the linear model-based estimator (Table 1) . In each case, we fail to reject the null hypothesis of equal school achievement by birth term category at any reasonable type-one error threshold. That the standard efficient estimators gave similar results to their collaborative counterparts is not surprising considering that no significant positivity issues were uncovered in the analysis. In particular, the estimated probabilities of pre-, full-, and post-term birth for the observed participants were bounded between (0.12, 0.23), (0.68, 0.81), and (0.06, 0.10), respectively. On the other hand, the corresponding estimated adaptive PS's were bounded between (0.14, 0.17), (0.78, 0.78), and (0.07, 0.08), respectively.
Discussion
It has been recognized in the literature that efficient estimators such as TMLE and one-step can show erratic, non-robust behavior if the target estimand is weakly identifiable. This setting is most often seen in observational studies with highdimensional covariates with little a-priori knowledge of which covariates are confounders of the treatment/outcome relationship. In these settings various CTMLE estimators have been proposed. Relative to these existing estimators, our proposed estimator enjoys some important benefits. First, it avoids many of the decision points needed in a typical CTMLE implementation. The user need only choose a regression estimator for the OR and for the adaptive PS. Beyond those choices, standard TMLE software can be used simply by substituting an estimate of the adaptive PS for the true PS. Our theorem establishes similar weak convergence results to those that have been previously proven for TMLE. Another potential benefit of our proposal is that, while the statistical motivation for our choice of adaptive PS is somewhat technical -ensuring a second-order remainder of the linearized estimator is asymptotically negligible -the interpretation of the adaptive PS is easily explained to applied practitioners. For example, in a medical context, rather than estimating the true PS, which describes a patient's propensity for receiving treatment as a function their medical history and other confounders, we instead opt for the adaptive PS, which describes the propensity for receiving treatment as a function treated patients' estimated risk of disease.
We expect that the proposed CTMLE will exhibit more robust finite-sample performance relative to standard TMLE in settings where the target estimand is weakly identifiable, and indeed the results of our first simulation explicitly demonstrated this phenomenon. On the other hand, because the proposed CTMLE is an irregular estimator, it may perform poorly for certain data generating distributions. A more careful comparison between standard TMLE and our super-efficient CTMLE is thus warranted. First, it is relevant to note that under lack of positivity it might be harder to estimate the OR well and both the small-and large-sample performance of our estimator is very much tied to the performance of the OR estimator. While recent developments such as HAL-MLE theoretically ensure that the n −1/4 -consistency requirement is satisfied under weak conditions, there are no finite-sample guarantees of adequate performance. Therefore, it would seem particularly beneficial for our proposed estimator that a flexible estimation framework be employed for the OR. For example, a cross-validation-based regression stacking approach, such as the super learner approach that we used in the data analysis may be particularly beneficial. Nevertheless, contrary to other CTMLE approaches that enjoy collaborative double-robustness, our CTMLE is not doubly-robust: we cannot compensate for an inconsistent OR estimator by using a consistent PS estimator. However, our proposed estimator appears to completely avoid any risk of having a TMLE in which the targeting step decrements the behavior of the initial OR estimator. As a final point of comparison, it appears that variance estimation for this CTMLE is a more challenging task than for standard TMLE, as evidenced by the poor behavior of the confidence intervals in both simulations. It will thus be important in future work to consider alternative strategies for estimating variance (e.g., based on a bootstrap schema).
Another strategy for providing additional robustness against poor estimation in small-samples is to utilize TMLE frameworks designed for doubly-robust inference (van der Laan, 2014; Benkeser et al., 2017) . These estimators involve fitting additional parametric working models for both the OR and PS estimators beyond a typical TMLE implementation. The resultant effect estimator is asymptotically linear even if one of the OR or PS is inconsistently estimated (or is consistently estimated at too slow a rate). The additional fitting aims to minimize the contribution of the second-order remainder to the behavior of the estimator -essentially the same goal as with our CTMLE proposal. Even when both the OR and adaptive PS estimators are consistent at rates faster than n −1/4 , this approach could result in finite-sample improvements for a TMLE or efficient CTMLE. We leave to future study whether and how such strategies can be used to further improve finite-sample behavior of estimators.
Overall, we conclude that the relative finite-sample performance of an efficient TMLE/CTMLE (possibly modified to accommodate doubly-robust inference) and our proposed super-efficient CTMLE will depend on the particular type of data distribution. Clearly, if one has a-priori knowledge of the propensity score, in particular that it does not suffer from positivity issues, then an efficient TMLE or CTMLE strategy may be the favorable estimator. On the other hand, if the PS is poorly understood and/or the parameter is weakly identifiable, then the super-efficient CTMLE may be a better option.
In future work, we will generalize our asymptotic linearity results to the more general CAR setting described in Appendix B. Such extensions would allow us to tackle other challenging problems in causal inference, such as estimation of the counterfactual mean of a treatment administered at several timepoints subject to time-varying confounding. 
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Appendix A. Regular estimators
We can view an estimator ψ n of ψ as the byproduct of an algorithmΨ applied to independent observations O 1 , . . . , O n drawn from a distribution P ∈ M. We consider a fluctuation {P h : h ∈ H}, where H is an index set, satisfying
with E P [s(O)] = 0 and E P [s 2 (O)] < ∞. We say that ψ n is a regular estimator of ψ at P if, for any such fluctuation, the estimator ψ n,n −1/2 of the parameter Ψ(P n −1/2 ) obtained by applying the algorithmΨ on independent observations O 1 , . . . , O n drawn from P n −1/2 is such that n 1/2 [ψ n,n −1/2 − Ψ(P n −1/2 )] converges in distribution to a random variate whose distribution does not depend on s. See Chapter 24 of van der Vaart (1998) for more on regularity in the context of efficient estimation.
Appendix B. Linearization of plug-in estimator
Below, we make use of empirical process notation, writing P f to denote f (o)dP (o) for a given P -integrable function f and for each P ∈ M. We also denote by P n the empirical distribution function based on O 1 , . . . , O n , so P n f = n
. A linearization of the parameter allows us to write
where
Assumption (i) stipulates that the EIF have mean zero, which is satisfied, for example, if eitherQ * =Q 0 orḠ =Ḡ 0 . Assumption (ii) stipulates that the EIF estimating equation is approximately solved. BecauseQ * n is a targeted estimate ofQ 0 , this assumption is trivially satisfied, since P n D * (· |Q * n , Q n,W ,Ḡ n ) = 0. The third assumption is satisfied if, for example,
converges in probability to zero and D * (· |Q * n , Q n,W ,Ḡ n ) − D * (· |Q * , Q 0,W ,Ḡ) falls in P 0 -Donsker class with probability tending to 1.
Appendix C. Generalization to coarsened at random (CAR) data structures
In this Appendix, we describe how the ideas presented in the main text generalize to coarsened at random (CAR) data structures. Suppose we observe n i.i.d. copies O 1 , . . . , O n of O = Φ(C, X) ∼ P 0 ∈ M for a full-data random variable X, censoring variable C, and a many to one-mapping Φ. We assume that the conditional distribution G of C, given X, satisfies the CAR assumption. Our model M = {P P X ,G : P X ∈ M F , G ∈ G} for the observed data is implied by the full-data model M F for the full-data distribution P X,0 and censoring model G for the true conditional distribution G 0 of censoring. Thus, the data distribution P 0 is parameterized as P 0 = P P X,0 ,G 0 . A full-data target parameter is defined as a mapping
is the target estimand of interest. We assume that Ψ F is pathwise differentiable at P X ∈ M F with EIF relative to this model D F (· | P X ). We define the exact second-order remainder as
We assume that the full-data parameter is identifiable so that there exists a Ψ : M → Ψ, where Ψ is the parameter space, so that Ψ(P P X ,G ) = Ψ F (P X ) for all P P X ,G ∈ M. The statistical estimand is thereby defined as Ψ(P 0 ). We assume that Ψ is a pathwise differentiable function of P with EIF under P relative to M, D
is the exact second order remainder for the observed data target parameter. Suppose that the target estimand Ψ(P ) depends on P through a functional P → Q(P ), and that we have a loss function L(· | Q) such that that Q 0 = arg min Q∈Q P 0 L(· | Q), and Q = {Q(P ) : P ∈ M} is the parameter space for Q. Therefore, with an abuse of notation, we may denote the statistical target parameter as Ψ(Q), i.e., a function of Q(P ). Though Q is a parameter of the observed data distribution, it is is also a parameter of the full-data distribution P X , so it can be viewed both as a mapping P → Q(P ) as well as P X → Q(P X ).
In addition, let this parameter P → Q(P ) be chosen so that the EIF D * (· | P ) of the target parameter Ψ under P relative to the model M depends on the observed data distribution P through Q(P ) and the censoring mechanism G, so that we can parameterize the EIF as D * (· | Q, G). Similarly, we may denote the second-order remainder by R 2 (Q, Q 0 , G, G 0 ) to emphasize that it involves a difference between (Q, G) and (Q 0 , G 0 ).
Given an initial estimator G n of G 0 and Q n of Q 0 , a TMLE of Ψ(Q 0 )) defines a least-favorable parametric submodel {Q n, : } ⊂ Q through Q n so that the lossbased score d d L(· | Q n, ) at = 0 along this path spans the estimated EIF D * (· | Q n , G n ). Such a path is called a local least favorable path, while a universal least favorable path requires that this score at any equals D * (· | Q n, , G n ) (van der Laan and Gruber, 2016). The TMLE estimates the fluctuation parameter of this least favorable path with standard minimum loss-estimation n = arg min P n L(· | Q n, ), and the corresponding one-step TMLE of the target estimand is the corresponding substitution estimator Ψ(Q * n ), where Q * n = Q n, n . If the TMLE uses a universal least favorable submodel, then P n D * (· | Q * n , G n ) = 0 (van der Laan and Gruber, 2016), but, even when one uses a local least favorable submodel, if Q n and G n are n −1/4 -consistent estimators, then, under regularity conditions, P n D * (Q * n , G n ) = o p (n −1/2 ) (see theorem in Appendix of (van der Laan, 2017)). Thus, by similar arguments to those in Appendix A (i.e., appealing to L 2 (P 0 )-consistency of the EIF),
where Q * is the in-probability limit of Q * n and G is the in-probability limit of G n . As in the case of the treatment-specific mean, we can generally argue that R 2 is asymptotically negligible whenever both Q * n − Q 0 and
Under these conditions, the TMLE Ψ(Q * n ) is asymptotically efficient. Collaborative TMLE is a general tool whereby an estimator of the censoring mechanism G 0 is constructed sequentially, Starting with an initial estimator, we iteratively select an update among a set of candidates by maximizing the gain in empirical risk during the corresponding TMLE step. Having built a sequence of such candidate censoring mechanism estimators (and corresponding TMLE), we evaluate the cross-validated risk of each candidate to select the best TMLE among the candidate TMLEs of Q 0 . The principle of CTMLE is that by maximizing the gain in empirical risk during the TMLE step, we are targeting a dimension-reduced quantity G 0 (· | Q n ) that adjusts for a rich enough set of variables so that the TMLE stays consistent even when Q n is inconsistent. There is a whole class of such targets G 0 (Q n ) which will result in this consistency. This preservation of consistency of the C-TMLE for a (Q n , G n (Q n )) that converges to a (Q, G 0 (Q)) with possibly Q = Q 0 and G 0 (Q) = G 0 , is referred to as collaborative double robustness (van der Laan and Gruber, 2010; Gruber and van der Laan, 2010).
Our proposed CTMLE for the treatment-specific mean avoids iterative building of the fit of the censoring mechanism based on gain during the TMLE-step, but fully relies on Q n being n −1/4 -consistent. This strategy may be generalized to the broader CAR setting by choosing an adaptive target G 0 (· | Q n ) so that the second order remainder
Such a CTMLE is asymptotically linear with influence function equal to D * (· | Q 0 , G 0 (· | Q 0 )), which will generally have smaller variance than the EIF D * (· | Q 0 , G 0 ). We leave to future work the identification of general strategies for selecting adaptive censoring mechanism target parameters.
Appendix D. Additional estimators Collaborative one-step estimator
The collaborative one-step estimator can be implemented in the following steps:
5. evaluate influence function: use estimated OR and PS to compute D * (O i | Q n , Q n,W ,Ḡ n (· |Q n )) for i = 1, . . . , n;
6. compute one-step estimate:
Collaborative TMLE that targets the ATE directly
Here we propose a TMLE that can be used to directly estimate the ATE. For each w ∈ W, we denote byQ 1 n (w) an estimate of the OR in the treated E P 0 (Y | A = 1, W = w) and similarly denote byQ 1 n (w) an estimate of the OR in the untreated
1. estimate OR: regress Y on (A, W ) to obtain regression estimate (a, w) → Q n (a, w) (allowing an overload of theQ n notation);
2. predict outcome: use estimated OR to obtain a prediction for each data unit setting A = 1 and 6. target OR estimate: use OR working model to obtain predictionsQ
7. compute plug-in estimate: the CTMLE of the ATE ψ c n irc := n
Cross-validated CTMLE
By using sample splitting within the TMLE framework, the so-called cross-validated TMLE (CV-TMLE), we can avoid the Donsker class condition in regularity condition (iv) of Appendix E below. Here, we outline how one can construct a super-efficient CV-CTMLE. The proof of the asymptotic linearity and thereby weak convergence of the estimator is completely analogous to the general proof of asymptotic efficiency of the CV-TMLE (Zheng and van der Laan, 2011) combined with the specific proof presented in Appendix E.
Consider V -fold sample splitting so that we have V splits of the sample in a training and complementary validation sample. We denote the empirical distributions of the training and validation sample by P 
The MLE of is found by pooling over the validation samples to minimize the cross-validated risk based on negative log-likelihood loss, 
Appendix E. R code for implementing estimators
In this section, we provide brief snippets of R code for implementing the proposed estimators on simulated data. The following code simulates a sample of size n = 100. Here, W is bivariate with a Uniform(0,1) component (W1) and a Bernoulli(1/2) component (W2). The true PS isḠ 0 (w) = expit(w 1 − w 2 ). The true OR isQ 0 (w) = expit(w 1 w 2 − 1). The true value of the treatment-specific mean ψ 0 ≈ 0.32.
# sample size n <-100 # baseline covariates W <-data . frame ( W1 = runif ( n ) , W2 = rbinom (n , 1 , 0.5) ) # true propensity score Gbar0 <-plogis ( W $ W1 -W $ W2 ) # simulate treatment A <-rbinom (n , 1 , Gbar0 ) # true outcome regression Qbar0 <-plogis ( W $ W1 * W $ W2 -A ) # simulate outcome Y <-rbinom (n , 1 , Qbar0 ) # put all data in a data . frame obs _ dat <-data . frame (W , A = A , Y = Y )
We now follow the prescribed steps to generate ψ # n . # 1. estimate OR # here we use correctly specified glm est _ or <-glm ( Y~I ( W1 * W2 ) , data = obs _ dat [ A == 1 , ] , family = binomial () ) # 2. predict outcome # on logistic scale obs _ dat $ logit . Qbar _ n . W <-predict ( est _ or , newdata = obs _ dat ) # and on probability scale obs _ dat $ Qbar _ n . W <-plogis ( obs _ dat $ logit . Qbar _ n . W ) # 3. estimate adaptive PS # here we use natural splines library ( splines ) est _ adapt _ ps <-glm ( A~ns ( Qbar _ n .W , df = 2) , family = binomial () , data = obs _ dat ) # 4. predict PS # on probability scale obs _ dat $ Gbar _ n . W . Qbar _ n <-predict ( est _ adapt _ ps , type = ' response ') # 5. fit OR working model # define covariate at observed values of A obs _ dat $ H _ n . AW <-A / obs _ dat $ Gbar _ n . W . Qbar _ n # define covariate at A = 1 obs _ dat $ H _ n .1 W <-1 / obs _ dat $ Gbar _ n . W . Qbar _ n # fit working model est _ wm <-glm ( Y~-1 + offset ( logit . Qbar _ n . W ) + H _ n . AW , family = binomial () , data = obs _ dat ) # get coefficient eps _ hash _ n <-est _ wm $ coefficients # 6. target OR estimate # generate prediction from working model with # covariate H _ n .1 W Qbar _ hash _ n <-plogis ( obs _ dat $ logit . Qbar _ n . W + eps _ hash _ n * obs _ dat $ H _ n .1 W ) # 7. compute plug -in psi _ hash _ n <-mean ( Qbar _ hash _ n )
To compute the one-step estimator, we replace steps 5-7 as follows. Regularity conditions for CTMLE
1/2 . For each w ∈ W and givenQ n andQ 0 , we definē
Similarly, we definē
Theorem 1 requires the following regularity conditions:
2 converges inprobability to zero and
) falls in a P 0 -Donsker class with probability tending to one as n tends to infinity;
where the supremum over (u, v) is over the support of (Q n (W ),Q 0 (W ));
Regularity conditions for collaborative one-step
To prove asymptotic linearity of the collaborative one-step estimator, we require conditions (iii) and (v) above in addition to the following regularity conditions:
) falls in a P 0 -Donsker class with probability tending to one as n tends to infinity.
Proof of Theorem 1
To prove Theorem 1, we require the following lemma. Lemma 1. Let X n and X 0 be functions of W with support
If f 0|n0 is differentiable in its second coordinate and
Proof. We have that f 0|n is the projection of f 0|n0 onto the subspace L 2 (X n ) of all functions that only depend on X n (W ) endowed with the usual covariance as inner product. This is a subspace of L 2 (X n , X 0 ), the space of all functions that depend on X n and X 0 . Thus,
The infimum is attained at u → f 0|n0 (X n (u), X n (u)). Thus,
Because f 0|n0 is differentiable in its second coordinate,
for an intermediate point ξ(X n (u), X 0 (u)) between X n (u) and X 0 (u). Due to the assumption on uniform bound on the derivative of f 0|n0 ,
for some C < ∞. Thus, we conclude that
Theorem 1 can now be proven as follows.
Assumptions (ii) and (iii) are sufficient to ensure that R 21,n = o p (n −1/2 ) and that R 23,n = o p (n −1/2 ). By assumption (vi), R 22,n = o p (n −1/2 ). For R 24,n , assumption (v) allows us to apply Lemma 1 with f 0|n0 =Ḡ 0 (· |Q n ,Q 0 ) and f 0|n =Ḡ 0 (· |Q n ). Thus, assumption (ii) allows us to conclude that R 24,n = o p (n −1/2 ).
Proof of asymptotic linearity of one-step estimator
The proof of asymptotic linearity for the one-step estimator is similar to that for the CTMLE, but is rather more straightforward as we do not need conditions accounting for the targeted fit.
Proof. A linearization of the plug-in estimator based onQ n combined with the onestep correction yields
+ R 21,n,os = R 22,n,os + R 23,n,os + R 21,n,os , where
Assumptions (ii) and (iii) are sufficient to ensure that R 21,n,os = o p (n −1/2 ) and that R 22,n,os = o p (n −1/2 ). For R 23,n,os , assumption (v) allows us to apply Lemma 1 with f 0|n0 =Ḡ 0 (· |Q n ,Q 0 ) and f 0|n =Ḡ 0 (· |Q n ). Thus, assumption (ii) allows us to conclude that R 23,n,os = o p (n −1/2 ).
Discussion of regularity conditions
Regularity condition (i) stipulates that the EIF estimating equation is approximately solved. While this can generally be ensured by utilizing a TMLE based on a universally least favorable parametric submodel (van der Laan and Gruber, 2016), we have instead proposed a TMLE based on a locally least favorable submodel. Nevertheless, the theorem in the Appendix of van der Laan (2017) suggests that because (by assumption)Q n andḠ n (· |Q n ) are n −1/4 -consistent estimators ofQ 0 and G 0 (· |Q n ), respectively, then we can expect regularity condition (i) to be satisfied for the proposed TMLE.
Regularity condition (ii) stipulates that the L 2 (P 0 )-norm of both the initialQ n − Q 0 and targetedQ # n −Q 0 are o p (n −1/4 ). The former condition is generally sufficient to ensure the latter (van der Laan and Gruber, 2016) . Regularity condition (iii) similarly stipulates that givenQ n our estimator ofḠ 0 (· |Q n ) converges with respect to L 2 (P 0 )-norm faster than n −1/4 . These assumptions can be satisfied under weak conditions by using the highly adaptive lasso minimum loss estimator (HAL-MLE) to estimateQ 0 andḠ 0 (· |Q n ) Benkeser and Van Der Laan, 2016) . Alternatively, the highly adaptive lasso can be included as a candidate in a cross-validation-based estimator selection routine or ensemble routine (i.e., a super learner Van der Laan et al. (2007) ), while maintaining the relevant convergence properties (van der Laan, 2017).
Regularity condition (iv) is an empirical process condition that places restrictions on the adaptivity of the initial estimators. As above, this condition can be satisfied under weak conditions by selecting the HAL-MLE as initial estimator. Alternatively, if all candidate estimators in a super learner routine themselves satisfy this condition, then the resultant ensemble estimator will also satisfy this condition. On the other hand, this assumption can be wholly obviated by using a CVTMLE routine described in Appendix F.
Regularity condition (v) is a technical condition needed to bound the convergence rate ofḠ 0 (· |Q n ,Q 0 ) −Ḡ n (· |Q n ) by the convergence rate ofQ n −Q 0 . It is essentially a smoothness assumption on the parameterḠ 0 (· |Q n ,Q 0 ). While this condition (along with condition (ii)) is sufficient to ensure that R 23,n = o p (n −1/2 ), it is not necessary. Therefore, there may be weaker conditions that would imply the negligibility of R 23,n . We leave exploration of these conditions to future work. Regularity condition (vi) is another technical condition. Essentially this assumption is only needed because we based our adaptive propensity score estimate on the initial estimatorQ n rather than a targeted estimatorQ # n , thereby avoiding the need for an iterative TMLE, which can become computationally expensive. Nevertheless, the resultant computational expediency comes at the price of this assumption. We suspect that Lemma 1 could be extended to provided conditions under which the negligibility of this term could be ensured. Alternatively, one could implement an iterative TMLE wherein one alternates between targeting the current OR estimate based on the current adaptive PS estimate and updating the adaptive PS estimate by regressing the treatment on the current OR estimate. Finally, as a third alternative, a TMLE based on a universal least favorable parametric submodel could be implemented (van der Laan and Gruber, 2016) . However, this would require even greater computational burden as we would likely be required to perform more adaptive PS estimation based on an incrementally updated outcome regression. In our experience, the computationally expedient versions of TMLE generally perform as well as those that allow for weaker assumptions (but are in turn more computationally expensive). indicator variable that indicated whether or not the value in the corresponding variable was imputed or actually observed. While this approach may not be the ideal approach to handling missing covariate data (see, for example, the discussion in Groenwold et al. (2012)), we feel that the amount of missingness is low enough that bias incurred by covariates missing not at random is likely to be small.
Super learner estimation of multi-level treatment
We took a simple approach to generating an estimate of the propensity for pre-, full-, and post-term births. First, we estimated the probability of a post-term birth pre-term | W = w, A = post-term), which can be mapped into an estimateḠ n,pre of the propensity for pre-term birthḠ 0,pre :
G n,pre (w) :=G n,pre (w)[1 −Ḡ n,post (w)] .
Finally, we let the estimated propensity for full-term birthḠ n,full = 1 −Ḡ n,post − G n,pre .
Super learner results
The super learner for the outcome regression identified lasso as the best single algorithm, but assigned ensemble weights to several algorithms (Table 2) . Overall, the super learner ensemble was found to outperform any single algorithm and the cross-validation-selected algorithm (i.e., the discrete super learner) ( Table 4 : Super learner results for the second propensity score model (predicting preterm birth vs. full-term birth). Avg. risk column is the estimated cross-validated mean squared-error of the algorithms. Range risk is the range of the risk across the five-folds of cross-validation. SL coef. is the super learner ensemble weight assigned to each candidate algorithm.
