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Abstract
We describe practical algorithms for computing a polycyclic presentation and for facilitating a
membership test for a polycyclic subgroup of GL(d,Q). A variation of this method can be used to
check whether a finitely generated subgroup of GL(d,Q) is solvable or solvable-by-finite. We report
on our implementations of the algorithms for determining a polycyclic presentation and checking
solvability.
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1. Introduction
A well-known result of K.A. Hirsch asserts that each polycyclic group is finitely
presented. In fact, a polycyclic group has a presentation which exhibits its polycyclic
structure: a polycyclic presentation; see Section 2. Polycyclic presentations allow efficient
computations with the groups they define; see Sims (1994), Holt et al. (2005) and Eick
(2001).
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L. Auslander proved in 1967 that each polycyclic group has a faithful integral matrix
representation. Integral and rational matrix representations of polycyclic groups arise
naturally in the study of these groups. For example, the natural conjugation action of a
polycyclic group on a free abelian normal subfactor yields an integral matrix representation
for the group considered.
An algorithm for determining a polycyclic presentation for a polycyclic rational
matrix group provides a link between these two kinds of representations. It has various
applications in the algorithmic theory of polycyclic groups. For example, it can be used to
determine the centralizer of a free abelian normal subfactor in a polycyclic group.
The aim here is to describe practical algorithms for computing a polycyclic presentation
and for facilitating a membership test for a polycyclic rational matrix group. A variation of
this algorithm can be used to check whether a finitely generated rational matrix group
is solvable or solvable-by-finite. The algorithms presented here refine and extend the
approach indicated by Dixon (1985) and investigated by Ostheimer (1997, 1999).
Our resulting algorithms for determining a polycyclic presentation and for checking
solvability are implemented and an implementation based on the computer algebra systems
Gap (The GAP Group, 2004) and Kant (Daberkow et al., 1997) is publicly available
(Assmann, 2003a). A report on the implementation and performance tests is included
below.
An alternative approach to checking whether a rational matrix group is solvable-by-
finite is proposed in Beals (2001), but an implementation of this algorithm seems not to be
available. Earlier versions of our algorithm were developed in Eick (2001) and Assmann
(2003b).
2. Polycyclic presentations
In this section we recall the basic background on polycyclic presentations for polycyclic
groups. We refer the reader to Segal (1983) for background on polycyclic groups and
to Sims (1994); Holt et al. (2005) or Eick (2001) for more information on polycyclic
presentations.
Let G be a polycyclic group. A polycyclic sequence for G is a sequence of elements
(g1, . . . , gn) of G such that the subgroups Gi = 〈gi , . . . , gn〉 form a subnormal series
G = G1 > · · · > Gn > Gn+1 = {1} with non-trivial cyclic factors. The sequence
(r1, . . . , rn) defined by ri = [Gi : Gi+1] is the sequence of relative orders for (g1, . . . , gn)
and I = {i ∈ {1, . . . , n} | ri < ∞} is its finite index set.
A fundamental property of polycyclic sequences is that every element g ∈ G has a
unique normal form with respect to (g1, . . . , gn) of the type n f (g) = ge11 · · · genn with
ei ∈ Z and 0 ≤ ei < ri for i ∈ I . Further, every polycyclic sequence (g1, . . . , gn)
for G defines a finite presentation for G on the generators g1, . . . , gn with relations
gg ji = ge(i, j, j+1)j+1 · · · ge(i, j,n)n for 1 ≤ j < i ≤ n,
g
g−1j
i = g f (i, j, j+1)j+1 · · · g f (i, j,n)n for 1 ≤ j < i ≤ n,
grii = g(i,i+1)i+1 · · · g(i,n)n for i ∈ I
()
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where the right hand sides in these relations are the normal forms of the elements on the
left hand sides. Such a presentation is called a polycyclic presentation for G. We note that
a polycyclic presentation obtained this way is always consistent.
Let G ≤ GL(d,Q). We call a polycyclic sequence (g1, . . . , gn) for G constructive if
and only if its relative orders (r1, . . . , rn) are known and for every g ∈ GL(d,Q) we can
check whether g ∈ G holds and, if so, then we can determine its normal form n f (g) with
respect to (g1, . . . , gn). If (g1, . . . , gn) is a constructive polycyclic sequence for G, then we
can determine the relations () and thus we can compute a polycyclic presentation for G.
3. Rational matrix groups
In this section we recall some background on rational matrix groups.
Let G be a finitely generated subgroup of GL(d,Q). Then there exists a finite set of
primes π such that G ≤ GL(d,Qπ), whereQπ is the set of rationals whose denominators
are divisible by primes in π only. For example, we can choose π as the set of prime divisors
of the denominators of the entries of the generators of G and their inverses.
Let p be a prime with p ∈ π . Then there exists a natural ring homomorphism
ι : Qπ → Fp , where Fp is the field with p elements. This ring homomorphism extends
to the congruence homomorphism of matrix groups ψp : G → GL(d, p) where ψp(g)
is obtained by applying ι to each entry of the matrix g. The kernel Gp of ψp is called the
p-congruence subgroup of G. The group Gp is a normal subgroup of finite index in G and
thus it is also finitely generated.
The following theorem investigates the structure of the p-congruence subgroups for
polycyclic or, more generally, for solvable-by-finite groups. Recall that a group U ≤
GL(d,Q) is unipotent, if there exists an g ∈ GL(d,Q) such that U g is unitriangular.
This is equivalent to saying that U centralizes a series of subspaces throughQd .
Theorem 1 (Dixon). Let G ≤ GL(d,Qπ ) be solvable-by-finite and let p ∈ π with p > 2.
Then Gp is unipotent-by-abelian and torsion-free.
Proof. See Dixon (1985, Lemma 9). 
Dixon’s theorem yields the following characterization for solvable-by-finite rational
matrix groups. Recall that a module is semisimple if it is a direct sum of irreducible
modules.
Theorem 2. Let G ≤ GL(d,Qπ) and let p ∈ π with p > 2. Let V = Qd and let
V = V1 > · · · > Ve > Ve+1 = {0} be a semisimple series for V as a QGp-module.
(a) G is solvable-by-finite if and only if Gp acts as an abelian group on every factor
Vi/Vi+1 for 1 ≤ i ≤ e.
(b) G is solvable if and only if Gψp is solvable and Gp acts as an abelian group on every
factor Vi/Vi+1 for 1 ≤ i ≤ e.
Proof. (a) If G is solvable-by-finite, then by Dixon’s theorem Gp is unipotent-by-abelian.
Hence Gp acts as an unipotent-by-abelian group on every factor Vi/Vi+1. As Vi/Vi+1 is
semisimple, the action of Gp on this factor embeds into a direct product of irreducible
matrix groups. Each of these cannot have a non-trivial unipotent normal subgroup U , since
the non-trivial eigenspace of U to the eigenvalue 1 is a Gp-invariant submodule. Thus Gp
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acts as an abelian group on every factor Vi/Vi+1. Conversely, if Gp acts as an abelian group
on every factor Vi/Vi+1, then Gp is unipotent-by-abelian. Since Gψp is finite, it follows
that G is solvable-by-finite. (b) follows readily from (a). 
In a similar form we can provide a characterization for polycyclic rational matrix
groups. For this purpose we recall that a solvable group G is polycyclic if and only if
every subgroup of G is finitely generated.
Theorem 3. Let G ≤ GL(d,Qπ) be finitely generated and let p ∈ π with p > 2. Let
V = Qd and let V = V1 > · · · > Ve > Ve+1 = {0} be a semisimple series for V as a
QGp-module. Let Up = CGp (V1/V2)∩· · ·∩CGp (Ve/Ve+1) be the centralizer of this series.
Then G is polycyclic if and only if
(a) Gψp is solvable,
(b) Gp acts as an abelian group on every factor Vi/Vi+1 for 1 ≤ i ≤ e, and
(c) Up is finitely generated.
Proof. If G is polycyclic, then (a) and (b) follow from Theorem 2 and (c) is obvious.
Conversely, suppose that G satisfies (a), (b) and (c). Then G is solvable by Theorem 2. The
factor Gψp ∼= G/Gp is finite and solvable and hence polycyclic. As G is finitely generated
and Gp is normal, of finite index, we obtain that Gp is finitely generated. As Gp/Up is
abelian by (b), this yields that Gp/Up is finitely generated abelian and thus polycyclic.
Finally, the subgroup Up is unipotent and thus nilpotent. By (c), the subgroup Up is finitely
generated and thus it is polycyclic. 
The group G ≤ GL(2,Q) generated by the matrices
(
2
0
0
1
)
and
(
1
0
1
1
)
is an example for
a group which is unipotent-by-abelian and thus solvable, but not polycyclic. For example,
the group G contains the following subgroup which is not finitely generated:{(
1 a2i
0 1
)∣∣∣∣ a ∈ Z, i ∈ N0
}
.
4. Overview of the algorithm
Suppose that G ≤ GL(d,Q) is a polycyclic group given by a finite generating set
of matrices. We use the approach indicated by Theorem 3 to determine a constructive
polycyclic sequence and thus a polycyclic presentation for G.
For a semisimple or even irreducible QGp-module series V = V1 > · · · > Ve+1 = {0}
we denote by νp : Gp → GL(d,Q) the homomorphism describing the action of Gp on
V1/V2 ⊕ · · · ⊕ Ve/Ve+1. The kernel of this homomorphism is the centralizer of the series
and has been denoted by Up in Theorem 3.
PolycyclicPresentation(G):
(1) determine a set of primes π with G ≤ G L(d,Qπ );
(2) choose a prime p with p ∈ π and p > 2;
(3) determine a polycyclic presentation for Gψp ∼= G/Gp ;
(4) determine normal subgroup generators for Gp ;
(5) determine an irreducible series V = V1 > · · · > Ve > {0} for the QGp-module V = Qd ;
(6) determine a polycyclic presentation for Gνpp ∼= Gp/Up ;
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(7) determine normal subgroup generators for Up ;
(8) determine a polycyclic presentation for Up ;
(9) combine the presentations of G/Gp , Gp/Up and Up to a polycyclic presentation of G .
Methods for the various steps in this algorithm are outlined in the following sections
and final comments on the resulting algorithm are then provided in Section 8. We include
a brief discussion of the steps here.
Steps (1) and (2) are straightforward. The choice of the prime may have an impact on the
runtime of the algorithm; we refer the reader to Eick and Ostheimer (2003, Section 4) for
a discussion. In Steps (3) and (6) we additionally determine homomorphisms G → G/Gp
and Gp → Gp/Up . This yields that Steps (4) and (7) can be performed by evaluating
the relators of the presentations of G/Gp and Gp/Up , respectively, in the preimages of
the generators of the presentation. Step (3) can be obtained as an application of finite
groups methods; we refer the reader to Sims (1990) and Luks (1992) for practical methods.
Step (9) is also straightforward using the set-up of the previous steps. Hence it remains to
consider Step (5), see Section 5; Step (6), see Section 6; and Step (8), see Section 7, in the
following.
A variation of the algorithm PolycyclicPresentation can be used to check whether a
finitely generated subgroup G ≤ GL(d,Q) is solvable or solvable-by-finite using the
approach indicated in Theorem 2. We discuss this variation in Section 9.
5. Semisimple, homogeneous and irreducible series
Let G ≤ GL(d,Q) be finitely generated and let V = Qd be its natural module. Let Gp
be a p-congruence subgroup in G and suppose that we know generators for G and normal
subgroup generators for Gp . Then Gp is a finitely generated subgroup of GL(d,Q) which
is either trivial or infinite by Theorem 1. In this section we describe methods for computing
a particular submodule series through V as a QGp-module.
5.1. Semisimple series and the radical
The radical RadG(V ) is defined as the intersection of all maximal G-submodules in V .
We briefly recall some of its general features in the following lemma.
Lemma 4. Let G be a subgroup GL(d,Q) and V = Qd the naturalQG-module.
(a) RadG(V ) = V .
(b) RadG(V ) is the smallest submodule of V with semisimple factor.
(c) RadG(V ) = V RadG(Q[G]).
(d) If W is a QG-submodule of RadG(V ), then RadG(V/W ) = RadG(V )/W.
Proof. See Müller (1980, Chapter 7, Lemma 7.11, Satz 7.14 and Satz 7.18). 
Next, we discuss the radical of a solvable rational matrix group and its relation to the
radical of a congruence subgroup.
Lemma 5. Let G ≤ GL(d,Qπ) and let p > 2 with p ∈ π . Let V = Qd .
(a) RadG(V ) = RadGp (V ).
(b) If G is solvable-by-finite, then V (gh − hg) ⊂ RadG(V ) for all g, h ∈ Gp.
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Proof. (a) See Wehrfritz (1973) 1.5 and 1.8.
(b) If G is solvable-by-finite, then Gp acts as an abelian group on V/RadG(V ) by
Theorem 2, since V/RadG(V ) is semisimple by Lemma 4. Thus V (gh − hg) ⊆ RadG(V )
follows for all g, h ∈ Gp . 
We use the radical series of V as series with semisimple factors. There are (at least)
two methods available for determining the radical of V as a QG-module. We include brief
descriptions of them below. Before that, we briefly recall the spinning algorithm.
The spinning algorithm:
Let G be a finitely generated group acting on a finite dimensional vector space V and let
W be a G-module of V which is given by module generators. Then the spinning algorithm
can be used to determine a basis for W . The basic idea of this algorithm is to build up a
basis for W successively until the space spanned by the basis is closed under action with
the generators of G. For example, the spinning algorithm can be used to determine a basis
for the matrix algebra Q[G] from the generators of G. Similarly, it is possible to compute
a basis for the matrix algebraQ[Gp] from normal subgroup generators of Gp .
First method for determining RadG(V ):
Let G be an arbitrary subgroup of GL(d,Q) and V = Qd . As introduced by Dickson
(1923), one can effectively determine the radical of the finite dimensional algebra Q[G].
For this purpose one needs a basis a1, . . . , al of Q[G]. An element x ∈ Q[G] is contained
in the radical RadG(Q[G]) if and only if the trace Tr(xy) is equal to zero for all y ∈ Q[G].
This is equivalent to saying that Tr(xai) = 0 for i = 1, . . . , l. Thus solving linear
equations we can determine a basis for RadG(Q[G]). By Lemma 5 this also yields a basis
for RadG(V ), as RadG(V ) = V RadG(Q[G]).
Second method for determining RadG(V ):
This method has been introduced by Ostheimer (1999) and it can be used to determine the
radical RadG(V ) if G is solvable-by-finite and finitely generated. Let Gp = 〈X〉G , where
X is finite, and let W be the QG-submodule of V generated by {V (kl − lk)|k, l ∈ X}.
Then W ⊆ RadG(V ) by Lemma 5. It remains to compute RadG(V/W ) = RadG(V )/W .
We induce the action of Gp to its action G p on V/W and hence pass to the factor
V/W .
Next we start determining a basis for Q[G p] using a spinning algorithm as described
above. Whenever we add a new element g to the given partial basis {g1, . . . , g j }, then we
check whether g commutes with gi for i = 1, . . . , j . If not, then we obtain a non-trivial
element ggi − gi g and this yields a non-trivial subspace W of the radical on applying
Lemma 5. As above, we then pass to V/W . Otherwise, we eventually determine a basis for
the abelian matrix algebraQ[G p]. From this we can then read off the radical, for example,
using the first method given by Dickson.
In summary, the first of these two methods is more general, but it requires the
determination of a basis for Q[G] or of Q[Gp] which can be time-consuming. The second
method applies to matrix algebras generated by solvable-by-finite groups G only, but
it requires a basis computation for an abelian algebra only and this is often less time-
consuming.
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5.2. Homogeneous and irreducible series
Now let Gp ≤ GL(d,Q) be solvable and suppose that the radical series for V as aQGp-
module is given. Our aim is to refine this series to a homogeneous or irreducible series. The
induced action of Gp to every factor of the radical series is an abelian semisimple group. By
passing to one of the factors in this series, we can assume that Gp is abelian. By the set-up
of Section 5.1, we can also assume that a basis for the abelian matrix algebra A = Q[Gp]
is given.
It is proved in Dixon (1985, Lemma 5) that there exists a primitive element c of A such
that Q[c] = A and also that it is very likely that a randomly chosen linear combination of
the basis elements of A will yield such a c. Let f be the minimal polynomial of c and split f
into a product of irreducibles f = f1 · · · fr . Let Wi = ker fi (c). Then V = W1 ⊕· · ·⊕Wr
and every Wi is a homogeneous A-module; that is, every Wi is a direct sum of irreducible
isomorphic A-modules.
As a consequence of Schur’s Lemma, every non-trivial vector w ∈ Wi spans an
irreducible submodule of Wi . Therefore we can readily calculate a splitting of every Wi
into a direct sum of irreducible A-modules.
6. Abelian irreducible matrix groups
Let A ≤ GL(d,Q) be a finitely generated abelian group such that the natural QA-
module V = Qd is irreducible. The aim of this section is to describe a method for
determining a polycyclic presentation for A. By Schur’s Lemma, the matrix algebra Q[A]
is a field. Thus we can consider A as a subgroup of the multiplicative group K ∗ of an
algebraic number field K . For a subset E = {h1, . . . , hl } of an abelian group, we define its
relation lattice by
rl(E) = {(e1, . . . , el) ∈ Zl | he11 · · · hell = 1}.
Suppose that we know a method for determining rl(E) for an arbitrary finite subset E of K ∗.
If E is a generating set for the given group A, then we can determine a minimal generating
set of A from rl(E) using a Smith-normal-form computation; see Sims (1994, Section 8.3).
If E is a minimal generating set for A and a ∈ K ∗, then we can read off from rl(E ∪ {a})
whether a is contained in A and, if so, then we obtain the normal form of a with respect
to the polycyclic sequence E . Hence a method for determining rl(E) for an arbitrary finite
subset E of K ∗ yields a constructive polycyclic sequence for A.
It remains to describe a method for determining the relation lattice rl(E) for finite
subsets of K ∗. This is the aim of the following sections. We employ various techniques
from algebraic number theory for this purpose. For background on this topic we refer the
reader to Stewart and Tall (2002).
6.1. Multiplicative subgroups of number fields
LetA = {a1, . . . , an} be a finite subset of the multiplicative group K ∗ of a number field
K . Denote byO the maximal order of K and by U(O) the unit group ofO. We proceed in
two steps to determine rl(A).
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First, we calculate the relation lattice of A¯ = {a1O, . . . , anO} in K/O; see Section 6.2.
Since there exists an mi ∈ Z such that mi ai ∈ O, the set aiO is a fractional ideal for
i = 1, . . . , n. We note that A¯ generates an abelian multiplicative group by Stewart and Tall
(2002) Theorem 5.5. Every vector b = (b1, . . . , bn) in a basis R of this relation lattice gives
rise to a unit u(b) = ab11 · · · abnn ∈ U(O), since u(b)O = O.
Secondly, we calculate a basis S for the relation lattice of the elements {u(b)|b ∈ R}
in U(O); see Section 6.3. If R = {r1, . . . , rm} and S = {s1, . . . , so} then the rows of the
matrix

s1
...
so

 ·


r1
...
rm


form a generating set for the relation lattice rl(A).
6.2. Relation lattices in K/O
For the determination of relation lattices in algebraic number fields, unique factorization
plays an essential role. The following well-known theorem provides the basis for this.
Theorem 6. Every non-zero fractional ideal I ofO can be written uniquely up to the order
of the factors as a finite product of powers of prime ideals of O:
I =
∏
p
ei
i ei ∈ Z.
Proof. See Stewart and Tall (2002, Theorem 5.6 and page 110). 
There are algorithms available for determining such a factorization (see Cohen (1993,
Section 4.8) and Pohst (1993, Chapter 7)). So we are able to factorize a given fractional
ideal into a unique product of prime ideals.
Let I be a non-zero fractional ideal of O with prime factorization I = ∏lj=1 pe jj .
Then νpj (I ) := e j is called the p j -adic valuation of I . It satisfies the relation νp(I J ) =
νp(I ) + νp(J ).
Lemma 7. Let a1, . . . , an ∈ K ∗ and denote by N ≤ Zn the integral nullspace of the matrix
(νpj (aiO)) j i ∈ Zl×n , where p1, . . . , pl are the prime ideals appearing in the factorization
of the fractional ideals a1O, . . . , anO. Then N = rl(a1O, . . . , anO).
Proof. By definition (r1, . . . , rn) ∈ rl(a1O, . . . , anO) if and only if (a1O)r1 · · · (anO)rn =
O holds. Since
(a1O)r1 · · · (anO)rn
=
(
l∏
j=1
p
νpj (a1O)
j
)r1
· · ·
(
l∏
j=1
p
νpj (anO)
j
)rn
= p
∑n
i=1 ri νp1 (aiO)
1 · · · p
∑n
i=1 ri νpl (aiO)
l
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it follows that (r1, . . . , rn) ∈ rl(a1O, . . . , anO) if and only if ∑ni=1 riνpj (aiO) = 0 for
j = 1, . . . , l by Theorem 6. Hence
(r1, . . . , rn) ∈ rl(a1O, . . . , anO) ⇔ (νpj (aiO)) j i · (r1, . . . , rn)t = 0.
And this completes the proof. 
6.3. Relation lattices in U(O)
Let u1, . . . , um be units of the maximal order O. We want to find the relations lattice
for these units. Again it is necessary to work in an unique factorization domain whose
existence is guaranteed by the following well-known theorem of Dirichlet. For a proof we
refer the reader to Stewart and Tall (2002, Appendix B).
Theorem 8. Let ζ be a generator of the torsion subgroup of U(O) and let ε1, . . . , εr be
fundamental units of U(O). Then every unit u ∈ U(O) can be written uniquely as
u = ζ f0 · ε f11 · ε f22 · · · ε frr .
There are algorithms available for computing the torsion unit and the fundamental units;
see Pohst (1993, Chapter 6).
Lemma 9. Let ζ be a generator of the torsion subgroup of U(O) of order oζ and let
ε1, . . . , εr be fundamental units of U(O). Consider u1, . . . , um ∈ U(O) and for i =
1, . . . , m write
ui = ζ f0i
r∏
j=1
ε
f j i
j .
Denote by R1 ≤ Zm the integral nullspace of the matrix

f11 f12 . . . f1m
...
...
. . .
...
fr1 fr2 . . . flm


and let R2 ≤ Zm be such that R2/(oζZ)m is the nullspace of the matrix( f01 f02 . . . f0m)
in Zm/(oζZ)m. Then rl(u1, . . . , um) = R1 ∩ R2.
Proof. Let r = (r1, . . . , rm) be a vector in Zm . Then
(r1, . . . , rm) ∈ rl(u1, . . . , um)
⇔ ur11 · · · urmm = 1
⇔
(
ζ f01
r∏
j=1
ε
f j1
j
)r1
· · ·
(
ζ f0m
r∏
j=1
ε
f jm
j
)rm
= 1
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⇔ ζ
∑m
i=1 f0i ri
r∏
j=1
ε j
∑m
i=1 f j i ri = 1
⇔
m∑
i=1
f0iri = 0 mod oζ and
m∑
i=1
f j iri = 0 for j = 1, . . . , r by Theorem 8
⇔ (r1, . . . , rm) ∈ R1 ∩ R2. 
7. Unipotent groups
Let U = 〈u1, . . . , un〉 be a finitely generated unipotent subgroup of GL(d,Q). In this
section we describe a method for computing a constructive polycyclic sequence for U .
Let U T (d, R) be the group of all upper unitriangular matrices over the ring R. Our
approach uses that the given group U can be conjugated into a subgroup of U T (d,Z).
This can then be used to read off a constructive polycyclic sequence for U .
As U is unipotent, it centralizes a series of subspaces through V = Qd . Such a
series of subspaces can be determined readily from the given generating set of U by
using a sequence of nullspace computations; that is, the common nullspace W of the
matrices ui − I , where I is the identity in GL(d,Q), yields the first subspace in the
series. We iterate this procedure with U acting on V/W . Eventually, this yields a series
V = V1 > · · · > Ve+1 = {0} whose factors are centralized by U . We choose a basis for V
through this series. If a is the corresponding base change matrix, then Ua ≤ U T (d,Q).
For x = r
s
∈ Q we denote by d(x) = s the denominator of x . For x1, . . . , xk ∈
Z we denote by lcm(x1, . . . , xk) the least common multiple of x1, . . . , xk . Let b :=
diag(b1, . . . , bd) be the diagonal matrix with the diagonal entries b1 = 1 and
bi = lcm
(
d
(
(uak ) j i
b j
) ∣∣∣∣ 1 ≤ j ≤ i − 1, 1 ≤ k ≤ n
)
.
Then a straightforward calculation shows that Uab ≤ U T (d,Z) as desired.
It remains to determine a constructive polycyclic sequence for a finitely generated
subgroup of U T (d,Z). Let Ei, j ∈ Qd×d be the matrix with the only non-zero entry 1 at the
position (i, j). Then (I + E1,2, . . . , I + Ed−1,d , I + E1,3, . . . , I + Ed−2,d, . . . , I + E1,d)
is a polycyclic sequence for U T (d,Z) and this sequence is constructive; see Sims (1994,
Chapter 9, Example 4.1). This sequence for U T (d,Z) induces constructive polycyclic
sequences for every subgroup of U T (d,Z); see Sims (1994, Chapter 9).
8. Final comments
In Section 4 we described an overview on a method for computing a polycyclic
presentation for a polycyclic subgroup G of GL(d,Q) and in Sections 5–7 we filled in
most details for this method.
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Here we provide some final comments on the algorithm. We outline some remaining
open details, we describe a more efficient variation of the algorithm for unipotent-by-
abelian groups and we consider the question of what happens if the input group is not
polycyclic.
8.1. Normal subgroup generators
In Steps (6) and (8) of the algorithm of Section 4 we have given normal subgroup
generators for Gp/Up and Up , respectively, while in the methods of Sections 6 and 7 we
used subgroup generators for our descriptions. We employ the following approach in both
steps to enlarge a set of normal subgroup generators to a set of subgroup generators.
Suppose that X is a known set of normal subgroup generators for a subgroup U of
G and we can determine a constructive polycyclic sequence for the subgroup H = 〈X〉.
Using this, we can test whether 〈X〉g = 〈X〉 holds for every generator g of G. If so, then
H = U and we have determined a constructive polycyclic sequence for U . If not, then we
determine an element xg for some x ∈ X with xg ∈ H . We add x g to the generating set X
and iterate the procedure. This process terminates after a finite number of steps since G is
polycyclic and thus ascending sequences of subgroups are finite.
8.2. A variation for unipotent-by-abelian groups
In Step (5) of the algorithm in Section 4 we check whether G acts as an abelian group
on the factors of the radical series of the moduleQd . By the proof of Theorem 2 this is the
case if and only if G is unipotent-by-abelian. Hence our algorithm can detect whether G is
unipotent-by-abelian.
If the given group G is unipotent-by-abelian, then we can improve the efficiency of the
algorithm by using the following shortened version of the method. For this purpose we
first note that the methods of Section 5.2 apply to G, since the action of G on the factors
of its corresponding radical series is abelian. Hence we can determine an irreducible QG-
module series V = V1 > · · · > Ve+1 = {0}. We denote by ν : G → GL(d,Q) the
homomorphism describing the action of G on V1/V2 ⊕ · · · ⊕ Ve/Ve+1. The kernel of this
homomorphism is the centralizer of the series and we denote it by U .
PolycyclicPresentation(G):
(1) determine an irreducible series V = V1 > · · · > Ve > {0} for the QG-module V = Qd ;
(2) determine a polycyclic presentation for Gν ∼= G/U ;
(3) determine normal subgroup generators for U ;
(4) determine a polycyclic presentation for U ;
(5) combine the presentations of G/U and U to a polycyclic presentation of G .
This variation has several advantages. The determination of a polycyclic presentation of
Gν tends to be faster than the determination of a polycyclic presentation of Gνpp , since the
matrix entries of the generators of G are in general much less complex than those of Gp .
Also, the computed constructive polycyclic sequence for Gν does not have to be closed
under the conjugation action of a parent group. Further, the computed normal subgroup
generators for U have in general less complex matrix entries in this variation, since we can
use the generators of G to determine them instead of using the generators of Gp . Finally,
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the resulting polycyclic presentation consists only of an abelian and unipotent part. Thus it
is usually comparatively short and it reflects the structure of the input group more clearly.
8.3. Non-polycyclic input groups
By Theorem 3 the algorithm presented in Section 4 works correctly if the input group G
is polycyclic. But what happens if the finitely generated group G is not polycyclic? There
are two cases:
• Case 1: G is not solvable. By Theorem 2, it follows that the finite group Gψp is not
solvable or that Gp does not act as an abelian group on the computed semisimple series
in Step (5). Our algorithm detects these two problems.
• Case 2: G is solvable, but not polycyclic. By Theorems 2 and 3, it follows that Up
is not finitely generated. In our algorithm, the group Up is given by normal subgroup
generators which it tries to expand to subgroup generators. This does not terminate if a
finite set of subgroup generators does not exist.
So far, there is no method known for checking whether a finitely generated subgroup
of GL(d,Q) is polycyclic. Hence the problem that our algorithm does not terminate in
Case 2 remains open.
9. Checking solvability
We now describe an algorithm which tests whether a finitely generated subgroup of
GL(d,Q) is solvable-by-finite; the variation is based on Theorem 2:
IsSolvableByFinite(G):
(1) determine the finite set of primes π with G ≤ G L(d,Qπ );
(2) choose a prime p with p ∈ π and p > 2;
(3) determine a finite presentation for Gψp ;
(4) determine normal subgroup generators for Gp ;
(5) determine a semisimple series V = V1 > · · · > Ve > {0} for V = Qd as a QGp-module;
(6) check whether Gp acts as an abelian group on each factor of this series, returning true in this case and false
otherwise.
This algorithm can readily be modified so that it tests whether a finitely generated
subgroup of GL(d,Q) is solvable by additionally testing whether the finite image Gψp
determined in Step (3) is solvable; see Sims (1990).
10. Implementation, examples and runtimes
10.1. Implementation
The algorithm PolycyclicPresentation, presented in Section 4, has been implemented
and is publicly available as a part of the Gap package “Polenta”; see Assmann (2003a). This
package contains also an algorithm which tests whether a rational matrix group is solvable.
The current implementation does not detect solvable-by-finite groups. To handle this case
requires implementing and incorporating methods for finding (short) presentations of finite
matrix groups.
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All methods of Section 6 are available in the Gap package “Alnuth”; see
Assmann and Eick (2003). For the fundamental algorithms for determining the maximal
order, the unit group and the ideal valuation we used the computer algebra system Kant
(Daberkow et al., 1997). The Gap package “Alnuth” provides an interface from Gap to
Kant.
Both packages depend on the functionality of the Gap package “Polycyclic”—see
Eick and Nickel (2000)—which facilitates computations with polycyclically presented
groups.
10.2. Bottlenecks of the algorithm
• The calculation of normal subgroup generators of the p-congruence subgroup Gp and
the unipotent group Up produces matrices whose rational entries are often significantly
larger than those of the input group. This usually slows down further computations with
these subgroups. The impact of this problem can be reduced for unipotent-by-abelian
groups if the methods of Section 8.2 are used.
• The conjugation of the group Up ≤ GL(d,Q) into a subgroup of U T (d,Z) as
described in Section 7 often increases the rational entries in the matrices of the groups
considered significantly.
10.3. Runtimes
We include runtimes for the methods introduced in this paper. For this purpose we use
the following notation for algorithms which are part of our method. Let G ≤ GL(d,Q) be
the group considered, given by a finite generating set of matrices.
• ConPcsFinite: Determine a constructive polycyclic sequence for Gψp .
• IsSolvable: Test whether G is solvable with the method of Section 9.
• ConPcs: Determine a constructive polycyclic sequence for G.
• PcPresent: Calculate a polycyclic presentation for G.
Every algorithm in this list includes the preceding algorithms.
The following matrix groups are used as examples:
• H1 is the group generated by the matrices

73
10
−35
2
42
5
63
2
27
20
−11
4
9
5
27
4
−3
5
1
−4
5
−9
−11
20
7
4
−2
5
1
4


,


−42
5
423
10
27
5
479
10
−23
10
227
20
13
10
231
20
14
5
−63
5
−4
5
−79
5
−1
10
9
20
1
10
37
20


.
• H2 is the group generated by the matrices

5 2 −8 17 −1
−69/4 −15/4 449/20 −163/5 53/20
−2 4 9/5 63/5 3/5
13/4 3/4 −121/20 57/5 −17/20
241/4 7/4 −1477/20 319/5 −189/20


,


19/2 0 −3 −19/2 −1/2
−74/5 129/20 7/4 159/4 9/10
53/10 4/5 −4 9/2 −9/10
37/10 −41/20 −7/4 −29/4 −3/5
137/5 −457/20 37/4 −559/4 3/10


.
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• H3 is the group generated by the matrices

−492568055 −715902540 −559233360 913773168
853152732 1239979321 968620464 −1582701120
796991748 1158354480 904858501 −1478515764
543797628 790360020 617396520 −1008810083

 ,


−348686135 −530151780 −271469520 913773168
−603941868 −918249479 −470198736 1582701120
−215499732 −327651600 −167777219 564742596
−793008492 −1205711460 −617396520 2078172517

 .
• H4 is a subgroup of GL(5,Q) with five generators. In Gap this group can be found
under AlmostCrystallographicGroup(4,2,[0,-3,-2,1,-1,-2,4]) as a part of
the “AcLib” package; see Dekimpe and Eick (2000).
• H5 is a subgroup of GL(5,Q) with five generators. In Gap this group can be found
under AlmostCrystallographicGroup(4,86,[0,-2,-1,-2,-1]) as a part of the
“AcLib” package.
• H6 is a subgroup of GL(16,Z) with nine generators. In Gap this group can be found
under PolExamples(5) as a part of the “Polenta” package.
• H7 is a subgroup of GL(16,Q) with five generators. In Gap this group can be found
under PolExamples(24) as a part of the “Polenta” package.
• H8 is a subgroup of GL(8,Z) with nine generators. In Gap this group can be found
under PolExamples(26) as a part of the “Polenta” package.
• H9 is a subgroup of GL(20,Q) with eleven generators. In Gap this group can be found
under PolExamples(27) as a part of the “Polenta” package.
The calculations were carried out on a Pentium 4 with 3.2 GHz under Linux. The runtimes
are outlined in the format minutes:seconds.milliseconds.
Group G ConPcsFinite IsSolvable ConPcs PcPresent
H1 00:00.025 00:00.056 00:00.084 00:00.092
H2 00:00.020 00:00.109 00:00.152 00:00.217
H3 00:00.010 00:00.074 00:00.410 00:01.170
H4 00:00.026 00:00.141 00:03.498 00:13.404
H5 00:00.032 00:00.131 00:02.378 00:08.938
H6 00:00.152 00:01.576 03:38.528 06:06.048
H7 00:00.092 00:00.423 00:00.925 00:01.549
H8 00:00.108 00:01.609 02:57.134 06:33.348
H9 00:00.957 00:15.941 12:29.041 24:01.472
The following table contains the relative orders of the computed polycyclic
presentations of the example groups.
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Relative ordersGroup G
Finite factor Abelian factor Unipotent subgroup
H1 - - [∞,∞,∞,∞]
H2 - - [∞,∞,∞,∞,∞,∞]
H3 - [∞,∞] -
H4 - [2] [∞,∞,∞,∞]
H5 - [2] [∞,∞,∞,∞]
H6 [4, 2, 3, 3, 4, 2, 2, 10, 6] [∞,∞,∞] -
H7 [2, 3, 5, 5, 5] - [∞,∞,∞]
H8 [6, 6, 3, 3, 3, 3, 12, 3] [∞,∞,∞] [∞,∞,∞,∞,∞,∞]
H9 [2, 6, 6, 12, 3, 6, 2, 10, 2, 3] [∞,∞,∞] [∞,∞,∞,∞]
The runtimes for two different computations of a polycyclic presentation for the same
group can differ. This is due to the fact that during the algorithm some random choices
are made, which can have a great influence on further computations. For example, the
algorithm used in ConPcsFinite employs random methods, as does the computation of a
primitive element for a matrix algebra.
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