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Abstract
A set in a metric space gives rise to its distance function that associates with every point its distance
to the nearest point in the set. This function is called the distance transform of the original set. In
the same vein, given a real-valued function f we consider the expected distances from any point to
a level set of f taken at a random height. This produces another function called a distance transform
of f . Such transforms are called grey-scale distance transforms to signpost their differences from
the binary case when sets (or their indicators) give rise to conventional distance functions. Basic
properties of the introduced grey-scale distance transform are discussed. The most important issue
is the uniqueness problem whether two different functions may share the same distance transform.
We answer this problem in a generality completely sufficient for all practical applications in imaging
sciences, the full-scale problem remains open.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
A distance function corresponding to a closed set F in the Euclidean space Rd attaches
to every point x ∈ Rd a real number that depends on the position of x with respect to F .
In the standard case this function equals the minimum distance between x and points of F
(assuming F is not empty):
d(x,F )=min{ρ(x, y): y ∈ F},
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the Euclidean distance transform to distinguish it from further possible generalisations.
Among those generalisations we can mention the square distance transform
d2(x,F )=min
{
ρ2(x, y): y ∈ F}= d(x,F )2
and the signed distance transform
ds(x,F )= d(x,F )− d(x,F c),
which is equal to the difference of the Euclidean distance transforms of F and its com-
plement Fc, see [2]. A general definition of the distance function has been explored
in [1] in view of applications to averaging random sets and binary images. An in-depth
mathematical analysis of the Euclidean and signed distance transforms can be found in [2].
In imaging sciences a closed set in Rd is referred to as a binary image and (discretised)
points of this set as pixels. The distance transform for binary images introduced by
Rosenfeld and Pfalz [5] has found a number of applications in digital image processing.
A distance transform of a binary image produces a grey-scale image (a function) where
pixels (points) are assigned real values taking into account their positions with respect to
the foreground of a binary image. In the most classical case, the distance from a pixel to the
nearest point on the binary image is measured. The underlying binary image can be easily
retrieved from its distance transform by taking all pixels where the distance transform is
equal to zero (or smaller than or equal to zero for signed distance transforms). By using
grid (or chamfer) approximations to the Euclidean distance it is possible to come up with
efficient and fast algorithms suitable to compute distance transforms [5].
The current paper aims to generalise the concept of the distance transform (or distance
function) for F being a function itself. Consider an upper semicontinuous function f on
W ⊂ Rd with values in [0,1]. Such functions are known as grey-scale images [4,6] or
fuzzy sets [8]. Later on we often use imaging terminology and refer to such functions as
grey-scale images. Note that f being the indicator function of F ⊂Rd corresponds to the
binary image. The set W is often called a window.
A grey-scale image f in a window W can be naturally considered as a binary image in
W ×R by adding an additional dimension and considering the hypograph
hypof = {(x, t) ∈W ×R: f (x) t}
of f . However, this increases dimension of the set (image), which may have unwanted
effects, e.g., for visualisation purposes.
The grey-scale distance transform discussed in Section 2 is defined using individual
distance transforms of sets Ft that arise if f is thresholded at a moving level t . A probabil-
istic interpretation, based on associating a random set to the grey-scale image, is given in
Remark 1. This concept first appeared in [4] and implicitly had been of great use in [3]. It
should be noted that a similar concept can be of use in the theory of fuzzy sets. A particular
attention in Section 3 is paid to the uniqueness problem and inversion algorithms. Section 4
introduces two further variants of the grey-scale distance transform. Section 5 provides
several examples.
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Let f be an upper semicontinuous function on W ⊂ Rd with values in [0,1]. Usually,
we consider the (planar) case of d = 2 with W being the whole R2, a rectangle in R2,
or the set of nodes of a rectangular grid (the discrete case). Such a function is called
a grey-scale image, so that its value 0 represents the lowest (darkest) grey value and 1
represents the highest (brightest) grey value. In applications, grey values are usually given
by {0,1, . . . ,255}. That can be always reduced to the case of grey values from [0,1] by
linear rescaling.
Since f is upper semicontinuous, its thresholded set
Ft =
{
x ∈W : f (x) t} (1)
at any level t ∈ [0,1] is a closed subset of W , so it is possible to define its (binary)
distance transform d(x,Ft ). We use the Euclidean distance transform throughout, but
obvious generalisations are possible for square and signed distance transforms described in
Section 1. Because the distance transform of an empty set is ill-defined one has to ensure
that Ft is non-empty for the chosen t . This will be the case if t  supf .
Definition 1. For a function f :W →[0,1] its ν-weighted distance transform is defined as
d¯(x, f )=
supf∫
inff
d(x,Ft ) ν(dt),
where ν is a finite measure on [0,1]. If ν is the Lebesgue measure, then d¯ is called the
uniform distance transform of f .
Particular cases of distance transforms are specified by the choice of the binary trans-
form d (Euclidean, square or signed) and the choice of the measure ν used for weighting
purposes. The introduced distance transform is also called the grey-scale distance trans-
form to distinguish it from the binary distance transform (or the distance function) of a set.
Since d(x,Ft ) vanishes for all t between 0 and f (x), the ν-weighted distance transform
can be equivalently expressed as
d¯(x, f )=
supf∫
0
d(x,Ft ) dν(t)=
supf∫
f (x)
d(x,Ft ) dν(t).
We will be using the most convenient expression without further reference.
Remark 1 (Probabilistic interpretation of distance transforms). If ν is a probability mea-
sure on [inff, supf ], then d¯(x, f )= E(d(x,FU )), where U is a random variable distrib-
uted according to ν. Then FU is a random closed set called the random set model asso-
ciated with f , see [3,4]. The most important case is when inff = 0, supf = 1 and U
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distribution of U ) is determined by the histogram of f , i.e.,
P{U  t} = µ(Ft )
µ(W)
(2)
with µ being the Lebesgue measure on W (area in the planar case, number of pixels in the
discrete case). In this case one has to ensure that µ(W) is finite. This histogram weighted
model is useful because the distribution of FU remains unchanged after all increasing
continuous transformations of grey values (see [6]) when f (x) is replaced by s(f (x))
with s : [0,1]→ [0,1] being an increasing continuous function. Note that in the histogram
weighted model FU is not empty almost surely, while the uniformly weighted model can
lead to random sets with possibly empty values if U may take values that are larger than
supf .
Among properties of distance transforms, note that d¯(·, f ) is convex if Ft is convex for
every t , as is easily seen since distance functions of convex sets are convex and the average
of convex functions is convex. Being a (possibly weighted) average of continuous binary
distance transforms, the distance transform is a continuous function.
If f is a binary image so that f is the indicator function of a set F , then Ft = F for all
t > 0. Therefore, the grey-scale distance transform of the indicator function f is equal to
the binary distance transform of the corresponding set F .
If f and g satisfy supf = supg and f (x)  g(x) for each x , then Ft ⊂ Gt for all t .
Accordingly, the binary distance transforms of the thresholded sets are inversely ordered
and thus d¯(x, f ) d¯(x, g).
We denote by f ⊕ Bs the dilation of f by the ball of radius s (centered at the origin),
that is,
(f ⊕Bs)(x)= sup
a∈x+Bs
f (a).
Now we are going to express the ν-weighted distance transform equivalently as a one-
dimensional integral (regardless of the dimension of the window), in terms of dilations
of f .
Proposition 1. Let ν be a finite measure on [0,1] and G(t)= ν([0, t]), 0 t  1. Then the
ν-weighted distance transform of f can be expressed as
d¯(x, f )=
∞∫
0
(
G(supf )−G((f ⊕Bs)(x)))ds. (3)
Proof. We have that
d¯(x, f )=
supf∫
d(x,Ft ) dν(t)=
∞∫
ν
({
t ∈ [0, supf ]: d(x,Ft ) > s
})
ds0 0
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∞∫
0
[
G(supf )− ν({t ∈ [0, supf ]: d(x,Ft ) s})]ds.
Since d(x,Ft ) is an increasing function of t , we can write that
ν
({
t ∈ [0, supf ]: d(x,Ft ) s
})= ν([0, sup{t ∈ [0, supf ]: d(x,Ft ) s}]).
Moreover, one can check that d(x,Ft ) s if and only if (x +Bs)∩ Ft = ∅ and that
sup
{
t ∈ [0, supf ]: (x +Bs)∩ Ft = ∅
}= (f ⊕Bs)(x).
Since ν([0, (f ⊕Bs)(x)])=G((f ⊕Bs)(x)), substituting above we obtain (3). ✷
It is possible to use distance transforms to define a distance between two functions. For
instance, denote by
D(f,g)= ∥∥d¯(·, f )− d¯(·, g)∥∥∞
the uniform distance between the distance transforms of f and g. It is evidently symmetric
and satisfies the triangle inequality while its uniqueness property will be discussed later in
Section 3. It follows from (3) that
D(f,g)= sup
x∈W
∣∣∣∣∣
∞∫
0
(
G
(
(f ⊕Bs)(x)
)−G((g⊕Bs)(x)))ds
∣∣∣∣∣ (4)
if supf = supg.
3. The uniqueness problem
While a set (binary image) produces a distance transform being a function (or grey-
scale image), grey-scale distance transforms do not lead out of the family of functions.
A natural question is whether or not a grey-scale distance transform uniquely identifies the
corresponding function f . A further step is to determine explicitly the formula by which f
can be retrieved from the transform. In this section we give several results on this problem,
although not solving it entirely.
The uniqueness question can be easily answered for f having a finite number of possible
values. Note that this is always the case in all practical applications when f is defined on a
discretised grid. Figure 1 shows a function f with four possible values 0 < t1 < t2 < 1 and
its uniform distance transform. It is easily seen that the distance transform is a polygonal
line with a finite number of possible slopes. This will be the key fact that allows us to
reconstruct f from its grey-scale distance transform as shown in Theorem 2. Note that
d¯(x, f ) is a continuous function and its slope is always less than or equal to 1 (cor-
responding to 45◦ degrees).
Theorem 2. Let f have a finite number of possible values. Then the uniform distance trans-
form identifies f uniquely among all upper semicontinuous functions with given supf .
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Proof. Without loss of generality assume that f takes possible values 0= t0 < t1 < · · ·<
tn < tn+1 = 1 so that f (x)= ti for all x ∈Ai , 0 i  n+ 1, and the disjoint sets A0, . . . ,
An+1 cover W . Note that t1, . . . , tn are unknown. We prove the statement by an explicit
construction of a function f with the given uniform distance transform d¯(x, f ). The
method is based on solving the equation
d¯(x, f )= (1− tn)d(x,An+1)
+ (tn − tn−1)d(x,An+1 ∪An)+ · · · + t1d(x,An+1 ∪ · · · ∪A1).
First, d¯(x, f )= 0 for all x ∈An+1 and the set An+1 can be retrieved from d¯(x, f ) as
An+1 =
{
x ∈W : d¯(x, f )= 0}.
Denote gn+1(x)= d¯(x, f ), find tn from
1− tn = inf
x /∈An+1
gn+1(x)
d(x,An+1)
,
and put
An =
{
x /∈An+1: gn+1(x)
d(x,An+1)
= (1− tn)
}
.
On the next step adjust gn+1 by subtracting (1− tn)d(x,An+1), so that
gn(x)= gn+1(x)− (1− tn)d(x,An+1),
and find
tn − tn−1 = inf
x /∈An+1∪An
gn(x)
d(x,An+1 ∪An) ,
An−1 =
{
x /∈An+1 ∪An: gn(x)
d(x,An+1 ∪An) = (tn − tn−1)
}
.
By repeating these steps it is possible to retrieve the whole f . ✷
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set (e.g., discrete grid), since all such functions take at most a finite number of possible
grey values. Although this answers the question from the practical viewpoint, it remains
interesting to ask if the situation is the same in the continuous setup. For this considerably
more difficult problem we provide a partial solution when the window is a subset of R and
under a further assumption on f .
Lemma 3. Let ν be a finite measure on [0,1] such that G(t) = ν([0, t]) is a continuous
function of t ∈ [0,1]. Let f be an increasing function defined on W ⊂R, and let x, y ∈W
be such that x  y . Then,
d¯(x, f )= d¯(y, f )−
y∫
x
G
(
f (s)
)
ds + (y − x)G(supf ).
Proof. If f (y)= supf , we can assume without loss of generality that y = infFsupf . Now
notice that infFt = x + d(x,Ft ) for all x ∈ Ft . Then we easily deduce that d(x,Ft ) =
y − x + d(y,Ft ) if t  f (y).
Decompose d¯(x, f ) into
d¯(x, f )=
f (y)∫
f (x)
d(x,Ft ) dν(t)+
supf∫
f (y)
d(x,Ft ) dν(t). (5)
Now
f (y)∫
f (x)
d(x,Ft ) dν(t)=
y−x∫
0
ν
({
t ∈ [f (x), f (y)]: d(x,Ft ) s})ds
=
y−x∫
0
ν
([
inf
{
t ∈ [f (x), f (y)]: d(x,Ft ) s}, f (y)])ds
=
y−x∫
0
[
G
(
f (y)
)−G(inf{t ∈ [f (x), f (y)]: d(x,Ft ) s})]ds
=
y−x∫
0
[
G
(
f (y)
)−G(f (x + s))]ds
=G(f (y))(y − x)−
y∫
x
G
(
f (s)
)
ds,
and
I.S. Molchanov, P. Terán / J. Math. Anal. Appl. 278 (2003) 472–484 479supf∫
f (y)
d(x,Ft ) dν(t)=
supf∫
f (y)
(
y − x + d(y,Ft )
)
dν(t)
= [G(supf )−G(f (y))](y − x)+
supf∫
f (y)
d(y,Ft ) dν(t)
= [G(supf )−G(f (y))](y − x)+ d¯(y, f ).
Accordingly,
d¯(x, f )=G(f (y))(y − x)−
y∫
x
G
(
f (s)
)
ds
+ [G(supf )−G(f (y))](y − x)+ d¯(y, f )
= d¯(y, f )−
y∫
x
G
(
f (s)
)
ds + (y − x)G(supf ). ✷
We are now able to prove that an upper semicontinuous real function f can be retrieved
from its ν-weighted distance transform when f has ‘only one mode’ in the following sense.
A function f defined on W ⊂Rd is called quasiconcave if
f
(
λx + (1− λ)y)min{f (x), f (y)}
for all x, y ∈W , λ ∈ [0,1]. If W is convex, then this is equivalent to all thresholded sets Ft
being convex. Thus a typical univariate quasiconcave function is first increasing, then it
may be constant, and finally it is decreasing. However, in extreme cases the left or right-
hand side parts can disappear, and the flat piece can shrink to a point.
Since every quasiconcave function on W ⊂ R can be extended to all R, we will as-
sume that W = R without loss of generality. In this case a quasiconcave function f is
characterised by the fact that all of its thresholded sets Ft are intervals.
Theorem 4. Let ν be a finite measure on [0,1] such that G(t) = ν([0, t]) is bijective.
Let f be a quasiconcave upper semicontinuous real function, and let M = supf . Then the
ν-weighted distance transform identifies f uniquely among all images whose supremum
is M . In fact, in order to reconstruct f we have that FM = {x ∈W : d¯(x, f )= 0} and then
f is explicitly given by the formula
f (x)=


G−1(G(M)+ d¯ ′+(x, f )), x < a,
M, x ∈ FM,
G−1(G(M)− d¯ ′−(x, f )), x > b,
where a = infFM,b = supFM , and d¯ ′+(x, f ) and d¯ ′−(x, f ) are the right-hand and left-
hand side derivatives of the ν-weighted distance transform at the point x .
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all t  supf =M . Accordingly, {x ∈W : d¯(x, f )= 0} is indeed the thresholded set FM .
Now it is trivial that f (x)=M for all x ∈ FM .
On the interval where f is increasing, take x ∈W such that x < a = infFM and define
the function e(y)= ∫ y
x
G(f (s)) ds for y ∈ [x, a]. In that interval f is an increasing, upper
semicontinuous function whence it is right-continuous. Then there exists the right-hand
side derivative of e and it equals G ◦ f .
By Lemma 3, the ν-weighted distance transform of f in y can be expressed as
d¯(y, f )= d¯(x, f )+ e(y)−G(M)(y − x).
By taking right-hand side derivatives with respect to y we obtain that d¯ ′+(y, f ) =
G(f (y))−G(M), whence for y = x
f (x)=G−1(G(M)+ d¯ ′+(x, f )).
The proof for the right-hand side is analogous since it mirrors the left-hand side case. ✷
Remark 2. Under the additional assumption that all the threshold sets Ft , t > 0, are
not only closed but compact (for instance, if the window W is compact), f (x) tends
to 0 as x approaches +∞ or −∞. Then the theorem implies that supf = M =
limx→∞G−1(d¯ ′−(x, f )). Therefore, in this case the distance transform allows us to retrieve
also the value of supf , so that it identifies the function amongst all quasiconcave functions,
regardless of the top value.
Also notice that the distance transform of f can be proven to be differentiable at every
continuity point of f . Thus, one-side derivatives in the statement of the theorem can be
replaced by derivatives in all but the discontinuity points of f .
The problem whether the distance transform uniquely identifies a general upper semi-
continuous function is open. It is quite plausible that there are pathological examples of
different functions that share the same distance transform.
Although Theorem 4 does not solve the problem directly but for a relatively small class
of upper semicontinuous functions, let us remark that it is powerful enough to provide a
way to retrieve any f from the transforms of certain functions associated to f via dilations.
This claim will be justified by the following discussion that also confirms the relevance of
dilations in the study of the distance transform.
Fix an upper semicontinuous function f , defined on W ⊂ Rd . Associated to f , de-
fine f x so that
f x(s)= (f ⊕Bs)(x)
for each x ∈W and s  0. Notice that each f x meets now the conditions of Theorem 4.
Indeed, it is defined on a subset of R and (F x)t = [d(x,Ft),∞). Whence it is upper
semicontinuous and quasiconcave, for its thresholded sets are all closed intervals. This
means that each f x can be retrieved from its own grey-scale distance transform. But
obviously knowing all f x implies knowing f since f (x)= f x(0).
It is interesting to point out what the functions f x look like in the binary case, i.e.,
when f is the characteristic function of a set F . Then f x is just the characteristic function
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distance transform.
We have just seen that f can be reconstructed from the set of transforms {d¯(s, f x)}x∈W .
But there is still a clearer picture of which information has been proven to be sufficient
in order to retrieve f . First, from the expression in Proposition 1 it is clear that not
only f (x) = f x(0), but also d¯(x, f ) = d¯(0, f x). Second, it is noticeable that only the
values of d¯(s, f x) for s being less than some ε > 0 are needed in order to calculate
the derivative ultimately providing f (x). This is to say, the uniqueness problem can be
rephrased as follows: ‘Can f be retrieved from the values d¯(0, f x)?’ whereas we can say
as a consequence of Theorem 4 that f can be retrieved from d¯(s, f x) for 0  s < ε, ε
being arbitrarily small.
4. Variants of the grey-scale distance transform
Let A be a convex subset of Rd . For each r from the unit sphere Sd−1 in Rd , let pr
denote the orthogonal projection over the one-dimensional subspace spanned by r . Then,
d(x,A)= sup
r∈Sd−1
d(prx,prA).
The supremum is attained on the direction joining x and its metric projection on A, pro-
vided the latter exists. This shows that the binary distance transform can be obtained from
the transforms of certain one-dimensional sets. In this spirit, we define the projection
distance transform by
d¯p(x, f )= sup
r∈Sd−1
d¯(prx,prf ),
where prf is the upper semicontinuous envelope of the mapping x → supf (p−1r (x)).
Accordingly, one can check that
d¯p(x, f )= sup
r∈Sd−1
supf∫
inff
d(prx,prFt ) dν(t).
Observe that the integrand is bounded above by d(x,Ft ), and so d¯p(x, f ) d¯(x, f ).
Theorem 4 can be extended now to d-dimensional images by using this transform.
Theorem 5. Let f be a quasiconcave function on W ⊂ Rd and let ν be as in Theorem 4.
Then, the projection distance transform of f identifies f uniquely among all functions with
given supf .
Proof. One can assume, like in Section 3, that W = Rd . Let f and g be quasiconcave
functions having different projection transforms. Notice that prf is upper semicontinuous
(by definition) and quasiconcave. For its thresholded set at the level t is the closure of prFt ,
which is convex since Ft is so and pr is linear. For some x it holds that
sup
d−1
d¯(prx,prf ) > sup
d−1
d¯(prx,prg).
r∈S r∈S
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transforms of prf and prg are not the same. By Theorem 4 prf = prg and thus
f = g. ✷
By virtue of Remark 2, the top value of f needs not be known in advance if the thresh-
olded sets Ft are compact for t > 0. This is so because then the thresholded set of prf at
level t equals prFt , which is compact by the continuity of pr .
The binary distance transform is antitonic, in the sense that
d(x,A∪B)=min{d(x,A), d(x,B)}
for every two sets A andB . However, this property does not hold for the grey-scale distance
transform from Definition 1. With this in mind, we define the (ν-weighted) antitonic
distance transform by
d¯a(x, f )= sup
s>0
s
(
G(supf )−G((f ⊕Bs)(x))),
where G(x)= ν([0, x]). Notice the formal similarity with the expression in Proposition 1.
Actually, one can check in much the same way as there that
d¯a(x, f )=
∫
− d(x,Ft ) dν(t),
where the slashed integral sign represents a Shilkret (non-additive) integral [7] instead of a
Lebesgue integral.
One can check easily that the antitonic distance transform actually generalises the binary
distance transform. Also, since the Shilkret integral of a function is less than or equals its
Lebesgue integral, it holds that d¯a(x, f ) d¯(x, f ). Finally, since
1−G((max{f,g} ⊕Bs)(x))=min{1−G((f ⊕Bs)(x)),1−G((g⊕Bs)(x))},
it follows that
d¯a
(
x,max{f,g})=min{d¯a(x, f ), d¯a(x, g)}.
In particular, taking f  g implies that the antitonic distance transforms are inversely
ordered.
5. Computation
Computation of the grey-scale distance transform reduces to computations of a number
of binary distance transforms at varying threshold levels. A possible formula suitable to
compute the uniform distance transform can be described as follows. Let f be a grey-
scale image that assumes values a, a + 1, . . . , b − 1, b where 0  a < b  255. Then the
grey-scale distance transform of f is given by
d¯(x, f )= 1
255
b∑
d(x,Fi)wi,i=a
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Fig. 2. Lenna image (a) and its uniform distance transform (b).
(a) (b)
Fig. 3. House image (a) and its uniform distance transform (b).
where Fi = {x: f (x) i}, wi = 1 for the uniform grey-scale distance transform and wi is
the difference of the numbers of pixels in Fi and Fi+1 for the histogram weighted grey-
scale distance transform. Note that computations are fast enough, and memory efficient as
they do not require storage of the distance transforms at different thresholds.
Figures 2 and 3 present two examples of grey-scale images and their grey-scale distance
transforms. It is easy to notice that both uniform and histogram weighted grey-scale
distance transforms have brighter values in the regions where f has lower (darker) values.
In applications it is often quite useful to work with distance transforms of grey-scale
images. For instance, it is possible to filter the grey-scale distance transform and then solve
the inverse problem in order to find a grey-scale image with the closest distance transform.
Obviously, not all functions are grey-scale distance transforms of another function. To
find a function (image) such that its grey-scale distance transform is the closest (in some
metric) to a given function, it is possible to use conventional computationally intensive
global minimisation algorithms, e.g., of simulated annealing type.
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