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Tato pra´ce prˇedstavuje kombinaci AdaBoostu a evolucˇn´ıho algoritmu. Evolucˇn´ı algoritmus
je pouzˇit pro hleda´n´ı linea´rn´ı kombinace Haarovy´ch prˇ´ıznak˚u. Z te´ je vytvorˇen slaby´ klasi-
fika´tor pro AdaBoost. Jsou zde popsa´ny za´klady klasifikace, Haarovy prˇ´ıznaky a Adaboost.
Uvedeny jsou take´ za´kladn´ı informace o evolucˇn´ıch algoritmech. Da´le obsahuje teoreticky´
popis spojen´ı AdaBoostu a evolucˇn´ıho algoritmu, doplneˇny´ o neˇktere´ implementacˇn´ı de-
taily. Implementace je testova´na na obrazovy´ch datech jako soucˇa´st syste´mu pro detekci
oblicˇeje. Vy´sledky jsou porovna´ny se samostatny´mi Haarovy´mi prˇ´ıznaky.
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Abstract
This thesis introduces combination of the AdaBoost and the evolutionary algorithm. The
evolutionary algorithm is used to find linear combination of Haar features. This linear
combination creates the feature to train weak classifier for AdaBoost. There are described
basics of classification, Haar features and the AdaBoost. Next there are basic information
about evolutionary algorithms. Theoretical description of combination of the AdaBoost
and the evolutionary algorithm is included too. Some implementation details are added
too. Implementation is tested on the images as part of the system for face recognition.
Results are compared with Haar features.
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Cˇloveˇk se odmalicˇka ucˇ´ı rozezna´vat veˇci okolo sebe pomoc´ı vsˇech svy´ch smysl˚u. S rozvojem
umeˇle´ inteligence se take´ stroje sta´vaj´ı schopny´mi ucˇit se a pozna´vat sve´ okol´ı. T´ımto se
zaby´va´ strojove´ ucˇen´ı a rozpozna´va´n´ı vzor˚u. Prˇi z´ıska´va´n´ı informac´ı a komunikaci s okol´ım
jsou nejd˚ulezˇiteˇjˇs´ımi smysly zrak a sluch. Bylo vymysˇleno mnoho metod jak zarˇ´ıdit, aby
stroj slysˇel nebo videˇl a byl schopen tuto informaci da´le zpracovat. Ty by´vaj´ı veˇtsˇinou
specializovane´ na jeden konkre´tn´ı proble´m. Existuj´ı tak syste´my pro rozpozna´va´n´ı oblicˇej˚u,
automobil˚u cˇi dalˇs´ıch objekt˚u v obraze.
Za´kladn´ı informace o rozpozna´va´n´ı vzor˚u a strojove´m ucˇen´ı jsou uvedeny v kapitole 2.
Da´le tato kapitola popisuje algoritmus pro strojove´ ucˇen´ı AdaBoost, z´ıska´va´n´ı informace
z obrazu pomoc´ı Haarovy´ch prˇ´ıznak˚u a spojen´ı v´ıce klasifika´tor˚u pomoc´ı tzv. kaska´dy.
U strojove´ho ucˇen´ı je cˇasto potrˇeba vybrat vhodne´ rˇesˇen´ı z velke´ho pocˇtu mozˇnost´ı.
Pokud nen´ı k dispozici vhodny´ matematicky´ postup, lze pouzˇ´ıt evolucˇn´ı algoritmy. Ty
jsou zalozˇeny na simulaci prˇirozene´ho vy´beˇru, ktery´ prob´ıha´ v prˇ´ırodeˇ. Schopnost prˇezˇ´ıt
je vyja´drˇena schopnost´ı rˇesˇit urcˇity´ proble´m. Evolucˇn´ım algoritmu˚m se veˇnuje kapitola
3. Problematika evolucˇn´ıch algoritmu˚ je velmi rozsa´hla´, proto jsou popsa´ny jen principy
a informace nutne´ k pochopen´ı dalˇs´ıch kapitol.
C´ılem te´to pra´ce je vytvorˇit funkcˇn´ı spojen´ı AdaBoostu a evolucˇn´ıho algoritmu.
V idea´ln´ım prˇ´ıpadeˇ bychom tak chteˇli dosa´hnout lepsˇ´ıch vy´sledk˚u, nezˇ poskytuj´ı sta´vaj´ıc´ı
metody. Tato fa´ze byla rˇesˇena v ra´mci semestra´ln´ıho projektu. Prezentovane´ rˇesˇen´ı bylo
rozsˇ´ıˇreno o pouzˇit´ı Haarovy´ch prˇ´ıznak˚u, proto je ve sta´vaj´ıc´ı podobeˇ pouzˇitelna´ jen pro
zpracova´n´ı obrazu. Teoreticke´ rˇesˇen´ı je popsa´no v kapitole 4.
Toto spojen´ı bylo implementova´no a prˇida´no do jizˇ existuj´ıc´ıho projektu, ktery´ je vyv´ıjen
na Fakulteˇ informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı technicke´ho v Brneˇ. Jedna´ se o syste´m
slouzˇ´ıc´ı k vy´zkumu klasifika´tor˚u pro detekci objekt˚u v obraze. Podrobneˇ je popsa´n v cˇla´nku
[3]. Vybrane´ implementacˇn´ı detaily jsou uvedeny v kapitole 5. Zdrojove´ ko´dy se nacha´zej´ı
na prˇilozˇene´m CD.
Vy´sledny´ syste´m byl tre´nova´n a testova´n na obrazovy´ch datech pro detekci oblicˇeje.
Kapitola 6 pojedna´va´ o konfiguraci, jenzˇ byla pouzˇita, a provedeny´ch testech. Obsahuje
informace o tre´novac´ıch a testovac´ıch datech. Vy´sledky test˚u jsou zhodnoceny a porovna´ny
s vy´sledky, ktere´ byly z´ıska´ny za pouzˇit´ı samostatny´ch Haarovy´ch prˇ´ıznak˚u.
Prˇi vytva´rˇen´ı te´to pra´ce bylo odhaleno mnoho nedostatk˚u v evolucˇn´ım algoritmu i cel-
kove´m na´vrhu metody. V za´veˇrecˇne´ kapitole 7 jsou uvedeny jak mozˇnosti rˇesˇen´ı teˇchto





V te´to kapitole se dozv´ıte o rozpozna´va´n´ı vzor˚u (viz [1]) a dalˇs´ı informace s t´ım spojene´.
Syste´my pro rozpozna´va´n´ı vzor˚u se skla´daj´ı z v´ıce cˇa´st´ı. Nejdrˇ´ıve je nutno nacˇ´ıst vstupn´ı
data a pokud nebudeme pracovat prˇ´ımo s nimi, tak z nich spocˇ´ıtat prˇ´ıznaky. Potom prˇijde
na rˇadu klasifika´tor, ktery´ urcˇ´ı trˇ´ıdu dat. Na te´ za´vis´ı vy´stup syste´mu.
2.1 Klasifikace
Klasifikace je prˇiˇrazova´n´ı vzork˚u dat do trˇ´ıd. Vzorkem dat mu˚zˇe by´t cokoli s cˇ´ım pracujeme,
ale veˇtsˇinou se jedna´ o vektor cˇ´ısel. Trˇ´ıdou je oblast, do ktere´ mu˚zˇe vzorek dat patrˇit.
Klasifika´tor je pravidlo, ktere´ prˇiˇrad´ı vzorek dat do trˇ´ıdy. Pokud se naprˇ´ıklad snazˇ´ıme
o rozpozna´n´ı rˇecˇi, tak vzorek dat je zvukovy´ signa´l. Trˇ´ıdami jsou jednotliva´ slova nebo
znaky. Prˇi detekci oblicˇeje je vzorkem dat oblast obrazu. Jednou trˇ´ıdou jsou oblicˇeje, druhou
vsˇe ostatn´ı (tzv. pozad´ı).
Vstupem klasifika´toru mohou by´t prˇ´ımo data, ktera´ ale by´vaj´ı mnohorozmeˇrna´ (naprˇ.
obraz ma´ tolik rozmeˇr˚u kolik pixel˚u), a tak se z nich cˇasteˇji extrahuj´ı tzv. prˇ´ıznaky (fea-
tures). T´ım sn´ızˇ´ıme pocˇet rozmeˇr˚u dat, nejle´pe na jeden. Bylo vypracova´no mnoho metod
jak toho dosa´hnout. Pro obecna´ data lze pouzˇ´ıt naprˇ´ıklad PCA (Principal components
analysis) nebo LDA (Linear discriminant analysis). Ty jsou zalozˇeny na lina´rn´ı kombinaci
a statisticky´ch metoda´ch. Pro obrazova´ data se velmi osveˇdcˇily Haarovy prˇ´ıznaky (viz 2.4).
Nejjednodusˇsˇ´ım prˇ´ıkladem klasifika´toru je mezn´ı hodnota (tzv. treshold), ta tvorˇ´ı hranici
mezi trˇ´ıdami. Vsˇechny vzorky mensˇ´ı nezˇ mez jsou prˇiˇrazeny do jedne´ trˇ´ıdy, veˇtsˇ´ı do druhe´.
Pokud je trˇeba rozliˇsovat v´ıce trˇ´ıd, pouzˇijeme v´ıce mezn´ıch hodnot a trˇ´ıdy budou ohranicˇeny
ze dvou stran.
U klasifika´toru sledujeme neˇkolik hodnot. Celkova´ chyba je pomeˇr sˇpatneˇ urcˇeny´ch
vzork˚u k celkove´mu pocˇtu. Da´le ve vztahu k jedne´ trˇ´ıdeˇ sledujeme pocˇet prvk˚u, ktere´ byly
do trˇ´ıdy chybneˇ prˇiˇrazeny (false positive) a teˇch, co do trˇ´ıdy patrˇ´ı, ale byly prˇiˇrazeny jinam
(false negative).
2.2 Ucˇen´ı klasifika´tor˚u
Pokud ma´ klasifika´tor dobrˇe urcˇovat prˇ´ıslusˇnost k trˇ´ıdeˇ, mus´ı se to naucˇit. K tomu
potrˇebujeme tre´novac´ı mnozˇinu dat. Jestli chceme zjistit nakolik bylo tre´nova´n´ı u´speˇsˇne´, je
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trˇeba mı´t nav´ıc testovac´ı mnozˇinu dat. Data v obou mnozˇina´ch se mus´ı liˇsit, ale mus´ı by´t
podobna´ rea´lne´mu nasazen´ı klasifika´toru. To znamena´, zˇe pokud bude syste´m pouzˇ´ıva´n
v urcˇite´m prostoru (laboratorˇ, tova´rn´ı hala), meˇly by data pocha´zet odtud. V podstateˇ
stacˇ´ı, pokud z dane´ho prostoru budou pocha´zet vzorky pozad´ı (obraz haly, rachot stroj˚u).
Vzorky detekovane´ trˇ´ıdy (lidsky´ hlas, obrazy oblicˇeje) mohou by´t porˇ´ızeny jinde.
Klasifika´tor se snazˇ´ı dosa´hnout co nejlepsˇ´ı u´speˇsˇnosti na tre´novac´ıch datech. Na testo-
vac´ı mnozˇineˇ zkousˇ´ıme, jak je klasifika´tor pouzˇitelny´ i pro jina´ data nezˇ ta, na ktery´ch byl
tre´nova´n. Se zvysˇova´n´ım prˇesnosti na tre´novac´ıch datech mu˚zˇe zacˇ´ıt r˚ust chyba na tetso-
vac´ıch datech. Docha´z´ı k tzv. prˇetre´nova´n´ı. Prˇ´ıcˇinou je prˇ´ıliˇsne´ prˇizp˚usoben´ı tre´novac´ım
dat˚um, ktere´ nenecha´va´ zˇa´dny´ prostor pro odliˇsnosti testovac´ıch dat. Proto je nutne´
tre´nova´n´ı vcˇas ukoncˇit.
Existuj´ı dva zp˚usoby ucˇen´ı. Ucˇen´ı s ucˇitelem (supervised learning) a ucˇen´ı bez ucˇitele
(unsupervised learning). Prˇi ucˇen´ı s ucˇitelem tre´novac´ı data obsahuj´ı informaci o trˇ´ıdeˇ, do
ktere´ patrˇ´ı. Dı´ky tomu mu˚zˇe klasifika´tor sledovat, jak moc se mu darˇ´ı urcˇit spra´vnou trˇ´ıdu
a podle toho se prˇizp˚usobovat. U ucˇen´ı bez ucˇitele klasifika´tor zˇa´dnou informaci o trˇ´ıdeˇ
nedosta´va´. Snazˇ´ı se v datech naj´ıt podobnost a podle toho je rozdeˇlit do prˇedem dane´ho
pocˇtu shluk˚u (ten odpov´ıda´ pocˇtu trˇ´ıd). Svou u´speˇsˇnost hodnot´ı podle toho, jak se mu to
podarˇilo. Nevy´hodne´ je, zˇe algoritmus nepozna´, zda trˇ´ıdy rozdeˇlil dobrˇe, ani ktera´ trˇ´ıda je
ktera´. Proto se prˇi ucˇen´ı klasifika´tor˚u veˇtsˇinou vyuzˇ´ıva´ ucˇen´ı s ucˇitelem.
2.3 AdaBoost
AdaBoost je algoritmus, ktery´ vyuzˇ´ıva´ linea´rn´ı kombinace slaby´ch klasifika´tor˚u k dosazˇen´ı
lepsˇ´ıho vy´sledku. U slabe´ho klasifika´toru na´m stacˇ´ı, kdyzˇ ma´ chybu mensˇ´ı nezˇ 50 %. Na
zacˇa´tku je kazˇde´mu vzorku prˇiˇrazena va´ha, ktera´ se cˇasem meˇn´ı. Pokud je trˇ´ıda vzorku
urcˇena sˇpatneˇ, jeho va´ha stoupa´, pokud dobrˇe, tak klesa´. To znamena´, zˇe se klade veˇtsˇ´ı
d˚uraz na sˇpatneˇ klasifikovane´ vzorky. To zarucˇuje, zˇe chyba postupneˇ klesa´ a ve veˇtsˇineˇ
prˇ´ıpad˚u nedocha´z´ı k prˇetre´nova´n´ı. Na druhou stranu je t´ım zp˚usobna citlivost v˚ucˇi sˇumu.
Vı´ce o AdaBoostu lze naj´ıt v [2] a [8], z ktery´ch vycha´z´ı algoritmus 2.1.
2.4 Haarovy prˇ´ıznaky
Haarovy prˇ´ıznaky dobrˇe uchova´vaj´ı informace o obrazu, a proto se pouzˇ´ıvaj´ı pro obrazova´
data. Lze je rychle spocˇ´ıtat a pokud je dobrˇe vybereme (viz n´ızˇe), za´vis´ı jen na te´ cˇa´sti
obrazu, ktera´ je pro klasifikaci podstatna´. Dı´ky tomu je lze u´speˇsˇneˇ pouzˇ´ıt pro tvorbu
klasifika´tor˚u.
Na obra´zku 2.2 jsou dvojbarevne´ obde´ln´ıky. To jsou prˇ´ıklady tvar˚u, ktery´ch mohou
Haarovy prˇ´ıznaky naby´vat. Jejich velikost se mu˚zˇe libovolneˇ meˇnit, ale pomeˇr b´ıle´ a cˇerne´
cˇa´sti mus´ı by´t zachova´n. Pro obraz 24 × 24 pixel˚u je prˇ´ıznak˚u v´ıce nezˇ 180 000. Z tohoto
pocˇtu je nutno vybrat ty, ktery´mi jednotlive´ trˇ´ıdy nejle´pe rozliˇs´ıme. Klasifika´toru veˇtsˇinou
nestacˇ´ı jeden prˇ´ıznak, ale je nutno pouzˇ´ıt jejich kombinaci. V [7] je pro slaby´ klasifika´tor
pouzˇit pouze jeden prˇ´ıznak, cozˇ je kompenzova´no pouzˇit´ım v´ıce slaby´ch klasifika´tor˚u (viz
2.3).
Obraz, ktery´ vstupuje do syste´mu, mus´ı by´t prˇeveden do stupnˇ˚u sˇedi. Hodnotou bodu
je intenzita barvy v tomto bodeˇ. Prˇ´ıznak spocˇ´ıta´me tak, zˇe prˇilozˇ´ıme obde´ln´ık na obraz,
secˇteme hodnoty pixel˚u v b´ıle´ oblasti a odecˇteme od soucˇtu pixel˚u v cˇerne´ oblasti. Pokud
bychom meˇli prˇi vy´pocˇtu procha´zet vsˇechny pixely dane´ oblasti, trval by prˇ´ıliˇs dlouho.
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1. Na vstupu jsou tre´novac´ı data (x1, y1) . . . (xm, ym), kde xi ∈ X, yi ∈ Y = {−1,+1}.
X je mnozˇina vstupn´ıch dat. Y je mnozˇina trˇ´ıd.
2. Kazˇde´mu vzorku dat i prˇiˇrad’ pocˇa´tecˇn´ı va´hu D1(i) = 1/m.
3. T je pocˇet prvk˚u (slaby´ch klasifika´tor˚u) vy´sledne´ho silne´ho klasifika´toru.
Pro t = 1, . . . T :
• Pomoc´ı vah Dt, vyber slaby´ klasifika´tor kt : X → {−1,+1} s nejmensˇ´ı chybou




• αt = 12 ln 1−tt






e−αt kdyzˇ kt(xi) = yi




Zt je normalizacˇn´ı faktor, zajiˇst’uj´ıc´ı, zˇe Dt ma´ vlastnosti distribucˇn´ı funkce
















Algoritmus 2.1: AdaBoost podle [2] a [8]
Obra´zek 2.2: Prˇ´ıklady haarovy´ch prˇ´ıznak˚u
Tento proble´m rˇesˇ´ı tzv. integra´ln´ı obraz. U integra´ln´ıho obrazu je hodnota v jednom bodu
soucˇtem intenzit ve vsˇech bodech od tohoto bodu nahoru a doleva. Z toho lze jizˇ jednodusˇe
spocˇ´ıtat soucˇet intenzit v obde´ln´ıkove´ oblasti.
Pokud chceme spocˇ´ıtat hodnotu oblasti v integra´ln´ım obraze, pod´ıva´me se nejdrˇ´ıve na
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obra´zek 2.3. Je na neˇm zna´zorneˇn integra´ln´ı obraz, body a oblasti v neˇm. Nasˇ´ım c´ılem je
zjistit hodnotu oblasti D. Body w, x, y, z mus´ı by´t voleny jako na obra´zku 2.3. A,B,C,D
jsou soucˇty intenzit v jednotlivy´ch oblastech. Z rovnic
w = A
x = A +B
y = A +B + C +D
z = A + C




y = A +B + C +D
−z = −A− C
Z toho z´ıska´me D = w − x+ y − z.
Obra´zek 2.3: Vy´pocˇet obde´ln´ıkove´ oblasti pomoc´ı integra´ln´ıho obrazu
2.5 Kaska´da klasifika´tor˚u
V [7] je kromeˇ AdaBoostu a Haarovy´ch prˇ´ıznak˚u uveden i postup jak vy´razneˇ urychlit
klasifikaci. Je zobrazen na obra´zku 2.4 a spocˇ´ıva´ ve zrˇeteˇzen´ı klasifika´tor˚u. Ty postupneˇ
zpracova´vaj´ı vzorky dat a rozhoduj´ı, zda patrˇ´ı do detekovane´ trˇ´ıdy. Pokud ktery´koli klasi-
fika´tor rozhodne, zˇe tam vzorek nepatrˇ´ı, je zahozen a k dalˇs´ımu zpracova´n´ı uzˇ nedocha´z´ı.
Klasifika´tor je nutno tre´novat tak, aby zahodil co nejme´neˇ prvk˚u, ktere´ do trˇ´ıdy patrˇ´ı (co
nejmensˇ´ı false negative). Na konci z˚ustanou vzorky, co do trˇ´ıdy patrˇ´ı. Mu˚zˇe to by´t i za cenu
















Prˇ´ıroda a jej´ı za´kony se uka´zaly jako dobra´ inspirace prˇi vy´voji vy´pocˇetn´ıch metod. Za´klady
pro evolucˇn´ı algoritmy polozˇil Charles Darwin svou teori´ı prˇirozene´ho vy´beˇru. Druhy
oby´vaj´ıc´ı nasˇi planetu se jizˇ po miliony let vyv´ıjely z jednobuneˇcˇny´ch organismu˚. Prˇezˇ´ıvaj´ı
ty, ktere´ se doka´zaly prˇizp˚usobit okoln´ım podmı´nka´m le´pe nezˇ ostatn´ı.
Evolucˇn´ı algoritmy se pouzˇ´ıvaj´ı k rˇesˇen´ı slozˇity´ch optimalizacˇn´ıch proble´mu˚, kde neexis-
tuje jiny´ postup, nebo je cˇasoveˇ prˇ´ıliˇs na´rocˇny´. Pracuj´ı na podobne´m principu jako evoluce
v prˇ´ırodeˇ. Mı´sto jednotlivy´ch organismu˚ ma´me jedince prˇedstavuj´ıc´ı rˇesˇen´ı proble´mu. Je-
dinec by´va´ definova´n svou vnitrˇn´ı reprezentac´ı (tzv. genomem) a hodnotou fitness, ktera´
prˇedstavuje cˇ´ıselneˇ vyja´drˇenou kvalitu rˇesˇen´ı, ktere´ jedinec poskytuje. Genom mı´va´ r˚uznou
reprezentaci. Nejcˇasteˇjˇs´ı je bina´rn´ı nebo rea´lna´, ale lze pouzˇ´ıt cokoli, co bude vhodne´ (znaky,
stromy, atd.). Fitness funkce je kl´ıcˇovy´m bodem prˇi na´vrhu evolucˇn´ıho algoritmu. Meˇla by
by´t vy´pocˇetneˇ co nejme´neˇ na´rocˇna´. Pocˇet vyhodnocen´ı se pohybuje v rˇa´dech tis´ıc˚u, azˇ
milio´n˚u. Da´le mus´ı platit, zˇe cˇ´ım vysˇsˇ´ı (nebo nizˇsˇ´ı, pokud hleda´me minimum) je hodnota
fitness, t´ım kvalitneˇjˇs´ı rˇesˇen´ı jedinec poskytuje.
Podle [4] rozliˇsujeme evolucˇn´ı algoritmy prˇedevsˇ´ım na geneticke´ algoritmy, evolucˇn´ı
strategie a geneticke´ programova´n´ı.
• Geneticke´ algoritmy maj´ı bina´rneˇ ko´dovane´ jedince. Mutace i krˇ´ızˇen´ı se projevuje na
u´rovni jednotlivy´ch bit˚u.
• Evolucˇn´ı strategie reprezentuje jedince jako vektor rea´lny´ch cˇ´ısel. Pro krˇ´ızˇen´ı a mutaci
lze pouzˇ´ıt jak metod pouzˇ´ıvany´ch pro geneticke´ algoritmy, tak r˚uzny´ch vektorovy´ch
operac´ı.
• Geneticke´ programova´n´ı je vytva´rˇen´ı algoritmu˚ pomoc´ı evolucˇn´ıho procesu.
Na obra´zku 3.1 jsou jednotlive´ fa´ze evolucˇn´ıho algoritmu. Sche´ma odpov´ıda´ implemen-
taci popisovane´ v kapitole 5 i pr˚ubeˇhu popisovane´mu v kapitole 4.3. Na zacˇa´tku je na´hodneˇ
vygenerova´na populace jedinc˚u. Je vyhodnocena jejich fitness. Na´sledneˇ se kontroluje, zda
nebyla splneˇna neˇktera´ ukoncˇovac´ı podmı´nka (naprˇ. dosazˇen´ı urcˇite´ hodnoty fitness, ma-
xima´ln´ıho pocˇtu generac´ı atd.). Pak jsou vybra´ni rodicˇe na´sleduj´ıc´ı populace (viz 3.3).
Krˇ´ızˇen´ım a mutac´ı z nich z´ıska´me potomky a vyhodnot´ıme jejich fitness. Vy´beˇrem z rodicˇ˚u
a potomk˚u nahrad´ıme sta´vaj´ıc´ı populaci. Tak algoritmus pokracˇuje, dokud nen´ı splneˇna
ukoncˇovac´ı podmı´nka.
Ve zbytku te´to kapitoly jsou prˇ´ıklady postup˚u pro jednotlive´ kroky evolucˇn´ıho algoritmu.
Ktery´koli z nich lze nahradit jiny´m (vhodneˇjˇs´ım) postupem pro konkre´tn´ı proble´m.
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Obra´zek 3.1: Sche´ma evolucˇn´ıho algoritmu podle [5]
3.1 Krˇ´ızˇen´ı
Krˇ´ızˇen´ım se kombinuj´ı vlastnosti dvou jedinc˚u (v neˇktery´ch prˇ´ıpadech lze pouzˇ´ıt jedinc˚u
i v´ıce, ale veˇtsˇinou k tomu nen´ı d˚uvod). C´ılem je vznik jedince lepsˇ´ıho nezˇ ktery´koli z rodicˇ˚u.
Postupy mohou by´t velmi rozmanite´ a lze je r˚uzneˇ kombinovat. Mezi nejpouzˇ´ıvaneˇjˇs´ı patrˇ´ı
segmentove´ krˇ´ızˇen´ı, ktere´ je zna´zorneˇno na obra´zku 3.2 a popsa´no v algoritmu 3.3.
Obra´zek 3.2: Segmentove´ krˇ´ızˇen´ı
Existuj´ı i varianty, kde se generuje v´ıce bod˚u krˇ´ızˇen´ı. Naprˇ´ıklad u dvou bod˚u vzniknou
trˇi cˇa´sti A,B a C. Potomci vzniknou vy´meˇnou cˇa´st´ı B.
Toto krˇ´ızˇen´ı lze pouzˇ´ıt i na genom reprezentovany´ vektorem rea´lny´ch cˇ´ısel, jen mı´sto bit˚u
jsou slozˇky vektoru. Dalˇs´ı pouzˇitelnou metodou je krˇ´ızˇen´ı pr˚umeˇrem. Ze slozˇek rodicˇovsky´ch
vektor˚u r1 a r2 vznikne jediny´ potomek s odpov´ıdaj´ıc´ı slozˇkou p = r1+r22 .
Odliˇsny´ prˇ´ıstup je krˇ´ızˇen´ı linea´rn´ı kombinac´ı rodicˇ˚u. Pro kazˇdou slozˇku r1 a r2
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• Vyber dva rodicˇe A,B.
• Na´hodneˇ zvol bod krˇ´ızˇen´ı.
• A′ vznikne z te´ cˇa´sti A, ktera´ lezˇ´ı prˇed bodem krˇ´ızˇen´ı a z cˇa´sti B lezˇ´ıc´ı za bodem
krˇ´ızˇen´ı.
• B′ vznikne z te´ cˇa´sti B, ktera´ lezˇ´ı prˇed bodem krˇ´ızˇen´ı a z cˇa´sti A lezˇ´ıc´ı za bodem
krˇ´ızˇen´ı.
Algoritmus 3.3: Segmentove´ krˇ´ızˇen´ı
rodicˇovsky´ch vektor˚u a cˇ´ıslo x v intervalu 〈0, 1〉 jsou vypocˇ´ıta´ny slozˇky potomk˚u:
p1 = xr1 + (1− x)r2
p2 = (x− 1)r1 + xr2
3.2 Mutace
V pr˚ubeˇhu evolucˇn´ıho algoritmu je vhodne´, kdyzˇ se v populaci objev´ı prvky, ktery´ch nelze
dosa´hnout krˇ´ızˇen´ım. To zajiˇst’uje pra´veˇ mutace. Algoritmus 3.4 popisuje za´kladn´ı postup
mutace pro bina´rn´ı genom. U rea´lny´ch genomu˚ se neprova´d´ı negace, ale naprˇ´ıklad soucˇet
s na´hodneˇ generovany´m cˇ´ıslem v prˇedem dane´m rozsahu.
• Je da´na pravdeˇpodobnost mutace pm ∈ 〈0, 1〉.
• Pro kazˇdy´ bit b v genomu:
– Na´hodneˇ generuj x ∈ 〈0, 1〉.
– Pokud x ≤ pm neguj b.
Algoritmus 3.4: Mutace bina´rn´ıho genomu
3.3 Vy´beˇr
Existuj´ı r˚uzne´ postupy jak vybrat jedince, kterˇ´ı se stanou rodicˇi na´sleduj´ıc´ı populace.
Veˇtsˇinou jsou zalozˇeny na na´hodne´m vy´beˇru, kde jedinci s vysˇsˇ´ı fitness maj´ı veˇtsˇ´ı sˇanci
sta´t se rodicˇi. Takovy´m je i ruleta (roulete wheel, fitness proportionate selection).
Princip je velmi jednoduchy´. Na obra´zku 3.5 vid´ıte kruh rozdeˇleny´ na cˇa´sti. P´ısmeny
jsou oznacˇeny jedinci. Velikost pol´ıcˇka je urcˇena hodnotou fitness. Vy´beˇr se prova´d´ı tak, zˇe
se ”roztocˇ´ı rucˇicˇka“ a prvek, na ktery´ uka´zˇe, je zarˇazen mezi rodicˇe. Pravdeˇpodobnost, zˇe
bude jedinec i vybra´n je: pi = fiPN
j=1 fj
, kde N je velikost populace a f je hodnota fitness.





Spojen´ı AdaBoostu a evolucˇn´ıch
algoritmu˚
Adaboost i evolucˇn´ı algoritmy jsou samy o sobeˇ pouzˇitelne´ pro ucˇen´ı klasifika´tor˚u. Kazˇdy´
prˇ´ıstup ma´ sve´ vy´hody a mohou se vza´jemneˇ doplnˇovat. To je dobrˇe uka´za´no v [6], kde je
evolucˇn´ıho algoritmu pouzˇito k prohleda´va´n´ı prostoru Haarovy´ch prˇ´ıznak˚u. Nejlepsˇ´ı prˇ´ıznak
slouzˇ´ı k vytvorˇen´ı slabe´ho klasifika´toru pro AdaBoost.
Jak uzˇ bylo uvedeno v kapitole 2.4, Haarovy prˇ´ıznaky jsou vhodne´ pro zpracova´n´ı ob-
razu. Jejich spojen´ı s AdaBoostem ma´ vsˇak jeden maly´ nedostatek. V pozdeˇjˇs´ıch fa´z´ıch
AdaBoostu uzˇ je velmi obt´ızˇne´ nale´zt Haar˚uv prˇ´ıznak, ktery´ by prˇina´sˇel neˇjakou novou in-
formaci. To lze rˇesˇit v´ıce zp˚usoby. Jednou z mozˇnost´ı, jak se s t´ım vyrovnat, je pouzˇ´ıt v´ıce
Haarovy´ch prˇ´ıznak˚u pro jeden slaby´ klasifika´tor. Spojen´ı mu˚zˇe tvorˇit naprˇ´ıklad linea´rn´ı
kombinace (viz 4.1). Evolucˇn´ı algoritmus je pak mozˇno vyuzˇ´ıt k hleda´n´ı vhodne´ lina´rn´ı
kombinace prˇ´ıznak˚u pro slaby´ klasifika´tor, jako se v [6] hledaj´ı jen prˇ´ıznaky.
4.1 Genom a prˇ´ıznaky
Genom je tvorˇen vektorem rea´lny´ch cˇ´ısel −→v = a1, b1, a2, b2, . . . , am, bm, kde am, bm ∈
〈−1, 1〉. Rea´lne´ cˇ´ıslo bm se prˇi vyhodnocen´ı mus´ı prˇeve´st na cele´ cˇ´ıslo, ktere´ je identifikacˇn´ım
cˇ´ıslem konkre´tn´ıho Haarova prˇ´ıznaku. Prˇi prˇevodu je nejdrˇ´ıve nutno spocˇ´ıtat im = |bm| ·N ,
kde N je celkovy´ pocˇet Haarovy´ch prˇ´ıznak˚u sn´ızˇeny´ o jedna, a zaokrouhlit i. Potom pro
vzorek dat x z´ıska´me hodnotu prˇ´ıznaku H(x) = a1hi1(x) + a2hi2 + · · ·+ amhim , kde him(x)
je hodnota Haarova prˇ´ıznaku s identifikacˇn´ım cˇ´ıslem im.
Vy´sledna´ hodnota prˇ´ıznaku, ktery´ je pouzˇit v slabe´m klasifika´toru, je:
H(x) = a1h1(x) + a2h2(x) + · · ·+ anhn(x)
Kde an ∈ R, hn(x) je hodnota Haarova prˇ´ıznaku hn pro vzorek dat x.
Aby se daly prˇ´ıznaky da´le zpracova´vat, je trˇeba omezit jejich hodnotu. V nasˇem prˇ´ıpadeˇ
se hodnota prˇ´ıznaku H(x) nacha´z´ı v intervalu 〈−4, 4〉. Toho je dosazˇeno normalizac´ı slozˇek
a1, a2, . . . , an vektoru −→v tak, aby de´lka byla 1. Hodnoty Haarovy´ch prˇ´ıznak˚u jsou v intervalu
〈−2, 2〉. Abychom neprˇekrocˇili rozsah 〈−4, 4〉, je nutne´ hodnotu kazˇde´ho Haarova prˇ´ıznaku












Fitness funkce se snazˇ´ı vyja´drˇit kvalitu slabe´ho klasifika´toru, ktery´ lze s dany´m prˇ´ıznakem
vytvorˇit. To lze jednodusˇe vyja´drˇit vzda´lenost´ı pr˚umeˇrny´ch hodnot obou trˇ´ıd. Ta je pocˇ´ıta´na
z tre´novac´ıch vzork˚u. Prˇi vy´pocˇtu je nutno vz´ıt v u´vahu va´hy tre´novac´ıch vzork˚u, ktere´
urcˇuje AdaBoost. Hodnota prˇ´ıznaku H(x) je pak WH(x) = H(x) · w(x), kde w(x) je va´ha
vzorku x. Celkova´ hodnota fitness prˇi pocˇtech tre´novac´ıch vzork˚u v jednotlivy´ch trˇ´ıda´ch













Vysˇsˇ´ı fitness tak maj´ı prˇ´ıznaky, ktere´ vytva´rˇej´ı rozlozˇen´ı hodnot podobna´ obra´zku 4.1.
Va´zˇene´ pr˚umeˇry obou trˇ´ıd jsou dost rozd´ılne´ a fitness takovy´chto prˇ´ıznak˚u bude vy-
soka´. Dobry´ klasifika´tor lze vsˇak vytvorˇit i z rozlozˇen´ı na obra´zku 4.2, ale pr˚umeˇrne´ hod-
noty se prˇ´ıliˇs neliˇs´ı. Prˇ´ıznaky vytva´rˇej´ıc´ı takova´ rozlozˇen´ı maj´ı n´ızkou fitness a s nejveˇtsˇ´ı
pravdeˇpodobnost´ı zaniknou.
Obra´zek 4.1: Zna´zorneˇn´ı vhodne´ho rozlozˇen´ı hodnot pro fitness
Obra´zek 4.2: Zna´zorneˇn´ı nevhodne´ho rozlozˇen´ı hodnot pro fitness
4.3 Pr˚ubeˇh evolucˇn´ıho algoritmu
Pocˇa´tecˇn´ı generace je generova´na na´hodneˇ. Je vhodne´ slozˇit pocˇa´tecˇn´ı populaci z v´ıce
cˇa´st´ı, ktere´ jsou vytva´rˇeny r˚uzny´m zp˚usobem. Naprˇ´ıklad tak, zˇe cˇa´st bude obsahovat
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vektory jen s kladny´mi slozˇkami a druha´ se za´porny´mi. Dı´ky tomuto postupu je veˇtsˇ´ı
pravdeˇpodobnost, zˇe se vyuzˇij´ı dobre´ vlastnosti z obou rozsah˚u.
Vy´beˇr rodicˇ˚u zajiˇst’uje ruleta. Ta je posa´na v kapitole 3.3. Pocˇet rodicˇ˚u je stejny´ jako
velikost populace. Dı´ky ruleteˇ se vsˇak neˇkterˇ´ı mohou zarˇadit mezi rodicˇe v´ıckra´t a jin´ı
v˚ubec. Za´lezˇ´ı na jejich fitness.
Krˇ´ızˇen´ı se u´cˇastn´ı rodicˇe po dvou podle toho, jak byli vybra´ni ruletou. Na
pravdeˇpodobnosti krˇ´ızˇen´ı za´v´ıs´ı, jestli se rodicˇe budou krˇ´ızˇit. V tom prˇ´ıpadeˇ se na´hodneˇ vy-
bere ze zp˚usob˚u uvedeny´ch v seznamu n´ızˇe . Pokud ke krˇ´ızˇen´ı nedojde, rodicˇe se beze zmeˇny
zarˇad´ı mezi potomky a mohou mutovat. Pouzˇity jsou na´sleduj´ıc´ı typy krˇ´ızˇen´ı z kapitoly 3.1:
• Jednobodova´ varianta segmentove´ho krˇ´ızˇen´ı.
• Krˇ´ızˇen´ı linea´rn´ı kombinac´ı rodicˇ˚u. Pro kazˇdou slozˇku rodicˇovsky´ch vektor˚u r1 a r2
je generova´no na´hodne´ cˇ´ıslo x s rovnomeˇrny´m rozlozˇen´ım v intervalu 〈0, 1〉. Potomci
pak maj´ı odpov´ıdaj´ıc´ı slozˇky p1 = xr1 + (1− x)r2 a p2 = (x− 1)r1 + xr2.
• Take´ se jedna´ o krˇ´ızˇen´ı linea´rn´ı kombinac´ı. Jediny´ rozd´ıl je, zˇe x je generova´no jen
jednou a pouzˇito pro vsˇechny slozˇky rodicˇovsky´ch vektor˚u.
Mutace mu˚zˇe prob´ıhat dveˇma zp˚usoby. Jeden vyuzˇ´ıva´ cˇ´ısel v rovnomeˇrne´m a druhy´
v norma´ln´ım rozlozˇen´ı. Kazˇdy´ pokry´va´ jiny´ rozsah. To zajiˇst’uje vy´beˇr z sˇiroke´ho mnozˇstv´ı
prˇ´ıznak˚u a za´rovenˇ zabranˇuje vynecha´n´ı teˇch nejblizˇsˇ´ıch, zvla´sˇt’ pokud ma´ jedinec vysokou
fitness, vydrzˇ´ı v´ıce generac´ı a jeho potomci podstoup´ı mutaci v´ıckra´t. Pravdeˇpodonost
mutace urcˇuje, zda potomek bude mutovat. Pokud k mutaci dojde, tak se na´hodneˇ urcˇ´ı,
ktery´ zp˚usob se pouzˇije.
• Uniformn´ı mutace uprav´ı kazˇdou slozˇku vektoru o hodnotu generovanou s rov-
nomeˇrny´m rozlozˇen´ım v urcˇite´m rozsahu. Meˇla by slouzˇit k vy´beˇru nejblizˇsˇ´ıch
prˇ´ıznak˚u.
• Norma´ln´ı mutace uprav´ı kazˇdou slozˇku vektoru o hodnotu generovanou s gaussovy´m
rozlozˇen´ım a urcˇitou standardn´ı odchylkou. Rozsah mutace by meˇl by´t vy´razneˇ veˇtsˇ´ı
nezˇ u prˇedchoz´ıho zp˚usobu. Dı´ky veˇtsˇ´ımu rozsahu vznikaj´ı jedinci, ke ktery´m bychom
se pomoc´ı prvn´ıho zp˚usobu nedostali.
Na´sleduj´ıc´ı generace se skla´da´ z potomk˚u a prˇedchoz´ı generace. Prˇezˇije lepsˇ´ı polovina
z rodicˇ˚u a lepsˇ´ı polovina z potomk˚u. Ostatn´ı zanikaj´ı.
Ukoncˇovac´ı podmı´nky jsou vyhodnocova´ny prˇed vy´beˇrem rodicˇ˚u. Za´kladn´ı mozˇnost´ı je
ukoncˇen´ı po dosazˇen´ı urcˇite´ho pocˇtu generac´ı. Da´le je mozˇno kontrolovat pocˇet vyhodnocen´ı
fitness funkce. Algoritmus se ukoncˇ´ı pouze v mı´steˇ, kde se podmı´nka kontroluje. To znamena´,




Evolucˇn´ı algoritmus popsany´ v kapitole 4 je prˇida´n jako dalˇs´ı zp˚usob generova´n´ı prˇ´ıznak˚u
pro AdaBoost do syste´mu pro vy´zkum klasifika´tor˚u popsane´ho v [3]. Tento K imple-
mentaci je vyuzˇita knihovna Evolving Objects (ke stazˇen´ı na adrese http://eodev.
sourceforge.net/), ktera´ je dostupna´ pod licenc´ı GLPL 1. Zdrojove´ ko´dy jsou na
prˇilozˇene´m CD. Jedna´ se o soubory GAHaarFeatures.cpp a GAHaarFeatures.h v adresa´rˇi
program/src/features/.
Trˇ´ıda TGAHaarFeatures je steˇzˇejn´ım bodem cele´ implementace. Jej´ı instance slouzˇ´ı
k tre´nova´n´ı klasifika´toru. Ten spust´ı evolucˇn´ı algoritmus a z vy´sledne´ populace si vybere
nejvhodneˇjˇs´ıho jedince. Jedinec vybrany´ klasifika´torem je ulozˇen pomoc´ı instance trˇ´ıdy
TGAHaarFeature do xml, aby odtud mohl by´t nacˇten a pouzˇit jinou instanc´ı trˇ´ıdy prˇi
vlastn´ı klasifikaci.
5.1 Trˇ´ıda TGAHaarFeatures
Konstruktor nacˇte konfiguraci z xml souboru a vytvorˇ´ı Haarovy prˇ´ıznaky.
Metoda initialize je vola´na jednou pro kazˇdou iteraci AdaBoostu. Vytvorˇ´ı vy-
rovna´vac´ı pameˇt’ pro prˇ´ıznaky (viz 5.3). Vygeneruje pocˇa´tecˇn´ı populaci, normalizuje vsˇechny
jedince (viz 4.1), spust´ı evolucˇn´ı algoritmus (zavola´ metodu run). Potom znovu normali-
zuje vsˇechny jedince. To je nutne´ z toho d˚uvodu, zˇe v pr˚ubeˇhu evoluce se normalizace sice
prova´d´ı prˇi vy´pocˇtu fitness, ale jedinci si zachova´vaj´ı hodnotu. Na konci jsou k dispozici
prˇ´ıznaky pro AdaBoost.
Metoda evaluate vrac´ı hodnotu urcˇite´ho prˇ´ıznaku. Je vyuzˇ´ıva´na, kdyzˇ AdaBoost vy-
hleda´va´ vhodny´ prˇ´ıznak.
Metoda getFeature vytvorˇ´ı instanci trˇ´ıdy TGAHaarFeature a vra´t´ı ukazatel na tuto
instanci.
5.2 Evolucˇn´ı algoritmus
Implementace evolucˇn´ıho algoritmu se nacha´z´ı v metodeˇ run trˇ´ıdy TGAHaarFeatures.
Kv˚uli strukturˇe knihovny Evolving Objects je fitness funkce neza´visla´ na trˇ´ıdeˇ
1Text GNU Lesser General Public License je dostupny´ na http://www.gnu.org/licenses/lgpl.html
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TGAHaarFeatures a vyuzˇ´ıva´ globa´ln´ıho ukazatele na vyrovna´vac´ı pameˇt’ (viz 5.3). To by
mohlo zp˚usobit proble´my prˇi vytvorˇen´ı v´ıce instanc´ı trˇ´ıdy TGAHaarFeatures.
Pocˇa´tecˇn´ı generace je generova´na v ra´mci metody initialize. Prvn´ı polovina popu-
lace obsahuje vektory slozˇene´ z cˇ´ısel v intervalu 〈0, 1〉 a druha´ v intervalu 〈−1, 0〉. Hodnoty
jsou generova´ny na´hodneˇ s rovnomeˇrny´m rozlozˇen´ım. Velikost populace se nemeˇn´ı. Nasta-
vuje se pomoc´ı xml atributu populationSize.
Krˇ´ızˇen´ı je reprezentova´no trˇemi r˚uzny´mi zp˚usoby, ktere´ jsou popsa´ny v 4.3.
Pravdeˇpodobnost krˇ´ızˇen´ı se nastavuje xml atributem crossoverProbability. Krˇ´ızˇeni
linea´rn´ı kombinac´ı prˇedstavuj´ı trˇ´ıdy eoSegmentCrossover a eoHypercubeCrossover
z knihovny Evolving Objects. Kazˇdy´ z teˇchto zp˚usob˚u ma´ pravdeˇpodobnost, zˇe bude
zvolen 40 %. Zbyly´ch 20 % zby´va´ na segmentove´ krˇ´ızˇen´ı. V Evolving Objects nen´ı
obsazˇena rea´lna´ varianta tohoto krˇ´ızˇen´ı a bylo nutno ji vytvorˇit. Jedna´ se o trˇ´ıdu
eo1PtRealSegmentCrossover.
Mutace je prˇedstavova´na trˇ´ıdami eoUniformMutation a eoNormalMutation.
Pravdeˇpodobnost mutace je nastavova´na xml atributem mutationProbability. Po-
kud k mutaci dojde, vybere se na´hodneˇ z teˇchto mozˇnost´ı:
• eoUniformMutation zmeˇn´ı kazˇdou slozˇku jedince o cˇ´ıslo generovane´ s rovnomeˇrny´m
rozlozˇen´ım v rozsahu 〈−0.00005, 0.00005〉, cozˇ prˇi pocˇtu Haarovy´ch prˇ´ıznak˚u asi
180 000 odpov´ıda´ vy´beˇru z prˇiblizˇneˇ 20 prˇ´ıznak˚u.
• eoNormalMutation meˇn´ı slozˇky jedince o hodnotu generovanou s norma´ln´ım
rozlozˇen´ım. Strˇed je dana´ slozˇka vektoru a standardn´ı odchylka je 0.01.
Ukoncˇovac´ı podmı´nky jsou nastavitelne´ v konfiguracˇn´ım xml souboru pomoc´ı atribut˚u:
• maximalGenerations urcˇuje maxima´ln´ı pocˇet generac´ı. Pokud nen´ı definova´n, je im-
plicitneˇ nastaven na 1 000.
• maximalEvaluatedFitness zastav´ı evolucˇn´ı algoritmus po urcˇite´m pocˇtu vyhodno-
cen´ı fitness funkce. V okamzˇiku, kdy je dosazˇeno stanovene´ho pocˇtu, se algoritmus
neukoncˇ´ı, ale pokracˇuje azˇ do kontroly podmı´nek (viz obra´zek 3.1).
Pokud se ma´ kontrolovat jen pocˇet vyhodnocen´ı fitness funkce, je trˇeba nastavit pocˇet
generac´ı na 0. Jinak se pouzˇije implicitn´ı hodnota a algoritmus skoncˇ´ı po jej´ım dosazˇen´ı.
5.3 Vyrovna´vac´ı pameˇt’
Vy´pocˇet fitness funkce je zrychlen pouzˇit´ım vyrovna´vac´ı pameˇti. Ta uchova´va´ hodnoty
naposledy pouzˇity´ch Haarovy´ch prˇ´ıznak˚u pro vsˇechny tre´novac´ı vzorky. Pocˇet uchova´vany´ch
prˇ´ıznak˚u se nastavuje v xml souboru volbou cacheSize. Pameˇt’ova´ na´rocˇnost je da´na:
pocˇet tre´novac´ıch vzork˚u × cacheSize× sizeof(double) + konstantn´ı rezˇie
Do vyrovna´vac´ı pameˇti se prˇistupuje pomoc´ı dvou index˚u. Jeden index urcˇuje prˇ´ıznak
a druhy´ hodnotu tohoto prˇ´ıznaku pro konkre´tn´ı tre´novac´ı vzorek. Pokud hodnoty pro
pozˇadovany´ prˇ´ıznak ve vyrovna´vac´ı pameˇti nejsou, tak se porovna´ pocˇet ulozˇeny´ch prˇ´ıznak˚u
s cacheSize. Pokud by dalˇs´ı prˇ´ıznak tuto hodnotu prˇekrocˇil, smazˇe se ten nejstarsˇ´ı. Potom




Po dokoncˇen´ı implementace a odladeˇn´ı zdrojove´ho ko´du byly provedeny testy. Jejich c´ılem
bylo zjistit vlastnosti linea´rn´ı kombinace Haarovy´ch prˇ´ıznak˚u a porovnat je se samostatny´mi
Haarovy´mi prˇ´ıznaky. Pro kazˇdy´ z teˇchto prˇ´ıstup˚u je natre´nova´n klasifika´tor. Pote´ jsou
oveˇrˇeny jeho vlastnosti na testovac´ıch datech. Jsou pouzˇita stejna´ tre´novac´ı a testovac´ı
data pro oba klasifika´tory. Prostrˇedky pro tre´nova´n´ı a testova´n´ı jizˇ byly zahrnuty v projektu
zminˇovane´m v kapitola´ch 1 a 5.
6.1 Parametry evolucˇn´ıho algoritmu
Metrikou evolucˇn´ıch algoritmu˚ je pocˇet vyhodnocen´ı fitness funkce. Ru˚st hodnoty fitness
vsˇak nen´ı tomuto pocˇtu u´meˇrny´. Kdyzˇ ma´me dostatek cˇasu a vy´pocˇetn´ıch prostrˇedk˚u,
mu˚zˇeme nechat fitness funkci vyhodnotit v´ıckra´t. Nevad´ı na´m pomalejˇs´ı r˚ust, pokud je na
konci dosazˇeno lepsˇ´ı hodnoty. Pokud chceme mı´t vy´sledek rychle, potrˇebujeme zpocˇa´tku

















Obra´zek 6.1: Prˇ´ıklad pr˚ubeˇhu fitness
Na obra´zku 6.1 vid´ıme prˇ´ıklad takovy´chto dvou pr˚ubeˇh˚u. V bodeˇ A ma´ vysˇsˇ´ı hodnotu
pr˚ubeˇh F2 a v bodeˇ C pr˚ubeˇh F1. Pokud potrˇebujeme vy´pocˇet ukoncˇit drˇ´ıve nezˇ v bodeˇ B,
pouzˇijeme pr˚ubeˇh F2. Kdyzˇ je mozˇno ho ukoncˇit azˇ za bodem B, zvol´ıme F1. Pozˇadovane´mu
chova´n´ı je pak nutno prˇizp˚usobit konfiguraci.
Obra´zek 6.1 je jen ilustracˇn´ı. Rea´lny´ pr˚ubeˇh fitness funkce vypada´ veˇtsˇinou jako na
















Obra´zek 6.2: Prˇ´ıklad pr˚ubeˇhu fitness
trˇeba sledovat chova´n´ı fitness pro r˚uzne´ hodnoty parametr˚u. V konfiguracˇn´ım xml souboru
lze nastavit na´sleduj´ıc´ı:
• mutationProbability – pravdeˇpodobnost mutace
• crossoverProbability – pravdeˇpodobnost krˇ´ızˇen´ı
• populationSize – velikost populace
• haarFeaturesCount – pocˇet Haarovy´ch prˇ´ıznak˚u v linea´rn´ı kombinaci
Mozˇny´ch kombinac´ı teˇchto parametr˚u je prˇ´ıliˇs mnoho. Beˇhem ladeˇn´ı algoritmu se uka´zala
jako nejvhodneˇjˇs´ı linea´rn´ı kombinace dvou Haarovy´ch prˇ´ıznak˚u a pravdeˇpodobnost krˇ´ızˇen´ı
mu˚zˇeme zvolit 0.8. Uka´zalo se, zˇe nejv´ıce je r˚ust fitness funkce ovlivneˇn pravdeˇpodobnost´ı
mutace a velikost´ı populace.
Proto jsme sledovali vy´voj fitness funkce pro velikosti populace 1, 5, 25, 125, 625, 3 125,
15 625 a pravdeˇpodobnosti mutace 0.05, 0.1, 0.2, 0.4, 0.8. Hodnotu fitness jsme zjiˇst’ovali
prˇi pocˇtu vyhodnocen´ı fitness funkce 100, 200, 400, 800, 1 600, 3 200, 6 400, 12 800, 25 600,
51 200, 102 400, 204 800, 404 800 a 600 000. Pro kazˇdou kombinaci teˇchto hodnot probeˇhla
evoluce dvana´ctkra´t, vzˇdy pro prvn´ı iteraci AdaBoostu. Na obra´zku 6.3 je rozlozˇen´ı fitness
prˇi pocˇtu vyhodnocen´ı 404 800. Je tam videˇt, zˇe se fitness v´ıceme´neˇ zvysˇuje s veˇtsˇ´ı populac´ı
a vysˇsˇ´ı pravdeˇpodobnost´ı mutace.
Nejvysˇsˇ´ı dosazˇena´ hodnota fitness byla 0.9141. Z hodnot z´ıskany´ch ze vsˇech dvana´cti


























Obra´zek 6.3: Hodnoty fitness funkce po 404 800 vyhodnocen´ıch fitness funkce
zaznamenane´ pocˇty vyhodnocen´ı jsou v tabulce 6.1. Interval spolehlivosti (confidence in-
terval) byl spocˇ´ıta´n podle [9]. Byla zvolena u´rovenˇ veˇrohodnosti 95 %.
Pocˇet vyhodnocen´ı Velikost Pravdeˇpodobnost Fitness Interval
fitness funkce populace mutace spolehlivosti
100 1 0.2 0.4182 ± 0.0554
200 1 0.1 0.4737 ± 0.0440
400 1 0.2 0.5160 ± 0.0577
800 1 0.2 0.5924 ± 0.0245
1 600 1 0.2 0.5968 ± 0.0226
3 200 125 0.4 0.6283 ± 0.0385
6 400 125 0.4 0.6804 ± 0.0430
12 800 125 0.4 0.7021 ± 0.0379
25 600 625 0.1 0.7076 ± 0.0353
51 200 625 0.4 0.7298 ± 0.0336
102 400 3 125 0.05 0.7601 ± 0.0261
204 800 3 125 0.2 0.8115 ± 0.0273
404 800 3 125 0.2 0.8269 ± 0.0271
600 000 3 125 0.2 0.8275 ± 0.0271
Tabulka 6.1: Nejlepsˇ´ı hodnoty fitness pro dany´ pocˇet vyhodnocen´ı fitness funkce
Prˇi testech budeme cht´ıt dosa´hnout 90 % maxima´ln´ı dosazˇene´ hodnoty fitness funkce:
0.9141 · 0.9 = 0.8227
Z tabulky 6.1 vybereme nejblizˇsˇ´ı vysˇsˇ´ı hodnotu, cozˇ odpov´ıda´ pocˇtu vyhodnocen´ı fitness
funkce 404 800, pravdeˇpodobnosti mutace 0.2 a velikosti populace 3 125. Tyto hodnoty
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nastav´ıme v konfiguracˇn´ım xml souboru, ktery´ bude pouzˇit pro testova´n´ı klasifika´toru
6.2 Tre´novac´ı a testovac´ı data
K tre´nova´n´ı byly pouzˇity obra´zky oblicˇej˚u v rozliˇsen´ı 24 × 24 pixel˚u a stupn´ıch sˇedi.
Tyto obra´zky byly sesb´ıra´ny z webovy´ch stra´nek a rucˇneˇ anotova´ny. V tre´novac´ı sadeˇ se
jich nacha´z´ı 10 000. Obra´zky pozad´ı byly vytvorˇeny jako na´hodne´ vy´rˇezy (take´ velikosti
24 × 24 pixel˚u) z 4 000 obra´zk˚u, ktere´ neobsahuj´ı oblicˇeje. Celkovy´ pocˇet teˇchto vy´rˇez˚u je
250 000 000.
K testova´n´ı byla pouzˇita sada dat vytvorˇena´ na Carnegie Mellon University a Massa-
chusetts Institute of Technology (MIT+CMU dataset). Tato sada obsahuje 114 obra´zk˚u,
na ktery´ch je prˇiblizˇneˇ 500 oblicˇej˚u. Tyto obra´zku jsou skenova´ny po vy´rˇezech o velikosti
24× 24 pixel˚u, ktery´ch je celkem 17 000 000.
6.3 ROC krˇivka
Jak jizˇ bylo uvedeno v kapitole 2.1, jednou ze sledovany´ch vlastnost´ı klasifika´toru je pocˇet
vzork˚u, ktere´ byly do trˇ´ıdy chybneˇ prˇiˇrazeny. ROC (receiver operating characteristic) krˇivka
zna´zornˇuje pomeˇr vzork˚u spra´vneˇ prˇiˇrazeny´ch do trˇ´ıdy (true positive) v˚ucˇi vsˇem vzork˚um,
ktere´ byly do trˇ´ıdy prˇiˇrazeny (true positive i false positive).
Na obra´zku 6.4 jsou ROC krˇivky pro klasifika´tor, ktery´ pouzˇ´ıva´ linea´rn´ı kombinaci
Haarovy´ch prˇ´ıznak˚u. Na obra´zku 6.5 pro samostane´ Haarovy prˇ´ıznaky. Krˇivky jsou vzˇdy
























































Obra´zek 6.5: ROC krˇivka samostatny´ch Haarovy´ch prˇ´ıznak˚u
6.4 Rychlost klasifika´toru
Rychlost´ı klasifika´toru je mysˇlen pocˇet prvk˚u kaska´dy klasifika´tor˚u (viz kapitola 2.5), ktery´
je vyuzˇit prˇi klasifikaci. Celou kaska´dou jsou zpracova´ny jen cˇa´sti obrazu, ktere´ patrˇ´ı do de-
tekovane´ trˇ´ıdy. Na obra´zc´ıch 6.6 a 6.7 je zna´zorneˇn pr˚umeˇrny´ pocˇet vyuzˇity´ch klasifika´tor˚u
ve vztahu k celkove´mu pocˇtu klasifika´tor˚u v kaska´deˇ. Opeˇt je videˇt rozd´ıl mezi linea´rn´ı
kombinac´ı a samostatny´mi Haarovy´mi prˇ´ıznaky.
6.5 Vy´sledky
Z graf˚u popsany´ch v 6.3 a 6.4 je zrˇejme´, zˇe linea´rn´ı kombinace nedosahuje kvalit Haarovy´ch
prˇ´ıznak˚u. Prˇ´ıliˇs mnoho vzork˚u je chybneˇ zarˇazeno mezi oblicˇeje. S t´ım je spojena´ i nizˇsˇ´ı
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Z kapitoly 6 vyply´va´, zˇe linea´rn´ı kombinace Haarovy´ch prˇ´ıznak˚u nesplnila ocˇeka´va´n´ı, ktera´
do n´ı byla vlozˇena, prˇesto vy´sledky vypadaj´ı docela slibneˇ. Nesmı´me zapomı´nat, zˇe se jedna´
o rane´ sta´dium vy´voje. Tento postup ma´ urcˇity´ potencia´l a pokud se na neˇm bude da´le
pracovat, tak snad dosa´hneme lepsˇ´ıch vy´sledk˚u. Nyn´ı se postupneˇ pod´ıva´me na nedostatky
zjiˇsteˇne´ prˇi vy´voji a testova´n´ı.
7.1 Genom, mutace a krˇ´ızˇen´ı
V soucˇasne´ implementaci jsou Haarovy prˇ´ıznaky generova´ny a cˇ´ıslova´ny postupneˇ. Zacˇne
se v leve´m horn´ım rohu obrazu a po rˇa´dc´ıch se postupuje azˇ do prave´ho doln´ıho. Sousedn´ı
indexy pak maj´ı Haarovy prˇ´ıznaky, ktere´ jsou vedle sebe na rˇa´dku. Da´le soused´ı ty, co jsou
na konci jednoho rˇa´dku s teˇmi, ktere´ jsou na zacˇa´tku rˇa´dku na´sleduj´ıc´ıho. Pokud je pouzˇito
v´ıce typ˚u Haarovy´ch prˇ´ıznak˚u (viz obra´zek 2.2), docha´z´ı k dalˇs´ımu proble´mu, protozˇe potom
soused´ı nejveˇtsˇ´ı prˇ´ıznak prˇedchoz´ıho typu s nejmensˇ´ım prˇ´ıznakem typu na´sleduj´ıc´ıho.
Aby krˇ´ızˇen´ı a mutace le´pe plnily sv˚uj u´cˇel, meˇly by mı´t sousedn´ı indexy Haarovy
prˇ´ıznaky, jenzˇ obsahuj´ı podobnou informaci. T´ım jsou mysˇleny ty, ktere´ soused´ı v rˇa´dku
nebo sloupci a ty, ktere´ jsou o neˇco veˇtsˇ´ı cˇi mensˇ´ı. Nav´ıc by meˇly sousedit prˇ´ıznaky stejne´ho
typu.
Tyto proble´my by bylo mozˇno rˇesˇit zmeˇnou mechanismu˚ krˇ´ızˇen´ı a mutace. Slozˇky ge-
nomu, ktere´ prˇedstavuj´ı Haarovy prˇ´ıznaky, by byly upravova´ny odliˇsny´m zp˚usobem nezˇ
zbytek. Take´ by mohly by´t reprezentova´ny cely´mi cˇ´ısly.
Dalˇs´ı nedostatek je zp˚usoben koeficienty a1 . . . am (viz kapitola 4.1). Pokud maj´ı ne-
vhodne´ hodnoty, mohou zp˚usobit, zˇe i kvalitn´ı kombinace Haarovy´ch prˇ´ıznak˚u zahyne.
Tomu by se dalo zabra´nit u´plny´m vyrˇazen´ım teˇchto koeficient˚u z genomu. Jejich hodnoty
pro konkre´tn´ı kombinaci Haarovy´ch prˇ´ıznak˚u by pak mohly by´t vypocˇ´ıta´ny neˇjakou statis-
tickou metodou (PCA, LDA).
Existuje mnoho metod pro generova´n´ı prˇ´ıznak˚u. Vsˇechny maj´ı sve´ vy´hody i nevy´hody.
Nemuselo by se vyb´ırat jen z Haarovy´ch prˇ´ıznak˚u, ale pouzˇ´ıt i jine´ (LDA, NLDA atd.).
Kazˇda´ z teˇchto metod by vsˇak musela mı´t vlastn´ı postupy pro mutaci. Takovy´to syste´m by
pak byl pouzˇitelny´ i pro jine´ u´cˇely nezˇ zpracova´n´ı obrazu.
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7.2 Fitness
Z vy´sledk˚u test˚u vyply´va´, zˇe prˇ´ıliˇs mnoho vzork˚u, ktere´ do detekovane´ trˇ´ıdy nepatrˇ´ı, je do
te´to trˇ´ıdy zarˇazeno. To je pravdeˇpodobneˇ zp˚usobeno t´ım, zˇe hodnota fitness funkce odpov´ıda´
kvaliteˇ slabe´ho klasifika´toru, ktery´ je z jedince natre´nova´n jen do urcˇite´ mı´ry. Rˇesˇen´ım by
byla fitness funkce, jenzˇ by te´to kvaliteˇ odpov´ıdala le´pe. Nejle´pe nahradit sta´vaj´ıc´ı fitness
funkci u´speˇsˇnost´ı slabe´ho klasifika´toru (viz kapitola 2.3).
7.3 Shrnut´ı
Prˇedchoz´ı postrˇehy se daj´ı shrnout do urcˇite´ho pla´nu pro dalˇs´ı vy´voj. Za vyzkousˇen´ı by
sta´ly na´sleduj´ıc´ı u´pravy:
• Genom bude tvorˇen pouze indexy prˇ´ıznak˚u r˚uzny´ch typ˚u.
• Kazˇdy´ typ prˇ´ıznak˚u bude mı´t vlastn´ı postup mutace a bude moci mutovat jen v ra´mci
sve´ho typu.
• Pocˇa´tecˇn´ı populace bude slozˇena z jedinc˚u, kterˇ´ı budou obsahovat jen jeden typ
prˇ´ıznak˚u.
• Bude pouzˇito jen segmentove´ krˇ´ızˇen´ı. To spolu se slozˇen´ım pocˇa´tecˇn´ı populace zaj´ıst´ı
kombinaci toho nejlepsˇ´ıho ze vsˇech typ˚u prˇ´ıznak˚u.
• Koeficienty pro linea´rn´ı kombinaci budou z´ıska´va´ny pomoc´ı PCA nebo LDA.
• Jako fitness funkce bude pouzˇita u´speˇsˇnost slabe´ho klasifika´toru.
Prˇedpokla´da´m, zˇe po zahrnut´ı teˇchto u´prav bychom mohli dosa´hnout lepsˇ´ıch vy´sledk˚u
nezˇ pomoc´ı soucˇasne´ho postupu. Mozˇna´ i lepsˇ´ıch nezˇ za pouzˇit´ı Haarovy´ch prˇ´ıznak˚u. Pokud
by tato ocˇeka´va´n´ı byla splneˇna, z´ıskali bychom univerza´ln´ı a rozsˇiˇritelny´ syste´m, jenzˇ by
byl pouzˇitelny´ pro r˚uzne´ typy dat.
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