We propose a generalization of Hall's marriage theorem. The generalization given here provides a necessary-sufficient condition for arranging a successful friendship among n number of k-sets. We define multimatrix, multideterminant, multideterminantal monomials, and show that the existence of a nonzero multideterminantal monomial implies the desired existence of a successful friendship. Every nonzero multideterminantal monomial represents a possible way to achieve a successful friendship. A generalization of Menger's theorem and that of some minimax theorems is stated.
Theorem 1.1(Hall's theorem-marriage form [2] , p. 27): A set of k girls can all choose a husband each from the boys they know if and only if any subset of 'r' girls know together (and so can choose one among them) at least 'r' boys. A successful marriage of all the girls, with the fulfillment of the condition that each girl marrying with the boy of her choice, is thus possible if and only if there exists at least one nonzero determinantal monomial in the determinantal expansion of some k×k submatrix of A . In fact, every such nonzero determinantal monomial represents a successful marriage.
For the sake of simplicity let l = k, then the theorem states that for a successful marriage the determinant of the matrix A should contain at least one nonzero determinantal monomial. Note that in a successful marriage we are producing from the (given) k-sets (two in number) the 2-sets (k in number) and each 2-set representing a matched pair. We use hereafter an alternative notation for matrices which is more suitable later, Thus, we write A in alternative notation as
Suppose there are n number of k-sets (of persons), and suppose we want to form k number of n-sets, such that exactly one person is chosen from each of the given k-sets and all chosen persons are related with each other by (prespecified) friendship bond (or having some desired skill for working together). When is this possible to achieve? We show that this is possible if and only if for every r-subset of any set among the k-sets there are together at least r elements of every other k-set related by the (predefined) friendship bond i.e. for every r-subset of any set among the k-sets there exist at least one r-subset of every other k-set having the elements related by the (predefined) friendship bond.
The Friendship Theorem:
Let 1 A = { 1 1 2 1 1 , , , k a a a L } 2 A = { 2 2 2 2 1 , , , k a a a L } M n A = { n k n n a a a , , , 2 1 L } be n number of k-sets.
Question:
When is it possible to form k number of n-sets (we call these sets friendship sets) say 
The elements of Z are like:
Definition 2.2:
The multideterminant, ) (Z Det , associated with the multimatrix Z, is defined as follows:
S , the group of permutations on k symbols, and
is the signature of the permutation i λ .
Definition 2.3:
A multideterminantal monomial is a monomial in the multideterminantal expansion given above.
As we have associated a matrix A above (Section 1)
with the set of girls G, and the set of boys B, we now proceed to associate (naturally) a multimatrix with sets: 
Each nonzero multideterminantal monomial gives all the desired friendship sets
Lemma 2.1: The question raised above has an affirmative answer if and only if in the associated multimatrix there exists at least one nonzero multideterminantal monomial.
Proof: When a nonzero monomial exists we can form the desired sets
, and when the desired sets exist we can form the nonzero monomial. We are essentially using the following association, namely, Once a nonzero multideterminantal monomial is formed the rest is clear from the lemma 2.1. Hence, the theorem. and j be the edges of G. Then it is easy to see that the theorem offers a condition for decomposition of this graph G into disjoint cliques on n points, i.e. such a graph can be factored into k number of disjoint cliques on n points.
Minimax Theorems:
In this section as an application of ubiquitous Hall's theorem we discuss the theorem of Konig-Egervary. In its matrix form it concerns taking a matrix of 0 s and 1 s and looking for one 1 in each row with no two in the same column. However, such a set of 1 s may not exist and we may instead look for as many 1 s as possible with no two in the same column. As an example, we see here the generalization of the well known minimax theorem, the theorem of Konig-Egervary (matrix and graph form). In a matrix there are rows and columns and every element ij a belongs to i th row and j th column. The rows are along one dimension while the columns are along the other dimension when one views a matrix as a two dimensional object. We call hereafter a row or a column a line. In case of an n dimensional multimatrix every element 
The n dimensional multimatrix of size k (i.e. k × k ×… × k , k taken n times) contains n k lines and denoted as (is done above)
. We now give the following generalization of the theorem of Konig-Egervary [2] . Theorem 4.1: Let M be an n dimensional multimatrix of size k of 0s and 1s. Then the minimum number of lines containing all the 1s of M is equal to the maximum number of 1s with no two in the same line.
Proof: Let α be minimum number of lines of M which between them contain all its 1s and let β be the maximum number of 1s of M with no two in the same line.
Since there are β 1s with no two in the same line it takes at least β lines to include those 1s, hence We have defined above the lines of a multimatrix. In precise language, if we fix any (k -1) indices and allow one index of an element of a multimatrix to vary we get set of multimatrix elements belonging to a line of the multimatrix. If we fix any (k -2) indices and allow two indices of an element of a multimatrix to vary we get the set of multimatrix elements belonging to a (coordinate) 2-plane of the multimatrix. Likewise, if we fix any (k -r) indices, r < k, and allow r indices of an element of a multimatrix to vary we get the set of multimatrix elements belonging to a (coordinate) r-plane of the multimatrix. We now state the following generalization of theorem 4.1(which can be settled by proceeding as per the proof of theorem 4.1): Theorem 4.2: Let M be an n dimensional multimatrix of size k of 0s and 1s. Then the minimum number of (distinct) r-planes containing all the 1s of M is equal to the maximum number of 1s with no two are in the same r-plane. Remark 4.1: Theorem 4.1 can be used for generalizing the well known Hungarian Method [3] , [4] for multimatrices to solve problems in Operations Research of the following type:
Remark 4.2:
The following theorem is virtually a restatement of the above given generalized version of the theorem of Konig-Egervary:
) be a multipartite graph. Then the minimum number of vertices which between them include at least one end point of each edge is equal to the maximum number of edges in a matching. 
Menger's Theorem:
Perhaps the most important theorem in the entire graph theory is Menger's theorem, the theorem first proved by K. Menger in 1927. One can obtain the following generalization of this theorem by proceeding on similar lines as is done in [2] , [4] for the case k = 2. There are many important theorems that directly follow from the Menger's theorem and its corollaries. The excellent account of this development can be found in [4] .
We now conclude our discussion with a statement that the theorem 4.3 is true for any k subsets of the vertex set in any graph as is done by Menger for the case k = 2. 
