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We provide rigorous, efficiently computable and tight bounds on the average error probability of
multiple-copy discrimination between qubit mixed states by local operations assisted with classical
communication (LOCC). In contrast with the pure-state case, these experimentally feasible protocols
perform strictly worse than the general collective ones. Our numerical results indicate that the gap
between LOCC and collective error rates persists in the asymptotic limit. In order for LOCC and collective
protocols to achieve the same accuracy, the former can require up to twice the number of copies of the
latter. Our techniques can be used to bound the power of LOCC strategies in other similar settings, which
is still one of the most elusive questions in quantum communication.
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Quantum communication and computation tasks in-
volve, broadly speaking, transforming an input state and
reading the corresponding output state. One of the most
prominent features of quantum mechanics is that, hard as
one may try, the readout will be unavoidably imperfect
unless the various output states are orthogonal. This has
both fundamental and practical implications that lie at the
heart of quantum mechanics and its applications. The most
elementary scenario where this deep fact manifests itself is
what is known as quantum state discrimination. In its
simplest form, given one of two equiprobable sources
that provide N independent copies of a state 0 or 1
(i.e., 0 ¼ N0 or 1 ¼ N1 ), we ask ourselves what is
on average the minimum error probability Pe of making a
conclusive guess of the identity of the state. State discrimi-
nation is an essential primitive for many quantum infor-
mation tasks, such as quantum cryptography [1], or even
quantum algorithms [2]. Moreover, with the remarkable
experimental advances in the preparation and measure-
ment of quantum states, it becomes essential to assess the
performance of state discrimination protocols.
The error probability for two arbitrary states was given
already decades ago by Helmstrom [3], who provided a
formal expression for Pe in terms of the trace distance
between the two density matrices 0 and 1. An explicit
simple expression can be given for single qubit states (N ¼
1), and only very recently has the asymptotic error rate
when N ! 1 for qudits been found through the quantum
Chernoff bound [4,5]. For a finite (moderately large) num-
ber of qubits, the permutation invariance of the multiple-
copy states fag, of size 2N , enables us to write them in
block-diagonal form. Thus, we can numerically compute
the error probability in terms of the trace distance between
small-sized (N) blocks, and the difficulty of the problem
(required memory size) becomes polynomial in N despite
the exponentially growing dimension of the Hilbert space
we are dealing with. This collection of results constitutes a
fairly complete theory regarding the optimal (uncon-
strained- or collective-measurement) multiple-copy dis-
crimination of quantum states.
The picture changes completely when it comes to dis-
crimination of states using local operations (on individual
copies) and classical communication (LOCC) instead of
general (collective) measurements. This scenario is inter-
esting from the fundamental point of view, as it sheds light
on the role of quantum correlations in quantum informa-
tion tasks, but it is of paramount interest from a practical
point of view since it puts under scrutiny the attainability of
previous bounds in implementations, where collective
measurements are usually unfeasible. For pure states it
has been shown [6] that the minimum collective error
probability can be attained by a LOCC one-way adaptive
protocol consisting in performing a different von Neumann
measurement on each copy, where each measurement is
chosen according to the outcome(s) of the previous one(s).
Furthermore, it is shown that an even simpler fixed local
strategy, where the very same particular von Neumann
measurement is repeated on every copy, though not opti-
mal for finite N, does provide the collective asymptotic
error rate asN ! 1. The latter also holds when only one of
the states is pure [5].
For mixed states, recently, Hayashi [7] has proven that,
as far as the asymptotic error rate is concerned, one-way
adaptive strategies are not advantageous over fixed strate-
gies, which do not make use of classical communication
between measurements. In the last months Higgins et al.
[8] have studied theoretically and experimentally the per-
formance of various local strategies including adaptive von
Neumann measurements. These adaptive strategies, which
are optimized by using dynamic programming techniques
[9], outperform the others under consideration, but there
still remain the fundamental open questions of whether or
not these strategies are the best one can achieve by LOCC
(which include generalized local measurements and un-
limited communication rounds) and whether or not those
can attain the collective bounds.
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In this Letter, we show how to efficiently compute
bounds on LOCC protocols. This enables us to compare
such protocols to their collective counterparts and bench-
mark the performance of particular state discrimination
strategies or experiments. Before presenting our analysis,
let us note that there has been some recent interest in the
related problem of LOCC discrimination of bipartite states
(see [10] and references therein), where each of the parties
has joint access to a share of all copies. We find that in our
scenario, although the states are disentangled, quantum
correlations play an essential role, which is, in this sense,
a manifestation of nonlocality without entanglement.
At this point we need to go into a more technical
discussion. The error probability for the case under con-
sideration can be written as [3]
Pe ¼ 12f1þ min0E1tr½ð0  1ÞEg: (1)
The matrix E, together with 1 E, are the elements of the
positive operator valued measure (POVM) that represents
mathematically the measuring protocol. Note that they can
be taken to be symmetric under permutations of the indi-
vidual systems (invariant under the action of the symmetric
group SN), because so are0 and1, and can thus be put in
block-diagonal form.
We realize that Eq. (1) defines a semidefinite program-
ming (SDP) problem, for which very efficient numerical
algorithms have been recently developed [11]. Bounds on
LOCC strategies could be obtained if in addition to the
positivity constraint 0  E  1 on fE;1 Eg one would
further impose, e.g., positive partial transposition (PPT),
i.e., 0  E  1 (recall that this condition defines the set
of PPT-preserving operations [12], which includes the set
of separable operations and, in turn, LOCC operations).
The difficulty here is that partial transposition (PT), which
we denote by the superscript , does not preserve the
block-diagonal form of E (just note that  breaks permu-
tation invariance). Hence, the size of the matrices one
needs to deal with remains 2N , and the error probability
cannot be computed but for very small values of N. We
next show how to bypass this problem.
The main observation is that for (two) qubit-state dis-
crimination the POVM elements can always be chosen to
be PT-invariant, E ¼ E (for any bipartition of the N
qubits). This follows from the fact that, with the appropri-
ate choice of basis, one can take the two states 0 and 1 to
be real and, thus, symmetric: Ta ¼ a. Obviously, this
implies PT invariance, a ¼ a, for any bipartition.
Hence, for a given E that satisfies PPT, the PT-invariant
operator E0 ¼ ðEþ EÞ=2, which also satisfies 0  E0 ¼
E0  1, provides the exact same error probability Pe.
Therefore, we can restrict ourselves to PT-invariant opera-
tors without any loss of generality. Since such E can be put
in block-diagonal form, the sizes of the matrices we have to
deal with grow only quadratically in N.
Applying the procedure sketched above requires, none-
theless, finding an efficient parametrization of PT-invariant
matrices in block-diagonal form. The first step towards this
end is identifying the independent matrix elements in the
computational basis ji1i2 . . . iNi. For N qubits, the operator
E can be written as
E ¼X
fipg
X
fi0sg
E
i0
1
i0
2
...i0N
i1i2...iN
ji1i2 . . . iNihi01i02 . . . i0Nj; (2)
where all ip and i
0
s (p; s ¼ 1; 2 . . .N) are either 0 or 1 and
each sum runs over the 2N possible binary lists (numbers)
of N digits. By invoking permutation invariance and
Hermiticity, the independent components of E can be
chosen to be E11...10...011...10...0011...11...100...00...00  ~EQ;Q
0
R , where the first R
digits in the subscript are ones and theQ (Q0) first digits on
top of them (the remaining N  R zeros) are also ones. We
further impose that R  QþQ0 and note that Q  R. We
next use PT invariance to exchange the last RQ ones in
the subscript with the zeros on top of them by raising
(lowering) the corresponding ip (i
0
p). This proves that the
PT-invariant matrices we are dealing with have ðN þ 1Þ
ðN þ 2Þ=2 independent components:
E11...11...10...0011...10...00...00  Eqr ; r  q; (3)
where q and r are the number of ones in the superscript and
the subscript, respectively.
We next wish to write E in block-diagonal form. To this
end, we map each qubit to a spin 1=2, jipi ! jmpi ¼
jð1Þip=2i, where mp is the magnetic number of the pth
spin, and change from the uncoupled (computational) basis
to the total spin eigenbasis fjj;migjm¼j, which span the
irreducible representations (irreps) of SUð2Þ. In this basis E
becomes block-diagonal, and the matrix elements of each
block EðjÞ, i.e., ½EðjÞm0m ¼ hj;mjEjj; m0i, are expressed as
linear combinations of the independent parameters Eqr . We
write ½EðjÞm0m ¼
P
r;q½MðjÞm0rmqEqr , which facilitates the
SDP implementation of the optimization. Some comments
are in order. For given j and m, the state jj;mi is degen-
erate. Note, though, that all blocks with the same j are
identical, as E is fully symmetric. Therefore, the contribu-
tion of EðjÞ to the error probability will have to be multi-
plied by the corresponding degeneracy nj ¼
ð NN=2jÞð2jþ 1Þ=ðN=2þ jþ 1Þ. The matrices MðjÞ turn
out to be (see Ref. [13])
½MðjÞm0rmq ¼
X
k
½ðjÞk m0m
N
2  j
qrþm0m
2  k
 !
ð1Þðqrþm0m=2Þkqþr;Nmm0 ; (4)
where we have defined
½ðjÞk m0m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðjmÞ!ðjþmÞ!ðjm0Þ!ðjþm0Þ!p
ðjm kÞ!ðjþm0  kÞ!ðmm0 þ kÞ!k!
(5)
and the sums run over all integer values for which the
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factorials make sense. Note that the Wigner dmatrices also
involve these coefficients [13].
Now that we have a minimal parameterization of the
operators that are invariant under permutations and partial
transpositions, we can compute the error probability by the
following SDP instance:
PPPTe ¼ 12

1þmin
fEqr g
X
j
njtr½ððjÞ0  ðjÞ1 ÞEðjÞ

: (6)
Here the minimization is constrained by 0  EðjÞ  1, for
all possible values of the total spin j, and the matrix blocks
ðjÞa are computed to be (see Ref. [13])
½ðjÞa m0m ¼ð1r
2
aÞðN=2Þj
2N
X
k
½ðjÞk m0m

ð1Þara sin2

mm0þ2k


1þra cos2

jþm0k
1ra cos2

jmk
; (7)
where ra, often referred to as purity or degree of mixed-
ness, is the length of the Bloch vector ~ra of the single qubit
state a, and  is the relative angle between ~r0 and ~r1.
As argued above, PPPTe provides a lower bound to the
error probability attainable by the most general LOCC
strategy, which includes weak generalized local measure-
ments interlaced with an unlimited number of classical
communication rounds. In what follows we will compare
this bound to the error probability of the optimal collective
strategy Pcole and to that of the following two LOCC
strategies: (i) repeated strategy, where the very same
two-outcome measurement is performed on every copy.
The error probability Prepe is obtained by minimizing over
the azimuthal angle  that specifies the unit Bloch vector
of the two measurement projectors (as this vector can be
chosen to lie in the plane spanned by ~r0 and ~r1). The
corresponding asymptotic error rate can also be obtained
from the classical Chernoff bound [5]. (ii) Adaptive strat-
egy, where copies are measured sequentially and the choice
of the azimuthal angle s, corresponding to the projective
measurement on the sth copy, depends on the outcomes
obtained upon measuring the preceding s 1 copies; i.e.,
it makes use of one-way communication. If the number of
available copies N is known beforehand, it is possible to
find the optimal adaptive strategy very efficiently by using
dynamic programming [8], as detailed in Ref. [13].
Figure 1 shows the error probability of discrimination
between two states with equal purity (r0 ¼ r1 ¼ 0:8) and
 ¼ =2 for the various strategies and bounds discussed
above. We notice that there is a significant gap between the
collective strategy and the LOCC lower bound (PPPTe ). In
addition, we note that the error probability for repeated and
adaptive strategies falls almost on top of the LOCC lower
bound. This shows that PPPTe is a very tight bound and that
it can be taken as a good estimate of the minimal LOCC
error probability for most practical purposes. The figure
clearly shows that, as expected, the error probability falls
exponentially with N: Pe  eCN . By fitting the data in the
figure to an error rate of the form [14] C ¼ C0 þ
C1 logN=N þ C2=N for 25  N  35, we can obtain its
asymptotic value C0 for the various strategies. For the
collective and repeated strategies the results agree up to
the third significant digit with the analytical results pro-
vided by the quantum and classical Chernoff bounds,
respectively [5]. More interestingly, within numerical ac-
curacy the fits indicate that the gap between collective and
LOCC error rates persists in the asymptotic limit. The
results are also consistent with a convergence of the
asymptotic error rates for the two LOCC strategies and
that of the LOCC lower bound (PPPTe ), although here, due
to the already small differences, it is harder to exclude the
existence of a (tiny) nonvanishing gap.
In the inset in Fig. 1, we plot the gap between the
collective error rate and that of the LOCC lower bound
(PPPTe ), i.e.,  ¼ Ccol  CPPT ¼  1N logP
col
e
PPPTe
. We notice
that the gap reaches its asymptotic value already for a
small number of copies. This is so for all values of r1 but
for r1 ¼ 1 (solid line), for which , after growing to a
maximum at N  4, decreases to zero as it should, accord-
ing to Ref. [5]. There, as mentioned at the beginning of this
Letter, it is shown that when one of the states, say, 1, is
pure, the collective error rate is asymptotically attainable
by a repeated strategy or, more precisely, by one consisting
in performing the measurement defined by E ¼ 1 on each
copy. The unknown state is claimed to be 1 if the N
outcomes of the measurements correspond to E (none to
1 E), and it is claimed to be 0 otherwise (unanimity
vote). The asymptotic error rate of this strategy attains the
upper bound C0   logFð0; 1Þ, where Fð0; 1Þ ¼
ðtrj ffiffiffiffiffi0p ffiffiffiffiffi1p jÞ2 is the fidelity [5]. For the collective strategy
it also holds that ð1=2Þ logFð0; 1Þ  Ccol0 .
Figure 2 shows the error rate C ¼ ð1=NÞ logPe, for
two equally mixed states,  ¼ =2 and N ¼ 25, as one
varies their degree of mixedness r. We identify four pa-
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FIG. 1 (color online). LOCC lower bound PPPTe (solid line) and
error probability for collective (squares), adaptive (crosses), and
repeated (dashed line) strategies for r0 ¼ r1 ¼ 0:8 and  ¼ =2.
Inset: Gap vs N for  ¼ =2, r0 ¼ 0:8 and r1 ¼ 1 (solid line),
r1 ¼ 0:9 (dotted line), r1 ¼ 0:5 (dotted-dashed line), and r1 ¼
0:4 (dashed line).
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rameter regions in this plot: (i) For very mixed states (r &
0:5), collective and repeated local strategies have essen-
tially the same performance. (ii) As the purity increases
(0:5 & r & 0:8), the collective strategy starts to outper-
form the LOCC one, but the repeated strategy nearly
attains the LOCC lower bound PPPTe (upper bound on the
error rate). The measurements of this repeated strategy
have  ¼ =2, which means that their Bloch vector is
proportional to ~r0  ~r1 [15]. The decision is taken by
‘‘majority vote’’; i.e., the most frequent outcome deter-
mines the decision. (iii) At very high purities (0:8 & r 
r	), the three LOCC curves start to split. (iv) At purities
larger than a critical one, r	, all LOCC curves start to
rapidly converge to the collective one. At r ¼ r	 the mea-
surement angle of the repeated strategy starts to change
from  ¼ =2 towards  ¼ =4 as r! 1 (for arbitrary
, one has ! =2; i.e., the Bloch vector of the measure-
ments goes to either ~r0 or ~r1) and the decision rule gradu-
ally shifts from a majority vote to the unanimity vote
described above. In the asymptotic limit N ! 1, r	 can
be computed to arbitrary accuracy as a solution of a tran-
scendental equation; for  ¼ =2 one has r	  :9819. For
r < r	 the error rate of the repeated strategy, Crep0 , saturates
the fidelity lower bound introduced earlier: Crep0 ¼
ð1=2Þ logFð0; 1Þ.
As mentioned above, for asymptotically large N re-
peated and adaptive error rates coincide [7]. The tiny gap
between the corresponding curves in Fig. 2 is explained by
the relatively small number of copies (N ¼ 25) used in the
plot. It is plausible, and consistent with our data, that also
the gap between the LOCC error rate bound and C
rep
0
vanishes as N ! 1.
Note that the smaller the error rate, the more copies we
need to achieve the same error probability. The ratio f ¼
Ccol=CPPT tells us that we need fN copies in order for the
best LOCC strategy to discriminate with the accuracy of
the collective one. The general features of f as a function
of r can be immediately grasped from Fig. 2. For very
mixed states, LOCC and collective strategies require a
similar number of copies (f  1) to discriminate with the
same error probability, but as the states become more pure
the LOCC strategies demand an increasing number of
copies (f  2, where equality corresponds to the ratio of
the two fidelity bounds). In the limit of very pure states
(r * r	), the factor f drops back down again to one. The
factor f attains its maximum value when the states are
nearly parallel ( 0) and nearly pure (but strictly mixed).
In summary, we have lower-bounded the error probabil-
ity of LOCC discrimination between two qubit mixed
states. Our results indicate an error rate gap between the
best LOCC and collective discrimination protocols that
persists as the number of copies goes to infinity. This gap
takes its largest value in the region of nearly pure, but
strictly mixed, states. Excluding this region, there are no
significant differences in performance between the sim-
plest (repeated) and optimal LOCC strategies.
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FIG. 2 (color online). Error rate vs r ¼ r0 ¼ r1 for N ¼ 25
and  ¼ =2, and for collective (solid line), LOCC (PPT bound)
(dashed line), and repeated (dotted line) strategies. The inset also
shows the rate for the adaptive strategy (crosses).
PRL 105, 080504 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
20 AUGUST 2010
080504-4
