In this article, we propose a SMC based method for estimating the static parameter of a general state space model. The proposed method is based on maximizing the joint likelihood of the observation and unknown state sequence with respect to both the unknown parameters and the unknown state sequence. This in turn, casts the problem into simultaneous estimations of state and parameter. We show the efficacy of this method by numerical simulation results.
INTRODUCTION
In recent times, starting with Gordon's seminal paper [1], particle based sequential Monte Carlo method (SMC) has been getting increasing attention for solving nonlinear and/or non Gaussian estimation problems. In this method, the posterior is approximated by a cloud of N weighted particles, whose empirical measure closely approximates the true posterior for large N [2] . Standard SMC algorithms assume the perfect knowledge of the system parameters whereas, in many practical situations, often the model parameters of the dynamic system are not known a priori and their estimation is also of interest. However, it is well known that despite the generality, standard SMC based techniques have limitations to estimate the unknown fixed parameters. Generic solutions using this method for parameter estimation, which are useful for any model are still limited in performance, thus opening up the possibility of further research in this direction.
Among the existing approaches, the classical remedy is to augment the parameter as additional state with artificial dynamics and then taking filtered estimate of the additional state vector as the estimate of parameters. The artificial evolution, however, in effect, renders the fixed parameter into a slowly varying one [3] . As a result, the variance of the estimate of the parameter increases with time. Since in this framework, the initial augmented state vector is free of any This work is supported by a research grant from THALES Nederland B.V.
artificial dynamics, the authors in [4] consider the marginal smoother of initial augmented state vector and corresponding estimate of the additional states are taken as estimated parameters. However, the computational burden with the growing memory requirement is a stumbling block here. Another proposed scheme is to marginalize the static parameters out of the posterior either analytically [5] or by Monte Carlo procedures [6] . However, such methods are strictly model dependent. The authors in [7] also proposed an on line estimation method for static parameters with the assumption that the state space models are stationary and ergodic. Among others, the particle based maximum likelihhod (ML) estimator has also been developed recently. In this framework, when the number of parameters are small, one can consider the direct particle approximation of the log-likelihood evaluated on a grid of values of parameters [8] . However, when the dimension of parameter vector is large, optimizing the log-likelihood through a grid based approximation becomes unwieldy and calls for a more structured and efficient optimization strategy like gradient based optimization or the Expectation-Maximization (EM) (see [9] for references there in). Though, estimate based on ML is asymptotically optimal, particle based implementation is rather complicated and the convergence is known to require a substantial amount of data [10] .
In this article, we consider a different approach in dealing with non dynamic nature of the unknown parameters, using limited observation data. Here we cast the problem in a joint state estimation and model parameter identification framework. In our approach, rather than maximizing the likelihood of the observed data with respect to the parameters (as done in ML estimation), we maximize the joint likelihood of the observation and unobserved state sequence with respect to both the unknown parameters and the unobserved state sequence. This criterion has been first considered by [11] for linear-Gaussian case. See also [12] , [13] for similar approaches. However, the optimization steps for estimating the joint state sequence for general nonlinear and/or non Gaussian model is not trivial and as a result, similar study involving general state space model is missing in the literature.
For the special cases, where closed form solutions for optimal state sequence can be obtained (for example, when both the state and observation sequences are jointly Gaussian), it is known that the estimate is biased, but for short observation data, this method outperforms the ML estimate in terms of mean-squarred error (MSE) [14] . MSE is a direct measure of estimation error which takes both bias and variance into account and in many cases, biased estimate may result in MSE smaller than Cramer-Rao lower bound (CRLB), which characterizes the smallest achievable variance of any unbiased estimator. In fact, biased estimation methods are used extensively in different signal processing applications, specially with short/limited observation data and/or low signal to noise ratios (SNRs) [15] . Moreover, an unbiased estimator may not even exist in many cases or unbiasedness requirement can lead to nonsensical results. Thus, even though ML is an asymptotically efficient estimator (unbiased with minimum variance), for short data records, where ML is indeed incapable of achieving its asymptotic optimality, estimator based on minimum MSE may be preferable. To implement our proposed method for a general state space model, the crucial step is, as mentioned before, the estimation of the optimal joint state sequence, which is in general analytically intractable. We approximate this optimal state sequence using a SMC based methods developed in the recent past by [16] . Thus, our contribution extends the existing results to a general state space problem. We describe the formulations of our approach in the next section.
PROBLEM FORMULATION
Consider the discrete time state space model
(1)
where at time t, y t contains the observations and x t is the unobserved state. θ ∈ R m is a m dimensional unknown static parameter vector and p (·|·) is generic conditional probability density function (pdf). Now, given a relatively small set of observations y 1:T , our main objective here is to extract the unknown θ. One conventional way to achieve this is the classical ML criterion, where one maximizes p(y 1:T ; θ) (also known as likelihood) with respect to θ to obtain θ ML , as In practice, however, the above marginalization step is in general, analytically intractable. On the other hand, the joint likelihood of the observations and unobserved state sequence (also known as complete likelihood) is relatively easy to construct due to Markovian nature of the model considered :
Consequently, the complete log-likelihood is then given by log(p(x 0:T , y 1:T ; θ)) = log(p (x 0 ; θ)) +
log(p (y t |x t ; θ)). (5) In this article, we maximize the complete likelihood with respect to both the unknown parameter (θ) and the unobserved state sequence (x 0:T ), rather than maximizing the likelihood of the observed data with respect to parameters. This leads to dividing the problem into two interconnected sub problems -sub problem A (state estimation) and sub problem B (parameter estimation). The details are described below:
Sub problem A
Estimation of (smoothed) state assuming the parameter is known : First assume that θ = θ old . The state estimation problem is then finding x 0:T = arg max
Since p(x 0:T |y 1:T ; θ) = p(x 0:T , y 1:T ; θ) p(y 1:T ; θ)
and the denominator in equation (7) is independent of x 0:T , the state estimation problem in (6) can be cast into the usual Maximum a posteriori (MAP) sequence of x 0:T conditioned on observed y 1:T and (assumed) θ old . For a general nonlinear and/or non Gaussian state space model, this problem is nontrivial. However, one can approximate this MAP sequence using the particle based method developed in [16] . The memory requirement of this MAP sequence algorithm is O(NT ) and the computational complexity is O(N 2 T ). However, since we are dealing with short data regime, memory requirement or complexity is not a serious issue here.
Sub problem B
Estimation of the parameter assuming the state is known : Now, given all the observation data y 1:T and the estimate of the state, x 0:T ≡ x 0:T (y 1:T , θ old ) from sub problem A, one can obtain a new estimate of θ as
This maximizing problem can be translated into finding the zeros of the gradient of the complete log-likelihood. Define L(θ) log p(x 0:T , y 1:T ; θ). Then θ is a solution to
where ∇ is the gradient vector (w.r.t θ). From (5) we get
Equation (9) and (10) lead to a system of nonlinear equations in θ and θ new can be obtained by solving them. Thus, starting with an initial value θ (0) , the final solution is obtained by iterating between these two sub problems untill a pre-specified stopping criterion is reached. The stopping criterion can be reached, for example, when either of the following is satisfied:
C1 : for a pre-determined Δ, when
: when the iteration stage k reaches (pre-defined) maximum allowable stage (K Max ). This signifies that the iteration does not converge and one has to start afresh with new initial values of parameters.
This is essentialy a batch method of estimating the parameters. However, estimates obtained through our method using limited observations can be used, for example, as initial values of the parameters in any on line parameter estimation method. This (batch) method provides means to obtain parameter estimates without any addition of artificial process noise. Therefore, it can be expected that our method will provide more accurate parameter estimates than the augmented particle filter. A detailed comparison between these two methods (in terms of accuracy as well as computational load) will be the subject of our future work. In the proceeding section, we will rather illustrate our method by means of examples.
SIMULATION RESULTS
We demonstrate the proposed method on the benchmark time series model [1] given by
where
and θ 1 and θ 2 are unknown parameters. We assume p(x 0 ) ∼ N (0, 5), w k ∼ N (0, 10) and v k ∼ N (0, 1), which are mutually independent. Note that here,
. Subsequently, use of (10) reduces (9) to
For simulations, true values are taken to be θ * 1 = 0.5 and θ * 2 = 25 respectively. We use T = 50, N = 500 particles and so called "Exact Moment Matching (EMM) proposal" [17] . We start with θ stopped at iteration 7. We should note that both the estimates show distinct bias, even with increasing number of iteration. This is already observed in linear-Gaussian case [14] . We further compare our approach with the augmented state method (ASM), where the variance of the artificial noise (AN) is reduced over time as in [18] . We assume θ 2 fixed at its true value and estimate θ 1 . Our estimate of θ 1 is similar to the previous example and we do not include it here. For ASM, the selection of initial variance of AN is not obvious and the convergence of the additional state (parameter) depends heavily on this selection. Our method does not have this difficulty. For subsequent implementation of ASM, we take p(θ (0) 1 ) ∼ uniform (−0.5, 1.5), initial variance of AN = 1, T = 1000, N = 2000 and state transition density as proposal. As seen from Figure 3 , estimate of θ 1 using ASM, keeps oscillating even after large time steps. On the other hand, our method does converge quite rapidly, albeit with a distinct bias. If this bias can somehow be theoretically ascertained, then our method will decidedly give better result. 
CONCLUSIONS
In this paper, we present a SMC based method of estimating the static parameter of a general state space model. The method provides simultaneous estimates of unknown states and parameters in batch fashion. We illustrate the performance of this method through numerical simulations. Comparisons with other methods as well as rigorous assessment of convergence issues are topics for further research. 
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