Abstract| In this paper a learning framework to deal with restructurable control of a single-output dynamic plant is proposed. The central concept used to represent the restructurable behavior of the plant, and subsequently for the design of the framework, is the behavioral graph. The nodes of this graph correspond to possible local behaviors of the system while its edges model the switching scheme of the plant among its local behaviors. In the de nition of this concept, General Dynamical System theory is used. The framework is able to learn the dynamics (models) of a recon gurable system, select appropriate models, and ultimately control the plant according to given speci cations. The framework design borrows concepts and techniques from the active elds of adaptive and learning control. The underlying ideas and the software prototype implementing the framework design are tested through a series of simulated experiments. The simulations demonstrate the feasibility of the approach for controlling plants with unexpectedly and structurally changing behaviors in moderately noisy environments. They also identify a number of constraints that have to be satised for successful operation of the framework. This paper also discusses further validation of the approach, real-time application issues, and potential enhancements of the framework's functionality.
I. Introduction
Restructurable control is a relatively new paradigm in the design and implementation of control systems 1], 2], 3]. Two main forces have been driving its development. (1) The need for controlling plants that change their dynamics structurally in an unpredictable fashion, meaning that at di erent points in time, the dynamic model of the plant has to be described by equations having di erent variables and di erent mathematical operators. (2) . The need for dealing with failures in the controller itself, meaning that a restructurable (recon gurable) controller that changes its parameters as well as its structure in order to compensate for a structural change (e.g., a failure) in the plant or the control system itself 4] needs to be used.
The general guideline for dealing with the issue of restructurable control is to include some redundancy in the design of a controller. Redundancy can be either parallel or analytical. Parallel redundancy is the duplication of the controller hardware (sensors, actuators, digital circuitry) Manuscript received ...; revised ... . This work was performed at Northeastern University and was partially funded by the NSF grant IRI-8915057. S.A. Reveliotis is with the Departmentof Mechanical and Industrial Engineering, University of Illinois at Urbana-Champaign.
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in order to decrease the overall probability of system failure. Analytical redundancy covers failure detection, failure identi cation, and control system recon guration (collectively referred to as FDIR).
There are several control paradigms that are used to deal with the issues of structural changes and failures: robust control 5], gain scheduling 6], expert control 7] and learning control 8], 9], 10]. Although each of these approaches has made signi cant progress in the recent years, they all make explicit presumptions about the expectation of changes in the behavior of the plant and the controller. Our goal is to ease the need for such presumptions. Machine learning is the technique that can be used in achieving such a goal.
Learning in control can be applied in di erent ways and in di erent forms 4], 9]. Connectionist learning (neural networks) can be used to learn nonlinear models of plant dynamics (forward plant dynamics), control policies (inverse plant dynamics), and decision policies that assign observed patterns (measurement vectors) to plant operational modes. Symbolic (inductive) learning 11] can be employed for the extraction and modi cation of recon guration rules. All these methods are characterized by a high computational complexity and therefore are very slow. Nevertheless, we believe that the combination of progress in machine learning algorithms and speed of computation shows promise of the applicability of these methods in future control systems.
In this paper we propose a framework to be used as a learning controller for restructurable control. The design does not address the issue of failure of the controller; in some cases it is possible to incorporate the dynamics of the most error-prone controller interface components, i.e., sensors and actuators, in the plant model. The non-failing controller assumption leaves out design issues related to the hardware con guration, for example the incorporation of parallel redundancy, and reduces the design problem to the matter of concurrent learning of plant models and control policies for every possible operational mode of the plant, as well as a selection policy for selecting one particular model/control policy every time a control action has to be determined. The selection policy corresponds to the failure detection/identi cation functions required by the analytical redundancy concept of restructurable control, while the plant model/control policy corresponds to the system recon guration.
In the next section we present the restructurable control H H X X X X X X X X ``` H H scenario to be used in this paper. Some explicit assumptions incorporated in our design are also stated there. Section III proceeds to the formal statement and the analysis of the problem undertaken; the underlying concepts and problem characteristics are introduced through the study of the scenario outlined in Section II. The proposed framework design is developed in Section IV. The main algorithms implemented in the framework, including model selection, model learning, and model managing, are described in Section V. Section VI presents a series of results obtained by studying the performance of our design through simulation of the scenario of Section II. Finally, in Section VII, we draw conclusions and highlight directions for future research.
II. A Restructurable Control Scenario
Consider the system 12] presented in Figure 1 . This system consists of a mass m pending from a spring xed at its upper end with spring constant k and length l 0 . Below the mass there is some uid of viscosity c, the surface of which lies at a distance h from the xed point of the spring. If no other external force is applied to the system, the forces exerted upon the mass m are the gravitational force W = mg, and the reactive force of the spring F s . The latter is given by Hooke's law: F s = k(l ? l 0 ). Thus, without any other external force, the mass remains at rest at a distance l = mg=k + l 0 from the xed point of the spring.
We want to control this system by exerting on the mass a control force F c , so that it follows the following trajectory. The mass starts from a prede ned initial state, i.e., position y 0 and velocity _ y 0 , and then follows a trajectory between two points, p 1 and p 4 , as indicated by the arrows in Figure  2 . The point p 1 lies above the liquid, while p 4 is in the liquid. Thus, during its motion, the mass dynamics are described by two di erent di erential equations: m y + ky = F c + mg; y y s ; (y s = h ? l 0 ); (1) for the part of the motion outside of the liquid, and m y + c _ y + ky = F c + mg ; y y s ; (2) for the part of the motion inside the liquid. The values of the parameters introduced in the above description that were used in our simulation are given in Table I . In addition to following the trajectory described above, the controller's goal may be to halt the mass in the position at which it was when the STOP command was sent to the controller, and to resume the motion upon initiation of the RESUME command. This feature intends to capture the impact of the human interaction with the controller on the learning performance of the controller. Furthermore, to accommodate some additional restructurable control aspects, we assume that certain failures can occur in the plant during its operation. These are the breaking of the spring, which eliminates the term k y from the previous di erential equations, and the addition/removalof some amount of liquid, which varies the range of applicability of the plant models. The important aspects that we wanted to capture in this scenario are summarized in the following points:
1. Local time-invariant continuous models. The plant can be described by a number of time-invariant continuous models, which are local in the sense that they are not applicable over the entire state space of the system. The transition from one model to another entails an abrupt change (discontinuity) in the plant behavior (hard nonlinearity.)
2. Overlapping models. These models may overlap in the system state space. E.g., if the spring breaks, a new pair of models describing plant behavior apply to the same region of the system state space.
3. The lack of analytic models. Only system variables and parameters are known, but not the relationships among them. The controller has to derive empirical plant models and control policies using measurements. This establishes the need for learning.
4. Sustained modes of operation. The system stays in one mode of operation (one model) for a nite, but signi cant, period of time, and switching times are much shorter than these sustained modes of operation. This assumption is important for the learning system, because it has enough time to learn a new model.
Measurable states and permanent validation of models. The controller is working in discrete time
and has access to measurements of the entire system state.
6. Access to a knowledge base. The controller has access to a knowledge base that contains some a priori information about the plant useful for constructing/updating the models and for controlling the plant. This implements the bias 13] of our learning algorithms.
7. The existence of a universal stabilizing conventional controller. In order to ensure the survivability of the system during autonomous operation, we assume the existence of a conventional controller, capable of stabilizing the system over its entire operational range. Although this assumption is a relatively strong one, and it is probable that its satisfaction is not always possible, it seems an acceptable price for the presumed almost complete initial ignorance of the controller about plant dynamics.
III. Representation of Restructurable Behaviors
Following is a formal representation of the behavior of the restructurable control system described in the previous section. In order to make both the terminology and the results applicable to every restructurable control system, we express all our claims in terms of General Dynamical System Theory 14].
A. Basic Formalism Consider a single-output time-invariant dynamical system with n states and m inputs, sampled with a sampling period T s . Furthermore, suppose that the system is kept under constant excitation during a sampling period. The observed sampled output of such a system is a function of the system's initial state and input 14]:
' : < n < m ! <; y = '(x 0 ; u):
We will refer to the space < n < m , representing vectors of states and inputs, as generalized system space. The space < n < m < will be called the behavioral space of the system. The function ' will be called the d-response function (discretized response function).
The d-response function is a su cient representation of the observed behavior of a discretized single-output, timeinvariant system 14]. It de nes a hypersurface in < n+m+1 which will be called the system behavioral hypersurface. The points of the behavioral hypersurface are real-valued (n+m+1)-dimensional vectors. In this framework, learning a model for the behavior of a dynamical system through sampling is equivalent to learning an approximation of the d-response function.
B. Spatial Restructurability
For the mass-spring system described in Section II, de ne the system state as x 1 = y, x 2 = _ y. Furthermore, consider the following system read-out function y(t) = r(x(t)) = x 1 (t): (3) For both regions (y y s and y y s ), the system behavior is described by di erential equations with xed parameters in time. Therefore, according to General System Theory 14], when discrete control is applied, the observed behavior of the considered system in every single area of operation is time-invariant. Accordingly, every local behavior can be described by a d-response function in the system's behavioral space. For this system a closed-form of the d-response functions can be obtained by integration of the di erential equations for some initial conditions y(0) = y 0 ; _ y(0) = _ y 0 , and replacement of t by T s in the solution. The resulting forms for y 1 The applicability of the equations (4) and (5) is limited by the critical value y s of the liquid-surface position, i.e., the point where the mass either enters or leaves the liquid. This critical value determines a hypersurface in the generalized system space that partitions the space into regions of qualitatively di erent behaviors 15]. The system behavior in each of the regions is time-invariant. However, di erent models apply in each of the regions, and the controller may need to restructure its control law when the system switches from one region to another. We call this kind of restructurability spatial restructurability.
For our mass-spring system these regions are described by the following constraints:
undamped model (y 0 y s )^(y 1 y s ); (6) underdamped model (y 0 y s )^(y 1 y s ): (7) Models 4 and 5 cannot be used for predicting the system's next state if the system crosses the liquid surface during the sampling period. The regions of the generalized system space where these crossings take place are delineated by the following constraints, which are complementary to the set of constraints described above:
(y 0 y s )^(y 1 y s ); (8) (y 0 y s )^(y 1 y s ):
(9) These constraints express the conditions for transition from one local behavioral model to the other. Equation (8) expresses the transition from the undamped to the underdamped model, while equation (9) expresses the transition from the underdamped to the undamped model.
In the system's behavioral space, the constraints (6, 7, 8, 9) have the e ect of splitting the system's behavioral hypersurface into a number of patches. Each patch belongs to one particular behavioral mode and spans over the region of applicability of that mode in the generalized system space.
C. Temporal Restructurability
A behavioral space extended by the speci cation of all system parameters, models, and constraints on the applicability of particular models will be called a con guration. Spatial restructurability involves changes of the model within the same con guration. There is another type of restructurability that results from the variation of the system structure over time, which we will call temporal restructurability. As an example of the latter, consider the same mass-spring system, but presume that at some point in time the spring breaks. In such a case, the system behavior has to be described by a new set of di erential The constraints expressing the locality of these models are identical to those used in the unbroken-spring case. Model equations (11, 12) , together with the constraint set (6, 7, 8, 9) , establish a new system con guration.
Temporal restructurability of the system can be visualized as switching among a number of system con gurations. There are many ways in which this switching can occur: from fast random switches like in the case of component failures, to slow and predictable, as in the case of parameter drifting. The major implication of these kinds of temporal restructurability is that the behavior of the system over a longer period of time cannot be described by a single d-response hypersurface (function) composed of a number of non-overlapping patches. Instead, the behavior is described by a number of (overlapping) hypersurfaces over the same generalized system space. In a sense, the system loses its functional property, since di erent functions describe its behavior at di erent times over the same points of the generalized system space.
D. Behavioral Graphs
In order to provide a visual representation for the structure of the d-response of a locally time-invariant restructurable control system, we introduce the concept of the behavioral graph. An example of a behavioral graph is given in Figure 3 . It is a 3D-graph, layered in a number of planar subgraphs. Every planar subgraph corresponds to a possible con guration of the system. The nodes in one plane are associated with the local models of a system con guration. We de ne the node content to be the functional description of its corresponding local model. The edges of the graph express the possible transitions among the local models. We de ne the edge content as the set of points in the system behavioral space that correspond to the transition expressed by the edge (transition patch). The topology of a planar subgraph expresses the spatial restructurability of the system, while the interconnections of the planar subgraphs express the system's temporal restructurability.
As we show in the rest of this paper, the behavioral graph structure is very useful for designing a restructurable control architecture. The topology of the graph can be utilized to search for new models when a change of behavior is detected. This is due to the fact that more often than not, switching to a new model is caused by the change in only one constraint (spatial) or only one parameter (temporal) at a time. Such changes can be traced by following the transition edges of the graph, rather than by employing an exhaustive blind search of all possible models. In addition, the behavioral graph can be easily changed to represent either coarser or ner models of the system. In other words, behavioral graphs support model abstraction. 
IV. Framework Design and Implementation
The behavioral graph is the central structure around which we designed our framework for restructurable control. Since we presume we do not have the knowledge of the models of possible future behaviors of the plant, both the node and the edge contents of the behavioral graph have to be learned on-line. A complete design solution must provide: (1) a representation of the behavioral graph (node and edge contents), (2) algorithms for learning the node contents of the behavioral graph (models), (3) algorithms for learning the edge contents (model switching policy), (4) algorithms for deciding whether to use one of the existing models or learn a new one, (5) algorithms for the maintenance of the behavioral graph, (6) algorithms for controlling the plant, (7) algorithms for selecting control goals, (8) an architecture that integrates all of these algorithms.
Although the framework presented in this paper addresses most of the above requirements, automatic learning of the node contents and the edge contents is our primary focus. Learning the node content is a function approximation problem 8]. Learning the edge content reduces to partitioning the observed behavioral vectors into a number of sets (clusters). Although many algorithms exist for the solution of each one of these problems, the combined problem is an ill-conditioned one. This is because both the node and the edge contents are learned at the same time, and the feedback information used for this learning is not sufcient for determining whether the node content, the edge content, or both, have to be adjusted and if so, to what extent. In machine learning this problem is referred to as the structural credit assignment problem.
One way to overcome this problem is to add more structure, or constraints, to the learning process. It is more advisable to nd a set of mild assumptions that are likely to be satis ed in most of the situations arising in practice. The assumptions that we make in this research have been listed in Section II. From the learning system's point of view, the assumptions of local models, and of sustained modes of operation are the most important. The critical goal of our investigations is to validate these assumptions using the implemented framework.
A. Representation of the Node Content
In Section III we saw that the models describing the local behaviors of the plant are approximations of the dresponse functions that represent the dependency of the plant's output on its initial state and control input. In our example, the output was the position y 1 , the initial state was the initial position y 0 and the initial velocity _ y 0 , and the control input was force F c . To represent these functions we use polynomials of the following form:
where a ik ; b ik ; c ik are prede ned integer exponents, ik are real parameters, k is the model index, and n k is the number of polynomial terms. The number of terms, n k , and the exponents a ik ; b ik , and c ik are selected by the controller designer; they are treated as design bias (of the learning program, cf. 13]). A number of options is stored in the system's data base. We call them model patterns. The system, in the process of learning models, selects some of the patterns and learns appropriate coe cients ik . The selection of polynomials as approximators of our models was arbitrary. Other candidates that we considered were neural networks and Associative Content Addressable Memories (ACAMs) 16]. We believe that polynomials have several advantages over neural nets and ACAMs. Polynomials are easier to interpret and manipulate than ACAMs and neural nets. We use one set of polynomials for both modeling and for deriving control policies. An extra set of neural nets that learn the inverted plant dynamics would have to be used, if the connectionist representation were selected. ACAMs are able to provide the plant inverse dynamics, but they can do this at increased computational and memory cost. Furthermore, ACAMs cannot provide the insight gained by analytical modeling 17]. Polynomial approximations, being linear in the adjustable parameters, allow for employment of some adaptive control estimation algorithms, which are much faster than those used in learning 8]. Another aspect is that this representation can easily accommodate a priori information about the local models by appropriate selection of the functions implementing the polynomial terms. Any of the functions (not only monomials) of the observed variables can be used, as long as they are linear in the adjustable parameters. Finally, when the plant's behavior is su ciently smooth, using pattern sets that are linear in the d-response independent variables can lead to the learning of the linearized plant dynamics at a number of points, which are selected automatically by the model selection algorithm. In this way, a kind of on-line gain scheduling may be achieved.
B. Representation of the Edge Content
The model-transition patches (see Section III) are strongly nonlinear small parts of the behavioral hypersurface. For that reason, they can be modeled with ACAMs 16], 18]. In our implementation, we store values of measurements normalized over the operational range; they are 6 represented as 4-tuples < y 0 , _ y 0 , F c , y 1 >. Therefore, the normalized behavioral vectors take their values in the ?1; 1] 4 hypercube. The normalization is necessary to make the reasoning mechanisms, which are based on the ACAM contents, independent of the plant parameter ranges.
The ACAM representation scheme includes also point storage and retrieval mechanisms as well as a generalization mechanism, which allow it to function as a general-purpose functional approximator. The generalization mechanism is implemented through spheres of in uence. A sphere of inuence de nes the area in the normalized behavioral space for which the stored point should be considered an adequate prototype for the plant behavior. The radius of the sphere of in uence is user-dependent and should be determined on the basis of the prior knowledge about the plant dynamics and the required accuracy of modeling. In our simulations it was set to 0:05.
Since ACAMs are to represent the edge contents of the behavioral graph, each of the ACAM elements has to be connected to both an outgoing model (the tail) and the incoming model (the arrowhead). To implement the former, each of the elements is attached to a local model. To implement the latter, a pointer to an incoming local model is associated with each ACAM element.
C. Local Models
A local model is a data structure whose basic components are a polynomial representing a time-invariant local behavior, and a collection of ACAM elements representing the transition patches associated with this model. In addition to this, the local model data structure holds auxiliary data needed by either model learning or model managing algorithms. The entire set of local models constitutes the local model database, which provides a su cient representation for the entire behavioral graph.
D. The Framework Architecture
The architecture of the framework (Figure 4 ) is is a modi cation of the COPER/IC architecture for learning control, which was proposed in 9]. The architecture consists of a number of modules (Unix processes) communicating over sockets.
Goal-Reasoner speci es the reference input(s) for Controller, every time a control action has to be taken. For the mass-spring system it gives the desired plant position y d (t) for the current time, as well as the desired plant position y d (t + T s ) for the next time instance.
Controller generates control input at each step (in our example it is the control force F c ). In this implementation the controller has two operational modes. terminate the iterations of Newton's method after an error smaller than 0:1 is achieved.
Plant simulator accepts the controller input and computes the plant's next state by integrating the system state equations, using the 4th-order Runge-Kutta algorithm with n = 10 steps 19]. Gaussian noise N(0; 2 ), with controlled variance 2 , can be added to the plant output. Various random events, like the breaking of the spring or the relocation of the liquid surface, can be read in from a setup le. Model Learner is responsible for learning the plant's local models and selecting from the Local Model Database a local model to be used by the Controller module. Since the design of algorithms for the operation of this module is at the core of this paper, its functionality is described in the next section.
Model Manager is responsible for the maintenance of the Local Model database. It removes and merges local models. This module is also brie y described in the next section.
Local Model Database contains models learned by Model Learner. The structure of this database was described in Sections IV-A, IV-B and IV-C. The contents of Local Model Database are stored and used in subsequent runs of the simulation.
Within the main feedback loop, Controller reads outputs from Plant and reference signals from Goal Reasoner, and generates control inputs for Plant. Model Learner works concurrently. At every time-step, it reads inputs and outputs from Plant (in our simulation this is a 4-tuple < y 0 ; _ y 0 ; F c ; y 1 >) and tries to match the current Plant behavior to one of the learned models. The model prediction error is used as the matching criterion in the process of selecting a particular model. If a model is found, a pointer to this model is sent to Controller. Otherwise, the process of model learning is invoked. In that case, the controller is switched to unmodeled operation, i.e., the conventional feedback controller is used.
The design of this architecture is based on the idea of extending the adaptive controller by adding to it only the elements that are necessary to implement the functionality stated in the design requirements 9]. The loop consisting of Controller and Plant corresponds to the conventional feedback control loop, while Model Learner, Model Manager and Goal Reasoner play the role of the expert that learns, selects and maintains plant models and goals to be used by Controller. , are classi ed as members of the k-th cluster if either of the following two conditions is ful lled: (1) the absolute prediction error k = jy 1 ?ŷ 1k j is less than the average prediction error k , or (2) ( k < t l k )^((j k j= k ) 2 < t s ). t l and t s are design parameters. In our simulation they were equal to 10:0. (j k j= k ) is a kind of \deriva-tive" of the absolute error signal; its large value indicates that the model might have changed. This technique falls into a broader class of techniques used in exploratory data analysis { detection-of-anomaly techniques 21].
If the above conditions are violated, a search for a new model is initiated. In such a case, the currently observed (normalized) behavioral vector is matched against the vectors stored in the working model's ACAM. If a match is found, the pointer to the incoming model in the matching vector is used to determine the next working model. Otherwise, the working model remains the same. The Model Learner, however, is set in an alert status. This makes the model selection scheme more robust against shot noise e ects. If, in the next cycle, an increased error is also detected, then a search for a new model in the Local Model Database is performed. If no valid model is found, the model learning process is initiated.
B. Model Learning
Learning models involves learning polynomials representing local models, updating average prediction errors associated with particular polynomials, and updating the ACAMs representing transitions among models.
B.1 Learning Local-Model Polynomials
As mentioned earlier, with each learned local model, i.e., approximating polynomial, we associate the average prediction error k . This average is updated at every cycle that an observed behavioral vector is assigned to cluster k according to the rule: k = k + k ; where ; are predened weights. In our simulations we used = 0:8; = 0:2 during the learning phase of a model, and = 0:5; = 0:5 during the operational phase.
Learning a polynomial involves two kinds of decisions: selecting one of the prede ned patterns that are stored in the Local Model Database, and training a polynomial by adjusting its parameters ik ; i = 1; : : :; n. For the training of the polynomials Recursive Least Squares (RLS) algorithm 22] is used. Selection of a model pattern is done through competitive learning. Every time the need to learn a new model arises, the system trains concurrently all patterns in the Local Model database until one of them converges. The convergence criterion is that the model's average prediction error becomes smaller than a threshold value t c ( k < t c ), which in our simulations was t c = 0:1.
Once a local model has converged, it enters the Local Model Database and it can be selected as the valid model to be used for control. Every time the model is selected, the model parameters are also updated (by using RLS), provided that the model's average prediction error is not smaller than a threshold . This thresholding is introduced in order to guard against the e ects of noise (numerical or in measurements) that could destabilize the algorithm. In our simulations we set = 0:001.
If none of the existing polynomial patterns is able to su ciently model the plant behavior, RLS will fail to converge. The Model Learner recognizes this failure observing a high value of the average prediction error over an extended training time period. The implementation of the training algorithm includes an upper bound u s on the number of training steps before convergence is achieved by one of the model patterns. The value of u s should be selected on the basis of the most complex of the training patterns (worst-case selection). An aid in the selection of the appropriate u s value is the remark (cf. 22]) that the RLS algorithm converges in the mean square in about 2m iterations, where m is the number of the regression variables. In general, this value should be larger than 2m. On the other hand, a large value of u s can be used only if the plant does not switch its behavior (its models) too often. Too frequent switching of models would result in training the same polynomial pattern on vectors belonging to different clusters, and would, therefore, invalidate learning. To avoid this kind of situation, in Section II we explicitly introduced the assumption of \suspended modes of operation", which guarantees that the time the plant remains in one kind of behavior (one model) is large enough, i.e., sufcient for the convergence of the learning process. Another way to deal with the convergence problem is by increasing the sampling rate T s . The drawback of this solution is a high computational demand. In our simulations a value of u s = 40 was used, although even u s = 20 was found to be satisfactory. The RLS training algorithm used for the learning of models has the forgetting factor parameter < 1. In our simulations we set it to = 0:95. This gives the RLS algorithm a tracking capability (following slow variations in the model parameters). For example, a linear model can model the behavior corresponding to a su ciently smooth nonlinear surface by tangently gliding its plane along the surface. However, to achieve this tracking e ect of the model pa-rameters, a higher value of the proximity threshold t l must be used.
B.2 Learning the Plant's Switching Scheme
In Section V-A, we speci ed the conditions under which Model Learner is set in an alert state. In this case, the currently observed behavioral vector is kept as a candidate pattern to be stored in the current model's ACAM. But at this point the information on the next model is lacking. This information is sought in the next cycle, provided that an increased error is detected again. In such a case a search for a new working model in the Local Model Database is performed. If a valid model is found, the kept behavioral vector is stored in the previous model's ACAM, with its pointer indicating the new working model. The behavioral vector is stored only if it cannot be predicted as a generalization of the vectors which are already stored in the model's ACAM, i.e., if it either does not belong in the sphere of in uence of one of the previously stored vectors or if it points to another model.
B.3 The Model Selection Algorithm
In Table II we summarize the previously described algorithm for model selection. On each pass through the loop the algorithm reads the input vector and selects one out of ve clauses, depending on the outcome of the previous pass. The system starts with either an empty Local Model Database or with a previously learned set of local models.
C. Model Manager
Since the clustering algorithm is based on a heuristically determined thresholding operation, it is subject to error. If the threshold values t l , t s are too large, the algorithm will fail to recognize some switches in the plant's behavior, which will have a deteriorating e ect on the quality of the modeling and thus, on the quality of control. On the other hand, very small values for the thresholds, make the algorithm very sensitive to the intrinsic variation of the prediction error of the RLS, or to noise (numerical or external). As a result, the Local Model Database contains a greater number of models than is necessary. Some of them are duplications of others (initially perceived as new ones but after some training they converged to the same values), while some others are spurious models that were started due to a wrongly perceived switching. In general, it is expected that the redundancy resulting from too small thresholding values is preferable to the deterioration of performance due to too large thresholds, since the spurious models can be recognized and pruned from the Local Model Database, and the duplicated models can be merged. These two tasks are performed in our framework by Model Manager.
Model Manager is a background process that is invoked periodically to perform the model pruning and model merging tasks. In our simulations it runs every 2000 sampling periods. A model is pruned from the Local Model Database if it has not been used for a long time and if it was not used too often in the past. Two models are merged if their predictionsŷ 11 andŷ 12 over the plant's operational range di er by less than the modeling tolerance allowed during the model training. For a more extensive discussion of the topic refer to 23].
VI. Experimental Results
In our experiments we focused on the following issues.
(1) Comparison of the framework performance in a noiseless environment against the performance of a conventional control loop. (2) Performance of the framework in a noisy environment, which is the most realistic situation. (3) Investigation of fast switching among local plant behaviors to determine limits of the learning algorithm's convergence, and to evaluate the e ects of increasing the sampling rate.
The scenario le used in these experiments is given in Table III . The mass-spring system starts from its resting condition, y = 1:0; _ y = 0, and then it follows a trajectory which is determined by the Goal Reasoner's logic (cf. Section II), and the STOP/RESUME command sequence sent to the Controller as presented in Table III . This is a typical scenario for the considered control task. The graphical results presented in this chapter were produced by mon- In this experiment, the performance of the framework was tested against the performance of the conventional (PID) controller. Under PID control, the system exhibits increased oscillatory behavior outside the liquid, which is the region that has a viscosity value smaller than the nominal value used in the PID controller design. The oscillations are smaller inside the liquid, although the system is slower in the sense that it cannot follow the reference input at the extreme point of its oscillation.
The performance of the developed learning framework in a noiseless environment is presented in Figure 5 . This gure presents the mass-spring position (actual output), its desired position (reference input), the di erence between the two (control error) over time, and the Model Learner's decision about the valid model at every time instance. Models are identi ed by their index in the Local Model database (table) . It can be seen that the system undergoes two learning periods, starting at times t = 0:0, when the systems starts without any knowledge of the models, and t = 50:0, when the spring breaks. For both of the operational modes of the plant, it successfully learns a set of local models which it uses for control (model-based control phase). During the model-based control phase, the control error is practically zero. Furthermore, when the spring is xed (t = 150:0), and the plant switches back to its initial operational mode, no further learning is necessary since the relevant knowledge is already stored in the Local Model database. Note that the local models describing the plant's local behaviors are now models 14 and 4, instead of the initial set of 1 and 4. Model 1 was \corrupted" during the learning of the models corresponding to the brokenspring con guration. Note also that at time t = 500 only six models remained in the Local Model Database, even though a total of 16 were developed during the entire time span. Figure 6 gives the force F c , applied by the Learning Controller on the mass, versus time. It can be seen that this force may take extremely large values. This is the result of the Controller's switching between the conventional and model-based mode. Speci cally, when Controller is switched back to the conventional mode during the Model Learner's learning phase, the initial values in the recursive formula implementing the PID control are arbitrarily reset to zero. This may incur an increased control error, and thus, a very high value for the control force. The practical consequences of this e ect are that (1) the application of such high values of the control force may be practically infeasible, and (2) during that time the system may oscillate over a region that covers more than one local behavior, preventing the convergence of the learning algorithm. The design of a switching scheme that eliminates these problems is an issue for further investigation.
B. Experimental Study of the Framework's Performance in a Noisy Environment
The fact that an \anomaly", i.e., increase in the model's prediction error, is used as a signal for model switching poses a problem for the application of the algorithm in noisy environments. Generally, it is expected that the algorithm's performance degrades severely in the presence of noise. This may happen because it is not possible to distinguish an anomaly in the prediction error caused by noise from an anomaly caused by a switching of behavior. If the noise statistics are known, a possible way to treat the problem is by ignoring variations in the prediction error which are smaller than a number of standard deviations of the noise distribution. In this section, we discuss how the framework's performance is a ected by the presence of noise in the measurement of the plant state. The degradation of the framework's performance is examined in two cases: low-level noise and high-level noise.
B.1 Low-level Noise
In this experiment, the measurements were corrupted by adding noise, which was generated according to normal distribution N(0; 2 l ), with l = 3 10 ?4 . This value of l was selected in such a way that it was three times smaller than the admissible prediction error, i.e., the accuracy with which Model Learner recognizes new models. As was mentioned before, this accuracy is represented by , which in our experiments was set to 0.001. Since the major part of the normal distribution is contained in a region spanning 3 l from its mean, most of the time the added noise has a value which is below . For that reason we consider this noise low.
It was found that the system learned more local models than necessary. As a result, the structure of the Local Models database was more complex, because one local behavior was represented by more than one local model. Nevertheless, the learned collection of models was su cient for both predicting plant's outputs within localities, and generating control actions. In other words, in the presence of low-level noise, the framework was able to learn models representing structurally di erent behaviors and use these learned models to successfully control the plant. B.2 High-level Noise In this experiment, the added noise followed the N(0; 2 h ) distribution, with h = 3 10 ?3 , which was 10 times higher than in the previous case, giving noise values up to 0:01. Since this noise was higher than the algorithm's threshold , it had a more severe e ect on the algorithm's performance. Local models were continually trained, failing to converge to . The scattering of the model parameter vectors was much broader than in the low-level noise case. Model switching was more erratic. It is highly probable that in the case of high-level noise the learning process will not converge and the system will therefore fail to model and control a structurally changing plant. We observed this kind of behavior in experiments in which we attempted to run the system for the period of 500 sec.
C. Fast Switching Among Local Behaviors
In this experiment, we investigated another possible limitation of the applicability of our learning framework, i.e., the rate of switching among the local plant behaviors. In our simulation scenario, the plant parameters were xed (Table III) , and therefore the switching rate was determined by the maximum velocity v max of the control speci cations.
When the value of v max was doubled to v max = 20:0, we obtained satisfactory performance for the established set of framework parameters. However, when v max was increased to v max = 50:0, the model selection/learning algorithm failed. In such a case, as we were able to see in our experiments, models were trained with samples from both of the local behaviors of the plant, and as a result, they failed to converge to the desired limit = 0:001. Thus, they were never used by Controller. Even when we relaxed the threshold to the value of = 0:01, the learning process did not converge.
As we suggested in Section V-B, a possible solution to this problem might be to decrease the sampling period T s , so that more data points could be processed before a switch takes place. Indeed, decreasing the sampling period to T s = 0:025 led to successful operation of the framework for v max = 50:0. However, decreasing the sampling period results in smaller di erences between the predictions of each of the local models. This can be seen from equations (4, 5, 11, 12) , which show the dependence of the plant's output on time. Since the main principle of operation of the model selection algorithm is based upon the di erences of predictions, the decrease of the sampling period T s could lead to the loss of discriminatory power of this algorithm. This phenomenon does not allow us to use a too low value for the learning threshold . In our experiments, the algorithm was able to converge for = 0:01, but if failed to converge for = 0:001. Evidently, the sampling period T s and the learning threshold are dependent parameters. They must be carefully selected for an application of the framework to a particular process. A more general methodology for the selection of these parameters is one of the topics for our future research. Another constraint on the plausible values of T s is imposed by the fact that the algorithm has to operate in real time. In order to avoid high computational costs, T s cannot be too small.
VII. Conclusions and Further Research Issues
The main objective of the research presented in this paper was to provide a proof-of-concept for an on-line machine learning approach to restructurable control. Specifically, we analyzed the problem of restructurable control of a general dynamic system and we formulated conditions that de ne a class of restructurable control scenarios. Then we designed and implemented a learning controller; we refer to it also as a learning framework. In addition, we designed and implemented a simulation of a plant that changes its behaviors in a structural way. We tested our learning framework on this simulated plant.
The results of our experiments with the learning framework were presented in the previous section. Our experimental objectives were twofold: (1) to show that our learning framework is capable of learning local models, recognizing changes of behaviors using the learned models, and controlling the plant, and (2) to investigate some of the limits of applicability of the framework. Towards the rst aim, we were able to show that (1) in a noiseless environment, the performance of our learning framework was superior to the performance of a PID controller which was designed with the full knowledge of all the models of structurally di erent behaviors, and (2) in low-level noise, our learning framework was able to perform at required level of accuracy. In the second set of experiments, we identi ed two conditions that determine the limits of applicability of our framework. The rst limit is determined by noise: the learning framework can tolerate noise of up to l < =3; but when subjected to higher noise ( l > =3), the framework fails. The second limit is determined by the rate of switching of plant behaviors.
The most important aspect of our learning framework is that in a potential application the knowledge of plant models is not necessary; the framework is capable of learning empirical models on-line. It should be pointed out here that since this learning framework served as a proof-ofconcept, the optimization of the implementation was not undertaken in this project. We believe that it is possible to apply more e cient, streamlined and robust techniques, achieving both better performance and wider range of applicability than those obtained in this project. The evaluation of the relative merits of a series of implementational variations of the framework is on the list of our future research topics.
As presented in this paper, a number of parameters must be tuned for proper operation of the framework with a particular plant. While this fact constitutes a signi cant obstacle for the applicability of the learning framework for completely unknown plants, we believe that future research will bring a more generic methodology for selecting and tuning of these parameters.
The work presented in this paper can be continued in a number of directions. One of the most important goals is to develop a set of performance criteria by which this kind of learning controllers can be evaluated and compared. We believe that any e ort to develop such a performance criteria set should borrow concepts and methodologies from both of the relevant elds: control theory and machine learning.
Another task that has to be undertaken is the performance of a number of experiments that will further test the framework capabilities in relevant domains. Highperformance avionics, which was one of the elds to provide the motivation for restructurable control (cf. 4]), is a good testing scenario for the framework validation. Other possible areas are machine diagnostics, high-precision robotics, process control, and sensor/data fusion.
Since potential applications of this framework involve real-time processes, the development of the hardware platform able to support the real-time operation of the designed system is another issue that has to be investigated. Possible directions should include distributed parallel processing, special-purpose hardware, like VLSI systolic arrays 22] , that implement adaptive lters, k-d trees 24] implementation of ACAMs, and others.
The application of Statistical Process Control 25] and the employment of more rigorous extrapolative forecasting techniques 26] for detection of model shifting through prediction-error analysis are also open research questions. The convergence of the learning process during the switching of the control modes must also be further investigated.
The capabilities of the framework should be extended in order to make it applicable to a wider selection of scenarios. One of these directions is to modify the framework to make it applicable to plants with more than one controlled variable, interacting through plant dynamics. Another question is how to enhance the framework's capabilities of dealing with varying goals. Meeting this requirement brings the framework's functionality closer to that of intelligent controllers 27] and hybrid systems 28]. This would involve adding some symbolic reasoning and planning capabilities to Goal Reasoner and possibly some algebraic-reasoning capabilities to Model Manager.
