Backreaction and the Covariant Formalism of General Relativity by Magni, Stefano
UNIVERSITÀ DEGLI STUDI DI PAVIA
FACOLTÀ DI SCIENZE MATEMATICHE, FISICHE E NATURALI
CORSO DI LAUREA MAGISTRALE IN SCIENZE FISICHE
BACKREACTION AND THE COVARIANT
FORMALISM OF GENERAL RELATIVITY
Tesi di laurea di
Stefano Magni
Supervisori
Dott. Syksy Räsänen
Department of Physics
University of Helsinki
Prof. Mauro Carfora
Dipartimento di Fisica Nucleare e Teorica
Università degli Studi di Pavia
Anno Accademico 2010/2011
ar
X
iv
:1
20
2.
04
30
v1
  [
gr
-q
c] 
 2 
Fe
b 2
01
2
ii
ABSTRACT. Backreaction represents a possible alternative to dark energy
and modified gravity. The simplest modification of gravity, equivalent to
the existence of vacuum energy, the main candidate for dark energy, is the
cosmological constant Λ, which is inserted in the Einstein equation in the
framework of the ΛCDM model in order to account for the observations.
This model is based on the FLRW metric, which is the exact solution of the
Einstein equation directly obtained from the hypothesis of exact homogeneity
and isotropy of the spacetime. The real universe is not exactly homogeneous
and isotropic, so it is interesting to consider the effect on the evolution of
the universe of the inhomogeneities, analysed trough the study of averaged
physical quantities (instead of local ones), which is precisely backreaction.
In the beginning of this thesis we present the ideas underlying the study
of backreaction, and we point out its role as a possible alternative to dark
energy and modified gravity. We present the FLRW model, we describe in
detail the 3+1 covariant formalism and we recall all the results of general
relativity we use. Then we analyse Frobenius’ theorem and we explain what it
tells us about the splitting of spacetime into space and time. We present the
averaging procedure developed by Buchert, the Buchert equations and their
generalization to the case of general matter. We then generalize the procedure
and the equations to an arbitrary number of spatial dimensions. We focus on
the case of 2+1 dimensions, where the relation between the topology and the
geometry of a surface imposes a global constraint on backreaction.
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Chapter 1
Introduction
Cosmology, general relativity and the cosmological constant. Cos-
mology is the branch of physics that studies the universe as a whole. In
this framework we work on scales such that gravity is the only fundamental
interaction that matters.1 Einstein’s theory of general relativity provides a
widely accepted description of it.
This theory describes spacetime as a manifold equipped with a Lorentzian
metric. The geometry of spacetime governs the motion of matter, and matter
in turn tells spacetime how to curve. This mutual influence is encoded in the
Einstein equation, where matter is described by the energy-momentum tensor,
while curvature is represented by the Einstein tensor, constructed from the
Riemann tensor.
The Einstein equation can be generalized by adding a term containing a
constant Λ, known as the cosmological constant. This modification was first
introduced by Einstein in order to allow a stationary solution of his equation
(that he believed to better describe the real universe), which is otherwise
possible only if we have matter with sufficiently negative pressure.
The idea of a static universe (and then the cosmological constant) was
abandoned in favor of the idea of a dynamic universe when, in the late
twenties, observations showed that the universe is expanding. Measurements
of galaxies’ distances, combined with redshift observations, showed that there
is a proportionality between the two; the explanation is that self-gravitating
objects, such as isolated galaxies or clusters of galaxies, are receding further
away from each other and from us with a speed roughly proportional to their
1Even though gravity is the weakest of the four fundamental interactions, it possesses
an infinite range, unlike strong and weak interactions. Electromagnetism too has an infinite
range, but celestial bodies are electrically neutral.
1
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distances.2 Many subsequent observations have confirmed the expansion of
the universe at the present time.
The FLRW solution. An exact solution of the Einstein equation is the
Friedmann-Lemaître-Robertson-Walker (FLRW) metric, that is based on the
hypothesis of exact homogeneity and isotropy of the universe, i.e. all points
and all directions in the universe are equivalent.3 From this assumption we
can determine the most general form of the energy-momentum tensor allowed
(i.e. the one that describes an ideal fluid), and the form of the metric up
to one free function (the scale factor) and one constant (that determines
the geometry of the three-dimensional space, which can be only spherical,
hyperbolic or Euclidean).
Applying the Einstein equation to the FLRW metric we obtain the Fried-
mann equations, that govern the evolution of the scale factor. Formulated in
the twenties and thirties, this solution was the simplest one able to predict
expansion.
The early universe seems to be well described by a homogeneous and
isotropic FLRW model (i.e. a cosmological model based on the FLRW metric)
plus linear perturbations, but for the real universe at late times it is not clear
whether the metric remains close to the FLRW one. Moreover, from the
nineties independent observations of type Ia supernovae, cosmic microwave
background (CMB) anisotropies and large scale structure provide data sets
that disagree with the predictions obtained for the late time universe using
the matter dominated spatially-flat FLRW model.
The FLRW models are able to account for these observations only either
considering modified gravity (of which insert in the Einstein equation the
cosmological constant is the simplest possibility) or allowing the existence of
a form of energy with negative pressure, dark energy.4
2The authorship of these ideas is an intricate issue, and a detailed discussion on the
topic can be found in [1]. E. Hubble published in 1929 the results of his observations
of galaxies’ distances, and using V. Slipher’s determination of their velocities (obtained
through redshift measurements) he suggested the linear distance-velocity relation that
bears his name. He derived that equation empirically, and he (wrongly) interpreted the
galaxy redshift as a pure Doppler effect. Two years before, in 1927, G. Lemaître published
a paper containing the same relation, and an exact solution of the Einstein equation. In
the light of his results, he gave the first interpretation of cosmological redshifts in terms of
space expansion, instead of a real motion of galaxies. This idea represents a cornerstone
for cosmology.
3Exact definitions are given in section (A.1.1).
4These solutions are widely discussed in the section titled: “dark energy and modified
gravity”.
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The ΛCDM model. In general relativity, the only rigorous way of de-
scribing the matter that fills the universe on a cosmic scale is through fluid
dynamics. Einstein’s theory does not determine what kind of matter the
universe contains, i.e. it does not tell us what kind of fluid better describes
the various forms of ordinary matter (i.e. particles of the Standard Model of
particle physics and cold dark matter) that fill the cosmos. It does not even
tell which is the metric that better describes our universe, except for the fact
that it must be a solution of the Einstein equation. These information are
instead provided by the particular cosmological model.
The simplest model that is in general agreement with the observed phe-
nomena is the ΛCDM (Lambda-Cold Dark Matter). It describes dark matter
as being cold (i.e. constituted of non-relativistic particles), and the cosmolog-
ical constant is present. It is frequently referred to as the “standard model of
cosmology”, and it is based on a remarkably small number of parameters.5
The best fit values of these parameters are obtained from the above mentioned
observations. After the Big Bang a very short period of rapid expansion,
which is described by the theory of inflation, follows. The universe after the
inflationary epoch is described in ΛCDM using the FLRW metric and the
Friedmann equations.
From the end of this period to the time when the universe was approxi-
mately 50000 years old (corresponding to a redshift z ≈ 3500) the density
of radiation (i.e. relativistic particles) exceeded the density of matter (i.e.
non-relativistic particles). This period is known as the radiation dominated
era. After that the density of matter became dominant, and the following
epoch is called the matter dominated era.6
When the universe was around 380000 years old (z ≈ 1090) recombination
(i.e. the formation of hydrogen atoms from electrons and protons) occurred,
and soon after the photons decoupled from baryonic matter (i.e. they were no
more in thermal equilibrium with baryonic matter, mainly constituted at that
point of hydrogen atoms) because the rate of Compton scattering dropped.
The universe became transparent to photons, which started propagating freely
through space, and constitute what we observe today as the cosmic microwave
background. After that the growth of baryonic structures (previously inhibited
by photon pressure) could start.7
5The most important of these parameters are defined in section A.2.1.
6The above change is due to the fact that the scale factor grows with time as a
consequence of the expansion of the universe, and the densities of matter and radiation
depend on the scale factor in a different way.
7If dark matter exists, it almost certainly decoupled during the radiation-dominated
era, and before recombination. Dark matter structures started grow earlier than baryonic
structures.
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The epoch that started when the universe was about 5 billion years old
and lasts until today is sometimes called the dark energy dominated era.
This is due to the fact that according to ΛCDM in this epoch the density
of dark energy exceeded the density of matter. In the framework of ΛCDM,
dark energy is currently estimated to constitute about 74% of the energy
density of the present universe, dark matter is considered to account for
22%, while the remaining 4% is due to matter and radiation. Then the
coincidence problem arises: why does the repulsive component (i.e. dark
energy or the cosmological constant) dominate today when the past era was
matter dominated? A possible answer is provided further in this chapter.
Dark energy and modified gravity. The model that describes the early
time universe is based on three hypothesis: homogeneity and isotropy (it uses
the FLRW metric), ordinary matter (i.e. matter with non-negative pressure),
standard gravity (i.e. general relativity based on the Einstein-Hilbert action).
Because set in this way the model gives us predictions that are in conflict
with late time observations, and these observations are beyond doubt, at least
one of the three assumptions must be wrong.
Usually in the framework of the ΛCDM model the agreement with data
is restored by introducing a term in the Einstein equation. We can insert a
term on the geometric side (as we do when we insert the term containing the
cosmological constant), and consider it a modification of the law of gravity;
or we can insert it into the matter side and write it in the form of an energy-
momentum tensor.8 This means to discard the second or the third hypothesis,
i.e. state that standard gravity must be modified, or that in addition to
ordinary matter we have also exotic matter (dark energy, with its negative
pressure that must satisfy the condition p < −1
3
µ, which defines it).9
As the cosmological constant and dark energy enter the Einstein equation
in the same way, and their only signature is their effect on spacetime, they
cannot be distinguished by observations.
The aforementioned observations, together with the Friedmann equations
(containing the cosmological constant or vacuum energy, which is the principal
candidate for dark energy, as explained below), lead to the conclusion that
the expansion of the universe at late times is accelerating, i.e. the scale factor
grows at an increasing rate (see for instance [2]).10
8See equation (2.55) and the related footnote.
9In this introduction we give an overview of the problem; a wider explanation can be
found in [2].
10This conclusion holds if we describe the universe with a FLRW model, i.e. we assume
homogeneity and isotropy, while for different solutions of the Einstein equation we may not
obtain the same result. For instance, if we use a Lemaître-Tolman-Bondi (LTB) solution
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It is important to underline that, without the above mentioned mod-
ifications, from the Friedmann equations it follows that the expansion of
the universe decelerates. This is expected, on the ground that (unmodified)
gravity is attractive. Introducing dark energy with its negative pressure or
modifying the gravity in order to allow acceleration means that we explain
the observations with repulsive gravity.
The use of the cosmological constant represents the simplest way to modify
gravity, but there are other ways of doing it. Some examples are scalar-tensor
models and brane-world models. However, it turns out to be extremely difficult
to modify general relativity without violating observational constraints or
introducing instabilities in the theory, and for these reasons the modified
gravity models proposed until now (apart from ΛCDM) seem to be ruled out
(see [2]).
There are also many candidates for dark energy. The principal is the
vacuum energy, that unlike most other proposal, is theoretically on very solid
ground, because quantum field theory predicts that there is an energy density
associated to the vacuum state. Its main problem is that it is not yet clear if
it can provide a contribution to the Einstein equation with the right order of
magnitude to represent the dark energy term, see for instance [3].11
The situation is quite different from that of dark matter. Even if its
nature is still an open question, its existence is needed in order to explain
many different physical phenomena related to physically distinct situations
(the motion of stars in spiral galaxies, the structure of the cosmic microwave
background,. . . ), so providing an alternative to its existence is very difficult,
if not impossible.
On the other hand, the existence of dark energy is needed if, without
allowing modifications of gravity, we require the universe to be described
by a FLRW model, i.e. we assume the universe to be homogeneous and
isotropic. In fact, even if also in the case of dark energy data come from
different physical phenomena, all of them give us the behavior of the same
quantity: the scale factor. However, any model or theory able to give the
same behavior of the scale factor represents a valid alternative to dark energy.
(that is spherically symmetric) with our galaxy cluster at the center, either acceleration is
not necessarily implied, or it is present but without requiring dark energy; which possibility
occurs is not yet clear. The LTB solution describes a system that is isotropic (w.r.t. us)
but not homogeneous. By construction this use of the LTB solution puts us in the center
of the universe. This violates the Copernican Principle that we do not occupy a somehow
privileged position in the universe.
11Nevertheless, note for instance that the Casimir effect (usually invoked as a proof of
the existence of vacuum energy) gives no more (or less) support for the reality of vacuum
energy than any other one-loop effect in quantum electrodynamics; see [4], where it is
shown how Casimir force can be calculated without reference to the vacuum.
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Inhomogeneous cosmologies and backreaction. While for such a mod-
ification of gravity or for the introduction of such an energy there is no other
evidence, we know that the real universe is far from being exactly homogeneous
and isotropic due to the formation, at late times, of non-linear structures.
The hypothesis of homogeneity and isotropy describes a universe where such
structures, i.e. galaxies, clusters of galaxies, voids, etc. do not exist.
Then emerges the idea that forsaking this hypothesis, i.e. constructing
models where inhomogeneities and/or anisotropies are present (an interesting
pursuit in its own right), it is possible to make predictions that fit the
observations without modifying gravity or introducing dark energy. The effect
of these inhomogeneities/anisotropies on the expansion of the universe is
called Backreaction.12
The averages. If we deal with inhomogeneities and/or anisotropies the
idea also emerges of considering quantities averaged over a certain portion of
space, instead of local quantities. This can always be done, but the averaged
quantities are useful only if the conditions of statistical homogeneity and
isotropy hold.13 Roughly speaking, if we consider a large box, we can put
it in different places in the universe and evaluate the change of the mean
quantities considered inside the box from one location to another, and which
is (if any) the length scale over which these differences are small. If this scale
exists, we refer to it as homogeneity scale.
Considering averaged quantities gives rise to a couple of problems: first,
defining a procedure that allow us to average quantities; second, determining
whether the averaged quantities satisfy the same equations satisfied by the
local ones. Usually, when following the evolution of inhomogeneities into the
non-linear regime, the mean quantities are assumed, rather than demonstrated,
to obey Friedmann equations. But if we carefully consider what happens, we
discover that the averaged quantities in general do not obey the Friedmann
equations.
Averaging in general relativity is a very involved problem, one of the
reasons being that there are no preferred time-slices one could average over,
and in the case of non vanishing vorticity not even hypersurfaces orthogonal
to the velocity vector field (which describes the velocity of a set of observers
spread out in spacetime, and give rise to a family of preferred world lines
12If we abandon the hypothesis of homogeneity and/or isotropy, then the universe must
be described with a different solution of the Einstein equation than FLRW. For instance
we can consider the LTB solution with ourselves at the center, but as already stated it
violates the Copernican principle.
13These concepts are explained in the beginning of chapter 4, and are analysed in detail,
both from the theoretical and from the observational point of view, in [5].
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representing their motion). Another problem is the non-linearity of the
Einstein equation. The problem of averaging inhomogeneous cosmologies has
been studied by many authors with different approaches. In this work we
follow the approach of T. Buchert, that has been used by several authors in
the study of backreaction. An averaging procedure is developed in Newtonian
gravity by Buchert and J. Ehlers in [6]. In a general relativistic framework
the problem is analysed by Buchert in [7] and [8], for the case of dust and for
a general perfect fluid, respectively. The generalization of the procedure to
the case of general matter and non-vanishing vorticity is worked out, in the
covariant formalism, in [9] by S. Räsänen.
Backreaction as an alternative to dark energy and modified gravity.
The equations that hold in the inhomogeneous case differ from their local
counterpart by the presence of some additional terms due to the existence of
inhomogeneities and anisotropies. When we consider the averaged versions
of these equations, the effects of inhomogeneities and anisotropies can be
collected in the backreaction variable Q. The backreaction is also an expression
of the fact that time evolution and averaging do not commute, i.e. evolving
through the Einstein equation the local quantities and taking the average, or
evolving the averaged quantities, gives different results.
If by taking into account the effect of inhomogeneities and anisotropies
(i.e. the formation/presence of structures) on the expansion rate we are
able to make predictions that agree with the observations, we can avoid the
introduction of dark energy or the modification of gravity. Two questions
arise: does backreaction provide acceleration, and, if so, is its effect sufficient
to explain observations?
Backreaction can provide acceleration. This has been proven with a
model made of two regions in [10] and [11] by S. Räsänen. Acceleration has
been demonstrated also in the exact spherically symmetric dust solution, the
Lemaître-Tolman-Bondi model, in [12], [13] and [14]. In [12] acceleration
arises in some examples where a fluid consistent of three regions is analysed.
In [13] acceleration is demonstrated for an unbound LTB model constituted
of a single region, in which the contribution of the matter density is negligible
compared to the contribution of the curvature. In [14] acceleration is shown in
some swiss cheese models, with LTB spherical regions inserted in a Einstein-
De Sitter background. In conclusion, accelerated average expansion due to
inhomogeneities is possible.
While the average expansion rate is given by the equations containing
backreaction, the local expansion rate is governed by the local equations
which without the cosmological constant and vorticity force it to decelerate.
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So it seems to be paradoxical that the average expansion rate accelerates even
if the local one slows down everywhere. This can be intuitively understood
through the following argument, as simple as it is amazing. If the space
is inhomogeneous, different regions expand at different rates. Regions with
faster expansion rate increase their volume more rapidly than regions with
slower expansion rate, by definition. As a consequence, the fraction of the
total volume of the universe that is expanding faster rises. So also the average
expansion rate can rise. If all the local expansion rates are decelerating,14
then whether the average expansion rate actually rises depends on how rapidly
the fraction of fast expanding regions grows relative to the rate at which their
expansion rate is decreasing.
In [15] a semi-realistic model, where a more realistic distribution of matter
is considered, is analysed. That work employs a spatially flat FLRW model
with a Gaussian field of density fluctuations, and studies what happens while
structures form. In this case it turns out that there is less deceleration, and
the era when the structures’ formation becomes important for the expansion
of the universe comes out roughly correctly, showing how backreaction might
solve the coincidence problem, i.e. why the acceleration has started in the
recent past.
Whether backreaction provides the right amount of acceleration (or less
deceleration) for the real universe is still an open question; the state of the
art is analysed in [16] and [3]. It should also be noted that the backreaction
idea has been criticized; some of these critiques, and useful references, can
be found in [17, sections 5.4.1, 5.5.2]. In conclusion, backreaction represents
a possible alternative to dark energy and modified gravity, but there is still
work to be done.
Covariance. Tensor fields are objects abstract enough so that the vast
majority of the quantities that one considers in physics can be viewed as
tensor fields. The laws of physics governing these quantities can then be
expressed as tensor equations, i.e. equations between tensor fields.
An important principle that applies to the form of the laws of physics
is general covariance.15 Roughly speaking, it can be stated as follows: the
metric of spacetime is the only quantity pertaining to spacetime that can
appear in the laws of physics, i.e. there is no preferred basis of vector fields
14This happens for instance when we describe matter as dust (i.e. when the energy
density is the only non-negligible term in the energy-momentum tensor, see section (2.3.5))
and we have vanishing vorticity (irrotational dust case).
15This principle applies both in special relativity as well as general relativity. The
adjective “general” in the name of Einstein’s theory of general relativity came from this
principle, see [18, chapter 4].
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pertaining only to the structure of spacetime which can appear in any law of
physics.16
Often a coordinate system is chosen, and equations have been written
out in component form using the coordinate basis. If the principle of general
covariance were violated, it would be possible to find a preferred basis, and it
can be shown that in this case the form of the equations is not preserved under
general coordinates transformations, and they lose the tensorial character,
because they do not transform in the right way.
The 3+1 splitting. The goal of cosmology is to find a model that best
describes the universe, and we have to bear in mind that from any such model
we have to extract observational predictions. Einstein’s equations are not
particularly intuitive, so it is desirable to break them into a more intuitive
set of equations retaining their covariant character, and at the same time
introduce quantities that are directly measurable.
For a complete cosmological model one must specify not only a metric
defined on a manifold, but also a family of observers spread out in spacetime,
whose velocity is described by a velocity vector field that gives rise to a family
of preferred world lines representing their motion. This velocity vector field
can be used to look at tensors along these world lines, and orthogonal to
them; this represents a 3+1 splitting of quantities. It is also covariant because
the velocity vector field can be defined uniquely and without any coordinates.
In this work we employ this 3+1 covariant formalism
The derivative of the fundamental congruence can then be split into
irreducible quantities:17 the expansion rate of fluid elements, the acceleration,
the shear, which describes how the congruence will distort in time, and the
vorticity, that is the rate of rotation of the congruence.
This procedure can be seen as a 3+1 splitting of spacetime into space
plus time. This interpretation is correct only when the vorticity vanishes.
In fact as a consequence of Frobenius’ theorem we have that a family of
three-dimensional spaces orthogonal to the four-velocity vector field exists if
and only if the vorticity vanishes. Otherwise we can still project quantities
orthogonal to the velocity vector field, but we have to bear in mind that
they are not projections into a three-dimensional space. This result is of
fundamental importance for our discussion on average quantities, because we
16In the relativistic context, also the time orientation and space orientation of spacetime
can enter the laws of physics. A detailed discussion can be found in [18, chapter 4].
17In the 3+1 covariant formalism all irreducible quantities are either scalars, projected
vectors or projected, symmetric, trace-free tensors.
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want to average over three-dimensional hypersurfaces.
However, even if dealing with averaging we are mainly interested in the
above consequence of Frobenius’ theorem, it must be pointed out that this
theorem represents a more general result, interesting on its own, and as
a powerful mathematical tool. Moreover, it provides another very useful
consequence for general relativity: for every smooth vector field a family of
integral curves (which represent the world lines associated to the velocity
vector field of the above observers) can be found.
Eventually, the outlined approach allows to split the Einstein equation
into a set of evolution and constraint equations that hallow a more intu-
itive interpretation, and contain quantities whose physical meaning is more
transparent.
The 2+1 dimensions. The (2 + 1)-dimensional gravity is interesting in
its own right. In this case, no gravity outside matter is allowed. Matter curves
the spacetime only locally, and then there are no gravitational waves.18 We
cannot obtain Newtonian gravity as a limit of Einstein theory.
Anyway, we could ask why one should investigate physical phenomena
in the “physically unrealistic” (2 + 1)-dimensional case, while the observed
universe possesses (at least) four dimensions. The answer is not that in this
case it is simpler to work out calculations (although this is usually true), but
that in this case sometimes the situation is simpler (for instance we have
vanishing Weyl tensor, see above), and this allows to better understand the
relation between different physical phenomena.
Moreover, some of the results obtained in the (2 + 1)-dimensional case
may be universal and independent of spacetime dimensions. On the other
hand, comparing the results belonging to the low-dimensional case with those
obtained for the high-dimensional case, we can enlighten the latter.
In particular, also for our purposes the (2 + 1)-dimensional case is inter-
esting. In fact, due to Gauss-Bonnet theorem, the geometry and the topology
of a two-dimensional manifold (i.e. a surface, the “spatial” part in the 2+1
decomposition) are related. Using this result, we obtain that the average
curvature of the above surface is inversely proportional (through a constant
that can also vanish) to the square of the scale factor, so it is constrained. As
a consequence, also the backreaction variable is constrained to be inversely
proportional (through a constant that can also vanish) to the fourth power of
the scale factor.
18This is described by the fact that the Weyl tensor (which describes the propagation of
gravitational waves, see section 2.2) vanishes in 2+1 dimensions.
CHAPTER 1. INTRODUCTION 11
Structure of this thesis. The first chapter of this work is represented by
this introduction, and its aim is to outline the topic and to provide the setting
for the following material.
In the second chapter we present the 3+1 covariant formalism, that
constitutes the formal framework of this work. This consists in a fluid
dynamical description and allows us to operate with tensor quantities. We
explain in detail the formalism, and also summarize the results of general
relativity that are important for the sequel. Projecting the Einstein equation
and separating out the trace, the antisymmetric parts and the symmetric
trace-free parts we derive the evolution and the constraint equations of general
relativity, that drive the dynamics of the universe, and give us the equations
that we want to average.
The third chapter is dedicated to Frobenius’ theorem, that leads us to
clarify some aspects of the central concept of space and time. In relativity we
assume the existence of spacetime, considered as one, while space and time
are just derived concepts, and we must be careful when we think about them
separately. The theorem is presented in an abstract way, and after analysing
it from the geometrical point of view we clarify its role in general relativity.
The fourth chapter is focused on backreaction. We analyse the problem
of averaging, and we describe the averaging procedure used. We consider the
scalar parts of the Einstein equation and we show how to average them. In
the case of irrotational dust we derive the Buchert equations, that contain
the backreaction term. We analyse some particular solutions, and we derive
the integrability condition that relates the evolution of the spatial curvature
with the backreaction. Finally we derive the generalization of the Buchert
equations to the case of general matter with non-zero vorticity.
In the fifth chapter we generalize the Buchert equations and the integra-
bility condition to the case of N + 1 dimensions. We analyse some differences
between the case of N + 1 dimensions, 3 + 1 dimensions and 2 + 1 dimensions,
and some particular solutions. In the (2 + 1)-dimensional case we relate the
average of the spatial Ricci curvature to the Euler characteristic.
The appendix is dedicated to the FLRW model, that has been included
because we often refer to it and to its equations in the text. We give precise
definitions of exact homogeneity and isotropy. We present the metric, and
we obtain Friedmann equations as a particular case of the Raychaudhuri
equation and the Hamiltonian constraint. We give some useful definitions.
We point out the role of the cosmological constant, and we show how it
provides acceleration.
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Notation and conventions.
• Spacetime indices are indicated by Greek letters and run from 0 to 3,
i.e. α, β, γ, . . . = 0, 1, 2, 3.
• Spatial indices are indicated by Latin letters and run from 1 to 3, i.e.
a, b, c, . . . = 1, 2, 3.
• The metric tensor is indicated by gαβ.
• The signature of the metric is (−+ ++).
• Einstein summation convention is used.
• We employ units such that the speed of light and the Newton gravita-
tional constant satisfy c = 1 = 8piGN/c2.
• Equality by definition is indicated by .= .
• Symmetrization is indicated by round brackets, for example we have:
T(αβ)
.
= 1
2
(Tαβ + Tβα).
• Antisymmetrization is indicated by square brackets, for example we
have: T[αβ]
.
= 1
2
(Tαβ − Tβα).
• The partial derivative w.r.t. xα is indicated with ∂α or with a comma,
for example we have: uβ,α = ∂αuβ.
• The covariant derivative w.r.t. xα is indicated with ∇α or with a
semicolon, for example we have: uβ;α = ∇αuβ.
Chapter 2
The 3+1 covariant formalism
One of the aims of cosmology is to describe the large scale structure of
the universe. On distances greater than the scale of the solar system, and
in particular on the scale of clusters of galaxies, gravity is the dominant
long-range force (we consider the heavenly bodies to be electrically neutral,
according to observations). General relativity describes gravitation on these
scales, and because we do not believe (as discussed in the introduction) that
there are sufficient reasons for modifications of this theory, we assume its
validity.
The core of general relativity may be summarized as follow: spacetime
can be described as a manifold (M, g) on which there is defined a Lorentzian
metric g; the curvature of the metric is related to the matter distribution by
the Einstein equation ([18, p. 73]).
In general relativity matter can be described either with a model of point
masses, or as a continuous medium. The latter is the only one that can
be carried out in a rigorous mathematical way, because the definition of a
singularity of the metric field (that describes a particle) has not yet been
obtained. So we use the latter approach, i.e. a fluid dynamical description
(see [19], [20] for a review).
We know from observations that the peculiar velocities of stars or galaxies
w.r.t. surrounding objects are small when compared to the general motion
of the clusters (that is an overall expansion), so we are able to determine a
local velocity which represents to a good approximation the over-all motion
of matter. Then we assume the existence at every point of spacetime of a
vector field representing this local velocity.
We can describe spacetime via 3+1 covariantly defined variables, via the
metric g described in a particular set of local coordinates by gαβ (xµ), or
via the metric described by means of particular tetrads. Because in general
relativity we have complete coordinate freedom, it is better when possible to
13
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describe physics and geometry by tensor relations and quantities, that remain
valid whatever coordinate system is chosen. In this work we use the 3+1
covariant approach (see [17, 19, 20, 21]), that is summarized in this chapter
together with some important relations in general relativity, and the evolution
and constraint equations that arise from the Einstein equation.
Note that all the relations obtained in this chapter are independent of
any particular cosmological model. For the sake of generality, we have also
included the cosmological constant.
2.1 Kinematical variables
2.1.1 Velocity vector field
We consider a set of observers spread out in spacetime. We assume that their
velocity is described by a unique vector field of components uµ that exists
at each point of spacetime. As a consequence there is a family of preferred
world lines representing their motion.1
In general coordinates xµ this four-velocity is
uµ
.
=
dxµ
dτ
, (2.1)
where τ is the proper time measured along the fundamental world lines, and
the normalization reads
uµu
µ = −1 . (2.2)
Instead of writing the four-velocity in a general way, one can choose to
use comoving coordinates (xa, t) defined as follows. Choose arbitrarily a space
section of the spacetime and label the fluid particles by coordinates xa; at all
later times label the same particles by the same coordinate values, so that the
fluid flow lines in spacetime are the curves xa = const. The time coordinate
is then determined by measuring proper time, from the initial space section,
along the flow lines. Expressed in these coordinates the four-velocity takes
the form
uµ = δ0µ . (2.3)
Note that this represents a particular choice of coordinates, so we avoid using
it unless necessary.2
1This family of preferred world lines is often referred to as a congruence, i.e., given an
open subset O ⊂M, a family of curves such that through each p ∈ O there passes precisely
one curve in this family [18, sec. 9.2]. The existence of this family of curves is proved in
chapter 3, section 3.4.1.
2When useful, after the definition of a quantity we give also its expression in comoving
coordinates.
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2.1.2 The projection tensors
A (3 + 1) split of the spacetime is determined, given uµ, by the projection
tensors :
Uµν
.
= −uµuν (2.4)
and
hµν
.
= gµν + uµuν . (2.5)
It is easy to show the projector character of these quantities, in fact by
construction they satisfy the sets of relations:
U βα U
γ
β = U
γ
α , U
α
α = 1 , Uαβu
β = uα , (2.6)
h βα h
γ
β = h
γ
α , h
α
α = 3 , hαβu
β = 0 . (2.7)
The tensor (2.4) projects parallel to the four-velocity vector uµ, while
(2.5) projects into the instantaneous rest space of an observer moving with
four-velocity uµ. In the sequel we often project quantities using the above
tensors. The meaning of quantities projected using hαβ is that they represent
what observers moving with uµ measure.3
Because of (2.5) the expression for ds2 can be written as
ds2 = gµνdx
µdxν = hµνdx
µdxν − (uµdxµ)2 . (2.8)
2.1.3 Acceleration vector
The effective time derivative of a tensor T measured by an observer moving
with the velocity uµ is denoted by T˙ . So
T˙α...βγ...δ
.
= uµ∇µTα...βγ...δ (2.9)
is the covariant time derivative along the fundamental world lines.
The acceleration vector u˙µ is then defined as
u˙µ
.
= uν∇νuµ , (2.10)
and it represents the degree to which the matter moves under the influence
of any forces (remember that in general relativity gravity and inertia, which
3If we consider another velocity vector field nν different from uµ, we can construct for
it projectors analogous to (2.4) and (2.5). So two observers, one moving with uµ, and the
other with nν , in general measure different values of the same physical quantity, because
their projectors are different.
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cannot be covariantly separated from each other, are not forces). The acceler-
ation identically vanishes if and only if matter is moving under gravity plus
inertia alone (geodesic flow), i.e. it is in free fall.
Note that the normalization (2.2) and the above definition imply that
u˙µu
µ = 0 , (2.11)
and so the acceleration can be considered, in this sense, spacelike.
In comoving coordinates we can express the acceleration vector, in terms
of the Christoffel symbols Γβµα, as
4
u˙α = Γα00 . (2.12)
2.1.4 Volume elements
Because (M, g) is an oriented pseudo-Riemannian manifold by construction,
it possesses a natural volume form that, in local coordinates, can be expressed
as
ε
.
=
1
4!
εα1α2α3α4
√
|g|dxα1 ∧ dxα2 ∧ dxα3 ∧ dxα4 =
=
√
|g|dx1 ∧ dx2 ∧ dx3 ∧ dx4 = ∗ (1) , (2.13)
where
g
.
= det (gµν) < 0 , (2.14)
and the quantity εα1α2α3α4 is the four-dimensional Levi-Civita symbol. We
have emphasized that we can also write the volume form as ∗ (1), i.e. the
Hodge dual of the constant map on the manifold.
So ηαβγδ is the four-dimensional volume element that arises from the above
form, and we have
ηαβγδ =
1
4!
√
|g|εαβγδ, and ηαβγδ = η[αβγδ] . (2.15)
Using it we can also define the three-dimensional volume element of the
rest-space of an observer moving with four-velocity uµ as
ηαβγ
.
= ηαβγδu
δ , (2.16)
for which
ηαβγ = η[αβγ] and ηαβγuγ = 0 . (2.17)
4We have used the expression of the covariant derivative of a vector field in terms of
the Christoffel symbols ∇βvα = ∂βvα − Γαβγuγ (see [18, p. 34]).
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2.1.5 Decomposition of the covariant derivative of the
four-velocity
We can also define a fully orthogonally projected covariant derivative ∇ˆ that,
for any tensor Tα...βγ...δ, is:
∇ˆµTα...βγ...δ = hαλh%γ . . . hβνhσδhϕµ∇ϕT λ...ν%...σ , (2.18)
with total projection on all free indices. The «hat» over the symbol of the
covariant derivative is used as a reminder of the fact that if uµ has non-zero
vorticity, then ∇ˆ is not a proper three-dimensional covariant derivative.5
It is also useful to denote the orthogonal projections of vectors and the
orthogonally projected symmetric trace-free part of tensors with angle brackets,
so we have
v〈α〉 = hαβv
β and T 〈αβ〉 =
[
h
(α
γh
β)
δ −
1
3
hαβhγδ
]
T γδ . (2.19)
Now we can split the covariant derivative of the four-velocity uµ into its
irreducible parts, defined by their symmetry properties:6
uα;β = ∇βuα = −uβu˙α + ∇ˆβuα = −uβu˙α + 1
3
Θhαβ + ωαβ + σαβ , (2.20)
where Θ is the expansion rate, ωαβ the vorticity tensor and σαβ the shear
tensor.
Generalized Hubble law
Before stating the properties and the definitions of the quantities introduced
by (2.20), let us obtain two equations that are useful in clarifying their physical
meaning.
Given a deviation vector ηα for the family of fundamental world lines,
which is defined as7
uα∇αηβ = ηα∇αuβ , (2.21)
5See chapter 3 for an exhaustive discussion about the role of vorticity.
6Note that some authors define ωαβ in a different way, and this can lead to a certain
confusion. For instance, while [22] and [6] use the same convention we use, i.e. ωαβ
.
=
∇ˆ[βuα], [21] uses ωαβ .= ∇ˆ[αuβ]. In that case instead of equation (2.20) you obtain
∇αuβ = −uαu˙β + ∇ˆαuβ = −uαu˙β + 13Θhαβ + ωαβ + σαβ , and also some other equations
differ in some signs from ours.
7See [18, p. 46].
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a relative position vector is obtained by using the projector (2.5)
ηα⊥ = h
α
βη
β . (2.22)
Introducing a relative distance δl and a relative direction vector eα for which
eαe
α = 1 and eαuα = 0, we can write the relative position vector in the form
ηα⊥ = δle
α . (2.23)
We can obtain the two propagation equations
δ˙l
δl
=
1
3
Θ + σαβe
αeβ (2.24)
and
e˙〈α〉 =
[
σαβ −
(
σγδe
γeδ
)
hαβ − ωαβ
]
eβ , (2.25)
that give respectively the rate of change of relative distance and the rate of
change of direction.
Considered in a cosmological model, equation (2.24) is a generalized Hubble
law, allowing for possible anisotropic expansions. It is valid for distances
large enough to ensure that random velocities are small if compared with
velocities associated with the general motion of matter, but small enough
for the Hubble relation to be linear, and also for the change in distance of
the galaxies to be relatively small during the time of light travel between the
galaxies and the observer. Thus we might expect its range of validity to be
roughly from 50 to 500 Mpc. Equation (2.25), that we expect to be valid
roughly on the same length scale, gives us the rate of change of position in
the sky of neighboring clusters of galaxies, with respect to an observer at rest
in a local inertial frame (L.I.F.).
Now we can come back to the kinematic quantities previously introduced,
and clarify their meaning in light of these equations.
Expansion rate
The expansion rate Θ is a scalar quantity and it is defined as the trace of the
velocity gradient, i.e.
Θ
.
= ∇µuµ = ∇ˆµuµ . (2.26)
Thinking of a sphere of fluid particles that changes according to (2.24)
during a small increment of proper time, it is easy to understand that Θ
describes the isotropic volume expansion of that sphere. We may then define
a representative length l by the equation
l˙
l
=
1
3
Θ , (2.27)
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which is nothing other than what we obtain from equation (2.24) if the shear
tensor vanishes. The quantity l, which represents completely the volume
behavior of the fluid, in a Friedmann-Lemaître-Robertson-Walker model
(where isotropy holds by construction) corresponds to the scale factor a(t).8
From it we can define the Hubble parameter to be
H (t)
.
=
l˙
l
=
1
3
Θ , (2.28)
that is the slope of the curve l (t). Let us call Hubble Constant the value
H0
.
= H (t0) assumed today by this parameter (t0 being the present age of
the universe).9
In comoving coordinates, the expansion rate expressed in terms of the
Christoffel symbols turns out to be10
Θ = ∂0
(
ln
√
|g|
)
. (2.29)
Vorticity
The vorticity tensor ωαβ is defined as the antisymmetric part of the orthogo-
nally projected covariant derivative of the velocity field, i.e.11
ωαβ
.
= ∇ˆ[βuα] , (2.30)
so it is obvious that
ωαβ = ω[αβ] , ωαβu
β = 0 , ωαα = 0 . (2.31)
From (2.30) it follows that the tensor ωαβ has only three independent compo-
nents, so instead of it we can use without loss of information the vorticity
vector
ωα
.
=
1
2
ηαβγωβγ , (2.32)
8For a brief review on FLRW models, see appendix A.
9Note that the value of t0 is strongly model-dependent, i.e. it can be obtained using the
measured value of H0, but in order to do that we must assume the validity of a particular
cosmological model. In a ΛCDM model we also need to know the value of the parameters
ΩM , ΩΛ,. . . (defined in the appendix), but roughly we can obtain a value for t0 that is
t0 ≈ tH .= 1H0 ≈ 13.6Gyr, where we have used the value H0 ≈ 73.8 kms−1Mpc−1; see
also section A.2.2.
10Equation (2.29) is obtained using the expression of the covariant derivative in terms
of the Christoffel symbols and the property Γαβα = ∂βg/2g = ∂β
(
ln
√|g|). The same
result can be obtained by the use of the expression for the divergence of a four-vector
∇αvα = 1√−g∂α (
√−gvα).
11Sometimes a different definition is used, see footnote 6 on the page 17.
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from which the vorticity tensor can be obtained by
ωαβ = ηαβγω
γ , (2.33)
and we have
ωαu
α = 0 . (2.34)
We can also define a scalar quantity that is used in the sequel: the vorticity
scalar 12
ω
.
=
1
2
(
ωαβω
αβ
) 1
2 = (ωαω
α)
1
2 . (2.35)
Note that the conditions of vanishing vorticity tensor (ωαβ = 0), vanishing
vorticity vector (ωα = 0) and vanishing vorticity scalar (ω = 0) are equivalent,
as can be seen from their definitions, i.e.:
ωαβ = 0⇔ ωα = 0⇔ ω = 0 . (2.36)
The vorticity tensor ωαβ determines a rigid rotation of our sphere of fluid
with respect to a local inertial frame. The vorticity vector ωα makes it more
clear: its direction is the axis of rotation of the matter, because it is the only
one left unchanged by the action of vorticity alone.13
In comoving coordinates the vorticity turn out to be
ω0α = 0 , ωij = ∂[jui] , (2.37)
where ui = g0i.
Shear
The shear tensor is defined as the trace-free symmetric part of the spatial
projection of the covariant derivative of the velocity vector field, i.e.
σαβ
.
= ∇ˆ(βuα) . (2.38)
From this equation we can easily obtain the properties
σ(αβ) = σαβ , σαβu
β = 0 , σαα = 0 , (2.39)
and we can define the scalar quantity σ, the shear scalar, as
σ
.
=
(
1
2
σαβσ
αβ
) 1
2
. (2.40)
12Note that ω is not the trace of ωαβ , which is anyway traceless.
13For a wide discussion about the role of vorticity see chapter 3.
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Note that
σ = 0⇔ σαβ = 0 . (2.41)
The action of the tensor σαβ determines the distortion of a sphere of
fluid particles, leaving the volume and the principal axis of shear (i.e. the
eigenvectors of the shear tensor) unchanged, while all other directions change.
In comoving coordinates we can express the shear as
σαβ = −
(
Γ0αβ + δ
0
α Γ
0
β0 + Γ
0
α0δ
0
β + δ
0
α δ
0
β Γ
0
00
)
. (2.42)
2.2 The curvature tensor
In general relativity the curvature of spacetime is described by the Riemann
curvature tensor, whose components satisfy the properties:14
R[αβ][γδ] = Rαβγδ , (2.43a)
Rαβγδ = Rγδαβ , (2.43b)
Rα[βγδ] = 0 . (2.43c)
This tensor, which possesses 20 independent components, can be alge-
braically separated into the Ricci tensor Rαβ, defined as
Rαβ
.
= Rγαγβ = R
γ
α βγ , (2.44)
and the Weyl tensor (often called the conformal curvature tensor), whose
components are defined by15
Cαβγδ
.
= Rαβγδ − 2g[αγRβ]δ +
R
3
g
[α
γg
β]
δ , (2.45)
where R is the Ricci scalar defined as
R
.
= Rαα . (2.46)
The Ricci tensor Rαβ possesses 10 independent components, and from
(2.43b) and its definition it follows that
Rαβ = Rβα , (2.47)
14This relations are proved in [23, p. 142], where can also be found the definition of the
Riemann tensor as the curvature tensor of the Levy-Civita connection. Note that equation
(2.43c) is usually called the first Bianchi identity.
15Here we are working in four dimensions, for a N -dimensional version of this definition
see [18, p. 40].
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i.e. the Ricci tensor is symmetric. It describes the amount by which the
volume element of a geodesic ball on our Riemannian manifold (M, g) deviates
from that of the standard ball in Euclidean space. We can think of it as the
trace part of Rαβγδ.
The Weyl tensor Cαβγδ also has 10 independent components, and it conveys
the part of information contained in the Riemann tensor that describes how the
shape of a body is distorted by tidal forces when moving along geodesics, but
not information about changes in the volume. It possesses all the symmetries
of the Riemann tensor, plus the additional property
Cαβαγ = 0 , (2.48)
and we can think of it as the trace-free part of the Riemann tensor.
The Weyl tensor is the only part of the curvature tensor that exists in free
space, a solution of the vacuum Einstein equation,16 so it represents the free
gravitational field, enabling gravitational action at a distance, and describing
tidal forces and gravitational waves, while the Ricci tensor Rαβ is determined
locally at each point by the energy-momentum tensor through the Einstein
equation, and it vanishes identically in the vacuum case.17 The tensors Cαβγδ
and Rαβ together completely represent the Riemann curvature tensor Rαβγδ,
which can be decomposed as18
Rαβγδ = Cαβγδ − gα[δRγ]β − gβ[γRδ]α − R
3
gα[γgδ]β . (2.49)
The Weyl tensor can be split relative to uα into the electric Weyl curvature
part :
Eαβ
.
= Cαβγδu
γuδ , (2.50)
for which
Eαα = 0 , Eαβ = E(αβ) , Eαβu
β = 0 , (2.51)
and the magnetic Weyl curvature part :
Hαβ
.
=
1
2
ηαγδC
γδ
βνu
ν , (2.52)
for which
Hαα = 0 , Hαβ = H(αβ) , Hαβu
β = 0 . (2.53)
16More generally, the Weyl tensor is the only part of the curvature tensor that exists for
Ricci-flat manifolds. It vanishes identically in dimensions 2 and 3, while in dimensions ≥ 4
it is in general non-zero.
17This is true only for vanishing cosmological constant, otherwise the Ricci tensor in the
vacuum case is proportional to the metric tensor, see (2.61).
18See for instance [24].
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The quantities Eαβ and Hαβ are projected orthogonal to uµ by construction,
so they are what an observer moving with four-velocity uµ measures.19
Expressed in terms of Eαβ and Hαβ, the Weyl tensor Cαβγδ reads:
C γδαβ = 4
(
u[αu
[γ + h
[γ
[α
)
E
δ]
β] + 2ηαβεu
[γHδ]ε + 2u[αHβ]εη
γδε , (2.54)
and an equivalent expression can be found in [17, p. 11].
2.3 Dynamics
2.3.1 The Einstein field equation
Space tells matter how to move, matter tells space how to curve.20
Throughout this work we assume the validity of Einstein’s general relativity
as the theory that describes the geometry of spacetime. In this theory
the geometry of spacetime is specified once given a metric tensor gαβ (xµ).
The behavior of matter is described by the energy-momentum tensor which
contains information about each matter component and their non-gravitational
interactions. On the other hand, the interaction between geometry and matter,
i.e. how matter determines the geometry, which in turn determines the motion
of matter, is encoded in the Einstein equation.
The Einstein field equation21 (E.F.E.) is:22
Gαβ
.
= Rαβ − 1
2
gαβR = Tαβ − Λgαβ , (2.55)
where Gαβ is called the Einstein tensor, Rαβ is the Ricci tensor, R is the
Ricci scalar, Tαβ the energy-momentum tensor and we have included Λ, the
19If we consider an observer that is moving with a different four-velocity, the tensor
Cαβγδ is the same, but he will measure a different value of Eαβ and Hαβ . See also section
2.1.2.
20Quoted from [25, p. 5].
21The wording “field equation” was particularly dear to Einstein, and this is the reason
we use it in this section. In the rest of this work we refer to equation (2.55) simply as the
“Einstein equation”.
22According to our choice of inserting in the equations the cosmological constant, this
version of the Einstein equation contains the additional term Λgαβ . For vanishing cosmo-
logical constant we obtain the original version of the Einstein equation, Gαβ = Tαβ . As
explained in chapter 1, in order to account for acceleration we can modify the geometric
side of this last equation (modified gravity approach), obtaining Gαβ + T
′dark
αβ = Tαβ , or
the matter side (dark energy approach), that gives Gαβ = Tαβ + T
′′dark
αβ (see [2]). The case
of the cosmological constant corresponds to the choice T
′dark
αβ = Λgαβ that gives equation
(2.55).
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cosmological constant, for the sake of generality. This equation is equivalent
to a set of coupled non-linear second order partial differential equations for
the components gαβ of the metric. Each of the tensor quantities that it relates
possesses 10 independent components, so we have 10 equations, but because
of the 4 differential twice contracted Bianchi identities
∇αGαβ = 0 (2.56)
we can reduce to 6 the number of independent equations by the choice of the
gauge (i.e. of coordinates).23
By taking the covariant derivative of the Einstein equation, substituting
the twice contracted Bianchi identities (2.56), and remembering that
∇αgαβ = 0 (2.57)
by definition and that Λ is defined as a constant in space and time, i.e.
∇αΛ = 0 , (2.58)
we easily obtain the equation24
∇αTαβ = 0 . (2.59)
In the case of vanishing energy-momentum tensor the Einstein equation
reduces to the vacuum field equation
Rαβ − 1
2
gαβR + gαβΛ = 0 . (2.60)
Contracting these equations by the metric we obtain that25
R = 4Λ, or equivalently Rαβ = gαβΛ . (2.61)
Examples of vacuum solutions (i.e. solutions of the vacuum field equations)
are the Minkowski spacetime used in special relativity, the Schwarzschild
solution that describes static black holes and the Kerr solution for rotating
black holes.
23For more details see [18, pp. 259–260].
24In a local inertial frame (where there is no gravity) and in absence of external forces,
the conservation equations ∂αTαβ = 0 hold [26, p. 155]. If we write the equations
(2.59) using the expression of the covariant derivative in terms of the Christoffel symbols
∇γTαβ = ∂γTαβ − ΓδαγTδβ − ΓδβγTαδ we obtain ∂αTαβ = ΓµβνT νµ + gανΓµανTµβ , so we can
think of (2.59) as an evolution equation, rather than a conservation equation.
25Manifolds with vanishing Ricci tensor are called Ricci-flat manifolds while manifolds
with a Ricci tensor proportional to the metric are known as Einstein manifolds (see [23, p.
145]).
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2.3.2 The 3+1 decomposition of the energy-momentum
tensor
The energy-momentum tensor Tαβ (sometimes called stress-energy tensor,
stress-energy-momentum tensor or matter tensor) describes the density and
flux of energy and momentum in spacetime, and enters the Einstein equation
as the source term.
The tensor Tαβ can be decomposed with respect to uα as
Tαβ = µuαuβ + qαuβ + uαqβ + phαβ + piαβ . (2.62)
In the above decomposition, µ is the total energy density of matter relative
to uα, defined as
µ
.
= Tαβu
αuβ . (2.63)
The isotropic pressure p is defined as
p
.
=
1
3
Tαβh
αβ , (2.64)
while the anisotropic pressure (or anisotropic stress) piαβ as
piαβ
.
= Tγδh
γ
〈αh
δ
β〉 , (2.65)
from which we obtain the following properties:
piαβ = pi(αβ) , pi
α
α = 0 , piαβu
α = 0 . (2.66)
The relativistic momentum density qα is defined as
qα
.
= −Tβγuβhγα , (2.67)
it is spacelike, in the sense that
qαu
α = 0 , (2.68)
and it represents also the energy flux relative to uα.
2.3.3 The 3+1 decomposition of the Riemann tensor
Now the Riemann tensor Rαβγδ can be put into a fully (3 + 1)-decomposed
form. In order to do this, we consider its decomposition (2.49) in terms of
the Weyl tensor Cαβγδ and the Ricci tensor Rαβ. Using (2.54) we can write
Cαβγδ in terms of the projected quantities Eαβ and Hαβ. With the Einstein
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equation (2.55) we express Rαβ in terms of the energy-momentum tensor.
Finally we insert the 3 + 1 decomposition (2.62) of Tαβ. We obtain:26
Rαβγδ = R
αβ
P γδ +R
αβ
I γδ +R
αβ
E γδ +R
αβ
H γδ , (2.69)
where we have defined
RαβP γδ
.
=
2
3
(µ+ 3p− 2Λ)u[αu[γhβ]δ] +
2
3
(µ+ Λ)hα[γh
β
δ] , (2.70a)
RαβI γδ
.
= −2u[αhβ][γqδ] − 2u[γh[αδ]qβ] − 2u[αu[γpiβ]δ] + 2h[α[γpiβ]δ] , (2.70b)
RαβE γδ
.
= 4u[αu[γE
β]
δ] + 4h
[α
[γE
β]
δ] , (2.70c)
RαβH γδ
.
= 2ηαβεu[γHδ]ε + 2ηγδεu
[αHβ]ε . (2.70d)
The former two terms arise from the decomposition of the Ricci tensor, and
the latter two from the decomposition of the Weyl tensor.
2.3.4 Energy conditions and equations of state
The Einstein equation does not give information on the form of the energy-
momentum tensor, i.e. it does not specify which kinds of states of matter (or
of non-gravitational fields) that it describes are admissible in a description
of the universe. This allows more generality, because in this way we can
describe how gravity works for arbitrary forms of matter, but on the other
hand it means that without any further criterion the Einstein equation admits
solutions with properties that don’t seem to resemble anything in the real
universe, even approximately.
For this reason usually one or more of the following conditions are imposed
(see [18, p. 218]):
• the weak energy condition:
µ = Tαβu
αuβ ≥ 0 , (2.71)
i.e. the requirement that the total energy density not be negative;
• the strong energy condition:
µ+ 3p = Tαβu
αuβ +
1
2
T ≥ 0 ; (2.72)
26Here P stands for the perfect fluid part (i.e. ideal fluid part), I for the imperfect fluid
part, E marks the part due to the electric Weyl curvature and H that due to the magnetic
Weyl curvature.
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• the dominant energy condition:27
− Tαβuβ is a future-pointing causal vector
∀uα that is a future-pointing causal vector, (2.73)
i.e. mass-energy can never flow faster than light. The physical (thermody-
namical) description of the fluid lies also in the equation of state that relates
these quantities, which depends on the type of matter we consider.
2.3.5 Particular fluids
Often a particular physical situation may be well described by using, instead
of the general matter form of the energy-momentum tensor given in equation
(2.62), a particular kind of fluid represented by a simpler form of Tαβ. An
interesting case is an ideal fluid,28 and especially the dust sub-case.
Ideal fluid
An ideal fluid is characterized by the matter tensor
Tαβ = µuαuβ + phαβ , (2.74)
which is obtained from equation (2.62) by choosing qα = 0 = piαβ.
After this statement a question may arise: what is the meaning of the
description carried by this simpler form of the energy-momentum tensor? A
fluid is in general described through the form (2.62) of the energy-momentum
tensor Tαβ. The pressure p, the energy flux qα and anisotropic pressure piαβ
describe the way the «fluid’s elements» interact with each other. If qα and
piαβ are much smaller than µ and p, then we can approximately consider them
to vanish, so we can use the form (2.74) of the energy-momentum tensor as
an approximation of the correct form (2.62).
An equation of state is a relation that expresses p as a function of other
dynamical quantities, such as µ. Let us recall, as an example, that the main
27A vector v is causal when ||v|| = g (v,v) = gµνvµvν ≤ 0, i.e. when it is either timelike
(||v|| < 0) or lightlike (||v|| = 0). A causal vector v at a point p of the manifold (M, g) is
future pointing when it lies in the conventionally named «future half» of the light cone of p.
Note that the light cone of p is defined as the light cone passing through the origin of the
tangent space TpM to the manifoldM at the point p, that is isomorphic to Minkowsky
spacetime (see [18, p. 189]).
28While in thermodynamics it is common to use the name perfect fluid, in cosmology
this kind of fluid is usually called an ideal fluid, and we follow this custom.
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component of the radiation content of the universe (the cosmic microwave
background) can be represented as a ideal fluid with the equation of state29
p =
1
3
µ . (2.75)
Dust
The dust case, also referred to as pressure-free matter or cold dark matter, is
characterized by
Tαβ = µuαuβ . (2.76)
In this case we are considering a fluid for which also p is much smaller than
µ, so we can neglect it too and describe the fluid with the energy-momentum
tensor given by equation (2.76). In this case we have30
µ ∝ a−3 and u˙α = 0 . (2.77)
2.4 Evolution and constraint equations
There are three sets of equations that arise from the Einstein equation, one set
using the Ricci identities, the others using the Bianchi identities respectively
contracted once and twice.31
2.4.1 Ricci identities
From the definition of the Riemann tensor (and sometimes «as» the definition
of the Riemann tensor, see [18, p. 37]) for the vector field uα we have
2∇[α∇β]uγ = R γαβ δuδ , (2.78)
known as Ricci identities. To extract the physical information stored in these
identities, we project them along the world lines originated by uα by use of
the projector Uαβ, and into the hypersurfaces orthogonal to uα using hαβ.
Separating the two equations that we obtain into trace, antisymmetric part
and symmetric trace-free part we have the following six equations.
29See [19, p. 599]; other examples are given by equation (A.15).
30These two equations arise by inserting the above form of the energy-momentum tensor
in the equations (2.96) and (2.97) respectively.
31These equations are briefly summarized in [21, pp. 9-12], and [22], while here we also
show how we obtain them.
CHAPTER 2. THE 3+1 COVARIANT FORMALISM 29
Propagation equations
Projecting (2.78) parallel to the vector field uα by the projector (2.4) we
obtain three evolution equations for the three quantities Θ, ωα and σαβ.
• By taking the trace and using in turn the expression (2.20) for the
gradient of the four-velocity, the Einstein equation (2.55), the decompo-
sition (2.62) of the matter tensor and the property of the metric tensor
gαβg
αγ = δ γβ , we obtain the Raychaudhuri equation:
Θ˙ +
1
3
Θ2 = −1
2
(µ+ 3p)− 2σ2 + 2ω2 + ∇ˆαu˙α + u˙αu˙α + Λ . (2.79)
This is the basic equation of gravitational attraction; it also shows the
repulsive nature of a positive cosmological constant and leads to the
identification of (µ+ 3p) as the active gravitational mass density (see
[27] for the original derivation).
• By taking the antisymmetric part and using the decomposition of the
velocity gradient (2.20) we get the vorticity propagation equation:
ω˙〈α〉 = −2
3
Θωα + σαβω
β − 1
2
ηαβγ∇ˆβu˙γ , (2.80)
which is independent of the matter content and of the Einstein equation.
In particular this equation shows that, if vorticity vanishes initially for
a perfect fluid with barotropic equation of state (i.e. p = p (µ)), it will
remain zero throughout the whole time evolution.32
• By taking the spatially projected symmetric trace-free part through
the use of (2.19), inserting again the Einstein equation (2.55) and the
decomposition (2.62) of the matter tensor, and splitting the Riemann
tensor as in (2.70), we obtain the shear propagation equation:
σ˙〈αβ〉 =∇ˆ〈αu˙β〉 − 2
3
Θσαβ + u˙〈αu˙β〉 − σ〈αγσβ〉γ
− ω〈αωβ〉 − Eαβ + 1
2
piαβ ,
(2.81)
where we can see that the Weyl tensor (which represents tidal grav-
itational forces) induces shear through Eαβ, that then feeds into the
Raychaudhuri and vorticity propagation equations, influencing the na-
ture of the fluid flow.
32This can be see from equation (2.97).
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Constraint equations
Now we project the Ricci identities (2.78) orthogonally to the velocity vector
field uα with the projector hαβ (projecting over every free index). Separating
the trace, the symmetric trace-free part and the antisymmetric part we have
three constraint equations.
• Taking the trace, using again (2.20), (2.55), (2.62) and the split (2.70),
we obtain the shear divergence constraint :
∇ˆβσαβ = 2
3
∇ˆαΘ− ηαβγ
(
∇ˆβωγ + 2u˙βωγ
)
− qα , (2.82)
which shows how the momentum flux qα relates to the spatial inhomo-
geneity of the expansion.
• Taking the antisymmetric part and inserting the expression (2.20) for the
covariant derivative of the four-velocity we have the following vorticity
divergence constraint :
∇ˆαωα = u˙αωα , (2.83)
which is independent of the matter tensor and the Einstein equation.
• Taking the symmetric trace-free part as we did for (2.81), inserting
(2.20) and the split of the Riemann tensor (2.70) we obtain the magnetic
constraint :
Hαβ = 2u˙〈αωβ〉 + ∇ˆ〈αωβ〉 + ηγδ〈α∇ˆγσδβ〉 , (2.84)
which characterizes the magnetic Weyl curvature, and like (2.80) and
(2.83) is independent of the matter content and of the Einstein equation.
2.4.2 Bianchi identities
The Riemann tensor satisfies the Bianchi identities as follows:33
∇[εRγδ]αβ = 0 . (2.85)
By inserting the splitting (2.49) of the Riemann tensor, using the Einstein
equation (2.55) and contracting (over the indices ε and δ), the once contracted
Bianchi identities are found to be:
∇δCαβγδ +∇[αRβ]γ + 1
6
δγ[α∇β]R = 0 . (2.86)
33Sometimes these identities are called second Bianchi identity, in order to distinguish
them from the first Bianchi identity (2.43c). They are proved in [23, p. 143].
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In a similar manner to the Ricci identities, we can extract the information
stored in the above equation by projecting it along the world lines originated by
uα, and on the orthogonal hypersurfaces. These projections yield, respectively,
two propagation and two constraint equations:
hα〈µh
γ
ν〉u
β
(
∇δCαβγδ +∇[αRβ]γ + 1
6
δγ[α∇β]R
)
= 0 , (2.87)
ηλσ〈µh
γ
ν〉h
λαhσβ
(
∇δCαβγδ +∇[αRβ]γ + 1
6
δγ[α∇β]R
)
= 0 , (2.88)
hαµh
γβ
(
∇δCαβγδ +∇[αRβ]γ + 1
6
δγ[α∇β]R
)
= 0 , (2.89)
ηλσµu
γhλαhσβ
(
∇δCαβγδ +∇[αRβ]γ + 1
6
δγ[α∇β]R
)
= 0 . (2.90)
The below sets of equations are explicitly determined by inserting in
equations (2.87)–(2.90) the splitting of the Weyl tensor that arises from
(2.70), and the expression of the Ricci tensor that we obtain substituting the
form (2.62) of the energy-momentum tensor into the Einstein equation (2.55).
Evolution equations
These two equations together show how gravitational radiation, i.e. gravita-
tional waves, arises [21, p. 11].
• The electric propagation equation is:
E˙〈αβ〉 =−ΘEαβ + 3σ γ〈α Eβ〉γ −
1
2
(µ+ p)σαβ − 1
2
σ
γ
〈α piβ〉γ
− 1
2
p˙i〈αβ〉 − 1
6
Θpiαβ − 1
2
∇ˆ〈αqβ〉 − u˙〈αqβ〉
+ ηγδ〈α
(
∇ˆγH δβ〉 + 2u˙γH δβ〉 − ωγE δβ〉 −
1
2
ωγpi
δ
β〉
)
.
(2.91)
• The magnetic propagation equation is:
H˙〈αβ〉 =− ηγδ〈α
(
∇ˆγE δβ〉 −
1
2
∇ˆγpi δβ〉 + 2u˙γE δβ〉 + ωγH δβ〉 +
1
2
qγσ
δ
β〉
)
−ΘHαβ + 3σ γ〈α Hβ〉γ −
3
2
ω〈αqβ〉 .
(2.92)
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Constraint equations
• The electric constraint equation is:
∇ˆβEβγ =− 3ωβHβα + η βγα
(
σβδH
δ
γ −
3
2
ωβqγ
)
+
1
3
∇ˆαµ− 1
2
∇ˆβpiβγ − 1
3
Θqα +
1
2
σαβq
β ,
(2.93)
where the spatial gradient of the energy density acts as a source term. It
can be regarded as a vector analogue of the Newtonian Poisson equation,
enabling tidal action at a distance.
• The magnetic constraint equation is:
∇ˆβHβγ =3ωβEβα − η βγα σ δβ
(
Eγδ +
1
2
piγδ
)
+ (µ+ p)ωα − 1
2
piαβω
β − 1
2
η βγα ∇ˆβqγ ,
(2.94)
where the fluid vorticity acts as a source.
2.4.3 Twice-contracted Bianchi identities
The twice contracted Bianchi identities (2.56) arise writing the Bianchi
identities (2.85) in the form
∇εRαβγδ +∇γRαβδε +∇δRαβεγ = 0 , (2.95)
and contracting twice. Inserting the Einstein equation (2.55) gives rise to
equation (2.59), i.e. the vanishing of the covariant derivative of the energy-
momentum tensor. We can insert in this expression the form (2.62) of Tαβ
and use again (2.20) in order to obtain two further propagation equations.
Propagation equations
• Projecting parallel to uα with the projector (2.4) we have
µ˙ = −Θ (µ+ p)− ∇ˆαqα − 2u˙αqα − σαβpiαβ , (2.96)
while
• projecting orthogonal to uα we obtain
∇ˆαp = − (µ+ p) u˙α− q˙〈α〉−∇ˆβpiαβ− 4
3
Θqα−σαβqβ−u˙βpiαβ+ηαβγωβqγ .
(2.97)
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Sometimes these equations are called the energy conservation equation (or
continuity equation) and the momentum conservation equation, respectively,
even if they show that in the general case the aforementioned quantities are
not conserved.
Chapter 3
Frobenius’ theorem
In this chapter we go in detail through Frobenius’ theorem, which is a
fundamental result in differential topology. In order to achieve maximal
generality, we present the theorem in an abstract way, by using vector fields
first, and employing differential forms later. Stated this way, Frobenius’
theorem is a powerful tool for mathematics, and for helping to understand
physical aspects of our universe.
In general relativity the existence of spacetime is given, while space and
time, considered separately, are derived concepts. We usually choose a four-
velocity vector field, and use it to define time. Then arises the question of
whether or not a three-dimensional space exists, or if we have only spacetime.
Frobenius’ theorem gives the answer to this question: a family of three-
dimensional spaces orthogonal to the four-velocity vector field exists if and
only if the vorticity vanishes.
This result is of fundamental importance for our discussion on average
quantities, because we want to average over three-dimensional hypersurfaces.
We can always consider three-dimensional sections of the four-dimensional
manifold, but three-dimensional sections that are orthogonal to the four-
velocity vector field (and so can be interpreted as three-dimensional physical
spaces) exist if and only if the vorticity vanishes.
After some brief mathematical remarks (most of which can be found in
[23] and [28]), we give the vector formulation of the theorem (which can be
found for instance in [18, pp. 434–435] and [28, pp. 440–441]), the dual
formulation (see [18, pp. 435–436]) and the proof (see [28, pp. 441–442]).
Then we analyse the consequences from a physical point of view (some useful
insights can be found in [29]).
34
CHAPTER 3. FROBENIUS’ THEOREM 35
3.1 Mathematical remarks
First of all, we want to recall some known mathematical concepts. Since a
deep explanation of these results, and proofs of many of them, are beyond
the aim of this work, we just summarize them, explaining in detail only what
we need.
3.1.1 Lie brackets
LetM be a manifold and TM the tangent bundle to this manifold. A vector
field X is usually defined as a map X ∈ C∞ (M, TM) (see [23, p. 38]), i.e.
a section of the tangent bundle TM. Regarded in this way, a vector field
is a differential operator acting on smooth functions onM, f ∈ C∞ (M,R),
and its action gives back another function X (f) ∈ C∞ (M,R). In local
coordinates xα, when the basis of TM is { ∂
∂xα
, α = 1, 2, . . . , dim (M)}, the
vector field acting on f can be expressed as X (f) = Xα ∂f
∂xα
. Given another
vector field Y , we can consider the action of Y on X (f), i.e. Y (X (f)). Now
we can define a useful object (see [23, p. 52]).
Definition 1. (Lie brackets of vector fields) Given two vector fields X, Y on
M, and a function f ∈ C∞ (M,R), we define the Lie brackets of the vector
fields X and Y (sometimes called the commutator between X and Y ) to be:
[X, Y ] f
.
= X (Y (f))− Y (X (f)) . (3.1)
If we want to express the Lie brackets in terms of the covariant derivative,
we can write them in the following way:1
[X, Y ] f =
(
Xα∇αY γ − Y β∇βXγ
)∇γf , (3.2)
which gives for the components the expression
[X, Y ]γ =
(
Xα∇αY γ − Y β∇βXγ
)
. (3.3)
This object is independent of the choice of coordinates, but sometimes it
is useful to express it in local coordinates as
[X, Y ] f =
(
Xα
∂Y γ
∂xα
− Y β ∂X
γ
∂xβ
)
∂f
∂xγ
, (3.4)
and it is evident that the Lie brackets of two vector fields are a vector field.
1 See[18, p. 31].
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We say that two vector fields X and Y commute when their Lie brackets
vanish, i.e.
[X, Y ] = 0 . (3.5)
The Lie brackets [., .] are a map from Γ (TM)×Γ (TM) to Γ (TM) with
the following properties:2
[X, Y ] = − [Y,X] , (Antisymmetry) (3.6a)
[X + Y, Z +K] = [X,Z] + [Y, Z] + [X,K] + [Y,K] , (Bilinearity) (3.6b)
[fX, gY ] = fg [X, Y ] + fX (g)Y − gY (f)X , (3.6c)
[X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z,X]] = 0 , (Jacobi identity) (3.6d)
where f and g are two functions. The Lie brackets equip the real vector
space Γ (TM) with the structure of a Lie algebra. From (3.6a) it follows
immediately that
[X,X] = 0 ∀ vector fields X onM. (3.7)
3.1.2 One-parameter group of diffeomorphisms
Consider now a vector field X ∈ C∞ (M, TM), a point p ∈ M, an open
interval I ⊂ R containing zero, and the smooth curve
c : I ⊂ R −→M
t −→ c (t) c (0) = p . (3.8)
Definition 2. (Integral curve) The curve c (t) is an integral curve of the
vector field X passing through p if and only if
X|c(t) = dc (t)
dt
. (3.9)
The intuitive meaning of the above definition is that, given the vector
field X defined over M, the integral curve c (t) is a curve on M with the
property that the tangent vector to this curve at every point p ∈M is given
by X|p, i.e. the corresponding vector of the vector field X at the point p. At
every point of the manifold the vector field X gives us only one vector X|p,
so it is intuitively clear that two integral curves cannot cross. It is possible
to demonstrate (see section 3.4.1) that one and only one such curve passes
through each point p ∈M.
Now we can consider other points p1, p2, . . . , and the integral lines that
pass through them. Changing our point of view, we can think of freezing the
2Γ (TM) is the vector space of the smooth sections of the tangent bundle ofM.
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parameter t at a fixed value, and see what happens when the point p varies.
This change of point of view may be formalized as follows. Given the curve
c (t) onM as above, the map
ϕt : M−→ ϕt (M)
p −→ ϕt (p) .= cp (t)
(3.10)
is a diffeomorphisms, and we can make the following definitions.
Definition 3. (Flow of a vector field) The C∞ map ϕt (p) : R ×M →M
defined above is called the flow of the vector field X.
Definition 4. (One-parameter group of diffeomorphisms) A one-parameter
group of diffeomorphisms is a C∞ map ϕt : R×M→M that for fixed t is
defined as in (3.10), and for all t, s ∈ R satisfies ϕt ◦ ϕs = ϕt+s.
From the way we have constructed it, it is obvious that to a one-parameter
group of diffeomorphisms is associated a vector field, which is precisely the
vector field X associated to ϕt (q) through equation (3.9).
3.1.3 Lie derivative of vector fields
The Lie derivative is an object that evaluates the change of a tensor field
along the flow of a vector field. This can be seen from its definition.
Definition 5. (Lie derivative) Consider a vector field X onM, a tensor field
T onM, and a one-parameter group of diffeomorphisms ϕt (p), t ∈ I ⊂ R,
related to X as in the previous section. The Lie derivative of T along X is
defined as3
LXT
.
=
d
dt
(ϕ∗tT )t=0 , (3.11)
where ϕ∗tT is the pullback of T via ϕt.
We are interested in evaluating the change of a vector field Y along the
flow of the vector field X. In this particular case it can be demonstrated (see
[23, p. 54]) that the Lie derivative of a vector field Y along the vector field
X turns out to be
LXY = [X, Y ] , (3.12)
i.e. precisely the Lie Brackets (3.1) of the two vector fields.
3See [23, p. 54].
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3.2 Frobenius’ theorem
Frobenius’ theorem can be seen from different points of view, enlightening
different aspects of it. So several equivalent formulations of the statement
are possible. We focus on the formulations that are most interesting for our
purposes. First we give a vector formulation, which is easier to figure out
because of its geometrical character, and gives immediately an important
result (see section 3.4.1). This formulation can be found for instance in [18,
pp. 434–435], and in [28, pp. 440–441]. Then we give a dual formulation,
which makes use of differential forms, and is useful in order to relate the
geometrical meaning of this theorem to the physical quantities we use in
general relativity, in particular the vorticity ωαβ. This formulation can be
found for instance in [18, pp. 435–436].4
3.2.1 Vector fields formulation
Let (M, g) be an n-dimensional manifold, TpM ' Rn the tangent space to
the manifold at the point p,5 and TM .= {∪p∈MTpM} the tangent space to
the manifold. At every point p ∈ M let Wp ⊂ TpM be a subspace of the
tangent space TpM, with dimension dim (Wp) = k < n.
Let us define some concepts that we need in order to give the statement
of the theorem.
Definition 6. (Distribution) We define a k-dimensional distribution W on
the manifoldM to be an assignment of a subspace Wp for every p ∈M. So
W
.
= {⋃p∈MWp}. Sometimes W is called a k-dimensional specification of
subspaces Wp.
Definition 7. (Smooth distribution) The distribution W is said to be smooth
(or C∞) if ∀ p ∈ M there is an open neighborhood U of p and k smooth
vector fields X1, . . . , Xk on U that span Wp ∀ p ∈ U .
Definition 8. (lie in) A vector field X : N ⊂M→ TM on an open domain
N is said to lie in the distribution W if X|p ∈ Wp ∀ p ∈ N .
4In mathematical analysis the theorem is usually formulated in a different way, and it
gives necessary and sufficient conditions for finding a maximal set of independent solutions
of an overdetermined system of first order homogeneous linear p.d.e., but this formulation
is beyond the scope of this work.
5TpM has the same dimension as M; this is intuitively easy to understand, and a
rigorous proof can be found in [18, p. 15].
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Definition 9. (Integral submanifold)6 We define an integral submanifold of
W on M as a k-dimensional submanifold S embedded inM (through the
embedding ϕ) such that all vector fields tangent to the submanifold lie in W :
ϕ∗ (TpS) = W (ϕ (p)) (3.13)
i.e. such that the tangent space to this submanifold at each p ∈ S coincides
with W.
Once we have defined the above objects, a question may arise: what are
the conditions that allow us to find integral submanifolds of W? The answer
is contained in Frobenius’ theorem.
Theorem 1 (Frobenius’ theorem, vector fields formulation). A smooth k-
dimensional distribution W on a manifoldM possesses integral submanifolds
if and only if it is involutive.
Definition 10. (Involutive distribution) A distribution W is said to be
involutive if for any pair of vector fields X :M→ TM, Y :M→ TM lying
in W , their Lie brackets [X, Y ] also lie in W .7
This result will be proved in section 3.3.
3.2.2 Dual formulation
In order to see what this theorem tell us about vorticity, it is useful to write
it in an equivalent form.8 Given Wp ⊂ TpM as above, we can consider the
one-forms α ∈ T ∗pM whose components satisfy the condition:9
ανX
ν |p = 0 ∀ X|p ∈ Wp . (3.14)
We can see that such α span an (n− k)-subspace V ∗P ⊂ T ∗pM of the tangent
space at p. It is also possible to show that, conversely, an (n− k)-subspace
V ∗P of T ∗pM defines a k-dimensional subspace Wp of TpM via equation (3.14).
We can construct a distribution W by collecting together all the sub-
spaces Wp that consist at each point of all vectors X|p satisfying X|νpαν = 0
∀ α ∈ V ∗p . Now it is obvious to reformulate the above question in terms
6The concept of integral curve is given in definition (2), page 36. Integral curves are a
particular case of integral submanifolds, obtained when k = 1.
7Note that [X,Y ] :M→ TM, i.e. they are a vector field too, see section 3.1.1.
8The consequences obtained by the use of this formulation are presented in section 3.4.2.
9Precisely, a one-form α is a section of the cotangent bundle T ∗M, i.e. α ∈
C∞ (M, T ∗M).
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of V ∗: what are the conditions that a smooth specification V ∗ of (n− k)-
dimensional subspaces of one-forms at each point must satisfy in order to have
the property that the associated distributionW admits integral submanifolds?
Frobenius’ theorem, as formulated in the previous section, gives the answer
to this question: integral submanifolds exist if and only if ∀ α ∈ V ∗ and ∀
vector fields Y, Z ∈ W (i.e. for which ανY ν = 0 = αµZµ) also [Y, Z] lie in W ,
i.e.
αν [Y, Z]
ν = 0. (3.15)
This condition determines an important property of α. In order to see this,
we can insert equation (3.3) into equation (3.15), so we obtain
0 =αν (Y
µ∇µZν − Zµ∇µY ν)
=− ZνY µ∇µαν + Y νZµ∇µαν
=2Y νZµ∇[µαν] ,
(3.16)
where the second equation arises from the fact that ∇ν (αµZµ) = 0 and
∇ν (αµY µ) = 0. The condition that equation (3.16) holds for the vector
fields Y and Z that lie in the subspace annihilated by V ∗ is equivalent to the
condition
∇[µαν] =
n−k∑
α=1
µα[µv
α
ν] , (3.17)
where each vα is an arbitrary one-form and each µα ∈ V ∗ (see [18, p. 436]).
Finally we are able to reformulate Frobenius’ theorem in terms of differen-
tial forms as follows.
Theorem 2 (Frobenius’ theorem, dual formulation). Let V ∗ be a smooth
specification of an (n− k)-dimensional subspace of one-forms. Then the
associated k-dimensional subspace W of the tangent space TM admits integral
submanifolds if and only if ∀α ∈ V ∗ we have dα = ∑α µα ∧ vα, with each
vα being an arbitrary one-form, and each µα ∈ V ∗.
3.3 Demonstration
We demonstrate Frobenius’ theorem as expressed in the vector form. We
have already showed that the dual form is equivalent to that one, so it will
be demonstrated as well. This demonstration is split into two parts: first we
show that if we can find integral submanifolds of W , then W is involutive;
then we show that if W is involutive, it possesses integral submanifolds.
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If W possesses integral submanifolds then it is involutive.
Proof. Given that we can find integral submanifolds of W , we can span W in
a neighborhood of any point by coordinate vector fields X1, X2, . . . , Xk inM
such that [Xµ, Xν ] = 0.10 Any vector field that lies in the distribution W can
be expressed as a linear combination of these coordinate vector fields, so if Y
and Z are two vector fields we have Y =
∑
µ fµXµ and Z =
∑
ν gνXν . The
commutator between the two vector fields can then be written as
[Y, Z] =
∑
µ,ν
[fµXµ, gνXν ]
=
∑
µ,ν
(
fµXµ
(
gνXν
)− gνXν (fµXµ))
=
∑
µ,ν
(
fµgν [Xµ, Xν ] + fµXµ (gν)Xν − gνXν (fµ)Xµ
)
=
∑
µ,ν
(
fµXµ (gν)− gνXµ (fµ)
)
Xν ,
(3.18)
where in order to obtain the second line we have used the definition 3.1 of
the Lie brackets, and the third line follows directly from the first because of
the property (3.6c). Equation (3.18) show that [Y, Z] can be expressed in the
form of a vector field belonging to W , so [Y, Z] ∈ W , i.e. W is involutive.
If W is involutive then it possesses integral submanifolds.
Proof. We can prove the theorem by induction on the dimension k, through
three subsequent steps. First, we write the theorem in a way that is different
from the vector field formulation given above, but equivalent. Second, we
demonstrate that the statement holds for the case k = 1. Third, we show
that if it holds for dimension k, it also holds for dimension k + 1. Therefore
the conclusion holds for every value of k.
First, we can rewrite the theorem in the following way. A smooth k-
dimensional distribution W k on a manifold M is involutive if and only if
every point p ∈M lies in a coordinate chart (U ;xα) such that the coordinate
vector fields ∂/∂xα for α = 1, . . . , k span W k at each point of U .
10This can be understood by thinking thatW is a collection of subspacesWp of the tangent
spaces TpM, and every TpM in local coordinates is spanned by the basis {∂1, ∂2, . . . , ∂n},
whose vectors obviously commute.
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Second, consider k = 1. The statement now reads: if a smooth one-
dimensional distribution W 1 on a manifold M is involutive,11 then every
point p ∈M lies in a coordinate chart (U ;xα) such that the coordinate vector
field ∂/∂x1 spans W 1 at each point of U . This follows directly from the fact
that, if X is a vector field on a manifold M such that X|p 6= 0 ∀ p ∈ M,
then there exists a coordinate chart (U ;xα) at p such that12
X =
∂
∂x1
. (3.19)
Third, suppose that the statement is true for all k-dimensional distribu-
tions. We now show that it also holds for a (k + 1)-dimensional distribution.
Let W k+1 be a (k + 1)-dimensional involutive distribution spanned at all
points of an open set A by vector fields {X1, . . . , Xk+1}. At any point p ∈ A
there exist coordinates (V ; yi) such that Xk+1 = ∂yk+1 .
Set
Yα
.
= Xα −
(
Xαy
k+1
)
Xk+1 , Yk+1
.
= Xk+1 , (3.20)
where the Greek indexes α, β, . . . run from 1 to k. Then the vector fields
Y1, Y2, . . . , Yk+1 clearly span W k+1 on V , and
Yk+1y
k+1 = Xk+1y
k+1 = ∂yk+1y
k+1 = 1 , Yαy
k+1 = 0 . (3.21)
Since W k+1 is involutive we can write the commutators in the form
[Yα, Yβ] = C
γ
αβYγ + aαβYk+1 , (3.22)
[Yα, Yk+1] = C
γ
αYγ + aαYk+1 . (3.23)
Applying both sides of these equations to the coordinate function yk+1 and
using (3.21), we find aαβ = aα = 0, whence
[Yα, Yβ] = C
γ
αβYγ , (3.24)
[Yα, Yk+1] = C
γ
αYγ . (3.25)
The distribution W k spanned by Y1, Y2, . . . , Yk is therefore involutive on
V . So, because we have assumed that the statement of the theorem holds for
every k-dimensional distribution, there exists a coordinate chart (Ω; zi) such
that W k is spanned by {∂z1 , . . . , ∂zk}.
11Note that, as shown by equation (3.33), every one-dimensional distribution W 1 on a
manifoldM is involutive.
12The proof is outlined in [28, p. 435].
CHAPTER 3. FROBENIUS’ THEOREM 43
Set
∂
∂zα
.
= AβαYβ , (3.26)
where Aβα are the elements of a non singular matrix of functions on Ω. The
original distribution W k+1 is spanned on Ω by the set of vector fields
{∂z1 , . . . , ∂zk , Yk+1} . (3.27)
It follows then from (3.25) that
[∂zα , Yk+1] = K
β
α ∂zβ (3.28)
for some functions K βα .
We can write
Yk+1 =
k∑
α=1
ξα∂zα +
n∑
a=k+1
ξa∂za . (3.29)
Applying equation (3.28) to the coordinate functions za (a = k + 1, . . . , n)
and using (3.29), after some calculations we find that
∂ξa
∂zα
= 0 . (3.30)
Hence ξa = ξa
(
zk+1, . . . , zn
)
for all a ≥ k + 1.
Since Yk+1 is linearly independent of the vectors ∂zα , the distribution
W k+1 is spanned by the set of vectors {∂z1 , ∂z2 , . . . , ∂zk , Z}, where
Z
.
= Yk+1 − ξα∂zα = ξa
(
zk+1, . . . , zn
)
∂za , (3.31)
where in order to get the last part of the equation we have used (3.29).
Because of the statement involving equation (3.19), there exists a coordi-
nate transformation not involving the first k coordinates,
xk+1 = xk+1
(
zk+1, . . . , zn
)
,
xk+2 = xk+2
(
zk+1, . . . , zn
)
, . . . , xn = xn
(
zk+1, . . . , zn
) (3.32)
such that Z = ∂xk+1 . Setting x1 = z1, . . . , xk = zk, we have the coordinates
(U ;xi) in which W k+1 is spanned by {∂x1 , . . . , ∂xk , ∂xk+1} . This proves the
statement of the theorem for a (k + 1)-dimensional distribution, given that it
holds for a k-dimensional distribution. So by induction Frobenius’ theorem is
proved.
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3.4 Results
We have presented Frobenius’ theorem in the most abstract way, operating
with only geometrical objects. This leads to a result that does not involve
the physics discussed in the first chapter of this work, but only concepts from
differential geometry, so it represents a very powerful tool, that can be used
in several different contexts. We are interested in what this theorem teaches
us about the description of the universe carried out through general relativity
that we presented in chapter 2.13 In order to do this, we specify different
choices of the dimensions n, k of the manifold and the smooth distribution,
and show which results arise. Only some of the subsequent cases contain
interesting physical results, while others have a more pedagogical nature,
being useful in order to understand more general (and more complicated)
cases.
3.4.1 Case k=1, n generic
The first interesting situation is when we have a generic n-dimensional mani-
fold, and we choose the dimension of the subspacesWp ⊂ TpM that constitutes
the smooth distribution W to be k = 1.
In this case one smooth vector field X is enough to span W , and the prob-
lem of finding integral submanifolds of the smooth distribution W reduces to
the problem of finding integral curves of the vector field X.14 The vector field
formulation of Frobenius’ theorem now reads: the smooth one-dimensional
distribution W spanned by the vector field X possesses integral curves if and
only if it is involutive, i.e. for every two vector fields Y and Z lying in the
distribution W also their commutator [Y, Z] lies in W . But because W is
one-dimensional, the vector fields Y and Z must be of the form: Y = fX,
Z = gX, and so
[Y, Z] = [fX, gX]
=fg [X,X] + fX (g)X − gX (f)X
= (fX (g)− gX (f))X, (3.33)
13Let us clarify how to match the different notations used in these two chapters. We
indicate by n the dimension of the manifold M, and k is the dimension of the smooth
specification of a collection W of subsets Wp ⊂ TpM, while when we write «3+1 covariant
formalism» we are talking about dimensions to which we attribute a physical meaning
(intuitively, a three-dimensional space and a one-dimensional time), so in terms of n and k
we are using a «(k) + (n− k)-covariant formalism».
14The concepts of integral submanifold and integral curve are given in definition 9, page
39, and definition 2, page 36 respectively.
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where we have used property (3.6c) in obtaining the second line and property
(3.7) for the third. From the above expression it is clear that [Y, Z] also lies
in W , because X lies in W .
So Frobenius’ theorem tells us that for every smooth vector field a family
of integral curves can be found. It is also possible to demonstrate that this
family is unique.
We have obtained this result from Frobenius’ theorem, but doing this is
like killing a fly with a 15-inch shell. The same problem can be formulated in
terms of first order ordinary differential equations (as already stated, Frobe-
nius’ theorem in mathematical analysis is formulated in terms of differential
equations) so the same result is obtained in a simpler way. As shown in [18,
p. 18], using a coordinate system we found that the problem of finding such
a family reduces to solving the system
dxµ
dt
= Xµ
(
x1, . . . , xn
)
(3.34)
of ordinary differential equations in Rn, where Xµ is the µth component of
the vector field X in the coordinate basis { ∂
∂xµ
}. The solution of this system
(given the initial condition) exists and is unique, due to the Cauchy-Lipschitz
theorem.15 It follows that for every smooth vector field a family of integral
curves exists and is unique.
In section 2.1.1 we assumed the velocity of matter to be well described by
a unique vector field of components uµ that exists at each point of spacetime.
At the time we said that as a consequence there is a family of preferred world
lines representing the motion of matter (a congruence). Now we have shown
that this family exists and is unique because of Frobenius’ theorem.
3.4.2 Case k=n-1, n generic
Given a generic vector field ξν , we can find a condition that is equivalent
to the fact that ξν is hypersurface orthogonal. Chose k = n− 1, so V ∗ is a
one-dimensional subspace of T ∗M. Chose V ∗ to be spanned by ξµ = gµνξν .
Now the condition (3.17) reduces to:
∇[µξν] = ξ[µvν] , (3.35)
in fact, because now V ∗ is one-dimensional, there is only one µiν , and we have
chosen it to be µν = ξν . Equation (3.35) is equivalent to ξ[µ∇νξε] = 0, so we
can state that
ξν is hypersurface orthogonal ⇔ ξ[µ∇νξε] = 0 . (3.36)
15Usually referred to as «teorema di esistenza e unicità per un problema di Cauchy» in
the Italian literature.
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The (3 + 1)-dimensional case.
Now we are ready to show the physical content of Frobenius’ theorem. In the
previous chapter we have explained how to describe the universe in general
relativity. The fluid flow was described by the velocity vector field uν (see
section 2.1.1), and we were working in four dimensions (so n = 4, k = 3).
Because the volume element ηαµνε acts as a skew-symmetrization operator,
equation (3.36) is equivalent to
ηαµνεξµ∇νξε = 0 . (3.37)
If now we choose as the vector field ξν our velocity vector field uν , we get:
0 =ηαµνεuµ∇νuε
=ηαµνεuµ∇ˆνuε
=ηαµνεuµ∇ˆ[νuε]
=ηαµνεuµωεν
=ηανεωεν
=− 2ωα
(3.38)
where the second line follows from (2.16) and the second equation of (2.17),
the third line from the second equation of (2.15), the fourth line from the
definition (2.30) of ωνε, the fifth line from (2.16) and the last line from (2.32).16
So we can finally rewrite Frobenius’ theorem in a way that clearly shows
its connection with the physical description given in chapter 2.
Theorem 3 (Frobenius’ theorem, physical point of view). A vector field uα
(that represents the four-velocity of matter) is hypersurface orthogonal if and
only if the vorticity of this vector field vanishes, i.e. ωα = 0.
This means that there exist three-dimensional spaces orthogonal to the
velocity vector field uα if and only if the vector field has no vorticity.
We can think about it intuitively: in general relativity the pivotal concept
is spacetime, while space and time are derived concepts. The spacetime is
described by a four-dimensional manifold M, equipped with a Lorentzian
metric. There are no preferred directions on this manifold that are associated
to the concept of time. The concept of physical time arises from defining
16Note that the tensor uµωεν is sometimes referred to as the defect tensor, as in [29].
It expresses the fact that the commutator of two vector fields Xα, Y β ∈ W in the case
of ω 6= 0 does not live in W , through the fact that U βα [X,Y ]α = −uαuβ [X,Y ]α =
[X,Y ]
β − h βα [X,Y ]α = −2uβωµνXµY ν , with U βα defined in (2.4).
CHAPTER 3. FROBENIUS’ THEOREM 47
some observers to which we associate a four-velocity uα that describes their
motion, and considering their proper time along the flow lines of the vector
field uα.
The definitions of the projector U νµ and hνµ, equations (2.4) and (2.5), give
a way to project quantities along uα and orthogonal to it.
If the vorticity is zero, then there exist three-dimensional hypersurfaces
orthogonal to uα, and we can interpret every one of them as the familiar three-
dimensional space considered at a given time. In this case we say that we have
chosen a foliation of the spacetime into three-dimensional space plus time.
In this case hαβ, which projects orthogonal to uα in these three-dimensional
spaces, gives the spatial projection.
On the other hand, if the vorticity is non-zero, then there do not exist
three-dimensional hypersurfaces orthogonal to the four-velocity, and the action
of hαβ is just to project quantities orthogonal to uα, but these projections
are not related to a three-dimensional space.
Before concluding, let us clarify the meaning of «vorticity». The vorticity
tensor was defined in equation (2.30) as ωαβ
.
= ∇ˆ[βuα]. Because it is antisym-
metric and orthogonal to uα, it has only three independent components. This
means that it contains exactly the same amount of information as the vorticity
vector ωα defined in (2.32), and we can use one or the other equivalently.
Using the latter makes things more clear, because it corresponds precisely
to the usual vorticity vector used in classical fluid dynamics, i.e. the curl of
the three-velocity of the fluid. From this parallel we can easily see that the
direction of the vorticity vector give us the axis of rotation (which is spatial,
and in general may change with time), and the vorticity scalar is the norm of
the vector.
The (2 + 1)-dimensional case
If we take a look at the simpler case where n = 3 and k = 2 we can proceed
in a similar way.
The statement (3.36) is unchanged, and we can try to proceed as we
did in (3.38). Now, because of the requirement of being orthogonal to uα
and its skew-symmetry, ωαβ possesses only one independent component; so
it is equivalent to a single scalar quantity, and a vorticity vector cannot be
defined. The spacetime volume element is ηαβγ and the space volume element
is ηαβ .= ηαβγuγ, so we can consider the scalar quantity ω
.
= ηαβωαβ.
We can rewrite the theorem this way: a family of surfaces orthogonal to
the vector field uα (that represents the velocity of matter) exists if and only
if the vorticity vanishes, i.e. ω = 0.
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The physical meaning of Frobenius’ theorem is the same, with the dif-
ference that now the hypersurfaces orthogonal to the vector field uα are
two-dimensional, and in this case it is easier to visualize what is going on.
An intuitive explanation
In this section, our aim is to provide the intuitive idea of what is going on.
We work in 2 + 1 dimensions, because in this case it is easier to visualize
what happens; anyway the subsequent explanation can easily be extended to
the (3 + 1)-dimensional case. Because of these reasons, in what follows we
sometimes proceed in a way that is a bit informal, addressing the intuition of
the reader rather than his mathematical knowledge.
The fundamental issue is that we have a vector field uα (with its flow lines),
and we want to know under which conditions there exist surfaces orthogonal
to this vector field (i.e. to its flow lines).
In order to do this, given uα we can construct a distributionW by collecting
together all the subspaces Wp that consist at each point of all vectors Z|p
satisfying the condition Z|νpuν = 0.
Frobenius’ theorem, as formulated in the previous sections, tells us that
surfaces orthogonal to uα (which are integral surfaces of W ), exist if and
only if ∀ vector fields X, Y orthogonal to uα, also [X, Y ] is orthogonal to
uα. It is useful to rewrite the previous sentence as: “if and only if ∀ X, Y /
uνX
ν = 0 = uµY
µ (i.e. X, Y ∈ W ), we have uν [X, Y ]ν = 0 (i.e. [X, Y ] lie in
W )”.
In section 3.3 we provide a quite technical demonstration of the fact that
this “if and only if” hold. Now we want to show that the same issue, at least
in 2 + 1 dimensions, can be intuitively understood.
First of all, we remind that LXY = [X, Y ] (see equation (3.12)), i.e. the
Lie brackets [X, Y ] are the Lie derivative of the vector field Y along the vector
field X, and the Lie derivative is an object which evaluates the change of the
vector field Y along the flow of the vector field X.
Which is the meaning of having Lie brackets that lie in W? Why does
this condition allow to find surfaces orthogonal to uα?
In order to provide an answer to these questions, we need to visualize
what the above condition really means. Using the above remarks, we can
obtain useful information from a couple of images. In figure 3.1 and figure
3.2 we have plotted two vector fields (let us call X the green one, and Y the
red one) with their flow lines. Note that in these figures, in order to avoid
confusion, only two vectors for every vector field have been plotted. Note also
that the vector fields used are defined on a manifold that is three dimensional,
but in our figures we represent them only on a two dimensional plane, because
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a) b)
Figure 3.1: Lie derivative inside the spam
in this manner the figures are more clear.
In figure 3.1a we have vanishing Lie brackets. The two vector fields are
both constant, so the vector field Y does not change along the flow of the
vector field X. This means that LXY = [X, Y ] = 0. For instance, imagine
to have in figure 3.1a a vector field uα which is constant everywhere, and
vertically directed. In this case, the two vector fields represented in this figure
(that are constant everywhere, orthogonal to each other and orthogonal to uα)
can be used to span surfaces which are orthogonal to uα.17 These surfaces are
nothing more than flat surfaces, that foliate the (2 + 1)-dimensional spacetime
into spatial surfaces, as the pages of a book foliate the book itself.
Without opening it, we can fold a book (if it has no rigid cover); the
pages still foliate it, but now they are no longer flat. If we imagine them
to be spatial (non-flat) surfaces, we see that we can find a vector field uα
that is orthogonal to them (and now it is non-constant). In this way we can
visualize how it appears the spacetime in 2+1 dimensions when we foliate it
into spatial surfaces, parametrized by time.
Our aim is to understand why there are situations where we cannot work
out such a foliation, so let us focus on the Lie brackets. From figure 3.1b we
can understand what it means for two vector fields to have Lie brackets which
lie in W . In fact, if we imagine to have again a vector field uα constant and
vertically directed, W is the surface spanned by the vector fields X and Y in
the figure. The vector field Y (in red) is no longer constant, and in the figure
the amount by which it has changed along the flow lines of the vector field X
is represented by the blue vector. In this case we see that the Lie brackets
17Note that the right procedure is the following. Consider the vectors X|p and Y |p; at
every point p they span a surface Wp. We can collect the Wp in W . W is the tangent space
of a surface, that being flat coincide with W itself; this is the surface we were looking for.
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Figure 3.2: Lie derivative outside the spam
[X, Y ] = LXY lie in W , that is the surface spanned by the two vector fields.
It constitutes one of the (flat) surfaces orthogonal to uα that can be found,
and which foliate the spacetime.
Now, with the help of figure 3.2 we can understand what it means for two
vector fields to have Lie brackets outside W . If, given the vector field uα, at
every point the vector fields X and Y represented in figure 3.2 are orthogonal
to it, then a surface orthogonal to uα cannot be constructed as a consequence
of the fact that [X, Y ] /∈ W . This can be seen as follows. By construction,
W is the collection of the Wp that, at every point p, are the collection of the
vectors which at the point p are orthogonal to uα. If the vector fields X and
Y are orthogonal to uα, this means that when we evaluate them at each point
p we obtain vectors X|p and Y |p which are orthogonal to uα, so W is the
collection of the Wp, which are spanned, point by point, by the vectors X|p
and Y |p. From the figure we see that now the amount (in blue) by which Y
has changed along the flow lines of the vector field X does not lie in W . So in
this case the Lie brackets [X, Y ] = LXY do not lie in W . From the figure we
see also that now we cannot repeat the procedure outlined above to produce
a two-dimensional surface orthogonal to uα. W , defined as a collection of Wp,
does not define a surface.
One question may arise: is it true that in this way we do not obtain
surfaces orthogonal to uα, or may be we obtain surfaces orthogonal to uα,
but simply they are curved, instead of being flat?
The answer is that with the vector fields X and Y of figure 3.2 we do
not obtain surfaces orthogonal to uα. In order to obtain (curved) surfaces
orthogonal to uα we must have a vector field X which changes along the flow
lines of the vector field Y in such a way that their Lie brackets remain in W .
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Figure 3.3: A suggestion that inspires the understanding of Frobenius Theorem
Finally, we can collect the above results in figure 3.3, that can help in
visualizing the content of Frobenius theorem. We consider an uα which is
orthogonal to two vector fields X and Y with the following structure. X is
constant everywhere. Y is orthogonal to X, and constant in a region of the
space, while in another region it turns around the direction of X. This means
that in the first region (on the left in figure 3.3) we have the situation of
figure 3.1a, while in the other region (on the right in figure 3.3) we have the
situation of figure 3.2. So, in the region on the left the vector fields X and
Y have Lie brackets which lie in W , the space Wp spanned at each point by
X|p and Y |p are orthogonal to a surface. This is the surface orthogonal to uα
which we were looking for. On the other hand, in the region on the right they
have Lie brackets which do not lie in W , and the space Wp are not tangent
to the same surface, as it is clear from figure 3.3, so a surface orthogonal to
uα cannot be found.
The situation acquires its full physical meaning when we recall (as we
shown in section 3.4.2 for the (3 + 1)-dimensional case, and extended in this
section to the 2+1 dimensions) that the Lie brackets lie in W if and only if
the vorticity vanishes.
Chapter 4
Backreaction
This chapter explains what backreaction is, and shows some of the results that
have been obtained up to now. We explain the physical idea that underlies
the concept of backreaction. Then we present backreaction in the case of
irrotational dust, introducing the Buchert equations. Finally we present the
equations that hold in the case of general matter with non-zero vorticity.
4.1 From statistical homogeneity and isotropy
to backreaction
The early universe is close to exact homogeneity and isotropy in two ways:1
the amplitude of the perturbations around homogeneity and isotropy in the
density field is small, and the distribution of the perturbations is statistically
homogeneous and isotropic.2 These properties are verified by observations
of the cosmic microwave background and large scale structure. Therefore
the early universe can be well described by a FLRW model with linear
perturbations.
In the universe at late times structures form, and because they are non-
linear exact homogeneity and isotropy are broken. Density fluctuations are of
1Exact homogeneity and isotropy are local symmetries: they mean that all points and
all directions are equivalent. These two assumptions are mathematically defined in section
A.1.1.
2Let % (~r) be the microscopic density function and P [% (~r)] its probability density
functional. This functional can be interpreted as the joint probability density function of
the random variables % (~r) at every point ~r. Then we can represent a mass density field as
a stochastic process that consists in extracting the value of the random variables % (~r) at
any point of the space. We say that the stochastic process is statistically homogeneous
when the above functional is invariant under any spatial translation. If it is also invariant
under spatial rotation, then the density field is statistically isotropic.
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order one, so a FLRW model plus linear perturbations become inappropriate.
But if we consider the universe above a certain scale, it may appear, over
that scale, homogeneous and isotropic. This is encoded in the concepts of
statistical homogeneity and isotropy, which still hold. This roughly means
that if we take a box anywhere in the universe, larger than the homogeneity
scale, the mean quantities in the box do not depend on its location, orientation
or size.3 So we can, instead of studying the behavior of local quantities, look
at average ones.
In the usual procedure, i.e. describing the universe with a homogeneous and
isotropic model, we employ smooth quantities that are thought to represent
some sort of an average of the corresponding quantities of the real universe, and
we evolve them through the Einstein equation.4 In this way we are evolving
the physical quantities after having smoothed out the inhomogeneities.
However, physically one should first evolve the inhomogeneous quantities
using the Einstein equation, and then take the average. The Einstein equation
is non-linear, so the two procedures of time evolution and averaging do not
commute. The fact that the average evolution of a clumpy space is not the
same as the evolution of a smooth space (i.e. a space where the inhomogeneities
have been smoothed in the sense outlined above, before evolving) is referred
to as backreaction.
In order to investigate this, we must first define a procedure of averaging.
The averaging of quantities in general relativity is an involved issue, because
the metric is a dynamical variable which enters non-linearly in the Einstein
equation, and in a generic spacetime there are no preferred time slices one
could average over.
Throughout this work we follow the approach of Buchert. The problem
of averaging was studied in Newtonian cosmologies in [6], and in general
relativity in [7].5 In that paper the Buchert equations, the analogues of
the Friedmann equations for averaged inhomogeneous dust cosmologies, are
derived. In [8] the case of an ideal fluid is analysed. The generalization of the
procedure to the case of general matter and non-vanishing vorticity is worked
out, in the covariant formalism, in [9].
Whether the homogeneity scale exists, and, if so, what is its value, are still
open questions (see [9], [30]).6 Some studies suggest that an approximate value
3The definition of homogeneity scale can be found in [30].
4Note that in the usual approach, no mathematical operation of averaging is employed.
We simply describe the universe with a model whose smooth quantities are thought to
represent on average the corresponding quantities of the real universe.
5Note that many different procedures of averaging have been carried out. For instance,
a more geometrical approach can be found in [31].
6Note that in statistical physics the existence of a homogeneity scale is called spatial
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may be 100 Mpc, some others propose 300 Mpc, and there are also studies
that argue that there is no evidence for the homogeneity scale at all. Anyway,
in general the existence of an homogeneity scale is expected. On the other
hand, whether it exists or not it is not clear from the observations of large
scale structure. In what follows we assume the existence of an homogeneity
scale, for otherwise to consider mean quantities would be useless.
4.2 Irrotational dust
Let us consider what we obtain when we describe the universe assuming that
the energy density of matter dominates everywhere over the pressure, the
anisotropic stress and the energy flux. In this case we can consider the matter
as dust,7 i.e.
Tαβ = µuαuβ . (4.1)
Since we have chosen the pressure to be zero, the fluid elements do not
interact with each other, so the motion is geodesic and uα is a tangent vector
to time-like geodesics, i.e. u˙α = 0.8
As stated by Frobenius’ theorem (formulation (3), page 46), there exists a
family of spatial hypersurfaces that are orthogonal to uα and which provide a
foliation that fills the spacetime exactly once if and only if the vorticity is
zero. If we use comoving coordinates (2.3), the flow-orthogonal hypersurfaces
coincide with the hypersurfaces of constant proper time of comoving observers.
In this section we investigate what happens in the simplest case, i.e.
assuming ωαβ = 0.9 Vorticity contributes positively to acceleration, as we will
see in section 4.3, so setting it to zero gives a lower bound to acceleration,
which in the irrotational case is always non-positive (this is just an expression
of the fact that, for matter satisfying the strong energy condition (2.72),
gravity is always attractive).
4.2.1 Defining the average
Given a foliation of spacetime, taking the spatial average of equations for
scalar fields is a covariant operation, so we proceed without any choice of
particular coordinates.
homogeneity. See for instance [30]. Note also that this can lead to a certain confusion,
because the expression “spatial homogeneity” interpreted in the framework of general
relativity may refer to exact homogeneity.
7See section 2.3.5.
8A proof of this fact is given in a footnote to equation (2.77).
9We recall that ωαβ = 0⇔ ωα = 0⇔ ω = 0, as discussed in section 2.1.5.
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Following [32], we define the spatial average 〈f〉 of a scalar quantity f as
its integral over the hypersurface of constant proper time t orthogonal to uα,
divided by the volume of the hypersurface:
〈f〉 (t) .=
∫
t
fε∫
t
ε
, (4.2)
where ε is the volume form of the spatial hypersurface considered, i.e. (in
analogy to section 2.1.4) we have
ε
.
=
√
|(3)g|dx1 ∧ dx2 ∧ dx3 , (4.3)
and (3)g .= det
(
(3)g (t, x1, x2, x3)
)
is the determinant of the metric on the
hypersurface of constant proper time.10
Let us now define the scale factor a (t) as the volume of the hypersurface
of constant proper time to the power 1/3, i.e.
a (t)
.
=
( ∫
t
ε∫
t0
ε
) 1
3
, (4.4)
normalized to unity at time t0, which (as stated in section 2.1.5) we take to
be today. The Hubble parameter is now defined as11
H (t)
.
=
a˙ (t)
a (t)
. (4.5)
Using definition (4.2) we can now calculate the average expansion rate
〈Θ〉 which turns out to be
〈Θ〉 (t) .=
∫
t
Θε∫
t
ε
=
∂t
∫
t
ε∫
t
ε
= 3
a˙
a
. (4.6)
We later prove this in the most general case, leading to equation (5.31).
The time evolution and the average procedure do not commute, and this
fact is expressed by the commutation rule:
∂t〈f〉 = 〈f˙〉+ 〈fΘ〉 − 〈f〉〈Θ〉 , (4.7)
explicitly calculated in the general case in section 4.3.2.
10In the case of irrotational dust the metric (3)gαβ coincides with the restriction of the
projector hαβ to the three-dimensional hypersurface of averaging.
11Compare this definition to the one given in (2.28).
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4.2.2 The scalar equations
In chapter 2 we have shown how to turn the Einstein equation (2.55) into a
set of evolution and constraint equations (see sections 2.4.1, 2.4.2 and 2.4.3).
Now we want to obtain the corresponding equations for averaged quantities.
Because only scalar quantities can be straightforwardly averaged, we turn
our attention to the scalar part of the Einstein equation. We are interested
only in the Raychaudhuri equation (2.79) and the continuity equation (2.96).12
We consider also another scalar equation, the Hamiltonian constraint, so the
equations that we want to average (written for irrotational dust) are:13
Θ˙ +
1
3
Θ2 = −1
2
µ− 2σ2 (Raychaudhuri equation) (4.8)
1
3
Θ2 = µ− 1
2
(3)R + σ2 (Hamiltonian constraint) (4.9)
µ˙+ Θµ = 0 (continuity equation) , (4.10)
where (3)R is the Ricci scalar on the three-dimensional space orthogonal to
uα. The first and second equations are local generalizations of the Friedmann
equations,14 while the continuity equation shows that mass is conserved.15 We
derive the Hamiltonian constraint in section 5.1.2. These are the equations
that relate the local quantities of interest; in the next section we obtain their
averaged counterparts.
4.2.3 Buchert equations
Now we want to obtain the averaged equations that arise from application
of the outlined procedure to the above set of scalar equations. Considering
the scalar equations (4.8), (4.9) and (4.10), taking the average (as defined in
(4.2)), using the commutation rule (4.7) and the relation (4.6), we have the
12A third scalar equation already mentioned, the geometrical identity (2.83), is not
considered here because it deals with vorticity alone.
13Note that in this chapter, according to the motivations presented in the introduction,
we assume the cosmological constant to be zero.
14See section A.2.1, where the corresponding equations for an ideal fluid are used in
order to obtain the Friedmann equations.
15Note that this is true in the case of dust, but not in the case of general matter, as
stated after equation (2.96).
CHAPTER 4. BACKREACTION 57
Buchert equations :
3
a¨
a
= −1
2
〈µ〉+Q (averaged Rayc. eq.) (4.11)
3
a˙2
a2
= 〈µ〉 − 1
2
〈(3)R〉 − 1
2
Q (averaged Ham. const.) (4.12)
∂t〈µ〉+ 3 a˙
a
〈µ〉 = 0 (averaged cont. eq.) , (4.13)
where the backreaction variable Q is defined as
Q .= 2
3
(〈Θ2〉 − 〈Θ〉2)− 2〈σ2〉 , (4.14)
and it contains the effects of inhomogeneities and anisotropies.
These equations are different from the Friedmann equations (A.13) and
(A.14) for two reasons.
The first difference lies in the slightly different meaning that the scale
factor a (t) has in the two different sets of equations. In the FLRW case
the scale factor a (t) is a component of the metric (see appendix A) and
indicates how the space is evolving locally, while this is not the case in the
present context, where it gives the total volume of a region, as follows from
its definition (4.4).
The second and more important difference is that the Buchert equations
contain the backreaction term, which is zero in the FLRW case. It follows
that we can have acceleration, and the average spatial curvature can have a
non-trivial evolution.
The Buchert equations are the generalization of the Friedmann equations
to an inhomogeneous dust universe. If the backreaction Q is small, they
reduce to the Friedmann equations written for the averaged quantities. Since
Q is quadratic in small perturbations, it is obvious that for small Q the linear
perturbation theory is applicable.16
Acceleration from backreaction
As we can see in equation (4.14), the backreaction variable has two parts; one
originates from Θ, the other from σ. The second term is the average of the
squared shear scalar, which is also present in the local equations, and vanishes
in the homogeneous and isotropic case. When present, its contribution is
always negative, so it decelerates the expansion. On the other hand the
16Note that it may be that inhomogeneities are large, but that Q is small. So, also in a
universe with significant inhomogeneities it is possible that the Buchert equations reduce
to the Friedmann equations written for the averaged quantities.
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first term, the variance of the expansion rate, also vanishes if the expansion
is homogeneous, but it has no local counterpart. If the expansion is not
homogeneous, this term (being a variance) is always positive, and so it acts
to accelerate the expansion. So from the averaged Raychaudhuri equation we
can see that, if the variance is large enough w.r.t. shear and energy density,
the expansion rate accelerates, even if the local expansion (governed by the
Raychaudhuri equation) decelerates everywhere.
This is precisely the way backreaction provides acceleration, which in the
FLRW case requires the presence of either dark energy or the cosmological
constant, as the Friedmann equations (A.13) and (A.14) show. From the
mathematical point of view, this is evident from the equations; however,
from the physical point of view it may appear difficult to imagine how it is
possible that the expansion rate accelerates while the local expansion rate
decelerates everywhere. The explanation of how this happens is given in [10]
and [11], where a toy model made of two regions, one overdense and the other
underdense, is developed for this purpose.
A semi-realistic model which generalizes the previous one and uses as a
starting point a spatially flat FLRW model with a linear Gaussian field of
density fluctuations is contained in [33], [15]. In this case it turns out that,
due to backreaction, there is less deceleration.
These are approximate models, and the question of whether or not the in-
homogeneities present in the real universe give the right amount of acceleration
needed to explain observations is still open.
The relation between backreaction and average spatial curvature
The averaged Raychaudhuri equation (4.11) and the averaged Hamiltonian
constraint (4.12) form a system of two equations for the three unknown
variables a (t), 〈(3)R〉 (t) and Q (t), so we cannot obtain these three quantities
from this set of equations alone. We can take the time-derivative of equation
(4.12), and insert both equations (4.11) and (4.12) into the result. This
procedure yields a relation between the averaged Ricci scalar 〈(3)R〉 and the
backreaction Q which is of fundamental importance:
∂t〈(3)R〉+ 2 a˙
a
〈(3)R〉 = −∂tQ− 6 a˙
a
Q , (4.15)
a necessary integrability condition between equations (4.11) and (4.12). The
meaning of this equation is that, in general, the evolution of backreaction
and averaged scalar curvature influence each other.
Immediately we see that there are some particular solutions for the vari-
ables Q and 〈(3)R〉 expressed as functions of a (t) that are particularly inter-
esting.
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First: [〈(3)R〉 = 0 ⇒ Q = Q (t0) a−6]. If we consider a portion of the
universe that is spatially flat on average, i.e. 〈(3)R〉 = 0, then solving equation
(4.15) gives us
Q = Q (t0) a−6. (4.16)
Second: [Q = 0⇒ 〈(3)R〉 = 〈(3)R〉 (t0) a−2]. For vanishing backreaction we
obtain that the average scalar curvature is given by
〈(3)R〉 = 〈(3)R〉 (t0) a−2. (4.17)
Here a (t) is given by the Friedmann equations, and we are describing a system
that is FLRW on average. This does not mean that there are no inhomo-
geneities, but just that their effects compensate each other, so backreaction
vanishes.
Third: [Q = Q (t0) a−6, 〈(3)R〉 = 〈(3)R〉 (t0) a−2]. An obvious solution of
(4.15) in the case of non-vanishing backreaction and non-vanishing average
Ricci scalar, given the previous two solutions, is given by:
Q = Q (t0) a−6 and 〈(3)R〉 = 〈(3)R〉 (t0) a−2 . (4.18)
In this case both sides of (4.15) are zero, so we have independent evolution of
the backreaction variable and the average Ricci scalar.
4.3 General matter with non-zero vorticity
In the previous section we have described the universe as filled with irrotational
dust, i.e. we have approximated the vorticity as being zero, and the matter
density to be by far the biggest component of the energy-momentum tensor.
However, the treatment of matter as irrotational dust is just an approximation.
On one hand, rotation and velocity dispersion are important for stabilizing
structures on small scales; on the other, including matter other than dust
is necessary in order to treat backreaction in the early universe (as during
inflation or preheating). Even if vorticity and the non-dust nature of matter
may be expected to be unimportant for the overall cosmological evolution
of the real universe at late times, it is good to include such effects in order
to establish under which conditions they can be neglected. In practice, we
want now to show how to generalize the Buchert equations, first given in [7].
A generalization to the case of an ideal fluid is given in [8] using the ADM
formalism, while in [34] the covariant formalism is used, with an arbitrary
averaging hypersurface. The generalization to the case of general matter
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content, with an arbitrary hypersurface of averaging, and using the covariant
formalism, is developed in [9]; this is the treatment we shall follow in this
thesis.
4.3.1 Spacetime geometry
Statistical homogeneity and isotropy
As explained in section 4.1, we assume that a homogeneity scale exists. Even
if we want to include vorticity in the description, it is still possible to foliate
the spacetime into three-dimensional hypersurfaces.17 So we assume that
there exists a foliation of the spacetime into spatial hypersurfaces of statistical
homogeneity and isotropy (i.e. three-dimensional spaces, each possessing
statistical homogeneity and isotropy), which we denote by N . We denote
as t the time that is constant on one of these hypersurfaces, and we use the
notationN (t) when referring to a particular hypersurface. The assumptions of
statistical homogeneity and isotropy concern only average quantities evaluated
over large scales, so the local dynamics can be complex. But over scales larger
than the homogeneity scale there are no preferred locations or directions,
and no correlations. Moreover, integrated flux of any quantity through the
boundary of a volume larger than the homogeneity scale vanishes.
The two frames
We denote the normal vector to the hypersurfaces of statistical homogeneity
and isotropy N as nα. We denote the velocity of the observers, which is
completely general (i.e. not assumed to be irrotational or geodesic), by uα.
Both are normalized to unity,
nαn
α = −1 = uαuα . (4.19)
Now we have two different frames, so it is useful, in order to avoid
confusion, to give again some of the definitions involving uα and nα.18 The
spacetime metric is gαβ, while the tensors that project onto the hypersurfaceN
17In fact, Frobenius’ theorem tells us that in this case no foliation of the spacetime
into hypersurfaces that are orthogonal to the four-velocity vector field uα (relative to
the vorticity that does not vanish) exists, but we can always choose a foliation of the
spacetime, that in this case will not be orthogonal to uα, so it will not be interpreted as
the three-dimensional space orthogonal to the observer’s velocity.
18In this section we present only the equations we need, while a wider discussion about
the transformations under a four-velocity boost, and also some of the relations we use, can
be found in [17, appendix A.2].
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orthogonal to nα and the rest space orthogonal to uα are defined, respectively,
and in analogy to (2.5), as
hαβ = gαβ + nαnβ and h
(u)
αβ = gαβ + uαuβ . (4.20)
Moreover, restricting the projection tensor hαβ to N gives the metric on N .
In analogy to (2.18) the spatial derivative of a tensor quantity is defined as
∇ˆµTα...βγ...δ = hαλh%γ . . . hβνhσδhϕµ∇ϕT λ...ν%...σ , (4.21)
with projection over every free index, and similarly for scalars and vectors.
The volume element on N is ηαβγ .= ηαβγδnδ, where ηαβγδ is the spacetime
volume element.
While t is the time that is constant on N , we denote by s the proper time
of the frame of statistical homogeneity and isotropy. They do not coincide,
unless n˙α = 0. The derivatives w.r.t. the two different times are, respectively,
∂s = n
α∇α and ∂t = mα∇α , (4.22)
and we denote the first one also with an overdot. Here mα .= t˙−1nα, and nα
can be written as nα = −t˙−1∂αt.
We define
Γ
.
= −nαmα , (4.23)
so we have
Γ = t˙−1 = ∂ts and mα = Γnα , (4.24)
where physically Γ describes the time dilation due to the non geodesic motion
of the nα frame. When n˙α = 0, i.e. when N is a hypersurface of constant
proper time, then we can set Γ = 1, obtaining t = s. Inserting the second
equation of (4.24) in the second equation of (4.22), and using the first equation
of (4.22), we obtain
∂t = Γ∂s . (4.25)
Note that in addition to s and t we have also the proper time τ measured by
the observers, defined by uα.
Fluid kinematics
We can split the covariant derivatives of nα and uα in a way analogous to the
splitting (2.20):
∇βnα = −n˙αnβ + ∇ˆβnα = −n˙αnβ + 1
3
Θhαβ + σαβ , (4.26)
∇βuα = −uβuγ∇γuα + 1
3
Θ(u)h
(u)
αβ + ω
(u)
αβ + σ
(u)
αβ , (4.27)
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where the various quantities are defined in analogy to those in section 2.1.5.
The vorticity ωαβ
.
= ∇ˆ[βnα] is absent in equation (4.26) because it is zero,
a result that follows through Frobenius’ theorem (statement 3) from the fact
that nα is hypersurface orthogonal.
The energy-momentum tensor
In analogy to equation (2.62) we can also split the energy-momentum tensor
with respect to nα or uα, respectively, as:
Tαβ = µ
(n)nαnβ + q
(n)
α nβ + nαq
(n)
β + p
(n)hαβ + pi
(n)
αβ , (4.28)
Tαβ = µ
(u)uαuβ + q
(u)
α uβ + uαq
(u)
β + p
(u)hαβ + pi
(u)
αβ , (4.29)
where the quantities are defined as in section 2.3.2. The second decomposition
give us the quantities measured by the observers, which are moving with
velocity uα.
Note that the non-dust terms present in the two decompositions can have
different origins. From one side, it is possible that the matter we are describing
cannot be approximated with dust in any frame. On the other, they can arise
from the fact that an ideal fluid looks non-ideal to a non-comoving observer.
4.3.2 The averages
Turning our attention to the procedure of averaging, before calculating the
generalization of the Buchert equations we need to give some definitions.
First of all, we define the average of a scalar f on the hypersurface N as
〈f〉 (t) .=
∫
fε∫
ε
. (4.30)
As already pointed out, the time t is the one that is constant on N , and it
is not a proper time, neither the proper time associated to nα (that is, s),
nor the proper time measured by the observers (that is, τ). This definition
is analogous to (4.2). While in that case the averages are taken over three-
dimensional surfaces which could be interpreted as the usual three-dimensional
surfaces, now we are averaging over the three-dimensional hypersurfaces N (t)
of statistical homogeneity and isotropy.
Commutation rule
The commutation rule between averaging and taking the derivative with
respect to the time t is now given by
∂t〈f〉 = 〈∂tf〉+ 〈ΓΘf〉 − 〈f〉〈ΓΘ〉 . (4.31)
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To prove this, consider the derivative with respect to t of the average
value of f , which, using the definition (4.30), turns out to be
∂t〈f〉 = ∂t
∫
fε∫
ε
=
∂t
∫
fε∫
ε
− 〈f〉∂t
∫
ε∫
ε
. (4.32)
Now, inserting the equations
∂t
∫
ε =
∫
ΓΘε (4.33)
and
∂t
∫
fε =
∫
ΓfΘε+
∫
∂tfε (4.34)
and using again the definition (4.30), we get the desired result (4.31).
The equations (4.33) and (4.34) can be proven for instance by the use of
comoving coordinates.
The scale factor
In analogy to equation (4.4), we define the scale factor a (t) as the volume of
the hypersurface N (t) to power 1/3, i.e.
a (t)
.
=
( ∫
t
ε∫
t0
ε
) 1
3
, (4.35)
normalized to unity at time t0.
Because of the way we have defined it, Θ alone gives the rate of change
of the local volume element with respect to time s; so ΓΘ gives the rate of
change with respect to time t.
Using definition (4.35) and equation (4.33) the average expansion rate
turns out to be
3
∂ta
a
= 〈ΓΘ〉 . (4.36)
4.3.3 The scalar equations
In order to generalize the Buchert equations (4.11), (4.12) and (4.13) to the
case of general matter content with vorticity, we want to average the scalar
part of the evolution equations that arise from the Einstein equation. So we
consider the most general version of the Raychaudhuri equation (2.79), the
Hamiltonian constraint (5.22) and the continuity equation (2.96). Now we
want to express these equations in terms of nα, so we have to take into account
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the decompositions (4.26) and (4.28), and remember that, by definition, in
this frame the vorticity vanishes.
The three scalar equations that we are going to average now read:
Θ˙ +
1
3
Θ2 = −1
2
(
µ(n) + 3p(n)
)− 2σ2 + n˙αn˙α + ∇ˆαn˙α Raych. eq.
(4.37)
1
3
Θ2 = µ(n) − 1
2
(3)R + σ2 Ham. const.
(4.38)
µ˙(n) + Θ
(
µ(n) + p(n)
)
= −∇ˆαq(n)α − 2n˙αq(n)α − σαβpi(n)αβ Cont. eq. ,
(4.39)
where (3)R is the Ricci scalar of the hypersurface N .
4.3.4 The averaged equations
In order to take the average of the above equations, we are going to use the
procedure outlined in section 4.2.1 and generalized in section 4.3.2.
The resulting equations, which represent a generalization of the Buchert
equations to the case of general matter with non-zero vorticity, are:
3
∂2t a
a
=− 1
2
〈µ(n) + 3p(n)〉+ 〈n˙αn˙α〉+ 〈∇ˆαnα〉+Q
+ 〈1
3
(
Γ2 − 1)Θ2 + (1− Γ−2)Γ∂tΘ + Θ∂tΓ〉 (4.40)
3
(∂ta)
2
a2
=〈µ(n)〉 − 1
2
〈(3)R〉 − 1
2
Q+ 1
3
〈(Γ2 − 1)Θ2〉 (4.41)
∂t〈µ(n)〉+ 3∂ta
a
〈µ(n) + p(n)〉 = −〈ΓΘp(n)〉+ 〈ΓΘ〉〈p(n)〉
− 〈Γn˙αq(n)α + Γσαβpi(n)αβ〉 − 〈∇ˆα
(
Γq(n)α
)〉 , (4.42)
where the backreaction variable Q is now defined as
Q .= 2
3
(〈ΓΘ2〉 − 〈ΓΘ〉2)− 2〈σ2〉 . (4.43)
Let us explain how they have been derived, showing the calculation that
leads, for instance, to the third one; the others can be obtained in a similar
manner.
Start from the continuity equation (4.39). First of all note that, because
it is expressed in terms of nα, the derivatives involved are derivatives w.r.t.
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time s. So changing to derivatives w.r.t. time t, i.e. using ∂tf = Γ∂sf , we get
1
Γ
∂tµ
(n) + Θ
(
µ(n) + p(n)
)
= −∇ˆαq(n)α − 2n˙αq(n)α − σαβpi(n)αβ . (4.44)
Now multiplying by Γ and taking the average we obtain
〈∂tµ(n)〉+ 〈ΘΓ
(
µ(n) + p(n)
)〉 =− 〈Γ∇ˆαq(n)α〉 − 2〈Γn˙αq(n)α〉
− 〈Γσαβpi(n)αβ〉 .
(4.45)
The use of the commutation rule (4.31), written for the scalar function µ(n),
leads to
∂t〈µ(n)〉+ 〈ΓΘ〉〈µ(n) + p(n)〉 =− 〈ΘΓp(n)〉+ 〈p(n)〈ΓΘ〉〉
− 〈Γ∇ˆαq(n)α〉 − 2〈Γn˙αq(n)α〉
− 〈Γσαβpi(n)αβ〉 .
(4.46)
Finally, inserting (4.36) and using n˙α = Γ−1∇ˆαΓ gives, after some calculation,
the desired result (4.42).
Chapter 5
Backreaction in N+1 and 2+1
dimensions
In this chapter we calculate the (N + 1)-dimensional analogues of the Ray-
chaudhuri equation and the Hamiltonian constraint, in the case of general
matter and non-vanishing vorticity and shear. After generalizing the aver-
aging procedure to the case of higher dimensions, we apply it to the above
scalar equations (in the irrotational dust case), and we derive their averaged
counterparts. We obtain the (N + 1)-dimensional integrability condition, and
we point out some particular solutions.
We show in a detailed manner how to calculate these relations.1 By setting
N equal to 3, we obtain the same equations used in the previous chapter.
We obtain also the (2 + 1)-dimensional version, and analyse it. For an
even-dimensional hypersurface the geometry and the topology are related, a
result encoded in the Gauss-Bonnet theorem. We state the theorem, clarify
some concepts needed in order to understand its meaning, and analyse what
it tells us about backreaction in 2+1 dimensions.
In this chapter, for the sake of generality, we restore the cosmological
constant Λ.
5.1 The (N+1)-dimensional equations
In this section we obtain the (N + 1)-dimensional version of the Raychaudhuri
equation and the Hamiltonian constraint. Setting N = 2, we get the relations
for the (2 + 1)-dimensional case. For the sake of completeness we also obtain,
with the choice N = 3, the equations for the (3 + 1)-dimensional case.
1Note that in this chapter the indexes run over the values 0, 1, . . . , N .
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In working out the calculations we proceed as in the (3 + 1)-dimensional
case, but taking into account the following differences. From the property
gαβg
βγ = δ γα it follows that
gαβg
αβ = N + 1 , (5.1)
and so, instead of the second equation (2.7), we have
h αα = N . (5.2)
Then the covariant derivative of the velocity vector field (which is now an
(N + 1)-velocity) can be decomposed in analogy to equation (2.20), page 17,
as
∇βuα = −u˙αuβ + 1
N
Θhαβ + ωαβ + σαβ , (5.3)
where u˙α, Θ, ωαβ and σαβ are defined as before.
While the Einstein equation (2.55) remains unchanged, as does the splitting
of the energy-momentum tensor (2.62), inserting the latter into the former
and taking the trace we obtain the trace of the Ricci tensor, i.e. the Ricci
scalar:
R =
(
2
1−N
)
[−µ− (N + 1) Λ +Np] . (5.4)
Inserting this expression into the Einstein equation we get for the Ricci tensor
Rαβ = Tαβ +
(
gαβ
1−N
)
[−µ− 2Λ +Np] , (5.5)
which we use in what follows.
5.1.1 The (N+1)-dimensional Raychaudhuri equation
In order to obtain the (N + 1)-dimensional analogue of the Raychaudhuri
equation (2.79) we start from the Ricci identities (2.78). We project them
along uα with the projector (2.4), and we take the trace with the metric tensor.
Then we can work on the various terms we obtain using the properties and
the definitions given in sections 2.1, the splitting of the covariant derivative
of the velocity vector field (5.3), and the expression (5.5) for the Ricci tensor.
After some calculations we obtain the (N + 1)-dimensional Raychaudhuri
equation:
Θ˙ +
Θ2
N
=∇ˆαu˙α + u˙αu˙α + 2
(
ω2 − σ2)
+
1
N − 1 [(2−N)µ−Np+ 2Λ] . (5.6)
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That with the choice N = 3 gives the usual (3 + 1)-dimensional form (2.79),
i.e.
Θ˙ +
1
3
Θ2 = ∇ˆαu˙α + u˙αu˙α + 2
(
ω2 − σ2)− 1
2
(µ+ 3p) + Λ , (5.7)
while with N = 2 we obtain the (2 + 1)-dimensional Raychaudhuri equation:
Θ˙ +
1
2
Θ2 = ∇ˆαu˙α + u˙αu˙α + 2
(
ω2 − σ2)− 2p+ 2Λ . (5.8)
Apart from the numerical factors, the three equations have the same form,
except for one important difference: in the (2 + 1)-dimensional case the term
containing the energy density µ is absent.
Irrotational dust
Now we want to put ourselves in the particular case of irrotational dust, so
ω = 0, p = qα = piαβ = 0 = u˙α. We get
Θ˙ +
Θ2
N
=
N − 2
1−Nµ− 2σ
2 +
2
N − 1Λ (N+1) (5.9)
Θ˙ +
1
3
Θ2 = −1
2
µ− 2σ2 + Λ (3+1) (5.10)
Θ˙ +
1
2
Θ2 = −2σ2 + 2Λ (2+1) , (5.11)
where again the main difference arises from the fact that in the (2 + 1)-
dimensional case the term containing µ is absent.
5.1.2 The (N+1)-dimensional Hamiltonian constraint
In order to obtain an (N + 1)-dimensional version of the Hamiltonian con-
straint (4.9), we generalize the procedure used in [29] to the case of N + 1
dimensions.2
The fully orthogonally projected covariant derivative ∇ˆα has already been
defined in equation (2.18), and we recall that, if uµ has non-zero vorticity,
then ∇ˆ is not an N -dimensional covariant derivative. This is due to Frobenius’
theorem (statement 3, page 46), from which it follows that in the case of
non-vanishing vorticity the projector hαβ does not project on hypersurfaces
orthogonal to uα, because these hypersurfaces do not exist.
2The Hamiltonian constraint is reported at the beginning of that paper, while its
derivation, plus some interesting discussions, can be found in the appendix.
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While the elements of the Riemann tensor are given as usual, for a generic
vector field of components Xα, by
RαβγδX
β .= ∇γ∇δXα −∇δ∇γXα , (5.12)
we define
(N)Rαβγδ
.
= (Rαβγδ)⊥ + kαδkβγ − kαγkβδ . (5.13)
Here we have used3
kαβ
.
= ∇ˆβuα = 1
N
Θhαβ + ωαβ + σαβ , (5.14)
and
(Rαβγδ)⊥
.
= h µα h
ν
β h
σ
γ h
%
δ Rµνσ% . (5.15)
So (N)Rαβγδ has been defined not by the derivative ∇ˆα alone, but also by its
embedding. This tensor is the Riemann tensor of the hypersurfaces orthogonal
to uα if and only if vorticity is zero. We can rewrite it as
(N)R
αβ
γδ =
(
Rαβγδ
)
⊥
− 2k[α[γkβ]δ] . (5.16)
Taking the trace we obtain
(N)Rαγ
.
= (N)R
β
α γβ = h
βδ (Rαβγδ)⊥ + kαβk
β
γ − kαγΘ , (5.17)
which is the Ricci tensor ofN -dimensional hypersurfaces if and only if vorticity
vanishes. Taking the trace of this expression by using hαγ, and inserting
equation (5.14) we obtain, after some algebra,
(N)R
.
= (N)R
α
α = R + 2u
µuνRµν +
1−N
N
Θ2 + 2
(
σ2 − ω2) , (5.18)
which we can rewrite as
uµuνRµν =
1
2
[
(N)R−R + N − 1
N
Θ2 − 2 (σ2 − ω2)] . (5.19)
Now we can project the Einstein equation (2.55) in such a way that we
obtain
uµuνRµν − 1
2
uµuνgµνR + u
µuνgµνΛ = u
µuνTµν , (5.20)
and inserting equations (5.19), (5.4), (2.62) we get the (N + 1)-dimensional
Hamiltonian constraint
1
2
(N)R +
N − 1
2N
Θ2 − σ2 = −ω2 + µ+ Λ . (5.21)
3Defined in this way, kαβ is minus the extrinsic curvature tensor.
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In the case of N = 3 we obtain again the expression
1
2
(3)R +
1
3
Θ2 − σ2 = −ω2 + µ+ Λ , (5.22)
while with the choice N = 2 we have the (2 + 1)-dimensional Hamiltonian
constraint
1
2
(2)R +
1
4
Θ2 − σ2 = −ω2 + µ+ Λ . (5.23)
Irrotational dust
Turning our attention to the particular case of irrotational dust, we have to
take into account that ω = 0, and p = qα = piαβ = 0 = u˙α. We find
1
2
(N)R +
N − 1
2N
Θ2 − σ2 = µ+ Λ (N+1) (5.24)
1
2
(3)R +
1
3
Θ2 − σ2 = µ+ Λ (3+1) (5.25)
1
2
(2)R +
1
4
Θ2 − σ2 = µ+ Λ (2+1) . (5.26)
5.2 The averaged (N+1)-dimensional equations
We want to obtain average equations that hold for the general (N + 1)-
dimensional case, so we need to generalize to higher dimensions the procedure
of averaging previously defined. Note that we average the equations obtained
for the case of irrotational dust.
Defining the averaging procedure.
Generalizing equation (4.2), we define the average value of the scalar quantity
f over the N -dimensional hypersurface of averaging as
〈f〉 (t) .=
∫
t
fε∫
t
ε
, (5.27)
where ε is the volume form of the N -dimensional hypersurface of averaging,
i.e.
ε =
√
|(N)g|dx1 ∧ · · · ∧ dxN , (5.28)
with (N)g being defined as the determinant (N)g .= det
(
(N)gαβ
)
.4
4See section (2.1.4) for a detailed discussion about the volume element.
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Let us point out that now the averages are taken over N -dimensional
hypersurfaces rather than over three-dimensional ones, so the volume element
is different, because it is the N -dimensional, and not the three-dimensional
one.
The commutation rule.
If we go step by step through the calculation that gives us the commutation
rule (4.7), contained in section 4.3.2, we see that no difference arises between
the case of 3 + 1 dimensions and the case of N + 1 dimensions, apart from
the fact that the averaged quantities are defined differently. So in the case of
irrotational dust the commutation rule is again:
∂t〈f〉 = 〈∂tf〉+ 〈ΓΘf〉 − 〈f〉〈ΓΘ〉 . (5.29)
The average expansion rate.
In the (N + 1)-dimensional case, generalizing (4.4) we define the scale factor
as
a (t)
.
=
( ∫
t
ε∫
t0
ε
) 1
N
, (5.30)
so the average expansion rate 〈Θ〉 turns out to be:
〈ΓΘ〉 = N a˙
a
. (5.31)
This can be proved as follows. Considering the time derivative of equation
(5.30) we get
a˙ (t) =∂t
( ∫
t
ε∫
t0
ε
) 1
N
=
( ∫
t
ε∫
t0
ε
) 1
N
1
N
∂t
∫
t
ε∫
t
ε
=a (t)
1
N
∂t
∫
t
ε∫
t
ε
=a (t)
1
N
∫
t
ΓΘε∫
t
ε
, (5.32)
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where we have used equation (5.30) in obtaining the third line, and the
equation ∫
t
ΓΘε = ∂t
∫
t
ε , (5.33)
which is the same as (4.33), which does not change in the (N + 1)-dimensional
case, for the last one. Rewriting equation (5.32) as
N
a˙ (t)
a (t)
=
∫
t
ΓΘε∫
t
ε
(5.34)
and using (4.2) we get the result (5.31).
Let us note that the Hubble parameter is still defined as
H (t)
.
=
(
a˙ (t)
a (t)
)
, (5.35)
but now a (t) is given by equation (5.30) rather than (4.4).
5.2.1 The (N+1)-dim. averaged Raychaudhuri equation
Let us now apply the averaging procedure outlined above to equation (5.9).
Note that now Γ = 0, because the equations we average hold in the case of
vanishing vorticity. Taking the average as defined by (5.27) and using the
commutation rule (5.29) where we insert (5.31), with a defined by (5.30),
after some calculations we obtain the averaged N -dimensional Raychaudhuri
equation
N
a¨
a
=
N − 2
1−N 〈µ〉+Q+
2
N − 1Λ , (5.36)
where we have defined the (N + 1)-dimensional backreaction variable Q as
Q .= N − 1
N
(〈Θ2〉 − 〈Θ〉2)− 2〈σ2〉 . (5.37)
Putting N = 3 we obtain again equation (4.11):
3
a¨
a
= −1
2
〈µ〉+Q+ Λ , (5.38)
while for the value N = 2 we get the averaged (2 + 1)-dimensional Raychaud-
huri equation
2
a¨
a
= Q+ 2Λ , (5.39)
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where the (2 + 1)-dimensional backreaction variable Q is
Q .= 1
2
(〈Θ2〉 − 〈Θ〉2)− 2〈σ2〉 . (5.40)
These equations have been obtained in the case of irrotational dust.
Once again we notice that the most important difference between the
(2 + 1)-dimensional and the (3 + 1)-dimensional case is that in the former the
term containing 〈µ〉 is not present.
5.2.2 The (N+1)-dim. averaged Hamiltonian constraint
With the same averaging procedure applied to (5.24) we get the averaged
(N + 1)-dimensional Hamiltonian constraint
(N − 1)N
2
a˙2
a2
= 〈µ〉 − 1
2
〈(N)R〉 − 1
2
Q+ Λ , (5.41)
with Q given by equation (5.37). In the particular case of N = 3 we obtain
again (4.12):
3
a˙2
a2
= 〈µ〉 − 1
2
〈(3)R〉 − 1
2
Q+ Λ , (5.42)
and with the choice N = 2 we have the averaged (2 + 1)-dimensional Hamil-
tonian constraint
a˙2
a2
= 〈µ〉 − 1
2
〈(2)R〉 − 1
2
Q+ Λ , (5.43)
with Q defined by (5.40).
5.2.3 The (N+1)-dimensional integrability condition
Even in the (N + 1)-dimensional case we have two equations, the averaged
Raychaudhuri equation (5.36) and the averaged Hamiltonian constraint (5.41),
which form a system for the three unknown variables a (t), 〈(N)R〉 (t) and
Q (t). We cannot solve this system for the three variables, but we can use
the two equations in order to obtain a single formula that relates 〈(N)R〉 (t)
and Q (t). This generalizes what has been done in section 4.2.3, and the
interpretation of the results is similar.
Consider the averaged (N + 1)-dimensional Hamiltonian constraint (5.41),
take the time derivative and insert the two equations (5.36) and (5.41). If we
insert the Hubble parameter H defined in (5.35), and the continuity equation,
which in the (N + 1)-dimensional case reads again ∂t〈µ〉+ 〈Θ〉〈µ〉 = 0 (with
Θ now being defined by (5.31)), we obtain the integrability condition between
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the averaged (N + 1)-dimensional Hamiltonian constraint and the averaged
(N + 1)-dimensional Raychaudhuri equation, which reads
2NHQ+ ∂tQ = −2H〈(N)R〉 − ∂t〈(N)R〉 . (5.44)
In the particular case of N = 3 we have
6HQ+ ∂tQ = −2H〈(3)R〉 − ∂t〈(3)R〉 . (5.45)
In the case N = 2 we get
4HQ+ ∂tQ = −2H〈(2)R〉 − ∂t〈(2)R〉 . (5.46)
The meaning of these equations is that the evolution of backreaction and
averaged scalar curvature influence each other. Note that the cosmological
constant cancels out in the calculations sketched above.
5.2.4 Particular solutions
In analogy to what happens in section (4.2.3), here also are given some
particular solutions for the variables Q and 〈(3)R〉 expressed as functions of
a (t).
In the (N + 1)-dimensional case they are:
•
Q = 0⇒ 〈(N)R〉 ∝ a−2 , (5.47)
•
〈(N)R〉 = 0⇒ Q ∝ a−2N , (5.48)
•
Q ∝ a−2N and 〈(N)R〉 ∝ a−2 . (5.49)
So in the (2 + 1)-dimensional case they read:
•
Q = 0⇒ 〈(2)R〉 ∝ a−2 , (5.50)
•
〈(2)R〉 = 0⇒ Q ∝ a−4 , (5.51)
•
Q ∝ a−4 and 〈(2)R〉 ∝ a−2 , (5.52)
while in the (3 + 1)-dimensional case we obtain what has already been dis-
cussed in section 4.2.3.
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5.3 Geometry and topology
In the case of even-dimensional manifolds, their geometry can be related to
their topology. In 2 dimensions this is encoded in the Gauss-Bonnet theorem
(see for instance [23, p. 235]), which relates the curvature of a surface to
its Euler characteristic (this object is presented for instance in [23, section
6.1] and in [28, section 17.4]; anyway here we proceed in a simpler way). A
generalized Gauss-Bonnet theorem, that relates powers of the Riemann tensor
to the Euler characteristic, is valid in 2m dimensions, with m integer. For
odd dimensional manifolds, and in particular for three-dimensional manifolds,
there is no analogue of these theorems.5
For a two-dimensional manifold, i.e. a surface, the Ricci scalar assumes a
particularly interesting form. Using the Gauss-Bonnet theorem we can write
the average Ricci scalar in a way which shows that it is proportional to a−2;
the constant of proportionality is related to the topology of the surface. We
obtain that 〈(2)R〉 = Ca−2, where the constant C can also be zero. Because
of this relation and the integrability condition, the backreaction variable must
be either Q = 0 or Q ∝ a−4, i.e. Q = Aa−4, where A is a constant that can
also be zero.
5.3.1 The Gauss-Bonnet theorem
First of all, we need to recall some concepts from geometry.
The Gaussian curvature of a surface at a point on it is the product of the
principal curvatures, k1 and k2, of the surface at the given point:6
K
.
= k1 · k2 . (5.53)
The meaning of principal curvatures can be understood as follows. At
each point p on a surface embedded in three-dimensional Euclidean space one
may choose a unit normal vector. A plane passing through p that contains
the normal is called a normal plane, and it will also contain a unique direction
tangent to the surface and cut the surface in a plane curve. The principal
curvatures at p, denoted k1 and k2, are the maximum and minimum values of
this curvature.
5A discrete analogue is the Descartes theorem. This theorem can be found for instance
in [25, chapter 42], as the discrete part of equation (42.1), which contains also a particular
case of the Gauss-Bonnet theorem. The whole chapter 42, which is about Regge Calculus,
may provide useful insights on the topic of this section.
6Note that it is possible to give an alternative definition of the Gaussian curvature
through the use of the covariant derivative and the metric tensor.
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From this it is clear that the principal curvatures represent an extrinsic
measure of curvature, i.e. they describe how the surface is curved due to its
embedding in a higher-dimensional space.
Conversely, the Gaussian curvature is an intrinsic measure of curvature,
i.e. its value does not depend on the way the surface may be isometrically
embedded in space.7
The Geodesic curvature of a curve lying on a submanifold of the ambient
space measures, roughly speaking, how far the curve is from being a geodesic.
Now we can state the theorem.
Theorem 4 (Gauss-Bonnet). ConsiderM to be a compact, two-dimensional
Riemannian manifold with boundary ∂M. Let K be the Gaussian curvature
ofM, and kg the geodesic curvature of the boundary ∂M. Then the Gauss-
Bonnet theorem states that∫
M
KdΣ +
∫
∂M
kgds = 2piχ (M) , (5.54)
where dΣ is the area element of the surface,8 ds the line element along the
boundary ofM and χ (M) the Euler characteristic ofM.
The first integral in the above equation represents the total Gaussian
curvature of M, which is the integral of the Gaussian curvature over the
whole manifold.
The Euler characteristic is a topological invariant, so it describes the shape
of a topological space regardless of the way it is bent. It can be defined for a
connected planar graph, for polyhedra, for surfaces, and for other objects.9
A rigorous and general definition is the following: the Euler characteristic
of a N -dimensional differentiable manifoldM is the alternating sum
χ (M) =
N∑
i=0
(−1)i bi , (5.55)
7This is the content of Gauss’ theorema egregium, which reads: the Gaussian curvature
of a smooth surface embedded in R3 is invariant under local isometries. This is, for instance,
the reason it is possible to fold a piece of paper, or it is possible to eat pizza folding a
slice in half. Being a flat surface, its Gaussian curvature is zero. If we embed it in space
through folding a slice in half, one of the principal curvatures at a point along the fold
is non-zero, so the other must remain zero in order to keep the value of the Gaussian
curvature constant, according to Gauss’ theorema egregium.
8A surface is a two-dimensional manifold, or more precisely a two-dimensional topological
manifold, so here with "surface" we mean the manifoldM.
9For instance, the Euler characteristic is χ = 1 for an interval in R, χ = 0 for a circle,
χ = 1 + (−1)n for a n-sphere, χ = 1 for the solid unit ball in any Euclidean space, χ = 1
for Rn.
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where bi denotes the i-th Betti number.10
Now it is clear how the Gauss-Bonnet theorem connects the geometry of
a surface, in the sense of its scalar curvature, with its topology, in the sense
of the Euler characteristic.
When applied to compact surfaces with no boundaries, the second integral
in (5.54) vanishes, so we obtain∫
M
KdΣ = 2piχ (M) , (5.56)
which means that the total Gaussian curvature of the surface considered is
equal to 2pi times the Euler characteristic of the surface itself.11
For orientable compact surfaces without boundary the Euler characteristic
is given by
χ (M) = 2− 2g , (5.57)
where g is the genus of the surface.
The genus g of a surface is defined as the number of tori in a connected
sum decomposition of the surface.
Intuitively, any orientable compact surface without boundary is topolog-
ically equivalent to a sphere with some handles attached, and g counts the
number of handles.12
Then for this kind of a surface we have:∫
M
KdΣ = 2pi (2− 2g) . (5.58)
5.3.2 Curvature tensors for surfaces
In the case of a surface, the Riemann tensor is given by (see [23, p. 144]):
Rαβγδ = K (gαγgβδ − gαβgγδ) , (5.59)
where the function K is the Gaussian curvature of the surface.
10This definition and the meaning of the objects involved in it are widely explained in [28,
section 17.4]. For our purposes it is enough to illustrate the meaning of this definition in a
particular case. For a polyhedron, The Euler characteristic χ is given by Euler’s formula
χ = V −E + F (see [25, p. 1174]), where V is the number of vertices (zero-dimensional),
E the number of edges (one-dimensional) and F the number of faces (two-dimensional).
11Think of the Earth. On the surface there are peaks and valleys, which give the Gaussian
curvature a wide range of values on it. One may think that they average out when you
consider the whole surface, giving a total Gaussian curvature equal to zero. But the
surface of the Earth is topologically a two-sphere, and its Euler characteristic is 2. The
Gauss-Bonnet theorem then tells us that the total Gaussian curvature of its surface is 4pi.
12For instance, a torus T has g = 1, i.e. one handle, and in fact χ (T ) = 0.
CHAPTER 5. BACKREACTION IN N+1 AND 2+1 DIMENSIONS 78
If we take the trace we get the Ricci tensor, which in this case turns out
to be
Rαβ
.
= Rαβγδg
βδ = gαγK , (5.60)
i.e. proportional to the metric tensor. This means that every surface is an
Einstein manifold.13
Taking the trace again we obtain the Ricci scalar of the surface:
R
.
= gαγRαγ = g
αγgαγK = 2K . (5.61)
5.3.3 Relation between the average Ricci scalar and the
Euler characteristic
In the case of 2 + 1 dimensions we have
〈(2)R〉 .=
∫
(2)Rε∫
ε
=
∫
(2)R
√
|(2)g|dxdy∫
ε
=
∫
2K
√
|(2)g|dxdy∫
ε
=
4pi∫
ε
χ (M) ,
(5.62)
where we have in the second line used the fact that for a two-dimensional
manifold the Ricci scalar is given by equation (5.61), and in the third line
the Gauss-Bonnet theorem in the form (5.56).
Using the equation (5.30) with N = 2, we obtain14
〈(2)R〉 = 4piχ (M) a
2
0
a2V0
=
4piχ (M)
a2V0
. (5.63)
So, we can state that in the (2 + 1)-dimensional case the average value of
the Ricci scalar of a surface is given by
〈(2)R〉 (t) = Ca−2 (t) ∝ a−2 (t) , (5.64)
where C is a constant that may be zero, in which case we have a surface that
on average has vanishing Ricci scalar curvature. It is important to note that,
as a consequence of the fact that the Euler characteristic is a topological
13See footnote 25 on the page 24.
14Note that equation (5.30) normalizes the scale factor a (t) at the present day volume
of the universe V0
.
=
∫
t0
ε, i.e. a0
.
= a (t0) = 1.
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invariant, the average Ricci scalar does not change for deformations of the
manifold that leave its topology unchanged.
Looking for particular solutions of the integrability condition that holds
between the Raychaudhuri equation and the Hamiltonian constraint, we
already found this behavior. In fact we found that there are both solutions
with vanishing average Ricci scalar, i.e. (5.48), and solutions with 〈(2)R〉 ∝ a−2,
i.e. (5.47) and (5.49). However, this does not mean that there is a manifold
that, once averaged, presents these properties. This was the same in N + 1
dimensions, in 3 + 1 dimensions, and in 2 + 1 dimensions. But while in
the general (N + 1)-dimensional (or in the (3 + 1)-dimensional) case those
were just some solutions, in the (2 + 1)-dimensional case (5.64) is the only
possibility.
So, due to equations (5.50), (5.51) and (5.52), we have that in the (2 + 1)-
dimensional case the only possibilities for the (2 + 1)-dimensional backreaction
are to vanish, or to be proportional to a−4, so we have
Q (t) = Aa−4 (t) , (5.65)
where A is a constant that can also vanish.
Given this, it is interesting to ask if the constant A can be different from
zero, or if it always vanishes. It can be demonstrated that the acceleration
is zero in a (2 + 1)-dimensional FLRW universe. If the answer of the above
question is that we always have A = 0, then there is no backreaction in 2 + 1
dimensions. On the other hand, if it turns out that there are cases in 2 + 1
dimensions in which A 6= 0, this means that we could find cases where there
is backreaction, but it does not provide acceleration.
5.3.4 Comments
In section 5.3.3 we have found that, in 2+1 dimensions, the average Ricci
scalar of a surface is constrained by the condition (5.63). As a consequence,
also the backreaction variable is constrained, as equation (5.65) shows. Being
more precise, from that equation we can see that the backreaction variable is
determined up to a constant.
In the 3+1 Newtonian gravity, the situation is similar. The total energy
of the system is conserved, and the backreaction variable turns out to be a
boundary term, that vanishes for spatially compact cosmologies.15
So, in both cases we have a global constraint that restricts the evolution.
It is interesting to note that this does not happen in the (3 + 1)-dimensional
general relativistic case.
15These issues are discussed in [6].
Appendix A
Appendix: FLRW models
This work is about more general cosmological models, but let us briefly
outline the homogeneous and isotropic case. The family of cosmological
models that are homogeneous and isotropic is called Friedmann-Lemaître-
Robertson-Walker (FLRW elsewhere in the text). In this appendix we describe
its main characteristics and consequences, which are interesting per se, and
are sometimes recalled in the text. We give also some useful astrophysical
relations. We summarize the results and just sketch how to obtain them,
because many of the proofs are beyond the scope of this work. Detailed
discussions can be found in [21, chapter 4], [18, chapter 5], [35, section 2.6.2]
and [17, chapter 1]. The validity of idealizing the universe as homogeneous
and isotropic is discussed in the introduction to this work.
A.1 Homogeneity and isotropy
A.1.1 Two assumptions
The defining assumption of Friedmann-Lemaître-Robertson-Walker is that of
homogeneity and isotropy of the spacetime.1 Let us specify the mathematical
meaning of these assumptions (see [18, pp. 92–93]).
A spacetime is said to be (spatially) homogeneous if there exist a one-
parameter family of spacelike hypersurfaces Σt foliating the spacetime, such
that ∀t,∀p, q ∈ Σt there exists an isometry of the spacetime metric gαβ which
maps p into q.
A spacetime is said to be (spatially) isotropic at each point if there exists
1As specified in chapter 4, in the FLRW models by homogeneity and isotropy we mean
exact homogeneity and isotropy. Here we drop the word exact to avoid confusion, because
in the context of FLRW it is usually not used.
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a congruence of timelike curves (i.e., observers), with tangents denoted by
uα, filling the spacetime and satisfying the following property. Given any
point p and any two unit «spatial» tangent vectors sα1 , sα2 (i.e. vectors at
p orthogonal to uα), there exists an isometry of the metric which leaves p
and uα at p fixed, but rotates sα1 into sα2 . Thus in an isotropic universe it is
impossible to construct a geometrically preferred tangent vector orthogonal
to uα.
We point out that, with the assumptions of homogeneity and isotropy, the
surfaces Σt must be orthogonal to the tangent vectors uα to the world lines
of isotropic observers. This is expressed in our formalism by the vanishing of
the vorticity tensor (see chapter 3).
An important statement to be pointed out is that isotropy at three or
more points, i.e. the property that at each of these points all directions are
geometrically indistinguishable (a pointwise property), implies homogeneity,
i.e. that all points are geometrically indistinguishable (a global property), see
[23, p. 145].2
We use comoving coordinates (see section 2.1.1).3
A.1.2 The FLRW metric
From the two assumptions made above the form of the metric can be de-
termined up to one free function (a (t), see below) and one constant (k),
without using the Einstein equation. This equation allows us to determine
the evolution of the free function, as explained in the next section.
Spatial homogeneity and isotropy imply that the Riemann tensor (3)Rαβγδ
constructed from hαβ on Σt is of the form (see [18, p. 94]):
(3)Rαβγδ = Khγ[αhβ]δ , (A.1)
where K can be a function only of time. This means that the curvature of
every Σt is described by a single scalar K, that is the Gaussian curvature, and
2Note that isotropy around two points imply homogeneity in any geometry other than
the spherical one, where we need three points. In this case two different centers of spherical
symmetry are possible without requiring homogeneity.
3In general only self gravitating systems, like clusters of galaxies, or isolated galaxies,
can be considered comoving observers, i.e. the observers associated to comoving coordinates.
This is due to the definition of comoving coordinates, which we recall from chapter 2. Choose
arbitrarily a space section of the spacetime and label the fluid particles by coordinates xa;
at all later times label the same particles by the same coordinate values, so that the fluid
flow lines in spacetime are the curves xa = const. The time coordinate is then determined
by measuring proper time, from the initial space section, along the flow lines. Our galaxy
is part of the Local Group, so it is locally gravitationally related to other objects. This
results in a local motion of the Milky Way, but we are able to take this into account, so we
can approximately consider ourselves comoving observers.
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in this case it is constant over space, so every Σt represents a three-dimensional
space of constant curvature.
For the Gaussian curvature we have
K
.
= k1 · k2 = k
a2
, (A.2)
and so we obtain
(3)R = 6K = 6
k
a2
. (A.3)
The Gaussian curvature of a space of constant curvature completely
determine its geometry. In particular, there are only three possible geometries,
spherical, flat or hyperbolic, depending on whether the value of the Gaussian
curvature is positive, zero, or negative, respectively.
Then the metric turns out to be of the form (see [18, p. 95], [21, p. 21]):
ds2 = −dt2 + a2 (t) [dr2 + f 2 (r) dΩ2] , (A.4)
where4
f (r) =

sin r k = +1 (spherical geometry)
r k = 0 (flat geometry)
sinh r k = −1 (hyperbolic geometry)
(A.5)
and
dΩ2 = dΘ2 + sin2 Θdϕ2 (A.6)
is the angular part. The function a (t), which depends only on time, is called
the scale factor.
Following [35, p. 191] we can also express the metric (A.4) in the form:
ds2 = −dt2 + a2 (t)
[
dr2
1− kr2 + r
2dΩ2
]
, (A.7)
where the geometry of space is determined by the value of k as specified in
the definition (A.5).
4It is common to refer to the case of positive (negative) Gaussian curvature as spatially
closed (spatially open). These should not be confused with open and closed manifolds.
A closed manifold is a compact manifold without boundaries; an open manifold is one
that is not compact and without boundary. With these definitions, both closed and open
manifolds are possible in the spatially open case, while in the spatially closed case we need
a closed manifold. From the topological point of view, in each of the three cases of equation
(A.5) several different manifolds can be used to describe the universe. The most common
choices are the Euclidean space E3 in the case of flat geometry, and the 3-sphere S3 for the
spherical one, while for the hyperbolic geometry a lot of different choices are considered.
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A.2 Dynamics
A.2.1 Friedmann equations
The symmetries of the Friedmann models imply that all the dynamical
and kinematical variables are functions of time only, and any quantity that
represents inhomogeneity or anisotropy vanishes identically.
Now our aim is to determine the dynamical evolution of the universe. This
can be obtained by the use of the Einstein equation (2.55). In order to solve
it, we have to specify what kind of matter fills the universe, i.e. to give the
form of the energy-momentum tensor.
The most general form consistent with homogeneity and isotropy that can
be taken into account is the ideal fluid form (2.74). It allows us to describe
both matter and radiation, once we specify the equation of state (see below).
The energy-momentum tensor has the form
Tαβ = µuαuβ + phαβ . (A.8)
Moreover, from the symmetries of the FLRW it follows that
Eαβ = 0 , Hαβ = 0 , (A.9)
and
ωαβ = 0 , σαβ = 0 , u˙
α = 0 , (A.10)
the last due to the fact that fundamental observers are free falling.5 In
addition, due to the spatial homogeneity, all orthogonally projected covariant
derivatives (e.g. ∇˜αp,. . . ) are by definition zero.
Now we have to compute the scale factor a (t) from the Einstein equation.6
In principle it constitutes a set of ten independent equations, but is possible
to show that the conditions assumed about the symmetry of spacetime reduce
them to only two. This follows from inserting equations (A.9) and (A.10)
into the set of evolution and constraint equations derived in section 2.4: the
only non-vanishing equations are the Raychaudhuri equation (2.79) and the
continuity equation (2.96).
Instead of the continuity equation we can consider, together with the Ray-
chaudhuri equation (2.79), the Hamiltonian constraint (5.22). The continuity
equation is then redundant, because it can be obtained (see equation (A.17))
by combining the two Friedmann equations, that we derive in the following
5See [35, p. 190], and section 2.1.3.
6Note that it is possible to solve the Einstein equation using the metric (A.4), as done
in [18, pp. 96–97], but we proceed in a different way.
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lines from Raychaudhuri equation and the Hamiltonian constraint. Inserting
conditions (A.10) and the form (A.8) of the energy-momentum tensor into
(5.22) and (2.79), we obtain for the Hamiltonian constraint the form
(3)R
2
= −1
3
Θ2 + µ+ Λ , (A.11)
and for the Raychaudhuri equation the form
Θ˙ +
Θ2
3
= −1
2
(µ+ 3p) + Λ , (A.12)
where the cosmological constant Λ is now necessary in order to describe the
observed universe with the FLRW model, and it is subject to subsequent
considerations.
By using again the relation (A.3) and remembering that Θ/3 = a˙/a = H
(see equation (2.28)) we obtain the two evolution equations for the scale factor
a (t):
H (t)2 =
(
a˙ (t)
a (t)
)2
=
1
3
µ− k
a2 (t)
+
1
3
Λ , (A.13)
H˙ (t) +H (t)2 =
a¨ (t)
a (t)
= −1
6
(µ+ 3p) +
1
3
Λ , (A.14)
known as the Friedmann equations. Once again, k determines the geometry
of the space: the choice k = 1 gives the spherical geometry, k = 0 the flat
geometry, and k = −1 the hyperbolic one.
Because an ideal fluid is described by the energy-momentum tensor (A.8),
it is characterized by the quantities µ and p, which are functions only of
time as a consequence of homogeneity. As explained in section (2.3.4), the
dynamical description of a fluid requires also the specification of an equation
of state that relates µ (t) and p (t).
In current cosmological models the three main components that fill the
universe, in terms of an FLRW model, are non-relativistic particles (matter,
both barionic matter and cold dark matter), relativistic particles (radiation)
and vacuum energy (described by the cosmological constant Λ).7 When they
7Actually the cosmological constant represents a modification of the Einstein equation
that allows gravity to be repulsive. However, the term containing Λ can be written in
the form of an energy-momentum tensor, so it can be considered as arising from a form
of energy with negative pressure, vacuum energy, which is the main candidate for dark
energy. The cosmological constant, dark energy and modified gravity are treated in depth
in chapter 1.
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are in thermodynamical equilibrium, we can describe them by the equation
of state (see [35, p. 192])
p (t) = wc2µ (t) , (A.15)
where w is constant, and assumes the values8
w =

0 matter,
1/3 radiation,
−1 vacuum.
(A.16)
Differentiating (w.r.t. time) the first Friedmann equation (A.13), and
inserting it into the second Friedmann equation (A.14), we obtain the conser-
vation equation9
d
dt
(
µa3
)
= −3p
c2
a2a˙ , (A.17)
and substituting in it the equations of state (A.15) we get
µ ∝ a−3(1+w) . (A.18)
Inserting the definition of w gives the behavior of µ (t):
µ (t) ∝

a (t)−3 for matter,
a (t)−4 for radiation,
constant for the vacuum.
Now it is useful to define the quantities
µc (t)
.
= 3H (t)2 , Ω (t)
.
=
µ (t)
µc (t)
, H (t)
.
=
a˙ (t)
a (t)
, (A.19)
i.e. the critical density, the cosmic density parameter, and the Hubble param-
eter (already defined in equation (2.28)). Using them it is possible to rewrite
equation (A.17) as
Ω (t) = 1 +
kc2
H2 (t) a2 (t)
, (A.20)
from which it is clear that the geometry of the space is determined once Ω is
determined, in such a way that the universe has
8In equation (A.16) we report the value of w for vacuum energy. More generally, for
dark energy we have w < −1/3, which gives p (t) < − 13µ (t). This equation shows that
dark energy violates the strong energy condition (2.72).
9Some algebra shows that this equation is precisely the continuity equation (2.96)
written in the FLRW case where equations (A.10) hold, i.e. µ˙ = −3 a˙a (p+ µ).
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• hyperbolic geometry if Ω < 1 ,
• flat geometry if Ω = 1 ,
• spherical geometry if Ω > 1 .
Some other parameters are useful in the description of the model, the
most important of them being
ΩM
.
=
µM
µc
, and ΩΛ
.
=
µΛ
µc
, (A.21)
i.e. the contribution of ordinary matter and radiation10 to the cosmic density
parameter, and the contribution of the cosmological constant. They allow us
to write Ω as
Ω = ΩM + ΩΛ , (A.22)
and they are of particular importance from the observational point of view,
because they can be determined from several different kinds of observations
(see for instance [35]). Note that analogous relations are defined for the
baryonic contribution, the contribution due to luminous matter, that due to
dark matter, and so on.
A.2.2 The evolution of the universe
Once we have obtained the FLRW metric and the Friedmann equations, we
can see that different kinds of evolution are possible for a universe described
by this model.11 For simplicity in this section we assume the matter to be
represented by dust, so the universe is assumed to be filled by radiation plus
dust, plus possibly vacuum energy. The behavior is considerably different in
the cases of vanishing and non-vanishing cosmological constant.
• If we put Λ = 0, we are describing the universe as if it contained only
ordinary matter and radiation. It can be shown (see [35, p. 194])
that in this case the spatial geometry of the universe and its evolution
are uniquely related. This means that once we know the value of the
parameter Ω we know the qualitative evolution of the universe. In
particular:
– if Ω ≤ 1 the geometry of the universe is hyperbolic or flat, and it
expands indefinitely; while
10By ordinary matter and radiation we mean the particles of the standard model, and
we include dark matter of whatever origin.
11We must point out that by «evolution of the universe» in this section we mean only
the evolution of the scale factor of the universe a (t).
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– if Ω > 1 the geometry of the universe is spherical and from a
certain instant of time it will contract.
It is clear that, in this case, a static universe is not allowed.12 Moreover,
as we can see from equation (A.14) the expansion rate decelerates. This
is due to the fact that gravity is always attractive for ordinary matter
and radiation.
Given (by one century of observations) that our universe is expanding,
i.e. a˙ (t0) > 0, it follows from equation (A.14) that a¨ < 0, so the
universe must have been expanding at a faster and faster rate as one
goes backward in time. This means that in the past we would have had
a = 0, a singular state usually called the big bang.
• If we put Λ 6= 0 we are describing a universe where, besides ordinary
matter and radiation, there is another form of energy, vacuum energy.
Now expansion and contraction are possible for each spatial geometry,
depending on the values of µΛ and µM . But the most important
difference is that now the evolution can be accelerated, which happens
when we have µΛ > 0 and µM < µΛ, as seen from equation (A.14). This
shows that gravity becomes repulsive when the negative pressure of
dark energy is dominant.
Let us now turn our attention to the present day universe. The age of the
universe, i.e. the amount of time between the big bang and today, is indicated
by t0. The Hubble parameter is H = H (t), and the Hubble constant is
H0
.
= H (t0) .
13 For small redshift (defined below), i.e. z  1, the Hubble law
is ([35, p. 196]):
vr ≈ H0d , (A.23)
where d is the proper distance from the object observed (galaxies in the original
work of Hubble) to the observer in the three-dimensional space defined by given
cosmological time, vr is the velocity along the corresponding sight line, and the
value of the Hubble constant is estimated to be H0 ≈ 73.8 kms−1Mpc−1.14
12In fact Einstein generalized the original form Gµν = Tµν of his equation by inserting the
term gµνΛ (which represents the maximal generalization that preserves all the properties
of the original) expressly in order to allow static solutions, which however turn out to be
unstable.
13See equation (2.28) and the related footnote for more details.
14There are many determinations of the Hubble constant, based on different techniques.
The different results are often compatible with each other, once the uncertainties are
considered. We use the value H0 = 73.8±2.4 kms−1Mpc−1, affected by a 3.3% uncertainty.
This determination of the Hubble constant has been obtained in [36], from optical and
infrared observations of Cepheid variables, using the Wide Field Camera 3 (WFC3 ) on
the Hubble Space Telescope (HST ).
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A rough estimate of the value of t0 is the Hubble time:
tH
.
=
1
H0
≈ 13.6Gyr . (A.24)
It is useful to emphasize the interpretation of the redshift related to
the Hubble law. The overall expansion of our universe, as represented by
the Hubble law, forces galaxies or clusters of galaxies not gravitationally
interacting to move apart. However this is not an expansion of distances
between objects in the space, but an expansion of the space itself. This means
that the redshift of cosmological origin is not due to the relative motion of
source and receiver as the one due to the Doppler effect is.15 But we can still
demonstrate that we have a redshift, which can be intuitively understood by
thinking that the wavelength of a light ray traveling through the expanding
space experiences the same stretch of the space itself. The wavelength of a
photon changes from the value λE at time tE, to the value λO at time tO > tE.
We define the redshift as
z
.
=
λO − λE
λE
, (A.25)
which is equivalent to
1 + z
.
=
λO
λE
. (A.26)
It can be demonstrated that, in the framework of an FLRW model, the
redshift z and the scale factor a (t) are related as
1
1 + z
=
a (t)
a (t0)
. (A.27)
15In this section we deal only with the redshift of cosmological origin, i.e. the one due
to the expansion of the universe. Anyway, objects that are not self gravitating, like for
instance stars inside galaxies, are also subject to a local motion, so there is also a redshift
due to the Doppler effect, which affects the light they emit. The observed redshift is the
sum of both contributions.
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