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Abstract
A repetitive sequence collection is one where portions of a base sequence of length n are re-
peated many times with small variations, forming a collection of total length N . Examples
of such collections are version control data and genome sequences of individuals, where
the differences can be expressed by lists of basic edit operations. Flexible and efficient
data analysis on a such typically huge collection is plausible using suffix trees. However,
suffix tree occupies O(N logN) bits, which very soon inhibits in-memory analyses. Recent
advances in full-text indexing reduce the space of suffix tree to NHk + o(N log σ) bits at
the cost of running times of its operations increasing by polylog(N) factor. Here Hk is the
k-th order entropy of the collection and σ is the alphabet size. Notice that for r identical
copies of an incompressible base sequence, the bound simplifies to N log σ(1 + o(1)) bits.
We develop new static/dynamic full-text self-indexes based on the run-length encoding
whose space-requirements are much less dependent on N . For example, we obtain an in-
dex occupying R log σ(1+o(1))+R log NR (1+o(1))+r log n+O((s+r) log(s+r)) bits, where
s is the total number of basic edit operations to convert the r repeats into substrings of the
base sequence, and R ≤ min(n, nHk)+O((s+ r) logσN), where the O() term holds in the
expected case. The new indexes can be plugged into a recent dynamic fully-compressed
suffix tree using an additional O((N/δ) logN) bits of space for any δ = polylog(N), and
retaining the polylog(N) time slowdown on operations.
Computing Reviews (1998) Categories and Subject Descriptors:
E.4 Coding and Information Theory — data compaction and compression
F.2.2 Analysis of Algorithms and Problem Complexity: Nonnumerical Algorithms and
Problems — pattern matching, sorting and searching
General Terms:
Algorithms, Compression, Data structures
Additional Key Words and Phrases:
combinatorial pattern matching, data structure compression, full-text indexing
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1 Introduction
Self-indexing [13, 8, 33, 26] is a new proposal for storing and retrieving sequential data.
The idea is to represent the text (a.k.a. sequence or string) compressed so that random
access to the content of the text is maintained, and pattern retrieval queries on the content
of the text are supported as well.
The self-indexing approach becomes especially interesting when applied to collections
of texts. Consider for example a file system that is automatically kept self-indexed. Files
can be uncompressed when accessed and applying ”find” command works in real-time as
queries can be answered efficiently using the index rather than scanning through the files.
Such retrieval functionalities have been available long time for natural language texts by
the well-known inverted indexes, but now the self-indexes make such retrieval possible for
arbitrary texts such as biological sequences that do not consist of separable words.
A special case of a text collection is one which contains several versions of one or
more base sequences. Such collections are not uncommon. For example, a version control
system needs to store several versions of the same file with only small edit differences
between the consecutive entries. If the entries are stored independently of each others, the
version control system will be spending unnecessarily large amounts of memory by time.
If the system stores only the edits, queries on the content of one specific version becomes
non-trivial.
An analogy to the storage and retrieval of version control data is soon becoming reality
in the field of molecular biology. Once the DNA sequencing technologies become faster
and more cost-effective, it may be that in the near future the sequencing of individual
genomes becomes a feasible task [6, 16, 29]. With such data in hand, many fundamental
issues become of top concern, like how to store, say, 10, 000 Human Genomes not to speak
about analyzing them. For the analysis of such collections of biological sequences, one
would clearly need to use some variant of a generalized suffix tree [15] as that provides
a variety of algorithmic tools to do analyzes in linear or near-linear time. The memory
requirement of such solution is unimaginable with current random access memories and
also challenging in permanent storage.
Self-indexes should, in principle, cope well with the two applications above as both data
types contain high amounts of repetitive structure. In particular, as the main building
blocks of compressed suffix trees [34, 32, 31] they enable compressing the collections in
consideration close to their high-order entropy and enabling flexible analysis tasks to be
executed. However, there is a fundamental problem with the fact that the high-order
entropies are defined by the frequencies of symbols in their fixed-length contexts; these
contexts do not change at all when more identical sequences are added to the collection.
Hence, these self-indexes are not at all able to exploit the fact that the texts in the
collection are highly similar. Also, most self-indexes contain significant sub-linear terms
that disappear very slowly with the collection size growth.
In this paper, we propose new self-indexes, that are suitable for storing highly repet-
itive collections of texts, and a new compressed suffix tree based on them. We analyze
the theoretical space-requirements of these structures and show that they achieve much
better bounds for this specific problem than the existing self-indexes. We implemented
preliminary versions of the new self-indexes and the experiments show that the theoretical
advantages can also be seen in practice.
The paper is structured as follows. Section 2 introduces the basic concepts and goes
through the related literature. Section 3 derives the bounds for the backbone of the three
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data structures that are presented in Sects. 4, 5, and 6. Section 7 describes a new strategy
to store suffix array samples. Section 8 shows how the newly derived structures can be
applied to derive a new compressed suffix tree. Section 9 gives the experimental results
and Sect. 10 discusses the work left for future.
2 Basic Concepts and Background
A string S = S1,n = s1s2 · · · sn is a sequence of symbols (a.k.a. character or letter). Each
symbol is an element of a finite alphabet Σ = {1, 2, . . . , σ}. A substring of S is written
Si,j = sisi+1 . . . sj . A prefix of S is a substring of the form S1,j, and a suffix is a substring
of the form Si,n. If i > j then Si,j = ε, the empty string of length |ε| = 0. A subsequence
of S is any string obtained by deleting zero or more symbols from S.
A text string T = T1,n is a special string with tn = $. The k-context Ci ∈ Σ
k of a
symbol ti is Ci = ti+1 mod nti+2 mod n · · · ti+k mod n.
1 The lexicographical order “<” among
strings is defined in the obvious way.
For discussing the compressibility of text collections we need the following concepts.
Definition 1 The zero-order empirical entropy of text T is defined as
H0 = H0(T ) =
∑
c∈Σ,nc>0
nc
n
log
n
nc
,
where nc is the number of occurrences of symbol c in T .
Definition 2 The k-th order empirical entropy of text T is defined as
Hk = Hk(T ) =
∑
C∈Σk
|TC |
n
H0(TC), (1)
where TC is the subsequence of T formed by all the symbols whose k-context in T is C.
The k-th order entropy gives a lower bound for the compressibility of T with any
compressor that can use only k-contexts to predict the preceding symbol.
Notice that nHk(T ) ≤ nHk−1(T ) ≤ · · · ≤ nH0 ≤ n log σ bits, where the latter gives
the lower-bound for representing any incompressible text.
The compressors to be discussed are derivatives of the Burrows-Wheeler transform
(BWT) [4]. The transform produces a permutation of T , denoted by T bwt, as follows: (1)
Form a conceptual matrix M whose rows are the cyclic shifts (titi+1 · · · tnt1t2 · · · ti−1 for
1 ≤ i ≤ n) of text T , call F its first column and L its last column; (2) sort the rows of M
in lexicographic order; (3) the transformed text is T bwt = L.
The BWT is reversible, that is, given T bwt we can obtain T as follows:
1. Compute the array C[1, σ] storing in C[c] the number of occurrences of characters
{$, 1, . . . , c− 1} in the text T .
2. Define the LF mapping as follows: LF (i) = C[L[i]]+rankL[i](L, i), where rankc(L, i)
is the number of occurrences of character c in the prefix L[1, i].
1For technical convenience, T is taken here as a circular string, and Ci is defined as the right context
and not as the more natural left context. Alternative definitions can be handled with small modifications.
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3. Reconstruct T backwards as follows: set s = 1 (since M[1] = $T1,n−1) and, for each
n− 1, . . . , 1 do ti ← L[s] and s← LF [s]. Finally put the end marker tn ← $.
We study a generalization of the following problem:
Definition 3 The basic indexing problem is to store text T in as small space as possible,
so that the following retrieval queries on any given pattern string P = p1p2 · · · pm can be
solved as efficiently as possible:
count(P ): How many times P appears as a substring of T?
locate(P ): List the occurrence positions of P in T .
display(i, j): Return Ti,j .
We call a solution to the basic indexing problem a self-index if the index does not need T
to solve the three queries above.
A comprehensive solution to the basic indexing problem uses the suffix array SA[1, n],
that is an array of pointers to all the suffixes of T in lexicographic order. Then two
binary searches are enough to find the interval SA[sp, ep] such that count and locate are
immediately solved [24]. The solution is not as space-efficient as possible, since array SA
requires n log n bits, and the solution is not yet a self-index, since T is needed in order to
solve the display query.
A more space-efficient solution to the basic indexing problem derives from the fact that
suffix array SA is essentially the matrix M, as sorting the cyclic shifts of T is the same
as sorting its suffixes given the end marker “$”: SA[i] = j if and only if the ith row of M
contains the string tjtj+1 . . . tn−1$t1 . . . tj−1.
The FM-index [8] is a self-index based on the Burrows-Wheeler transform. It solves
counting queries by finding the interval SA[sp, ep] that contains the occurrences of pattern
P . The FM-index uses the array C and function rankc(L, i) in the so-called backward
search algorithm calling function rankc(L, i) O(m) times. The two other basic indexing
problem queries are solved e.g. using sampling of SA and its inverse, and LF -mapping
to derive the unsampled values from the sampled ones. Many variants of the FM-index
have been derived that differ mainly in the way the rankc(L, i)-queries are solved [26].
For example, on small alphabet sizes, it is possible to achieve nHk(1 + o(1)) space with
constant time support for rankc(L, i) [9].
A dual approach to solving the basic indexing problem uses the compressed suffix array
(CSA) [33], that is a self-index based on an earlier succinct data structure [13]. In the
CSA, the suffix array SA[1, n] is represented by a sequence of numbers Ψ(i), such that
SA[Ψ(i)] = SA[i] + 1.2 The sequence Ψ is differentially encoded, Ψ(i + 1) − Ψ(i). Note
that the Ψ values are increasing in the areas of SA where the suffixes start with the same
character c, because cX < cY if and only if X < Y in lexicographic order. It is enough
to store those increasing values differentially with a method like Elias coding to achieve
O(nH0) overall space [33]. Some additional information is stored to permit constant time
access to Ψ. This includes the same C array used by the FM-index.
We are now ready to introduce the problems studied in this paper.
2Since SA[1] = n because T [n, n] = $ is the smallest suffix, it should hold SA[Ψ(1)] = n + 1. For
technical convenience we set Ψ(1) so that SA[Ψ(1)] = 1, which makes Ψ a permutation of [1, n].
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Definition 4 Given a collection C of r sequences T k ∈ C such that |T k| = n for each
1 ≤ k ≤ r and
∑r
k=1 |T
k| = N , where T 2, T 3, . . . , T r contain overall s mutations from the
base sequence T 1, the repetitive collection indexing problem is to store C in as small space
as possible such that the following operations are supported as efficiently as possible:
count(P ): How many times P appears as a substring of the texts in C?
locate(P ): List the occurrence positions of P in C.
display(k, i, j): Return T ki,j.
We also study an extended version of the problem, where the sequences do not need to
be of the same length, and the differences can also be insertions and deletions in addition
to mutations.
Definition 5 Let C be a collection of r sequences T k ∈ C such that |T 1| = n,
∑r
k=1 |T
k| =
N and
r∑
i=2
min
1≤αi≤βi≤|T i|
{dL(T
i, T 1αi,βi)} = s,
where dL(T, T
′) is the Levenshtein distance [19] between strings T and T ′. The repetitive
substring collection indexing problem is to store C in as small space as possible such that
the following operations are supported as efficiently as possible:
count(P ): How many times P appears as a substring of the texts in C?
locate(P ): List the occurrence positions of P in C.
display(k, i, j): Return T ki,j.
These collection indexing problems can be solved easily using the normal self-indexes
for the concatenation T 1#T 2# · · ·T r$, where # is a special symbol not appearing in Σ.
However, the space requirements achieved even with the high-entropy compressed indexes
are not attractive for the case of repetitive collections. For example, the solution by
Ferragina et al. [9] requires NHk(C) + o(N log σ) bits. Notice that with the collection of
Def. 4 and with s = 0, Hk(C) ≈ Hk(T
1), and hence the space is about r times more than
what the same solution uses for the basic indexing problem.
In the sequel, we derive solutions whose space requirements depend on nHk (instead
of NHk) and on s (instead of o(N log σ)). Let us first consider a natural lower bound that
takes into account these specific problem parameters. Consider a two-part compression
scheme that first compresses T 1 with a high-order compressor and then the rest of the
sequences by encoding the edit operations needed to convert each other sequence into a
substring of T 1. The lower-bound for any such compressor is
nHk(T
1) + (r − 1) log n+ log
(
N − n
s
)
+ s log(σ + 2), (2)
where the first part is the lower bound of encoding T 1 with any high-order compressor,
the second part is the lower bound for telling which substrings of T 1 the r − 1 other
sequences correspond to, third part is the lower bound for telling the positions of the edit
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operations among the N − n possible, and fourth part is the lower bound for listing the s
edit operations (σ possible mutations, and insertion or deletion).
We also consider dynamic cases of the problems, where sequences can be inserted into
/ deleted from the collection. However, we assume the base text T 1 to remain intact.
Finally, we show how to apply the collection indexes as building blocks to turn the
new dynamic fully-compressed suffix tree [31] into a space expressed in the framework
of the lower bound in Eq. 2: The suffix tree S of a text T1,n is a compact trie storing
all the suffixes Ti,n where the leaves point to the corresponding i values [1, 15]. For
technical convenience we assume that T is terminated with a special symbol, so that
all lexicographical comparisons are well defined. For a node v in S, π(v) denotes the
string obtained by reading the edge-labels when walking from the root to v (the path-
label of v [32]). The string-depth of v is the length of π(v). We will simulate suffix tree
behaviour by an implementation of the following abstract data structure, which supports
more functionality than the concrete suffix tree.
Definition 6 A suffix tree representation supports the following operations:
• Root(): the root of the suffix tree.
• Locate(v): the suffix position i if v is the leaf of suffix Ti,n, otherwise null.
• Ancestor(v,w): true if v is an ancestor of w.
• SDepth(v)/TDepth(v): the string-depth/tree-depth of v.
• Count(v): the number of leaves in the subtree rooted at v.
• Parent(v): the parent node of v.
• FChild(v)/NSibling(v): the alphabetically first child/next sibling of v.
• SLink(v): the suffix-link of v; i.e., the node w s.th. π(w) = β if π(v) = aβ for
a ∈ Σ.
• SLinki(v): the iterated suffix-link of v; (node w s.th. π(w) = β if π(v) = αβ for
α ∈ Σi).
• LCA(v,w): the lowest common ancestor of v and w.
• Child(v, a): the node w s.th. the first letter on edge (v,w) is a ∈ Σ.
• Letter(v, i): the ith letter of v’s path-label, π(v)[i].
• LAQs(v, d)/LAQt(v, d): the highest ancestor of v with string-depth/tree-depth ≥ d.
We call suffix tree dynamic when it is built on a dynamic collection C. Again, we
assume that the base sequence T 1 stays intact.
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3 Using Runs as a Complexity Measure
Self-repetitions are the fundamental source of redundancy in suffix arrays, enabling their
compression. A self-repetition is a maximal range SA[i, i + l] of suffix array SA having
a target interval SA[j, j + l] such that SA[j + r] = SA[i + r] + 1 for all 0 ≤ r ≤ l.
The ranges of Ψ corresponding to a self-repetition in the suffix array are called runs. As
Ψ(i) = SA−1[SA[i] + 1], we have Ψ(i + 1) = Ψ(i) + 1 when both Ψ(i) and Ψ(i + 1) are
contained in the same run.
Let RΨ(T ) be the number of runs in Ψ of text T = T1,n and R(T ) = Rbwt(T ) the
number of equal letter runs in T bwt. If the text is evident from the context, we will usually
drop T and write just R, RΨ and Rbwt. It is known that RΨ ≤ R ≤ RΨ + σ [20], which
allows us to use the two types of runs interchangeably under most circumstances. The
number of runs is trivially bounded from above by n. For all k, we also have the bound
R ≤ nHk + σ
k [20], which is relevant for low entropy texts.
We will now prove some further bounds for texts obtained by repeating and mutating
substrings of a base sequence. To simplify the analysis, we add a new character # such
that # < $ < c for all c ∈ Σ to separate the sequences in a collection. Furthermore,
we assume that the ordering between two occurrences of character # is decided by the
positions of the occurrences in the sequence, making each occurrence of # a different
character in practice.
Definition 7 The r times repeated collection of base text T = T1,n is T
r = T 1T 2 · · ·T r,
where T r = T and T i = T1,n−1# for all i < r.
The base text itself is also a repeated collection with r = 1.
Definition 8 The context CT,i of suffix Ti,n relative to text T is its shortest distinguishing
prefix, i.e., the prefix that does not appear anywhere else in T as a substring.
The context of a suffix defines its position in the suffix array.
Definition 9 Let T r be a collection of r texts, each derived by mutations from a base
sequence T . A significant prefix SPi,j of the suffix starting at position j of sequence T
i is
a sequence satisfying the following conditions:
1. SPi,j is a prefix of the corresponding suffix.
2. SPi,j is not a proper prefix of any other SPi′,j′.
3. SPi,j = SPi′,j′ only if j and j
′ correspond to the same position of the base sequence.
We sometimes abbreviate the term significant prefix as SP. Conditions 1 and 2 ensure
that significant prefixes can be used for preliminary sorting of the suffixes. Condition 3 is
used to avoid too short SPs. In a repeated collection, we use the contexts of the suffixes
relative to the base sequence as significant prefixes unless otherwise noted.
3.1 Repetitions and Single Mutations
We will first show that the suffix array of a repeated collection contains the same number
of runs as the suffix array of the base sequence.
Theorem 10 For all texts T and all r ≥ 1, we have RΨ(T ) = RΨ(T
r).
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Proof. Let SA be the suffix array of T and SAr the suffix array of the repeated
collection T r. The suffixes of T r are first sorted by their significant prefixes. As # < $,
the suffixes sharing the same significant prefix are further sorted by their starting positions
in ascending order. Hence
SAr[r(i− 1) + j] = (j − 1)n + SA[i] for all 1 ≤ j ≤ r.
By the definition of self-repetitions, SA[i] and SA[i + 1] are contained in the same self-
repetition of SA if and only if the range SAr[r(i − 1) + 1, r(i + 1)] is contained entirely
in a self-repetition of SAr. Hence there is one-to-one correspondence between the self-
repetitions of SA and SAr. 
Next we consider simple mutations, where a single character in a collection is randomly
transformed into another character. Our goal is to bound the number of new runs created
by the mutation.
Lemma 11 Let T r = T 1T 2 · · · T r be a repeated collection and T ′ the collection created
by transforming tij, for some 1 < i ≤ r and 1 ≤ j < n, into another character. Then
RΨ(T
′) ≤ RΨ(T
r)+ 2c+2 = RΨ(T )+ 2c+2, where c is the number of significant prefixes
covering tij .
Proof. Let SA be the suffix array of T r and SA′ the suffix array of T ′. We call a
suffix starting at tij moved if its original significant prefix is no longer its prefix after the
mutation. Hence the relative position of a moved suffix in SA′ differs from its position in
SA.
A moved suffix appearing inside a self-repetition of SA or its target interval can break
the self-repetition in two pieces in SA′. Each moved suffix can also end up creating a new
self-repetition by itself. Finally, the suffix beginning at the mutated position can split
its original self-repetition in two, as the next suffix remains in its original position at the
target interval. As there are c moved suffixes, up to 2c + 2 new self-repetitions can be
created in SA′.
The remaining suffixes are first sorted by their significant prefixes. The mutation may
affect the ordering of suffixes sharing the same significant prefix, yet does so in a consistent
way creating no new self-repetitions. Hence a single mutation can create no more than
2c+ 2 new runs. 
The proof immediately generalizes to other types of mutations. The following table
summarizes some of them.
Type of mutation New T i Suffix moved if
insertion of character c after tia T
i
1,acT
i
a+1,n t
i
a+1 in significant prefix
deletion of T ia,b T
i
1,a−1T
i
b+1,n t
i
a in significant prefix
copying of T ja,b after T
i
c T
i
1,cT
j
a,bT
i
c+1,n t
i
c+1 or t
j
b+1 in significant prefix
An insertion adds one new suffix corresponding to no position in the base sequence.
The new suffix behaves as a moved suffix in the analysis. When a substring is copied, the
suffixes starting at range T ja,b are duplicated. Of these, only the duplicates corresponding
to the newly inserted substring are moved.
In respect to the number of runs, insertions and deletions are no worse than simple
mutations, while copying a substring creates no more new runs than two simple mutations.
When deleting a prefix of some sequence in the collection, no new runs are created, as no
remaining significant prefix contains any part of the deleted prefix.
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3.2 Expected Case Bound for Multiple Mutations
When we try to prove bounds for the effects of multiple mutations, we should bound the
length of significant prefixes after mutations. Unfortunately we have no easy way of doing
it in the terms of the original SPs in the worst case. However, we can get meaningful
expected case bounds.
Lemma 12 Let T = T1,n be a random text. The expected length of the longest context is
O(logσ n).
Proof. Let Si be a prefix of Ti,n of length l. For all 1 ≤ i < j ≤ n let X
i
j be the indicator
variable for having Si as a prefix of suffix Tj,n. If i+ l ≤ j, we have E[X
i
j ] ≤ σ
−l. By the
linearity of expectation, we have an upper bound of 12n
2σ−l for the expected number of
non-overlapping repeats of length l.
Consider now the case where Si appears as a prefix of Tj,n for some i < j < i + l/2.
Now Si must be a repeating sequence with period less than l/2. As there are at most
σl/2 such sequences, we have an upper bound of nσ−l/2 for the expected number of such
sequences occurring as a substring of T .
Finally consider the case where the two occurrences overlap in at most l/2 positions.
For such i and j, we have E[
∑
j X
i
j] ≤ 2σ
−l/2. Hence we have an upper bound of 2nσ−l/2
for the expected number of such repeats. By summing the bounds for l = (2 + x) logσ n,
we have
E

 ∑
1≤i<j≤n
Xij

 ≤ n2
2σl
+
3n
σl/2
≈
3
nx/2
= f(x).
By Markov’s inequality, f(x) is also a bound for the probability of having at least one
repetition of length l. Hence the expected length of the longest repeat is at most 3 logσ n
for large enough n. 
If T r is a repeated collection of a random text T , the above lemma also bounds the
length of its significant prefixes. To analyze the effects of multiple mutations, we start
with contexts as SPs and update them after each mutation.
Theorem 13 Let T r be the repeated collection of random text T = T1,n with total length
N = nr. Let Sr be T r after s simple mutations at random positions in T 2T 3 · · · T r. The
expected value of RΨ(S
r) is at most RΨ(T ) +O(s logσN).
Proof. (Sketch) By Lemma 12, we get significant prefixes of expected length O(logσ n)
for the initial collection, where the sequences are fully correlated. As the mutations accu-
mulate, the expected correlation between the sequences decreases, increasing the expected
length of SPs. For a fully mutated collection, the expected length of significant prefixes
is O(logσN). As random mutations cannot cause negative correlation between the se-
quences in the expected case, the expected length of SPs is bounded by O(logσN) after
every mutation.
One further complication must be dealt with before we can use Lemma 11 to get the
result. If the mutation happens in an already mutated collection, previous mutations can
interfere with the ordering of suffixes sharing a significant prefix.
Consider the groups of suffixes corresponding to Tj and Tj+1. Assume t
i
j is mutated,
and let Sij be the suffix beginning at t
i
j. When further mutations reorder the suffixes, the
position of Sij+1 within its group can change. This moves the split created by S
i
j when
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it moved away from its original run, possibly creating a new run. However, as the split
moves, the new run it might have created merges back to the original run. Hence we have
already paid for the new run in the expected case bound, even though many new runs
could be created by the reordering after any particular mutation.
As there are s mutations, each creating O(logσN) new runs in the expected case, the
result follows. 
By similar arguments, the proof can be extended to other types of mutations. The
main issue comes from dealing with total length N other than nr.
3.3 Substring-Repeated Collections
Instead of a repeated collection, we could use a somewhat more general model.
Definition 14 The r times substring-repeated collection of base text T = T1,n is T
r =
T 1T 2 · · ·T r, where T 1 = T , T i = Tαi,βi# for all i < r, and T
r = Tαr ,βr$, where 1 ≤ αi ≤
βi < n for all i.
Note that any repeated collection of T is also a substring-repeated collection of T . The
theorems of previous subsections can be generalized for substring-repeated collections in
a straightforward manner.
Theorem 15 Let r ≥ 1 and T r be a substring-repeated collection of T = T1,n with total
length N . Then, RΨ(T
r) ≤ RΨ(T ) +O(r logσN).
Proof. By Theorem 10, the corresponding repeated collection has RΨ(T ) runs. As
noted after Lemma 11, the deletion of a prefix creates no new runs and the deletion of a
suffix is no worse than a simple mutation. Hence the result follows by similar arguments
as in the proof of Theorem 13. 
By similar reasoning, we get the following theorem.
Theorem 16 Let T r be a substring-repeated collection of a random text T = T1,n with
total lenght N . Let Sr be T r after s mutations at random positions in T 2T 3 · · ·T r. The
expected value of RΨ(S
r) is at most RΨ(T ) +O((s + r) logσN). 
4 Run-Length Compressed Suffix Array
Let us now describe the Run-Length Compressed Suffix Array (RLCSA), based on the CSA
by Ma¨kinen, Navarro and Sadakane [22]. We use run-length encoding of the differences
Ψ(i)−Ψ(i−1) to store the array. To facilitate fast access to the array, we sample absolute
Ψ(i) values at a rate depending on the desired time-space trade-off. The resulting struc-
ture supports counting queries and allows an efficient secondary memory implementation.
Further improvements yield a dynamic main memory self-index.
To encode the run Ψ(i)Ψ(i + 1) · · ·Ψ(i + l), we write two integers: the gap after the
previous run (or a sampled value) Ψ(i) − Ψ(i − 1) and the length of the run l + 1. We
use Elias delta coding to encode the integers. Let b(p) be the binary representation of p.
The encoding of the positive integer p is the binary string 0|b(t)|−1b(t)b(p − 2t−1), where
t = |b(p)|. The length of the code is
δ(p) = log′ p+ 2 log′ log′ p− 2
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bits, where log′ x = |b(x)| = ⌈log(x+ 1)⌉.
Let Ψc be the strictly increasing sequence of Ψ values corresponding to the suffixes of
T = T1,N starting with character c. To bound the total length of codes, we note that the
sum of differences Ψ(i)− Ψ(i − 1) inside each sequence Ψc is at most N . Hence the sum
of all gaps between the runs of Ψ is at most σN . As the total length of all runs is n, the
array takes
R
(
δ
(
σN
R
)
+ δ
(
N
R
))
bits of space in the worst case. This is is justified by the concavity of logarithm, making
the worst case to be the one where the gaps are approximately σN/R and the lengths of
runs are approximately N/R.
Let |A| be the size of the array in bits. We build a higher level index by sampling the
first Ψ(i) value of each B-bit block of the array. As we start a new block whenever the first
character of the suffix changes, we have nB ≤ |A|/B + σ blocks in the array. As we need
to write a few integers of taking logN bits for each sample, the index takes O(nB logN)
bits.
In addition to the index, we use table C to store to store the start and end points
of the range of the suffix array corresponding to the suffixes starting with each character
c. This table is used in backward searching to find the range corresponding to the last
character of the pattern. As the table takes O(σ logN) bits, its size is covered by the
O(nB logN) bits bound for the index.
We implement the counting queries using backward searching on the Ψ array. To find
the first i with Ψ(i) value at least sp or the last one with value at most ep corresponding
to the endpoints of current range SA[sp, ep], we first use binary search on the index to
find the correct block. This takes O(log nB) time. When the correct block is found, we
start to decode it from the beginning. Since decoding time is linear in B, each Ψ access
takes O(log nB +B) time. As 2(m− 1) accesses to the Ψ array are required to search for
a pattern of length m, the query takes O(m(log nB +B)) time.
Theorem 17 The RLCSA for a collection of size N requires
|A| = R
(
δ
(
σN
R
)
+ δ
(
N
R
))
bits for the array and O(nB logN) bits of space for the index, where nB ≤ |A|/B + σ is
the number of blocks in the array and B the block size in bits. The structure supports
count(P ) queries in O(|P |(log nB +B)) time. 
4.1 A Self-Index Based on the RLCSA
To support locate() and display() queries, we use the standard solution of sampling
every d-th suffix, as described in Theorem 28. The solution requires O((N/d) logN) bits
of space, which is less than |A| for a suitable choice of parameter d.
To perform a locate(P ) query, we start with count(P ) to find the range SA[sp, ep]
containing the occurrences of pattern P . Then, for each SA[i] in the range, we start with
j ← i and iterate j ← Ψ(j) until we find a sampled position j. If k iterations were required
to find a sampled suffix, we report SA[i] = SA[j] − k.
For display(k, sp, ep) queries, we first find the nearest sampled SA[j] ≤ sp + SP [k],
where SP [k] is the starting position of sequence T k. Then we start with i ← SA[j]
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and iterate (i, j) ← (i + 1,Ψ(j)) until i reaches ep + SP [k]. For each i in the range
[sp + SP [k], ep + SP [k]] we search table C for the range containing j to find the next
character. This takes O(log σ) time, which is always less than the time required to access
the Ψ array.
Theorem 18 A self-index based on the RLCSA for a collection of size N requires
|RLCSA|+O((N/d) logN) bits of space, where d is the sampling rate of the suffix array.
The index supports locate(P ) queries in
O(|P |tΨ + occ · d · (tΨ +AT (N,N/d)))
time and display(k, sp, ep) queries in O((d+ep−sp+1)tΨ) time, where tΨ = O(log nB+B)
is the time required to access the Ψ array and occ is the number of occurrences found. The
term AT (·, ·) is defined in Theorem 22. 
We need to keep d fairly large, and hence locate() queries become slow. An obvious
improvement is to retrieve Ψ values for an entire run at a time, as the RLCSA supports
it in O(log nB + B + l) time for a run of length l. Average case analysis based on the
assumption that the target interval of each self-repetition is at a random position of the
suffix array leads us nowhere, as d must be at least several times larger than N/R. Hence
we must use some knowledge of the structure of the collection to prove improved bounds.
Lemma 19 Let T r be a repeated collection of size r. A self-index based on the RLCSA
supports locate(P ) queries in
O
(
max
(occ
r
, 1
)
· d · (log nB +B) + occ · d ·AT
(
N,
N
d
))
time in addition to the time required by the count(P ) query.
Proof. Suffixes corresponding to the same position of the base sequence always form
a run. As there are r sequences, the length of each of these runs is at least r. Hence each
access to the Ψ array retrieves at least r values. The additional cost of reporting these
values is covered by the AT (·, ·) term. 
If the number of mutations is not too high, a large portion of the suffixes corresponding
to the same position of the base sequence should still form runs. This transforms into an
expected case bound.
Theorem 20 Let T r be a repeated collection of T = T1,n with total size N after s random
simple mutations. A self-index based on the RLCSA with suffix array sampling rate d
supports locate(P ) queries using an expected number of no more than
d
r
+
O(s log2σN)
N
accesses to the Ψ array per occurrence in addition to those of the count(P ) query, assuming
d = O((N logσN)/nB).
Proof. If there are no mutations, the expected number of accesses to the Ψ array is
at most d/r per occurrence. In addition to this basic cost, there are two cases in which
mutations force us to pay additional costs.
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1. If a mutation moves some suffix between the occurrence and the next suffix array
sample, a new run is created. For the current occurrence, we must use this new run
and its successors until a sample is found. The cost of the earlier run must still be
paid in full, as there can still be other occurrences using it.
The starting positions of moved suffixes form a range in the sequence. If c is the
actual number of significant prefixes covering the mutation, we have a critical range
of c+ 1 to c+ d positions. If a mutation happens in the critical range, we must pay
the extra cost for at most c + 1 accesses to the Ψ array. Hence we have an upper
bound
1
d
d∑
i=1
c
c+ 1 + i
N
=
c
N
(
c+ 1 +
d+ 1
2
)
≈
c2
N
for the extra cost per each mutation and occurrence. As stated in the proof of
Theorem 13, the expected value of c is O(logσN). While we cannot directly square
the expectation to get the expectation of the square, the exponentially decreasing
probabilities for a repeat of length l still make E[c2] = O(log2σN). As there are s
mutations, the expected extra cost for each occurrence is at most O(s log2σN)/N
accesses to the Ψ array.
2. A mutation happening elsewhere can move suffixes inside the runs we are using,
breaking them into two. Yet unless many suffixes move inside the same run, we can
just skip them and continue decompressing the block until the remaining part of the
broken run is encountered.
We pay the extra cost for a particular occurrence and position if a moved suffix
appears immediately before the position in the suffix array. The probability that a
particular moved suffix affects a particular occurrence in this way is at most d/N .
As there are s mutations, each moving O(logσN) suffixes in the expected case, we
need to decompress an expected number of
O
(
d · s · logσN
N
)
Ψ values per occurrence. If we make the (reasonable) assumption that the average
number of Ψ values per block is Ω(d/ logσN), this cost is paid by the extra blocks
decompressed in the previous case.
Note that instead of processing one run at a time, we advance every occurrence one
step at a time unless a sample has already been found for the occurrence. 
Similar arguments extend the result to other types of mutations. Note that the ex-
pected number of accesses is never worse than the d/2 accesses per occurrence of the naive
approach.
4.2 From Static Index to Dynamic Index
The self-index described in the previous subsection can be made dynamic by similar means
as in the dynamic Ψ of Chan et al. [17, 5].
We use one balanced binary tree for each c ∈ Σ to store the sampled Ψ values. For
each character, the sampled pairs (i,Ψ(i)) form a strictly increasing sequence. Leaves of
the trees are the blocks of the Ψ array. Each internal node contains the total number of Ψ
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values and the difference of the last and first Ψ samples stored in its left subtree. Leaves
also contain the difference of the samples stored in current and previous block. The root
additionally contains the first (i,Ψ(i)) pair corresponding to the current character.
The correct block can be found using the values stored in internal nodes in O(log nB)
time, as in the static version. The sampled (i,Ψ(i)) pair corresponding to a block can be
determined by summing the initial values in the root, the differences stored in the internal
nodes when entering the right subtree and the Ψ difference of the leaf.
A new sequence is inserted into the collection in a manner similar to backward search-
ing. Let SA[j] point to the already inserted suffix of the sequence. To insert the previous
character c, we select the corresponding tree and search for the Ψ value j′. When the
correct position i′ is found, we insert the value j′ into the block, effectively incrementing
by one every previously stored value at least j′. If the block becomes full, we split it
into two, creating a new internal node. Then we return to the root, incrementing stored
(i,Ψ(i)) values by one every time we return from the right subtree. Finally, if a block was
split, we may need to rebalance the tree. The entire process takes O(log nB +B) time.
We still need to update all the other trees. Updating the i values is easy, requiring only
incrementing the initial values by one in trees corresponding to characters c′ > c. Updating
the Ψ values is harder, requiring to search for j′. When i′ such that Ψ(i′) < j′ ≤ Ψ(i′+1)
is found, we increment the difference by one and update the tree accordingly. Hence the
insertion takes O(σ(log nB +B)) time per character.
The deletion of a sequence is performed in a similar manner, starting from the first
character of the sequence and processing one character at a time. The time complexity of
the deletion is also O(σ(log nB +B)) per character.
We could use the solution of Theorem 29 for dynamic suffix array samples. However,
we can get better performance by simpler means. We store the N/d+ r sampled (i, SA[i])
pairs in a balanced tree similar to the ones used for sampled Ψ values. The samples are
ordered by i values, while the SA[i] values pointing to a suffix starting at T kj are stored
as pairs (k, j). Additionally, for each sequence T k, we store |T k|/d+1 pointers to the tree
nodes corresponding to the samples of this sequence. These pointers are ordered by SA[i]
values. The tree and samples require a total of O((N/d) logN) bits.
Instead of the AT (N,N/d) of the static version, checking for whether SA[i] is sampled
takes a tree search and hence O(log(N/d)) time in the dynamic version. Updating the
tree takes similarly O(log(N/d)) time for each inserted or deleted character. The nodes
to be deleted can be reached by the pointers corresponding to the sequence. Hence we get
the following theorem.
Theorem 21 A dynamic self-index based on the RLCSA for a collection of size N requires
O(|A|+(nB+N/d) logN) bits of space, where |A| is the size of the Ψ array, nB the number
of sampled Ψ values and d is the sampling rate of the suffix array. The structures supports
• count(P ) in O(|P | · tΨ) time;
• locate(P ) in O(|P | · tΨ + occ · d · (tΨ + log(N/d))) time;
• display(k, sp, ep) in O((d+ ep− sp+ 1) · tΨ time;
• insert(T ′) in O(|T ′| · σ · (tΨ + log(N/d))) time; and
• delete(T ′) in O(|T ′| · σ · (tΨ + log(N/d))) time,
13
where tΨ = O(log nB+B) is the time required to access the Ψ array and occ is the number
of occurrences found. 
The speedup of locate() queries from Theorem 20 still applies. Note that we need to
pay the O(log(N/d)) cost to check if the current suffix array position is sampled only once
per Ψ access, as a short traversal in the tree reveals this information for every occurrence
using the same Ψ access.
In practice the space requirements of Ψ and and SA samples are increased by a constant
factor from the static version due to the trees. However, we can convert the samples
between the (simplified) static and dynamic versions in O(nB +N/d) time. The Ψ array
also takes somewhat more space in the dynamic version, as a fraction of each block is
typically empty. The array can be recompressed to remove the slack and possibly change
the block size in O(|A|) time and a little more than one block extra space.
4.3 Advanced Models of Computation
In a secondary memory implementation, we store the index in main memory and the array
on disk. For each access to the Ψ array, we may have to retrieve a new block from disk.
This gives us an upper bound of 2(m− 1) disk accesses per counting query for a pattern
of length m. As disk accesses are expensive, we can use block sizes in tens of kilobytes to
reduce the index to less than 0.1 percent of the array.
Other queries and dynamic construction require far too many Ψ accesses for a rea-
sonable secondary memory implementation. However, RLCSA could be used as a smaller
replacement for the counting structure in the secondary memory self-index by Gonza´lez
and Navarro [11].
The main memory self-index benefits from parallelization. As the queries do not alter
the structures, we could divide the range for locate() and long display() queries to
p processors to achieve p-fold speedup. Similarly the trees corresponding to different
characters are updated independently in insert() and delete() operations. Hence we
can assing updating different trees to different processors, replacing the multiplier σ in
time complexity with 1 + σ/p.
5 Run-Length Encoded Wavelet Tree
Next we will describe a new data structure that we call Run-Length encoded Wavelet
Tree and show how to use it for the repetitive collection indexing problem. We start by
defining rank and select dictionaries for bit vectors, and the wavelet tree data structure
for sequences.
Entropy-bound structures for bit vectors. For a bit vector B of length u,
rankj(B, i) gives the number of j-bits in B[1, i] for all 1 ≤ i ≤ u and j ∈ {0, 1}. The
inverse function selectj(B,x) gives the position of the x’th j-bit in the bit vector B. The
rank and select queries can be solved in constant time using a succinct dictionary of size
uH0(B) + o(u) [28, 30].
Entropy-bound structures for sequences. Wavelet tree [12] is a binary tree structure
whose leaves represent the symbols in the alphabet. The root is associated with the whole
sequence T = T1,N . In a balanced wavelet tree, the left child (resp. right child) of the root
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is a wavelet tree of the sequence T< (resp. T≥) obtained by concatenating all positions
i having ti < σ/2 (resp. ti ≥ σ/2). This subdivision is represented by a bit vector of
length n that marks which positions go to the left subtree (by 0) and which go right
(by 1). Recursion is continued until the concatenated sequence contains a repeat of one
symbol. To recover a symbol ti from the original sequence, we can traverse bit vectors of
the wavelet tree starting from the root: In each internal node we choose either the left or
the right subtree depending on the bit vector’s i’th value. We set i ← rank0(B, i) when
we choose the right subtree, and i← rank1(B, i) otherwise. After O(log σ) recursive steps
we arrive at the leaf node of the symbol c, and we know that the original ti = c.
Let T1,N be an arbitrary sequence from the the alphabet Σ. Function rankc(T, i) gives
the number of times the symbol c appears in the subsequence T1,i. Function selectc(T, x) is
the inverse function of rank. The functions rankc(T, i) and selectc(T, x) can be calculated
from the balanced wavelet tree in O(log σ) recursive steps for any c ∈ Σ. For example
rankc(T, i) can be solved by traversing the wavelet tree according to the symbol c: In each
internal node, we go to the left subtree if c < σ/2 and right otherwise, and update i as
in the previous paragraph. When we reach the leaf node of symbol c, the answer of the
rank query is the value of i.
The space required by a balanced wavelet tree depends on how we encode the
rank structures for the bit vectors. Entropy-bound dictionary structures for bit vec-
tors [28, 30] can be used to represent the wavelet tree for an arbitrary sequence T
in NH0(T ) + o(N log σ) bits [9]. However, when we are constructing the wavelet tree
for a BW-transformed sequence T bwt, a much better result can be achieved due to
implicit compression boosting [23]: a wavelet tree for the sequence T bwt requires only
NHk(T ) + o(N log σ) bits of space for any k ≤ α logσN − 1 and any constant 0 < α < 1.
This is a good result when considering only one sequence but for a collection of multiple
sequences, that are almost identical, we notice a dependency on the overall length of the
sequences. To make wavelet trees more suitable for these kind of collections, we describe
a Run-Length encoded Wavelet Tree (RLWT) data structure, whose space requirement
depends on the number of runs R instead of the overall length of the collection.
Run-Length encoded Wavelet Tree. Let R be the number of runs in a text T1,N . Let
Ball be a level-wise concatenated bit vector of all the bit vectors in the balanced wavelet
tree for the sequence T . In the worst case, each run in T equals one 0/1-bit run on every
log σ levels of the wavelet tree, so that the upper-bound for the number of 0/1-bit runs in
Ball is R log σ. Let b ≤ ⌈12R log σ⌉ be the number of 1-bit runs in B
all. The RLWT data
structure encodes Ball into two separate bit vectors B1 and Brl such that the number of
1-bits in both bit vectors is exactly b: bit vector B1 marks all the starting positions of
1-bit runs in Ball, and bit vector Brl encodes the run-lengths of these runs in unary coding.
More precisely, B1[i] = 1 only if Ball[i] = 1 and Ball[i − 1] = 0 for all 1 < i ≤ N log σ,
and B1[1] = 1 if Ball[1] = 1. Unary code for a bit run of length j contains j − 1 zero bits
concatenated with one 1-bit. The length of Brl is the sum of the lengths of 1-bit runs in
Ball, which is always at most N log σ bits.
Theorem 22 ([14]) Given a bit vector B of u bits containing b 1-bits, a binary searchable
dictionary representation requires |gap(B)| +O(|gap(B)|/ log b) = |gap(B)|(1 + o(1)) bits
15
of space and supports rank queries in AT (u, b) time, where AT (u, b) equals
O
(
min
{√
log b
log log b
,
log log u
log log log u
· log log b, log log b+
log b
log log u
})
,
and select in O(log log b) time. In the worst case, length of the gap encoded sequence
|gap(B)| is roughly b log(u/b) +O(b log log(u/b)) bits. 
For the bit vectors B1 and Brl, we have strict upper-bounds of u ≤ N log σ and
b ≤ ⌈12R log σ⌉. Using the above theorem, the bit vectors can be represented in at most
R log σ log
2N
R
(1 + o(1)) +O
(
R log σ log log
2N
R
)
bits of space, where NR ≤
r
Hk
and r = |C|. All the wavelet tree queries can be supported
without storing the bit vector Ball itself. Next we will show how to calculate the rank
queries on the bit vector Ball using only the bit vectors B1 and Brl.
Solving rank in RLWT. To calculate rank1(B
all, i) we first set r ← rank1(B
1, i),
which is the number of 1-bit runs that start before or at the position i. If r = 0 then
trivially rank1(B
all, i) = 0. Let j be the starting position of the 1-bit run that precedes
position i, to be exact j ← select1(B
1, r). From the definition of Brl follows that the
number of 1-bits before position j equals
rank1(B
all, j − 1) =
{
0 if r = 1,
select1(B
rl, r − 1) otherwise.
The remaining part is to calculate the number of 1-bits in the closed interval [j, i] of the
bit vector Ball: Let k be the length of the r’th run, that is to say k ← select1(B
rl, r) −
rank1(B
all, j − 1). The number of 1-bits in the closed interval is
rank1(B
all, i) − rank1(B
all, j − 1) =
{
k if i− j ≥ k,
i− j + 1 otherwise.
Finally, the answer to the original rank1(B
all, i) query is just the sum of the values
rank1(B
all, j−1) and rank1(Ball, i)−rank1(B
all, j−1) that we already calculated above.
Solving rank for the bit vector Ball takes tAT time overall, and we get the following theorem
for the RLWT structure.
Theorem 23 Let R be the number of runs in a text T1,N . The RLWT data structure for
T takes
R log σ log
2N
R
(1 + o(1)) +O
(
R log σ log log
2N
R
)
bits of space, where N = ‖C‖. The queries rankc(T, i), selectc(T, x) and retrieval of the
symbol T bwti , for all 1 ≤ i ≤ N , are solved in O(log σtAT) time, where u ≤ N log σ and
b ≤ ⌈12R log σ⌉. 
Using the rankc() query from the above theorem with backward searching [7], we can
count the number of occurrences of a pattern of length m in O(m log σtAT)) time. The
space required for counting queries is the same as in Theorem 23 (applied to the text T bwt)
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plus σ logN bits for the table C storing for each symbol the number of symbols smaller
than it in T .
The RLWT structure can be made dynamic by using dynamic bit-vectors inside the
tree. To retain the good space bound, we need a dynamic bit-vector representation that
obtain the gap-bound. Such solution is developed next.
Theorem 24 Given a bit vector B of length u, the operations rank, select, insert(B, i, c)
and delete(B, i) can be solved in |gap(B)|(1 + o(1)) bits of space and
O
(
log b+
log u · log∗ u
log b+ log log u
)
time, where insert(B, i, c) inserts bit c between B[i] and B[i+ 1] and delete(B, i) deletes
B[i].
Proof. (Sketch) We δ-encode runs of the bit vector, and partition the encoded sequence
into superblocks of β = log u · log∗ u bits so that no code is broken. Superblocks are then
stored as the leafs of a red-black tree that is augmented to support rank/select queries
[21]. The tree requires O((b log(u/b)/β) log u) = o(|gap(B)|) bits of space. To process
superblocks in O(log u · log∗ u/(log b+ log log u)) time, we use lookup tables that process
chunks of 12(log b+ log log(u/b)− log log log(u/b)) bits (sublinear in |gap(B)| not u). 
Plugging this inside RLWT (simplifying the time bound to O(log u)) leads to the
following.
Theorem 25 Let R be the number of runs in a text T1,N . The dynamic RLWT data
structure for T takes
R log σ log
2N
R
(1 + o(1)) +O
(
R log σ log log
2N
R
)
bits of space, where N = ‖C‖. The queries rankc(T, i), selectc(T, x), retrieval of the symbol
T bwti , insert(T, i, c), and delete(T, i), for all 1 ≤ i ≤ N , are solved in O(log σ logN) time.
Here insert(T, i, c) inserts symbol c between T [i] and T [i+1] and delete(T, i) deletes T [i].

Chan et al. [5] have shown how to maintain a dynamic text collection by modifying
the dynamic representation of T bwt. The structure of the above theorem can be used in
their construction to provide O(|T | log σ logN) time insertion and deletion of text T into
the collection, as well as counting the number of occurrences of a pattern of length m in
O(m log σ logN) time. The space is the same as in the theorem above (applied to T bwt)
plus O(σ logN) bits for a binary search tree replacing table C.
6 Improved Run-Length FM-index
Next we show that Theorems 23 and 25 can be improved in the case the input text is
T bwt.
Recall that FM-index requires table C and function rankc(L, i) on the Burrows-
Wheeler transform L = T bwt to support pattern search. The Run-Length FM-Index
(RLFM) of [20] uses a reduction such that the starts of equal letter runs of L are
marked in a bit-vector E[1, N ], where E[i] = 1 if L[i] starts a run otherwise E[i] = 0,
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and a reduced sequence L′[1, R] is formed, where L′[rank1(E, i)] = L[i] for i such
that E[i] = 1. Another bit-vector D is formed that encodes the LF -mapping of en-
tries marked in E: D[C[L[i]] + rankL[i](L, i)] = 1 for i such that E[i] = 1 otherwise
D[C[L[i]] + rankL[i](L, i)] = 0. In addition to array C, it uses array C
E[1, σ], where CE[c]
stores the number of runs of symbols smaller than c in L. It can be shown [20] that
LF (i) = C[L[i]] + rankc(L, i)
= CE[L[i]] + select1(D, rankL[i](L
′, rank1(E, i)))
+(i− select1(E, rank1(E, i))).
Value rankc(L, i) can be solved from above, and computation of selectc(L, i) is analo-
gous.
The original proposal [20] uses 2N + o(N) bits for C and D σ logN bits for CE and
R log σ(1+ o(1)) bits for the wavelet tree of L′. This can now be improved using the BSD
representation for E and D (Theorem 22), giving immediately the following result.
Theorem 26 Given a collection C and a concatenated sequence T of all the sequences
T i ∈ C, let R be the number of runs in the BW-transformed sequence T bwt of T . The
RLFM data structure for the sequence T bwt takes
(R log σ + 2R log
N
R
)(1 + o(1)) +O
(
R log log
N
R
)
+ σ logN
bits of space, where N = ‖C‖. The queries rankc(T
bwt, i), selectc(T
bwt, x) and retrieving
the symbol tbwti , for all 1 ≤ i ≤ N , are solved in O(log σ + tAT) time. In particular, the
structure supports
count(P ) in time O(|P |(log σ + tAT)).

We can replace all static structures with dynamic ones to obtain the following result.
Theorem 27 Given a collection C and a concatenated sequence T of all the sequences
T i ∈ C, let R be the number of runs in the BW-transformed sequence T bwt of T . The
dynamic RLFM data structure for the sequence T bwt takes
(R log σ + 2R log
N
R
)(1 + o(1))
+O
(
R log log
N
R
)
+O(σ logN) +O(r logN)
bits of space, where N = ‖C‖. The queries rankc(T, i), selectc(T, x), retrieval of the
symbol T bwti , insert(T
bwt, i, c) and delete(T bwt, i) for all 1 ≤ i ≤ N , are solved in
O(logN⌈log σ/ log logN⌉) time. In particular, the structure supports
count(P ) in time O(|P | logN⌈log σ/ log logN⌉);
insert(T ′) in time O(|T ′| logN⌈log σ/ log logN⌉); and
delete(T ′) in time O(|T ′| logN⌈log σ/ log logN⌉).
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Proof. (Sketch) The basic mechanism to maintain a dynamic collection via dynamic
T bwt is explained in [5]; all we need is dynamic variants of all the static structures. We
can use the dynamic wavelet tree of [10] for L′ to support O(logR log σ/ log logR) =
O(logN log σ/ log logN) time rank within R log σ(1 + o(1)) bits. Arrays C and CE can
be replaced by binary search tree occupying O(σ logN) bits just like in [5]. The handle-
mechanism of [21] occupies O(r logN) bits (another search tree); this stores the mapping
of the texts into T bwt. Bit-vectors E and D can be represented using Theorem 24 in
2R log NR (1 + o(1)) +O(R log log
N
R ) bits with O(logN) time operations. 
7 Suffix Array Samples
7.1 Standard Solution
To support the other two functions of the repetitive collection indexing problem, namely,
display() and locate(), we need to be able to map the suffixes of the text into suffix array
indexes and vice versa. The standard solution [26] in self-indexes is to sample every d-th
suffix of each text in the collection in an array L[1,N/d + 1], such that L[i] = SA−1(id),
mark the locations L[i] into a bit-vector B[1,N ], such that B[L[i]] = 1 for all 1 ≤ i ≤
N/d+1, and store the samples in the suffix array order in a table S[1, rank1(B,N)], such
that S[rank1(B,L[i])] = id.
Then display(k, i, j) works as follows. Let SP [k] be the starting position of T k in the
concatenated sequence T = T 1T 2 · · ·T r. Value L[(SP [k] + j)/d + 2] = e tells us that
the nearest sampled suffix after TSP [k]+j,N is stored at suffix array index SA[e]. Following
LF -mapping starting at position e reveals us backwards a substring that covers T ki,j in
time O(tLF(d+ j − i+ 1)).
Function locate(P ) works in a similar fashion; first backward search is applied to find
the range SA[sp, ep] containing the occurrences of the pattern P and SA[i] is computed
for each sp ≤ i ≤ ep as follows. If suffix SA[i] is not sampled (B[i] = 0), then LF -
mapping is applied until an index j is found where SA[j] is sampled (B[j] = 1). Then
SA[i] = S[rank1(B, j)] + c, where c < d is the number of times LF -mapping was applied.
This takes time tSA = O(tLFd).
The space required by the standard solution is O((N/d) logN + N) bits, which can
be reduced to O((N/d) logN) by using Theorem 22; this changes the time for locate()
into tSA = O((tLF + tAT)d). The following theorem summarizes the result relevant to our
context combined with the the data structures of Theorem 26.
Theorem 28 Given a collection C and a concatenated sequence T of all the r sequences
T i ∈ C, let R be the number of runs in the BW-transformed sequence T bwt of T . There is
a data structure for the repetitive substring collection problem taking
(R log σ + 2R log
N
R
(1 + o(1)) +O
(
R log log
N
R
)
+O((N/d) logN) +O(r logN)
bits of space, where N = ‖C‖ and d is a given parameter. The structure supports
count(P ) in time O(|P |(log σ + tAT));
locate(P ) in time of count(P ) plus O(d(tAT + log σ)) per occurrence; and
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display(k, i, j) in time O((d+ j − i+ 1)(log σ + tAT)),
It holds tAT = O(log log
2N). 
The above result can be made dynamic by using the data structure of Corollary 27
and dynamic sampling as described in [5, 21]; instead of tables S and L the samples are
stored in binary search trees and the bit-vector B is replaced by a dynamic bit-vector like
the one in Theorem 24. We obtain the following result.
Theorem 29 Given a collection C and a concatenated sequence T of all the sequences
T i ∈ C, let R be the number of runs in the BW-transformed sequence T bwt of T . There is
a data structure for the dynamic repetitive substring collection problem taking the same
space the static structure in Theorem 28. The structure supports
count(P ) in time O(|P | logN⌈log σ/ log logN⌉);
locate(P ) in time of count(P ) plus O(d logN⌈log σ/ log logN⌉);
display(k, i, j) in time O((d+ j − i+ 1) logN⌈log σ/ log logN⌉);
insert(T ′) in time O(|T ′| logN⌈log σ/ log logN⌉); and
delete(T ′) in time O(|T ′| logN⌈log σ/ log logN⌉).

Our objective is to have all time requirements in O(polylog(N)) which holds only with
the above approaches if we assume r = O(polylog(N)); then d can be chosen as r logN to
make O((N/d) logN) = O(n), i.e., independent of N as we wish.
We will now show that by exploiting the repetitiveness assumptions of the collection,
it is possible to achieve better space requirements with time requirements less dependent
on r.
7.2 Improving Space and Time for display()
We will store samples only for T 1, that is, table L[1, n/d+1] has the suffix array entry of
every d-th suffix T 1di,n stored at L[i] = SA
−1[id].
To be able to use the same samples for other texts in the collection, we align the other
texts T 2, T 3, . . . , T r to substrings of T 1 and encode the alignment space-efficiently. Let
us redefine SP [k] as the occurrence position of T k inside T 1 with sk differences, where∑r
k=2 sk = s, i.e., SP [k] = αk of Def. 5. Let E
k[1, |T k|] be a bit-vector where the posi-
tions of the corresponding edit operations are marked, and let bit-vectors Ik
1,rank1(Ek,|T k|)
and Mk[1, rank1(E
k, |T k|)] encode the types of each operation: If there is an insertion
(mutation) at position i of T k then Ik[rank1(E
k, i)] = 1 (Mk[rank1(E
k, i)] = 1). If
Ek[i] = 1, Ik[rank1(E
k, i)] = 0, and Mk[rank1(E
k, i)] = 0, then there is a deletion
at i. The inserted (mutated) symbols are stored in another array ISk[1, rank1(I
k, |Ik|)]
(MSk[1, rank1(M
k, |Mk|)]) in their order of occurrence in T k.
Consider now a query display(k, i, j). The position j′ of T 1 aligned to tkj can be
computed by
j′ = SP [k] + 2rank1(I
k, rank1(E
k, j)) − rank1(E
k, j) − rank1(M
k, rank1(E
k, j)), (3)
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where the number of insertions minus the number of deletions is computed upto position
j in T k. The same is done for value i, and next the substring T 1i′,j′ is extracted using
the samples just like in the standard approach. It is easy to see that while extracting
T ki′,j′, the edit operations stored for T
k can also be extracted using rank-function on the
corresponding bit-vectors. We have obtained the following partial result.
Theorem 30 Given a collection C and a concatenated sequence T of all the sequences
T i ∈ C, let R be the number of runs in the BW-transformed sequence T bwt of T . There is
a data structure for the repetitive substring collection problem taking
(R log σ + 2R log
N
R
)(1 + o(1)) +O
(
R log log
N
R
)
+s log
N − n
s
(1 + o(1)) +O
(
s log log
N − n
s
)
+s log σ +O((n/d) log n) +O(r log n)
bits of space, where N = ‖C‖, n = |T 1|, s is the number of edit difference after locally
aligning T 2, T 3, . . . , T r against T 1, and d is a given parameter. The structure supports
count(P ) in time O(|P |(log σ + tAT)) and
display(k, i, j) in time O((d+ j − i+ 1)(log σ + tAT)).
It holds tAT = O(log log
2N).
Proof. The largests of the new structures are the bit-vectors Ek. They alltogether contain
s 1-bits out of N , so they can each be represented using BSD representation, leading to
the space reported (same applies to other bit-vectors). We also store the edited symbols
separately adding s log σ bits. For the time requirement, the added tAT comes from the
queries to the bit-vectors while extracting the edit operations. Notice that the length
of T 1i′,j′ aligned to T
k
i,j can be at most 2 ∗ (j − i + 1) as otherwise there would a better
alignment of length j− i+1 by just mutations. Hence the extracted substring is linear in
length to j − i+ 1. 
7.3 Improving Space and Time for locate()
We use the same strategy as for display(), sampling only T 1 regularly, but this time we
need to sample also parts of the other texts as discussed next.
Let us first consider the case of r-identical texts. We know that the suffixes
T 1p,n, T
2
p,n, . . . , T
r
p,n will all be consecutive and in the same order in SA. Hence, once every
d-th suffix of T 1 is sampled, we can reveal any SA[i] by applying LF -mapping at most d
times until finding an entry j such that SA[j′] is sampled for some j′ < j and j − j′ ≤ r.
Checking whether this is the case is identical to j − select1(B, rank1(B, j)) ≤ r, where B
is the bit-vector marking the locations of the sampled suffixes of T 1 in SA. Then SA[j]
corresponds to suffix T kS[rank1(B,j′)]+c,n, where S is the table storing the sampled suffixes
in the order they appear in SA, c < d is the number of times LF -mapping was applied,
and k = j − select1(B, rank1(B, j)) + 1.
Generalizing the scheme to work under different length texts and with edit differences
is non-trivial. We introduce a strategy that splits the suffixes into two classes A and B
such that class A suffixes are computed via T 1 samples and for class B we add new samples
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from all the texts. Recall Theorem 16; Class B contains the c+c′ suffixes whose significant
prefixes cover the edit operations and ends of the texts. Class A contains all other suffixes.
Let us first consider the case when SA[i] is a class B suffix. Class B suffixes form at
most s+ r disjoint regions in texts T k, 2 ≤ k ≤ r. We sample every d-th suffix inside each
of these regions. The suffix array indexes containing these sampled suffixes are marked
in a bit-vector C[1, N ], and a table SB [1, rank1(C,N)] stores these sampled suffixes in
the order they appear in SA. Retrieving SA[i] is completely analogous to the standard
sampling scheme by using SB in place of S and C in place of B. The space is bounded by
O(((c + c′)/d) logN), which is O((((s + r) logσN)/d) logN) in the expected case.
Computing SA[i] for class A suffixes is more challenging than in the case of r identi-
cal texts when all suffixes were class A. The problem can be divided into the following
subproblems:
(i) Not all sampled suffixes of T 1 will have counterparts in all the other texts. Hence,
we need to store explicitly a list Q[rank1(B,SA
−1[id])] = k1k2 · · · kp denoting texts
T k1 , T k2, . . . , T kp , p ≤ r, that correspond to a sampled suffix T 1id,n. Notice that
the exact positions inside the texts can be restored using the structures storing the
alignment for display()-queries (we leave the details of this computation for the
reader). However, we may now be using r times more space for each sample than in
the case of r identical texts. To get a reasonable total space requirement, we should
then use d that is linear in r, which brings us back to problem we started with.
(ii) Class B suffixes break the order of the suffixes aligned to the same sampled T 1 suffix,
making it difficult to know, once at SA[j], whether there is a sampled suffix of T 1 at
some position SA[j′] close enough.
Let us consider subproblem (ii) first. The solution is to explicitly mark all class B
suffixes in SA into a bit-vector D[1,N ], and to store for each sampled suffix T 1id,n its lexico-
graphic rank e among the suffixes in the list Q[rank1(B,SA
−1[id])] = k1k2 · · · kp, that is, e
such that ke = 1. Now, consider again the situation where SA[i] belongs to class A and LF
mapping has brought us to entry SA[j]. Let us compute prev = select1(B, rank1(B, j)),
succ = select1(B, rank1(B, j) + 1), dprev = (j − prev)− (rank1(D, j)− rank1(D, prev)),
and dsucc = succ−j−(rank1(D, succ)−rank1(D, j)). Let Q[rank1(B, prev)] = k1k2 · · · kp
and e be such that ke = 1. If dprev ≤ p − e then ke+dprev is the number of the text
where suffix SA[j] belongs to. This follows from the fact that the effect of class B suf-
fixes is eliminated using rank, so it remains to calculate how many class A suffixes there
are between the sampled suffix and current position. If this number is smaller than (or
equal to the) the number of suffixes with rank higher than that of SA[prev] in the list
Q[rank1(B, prev)], then (and only then) SA[j] belongs to the same list. Analogously, one
can check whether SA[j] belongs to the list Q[rank1(B, succ)] = k1k2 · · · kp′ of SA[succ] as
follows: if dsucc < e′, then ke′−dsucc, where e
′ is such that ke′ = 1. These are the two cases
that can happen, and after at most d-steps of LF -mapping the correct Q-list is found.
The additional space needed is O((c+ c′) log N−nc+c′ ) bits for the BSD of bit-vector D.
Finally, we are left with subproblem (i): the lists Q[1], Q[2], . . . , Q[n/d] occupy in total
O(n/d)r log r) bits. We will next improve the space to O(s+ r) log(s+ r)) bits mofifying
a classical solution by Overmars [27] to kth element/rank searching in the past. Let us
first review the original solution (with slight changes to suite our purposes) and then
show how to make the solution more space-efficient and confluental persistent (see [18] for
background on persistent data structures).
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Definition 31 Let E(t) = et1e
t
2 · · · e
t
pt ∈ R
∗ = {1, 2, . . . , r}∗ be a sequence of elements
at time point t ∈ H, where H ⊆ H = {1, 2, . . . , h}, such that E(t) can be constructed
from E(tprev), tprev = max{t′ ∈ H | t′ < t}, by emphdeleting some etprevk or inserting
a new element e ∈ R between some etprevk−1 and e
tprevk (or before e
tprev1 or after
etprevpt). Let E(0) be an empty sequence. The persistent selection problem is to construct
a static data structure D on {E(t)|t ∈ H} that supports operation select(t, k) = etk. The
online persistent selection problem is to maintain D such that it supports insert(t, e, k)
and delete(t, k), where value t must be at least max(H); if t = max(H), then tprev is taken
as t and sequence E(t) modified accordingly without retaining its previous version. The
confluental persistent selection problem allows value t to be any t ∈ H also for insertions
and deletions; if also t inH, then tprev is taken as t and sequence E(t) modified accordingly
without retaining its previous version.
The online persistent selection problem allows online updates, but the past remains
static, whereas in the confluental selection problem the insertions and deletions can be
understood as changes to the past; the effect cumulates to all time points that take place
after the change.
Theorem 32 ([27]) There is a data structure D for the online persistent selection prob-
lem occupying O(x(log x log h+log r)) bits of space and supporting select(t, k) in O(log x)
time, and insert(t, e, k) and delete(t, k) in amortized O(log x) time, where x is the number
of insertion and deletion operations executed during the lifetime of D.
Proof.(Sketch) The structure D is a variant of balanced binary tree that stores subtree
sizes in its internal nodes, enhanced with path copying and fractional cascading to supports
persistance: Consider a tree T (t) for storing elements of E(t) in its leaves and having
subtree sizes stored in its internal nodes. Selecting the k-th leaf equals accessing etk. It is
easy to find that leaf by following the path from the root and comparing k with the sum
of subtree sizes of nodes that remain hanging left side of the path; if at node v the current
sum plus subtree size of the left child of v is smaller than k, go right, otherwise go left.
Now, consider an insertion to produce E(t) from E(tprev). To produce T (t) one can add
a new leaf to T (tprev) and increment the subtree sizes by one on the path to the new leaf.
To make this change persistent, the idea in [27] is to copy the old subtree size information
into a new field on each node on the path and increment that. The field is labeled with
the time t and also a pointers are associated to the corresponding fields on the left and
right child of the node, respectively. Here corresponding means a field whose time-stamp
is largest t′ such that t′ ≤ t. Analogous procedure is executed for deletions, except that the
corresponding leaf is not deleted, but only the subtree sizes are updated accordingly. This
procedure is repeated over all time points and the tree is rebalanced when necessary. The
rotations to rebalance the tree require merging the lists of fields storing the time-stamped
information. The cost of rebalancing can be amortized over insertions and deletions [27].
The root of the tree stores the time-stamped list as a binary search tree to provide O(log x)
time access to the entries. The required space for the tree itself is O(x log x log h) bits as
each of the x updates creates a new field occupying O(log h) bits for each of the O(log x)
nodes on the path from root to the leaf. In addition, each leaf contains a value of size
log r bits. 
Theorem 33 There is a data structure D for the persistent selection problem occupy-
ing O(x(log x + log h + log r)) bits of space and supporting select(t, k) in O(log x) time,
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and insert(t, e, k) and delete(t, k) in amortized O(log x) time. There is also an on-
line/confluental version of D that occupies the same space, but select(t, k) takes O(log2 x)
time, and insert(t, e, k) and delete(t, k) take amortized O(log2 x) time.
Proof. We modify the structure of Theorem 32 by replacing the time-stamped lists of fields
in each node of the tree with two partial sums that can be represented succinctly. Let
Sv = sv0s
v
1s
v
2, · · · s
v
kv be the list of subtree sizes stored in some node v, where s
v
0 = 0. Let
Sˆv = (sv1 − s
v
0)(s
v
2 − s
v
1) · · · (s
v
kv − s
v
kv−1). We represent Sˆ
v via succinct data structure for
(dynamic) partial sums to supports operations select(Sˆv , i) =
∑i
j=1 sˆ
v
j = s
v
i . In addition,
we construct a bit-vector Bv[1, kv ] where Bv[i] = 1 if and only if the change svi came from
the right child of v. Notice that we do not need the explicit fractional cascading links
anymore, as we have the connection select(Sˆv, i) = select(Sˆl, i− i′) + select(Sˆl, i′), where
i′ = rank1(B
v, i), and l and v are the left and right children of v. That is, select(Sˆl, i− i′)
and select(Sˆl, i′) are the subtree sizes of nodes l and r, respectively, at the same time point
as svi . In the root of the tree we keep the original binary search tree to map the parameter
t to its rank i and after that the formulas above can be used to compare subtree sizes
to value of parameter k. Notice also that confluental insert and delete are immediately
provided if we can support dynamic select on Sˆv and dynamic rank on Bv.
Let us consider how to provide select(Sˆv , i) = svi . First notice that
∑
v∈T
∑kv
j=1 sˆ
v
j =
O(x log x) because each insertion or deletion changes the subtree size by one on O(log x)
nodes. Hence, we can afford to use unary coding for these values. We represent each Sˆv
by a bit-vector F v = f(sˆv1)f(sˆ
v
2) · · · f(sˆ
v
kv), where f(x) = 1
x if x > 0 otherwise f(x) =
0−x, and by a bit-vector G = 10f(sˆ
v
1
)−110f(sˆ
v
2
)−1 · · · 10f(sˆ
v
kv
)−1. Then select(Sˆv , i) equals
2rank1(F
v, j − 1)− (j − 1), where j = select1(G
v, i + 1). That is,
∑
v∈T (|F
v |+ |G|)(1 +
o(1)) = O(x log x) bits is enough to support constant time select on all subtree sizes, when
the tree is static. In the dynamic case, select takes O(log x) time [3]. Same analysis holds
for bit-vectors Bv.
In summary, the tree in the root takes O(x log h) bits, and support rank for t in
O(log x) time. The bit-vectors in the main tree occupy O(x log x) bits and make a slow-
down of O(1) or O(log x) per node depending on the case. The associated values in the
leaves occupy O(x log r) bits. 
Corollary 34 Given a collection C and a concatenated sequence T of all the r sequences
T i ∈ C, there is a data structure for the repetitive substring collection problem taking
(R log σ + 2R log
N
R
)(1 + o(1)) +O
(
R log log
N
R
)
O((s + r) logσN log
N
(s+ r) logσN
) +O((s+ r) log(s+ r))
+O((((s + r) logσN)/d) logN) +O((n/d) log n)
bits of space in the expected case, where N = ‖C‖, s is the number of edit difference
after locally aligning T 2, T 3, . . . , T r against T 1, and d is a given parameter. The structure
supports
count(P ) in time O(|P |(log σ + tAT));
locate(P ) in time of count(P ) plus O(d(tAT + log σ) + logN) per occurrence; and
display(k, i, j) in time O((d+ j − i+ 1)(log σ + tAT)),
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It holds tAT = O(log log
2N).
Proof. The discussion preceding persistent selection developed data structures occupying
O((s+r) logσN log
N
(s+r) logσ N
)+O((((s+r) logσN)/d) logN) bits to support parts of the
remaining locate() operation. These are larger than the ones for display(). Theorem 33
provides a solution to the subproblem (i): we can replace the lists Q[1], Q[2], . . . , Q[n/d]
by persistent select, where the s edit operations and 2r text beginning and ends cause
insertions and deletions to the structure (as they change the rank of a text between
two samples). There will be s + r such updates, and on any given position i of the
text T 1 (including those that are sampled) one can select the k-th text aligned to that
suffix in O(log(s + r)) = O(logN) time. The space usage of this persistent structure is
O((s + r) log(s+ r)). 
Corollary 35 Given a collection C and a concatenated sequence T of all the sequences
T i ∈ C, there is a data structure for the dynamic repetitive substring collection problem
taking the same space the static structure in Theorem 34. The structure supports
count(P ) in time O(|P | logN⌈log σ/ log logN⌉);
locate(P ) in time of count(P ) plus O(d logN⌈log σ/ log logN⌉+ log2N);
display(k, i, j) in time O((d+ j − i+ 1) logN⌈log σ/ log logN⌉);
insert(T ′) in average time O(|T ′| logN⌈log σ/ log logN⌉+ sk logσN log
2N); and
delete(T ′) in time O(|T ′| logN⌈log σ/ log logN⌉+ sk log
2N),
where sk is the number of edit operations needed to align T
′ with some substring of T 1.
Time for insert assumes that the alignment is given.
Proof. (Sketch) For the absolute samples, the construction is analogous to the Theorem 29.
The alignment is easy to store in dynamic data structures to support display(). For
locate() we need the confluental persistent select of Theorem 33. The insertions to the
structure take average O(sk logσ N log
2N) time, because one has to access the structure
on each suffix of class B to determine the class; once the first suffix of class A is found
preceding a mutation, the checking can be omitted until the next mutation. The deletions
to the structure take O(sk log
2N) time as the boundaries between class A and class B
suffixes are known. 
8 Fully-Compressed Suffix Tree
In this section we introduce a fully-compressed suffix tree for repetitive sequence collec-
tions. Let us start by describing the original solution.
8.1 Original Solution
Russo et al. [32] described a suffix tree representation that needs only o(n log σ) bits of
space on top of a compressed suffix array and supports operations in Def. 6 in logarithmic
time. Solution is based on a sampled suffix tree and on a small set of kernel operations
that are used to simulate the other operations.
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FCST [32] Our
SDepth/Locate tψδ = (logσ log n) log n (tψ + tAT)δ
Count/Ancestor 1 = 1 1
Parent (tψ + tLF)δ = (logσ log n) log n (tψ + tAT + tLF)δ
FChild/NSibling (tψ + tLF)δ = (logσ log n) log n (tψ + tAT + tLF)δ
SLink (tψ + tLF)δ = (logσ log n) log n (tψ + tAT + tLF)δ
SLinki tφ + (tψ + tLF)δ = (logσ log n) log n tφ + (tψ + tAT + tLF)δ
Letter tφ = (logσ log n) log n tφ
LCA (tψ + tLF)δ = (logσ log n) log n (tψ + tAT + tLF)δ
Child log σ + tφ log δ + (tψ + tLF)δ = (log log n)
2 logσ n tφ logN
TDepth (tψ + tLF)δ
2 = ((logσ log n) log n)
2 (tψ + tAT + tLF)δ
2
LAQt log n+ (tψ + tLF)δ
2 = ((logσ log n) log n)
2 logN + (tψ + tAT + tLF)δ
2
LAQs log n+ (tψ + tLF)δ = (logσ log n) log n logN + (tψ + tAT + tLF)δ
Table 1: Time complexities for the original FCST [32] for a string T1,n, and our version
for a repetitive collection C of length N . Specific times for FCST are given using the
FM-index of Ferragina et al. [9] as the compressed suffix array.
Theorem 36 ([32]) Using a compressed suffix array that supports the functions ψ, ψi,
T [SA[v]] and LF in times O(tψ), O(tφ), O(1) and O(tLF), respectively, a suffix tree for the
string T1,n can be represented in |CSA| + o(n log σ) bits of space and with the properties
given in Table 1. 
Sampled Suffix Tree. To achieve o(n log σ) bits of space, we store only a subset of
sampled nodes from the suffix tree S. For a sampling factor of δ = ⌈(logσ log n) log n⌉,
only O(n/δ) nodes will be sampled. Furthermore, it is required that for each node v ∈ S
there is an i < δ such that the node SLinki(v) is sampled [32]. The sampled nodes form a
δ-sampled tree S that can be constructed space-efficiently (see Sect. 8.3). Sampled nodes
store information about SDepth and TDepth, and the tree is augmented to support
LCAS in constant time.
Mapping from the suffix tree S to the δ-sampled tree S is done via two operations: The
operation LSA(v) for a node v ∈ S maps into the lowest sampled ancestor of v in S. The
operation LCSA(v, v′) for nodes v, v′ ∈ S maps into the lowest common sampled ancestor
of v and v′ in S. Notice the connection LCSA(v, v′) = LCAS(LSA(v),LSA(v
′)). For any
leaf-node v ∈ S, LSA(v) can be calculated in constant time using a bitvector B1,n that
contains O(n/δ) 1-bits, and an array of O(n/δ) values [32]. Thus, both operations LSA
and LCSA can be solved in O((n/δ)logn) + o(n) bits of space and in constant time for
leaf-nodes in S.
Kernel Operations. To support the operations LCA and SLink, we must first
solve SDepth. Operations will be computed over leaf-nodes of S: nodes v and
v′ can be represented by intervals [vl, vr] and [v
′
l, v
′
r]. Then trivially LCA(v, v
′) =
LCA(min{vl, v
′
l},max{vr, v
′
r}), and it follows that
SDepth(LCA(v, v′))
= SDepth(LCA(min{vl, v
′
l},max{vr, v
′
r}))
= max
0≤i<d
{i+ SDepth(LCSA(SLinki(min{vl, v
′
l}),SLink
i(max{vr, v
′
r})))}
= max
0≤i<d
{i+ SDepth(LCSA(ψi(min{vl, v
′
l}), ψ
i(max{vr, v
′
r})))} (4)
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where d = min{δ, r + 1} for r such that SLinkr(LCA(v, v′)) = Root [32]. Thus, solving
SDepth requires iterating ψ function δ times or until LCSA equals Root. At each step,
LCSA of two leaf nodes and SDepth of a sampled node in S can be calculated in constant
time. Overall this requires O(tψδ) time.
Now SDepth(v) can be simplified to
bSDepth(v) = SDepth(LCA(v, v)) = max
0≤i<d
{i+ SDepth(LCSA(ψi(vl), ψ
i(vr)))}.
After solving SDepth we know which i reaches a sampled node, i.e. value of i that
maximizes Eq. 4. The operation LCA(v, v′) can now be solved by
LCA(v, v′) = LF ( v1,i ,LCSA(ψ
i(min{vl, v
′
l}), ψ
i(max{vr, v
′
r})))
where v1,i denotes a prefix of the path label of v. Overall time to compute LCA is O((tψ+
tLF)δ) including the time to compute SDepth. Using LCA we can solve SLink(v) =
LCA(ψ(vl), ψ(vr)) in time O((tψ + tLF)δ), and SLink
i(v) = LCA(ψi(vl), ψ
i(vr)) in time
O(tφ + (tψ + tLF)δ) [32].
Other operations (see Def. 6) can be simulated using the kernel operations described
above. However, to solve the operations TDepth, LAQt and LAQs, another set of
O(n/δ) sampled nodes is required [32]: for any v ∈ S, there must be a j < δ such that
Parentj(v) is sampled. It is not known how to generate this sampling space-effiently:
these operations can be currently supported only by using O(n log n) construction space.
If LAQs is not supported, operations FChild and NSibling take the same time as the
operation Child.
Computing Child requires that sampled nodes store a list of child-nodes and first
letters of their edges. To avoid storing O(σn/δ) integers, mark one out of δ leaf-nodes and
consider only the children whose subtree contains marked leaves [32]. Amortized space is
then O((n/δ)logn) bits, and Child can be computed in O(log σ + tφ log δ + (tψ + tLF)δ)
time.
Overall space of the fully-compressed suffix tree is |CSA| + O((n/δ) log n) + o(n) =
|CSA| + o(n log σ) bits. Using the FM-index of Ferragina et al. [9] as the compressed
suffix array, the space required is nHk + o(n log σ) bits. Table 1 summarizes the time
complexities of the suffix tree operations.
8.2 Indexing Repetitive Sequence Collections
We will build on the data structure described in previous subsection.
Lemma 37 It is enough to sample only the internal nodes of the suffix tree S.
Proof. If min{vl, v
′
l} 6= max{vr, v
′
r} then LCSA(ψ
i(min{vl, v
′
l}), ψ
i(max{vr, v
′
r})) in
Eq. 4 can never be a sampled leaf-node — LCSA of two different leaf nodes is always a
sampled in-node. If min{vl, v
′
l} = max{vr, v
′
r} then v = v
′ and v is a leaf node: let v be the
j’th leaf node, then trivially SDepth(v) = n−SA[j], SLink(v) = ψ(j), SLinki(v) = ψi(j)
and LCA(v, v) = v. Hence, all the kernel operations can be computed without sampling
any leaf-nodes. 
Now the space requirement of sampled in-nodes can be bounded by O((N/δ) logN)
bits, which can be made arbitrary small by growing δ. To support LSA and LCSA for
leaves, we represent the bitvector B (see the previous subsection) utilising Theorem 22
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in |gap(B)|(1 + o(1)) = O((N/δ) logN) bits. Now computing LSA and LCSA takes
tAT = O(AT (N,N/δ)) time.
Computing Child must be done via binary search on ψ values because we can not
afford to store the list of child-nodes that contain marked leaves, i.e. O((σN)/δ) inte-
gers. Binary search on ψ function requires O(tψ log n) time. Supporting the operations
TDepth, LAQt and LAQs requires the same space-inefficient construction as in the
original FCST structure. If LAQs is not supported, operations FChild/NSibling take
the same time as the operation Child.
Theorem 38 Given a collection C and a compressed suffix array that requires |CSA|
bits of space and supports the functions ψ, ψi, T [SA[v]] and LF in times O(tψ), O(tφ),
O(AT (N,σ)) and O(tLF), respectively, a suffix tree S for a concatenated sequence T of all
the r sequences T i ∈ C can be represented in |CSA| + O((N/δ) logN) bits of space with
the properties given in Table 1.
Corollary 39 Given a collection C, a suffix tree for a concatenated sequence T of all the
r sequences T i ∈ C can be represented in
(R log σ + 2R log
N
R
)(1 + o(1)) +O
(
R log log
N
R
)
O((s + r) logσN log
N
(s+ r) logσN
) +O((s+ r) log(s+ r))
+O((((s + r) logσN)/d) logN) +O((n/d) log n) +O((N/δ) logN)
bits of space in the expected case, where N = ‖C‖, s is the number of edit difference after
locally aligning T 2, T 3, . . . , T r against T 1, and d is a given parameter. The structure has
the properties in Table 1, with tψ = tφ, tφ = d(tAT + log σ) + logN , tLF = log σ+ tAT, and
and T [SA[v]] in tAT = AT (N,σ) time.
Proof. Theorem 34 provides tφ = d(tAT+log σ)+logN as psi
i[j] = SA−1[SA[j]+i], comput-
ing SA[j] = (k, j′) equals computing one occurrence and SA−1[(k, j′)+i] = SA−1[(k, j′+i)]
resembles the display operation in the case tkj′ belongs to an area where a sampled position
is at distance d. Otherwise one must compute the counterpart of tkj′ in T
1, say t1j′′ , follow
the closest sampled position to suffix array, and use at most d times the LF -mapping to
find out SA−1[(1, j′′)]. Now, to find the rank of text T k with respect to that of text T 1
in the persistent tree storing the lexicographic order of suffixes aligned to position j′′, one
can do the following. Whenever a new leaf is added to the persistent tree, associate to that
text position a pointer to this leaf. These pointers can be stored in O((s + r) log(s + r))
bits and their locations can be marked using (s + r) log Ns−r space, so that one can find
the closest location to (k, j′) with a pointer using rank in tAT time. Following this pointer
to the persistent tree leaf, and continuing to the root of the tree (and back), one can
compute the rank of the leaf (text T k) in O(log(s + r)) time. Computing the rank of
(1, j′′) is analogous. By comparing these two ranks, one can find the correct index in the
vicinity of SA−1[(1, j′′)] making a select() operation on the bit-vector D used for locate()
operation. The overall time is the same as for computing SA[i]. Finally, tAT = AT (N,σ)
with a gap-encoded bit vector storing table C and tLF = log σ + tAT trivially. 
Notice that if r = polylog(N), one can choose δ = r logN log logN to have
O((N/δ) logN) term disappear, and still all suffix tree operations are supported in
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Dynamic FCST [31] Our
SDepth/Locate tψδ = (logσ logN) log
2 N tψδ
Count/Ancestor 1 = 1 1
Parent (tψ + tLF)δ = (logσ logN) log
2 N (tψ + tLF)δ
SLink (tψ + tLF)δ = (logσ logN) log
2 N (tψ + tLF)δ
SLinki tφ + (tψ + tLF)δ = (logσ logN) log
2 N tφ + (tψ + tLF)δ
Letter tφ = (logσ logN) log
2 N tφ
LCA (tψ + tLF)δ = (logσ logN) log
2 N (tψ + tLF)δ
Child/FChild/ (tψ + tLF)δ + tφ log δ + (logN) log(N/δ) tφ logN
NSibling = (log logN)2 logσN
Insert(T )/Delete(T ) |T |(tψ + tLF)δ = |T |(logσ logN) log
2 N |T |(tψ + tLF)δ
Table 2: Time complexities for the dynamic FCST [31] and our version for a dynamic
collection C of length N . The dynamic FCST is using the dynamic FM-index of Gonza´lez
et al. [10] as the dynamic CSA.
polylog(N) time. One can speed-up ψ-function to e.g. tψ = logN time using Theo-
rem 17. This adds (R log σ + 2R log NR )(1 + ǫ) +O
(
R log log NR
)
bits to the space, for any
ǫ > 0 (setting B = logNǫ in Theorem 17).
8.3 Dynamic Fully-Compressed Suffix Tree
A dynamic suffix tree representation that needs o(n log σ) bits of space on top of a dynamic
CSA was described by Russo et al. [31]. It supports operations in Def. 6 excluding
TDepth, LAQt and LAQs, in polylogarithmic time. Solution is based on a dynamic
version of the δ-sampled suffix tree described in Sect. 8.1. The set of kernel operations
stays the same.
Theorem 40 ([31]) Using a dynamic CSA that supports the functions ψ, ψi, T [SA[v]]
and LF in times O(tψ), O(tφ), O(logN) and O(tLF), respectively, a suffix tree for a
dynamic collection of length N can be represented in |CSA|+ o(N log σ) bits of space and
with the properties given in Table 2. 
Updating the Sampled Tree. The δ-sampled tree S of the suffix tree S is represented
with a dynamic parentheses structure by Chan et al. [5]. This structure supports LCAS
and ParentS in O(logN) time and can be augmented to support SDepth in O(logN)
time. The δ-sampled tree is maintained while inserting the text to the CSA: at every step
for any v ∈ S, there is an i < δ such that SLinki(v) is sampled [31]. Hence, space-efficient
construction of the δ-sampled tree is done by inserting a text into a empty collection.
These structures require O((N/δ) logN) bits of space, and the time to Insert/Delete
nodes to/from S is dominated by the time to compute SLink.
The operations LSA and LCSA are supported in O(logN) time and in
O((N/δ) log δ) + o(N) bits of space. This is achieved by using a dynamic bit vector
to represent the bit vector B1,N containing O(N/δ) 1-bits [31]. The operations TDepth,
LAQt and LAQs are not supported in the dynamic FCST. The operation Child is com-
puted by generalized branching in time O((tψ + tLF)δ + tφ log δ + (logN) log(N/δ)) [31].
Because LAQs is not supported, operations FChild and NSibling take the same time
as the operation Child.
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Indexing Repetitive Collections. As we sample only O(N/δ) nodes, the above data
structures for the δ-sampled tree use O((N/δ) logN) = O((N log σ)/ log logN) bits of
space for δ = ⌈(logσ logN) logN⌉. Using Theorem 24 the dynamic bit vector B can
also be represented in O((N/δ) logN) bits of space while supporting operations LSA and
LCSA in O(logN) time.
Corollary 41 Given a collection C, a dynamic suffix tree for a concatenated sequence T
of all the r sequences T i ∈ C can be represented in
(R log σ + 2R log
N
R
)(1 + o(1)) +O
(
R log log
N
R
)
O((s + r) logσN log
N
(s+ r) logσN
) +O((s+ r) log(s+ r))
+O((((s + r) logσN)/d) logN) +O((n/d) log n) +O((N/δ) logN)
bits of space in the expected case, where N = ‖C‖, s is the number of edit difference after
locally aligning T 2, T 3, . . . , T r against T 1, and d is a given parameter. The structure has
the properties in Table 2, with tψ = tφ, tφ = d logN⌈log σ/ log logN⌉ + log
2N , tLF =
logN⌈log σ/ log logN⌉, and and T [SA[v]] in O(logN) time.
Proof. Theorem 35 provides the running times analogously as in the proof of the static
version. 
We can use Theorem 21 to provide ψ[i] in tψ = O(logN) time, adding O(R log σ +
R log NR ) bits of space.
9 Experimental Results
We implemented the three proposed structures RLCSA, RLWT, and the improved RLFM-
index (call it RLFM+GHSV), each supporting count()-queries. Our implementation do
not yet support display() and locate(). We set our new self-indexes against the existing
self-indexes Succinct Suffix Array (SSA) and the original Run-Length FM-index (RLFM)
[20], where the former uses Huffman-shaped Wavelet tree directly on the BWT and the
latter uses it on the run-length encoded BWT. We also compare to a self-index based on
Lempel-Ziv parsing (LZ-index) [2] and to the alphabet-friendly FM-index (AFFM) [9] that
requires NHk(C)+o(N log σ) bits. Furthermore, we compare against a plain compressor to
see how much we pay for the retrieval functionality. We use a highly efficient LZ77-based
compressor p7zip3 with options -mx=9 -md=30. The compressor uses a window of length
up to 1 GB, and can thus compress texts with long repeats much better than standard
Lempel-Ziv based compressors.
In our implementation of RLCSA trivial runs of length 1 are encoded only by their
gap values, whereas nontrivial runs of length l + 1 are encoded by triples (gap, 1, l). This
saves one bit in trivial runs and wastes one bit in nontrivial ones. The trade-off is usually
more noticeable when there are many trivial runs, making the average number of bits
required to encode a run small. We use 32 kB block size for the RLCSA unless otherwise
noted. With such block size, the index size is less than 0.001 times the array size, making
it suitable for secondary memory implementation.
3http://p7zip.sourceforge.net/
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Figure 1: The number of runs in Ψ of repeated DNA sequences.
In our implementations of RLWT and the improved RLFM, the data structure use
simpler encoding for the bit vectors than in Theorem 22. The implemented structure
solves rank in O(log(b/ log2 b) + log log b) time.
For the tests, we use the DNA sequences from Pizza & Chili Corpus.4 We take a 1, 4 or
16 MB prefix and repeat it 25, 50 and 100 times. Note that this is not exactly a repeated
text of Definition 7, as we use no special characters to separate the basic sequences. Each
character is randomly transformed into another character in {A,C,G,T} with probability
corresponding to the mutation rate p. Characters in the first basic sequence are not
mutated. The setting simulates the case of one base sequence and r−1 mutated sequences.
Our other data set contains the source code for portable versions of OpenSSH5. We
test our indexes on a 4.44 MB tar archive containing the source code for version 4.7p1,
as well as on another 176.55 MB archive containing the source code for all 75 versions up
to version 4.7p1. The latter contains multiple copies of same files as well as many highly
similar files, making it highly compressible.
By Theorem 10, repetition of a base sequence does not increase the number of runs
of Ψ. When the special characters separating the base sequences are removed, the results
are slightly different. If there are R runs in Ψ of the base sequence, the number of runs
in Ψ of a twice or more repeated sequence is R + c for a (usually small) constant c. For
example, there are 704, 377 runs in Ψ of the 1 MB DNA prefix, whereas the number of
runs increases to 704, 383 when the sequence is repeated. The cause of this is that the last
4http://pizzachili.di.unipi.it/ or http://pizzachili.dcc.uchile.cl/
5http://www.openssh.com/
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Figure 2: The number of new runs per mutation.
suffixes of other base sequences are often sorted differently than the corresponding last
suffixes of the last base sequence.
Figure 1 shows the number of runs in Ψ of repeated DNA sequences. The number of
runs grows somewhat sublinearly in the number of mutations. This is further elaborated in
Figure 2. Note that the logarithmic dependence on the length of base sequence predicted
for random texts in Theorem 13 also exhibits here. As the mutation rate or the number of
repetitions increases, the probability of similar mutations increases, making it less likely
for the moved suffixes to create new runs.
Figures 3, 4 and 5 show the sizes of our structures on repeated DNA sequences. The
indexes perform similarly, yet as the number of runs grows, RLCSA outperforms RLWT
as predicted. Little surprisingly, RLWT outperforms RLFM+GHSV. This is explained by
the fact that RLFM+GHSV uses always two bit-vectors with R bits set and a separate
wavelet tree, whereas RLWT uses a wavelet tree formed by log σ levels of bit vectors each
with at most R bits set; this worst case does not happen in practice.
We will now select the 25 times repeated 16 MB DNA prefix for further comparisons.
As Figure 6 shows, our indexes clearly outperform the existing self-indexes when the
number of mutations is small. Yet as Figure 7 shows, there might still be much room
for improvement. To encode the sequence, p7zip requires approximately one tenth of
the space. When the mutation rate is high, p7zip requires only about 1.2 bits per run,
suggesting some connection between the number of runs in Ψ and the space requirements
of Lempel-Ziv compression.
Next we compare our indexes with existing self-indexes as well as plain compressors
32
0.00 0.01 0.02 0.03 0.04 0.05
1
2
5
10
20
50
10
0
20
0
Mutation rate
M
B
25x1 MB
25x4 MB
25x16 MB
50x1 MB
100x1 MB
Figure 3: The size of RLCSA on repeated DNA sequences.
on OpenSSH sources. In addition to p7zip, we use the well-known gzip and bzip2
compressors with parameter -9. Due to their small block sizes, they give an idea of the
traditional entropy-based compressibility of the collection. As seen in Figure 8, our indexes
clearly outperform the existing self-indexes. Again RLWT outperforms RLFM+GHSV
even with this larger alphabet size, indicating that the average RLWT space requirement
is better than the worst case.
The increased space efficiency of our indexes has been paid in time efficiency. To test
this, we extract 1000 random substrings of length 10 from the 16 MB DNA prefix. We
then repeat the prefix 25 times with mutation rate 0.01 and measure counting query times.
The following table gives average query times and structure sizes on a 3 GHz Intel Pentium
4 Northwood machine with 3 GB RAM.
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Figure 4: The size of RLWT on repeated DNA sequences.
Structure Time (µs) Size (MB)
RLFM 29.5 156.50
SSA 13.0 116.37
AFFM 19.4 124.15
LZ-index 79203.0 356.59
RLCSA 71.9 77.54
RLWT 1050.0 89.30
RLFM+GHSV 189.7 124.48
Note that we have used a main memory implementation of RLCSA with 128 byte blocks
here. Because of the smaller block size, the index is now almost 20 percents of the array
size as opposed to less than 0.1 percent in the secondary memory implementation.
10 Discussion
In this study, we have only considered self-indexes based on the Burrows-Wheeler frame-
work. There is also a family of self-indexes which is based on the Lempel-Ziv parsing,
see [25, 26]. It is easy to see that the parsing of a repetitive text collection consist at
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Figure 5: The size of the improved RLFM on repeated DNA sequences.
most of P (T 1) + s+1 phrases, where P (T 1) gives the number of phrases in T 1. It follows
that Lempel-Ziv based indexes like [25] require at most O(n log σ + s log n) bits space.
Hence, they are attractive for the application due to the good space bound; except that
in practice our experiments indicate that the constant factors are quite large. Also, their
functionality is limited to pattern searches and there does not seem to be a way to use
them as building blocks of compressed suffix trees or alike structures.
Finally, using the pessimistic estimate R = nHk + O(s logσN), we observe that our
upper-bounds are roughly by log σ+log r factor on nHk, and by logN/S N+logσN+log s =
O(logN) factor on s, apart from the lower-bound of Eq. 2. Interesting questions are
whether these could be improved and (especially) whether they could be achieved in the
worst case. For the suffix trees, a major future challenge is to remove the near-linear o(N)
bit factors from the complexities.
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