Introduction.
Starting from the eighties of the last century, new method of study of different problems in nonrelativistic Quantum Mechanics was elaborated -the method of Supersymmetry [1] , [2] - [5] , [6] , which appeared as a reduction of the idea of Supersymmetry in Quantum Field Theory. Initially, this idea was designed to solve the various problems in Elementary Particle Physics, and the nonrelativistic one-dimensional Quantum Mechanics was chosen [1] as a suitable toy model for possible spontaneous breaking of Supersymmetry. Later on, the idea of Supersymmetry has been used very widely in different areas of relativistic physics, and Supersymmetrical Quantum Mechanics (SUSY QM) turned into a separate field for studying. It was applied both for investigation of qualitative analytical problems and for solution of some specific physical tasks. Among the first, multidimensional generalization [7] - [9] , Quantum Mechanics with matrix potential [10] - [17] , polynomial SUSY [18] - [28] , parasupersymmetry [29] - [31] , multiparticle systems [32] - [39] has to be mentioned. Among the second, the spectrum of Pauli fermions on a plane [40] - [45] , different variants of scattering problem [46] - [49] , quantum design [6] , [50] - [55] , nonlinear Ermakov-Milne-Pinney equation [56] , supersymmetrical WKB method [57] , [58] can be listed as examples.
One more direction of SUSY QM was not mentioned above -the study of non-relativistic quantum models with position-dependent mass (PDM). These models (also called as models with the effective mass) appear in many branches of physics very distinct from each other: quantum liquids [59] , nuclear physics [61] , quantum wires and dots [60] , physics of semiconductors [62] - [65] , and some others. The SUSY QM approach was used successfully to investigate the wide class of such models -see for example [66] , [67] , [68] , [69] , [70] . Although most of the papers on the effective mass were focused on one-dimensional systems, there were few two-dimensional [66] , [67] , [68] , three-dimensional [69] and (2 + 1)-nonstationary [71] exclusions. In particular, in [68] the general solution of SUSY intertwining relations of first order in derivatives was built for two-dimensional Schrödinger operators with position-dependent (effective) mass in terms of four arbitrary functions. The generalization for intertwining of second order in derivatives was also considered in [68] , and there some particular so-lutions were found. The paper [66] , [67] mainly deals with two-dimensional systems but with a mass function depending only on one coordinate. The paper [69] was devoted to the three-dimensional rotationally invariant PDM models starting from the condition of superintegrability. The complete set of such systems was built and classified. It was shown that these models possess the property of shape invariance, the important element of SUSY approach in Quantum Mechanics [72] , and admit exact solvability. In the present paper, just the three-dimensional Schrödinger equation with PDM will be studied in the frameworks of SUSY Quantum Mechanics without restriction to rotational invariance. Namely, the general solution of SUSY intertwining relations will be found. First of all, we have to write down the Hermitian PDM Hamiltonian. This problem is not quite trivial due to non-commutativity of the effective mass function m( x) with threevector of the momentum operator p = −i ∂ ≡ −i∂/∂ x. Different arguments exist for the choice of kinetic term (for example, see references in [70] ), and we shall use the most popular (explicitly Hermitian) form [73] :
where is dimensionless function of coordinates, the real function V ( x) is the physical potential, and α, β, γ are constant parameters satisfying the only restriction α + β + γ = −1. These parameters are absorbed in the additional terms of effective potential U( x) :
The specific values for α, β, γ will not be discussed in this paper, they depend on the specific physical model under consideration.
The inclusion of the system into the framework of SUSY approach means that its Hamiltonian H 1 satisfies the following intertwining relations:
where H 2 is the partner Hamiltonian for H 1 , and Q ± are the mutually Hermitian conjugate intertwining operators (off-diagonal components of matrix supercharges). Different realizations of these relations exist: they depend both on the form of Hamiltonians (scalar, matrix, multidimensional) and on the order of differential operators Q ± (linear or higher order in derivatives). Independently on realization, intertwining relations (3), (4) with nonsingular operators Q ± lead to the isospectrality of Hamiltonians H 1,2 , but up to possible zero modes of Q ± (see [74] as example of model with singular superpotential). Correspondingly, the wave functions are obtained from each other (up to the constant multipliers):
Also, it should be noted that if the Hamiltonian participates in some intertwining relations, it automatically is partially integrable. The partial (Liouville)-integrability of d−dimensional quantum system d ≥ 2 means [75] , [76] that its Hamiltonian commutes with a number k ≤ (d − 1) of mutually independent operators R (l) , l = 1, 2, ..., k (symmetry operators). The system is called completely integrable if k = (d − 1). In our d = 3 case, due to relations (3), (4), each Hamiltonian H 1 , H 2 commutes with its symmetry operator
i.e. k < (d − 1), and the system is at least partially integrable. It should be kept in mind that sometimes the symmetry operators R i may be expressed as function of the Hamiltonian H i itself, but for many systems this is not so (see [77] - [84] ). In the present case, the part with highest derivatives in R 1 has the form −q l q m ∂ l ∂ m which can not be proportional to the
due to the general expressions for q l (see Eqs. (7) and (17) - (19) below). Therefore, the full operators R 1 and H 1 can not be proportional to each other, as well. The same conclusion is true for R 2 and H 2 .
Hereafter, the three-dimensional Hamiltonians H 1 , H 2 in (3), (4) 
It is convenient to perform the similarity transformation which allows to eliminate the first derivatives from the kinetic term in (2) (the same method was used in [68] ):
The result is:
The condition of absence of first order derivatives in (8) reads:
Thus, the function φ is real, the similarity transformation (8), (10) is not unitary, and therefore, h 1,2 are not Hermitian, and q + = (q − ) † . Nevertheless, these operators satisfy the intertwining relation equivalent to (3):
In other words, each solution of (3) gives the only solution of (12), and vice versa. More of that, (4) will be automatically fulfilled, being the Hermitian conjugate of (3). Now, we shall deal with (12) , which seems to be much simpler than the initial (3). The relation (12) is equivalent to a system of ten nonlinear differential equations for the functions
where indices take values 1, 2, 3, and the function v( x) is defined as:
3 Solution of intertwining relations.
We begin from the solution of the first three equations (13) . They provide the expressions for functions q i ( x) :
and also the equation for the mass function M( x) :
The system (14) for functions q i ( x) above can be rewritten as follows:
From the system Eq. (21) one can derive the following relation for functions q i :
From (15) using (14) and (20), one obtains equation for p( x):
where summation over repeated indices i = 1, 2, 3 was assumed, and the relation ∂ 1 q 1 = ∂ 2 q 2 = ∂ 3 q 3 was explored. The substitution of the expression for ∆ 
It is necessary to consider separately different particular values of constants.
Particular cases of parameter values.
The procedure of calculation of the mass function and potentials depends essentially on the number of vanishing parameters a, b, c, i.e. on the form of quadratic part of functions q i
in (17) - (19) .
In this case, all q i are linear functions:
One can try to exclude the free terms e i by means of suitable shift of coordinates x i → x i +∆ i with constants ∆ i . This opportunity depends on the determinant of 3×3 matrix of coefficients in (24) which equals e(e 2 + m 2 + k 2 + n 2 ).
Case Ia. e = 0. Now, the constant shifts ∆ i can be calculated, and actually all e i can be taken e i = 0. Then, (22) gives m = n = k = 0, and (24) leads to q i = ex i .
For such q i , Eqs. (21) in the spherical coordinates r, θ, ϕ provide:
Therefore, the function p depends only on the radial variable p( x) = p(r), and its derivative over x i is:
Using again (21), one obtains:
In its turn, Eq.(20) provides the form of mass function:
where N(θ, ϕ) is an arbitrary function of angles. This equation together with (25) leads to the function v( x) :
Now, the expression for potential v 2 (r, θ, ϕ) can be calculated by integration of Eq. (23) written in a form:
and using (26), (27) :
Thus,
with a second arbitrary angle function L(θ, ϕ).
Case Ib. e = 0.
For such e, two opportunities are open. The first one, Case Ib.1.
so that the linear combination vanishes:
New variables are convenient here:
The Eq. (20) can be rewritten as:
and taking into account
Eq.(20) can be integrated explicitly:
with M -an arbitrary function of its two arguments. From the system (21), it follows due to (29) that the function p actually depends only on two variables y 2 , y 3 :
The Eq. (21) is:
Mvy 2 = −m∂ y 3 P ; Mvy 3 = m∂ y 2 P, and therefore it gives new restrictions onto the function P and the combination Mv:
The last equation we must consider in the case Ib.1 is (23). Taking into account that q i ∂ i M = 0, one obtains:
where we introduced new variables:
such that (32) reads:
Eqs. (34), (35) , where the function (33) is considered now as a function of new variables (35)
with an arbitrary function N(z 3 , z 1 ). Thus, the partner potentials are:
The second option of Case Ib,
Suitable variables for this option are:
; y 2 = e 2 x 1 − e 1 x 2 ; y 3 = e 3 x 1 − e 1 x 3 ; e 1 = 0, and e i ∂ i = e i e i ∂ y 1 . From (20), one obtains that e i ∂ i M( x) = 0 and therefore M = M(y 2 , y 3 ).
Relations (21) are rewritten as:
and in terms of y i are equivalent to:
(e 2 ∂ y 3 − e 3 ∂ y 2 )P ( y) = 0; (e 2 1 + e 2 3 )∂ y 3 + e 2 e 3 ∂ y 2 P ( y) = 0, where p( x) ≡ P ( y). Thus, ∂ y 2 P = ∂ y 3 P = 0, i.e. P depends only on one variable P = P (y 1 ),
and Mv = P ′ (y 1 ). Eq. (23) provides:
with an arbitrary function S(y 2 , y 3 ). Correspondingly, the partner potentials are:
In order to illustrate the Case Ib.2 by some specific example, let us consider the following particular model. For simplicity, we shall take e 2 = e 3 = 0; e 1 = 1, i.e. y 1 = x 1 , y 2 = −x 2 , y 3 = −x 3 , and q ± = ±∂ 1 + P (x 1 ) = Q ± . Also, the second term in the potentials (38) will be taken S(y 2 , y 3 ) = 0, and the mass function M(y 2 , y 3 ) will be chosen rotationally
to separation in terms of cylindrical variables x 1 , ρ, φ, since
The eigenfunctions of h 1 are the linear combinations of factorized terms ψ
Periodicity of wave functions in φ provides that ∂ 2 φ ∼ −n 2 ; n = 0, ±1, ±2..., and the part depending on x 1 has the form of one-dimensional Schrödinger equation −∂ 2
with eigenvalues ǫ l ; l = 0, 1, 2, .... Therefore, one has to find the spectrum of the operator h 1 by studying the radial equation:
After the suitable transformation of variables and functions, ψ ρ (ρ) ≡ ρ n u(ρ); u(ρ) ≡ e −x/2 y(x), where x ≡ 2 √ ǫ l ρ; ǫ l > 0, the eigenfunctions ψ ρ;n,l (ρ) and the corresponding energy eigenvalues E
n,l depend on quantum numbers n, l. The eigenfunctions have the
, where y(x) is a solution Φ(a, c; x) of Confluent Hypergeometric Equation [85] with parameters a = 1 2
The condition of normalizability of the wave functions Ψ (1) for the Hamiltonian H 1 (see (8) ) provides the discreet energy spectrum of the model:
where m is the new positive integer quantum number. The corresponding wave functions are Ψ
(1)
m (x) are the generalized (associated) Laguerre polynomials [85] , and ψ x 1 (x 1 ) are eigenfunctions of one-dimensional 
n,l,m , and the spectra of superpartners H 1 , H 2 coincide up to zero modes of Q ± .
Case II.
It is evident that the choices b = c = 0, a = 0 and a = b = 0, c = 0 are analogous. Let us start from solution of (22):
which means that m = 0; e 3 = ne 2b ; e 2 = − ke 2b .
By means of suitable shift of coordinates x i , the quadratic polynomials q i can be transformed to the form:
Now Eqs. (21) allow to find restrictions on the form of function p( x) :
with the condition:
In terms of polar coordinates (ρ, φ) in the plane (x 2 = ρ cos φ, x 3 = ρ sin φ), equation (41) 2ρx
can be solved in terms of arbitrary function P (Y ):
Now, Eq. (21) allows to find also the product:
The mass function M can be calculated separately from Eq. (20) (
which being written in terms of special variables z, ρ, φ with z ≡ ρ + (x
Taking into account (40) , the last equation (23) has the form:
and can be solved:
with an arbitrary new function L(z, φ). The expressions for potentials v 1,2 are:
Case III. a = 0, bc = 0.
According to Eq. (22) , the following relations between constant parameters must be fulfilled:
After the suitable constant shifts of coordinates x i , the functions q i take the form:
where e 1 c = e 2 b. In this case, the convenient variables:
provide the first terms q i ( x)∂ i ≡ q i ( y)∂ y i in intertwining operators (8) with coefficients q i ( y)
of the following form:
3 + e; q 2 ( y) = 2y 1 y 2 ; q 3 ( y) = 2y 1 y 3 .
Thus, this situation coincides with the particular variant of Case II -see (39) with b = 1.
with all listed parameters being nonzero. In this case, functions q i from (17)- (19) can be written in a compact form using scalar and vector products:
We shall demonstrate that this case can be reduced to the previous Case III (and therefore, to the Case II).
Let us introduce new variables y, which are orthogonal transform of x by 3 × 3 matrix
A :
Correspondingly, in terms of y the first term of the intertwining operator is
In particular, the coefficient in front of ∂ y 1 is: It is clear that for arbitrary vector a, one can find such rotations A which make the projection ( aA) 1 vanishing. For corresponding variables y, the first term in (44) disappears, and therefore the considered Case IV in coordinates y is reduced to the Case III.
Conclusions.
In this paper, the three-dimensional Schrödinger equation with an effective mass was studied in the framework of SUSY Quantum Mechanics. The general solution of SUSY intertwining relations with first order supercharges was obtained without any preliminary constraints. Several distinct cases (Ia, Ib.1, Ib.2 and II) depending on the form of coefficient functions q i of the supercharges were investigated. It was shown that the two more options (III and IV) can be reduced to the previous ones. As a result, the analytical expressions were obtained for the mass function and superpartner potentials. The variety of solutions of intertwining relations is rather rich and depends on arbitrary constant parameters and free functions. As usual for SUSY Quantum Mechanics with nonsingular superpotential, the spectra of intertwined Hamiltonians with potentials v 1 , v 2 coincide up to zero modes of the operators q ± , and the corresponding wave functions are connected according to (5) .
It should be recalled also that all systems in the present paper are partially integrable by construction: each model with potential v 1 (or v 2 ) has at least one symmetry operator R 1 (or R 2 ) of second order in momenta (see more detail in Section 2).
It might be interesting to compare some of obtained solutions of the intertwining relations with the PDM models found in paper [69] . In contrast to our paper, the main task of [69] was to find rotationally invariant superintegrable PDM models without any use of intertwining relations (the shape invariance was used there only in the context of one-dimensional radial equation). By this reason, one may expect only a partial overlapping of solutions in [69] and the present paper. Nevertheless, let us choose M(z, φ) ≡ 1/z 2 in (42) of Case II so that the mass function is rotationally invariant: M = 1/(r 2 + α) 2 . Due to the freedom in choice of the function P (Y ) in (43), one can fix the expression as a constant:
Substituting (45) into (43) with L(z, φ) ≡ 0, one obtains the potential function v 1 , which according to (9) provides the corresponding effective potential U 1 :
This expression can be compared with some of effective potentials found in [69] , where they are designated as V. Depending on the choice of α = 0, −1, +1 above, (46) coincides with the cases 2, 3, or 4 of the Table 2 in [69] .
For the completeness, we shall mention few papers [87] , [88] , [89] where the multidimensional Schrödinger equation with PDM was studied beyond the SUSY QM approach. In these papers, the main tool was the point canonical transformation of coordinates which allowed to link the problem with a suitable standard Schrödinger equation with constant mass and rotationally invariant potential. Recently, the relation between two different Schrödinger equations: one-dimensional (i.e. in the flat space) with PDM on one side and two-dimensional with constant mass in a curve space on the other was observed in [90] . It would be interesting to generalize this relation to the present d = 3 flat case.
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