We present OpticalGAN, an extension of quantum generative adversarial networks for continuous-variable quantum computation. OpticalGAN consists of photonic variational circuits comprising of optical Gaussian and Kerr gates. Photonic quantum computation is a realization of continuous variable quantum computing which involves encoding and processing information in the continuous quadrature amplitudes of quantized electromagnetic field such as light. Information processing in photonic quantum computers is performed using optical gates on squeezed light. Both the generator and discriminator of OpticalGAN are short depth variational circuits composed of gaussian and non-gaussian gates. We demonstrate our approach by using OpticalGAN to generate energy eigenstates and coherent states. All of our code is available at https://github.com/abcd1729/opticalgan.
Introduction
The Quantum Generative adversarial networks (GAN) for the qubit model of quantum computation is described in [1] where the generator and discriminator are modelled as quantum circuits composed of unitary gates. An important challenge for Quantum GANs is to effectively implement affine and non-linear transforms. Attempts have been made to induce non-linearity indirectly [2, 3] but the resulting circuit has significant failure probability [4, 5] . Further, Qubit based quantum computers are only partially suitable for continuous valued problems since the measurement output of the circuits is discrete [5, 6, 7] . Continuous variable (CV) quantum computation [8, 9] is an alternative to the qubit model. The state of the smallest unit of CV computation, qumode, is part of an infinite dimensional Hilbert space. Information is encoded in quantum states of fields and the system is suitable for implementation on photonic hardware [10, 11, 12] . It is shown in [9] that the qubit model can be implemented using such a photonic system without any loss of universality. Moreover, when the continuous quadrature of canonical position (x) and canonical momentum (p) operators are used for information processing, the CV model lends itself for constructing neural networks [5] .
We present OpticalGAN, an extension of Quantum GAN for continuous variable quantum computation. We use quantum variational circuits to simulate neural networks. Affine transformations are implemented using Gaussian operations on the initial vacuum state and non-linearity is implemented using the Kerr and Cubic phase gates [13, 14] . The generator and discriminator are implemented using these variational circuits and trained in an adversarial setting as described in [1] . During training the parameters of the variational circuit are optimized using backpropagation to minimize the adversarial loss [15] . The contributions of our work are:
• We propose OpticalGAN, a generative adversarial network formulated for continuous variable (CV) quantum computation. The quantum circuits of OpticalGAN simulate generator and discriminator networks in CV settings using optical gates. (Section 2).
• We show the efficacy of OpticalGAN by training it to generate fock and coherent states (Section 3). Our experiments show that during adversarial training, the cross-entropy loss between the generated and target distribution tends to zero.
OpticalGAN
The architecture of OpticalGAN is shown in Fig. 1a . There are four components, a real data source, generator and discriminator quantum circuits and a classical computer. The data source generates quantum states that are representative of the real data distribution. The mapping from classical data to quantum states can be achieved as in [5] . We assume that the quantum state generated can be represented using a single qumode for the sake of simplicity. The following sections first discuss the basic building block of OpticalGAN, the quantum neural network layer [5] . We then describe the generator, discriminator variational circuits and finally the cost function and training paradigm.
In order to implement a quantum neural network layer L, we use [5] . The essential idea is that by using interferometers, squeeze gates (denoted by S), displacement gates (D) and a non-gaussian Kerr gate (K), one can create quantum neural networks. We use the layer circuit described in [5] as a component in the generator and discriminator variational circuits. 
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Generator and Discriminator variational circuits
The generator is a variational circuit consisting of two qumodes and the output is obtained from one of the two qumodes, as shown in Fig. 2a . It takes as input a gaussian random variable z as input and produces a quantum state. z is used as a parameter for the displacement gate D. The gate is applied on one of the two qumodes that are instantiated in the vacuum state |0 . This is followed by variational sub-circuits denoted by L [5] . Since the L's can be stacked, the variational circuit can be thought of as a quantum neural network with several layers. θ g denotes the parameters of the generator circuit. θ g is tuned during training so that the generator produces an output that matches the distribution of the real data.
The discriminator circuit is similar to the generator. The key difference is that it takes as input the state produced by either the real source or the generator and tries to distinguish them. It uses quantum neural network layers [5] as variational sub-circuits. θ d denotes the parameters. At the end of the circuit we perform a homodyne measurement to calculate the expected value of thex quadrature. Given the expected value (X), the probability that the input state is real is:
The loss function is computed using a classical computer. The output of the discriminator, i.e. the expectation value X is used for computing the GAN loss [15] 
Here x is a data point from the real distribution, G(z) is the output of the generator. D(x) is the probability P (x ∼ real; θ d ) given in Eq. 1. We follow the training protocol proposed in [1] . Gradient calculation is done using automatic differentiation [16] . We use this to perform quantum gradient descent to find the optimal values of θ g and θ d .
Experiments and Results
The experiments have been performed using Pennylane and Strawberryfields [17, 18] . We use OpticalGAN to generate coherent states which are at unit distance from vacuum state in phase space and to generate energy eigentates (fock basis). Due to limited space, Fig. 1b shows both the generated coherent state for α = 1 and the generated fock state |9 . For more details and results, refer to the code available at https://github.com/abcd1729/opticalgan. We are currently working on generating images using OpticalGAN.
