Multigrid schemes for high order finite difference methods on summationby-parts form are studied by comparing the effect of different interpolation operators. By using the standard linear prolongation and restriction operators, the Galerkin condition leads to inaccurate coarse grid discretizations. In this paper, an alternative class of interpolation operators that bypass this issue and preserve the summation-by-parts property on each grid level is considered. Clear improvements of the convergence rate for relevant model problems are achieved.
Introduction
The multigrid method is a convergence acceleration technique that improves iterative solvers using grid coarsening [1, 2] . This methodology leads to improved convergence for elliptic problems in a straightforward way [2, 3] , while partial differential equations with a dominant hyperbolic character are often handled with additional artificial dissipation [4, 5] . Multigrid methods are used in various branches of applied mathematics and engineering, such as electromagnetics [6] , magnetohydrodynamics [7] and fluid dynamics [8] .
Two important components in multigrid methods are the restriction and prolongation operators which transfer the information between grids. Typically these operators are based on linear interpolation procedures, regardless of the accuracy of the discretization [3] . Although this is a natural choice for low order schemes, it may be inappropriate for high order ones. In this work we make use of a general relation between prolongation and restriction operators which was originally proposed in a different context [9] . The resulting interpolation operators lead to a consistent approximation at the boundaries and guarantee that the formal order of accuracy of the original scheme is retained at the interior nodes on the coarse grids.
By applying the specific grid transfer operators to Summation-by-Parts (SBP) formulations with Simultaneous-Approximation-Terms (SATs) [10] weakly imposing the boundary conditions, we arrive at a multigrid method with provable energy stable discretizations on each grid level. Moreover, the procedure allows for the introduction of the stable and accurate artificial viscosity procedure proposed in [11] . The resulting improved convergence of the new multigrid method is exemplified for several problems.
The rest of this paper is organized as follows: in Section 2 the main features of the two-level multigrid algorithm are presented. Section 3 introduces the SBP-SAT technique for high order finite difference discretizations. Section 4 deals with the construction of multigrid algorithms using the new class of interpolation operators. In Section 5 we compare the effects of different prolongation and restriction operators on the multigrid convergence. Conclusions are drawn in Section 6.
The multigrid algorithm
Consider the following steady-state problem:
where L is a linear differential operator, H is a boundary operator, f and g are given functions, and Ω is the domain with boundary ∂Ω. The boundary conditions are assigned in a way such that (1) is well-posed [12, 13] . The construction of a two-level multigrid scheme [2, 3] for solving (1) consists of the following four steps:
2. Error smoothing; 3. Coarse-grid correction;
4. Fine-grid update.
In the following sections, we will outline the main features of these four steps.
Fine-grid discretization
Consider a grid Ω 1 , here called the fine grid, on Ω. A discrete problem associated to (1) on the fine grid Ω 1 has the general form
where L 1 is a discrete version of the operator L in (1) which also includes the boundary conditions. The vector F is a grid function which approximates f on the nodes of Ω 1 , augmented with boundary data g, and u is an approximate solution to (1) . Typically Ω 1 has many nodes, and it is expensive to solve (2) directly. Furthermore, the discrete operator L 1 is assumed to be invertible and have eigenvalues with strictly positive real parts.
Error smoothing
An error smoothing procedure is required prior to grid coarsening. First, we consider marching towards the solution to (2) in dual time from an initial guess u (0) by solving w τ + L 1 w (τ ) = F, 0 < τ < ∆τ,
for ∆τ > 0 called the smoothing step. The solution to (3) is
where I 1 indicates the identity matrix on Ω 1 . If the eigenvalues of L 1 have strictly positive real parts, w(∆τ ) − u < u (0) − u for any norm. More generally from (4), we may define a smoothing technique for (2) as
where the exponential smoother S exp = e −L 1 ∆τ yields the dual time-marching procedure in (4) . After ν steps, the iterative method (5) leads to
The procedure (6) converges if the spectral radius ρ(S), i.e. the maximum among the absolute values of the eigenvalues, is less than one. As a motivating example, consider the Jacobi method applied to the 2nd order discretization of the one-dimensional Poisson equation on Ω 1 with meshsize ∆x. The resulting smoother S = I 1 − (∆x 2 /4)L 1 effectively damps high frequency errors while keeping smooth residuals substantially unchanged after a number of iterations [2, 14, 15] . This behavior justifies the introduction of grid coarsening to damp low frequency errors.
Coarse-grid correction
Next, consider the error e = L −1
1 F − w and the residual problem
Rather than solving this system directly, we introduce a subset of Ω 1 , called the coarse grid Ω 2 , and solve the associated correction problem
on Ω 2 . The problem (8) is obtained from (7) by making use of
The coarse-grid operator can be built by using the Galerkin condition [3]
where I p : Ω 2 → Ω 1 is a prolongation operator. However, L 2 can also be built in other ways, for example by using the same discretization as L 1 on Ω 2 . In section 2.5, the main implications of using (9) are discussed in more detail. A common choice for I p is based on linear interpolation. Assume for example that Ω 1 = {x j : x j = j∆x, j = 0, . . . , N } with ∆x = 1/N , and that Ω 2 consists of the even nodes of Ω 1 . This leads to
while the restriction operator is usually given in terms of the prolongation operator as
The choice (11) , graphically represented in Figure 1 , is justified by requiring that the two scalar products
on the fine-and coarse-grid respectively, are equal for φ 1 = I p φ 2 and ψ 2 = I r ψ 1 . As a consequence, the resulting interpolation operators I r and I p are adjoint to each other with respect to the scalar products (·, ·) 1 and (·, ·) 2 , i.e. (11) follows. 2.4. Fine-grid update and the final multigrid iteration scheme Finally, we update the fine grid solution with the correction d as
The relation (12) , together with (6) and (8) , provides an iterative method for solving (1) :
where
We refer to M as the multigrid iteration matrix and to C as the coarse-grid correction operator. The role of M in the convergence of the iterative method (13) is central. By considering the errors
which leads to convergence if the spectral radius of M , ρ (M ), is less than 1.
Remark 2.1. The spectral radius is the asymptotic convergence factor of the iteration. For n sufficiently large we have e (n+1) ≤ ρ (M ) e (n) [2] .
The coarse-grid correction operator
In section 2.3 we claimed that the Galerkin condition (9) can be used to build a coarse-grid operator L 2 . This choice leads to interesting theoretical properties of the coarse-grid correction operator C in (14) , as shown in [3] . To start with, we recall the following Lemma 2.2. If the Galerkin condition (9) holds, then the coarse-grid correction operator C in (14) is idempotent, i.e. C k = C for every k ∈ N.
Proof. By multiplying C by itself we get
The idempotency of C implies that it is a projection matrix with eigenvalues equal to zeros and ones only [16] . Moreover, Corollary 2.3. If the Galerkin condition (9) holds, the image of the prolongation operator I p , Im(I p ), is contained in the nullspace of C.
Proof. Consider a vector y ∈ Im (I p ), i.e. y = I p z. When the coarse-grid correction operator acts on this vector, we find
Remark 2.4. Corollary 2.3 implies that C cancels all grid functions which can be represented through the prolongation operator I p . This indicates that C deals with smooth parts of the error while S damps high frequency modes.
The SBP-SAT discretization
In this section we introduce the SBP-SAT technique [10] . For simplicity, we only consider equidistant grids x = [x 0 , . . . , x N ]
T which are conforming to the domain boundaries, although other options exist, see [17, 18, 19] .
k exactly for k = 0, . . . , p in the interior and k = 0, . . . , q at the boundaries, ii) P is a symmetric positive definite matrix, iii)
Condition ii) defines a scalar product and a norm by means of
while condition iii) causes D 1 to mimic the integration-by-parts rule since
SBP operators based on centered finite-differences and diagonal norms P are available for even orders p = 2q in the interior, while the boundary closure is qth order accurate. We will for stability reasons [20, 21, 22] only consider operators with a diagonal P . Narrow-diagonal second-derivative SBP operators [23, 24] for diagonal norms P can be also defined.
S is said to be a (2q, q)th-order accurate compact second-derivative SBP operator if, for any smooth grid function
Remark 3.3. The accuracy requirements on D 2 can be specified in the same form as for D 1 (cf. Definition 3.1). In particular, a 2qth-order accurate SBP operator for the second derivative is such that: i) D 2 exactly mimics the second derivative of x k for k = 0, . . . , 2q + 1 in the interior and for k = 0, . . . , q + 1 at the boundaries; ii) S differentiates x k exactly for k = 0, . . . , q + 1 at the boundary nodes x 0 and x N . [24] .
The second derivative operator D 2 satisfies the following summation-byparts property
SBP operators together with a strong treatment of the boundary conditions only admits stability proofs for very simple problems. This was shown in [25] , where the weak SAT technique was proposed to complement the SBP schemes. By discretizing an initial boundary value problem augmented with well-posed boundary conditions using the SBP-SAT approach leads to a stable semi-discrete problem. For comprehensive reviews on the SBP-SAT technique, see [10, 26] .
An example of the SBP-SAT technique
Consider the advection problem
where both g and h are known data. The problem (18) has an energyestimate and is well-posed, since the analytical solution is a right traveling wave, and the boundary condition is imposed at the left boundary.
Consider an (N + 1)-point uniform grid on [0, 1], given by x j = j∆x for j = 0, . . . , N , where ∆x = 1/N . We introduce the grid function h j = h (x j ) and to each grid point associate the approximate solution u j . By applying the SBP-SAT discretization in space to (18), we get
T , σ ∈ R is a penalty parameter which can be tuned for stability, and e 0 = [1, 0, . . . , 0]
T ∈ R N +1 . We want to find σ such that the problem (19) is strongly stable, i.e. such that
in a suitable norm. In (20) , K (t) is independent of the data and bounded for any finite t and meshsize ∆x (for further details, see [10, 12] ).
By applying the energy method (multiplying equation (19) with u T P and adding the transpose) in combination with the SBP property (16) we find
which, by time-integration, lead to an estimate of the form (20) for σ < −1/2.
A new coarse-grid correction for summation-by-parts schemes
The use of the Galerkin condition (9) together with the prolongation and restriction operators in (10) and (11) leads to inaccurate coarse-grid operators that do not mimic the integration-by-parts rule. It is well known that the accuracy of the coarse-grid discretizations does not affect the accuracy of the steady-state solution, if the multigrid method converges. On the other hand, an accurate representation of the coarse-grid correction problem (8) should reduce the errors due to grid coarsening and could possibly improve the multigrid convergence rate.
In order to accurately represent the coarse-grid correction problem, a more suitable class of interpolation operators is required. To avoid ambiguity, henceforth the operators related to the fine-and coarse-grid will be denoted with the index 1 and 2, respectively.
Summation-by-parts preserving interpolation
Consider the following steady model problem
By applying the SBP-SAT method on an equidistant grid Ω 1 with meshsize ∆x we get
1 e 0 g. Since our problem is written on the form (2), we can apply the multigrid algorithm in section 2 directly. Note that the time-marching smoothing procedure (3) yields the semi-discrete problem (19) , which for σ < −1/2 is stable.
As in section 2.3, the coarse-grid consists of the even nodes of the finegrid, i.e. Ω 2 = {x j : x j = 2j∆x, j = 0, . . . , N/2}. However, the restriction operator chosen in (11) does not produce a coarse-grid operator L 2 consistent with the SBP property (16) . To overcome this issue, we rather consider
which was first introduced in [9] . The relation (22) is obtained by enforcing
where the SBP-based scalar products are defined in (15) . By using (22) , it is possible to build pairs of consistent and accurate prolongation and restriction operators. The following definition of the so called SBP preserving interpolation operators in (22) was given in [9] , where the operators were used to couple SBP-SAT formulations on grids with different meshsizes in a stable manner. In [27] it was shown that the sum of the orders of the prolongation and of the restriction operators should at least be equal to the order of the differential equation. As a consequence, the use of high-order interpolation is not required in order to solve (21) with multigrid. However, high-order grid transfer operators can without drawbacks be used in combination with high-order discretizations, see for example [28] .
SBP-preserving interpolation operators with minimal bandwidth are given in Appendix A for 2nd, 4th and 6th order accurate operators in the interior. Note that the 2nd order accurate operator I p coincides with the prolongation operator (10) and correctly represents first order polynomials for every fine-grid node. The corresponding restriction operator I r , which differs from the conventional one in (11) at the boundary nodes, is shown in Figure 2 . It is, in contrast to the one in Figure 1 , consistent at the boundaries.
SBP-preserving interpolation applied to the first derivative
Next, we study the correction problem (8) with the coarse-grid operator L 2 given by the Galerkin condition (9) and the SBP-preserving operators in Definition 4.1. Initially, we only consider the first derivative fine-grid SBP operator D 1,1 and its coarse-grid counterpart D 1,2 = I r D 1,1 I p . Proof. To start with, we rewrite the left hand-side of (16) for D 1,2 and two coarse-grid functions φ 2 and ψ 2 by using the adjoint relation (23)
Next, the SBP property for the fine-grid operator D 1 leads to
(24) Since both grids are conforming to the domain boundaries, the prolongation onto the boundary nodes of the fine-grid is exact (cf. Appendix A). Furthermore, by applying (23) to the right hand-side of (24), we find
and the claim follows.
The coarse-grid first derivative SBP operator D 1,2 retains the order of accuracy of the original scheme at the interior nodes, if 2qth order SBPpreserving interpolators are used. In particular, we can prove Proposition 4.3. Consider the 2qth-order accurate SBP-preserving interpolation operators I p and I r . If D 1,1 is a (2q, q)-first derivative SBP operator on the fine-grid, then D 1,2 is 2qth-order accurate in the interior nodes and at least (q − 1)th-order accurate close to the boundaries.
Proof. See Appendix B.
Remark 4.4. The accuracy result for the interior nodes was conjectured in [9] , but not proved. 1 e 0 g associated to the SBP-SAT discretization of (21) . The corresponding residual problem (7) becomes
where w 0 = e T 0 w. The Galerkin condition (9) in combination with the interpolation operators in (22) leads to
T , and the coarse-grid correction problem (8) becomes
Since I
T p e 0 is the counterpart of e 0 on the coarse-grid, i.e. it projects any coarse-grid function onto the first node, (25) and (26) have the same SBP-SAT structure on different grids. In particular, the coarse-grid correction problem (8) is consistent and high-order accurate in the interior nodes.
Remark 4.6. If the time-dependent version of the fine-grid problem (25) is stable, so is the coarse-grid problem (26) . In particular, the penalty parameter remains the same.
SBP-preserving interpolation applied to the second derivative
The SBP-preserving interpolation can also be applied to the second derivative operator. We end the section by showing that the coarse-grid operator, D 2,2 = I r D 2,1 I p , is an SBP operator for the second derivative which retains the accuracy of the fine-grid operator D 2,1 at the interior nodes. First, we prove Proposition 4.7. The interpolation operators in (22) lead to a coarse-grid second derivative operator D 2,2 which preserves the summation-by-parts property (17).
Proof. As in the proof of Proposition 4.2, we rewrite the left hand-side of (17) for D 2,2 and two coarse-grid functions φ 2 and ψ 2 by using (23)
By applying the SBP property (17) for the fine-grid second derivative D 2,1 , we find
Both the fine-and coarse-grid are conforming to the domain boundaries, implying that (
mimics the continuous integration-by-parts rule for the second derivative.
Moreover, an accuracy result similar to Proposition 4.3 for D 2,2 is Proposition 4.8. Consider the 2qth-order accurate SBP-preserving interpolation operators I p and I r . If D 2,1 is a (2q, q)th-order accurate second derivative SBP operator on the fine-grid, then D 2,2 is a (2q, q − 2)th order second derivative SBP operator on the coarse grid.
Remark 4.9. For q = 1 the coarse grid operator D 2,2 has zeros on the first and last row, while its stencil is the same as D 2,1 except for the scaling factor, proportional to the gridsize. Thus, D 2,2 is a (2, 0)th order accurate representation of the second derivative (cf. Remark 3.3). Similarly to the first derivative, if q > 1 the operator D 2,2 has a wider stencil and boundary closure than D 2,1 .
Proposition 4.8 implies that also differential problems involving second derivatives can be accurately represented on each grid level by using the Galerkin condition (9) and the SBP-preserving interpolation (22).
Numerical experiments
In this section we consider multigrid iteration schemes for relevant model problems on a square domain. To simplify the notation, we refer to the order of the discretizations by the order of the SBP operators on the interior nodes. Hence, the performances of the conventional interpolation (10),(11) for 2qth-order accurate discretizations are compared with the ones of the 2qth-order SBP-preserving grid transfer operators.
An elliptic equation
Since multigrid methods have proven to be very efficient for elliptic boundary value problems [2] , we start by considering (27) with α, β positive constants and f , g W , g N , g E , g S known data. The boundary conditions in (27) are chosen in order to make the augmented problem in dual time u τ − αu xx − βu yy = f strongly well-posed. Note that (27) 
To discretize (27) , we consider a grid with N x + 1 and N y + 1 equidistant nodes x j , y k in the x-and y-direction, respectively. Also, let
while u is the approximate solution, with the same arrangement. The vector u is the solution to the following SBP-SAT formulation
The data g W , g N , g E and g S are injected at the appropriate grid points. In (28), the symbol ⊗ denotes the Kronecker product defined by
while the subscripts x, y refer to the coordinate directions. Moreover, E 0i = diag(1, 0, . . . , 0) and E N i = diag(0, . . . , 0, 1), i ∈ {x, y}, are (N i + 1)-square matrices.
The problem (28) can be written in compact form as L 1 u = F and solved by using the two-level multigrid method described in section 2, with both N x and N y being even. Since the auxiliary problem
is strongly stable, a smoothing procedure based on time-marching is conditionally stable. Well-posedness for (27) and stability in dual time for (29) are shown in Appendix C.
Finally, the grid transfer operators needed for multigrid are implemented by means of the Kronecker product defined above. Let I rx , I ry , I px , I py be the restriction and prolongation operators in the x-and y-direction. The restriction and prolongation operators on the two-dimensional grid are given by I r = I rx ⊗ I ry and I p = I px ⊗ I py , respectively.
The Poisson equation
Consider α = β = 1 and a uniform grid such that N x = N y = 60. The multigrid method is applied to (28) by using a third-order Runge-Kutta (RK3) time integrator as smoother, with ν = 5 smoothing steps per grid cycle. The multigrid iteration is studied as a function of the CFL number, which is equal to ∆τ /(∆x)
2 . The forcing function and boundary data are given by the manufactured solution v(x, y) = cos(π(3x − y))e −x−y . We consider a 2nd, 4th and 6th order accurate discretization of (28). In Figure 3 , 4, 5 the logarithm of the spectral radius of the multigrid iteration matrix M is shown as a function of the CFL number (left figure), together with the (P x ⊗ P y )-norm of the error (right figure) for: i) the single-grid time integration (green triangles), ii) the two-grids iteration with SBP-preserving interpolation (blue circles), iii) the two-grids iteration with conventional interpolation (red crosses). The convergence is shown with the optimal CFL for each procedure, i.e. the CFL that minimizes the spectral radius of the correspondent iteration matrix. The SBP-preserving interpolation clearly improves the performances of the multigrid method for all cases.
To investigate the influence of different smoothers, we consider two additional smoothing techniques. Table 1 Table 1 : Asymptotic convergence factor ρ(M ) with ν = 5 and optimal choice of coefficients for 3rd-order Runge-Kutta (RK3), Weighted Jacobi (WJ) and Successive Over Relaxation method (SOR) [29] . The conventional interpolation (C) is compared with the preserving grid transfer operators (P).
numerically estimated as above. In all cases, the SBP-preserving interpolation leads to superior convergence. Furthermore, the SOR multigrid method has excellent perfomances in combination with the SBP-preserving interpolation. The behavior of the multigrid procedure with the SOR is shown in Figure 6 for the 6th-order discretization and different choices of the relaxation parameter ω.
The anisotropic elliptic problem
Next, the multigrid procedure is studied for anisotropic problems, i.e. for α = β. The standard multigrid method for this problem often leads to unsatisfactory results (which can sometimes be improved by means of a frequency decomposition approach [30] ). Here, we want to compare the two classes of interpolation operators for the standard multigrid algorithm.
In Table 2 , we computed the spectral radius of the multigrid iteration matrix for RK3, WJ and SOR with optimal parameter choices, different orders of discretization, α = 1 and β ∈ {1/2, 1/4, 1/8}. As for the isotropic case, the SOR-based multigrid method has excellent perfomances in combination with the SBP-preserving interpolation. Moreover, the improvements on the convergence rates are valid for all the smoothers considered.
The advection-diffusion problem
Next, we add a hyperbolic character to the Poisson equation and consider the advection-diffusion problem
In (30), a, b, ε are positive constants and f , g W , g N , g E , g S known data. Again, the boundary conditions in (30) cretization of (30) is
and the corresponding problem augmented in dual time is strongly stable (see Appendix D). Thus, the smoothing techniques based on dual time marching are conditionally stable for (31) . The asymptotic convergence factors ρ(M ) for the multigrid algorithm applied to (30) with a = b = 1 are displayed in Table 3 for RK3, WJ, SOR and ε ∈ {1, 0.1, 0.01}. Note that for ε = 1, the results are comparable to the ones in Table 1 .
Similarly to the purely elliptic problem (27) , the multigrid convergence rates are improved by the SBP-preserving interpolation. The only exception is for the 4th order discretization with the weighted Jacobi smoothing technique and ε = 0.01. Despite this fact, the convergence with the SBPpreserving grid transfer operators is faster even in this case, see Figure 7 . In ε = 1 C,2nd P,2nd C,4th P,4th C,6th P,6th Table 3 : Asymptotic convergence factors ρ(M ) with ν = 5 and ∈ {1, 0.1, 0.01}.
fact, the SBP-preserving interpolation leads to faster (or comparable) convergence for all the cases reported in Table 3 .
Remark 5.1. We stress that the spectral radius of the multigrid iteration matrix, ρ(M ), only indicates an asymptotic convergence behavior (see Remark 2.1). For small ε, the convergence rate of the multigrid method may have a plateau, as in Figure 7 , and hence the spectral radius might not always be a relevant measure of the speed of convergence.
Summary and conclusions
A new class of multigrid schemes for SBP-SAT discretizations has been proposed, where SBP-preserving interpolation operators have been used to transfer information between grids. When the Galerkin condition is considered, these prolongation and restriction operators lead to accurate and stable coarse-grid approximations.
Numerical experiments show that the SBP-preserving interpolation improves the convergence properties of the multigrid schemes for SBP-SAT discretizations, irrespective of the order of the discretization and the smoother chosen. Clear improvements are achieved for the Poisson problem, anisotropic elliptic equations and advection-diffusion problems. Moreover, the excellent The convergence plot for a 4th-order accurate discretization with ν = 5 is shown for a weighted Jacobi smoother with optimal smoothing parameters. In particular, we considered the smoothing parameters ω = 1 (single-grid), 0.9 (SBP-preserving interpolation), 0.95 (conventional interpolation).
performance in combination with the smoother SOR, clearly indicate that multigrid algorithms with SBP-preserving interpolation can be designed to get very fast convergence.
In this paper we focused on steady model problems to compare the effect of different grid transfer operators. Our future efforts will be devoted to the study of multigrid techniques for time-dependent problems and systems of equations, for which an exact solve on coarse levels is not feasible.
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A. SBP-preserving interpolation operators
The SBP-preserving interpolation operators for the second and fourth order of accuracy are taken from [31] .
A.1. Second order
The discrete norm associated to the 2nd-order accurate interpolation operators is P = ∆x diag
. The prolongation and restriction operators are given by
A.2. Fourth order
The discrete norm associated to the 4th-order accurate interpolation operators is P = ∆x diag 
A.3. Sixth order
The discrete norm associated to the 6th-order accurate interpolation operators is P = ∆x diag 
B. Proofs in section 4
We start by discussing the claim of Proposition 4.3 and the accuracy properties of the coarse grid SBP-operator D 1,2 = I r D 1,1 I p . Here D 1,1 is the standard first derivative of order (2q, q) on the fine-grid and I p ,I r are 2qth-accurate SBP-preserving interpolators.
B.1. Proof of Proposition 4.3
To prove that D 1,2 is an accurate representation of the first derivative on the coarse grid, we use 
which proves that D 1,2 is at least a (q − 1)th-order accurate approximation of the first derivative on Ω 2 . By reusing the previous argument, it is straightforward to verify that the accuracy conditions for D 1,2 on the interior nodes are satisfied for k = 0, . . . , 2q − 1. To finalize the proof of Proposition 4.3 we must show that D 1,2 is 2qth-order accurate in the interior. We will use the following Lemma B.1. Consider the interior stencil of a 2qth-order accurate prolongation operator
where the coefficients α k are such that
The truncation error of the interpolation operator I p on the odd interior nodes is
Proof. The interpolation on the even nodes is exact, while the truncation error of the interpolation on the odd nodes can be estimated by Taylor expansion. For clarity, we show the result for q = 1. The result for higher orders follows in a straightforward way. The relation (B.1) on the odd nodes leads to
A Taylor expansion at x = 2i + 1 gives
By using (B.2) we find
which proves (B.3) for q = 1.
Consider the function f (x) = x 2q . By Lemma B.1, the truncation error of the prolongation on the interior nodes for this function has the structure T e = c(∆x) . The restriction operator I r operating on this vector does not generate error, since I r exactly restricts (2q − 1)th-order polynomials on the interior nodes. Therefore, the order of accuracy of the first derivative operator on the coarse grid is (2q, q − 1) and Proposition 4.3 follows.
B.2. Proof of Proposition 4.8
Next, we discuss Proposition 4.8. It is straightforward to verify that D 2,2 = I r D 2,1 I p exactly mimics the second derivative of x k for k = 0, . . . , 2q − 1 in the interior nodes and for k = 0, . . . , q − 1 at the boundaries. To prove that the accuracy of D 2,2 in the interior nodes is the same as the one of D 2,1 , we use Lemma B.1 for k ∈ {2q, 2q + 1}.
Remark B.2. Since we are only interested to the behavior of D 2,2 in the interior, we consider an infinite grid with equidistant nodes. 
and (B.2) hold. Hence D 2,2 is exact on 2qth-order polynomials. Next, consider f (x) = x 2q+1 . Lemma B.1 implies that the truncation error of I p f has the structure T e = c(∆x
This vector can be decomposed as
where T n is proportional to x 1 and hence vanishes when D 2,1 is applied to it for q ≥ 1. The vector T p can be written element-wise as c(∆x Thus, D 2,2 is exact on (2q + 1)th-order polynomials, as well.
C. Energy estimates for the elliptic problem
Consider the problem (27) augmented in dual time, i.e. u τ − αu xx − βu yy = f, 0 < x < 1, 0 < y < 1, τ > 0, (u − u x )(0, y, τ ) = g W (y), 0 < y < 1, τ > 0, (u + u y )(x, 1, τ ) = g N (x), 0 < x < 1, τ > 0, (u + u x )(1, y, τ ) = g E (y), 0 < y < 1, τ > 0, (u − u y )(x, 0, τ ) = g S (x), 0 < x < 1, τ > 0, u(x, y, 0) = u (0) (x, y), 0 < x < 1, 0 < y < 1. where (·, ·) 2 and · 2 denote the scalar product and the norm on L 2 (Ω), respectively. To start with, consider the case with f = 0. Since both α and β are positive constants, the only terms that can lead to a positive energyrate are related to the boundaries. In particular
and the strong imposition of the boundary conditions of (C.1) leads to an energy estimate, since all the positive contributions to the energy-rate are controlled by the data. If f = 0, the energy-estimate includes a limited exponential growth. Likewise, the proof of strong stability of (29) relies on the discrete energymethod (multiplying the formulation from the left by w T (P x ⊗ P y ) and applying the summation-by-parts properties), which leads to
T (E 0x ⊗ P y )(w − g W ) − 2βw T (P x ⊗ E N y )(w − g N )
− 2αw
T (E N x ⊗ P y )(w − g E ) − 2βw T (P x ⊗ E 0y )(w − g S ) + 2(w, f ) Px⊗Py .
Similarly to the continuous case, the boundedness of the discrete energy-rate depends only on the boundary terms, since A x + A x ≥ 0 and A y + A T y ≥ 0. As an example, the western-boundary terms can be rewritten as
−2αw
T (E 0x ⊗ P y )(w − g W ) = − 2α(w − g W ) T (E 0x ⊗ P y )(w − g W )
which yields a bounded contribution. The remaining boundary terms can be recast in the same fashion, leading to a discrete energy-estimate.
D. Energy estimates for the advection-diffusion problem
Consider the problem (30) augmented in dual time, i.e.
u τ + au x + bu y = ε(u xx + u yy ) + f, 0 < x < 1, 0 < y < 1, τ > 0, (au − εu x )(0, y, τ ) = g W (y), 0 < y < 1, τ > 0, u y (x, 1, τ ) = g N (x), 0 < x < 1, τ > 0, u x (1, y, τ ) = g E (y), 0 < y < 1, τ > 0, (bu − εu y )(x, 0, τ ) = g S (x), 0 < x < 1, τ > 0, u(x, y, 0) = u (0) (x, y), 0 < x < 1, 0 < y < 1, (D.1) and the corresponding semi-discrete formulation (D.
2)
The proof of well-posedness follows from the energy-method, which leads to d dτ u(·, τ ) 
