Index Reduction for Second Order Singular Systems of Difference
  Equations by Linh, Vu Hoang & Phi, Ha
Index Reduction for Second Order Singular Systems
of Difference Equations
Vu Hoang Linha, ,˚ Ha Phia
aFaculty of Mathematics, Mechanics, and Informatics, Vietnam National University, 334,
Nguyen Trai, Thanh Xuan, Hanoi, Vietnam.
Abstract
This paper is devoted to the analysis of linear second order discrete-time descrip-
tor systems (or singular difference equations (SiDEs) with control). Following
the algebraic approach proposed by Kunkel and Mehrmann for pencils of matrix
valued functions, first we present a theoretical framework based on a procedure
of reduction to analyze solvability of initial value problems for SiDEs, which is
followed by the analysis of descriptor systems. We also describe methods to an-
alyze structural properties related to the solvability analysis of these systems.
Namely, two numerical algorithms for reduction to the so-called strangeness-
free forms are presented. Two associated index notions are also introduced and
discussed. This work extends and complements some recent results for high or-
der continuous-time descriptor systems and first order discrete-time descriptor
systems.
Keywords: Singular system, Second order difference equation, Descriptor
system, Strangeness-index, Index reduction, Regularization.
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1. Introduction
In this paper we study second order discrete-time descriptor systems of the
form
Anxpn` 2q `Bnxpn` 1q ` Cnxpnq `Dnupnq “ fpnq for all n ě n0. (1)
We will also discuss the initial value problem of the associated singular difference
equation (SiDE)
Anxpn` 2q `Bnxpn` 1q ` Cnxpnq “ fpnq for all n ě n0, (2)
together with some given initial conditions
xpn0 ` 1q “ x1, xpn0q “ x0. (3)
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Here the solution/state x “ txpnquněn0 , the inhomogeneity f “ tfpnquněn0 ,
the input u “ tupnquněn0 , where xpnq P Rd, fpnq P Rm and upnq P Rp for each
n ě n0. Three matrix sequences tAnuněn0 , tBnuněn0 , tCnuněn0 take values
in Rm,d, and tDnuněn0 takes values in Rm,p. We notice that all the results in
this paper also can be carried over to the complex case and they can also be
easily extended to systems of higher order. However, for sake of simplicity and
because this is the most important case in practice, we restrict ourselves to the
case of real and second order systems.
The SiDE (2), on one hand, can be considered as the resulting equation
obtained by finite difference or discretization of some continuous-time DAEs or
constrained PDEs. On the other hand, there are also many models/applications
in real-life, which lead to SiDEs, for example Leotief economic models, biological
backward Leslie model, etc, see e.g. [1, 5, 10, 14].
While both DAEs and SiDEs of first order have been well-studied from
both theoretical and numerical points of view, the same maturity has not been
reached for higher order systems. In the classical literature for regular differ-
ence equations, e.g. [1, 5, 10], usually new variables are introduced to represent
some chosen derivatives of the state variable x such that a high order system
can be reformulated as a first order one. Unfortunately for singular systems,
this approach may induce some substantial disadvantages. As have been fully
discussed in [13, 17] for continuous-time systems, these disadvantages include:
(1st) increase the index of the singular system, and therefore the complexity of a
numerical method to solve it; (2nd) increase the computational effort due to the
bigger size of a new system; (3rd) affect the controllability/observability of the
corresponding descriptor system since there exist situations where a new system
is uncontrollable while the original one is. Therefore, the algebraic approach,
which treats the system directly without reformulating it, has been presented in
[13, 17, 22, 23] in order to overcome the disadvantages mentioned above. Never-
theless, even for second order SiDEs, this method has not yet been considered.
Another motivation of this work comes from recent research on the stability
analysis of high order discrete-time systems with time-dependent coefficients
[12, 18]. In these works, systems are supposed to be given in either strangeness-
free form or linear state-space form. This, however, is not always the case in
applications, and hence, a reformulation procedure would be required.
Therefore, the main aim of this article is to set up a comparable framework
for second order SiDEs and for discrete-time descriptor systems as well. It
is worth marking that the algebraic method proposed in [13, 17] is applicable
theoretically but not numerically due to two reasons: (1st) The condensed forms
of the matrix coefficients are really big and complicated; (2nd) The system’s
transformations are not orthogonal, and hence, not numerically stable. In this
work, we will modify this method to make it more concise and also computable
in a stable way.
The outline of this paper is as follows. After giving some auxiliary results in
Section 2, in Sections 3 and 4 we consecutively introduce index reduction pro-
cedures for SiDEs and for descriptor systems. A desired strangeness-free form
and a constructive algorithm to get it will be presented in Theorem 3.8 and
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Algorithm 1 (Section 3). A resulting system from this algorithm allows us to
fully analyze structural properties such as existence and uniqueness of a solu-
tion, consistency and hidden constraints, etc. For descriptor systems, where
feedback also takes part in the regularization/solution procedure, besides the
strangeness-free form presented in Theorem 4.7, regularization via first order
feedback is discussed in Theorem 4.4. In order to get stable numerical solutions
of these systems, in Section 5 we study the difference array approach in Algo-
rithm 2 and Theorem 5.6 aiming at bringing out the strangeness-free form of a
given system. Finally, we finish with some conclusions.
2. Preliminaries
In the following example we demonstrate some difficulties that may arise in
the analysis of second order SiDEs.
Example 2.1. Consider the following second order descriptor system, moti-
vated from Example 2, [17].„
1 0
0 0

xpn 2`q`
„
1 0
0 0

xpn 1`q`
„
0 1
1 0

xpnq´
„
1
1

upnq“
„
f1pnq
f2pnq

, n ě n0. (4)
Clearly, from the second equation
“
1 0
‰
xpnq “ upnq ` f2pnq, we can shift the
time n forward to obtain“
1 0
‰
xpn`1q “ upn`1q`f2pn`1q and
“
1 0
‰
xpn`2q “ upn`2q`f2pn`2q.
Inserting these into the first equation of (4), we find out the hidden constraint
f2pn` 2q ` upn` 2q ` f2pn` 1q ` upn` 1q `
“
0 1
‰
xpnq “ f1pnq .
Consequently, we deduce the following system, which possess a unique solution„
0 1
1 0

xpnq “
„
f1pnq ´ f2pn` 2q ´ f2pn` 1q ´ upn` 2q ´ upn` 1q
upnq ` f2pnq

, n ě n0.
Let n “ n0 in this new system, we obtain a constraint that xpn0q must obey.
This example showed us some important facts. Firstly, one can use some shift
operators and row-manipulation (Gaussian eliminations) to derive hidden con-
straints. Secondly, a solution only exists if initial conditions and an input fulfill
certain consistency conditions. Finally, in this example the solution depends on
the future input. This property is called non-causality and cannot happen in
the case of regular difference equations.
For matrices Q P Rq,d, P P Rp,d, the pair pQ,P q is said to have no hidden
redundancy if
rank
ˆ„
Q
P
˙
“ rankpQq ` rankpPq.
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Otherwise, pQ,P q is said to have hidden redundancy. The geometrical meaning
of this concept is that the intersection space spanpPT qXspanpQT q contains only
the zero-vector 0. Here, for any given matrix M , by MT we denote its transpose.
We denote by spanpPT q (resp., spanpQT q) the real vector space spanned by the
rows of P (resp., rows of Q).
Lemma 2.2. ([7]) Consider k ` 1 full row rank matrices R0 P Rr0,d, R1 P
Rr1,d . . . , Rk P Rrk,d, and assume that for j “ k, . . . , 1 none of the matrix pairs´
Rj ,
“
RTj´1 . . . RT0
‰T¯
has a hidden redundancy. Then
“
RTk . . . R
T
0
‰T
has full
row rank.
Lemma 2.3 below will be very useful later for our analysis, in order to remove
hidden redundancy in the coefficients of (2).
Lemma 2.3. Consider two matrix sequences tPnuněn0 , tQnuněn0 which take
values in Rp,d and Rq,d, respectively. Furthermore, assume that they satisfy the
constant rank assumptions
rank pQnq “ rQ, and rank
´”
Pn
Qn
ı¯
“ rrP ;Qs for all n ě n0 .
Then there exists a matrix sequence
! ”
Sn 0
Zp1qn Z
p2q
n
ı )
něn0
in Rp,p`q such that the
following conditions hold.
i) Sn P RrrP ;Qs´rQ, p, Zp1qn P Rp´rrP ;Qs`rQ, p, Zp2qn P Rp´rrP ;Qs`rQ, q,
ii)
”
Sn
Zp1qn
ı
P Rp,p is orthogonal, and Zp1qn Pn ` Zp2qn Qn “ 0,
iii) SnPn has full row rank, and the pair pSnPn, Qnq has no hidden redun-
dancy.
Proof. Since the proof is essentially the same as in the continuous-time case,
we refer the interested readers to the proof of Lemma 2.7, [8].
Remark 2.4. i) In the special case, where Pn has full row rank and the pair
pPn, Qnq has no hidden redundancy, we will adapt the notation of an empty
matrix and take Sn “ Ip, Zp1qn “ r s0,p, Zp2qn “ r s0,q.
ii) Furthermore, we notice, that whenever the smallest singular value of Qn and
the largest one do not differ very much in size, then we can stably compute the
matrix Z
p2q
n . Both matrices Z
p1q
n and Z
p2q
n will play the key role in our index
reduction procedure presented in the next section.
For any given matrix M , by T0pMq we denote an orthogonal matrix whose
columns span the left null space of M . By TKpMq we denote an orthogonal ma-
trix whose columns span the vector space rangepMq. From basic linear algebra,
we have the following lemma.
Lemma 2.5. The matrix
„
TTK pMq
TT0 pMq

is nonsingular, the matrix TTK pMqM has
full row rank, and the following identity holds„
TTK pMq
TT0 pMq

M “
„
TTK pMqM
0

.
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Proof. A simple proof can be found, for example, in [6].
3. Strangeness-index of second order SiDEs
In this section, we study the solvability analysis of the second order SiDE (2)
and that of its corresponding IVP (2)–(3). Many regularization procedures and
their associated index notions have been proposed for first order systems, see
the survey [16] and the references therein. Nevertheless, for high order systems,
only the strangeness-index has been proposed in the continuous-time case in
[17, 23]. Thus, it is our purpose to construct a comparable regularization and
index concept for discrete-time system (2).
Let
Mn :“
“
An Bn Cn
‰
, Xpnq :“
»–xpn` 2qxpn` 1q
xpnq
fifl ,
we call tMnuněn0 the behavior matrix sequence of system (2). Thus, (2) can be
rewritten as
MnXpnq “ fpnq for all n ě n0. (5)
Clearly, by scaling (2) with a pointwise nonsingular matrix sequence tPnuněn0
in Rm,m, we obtain a new system“
PnAn PnBn PnCn
‰
Xpnq “ Pnfpnq for all n ě n0, (6)
without changing the solution space. This motivates the following definition.
Definition 3.1. Two behavior matrix sequences tMn “
“
An Bn Cn
‰uněn0
and tM˜n “
“
A˜n B˜n C˜n
‰uněn0 are called (strongly) left equivalent if there
exists a pointwise nonsingular matrix sequence tPnuněn0 such that M˜n “ PnMn
for all n ě n0. We denote this equivalence by tMnuněn0 `„ tM˜nuněn0 . If this is
the case, we also say that two SiDEs (2), (6) are left equivalent.
Lemma 3.2. Consider the behavior matrix sequence tMnuněn0 of system (2).
Then for all n ě n0, we have that
tMnuněn0 `„
$’’&’’%
»——–
An,1 Bn,1 Cn,1
0 Bn,2 Cn,2
0 0 Cn,3
0 0 0
fiffiffifl
,//.//-
něn0
,
r2,n
r1,n
r0,n
vn
(7)
where the matrices An,1, Bn,2, Cn,3 have full row rank. Here, the numbers
r2,n, r1,n, r0,n, vn are row-sizes of the block rows of Mn. Furthermore, these
numbers are invariant under left equivalent transformations. Thus, we can call
them the local characteristic invariants of the SiDE (2).
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Proof. The block diagonal form (7) is obtained directly by consecutively com-
pressing the block columns An, Bn, Cn of Mn via Lemma 2.5. In details, we
have that
rows of An,1 form the basis of the space rangepATn q,
rows of Bn,2 form the basis of the space rangepTT0 pAnqBnqT ,
rows of Cn,3 form the basis of the space range
´
TT0
´“
ATn B
T
n
‰T¯
Cn
¯T
.
Moreover, from (7), we obtain the following identities
r2,n “ rankpAnq,
r1,n “ rankp
“
An Bn
‰q ´ rankpAnq,
r0,n “ rankp
“
An Bn Cn
‰q ´ rankp“An Bn‰q,
vn “ m´ r2,n ´ r1,n ´ r0,n ,
which proves the second claim.
Analogous to the continuous-time case, we will apply an algebraic approach
(see [2, 17]), which aims to reformulate (2) into a so-called strangeness-free form,
as stated in the following definition.
Definition 3.3. ([12]) System (2) is called strangeness-free if there exists a
pointwise nonsingular matrix sequence tPnuněn0 such that by scaling the SiDE
(2) at each point n with Pn, then we obtain a new system of the form
rˆ2
rˆ1
rˆ0
vˆ
»——–
Aˆn,1
0
0
0
fiffiffiflxpn`2q `
»——–
Bˆn,1
Bˆn,2
0
0
fiffiffiflxpn`1q `
»——–
Cˆn,1
Cˆn,2
Cˆn,3
0
fiffiffiflxpnq“
»——–
fˆ1pnq
fˆ2pnq
fˆ3pnq
fˆ4pnq
fiffiffifl , (8)
for all n ě n0, where matrix
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
always has full row rank.
In order to perform an algebraic approach, an additional assumption below
is usually needed.
Assumption 3.4. Assume that the local characteristic invariants r2,n, r1,n, r0,n
become global, i.e., they are constant for all n ě n0. Furthermore, assume that
two matrix sequences
!“
ATn,1 B
T
n,2 C
T
n,3
‰T)
něn0
and
!“
BTn,2 C
T
n,3
‰T)
něn0
have constant rank for all n ě n0.
Remark 3.5. Following directly from the proof of Lemma 3.2, we see that
Assumption 3.4 is satisfied if and only if five following constant rank conditions
are satisfied
rankpAnq”const., rankp
“
An Bn
‰q”const., rankp“An Bn Cn‰q”const.,
rankpTT0 pAnqBnq”const., rank
´
TT0
´“
ATn B
T
n
‰T¯
Cn
¯
”const. (9)
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Remark 3.6. In (8), the quantities rˆ2, rˆ1, and rˆ0 are dimensions of the second
order dynamics part, the first order dynamics part, and the algebraic (zero
order) part, respectively. Furthermore, r2`r1 is exactly the degree of freedoms.
Let us call the number ru :“ 3r2 ` 2r1 ` r0 the upper rank of system (2).
Clearly, ru is invariant under left equivalence transformations. Rewrite (5) block
row-wise, we obtain the following system for all n ě n0.
An,1xpn` 2q `Bn,1xpn` 1q ` Cn,1xpnq “ f1pnq, r2 equations, (10a)
Bn,2xpn` 1q ` Cn,2xpnq “ f2pnq, r1 equations, (10b)
Cn,3xpnq “ f3pnq, r0 equations, (10c)
0 “ f4pnq, v equations. (10d)
Since the matrices An,1, Bn,2, Cn,3 have full row rank, the number of scalar
difference equations of order 2 (resp. 1, and 0) in (2) is exactly r2 (resp. r1 and
r0), while v is the number of redundant equations. Now we are able to define
the shift-forward operator ∆, which acts on some or whole equations of system
(10). This operator maps each equation of system (10) at the time instant n to
the equation itself at the time n` 1, for example
∆ : Cn,3xpnq “ f3pnq ÞÑ Cn`1,3xpn` 1q “ f3pn` 1q. (11)
Clearly, under Assumption 3.4, this shift operator can be applied to equations of
system (10). In order to reveal all hidden constraints of (10) we propose the idea
that for each j “ 1, 2, we use equations of order less than j to reduce the number
of scalar equations of order j. This task will be performed as follows. Firstly, by
applying Lemma 2.3 to two matrix pairs pBn,2, Cn`1,3q and
´
An,1,
”
Bn`1,2
Cn`2,3
ı¯
,
we obtain matrix sequences tSpiqn uněn0 , i “ 1, 2, and tZpjqn uněn0 , j “ 1, ..., 5, of
appropriate sizes such that for all n ě n0, the following conditions hold true.
i) For i “ 1, 2, the matrices
”
Spiqn
Zpiqn
ı
P Rri,ri are orthogonal.
ii) The following identities hold true.
Zp1qn Bn,2 ` Zp3qn Cn`1,3 “ 0, (12a)
Zp2qn An,1 ` Zp4qn Bn`1,2 ` Zp5qn Cn`2,3 “ 0. (12b)
iii) Both matrix pairs
´
S
p2q
n An,1,
”
Sp1qn Bn`1,2
Cn`2,3
ı¯
,
´
S
p1q
n Bn,2, Cn`1,3
¯
have no
hidden redundancy.
Now we will transform the SiDE (2) as in Lemma 3.7 below.
Lemma 3.7. Assume that Assumption 3.4 is satisfied. Let the matrix sequences
tSpiqn uněn0 , i “ 1, 2, and tZpjqn uněn0 , j “ 1, ..., 5 be defined as above. Then the
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SiDE (2) has exactly the same solution set as the transformed system
d2
s2
d1
s1
r0
v
»————————–
S
p2q
n An,1 S
p2q
n Bn,1 S
p2q
n Cn,1
0 Z
p2q
n Bn,1 ` Zp4qn Cn`1,2 Zp2qn Cn,1
0 S
p1q
n Bn,2 S
p1q
n Cn,2
0 0 Z
p1q
n Cn,2
0 0 Cn,3
0 0 0
fiffiffiffiffiffiffiffiffifl
»–xpn` 2qxpn` 1q
xpnq
fifl “
“
»————————–
S
p2q
n f1pnq
Z
p2q
n f1pnq ` Zp4qn f2pn` 1q ` Zp5qn f3pn` 2q
S
p1q
n f2pnq
Z
p1q
n f2pnq ` Zp3qn f3pn` 1q
f3pnq
f4pnq
fiffiffiffiffiffiffiffiffifl
for all n ě n0. (13)
Furthermore, both matrix pairs
´
S
p2q
n An,1,
”
Sp1qn Bn`1,2
Cn`2,3
ı¯
,
´
S
p1q
n Bn,2, Cn`1,3
¯
have
no hidden redundancy.
Proof. The proof is not too difficult but rather lengthy and technical, so we
leave it to Appendix A.
Consider system (13), we see that the upper rank of the behavior matrix is
rnewu ď 3d2 ` 2ps2 ` d1q ` ps1 ` r0q
“ 3pr2 ´ s2q ` 2ps2 ` r1 ´ s1q ` ps1 ` r0q
“ r ´ ps2 ` s1q ď r.
In conclusion, after performing a so-called index reduction step, which passes
from (10) to (13), we have reduced the upper rank ru at least by s2 ` s1.
Continue in this fashion until s1 “ s2 “ 0, we obtain the following algorithm.
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Algorithm 1 Index reduction steps for SiDEs at the time point n
Input: The SiDE (2) and its behavior form (5).
Output: A strangeness-free SiDE of the form (8) and the strangeness-index µ.
1: Set i “ 0.
2: Transform the behavior matrix
“
An Bn Cn
‰
to the block upper triangular
form
M˜n :“
»——–
An,1 Bn,1 Cn,1
0 Bn,2 Cn,2
0 0 Cn,3
0 0 0
fiffiffifl ,
where all the matrices An,1, Bn,2, Cn,3 on the main diagonal have full row
rank. The system now takes the form (10).
3: if both matrix pairs
´
An,1,
”
Bn`1,2
Cn`2,3
ı¯
and pBn,2, Cn`1,3q have no hidden
redundancy then set µ “ i and STOP.
4: else set i :“ i` 1
5: Find the matrices S
pjq
n , j “ 1, 2, and Zpjqn , j “ 1, ..., 5.
6: Transform the system to the new form (13) as in Lemma 3.7.
7: end if
8: Go back to Step 2 with the updated behavior matrix.
After each index reduction step the upper rank riu has been decreased at
least by si2` si1, so Algorithm 1 terminates after a finite number µ of iterations,
which will be called the strangeness-index of the SiDE (2).
Theorem 3.8. Consider the SiDE (2) and assume that Assumption 3.4 is sat-
isfied for any n and any i considered within the loop, such that the strangeness-
index µ is well-defined by Algorithm 1. Then the SiDE (2) has the same solution
set as the strangeness-free SiDE
rµ2
rµ1
rµ0
vµ
»——–
Aˆn,1 Bˆn,1 Cˆn,1
0 Bˆn,2 Cˆn,2
0 0 Cˆn,3
0 0 0
fiffiffifl
»–xpn` 2qxpn` 1q
xpnq
fifl “
»——–
gˆ1pnq
gˆ2pnq
gˆ3pnq
gˆ4pnq
fiffiffifl for all n ě n0, (14)
where the matrix
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
has full row rank for all n ě n0, and
the functions gˆ2 and gˆ3 consist of the components of fpnq, fpn`1q, . . . , fpn`2µq
(at most).
Proof. The proof is a direct consequence of Algorithm 1, where the matrix“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
has full row rank due to Lemma 2.2.
To illustrate Algorithm 1, we consider the following example.
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Example 3.9. Given a parameter α P R, we consider the second order SiDE»–1 n`1 n` 40 0 0
0 0 0
fiflxpn` 2q`
»–0 α 2n`31 n 1
0 0 0
fiflxpn` 1q`
»–0 n`1 00 0 n
0 0 n`1
fiflxpnq“
»–f1pnqf2pnq
f3pnq
fifl ,
(15)
for all n ě 0. Fortunately, the behavior matrix
M“
»– 1 n`1 n`4 0 α 2n` 3 0 n` 1 00 0 0 1 n 1 0 0 n
0 0 0 0 0 0 0 0 n` 1
fifl“
»–An,1 Bn,1 Cn,10 Bn,2 Cn,2
0 0 Cn,3
fifl
is already in the block diagonal form, so we do not need to perform Step 2 in
Algorithm 1. Furthermore, all constant rank conditions required in Assumption
3.4 are satisfied. We observe that
Bn`1,2 “
“
1 n` 1 1‰ , Cn`1,2 “ “0 0 n` 1‰ ,
Cn`1,3 “
“
0 0 n` 2‰ , Cn`2,3 “ “0 0 n` 3‰ .
By directly verifying, we see that the matrix pair
´
An,1,
”
Bn`1,2
Cn`2,3
ı¯
has hidden
redundancy, while the pair pBn,2, Cn`1,3q does not. Now we choose Sp2qn “ r s,
Z
p2q
n “ 1, Zp4qn “ ´1, Zp5qn “ ´1. Notice that the fact Zp5qn is non-empty leads
to the appearance of f3pn` 2q. Furthermore, the resulting system (13) reads»–0 α n`21 n 1
0 0 0
fiflxpn` 1q`
»–0 n`1 00 0 n
0 0 n`1
fiflxpnq“
»–f1pnq´f2pn`1q´f3pn`2qf2pnq
f3pnq
fifl .
(16)
Since the leading coefficient matrix associated with xpn ` 2q becomes zero, so
for notational convenience we do not write this term. Go back to Step 3, we see
that the following two cases may happen.
i) If α ­“ 0, then Algorithm 1 terminates here, and the strangeness-index is µ “ 1.
The number of time-shift appear in the inhomogeneity f in the strangeness-free
formulation (16) is 2.
ii) If α “ 0, then the matrix pair `“ 0 α n` 21 n 1 ‰ , “0 0 n` 2‰˘ have hidden re-
dundancy. Now we choose S
p1q
n “ “1 0‰, Zp1qn “ “0 1‰, Zp3qn “ ´ “0 1‰. The
resulting system (13) now reads»–1 n 10 0 0
0 0 0
fiflxpn` 1q `
»–0 0 n0 n` 1 0
0 0 n` 1
fiflxpnq
“
»– f2pnqf1pnq ´ f2pn` 1q ´ f3pn` 2q ´ f3pn` 1q
f3pnq
fifl . (17)
Algorithm 1 terminates here, and the strangeness-index is µ “ 2. However, the
number of time-shifts appearing in the inhomogeneity f in the strangeness-free
formulation (17) remains 2.
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As a direct consequence of Theorem 3.8, we obtain the solvability for (2) as
follows.
Corollary 3.10. Under the assumption of Theorem 3.8, the following state-
ments hold true.
i) The corresponding IVP for the SiDE (2) is solvable if and only if either
vµ “ 0 or gˆ4pnq“0 for all n ě n0. Furthermore, it is uniquely solvable if,
in addition, we have d “ m´ vµ.
ii) The initial condition (3) is consistent if and only if the following equalities
hold.
Bˆn0,2x1 ` Cˆn0,2x0 “ gˆ2pn0q,
Cˆn0,3x0 “ gˆ3pn0q.
Another direct consequence of Theorem 5.3 is that we can obtain an inherent
regular difference equation as follows.
Corollary 3.11. Assume that the IVP (2)-(3) is uniquely solvable for any
consistent initial condition. Under the assumption of Theorem 3.8, the solution
x to this IVP is also a solution to the (implicit) inherent regular difference
equation»– Aˆn,1Bˆn`1,2
Cˆn`2,3
fiflxpn` 2q `
»– Bˆn,1Cˆn`1,2
0
fiflxpn` 1q `
»–Cˆn,10
0
fiflxpnq “
»– gˆ1pnqgˆ2pn` 1q
gˆ3pn` 2q
fifl , (18)
where the matrix
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰
is invertible for all n ě n0.
Remark 3.12. Unlike the procedures in [2, 13, 17], we do not change the
variable x. This approach permits us to simplify significantly the condensed
forms in these references. We emphasize that as in (9), we only require five
constant rank conditions within one step of index reduction, instead of seven as
in [17]. Therefore, by this way the domain of application for SiDEs (and also
for DAEs in the continuous-time case) will be enlarged. This approach is also
useful for the control analysis of the descriptor system (1), as will be seen in the
next section.
Remark 3.13. i) Within one loop of Algorithm 1, for each n, we have used four
Singular Value Decompositions (SVDs) to remove the hidden redundancies in
two matrix pairs. The total cost depends on the problems itself, i. e., depending
on sizes of the matrix pairs which applied SVDs. Nevertheless, it does not exceed
Opm2d2q.
ii) Unfortunately, since Z
p3q
n , Z
p4q
n ,Z
p5q
n are not orthogonal, in general Algorithm
1 could not be stably implemented. For the numerical solution to the IVP
(2)-(3), we will consider a suitable numerical scheme in Section 5.
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4. Regularization of second order descriptor systems
Based on the index reduction procedure for SiDEs in Section 3, in this sec-
tion we construct the strangeness-index concept for the descriptor system (1).
The solvability analysis for first order descriptor systems with variable coef-
ficients have been carefully discussed in [3, 11, 19]. Nevertheless, for second
order descriptor systems, this problem has been rarely considered. We refer the
interested readers to [13, 23] for continuous-time systems.
It is well known that in regularization procedures of continuous-time systems,
one should avoid differentiating equations that involve an input function, due
to the fact that it may not be differentiable. We will also keep this spirit, and
hence, will not shift any equation that involve an input function, since it may
destroy the causality of the considered system, as in Example 2.1. Instead of it,
we will also incorporate proportional state and first order feedback within each
index reduction step of the regularization procedure, as will be seen later. Now
let us present two auxiliary lemmas, which will be very useful later.
Lemma 4.1. Given four matrices qA, qB, qC in Rm,d and qD in Rm,p. Let us
consider the following matrices whose columns span orthogonal bases of the as-
sociated vector spaces
T1 basis of kernelp qAT q, and T1,K basis of rangep qAq,
W1 basis of kernelpTT1 qDqT , and W1,K basis of rangepTT1 qDq,
JD :“WT1,KTT1 qD,
JB1 :“WT1 TT1 qB, and JB2 :“WT1,KTT1,K qB,
JC1 :“WT1 TT1 qC, and JC2 :“WT1,KTT1 qC,
T2 basis of kernelpJTB1q, and T2,K basis of rangepJB1q,
T3 basis of kernelpJTB2q, and T3,K basis of rangepJB2q,
T4 basis of kernelpTT2 JC1qT , and T4,K basis of rangepTT2 JC1q.
Then the following assertions hold true.
i) The matrices
“
TTi,K TTi
‰T
, i “ 1, ..., 4, and “WT1,K WT1 ‰T are orthogonal.
ii) The matrices TT1,K qA, TT2,KJB1, TT3,KJB2, TT4,KTT2 JC1, and JD have full row
rank.
iii) Moreover, there exists an orthogonal matrix qU such that
qU ” qA qB qC qDı“
»———————–
qA1 qB1 qC1 qD1
0 qB2 qC2 0
0 0 qC3 0
0 0 0 0
0 qB4 qC4 qD4
0 0 qC5 qD5
fiffiffiffiffiffiffiffifl
, (19)
where the matrices qA1, qB2, qB4, qC3, ” qDT4 qDT5 ıT have full row rank.
12
Proof. The first two claims followed directly from Lemma 2.5. To prove the
third claim, we construct the desired matrix qU as follows
qU :“
»—————–
I
I
TT4,K
TT4
I
fiffiffiffiffiffifl ¨
»—————–
I
TT2,K
TT2
TT3,K
TT3
fiffiffiffiffiffifl ¨
»–I WT1
WT1,K
fifl ¨ „TT1,K
TT1

.
Thus, we have that
qU ” qA qB qC qDı“
»————————–
TT1,K qA TT1,K qB TT1,K qC TT1,K qD
0 TT2,KJB1 TT2,KJC1 0
0 0 TT4,KTT2 JC1 0
0 0 0 0
0 TT3,KJB2 TT3,KJC2 TT3,KJD
0 0 TT3 JC2 T
T
3 JD
fiffiffiffiffiffiffiffiffifl
.
Due to the parts i) and ii), we see that this is exactly the desired form (19).
Lemma 4.2. Let P P Rp,d, Q P Rq,d be two full row rank matrices, where
p` q ď d. Then the following assertions hold true.
i) There exists a matrix F P Rd,d such that H :“ “ PQF ‰ has full row rank.
ii) For any G P Rq,d, there exists a matrix F P Rd,d such that “ PG`QF ‰ has
full row rank.
Proof. i) First we consider the SVDs of P and Q that reads
UPPVP “
“
ΣP 0p,d´p
‰
, UQQVQ “
“
ΣQ 0q,d´q
‰
,
where ΣP , ΣQ are nonsingular, diagonal matrices, and 0p,d´p (resp. 0q,d´q) are
the zero matrix of size p by d´ p (resp. q by d´ q).
By choosing F :“ VQ
”
0 Iq
Id´q 0
ı
V TP we see that„
UP 0
0 UQ
 „
P
QF

VP “
„
UPPVP
UQQFVP

“
„
ΣP 0p,d´p´q 0p,q
0q,p 0p,d´p´q ΣQ

,
and hence, the claim i) is proven.
ii) Clearly, in case that the matrix F is very big in norm, then G is only a small
perturbation, and hence for sufficiently large η, by choosing
F :“ ηVQ
„
0 Iq
Id´q 0

V TP ,
we obtain the full row rank property of
“
P
G`QF
‰
.
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Remark 4.3. It should be noted that, the proof of Lemmas 4.1 and 4.2 are
constructive, and all the matrices Ti,K, Ti, i “ 1, ..., 4, W1,K, W1 and F can be
stably computed.
In the following theorem, we give the condensed form for system (1).
Theorem 4.4. i) Consider the descriptor system (1). Then there exist two
pointwise nonsingular matrix sequences tUnuněn0 , tVnuněn0 such that by scaling
(1) with Un and changing upnq “ Vnvpnq, f˜pnq :“ Unfpnq, we can transform
(1) to the system
r2,n
r1,n
r0,n
ϕ1,n
ϕ0,n
vn
»——————–
An,1 Bn,1 Cn,1
0 Bn,2 Cn,2
0 0 Cn,3
0 Bn,4 Cn,4
0 0 Cn,5
0 0 0
fiffiffiffiffiffiffifl
»–xpn`2qxpn`1q
xpnq
fifl`
»——————–
Dn,1 0 0
0 0 0
0 0 0
0 Σn,1 0
0 0 Σn,0
0 0 0
fiffiffiffiffiffiffifl
»–v1pnqv2pnq
v3pnq
fifllooomooon
vpnq
“ f˜pnq
(20)
for all n ě n0. Here, sizes of the block rows are r2,n, r1,n, r0,n, ϕ1,n, ϕ0,n, vn,
the matrices An,1, Bn,2, Bn,4, Cn,3 are of full row rank and the matrices Σn,1,
Σn,0 are nonsingular and diagonal.
ii) Furthermore, if the matrix
“
ATn,1 B
T
n`1,2 CTn`2,3
‰T
is of full row rank for all
n ě n0 then there exists a first order feedback of the form
vpnq “ Fn,1xpn` 1q ` Fn,0xpnq (21)
such that the closed loop system
Anxpn` 2q ` pBn `DnFn,1qxpn` 1q ` pCn `DnFn,0qxpnq “ fpnq
is strangeness-free.
Proof. i) First we apply Lemma 4.1 to four matrices An, Bn, Cn and Dn to
obtain the matrix Un that satisfies (19). Decompose the matrix
” qDT4 qDT5 ıT
via one SVD, we then obtain the block
”
0 Σn,1 0
0 0 Σn,0
ı
. Finally, we use Gaussian
elimination to nullify all non-zero matrices in the two columns of qD that contain
Σn,1 and Σn,0, and hence, we obtain
pUn
“
An Bn Cn
‰
, UnDnVnq
“
¨˚
˚˚˚˚
˚˝
»——————–
An,1 Bn,1 Cn,1
0 Bn,2 Cn,2
0 0 Cn,3
0 Bn,4 Cn,4
0 0 Cn,5
0 0 0
fiffiffiffiffiffiffifl ,
»——————–
Dn,1 0 0
0 0 0
0 0 0
0 Σn,1 0
0 0 Σn,0
0 0 0
fiffiffiffiffiffiffifl
‹˛‹‹‹‹‹‚ for all n ě n0. (22)
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This directly leads us the desired system (20).
ii) By applying Lemma 4.2 for P “ “ATn,1 BTn`1,2 CTn`2,3‰T , Q “ ” 0 Σn,1 00 0 Σn,0 ı
and G “
”
Bn`1,4
Cn`2,5
ı
, we see that there exist two matrix sequences tFn,1uněn0 ,
tFn,0uněn0 such that by choosing the feedback of the form (21) then the matrix»————–
An,1
Bn`1,2
Cn`2,3
Bn`1,4 `
“
0 Σn,1 0
‰
Fn`1,1
Cn`2,5 `
“
0 0 Σn,0
‰
Fn`2,0
fiffiffiffiffifl
has full row rank for all n ě n0. This completes the proof.
In order to build an index reduction procedure for (1), we also need the
following assumption.
Assumption 4.5. Assume that the local characteristic invariants r2,n, r1,n,
r0,n, ϕ1,n, ϕ0,n, vn, become global, i.e., they are constant for all n ě n0.
From Theorem 4.4, we see that we only need to remove the hidden redun-
dancies in the upper part of (20) as follows. By performing one index reduction
step for the upper part of (20), as in section 3, we obtain the following lemma.
Lemma 4.6. Assume that the upper part of the descriptor system (20) is not
strangeness-free. Then for each input sequence tvpnquněn0 , it has exactly the
same solution set as the following system
r˜2
r˜1
r˜0
ϕ1
ϕ0
v˜
»——————–
A˜n,1 B˜n,1 C˜n,1
0 B˜n,2 C˜n,2
0 0 C˜n,3
0 Bn,4 Cn,4
0 0 Cn,5
0 0 0
fiffiffiffiffiffiffifl
»–xpn`2qxpn`1q
xpnq
fifl`
»——————–
D˜n,1 0 0
0 0 0
0 0 0
0 Σn,1 0
0 0 Σn,0
0 0 0
fiffiffiffiffiffiffifl
»–v1pnqv2pnq
v3pnq
fifl“ f˜pnq
(23)
for all n ě n0. Here, we have r˜2 “ r2 ´ s2, r˜1 “ r1 ` s2 ´ s1, r˜0 “ r0 ` s1,
v˜ ě v for some s2 ą 0, s1 ą 0. Furthermore, both pairs
´
A˜n,1,
“
B˜Tn,2 C˜
T
n,3
‰T¯
and
´
B˜n,2, C˜n,3
¯
have no hidden redundancy.
Proof. System (23) is directly obtained by applying Lemma 3.7 to the upper
part of (20). To keep the brevity of this paper, we will omit the details here.
Similar to the observation made in section 3, we also see that an index
reduction step, which passes system (20) to the new form (23) has reduced the
upper rank ru by at least s2`s1. Continue in this way until s2 “ s1 “ 0, finally
we obtain a strangeness-free descriptor system in the next theorem.
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Theorem 4.7. Consider the descriptor system (1). Furthermore, assume that
Assumption 4.5 is fulfilled whenever needed. Then for each fixed input sequence
tupnquněn0 , system (1) has the same solution set as the so-called strangeness-
free descriptor system
rˆ2
rˆ1
rˆ0
ϕˆ1
ϕˆ0
vˆ
»———————–
Aˆn,1 Bˆn,1 Cˆn,1
0 Bˆn,2 Cˆn,2
0 0 Cˆn,3
0 Bˆn,5 Cˆn,5
0 0 Cˆn,6
0 0 0
fiffiffiffiffiffiffiffifl
»–xpn`2qxpn`1q
xpnq
fifl`
»———————–
Dˆn,1
0
0
Dˆn,4
Dˆn,5
0
fiffiffiffiffiffiffiffifl
upnq“
»———————–
fˆ1pnq
fˆ2pnq
fˆ3pnq
fˆ4pnq
fˆ5pnq
fˆ6pnq
fiffiffiffiffiffiffiffifl
for all n ě n0,
(24)
where the matrices
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
,
“
DˆTn,4 Dˆ
T
n,5
‰T
have full row rank
for all n ě n0.
Proof. By repeating index reduction steps until the upper rank ru stop decreas-
ing, we obtain the system
rˆ2
rˆ1
rˆ0
ϕˆ1
ϕˆ0
vˆ
»———————–
Aˆn,1 Bˆn,1 Cˆn,1
0 Bˆn,2 Cˆn,2
0 0 Cˆn,3
0 Bˆn,5 Cˆn,5
0 0 Cˆn,6
0 0 0
fiffiffiffiffiffiffiffifl
»–xpn`2qxpn`1q
xpnq
fifl`
»———————–
Dˆn,11 0 0
0 0 0
0 0 0
0 Σˆn,1 0
0 0 Σˆn,0
0 0 0
fiffiffiffiffiffiffiffifl
vpnq“
»———————–
fˆ1pnq
fˆ2pnq
fˆ3pnq
fˆ4pnq
fˆ5pnq
fˆ6pnq
fiffiffiffiffiffiffiffifl
for all n ě n0, where the matrix
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
has full row rank for all
n ě n0. The new input sequence tvpnquněn0 satisfies upnq “ Vnvpnq, where Vn
is nonsingular for all n ě n0. Transform back vpnq “ V ´1n upnq and set»———————–
Dˆn,1
0
0
Dˆn,4
Dˆn,5
0
fiffiffiffiffiffiffiffifl
:“
»———————–
Dˆn,11 0 0
0 0 0
0 0 0
0 Σˆn,1 0
0 0 Σˆn,0
0 0 0
fiffiffiffiffiffiffiffifl
V ´1n ,
we obtain exactly the strangeness-free descriptor system (24).
As a direct corollary of Theorem 4.7, we obtain the existence and uniqueness
of a solution to the closed-loop system via feedback as follows.
Corollary 4.8. Under the conditions of Theorem 4.7, the following statements
hold true.
i) There exists a first order feedback of the form (21) such that the closed-loop
system is solvable if and only if either vˆ “ 0 or fˆ6pnq “ 0 for all n ě n0.
ii) Furthermore, the solution to the corresponding IVP (of the closed-loop sys-
tem) is unique if and only if in addition, d “ m´ vˆ.
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Remark 4.9. It should be noted that, analogously to SiDEs, each index re-
duction step of the descriptor system (1) also makes use of Lemma 3.7, where
the matrices Z
piq
n , i “ 3, 4, 5, may not be orthogonal. Furthermore, in Theorem
4.4, two matrices Un, Vn are only nonsingular but not orthogonal. Therefore,
in general, the strangeness-free formulation (24) could not be stably computed.
For the numerical treatment of (continuous-time) second order DAEs, in [23]
a different approach was developed. We will modify it for SiDEs/descriptor
systems in the next section.
Remark 4.10. Another interesting method in the study of descriptor systems
is the behavior approach, where we do not distinguish the state x and an input
u but combine them in one behavior vector. Then (1) will become a SiDE of
this behavior variable, and hence, we can apply the results in section 3 for this
system. Nevertheless, due to the reinterpretation of variables, this approach
may alter the strangeness-free form (24). To keep the brevity of this research,
we will not present the details here. For the interested readers, we refer to
[11, 19, 20] for the case of first order DAEs, and to [23] for the case of second
order DAEs.
5. Difference arrays associated with second order SiDEs/descriptor
systems
In two previous sections, to analyze the solvability of the SiDE (2) or of the
descriptor system (1), first one needs to bring it into the strangeness-free form.
Nevertheless, sometime this task is not feasible, for example when Assumptions
3.4 or 4.5 is violated at some index reduction steps. These difficulties have also
been observed for continuous-time systems of first or higher orders in [11, 23].
A breakthrough, thanks to Campbell [4] while considering DAEs, is to differ-
entiate a given system a number of times and put everyone of them, including
the original one, into a so-called inflated system. Then the strangeness-free for-
mulation will be determined by appropriate selection of equations inside this
inflated system. In this section we will examine this approach to the descriptor
system (1). The analysis for SiDEs of the form (2) can be obtained by simply
setting Dn to be 0m,p for all n. We further assume the following condition.
Assumption 5.1. Consider the descriptor system (1). Assume that there exists
a first order feedback of the form (21) such that the corresponding IVP of the
closed-loop system is uniquely solvable.
Notice that, in case of the SiDE (2), Assumption 5.1 means that the IVP
(2)-(3) is uniquely solvable. Now let us introduce the difference-inflated system
of level ` P N as follows.
Anxpn`2q`Bnxpn`1q`Cnxpnq`Dnupnq “ fpnq,
An` 1xpn`3q`Bn` 1xpn`2q`Cn` 1xpn`1q`Dn` 1upn`1q “ fpn`1q,
. . .
An` `xpn```2q`Bn` `xpn```1q`Cn` `xpn``q`Dn` `upn``q “ fpn``q .
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We rewrite this system as»——————–
Cn Bn An
Cn` 1 Bn` 1 An` 1
. . .
. . .
. . .
. . .
. . .
. . .
Cn` ` Bn` ` An` `
fiffiffiffiffiffiffifl
looooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooon
“:M
»—————–
xpnq
xpn`1q
xpn`2q
...
xpn``q
fiffiffiffiffiffifl
looooomooooon
“:X
`
`
»———–
Dn
Dn`1
. . .
Dn``
fiffiffiffifl
looooooooooooooooomooooooooooooooooon
“:N
»———–
upnq
upn`1q
...
upn``q
fiffiffiffifl
looooomooooon
“:U
“
»———–
fpnq
fpn`1q
...
fpn``q
fiffiffiffifl
looooomooooon
“:G
for all n ě n0. (25)
Definition 5.2. Suppose that the descriptor system (1) satisfies Assumption
5.1. Let ` be the minimum number such that a strangeness-free descriptor
system of the form (24) can be extracted from (25) by using elementary matrix-
row operations. Then the so-called shift-index of (1), denoted by ν, is set by
`{2 if ` is even and by p`` 1q{2 otherwise.
We give the relation between this shift-index ν and the strangeness-index µ
in the following proposition.
Proposition 5.3. Suppose that the descriptor system (1) satisfies Assumption
5.1. If the strangeness-index µ is well-defined, then so is the shift-index ν.
Furthermore, we have that ν ď µ.
Proof. The claim is straight forward, since every reformulation step performed
in Algorithm 1 is a consequence of an inflated system (25) with ` “ 2µ or
2µ´ 1.
Remark 5.4. As will be seen later in Example 5.7, for second order SiDEs, the
shift-index can be strictly smaller than the strangeness index.
Remark 5.5. Restricted to the case of first order SiDEs (i.e., An “ 0 for
all n ě n0), the strangeness-index µ defined in this paper is equal to the for-
ward strangeness-index proposed by Bru¨ll [2]. For second order system, our
strangeness-index is analogous to the one for continuous-time systems proposed
by Mehrmann and Shi [17], and by Wunderlich [23]. We, however, empha-
size that the canonical forms constructed in this research is simpler and more
convenient from the theoretical viewpoint. Besides that, similar to the case of
continuous-time systems, the strangeness index µ only gives an upper bound for
the number of shift-forward operator that have been used, in order to achieve
the strangeness-free form (14). For further details, see Remark 17, [17].
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In the following theorem we will answer the question how to derive the
strangeness-free formulation (24) from (25).
Theorem 5.6. Assume that the shift index ν of the descriptor system (1) is
well-defined. Furthermore, suppose that (1) satisfies Assumption 5.1. Then any
solution to the descriptor system (1) is also a solution to the following system
rˆ2
rˆ1
rˆ0
ϕˆ1
ϕˆ0
»—————–
Aˆn,1 Bˆn,1 Cˆn,1
0 Bˆn,2 Cˆn,2
0 0 Cˆn,3
0 Bˆn,5 Cˆn,5
0 0 Cˆn,6
fiffiffiffiffiffifl
»–xpn`2qxpn`1q
xpnq
fifl`
»—————–
Dˆn,1
0
0
Dˆn,4
Dˆn,5
fiffiffiffiffiffiflupnq“
»—————–
Gˆn,1
Gˆn,2
Gˆn,3
Gˆn,4
Gˆn,5
fiffiffiffiffiffifl for all n ě n0,
(26)
where the matrices
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T
,
“
DˆTn,4 Dˆ
T
n,5
‰T
have full row rank
for all n ě n0. Furthermore, we have that ř2i“0 rˆi `ř1i“0 ϕˆi “ d, or equiva-
lently,
rank
¨˝»– Aˆn,1Bˆn`1,2
CˆTn`2,3
fifl‚˛` rankˆ„Dˆn,4
Dˆn,5
˙
“ d . (27)
Proof. Assume that ν is already known, we now construct an algorithm to select
the strangeness-free descriptor system (24) from the inflated system (25). For
notational convenience, we will follow the MATLAB language, [15]. Consider
the following spaces and matrices
W :“ “Mp:, 3n` 1 : endq N p:, n` 1 : endq‰ ,
U1 basis of kernelpWT q, and U1,K basis of rangepWq. (28)
Due to Lemma 2.5, we have that UT1 W “ 0 and UT1,KW has full row rank.
Furthermore, the matrix
“
U1 U1,K
‰T
is nonsingular, and hence, system (25) is
equivalent to the coupled system below.
UT1 Mp:, 1 : 3nq
»– xpnqxpn` 1q
xpn` 2q
fifl` UT1 N p:, 1 : nqupnq “ UT1 G, (29)
UT1,KW
»————————–
xpn`3q
...
xpn`νq
upn`1q
...
upn`νq
fiffiffiffiffiffiffiffiffifl
` UT1,K
“Mp:, 1:3nq N p:, 1:nq‰
»——–
xpnq
xpn`1q
xpn`2q
upnq
fiffiffifl“UT1,KG. (30)
Due to the full row rank property of UT1,KW, we see that (30) plays no role in
the determination of the strangeness-free descriptor system (24). Thus, (24) is
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a consequence of (29). For notational convenience, let us rewrite system (29) as
” qA qB qC qDı
»——–
xpn`2q
xpn`1q
xpnq
upnq
fiffiffifl “ qG.
Scaling this system with the matrix qU obtained in Lemma 4.1, we have»———————–
qA1 qB1 qC1 qD1
0 qB2 qC2 0
0 0 qC3 0
0 0 0 0
0 qB4 qC4 qD4
0 0 qC5 qD5
fiffiffiffiffiffiffiffifl
»——–
xpn`2q
xpn`1q
xpnq
upnq
fiffiffifl “
»———————–
qG1qG2qG3
0qG4qG5
fiffiffiffiffiffiffiffifl
, (31)
where the matrices qA1, qB2, qB4, qC3, and r qDT4 qDT5 sT have full row rank. Notice
that the presence of the 0 block on the right hand side vector is due to the
existence of a solution (Assumption 5.1). Applying Lemma 2.5 consecutively
for two following matrix pairs
´ qB2, qC3¯, ´ qA1, r qBT2 qCT3 sT¯, we obtain two or-
thogonal matrices
”
Spiqn
Zpiqn
ı
P Rri,ri , i “ 1, 2 such that both pairs
´
S
p1q
n
qB2, qC3¯,´
S
p2q
n
qA1, r qBT2 qCT3 sT¯ have no hidden redundancy. Scaling the first and second
block row equations of (31) with S
p2q
n and S
p1q
n respectively, we obtain
«
S
p2q
n
qA1 Sp2qn qB1 Sp2qn qC1 Sp2qn qD1
0 S
p1q
n
qB2 Sp1qn qC2 0
ff»——–
xpn`2q
xpn`1q
xpnq
upnq
fiffiffifl “
«
S
p2q
n
qG1
S
p1q
n
qG2
ff
.
Combining these equations with the third, fifth and sixth block equations of
(31), we obtain the system»—————–
S
p2q
n
qA1 Sp2qn qB1 Sp2qn qC1 Sp2qn qD1
0 S
p1q
n
qB2 Sp1qn qC2 0
0 0 qC3 0
0 qB4 qC4 qD4
0 0 qC5 qD5
fiffiffiffiffiffifl
»——–
xpn`2q
xpn`1q
xpnq
upnq
fiffiffifl “
»—————–
S
p2q
n
qG1
S
p1q
n
qG2qG3qG4qG5
fiffiffiffiffiffifl . (32)
which is exactly our desired system (26). Moreover, due to Lemma 2.2, the
matrix
”
pSp2qn qA1qT pSp1qn qB2qT qCT3 ıT has full row rank, and the identity (27)
holds true due to Assumption 5.1.
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Finally, we will prove that system (26) is not affected by left equivalence
transformation. Let us assume that (1) is left equivalent to the SiDE
A˜nxpn` 2q ` B˜nxpn` 1q ` C˜nxpnq ` D˜nupnq “ f˜pnq for all n ě n0. (33)
Thus, there exists a pointwise nonsingular matrix sequence tPnuněn0 such that“
A˜n B˜n C˜n D˜n
‰ “ Pn “An Bn Cn Dn‰ and f˜pnq “ Pnfpnq for all n ě n0.
Therefore, the difference-inflated system of level ` for system (33) takes the form
M˜X ` N˜U “ G˜, (34)
where the matrix coefficients are
M˜“diagpPn, ..., Pn``qM, N˜ “diagpPn, ..., Pn``q N , G˜“diagpPn, ..., Pn``qG.
This follows that two systems (25) and (34) are left equivalent, which finishes
the proof.
We summarize our result in the following algorithm.
Algorithm 2 Strangeness-free formulation for SiDEs using difference arrays
Input: The SiDE (1).
Output: The strangeness-free descriptor system (26) and the minimal number
of shifts `.
1: Set ` :“ 0.
2: Construct the difference-inflated system of level `, and rewrite it in the form
(25).
3: Find U1 as in (28) and construct system (29).
4: Find qU as in Lemma 4.1 and construct system (31).
5: Find the matrices S
p1q
n , S
p2q
n in the process used to remove the hidden re-
dundancies in two matrix pairs
´ qB2, qC3¯, ˆ qA1, ” qBT2 qCT3 ıT˙, respectively.
6: Construct the system (32).
7: if rank
“
AˆTn,1 Bˆ
T
n`1,2 CˆTn`2,3
‰T ` rank “DˆTn,4 DˆTn,5‰T “ d then STOP.
8: else set ` :“ `` 1 and go to 2
9: end if
In order to illustrate Algorithm 2, we consider the following two examples.
Example 5.7. Let us revisit system (15) for the case α “ 0. In this system,
Dn “ 0 for all n ě 0. For ` “ 2, the inflated system (25) reads
»– Cn Bn An 0 00 Cn` 1 Bn` 1 An` 1 0
0 0 Cn` 2 looooooomooooooon
“: W
Bn` 2 An` 2
fifl
»————–
xpnq
xpn`1q
xpn`2q
xpn`3q
xpn`4q
fiffiffiffiffifl “
»– fpnqfpn`1q
fpn`2q
fifl (35)
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Let U1 be the basis of kernelpWT q. We then determine system (29) by scaling
(35) with UT1 . The resulting system reads
UT1
»–Cn Bn An0 Cn` 1 Bn` 1
0 0 Cn` 2
fifl»– xpnqxpn`1q
xpn`2q
fifl “ UT1
»– fpnqfpn`1q
fpn`2q
fifl . (36)
Finally, by performing Steps 6 to 10 we can extract the strangeness-free form
(17) from (36). Thus, we conclude that the shift index is ν “ 1, which is the
same as the shift index in the case α ‰ 0. We recall Example 3.9, in which it is
shown that the strangeness indices in the two cases are different.
Example 5.8. A singular system of second order differential equations, which
describes a three link robot arm [9], is given by„
M0 0
0 0

:xptq `
„
G0 0
0 0

9xptq `
„
K0 H
T
0
H0 0

xptq “
„
B0
0

uptq,
where M0 represents the nonsingular mass matrix, G0 the coefficient matrix as-
sociated with damping, centrifugal, gravity, and Coriolis forces, K0 the stiffness
matrix, and H0 the constraint. A simple discretized version of this system with
the stepsize h takes the form„
M0 0
0 0

xpn` 2q ´ 2xpn` 1q ` xpnq
h2
`
„
G0 0
0 0

xpn` 2q ´ xpnq
2h
`
„
K0 H
T
0
H0 0

xpn` 1q “
„
B0
0

upn` 1q.
As a simple example, let us take M0 “ G0 “ K0 “ H0 “ B0 “ 1, h “ 0.01.
Then Algorithm 2 terminates after two steps and hence, the shift index is ν “ 1
for all n ě n0. Furthermore, we notice that no matter central, forward or
backward difference is chosen for discretizing the derivative 9xptq, the shift index
remains unchanged ν “ 1. Of course, the resulting strangeness-free descriptor
systems are different.
6. Conclusion
By using the algebraic approach, we have analyzed the solvability of sec-
ond order SiDEs/descriptor systems, based on the derived condensed forms
constructed under certain constant rank assumptions. In comparison to the
previously known procedures [17, 22], we have reduced the number of constant
rank conditions in every index reduction step from seven to five. This would
enlarge the domain of application for SiDEs (and also for DAEs). However,
requiring constant rank assumptions in the discrete-time case seems less nature
than in the continuous-time case. To overcome this limitation, we also con-
sider the difference-array method, which is numerically stable, to obtain the
strangness-free form. The index theory together with the two algorithms pre-
sented in this paper can be extended without difficulty to arbitrarily high order
22
SiDEs/descriptor systems. We also notice that the backward time case (n ď n0)
can be directly extended from the forward time case, as it has been done in [2].
The analysis of the two-way case, which happens while considering boundary
value problems for SiDEs, is under our on-going research. Furthermore, the con-
densed forms presented in this work also motivate further study on the staircase
form for second order systems, which would be an interesting extension of the
classical result for first order systems, e.g. [21].
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Appendix A. Proof of Lemma 3.7
Proof. In order to prove this lemma, we will make use of the shifted equation
(11) if the matrix pair pBn,2, Cn`1,3q has hidden redundancy. Analogously, if
the pair
´
An,1,
“
BTn`1,2 CTn`2,3
‰T¯
has hidden redundancy then we will make
use of the shifted equation
Bn`1,2xpn` 2q ` Cn`1,2xpn` 1q “ f2pn` 1q, (A.1)
24
and may be also the double shifted equation
Cn`2,3xpn` 2q “ f3pn` 2q. (A.2)
Now we observe that (2) has the same solution set as that of the following
extended system
r2
r1
r0
v
r0
r1
r0
»————————–
An,1 Bn,1 Cn,1
0 Bn,2 Cn,2
0 0 Cn,3
0 0 0
0 Cn`1,3 0
Bn`1,2 Cn`1,2 0
Cn`2,3 0 0
fiffiffiffiffiffiffiffiffifl
»–xpn` 2qxpn` 1q
xpnq
fifl “
»————————–
f1pnq
f2pnq
f3pnq
f4pnq
f3pn` 1q
f2pn` 1q
f3pn` 2q
fiffiffiffiffiffiffiffiffifl
, (A.3)
for all n ě n0. Therefore, it suffices to prove that any solution to (A.3) is also
a solution to (13) and vice versa.
Necessity: The main idea is to apply (only) two elementary row transforma-
tions below to system (A.3) to obtain (13).
i) scaling a block row equation with a nonsingular matrix,
ii) adding to one row a linear combination of some other rows.
By scaling the first (resp., second) block row equation of (A.3) with an orthog-
onal matrix
”
Sp2qn
Zp2qn
ı
(resp.,
”
Sp1qn
Zp1qn
ı
), we obtain an equivalent system to (10), as
follows
d2
s2
d1
s1
r0
v
r0
r1
r0
»——————————————–
S
p2q
n An,1 S
p2q
n Bn,1 S
p2q
n Cn,1
Z
p2q
n An,1 Z
p2q
n Bn,1 Z
p2q
n Cn,1
0 S
p1q
n Bn,2 S
p1q
n Cn,2
0 Z
p1q
n Bn,2 Z
p1q
n Cn,2
0 0 Cn,3
0 0 0
0 Cn`1,3 0
Bn`1,2 Cn`1,2 0
Cn`2,3 0 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
»–xpn` 2qxpn` 1q
xpnq
fifl“
»——————————————–
S
p2q
n f1pnq
Z
p2q
n f1pnq
S
p1q
n f2pnq
Z
p1q
n f2pnq
f3pnq
f4pnq
f3pn` 1q
f2pn` 1q
f3pn` 2q
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
. (A.4)
By adding the seventh row scaled with Z
p3q
n to the fourth row of (A.4) and
making use of (12a) we obtain the first hidden constraint
Zp1qn Cn,2xpnq “ Zp1qn f2pnq ` Zp3qn f3pn` 1q,
which is exactly the fourth row of (13).
We continue by adding the seventh row scaled with Z
p4q
n and the eighth row
scaled with Z
p5q
n to the second row of (A.4) and making use of (12b) to obtain´
Zp2qn Bn,1 ` Zp4qn Cn`1,2
¯
xpn` 1q ` Zp2qn Cn,1xpnq
“ Zp2qn f1pnq ` Zp4qn f2pn` 1q ` Zp5qn f3pn` 2q.
25
This is exactly the second row of (13). Therefore, any solution to (10) is also a
solution to (13).
Sufficiency: Let x be an arbitrary solution to (13). Thus, x is also a solution
to the shifted system
d2
s2
d1
s1
r0
v
r0
r0
»————————————–
S
p2q
n An,1 S
p2q
n Bn,1 S
p2q
n Cn,1
0 Z
p2q
n Bn,1 ` Zp4qn Cn`1,2 Zp2qn Cn,1
0 S
p1q
n Bn,2 S
p1q
n Cn,2
0 0 Z
p1q
n Cn,2
0 0 Cn,3
0 0 0
0 Cn`1,3 0
Cn`2,3 0 0
fiffiffiffiffiffiffiffiffiffiffiffiffifl
»–xpn` 2qxpn` 1q
xpnq
fifl “
“
»————————————–
S
p2q
n f1pnq
Z
p2q
n f1pnq ` Zp4qn f2pn` 1q ` Zp5qn f3pn` 2q
S
p1q
n f2pnq
Z
p1q
n f2pnq ` Zp3qn f3pn` 1q
f3pnq
f4pnq
f3pn` 1q
f3pn` 2q
fiffiffiffiffiffiffiffiffiffiffiffiffifl
for all n ě n0. (A.5)
Since elementary matrix-row operations are reversible, we can reverse the trans-
formations performed in the necessity part. Consequently, we see that any so-
lution to (A.5) is also a solution to (A.4), and hence, this completes the proof.
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