Abstract-This paper deals with the problem of output regulation for a class of hybrid linear SISO systems and exosystems whose dynamics have jumps according to the value of a clock variable. The problem of designing controllers embedding an hybrid internal model of the switching exosystem in order to achieve the regulation objective is addressed. Key concepts and tools well known in the field of output regulation for continuous-time systems, such as the concept of steady-state response, of regulator equations and the internal model property, are thus generalized to the hybrid setting. Emphasis is placed on internal models and stabilizers that are robust to uncertainties entering both in the flow and jump dynamics of the hybrid controlled system. Time-varying and time-independent design principles are presented. Simulation results show the effectiveness of the proposed solutions in meaningful cases.
I. INTRODUCTION
T HE problem of controlling the output of a system so as to achieve asymptotic tracking of prescribed references or rejection of prescribed disturbances is a central problem in control theory. A special role is played by the output regulation theory whose peculiarity is to consider the references/disturbances as belonging to the set of all trajectories generated by some fixed dynamical system, the so-called exosystem. For multivariable linear systems the problem was addressed in very elegant geometric terms around the mid-seventies by Davison, Francis, Wonham [7] - [9] and others. In those works it was shown how a robust solution, in the presence of parametric/dynamic uncertainties affecting the regulated system, necessarily requires regulators embedding an appropriate replica of the exosystem dynamics, thus leading to the celebrated "internal model principle." In the nineties, the conceptual tools and design principles of output regulation were then extended to nonlinear systems starting with the pioneering works [16] , [17] , which triggered a number of research directions nowadays still explored (see [3] , [20] - [22] for a few examples of progress in the area).
At the same time, dynamical systems combining continuous-time and discrete-time behaviors, usually referred to as hybrid systems, have been the subject of significant research due to the interest that this class of systems has from a physical viewpoint and due to intriguing theoretical issues behind their study, [13] . Indeed, the vast hybrid-systems literature embraces a number of control areas that appear to be very different: switching systems [19] , sampled-data systems [4] , hybrid automata [2] , event-based systems [1] , reset control systems [15] , are examples of control areas that are usually clustered under the label "hybrid systems." To a certain extent, this common labeling is justified by the outcomes of the research activity presented, in a tutorial way, in [13] . In the latter it is shown how many hybrid control settings can be studied as a particular case of a hybrid system described by flow dynamics, modeled in terms of differential equations, whose state is subject to possible jumps, modeled by certain jump rules, with flow and jump conditions given in terms of the state and input values.
Motivated by the previous research areas, the objective of this work is to lay the foundation for an output regulation theory for linear hybrid systems described in the flow-jump hybrid formalism. Specifically, we deal with the class of linear systems and exosystems that are subject to jumps according to the value of a clock variable and, for this class of hybrid linear systems, we extend well-known results characterizing the theory of continuous-time output regulation. We focus on the simplified case in which the clock variable satisfies a well-defined dwell-time condition and it is available for feedback. This will allow us to confine the analysis to a linear setting and to extend, in a quite natural way, concepts and tools available for continuous-time systems. The extension of the design tools proposed here to the case in which the clock in not known can be found in [6] . A fundamental tool that is presented in the paper is a notion of steady-state response for hybrid cascade systems. This tool will form the basis to generalize the notion of regulator equations and of the internal model principle to the considered case of hybrid linear regulation and, in turn, to present necessary and sufficient conditions for the regulator design. We also present constructive design procedures for the regulator by showing how to achieve robustness to possible system uncertainties. We precisely characterize scenarios in which the hybrid regulator can be taken to be independent of time, while showing how robust asymptotic regulation can sometimes be achieved by necessarily adopting regulators embedding time-varying internal models.
To the best of our knowledge the problem of output regulation for hybrid linear systems has not been addressed in the literature in a systematic way. It is worth mentioning the recent contribution [11] in which a tracking problem with the reference signal that is generated by cyclically switching exosystems is dealt with by means of switching internal models, and the work [18] in which the problem of output regulation is addressed for the class of sampled-error systems. It is worth quoting also the work [12] , where output regulation concepts are developed for the class of linear systems with switching exosystems. On the other hand "hybrid" tools have been systematically used by several authors to solve different problems of disturbance rejection and tracking. To mention a few, it is worth recalling the work [24] in which switching control laws are used to suppress the effect of harmonic sensor disturbances with unknown frequency, and [10] where the theory of (switching) supervisory control is used in order to design hybrid controllers that reject the effect of harmonic noise.
The paper is organized as follows. The hybrid linear regulation problem is formulated in Section II. Necessary and sufficient conditions for regulator design are given in Section III while the regulator structure and design principles are addressed in Sections IV where time-varying and time-independent solutions are characterized. Examples testing the design tools are presented in Section V. Finally, Section VI concludes with final remarks.
Notation: In the paper and denote respectively the set of real and nonnegative real numbers. denotes the matrix with all the entries set to zero while is the identity matrix of dimension . Regarding hybrid systems, this work uses the framework and results of [13] , [14] from which also the notation is taken.
II. PROBLEM STATEMENT
We consider a linear SISO control system governed by the "flow dynamics" (1) in which is the control input, is the state of the plant, is an exogenous variable governed by the "exosystem"
, and is a scalar clock variable taking values in the interval with . The state of the plant and of the exosystem experience jumps every time the clock variable reaches the value . In particular, whenever the state of (1) is reset according to the "jump map" (2) Due to the rule for in (2) and the rule for in (1), these jumps occur every time units. Associated to system (1)- (2) there is a regulation error given by (3) which jumps, whenever the state jumps, as [see (2) ]. In this context, the problem we are interested in is to develop a hybrid regulator, processing the error and the clock , of the form (4) where , , and are continuous functions, so that the resulting hybrid closed-loop system described by (5) with initial conditions in and jumping whenever , has bounded trajectories and 1 uniformly over compact sets of initial conditions. We note that local existence of the solutions of (5) is always guaranteed, see [13, Proposition S2] . This and boundedness of the closed-loop trajectories automatically imply completeness of (5) and validate the asymptotic analysis. This is a problem of output regulation [9] for the considered class of hybrid systems. The problem entails the design of a regulator able to asymptotically remove from the regulation error the effect of all the possible exogenous signals. The latter might represent references to be tracked or disturbances to be rejected generated by the hybrid exosystem regularly jumping according to . A major emphasis in the paper will be given to the design of regulators that achieve the regulation objective in spite of possible parametric uncertainties affecting the plant dynamics. This, in turn, will lead us to identify robust design solutions, based on the appropriate extension of the internal model principle [9] to the actual hybrid setting, which are able to robustly steer the regulation error to zero.
In order to support some of the ensuing theoretical analysis (see Theorem 1), it is assumed that the exosystem state ranges in a clock-dependent compact set . More formally, we let (6) where the set-valued mapping is continuous with compact values that are nonempty on , and we assume that . In this respect, the system flows according to (1) whenever and jumps according to (2) whenever .
Furthermore, for compactness we shall write the closed-loop system (1)-(4) as (7) with flow and jump conditions given respectively by and , where , and where the matrices are easily computable from (5).
III. HYBRID REGULATOR EQUATIONS AND INTERNAL MODEL PROPERTY
In this section we present necessary and sufficient conditions associated to the problem of output regulation formulated above. In doing so, we generalize to the hybrid setting basic results that represent building blocks in the analysis and synthesis procedure for continuous-time systems.
Let be the state transition matrix of the time-varying system , namely the smooth matrix such that and . Theorem 1: Suppose that the regulator (4) is such that the resulting closed-loop system (7) satisfies the following two requirements:
• Stability Requirement (SR):
. Assume, in addition, that the set is forward and backward invariant 2 for the hybrid system described by the first two equations in (1) and (2) . If uniformly over compact sets of initial conditions then necessarily there exist continuous functions and that are solutions of (8) and that is a solution of (9) Conversely, if there exist continuous functions , and that solve (8) and (9) then the given controller (4) solves the problem of output regulation.
The proof of this theorem, deferred to Appendix B, relies upon the key notion of steady state for the considered class of hybrid systems as introduced in Appendix A.
By mimicking the terminology used in the continuous-time setting (see [9] and [3] ), we refer to (8) Equations and we say that a regulator (4) satisfying (9) has the Hybrid Internal Model Property. Equations (8) and (9) can be interpreted as for continuous-time systems. In particular, the existence of a solution of (8) is equivalent to the existence of steady state trajectories for the state and the input of (1)-(2) characterized by a regulation error (3) that is identically zero. More precisely, with being a solution of (8) and , let be the hybrid time domain associated to system (1)- (2) with and initial conditions taken as , and . Then, by the first two equations in (8) , it follows that for all . Furthermore, by using the third equation in (8) , for all . Hence, and , represent ideal steady states for the state and the input to be enforced in order to have the regulation objective fulfilled. As is arbitrary in , it is thus apparent that any regulator (4) solving the problem at hand must have the ability to generate all the possible signals generated by the output of the system (10)
when the input of (4) is identically zero. This property, referred to as hybrid internal model property 3 , is indeed guaranteed by the existence of a solution of (9) . As a matter of fact, with a solution of (9) and arbitrarily taken in , let be the hybrid time domain associated to the subsystem in (1)-(2) with initial condition and to the system (4) with with initial condition . Then, the first two equations in (4) imply that for all , while the third equation of (9) guarantees that for all , namely system (4) possesses the internal model property.
Remark 1: In the case of continuous-time regulation, namely if , and , the second equation of (8) implies which, in turn, simplifies (8) into the well-known regulator equations , [9] , in the constant unknown . In this case, by taking and by focusing on -independent regulators, (9) boils down to in the constant unknown . Remark 2: It is interesting to compare Theorem 1 with a similar result in [27] pertaining to linear continuous-time output regulation with periodic exosystems. In particular, the regulator equations in the framework of [27] coincide with the first and third equations in (8) . Similarly, the equations related to the internal model property of the regulators simplify since the second equation of (9) is not present in the context of [27] . In [27] the solutions and are constrained to fulfill and with denoting the period of the exosystem. These constraints do not necessarily hold in the hybrid framework of this paper.
The enforcement of an identically zero regulation error (3) also at the jump times requires the ability to enforce, by the control input, discontinuities on the output of the system according to the reset of the exogenous signal . In this respect, it is clear that the existence of continuous solutions and to the hybrid regulator (8) can be related to the relative degree of system (1)- (2). To clarify such a relationship, we consider the change of variables that is meant to put the triplet of system (1), (3) into the so-called Brunovsky's canonical form. Specifically, let be the relative degree of the triplet (i.e., the lowest such that ), let with and chosen in such a way that is non singular, and write the expression of the matrices , , and of (1), (2) in the new coordinates, according to the partition of , as follows: (12) The forthcoming proposition presents sufficient conditions under which the (8) admit a solution. The conditions are given in terms of the above matrices and of where is the matrix defined as with the th row of the matrix . Proposition 1: When , the hybrid regulator (8) are solvable if (13) and the unique solution of the Sylvester equation (14) is also solution of (15) When , the hybrid regulator (8) are solvable if (16) The proof of this proposition, presenting also explicit formulae for the solution , can be found in Appendix C. As the eigenvalues of coincides with the transmission zeros of the triplet , condition (13) can be interpreted as the generalization, in the considered hybrid setting, of the nonresonance condition between the zeros of the controlled plant and the modes of the exosystem well-known in the continuous-time domain.
We conclude the section by observing that the assumption about being invariant for the hybrid exogenous dynamics in Theorem 1 is required only to prove the necessity part of the theorem. It turns out that the assumption in question necessarily implies that the eigenvalues of are on the unitary disk. This, in turn, makes condition (NR) automatically fulfilled if (SR) holds. Furthermore, one might wonder if there are sufficient conditions under which a set of the form (6) is invariant for the hybrid exogenous dynamics. In this respect the following proposition presents a "Lyapunov-based" sufficient condition.
Proposition 2: Let and suppose that there exists a positive definite matrix such that . Then the compact set defined in (6) with is invariant for the hybrid system described by the first two equations in (1) and (2).
IV. REGULATOR DESIGN

A. Regulator Structure
According to Theorem 1 the regulator synthesis amounts to designing in (4) so that the equations in (9) are fulfilled (with coming from the solution of the hybrid regulator (8) ) and also designing in (4) so that (SR) and (NR) are fulfilled. In this respect, by drawing inspiration from the design strategies usually adopted in the continuous-time domain, the idea is to partition , , and as with , and designed so that the regulator has the internal model property, and chosen so that (SR) and (NR) are fulfilled. By partitioning , and accordingly, this choice leads to regulator structures constituted by an (hybrid) internal model unit of the form and a (hybrid) stabilization unit of the form where the flow and jump conditions are respectively given by and , with the control input computed as In this framework, if the triplet can be designed so that the equations (17) have a continuously differentiable solution , then (17) are solved by a continuously differentiable with for any . Then the latter can be chosen so that (SR) and (NR) hold. In the next subsections we provide sufficient conditions under which can be designed so that (9) admit a continuously differentiable solution, and the other degrees of freedom can be designed so that (SR) and (NR) hold.
B. Achieving the Hybrid Internal Model Property 1) -Dependent Internal Models:
With the solution of the hybrid regulator equation in hand, we are interested in finding conditions under which the (17) have a continuous solution for an appropriate design of the triplet . We present a general result showing that the triplet in question always exists (modulo a technical assumption specified in the forthcoming proposition) with and that are in general dependent on . With an eye to the continuous-time design strategies based on the canonical parametrization of the internal model unit (see [23] ), we choose the pair so that with , , being a pair to be designed. The equations of (17) become (18) By following the proof of Lemma 1 in Appendix A [compare the first two equations of (18) . By using the previous expression of , the second equation in (18) transforms as (20) The latter is a Sylvester equation which admits a unique solution if and only if the eigenvalues of the matrices and are disjoint, with the matrix (and maybe ) to be chosen accordingly. We observe that the solution depends on , the latter coming from the solution of the hybrid regulator equations. Thus, the problem of solving (18) reduces to the problem of designing a continuous satisfying the last equation in (18) with as in (19)- (20) . The next proposition, proved in Appendix D, presents a sufficient condition under which this problem can be solved.
Proposition 3: Let and be chosen such that the eigenvalues of and are disjoint, so that the first two equations of (18) Hence, it is natural to focus attention on the case in which the function , solution of (8), is constant, i.e., and to look for conditions under which there exists a constant triplet such that the equations (21) admit a (constant) solution . A sufficient coordinate-free condition is given in the following. We denote by the unobservability subspace of the pair defined as with the observability matrix of the pair . The next proposition is constructive with the triplet expressed in terms of the observability index of the pair denoted by and of a matrix representing any nonsingular matrix whose last columns span (i.e., is any change of variable putting in Kalman observability form). Proposition 4: Let the hybrid regulator (17) be solvable with a constant non-zero . If is invariant for , i.e., (22) then there exist a triplet with observable and a matrix satisfying (21). In fact it is possible to take (23) with the characteristic polynomial of , and . The proof of this proposition is deferred to Appendix E. The previous result can be "dualized" by swapping the role of and , and of and . In particular, by letting and be the observability index and observability matrix of the pair , and letting be any nonsingular matrix whose last columns span , we have the following result whose proof mimics the one of the previous proposition.
Proposition 5: Let the hybrid regulator (17) be solvable with a constant non-zero and let be the unobservability subspace of the pair . If (24) then there exists a triplet with observable and a matrix satisfying (21) . In fact, it is possible to take , as in (23), and as the in (23), where with is the characteristic polynomial of , and . As a consequence of Proposition 4 it follows that any observable pair is compatible with a -independent triplet having the hybrid internal model property with observable. In this case the triplet is as in (23) with and (thus ). According to Proposition 5, similar conclusions can be drawn if the pair is observable (and thus (24) necessarily holds). In that case the triplet , with the pair observable, can be taken as above by swapping the role of and , and of and .
C. About Robust Internal Models
The main criticism of the internal model design strategies proposed above is the lack of robustness to possible parametric uncertainties in (1), (2) . Specifically, if the matrices in (1), (2) depend on a constant uncertain vector , i.e., , , , , , the function solution of (8) is, in general, -dependent. Uncertainties on , in turn, reflect on the internal model unit if the above design strategies are adopted. As a matter of fact both the -dependent strategy behind Proposition 3 (in which enters in the internal model through ), and the -independent strategy that, when pursuable, is addressed in Proposition 4 (in which enters in the expression of , see (23) ] and Proposition 5 [in which enters in the expression of ) are in principle affected by the presence of .
In the continuous-time setting, in which the design of the internal model unit boils down to selecting an observable pair such that the equations , admit a solution (see Remark 1), robust internal models are obtained simply by taking as indicated in (23) , in which , , is the minimal polynomial of . In this case, in fact, solves the equations in question. Hence, uncertainties in are confined to and do not affect the pair . In the considered hybrid setting a robust design is more challenging due to the fact that the internal model property must be secured robustly not only during flow but also during jumps. In this section we present some results by looking for solutions of the hybrid regulator (17) in which the dependence on , and thus on the possible uncertainties, is confined to with the triplet that can be taken independent of . In doing so, we extend to the hybrid setting the key robustness property of continuous-time internal model-based regulators.
We start by presenting a simple condition that applies to the scenarios in which the is constant and the pair (respectively ) is observable so that, by Proposition 4 (respectively Proposition 5), a constant internal model unit can be designed. The result represents a corollary of Propositions 4 and 5. We present now a general robust design strategy that applies when is not constant or the previous corollary does not apply. We focus the attention on uncertain vectors of the form (25) in which , , is a known vector function and is an uncertain matrix. The vector contains uncertain parameters affecting the controlled system that translate to via the regulator (8) . The main idea behind a robust design of the internal model unit comes from the fact that any output behavior of the exosystem (10) with output (11), with in the form (25), can be generated by the "augmented" exosystem (not dependent on )
with output (27) As a matter of fact, it turns out that any generated by (10), (11) from an initial condition can be reproduced by the output (27) of the exosystem (26) initialized at with . The design of robust regulators having the internal model property can be thus done by considering, as hybrid steady state input generator, (26)-(27) instead of (10)- (11). This fact is at the heart of the next proposition. 29) is a solution of (17) .
Proposition 6:
Proof: The result follows by substituting (29) into (28) . Now let be the matrix obtained by reshaping column-wise the matrix , and note that . These facts lead to the conclusion that any output behavior of the exosystem (10) with output (11), with in the form (25) , with an initial condition , can be generated by the "augmented" exosystem of the form (26) with , and respectively replaced by , and , and with output of the form (27) with replaced by , with initial condition . As a consequence, by bearing in mind Proposition 6, the triplet having the internal model property robustly in can be obtained by solving equations of the form (28) with replaced by and replaced by .
D. Robust Stabilization for Minimum-Phase Systems
In this part we show how the requirement (SR) can be robustly achieved for a class of hybrid minimum-phase systems with unitary relative degree. The restriction to the unitary relative degree case is done just for simplicity and all the forthcoming results can be extended, with appropriate adaptations, to handle arbitrary relative degrees. Details in this direction can be found in [5] (see also [26] ). As in the final part of Section III we assume the system in the Brunovsky's canonical form with the state partitioned as , , and with the matrices and coherently expressed as in (12) . The first result deals with a general case in which the internal model triplet is dependent on and it is designed as dictated by Proposition 3. In particular, the triplet is chosen so that with an arbitrary controllable pair fulfilling the conditions of Proposition 3. By taking advantage of the unitary relative degree assumption, in this scenario the stabilizer can be taken to be static and independent. Specifically, we take , so that , and we choose (30) where is a design parameter yet to be fixed.
It turns out that if the controlled system satisfies a minimum phase assumption involving the pair then a large value of succeeds in making the stability requirement fulfilled. This is detailed in the next proposition whose proof is deferred to Appendix F.
Proposition 7: Let be fixed according to Proposition 3 with chosen so that . Furthermore, assume that (minimum-phase assumption). Then there exists such that for all the closed-loop system resulting from the choices (30) fulfills . The previous result is always applicable whenever the minimum-phase assumption and the technical condition about the rank of detailed in Proposition 3 are fulfilled. A possible drawback in the previous design construction is that the internal model triplet, and thus the overall regulator, is dependent on . In view of this one wonders if, in the scenarios of Section IV-B-2, a robust stabilizer can be designed also in the cases in which a constant, i.e., independent of , internal model unit exists. The next proposition yields a positive answer by providing a robust regulator independent of . The structure of the stabilizer relies upon two positive design parameters, denoted by and , and two design vectors and .
The choice of the vectors must be made according to the observability properties of the pairs , in order to make the forthcoming condition (32) fulfilled. The stabilizer is second order and its structure depends on the knowledge of the high-frequency gain of the system , in the following denoted by and assumed positive without loss of generality. Then there exist positive and such that for all and , the resulting closed-loop system satisfies . The proof of this proposition is deferred to Appendix F. The choice of the design vectors to fulfill (32) depends on the observability properties of the pairs , . In case the pair is observable (i.e., if Proposition 4 applies), the condition in question can be fulfilled by taking the vector to be zero and by choosing appropriately. In such cases the structure of the stabilizer (31) simplifies. Indeed it can be taken to be static as in (31).
There are cases in which a constant internal model triplet is guaranteed with the pair (and not ) that is observable (see Proposition 5) . In such cases, in the fulfillment of (32), a decisive role is played by . In this kind of scenario the stabilization of the internal model unit is achieved through the jump expression rather than the flow dynamics. The example in Section V-B demonstrates a scenario of this kind.
V. EXAMPLES
A. Output Regulation With Sampled Error Measurements
Consider the linear continuous-time system with regulation error (3), in which the exogenous variable is generated by the continuous-time exosystem . The goal is to solve the regulation problem (bounded closedloop trajectories and ) by means of a time independent regulator that has access only to sampled error measurements with and , [18] . Between sampling times the continuous-time control input is generated by a "generalized hold device" with state (33) whose state is periodically (with period ) reset by a discrete-time regulator with state according to the rule The closed-loop system can be framed into the hybrid setting of Section II, in which the continuous-time plant is described by (1), (2), with , , , and the hybrid regulator is of the form (4) with , , , and According to Theorem 1, the output regulation problem is solved with a regulator of the previous form if (and only if) the matrices can be fixed so that the (8) and (9) (23) with , , now denoting the minimal polynomial of , it follows that the equations in question are solved by , with and . As already observed in [18] , the previous steps show that any sampled error regulator solving the problem of output regulation necessarily embeds an internal model both of the continuous-time exosystem and of a discretized copy of it. Note, in addition, that the internal model property is achieved robustly with respect to possible parametric uncertainties in the plant, namely the matrices , , , designed above do not depend on (see Section IV-C). To complete the regulator design it is thus sufficient to choose the remaining degrees-of-freedom , , , , , , and of the regulator, so that conditions (NR) and (SR) are fulfilled. Condition (NR) is indeed implied by (SR) if . As far as (SR) is concerned, the condition can be fulfilled with an appropriate design of , , and if the discrete-time system given by the cascade of the system with input and output , with the system (36) with input and output , is stabilizable (through the input ) and detectable (from the output ). As shown in [18] , the cascade is indeed stabilizable and detectable if the discrete-time system (36) is stabilizable, the pair is detectable, the nonresonance condition for all holds, and the sampling period is not pathological for the pair , namely the difference of any pair of elements in is not an integer multiple of . Stabilizability of (36) is, in general, affected by the design of the generalized hold device, namely of the matrices yet to be fixed. It turns out that the choice , and in (35), which enforces a zero-hold action in the generalized hold device (33), and stabilizability of the pair imply stabilizability of system (36) (see [18, Theorem 4 .1] for details).
B. Stabilization of the Internal Model Through Jumps
The goal of this example is to show how, in certain scenarios, the design of -independent internal model units can be achieved by employing the jump dynamics of the internal model unit as the main stabilization channel. To this purpose, we consider the problem of rejecting a piecewise constant disturbance , which periodically (with period ) jumps between two unknown values , matched with the control input of a continuous-time system (37)
We assume the system is minimum phase, namely . The disturbance is generated by a second order hybrid exosystem flowing as , , when , and jumping according to , when , where , , and the initial condition set to .
The pair being unobservable and , according to Proposition 4, the design of a -independent internal model triplet with observable is not viable. On the other hand, since the pair observable, and thus , Proposition 5 guarantees the existence of a -independent internal model triplet with observable. In view of this and of the theory in Sections IV-B, IV-D, two possible design strategies are, in principle, possible: the first in which a -dependent internal model and a static stabilizer are designed by following Propositions 3 and 7; the second in which a constant (i.e., independent of ) internal model unit and a dynamic stabilizer are designed driven by Propositions 5 and 8. The next two subsections details the design in these two directions. For illustrative purposes the forthcoming results have been obtained with , , in canonical controllability form with the eigenvalues of equal to . The resulting has rank 2 for all so that , whose plot is shown in Fig. 1 along with the internal model state , is continuous. The relevant behaviors of the closed-loop dynamics are shown in Fig. 1 , where the regulation error and the control input are plotted.
2) -Independent Regulator:
A -independent regulator can be designed by taking advantage of the Propositions 5 and 8. Specifically, by observing that Proposition 5 applies with and , the regulator is an hybrid system flowing as when , and jumping as when , with output , where , , , and are high-gain parameters, and are coefficients of an Hurwitz polynomial and is designed so that . In the next simulation results has been chosen so that the eigenvalues of are {0.4, 0.6}, , , and . The relevant closed-loop behaviors are shown in Fig. 1 . 
C. Trading Robustness and -Independent Internal Models
As application of the theory about robust internal models developed in Section IV-C, in this part we show how robust asymptotic performances sometimes can be obtained at the expense of designing time-varying regulators. For illustrative purposes, consider a problem of output regulation in which the hybrid exosystem has flow and jump map respectively given by , , the solution of the hybrid regulator equations has the form , where and are uncertain parameters reflecting uncertainties in the regulated plant, and the pairs that are observable with observability matrices denoted respectively as and . According to Proposition 4 (or Proposition 5), a -independent internal model unit can be thus designed. However, unlike the cases in which and commute or and commute (see Corollary 1), the internal model thus obtained is not robust since it depends on . In such cases the obstruction given by the uncertainties can be overcome by using the theory in Section IV-C in which the idea is to consider an extended hybrid exosystem with flow dynamics , with and , jump rule , where , and replace with with ,
. According to Proposition 6, any internal model triplet designed according to has the hybrid asymptotic internal model property also with respect to the matrices and can be thus used to design regulators that are robust (as is not dependent on ). A natural question is now whether or not -independent internal model triplets (and thus regulators) can be generated from . Since the extended pairs and are both, by construction, non-observable, it follows that -independent internal model units can be obtained if condition (22) or (24), with , and replaced respectively by , and , are fulfilled. With and , , 2, the observability matrices of the pairs and , it turns out that possible bases for and are respectively given by and . Thus, in all the cases in which and conditions (22) and (24) are not fulfilled and a time-varying internal model unit must necessarily be designed. Indeed, the hybrid exosystems for which this happens identify cases where non-robust constant hybrid regulator would exist but robust asymptotic performance is necessarily achieved with -dependent regulators.
For illustrative purposes we consider the case in which and . The pair is observable for all and the pair is observable for all . Also, the matrices and do not commute, and . Thus, it fits in the previous scenario. The simulation results are for a continuous-time system of the form (37) with , where have been changed during the test in order to simulate parameter uncertainties. A robust -dependent regulator has been implemented, driven by the theory above, by taking , in canonical controllability form with the eigenvalues of equal to and and by using in the design of (see Proposition 6) . The simulation results, shown in Fig. 2 , have been obtained by changing the value from the initial value of (1,2) to at time s. The results refer to an initial condition of the exosystem equal to , and . 
VI. CONCLUSIONS
The problem of output regulation for a class of hybrid SISO linear systems has been addressed. In the considered scenario, the exosystem and plant dynamics are subject to jumps according to the value of a clock variable periodically resetting after a guaranteed dwell time. Conditions for the cascade of hybrid linear systems to have a well-defined (hybrid) steady-state response have been given and used as a building block to extend, to the hybrid setting, some crucial necessary and sufficient conditions that are well known in the continuous-time framework. Notions of hybrid regulator equations and hybrid internal model property have been derived as a byproduct. A few sufficient conditions for regulator design, both time-varying and constant, have been presented. Furthermore, classical high-gain stabilization paradigms have been shown to be effective for the robust design of the stabilizer in case of hybrid minimum-phase and relative degree 1 assumptions on the controlled plant.
The ideas and tools presented here are potentially useful in more general hybrid contexts where output regulation problems arise. A possible extension regards the class of multivariable hybrid systems. While it is expected that the presented theory can be extended in a quite straightforward way to deal with linear square MIMO systems that are invertible, more attention should be reserved for non-square/non-invertible systems. A further extension regards the development of design methodologies of the regulator that do not rely upon the knowledge of the clock variable . In the case the clock governing the switches of the exosystem in (1)- (2) is not perfectly known and reproducible in the implementation of the linear controller (4), asymptotic regulation can be achieved by complicating the regulator design with nonlinear adaptation laws aiming to estimate the exosystem's clock through the regulation error, in the spirit of the solution presented in [6] . Moreover, we stress that the actual solution relies upon the knowledge of the clock period that affects the internal model, namely the design of the triplet fulfilling (9) . In this respect, however, we observe that if the value of that is used in the design of the regulator is not equal to the one governing the exosystem, practical regulation results in the mismatch of the value of can be claimed by using the general results summarized in [13] . Finally, it is worth stressing that we dealt with the simplified class of hybrid systems in which the flow and jump conditions are not state dependent. The presented tools, however, are expected to be crucial building blocks to develop a linear and nonlinear output regulation theory for a general class of hybrid systems with state dependent flow and jump conditions. APPENDIX
A. Steady State Response for a Class of Hybrid Linear Systems
We consider the cascade of two hybrid linear systems of the form (38) with flow and jump conditions respectively given by and , with defined in (6) 
B. Proof of Theorem 1
We first prove that if there exists a regulator such that condition (SR) is fulfilled and (8) and (9) admit a solution then the problem is solved. Let and note that (8)- (9) can be compactly written as (41) with fulfilling the third equation of (8) . As in the proof of Lemma 1 in Appendix A, we let so that, by using (41), the -dynamics of the closed-loop system in the new coordinates read as (42) which implies, by (SR), that exponentially. Denoting by the first components of , it turns out that . From this equation and the fact that for all the "if" part of the theorem follows immediately. We prove now the "only if" part, namely that if there exists a regulator solving the problem at hand and such that (NR) is fulfilled then necessarily (8) and (9) , and flow backward in time the hybrid system described by the first two equations in (1) and (2) from the initial condition for an amount of hybrid times equal to . As is backward invariant, it turns out that the resulting . Now, flowing forward in time the overall system from the initial condition , it follows that which contradicts uniform convergence of the error to zero. This completes the proof of the theorem.
C. Proof of Proposition 1
Consider the two consecutive change of variables (where is partitioned according to ) and . By definition of and , it turns out that system (1), (2) (14) . By using this with in the fourth equation of (43), it follows that the latter is fulfilled if is also a solution of (15) . The second equation of (43) is finally fulfilled by taking . This proves the claim of the proposition with .
D. Proof of Proposition 3
Take . Since has constant rank for and is continuous, it follows from [25] 
E. Proof of Proposition 4
Let with the columns of spanning and consider the change of coordinates in the -space. In the new coordinates (21) 2) Proof of Proposition 7: Let denote the high frequency gain of the system and assume is positive without loss of generality. By changing coordinate as and by considering the choice (30), the closed-loop system reads as with flow and jump conditions defined respectively as and , where , , , are properly defined matrices. Due to the minimum-phase assumption, the fact that and the cascade structure of the -subsystem, this system fits in the framework of Proposition 9 with the role of and respectively played by and , and . Due to that proposition, a large makes the system globally exponentially stable, establishing the result.
3) Proof of Proposition 8: By changing coordinate as and and considering the choice (31), the closed-loop system reads as (51a)
with flow and jump conditions given respectively by and , where , , , , , , and are properly defined matrices, and is a Hurwitz companion matrix with the elements and on the first column. The claim of Proposition 8 then follows by applying twice Proposition 9 in Appendix F1. First, consider system (51) with . Due to the minimum-phase assumption, to (32), and to the cascade structure of the -subsystem, this system fits in the framework of Proposition 9 with the role of and respectively played by and , and . According to that proposition, a large makes the system globally exponentially stable, which implies that Then, with fixed, the whole system (51) fits in the framework of Proposition 9 with the role of and now respectively played by and , and . Hence a large value of makes the system globally exponentially stable and, in turn, proves Proposition 8.
