This article presents progress in the direction of a fully meshless formulation of the vortex method. Given that the Lagrangian formulation results in loss of blob overlap over time, a vortex method needs to incorporate some form of spatial adaption to maintain accuracy of discretization. The standard approach, motivated by the requirements of the particle strength exchange viscous scheme for an ordered particle field, has been the remeshing of vortices onto a grid. This in effect brings back the mesh to an otherwise meshless method, which has been subject of much debate. Presently, we investigate the accuracy of the vortex method with and without the standard remeshing. In addition, we formulate a new spatial adaption scheme, akin to the concept of rezoning, but based on ideas of radial basis function interpolation so that a regular mesh is not needed. Numerical experiments demonstrate the capacity of a considerable increase in accuracy.
Introduction
The vortex method (VM) is a Lagrangian, grid-free approach to solving the Navier-Stokes equations in vorticity formulation. It is based on spatially discretizing the vorticity field with elements (vortex blobs) that move with the local fluid velocity. The Lagrangian nature, however, implies that, due to strain, the blobs grow apart in some directions and cluster together in others. As the blobs cease to overlap they lose their ability to recover the smooth vorticity field and accuracy is lost. The widespread solution to this problem is remeshing the particle field, for which high-order interpolation kernels are used in tensor product formulations. (One should mention that some authors dislike the designation "remeshing" and instead refer to the process as "redistribution". This may be justified as no mesh connectivity is required in the process; it does incur confusion, however, when there is a viscous scheme called vortex redistribution method.)
Standard remeshing effectively controls the error due to Lagrangian distortion and long-time calculations are possible. Numerical investigations, however, demonstrate that the remeshing algorithms themselves introduce noticeable errors. In other words, these schemes bring back the mesh to an otherwise mesh-less method, and with it some numerical dissipation. Presently, experiments with a rezoning strategy based on solving the collocation problem for the blob circulation strengths have proved very encouraging. It is demonstrated that higher accuracy is possible, and in addition opportunities have been generated for providing a correction for the core spreading viscous scheme, as well as for variable resolution in the physical domain. Based on similarities with radial basis function (RBF) interpolation, it is proposed that a truly mesh-less and highly accurate VM can be devised. The numerical experiments carried out so far have used SOR with under-relaxation to solve for the circulation strengths, but progress made in RBF interpolation provides approaches for fast iterative methods of solution, which will be investigated for their application in a mesh-free VM spatial adaption scheme.
The next section presents a brief account of the formulation of the vortex blob method. There follows a discussion of the diffusion schemes for VM's, as one motive for this research is the study of the method of core spreading. Section 4 explores the accuracy of the spatial discretization with vortex blobs, and presents the numerical tests used in this research. Subsequently, §5 discusses the loss of accuracy due to Lagrangian distortion of the particle field, and next §6 presents the standard remeshing process and other solutions that have been proposed. Finally, §7 introduces the progress made towards designing a spatial adaption scheme that is wholly grid-free.
Basic formulation of the vortex method
The governing equation in vortex methods is the vorticity transport equation for constant density flow:
In the two dimensional, inviscid case (1) reduces to the simple form Dω Dt = 0, for which a Lagrangian method is natural. Therefore, the VM discretizes the vorticity field into Lagrangian elements that carry vorticity and move with the local fluid velocity. In the blob version of the method (in contrast to point vortices), the elements have compact cores and a char-acteristic distribution of vorticity (given by the cutoff function ζ σ ); they are hence identified by: position, x i ; strength, Γ i (vorticity×volume); and core size, σ i . The discretized vorticity field is expressed as,
where ζ σi (x) = 1/σ d i ζ(|x|/σ i ), with d the dimension of the problem. Commonly, the cutoff function is a Gaussian distribution; in two-dimensions:
where σ = σ i and the constant k is chosen by different authors as either 1, 2 or 4; we have used k = 2. The fluid velocity is obtained from the vorticity using the Biot-Savart law,
where K = ∇ × G is known as the Biot-Savart kernel, G is the Green's function for the Poisson equation, and * represents convolution. Henceforth, the discussion will be restricted to two dimensions, where the BiotSavart law is written explicitly as,
Finally, the Lagrangian formulation of the (viscous) VM in two-dimensions can be expressed in the following system of equations:
Viscous schemes in vortex methods
The Lagrangian formulation is not very well suited to the numerical solution of the viscous term in the vorticity transport equation. For this reason, a large amount of work has been dedicated to developing viscous schemes for the VM. The first proposal was the random walk (RW) method, which takes into account the viscous effects in the mean by introducing a Brownian-like motion of the vortex particles. 10 This method has low accuracy and can be applied only to slightly viscous flow; it continues, however, to be used extensively due to its simplicity and ease of parallelization.
Alternatives to RW (deterministic schemes) abound. The particle strength exchange (PSE) method is probably the most prevalent. It is based on general particle methods, 14 where the Laplacian is approximated by an integral operator -more apt in a particle representation of the data-with an error bound of O(σ 2 ) for simple Gaussian smoothing. The discretized integral operator reduces to a contribution from other vortices to the change in circulation of a given particle, hence the idea of "strength exchange". This method draws the disadvantage of relying strongly on the accuracy of the quadrature rules used to discretize the integral, hence requiring nicely ordered particle fields. This has promoted the development and widespread use of regridding schemes for vortex methods. 13, 25, 26, 29, 37 A different approach to include diffusion is the method of Fishelov, 16 which obtains the Laplacian by taking explicit derivatives of the cutoff function in the discretized representation of the vorticity (2). This scheme is also known to lose accuracy as the particles become disordered, and rezoning has been used to counter this problem in conjunction with higher-order kernels. 33 Another concept, the diffusion velocity method, 34 consists of deriving a diffusion contribution to the convection velocity, which is proportional to the vorticity gradient. Once more, particle overlap is crucial to this scheme. In addition, problems arise where the vorticity approaches zero as the diffusion velocity is proportional to ω −1 , although fixes have been proposed. 45 The need for remeshing in the PSE method motivated the development of an alternative which is also implemented in terms of circulation exchange, but without using integral operators. The redistribution method 43 finds fractions of circulation to be redistributed among the vortices by solving a linear system for each particle. The system of "redistribution equations" is assembled by requiring the local conservation of circulation, linear and angular momentum and the positivity of the solution, where the local radius of influence is an empirical parameter (of the order of the typical diffusion distance, √ νt). The main claim is that this method preserves the grid-free nature of VM's, it's weakness is the expense of solving N underdetermined systems (of size dependent on the number of particles in the influence neighborhood) for N particles at each time step. As the systems are not guaranteed to have a solution, when a solution is not found the method is augmented by an ad-hoc technique for adding new vortices with zero circulation, and attempting to solve again. This provides some form of spatial adaption, in a grid-less scheme, but with no error control.
In addition, the viscous term can be accounted for by the core spreading (CS) method, 28, 39 which changes the core size of the vortex blobs to exactly solve the diffusion equation. This method fell into disrepute when it was observed that it does not converge to the NavierStokes equations; 19 by means of a correction scheme, however, the method is rendered consistent. 39 The correction of CS is basically a spatial adaption procedure, as the consistency of the method only requires the core sizes to be kept small for a controlled convection error. For this reason, the interest in CS is revived by the innovation in spatial adaption strategies.
This research has been in part motivated by furthering the applicability of the CS method. Like RW, CS is wholly localized and grid-free, but CS differentiates by being deterministic and exact. In addition, CS is utterly simple in comparison to other deterministic methods. Its proposed correction by blob splitting, 39 however, seems to be of low accuracy (comparable to RW). Numerical investigations 44 have suggested that Rossi's splitting can be improved by using empirical rules to obtain the splitting radius (distance from parent to children blobs), but experiments performed thereafter (not yet published) show a high degree of numerical diffusion even so. It will be shown presently that a spatial adaption technique based on ideas of radial basis function interpolation can provide a means for using CS while maintaining small core sizes.
Accuracy of the vortex blob discretization
This paper studies the accuracy of the vortex method in practice. The first fundamental question one may ask in regards to the accuracy of the vortex (blob) method refers to the spatial discretization of the vorticity field, by means of equation (2) . In one of the early efforts to analyze and quantify the errors in vortex methods, 35 it was stated that the accuracy of discretization with the VM fundamentally depends on three factors: the way the existing/initial vorticity field is discretized/initialized, the choice of cutoff function used, and the value of the cutoff parameter, σ.
At initialization of a VM calculation, one needs to obtain the identifying quantities of the vortex particles, i.e., their location and circulation strength. Their core size is chosen initially as a discretization parameter, dictating the resolution of the calculation. The initial particle locations are most commonly chosen to be on a Cartesian mesh. An alternative is to divide the support of the initial vorticity in cells of uniform size and initialize a particle in a random location inside the cell; this has been called "quasi-random" initialization, 11 while a random initialization will not construct any form of ordered lattice. On a square lattice of initial particle locations, one can assign the circulation values by simply evaluating the vorticity at the particle location and multiplying by the cell area (or volume in 3D). That is,
For the random or quasi-random initializations one could use again the local value of vorticity, and multiply by the average cell area (obtained by dividing the support of the vorticity by the number of particles, N ). But the initialization on a square lattice and the use of (8) is the most commonly used approach. Note, however, that the use of (8) to initialize the particle strengths incurs error; one can try to decrease this error by iterating on the Γ i 's, for example, using what is known as Beale's method 3 (see §6). Indeed, the particle representation of the initial vorticity field incorporates a sort of numerical diffusion when (8) is used. This diffusive effect of the discretization can be explained using Gaussian blobs to discretize an exact solution of the diffusion equation. Writing the general solution of the heat equation as (in one dimension, for simplicity)
and then discretizing the integral above using single interval extrapolative rule, it can be seen that if one spatially discretizes the function g(x, t) using Gaussian cores (with k = 2) the summations on both sides of the equation can be made equal if σ 2 = 2νt. Hence, the blob discretization reconstructs g after it has diffused for a time interval of σ 2 /2ν. In a practical application of this line of argument, a way of improving the accuracy at initialization for test problems based on exact solutions of the diffusion equation -as in the Lamb-Oseen vortex which will be used in this work-is the application of a numerical "anti-diffusion" correction, equivalent to shifting the initial time backwards by an amount σ 2 /2ν. Hence, the initial circulation strengths for a Lamb-Oseen vortex at time-zero, t o , can be obtained by: (10) where the initial vorticity distribution of the Lamb vortex is given by (r = x 2 + y 2 ):
In this work, the Lamb vortex is used as test problem for numerical experiments, as well as an inviscid vortex patch of compact support given by:
The Lamb vortex is especially useful to consider different viscosity schemes, being the simplest viscous vortex flow and having an analytical solution. In addition, since the vorticity transport equation reduces to the diffusion equation for this problem, the viscous effects are decoupled from the nonlinear effects. The second problem is particularly suited to observe the effects of features of the inviscid VM, as the exact inviscid solution consists of circular trajectories of different velocity and the initial particle distribution gets rapidly distorted. Both are canonical problems that have been used by many authors to test their methods.
In addition to the Gaussian blobs, numerical experiments have also been carried out using the following 8 th -order cutoff due to Nordmark 32 η(r) = 52
when r 1 and η(r) = 0 when r > 1,
Nordmark's cutoff was proposed for its features of a compact support and a very similar graph (both in the function and its Fourier transform) to the infinite-order cutoff of Hald. 22 In the numerical experiments one chooses the following parameters: for the Lamb vortex, the initial time t o and maximum circulation Γ o (usually taken as 1); for both test problems, the cutoff parameter σ and the interparticle spacing in the initially regular lattice, h. The error of the discretization is measured in terms of the maximum relative error in vorticity -i.e. the maximum field value of the point by point difference between the exact and discretized vorticity, divided by the maximum vorticity-, and a discrete L 2 -norm error, calculated using the following formula:
The first set of numerical calculations looks at the errors obtained in the vorticity and velocity by discretizing the vorticity field using vortex blobs (i.e., the errors at time-zero). The most important result of this set of experiments is the demonstration that, with the appropriate choice of the overlap ratio, defined by h/σ, it is possible in practice to obtain negligibly small errors with the vortex blobs. In the case of the Lamb vortex with Gaussian blobs (using the time shift correction), the calculations demonstrate that an optimum overlap ratio will be between 0.7 and 1.0, and velocity errors as small as O (10 −8 ) or less can be obtained. Figure 1 shows a plot of the vorticity and velocity errors (both norm measures) vs. overlap ratio for a series of discretizations of a Lamb vortex; the initial particles were placed on a square lattice large enough to cover the vorticity support. One observes that with overlap ratios smaller than 1.0 the velocity errors are about O (10 −8 ) and less, but below h/σ ≈ 0.7 there is not an improvement in accuracy; actually, the accuracy has almost reached the level of the machine roundoff error, ∼ 10 −16 . Of course, in a practical application one does not have a vorticity field that is an exact solution of the diffusion equation, and hence the time shift correction will not be usable as such. There exist other means of improving discretization (time-zero) accuracy, however, such as iterating on the particle strengths (Beale's method, see §6). The importance of these experiments is that they show the manifest dependence of the initialization error on the overlap ratio, with a loss of several orders of magnitude in the accuracy as the overlap ratio increases passing through 1. When using the Nordmark blobs, as is usual with higher order cutoffs following Hald's convergence theory, 21, 22 initial overlap is controlled by the relation σ = c √ h and a choice of c. Discretizing the Lamb vortex using (8) with varying proportionality constant c, minimal errors can be observed with c ∈ (0.7, 0.9), see Figure 2 . Nordmark reported an optimum value of c = 1.7 for the inviscid vortex patch, giving minimum errors at time-zero with h = 0.1. It is suspected that this "optimum" value of c is dependent on the flow, possibly on its smoothness.
Also, note that standard initialization (8) is used with Nordmark blobs, which provides a tolerable error because of the high-order of the cutoff function. Only when using Gaussian blobs can the time shift correction be applied, and still only in the test problem of the Lamb vortex. In this most particular circumstance, the correction decreases the discretization errors by sev-eral orders of magnitude, and one could argue that Figure 1 demonstrates the best possible accuracy that one can get with simple Gaussian vortex blobs.
Loss of accuracy due to Lagrangian distortion
It was seen in the previous section how the accuracy of discretization with vortex blobs depends crucially on the overlap ratio. This demonstrates the practical situation when the vortex blobs cease to overlap fully (overlap ratio larger than 1). The theoretical situation, on the other hand, is that convergence proofs of the VM require overlap of the blobs, in the sense that it is an assumption in the proof. 1, 4, [21] [22] [23] One expects, therefore, that as the vortex particles are allowed to evolve in a Lagrangian manner, the flow field will cause the overlap to be lost in areas of the flow thereby increasing the errors. Indeed, early numerical experiments 35 already showed that for σ ≈ h the initial accuracy is lost in a relatively short time. Hence, it was proposed that the optimal choice of σ depends on the final time desired for the computation (providing an initially denser particle field for longer calculations). This of course refers to calculations with no added spatial adaption algorithms.
In the present work, a large number of numerical calculations have been performed, using both test problems described above and both the Gaussian and Nordmark blobs. Different time stepping methods were used as well, including Adams-Bashford of second and third order with different start-up schemes, and Runge-Kutta of fourth order. The experiments show clearly that good initialization and time-stepping do nothing to prevent the accuracy from deteriorating considerably at later times of a computation. Consider for example the case in Figure 3 where Gaussian blobs were used on the Lamb vortex diffused by core spreading (note that Greengard's inconsistency observations 19 do not apply to flows with radial symmetry). Errors are seen to grow at a dramatic rate, and later they oscillate around a given degraded level of accuracy. In other words, as has been observed by other authors, 3, 35 errors do not grow unboundedly. This latetime loss of accuracy is attributed to the effect of Lagrangian distortion of the particle field.
Calculations of the Lamb vortex using a relatively large value of viscosity of ν = 0.01 allowed long runs without the effect of Lagrangian distortion being observable. Large viscosity with core spreading means that cores can grow to compensate the gaps produced by Lagrangian distortion, while in addition diffusion effects dominate and flow strain becomes less important. Under these conditions it was possible to make a systematic comparison of time-stepping schemes. As a result of these numerical experiments it was demonstrated to be of no gain to use a one-evaluation method such as Adams-Bashford of 3 rd order. In comparison with 4 th -order Runge-Kutta, a step size ten times smaller was needed to attain the same accuracy; it is therefore less efficient since the RK4 scheme involves four velocity evaluations, not ten. (Note that in all numerical experiments of this work direct summation of the Biot-Savart law was performed, i.e, no fast summation method 20 has been incorporated. This allows correct assessment of the accuracy of the other features of the VM.) Although this result could be flowdependent, it is valuable to be reminded that a manyevaluation method is not necessarily less efficient.
Another worthwhile input from this investigation is the evidence that higher-order blobs exhibit loss of accuracy due to Lagrangian distortion earlier and more dramatically than the simple Gaussian cutoff. In other words, the higher-order blobs are more vulnerable to loss of overlap. For example, consider Figure 4 which shows the evolution of velocity errors for the inviscid vortex patch using both Gaussian and Nordmark blobs. To improve initial accuracy with the Gaussian blobs, Beale's iterative method (see §6) is applied at time-zero; even so, errors with the higher-order blobs are two orders of magnitude smaller. After a few time steps, however, the loss of accuracy with the Nordmark blobs overtakes the low order case significantly. For this reason, as early as higher-order blobs start to be used, "rezoning" schemes 5, 32 are proposed (see §6). Finally, it needs to be said that -as demonstrated by the results of this and the previous sections-overlap control is important in VM's no matter which scheme is chosen to account for viscous effects. Some authors claim that an alternative to the PSE scheme that does not rely on quadrature rules will do away with the need for remeshing and therefore retain the grid-less nature of the VM. In fact, no matter the viscous scheme, the accuracy of the VM depends on preserving overlap and some form of spatial adaption is compulsory to maintain the desired level of accuracy.
Regridding methods and other solutions
Most vortex method application programs incorporate spatial adaption in the form of "remeshing" or "rezoning" algorithms, which consist of re-starting the particle field on a regular grid every few time steps, and re-calculating the particle circulation strengths by interpolation or other means. This subject constitutes an important active area of research in VM's.
The prevalent approach of "remeshing" the particles (called "redistribution" by some workers) consists of constructing a square lattice of new blob locations, and obtaining their circulation values from the old particles by interpolation. The 2D or 3D interpolation rules are built by Cartesian tensor product of 1D kernels, and these have been constructed of increasing order in terms of the interparticle separation, h. The commonly used kernels are of two families, the "Λ" and the "M " family. The first order Λ 0 and M 1 kernels are equivalent to nearest-grid-point (NGP) interpolation, and conserve only total circulation (these are almost never used in VM's). The "tent-function", Λ 1 , is a second order interpolant and is equivalent to the M 2 kernel; it conserves the first two invariants of vorticity. However, second order interpolants are considered "too dissipative" 13 and therefore relevant formulas of the Λ kernels for current VM's are the following.
otherwise.
The third-order Λ 2 kernel corresponds to quadratic interpolation and it conserves up to second moment of vorticity, with a 3 d stencil. This scheme has been used successfully in bluff body flow computations. 24, 27 It's main disadvantage is lack of smoothness, as it is not even continuous. The piecewise-cubic and continuous kernel Λ 3 (Everett's 4 th order formula) requires a 4 d stencil, conserving up to third moment of vorticity. (Indeed, the Λ family of kernels is constructed by specifying that increasing moments of vorticity be conserved.) The interpolation kernels of the "M " family are derived from splines; they are characterized by being more regular than the Λ family. Central B-splines are capable of interpolating exactly only linear functions, however, so they cannot be of higher than second order. The improved M 4 kernel 30 is of higher accuracy (3 rd order) and when used in vortex methods will conserve the first three invariants (total circulation, linear impulse and angular impulse). M 4 remeshing has been used by researchers who want to ensure highly accurate results; 25 it has the advantage of being quite smooth (class C 1 ) and it has been shown to be considerably more accurate than the Λ 2 scheme which is of the same formal order.
This research has performed extensive experimentation using the M 4 interpolation scheme, with both the inviscid and viscous (with core spreading) test problems. Results show that the remeshing scheme is indeed capable of controlling the growth of errors at later times of a calculation. With a very accurate initialization, however, it was observed that the first remeshing event causes a considerable jump in the errors. Calculations with different initial states of the Lamb vortex initialized using (10), with different resolutions, different RK4 time-steps and different remeshing frequencies produced the same results: an improvement of about one order of magnitude in the vorticity errors compared to no-remeshing (when remeshing was frequent enough to provide any error control), a less pronounced improvement in the velocity accuracy, and a sharp jump of errors upon the initial remeshing event.
In the case of the inviscid vortex patch using Gaussian blobs, a more accurate initialization was produced by applying an iterative procedure to process the circulation values initially obtained with (8), known as "Beale's method". To improve on the approximation given by (2) at a given time, one searches for new values, γ i , of the circulation strengths so that: (16) where ω j is the local vorticity value at the particle location, i.e., the value one wishes to approximate with increased accuracy. Multiplying this equation by h 2 , representing the volume of a blob in a regular, square mesh, one obtains:
where the Γ j 's are the known, current circulation values of the blobs. Equation (17) represents a linear system for the coefficients γ i , which can be written in matrix form as,
where, A ij = h 2 ζ σ (x j (t) − x i (t)). Beale 3 observed that the previous circulation values are a natural first guess for the γ i 's. First rewriting the system (18) as:
then Beale's iterative method is expressed by the following rule:
These iterations have been used at every time step 3 in an inviscid VM, as well as in combination with the PSE viscous scheme. 9 Beale's method is not guaranteed to converge, however, and in the example in p. 209 of the book by Cottet and Koumoutsakos 11 one can see that even though the velocity accuracy at timezero is improved by two orders of magnitude, the errors do seem to grow persistently so that the final accuracy is just slightly better than the unprocessed case. At initialization, when convergent, Beale's method can increase the accuracy by several orders of magnitude with only about 5 iterations.
Consider the cases shown in Figure 5 . With very small initial errors (L 2 -norm velocity error of 5.6e-7 with h = 0.05) obtained using Beale's method, the effect of Lagrangian distortion of the particle field, and the effect of remeshing can be seen clearly. The final velocity error without remeshing is 1.3e-4, while with remeshing every 10 steps the final error is reduced to 6.5e-5. However, a jump of almost 2 orders of magnitude is seen to occur on the initial remeshing process. Note that this jump would not have been visible if circulation processing at time-zero had not been performed, which increased the initial accuracy of the velocity by almost 4 orders of magnitude. Indeed, numerical experiments reported in the literature using the same test problem, 11, 13 and which describe very positive results with M 4 remeshing, start with less accurate initializations, presumably obtained using (8) . Hence, in those cases the initial remesh error is not evident. We note that it is customary to measure the accuracy of the remeshing schemes using diagnostics such as the error in total circulation and in linear impulse. Of course, in any practical application one cannot quantify the errors exactly, so conservation of moments is useful. For the example in Figure 5 (b), these diagnostics were of order 10 −9 and 10 −16 respectively (note that blob population control was enforced by deleting very weak particles, with an impact in the conservation of total circulation).
The conclusion that can be provided at this stage is that the vortex method has the potential for higher accuracy than that provided by the currently predominant approach of remeshing the particle field. Or, in other words, remeshing is a strategy which, although providing control of errors due to Lagrangian distortion, limits the accuracy that one can get with the VM. One is tempted to add that this strategy for error control has the weakness of bringing back the mesh to an otherwise mesh-less method, and with it, to quote Sarpkaya, 40 "the bête noire of the grid-dependent computational approaches": numerical diffusion.
Advances in grid-less spatial adaption
It is interesting to see the problem of spatial adaption for vortex methods -i.e., determining the identifying quantities (location and circulation) of a new set of well-overlapped particles to best approximate the current vorticity field-as a problem of function approximation. In this context, there is a strong similarity with the technique of radial basis function (RBF) interpolation, a tool for solving multivariate scattered data interpolation problems. 2, 8, 17, 18 The problem of finding the circulation values so that the particle representation best approximates the vorticity field has before been recognized as a problem of "scattered data interpolation". 3, 9 The problem of scattered data interpolation using global basis functions is defined as follows. A physical quantity F is known only at a finite number of locations x k , and one seeks an approximation to the assumed piecewise continuous function F (x). Assume moreover that the function F may be written as:
where the a j 's are coefficients to be determined by collocation using the known function values at x j . This is in essence a global method, even if the basis functions φ j have compact support, and the solution of a system of N linear equations is required. Usually the functions φ j are chosen to depend only on the distance d j between two points. In other words, the basis functions are univariate and made radial by composition with a distance (Euclidean or other norm) function. The problem of finding the best circulation values to approximate an existing vorticity field using (2) (when expressed in 2D) is very similar to an RBF interpolation problem using Gaussians as the basis. Indeed, one approach to obtain an accurate initialization is to directly solve for the circulation values as in a global interpolation problem. For example, the method of SOR with under-relaxation has successfully been applied to initialize an elliptical vortex. 25 In view of this, numerical experiments were carried out presently in which SOR with under-relaxation was used to solve for the circulation values in a rezoning algorithm.
What classically has been called "rezoning strategy" by other authors 5, 32 involves obtaining new circulation values by merely evaluating the vorticity at new particle locations -by summing the influence of all the existing vortices, which will be remapped onto the new ones-and multiplying by blob area (h 2 in a square 2D lattice), i.e., using Equation (8) . This procedure, in effect, introduces errors upon each rezoning process that are equivalent to the initialization error when using (8) . Hence, this strategy should generally only be applied when using high-order blobs, which produce small errors when standard initialization is applied. In addition, note that the standard rezoning formulation relies on a regular, square lattice of new blobs. In contrast, the RBF interpolation is formulated grid-free and new particles can be placed in any arrangement (although uniformity in terms of homogeneous particle density is desirable). In the scheme that is tested presently, based on an RBF-type formulation, the term 'rezoning' will be retained, for lack of a better name and to distinguish from the remeshing/regridding schemes based on interpolation rules using tensor products of 1D kernels. Using the inviscid vortex test problem, a number of experiments were performed in which the particle locations were restarted on a square lattice every few time steps (as in remeshing and standard rezoning) and the values of circulation were obtained with SOR. The regular lattice is only used for simplicity and is not required by formulation. Results were very encouraging: these calculations demonstrated that the RBF-type rezoning strategy with SOR allows one to effectively maintain the initial accuracy for a long time. For example, with h = 0.05 and an initial velocity error of 5.6e-7 (same as the cases in Figure 5 ), the final errors are all one order of magnitude smaller with the RBFrezoning scheme compared to M 4 remeshing. It was found that, additionally, the rezoning could be carried out less frequently than remeshing for effective control of errors. See Figure 6 , where one notes that the final time more than triples the run in Figure 5 (note that a larger time step was used). In this example, one sees that there is not a noticeable jump after the first rezoning event; the final L 2 -norm velocity error is 4.2e-6. Of course, a scheme based on SOR is not practical for problems of the size needed to solve flows of any interest. These experiments show, however, that it is possible to obtain long-time calculations of considerably better accuracy than what is obtained by remeshing using one of the customary (high-order) interpolation schemes. The problem is now to find a way of doing this efficiently. Note again that nothing in this approach forces one to use a square or indeed a regular lattice. One advantageous feature of RBF interpolation is that it is "mesh-free", in the sense that no logically ordered lattice is required. Consequently, based on the idea of RBF interpolation one could envision a spatial adaption scheme which restarts the particle field onto a well-overlapped but not necessarily regular lattice, in this way allowing for easily conforming to boundaries. A square lattice is, in contrast, obligatory for any remeshing scheme based on tensor products. Consider now a calculation using the test problem of the Lamb vortex, with core spreading for diffusion. An initialization using (10) with h = 0.0175 results in very small errors, which cannot be preserved by the time stepping; after the first time step the L 2 -norm velocity error is 2.7e-7. In a calculation with no remeshing or rezoning, the final error is 6.4e-4 ( Figure 7) . With M 4 remeshing every 10 time steps there is a reasonable improvement (about 50% in the velocity, and 60% in vorticity), but one sees a jump on the initial remeshing of one order of magnitude.
Next, the same calculation is performed with half the time step, so that the accuracy is noticeably improved in the beginning of the run, before the first remeshing event (velocity error upon the first time step of 5.3e-9). Hence, a much larger jump is seen on the first remeshing. This calculation is presented in Figure 8 on the same plot with a calculation that used the RBF-type rezoning scheme: they can easily be distinguished although the same line styles were used since the RBF-type rezoning effectively preserves the initial accuracy extremely well, with no jump on the first event and with a final velocity error of 3e-8. This shows a four-order-of-magnitude improvement with respect to standard remeshing. To obtain the same accuracy with the 3 rd order M 4 scheme, theoretically h would have to be 23 times smaller, which means that N would have to be 526 times larger. In three dimensions, the problem size would have to be four orders of magnitude larger! In addition, with the RBF-type rezoning we have resized the blobs to their original small σ upon each processing, so that the spatial adaption scheme has provided the correction for the core spreading method. The core sizes vary from σ = 0.025 to 0.029 in between each rezoning process. These results are very encouraging, as it is demonstrated that there is a potential for highly accurate VM calculations, where the accuracy is not limited by the remeshing error, while at the same time an accurate means for controlling core sizes is provided for the application of the core spreading method. Furthermore, the formulation does not require a logically ordered lattice and allows for variable resolution in the physical domain (a very desirable prospect, in particular for wake dominated flows).
Conclusion.
This numerical investigation has demonstrated how the vortex method, in practice, loses accuracy rapidly due to Lagrangian distortion of the particle field. This is by itself not new, but it has been made evident how this problem involves a several-orders of magnitude increase in errors as the overlap ratio increases passing through the value of 1. The widespread solution to this problem is remeshing the particle field every few timesteps. In fact, the need for remeshing became more dramatic as workers incorporated the PSE viscous algorithm, because this method is very vulnerable to disorder in the particles, which affects the accuracy of the quadrature rules. For this reason, when using other viscosity schemes, some authors expected remeshing to be unnecessary. The fact is that some form of spatial adaption should probably be considered in any vortex method calculation if accuracy is to be maintained. On the other hand, the customary remeshing approaches based on Cartesian tensor product interpolation, even though high-order kernels are used, introduce some numerical dissipation. The remeshing schemes are able to provide control of the errors due to Lagrangian distortion, but they enforce a limit on the accuracy of the method. In addition, they burden the essentially gridless VM with the need for a regular mesh to interpolate the new blobs.
The present experiments with an RBF-type rezoning have provided a demonstration that spatial adaption is possible at higher accuracy. In addition, this approach does not require a regular lattice. Of course, the object of spatial adaption in the VM is to provide a good overlap throughout the domain, but the avoidance of tensor products means that it would be easier to conform to complex geometries. On the other hand, if one views the problem of spatial adaption as one of approximating accurately the vorticity field like an RBF interpolation problem, there is no obstacle to redefining the core sizes at the same time that one performs the rezoning. In this way, a correction for the core spreading viscous scheme is provided at the same time as overlap recovery. Finally, it should be possible to consider a variable resolution in the domain, which would be very advantageous for some flow calculations. Different core sizes cannot be dealt with directly in the usual remeshing approach based on exchanging circulation; instead, some workers have devised schemes based on carrying out the remeshing on a mapped domain, 12, 15, 36, 38 thus allowing for spatially varying cores. An RBF-type formulation, in contrast, allows variable resolution in the physical domain.
The RBF-rezoning strategy implemented in this work used SOR with underrelaxation to solve for the particle strengths. As has been pointed out, SOR is not a practical method of solution for other than toy/test problems with, say, a few thousand unknowns. Furthermore, it does not lend itself to parallelization. Therefore, fast evaluation using multipole expansions 7, 20 and fast iterative methods particularly suited for RBF interpolation 6 have to be considered. In other words, it has been shown here that the RBF formulation provides a spatial adaption scheme for VM's that is grid-less and accurate. It is necessary now to find ways of carrying this out efficiently.
Both in the VM literature 3 as well as in the RBF literature 31 it has been acknowledged that the matrix system (18) is ill-conditioned. It is key, therefore, that good preconditioners be designed for the present purpose, and fast iterative methods be applied. As some workers have thus obtained complexities of O(N log N ), 6 it seems feasible that the increased accuracy of the RBF approach, in comparison with standard remeshing, will not come at an unaffordable price. Furthermore, there have been a number of developments in regards to providing explicit error bounds for RBF interpolation, using a variety of basis functions, which are based on measures of the particle density. 41, 42, 46 These error bounds may provide means of actually designing spatial refinement algorithms that are genuinely 'adaptive', in the sense of being local, and based on the measurement of an error indicator to derive the refinement of the discretization. This is in contrast to the customary empirical determination of processing frequency in the majority, if not all, of current vortex methods with remeshing or rezoning.
