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Abstract
We propose four novel solvers for estimating the rela-
tive pose of a multi-camera system from affine correspon-
dences (ACs). A new constraint is derived interpreting the
relationship of ACs and the generalized camera model. Us-
ing the constraint, it is shown that a minimum of two ACs
are enough for recovering the 6DOF relative pose, i.e., 3D
rotation and translation, of the system. Considering pla-
nar camera motion, we propose a minimal solution using
a single AC and a solver with two ACs to overcome the
degenerate case. Also, we propose a minimal solution us-
ing two ACs with known gravity vector, e.g., from an IMU.
Since the proposed methods require significantly fewer cor-
respondences than state-of-the-art algorithms, they can be
efficiently used within RANSAC for outlier removal and ini-
tial motion estimation. The solvers are tested both on syn-
thetic data and on real-world scenes from the KITTI bench-
mark. It is shown that the accuracy of the estimated poses
is superior to the state-of-the-art techniques.
1. Introduction
Relative pose estimation from two views of a camera, or
a multi-camera system is regarded as a fundamental prob-
lem in computer vision [17, 40, 20, 41, 13], which plays
an important role in simultaneous localization and mapping
(SLAM), visual odometry (VO) and structure-from-motion
(SfM). Thus, improving the accuracy, efficiency and robust-
ness of relative pose estimation algorithms is always an im-
portant research topic [28, 46, 45, 1, 2, 42]. Motivated by
the fact that multi-camera systems are already available in
∗Corresponding author.
Figure 1. An affine correspondence in camera Ci between consec-
utive frames k and k+1. The local affine transformationA relates
the infinitesimal patches around point correspondence (xij , x′ij).
self-driving cars, micro aerial vehicles or augmented reality
headsets, this paper investigates the problem of estimating
the relative pose of multi-camera systems from affine corre-
spondences, see Fig. 1.
Since a multi-camera system contains multiple individ-
ual cameras connected by being fixed to a single rigid body,
it has the advantage of large field-of-view and high accu-
racy. The main difference of a multi-camera system and
a standard pinhole camera is the absence of a single pro-
jection center. A multi-camera system is modeled by the
generalized camera model. The light rays that pass through
a multi-camera system are expressed as Plu¨cker lines and
the epipolar constraint of the Plu¨cker lines is described by
the generalized essential matrix [37].
Most of the state-of-the-art SLAM and SfM pipelines us-
ing a multi-camera system [16, 18] follow the same pro-
cedure consisting of three major steps [40]: first, a fea-
ture matching algorithm is applied to establish image point
correspondences between two frames. Then a robust es-
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timation framework, e.g. the Random Sample Consensus
(RANSAC) [11], is applied to find the pose parameters and
remove outlier matches. Finally, the final relative pose be-
tween the two frames is estimated using all RANSAC in-
liers. The reliability and robustness of such a scheme is
heavily dependent on the outlier removal step. In addition,
the outlier removal process has to be efficient, which di-
rectly affects the real-time performance of SLAM and SfM.
The computational complexity and, thus, the processing
time of the RANSAC procedure depends exponentially on
the number of points required for the estimation. Therefore,
exploring the minimal solutions for relative pose estimation
of multi-camera system is of significant importance and has
received sustained attention [19, 29, 28, 44, 46, 45, 25, 31].
The idea of deriving minimal solutions for relative pose
estimation of multi-camera systems ranges back to the work
of Stewe´nius et al. with the 6-point method [19]. Then other
classical works have been subsequently proposed, such as
the 17-point linear method [29] and techniques based on it-
erative optimization [24]. Moreover, the minimal number of
necessary points can be further reduced by taking additional
motion constraints into account or using other sensors, like
an inertial measurement unit (IMU). For example, two point
correspondences are sufficient for the ego-motion estima-
tion of a multi-camera system by exploiting the Ackermann
motion model constraints of wheeled vehicles [27]. For ve-
hicles equipped with a multi-camera system and an IMU,
the relative motion can be estimated from four point corre-
spondences by exploiting the known vertical direction from
the IMU measurements, i.e., roll and pitch angles [28, 31].
All of the previously mentioned relative pose solvers es-
timate the pose parameters from a set of point correspon-
dences, e.g., coming from SIFT [32] or SURF [6] detec-
tors. However, as it has been clearly shown in several re-
cently published papers papers [7, 39, 3, 10], using more
informative features, e.g. affine correspondences, improves
the estimation procedure both in terms of accuracy and ef-
ficiency. An affine correspondence is composed of a point
correspondence and a 2×2 affine transformation. Due to
containing more information, than point correspondences,
about the underlying surface geometry, the affine correspon-
dences enable to estimate relative pose from fewer corre-
spondences. In this paper, we focus on the relative pose
estimation of a multi-camera system from affine correspon-
dences, instead of point correspondences. Four novel solu-
tions are proposed:
• A new minimal solver is proposed which requires two
affine correspondences to estimate the general motion
of a multi-camera system which has 6 degrees of free-
dom (6DOF). In contrast, state-of-the-art solvers use
six point correspondences [19, 24, 46].
• When the motion is planar (i.e., the body to which the
cameras are fixed moves on a plane; 3DOF), a single
affine correspondence is sufficient to recover the pla-
nar motion of a multi-camera system. In order to deal
with the degenerate case of 1AC solver, we also pro-
pose a new method to estimate the relative pose from
two affine correspondences. The point-based solution
requires two point pairs, but only for the Ackermann
motion model [27].
• A fourth solver is proposed for the case when the ver-
tical direction is known (4DOF), e.g., from an IMU at-
tached to the multi-camera system. We show that two
affine correspondences are required to recover the rel-
ative pose. In contrast, the point-based solver requires
four correspondences [28, 44, 31].
2. Related Work
There has been much interest in using multi-camera sys-
tems in both academic and industrial communities. The
most common case is that a set of cameras, particularly with
non-overlapping views, are mounted rigidly on self-driving
vehicles, unmanned aerial vehicles (UAV) or AR headsets.
Due to the absence of a single center of projection, the
camera model of multi-camera systems is different from
the standard pinhole camera. Pless proposed to express
the light rays as Plu¨cker lines and derived the generalized
camera model which has become a standard representation
for the multi-camera systems [37]. Stewe´nius et al. pro-
posed the first minimal solution to estimate the relative pose
of a multi-camera system from 6 point correspondences,
which produces up to 64 solutions [19]. Kim et al. later
proposed several approaches for motion estimation using
second-order cone programming [21] or branch-and-bound
techniques [22]. Lim et al. presented the antipodal epipolar
constraint and estimated the relative motion by using an-
tipodal points [30]. Li et al. provided several linear solvers
to compute the relative pose, among which the most com-
monly used one requires 17 point correspondences [29].
Kneip and Li proposed an iterative approach for the rela-
tive pose estimation based on eigenvalue minimization [24].
Ventura et al. used first-order approximation of the relative
rotation to simplify the problem and estimated the relative
pose from 6 point correspondences [46].
By considering additional motion constraints or using
additional information provided by an IMU, the number
of required point correspondences can be further reduced.
Lee et al. presented a minimal solution with two point
correspondences for the ego-motion estimation of a multi-
camera system, which constrains the relative motion by the
Ackermann motion model [27]. In addition, a variety of al-
gorithms have been proposed when a common direction of
the multi-camera system is known, i.e., an IMU provides the
roll and pitch angles of the multi-camera system. The rela-
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tive pose estimation with known vertical direction requires
a minimum of 4 point correspondences [28, 44, 31].
Exploiting the additional affine parameters besides the
image coordinates has been recently proposed for the rel-
ative pose estimation of monocular cameras, which re-
duces the number of required points significantly. Bentolila
and Francos estimated the fundamental matrix from three
ACs [7]. Raposo and Barreto computed homography and
essential matrix using two ACs [39]. Barath and Hajder
derived the constraints between the local affine transfor-
mation and the essential matrix and recovered the essential
matrix from two ACs [3]. Eichhardt and Chetverikov [10]
also estimated the relative pose from two ACs, which is ap-
plicable to arbitrary central-projection models. Hajder and
Barath [15] and Guan et al. [14] proposed several minimal
solutions for relative pose from a single AC under the pla-
nar motion assumption or with knowledge of a vertical di-
rection. The above mentioned works are only suitable for
the monocular perspective camera, rather than the multiple
perspective cameras connected by being fixed to the single
body. In this paper, we focuses on the minimal number of
ACs to estimate the relative pose of a multi-camera system.
3. Relative Pose Estimation under General Mo-
tion
A multi-camera system is made up of individual cameras
denoted by Ci, as shown in Fig. 1. Its extrinsic parameters
expressed in a multi-camera reference frame are represented
as (Ri, ti). For general motion, there is a 3DOF rotation
and a 3DOF translation between two reference frames at
time k and k+1. RotationR using Cayley parameterization
and translation t can be written as:
R =
1
1 + q2x + q
2
y + q
2
z
.1 + q2x − q2y − q2z 2qxqy − 2qz 2qy + 2qxqz2qxqy + 2qz 1− q2x + q2y − q2z 2qyqz − 2qx
2qxqz − 2qy 2qx + 2qyqz 1− q2x − q2y + q2z
 ,
(1)
t =
[
tx ty tz
]T
, (2)
where [1, qx, qy, qz]T is a homogeneous quaternion vector.
Note that 180 degree rotations are prohibited in Cayley pa-
rameterization, but this is a rare case for consecutive frames.
3.1. Generalized camera model
We give a brief description of generalized camera model
(GCM) [37]. Let us denote an affine correspondence in
camera Ci between consecutive frames k and k + 1 as
(xij ,x
′
ij ,A), where xij and x
′
ij are the normalized homo-
geneous image coordinates of feature point j and A is a
2×2 local affine transformation. Indices i and j are the cam-
era and point index, respectively. The related local affine
transformation A is a 2×2 linear transformation which re-
lates the infinitesimal patches around xij and x′ij [2].
The normalized homogeneous image coordinates
(pij ,p
′
ij) expressed in the multi-camera reference frame
are given as
pij = Rixij , p
′
ij = Rix
′
ij . (3)
The unit direction of rays (uij ,u′ij) expressed in the
multi-camera reference frame are given as: uij =
pij/‖pij‖,u′ij = p′ij/‖p′ij‖. The 6-dimensional vector
Plu¨cker lines corresponding to the rays are denoted as lij =
[uTij , (ti × uij)T ]T , l′ij = [u′ijT , (ti × u′ij)T ]T . The gen-
eralized epipolar constraint is written as [37]
l′Tij
[
[t]×R, R
R, 0
]
lij = 0, (4)
where l′Tij and lij are Plu¨cker lines between two consecutive
frames at time k and k + 1.
3.2. Affine transformation constraint
We denote the transition matrix of camera coordinate
system Ci between consecutive frames k and k + 1 as
(RCi, tCi), which is represented as:[
RCi tCi
0 1
]
=
[
Ri ti
0 1
]−1 [
R t
0 1
] [
Ri ti
0 1
]
=
[
RTi RRi R
T
i Rti +R
T
i t−RTi ti
0 1
]
.
(5)
The essential matrix E between two frames of camera Ci is
given as:
E = [tCi]×RCi = RTi [RitCi]×RRi, (6)
where [RitCi]× = R[ti]×R
T +[t]×− [ti]×. The relation-
ship of essential matrixE and local affine transformationA
is formulated as follows [3]:
(ETx′ij)(1:2) = −(AˆTExij)(1:2), (7)
where nij , ETx′ij and n′ij , Exij denote the epipolar
lines in their implicit form in frames of camera Ci at time
k and k + 1. The subscript 1 and 2 represent the first and
second equations of the equation system, respectively. Aˆ is
a 3×3 matrix: Aˆ = [A 0;0 0]. By substituting Eq. (6) into
Eq. (7), we obtain:
(RTi R
T [RitCi]
T
×Rix
′
ij)(1:2)
= −(AˆTRTi [RitCi]×RRixij)(1:2).
(8)
Based on Eq. (3), the above equation is reformulated and
expanded as follows:
(RTi ([ti]×R
T +RT [t]× −RT [ti]×)p′ij)(1:2) =
(AˆTRTi (R[ti]× + [t]×R− [ti]×R)pij)(1:2).
(9)
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Equation (9) interprets the epipolar constraints which a
local affine transformation implies on the i-th camera from
a multi-camera system between two consecutive frames k
and k + 1.
3.3. Solution using Gro¨bner basis method
For affine correspondence (xij ,x′ij ,A), we get three
polynomials for six unknowns {qx, qy, qz, tx, ty, tz} from
Eqs. (4) and (9). Thus two affine correspondences are
enough to recover the relative pose of a multi-camera sys-
tem under 6DOF general motion. The hidden variable re-
sultant method [9] is used to solve for the unknowns, see
supplementary material for details. The obtained solver is
however too large and, therefore, slow and numerically un-
stable. Experiments confirmed that the solver is numeri-
cally unstable and, thus, no further experiments and com-
parisons are presented in the paper.
We furthermore investigate the special cases of multi-
camera motion, i.e., planar motion and motion with known
vertical direction, see Fig. 2. We will show that two special
cases can be efficiently solved with affine correspondences.
4. Relative Pose Estimation Under Planar Mo-
tion
(a) Planar motion (b) Motion with known vertical direction
Figure 2. Special cases of multi-camera motion: (a) Planar motion
between two multi-camera reference frames in top-view. There
are three unknowns: yaw angle θ, translation direction φ and
translation distance ρ. (b) Motion with known vertical direction.
There are four unknowns: a Y-axis rotationRy and 3D translation
t˜ = [t˜x, t˜y, t˜z]
T .
When assuming that the body, to which the camera sys-
tem is rigidly fixed, moves on a planar surface (as visualized
in Fig. 2(a)), there are only a Y-axis rotation and 2D trans-
lation between the reference frames k and k+ 1. Similar to
Eqs. (1) and (2), the rotation R = Ry and the translation t
from frame k to k + 1 is written as:
Ry =
1
1 + q2y
1− q2y 0 −2qy0 1 + q2y 0
2qy 0 1− q2y
 ,
t =
[
tx 0 tz
]T
.
(10)
where qy = tan( θ2 ), tx = ρ sin (φ), tz = −ρ cos (φ), ρ is
the distance between two multi-camera reference frames.
4.1. Solution by reduction to a single polynomial
By substituting Eq. (10) into Eqs. (4) and (9), we get an
equation system of three polynomials for 3 unknowns qy ,
tx and tz . Since an AC generally provides 3 independent
constraints for relative pose, a single affine correspondence
is sufficient to recover the planar motion of a multi-camera
system. Three independent constraints from an affine cor-
respondence are stacked into 3 equations in 3 unknowns:
1
1 + q2y
M11 M12 M13M21 M22 M23
M31 M32 M33

︸ ︷︷ ︸
M(qy)
txtz
1
 = 0, (11)
where the elements Mij (i = 1, . . . , 3; j = 1, . . . , 3) of
the coefficient matrix M(qy) are formed by the polynomial
coefficients and one unknown variable qy , see supplemen-
tary material for details. Since M(qy)/(1 + q2y) is a square
matrix, Eq. (11) has a non-trivial solution only if the de-
terminant of M(qy)/(1 + q2y) is zero. The expansion of
det(M(qy)/(1 + q
2
y)) = 0 gives an 4-degree univariate
polynomial:
quot(
∑6
i=0 wiq
i
y, q
2
y + 1) = 0, (12)
where quot(a, b) means calculating the quotient of a di-
vided by b, w0, . . . , w6 are formed by a Plu¨cker line cor-
respondence and a affine transformation between the corre-
sponding feature points. This univariate polynomial leads
to an explicit analytic solution with a maximum of 4 real
roots. Once the solutions for qy are found, the remaining un-
knowns tx and tz are solved by substituting qy into M(qy)
and solving the linear system via calculating its null vector.
Finally, the rotation matrix Ry is recovered from Eq. (10).
However, we proved that the solver relies on one AC has
a degenerate case, i.e., the distances between motion plane
and optical centers of individual cameras are equal, see sup-
plementary material for details. This degenerate case often
happens in the self-driving scenario. To overcome this is-
sue, two affine correspondences are used to estimate the rel-
ative pose. For example, the first and second constraints of
the first affine correspondence, and the first constraint of the
second affine correspondence are also stacked into 3 equa-
tions in 3 unknowns, just as Eq. (11). The solution proce-
dure remains the same, except that the code for constructing
the coefficient matrix M(qy) is replaced.
An interesting fact in this case is that only three equa-
tions from two affine correspondences are used. Although
two affine correspondences are required to sample for this
solver in the RANSAC loop, it is possible to run a con-
sistency check on two affine correspondences. To iden-
tify an outlier free planar motion estimation hypothesis, the
three remaining equations of two affine correspondences
have also to be fulfilled. The solutions which do not fulfill
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the hypothesis would be preemptively rejected. This gives
a significant computational advantage over the regular 2-
point method, such as the solver with Ackermann motion
assumption [27], because the inconsistent samples can be
detected directly without testing on all the other affine cor-
respondences.
5. Relative Pose Estimation with Known Verti-
cal Direction
In this section a minimal solution using two affine corre-
spondences is proposed for relative motion estimation for
multi-camera systems with known vertical direction, see
Fig. 2(b). In this case, an IMU is coupled with the multi-
camera system and the relative rotation between the IMU
and the reference frame is known. The IMU provides the
known roll and pitch angles for the reference frame. So the
reference frame can be aligned with the measured gravity
direction, such that the X-Z-plane of the aligned reference
frame is parallel to the ground plane and the Y-axis is par-
allel to the gravity direction. Rotation Rimu for aligning the
reference frame to the aligned reference frame is written as:
Rimu = RpRr
=
1 0 00 cos(θp) sin(θp)
0 − sin(θp) cos(θp)
 cos(θr) sin(θr) 0− sin(θr) cos(θr) 0
0 0 1
 ,
where θr and θp are roll and pitch angles provided by
the coupled IMU, respectively. Thus, there are only a Y-
axis rotation R = Ry and 3D translation t˜ = R′imut =
[t˜x, t˜y, t˜z]
T to be estimated between the aligned multi-
camera reference frames at time k and k + 1.
5.1. Generalized camera model
Let us denote the rotation matrices from the roll and
pitch angles of the two corresponding multi-camera refer-
ence frames at time k and k+ 1 as Rimu and R′imu. The rel-
ative rotation between two multi-camera reference frames
can now be given as:
R = (R′imu)
TRyRimu. (13)
We substitute Eq. (13) into Eq. (4) yields:([
R′imu 0
0 R′imu
]
l′ij
)T
︸ ︷︷ ︸
l˜′ij
[[
t˜
]
×Ry Ry
Ry 0
]
.
([
Rimu 0
0 Rimu
]
lij
)
︸ ︷︷ ︸
l˜ij
= 0,
(14)
where l˜ij ↔ l˜′ij are the corresponding Plu¨cker lines ex-
pressed in the aligned multi-camera reference frame.
5.2. Affine transformation constraint
In this case, the transition matrix of the camera coordi-
nate system Ci between consecutive frames k and k + 1 is
represented as[
RCi tCi
0 1
]
=
([
R′imu 0
0 1
] [
Ri ti
0 1
])−1
.[
Ry t˜
0 1
]([
Rimu 0
0 1
] [
Ri ti
0 1
])
,
(15)
we denote that[
R˜imu t˜imu
0 1
]
=
[
Rimu 0
0 1
] [
Ri ti
0 1
]
,[
R˜′imu t˜
′
imu
0 1
]
=
[
R′imu 0
0 1
] [
Ri ti
0 1
]
.
(16)
By substituting Eq. (16) into Eq. (15), we obtain[
RCi tCi
0 1
]
=
[
(R˜′imu)
TRyR˜imu (R˜
′
imu)
T (Ry t˜imu + t˜− t˜′imu)
0 1
]
.
(17)
The essential matrix E between two frames of camera Ci is
given as
E = [tCi]×RCi = (R˜′imu)
T [R˜′imutCi]×RyR˜imu, (18)
where [R˜′imutCi]× = Ry[t˜imu]×R
T
y + [t˜]× − [t˜′imu]×. By
substituting Eq. (18) into Eq. (7), we obtain
(R˜TimuR
T
y [R˜
′
imutCi]
T
×R˜
′
imux
′
ij)(1:2) =
− (AˆT (R˜′imu)T [R˜′imutCi]×RyR˜imuxij)(1:2).
(19)
We denote the normalized homogeneous image coordi-
nates expressed in the aligned multi-camera reference frame
as (p˜ij , p˜′ij), which are given as
p˜ij = R˜imuxij , p˜
′
ij = R˜
′
imux
′
ij . (20)
Based on the above equation, Eq. (19) is rewritten and ex-
panded as follows:
(R˜Timu([t˜imu]×R
T
y +R
T
y [t˜]× −RTy [t˜′imu]×)p˜′ij)(1:2) =
(AˆT (R˜′imu)
T (Ry[t˜imu]× + [t˜]×Ry − [t˜imu]×Ry)p˜ij)(1:2)
(21)
5.3. Solution by reduction to a single polynomial
Based on Eqs. (14) and (21), we get an equation sys-
tem of three polynomials for 4 unknowns qy , t˜x, t˜y and t˜z .
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Recall that there are three independent constraints provided
by one AC. Thus, one more equation is required which can
be taken from a second affine correspondence. In princi-
ple, one arbitrary equation can be chosen from Eqs. (14)
and (21), for example, three constraints of the first affine
correspondence, and the first constraint of the second affine
correspondence are stacked into 4 equations in 4 unknowns:
1
1 + q2y

M˜11 M˜12 M˜13 M˜14
M˜21 M˜22 M˜23 M˜24
M˜31 M˜32 M˜33 M˜34
M˜41 M˜42 M˜43 M˜44

︸ ︷︷ ︸
M˜(qy)

t˜x
t˜y
t˜z
1
 = 0, (22)
where the elements M˜ij(i = 1, . . . , 4; j = 1, . . . , 4) of
the coefficient matrix M˜(qy) are formed by the polynomial
coefficients and one unknown variable qy , see supplemen-
tary material for details. Since M˜(qy)/(1 + q2y) is a square
matrix, Eq. (22) has a non-trivial solution only if the de-
terminant of M˜(qy)/(1 + q2y) is zero. The expansion of
det(M˜(qy)/(1+q
2
y)) = 0 gives a 6-degree univariate poly-
nomial:
quot(
∑8
i=0 wiq
i
y, q
2
y + 1) = 0, (23)
where w˜0, . . . , w˜8 are formed by two Plu¨cker line corre-
spondences and two affine transformations between the cor-
responding feature points.
This univariate polynomial leads to a closed-form solu-
tion with a maximum of 6 real roots. Equation (23) can be
efficiently solved by the companion matrix method [9] or
Sturm bracketing method [35]. Once qy has been obtained,
the rotation matrix Ry is recovered from Eq. (10). For the
relative pose between two multi-camera reference frames at
time k and k + 1, the rotation matrix R is recovered from
Eq. (13) and the translation is computed by t = (R′imu)
T t˜.
Note that two remaining equations of the second affine cor-
respondence can be also used in the preemptive hypothesis
tests, which detect and reject inconsistent samples directly.
6. Experiments
In this section, we conduct extensive experiments on
both synthetic and real-world data to evaluate the perfor-
mance of the proposed methods. Our solvers are compared
with state-of-the-art methods.
For relative pose estimation under planar motion, the
solvers using 1 AC and 2 ACs proposed in Section 4
are referred to as 1AC plane method and 2AC plane
method, respectively. The accuracy of 1AC plane
and 2AC plane are compared with the 17pt-Li [29],
8pt-Kneip [24] and 6pt-Stewe´nius [19], which are
provided in the OpenGV library [23]. Since the Ackermann
motion model is restrictive in practice and usually requires a
post-relaxation [27, 31], the methods using the Ackermann
motion model are not compared in this paper.
For relative pose estimation with known vertical
direction, the solver proposed in Section 5 is re-
ferred to as the 2AC method. We compare the
accuracy of 2AC method with 17pt-Li [29],
8pt-Kneip [24], 6pt-Stewe´nius [19], 4pt-Lee
[28], 4pt-Sweeney [44] and 4pt-Liu [31].
The proposed methods 1AC plane, 2AC plane and
2AC method take about 3.6, 3.6 and 17.8 µs in C++. Due
to space limitations, the efficiency comparison and stability
study are provided in the supplementary material. In the ex-
periments, all the solvers are implemented within RANSAC
to reject outliers. The relative pose which produces the
highest number of inliers is chosen. The confidence of
RANSAC is set to 0.99 and an inlier threshold angle is set
to 0.1◦ by following the definition in OpenGV [23]. We
also show the feasibility of our methods on the KITTI
dataset [12]. This experiment demonstrates that our meth-
ods are well suited for visual odometry in road driving sce-
narios.
6.1. Experiments on synthetic data
We made a simulated 2-camera rig system by follow-
ing the KITTI autonomous driving platform. The baseline
length between two simulated cameras is set to 1 meter and
the cameras are installed at different heights. The multi-
camera reference frame is built at the middle of camera
rig and the translation between two multi-camera reference
frames is 3 meters. The resolution of the cameras is 640 ×
480 pixels and the focal lengths are 400 pixels. The princi-
pal points are set to the image center (320, 240).
The synthetic scene is composed of a ground plane and
50 random planes. All 3D planes are randomly generated
within the range of -5 to 5 meters (X-axis direction), -5 to
5 meters (Y-axis direction), and 10 to 20 meters (Z-axis di-
rection), which are expressed in the respective axis of the
multi-camera reference frame. We choose 50 ACs from the
ground plane and an AC from each random plane randomly.
Thus, there are 100 ACs generated randomly in the syn-
thetic data. For each AC, a random 3D point from a plane
is reprojected onto two cameras to get the image point pair.
The corresponding affine transformation is obtained by the
following procedure. First, the implicit homography is cal-
culated for each plane by four random, not col-linear, addi-
tional 3D points from the same plane; projecting them to the
cameras; adding Gaussian noise with a standard deviation to
the image coordinates, which is similar to the noise added
to the coordinates of image point pair; and, finally, estimat-
ing the homography. The affine parameters is the first-order
approximation of the noisy homography matrix, which the
plane implies at the image point pair. The 3D points ini-
tializing both the image point pair and the homography are
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selected randomly considering both the image size and the
range of the synthetic scene. Note that the homography can
be calculated directly from the plane normal and distance.
However, using four projected additional random 3D points
enables an indirect but geometrically interpretable way of
adding noise to the affine transformation [4].
A total of 1000 trials are carried out in the synthetic ex-
periment. In each test, 100 ACs are generated randomly.
The ACs for the methods are selected randomly and the
error is measured on the relative pose which produces the
most inliers within the RANSAC scheme. This also allows
us to select the best candidate from multiple solutions. The
median of errors are used to assess the rotation and transla-
tion error. The rotation error is computed as the angular dif-
ference between the ground truth rotation and the estimated
rotation: εR = arccos((trace(RgtRT )−1)/2), whereRgt
and R are the ground truth and estimated rotation matrices.
Following the definition in [38, 28], the translation error is
defined as: εt = 2 ‖(tgt − t)‖ /(‖tgt‖ + ‖t‖), where tgt
and t are the ground truth and estimated translations.
6.1.1 Planar motion estimation
In this scenario, the planar motion of the multi-camera sys-
tem is described by (θ, φ), see Fig. 2(a). The magni-
tudes of both angles ranges from −10◦ to 10◦. The mag-
nitude of image noise is set to Gaussian noise with a stan-
dard deviation ranging from 0 to 2 pixel. Figure 3(a) ∼
(c) show the performance of the proposed 1AC plane
method and 2AC plane method against image noise.
The 2AC plane method performs better than compara-
tive methods under perfect planar motion. In comparison
with the 2AC plane method, the 1AC plane method
has similar performance in rotation estimation, but per-
forms slightly worse in translation estimation. As shown
in Fig. 3(c) and (f), we plot the translation direction error
as an additional evaluation. It is interesting to see that the
1AC planemethod also performs better than comparative
methods in translation direction estimation.
We also evaluate the accuracy of the proposed
1AC plane method and 2AC plane method for in-
creasing non-planar motion noise. The non-planar compo-
nents of a 6DOF relative pose including X-axis rotation, Z-
axis rotation and direction of YZ-plane translation [8] are
randomly generated and added to the motion of the multi-
camera system. The magnitude of non-planar motion noise
ranges from 0◦ to 1◦ and the standard deviation of the im-
age noise is set to 1.0 pixel. Figures 3(d) ∼ (f) show
the performance of the proposed 1AC plane method
and 2AC plane method against non-planar motion noise.
Methods 17pt-Li, 8pt-Kneip and 6pt-Stewe´nius
deal with the 6DOF motion case and, thus they are not
affected by the noise in the planarity assumption. It can
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Figure 3. Rotation and translation error under planar motion. (a)∼
(c): vary image noise under perfect planar motion. (d) ∼ (f): vary
non-planar motion noise and fix the standard deviation of image
noise at 1.0 pixel.
be seen that the rotation accuracy of 2AC plane method
performs better than comparative methods when the non-
planar motion noise is less than 0.3◦. Since the estima-
tion accuracy of translation direction of the 2AC plane
method in Fig. 3(f) performs satisfactory, the main reason
for poor performance of translation estimation is that the
metric scale estimation is sensitive to the non-planar mo-
tion noise. In comparison with the 2AC plane method,
the 1AC plane method has similar performance in rota-
tion estimation, but performs poorly in translation estima-
tion. The translation accuracy decreases significantly when
the non-planar motion noise is more than 0.2◦.
Both the 1AC plane method and the 2AC plane
method have a significant computational advantage over
comparative methods, because the efficient solver for 4-
degree polynomial equation takes only about 3.6 µs. A
more interesting fact for the 2AC plane method is the
speed-up gained by the preemptive hypothesis tests, which
detect and reject inconsistent samples directly. Compared
with testing on the other affine correspondences, the pre-
emptive hypothesis tests sped up the procedure by more
than three times while leading to the same accuracy of rela-
tive pose estimation.
6.1.2 Motion with known vertical direction
In this set of experiments, the translation direction between
two multi-camera reference frames is chosen to produce ei-
ther forward, sideways or random motions. In addition, the
second reference frame is rotated around three axes in or-
der and the rotation angles range from −10◦ to 10◦. With
the assumption that the roll and pitch angles are known, the
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Figure 4. Rotation and translation error under random motion with
known vertical direction. The upper row: rotation error, the bot-
tom row: translation error. (a)(d): vary image noise. (b)(e) and
(c)(f): vary IMU angle noise and fix the standard deviation of im-
age noise at 1.0 pixel.
multi-camera reference frame is aligned with the gravity di-
rection. Due to space limitations, we only show the results
for random motion. The results for forward and sideways
motions are shown in the supplementary material. Fig-
ure 4(a) and (d) show the performance of the 2AC method
against image noise with perfect IMU data in the random
motion case. It can be seen that the proposed method is
robust to image noise and performs better than the compar-
ative methods.
Figure 4(b)(e) and (c)(f) show the performance of the
proposed 2AC method against IMU noise in the random
motion case, while the standard deviation of the image noise
is fixed at 1.0 pixel. Note that the methods 17pt-Li,
8pt-Kneip and 6pt-Stewe´nius are not influenced by
IMU noise, because these methods do not use the known
vertical direction as a prior. It is interesting to see that our
method outperforms the methods 17pt-Li, 8pt-Kneip
and 6pt-Stewe´nius in the random motion case, even
though the IMU noise is around 0.8◦. In addition, the
proposed 2AC method performs better than the methods
4pt-Lee, 4pt-Sweeney and 4pt-Liu as well, which
also use the known vertical direction as a prior. The results
under forward and sideways motion also demonstrate that
the 2AC method performs basically better than all com-
parative methods against image noise and provides compa-
rable accuracy for increasing IMU noise. It is worth to men-
tion that, with the help of preemptive hypothesis tests, the
relative pose estimation with the proposed 2AC method
solver sped up the procedure by more than three times while
leading to similarly accurate relative poses.
6.2. Experiments on real data
We test the performance of our methods on the KITTI
dataset [12], which consists of successive video frames
from a forward facing stereo camera. We ignore the over-
lap in their fields of view, and treat it as a general multi-
camera system. The sequences labeled from 0 to 10 which
have ground truth are used for the evaluation. Therefore,
the methods were tested on a total of 23000 image pairs.
The affine correspondences between consecutive frames in
each camera are established by applying the ASIFT [34]. It
can also be obtained by MSER [33] which will be slightly
less accurate but much faster to obtain [5]. The affine cor-
respondences across the two cameras are not matched and
the metric scale is not estimated as the movement between
consecutive frames is small. Besides, integrating the accel-
eration over time from IMU is more suitable for recovering
the metric scale [36]. All the solvers have been integrated
into a RANSAC scheme.
The proposed 2AC plane method and 2AC
method are compared against 17pt-Li [29],
8pt-Kneip [24], 6pt-Stewe´nius [19],
4pt-Lee [28], 4pt-Sweeney [44] and 4pt-Liu [31].
Since the KITTI dataset is captured by the stereo camera
with the same height, which is a degenerate case for the
1AC plane method, this method is not performed in the
experiment. For the 2AC plane method, the estimation
results are also compared with the 6DOF ground truth of
relative pose, even though this method only estimates two
angles (θ, φ) with the plane motion assumption. For the
2AC method, the roll and pitch angles obtained from the
ground truth data are used to simulate IMU measurements,
which align the multi-camera reference frame with the
gravity direction. To ensure the fairness of the experiment,
the roll and pitch angles are also provided for the methods
4pt-Lee [28], 4pt-Sweeney [44] and 4pt-Liu [31].
The results of the rotation and translation estimation are
shown in Table 1. The runtime of RANSAC averaged
over KITTI sequences combined with different solvers is
shown in Table 2.
The 2AC method offers the best overall performance
among all the methods. The 6pt-Stewe´nius method
performs poorly on sequence 01, because this sequence is
a highway with few tractable close objects, and this method
always fails to select the best candidate from multiple so-
lutions under forward motion in the RANSAC scheme.
Besides, it is interesting to see that the translation ac-
curacy of 2AC plane method basically outperforms the
6pt-Stewe´nius method, even though the planar motion
assumption does not fit the KITTI dataset well. Due to the
benefits of computational efficiency, both the 2AC plane
method and the 2AC method are quite suitable for finding
a correct inlier set, which is then used for accurate motion
estimation in visual odometry.
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Table 1. Rotation and translation error on KITTI sequences (unit: degree).
Seq.
17pt-Li [29] 8pt-Kneip [24] 6pt-St. [19] 4pt-Lee [28] 4pt-Sw. [44] 4pt-Liu [31] 2AC plane 2AC method
εR εt εR εt εR εt εR εt εR εt εR εt εR εt εR εt
00 0.139 2.412 0.130 2.400 0.229 4.007 0.065 2.469 0.050 2.190 0.066 2.519 0.280 2.243 0.031 1.738
01 0.158 5.231 0.171 4.102 0.762 41.19 0.137 4.782 0.125 11.91 0.105 3.781 0.168 2.486 0.025 1.428
02 0.123 1.740 0.126 1.739 0.186 2.508 0.057 1.825 0.044 1.579 0.057 1.821 0.213 1.975 0.030 1.558
03 0.115 2.744 0.108 2.805 0.265 6.191 0.064 3.116 0.069 3.712 0.062 3.258 0.238 1.849 0.037 1.888
04 0.099 1.560 0.116 1.746 0.202 3.619 0.050 1.564 0.051 1.708 0.045 1.635 0.116 1.768 0.020 1.228
05 0.119 2.289 0.112 2.281 0.199 4.155 0.054 2.337 0.052 2.544 0.056 2.406 0.185 2.354 0.022 1.532
06 0.116 2.071 0.118 1.862 0.168 2.739 0.053 1.757 0.092 2.721 0.056 1.760 0.137 2.247 0.023 1.303
07 0.119 3.002 0.112 3.029 0.245 6.397 0.058 2.810 0.065 4.554 0.054 3.048 0.173 2.902 0.023 1.820
08 0.116 2.386 0.111 2.349 0.196 3.909 0.051 2.433 0.046 2.422 0.053 2.457 0.203 2.569 0.024 1.911
09 0.133 1.977 0.125 1.806 0.179 2.592 0.056 1.838 0.046 1.656 0.058 1.793 0.189 1.997 0.027 1.440
10 0.127 1.889 0.115 1.893 0.201 2.781 0.052 1.932 0.040 1.658 0.058 1.888 0.223 2.296 0.025 1.586
Table 2. Runtime of RANSAC averaged over KITTI sequences combined with different solvers (unit: s).
Methods 17pt-Li [29] 8pt-Kneip [24] 6pt-St. [19] 4pt-Lee [28] 4pt-Sw. [44] 4pt-Liu [31] 2AC plane 2AC method
Mean time 52.82 10.36 79.76 0.85 0.63 0.45 0.07 0.09
Standard deviation 2.62 1.59 4.52 0.093 0.057 0.058 0.0071 0.0086
-300 -200 -100 0 100 200 300
X / m
0
100
200
300
400
500
Z
/m
(a) 8pt-Kneip
-300 -200 -100 0 100 200 300
X / m
0
100
200
300
400
500
Z
/m
(b) 4pt-Sweeney
-300 -200 -100 0 100 200 300
X / m
0
100
200
300
400
500
Z
/m
 1.127
19.107
37.086
55.066
73.045
(c) 2AC method
Figure 5. Estimated trajectories without any post-refinement. The relative pose measurements between consecutive frames are directly
concatenated. Colorful curves are estimated trajectories with 8pt-Kneip [24], 4pt-Sweeney [44] and 2AC method. Black curves
with stars are ground truth trajectories. Best viewed in color.
To visualize the comparison results, the estimated tra-
jectory for sequence 00 is plotted in Fig. 5. We are di-
rectly concatenating frame-to-frame relative pose measure-
ments without any post-refinement. The trajectory for the
2AC method is compared with the two best performing
comparison methods in sequence 00 based on Table 1:
the 8pt-Kneip method in 6DOF motion case and the
4pt-Sweeney method in 4DOF motion case. Since all
methods were not able to estimate the scale correctly, in
particular for the many straight parts of the trajectory, the
ground truth scale is used to plot the trajectories. Then the
trajectories are aligned with the ground truth and the color
along the trajectory encodes the absolute trajectory error
(ATE) [43]. Even though all trajectories have a significant
accumulation of drift, it can still be seen that the proposed
2AC method has the smallest ATE among the compared
trajectories.
7. Conclusion
By exploiting the affine parameters, we have proposed
four solutions for the relative pose estimation of a multi-
camera system. A minimum of two affine correspondences
is needed to estimate the 6DOF relative pose of a multi-
camera system. Under the planar motion assumption, we
present two solvers to recover the planar motion of a multi-
camera system, including a minimal solver with a single
affine correspondence and a solver with two affine corre-
spondences. In addition, a minimal solution with two affine
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correspondences is also proposed to solve for the relative
pose of the multi-camera system with known vertical di-
rection. The assumptions taken in these solutions are com-
monly met in road driving scenes. We evaluate the latter
two solutions on synthetic data and real image sequence
datasets. The experimental results clearly showed that the
proposed methods provide better efficiency and accuracy
for relative pose estimation in comparison to state-of-the-
art methods.
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Supplementary Material
A. Relative Pose Estimation under General
Motion
A.1. Solution using Gro¨bner basis method
For affine correspondence (xij ,x′ij ,A), we get three
polynomials for six unknowns {qx, qy, qz, tx, ty, tz} from
Eqs. (4) and (9). After separating qx, qy , qz from tx, ty , tz ,
we arrive at equation system
1
1 + q2x + q
2
y + q
2
z
M11 M12 M13 M14M21 M22 M23 M24
M31 M32 M33 M34

︸ ︷︷ ︸
M(qx,qy,qz)

tx
ty
tz
1
 = 0,
(24)
where the elements Mij (i = 1, . . . , 3; j = 1, . . . , 4) of the
coefficient matrix M(qx, qy, qz) are formed by the polyno-
mial coefficients and three unknown variables qx, qy, qz:
M(qx, qy, qz) =
[2] [2] [2] [2][2] [2] [2] [2]
[2] [2] [2] [2]
 , (25)
where [N ] denotes a polynomial of degree N in variables
qx, qy, qz .
For the general case, Eq. (24) imposes three independent
constraints on six unknowns {qx, qy, qz, tx, ty, tz}. Thus
two affine correspondences are enough to recover the rel-
ative pose of a multi-camera system under 6DOF general
motion. Hence, we get an equation system of 6 independent
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constraints from 2 affine correspondences in similar form as
Eq. (24). These constraints are stacked into six equations in
six unknowns:
1
1 + q2x + q
2
y + q
2
z

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
M51 M52 M53 M54
M61 M62 M63 M64

︸ ︷︷ ︸
M6×4

tx
ty
tz
1
 = 0,
(26)
Since M6×4/(1 + q2x + q
2
y + q
2
z) has a null vector, its
rank must be at most three. Thus, all the 4 × 4 sub-
determinants of M6×4/(1 + q2x + q
2
y + q
2
z) must be zero.
In this paper, three sub-matrices which give three equations
in three unknowns qx, qy, qz are choose as follows:
det( 11+q2x+q2y+q2z

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44
) = 0
det( 11+q2x+q2y+q2z

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M51 M52 M53 M54
) = 0
det( 11+q2x+q2y+q2z

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M61 M62 M63 M64
) = 0
(27)
The hidden variable resultant method [9] is used to solve
for the unknowns of Eq. (27). By grouping the unknowns
qx, qy , qz with the known coefficients, we obtain an equa-
tion system with 84 monomials which consist of qx, qy , qz .
Note that the coefficients are divided by 1 + q2x + q
2
y + q
2
z ,
which reduces the polynomial degree and improves the effi-
ciency of the solution. The final solver was obtained by the
automatic solver generator of [26]. This equation system
has a maximum polynomial degree of 6.
B. Relative Pose Estimation Under Planar Mo-
tion
B.1. Details about the coefficient matrix M(qy)
Refer to Eq. (12) in the paper, three constraints obtained
from two affine correspondences are stacked into 3 equa-
tions in 3 unknowns. The elements Mij (i = 1, . . . , 3; j =
1, . . . , 3) of the coefficient matrix M(qy) are formed by
the polynomial coefficients and one unknown variable qy ,
which can be described as:
M(qy) =
[2] [2] [2][2] [2] [2]
[2] [2] [2]
 , (28)
where [N ] denotes a polynomial of degreeN in variable qy .
B.2. Degenerate Case
y y
xz
x
z
𝐑, 𝐭 =?
𝐂i 𝐂j
𝐑′, 𝐭′
𝐯
𝐑i, 𝐭i 𝐑j, 𝐭j
frame k frame k+1
Figure 6. Relative pose estimation for a multi-camera system.
Proposition 1. Consider a multi-camera system which is
under planar motion. Assume the following three condi-
tions are satisfied. (1) The rotation axis is y-axis, and the
translation is on xz-plane. (2) There is one affine corre-
spondence across camera Ci in frame k and camera Cj
in frame k + 1 (Ci and Cj can be the same or not). (3)
The optical centers of camera Ci and Cj have the same y-
coordinate. Then this case is degenerate. Specifically, the
rotation can be correctly recovered, while the translation
can not.
Proof. Figure 6 illustrates the case described in the propo-
sition. Our proof is based on the following observation:
whether a case is degenerate is independent of the pose
solvers. Based on this point, we construct a new minimal
solver which is different from the proposed solver in the
main text.
(i) Since the multi-camera system is rotated by y-axis,
the camera Ci in frame k and camera Cj in frame k+1 are
under motion with known rotation axis. Thus we can use
the 1AC-method for perspective cameras [14] to estimate
the relative pose between Ci and Cj . This is a minimal
solver since one AC provides 3 independent constraints and
there are three unknowns (1 for rotation, 2 for translation by
excluding scale-ambiguity). Denote the recovered rotation
and translation between Ci and Cj as (R′, t′), where t′ is
a unit vector. The scale of the translation vector cannot be
recovered at this moment. Denote the unknown translation
scale as λ.
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(ii) From Fig. 6, we have[
R t
0 1
]
=
[
Rj tj
0 1
] [
R′ λt′
0 1
] [
Ri ti
0 1
]−1
=
[
RjR
′RTi λRjt
′ + tj −RjR′RTi ti
0 1
]
.
(29)
From Eq. (29), we have
R = RjR
′RTi , (30)
t = λRjt
′ + tj −RjR′RTi ti. (31)
From Eq. (30), the rotation R between frame k and frame
k + 1 for the multi-camera system can be recovered. From
Eq. (31), we have
λ(Rjt
′)− t+ (tj −Rti) = 0. (32)
In Eq. (32), note that t = [tx, 0, tz]T due to planar motion.
Thus this linear equation system has 3 unknowns {λ, tx, tz}
and 3 equations. Usually the unknowns can be uniquely
determined by solving this equation system. However, if
the second entry of Rjt′ is zero, it can be verified that λ
becomes a free parameter. In other words, the scale cannot
be determined and this is a degenerate case.
(iii) Finally, we exploit the geometric meaning of the de-
generate case, i.e., the second entry of Rjt′ is zero. Denote
the normalized vector originated from Ci to Cj as v. Since
v represents the normalized translation vector between Ci
and Cj , the coordinates of v in reference of camera Cj is
t′. Further, the coordinates of v in frame k + 1 is Rjt′.
The second entry of Rjt′ is zero means that the endpoints
of v have the same y-coordinate in frame k + 1, which is
the condition (3) in the proposition.
C. Relative Pose Estimation with Known Ver-
tical Direction
Refer to Eq. (23) in the paper, four constraints obtained
from two affine correspondences are stacked into 4 equa-
tions in 4 unknowns. The elements M˜ij (i = 1, . . . , 4; j =
1, . . . , 4) of the coefficient matrix M˜(qy) are formed by
the polynomial coefficients and one unknown variable qy ,
which can be described as:
M˜(qy) =

[2] [2] [2] [2]
[2] [2] [2] [2]
[2] [2] [2] [2]
[2] [2] [2] [2]
 , (33)
where [N ] denotes a polynomial of degreeN in variable qy .
D. Experiments
D.1. Efficiency comparison
The runtimes of our solvers and the comparative
solvers are evaluated on an Intel(R) Core(TM) i7-7800X
3.50GHz. All algorithms are implemented in C++. Meth-
ods 17pt-Li, 8pt-Kneip and 6pt-Stewenius are
provided in the OpenGV library. We implemented solver
4pt-Lee. For methods 4pt-Sweeney and 4pt-Liu,
we used their publicly available implementations from
GitHub. The average, over 10 000 runs, processing times
of the solvers are shown in Table 3. The runtimes of the
methods 1AC plane , 2AC plane and 4pt-Liu are
the lowest, because these methods solve the 4-degree poly-
nomial equation. The 2AC method which solves the 6-
degree polynomial equation also requires low computation
time.
D.2. Numerical stability
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Figure 7. Probability density functions over estimation errors in
the noise-free case (10 000 runs). The horizontal axis repre-
sents the log10 errors and the vertical axis represents the den-
sity. (a) reports the rotation error. (b) reports the transla-
tion error. The proposed 1AC plane method, 2AC plane
method and 2AC method are compared against 17pt-Li [29],
8pt-Kneip [24], 6pt-Stewe´nius [19], 4pt-Lee [28],
4pt-Sweeney [44] and 4pt-Liu [31].
Figure 7 reports the numerical stability of the solvers
in the noise-free case. The procedure is repeated 10 000
times. The empirical probability density functions (vertical
axis) are plotted as the function of the log10 estimated errors
(horizontal axis). Methods 1AC plane, 2AC plane,
2AC method, 17pt-Li [29], 4pt-Lee [28] and
4pt-Sweeney [44] are numerically stable. It can also
be seen that the 4pt-Sweeney method has a small peak,
both in the rotation and translation error curves, around
10−2. The 8pt-Kneip method based on iterative opti-
mization is susceptible to falling into local minima. Due to
the use of first-order approximation of the relative rotation,
the 4pt-Liu method inevitably has greater than zero error
in the noise-free case.
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Table 3. Run-time comparison of motion estimation algorithms (unit: µs).
Methods 17pt-Li [29] 8pt-Kneip [24] 6pt-St. [19] 4pt-Lee [28] 4pt-Sw. [44] 4pt-Liu [31] 1AC plane 2AC plane 2AC method
Timings 43.3 102.0 3275.4 26.5 22.2 3.7 3.6 3.6 17.8
D.3. Motion with known vertical direction
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Figure 8. Rotation and translation error under forward motion. The
upper row: rotation error, the bottom row: translation error. (a)(d):
vary image noise. (b)(e) and (c)(f): vary IMU angle noise and fix
the standard deviation of image noise as 1.0 pixel.
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Figure 9. Rotation and translation error under sideways motion.
The upper row: rotation error, the bottom row: translation error.
(a)(d): vary image noise. (b)(e) and (c)(f): vary IMU angle noise
and fix the standard deviation of image noise as 1.0 pixel.
In this section we show the performance of the pro-
posed 2AC method under forward and sideways mo-
tion. Figure 8 shows the performance of the pro-
posed 2AC method under forward motion. Figure 9
shows the performance of the proposed 2AC method un-
der sideways motion. The results demonstrate that the
2AC method performs better than all compared methods
against image noise and provides comparable accuracy for
increasing IMU noise.
D.4. Cumulative errors distributions
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Figure 10. Empirical cumulative error distributions for KITTI se-
quence 00. (a) reports the rotation error. (b) reports the trans-
lation error. The proposed 1AC plane method, 2AC plane
method and 2AC method are compared against 17pt-Li [29],
8pt-Kneip [24], 6pt-Stewe´nius [19], 4pt-Lee [28],
4pt-Sweeney [44] and 4pt-Liu [31].
We also show the empirical cumulative error distribu-
tions for KITTI sequence 00. These values are calculated
from the same values which were used for creating Table 1
in the paper. Figure 10 shows the proposed 2AC method
offers the best overall performance in comparison to state-
of-the-art methods.
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