Abstract: In this paper, we are concerned with Crank-Nicolson like schemes for:
1 Introduction.
Setting of the problem.
The aim of this paper is to discuss the behaviour of two schemes for the timeenvelope approximation in plasma physics studied in 3]. Let us rst recall what is the time-envelope approximation in plasma Physics. In a plasma medium, the electrostatic eld E statis es the following wave equation: where ! pe is the electronic plasma pulsation, v th is the termal velocity of the electrons and " 0 is the dielectric constant of vaccum. The constants N 0 and T e are respectively the average density of ions and the elctronic temperature. This approximation is valid in the static limit for ions see 7] . Due to the size of the coe cients, solutions to this equation are hightly oscillatory and are known as Langmuir waves. Mathematicaly, these oscillations can be described through the change of function:
E(x; t) = Re(E !pe e ?i!pet ): The function E !pe is supposed to be the slowly varying part of the electric eld. Preciselly, in physical text, the assumption that is made is @ t E !pe << ! pe E !pe .
After rescalling, this approximation can be shown to be equivalent to perform the limit ! ! 1 in T ! T 0 ; and on the other hand, for any T < T 0 , E ! converges to E on 0; T] in C( 0; T]; H 2 ) while @ t E ! oscillates at frequency ! 2 around the value @ t E, except in the compatible case, that is when E 1 = i( E 0 + jE 0 j 2 E 0 ). In the non-compatible case, E ! ? E oscillates at frequency ! 2 and these oscillations are of order of magnitude 1=! 2 . It follows that the oscillatory part of the solution is physicaly relevent since it describes the second order term of the solution to (NLW ! ). It is therefore interesting to compute both the average and the oscillatory parts of the solution. The aim of this paper is to study two kinds of time-discretization to bring to the fore the behavior of the oscillatory and the average parts. These phenomena can be more easily observed through the following splitting introduced in 2] . Let The initial data for F and G are recovered from E 0 and E 1 (see 2] for details). It is clear on this splitting that F converges to E while G is the oscillatory part of E ! . The aim of this paper is to propose some schemes in order to investigate numerically the preceeding approximation. We study two schemes of Crank-Nicolson type for (NLW ! ) using this splitting for the associated discrete operators.
1. Analogously, we introduce the two following schemes for (NLW ! ): = f , E 0 ? E ?1 t = g: One one hand, we are able to prove existence, uniqueness and convergence of the discrete sequences E n for both schemes. There are no conditions on the relative size of ! and t for scheme (S 2 ) while we need to impose that ! 4 t is bounded for (S 1 ) to derive uniform properties in ! and t. On the other hand, one shows that the second schemes is conservative while the rst one is dissipative. One of the aim of this paper is to investigate the e ect of this dissipation on the discrete solutions; we prove that the discret solution given by (S 2 ) behaves like the continuous one, particularly for the oscillatory part (see the numerical experiments at the end of this paper). Moreover the dissipation for (S 1 ) is exponentially strong in ! for the oscillatory part of E n , so that the numerical solution obtained thanks to (S 1 ) is the mean value of the solution to (NLW ! ). We next denote by u t (t) the piecewise constant function which value on n t; (n + 1) t is u n . With these notations, the discret Duhamel formulation (2.4) for (2.5) reads: u t ((n + 1) t) = S t ((n + 1) t)u 0 ? 2 + 2 n X k=0 tS t (n t ? k t)Bf(u t ((k + 1) t); u t (k t))(u t ((k + 1) t + u t (k t)): In the 1-D case, one can apply theorem 2.1 with s = 1(> 1 2 ), so that one obtain global existence when < 0 or ( > 0 and < 2). In the 2-D case, unfortunatly, we are not able to prove local existence in H 1 so that the only way to obtain global existence when = 1 and < 0 is to use Brezis-Gallou et technique 4] . ii) Let us write the Duhamel formula for u(t) solution of (NLS) between 0 and (n + 1) t:
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Substracting this identity from (2.6) and taking the H s norm leads to
In order to control the r.h.s of (2.9), one writes each integral on the following 
we introduce the two following schemes. 
We now present the discret equivalents of (3.1) and (3.2) for (S 1 ) and (S 2 ). Proof: The proofs are standard, we omit them.
Remark 3.1 It is clear that (S 2 ) has exactly the same invariants as the continuous problem, while the last term of the l.h.s of (3.4) is clearly a temporal di usion term of order of magnitude t ! 2 . We will come back on this di usion term in the last part of the paper. 4 Splitting of the schemes (S 1 ) and (S 2 ) In the continuous case, the following splitting was introduced in 2] for (NLW ! ): E = F + G; The nature of the operators and will give us some informations on the behaviour of the schemes. We still have to determine ( 1 ; 2 ). We deal with both schemes separately.
Splitting for (S 1 )
Using (4.7) and (4.8), one writes (4.14) Plugging (4.11)-(4.14) into (S 1 ) and using the fact that X 1 and X 2 verify the caracteristic equation (4.5) Applying this identity with n = ?1 leads to F 0 + G 0 = E 0 ; X 2 F 0 + X 1 G 0 = X 1 X 2 E ?1 ; which leads to the result.
Splitting for (S 2 )
The same technique works for (S 2 ). The case of (S 2 ) is easier since one nd explicit and usefull values for X 1 5 Existence and convergence.
Using these framworks, we will prove existence and convergence for (S 1 ) and (S 2 ), for xed !.
Study of (S 1 ).
We work on the version of (S 1 ) given in proposition 4. 
are bounded by jrfj L 2. The equation (5.11) becomes:
The last term of the right hand side of this estimate is bounded thanks to the di usion term of (5.12), and one obtains: Using lemma 5.3 , one could work directly on the initial scheme (S 1 ). However, we think that it is more interesting to caracterize the behaviour of F and G which are respectively the Schr odinger and the oscillatory part of the solution.
Study of (S 2 ).
The case of (S 2 ) is easier. The result is the same that the one of theorem 5.1:
2 ) that may depend on t and such that ( where (F t ; G t ) is the piecewise constant function which value at point t = n t is (F n ; G n ).
On one hand, since X 1 and X 2 are unitary operators, the semigroups X For the scheme (S1), under the condition ! 2 t = 1 (which does not satisfy the stability condition ! 4 t K), one obtains at the rst order when t ! 0 that X 2 ! 1+i 2 , and X 1 ! 1, so that the linear part on G n can be written as e ?i T e ?T ; and we recover the correct behaviour for G n on short time scale; the oscillations are however dampted in exponentially in time. On the contrary, for scheme (S 2 ), let us take ! 2 = 1 t : in order to capture the oscillations at the frequency ! 2 , on has to take t at least smaller than 1 ! 2 . ThenX E n and E n?1 are given by the previous time steps.
To nd E n+1 , we use a xed point procedure to solve 1 This semi-implicit procedure has the advantage to preserve, at each internal step, the invariant (3.3) for (S 1 ) (or (3.5) for (S 2 )), and therefore it is more stable than the explicit version. About blowing up : if ! is large enough, the solution of (NLW ! ) seems to blow up allways before that of (NLS) and the existence time T ! seems to be an increasing function of !. See gure 1 for which: E(0) = 4e ?20x 2 and @ t E(0) = e ?20x 2 ; t = 10 ?5 : In all the gures, the t-scale is multiplied by 10 3 . Figure 1: jE ! (0; t)j for ! 2 = 10; 10 2 ; 10 3 ; 10 4 ; 10 5 ; 10 6 computed by (S1).
About oscillations: for ! 2 = 10 5 ; t = 10 ?5 ; E(0) = 4e ?20x 2 and @ t E(0) = e ?20x 2 one can see oscillations with the correct amplitude and frequency by the scheme (S2) while there are no oscillation on the solution computed by (S 1 ) see gure 2 and gure 3. For ! = 10 6 the solution given by (S1) is close to that of the nonlinear Schr odinger equation given by the Crank-Nicolson scheme. However, the behavior near the blow-up time of the solution given by (S2) for ! large is hightly oscillatory so that (S2) is not appropriate in this case. Therefore, both schemes can be usefull: (S1) can be used in order to compute the mean value of the solution to (NLW ! ) until the blow-up time and (S2) in order to compute the oscillations that exist in the physical solution.
