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Einleitung
Die vorliegende Arbeit bescha¨ftigt sich mit dem numerischen Lo¨sen hyperbolischer Systeme
von Erhaltungsgleichungen. Dies sind zeitabha¨ngige Systeme nichtlinearer partieller Differen-
tialgleichungen, die das Verhalten physikalischer Transport- oder Advektionsvorga¨nge model-
lieren.
Im Allgemeinen ist es nicht mo¨glich, diese Systeme nichtlinearer Gleichungen exakt zu lo¨sen,
so daß die Notwendigkeit entsteht, numerische Methoden zu entwickeln, die approximative
Lo¨sungen fu¨r die gegebenen Problemstellungen liefern. Diese Situation trifft allgemein auf
nichtlineare partielle Differentialgleichungen zu, doch die Klasse der hyperbolischen Erhal-
tungsgleichungen spielt eine u¨bergeordnete Rolle. Einerseits beruhen viele praktische Proble-
me aus den Natur– und Ingenieurswissenschaften, vor allem aus dem Bereich der Stro¨mungs-
mechanik, auf hyperbolischen Systemen von Erhaltungsgleichungen, andererseits ist das Ver-
halten dieser partiellen Differentialgleichungen vom mathematischen Standpunkt aus beson-
ders interessant. Hyperbolische Erhaltungsgleichungen besitzen die Eigenschaft, daß ihre
Lo¨sungen, selbst fu¨r stetige Anfangswertbedingungen, Unstetigkeiten aufweisen. Von einer
Lo¨sung im klassischen Sinne kann daher nicht mehr gesprochen werden, und die Einfu¨hrung
eines neuen Lo¨sungsbegriffs wird erforderlich.
Die Tatsache, daß hyperbolische Erhaltungsgleichungen Unstetigkeiten in ihren Lo¨sungen
erzeugen, wirkt sich auch auf die numerische Approximation ihrer Lo¨sungen aus. Einfache
Finite–Differenzen–Verfahren, die fu¨r stetige Lo¨sungen sehr gute numerische Resultate erzie-
len, liefern beim Auftreten von Unstetigkeiten nur sehr schlechte oder gar keine approximati-
ven Lo¨sungen, da sich entweder die Approximationsordnung stark verschlechtert oder Insta-
bilita¨ten auftreten. Typischerweise erzeugen Verfahren erster Ordnung numerische Lo¨sungen,
die in der Na¨he der Unstetigkeiten zu stark gla¨ttend wirken, wa¨hrend Verfahren zweiter oder
ho¨herer Ordnung Oszillationen in der Umgebung der Unstetigkeiten verursachen, die die Sta-
bilita¨t des Verfahrens zersto¨ren ko¨nnen. Ziel ist daher die Konstruktion stabiler numerischer
Methoden mit hoher Approximationsordnung, die Unstetigkeiten hochaufgelo¨st darstellen.
Um diese teilweise gegensa¨tzlichen Anforderungen mo¨glichst gut zu erfu¨llen, wurden in den
letzten Jahren verschiedenste technisch hochentwickelte Differenzenverfahren, wie beispiels-
weise die TVD– [23], ENO– [25, 62] oder WENO–Methoden [59], konstruiert. Sie beruhen
auf der grundlegenden Idee, ku¨nstliche nichtlineare Diffusionsterme in Verfahren ho¨herer Ord-
nung zu integrieren, die Oszillationen in der Umgebung von Unstetigkeiten durch Erho¨hung
der Dissipation reduzieren. Allerdings fu¨hren diese hochentwickelten Methoden oft zu im-
plizit definierten Diffusionstermen, die die mathematische Untersuchung der resultierenden
Verfahren sehr aufwendig oder unmo¨glich machen. Daru¨ber hinaus ist der rechentechnische
Aufwand dieser Verfahren sehr hoch.
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Im Gegensatz zu diesen ausgefeilten aber rechenzeitintensiven Methoden untersuchen wir
in der vorliegenden Arbeit diskrete Filterroutinen der Bildverarbeitung, die wir als nichtli-
neare Diffusionsterme interpretieren. Durch ihre Integration in einfache Differenzenverfahren
ho¨herer Ordnung konstruieren wir neue Methoden fu¨r die Approximation hyperbolischer Er-
haltungsgleichungen. Die resultierenden Verfahren besitzen explizit gegebene Diffusionsterme
und berechnen numerische Lo¨sungen aufgrund der Einfachheit der verwendeten Differenzen-
verfahren mit geringem Aufwand.
Auf dem ersten Blick erscheint die Anwendung von Filterroutinen der Bildverarbeitung im
Kontext numerischer Lo¨sungen von Erhaltungsgleichungen fragwu¨rdig, doch bei genauerer
Betrachtung la¨ßt sich eine weitgehende U¨bereinstimmung der im jeweiligen Anwendungsge-
biet verfolgten Ziele feststellen. Die Aufgabe der Bildverarbeitung, ein durch Rauschen und
U¨bertragungsfehler gesto¨rtes Bild wiederherzustellen, ohne dabei Bildstrukturen wie Ecken
und Kanten zu zersto¨ren, ist vergleichbar mit der Aufgabe, die Oszillationen numerischer
Lo¨sungen von Erhaltungsgleichungen zu entfernen, ohne die Unstetigkeiten unno¨tig stark zu
gla¨tten.
Die Tatsache, daß viele Methoden der Bildverarbeitung auf der Theorie numerischer Lo¨sun-
gen von Erhaltungsgleichungen beruhen, besta¨tigt die Verwandtschaft beider Bereiche und
unterstu¨tzt die Vermutung, daß auch der umgekehrte Weg sinnvoll eingeschlagen werden
kann.
In der Dissertation von Grahs [21] wird diese Richtung erstmals beschritten, indem anisotro-
pe Diffusionsmodelle, die mit dem Perona–Malik–Modell der Bildverarbeitung verwandt sind,
erfolgreich in mehrdimensionale numerische Verfahren fu¨r Erhaltungsgleichungen eingebaut
werden. Ein eindimensionaler Ansatz, der ebenfalls zu einer Diffusion a¨hnlich dem Perona–
Malik–Modell fu¨hrt, wurde vor kurzem von Wei [74] vero¨ffentlicht, wobei seine resultierenden
Verfahren mit den ENO– und WENO–Methoden vergleichbar sind.
Wir folgen diesem neuen Ansatz und untersuchen weitere nichtlineare Filtermethoden der
Bildverarbeitung auf ihre Anwendbarkeit auf numerische Lo¨sungen von Erhaltungsgleichun-
gen.
Dabei orientieren wir uns zuna¨chst an zwei diskreten TV–Filtern der Bildverarbeitung, die
wir auf den Kontext numerischer Approximationen von Erhaltungsgleichungen u¨bertragen
und als nichtlineare Dissipation in einfache Differenzenverfahren ho¨herer Ordnung integrie-
ren. Numerische Simulationen besta¨tigen die Leistungsfa¨higkeit dieser Dissipationen, die ty-
pischen Oszillationen einfacher numerischer Verfahren ho¨herer Ordnung zu reduzieren, ohne
die Unstetigkeiten der Lo¨sungen unno¨tig stark zu gla¨tten. Selbst das instabile Zentrale–
Differenzen–Verfahren zweiter Ordnung la¨ßt sich durch die nichtlinearen Filterroutinen sta-
bilisieren. Allerdings fu¨hren einige der neu konstruierten numerischen Methoden zu Verschie-
bungsfehlern in den Lo¨sungen, die nicht zufriedenstellend eliminiert werden ko¨nnen. Dennoch
zeigen diese ersten Resultate, daß die nichtlinearen Filter der Bildverarbeitung geeignete und
einfache Dissipationen fu¨r Differenzenverfahren ho¨herer Ordnung darstellen ko¨nnen, so daß
wir diese Methoden in der vorliegenden Arbeit genauer untersuchen und verschiedenste neue
Lo¨sungsverfahren fu¨r hyperbolische Erhaltungsgleichungen entwickeln. Dabei beru¨cksichtigen
wir sowohl kontinuierliche Filteransa¨tze, die auf Ideen der Bildverarbeitung basieren, als auch
vollsta¨ndig diskrete Methoden. Fu¨r die zweidimensionalen Testfa¨lle implementieren wir die
resultierenden Verfahren erstmals auf unstrukturierten Gittern.
3Gliederung der Arbeit
Die Arbeit ist in vier Kapitel unterteilt. Im ersten Kapitel werden die grundlegenden Eigen-
schaften hyperbolischer Erhaltungsgleichungen zusammengefaßt und die numerischen Metho-
den fu¨r ihre Diskretisierung und Lo¨sung erla¨utert. Daru¨ber hinaus werden die im Verlauf der
Arbeit verwendeten Testfa¨lle vorgestellt.
Das zweite Kapitel ist der allgemeinen Herleitung nichtlinearer Filter gewidmet. Einerseits
wird auf den Variationsansatz und auf Ansa¨tze basierend auf partiellen Differentialgleichun-
gen als klassische Methoden der Bildverarbeitung eingegangen, andererseits werden die ersten
vollsta¨ndig diskreten Filterkonstruktionen fu¨r Erhaltungsgleichungen dargestellt. Mit Hilfe
der kontinuierlichen Gleichung, die fu¨r einen diskreten Filter entwickelt wird, kann ein Zu-
sammenhang zu den klassischen Filterherleitungen aufgezeigt werden.
In Kapitel drei stellen wir zwei TV–Filter aus der Bildverarbeitung vor, die wir auf die Situati-
on hyperbolischer Erhaltungsgleichungen anpassen und als ku¨nstliche Dissipation in einfache
Differenzenverfahren ho¨herer Ordnung integrieren. Die daraus resultierenden Lo¨sungsmetho-
den werden in ein– und zweidimensionale Testfa¨lle implementiert, die die Leistungsfa¨higkeit
dieser neuen Algorithmen demonstrieren. Da einige dieser neuen Verfahren einen Verschie-
bungsfehler in der Lo¨sung produzieren, der auf die jeweilige Diskretisierung zuru¨ckzufu¨hren
ist, entwickeln wir fu¨r die zugrundeliegende kontinuierliche Gleichung eine Reihe neuer Diskre-
tisierungen und untersuchen ihre numerischen Eigenschaften. Da die resultierenden Lo¨sungs-
verfahren stets eine Diskretisierung der Gleichung ut = (sgnux)x enthalten, wird diese Glei-
chung im letzten Teil des Kapitels gesondert betrachtet, und ihre mathematischen und nu-
merischen Eigenschaften werden analysiert.
Im vierten Kapitel entwickeln wir, aufbauend auf Ideen der Bildverarbeitung und der vollsta¨n-
dig diskreten Filterkonstruktion, verschiedene neue Filteralgorithmen fu¨r die numerische Ap-
proximation hyperbolischer Erhaltungsgleichungen.
Im ersten Abschnitt konstruieren wir eine kontinuierliche Gleichung, die als Extrema–Diffusion
interpretiert werden kann, und demonstrieren verschiedene Diskretisierungsmo¨glichkeiten mit
ihren zugeho¨rigen numerischen Resultaten. Wie bereits in Kapitel drei beobachtet, produ-
zieren auch hier einige Diskretisierungen Verschiebungsfehler in der numerischen Lo¨sung. Da
die Filteralgorithmen eine sehr einfache Struktur aufweisen, kann eine von Neumann–Analyse
durchgefu¨hrt werden, die die Entstehung des Verschiebungsfehlers allerdings nicht erkla¨rt.
Im zweiten Teil des Kapitels stellen wir eine neue Implementierungsmo¨glichkeit der als ku¨nst-
liche Dissipation betrachteten nichtlinearen Filter vor, die auf einer Zerlegung des Eingangs-
datensatzes in einen hoch– und einen niederfrequenten Anteil basiert. Wir zeigen, daß das Ver-
fahren qualitativ mit dem Soft Wavelet Shrinkage, einem zurzeit hochaktuellem Forschungs-
gebiet der Bildverarbeitung, u¨bereinstimmt.
Der letzte Abschnitt ist der Entwicklung neuer vollsta¨ndig diskreter Filterroutinen gewidmet,
die wir in einfache Differenzenverfahren ho¨herer Ordnung integrieren. Die Leistungsfa¨higkeit
der resultierenden Algorithmen wird anhand verschiedener Testfa¨lle fu¨r die eindimensionalen
Eulergleichungen u¨berpru¨ft.
Eine Zusammenfassung der pra¨sentierten Ergebnisse sowie ein Ausblick auf weiterfu¨hrende
Zielsetzungen schließt die Arbeit ab.
4 EINLEITUNG
1 Grundlagen
Wie in der Einleitung dargestellt, bescha¨ftigen wir uns in der vorliegenden Arbeit mit der In-
tegration diskreter, nichtlinearer Filter der Bildverarbeitung in einfache Differenzenverfahren
ho¨herer Ordnung, um auf diese Weise neue Methoden fu¨r die numerische Lo¨sung hyperboli-
scher Erhaltungsgleichungen zu entwickeln.
Bevor wir auf die Konstruktion dieser Algorithmen na¨her eingehen, geben wir zuna¨chst einen
kurzen U¨berblick u¨ber die grundlegenden Eigenschaften hyperbolischer Erhaltungsgleichun-
gen und ihrer numerischen Approximation.
Daru¨ber hinaus stellen wir am Ende des Kapitels die im Verlauf der Arbeit verwendeten
Testfa¨lle fu¨r die numerischen Simulationen vor.
1.1 Hyperbolische Erhaltungsgleichungen
Viele Problemstellungen der Natur– und Ingenieurswissenschaften, insbesondere der Bereich
der Gasdynamik, fu¨hren zu der Untersuchung nichtlinearer hyperbolischer Erhaltungsglei-
chungen. Die Tatsache, daß die Lo¨sungen hyperbolischer Gleichungen selbst bei stetigen
Anfangs– oder Randwerten unstetig sein ko¨nnen, ist verantwortlich fu¨r das große Interes-
se, daß diesem Gebiet seit Jahrzehnten entgegen gebracht wird. Klassische Eindeutigkeits–
und Existenzaussagen fu¨r Lo¨sungen hyperbolischer Erhaltungsgleichungen sind aufgrund der
entstehenden Unstetigkeiten nicht la¨nger anwendbar und eine neue Definition des Lo¨sungs-
begriffs ist notwendig.
In einer Raumdimension sind die hyperbolischen Erhaltungsgleichungen durch
∂
∂t
u(x, t) +
∂
∂x
f(u(x, t)) = 0 (1.1)
gegeben, wobei u : R×R → Rm der m–dimensionale Vektor der Erhaltungs– oder Zustands-
gro¨ßen ist. In einem stro¨mungsdynamischen Problem sind dies beispielsweise Masse, Impuls
und Energie. Fu¨r die ite Zustandsvariable bezeichnet ui die zugeho¨rige Dichtefunktion, das
heißt, daß ∫ x2
x1
ui(x, t) dx
die Gesamtmenge dieser Zustandsgro¨ße im Intervall [x1, x2] zum Zeitpunkt t darstellt. Die
Erhaltungseigenschaft bedeutet dabei, daß
∫∞
−∞ ui(x, t) dx hinsichtlich t konstant ist. Die
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Funktion ui, die die ra¨umliche Verteilung der Zustandsgro¨ße zur Zeit t darstellt, a¨ndert sich
dagegen im Laufe der Zeit. Die Funktion f(u), f : Rm → Rm, heißt Flußfunktion. Fu¨r
einen gegebenen Punkt (x, t) beschreibt sie die Durchflußmenge, kurz den Fluß, jeder Zu-
standsgro¨ße, wobei der Fluß der iten Komponente durch die Funktion fi(u(x, t)) gegeben
ist. Fu¨r Gleichung (1.1) ist vorauszusetzen, daß sich der Fluß jeder Zustandsvariablen fu¨r
(x, t) berechnen la¨ßt, sobald die Verteilung u(x, t) bekannt ist. Die Flußfunktionen sind im
Allgemeinen nichtlineare Funktionen von u, was zu nichtlinearen Systemen partieller Diffe-
rentialgleichungen fu¨hrt.
Um gegebene Problemstellungen mit Hilfe der Erhaltungsgleichungen zu modellieren, sind
zusa¨tzlich zu Gleichung (1.1) bestimmte Anfangs– oder Randwertbedingungen notwendig,
die aus der Problemstellung hergeleitet werden mu¨ssen. Das einfachste Problem ist das reine
Anfangswert– oder Cauchy–Problem, das (1.1) fu¨r alle −∞ < x < ∞ und t ≥ 0 erfu¨llt und
dessen Anfangswert gema¨ß
u(x, 0) = u0(x), −∞ < x <∞,
gegeben ist.
Die Hyperbolizita¨t von (1.1) ist abha¨ngig von der Jacobi–Matrix f ′(u) der Flußfunktion.
Sind die Eigenwerte von f ′(u) fu¨r jedes u reell und existiert eine vollsta¨ndige Menge von
m linear unabha¨ngigen Eigenvektoren, das heißt, ist die Matrix f ′(u) diagonalisierbar, so
ist das System (1.1) hyperbolisch. Im Gegensatz zu parabolischen und elliptischen partiel-
len Differentialgleichungen, die diffusive beziehungsweise ausgleichende Prozesse beschreiben,
modellieren hyperbolische Gleichungen Transport– und Advektionsvorga¨nge.
Der Name Erhaltungsgleichungen beruht darauf, daß diese Gleichungen die Erhaltungsprin-
zipien der Physik, die Erhaltung der Masse, des Impulses und der Energie in einem abge-
schlossenen System, verko¨rpern. Um zu verdeutlichen, wie die Erhaltungsgleichungen aus den
Gesetzen der Physik abgeleitet werden, entwickeln wir im Folgenden die Gleichung fu¨r die
Massenerhaltung in einem eindimensionalen Flußproblem.
Als Beispiel fu¨r ein solches Flußproblem ko¨nnen wir uns das Stro¨men eines Gases durch ein
Rohr vorstellen. Bezeichnet die skalare Zustandsgro¨ße ρ(x, t) die Gasdichte an der Stelle x
zum Zeitpunkt t, so ist die Gesamtmasse m(t) des Gases in jedem beliebigen Intervall [x1, x2]
durch
m(t) =
∫ x2
x1
ρ(x, t) dx
gegeben. Bei undurchdringlichen Rohrwa¨nden und der Annahme, daß Masse weder neu ent-
stehen noch zersto¨rt werden kann, ist die Massena¨nderung in [x1, x2] lediglich darauf zuru¨ck-
zufu¨hren, daß Gas u¨ber die Intervallra¨nder x1 oder x2 stro¨mt. Bezeichnet v(x, t) die Ge-
schwindigkeit des Gases an der Stelle x zur Zeit t, ist der Gasfluß an diesem Punkt durch
ρ(x, t)v(x, t) gegeben, und die Massena¨nderung im Intervall [x1, x2] wird durch die Differenz
der Flu¨sse in x1 und x2 beschrieben, so daß
d
dt
∫ x2
x1
ρ(x, t) dx = ρ(x1, t)v(x1, t)− ρ(x2, t)v(x2, t) (1.2)
gilt. Durch Zeitintegration von t1 nach t2 la¨ßt sich diese Gleichung weiter umformen zu∫ x2
x1
ρ(x, t2) dx =
∫ x2
x1
ρ(x, t1) dx+
∫ t2
t1
ρ(x1, t)v(x1, t) dt−
∫ t2
t1
ρ(x2, t)v(x2, t) dt (1.3)
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und ergibt einen Ausdruck fu¨r die Masse in [x1, x2] zur Zeit t2 > t1 in Abha¨ngigkeit von m(t1)
und dem Gesamtfluß an den Randpunkten wa¨hrend dieser Zeitspanne. Die Gleichungen (1.2)
und (1.3) heißen Integralformen der Erhaltungsgleichung. Fu¨r die zugeho¨rige Differentialform
sind die Umformungen
ρ(x, t2)− ρ(x, t1) =
∫ t2
t1
∂
∂t
ρ(x, t) dt
und
ρ(x2, t)v(x2, t)− ρ(x1, t)v(x1, t) =
∫ x2
x1
∂
∂x
(ρ(x, t)v(x, t)) dx
in (1.3) einzusetzen, wobei ρ(x, t) und v(x, t) differenzierbar sein mu¨ssen. Es ergibt sich∫ t2
t1
∫ x2
x1
{
∂
∂t
ρ(x, t) +
∂
∂x
(ρ(x, t)v(x, t))
}
dx dt = 0, (1.4)
und da dies fu¨r beliebige Intervalle [x1, x2] und [t1, t2] gelten muß, folgt, daß der Integrant
von (1.4) Null ist, also
∂
∂t
ρ(x, t) +
∂
∂x
(ρ(x, t)v(x, t)) = 0,
beziehungsweise in vereinfachter Schreibweise
ρt + (ρv)x = 0. (1.5)
Dies ist die Differentialform der Erhaltungsgleichung fu¨r die Massenerhaltung. Ist die Ge-
schwindigkeit v(x, t) eine Funktion von ρ(x, t), so ist ρv nur noch von ρ abha¨ngig, ρv = f(ρ),
und Gleichung (1.5) wird zu der skalaren Erhaltungsgleichung
ρt + f(ρ)x = 0.
Auf die Herleitung der Erhaltungsgleichungen fu¨r Impuls und Energie wird an dieser Stelle
verzichtet, eine detaillierte Darstellung findet sich beispielsweise in den Bu¨chern [26] und [39].
Im Folgenden stellen wir kurz die grundlegenden Eigenschaften hyperbolischer Erhaltungs-
gleichungen dar. Zur Vereinfachung gehen wir dabei zuna¨chst von dem eindimensionalen
skalaren Fall aus.
1.1.1 Skalare Erhaltungsgleichungen
Lineare Transportgleichung
Die einfachste skalare Erhaltungsgleichung ist die lineare Transport– oder Advektionsglei-
chung. Sie ergibt sich aus der Massenerhaltungsgleichung (1.5), wenn die Geschwindigkeit v
als konstant angenommen wird. Um sich von der Vorstellung der Dichte zu lo¨sen, fu¨hren wir
die allgemeineren Bezeichnungen u und a ein und erhalten die lineare Transportgleichung
ut + aux = 0. (1.6)
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Das zugeho¨rige Cauchy–Problem ist auf −∞ < x <∞, t ≥ 0 und durch die Anfangswertbe-
dingung u(x, 0) = u0 definiert. Die Lo¨sung dieses Problems fu¨r t ≥ 0 ist
u(x, t) = u0(x− at),
das heißt, der Anfangsdatensatz wird abha¨ngig vom Vorzeichen von a lediglich nach links
oder rechts transportiert. Entlang der Charakteristiken x − at = x0 ist die Lo¨sung u(x, t)
konstant.
Auch fu¨r einen ra¨umlich variablen Koeffizienten besitzt die Transportgleichung
ut + (a(x)u)x = 0
mit stetiger Funktion a(x) Charakteristiken, die durch Kurven, die
x′(t) = a(x(t)),
x(0) = x0
erfu¨llen, gegeben sind. Allerdings ist die Lo¨sung u(x, t) entlang dieser Kurven nicht mehr
konstant, sondern breitet sich mit vera¨nderlicher Geschwindigkeit a(x) aus. Dennoch kann
u(x, t) entlang der Charakteristiken durch einfaches Lo¨sen gewo¨hnlicher Differentialgleichun-
gen berechnet werden. Gilt dabei u0(x) ∈ Ck(−∞,∞), so ist auch die Lo¨sung u(x, t) glatt,
das heißt, u ∈ Ck((−∞,∞)× (0,∞)).
Nichtlineare Gleichungen
Im Folgenden betrachten wir die nichtlineare skalare Erhaltungsgleichung
ut + f(u)x = 0, u(x, 0) = u0(x) (1.7)
fu¨r die f(u) eine nichtlineare, konvexe Funktion von u darstellt.
Das bekannteste Beispiel dieser Klasse von Erhaltungsgleichungen ist Burgers’ Gleichung, fu¨r
die f(u) = 12u
2 gilt, so daß (1.7) die Form
ut + uux = 0 (1.8)
annimmt. Anhand dieser Gleichung la¨ßt sich zeigen, daß die Existenz einer klassischen Lo¨sung
selbst bei glatten Funktionen f und u0 nicht mehr fu¨r alle t gewa¨hrleistet ist.
Die Charakteristiken erfu¨llen
x′(t) = u(x(t), t)
und u(x, t) ist entlang dieser Kurven konstant. Daher ist auch x′(t) konstant, so daß die
Charakteristiken Geraden sind, die durch die Anfangswerte bestimmt werden. Ist u0 eine
glatte Funktion und t klein genug, kann die Lo¨sung von (1.8) durch Lo¨sen von
x = ξ + u(ξ, 0)t (1.9)
nach ξ und Einsetzen gema¨ß u(x, t) = u(ξ, 0) berechnet werden. Fu¨r gro¨ßeres t ko¨nnen sich die
Charakteristiken dagegen schneiden, beispielsweise wenn ein x mit ux(x, 0) < 0 existiert, so
daß (1.9) nicht la¨nger eindeutig lo¨sbar ist. Zu dem Zeitpunkt, an dem sich die Charakteristiken
das erste Mal schneiden, wird die Steigung von u(x, t) unendlich groß und ein Stoß entsteht.
Eine klassische Lo¨sung der partiellen Differentialgleichung existiert ab diesem Zeitpunkt nicht
mehr, und die Notwendigkeit der Definition eines neuen Lo¨sungsbegriffs entsteht.
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Schwache Lo¨sungen
Die Konstruktion schwacher Lo¨sungen la¨uft darauf hinaus, den klassischen Lo¨sungsbegriff
soweit zu verallgemeinern, daß Lo¨sungen von (1.7) nicht mehr differenzierbar sein mu¨ssen.
Dies la¨ßt sich erreichen, indem die Differentialgleichung in eine Integralformulierung umge-
formt wird, die weniger glatte Lo¨sungen zula¨ßt. Dazu wird die Differentialgleichung mit einer
glatten Testfunktion multipliziert, anschließend wird die Gleichung integriert und mit Hilfe
der partiellen Integration werden die Ableitungen von der Funktion u auf die Testfunktion
u¨bertragen.
Als Testfunktion verwenden wir Funktionen φ ∈ C10 (R × R+), wobei C10 die Menge ste-
tig differenzierbarer Funktionen mit kompaktem Tra¨ger bezeichnet. Die Multiplikation von
ut + f(u)x = 0 mit φ(x, t) und Integration u¨ber x und t liefert∫ ∞
0
∫ ∞
−∞
(φut + φf(u)x) dx dt = 0.
Mit partieller Integration ergibt sich daraus∫ ∞
0
∫ ∞
−∞
(φtu+ φxf(u)) dx dt = −
∫ ∞
−∞
φ(x, 0)u(x, 0) dx, (1.10)
da die meisten Randterme aufgrund des kompakten Tra¨gers von φ wegfallen, und es gilt
Definition 1.1
Die Funktion u(x, t) heißt schwache Lo¨sung der Erhaltungsgleichung (1.7), wenn sie (1.10)
fu¨r alle Testfunktionen φ ∈ C10 (R× R+) erfu¨llt.
Bemerkung 1.2
Eine klassische Lo¨sung des Cauchy–Problems (1.7) ist auch eine schwache Lo¨sung dieses
Problems, und eine schwache Lo¨sung u von (1.7), die in C1(R × R+) liegt, ist auch eine
klassische Lo¨sung von (1.7).
Weiterfu¨hrende Betrachtungen zu schwachen Lo¨sungen von Erhaltungsgleichungen sind zum
Beispiel in [41] zu finden.
Ungu¨nstigerweise sind schwache Lo¨sungen meistens nicht eindeutig bestimmt, so daß sich
die Frage stellt, welche schwache Lo¨sung die physikalisch korrekte ist. Daru¨ber hinaus ist
nicht jede Art der Unstetigkeit fu¨r eine schwache Lo¨sung erlaubt. Bevor wir auf Sprung– und
Entropiebedingungen eingehen, die fu¨r diese Probleme Abhilfe schaffen, verdeutlichen wir die
Problematik schwacher Lo¨sungen kurz anhand des Riemann–Problems.
Beispiel 1.3 (Riemann–Problem)
Eine Erhaltungsgleichung zusammen mit einem stu¨ckweise konstanten Anfangsdatensatz und
nur einer Unstetigkeit wird Riemann–Problem genannt.
Ein klassisches Beispiel fu¨r ein solches Problem ist Burgers’ Gleichung
ut + uux = 0
mit der stu¨ckweise konstanten Anfangswertbedingung
u(x, 0) =
{
ul : x < 0
ur : x > 0
. (1.11)
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Die Lo¨sung der partiellen Differentialgleichung ist abha¨ngig von der Beziehung zwischen ul
und ur. Gilt ul > ur, besitzt das Riemann–Problem die eindeutige schwache Lo¨sung
u(x, t) =
{
ul : x < st
ur : x > st
, (1.12)
wobei s durch
s =
ul + ur
2
(1.13)
gegeben ist und Stoßgeschwindigkeit heißt. Dies ist die Geschwindigkeit mit der sich die
Unstetigkeit fortbewegt.
Ist dagegen ul < ur, so existieren unendlich viele schwache Lo¨sungen, darunter auch (1.12).
Eine weitere schwache Lo¨sung ist die Verdu¨nnungswelle
u(x, t) =

ul : x < ult
x/t : ult ≤ x ≤ urt
ur : x > urt
,
die im Gegensatz zu allen anderen mo¨glichen Lo¨sungen die physikalisch richtige darstellt.
Stoßgeschwindigkeit
Wie leicht gezeigt werden kann, ist (1.12) nur dann eine schwache Lo¨sung fu¨r Burgers’ Glei-
chung, wenn die Stoßgeschwindigkeit durch (1.13) gegeben ist, alle anderen Geschwindigkei-
ten liefern keine zula¨ssige schwache Lo¨sung. Auch fu¨r allgemeines f(u) existiert eine solche
Stoßbedingung, die Rankine–Hugoniot–Bedingung
f(ul)− f(ur) = s(ul − ur), (1.14)
die fu¨r skalare Probleme die Form
s =
f(ul)− f(ur)
ul − ur =
[f ]
[u]
(1.15)
annimmt, wobei [·] den Sprung der jeweiligen Gro¨ße u¨ber die Unstetigkeit hinweg bezeichnet.
Die Rankine–Hugoniot–Bedingung schra¨nkt damit die Menge der zula¨ssigen Sprungfunktio-
nen ein, eine Lo¨sung ist nur dann eine schwache Lo¨sung, wenn ihre Stoßgeschwindigkeit (1.15)
erfu¨llt. Dies gilt nicht nur fu¨r stu¨ckweise konstante Riemann–Probleme mit einer Unstetig-
keit, sondern fu¨r beliebige sich ausbreitenden Sto¨ße, wobei ul und ur in diesem Fall die Werte
direkt links und rechts vom Stoß bezeichnen und s die momentane Geschwindigkeit ist, die
sich mit ul und ur a¨ndern kann.
Entropie–Bedingungen
Wie das obige Beispiel zeigt, sind schwache Lo¨sungen partieller Differentialgleichungen nicht
unbedingt eindeutig bestimmt, so daß zusa¨tzliche Bedingungen notwendig sind, um aus
den mo¨glichen schwachen Lo¨sungen die physikalisch richtige herauszusuchen. Diese Aufgabe
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erfu¨llen die Entropie–Bedingungen. Sie werden u¨ber die zugeho¨rigen Charakteristiken herge-
leitet und beruhen auf der Tatsache, daß die Charakteristiken eines Stoßes bei fortschreitender
Zeit in den Stoß laufen. Fu¨r skalare Erhaltungsgleichungen ergibt sich daraus
Entropie–Bedingung I: Eine Unstetigkeit, die sich mit der Geschwindigkeit
s =
f(ul)− f(ur)
ul − ur
ausbreitet, erfu¨llt die Entropie–Bedingung und ist damit die physikalisch relevante Lo¨sung,
wenn
f ′(ul) > s > f ′(ur) (1.16)
gilt.
f ′(u) ist dabei die charakteristische Geschwindigkeit, und fu¨r konvexes f reduziert sich diese
Bedingung auf die Forderung ul > ur.
Fu¨r nichtkonvexe skalare Flußfunktionen f gilt die von Oleinik [45] entwickelte allgemeinere
Bedingung
Entropie–Bedingung II: u(x, t) ist die Entropie–Lo¨sung, wenn alle Unstetigkeiten die Ei-
genschaft
f(u)− f(ul)
u− ul ≥ s ≥
f(u)− f(ur)
u− ur (1.17)
fu¨r alle u zwischen ul und ur erfu¨llen.
Ist f konvex, reduziert sich diese Formulierung wieder auf Bedingung (1.16).
Weitere Versionen der Entropie–Bedingung und die zugeho¨rigen Beweise sind in [45] und [60]
zu finden.
Eine andere Mo¨glichkeit, aus der Menge schwacher Lo¨sungen die physikalisch relevante zu er-
halten, bietet die Entropie–Ungleichung. Sie beruht auf dem Prinzip der Gasdynamik, daß die
physikalische Entropie fu¨r Partikel, die im stetigen Fluß sind, konstant ist und ansteigt, wenn
eine Unstetigkeit passiert wird. Diese Gesetzma¨ßigkeit erlaubt die Konstruktion einer Entro-
piefunktion und eines Entropieflußes, die fu¨r glatte Lo¨sungen eine weitere Erhaltungsgleichung
erfu¨llen, die bei unstetigen Lo¨sungen zu einer Ungleichung, der Entropie–Ungleichung wird.
Fu¨r die mathematische Herleitung der daraus resultierenden Entropie–Bedingung sei auf die
Arbeiten von Kruzkov [33] und Lax [34] verwiesen, hier soll lediglich das Resultat formuliert
werden:
Entropie–Bedingung III: u(x, t) ist die Entropie–Lo¨sung, wenn fu¨r alle konvexen Entro-
piefunktionen ν(u) und zugeho¨rigen Entropieflu¨sse ψ(u) die Ungleichung
ν(u)t + ψ(u)x ≤ 0
im schwachen Sinne erfu¨llt wird.
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1.1.2 Systeme von Erhaltungsgleichungen
Da die besonderen Eigenschaften hyperbolischer Erhaltungsgleichungen und die daraus fol-
gende Lo¨sungsproblematik schon fu¨r den Fall skalarer Gleichungen deutlich geworden ist,
verzichten wir an dieser Stelle auf die entsprechenden Darstellungen fu¨r Systeme von Er-
haltungsgleichungen. Alle im vorausgehenden Kapitel aufgefu¨hrten Ergebnisse u¨ber skalare
Erhaltungsgleichungen und ihre Lo¨sungen lassen sich auf Systeme hyperbolischer Erhaltungs-
eigenschaften verallgemeinern. Ausfu¨hrliche Darstellungen daru¨ber finden sich in jedem Lehr-
buch u¨ber hyperbolische Erhaltungseigenschaften, unter anderem in [19, 26, 32, 39, 40].
Eulergleichungen der Gasdynamik
Das bedeutendste Beispiel fu¨r hyperbolische Systeme nichtlinearer Erhaltungsgleichungen
sind die Eulergleichungen der Gasdynamik, auf die wir an dieser Stelle kurz eingehen wollen.
Sie beschreiben das Stro¨mungsverhalten eines kompressiblen Gases oder einer kompressi-
blen Flu¨ssigkeit bei hohem Druck, so daß Reibungseffekte vernachla¨ssigt werden ko¨nnen.
Mathematisch interessant sind die Eulergleichungen, da sie, ebenso wie das skalare Cauchy–
Problem fu¨r Burgers’ Gleichung, trotz stetiger Anfangsbedingungen nach endlicher Zeit un-
stetige Lo¨sungen aufweisen.
Wir haben bereits die Massenerhaltungsgleichung (1.5),
ρt + (ρv)x = 0, (1.18)
hergeleitet, die die erste grundlegende Gleichung fu¨r die Eulergleichungen darstellt. Die Va-
riable ρ bezeichnet die Dichte, v die Geschwindigkeit des betrachteten Gases, das weiterhin
durch die Gesamtenergie E und den Druck p beschrieben wird. A¨hnlich wie (1.18) ergibt sich
fu¨r eine Raumdimension die Impulserhaltungsgleichung
(ρv)t + (ρv
2 + p)x = 0 (1.19)
und die Erhaltungsgleichung fu¨r die Energie
Et + [v(E + p)]x = 0. (1.20)
Insgesamt liefern diese drei Erhaltungssa¨tze das System der Eulergleichungen ρρv
E

t
+
 ρvρv2 + p
v(E + p)

x
= 0. (1.21)
Fu¨r zwei Raumdimensionen ist die Geschwindigkeit des Gases oder der Flu¨ssigkeit durch die
Komponenten (u, v) gegeben, so daß die Eulergleichungen in diesem Fall die Form
ρ
ρu
ρv
E

t
+

ρu
ρu2 + p
ρuv
u(E + p)

x
+

ρv
ρuv
ρv2 + p
v(E + p)

y
= 0 (1.22)
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annehmen. Da die unbekannten Funktionen ρ, u, v, p und E bisher durch die vier Gleichungen
in (1.22) beschrieben werden, ist eine weitere Gleichung fu¨r das Lo¨sen der Eulergleichungen
notwendig. Sie ergibt sich aus der Zustandsgleichung
p = f(ρ, u, v, E),
die fu¨r ideale Gase, die betrachtet werden sollen, durch
p = (γ − 1)
[
E − ρ
2
(u2 + v2)
]
(1.23)
gegeben ist, wobei γ die adiabatische Konstante bezeichnet. Die Funktionen ρ, u, v und p
heißen primitive Variablen und ρ, ρu, ρv und E werden konservative Variablen genannt.
Eine ausfu¨hrlichere Beschreibung der Eulergleichungen und der zugrundeliegenden physika-
lischen Eigenschaften sind beispielsweise bei Whitham [78] und Courant und Friedrichs [13]
nachzulesen.
1.2 Numerische Methoden
Im Folgenden geben wir einen U¨berblick u¨ber die grundlegenden Konzepte der numeri-
schen Approximation hyperbolischer Erhaltungsgleichungen mittels Finiter–Differenzen– be-
ziehungsweise Finiter–Volumen–Verfahren.
Wird die numerische Berechnung unstetiger Lo¨sungen fu¨r Erhaltungsgleichungen unter Ver-
wendung standardma¨ßiger Diskretisierungen, die fu¨r glatte Lo¨sungen entwickelt wurden, vor-
genommen, ergeben sich typischerweise sehr schlechte numerische Ergebnisse. Verfahren er-
ster Ordnung liefern Lo¨sungen, die im Bereich der Unstetigkeiten viel zu stark gegla¨ttet sind,
Verfahren zweiter Ordnung leiden an dispersiven Effekten, die in der numerischen Lo¨sung zu
starken Oszillationen in der Umgebung der Unstetigkeiten fu¨hren. Gesucht wird daher nach
numerischen Methoden, die die Vorteile der Verfahren erster und zweiter Ordnung mitein-
ander vereinen, ohne ihre jeweiligen Nachteile zu u¨bernehmen. Ziel ist es dabei, in glatten
Regionen unstetiger Lo¨sungen Ergebnisse von zweiter Ordnung Genauigkeit zu erhalten, Un-
stetigkeiten scharf aufzulo¨sen und sowohl zu starke Gla¨ttung als auch Oszillationen in der
Umgebung der Unstetigkeiten zu vermeiden. Da sich diese Eigenschaften teilweise wider-
sprechen, ist es die Aufgabe, numerische Verfahren zu konstruieren, die diese Anforderungen
bestmo¨glichst erfu¨llen.
Der Großteil der in diesem Kontext entwickelten numerischen Methoden basiert auf eindimen-
sionalen Verfahren, die sich fu¨r Systeme von Erhaltungsgleichungen verallgemeinern lassen,
indem sie komponentenweise angewendet werden.
Aufgrund dieser Dimensionszerlegung betrachten wir in dem folgenden Abschnitt die wesent-
lichen Approximationstechniken lediglich fu¨r skalare Erhaltungsgleichungen in einer Raum-
dimension.
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1.2.1 Grundlegende Diskretisierungen und Eigenschaften
Wir betrachten fu¨r eindimensionale skalare Erhaltungsgleichungen das Cauchy–Problem
ut + f(u)x = 0 auf R× R+, (1.24)
u(x, 0) = u0(x) auf R.
Die x–t–Ebene diskretisieren wir durch die Wahl einer Gitterweite h ≡ ∆x und einer Zeit-
schrittweite k ≡ ∆t, wobei wir zur Vereinfachung von einem gleichma¨ßigen Gitter ausgehen,
so daß h und k konstant sind. Die diskreten Gitterpunkte (xi, tn) werden durch
xi = ih, i = . . . ,−1, 0, 1, . . . ,
tn = nk, n = 0, 1, 2, . . . ,
definiert, und die tatsa¨chliche Lo¨sung u an diesen Punkten wird mit
uni = u(xi, tn)
bezeichnet. Die numerische Lo¨sung Uni kann auf klassische Weise als Approximation von u
n
i
am Gitterpunkt (xi, tn) aufgefaßt werden. Allerdings ist es im Kontext von Erhaltungsglei-
chungen vorzuziehen, Uni als Approximation des Mittelwerts von u(x, tn) auf der zugeho¨rigen
Gitterzelle zu interpretieren, wobei dieser Zellmittelwert durch
uni :=
1
h
∫ xi+1/2
xi−1/2
u(x, tn) dx (1.25)
mit xi+1/2 := xi + h/2 =
(
i+ 12
)
h definiert ist. Da die Integralform der Erhaltungsgleichung
(1.24) fu¨r Zi = [xi−1/2, xi+1/2] und das Zeitintervall [tn, tn+1] durch∫ xi+1/2
xi−1/2
[u(x, tn+1)− u(x, tn)] dx+
∫ tn+1
tn
[f(u(xi+1/2, t))− f(u(xi−1/2, t))] dt = 0 (1.26)
gegeben ist und gerade die zeitliche Entwicklung solcher Integrale, wie sie in (1.25) auftreten,
beschreibt, ist letztere Interpretation von Uni die natu¨rlichere und wird im Folgenden beibe-
halten. Analog definieren wir den numerischen Anfangsdatensatz U 0i := u
0
i . Die Integralform
(1.26) verdeutlicht daru¨ber hinaus die physikalische Erhaltungseigenschaft, daß die A¨nderung
von u in der Zelle Zi im Zeitintervall [tn, tn+1] bei der Abwesenheit von Quellen und Senken
lediglich von der Differenz der Flu¨sse durch die Zellra¨nder xi+1/2 und xi−1/2 abha¨ngig ist.
Definieren wir die numerischen Approximationen fu¨r die Flußintegrale gema¨ß
Fni+1/2 := F (U
n
i−r+1, . . . , U
n
i+r) ≈
1
k
∫ tn+1
tn
f(u(xi+1/2, t)) dt, (1.27)
Fni−1/2 := F (U
n
i−r, . . . , U
n
i+r−1) ≈
1
k
∫ tn+1
tn
f(u(xi−1/2, t)) dt,
la¨ßt sich (1.26) mit Hilfe von (1.25) durch
1
k
(Un+1i − Uni ) =
1
h
(Fni+1/2 − Fni−1/2) (1.28)
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approximieren. Dies ist die diskrete Version von (1.26), die sich mit der Definition der Git-
terkonstanten λ := k/h in das explizite numerische Verfahren
Un+1i = U
n
i − λ(Fni+1/2 − Fni−1/2) (1.29)
umformulieren la¨ßt. Zusammen mit den Anfangswerten U 0 ergibt die Differenzengleichung
(1.29) eine explizite Methode zur Berechnung der neuen Werte Un+1 aus den zur Zeit tn
bekannten Zellmittelwerten Un.
Daru¨ber hinaus existieren implizite numerische Verfahren, die zur Berechnung von Un+1 so-
wohl Werte von Un als auch von Un+1 verwenden. Da in der vorliegenden Arbeit lediglich
explizite Verfahren behandelt werden, betrachten wir die impliziten Methoden im Folgenden
nicht weiter.
Fu¨r die Bestimmung von Fi+1/2 und Fi−1/2 in (1.29) ist eine numerische Approximation
der Flußfunktion f(u) notwendig. Als einfachste Mo¨glichkeit bietet sich die Wahl einer zen-
tralen Approximation, die Fi+1/2 =
1
2(f(Ui+1) + f(Ui)) ergibt. Das resultierende Verfahren
approximiert (1.24) zwar mit der Genauigkeit zweiter Ordnung, ist aber numerisch instabil.
Es stellt sich daher die Aufgabe, eine geeignete numerischer Approximationen fu¨r (1.27) zu
konstruieren. Dabei ist nicht nur auf die Approximationsordnung und Stabilita¨t der resultie-
renden Differenzengleichung zu achten, sondern es sollte auch gewa¨hrleistet werden, daß die
numerische Lo¨sung gegen die physikalisch korrekte schwache Lo¨sung der Erhaltungsgleichung
konvergiert.
Konservativita¨t eines Differenzenverfahrens
Eine notwendige Bedingung, die die Konvergenz des numerischen Verfahrens gegen eine
schwache Lo¨sung, die die Entropie–Bedingung verletzt, verhindert, ist die Darstellung des
Verfahrens in Erhaltungsform:
Definition 1.4
Ein numerisches Verfahren heißt in Erhaltungsform darstellbar, wenn es in der Form
Un+1i = U
n
i − λ
[
F (Uni−p, U
n
i−p+1, . . . , U
n
i+q)− F (Uni−p−1, Uni−p, . . . , Uni+q−1)
]
(1.30)
= Uni − λ
[
Fni+1/2 − Fni−1/2
]
angegeben werden kann, wobei F eine stetige Funktion mit p + q + 1 Argumenten ist. F
heißt numerische Flußfunktion und F ni+1/2 = F (U
n
i−p, U
n
i−p+1, . . . , U
n
i+q) bezeichnet den Fluß
zwischen den Zellen Zi und Zi+1 u¨ber die Zellbegrenzung xi+1/2.
Im einfachsten Fall gilt p = 0 und q = 1 und (1.30) ergibt
Un+1i = U
n
i − λ
[
F (Uni , U
n
i+1)− F (Uni−1, Uni )
]
. (1.31)
Beispiel 1.5 (Lax–Friedrichs)
Das Lax–Friedrichs–Verfahren fu¨r (1.24) ist durch die Differenzengleichung
Un+1i =
1
2
(Uni−1 + U
n
i+1)−
λ
2
(
f(Uni+1)− f(Uni−1)
)
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gegeben. Mit Hilfe der numerischen Flußfunktion
F (Ui, Ui+1) =
1
2λ
(Ui − Ui+1) + 1
2
((f(Ui) + f(Ui+1))
la¨ßt es sich in der konservativen Form (1.31) darstellen.
Verfahren in Erhaltungsform erfu¨llen daru¨ber hinaus eine globale Konservativita¨tseigenschaft.
Fu¨r Indizes J < K, die hinreichend weit auseinander liegen, und so kleinem n, daß die
numerische Lo¨sung jeweils in einer Umgebung von xJ−1/2 und xK+1/2 konstant ist, gilt∫ xK+1/2
xJ−1/2
Uk(x, tn) dx =
∫ xK+1/2
xJ−1/2
u(x, tn) dx, (1.32)
wobei Uk(x, t) gema¨ß Uk(x, t) = U
n
i fu¨r (x, t) ∈ [xi−1/2, xi+1/2) × [tn, tn+1) definiert ist und
stu¨ckweise konstant ist. Diskrete Verfahren, die eine Darstellung in Erhaltungsform besitzen
und damit (1.32) erfu¨llen, werden konservativ genannt.
Die genaue Herleitung von (1.32) aus der Integralform der Erhaltungsgleichung ist beispiels-
weise in [39] zu finden.
Konsistenz
Eine weitere, elementare Eigenschaft eines numerischen Verfahrens ist seine Konsistenz mit
der zugeho¨rigen Erhaltungsgleichung, also die Approximation der richtigen, zugrundeliegen-
den Differentialgleichung.
Definition 1.6
Das numerische Verfahren (1.30) heißt konsistent mit (1.24), wenn fu¨r alle u ∈ R
F (u, . . . , u) = f(u)
gilt.
Lax–Wendroff–Theorem
Fu¨r konservative und konsistente Differenzenverfahren garantiert das bekannte Lax–Wendroff–
Theorem [36], unter der Voraussetzung, daß das Verfahren bei Gitterverfeinerung mit kl, hl →
0 gegen eine Funktion u(x, t) konvergiert, die Konvergenz gegen eine schwache Lo¨sung der
zugeho¨rigen Erhaltungsgleichung. Wir geben hier eine von der urspru¨nglichen Formulierung
leicht abweichende aber a¨quivalente Version des Lax–Wendroff–Theorems an [39]:
Theorem 1.7 (Lax–Wendroff–Theorem)
Gegeben sei eine Folge von Gittern mit Index l = 1, 2, . . . und Gitterkonstanten kl, hl → 0 fu¨r
l→∞, wobei kl = λhl fu¨r konstantes λ gelte. Die auf dem lten Gitter mit einem konservativen
und konsistenten Verfahren berechnete numerische Lo¨sung werde mit Ul(x, t) bezeichnet. Fu¨r
l→∞ konvergiere Ul gegen eine Funktion u im folgenden Sinn:
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1. Fu¨r jede Menge Ω = [a, b]× [0, T ] gelte∫ T
0
∫ b
a
|Ul(x, t)− u(x, t)| dx dt→ 0 fu¨r l→∞
oder a¨quivalent
||Ul − u||1,Ω → 0 fu¨r l→∞.
2. Zusa¨tzlich existiere fu¨r jedes T ein R > 0, so daß
TV (Ul(·, t)) < R
fu¨r alle 0 ≤ t ≤ T , l = 1, 2, . . . gelte, wobei
TV (v) = sup
N∑
j=1
|v(ξj)− v(ξj−1)|
die Totalvariation von v bezeichne, und das Supremum u¨ber alle Intervallzerlegungen
von −∞ = ξ0 < ξ1 < . . . < ξN = ∞ zu bilden ist.
Dann ist u(x, t) eine schwache Lo¨sung der zugeho¨rigen Erhaltungsgleichung.
Das Lax–Wendroff–Theorem gewa¨hrleistet lediglich die Konvergenz gegen eine schwache
Lo¨sung der Erhaltungsgleichung, nicht die Konvergenz gegen die physikalisch korrekte Entro-
pie–Lo¨sung. Dennoch hat das Theorem fu¨r die numerische Simulation große Bedeutung, es
besagt, daß eine auf einem festen Gitter berechnete Lo¨sung, die sinnvoll erscheint und Unste-
tigkeiten gut auflo¨st, in der Regel auch tatsa¨chlich eine gute Approximation an eine schwache
Lo¨sung darstellt.
Da das Theorem nicht garantiert, daß das numerische Verfahren konvergiert, sind weitere
Eigenschaften wie Stabilita¨t zu erfu¨llen, um die Konvergenz zu gewa¨hrleisten.
CFL–Bedingung
Wie bereits festgestellt, breiten sich Lo¨sungen hyperbolischer Erhaltungsgleichungen entlang
ihrer Charakteristiken aus, so daß sich durch Ru¨ckverfolgung ihrer Charakteristiken die An-
fangswerte bestimmen lassen, von denen die Lo¨sung an einer gegebenen Stelle abha¨ngt. Dieser
Bereich, der die Lo¨sung beeinflußt, heißt Abha¨ngigkeitsbereich der partiellen Differentialglei-
chung. Entsprechend heißt die Punktmenge, deren Anfangswerte die numerische Lo¨sung an
der Stelle (x, t) beeinflussen, numerischer Abha¨ngigkeitsbereich.
Eine notwendige Bedingung fu¨r die Stabilita¨t eines numerischen Verfahrens ist die Eigen-
schaft, daß der numerische Abha¨ngigkeitsbereich des Differenzenverfahrens den Abha¨ngig-
keitsbereich der Differentialgleichung einschließt.
Fu¨r zentrale Drei–Punkte–Verfahren, bei denen der Wert Uni von den Werten an den Punk-
ten xi−1, xi, xi+1 zur Zeit tn−1 abha¨ngt, ergibt diese Anforderung die Courant–Friedrichs–
Lewy(CFL)–Bedingung
∆t
∆x
max
u∈U
|f ′(u)| = λmax
u∈U
|f ′(u)| ≤ 1, (1.33)
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die eine notwendige Bedingung fu¨r die Stabilita¨t dieser Verfahren darstellt. Die Gro¨ße auf
der linken Seite von (1.33) heißt Courant–Zahl oder CFL–Zahl. Weitere Details zur CFL–
Bedingung sind in der grundlegenden Arbeit von Courant, Friedrichs und Lewy [14] zu finden.
Diskrete Entropie–Bedingung
Das Lax–Wendroff–Theorem liefert lediglich die Konvergenz gegen eine schwache Lo¨sung der
partiellen Differentialgleichung, nicht unbedingt die Konvergenz gegen die physikalisch kor-
rekte Entropie–Lo¨sung. Fu¨r die schwachen Lo¨sungen hyperbolischer Erhaltungsgleichungen
existieren die in Kapitel 1.1 vorgestellten Entropie–Bedingungen, mit denen sich aus der
Menge der schwachen Lo¨sungen die Entropie–Lo¨sung ermitteln la¨ßt. Ein entsprechendes Kri-
terium ist auch fu¨r die numerischen Lo¨sungen vorhanden.
Ist u(x, t) Entropie–Lo¨sung, so ist die Ungleichung
∂
∂t
η(u(x, t)) +
∂
∂x
ψ(u(x, t)) ≤ 0 (1.34)
fu¨r eine skalare Entropie–Funktion η(u) und Entropie–Fluß ψ(u) im schwachen Sinne zu
erfu¨llen. A¨quivalent dazu ist die Gu¨ltigkeit von∫ ∞
0
∫ ∞
−∞
φtη(u) + φxψ(u) dx dt ≤ −
∫ ∞
−∞
φ(x, 0)η(u(x, 0)) dx (1.35)
fu¨r alle φ ∈ C10 mit φ(x, t) ≥ 0 fu¨r alle x, t.
Um zu zeigen, daß eine schwache Lo¨sung u(x, t), die sich bei der Gitterverfeinerung als Grenz-
funktion von Ul(x, t) ergibt, die Ungleichung (1.35) erfu¨llt, reicht es, die Gu¨ltigkeit der dis-
kreten Version von (1.34),
η(Un+1i ) ≤ η(Uni )−
k
h
[Ψ(Un; i)−Ψ(Un; i− 1)], (1.36)
nachzupru¨fen. Die Funktion Ψ bezeichnet dabei einen numerischen Entropie–Fluß, der gema¨ß
der Definition 1.6 konsistent mit ψ sein muß, und Ψ(Un; i) ist als Approximation des gemit-
telten Entropie–Flußes
1
k
∫ tn+1
tn
ψ(u(xi+1/2, t)) dt
aufzufassen.
La¨ßt sich fu¨r geeignetes Ψ zeigen, daß (1.36) gilt, so erfu¨llt die schwache Lo¨sung, die durch
Gitterverfeinerung als Grenzfunktion entsteht, die Entropie–Ungleichung (1.35) und ist damit
die physikalisch korrekte Entropie–Lo¨sung.
Modifizierte Gleichungen
Ein ha¨ufig verwendetes Hilfsmittel zur Analyse von Differenzenverfahren und deren Lo¨sungen
ist die Approximation der Differenzengleichung durch eine Differentialgleichung, von der das
1.2. NUMERISCHE METHODEN 19
qualitative Verhalten der numerischen Methode abgeleitet werden kann. Das Vorgehen dazu
wird im Folgenden anhand des Lax–Friedrichs–Verfahrens fu¨r das lineare Cauchy–Problem
ut +Aux = 0, −∞ < x <∞, t ≥ 0, (1.37)
u(x, 0) = u0(x)
erkla¨rt.
Zuna¨chst ist das Differenzenverfahren so darzustellen, daß es als direkte Diskretisierung der
Differentialgleichung (1.37) aufzufassen ist. Fu¨r unser Beispiel ist das die Form
1
k
[
Un+1i −
1
2
(Uni−1 + U
n
i+1)
]
+
1
2h
A[Uni+1 − Uni−1] = 0.
Nun wird jedes Uni durch die zugeho¨rige exakte Lo¨sung ersetzt. Dabei ergibt sich auf der
rechten Seite der Gleichung nicht mehr Null sondern der lokale Abschneidefehler
Lk(x, t) =
1
k
[
u(x, t+ k)− 1
2
(u(x− h, t) + u(x+ h, t))
]
+
1
2h
A[u(x+ h, t)− u(x− h, t)].
Unter der Annahme glatter Lo¨sungen la¨ßt sich jeder auftretende Wert von u in eine Taylor-
reihe um u(x, t) entwickeln, und Umsortierung der Terme liefert
Lk(x, t) = ut +Aux +
1
2
(
kutt − h
2
k
uxx
)
+O(h2), (1.38)
wobei zur Vereinfachung u ≡ u(x, t) gesetzt wurde. Da u(x, t) die exakte Lo¨sung von ut +
Aux = 0 darstellt, fallen die ersten beiden Summanden in (1.38) weg. Zusammen mit utt =
A2uxx, was sich mit Hilfe von ut = −Aux ergibt, und der Bezeichnung I fu¨r die m × m
Einheitsmatrix wird (1.38) zu
Lk(x, t) =
1
2
k
(
A2 − h
2
k2
I
)
uxx(x, t) +O(k
2) (1.39)
= O(k).
Da der lokale Abschneidefehler damit linear von k abha¨ngt, ist das Lax–Friedrichs–Verfahren
von erster Ordnung genau.
Betrachten wir dagegen u(x, t) als Lo¨sung der Differentialgleichung
ut +Aux +
1
2
(
kutt − h
2
k
uxx
)
= 0, (1.40)
gilt Lk(x, t) = O(k
2), und das Lax–Friedrichs–Verfahren liefert eine Approximation zweiter
Ordnung fu¨r die Lo¨sung von (1.40). Diese Gleichung heißt die modifizierte Gleichung fu¨r das
Lax–Friedrichs–Verfahren.
Fu¨r eine einfachere Analyse der modifizierten Gleichung ist es vorteilhaft, den Term utt in
(1.40) durch Ableitungen nach x zu ersetzen. Da u die Differentialgleichung ut = −Aux
nicht mehr erfu¨llt, ist utt daher u¨ber Ableitungen von (1.40) zu berechnen. Es ergibt sich
utt = A
2uxx +O(k) und damit
ut +Aux =
h2
2k
(
I − k
2
h2
A2
)
uxx, (1.41)
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so daß das Lax–Friedrichs–Verfahren auch fu¨r diese modifizierte Gleichung von zweiter Ord-
nung genau ist.
Die modifizierte Gleichung (1.41) ist als Advektions–Diffusions–Gleichung
ut +Aux = Duxx (1.42)
mit der Diffusionsmatrix
D =
h2
2k
(
I −
(
k
h
A
)2)
(1.43)
darstellbar. Gleichungen von diesem Typ sind dafu¨r bekannt, daß die Strukturen in ihren
Lo¨sungen mit fortschreitender Zeit verwischt werden. Dies erkla¨rt genau die klassische Ei-
genschaft des Lax–Friedrichs–Verfahrens, Unstetigkeiten in der numerischen Lo¨sung stark zu
u¨bergla¨tten. Alle Verfahren erster Ordnung leiden an diesem Pha¨nomen.
Daru¨ber hinaus la¨ßt sich (1.41) beziehungsweise (1.42) mit (1.43) auch wie folgt interpretieren.
Beide Darstellungen zeigen, daß der Term niedrigster Ordnung im Abschneidefehler, bezogen
auf die urspru¨ngliche Differentialgleichung ut +Aux = 0, den Faktor uxx entha¨lt. Dieser Term
gleicht dem Viskosita¨tsterm der eindimensionalen Gleichungen fu¨r Flu¨ssigkeitsstro¨mungen
und wird daher als ku¨nstliche Viskosita¨t des Lax–Friedrichs–Verfahrens bezeichnet. Um von
zusa¨tzlich und absichtlich in Differenzenverfahren integrierter expliziter ku¨nstlicher Viskosita¨t
zu unterscheiden, wird die Viskosita¨t, die naturgema¨ß im Differenzenverfahren enthalten ist,
auch implizite ku¨nstliche Viskosita¨t genannt. Die ku¨nstliche Viskosita¨t bewirkt eine Verringe-
rung aller Gradienten in der Lo¨sung, was zur Gla¨ttung aller Strukturen, unabha¨ngig davon,
ob sie physikalisch korrekt oder numerisch bedingt sind, fu¨hrt. Dieser Effekt, der eine direkte
Folge gerader Ableitungsterme im Abschneidefehler ist, wird Dissipation genannt.
Ein weiterer unphysikalischer Effekt numerischer Verfahren ist die Dispersion, die durch
ungerade Ableitungsterme im Abschneidefehler erzeugt wird. Differenzenverfahren zweiter
Ordnung, wie beispielsweise das Lax–Wendroff–Verfahren, dessen modifizierte Gleichung fu¨r
(1.37) durch
ut +Aux =
h2
6
A
(
k2
h2
A2 − I
)
uxxx
gegeben ist, fu¨hren zu Dispersionsfehlern in der numerischen Lo¨sung. Ihre modifizierten Glei-
chungen lassen sich typischer Weise in der Form
ut +Aux = µuxxx, (1.44)
also als dispersive Gleichung, darstellen. Als Folge der Dispersion werden die Phasenbezie-
hungen verschiedener Wellen verzerrt, was zu Oszillationen in der numerischen Lo¨sung fu¨hrt,
wie sie fu¨r Differenzenverfahren zweiter Ordnung bekannt sind.
Weiterfu¨hrende Literatur zur Herleitung und Verwendung modifizierter Gleichungen ist bei
Warming und Hyett [73] zu finden.
1.2.2 Verschiedene Klassen numerischer Verfahren
Es existiert eine Vielzahl verschiedenster Differenzenverfahren fu¨r die numerische Approxi-
mation hyperbolischer Erhaltungsgleichungen. Ein Großteil der Methoden wird entwickelt,
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indem die Ableitungen der Differentialgleichung durch geeignete finite Differenzen approxi-
miert werden. Dabei ist darauf zu achten, daß das resultierende numerische Verfahren die
oben genannten Eigenschaften wie Konservativita¨t, Konsistenz und Stabilita¨t weitgehend
erfu¨llt.
Die Differenzenverfahren sind generell in zwei Klassen zu unterteilen, in Verfahren erster Ord-
nung, deren implizite Viskosita¨t so groß ist, daß die numerischen Lo¨sungen stark u¨bergla¨ttet
sind, und in Verfahren zweiter oder ho¨herer Ordnung, die dispersive Effekte hervorrufen, die
sich durch Oszillationen in der Lo¨sung bemerkbar machen.
Monotone und TV–vermindernde Verfahren
Ein klassisches Beispiel fu¨r Verfahren erster Ordnung sind die monotonen Verfahren, die wie
folgt definiert sind:
Definition 1.8
Das Differenzenverfahren Un+1i = H(Un; i) heißt monoton, wenn
∂
∂Unj
H(Un; i) ≥ 0 ∀i, j, Un
gilt.
Dabei bezeichnet H(Un; i) den diskreten Lo¨sungsoperator fu¨r explizite zweistufige Verfahren,
der durch die Schreibweise Un+1 = Hk(Un) beziehungsweise Un+1i = Hk(Un; i) gegeben ist.
Die Definition besagt, daß die Vergro¨ßerung eines beliebigen Unj nicht zur Folge haben kann,
daß der Wert von Un+1i abnimmt.
Fu¨r monotone Verfahren gilt
Theorem 1.9
Monotone Verfahren sind ho¨chstens von erster Ordnung genau.
Um bei der numerischen Approximation unstetiger Lo¨sungen zu verhindern, daß Oszillationen
in der Umgebung der Unstetigkeiten auftreten, wird von Differenzenverfahren gefordert, daß
sie Monotonie–erhaltend sind.
Definition 1.10
Ein numerisches Verfahren heißt Monotonie–erhaltend, wenn aus der Monotonie von U n die
Monotonie von Un+1 folgt.
Monotone Verfahren erfu¨llen zwar die Monotonie–Erhaltung, sind aber fu¨r die numerische
Approximation eher ungeeignet, da sie lediglich von erster Ordnung genau sind und daru¨ber
hinaus Unstetigkeit unverha¨ltnisma¨ßig stark gla¨tten.
Um Methoden ho¨herer Ordnung zu konstruieren, ist eine schwa¨chere Stabilita¨tsbedingung als
die Monotonie notwendig. Vor diesem Hintergrund entwickelte Harten [23] die Totalvariations–
vermindernden Verfahren, die gewa¨hrleisten, daß die Totalvariation
TV (Un) =
∑
i∈Z
|Uni+1 − Uni |
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mit der Zeit t nicht ansteigt.
Definition 1.11
Ein numerisches Verfahren Un+1i = H(Un; i) heißt Totalvariations–vermindernd (TVD), wenn
TV (Un+1) ≤ TV (Un)
fu¨r alle Funktionen Un gilt.
Dabei ist zu beachten, daß die Bezeichnung Totalvariations–vermindernd ungenau ist, da
diese Verfahren die Totalvariation gema¨ß ihrer Definition mit fortschreitender Zeit erhalten
und nicht vermindern.
Der Zusammenhang zwischen monotonen, Monotonie–erhaltenden und Totalvariations–vermindernden
Verfahren wird durch folgendes Lemma beschrieben.
Lemma 1.12
(i) Monotone Verfahren sind Totalvariations–vermindernd.
(ii) TVD–Verfahren sind Monotonie–erhaltend.
Zwar ist jedes lineare, Monotonie–erhaltende Verfahren, also auch jedes lineare TVD–Verfahren,
nur von erster Ordnung genau (vergleiche Theorem 1.13), aber es besteht die Mo¨glichkeit,
nichtlineare TVD–Verfahren zu entwickeln, die von ho¨herer Ordnung sind. Die grundlegenden
Ideen fu¨r ihre Konstruktion werden im Folgenden kurz skizziert.
Hochauflo¨sende Methoden
Als hochauflo¨sende Methoden werden numerische Verfahren bezeichnet, die fu¨r glatte Lo¨sun-
gen mindestens von zweiter Ordnung genau sind und Unstetigkeiten gut auflo¨sen, ohne Oszil-
lationen zu erzeugen. Sie basieren auf einem Verfahren ho¨herer Ordnung, das so modifiziert
wird, daß seine numerische Dissipation in der Umgebung von Unstetigkeiten ansteigt. Dies
la¨ßt sich erreichen, indem eine explizite ku¨nstliche Viskosita¨t, beispielsweise ein zu uxx pro-
portionaler Diffusionsterm, zu dem Verfahren ho¨herer Ordnung addiert wird. Dabei ist zu
beachten, daß der zusa¨tzliche Summand mit h, k → 0 schnell genug gegen Null konvergiert,
so daß ein konsistentes Verfahren entsteht, das fu¨r glatte Lo¨sungsbereiche die urspru¨ngliche
Anpassungsordnung erha¨lt.
Fu¨r die skalare Advektionsgleichung ut + aux = 0 kann beispielsweise das bekannte Lax–
Wendroff–Verfahren gema¨ß
Un+1i = U
n
i −
ν
2
(Uni+1 − uni−1) +
1
2
ν2(Uni+1 − 2Uni + Uni−1) + kQ(Uni+1 − 2Uni + Uni−1) (1.45)
erweitert werden, wobei ν = akh gilt und Q die neu eingefu¨hrte ku¨nstliche Viskosita¨t bezeich-
net. Fu¨r hinreichend großes Q besteht die Hoffnung, den dispersiven Term des Lax–Wendroff–
Verfahrens durch die zusa¨tzlich integrierte Dissipation auszugleichen, so daß Oszillationen in
der Lo¨sung verhindert werden und das Verfahren Monotonie–erhaltend wird. Allerdings ist
(1.45) fu¨r konstantes Q eine lineare Methode zweiter Ordnung, die nicht Monotonie–erhaltend
ist, denn es gilt:
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Theorem 1.13 (Godunov)
Ein lineares, Monotonie–erhaltendes numerisches Verfahren ist ho¨chstens von erster Ordnung
genau.
Um die an (1.45) gestellten Anforderungen erfu¨llen zu ko¨nnen, muß der ku¨nstliche Visko-
sita¨tsterm Q von der numerischen Lo¨sung Un abha¨ngen. In der Na¨he der Unstetigkeiten ist
ein betragsma¨ßig gro¨ßeres Q zur Erhaltung der Monotonie notwendig, als in stetigen Re-
gionen der Lo¨sung, fu¨r die die Dissipation mo¨glichst klein gehalten werden soll, damit die
Approximationsgenauigkeit nicht verschlechtert wird.
Die Abha¨ngigkeit der Viskosita¨t Q vom Datensatz Un hat zur Folge, daß das numerische
Verfahren, selbst fu¨r die lineare Advektionsgleichung, nichtlinear wird. Um die Konservati-
vita¨t des Verfahrens zu erhalten, ist es vorteilhaft, den Viskosita¨tsterm aus (1.45) durch den
Ausdruck
k
[
Q(Un; i)(Uni+1 − Uni )−Q(Un; i− 1)(Uni − Uni−1)
]
(1.46)
zu ersetzen. Die ku¨nstliche Viskosita¨t Q(Un; i) ist jetzt fu¨r jedes i von einer endlichen Menge
von Werten aus Un abha¨ngig.
In der Praxis ist es sehr schwer, geeignete Viskosita¨ten Q zu finden, die hinreichende Dis-
sipation in der Umgebung von Unstetigkeiten liefern, ohne die Lo¨sungsstrukturen unno¨tig
stark zu gla¨tten. Da beide Anforderungen gegenla¨ufig sind, kann lediglich ein mo¨glichst guter
Kompromiß gefunden werden.
Die in den letzten Jahren entwickelten hochauflo¨senden Verfahren, wie die TVD– [23], ENO–
[25, 62] oder WENO–Methoden [59], basieren auf den verschiedensten Ansa¨tzen, die teilweise
zu sehr komplizierten und oft nur implizit definierten Diffusionstermen fu¨hren. Die mathe-
matische Untersuchung der resultierenden Verfahren, beispielsweise anhand der modifizierten
Gleichungen, ist daher oft sehr aufwendig oder sogar unmo¨glich.
Im Gegensatz zu diesen hochentwickelten aber rechentechnisch aufwendigen Verfahren be-
trachten wir in der vorliegenden Arbeit diskrete Filterroutinen aus der Bildverarbeitung, die
wir in einfache Differenzenverfahren ho¨herer Ordnung integrieren, um so neue hochauflo¨sende
Verfahren fu¨r die numerische Lo¨sung hyperbolischer Erhaltungsgleichungen zu konstruieren.
Der diskrete Filter la¨ßt sich als nichtlineare Diffusion interpretieren, so daß Hoffnung be-
steht, auf diese Weise geeignete, sehr einfache und vor allem explizit gegebene ku¨nstliche
Viskosita¨tsterme zu finden.
Eine U¨bersicht u¨ber verschiedenste existierende hochauflo¨sende Verfahren bieten die Dar-
stellungen von Colella und Woodward [79] und Zalesak [80], grundlegende Beitra¨ge zu der
Theorie hochauflo¨sender Methoden sind unter anderem bei Godunov [20], Neumann und
Richtmyer [44], Lax [35] und Van Leer [37, 38] zu finden.
1.3 Testprobleme
Im Folgenden werden die im Verlauf der vorliegenden Arbeit verwendeten numerischen Testfa¨lle
zusammenfassend dargestellt.
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1.3.1 Eindimensionale Testfa¨lle
Lineare Transportgleichung
Im Kontext hyperbolischer Erhaltungsgleichungen steht die Problematik unstetiger Lo¨sun-
gen im Vordergrund. Diese Unstetigkeiten treten nicht nur bei nichtlinearen partiellen Dif-
ferentialgleichungen auf, sondern sind auch fu¨r lineare Erhaltungsgleichungen mit unstetigen
Anfangsdaten vorhanden.
Ein klassisches Beispiel fu¨r ein lineares Testproblem mit unstetigem Anfangsdatensatz ist das
Riemann–Problem fu¨r die skalare Advektionsgleichung
ut + aux = 0, −∞ < x <∞, t > 0, (1.47)
u0(x) =
{
1 : x < 0
0 : x > 0
,
deren exakte Lo¨sung durch u0(x− at) gegeben ist.
Burgers’ Gleichung
Der bekannteste Testfall fu¨r die nichtlineare skalare Erhaltungsgleichung
ut + f(u)x = 0
ist Burgers’ Gleichung, fu¨r die f(u) = 12u
2 gilt, so daß sich
ut + uux = 0 (1.48)
ergibt. Wie bereits in Kapitel 1 diskutiert, erzeugt diese nichtlineare Gleichung selbst fu¨r ste-
tige Anfangsbedingungen unstetige Lo¨sungen. In den numerischen Experimenten betrachten
wir daher das einfache Cauchy–Problem fu¨r Burgers’ Gleichung
ut + uux = 0, (1.49)
u0(x) = cos(x) + 1.5, x ∈ [0, 2pi[,
das trotz stetiger Anfangswerte zum Zeitpunkt t = 1 einen Stoß ausbildet.
Eindimensionale Eulergleichungen
Die Eulergleichungen beschreiben die Bewegung kompressibler Fluide unter Vernachla¨ssigung
der Reibung und resultieren aus der Massen–, Impuls– und Energieerhaltung. Im Eindimen-
sionalen sind die Eulergleichungen, formuliert in konservativen Variablen, gegeben durch
∂tU + ∂xf(U) = 0, U :=
 ρρu
ρE
 , f(U) :=
 ρuρu2 + p
ρuH
 . (1.50)
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Dabei bezeichnet ρ die Dichte des Fluids, u ist die Flußgeschwindigkeit, p der Druck, E die
Totalenergie und H die Enthalpie, definiert durch H := E + pρ . Der Druck ist durch die
Zustandsgleichung fu¨r ideale Gase,
p = (γ − 1)ρ(E − |u|
2
2
),
gegeben, wobei der Isotropenkoeffizient γ unter Annahme von trockener Luft auf 1.4 gesetzt
wird.
Existiert die klassische Ableitung Ux, so la¨ßt sich (1.50) zu
Ut + f
′(U)Ux = 0 (1.51)
umschreiben, und die Jacobi–Matrix f ′(U) ist gegeben durch
f ′(U) =
 0 1 0γ−3
2 u
2 (3− γ)u γ − 1
(γ − 1)u3 − γuE γE − 32(γ − 1)u2 γu
 . (1.52)
Mit Hilfe der Identita¨t
γE = H +
γ − 1
2
u2
la¨ßt sich die Jacobi–Matrix mittels
f ′(U) =
 0 1 0γ−3
2 u
2 (3− γ)u γ − 1
γ−1
2 u
3 − uH H − (γ − 1)u2 γu
 (1.53)
formulieren.
Das Flußverhalten eines Fluids la¨ßt sich nicht nur in konservativen Variablen, die sich direkt
aus den Erhaltungseigenschaften ergeben, beschreiben sondern auch in den primitiven (oder
physikalischen) Variablen ρ, p und u, die als Vektor
W =
 ρu
p

zusammengefaßt werden. Der Vektor der konservativen Variablen ergibt sich dann aus
U =
 W1W1W2
1
γ−1W3 +
1
2W1W
2
2
 .
Die Jacobi–Matrix Q = ∂U/∂W und ihre Inverse sind gegeben durch
Q =
 1 0 0u ρ 0
1
2u
2 ρu 1γ−1
 , Q−1 =
 1 0 0−up 1ρ 0
γ−1
2 u
2 (1− γ)u γ − 1
 . (1.54)
Die Gleichung (1.51) la¨ßt sich gema¨ß
QWt + f
′QWx = 0
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umschreiben, und durch Multiplikation mit Q−1 von links ergibt sich die primitive Formulie-
rung der Eulergleichungen zu
Wt + f˜
′Wx = 0, f˜ ′ = Q−1f ′Q =
 u ρ 00 u 1ρ
0 ρc2 u
 , c2 = γp
ρ
, (1.55)
wobei c die Schallgeschwindigkeit bezeichnet. Die Eigenwerte von f˜ ′ (also auch von f ′) lassen
sich damit leicht berechnen und sind durch
λ1 = u− c, λ2 = u, λ3 = u+ c (1.56)
gegeben. Die zugeho¨rigen Eigenvektoren von f˜ ′ sind
R˜1 =
1
2
 −ρ/c1
−ρc
 , R˜2 =
 10
0
 , R˜3 = 1
2
 ρ/c1
ρc
 .
Da die Eigenvektoren linear unabha¨ngig sind, liegt ein hyperbolisches System vor. Zusa¨tzlich
sind alle Eigenwerte verschieden, so daß das System strikt hyperbolisch ist.
Fu¨r spa¨tere Referenzmo¨glichkeiten geben wir noch die Eigenvektoren R1, R2 und R3 der
untransformierten Jacobi–Matrix f ′(U) an. Sie berechnen sich aus Rp = QR˜p, p = 1, 2, 3,
und sind gegeben durch
R1 =
1
2
ρ
 −1/c1− u/c
u− 12u2/c− 1γ−1c
 , R2 =
 1u
1
2u
2
 , (1.57)
R3 =
1
2
ρ
 1/c1 + u/c
u+ 12u
2/c+ 1γ−1c
 .
Weiterfu¨hrende Theorie der Eulergleichungen und Aspekte ihrer numerischen Lo¨sung finden
sich beispielsweise in den Bu¨chern von Hirsch [26, 27] und Wesseling [77].
Anwendung finden die eindimensionalen Eulergleichungen bei den Stoßrohrproblemen der
Gasdynamik. Betrachtet wird dabei ein mit Gas gefu¨lltes Rohr, das zuna¨chst durch eine
Membran in zwei Bereiche geteilt ist. Das Gas besitzt in einer der Rohrha¨lften eine ho¨here
Dichte und einen ho¨heren Druck als in der anderen, und die Geschwindigkeit des Gases ist
u¨berall Null. Zur Zeit t = 0 wird die Membran vollsta¨ndig entfernt, und das Gas beginnt, in
Richtung des geringeren Drucks zu stro¨men. Unter der Annahme eines gleichfo¨rmigen Flußes
durch die Ro¨hre variieren die physikalischen Eigenschaften des Gases lediglich in einer Raum-
richtung, und die eindimensionalen Eulergleichungen sind anwendbar.
Als numerische Testfa¨lle werden im Verlauf der Arbeit verschiedene Stoßrohrprobleme aus
[69] mit Hilfe eindimensionaler Riemann–Probleme auf dem Intervall (0, 1) simuliert.
Ein einfaches Stoßrohrproblem ohne sonische Punkte ist durch das Riemann–Problem mit
den linken und rechten Zusta¨nden
ρL = 2.0, uL = 0, pL = 2.0, ρR = 1.0, uR = 0, pR = 1.0 (1.58)
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gegeben, das an der Stelle x0 = 0.3 eine Unstetigkeit besitzt. Da die exakte Lo¨sung dieses
Stoßrohrproblems berechnet werden kann, ist es ein geeignetes Testproblem fu¨r die Bewer-
tung neuer numerischer Verfahren. Nach der Zeit t = 0.2 ergibt sich die in Abbildung 1.1
dargestellte exakte Lo¨sung.
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Abbildung 1.1: Lo¨sung des eindimensionalen Riemann–Problems (1.58) zur Zeit t = 0.2
Ein Riemann–Problem mit sonischem Punkt ist durch die Zusta¨nde
ρL = 1.0, uL = 0.75, pL = 1.0, ρR = 0.125, uR = 0, pR = 0.1 (1.59)
charakterisiert, wobei die Unstetigkeit wieder bei x0 = 0.3 liegt. Die exakte Lo¨sung dieses
Problems ist fu¨r t = 0.2 in Abbildung 1.2 gezeigt.
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Abbildung 1.2: Lo¨sung des eindimensionalen Riemann–Problems (1.59) zur Zeit t = 0.2
Ein weiteres Riemann–Problem ist der Testfall von Sod, der durch
ρL = 1.0, uL = 0, pL = 1.0, ρR = 0.125, uR = 0, pR = 0.1 (1.60)
beschrieben wird und eine Unstetigkeit bei x0 = 0.5 aufweist. Die zugeho¨rige exakte Lo¨sung
zur Zeit t = 0.25 ist in Abbildung 1.3 dargestellt.
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Abbildung 1.3: Lo¨sung des eindimensionalen Riemann–Problems (1.60) zur Zeit t = 0.25
1.3.2 Zweidimensionale Testfa¨lle
Skalares Testproblem
Als zweidimensionalen, skalaren Testfall betrachten wir das Randwertproblem
∂tu+ ∂x
u2
2
+ ∂yu = 0, (1.61)
u(x, y, 0) =

1.5 , x = 0,
−2.5x+ 1.5 , y = 0,
−1.0 , x = 1,
0 , sonst
.
Die Werte am unteren Rand und an den seitlichen Ra¨ndern seien fest, und der obere Rand
ist ein Ausstro¨mrand.
Die exakte Lo¨sung dieses Anfangswertproblems ist bekannt und besteht aus einer fa¨cherfo¨rmi-
gen Welle, die sich zu einer Stoßwelle entwickelt. Abbildung 1.4 zeigt eine schematische Dar-
stellung der stationa¨ren Lo¨sung, deren Konstruktion wir kurz erla¨utern wollen.
Da die exakte Lo¨sung die stationa¨re Gleichung
∂yu+ ∂x
u2
2
= 0
erfu¨llt, sind die Charakteristiken durch dy/ds = 1, dx/ds = u gegeben, das heißt,
dy
dx
=
1
u
.
Bezeichnen wir mit uL und uR den linken beziehungsweise rechten Zustand bei y = 0 und
setzen wir eine lineare Verteilung
u(x, 0) = (uR − uL)x+ uL
der Randwerte bei y = 0 voraus, ist die Gleichung der linken Charakteristik g1 durch y =
x/uL gegeben, und die rechte Charakteristik g2 wird durch y = (x− 1)/uR beschrieben. Sie
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schneiden sich am Punkt P , an dem der Stoß g3 beginnt. Die Koordinaten von P lassen sich
gema¨ß xP = uL/(uL−uR) und yP = 1/(uL−uR) berechnen. Fu¨r den Stoß g3 ergibt sich aus
der Rankine–Hugoniot–Bedingung die Steigung
dy
dx
=
2
uL + uR
und damit die Gleichung y = (2x − 1)/(uL + uR). Ist die Lo¨sung an einem Punkt Q, der
innerhalb des fa¨cherfo¨rmigen Bereichs liegt, gegeben, schneidet die Charakteristik, die P und
Q verbindet, die x–Achse an der Stelle xPQ = xP + yp(xQ − xP )/(yP − yQ). Aufgrund der
linearen Randverteilung bei y = 0, die wir vorausgesetzt haben, ergibt sich damit uQ =
(uR − uL)xPQ + uL, so daß wir die exakte Lo¨sung punktweise berechnen ko¨nnen.
y
x
P
xP
yP
g1
g2
g3uL
uR
u
x
uL
uR
Lineare Verteilung von u bei y=0
xPQ
Q
Abbildung 1.4: Exakte Lo¨sung des Testproblems in der (x, y) Ebene
Da die exakte Lo¨sung dieses Testfalls damit explizit bekannt ist, und sich die Lo¨sung daru¨ber
hinaus sowohl aus einem Stoß als auch aus einem stetigen Gebiet zusammensetzt, ist diese
Randwertaufgabe ein geeignetes Testproblem fu¨r die numerische Lo¨sung zweidimensionaler,
skalarer Erhaltungsgleichungen.
Zweidimensionale Eulergleichungen
Als Beispiel eines zweidimensionalen Systems von Erhaltungsgleichungen betrachten wir die
Eulergleichungen der Gasdynamik fu¨r zwei Raumdimensionen. Wie bereits in (1.22) darge-
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stellt, sind die Eulergleichungen, formuliert in konservativen Variablen, in diesem Fall durch
∂tU + ∂xf(U) + ∂yg(U) = 0 auf R
2 × R+, (1.62)
U :=

ρ
ρu
ρv
ρE
 , f(U) :=

ρu
ρu2 + p
ρuv
ρuH
 , g(U) :=

ρv
ρuv
ρv2 + p
ρvH
 ,
gegeben, wobei u jetzt die Flußgeschwindigkeit in x–Richtung und v die Flußgeschwindigkeit
in y–Richtung bezeichnet. Die Enthalpie ist, ebenso wie im Eindimensionalen, durch H :=
E + pρ definiert. Die Zustandsgleichung fu¨r ideale Gase lautet im Zweidimensionalen
p = (γ − 1)
[
E − ρ
2
(u2 + v2)
]
,
wobei der Isotropenkoeffizient γ unter Annahme von trockener Luft wieder auf 1.4 gesetzt
wird.
Fu¨r glatte Lo¨sungen kann (1.62) auch in der Form
Ut +AUx +BUy = 0
dargestellt werden, wobei A und B die Jacobi–Matrizen der Flußfunktionen f und g bezeich-
nen, die durch
A := ∇Uf(U) =

0 1 0 0
γ−3
2 u
2 + γ−12 v
2 (3− γ)u (1− γ)v γ − 1
−uv v u 0
−γuE + (γ − 1)u(u2 + v2) γE − γ−12 (v2 + 3u2) (1− γ)uv γu

und
B := ∇Ug(U) =

0 0 1 0
−uv v u 0
γ−3
2 v
2 + γ−12 u
2 (1− γ)u (3− γ)v γ − 1
−γvE + (γ − 1)v(u2 + v2) (1− γ)uv γE − γ−12 (u2 + 3v2) γv

gegeben sind.
Ebenso wie fu¨r die eindimensionalen Eulergleichungen existiert auch hier eine Formulierung
in primitiven Variablen, auf die wir an dieser Stelle verzichten wollen. Ausfu¨hrliche Darstel-
lungen dazu sind in den Bu¨chern von Hirsch [27], Kro¨ner [32] und Wesseling [77] zu finden.
Die Eulergleichungen werden in vielen Gebieten der Aerodynamik eingesetzt, beispielsweise
dienen sie zur Modellierung der Luftstro¨mung um ein Flugzeug. Zur Lo¨sung dieses dreidi-
mensionalen Problems sind auch zweidimensionale Fragestellungen, wie die Stro¨mung um
ein Tragfla¨chenprofil, das einen Querschnitt eines Flugzeugflu¨gels darstellt, von Interesse. Da
schon kleine A¨nderungen des Tragfla¨chenprofils zu einem ganz anderen Flußverhalten fu¨hren
ko¨nnen, ist die numerische Simulation solcher Problemstellungen eine wichtige Anwendung
der zweidimensionalen Eulergleichungen.
Als Testfall fu¨r die vorliegende Arbeit wird die Umstro¨mung des NACA0060 Profils simuliert.
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Das Profil wird dabei mit der Mach–Zahl Ma = 0.8 unter dem Winkel α = 1.25◦ angestro¨mt,
die Dichte der Anstro¨mung ist ρ = 1.0. Mit fortschreitender Zeit bildet sich eine stationa¨re
Stro¨mung, die einen starken Stoß auf der Oberseite und einen schwa¨cheren Stoß auf der Un-
terseite des Profils aufweist. Die als Rechengitter verwendete Triangulierung ist in Abbildung
1.5 dargestellt. Die Diskretisierung beruht auf Finite–Volumen–Methoden fu¨r unstrukturierte
Gitter, die in [32] und [61] beschrieben werden.
Abbildung 1.5: Triangulierung (rechts ein Ausschnitt) fu¨r die Umstro¨mung des NACA0060
Profils
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2 Grundlegende Herleitungen
nichtlinearer Filter
In diesem Kapitel geben wir eine U¨bersicht u¨ber verschiedene existierende Methoden der
Bild– beziehungsweise Datenwiederherstellung. Zuna¨chst stellen wir die klassischen Filter-
konstruktionen gema¨ß des Variationsansatzes und verschiedener Modelle partieller Differen-
tialgleichungen vor, die im Kontext der Bildverarbeitung entwickelt worden sind. Bei einer
Vielzahl dieser Filtermodelle ist eine Diskrepanz zwischen den Eigenschaften ihrer kontinuier-
lichen und diskreten Filtergleichungen festzustellen, was die vollsta¨ndig diskrete Konstruktion
von Filteralgorithmen motiviert. Engquist, Lo¨tstedt und Sjo¨green folgten dieser Idee und ent-
wickelten 1989 erstmals solche diskreten Filterroutinen, die sie fu¨r das Lo¨sen hyperbolischer
Erhaltungsgleichungen einsetzten. Wir bestimmen eine zugeho¨rige kontinuierliche Gleichung
fu¨r einen ihrer diskreten Filter und zeigen damit Verbindungen zu den klassischen Filteral-
gorithmen der Bildverarbeitung auf.
In den spa¨teren Kapiteln dieser Arbeit werden die drei Varianten der Filterkonstruktion,
Variationsansatz, Modelle partieller Differentialgleichungen und vollsta¨ndig diskrete Herlei-
tungen, immer wieder aufgegriffen, um auf Grundlage dieser Methoden neue nichtlineare
Filter zu konstruieren.
2.1 Methoden der Bildverarbeitung
Die Entwicklung von Methoden zur Bildwiederherstellung ist eines der a¨ltesten und bedeu-
tensten Aufgabenfelder der Bildverarbeitung. Auch heute hat diese Fragestellung nicht an
Aktualita¨t verloren, da die Bildwiederherstellung bei vielen neuen Anwendungen einen er-
sten Vorverarbeitungsschritt darstellt.
Bei U¨bermittlung, Aufzeichnung und Zusammensetzung von Bildern kann die Bildqualita¨t
stark beeintra¨chtigt werden. Einerseits ist dies auf deterministische Pha¨nomene, die durch das
Verfahren der Bilderfassung begru¨ndet sind, zuru¨ckzufu¨hren. Fehler dieser Art entstehen bei-
spielsweise durch Defekte des bilderfassenden Systems oder durch a¨ußere Sto¨rungen wie der
atmospha¨rischen Turbulenz. Andererseits wird die Bildqualita¨t bei jeder Signalu¨bermittlung
durch eine zufa¨llige Sto¨rung, die einem stochastisches Rauschen entspricht, beeintra¨chtigt. Da
die Fehlergro¨ßen nicht als bekannt vorausgesetzt werden ko¨nnen, ist eine Modellvorstellung
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fu¨r diesen Sto¨rvorgang notwendig. Das Zusammenspiel deterministischer und stochastischer
Fehlerquellen legt folgendes, oft verwendetes Modell nahe. Sei u : Ω ⊂ R2 → R das tatsa¨chli-
che, unverfa¨lschte und u0 das beobachtete, gesto¨rte Bild. Dann ist der Zusammenhang von u
und u0 gegeben durch
u0 = Ru+ η, (2.1)
wobei η das additive weiße Rauschen darstellt und R ein linearer Operator ist, der die
Unscha¨rfe des Bildes verursacht.
Ziel der Bildwiederherstellung ist es, mit Hilfe dieser Modellvorstellung, aus einem beobach-
teten Bild u0 eine Approximation an das reale Bild u zu rekonstruieren.
Im Folgenden geben wir einen U¨berblick u¨ber verschiedene Ansa¨tze zur approximativen Be-
rechnung von u bei gegebenem u0. Dabei orientieren wir uns an dem Buch von Aubert und
Kornprobst [5], in dem detailliertere Darstellungen und weitere Methoden der Bildwiederher-
stellung zu finden sind.
2.1.1 Der Variationsansatz
Beim Variationsansatz basiert die Bildwiederherstellung auf der Minimierung eines Funktio-
nals, das im Wesentlichen aus zwei Teilen besteht, einem Term, der die Wiedergabetreue
zum Ausgangsdatensatz bewertet, sowie einem additiven Regularisierungsterm. Der folgende
Abschnitt zeigt die Herleitung dieses Funktionals sowie die daraus abgeleiteten Approxima-
tionen an das gesuchte Originalbild u.
Wir setzen voraus, daß zwischen dem Originalbild u und dem beobachteten Bild u0 die
Beziehung (2.1) gilt. Da η eine Zufallsvariable ist, die Gaußsches weißes Rauschen darstellt,
erhalten wir mit der in der Stochastik oft verwendeten Maximum–Likelihood–Methode eine
Approximation an u, indem wir das Kleinste–Quadrate–Problem
inf
u
∫
Ω
|u0 −Ru|2 dx (2.2)
lo¨sen, wobei Ω der Definitionsbereich des Bildes ist.
Betrachten wir u und u0 kurzzeitig als diskrete Variablen des R
m, R als eine m×m–Matrix
und | · | als Euklidische Norm, so folgt aus der Existenz eines Minimums u von (2.2) die
Gu¨ltigkeit der Gleichung
R∗u0 −R∗Ru = 0 (2.3)
fu¨r dieses u, wobei R∗ der zu R adjungierte Operator ist. Da R∗R nicht notwendig einein-
deutig ist und die zugeho¨rigen Eigenwerte selbst bei Eindeutigkeit sehr klein sein ko¨nnen
und zu numerischen Instabilita¨ten fu¨hren, ist das eindeutige Lo¨sen von Gleichung (2.3) nicht
mo¨glich. Um dennoch eindeutige Lo¨sungen zu erhalten, betrachten wir im Folgenden regula-
risierte Versionen des Minimierungsproblems (2.2).
Fu¨r die Regularisierung nehmen wir an, daß u0 ∈ L∞(Ω) gilt, wobei Ω ⊂ R2 beschra¨nkt
sei. R sei ein linearer Operator des L2(Ω), und η sei eine Sto¨rung, die Oszillationen im Bild
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hervorruft.
Wie erstmal 1977 von Tikhonov und Arsenin [68] vorgeschlagen, la¨ßt sich die Regularisierung
durch Addition eines Regularisierungsterms vornehmen. Statt des Ausdrucks (2.2) betrachten
sie das Minimierungsproblem
F (u) =
∫
Ω
|u0 −Ru|2 dx+ λ
∫
Ω
|∇u|2 dx, (2.4)
wobei der Parameter λ ein positiver Gewichtungsfaktor ist. Der erste Term in F (u) mißt
die Datentreue zum Ausgangsdatensatz, der zweite Ausdruck ist ein Gla¨ttungsterm. Die Mi-
nimierung von (2.4) bedeutet daher die Suche nach einem u, das die urspru¨nglichen Daten
bestmo¨glich approximiert und dabei einen nur kleinen Gradienten aufweist. In dem Funktio-
nenraum
W 1,2(Ω) = {u ∈ L2(Ω); ∇u ∈ L2(Ω)2}
sind beide Summanden wohldefiniert und das Problem
inf {F (u), u ∈W 1,2(Ω)}
besitzt eine eindeutige Lo¨sung, die durch die Euler–Lagrange–Gleichung
R∗Ru−R∗u0 − λ∆u = 0 (2.5)
mit Neumannschen Randbedingungen
∂u
∂N
= 0 auf ∂Ω
gegeben ist, wobei N die a¨ußere Normale an ∂Ω ist. Allerdings ist es offensichtlich, daß die
Lo¨sung u von (2.5) nicht den gestellten Anforderungen, Oszillationen zu gla¨tten und Kanten
zu erhalten, entspricht. Der Laplace–Operator in (2.5) besitzt isotrope Gla¨ttungseigenschaf-
ten, so daß Kanten u¨bergla¨ttet werden. Dieses Verhalten ist bereits an der Energiegleichung
(2.4) erkennbar. Die L2–Norm des Gradienten entfernt zwar die Oszillationen im beobachte-
ten Bild, reduziert aber gleichzeitig die Gradienten, die den Kanten des Bildes entsprechen,
zu stark. Rudin, Osher und Fatemi [52, 54] schlagen daher vor, anstelle der L2–Norm die
L1–Norm des Gradienten von u, auch Totalvariation von u genannt, in (2.4) zu verwenden.
Um den Einfluß des Regularisierungsterm genauer zu untersuchen, betrachten wir im Fol-
genden die Energiegleichung [6, 70]
E(u) =
1
2
∫
Ω
|u0 −Ru|2 dx+ λ
∫
Ω
φ(|∇u|) dx. (2.6)
Die Funktion φ ist dabei so zu konstruieren, daß die Lo¨sung ein anna¨hernd stu¨ckweise kon-
stantes Bild ergibt, das aus homogenen Regionen, getrennt durch scharfe Kanten, besteht.
Falls E(u) ein Minimum u besitzt, erfu¨llt es die Euler–Lagrange–Gleichung
R∗Ru− λ div
(
φ′(|∇u|)
|∇u| ∇u
)
= R∗u0. (2.7)
Der Divergenzterm la¨ßt sich entsprechend der Bildstrukturen in Richtungen tangential und
normal zu den Bildkanten zerlegen. Fu¨r jeden Punkt x mit |∇u(x)| 6= 0 definieren wir die
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Vektoren N(x) = ∇u(x)|∇u(x)| und T (x), wobei |T (x)| = 1 gelte und T (x) orthogonal zu N(x) sei.
Damit ergibt sich fu¨r (2.7) die Darstellung
R∗Ru− λ div
(
φ′(|∇u|)
|∇u| uTT + φ
′′(|∇u|)uNN
)
= R∗u0, (2.8)
in der uTT beziehungsweise uNN die zweiten Ableitungen in Richtung T beziehungsweise N
bezeichnen.
Mit Hilfe dieser Formulierung la¨ßt sich die gesuchte Funktion φ geeignet bestimmen:
• Ein geringer Wert |∇u| weist auf Rauschen hin, das in alle Richtungen gleich gegla¨ttet
werden soll. Ist φ eine regula¨re Funktion, so wird isotrope Gla¨ttung durch die Forderung
φ′(0) = 0, lim
s→0+
φ′(s)
s
= lim
s→0+
φ′′(s) = φ′′(0) > 0 (2.9)
erfu¨llt, und (2.8) wird zu
R∗Ru− λφ′′(0)∆u = R∗u0. (2.10)
• Ein großer Wert |∇u| weist auf eine Kante hin, die erhalten werden soll, so daß nur
Diffusion entlang der Kante, nicht u¨ber sie hinweg, erwu¨nscht ist. Um dies zu gewa¨hr-
leisten, ist der Koeffizient von uNN in (2.8) fu¨r große Gradienten Null zu setzen, wobei
der Koeffizient von uTT nicht verschwinden darf. Die Bedingungen an φ lauten daher
lim
s→∞φ
′′(s) = 0, lim
s→∞
φ′(s)
s
= β > 0.
Da sich diese Forderungen gerade widersprechen, ist ein Kompromiß zwischen beiden
Eigenschaften zu finden. Beispielsweise ko¨nnen φ′′(s) und φ
′(s)
s jeweils gegen Null kon-
vergieren, allerdings mit unterschiedlicher Konvergenzgeschwindigkeit, so daß
lim
s→∞φ
′′(s) = lim
s→∞
φ′(s)
s
= 0 und lim
s→∞
φ′′(s)
φ′(s)/s
= 0 (2.11)
gilt.
Es lassen sich zahlreiche Funktionen φ finden, die die Bedingungen (2.9) und (2.11) erfu¨llen,
zum Beispiel
φ(s) =
√
1 + s2. (2.12)
Allerdings sind diese Bedingungen an φ nicht hinreichend fu¨r die Existenz einer eindeutigen
Lo¨sung fu¨r die Minimierung von (2.6).
Fu¨r Existenz– und Eindeutigkeitsaussagen bezu¨glich einer Lo¨sung von
inf
{
E(u) =
1
2
∫
Ω
|u0 −Ru|2 dx+ λ
∫
Ω
φ(|∇u|) dx
}
(2.13)
sind weitere Voraussetzungen, wie beispielweise die strikte Konvexita¨t von φ und die Linea-
rita¨t und Stetigkeit von R, notwendig. Daru¨ber hinaus muß der betrachtete Funktionenraum
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auf BV (Ω) erweitert werden. Wir verzichten an dieser Stelle auf die exakte Formulierung der
Existenz– und Eindeutigkeitsaussage, die in [2] und [5] zu finden ist, weisen aber auf einen
daraus resultierenden Widerspruch zwischen mathematischer Modellvorstellung und numeri-
scher Anwendung hin:
Ohne die Bedingung, daß φ eine konvexe Funktion ist, ist weder die Existenz einer Lo¨sung
des Minimierungsproblems (2.13) noch die Gu¨ltigkeit einer Konvergenzaussage gewa¨hrleistet.
Dennoch ergeben nichtkonvexe Funktionen, wie
φ(s) =
s2
1 + s2
,
bei numerischen Anwendungen scha¨rfere Kanten und damit bessere Resultate als konve-
xe, linear wachsende Funktionen φ. Diese widerspru¨chliche Eigenschaft zwischen diskretem
und kontinuierlichem Modell zeigt, daß die Konstruktion von Filtern mit Hilfe kontinuier-
licher Modellgleichungen nicht unbedingt zu bestmo¨glichen numerischen Resultaten fu¨hrt.
Vielmehr stellt sich die Frage nach alternativen Ansa¨tzen zur Filterkonstruktion. In diesem
Zusammenhang betrachtet beispielsweise Rosati [51] eine diskrete Version der Energieglei-
chung E(u) und untersucht das zugeho¨rige asymptotische Verhalten. Engquist, Lo¨tstedt und
Sjo¨green gehen noch einen Schritt weiter und lo¨sen sich vollkommen von kontinuierlichen
Modellvorstellungen, indem sie allein aus diskreten U¨berlegungen Filterroutinen zur Wieder-
herstellung diskreter Datensa¨tze entwickeln. Auf ihre Ansa¨tze wird am Ende dieses Kapitels
genauer eingegangen, und ihre Ideen bilden den Hintergrund fu¨r viele neue Filtermethoden,
die im Verlaufe dieser Arbeit vorgestellt werden.
Zuna¨chst geben wir allerdings eine U¨bersicht u¨ber die Klasse diskreter Filter, die auf parti-
ellen Differentialgleichungen beruhen.
2.1.2 Ansa¨tze basierend auf partiellen Differentialgleichungen
Ein weiterer Ansatz fu¨r die Entwicklung von Filtermethoden zur Bildrekonstruktion basiert
auf der Diskretisierung partieller Differentialgleichungen. In der Literatur finden sich viele
verschiedene Modellgleichungen, die sich alle durch die verallgemeinerte Form
∂u
∂t
(x, t) + F (x, u(x, t),∇u(x, t),∇2u(x, t)) = 0 in Ω× (0, T ), (2.14)
∂u
∂N
(x, t) = 0 in ∂Ω× (0, T ),
u(x, 0) = u0(x)
darstellen lassen. Dabei bezeichnet u(x, t) die wiederhergestellte Version des beobachteten,
verfa¨lschten Bildes u0(x), ∇u den Gradienten und ∇2u die Hesse–Matrix von u, so daß F
ein Differentialoperator zweiter Ordnung ist. Es gelten die Neumannschen Randbedingungen,
und u(x, 0) = u0(x) sei der gegebene Anfangswert. Im Unterschied zu den vorher betrachteten
Gleichungen tritt hier der Parameter t auf, der in der Bildverarbeitung als Skalierungsvaria-
ble interpretiert wird. Ausgehend von u0(x) wird bei Anwendung von (2.14) eine Familie von
Funktionen und damit Bildern {u(x, t)}t>0 so konstruiert, daß sich die Bildstrukturen fu¨r
wachsendes t zunehmend vereinfachen, ohne daß neue Strukturen entstehen.
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Entscheidend fu¨r die Qualita¨t des wiederhergestellten Bildes u(x, t) ist die Wahl des Opera-
tors F . Dieser Differentialoperator zweiter Ordnung ist so zu wa¨hlen, daß u(x, t) einerseits
eine gegla¨ttete Version von u0(x) ohne Rauschen darstellt, andererseits tatsa¨chliche Bild-
strukturen wie Ecken und Kanten von u0(x) erhalten bleiben. Um diesen beiden, zuna¨chst
widerspru¨chlich erscheinenden, Forderungen gerecht zu werden, wurden verschiedenste Ope-
ratoren F untersucht.
Vorwa¨rts parabolische partielle Differentialgleichungen
Die vorwa¨rts parabolischen partiellen Differentialgleichungen bilden bei der Bildwiederher-
stellung die Klasse der gla¨ttenden Filterroutinen. Die a¨lteste und bekannteste Gleichung
dieser Kategorie ist die parabolische, lineare Wa¨rmeleitungsgleichung [1, 66]
∂u
∂t
(x, t)−∆u(x, t) = 0, x ∈ R2, t > 0, (2.15)
u(x, 0) = u0(x).
Motiviert wurde dieses Filtermodell durch die Tatsache, daß das Lo¨sen von (2.15) a¨quivalent
zur Anwendung des in der Bildverarbeitung wohlbekannten linearen Gaußschen Filters ist.
Die explizite Lo¨sung von (2.15) ist daher gegeben durch
u(x, t) =
∫
R2
G√2t(x− y)u0(y) dy = (G√2t ∗ u0)(x), (2.16)
wobei Gσ(x) den zweidimensionalen Gauß–Kern
Gσ(x) =
1
2piσ2
exp
(
−|x|
2
2σ2
)
bezeichnet. Im Frequenzbereich betrachtet, liefert die Faltung mit einem Gauß–Kern einen
Tiefpaßfilter. Das Lo¨sen der Wa¨rmeleitungsgleichung fu¨hrt damit, unabha¨ngig vom betrach-
teten Bild, zu einem isotropen Gla¨ttungsalgorithmus, der nicht kantenerhaltend ist. Fu¨r die
Bildwiederherstellung mit Kantenerhaltung ist diese lineare Differentialgleichung daher un-
geeignet.
Da es das Ziel ist, abha¨ngig von der Bildstruktur, in verschiedene Bildrichtungen unterschied-
lich stark zu gla¨tten, ist es naheliegend, nichtlineare statt lineare Differentialgleichungen zu
untersuchen. Perona und Malik [47, 48] betrachten daher als Verallgemeinerung der Wa¨rme-
leitungsgleichung das System
∂u
∂t
= div (c(|∇u|2)∇u) in Ω× (0, T ), (2.17)
∂u
∂N
= 0 auf ∂Ω× (0, T ),
u(x, 0) = u0(x) in Ω.
Dabei sei c(s) : [0,∞) → (0,∞) eine monoton fallende Funktion mit c(0) = 1 und lim
s→∞ c(s) =
0, so daß (2.17) in Regionen mit kleinem Gradienten isotrop gla¨ttet, in Regionen mit großen
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Gradienten, also in der Umgebung von Kanten, das Gla¨tten hingegen einstellt. Fu¨r den Spe-
zialfall c ≡ 1 ergibt sich die Wa¨rmeleitungsgleichung.
Fu¨hren wir, wie bereits beim Variationsansatz, Vektoren N(x) und T (x) normal beziehungs-
weise tangential zu den Bildstrukturen ein, la¨ßt sich der Divergenzterm mit Hilfe der Defini-
tion
b(s) = c(s) + 2c′(s)
umformen und fu¨r (2.17) ergibt sich die Darstellung
∂u
∂t
= c(|∇u|2)uTT + b(|∇u|2)uNN .
Da die Diffusion hauptsa¨chlich entlang einer Kante, nicht u¨ber sie hinweg, stattfinden soll,
ist lim
s→∞
b(s)
c(s)
, also lim
s→∞
sc′(s)
c(s)
= −1
2
, eine weitere Bedingung an c(s) > 0, die durch die
Eigenschaft
lim
s→∞ c(s) ≈
1√
s
gewa¨hrleistet wird. Damit (2.17) eine parabolische Differentialgleichung ist, ist daru¨ber hinaus
b(s) = c(s) + 2c′(s) > 0
zu fordern. Unter diesen Voraussetzungen an c(s) la¨ßt sich mit Hilfe nichtlinearer Halbgrup-
pentheorie die Existenz einer Lo¨sung von (2.17) beweisen [8, 11].
Da das Modell von Perona und Malik nur den Betrag des Gradienten, nicht seine Orientierung
beru¨cksichtigt, untersucht Weickert in [76] eine Erweiterung des Perona–Malik–Modells. Um
lokale Variationen der Gradientenorientierung bei der Bildwiederherstellung eingehen zu las-
sen, betrachtet er die positiv semidefinite Matrix ∇u∇ut, die die Eigenwerte λ1 = |∇u|2 und
λ2 = 0 besitzt und deren Orthonormalbasis aus den Eigenvektoren v1, parallel zu ∇u, und v2,
orthogonal zu ∇u, besteht. Um Fehler aufgrund des vorhandenen Rauschens auszuschließen,
wird das Bild u(x) zuna¨chst mit einem Gauß–Kern kσ gefaltet, so daß sich uσ(x) = (kσ ∗u)(x)
ergibt. Da auch Informationen aus der Nachbarschaft des Punktes x beru¨cksichtigt werden
sollen, wird auf die Matrix ∇u∇tu ebenfalls ein Gauß–Kern kρ angewendet und es ergibt sich
die symmetrische, positiv semidefinite Matrix
Jρ(∇uσ) = kρ ∗ ∇uσ∇utσ.
Die Eigenvektoren v1, v2 von Jρ(∇uσ) sind orthonormal, wobei v1 die Richtung maximaler
Grauwertschwankungen angibt und v2 die bevorzugte Gla¨ttungsrichtung aufzeigt. Die zu-
geho¨rigen Eigenwerte µ1 und µ2 geben Auskunft u¨ber die Bildstrukturen. Isotrope Gebiete
sind gekennzeichnet durch µ1 ∼= µ2, µ1 À µ2 ≈ 0 weist auf geradlinige Strukturen und
µ1 ≥ µ2 À 0 auf Ecken hin.
Damit ergibt sich als sinnvolle Erweiterung von (2.17) die parabolische Gleichung
∂u
∂t
= div (D(Jρ(∇uσ))∇u) in Ω× (0, T ], (2.18)
u(x, 0) = u0(x) auf Ω,
〈D(Jρ(∇uσ))∇u,N〉 = 0 auf ∂Ω× (0, T ],
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wobei N die a¨ußere Einheitsnormale an ∂Ω bezeichnet und D ein zu wa¨hlender Diffusions-
tensor ist. Ist D gleichma¨ßig positiv definit und gilt D ∈ C∞(S2, S2), wobei S2 die Menge
der symmetrischen Matrizen bezeichnet, besitzt die parabolische Differentialgleichung (2.18)
eine eindeutige Lo¨sung.
Der Diffusionstensor la¨ßt sich abha¨ngig von dem Ziel, das bei der Bildwiederherstellung ver-
folgt werden soll, geeignet wa¨hlen. Da die Eigenvektoren von D die lokale Bildstruktur wie-
dergeben sollen, ist es sinnvoll, die Orthonormalbasis von Eigenvektoren von D(Jρ) zu u¨ber-
nehmen. Um beim Gla¨tten Kanten zu erhalten, empfiehlt es sich, die Diffusion orthogonal
zu Kanten umso sta¨rker zu verringern, je gro¨ßer µ1 ist. Dies kann beispielsweise durch die
zugeho¨rigen Eigenwerte
λ1 =
{
1 falls µ1 = 0
1− exp
(
−3.315
µ4
1
)
sonst
λ2 = 1
von D(Jρ) gewa¨hrleistet werden [75].
Auch wenn natu¨rlich noch weitere vorwa¨rts parabolische Modellgleichungen fu¨r die Bild-
wiederherstellung existieren, sollen die hier vorgestellten Modelle fu¨r einen kurzen Einblick
genu¨gen, und wir gehen zu entsprechenden ru¨ckwa¨rts parabolischen Gleichungen u¨ber.
Ru¨ckwa¨rts parabolische partielle Differentialgleichungen
Im vorangehenden Abschnitt wurden gla¨ttende Filter betrachtet. Da Bilder oft nicht nur
gegla¨ttet, sondern Bildstrukturen gleichzeitig versta¨rkt werden sollen, ist die Idee nahelie-
gend, diese Tiefpaßfilter zusa¨tzlich lokal durch Hochpaßfilter zu erga¨nzen. Diese Kombina-
tion aus gla¨ttenden und versta¨rkenden Filtern la¨ßt sich beispielsweise mit einem geeigneten
Gewichtungskoeffizienten c(·) im Perona–Malik–Modell (2.17) realisieren.
Sei dazu zuna¨chst im Eindimensionalen eine Kante, die durch eine partielle Differential-
gleichung versta¨rkt wird, dadurch gekennzeichnet, daß in einer Umgebung dieser Kante
∂
∂t(ux(x, t)) ≥ 0 gilt. Entspechend wird das Verwischen einer Kante durch die Gu¨ltigkeit
von ∂∂t(ux(x, t)) ≤ 0 in einer Umgebung der Kante charakterisiert. Aus dem eindimensiona-
len Perona–Malik–Modell (2.17) la¨ßt sich
∂
∂t
(ux) =
(
∂u
∂t
)
x
= (c(u2x)ux)xx = uxxxb(u
2
x) + 2u
2
xxb
′(u2x)
ableiten, wobei b(s) = 2sc′(s) + c(s) gilt. Fu¨r eine Kante x zur Zeit t ist uxx(x, t) = 0 und
uxxx(x, t) ≤ 0, so daß
sgn
(
∂u
∂t
(x, t)
)
x
= sgn (−b(u2x)(x, t))
folgt. Es wird deutlich, daß das Verwischen und Versta¨rken der Kante durch das Vorzeichen
von b(u2x) bestimmt wird. Fu¨r b(u
2
x) > 0 wird das eindimensionale Perona–Malik–Modell
∂u
∂t
(x, t) = [c(u2x(x, t))ux(x, t)]x, (2.19)
u(x, 0) = u0(x),
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zu einer vorwa¨rts parabolischen Gleichung und die Kante wird verwischt, fu¨r b(u2x) < 0 ist
(2.19) eine ru¨ckwa¨rts parabolische Differentialgleichung und die Kante wird versta¨rkt.
Diese Veranschaulichung kann auch auf den zweidimensionalen Fall u¨bertragen werden. Fu¨r
das Versta¨rken einer Kanten ist zu fordern, daß die Differentialgleichung in Normalenrichtung
der Kante ru¨ckwa¨rts parabolisch ist, also b(s) = 2sc′(s)+ c(s) < 0 fu¨r große s ≥ λ gilt, wobei
λ ein gegebener Schwellenwert ist. Das Gla¨tten homogener Regionen garantiert die Forderung
c(0) = b(0) = 1, denn in diesem Fall ergibt sich fu¨r kleine Gradienten die Wa¨rmeleitungsglei-
chung. Ein klassisches Beispiel fu¨r eine mo¨gliche Wahl von c(·) ist die Funktion
c(s) =
1
1 + sλ
. (2.20)
Existenzaussagen u¨ber eine Lo¨sung des Perona–Malik–Modells (2.17) mit einem solchen c(·)
lassen sich fu¨r den allgemeinen Fall nicht finden. Allerdings konnten Catte´ und Mitarbeiter
[10] fu¨r bestimmte Fa¨lle die Existenz einer Lo¨sung im maßtheoretischen Sinn fu¨r eine regu-
larisierte Version des Modells zeigen.
Obwohl mathematische Aussagen u¨ber die Existenz einer Lo¨sung des Perona–Malik–Models
(2.17) fehlen, wird es bei der Bildwiederherstellung oft verwendet und liefert sehr gute nu-
merische Ergebnisse.
Hyperbolische partielle Differentialgleichungen
Die letzte Klasse partieller Differentialgleichungen, die wir im Folgenden betrachten, ist die
Klasse der hyperbolischen Differentialgleichungen. Sie werden bei der Bildwiederherstellung
eingesetzt, um u¨bergla¨ttete Kanten wieder aufzusteilen. Diese Kantenverscha¨rfung la¨ßt sich
als gegenteiliger Prozeß zur Kantengla¨ttung auffassen. Gegeben ist eine gegla¨ttet Kante u0(x),
aus der mit Hilfe einer hyperbolischen partiellen Differentialgleichung die tatsa¨chliche Kante
u(x) rekonstruiert werden soll. u0(x) sei dabei durch die Anfangsbedingung u0(x) = cos(x)
gegeben und die optimale Kante u(x) la¨ßt sich mit Hilfe der Treppenfunktion
u(x) =
{
1 fallsx > 0
−1 fallsx < 0
beschreiben. Anschauliche U¨berlegungen zeigen, daß bei dem gewu¨nschten U¨bergang von
u0(x) zu u(x), der durch eine Familie von Funktionen {u(x, t)}t>0 beschrieben werden kann,
die Punkte x mit uxx(x, t) = 0 oder ux(x, t) = 0 konstant bleiben sollen, wa¨hrend fu¨r alle
anderen Punkte x eine Bewegung abha¨ngig vom Vorzeichen von ux(x, t)uxx(x, t) wu¨nschens-
wert wa¨re.
Aufgrund dieser U¨berlegungen entwickeln Rudin und Osher [46] die hyperbolische partielle
Differentialgleichung
ut(x, t) = −|ux(x, t)| sgn (uxx(x, t)), (2.21)
u(x, 0) = u0(x),
wobei sgn (0) = 0 gelte. Diese nichtlineare Gleichung liefert das geforderte Verhalten, bei-
spielsweise ergibt sie fu¨r Punkte x mit ux(x, t) > 0 und uxx(x, t) > 0 eine Transportgleichung
mit der Geschwindigkeit eins.
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Rudin und Osher verallgemeinern die Differentialgleichung (2.21) weiter und betrachten das
auch als Stoßfilter bezeichnete Modell
ut(x, t) = −|ux|F (uxx), x ∈ R, t > 0, (2.22)
u(x, 0) = u0(x).
Die Funktion F sei dabei Lipschitz–stetig und erfu¨lle die Eigenschaften F (0) = 0 und
sgn (s)F (s) > 0 fu¨r s 6= 0. Ein klassisches Beispiel fu¨r F ist F (uxx) = uxx, so daß (2.22)
ut + (uxxsgn (ux))ux = 0, x ∈ R, t > 0, (2.23)
u(x, 0) = u0(x)
ergibt. Diese Gleichung kann als Transportgleichung aufgefaßt werden, deren Ausbreitungsge-
schwindigkeit lokal durch c(x) = sgn (ux)uxx gegeben ist und als Kantendetektor interpretiert
werden kann, da c(x) beim Auftreten einer Kante Null wird und uxx in einer Umgebung der
Kante das Vorzeichen wechselt.
Die U¨bertragung der Modellgleichungen auf den zweidimensionalen Fall verla¨uft ohne Schwie-
rigkeiten. Statt (2.22) betrachten Rudin und Osher im Zweidimensionalen den Stoßfilter
∂u
∂t
= −|∇u|F (L(u)), (2.24)
wobei F wieder F (0) = 0 und sgn (s)F (s) > 0 fu¨r s 6= 0 erfu¨lle und L ein nichtlinearer
elliptischer Operator zweiter Ordnung sei, dessen Nullstellen gerade die Kanten des Bildes
beschreiben. Ein klassisches Beispiel fu¨r L ist der Laplace–Operator
L(u) = ∆u = uxx + uyy,
bessere Ergebnisse lassen sich allerdings mit
L(u) =
1
|∇u|2 (u
2
xuxx + 2uxuyuxy + u
2
yuyy),
der zweiten Ableitung von u in Richtung ∇u|∇u| , erzielen.
Wie bei vielen anderen vorangegangenen kontinuierlichen Differentialgleichungen existiert
auch hier, schon im Eindimensionalen, keine eindeutige Lo¨sung von (2.23). Dennoch konnten
Rudin und Osher mit diesen Stoßfiltern sehr gute numerische Ergebnisse erzielen, was auf die
Diskrepanz zwischen Eigenschaften kontinuierlicher und diskreter Filtergleichungen hinweist.
2.2 Vollsta¨ndig diskrete Filterroutinen
Aufgrund dieser Unterschiede zwischen kontinuierlichem und diskretem Modell entwickel-
te sich um 1989 ein weiterer Ansatz zur Konstruktion diskreter Filter. Entgegen den bis-
her beschriebenen Filtern, die auf Modellgleichungen partieller Differentialgleichungen oder
der Minimierung einer Energiegleichung beruhen, basiert dieser neue Ansatz darauf, jeg-
liche Filtermotivierung durch kontinuierliche Modellgleichungen außer Acht zu lassen und
Filteralgorithmen lediglich aufgrund des gegebenen diskreten Datensatzes zu entwickeln. Die
Ersten, die mit Hilfe dieser vollsta¨ndig diskreten Methode Filterroutinen, nicht im Kontext
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der Bildverarbeitung sondern fu¨r das numerische Lo¨sen hyperbolischer Erhaltungsgleichun-
gen, konstruiert haben, sind Engquist, Lo¨tstedt und Sjo¨green [16]. Ihre Filter werden wir im
Folgenden vorstellen und erkla¨ren. Daru¨ber hinaus entwickeln wir eine zugeho¨rige kontinu-
ierliche Filtergleichung, um Verwandtschaften mit den bisher beschriebenen Filtermethoden
der Bildverarbeitung aufzuzeigen.
2.2.1 Erste diskrete Filteralgorithmen von Engquist, Lo¨tstedt
und Sjo¨green
In ihrem Artikel Nonlinear Filters for Efficient Shock Computation [16] vero¨ffentlichten Eng-
quist, Lo¨tstedt und Sjo¨green 1989 erstmals vollsta¨ndig diskrete Filteroperatoren fu¨r die nu-
merische Approximation hyperbolischer Erhaltungsgleichungen mit unstetigen Lo¨sungen.
Als Ausgangssituation betrachten sie vorerst im Eindimensionalen ein System nichtlinearer
Erhaltungsgleichungen
∂tu+ ∂xf(u) = 0, (2.25)
u(x, 0) = u0(x)
mit u : R × R+ 3 x, t 7→ u(x, t) ∈ D ⊂ R und Flußfunktion f . Wie bereits verdeut-
licht, sind Gleichungen dieser Art dafu¨r bekannt, daß sie Unstetigkeiten hervorbringen, selbst
wenn die Anfangswertbedingung u0(x) beliebig glatt ist. Fu¨r die numerische Approximation
einer schwachen Lo¨sung von (2.25) wird zuna¨chst ein bereits bekanntes, konsistentes Finite–
Differenzen–Schema G angewendet, so daß sich
Un+1i = G(U
n
i−r, U
n
i−r+1, . . . , U
n
i+r),
U0i = U0(x),
kurz Un+1 = G(Un), mit n = 0, 1, 2, . . ., i = . . . ,−1, 0, 1, . . ., xi = i∆x, tn = n∆t und
∆t = λ∆x ergibt. Das Differenzenverfahren G sei dabei ein Verfahren ho¨herer Ordnung, so
daß bei seiner Anwendung Oszillationen in der Lo¨sung Un+1 entstehen. Um diese Oszilla-
tionen zu beseitigen, wird nach jedem Zeitschritt des Differenzenverfahrens eine nichtlineare
Filterroutine P eingefu¨gt und es ergibt sich eine gefilterte Lo¨sung U˜n+1 gema¨ß
U˜n+1 = P (Un+1, Un).
Fu¨r die sinnvolle Filterkonstruktion sind folgende natu¨rliche Bedingungen von P zu erfu¨llen:
• Konsistenz: In glatten Regionen soll der Filter die Approximation Un+1 mo¨glichst wenig
vera¨ndern, so daß
||U˜n+1 − Un+1|| = O(∆t2) fu¨r glattes Un+1 (2.26)
fu¨r ein Verfahren zweiter Ordnung zu fordern ist.
• Erhaltungsform: Um die Konvergenz gegen die richtige schwache Lo¨sung zu gewa¨hrlei-
sten, muß fu¨r das zusammengesetzte Verfahren∑
i
ϕ(xi)(U˜
n+1
i − Un+1i ) ≤ C (2.27)
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gelten, wobei ϕ eine geeignete Testfunktion sei.
• TVD: Damit die Oszillationen in der Na¨he der Unstetigkeiten verringert werden, ist
die Ungleichung
TV (U˜n+1) ≤ TV (U˜n), (2.28)
TV (U˜n) =
∑
i
|U˜ni+1 − U˜ni |
zu erfu¨llen.
• Minimale A¨nderung: Der Filterschritt soll Eigenschaft (2.28) mit mo¨glichst wenigen
Operationen erfu¨llen, ohne dabei (2.26) oder (2.27) zu verletzen. Das bedeutet, daß
|U˜n+1i − Un+1i | 6= 0 (2.29)
fu¨r so wenige Werte von i, wie mo¨glich, gelte.
Da die Filterroutinen von Engquist, Lo¨tstedt und Sjo¨green gleichzeitig mo¨glichst einfach sein
sollen, erfu¨llen nicht alle ihre Filter die Bedingungen (2.28) und (2.29) vollsta¨ndig.
Als einfachsten Filter fu¨r die Situation, daß der zu filternde Datensatz Un+1 nach einem
Schritt des Differenzen–Verfahrens G durch Un+1 = (Un+11 , U
n+1
2 , . . . , U
n+1
N )
T gegeben ist,
schlagen Engquist, Lo¨tstedt und Sjo¨green folgenden Algorithmus vor:
for i = 2 toN − 1do (2.30)
if (∆+Ui)(∆−Ui) < 0 then
if |∆+Ui| > |∆−Ui| then
δ+ := |∆+Ui|
δ− := |∆−Ui|
icorr := i+ 1
else
δ+ := |∆−Ui|
δ− := |∆+Ui|
icorr := i− 1
endif
δ := min{δ−, δ+
2
}
s := sgn (∆+Ui)
Ui := Ui + sδ
Uicorr := Uicorr − sδ
endif
endfor
wobei ∆+Ui = Ui+1−Ui und ∆−Ui = −(Ui−1−Ui) gelte und zur Vereinfachung der Schreib-
weise der Index n+ 1 weggelassen wurde.
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Befindet sich beispielsweise ein Extremwert im Punkt i und gilt |∆−Ui| > |∆+Ui|, so ist der
Filter gegeben durch
U˜i = Ui + sgn(∆+Ui) ·min
(
|∆+Ui|, |∆−Ui|
2
)
. (2.31)
Die wesentlichen Schritte des Filters bestehen aus dem Auffinden der Extremwerte von U n+1
und ihrer Verminderung beziehungsweise Erho¨hung, je nachdem, ob ein Maximum oder Mi-
nimum vorliegt. Der Filter wird nur an wenigen Gitterpunkten aktiv, und alle Korrekturen
werden lokal und in konservativer Weise durchgefu¨hrt. Genauer betrachtet, arbeitet die Fil-
terroutine wie folgt:
• Der Filter la¨uft u¨ber die Funktionswerte Ui, i = 1, . . . , N und korrigiert die Werte Ui,
die lokale Minima oder Maxima sind.
• Die Korrektur besteht aus einer Vergro¨ßerung der Minima und einer Verkleinerung der
Maxima.
• Bei der Addition einer Korrektur zu einem Punkt Ui, wird die gleiche Korrektur von
einem der direkten Nachbarpunkte abgezogen, wobei der Nachbar ausgewa¨hlt wird,
dessen Funktionswert die gro¨ßte Differenz zum Funktionswert des Punktes Ui aufweist.
• Kein Punkt wird so stark korrigiert, daß sein Funktionswert einen Funktionswert seiner
Nachbarpunkte passiert, was gewa¨hrleistet, daß keine neuen Extremwerte entstehen.
Obwohl dieser einfache Filter fu¨r numerische Anwendungen bereits gute Ergebisse liefert, be-
sitzt er einige Defizite. Er erkennt keine Extremwerte, die aus mehr als einem Punkt bestehen,
die Totalvariation kann ansteigen und er gla¨ttet nicht nur durch Oszillationen hervorgerufene
Extremwerte. Um diese unerwu¨nschten Eigenschaften zu beheben, stellen Engquist, Lo¨tstedt
und Sjo¨green in [16] noch eine Reihe weiterer, technisch ausgefeilterer Algorithmen vor.
Da es uns die Einfachheit ihres ersten Filters ermo¨glicht, eine zugeho¨rige kontinuierliche
Form fu¨r die diskrete Filterroutine zu entwickeln, bleiben wir bei dem oben beschriebenen
Algorithmus (2.30) und leiten im Folgenden eine kontinuierliche Modellgleichung her.
Wir betrachten die Situation, daß ein Extremwert im Punkt i detektiert wurde und |∆−Ui| >
|∆+Ui| gelte. Fu¨r diesen Fall ist der Filter von Engquist, Lo¨tstedt und Sjo¨green durch (2.31)
gegeben. Um diesen diskreten Filter auf eine kontinuierliche Form zu bringen, fu¨hren wir
zuna¨chst eine ku¨nstliche Zeitskala ∆τ ein und erhalten
U˜i − Ui
∆τ
=
1
∆τ
sgn(∆+Ui) ·min
(
|∆+Ui|, |∆−Ui|
2
)
, (2.32)
so daß die linke Seite der Gleichung bereits den Ausdruck ∂τu |i ergibt.
Die Terme |∆+Ui| und |∆−Ui| werden mit Hilfe der Taylorentwicklung umgeformt zu
|∆+Ui| = |Ui+1 − Ui| ≈ |u(xi+1)− u(xi)| = |u(x+ h)− u(x)|
=
∣∣∣∣hu′(x) + h22 u′′(x) +O(h3)
∣∣∣∣ ≤ |u′(x)|h+ ∣∣∣∣h22 u′′(x) +O(h3)
∣∣∣∣
und analog
|∆−Ui| ≤ |u′(x)|h+
∣∣∣∣−h22 u′′(x) +O(h3)
∣∣∣∣ .
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Damit la¨ßt sich das Minimum in (2.32) abscha¨tzen zu:
min
(
|∆+Ui|, |∆−Ui|
2
)
≤ min
(
|u′(x)|h+
∣∣∣∣h22 u′′(x) +O(h3)
∣∣∣∣ , |u′(x)|h2 + 12
∣∣∣∣−h22 u′′(x) +O(h3)
∣∣∣∣) .
Vernachla¨ssigen wir Terme der Gro¨ßenordnung h2 und kleiner, so ergibt sich
min
(
|∆+Ui|, |∆−Ui|
2
)
= |u′(x)| ·min
(
h,
h
2
)
+O(h2)
= |∇xu| · h
2
+O(h2) (h > 0)
und
sgn(∆+Ui) = sgn(∇xu · h+O(h2)).
Mit der Bezeichnung F (·) = h2∆τ sgn(·) und der Annahme sgn(∆+Ui) = sgn(∇xu · h) ergibt
sich
Lemma 2.1
Der in (2.31) gegebene diskrete Filter besitzt mit obigen Bezeichnungen in erster Na¨herung
die kontinuierliche Form
∂τu = |∇xu| h
2∆τ
sgn(∇xu · h)
= |∇xu|F (∇xu · h). (2.33)
Bei genauerer Betrachtung von (2.33) ergibt sich sofort
Proposition 1
An der kontinuierlichen Form (2.33) des Filters la¨ßt sich direkt das tatsa¨chliche Filterverhal-
ten fu¨r die verschiedenen diskreten Situationen der Filteraktivierung ablesen.
Beweis |∇xu| · h2 gibt den Betrag an, um den der Filter in der Zeit ∆τ korrigiert. Fu¨r
positives ∇xu (dies ist der Fall, wenn der Wert von u am folgenden Gitterpunkt gro¨ßer ist
als am gerade betrachteten Punkt) liefert die Signumfunktion ein positives Vorzeichen und
der Korrekturbetrag wird addiert, wie man es fu¨r einen zu niedrigen Wert von u erwartet.
Die Signumfunktion liefert dagegen ein negatives Vorzeichen, wenn u an der betrachteten
Stelle verglichen mit dem Wert am folgenden Gitterpunkt zu groß ist, so daß die Korrektur
in diesem Falle, wie erwartet, subtrahiert wird, jeweils vorausgesetzt, daß an der betrachteten
Stelle vorab ein Extremum festgestellt wurde. ¥
Lemma 2.2 verdeutlicht, daß die kontinuierliche Version (2.33) der diskreten Filterroutine
von Engquist, Lo¨tstedt und Sjo¨green fu¨r ux > 0 gerade eine Transportgleichung mit der Ge-
schwindigkeit − h2∆τ ist, fu¨r ux < 0 besitzt sie die Geschwindigkeit h2∆τ .
Die kontinuierliche Filtergleichung (2.33) ermo¨glicht uns daru¨ber hinaus einen Vergleich des
Filters mit den Filtermethoden der Bildverarbeitung, wie der folgende Abschnitt zeigt.
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2.2.2 Zusammenhang zu Methoden der Bildverarbeitung
Obwohl sich die Konstruktion diskreter Filter fu¨r numerische Lo¨sungen hyperbolischer Er-
haltungsgleichungen auf dem ersten Blick von dem Ziel der Bildrekonstruktion, das in der
Bildverarbeitung angestrebt wird, unterscheidet, zeigt eine genauere Betrachtung, daß bei
beiden Anwendungen sehr a¨hnliche Absichten verfolgt werden.
Beim numerischen Lo¨sen nichtlinearer, hyperbolischer Erhaltungsgleichungen mit Hilfe
Finiter–Differenzen–Verfahren ho¨herer Ordnung entstehen, bedingt durch das Differenzen-
verfahren, unphysikalische Oszillationen in der Umgebung von Unstetigkeiten. Diese Oszil-
lationen, die die Lo¨sung verfa¨lschen, sollen nachtra¨glich durch nichtlineare Filterroutinen
entfernt werden, ohne dabei die Unstetigkeiten selbst zu zersto¨ren. Interpretieren wir die Un-
stetigkeitsstellen einer numerischen Lo¨sung als Kanten oder Singularita¨ten eines Bildes und
die Oszillationen in der Lo¨sung als Kombination aus stochastischen und deterministischen
Sto¨rungen dieses Bildes, entspricht das Gla¨tten der Oszillationen bei Erhaltung der Unste-
tigkeiten gerade der Bildrekonstruktion, bei der durch U¨bertragungsfehler verfa¨lschte Bilder
wiederhergestellt werden sollen, ohne dabei die eigentlichen Bildstrukturen zu beeintra¨chti-
gen.
Um die Verwandtschaft der, fu¨r die jeweiligen Anwendungen, entwickelten Filterroutinen
zu dokumentieren, vergleichen wir die kontinuierliche Gleichung, die wir fu¨r den diskreten
Algorithmus von Engquist, Lo¨tstedt und Sjo¨green hergeleitet haben, mit den Modellen der
Bildverarbeitung.
Zuna¨chst la¨ßt sich die kontinuierliche Form (2.33) des diskreten Filters umformen zu
∂τu = |ux| h
2∆τ
sgn (ux · h) (2.34)
= |ux| h
2∆τ
sgn (ux)
= |ux|F (ux),
wobei F (ux) =
h
2∆τ sgn (ux) gilt, und eine U¨bertragung ins Zweidimensionale liefert
∂τu = |∇u| h
2∆τ
sgn (∇u) (2.35)
= |∇u|F (∇u)
mit F (∇u) = h2∆τ sgn (∇u).
Betrachten wir die in Kapitel 2.1.2 vorgestellten Algorithmen der Bildverarbeitung, fa¨llt die
A¨hnlichkeit von Gleichung (2.34) beziehungsweise (2.35) zu den Stoßfiltern von Rudin und
Osher auf, die im Eindimensionalen durch
ut(x, t) = −|ux|F (uxx), x ∈ R, t > 0, (2.36)
u(x, 0) = u0(x)
und im Zweidimensionalen durch
∂u
∂t
= −|∇u|F (L(u)) (2.37)
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gegeben sind, wobei die Funktion F die Eigenschaften F (0) = 0 und sgn (s)F (s) > 0 fu¨r
s 6= 0 erfu¨llt und L ein nichtlinearer elliptischer Operator zweiter Ordnung ist. Seine Null-
stellen entsprechen gerade den Kanten des Bildes, da L(0) = 0 bedeutet, daß die zweiten
Ableitungen verschwinden und damit die Kru¨mmung Null ist, was ein Merkamal fu¨r eine
Kante ist. Als Anfangswert wird das verrauschte Signal u0(x) verwendet.
Bei einem Vergleich der Modellgleichungen (2.35) und (2.37) wird deutlich, daß sich die bei-
den Filteranweisungen, abgesehen vom unterschiedlichen Vorzeichen, in dem Operator L(u)
unterscheiden. Fu¨r die Klasse der Stoßfilter stellt L(u) einen elliptischen Operator zweiter
Ordnung dar, in (2.35) entspricht L(u) dagegen dem Ausdruck∇u, also einem Operator erster
Ordnung. Entsprechendes gilt fu¨r den eindimensionalen Fall, im Stoßfilter (2.36) von Rudin
und Osher ist F eine Funktion von uxx, in (2.34) ist F dagegen abha¨ngig von ux. Dieser Unter-
schied zwischen den Modellgleichungen findet sich in den Eigenschaften der diskreten Filter
wieder. Wa¨hrend die diskrete Version des Stoßfilters (2.36) Totalvariations–vermindernd ist,
kann die Anwendung der diskreten Filterroutine von Engquist, Lo¨tstedt und Sjo¨green die
Totalvariation erho¨hen. Ein Unterschied zwischen ihren kontinuierlichen Modellen ist daher
nur natu¨rlich.
Es stellt sich die Frage, ob sich die Information aus der Bildverarbeitung, daß diskrete Ver-
sionen von (2.36) Totalvariations–vermindernd sind, dazu verwenden la¨ßt, die durch (2.30)
gegebene Filterroutine in ein TVD–Verfahren umzuformen.
Im vorliegenden Fall ist es dazu erforderlich, den Operator L(u), der in der kontinuierlichen
Form (2.33) durch ∇xu · h gegeben ist, durch einen Operator zweiter Ordnung zu erset-
zen. Wir wa¨hlen zu diesem Zweck den Laplace-Operator ∆u multipliziert mit h. Gesucht ist
damit ein diskreter Ausdruck, dessen kontinuierliche Form na¨herungsweise die Darstellung
∆u ·h besitzt. Mit Hilfe der Taylorentwicklung la¨ßt sich zeigen, daß beispielsweise ∆+U ′i diese
Bedingung erfu¨llt, denn:
∆+U
′
i = U
′
i+1 − U ′i ≈ u′(xi+1)− u′(xi) = u′(x+ h)− u′(x)
= u′(x) + hu′′(x) +
h2
2
u′′′(x) +O(h3)− u′(x)
= hu′′(x) +O(h2) = ∆u · h+O(h2) .
Unter Beru¨cksichtigung des negativen Vorzeichens aus (2.36) erhalten wir damit den neuen
diskreten Filteralgorithmus
U˜i = Ui − sgn(∆+U ′i) ·min
(
|∆+Ui|, |∆−Ui|
2
)
, (2.38)
wobei noch eine geeignete Diskretisierung von ∆+U
′
i zu wa¨hlen ist.
Im Gegensatz zum urspru¨nglichen Algorithmus (2.31) ist die Signumfunktion nun nicht mehr
von Ui und Ui+1 abha¨ngig, sondern von deren Ableitungen und damit von den Werten
Ui−1, Ui, Ui+1 und Ui+2.
Um aus (2.38) einen sinnvollen Filteralgorithmus zu erhalten, muß die Einschra¨nkung gemacht
werden, daß der zu filternde Datensatz keine aufeinander folgenden Extremwerte beinhalten
darf, auch nicht in Form von Extremwertplateaus, denn dann wa¨re ∆+U
′
i = 0 und der Filter
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wu¨rde wegen sgn (0) = 0 nichts bewirken.
Auffa¨llig ist, daß Engquist, Lo¨tstedt und Sjo¨green fu¨r ihre technisch ausgereifteren Filteral-
gorithmen [16] genau diese Einschra¨nkung, das Verbot zweier aufeinanderfolgender Extrem-
werte, machen, beziehungsweise diese Situation getrennt behandeln.
Dies legt die Vermutung nahe, daß der oben geschilderte Versuch, ausgehend von der kon-
tinuierlichen Form TV–vermindernder Filter aus der Bildverarbeitung, diskrete Filter mit
gleicher Eigenschaft fu¨r die Numerik hyperbolischer Erhaltungsgleichungen zu entwickeln,
sinnvoll ist, wenngleich der auf diese Weise hergeleitete Filteralgorithmus (2.38) aufgrund der
verwendeten Na¨herungen nicht notwendig TV–vermindernd ist.
Insgesamt wird deutlich, daß ein Zusammenhang zwischen den diskreten Filtern, die fu¨r
das Lo¨sen hyperbolischer Erhaltungsgleichungen entwickelt wurden, und denen, die fu¨r die
Bildrekonstruktion eingesetzt werden, besteht. Diese Tatsache kann nicht nur seitens der
Bildverarbeitung genutzt werden, die bereits Filteralgorithmen, die urspru¨nglich im Kontext
hyperbolischer Erhaltungsgleichungen konstruiert wurden, erfolgreich zur Bildwiederherstel-
lung einsetzt, sondern es kann auch der umgekehrte Weg eingeschlagen werden. Mit Hilfe von
aus der Bildverarbeitung stammenden Filterklassen lassen sich, wie hier gezeigt, beispielsweise
TV-Eigenschaften von Filtern, entwickelt im Kontext hyperbolischer Erhaltungsgleichungen,
erkla¨ren und vera¨ndern. Daru¨ber hinaus ero¨ffnen bekannte und bewa¨hrte Filterklassen der
Bildverarbeitung ein weites Spektrum neuer Filtermethoden fu¨r das numerischen Lo¨sen hy-
perbolischer Erhaltungsgleichungen.
In den folgenden Kapiteln untersuchen wir verschiedene Filteralgorithmen der Bildrekon-
struktion im Hinblick auf ihre Anwendung auf Erhaltungsgleichungen und entwickeln, auf-
bauend auf Ideen der Bildverarbeitung, neue nichtlineare Filtermethoden.
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3 Nichtlineare, diskrete Filter der
Bildverarbeitung
Im vorangehenden Kapitel haben wir beispielhaft an den ersten diskreten Filteralgorithmen
von Engquist, Lo¨tstedt und Sjo¨green gezeigt, daß ihre kontinuierlichen Darstellungen ver-
gleichbar mit Filterklassen der Bildverarbeitung sind. Die Parallelen zwischen beiden The-
mengebieten erlauben es uns, Informationen u¨ber Filtereigenschaften aus dem Kontext der
Bildverarbeitung auf Filtermethoden fu¨r hyperbolische Erhaltungsgleichungen zu u¨bertragen
und so zu verbessern.
Eine andere Mo¨glichkeit, Erkenntnisse der Bildverarbeitung auf dem Gebiet der Erhaltungs-
gleichungen zu nutzen, ist die U¨bertragung und Anpassung digitaler Filter aus der Signalver-
arbeitung auf unsere Problemstellung.
Im Bereich der numerischen Methoden fu¨r Erhaltungsgleichungen spielt der Begriff der Total-
variation eine u¨bergeordnete Rolle. Sie ist ein Maß fu¨r die Oszillationen numerischer Lo¨sun-
gen, die es zu verkleinern gilt. Dies gewa¨hrleisten die sogenannten TV–Filter, die die To-
talvariation eines Bildes beim Filtervorgang verkleinern oder minimieren. Da wir dieses Fil-
terverhalten auch beim numerischen Lo¨sen hyperbolischer Erhaltungsgleichungen anstreben,
wa¨hlen wir aus den Algorithmen der Bildverarbeitung gerade die Klasse der TV–Filter aus
und untersuchen ihre Anwendbarkeit im Bereich der Erhaltungsgleichungen.
Das vorliegende Kapitel unterteilt sich in vier Abschnitte, wobei die ersten beiden der U¨ber-
tragung bekannter TV–Filter der Bildverarbeitung auf den Kontext hyperbolischer Erhal-
tungsgleichungen gewidmet sind. Die Implementierung der resultierenden Lo¨sungsverfahren
in ein– und zweidimensionale Testfa¨lle demonstriert die Leistungsfa¨higkeit dieser Algorith-
men, zeigt aber auch, daß einige der Verfahren Verschiebungsfehler in den Lo¨sungen pro-
duzieren, die auf die jeweilige Diskretisierung zuru¨ckzufu¨hren sind. Daher entwickeln wir
im dritten Abschnitt neue Diskretisierungen fu¨r die zugrundeliegende Modellgleichung und
untersuchen ihre numerischen Eigenschaften. Da jedes resultierende Verfahren eine diskre-
te Version der Gleichung ut = (sgnux)x entha¨lt, analysieren wir die mathematischen und
numerischen Eigenschaften dieser Gleichung im letzten Abschnitt des Kapitels.
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3.1 Digitaler TV–Filter von Chan, Osher und Shen
Die Theorie der TV–Filter wird erstmalig in der Doktorarbeit von Rudin [56] dargestellt und
spa¨ter von Osher und seinen Mitarbeitern weiter entwickelt. Als ein Ergebnis dieser Arbeiten
vero¨ffentlichten Chan, Osher und Shen 1999 [12] einen digitalen Finite–Differenzen–Filter auf
Graphen, der die Fa¨higkeit besitzt, digitale Bilder zu entrauschen, ohne dabei Kanten oder
andere Bildstrukturen zu verwischen.
Diesen Filteralgorithmus wollen wir im Folgenden beschreiben und zeigen, wie er im Kontext
hyperbolischer Erhaltungsgleichungen als einfache, aber wirkungsvolle Dissipation interpre-
tiert und implementiert werden kann.
3.1.1 Das klassische TV restoration model von Rudin, Osher
und Fatemi
Der digitale TV–Filter von Chan, Osher und Shen beruht auf dem TV restoration model von
Rudin, Osher und Fatemi, einem der erfolgreichsten Werkzeuge zur Bildwiederherstellung und
Strukturversta¨rkung in der Bildverarbeitung [53], [55]. Zum besseren Versta¨ndnis der Filter-
konstruktion wird dieses Modell, das auf dem, in Kapitel 2.1.1 dargestellten, Variationsansatz
beruht, kurz hergeleitet und erla¨utert. Dabei interpretieren wir die Modellvorstellung gleich
im Kontext numerischer Lo¨sungen hyperbolischer Erhaltungsgleichungen.
Wir betrachten eine numerische Lo¨sung u˜ zu einem festen Zeitpunkt t als Funktion von
x und y, also ~x := (x, y) 7→ u˜(x, y), ~x ∈ Ω, wobei Ω das betrachtete Rechengebiet bezeichnet.
Da wir zur Approximation einfache Differenzenverfahren ho¨herer Ordnung verwenden, ist die
numerische Lo¨sung u˜ mangels Da¨mpfung durch Oszillationen verfa¨lscht. Daher betrachten
wir die numerische Lo¨sung als Zerlegung
u˜(~x) = u(~x) + n(~x),
wobei u die tatsa¨chliche, physikalische Lo¨sung darstellt und n zufa¨lliges Rauschen mit
En(~x) = 0, (3.1)
En2(~x) = σ2, (3.2)
das heißt, Erwartungswert Null und Varianz σ2, also Standardabweichung σ, bezeichnet. Da-
bei ist zu beachten, daß numerische Lo¨sungen von Erhaltungsgleichungen, im Gegensatz zu
verrauschten Bildern der Bildverarbeitung, die Bedingung (3.2) nicht global erfu¨llen, da Os-
zillationen nur in der Na¨he von Unstetigkeiten auftreten, nicht in glatten Lo¨sungsregionen.
Um in der numerischen Lo¨sung u˜ die unphysikalischen Oszillationen zu gla¨tten und die
tatsa¨chliche Lo¨sung u wiederherzustellen, ist es unser Ziel, die Totalvariation
TV (u) :=
∫
Ω
|∇u| d~x
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unter den Nebenbedingungen (3.1) und (3.2) zu minimieren. Diese Bedingungen an n lassen
sich umformulieren zu ∫
Ω
u(~x) d~x =
∫
Ω
u˜(~x) d~x, (3.3)
1
2
∫
Ω
(u− u˜)2 d~x = σ2, (3.4)
wobei das Einfu¨gen des Faktors 12 im Folgenden klar wird.
Da wir unseren Filter konservativ in das Differenzenverfahren implementieren, wird die er-
ste Bedingung (3.3) automatisch erfu¨llt und wir brauchen sie nicht weiter beru¨cksichtigen.
Um das Minimierungsproblem unter der Nebenbedingung (3.4) zu lo¨sen, fu¨hren wir einen
Lagrangeschen Multiplikator λ ein, so daß
J [u] :=
∫
Ω
|∇u| d~x+ λ
2
∫
Ω
(u− u˜)2d~x
zu minimieren ist. J [u] la¨ßt sich schreiben als
J [u] =
∫
Ω
F (u, ∂xu, ∂yu) d~x
mit
F (u, ∂xu, ∂yu) := |∇u|+ λ
2
(u− u˜)2.
Als Ansatz wa¨hlen wir
u(x, y, ξ) := u0(x, y) + ξh(x, y),
wobei h eine Funktion aus einem Raum H von zula¨ssigen Variationen ist, das heißt, wir haben
speziell h|∂Ω = 0. Die notwendige Bedingung dafu¨r, daß u0 ein relatives Minimum von J ist,
lautet
∀h ∈ H : DJ [u](h) = 0.
Wir schreiben J [u] zu
J(ξ) =
∫
Ω
F (u0 + ξh, ∂xu0 + ξ∂xh, ∂yu0 + ξ∂yh) dx
um und berechnen das Gateaux–Differential
dJ
dξ
(ξ) =
∫
Ω
∂1F · h+ ∂2F · ∂xh+ ∂3F · ∂yh dx,
wobei zur U¨bersichtlichkeit jeweils die Argumente weggelassen wurden. Da DJ [u0](h) =
dJ
dξ |ξ=0 gilt, liefert die notwendige Bedingung∫
Ω
{∂1F (u0, ∂xu0, ∂yu0) · h+ ∂2F (u0, ∂xu0, ∂yu0) · ∂xh (3.5)
+∂3F (u0, ∂xu0, ∂yu0) · ∂yh} dx = 0.
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Da
∂x(∂2F (u0, ∂xu0, ∂yu0) · h(x, y)) = h · ∂x∂2F (u0, ∂xu0, ∂yu0)
+∂2F (u0, ∂xu0, ∂yu0) · ∂xh,
∂y(∂3F (u0, ∂xu0, ∂yu0) · h(x, y)) = h · ∂y∂3F (u0, ∂xu0, ∂yu0)
+∂3F (u0, ∂xu0, ∂yu0) · ∂yh
gilt, ko¨nnen wir die letzten beiden Terme in (3.5) ersetzen und erhalten∫
Ω
{∂1F − ∂x∂2F − ∂y∂3F} · h d~x+
∫
Ω
∂x(∂2F · h) + ∂y(∂3F · h) d~x = 0.
Anwendung des Gaußschen Integralsatzes auf den zweiten Summanden ergibt∫
Ω
{∂1F − ∂x∂2F − ∂y∂3F} · h d~x+
∮
∂Ω
(∂2F, ∂3F ) ·
(
nx
ny
)
· h ds = 0,
wobei ~n = (nx, ny)
T der a¨ußere Einheitsnormalenvektor an ∂Ω ist. Da h eine zula¨ssige Varia-
tion ist, folgt aus h|∂Ω = 0, daß das Linienintegral verschwindet. Der Fundamentalsatz der
Variationsrechnung liefert dann die Euler–Lagrange–Gleichung
∂1F − ∂x∂2F − ∂y∂3F = 0. (3.6)
Fu¨r unser spezielles F erhalten wir
∂1F = λ(u− u˜), ∂2F = ∂xu|∇u| , ∂3F =
∂yu
|∇u| ,
und damit lautet die Euler–Lagrange–Gleichung unseres bedingten TV–Minimierungsproblems
∂x
(
∂xu
|∇u|
)
+ ∂y
(
∂yu
|∇u|
)
= λ(u− u˜),
oder ku¨rzer
∇ ·
( ∇u
|∇u|
)
= λ(u− u˜).
Fu¨r numerische Zwecke kann diese Gleichung mittels einer zeitlichen Hilfsvariable in die Form
einer steepest descent–Methode umformuliert werden zu
∂tu = ∇ ·
( ∇u
|∇u|
)
+ λ(u˜− u). (3.7)
Im Fall λ = 0 ist dies die beru¨hmte TV–Diffusion von Osher und Rudin, beschrieben und
untersucht beispielsweise in [43] und [76].
Rudin, Osher und Fatemi haben dieses Modell (3.7) bereits auf kartesischen Gittern mit Hilfe
klassischer finiter Differenzen diskretisiert und beachtenswerte Resultate beim Entrauschen
von Bildern erzielt.
Bevor wir im Folgenden den diskreten Filter und seine numerische Implementierung fu¨r
unsere Anwendungen formulieren, sei darauf hingewiesen, daß sich bei der Diskretisierung
der Gleichung (3.7) Probleme ergeben, wenn der Ausdruck |∇u| Null wird, was fu¨r na¨he-
rungsweise konstantes u der Fall ist. Um diese Probleme zu umgehen, wird fu¨r numerische
Berechnungen eine regularisierte Version des Gradienten,
|∇u|ε :=
√
|∇u|2 + ε2,
eingefu¨hrt, wobei ε > 0 ein betragsma¨ßig kleiner Parameter sei.
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3.1.2 Filterbeschreibung
Chan, Osher und Shen betrachten einen ungerichteten Graphen mit endlicher Knotenmenge
V und Kantenmenge E, den wir als Gitter, bestehend aus Knoten und Kanten, auffassen
ko¨nnen. Jede Kante e ∈ E verbindet dabei zwei Knoten i, j ∈ V , die wir als Gitterpunkte
auffassen. Wir bezeichnen mit ∑
e`i
die Summe u¨ber alle Kanten e, die vom Knoten i ausgehen und mit∑
j∼i
die Summe u¨ber alle Knoten j, die mit dem Knoten i durch eine Kante verbunden sind. Die
Abbildung u : V → R sei ein digitales Signal und ui bezeichne den Signalwert am Knoten i.
Die diskrete Lokalvariation am Knoten i wird durch
|∇iu| =
√∑
j∼i
(uj − ui)2
erkla¨rt, ihre regularisierte Variation durch
|∇iu|ε =
√
|∇iu|2 + ε2.
Fu¨hren wir die Kantenableitung entlang der Kante j ∼ i gema¨ß
∂eu|i := uj − ui
ein, la¨ßt sich die diskrete Lokalvariation darstellen durch
|∇iu| =
√∑
e`i
(∂eu|i)2,
wobei entlang der Kante j ∼ i die Gleichung ∂eu|i = −∂eu|j gilt.
Der nichtlineare diskrete Filter von Chan, Osher und Shen verwendet fu¨r die Berechnung
eines neuen, gefilterten Wertes von ui die Werte uj in der Nachbarschaft von ui sowie den
verrauschten Ausgangswert u˜i. Der zugrundeliegende, zu entrauschende Datensatz geht da-
her bei jedem Filterschritt des nichtlinearen Filters wieder in die Berechnung ein, was eine
wesentliche Eigenschaft dieses Filtermodells ist. Der Filter ha¨ngt von zwei einzustellenden
Parametern ab, einem Regularisierungsparameter ε > 0 und einem sogenannten Anpassungs-
parameter λ, auf deren Wahl wir spa¨ter genauer eingehen werden.
Fu¨r ein Anfangssignal u˜, das die verrauschte Version des tatsa¨chlichen Signals darstellt, ist
der datenabha¨ngige digitale TV–Filter Fλ,ε : u 7→ uneu fu¨r jeden Knoten i gegeben durch
uneui = Fλ,εi (u) :=
∑
j∼i
hij(u)uj + hii(u)u˜i, (3.8)
wobei u das jeweils existierende Signal bezeichnet und uneu der Ru¨ckgabewert des Filters,
also das entrauschte Signal, ist.
Die Filterkoeffizienten berechnen sich gema¨ß
hij(u) =
wij(u)
λ+
∑
k∼iwik(u)
, hii(u) =
λ
λ+
∑
k∼iwik(u)
(3.9)
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mit
wij(u) =
1
|∇iu|ε +
1
|∇ju|ε , (3.10)
wobei an jedem Knoten i gilt: hii +
∑
j∼i hij = 1.
Ein einzelner Filterschritt kann damit algorithmisch wie folgt beschrieben werden:
• fu¨r alle Knoten i
– berechne die regularisierte diskrete Lokalvariation |∇iu|ε sowie die Variationen
|∇ju|ε aller Nachbarknoten j von i
– berechne die Gewichtungen wij und die Filterkoeffizienten hii und hij
– berechne uneui = Fλ,ε(u)
• Ende Schleife
Dieser Filterschritt wird bei den Anwendungen der Bildverarbeitung so lange wiederholt, bis
eine stationa¨re Lo¨sung, deren Existenz wir voraussetzen, erreicht wird.
Der diskrete, nichtlineare Tiefpaßfilter besitzt zwei einstellbare Parameter, einen betragsma¨ßig
kleinen, positiven Regularisierungsparameter ε, der die numerische Stabilita¨t gewa¨hrleistet,
und einen positiven Anpassungsparameter λ. Wa¨hrend ε lediglich eine technisch begru¨nde-
te Konstante ist, ist der Anpassungsparameter λ ausschlaggebend fu¨r die Wiederherstellung
verrauschter Kanten und anderer Bildstrukturen. Der Wert von λ ist vergleichbar mit 1/σ2,
wobei σ2 die Varianz des zugrundeliegenden Rauschens ist. Damit fungiert λ als Indikator
fu¨r Rauschen, das gegla¨ttet werden soll, oder wirkliche Intensita¨tsspru¨nge, die nicht durch
den Filter zersto¨rt werden du¨rfen.
Vor diesem Hintergrund la¨ßt sich die Adaptivita¨t des digitalen Filters leicht verstehen. Eine
starke lokale Variation |∇u|, groß genug, um vom Rauschen unterschieden zu werden, weist
auf einen Sprung oder eine Kante, u¨bernommen von u˜, hin und soll dementsprechend erhalten
bleiben. Der Filter gewa¨hrleistet dieses Verhalten, da ein großes |∇u| zu einem kleinen wij
(verglichen mit λ) fu¨hrt, so daß die Filterkoeffizienten hii fast eins und hij fast Null werden.
Dies bewirkt, wie erwartet, die Sprungerhaltung. Der Fall einer kleinen lokalen Variation |∇u|
weist auf eine flache Region hin, die in u˜ verrauscht dargestellt ist und mit Hilfe des Filters
entrauscht werden soll. Tatsa¨chlich liefert ein kleines |∇u| ein großes wij (verglichen mit λ),
so daß hii fast Null und hij fast eins wird, was eine Gla¨ttung der Daten bewirkt.
Fu¨r die Bildentrauschung und –wiederherstellung hat sich gezeigt, daß in der Praxis 60 bis
80 Filteriterationen notwendig sind, um gute numerische Ergebnisse zu erzielen.
3.1.3 Zusammenhang zwischen diskretem Filter und kontinu-
ierlicher TV–Diffusionsgleichung
Im folgenden Abschnitt wollen wir den Zusammenhang zwischen dem diskreten Filteralgo-
rithmus (3.8) und dem kontinuierlichen TV–Diffusionsmodell (3.7) untersuchen.
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Wie im vorangegangen Kapitel beschrieben, wird ein einzelner Filterschritt des nichtlinearen
TV–Filters bei den Anwendungen der Bildverarbeitung so oft wiederholt, bis eine stationa¨re
Lo¨sung erreicht wird, deren Existenz wir voraussetzen. Aufgrund dieser Annahme existiert ein
Fixpunkt ui = Fλ,ε(u) der Iteration uneui = Fλ,ε(u), und mit der diskreten Filtergleichung
(3.8) ergibt sich
ui =
∑
j∼i
hij(u)uj + hii(u)u˜i =
∑
j∼i
wij(u)
λ+
∑
k∼iwik(u)
uj +
λ
λ+
∑
k∼iwik(u)
u˜i.
Umformulierungen ergeben(
λ+
∑
k∼i
wik(u)
)
ui =
∑
j∼i
wij(u)uj + λu˜i
oder λ+∑
j∼i
wij(u)
ui =∑
j∼i
wij(u)uj + λu˜i,
und Termumordnung liefert∑
j∼i
wij(uj − ui) + λ(u˜i − ui) = 0. (3.11)
Um die Verbindung zwischen dem diskreten Filter und dem kontinuierlichen Modell (3.7)
herzustellen, betrachten wir die stationa¨re Gleichung (3.11) als diskrete Differenzengleichung
auf dem, durch die Knoten und Kanten definierten, zugrundeliegenden Graphen.
Lemma 3.1
∑
j∼i
wij(uj − ui) =
∑
e`i
∂e
( −1
|∇u|ε∂eu
)
.
Beweis Die linke Seite der Gleichung la¨ßt sich mittels der Definition der Gewichtungen
(3.10) umschreiben zu ∑
j∼i
(
1
|∇iu|ε +
1
|∇ju|ε
)
(uj − ui).
Die rechte Seite kann mit Hilfe der Definition der diskreten Kantenableitung umgeformt
werden zu ∑
e`i
∂e
( −1
|∇u|ε∂eu
)
=
∑
j∼i
−1
|∇ju|ε∂eu
∣∣
j
− −1|∇iu|ε∂eu
∣∣
i
=
∑
j∼i
−1
|∇ju|ε (ui − uj) +
1
|∇iu|ε (uj − ui)
=
∑
j∼i
(
1
|∇iu|ε +
1
|∇ju|ε
)
(uj − ui),
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und dies ist gerade die linke Seite. ¥
Aufgrund des Lemmas ist der digitale TV–Filter von Chan, Osher und Shen fu¨r den sta-
tiona¨ren Fall durch die finite Differenzengleichung∑
e`i
∂e
( −1
|∇u|ε∂eu
)
+ λ(u˜i − ui) = 0 (3.12)
auf dem Graphen {e | e ` i} gegeben. Hier la¨ßt sich nun der Zusammenhang zwischen dem dis-
kreten Filter (3.8) und dem kontinuierlichen Modell (3.7) erkennen. Die diskrete Differenzen-
gleichung (3.12), betrachtet auf einem Graphen, ist die diskrete Version der kontinuierlichen
TV–Diffusionsgleichung (3.7).
3.1.4 Numerische Ergebnisse fu¨r die Interpretation im Kon-
text hyperbolischer Erhaltungsgleichungen
Fu¨r die Anwendung des TV–Filters im Kontext numerischer Lo¨sungen fu¨r Erhaltungsglei-
chungen interpretieren wir das verrauschte Signal u˜ als eine oszillierende Lo¨sung einer hy-
perbolischen Erhaltungsgleichung. Im Gegensatz zu der in der Bildverarbeitung gegebenen
Situation haben wir nicht mehr globales zufa¨lliges Rauschen auf unseren Daten, sondern lo-
kale Oszillationen in der Umgebung von Spru¨ngen oder Sto¨ßen. Um Fehler zu vermeiden, die
aus einer globalen Varianzannahme resultieren wu¨rden, haben wir verschiedene Routinen ent-
wickelt, die datenabha¨ngig eine lokale Varianz und damit ein lokales λ fu¨r jeden Gitterpunkt
berechnen. Unsere numerischen Experimente zeigen allerdings, daß nicht in jeder Situation
ein lokales λ einem globalen vorzuziehen ist. Daru¨ber hinaus zeigen unsere Anwendungen,
daß wir schon mit wesentlich wenigeren als 60 bis 80 Filteriterationen sehr gute numeri-
sche Resultate erzielen ko¨nnen. Beispielsweise beno¨tigen wir nach Erhalt einer oszillierenden
stationa¨ren Lo¨sung, berechnet mit einem einfachen Differenzenverfahren ho¨herer Ordnung,
lediglich eine Filteriteration, um wesentlich verbesserte Lo¨sungen zu erhalten.
Im Folgenden gehen wir genauer auf verschiedene Anwendungen des digitalen TV–Filters
im Kontext hyperbolischer Erhaltungsgleichungen ein.
Zuna¨chst betrachten wir als Testfall das zweidimensionale Randwertproblem (1.61), dessen
exakte Lo¨sung bereits in Kapitel 1.3.2 hergeleitet wurde und in Abbildung 1.4 dargestellt ist.
Die exakte Lo¨sung dient uns dabei als Vergleichsmo¨glichkeit, um die Qualita¨t der numeri-
schen Lo¨sungen des Randwertproblems zu beurteilen.
Wir berechnen die approximative Lo¨sung von (1.61) mit Hilfe des oszillierenden Lax–Wendroff–
Verfahrens, das wir im Rahmen einer Finite–Volumen–Approximation auf dem Sekunda¨rgit-
ter einer Triangulierung implementieren. Die numerische Flußfunktion des Lax–Wendroff–
Verfahrens ist dabei in der Form
F =
1
2
(f(UL) + f(UR))n1 +
1
2
(g(UL) + g(UR))n2 − 1
4
λ (An1 +Bn2)
2 (UR − UL) (3.13)
gegeben, wobei UL und UR die jeweils linken und rechten Zusta¨nde bezeichnen. A und B sind
die an der Stelle 12(UL+UR) berechneten Jacobi–Matrizen der Flußfunktionen f und g, wobei
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fu¨r das skalare Testproblem (1.61) A(U) = U und B(U) = 1 gilt. Der Vektor n = (n1, n2)
T
bezeichnet die a¨ußere Einheitsnormale auf dem Rand des betrachteten Kontrollvolumens,
und der Faktor ν = k/h ist durch die Bedingung
CFL = ν max
W∈{UL,UR,(UL+UR)/2}
|Wn1 + n2| ≤ 1
gegeben. Als Rechengitter verwenden wir eine Triangulierung aus 3002 Punkten beziehungs-
weise 5802 Dreiecken, und als CFL–Zahl wa¨hlen wir CFL= 0.9.
Weitere Ausfu¨hrungen zu Finite–Volumen–Verfahren auf unstrukturierten Gittern sind bei-
spielsweise in [17] und [61] zu finden.
Die resultierende stationa¨re Lo¨sung ist als Draufsicht mit Hilfe von Isolinien in Abbildung
3.1, in der auch die verwendete Triangulierung zu erkennen ist, dargestellt. Rechts und links
vom Stoß lassen sich die typischen Oszillationen, die das Lax–Wendroff–Verfahren verursacht,
identifizieren.
Abbildung 3.1: Oszillierende Lax–Wendroff–Lo¨sung
Die zusa¨tzliche Implementierung von 60 Iterationen des digitalen TV–Filters nach Beendigung
des Lax–Wendroff–Verfahrens, zuna¨chst mit einem global gewa¨hlten λ = 7 und dem Regu-
larisierungsparameter ε = 0.0001, ergibt die in Abbildung 3.2 dargestellte Lo¨sung. Daru¨ber
hinaus zeigt Abbildung 3.3 ein Profil der ungefilterten und der global gefilterten Lo¨sung, wo-
bei der Schnitt durch die Punkte (0; 0.5) und (1; 0.5) verla¨uft. Beide Darstellungsmethoden
verdeutlichen, daß die Oszillationen in der Na¨he des Stoßes durch den zusa¨tzlich implem-
tentierten TV–Filter vollsta¨ndig beseitigt sind. Numerische Simulationen zeigen, daß wir das
gleiche Resultat schon mit nur 10 Filteriterationen nach Beendigung des Differenzenverfah-
rens erzielen.
Allerdings mu¨ssen wir feststellen, daß nun auch tatsa¨chliche Lo¨sungsstrukturen u¨bergla¨ttet
worden sind, wie die gekru¨mmten Isolinien am unteren Bildrand in Abbildung 3.2 zeigen.
Abhilfe schafft ein lokal berechnetes λ. Dazu berechnen wir fu¨r jeden Gitterpunkt der Trian-
gulierung aus den Gitterwerten der direkten Nachbarpunkte die lokale Variation und damit
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Abbildung 3.2: Global gefilterte Lax–Wendroff–Lo¨sung
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Abbildung 3.3: Schnittbilder der Lax–Wendroff–Lo¨sung (links) und der zugeho¨rigen global
gefilterten Lo¨sung (rechts) fu¨r einen Schnitt durch die Punkte (0; 0.5) und (1; 0.5)
ein lokales λ. Fu¨r die Punkte, die genau auf dem Stoß liegen, scheitert diese Methode aller-
dings, da ihre Nachbarpunkte auf beiden Seiten des Stoßes liegen, und damit die tatsa¨chliche
Sprungho¨he in die Varianzberechnung, die nur das Rauschen widerspiegeln soll, mit einbezo-
gen wird und sie daher verfa¨lscht. Dieses Problem ko¨nnen wir umgehen, wenn wir zuvor einen
einfachen Kantendetektor auf unseren Datensatz anwenden, der alle Punkte, die auf Kanten
liegen, markiert. Bei der lokalen Varianzberechnung bleiben dann alle markierten Nachbar-
punkte unberu¨cksichtigt. Ist der Punkt, fu¨r den die Varianz berechnet werden soll, selbst
markiert, so werden nur die Nachbarpunkte auf einer Seite des Stoßes betrachtet. Auf die-
se Weise ko¨nnen wir verhindern, daß Varianzberechnungen u¨ber Sto¨ße hinweg durchgefu¨hrt
werden und vermeiden so falsche lokale Werte fu¨r den Anpassungsparameter λ.
Abbildung 3.4 zeigt die gefilterte Lo¨sung, bei der solch eine datenabha¨ngige, lokale Wahl
des Anpassungsparameters λ mit einem einfachen Laplace–Detektor zur Kantenmarkierung
verwendet wurde. Wie im vorherigen Fall gilt ε = 0.0001, und es wurden 60 Filteriteratio-
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nen auf die stationa¨re Lax–Wendroff–Lo¨sung angewendet, wobei auch hier mit lediglich 10
Iterationen genau das gleiche Resultat erzielt werden kann. Das Schnittbild fu¨r einen Schnitt
durch die Punkte (0; 0.5) und (1; 0.5) ist in Abbildung 3.5 dargestellt.
Abbildung 3.4: Lokal gefilterte Lax–Wendroff–Lo¨sung
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Abbildung 3.5: Schnittbild der lokal gefilterten Lax–Wendroff–Lo¨sung fu¨r einen Schnitt durch
die Punkte (0; 0.5) und (1; 0.5)
Ein Vergleich mit dem ungefilterten Lax–Wendroff–Verfahren zeigt, daß die Oszillationen in
der Umgebung der Unstetigkeit reduziert sind und der lineare Teil der Lo¨sung, im Gegensatz
zur globalen Filterroutine, erhalten ist. Die Restoszillationen, die in Abbildung 3.5 zu erken-
nen sind, lassen sich allerdings nicht weiter durch Erho¨hung der Iterationsschritte verringern.
Dennoch wird deutlich, daß der digitale TV–Filter nicht nur im Kontext der Bildrekonstruk-
tion sinnvolle Anwendung findet, sondern daß er auch bei der numerischen Approximation
hyperbolischer Erhaltungsgleichungen zur Gla¨ttung von Oszillationen unter Beibehaltung der
Unstetigkeiten eingesetzt werden kann.
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Als Testfall fu¨r Systeme von Erhaltungsgleichungen simulieren wir die Umstro¨mung des
NACA0060 Profils mit Hilfe der Eulergleichungen der Gasdynamik. Dieses Testproblem ist
am Ende von Kapitel 1.3.2 beschrieben, die konservative Formulierung der Eulergleichungen
ist dort unter (1.62) gegeben.
Zuna¨chst berechnen wir die numerische Lo¨sung dieses Testfalls mit dem Lax–Wendroff–
Verfahren, das wir wieder im Rahmen einer Finite–Volumen–Approximation auf dem Se-
kunda¨rgitter der Triangulierung implementieren. Die numerische Flußfunktion des Lax–Wen-
droff–Verfahrens ist dabei in der Form (3.13) gegeben, wobei A und B jetzt die Jacobi–
Matrizen der Flußfunktionen f und g, die in Kapitel 1.3.2 gegeben sind, bezeichnen. Die
CFL–Zahl setzen wir fu¨r den vorliegenden Testfall auf 0.8.
Ebenso wie im skalaren Fall liefert das Lax–Wendroff–Verfahren eine stationa¨re Lo¨sung, deren
Dichteverlauf in Abbildung 3.6 links unter Verwendung von Isolinien als Ansicht von oben
dargestellt ist. Der linke Teil der Abbildung 3.7 zeigt daru¨ber hinaus einen Querschnitt der
Lo¨sung oberhalb des Tragfla¨chenprofils. Oberhalb und unterhalb des Profils haben sich zwei
Sto¨ße ausgebildet, in deren Umgebung Oszillationen zu erkennen sind.
Nun wiederholen wir die Simulation und fu¨hren nach Erhalt der stationa¨ren Lo¨sung einen ein-
zigen Filterschritt des nichtlinearen TV–Filters aus, indem wir die Filterroutine unabha¨ngig
voneinander in jede Systemkomponente integrieren. Fast ohne zusa¨tzlichen Rechenaufwand
erhalten wir die Lo¨sung, die in den Abbildungen 3.6 und 3.7 jeweils rechts dargestellt ist.
Abbildung 3.6: Lax–Wendroff–Lo¨sung (links) und mit TV–Filter gefilterte Lax–Wendroff–
Lo¨sung (rechts)
Fu¨r die beiden einzustellenden Parameter haben wir ε = 0.0001 und λ = 140 verwendet. Der
Wert fu¨r λ, der hier weitaus gro¨ßer als in Anwendungen der Bildverarbeitung gewa¨hlt wurde,
la¨ßt sich dadurch erkla¨ren, daß wir im Gegensatz zu 60 bis 80 Filteriterationen lediglich einen
einzigen Filterschritt im Anschluß an das Differenzenverfahren durchfu¨hren.
Abbildung 3.7 rechts zeigt, daß der TV–Filter auch fu¨r dieses Testproblem das Aussehen
und die Steilheit von Sto¨ßen vollsta¨ndig erha¨lt und Oszillationen in ihrer Umgebung gla¨ttet.
Vergleichen wir die Querschnitte durch die ungefilterte und gefilterte Lo¨sung unterhalb des
Profils, dargestellt in Abbildung 3.8, la¨ßt sich erkennen, daß selbst die Oszillationen in der
Na¨he des kleineren Stoßes an der Profilunterseite durch den Filter gegla¨ttet worden sind,
ohne daß der Stoß selbst zersto¨rt wurde, was viele ga¨ngige Filteralgorithmen nicht leisten.
Empirisch haben wir damit gezeigt, daß der digitale TV–Filter fu¨r das numerische Lo¨sen hy-
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Abbildung 3.7: Schnitt durch die Lax–Wendroff–Lo¨sung (links) und die gefilterte Lo¨sung
(rechts) oberhalb des Tragfla¨chenprofils
perbolischer Erhaltungsgleichungen sehr gute Resultate liefert, wenn er auf stationa¨re Lo¨sun-
gen angewendet wird, die durch Oszillationen, bedingt durch Differenzenverfahren ho¨herer
Ordnung, gesto¨rt sind.
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Abbildung 3.8: Schnitt durch die Lax–Wendroff–Lo¨sung (links) und die gefilterte Lo¨sung
(rechts) unterhalb des Tragfla¨chenprofils
Bisher haben wir den digitalen TV–Filter stets nach Beendigung des Differenzenverfahren auf
die resultierende stationa¨re Lo¨sung angewendet. Eine andere Mo¨glichkeit, Filteralgorithmen
in Finite–Volumen–Methoden fu¨r hyperbolische Erhaltungsgleichungen zu implementieren,
ist die Anwendung der Filterroutine nach jedem Zeitschritt des Differenzenverfahrens oder
jeweils nach einer festen Anzahl von Zeitschritten. Bei dieser Art der Implementierung muß
das zugrundeliegende Differenzenschema nicht mehr notwendig stabil sein und eine stati-
ona¨re Lo¨sung liefern, sondern es ko¨nnen auch instabile Verfahren verwendet werden, die
durch die regelma¨ßige Anwendung des Filters stabilisiert werden. Dies liefert die wu¨nschens-
werte Mo¨glichkeit, den Rechenaufwand resultierender Verfahren weiter zu reduzieren, indem
rechentechnisch aufwendige durch instabile rechenzeitgu¨nstige Verfahren ersetzt werden. Ein
typisches instabiles, aber sehr schnelles Differenzenverfahren, das an Oszillationen in Stoßna¨he
leidet, ist das einfache Zentrale–Differenzen–Schema zweiter Ordnung, das wir im Folgenden
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fu¨r unsere Filteranwendung zugrundelegen wollen.
Wir betrachten das einfache Cauchy–Problem fu¨r Burgers’ Gleichung, das durch (1.49) in Ka-
pitel 1 beschrieben ist und zum Zeitpunkt t = 1 einen Stoß ausbildet. Dieses Cauchy–Problem
lo¨sen wir mit Hilfe der unbedingt instabilen zentralen Differenz zweiter Ordnung
Un+1i = U
n
i −
∆t
2∆x
(Uni+1 − Uni−1)
auf einen Gitter aus 400 a¨quidistanten Gitterpunkten. Mit einer CFL–Zahl von 0.009 erhalten
wir zum Zeitpunkt t = 2.5 die in Abbildung 3.9 links dargestellte oszillierende Lo¨sung des
Cauchy–Problems. Wenige Zeitschritte spa¨ter wu¨rde die Lo¨sung aufgrund ihrer Oszillationen
zusammenbrechen.
Fu¨gen wir eine Filteriteration mit dem nichtlinearen TV–Filter nach jedem Zeitschritt des
Differenzenverfahrens ein, so erhalten wir die im rechten Teil von Abbildung 3.9 gezeigt
Lo¨sung. Die CFL–Zahl betra¨gt nun 0.9 und als Parameter wurde ε = 0.01 und λ = 1.0
gewa¨hlt.
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Abbildung 3.9: Ungefilterte (links) und mit einer Filteriteration pro Zeitschritt gefilterte
(rechts) Zentrale–Differenzen–Lo¨sung
Die Oszillationen, bedingt durch das Differenzenschema zweiter Ordnung, sind durch die je-
weils zusa¨tzliche Filteriteration fast vollsta¨ndig beseitigt, was bei einem Vergleich mit der
ungefilterten Lo¨sung sehr beeindruckt.
Vergleichen wir die gefilterte Lo¨sung allerdings mit einer herko¨mmlichen Lax–Friedrichs–
Lo¨sung mit CFL–Zahl 0.9, so stellen wir fest, daß die Lage des gefilterten Stoßes nicht mehr
mit seiner tatsa¨chlichen Lage u¨bereinstimmt, wie Abbildung 3.10 verdeutlicht.
Erho¨hen wir die Anzahl der Filteriterationen pro Zeitschritt, beobachten wir, daß der Ver-
schiebungsfehler bei vier oder mehr Iterationen nicht mehr auftritt, wie Abbildung 3.11 zeigt.
Allerdings wird die numerische Lo¨sung gleichzeitig immer glatter, und der Filter konvergiert
nicht. Die fehlende Konvergenz ist auf den zu groß gewa¨hlten Parameter ε = 0.01 zuru¨ck-
zufu¨hren, der bei der Berechnung lediglich das Teilen durch Null bei sehr kleinen Gradienten
verhindern soll. Setzen wir ε = 10−8, ergibt sich fu¨r λ = 1 und drei Filteriterationen nach
jedem Zeitschritt der zentralen Differenz das in Abbildung 3.12 links dargestellte Resultat.
Jetzt konvergiert der Filter fu¨r steigende Anzahl von Filteriterationen, wie der rechte Teil
der Abbildung fu¨r 100 Iterationen pro Zeitschritt zeigt. Aber auch in diesem Fall ist eine
Verschiebung der Stoßlage zu beobachten, die stark von der Wahl des Parameters λ und der
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Abbildung 3.10: Gefilterte zentrale Differenz im Vergleich zur Lax–Friedrichs–Lo¨sung
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Abbildung 3.11: Gefilterte zentrale Differenz mit vier (links) bzw. 100 (rechts) Filteriteratio-
nen pro Zeitschritt im Vergleich zur Lax–Friedrichs–Lo¨sung
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Abbildung 3.12: Gefilterte zentrale Differenz mit drei (links) bzw. 100 (rechts) Filteriteratio-
nen pro Zeitschritt und ε = 10−8
Anzahl der Filteriterationen abha¨ngt. Einerseits lassen sich Kombinationen dieser Gro¨ßen
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finden, fu¨r die der Verschiebungsfehler verschwindet, andererseits lassen sich die Parameter
auch so einstellen, daß eine Verschiebung nach rechts statt nach links zu beobachten ist.
Fu¨r das Lax–Wendroff–Verfahren als zugrundeliegende Differenzenmethode lassen sich a¨hnli-
che Eigenschaften beobachten. Bei einer CFL–Zahl von 0.9 ergibt die Implementierung einer
Filteriteration nach jedem Zeitschritt mit ε = 10−8 und λ = 1 das in Abbildung 3.13 links
dargestellte Resultat. Ein Vergleich mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung zeigt die
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Abbildung 3.13: Vergleich zwischen der gefilterten Lax–Wendroff–Lo¨sung mit einer (links)
bzw. vier Filteriterationen pro Zeitschritt bei ε = 10−8 und λ = 1 und der Lax–Friedrichs–
Lo¨sung
Verschiebung der Stoßlage, die allerdings ab vier Filteriterationen pro Zeitschritt nicht mehr
auftritt, wie die rechte Darstellung in Abbildung 3.13 verdeutlicht.
Um die Ursache des Verschiebungsfehlers zu untersuchen, betrachten wir die Simulationen auf
einem groben Gitter aus 40 a¨quidistanten Gitterpunkten und vergleichen die gefilterte Lax–
Wendroff–Lo¨sung mit der ungefilterten Lo¨sung. Abbildung 3.14 zeigt die Ergebnisse links fu¨r
eine Filteriteration und rechts fu¨r acht Iterationen pro Zeitschritt. Obwohl die kontinuierliche
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Abbildung 3.14: Gefilterte Lax–Wendroff–Lo¨sung mit einer (links) bzw. acht Filteriterationen
pro Zeitschritt im Vergleich zur ungefilterten Lax–Wendroff–Lo¨sung
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Filtergleichung
0 = ∇ ·
( ∇u
|∇u|
)
+ λ(u˜− u)
aufgrund ihrer Divergenzform konservativ ist, und die Symmetrie der wij(u) sowie die Eigen-
schaft hii +
∑
j∼i hij = 1 vermuten la¨ßt, daß auch der diskrete Filter (3.8) konservativ ist,
zeigt die linke Darstellung von Abbildung 3.14 deutlich, daß der diskrete Filter bei Anwen-
dung einer Filteriteration nicht konservativ ist. Die Filterroutine korrigiert die Datenpunkte
im Stoß fast ausschließlich nach unten, ohne Datenpunkte an anderer Stelle zum Erhalt der
Konservativita¨t nach oben zu korrigieren. Die beobachtete Stoßverschiebung ist damit auf die
Nichtkonservativita¨t des Filters zuru¨ckzufu¨hren. Erho¨hen wir dagegen die Anzahl der Filter-
iterationen nach jedem Zeitschritt des Differenzenverfahrens, stellen wir fest, daß der Filter,
wenn er konvergiert, konservativ ist. Die rechte Darstellung in Abbildung 3.14 deutet diese
Eigenschaft schon fu¨r acht Filteriterationen pro Zeitschritt an, zum Ausgleich der nach unten
korrigierten Daten im Stoß werden die Datenpunkte hinter dem Stoß nach oben korrigiert. Im
Konvergenzfall ist die Konservativita¨t exakt gegeben und die Stoßlage in der gefilterten Lax–
Wendroff–Lo¨sung stimmt mit der Stoßlage der Lax–Friedrichs–Lo¨sung u¨berein. Allerdings ist
die Konservativita¨t der Filtergleichung selbst bei fu¨r Konvergenz hinreichend vielen Iteratio-
nen stark von der Wahl der Filterparameter abha¨ngig. Abbildung 3.15 zeigt beispielsweise
die mit 80 Filteriterationen pro Zeitschritt gefilterte Lax–Wendroff–Lo¨sung fu¨r λ = 20 und
ε = 10−8. Die linke Darstellung zeigt, daß trotz Konvergenz des Filters nach jedem Zeitschritt
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Abbildung 3.15: Mit 80 Iterationen gefilterte Lax–Wendroff–Lo¨sung fu¨r λ = 20 auf einem
Gitter aus 400 (links) bzw. 40 Gitterpunkten (rechts) im Vergleich zur ungefilterten Lax–
Wendroff–Lo¨sung
eine Stoßverschiebung auftritt, und das Ergebnis auf dem groben Gitter verdeutlicht, daß der
Filter fu¨r diese Kombination der Parameter nicht konservativ ist.
Diese Beobachtungen decken sich mit den numerischen Ergebnissen fu¨r das nach jedem Zeit-
schritt gefilterte Zentrale–Differenzen–Verfahren, fu¨r das wir bereits festgestellt haben, daß
die Art und Gro¨ße der Stoßverschiebung abha¨ngig von der Wahl der Filterparameter ist.
Da die Konservativita¨tseigenschaften und damit die Qualita¨t der numerischen Ergebnisse
des TV–Filters sehr stark mit der Wahl der Filterparameter ε und λ variieren, ist der Filter
fu¨r die Anwendung nach jedem Zeitschritt eines Differenzenverfahrens ho¨herer Ordnung un-
geeignet.
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Seine Anwendung auf stationa¨re Lo¨sungen von Differenzenverfahren ho¨herer Ordnung fu¨hrt
dagegen selbst fu¨r die zweidimensionalen Eulergleichungen zu guten Ergebnissen, die fu¨r kei-
ne Parameterkombination Verschiebungsfehler aufweisen.
Um die Ursache fu¨r die unterschiedlichen Ergebnisse der Filteranwendungen zu verstehen,
betrachten wir wieder die Lax–Wendroff–Lo¨sung fu¨r das Cauchy–Problem (1.49) auf einem
groben Gitter aus 40 Gitterpunkten. Abbildung 3.16 vergleicht die ungefilterte stationa¨re
Lax–Wendroff–Lo¨sung zur Zeit t = 2.5 bei einer CFL–Zahl von 0.9 mit der gefilterten Lo¨sung,
die sich bei Anwendung von 80 Filteriterationen auf die stationa¨re Lax–Wendroff–Lo¨sung er-
gibt. Die Filterparameter sind λ = 1 und ε = 10−8, und es ist, auch bei jeglicher anderer Wahl
der Parameter, kein Verschiebungsfehler zu beobachten. Allerdings stellen wir fest, daß die
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Abbildung 3.16: Anwendung von 80 Filteriterationen auf die stationa¨re Lax–Wendroff–Lo¨sung
fu¨r λ = 1 und ε = 10−8 im Vergleich zur ungefilterten Lo¨sung
Anwendung der Filterroutine dazu fu¨hrt, daß eine gro¨ßere Anzahl von Datenpunkten im Stoß
liegen und daru¨ber hinaus die Stoßho¨he verkleinert ist. Wird kein weiterer Lax–Wendroff–
Schritt angewendet, a¨ndert dies natu¨rlich nichts an der Stoßlage. Fu¨hren wir dagegen fu¨r
diesen Datensatz einen weiteren Lax–Wendroff–Schritt aus, a¨ndert sich das Ergebnis des Dif-
ferenzenverfahrens gegenu¨ber der ungefilterten Lo¨sung und die Konvergenz gegen die exakte
Lo¨sung von (1.49) ist nicht mehr gewa¨hrleistet.
Insgesamt zeigen die Anwendungen des TV–Filters von Chan, Osher und Shen auf numerische
Lo¨sungen hyperbolischer Erhaltungsgleichungen, daß es prinzipiell mo¨glich ist, im Kontext
der Bildverarbeitung entwickelte Filterroutinen als nichtlineare Diffusionsterme zu interpre-
tieren und sie in Differenzenverfahren ho¨herer Ordnung zu integrieren. Der Filter ist in der
Lage, die Oszillationen stationa¨rer Lo¨sungen von Erhaltungsgleichungen zu gla¨tten, ohne
dabei Ho¨he oder Lage von Unstetigkeiten zu zersto¨ren. Mit minimalem zusa¨tzlichen Re-
chenaufwand haben wir beispielsweise die Lax–Wendroff–Lo¨sung fu¨r die zweidimensionalen
Eulergleichungen verbessert.
Bei der Filteranwendung nach jedem Zeitschritt des Zentrale–Differenzen–Verfahrens zweiter
Ordnung konnten wir die Fa¨higkeit des Filters, Oszillationen zu gla¨tten und instabile Ver-
fahren zu stabilisieren, ebenfalls demonstrieren, aber es hat sich auch gezeigt, daß der Filter,
abha¨ngig von der Wahl der Filterparameter, Verschiebungsfehler in der numerischen Lo¨sung
erzeugen kann. Diese Fehler lassen sich darauf zuru¨ckfu¨hren, daß der Filter nur fu¨r gewisse
Parameterkombinationen konservativ ist, und sich damit nicht fu¨r die Anwendung nach je-
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dem Zeitschritt eines Differenzenverfahrens eignet.
Die Untersuchung eines weiteren TV–Filters der Bildverarbeitung im na¨chsten Unterkapi-
tel soll Aufschluß daru¨ber geben, ob andere Diskretisierungen der gleichen Modellgleichung
zu a¨hnlichen Problemen und Eigenschaften fu¨hren, wie wir sie fu¨r den Filter von Chan, Osher
und Shen festgestellt haben.
3.2 TV–Filter von Marquina und Osher
Im Folgenden untersuchen wir einen weiteren TV–Filter der Bildverarbeitung, der von Mar-
quina und Osher entwickelt wurde und auf dem gleichen Minimierungsproblem und damit
auf dem gleichen kontinuierlichen Modell beruht wie der Filter von Chan, Osher und Shen.
3.2.1 Grundlegende Gleichungen und kontinuierliches Filter-
modell
Marquina und Osher betrachten bei der Herleitung ihres Filtermodells in [42] ein verrauschtes
und gleichzeitig verschwommenes Bild u˜, aus dem sie das tatsa¨chliche Bild u wiederherstellen
wollen. Beide Bilder ha¨ngen dabei gema¨ß des Modells
u˜ = k ∗ u+ n
zusammen, wobei k ∗ u die Faltung von u und k bezeichnet und k eine Kernfunktion ist. Der
additive Term n stellt Gaußsches weißes Rauschen dar, so daß die Werte von n an den ver-
schiedenen Bildpunkten i unabha¨ngige Zufallsvariablen sind, die jeweils eine Gaußverteilung
mit Erwartungswert Null und Varianz σ2 besitzen. Die Faltung von u mit einer Kernfunktion
k stellt die Unscha¨rfe des Bildes u˜ dar, die beim Filterprozeß das Aufsteilen von Kanten not-
wendig macht. Da in unseren oszillierenden numerischen Lo¨sungen von Erhaltungsgleichungen
keine Kantenverscha¨rfung erreicht werden muß, ko¨nnen wir fu¨r unsere Anwendungen die Fal-
tung mit einer Kernfunktion außer Betracht lassen und das zugrundeliegende Modell von
Anfang an auf
u˜ = u+ n
reduzieren. Zusammen mit den Bedingungen an n stimmt diese Modellvorstellung genau mit
der von Chan, Osher und Shen u¨berein. Ziel ist es nun, das tatsa¨chliche Bild u, ausgehend
von seiner verrauschten Version u˜, zu berechnen, indem Informationen u¨ber das Rauschen
und weiteres Vorwissen u¨ber das Bild, wie Glattheit oder Existenz von Kanten, ausgenutzt
werden. Die Vorkenntnisse u¨ber das reale Bild werden durch ein Funktional R(u) in das zu
lo¨sende Variationsproblem einbezogen. R(u) ist dabei ein Maß fu¨r die Bildqualita¨t von u,
in dem Sinne, daß kleinere Werte von R(u) besseren Bildern entsprechen. Der Prozeß zur
Berechnung von u besteht aus der Auswahl des qualitativ besten Bildes aus denen, die die
Bedingungen an das statistische weiße Rauschen erfu¨llen, wobei die Qualita¨t des Bildes durch
die Bewertungsfunktion R(u) gemessen wird. Beispiele fu¨r Funktionale R(u), die sich in der
Literatur finden lassen ([67], [22]), sind R(u) = ||∆u||L2 und R(u) = ||∇u||L2 , wobei ∆ den
Laplace–Operator und ∇ den Gradienten bezeichnet. Da die L2–Norm des Gradienten zwar
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Oszillationen entfernt, aber gleichzeitig die Gradienten, die den Kanten des Bildes entspre-
chen, zu stark gla¨ttet, verwenden Marquina und Osher als Funktional die TV–Norm
TV (u) =
∫
Ω
|∇u| dx =
∫
Ω
√
u2x + u
2
y dx,
die die Gradienten der Bildkanten erha¨lt. Dabei bezeichnet Ω das zugrundegelegte Rechen-
gebiet, das eine beschra¨nkte und offene Teilmenge des R2 darstellt. Zur Vereinfachung sei Ω
im Folgenden stets das Einheitsquadrat.
Der ga¨ngige Lo¨sungsansatz fu¨r die Berechnung von u ist dann durch das bedingte Variati-
onsproblem
min
u
∫
Ω
|∇u| dx unter 1
2
(∫
Ω
(u− u˜)2 dx− |Ω|σ2
)
= 0
gegeben. Dies entspricht genau dem Minimierungsproblem von Chan, Osher und Shen, so
daß wir die zugeho¨rige Euler–Lagrange–Gleichung sofort hinschreiben ko¨nnen,
0 = −∇ ·
( ∇u
|∇u|
)
+ λ(u− u˜). (3.14)
Da diese Gleichung fu¨r Punkte mit ∇u = 0 nicht wohldefiniert ist, wird eine Regularisierung
eingefu¨hrt, indem die Totalvariation durch∫
Ω
|∇u|β dx =
∫
Ω
√
|∇u|2 + β dx
mit kleinem Parameter β > 0 und der Bezeichnung
|x|β =
√
x2 + β, |v|β =
√
|v|2 + β fu¨r x ∈ R, v ∈ R2
modifiziert wird.
Das zu Gleichung (3.14) zugeho¨rige zeitabha¨ngige Modell la¨ßt sich analog durch
ut = −λ(u− u˜) +∇ ·
( ∇u
|∇u|
)
(3.15)
darstellen. Dabei bezeichnet u˜ = u(x, y, 0) das verrauschte Anfangssignal, und es gelten
homogene Neumann–Randbedingungen, so daß ∂u∂n = 0 am Rand des Definitionsbereiches
erfu¨llt wird. Fu¨r wachsendes t na¨hern wir uns einer wiederhergestellten Version des tatsa¨chli-
chen Bildes, wobei der zeitliche Prozeß Kantenerkennung und Gla¨ttung von Oszillationen
gewa¨hrleisten soll. Beim Lo¨sungsvorgang werden parabolische Gleichungen gelo¨st, daß heißt,
Zeitschrittweite ∆t und Raumschrittweite ∆x ha¨ngen u¨ber die parabolische CFL–Bedingung
∆t
∆x2
≤ c|∆u|
mit festem c > 0 miteinander zusammen. Dieser parabolische Zusammenhang bewirkt, daß
eine stationa¨re Lo¨sung nur mit sehr kleiner Zeitschrittweite erreicht werden kann und das
resultierende Verfahren sehr viel Rechenzeit kostet.
Um dieses Problem zu umgehen, fu¨hren Marquina und Osher, ausgehend von (3.15), ein neues
Modell ein. Sie multiplizieren Gleichung (3.14) mit dem Betrag des Gradienten von u und
erhalten
ut = −|∇u|λ(u− u˜) + |∇u|∇ ·
( ∇u
|∇u|
)
(3.16)
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als neues Zeitschrittverfahren. Wie vorher werden homogene Neumann–Randbedingungen
verwendet sowie ein a priori Scha¨tzer fu¨r den Lagrangeschen Multiplikator λ. Analytisch be-
trachtet na¨hert sich dieses Verfahren dem gleichen stationa¨ren Zustand wie (3.15), so lange
|∇u| 6= 0 gilt, erreicht ihn aber weitaus schneller, da die Multiplikation mit |∇u| den para-
bolischen Term ∇ ·
(
∇u
|∇u|
)
nichtlinear regularisiert, denn die Gla¨ttungseffekte werden an den
Stellen, an denen große Gradienten auftreten, durch den Multiplikator |∇u| versta¨rkt. In der
Bildverarbeitung ist diese regularisierte Diffusion wohlbekannt. Der Diffusionsprozeß
ut = |∇u|∇ ·
( ∇u
|∇u|
)
ist ein oft verwendetes Verfahren, das mean curvature motion (MCM) heißt. Fu¨r unsere
Verwendungszwecke ist es wichtig, darauf hinzuweisen, daß diese Gleichung aufgrund des
zusa¨tzlichen Faktors |∇u| nicht mehr konservativ ist, was daher ebenso fu¨r das Verfahren
(3.16) von Marquina und Osher gilt. Obwohl die Konservativita¨t bei Anwendungen auf dem
Gebiet der Erhaltungsgleichungen eine große Rolle spielt, wollen wir im Folgenden die Dis-
kretisierung und numerische Anwendung von (3.16) untersuchen, um festzustellen, ob auch
hier Verschiebungsprobleme in den Lo¨sungen auftreten.
3.2.2 Diskretisierung und numerische Umsetzung
Diskretisierung der Modellgleichung
Der Einfachheit halber betrachten wir die Diskretisierung und Numerik von (3.16) im Eindi-
mensionalen.
In 1D ist die Euler–Lagrange–Gleichung durch
0 = −
(
ux
|ux|
)
x
+ λ(u− u˜)
und zugeho¨riger regularisierter Version
0 = −
(
ux
|ux|β
)
x
+ λ(u− u˜)
mit β > 0 als Regularisierungsparameter und der Bezeichnung |ux|β =
√
|ux|2 + β gegeben.
Daru¨ber hinaus ist es mo¨glich, die Euler–Lagrange–Gleichung mit Hilfe der Diracschen δ–
Funktion gema¨ß
0 = −δ(ux)uxx + λ(u− u˜)
darzustellen. Damit besitzt das entsprechende Zeitschrittmodell in 1D die Form
ut = −|ux|λ(u− u˜) + |ux|δ(ux)uxx,
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und mit
|ux|
(
ux
|ux|β
)
x
= |ux|
(
ux√
u2x + β
)
x
= |ux|
(
uxx√
u2x + β
− u
2
xuxx
(
√
u2x + β)
3
)
= uxx
( |ux|
|ux|β −
u2x|ux|
(u2x + β)|ux|β
)
≈ uxx
(
1− u
2
x
β + u2x
)
= uxx
β
β + u2x
la¨ßt es sich zu
ut = −|ux|λ(u− u˜) + β
β + u2x
uxx.
umschreiben. Fu¨r praktische Anwendungen verwenden Marquina und Osher die Approxima-
tion
δ(z) ≈ β · (z2 + β)− 32
als Na¨herung an die δ–Funktion.
Da wir bei der numerischen Anwendung nicht mehr davon ausgehen ko¨nnen, daß das ge-
gebene Signal u¨berall stetig ist, stellt sich die Frage, in wieweit obige Umformungen auch fu¨r
unstetiges u beziehungsweise unstetiges ux gelten. Zu pru¨fen ist daher die Gu¨ltigkeit von(
ux
|ux|
)
x
= (sgn (ux))x
?
= δ(ux)uxx,
da die gewo¨hnliche Kettenregel nicht fu¨r unstetiges ux gilt.
Fu¨r eine regularisierte Version der Signumfunktion erhalten wir
Theorem 3.2
Sei
s˜gn m(x) :=
2
pi
arctan(mx) (3.17)
eine regularisierte Version der Signumfunktion mit Regularisierungsparameter m ∈ N, und
sei ux(x) ∈ BV. Dann gilt
∂
∂x
s˜gn m(ux) = δm(ux)uxx. (3.18)
Bemerkung: Der Raum BV ist der Raum der auf Rn definierten und summierbaren Funk-
tionen, deren erste verallgemeinerte Ableitungen Maße sind.
Fu¨r den Beweis dieses Theorems verwenden wir die von Vol’pert und Hudjaev [71] entwickelte
Kettenregel fu¨r unstetige Funktionen, die wir im Folgenden zusammen mit den notwendigen
Definitionen darstellen. Na¨here Erla¨uterungen zu verallgemeinerten Ableitungen und dem
Raum BV sind ebenfalls in [71] oder in [72] zu finden.
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Definition 3.3
Ein Punkt x0 heißt regula¨rer Punkt einer in einer Umbegung von x0 definierten Funktion
u(x), wenn es einen Einheitsvektor a ∈ Rn gibt, so daß die approximativen Grenzwerte
ua(x0) := lim
x→x0, x∈Πa(x0)
u(x) und u−a(x0)
existieren. Dabei bezeichnet Πa(x0) die Halbebene (x− x0, a) > 0, und a heißt definierender
Vektor.
Fu¨r eine auf einer Menge G ⊆ Rp definierte vektorwertige Funktion u(x) = (u1(x), . . . , up(x))
und eine auf Rp definierte Funktion f , die fu¨r alle u stetig sei, erkla¨ren Vol’pert und Hudjaev
die gemittelte Verknu¨pfung (averaged superposition) von f und u:
Definition 3.4
Sei x ein regula¨rer Punkt der vektorwertigen Funktion u und a der definierende Vektor. Dann
heißt
f(u(x)) =
∫ 1
0
f(ua(x)t+ u−a(x)(1− t)) dt (3.19)
gemittelte Verknu¨pfung der Funktionen f und u.
Mit diesen Definitionen la¨ßt sich die Kettenregel fu¨r unstetiges u formulieren:
Theorem 3.5
Sei f(u) eine fu¨r alle u ∈ Rp definierte, stetige und stetig differenzierbare Funktion. Sei u(x) =
(u1(x), . . . , up(x)) ∈ BV, also eine Funktion beschra¨nkter Variation, und sei fuk(u(x)) :=
∂f(u)/∂uk lokal summierbar bezu¨glich des Maßes ∂uk/∂xi (k = 1, . . . , p, i = 1, . . . , n).
Dann ist f(u(x)) ∈ BV und es gilt
∂f(u(x))
∂xi
=
p∑
k=1
fuk(u(x))
∂uk
∂xi
fu¨r i = 1, . . . , n. (3.20)
Bemerkung
(a) Ist u(x) eine beschra¨nkte vektorwertige Funktion, so gilt das Theorem auch, wenn fuk(u(x))
nicht lokal summierbar ist.
(b) Ersetzen wir in (3.20) fuk(u(x)) durch fuk(u(x)), so ergibt sich die bekannte Kettenregel
fu¨r stetig differenzierbare Funktionen f und u.
Mit Hilfe von Theorem 3.5 ko¨nnen wir jetzt das Theorem 3.2 beweisen:
Beweis Aus (3.17) ergibt sich zuna¨chst fu¨r die Dirac–Funktion die Regularisierung
δm(x) =
2
pi
m
1 +m2x2
.
Daru¨ber hinaus liefert uns (3.20) fu¨r p = i = 1
∂f(u(x))
∂x
= fu(u(x))
∂u
∂x
,
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so daß sich fu¨r f(ux(x)) = s˜gn m(ux(x)) die Ableitung
∂
∂x
s˜gn m(ux) = (s˜gn m)ux(ux(x))
∂ux
∂x
(3.21)
ergibt, wobei ∂ux/∂x = uxx als Maß zu interpretieren ist.
Mit (3.19) und
∂
∂ux
(s˜gn m(ux(x))) =
∂
∂ux
(
2
pi
arctan(mux)
)
=
2
pi
m
1 +m2u2x
erhalten wir
(s˜gn m)ux(ux(x)) =
∫ 1
0
2
pi
m
1 +m2(ux,at+ ux,−a(1− t))2 dt
=
∫ 1
0
2
pi
m
1 +m2((ux,a − ux,−a)t+ ux,−a)2 dt
=
2m
pi
∫ 1
0
1
m2(ux,a − ux,−a)2t2 + 2m2(ux,a − ux,−a)ux,−at+ 1 +m2u2x,−a
dt
=
2m
pi
[
2√
4m2(ux,a − ux,−a)2
arctan ((ux,a − ux,−a)t+mux,−a)
]1
0
=
2
pi
arctan(mux,a)− arctan(mux,−a)
ux,a − ux,−a
=
2
pi
(arctan(mux))
′ =
2
pi
m
1 +m2u2x
= δm(ux),
und zusammen mit (3.21) ergibt sich die Behauptung
∂
∂x
s˜gn m(ux) = δm(ux)uxx.
¥
Damit ist gezeigt, daß die von Marquina und Osher vorgenommenen Umformungen auch fu¨r
unstetiges ux ∈ BV gelten, so daß ihr resultierendes Filtermodell fu¨r unstetige Signale an-
wendbar ist.
Im Folgenden beschreiben wir die von Marquina und Osher gewa¨hlte Diskretisierung der
1D–Modellgleichung
ut = −|ux|λ(u− u˜) + β
β + u2x
uxx. (3.22)
Sei Uni die numerische Approximation von u(xi, tn) mit xi = i∆x und tn = n∆t, und sei U˜i
die Approximation an u˜(xi). Dann ist das Differenzenverfahren fu¨r (3.22) durch
Un+1i − Uni
∆t
= −|ugi|λ(Uni − U˜i) +
β
β + g2i
Uni+1 − 2Uni + Uni−1
∆x2
(3.23)
gegeben, wobei
gi =
Uni+1 − Uni−1
2∆x
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gilt, und ugi ist der upwind–Gradient ist, fu¨r den
ugi =
Uni − Uni−1
∆x
fu¨r gi(U
n
i − U˜i) > 0 und
ugi =
Uni+1 − Uni
∆x
fu¨r gi(U
n
i − U˜i) < 0 gilt.
Numerische Testfa¨lle
Filteranwendung auf stationa¨re Lo¨sungen
Wir beginnen die numerischen Testfa¨lle, indem wir ein erstes Anwendungsbeispiel von Mar-
quina und Osher nachahmen, um zu u¨berpru¨fen, ob abha¨ngig von den Filterparametern
Verschiebungsfehler in der Lo¨sung auftreten ko¨nnen. Da der Filter dabei auf eine stationa¨re
Lo¨sung angewendet wird, erwarten wir keine Verschiebungsfehler.
Wir betrachten ein 1D–Signal mit Werten im Bereich von [0, 255], erzeugen ein weißes Rau-
schen und u¨berlagern beides, so daß wir, ebenso wie Marquina und Osher, ein verrauschtes
Signal mit signal to noise ratio (SNR) ≈ 5 erhalten, das zusammen mit dem unverrauschten
Anfangssignal im linken Teil von Abbildung 3.17 dargestellt ist. Das verrauschte Signal dient
uns als zu filternder Datensatz u˜, auf den wir 80 Iterationen des Differenzenschemas (3.23)
anwenden. Die CFL–Zahl sei dabei CFL= 0.25 und als Filterparameter wa¨hlen wir, wie Mar-
quina und Osher, β = 15 und λ = 0.005. Fu¨r λ wurde dabei der gro¨ßtmo¨gliche Wert gewa¨hlt,
fu¨r den das Verfahren noch stabil ist, wenn die Zeitschrittweite durch ein explizites Euler–
Schema berechnet wird. Der Parameter β ist abha¨ngig von dem SNR–Wert, das heißt, von
dem Verha¨ltnis zwischen tatsa¨chlichem Signal und Rauschen. Abbildung 3.17 rechts zeigt das
entrauschte Signal, das wir nach Anwendung der Filteriterationen erhalten. Die Oszillationen
sind weitgehend gegla¨ttet und die Lage des urspru¨nglichen Signals ist vollsta¨ndig erhalten.
Wiederholen wir den beschriebenen Filtervorgang fu¨r andere Parameterwerte λ und β, erhal-
ten wir zwar weniger entrauschte oder u¨bergla¨ttete Lo¨sungen, aber die Lage des jeweiligen
Signals bleibt stets die urspru¨ngliche. Die iterative Anwendung des Differenzenverfahrens
(3.23) auf ein vorgegebenes festes Eingangssignal liefert damit keinerlei Verschiebungsfehler
in der Lo¨sung, was fu¨r ein stationa¨res Signal zu erwarten war.
Vernachla¨ssigen wir bei der Simulation den diskretisierten Regularisierungsfaktor |ugi|, erge-
ben sich keine nennenswerten A¨nderungen in den gefilterten Lo¨sungen.
Als na¨chstes testen wir die Funktionalita¨t des diskreten Filters (3.23) bei Anwendungen im
Kontext hyperbolischer Erhaltungsgleichungen.
Dazu betrachten wir zuna¨chst die Anwendung der Filterroutine auf eine gegebene oszillierende
Lo¨sung. Grundlage dafu¨r ist das einfache Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung,
das wir auf einem Gitter aus 400 a¨quidistanten Gitterpunkten mit Hilfe des Lax–Wendroff–
Verfahrens
Un+1i = U
n
i −
λ
2
(f(Uni+1)− f(Uni−1))
+
λ2
2
[
1
2
(Uni + U
n
i+1)(f(U
n
i+1)− f(Uni ))−
1
2
(Uni−1 + U
n
i )(f(U
n
i )− f(Uni−1))
]
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Abbildung 3.17: Originales und verrauschtes Signal (links) bzw. originales und wiederherge-
stelltes Signal (rechts)
mit f(u) = 12u
2 lo¨sen. Auf die stationa¨re Lax–Wendroff–Lo¨sung wenden wir mehrere Ite-
rationen des diskreten Filters (3.23) an. U¨bernehmen wir dabei fu¨r die Filterschritte alle
Filtereinstellungen vom nachprogrammierten Beispiel und auch die Gro¨ßen der im Filter ein-
gehenden Terme ∆x und ∆t (unabha¨ngig von den entsprechenden Werten im Lax–Wendroff–
Verfahren), also ∆x = 1, ∆t = 0.3, λ = 0.05, β = 15 und CFL= 0.25, so ergibt sich nach
10 Filteriterationen die in Abbildung 3.18 links dargestellte Lo¨sung. Zum besseren Vergleich
ist ebenfalls die reine Lax–Wendroff–Lo¨sung ohne Filterroutine abgebildet. Die Oszillatio-
nen sind vollsta¨ndig gegla¨ttet, wobei allerdings auch der tatsa¨chliche Stoß etwas u¨bergla¨ttet
wurde. Die Lage des Stoßes ist exakt erhalten und a¨ndert sich auch bei der Variation der
Filterparameter nicht. Fu¨r ∆x→ 0 konvergiert die gefilterte Lo¨sung.
Erho¨hen wir die Anzahl der Iterationen, wird die gefilterte Lo¨sung immer glatter, bis von
dem Signal nur noch eine horizontale Linie u¨brig ist. Auch fu¨r gro¨ßer werdendes β gla¨ttet der
Filter immer sta¨rker, und fu¨r β → 0 wird immer weniger gefiltert, bis die gefilterte Lo¨sung
irgendwann mit der ungefilterten u¨bereinstimmt. Fu¨r kleiner werdendes λ a¨ndert sich kaum
etwas an der Lo¨sung, fu¨r λ ≥ 9.5 entstehen allerdings zusa¨tzliche Oszillationen und die Lo¨sung
wird instabil.
Da fu¨r die von Marquina und Osher u¨bernommenen, festen Werte fu¨r ∆x und ∆t jegliche Mo-
tivierung fehlt, implementieren wir den Filteralgorithmus im Folgenden mit den tatsa¨chlichen
Werten fu¨r ∆x und ∆t aus dem Lax–Wendroff–Verfahren. Um die Konsistenz der gefilterten
Lo¨sung zu gewa¨hrleisten, mu¨ssen die Filterterme zusa¨tzlich mit ∆x multipliziert werden, so
daß der Filter gema¨ß
Un+1i − Uni
∆t
= −∆x|ugi|λ(Uni − U˜i) + ∆x
β
β + g2i
Uni+1 − 2Uni + Uni−1
∆x2
(3.24)
modifiziert wird. Diese Filteranweisung implementieren wir, wie bei der vorangegangenen An-
wendung, nach Beendigung des Lax–Wendroff–Verfahrens und erhalten eine gefilterte Lo¨sung,
die zusammen mit der zugeho¨rigen Lax–Wendroff–Lo¨sung im rechten Teil von Abbildung 3.18
dargestellt ist.
Die verwendeten Filterparameter sind β = 400 und λ = 0.05, die Anzahl der Filteriterationen
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Abbildung 3.18: Mit (3.23) (links) bzw. (3.24) (rechts) gefilterte Lax–Wendroff–Lo¨sung im
Vergleich zur ungefilterten Lo¨sung
betra¨gt 500, die CFL–Zahl ist 0.05 und gerechnet wurde auf 400 a¨quidistanten Gitterpunk-
ten.
Da das Lax–Wendroff–Verfahren fu¨r kleine CFL–Zahlen sta¨rker oszilliert, und die Filterlei-
stung bei sta¨rkeren Oszillationen besser dokumentiert werden kann, haben wir die CFL–Zahl
an dieser Stelle klein gewa¨hlt, aber auch fu¨r gro¨ßere CFL–Zahlen ergibt die Filteranwendung
stabile und sogar weniger u¨bergla¨ttete Ergebnisse.
Wie die rechte Darstellung in Abbildung 3.18 zeigt, sind die Oszillationen der Lax–Wendroff–
Lo¨sung vollsta¨ndig gegla¨ttet, aber auch der tatsa¨chliche Stoß ist u¨bergla¨ttet. Die Lage des
Stoßes wird exakt beibehalten und a¨ndert sich auch bei der Variation der Filterparameter
nicht. Bei steigender Anzahl der Filteriterationen wird die Lo¨sung immer glatter und konver-
giert, wie oben, gegen eine horizontale Gerade. Der Parameter β kann beliebig groß gemacht
werden, wobei umso sta¨rker gefiltert wird, je gro¨ßer β wird, so daß fu¨r gro¨ßeres β die Anzahl
der Iterationen verringert werden kann. Ab einem Schwellenwert der Gro¨ßenordnung 1500
fu¨r β lassen sich keine weiteren A¨nderungen in der Lo¨sung feststellen. Fu¨r β → 0 wird immer
weniger gefiltert und die gefilterte Lo¨sung konvergiert gegen die ungefilterte. Bei der Varia-
tion von λ la¨ßt sich beobachten, daß das Verfahren fu¨r zu große Werte von λ (λ > 10000)
instabil wird, da dann der erste Summand auf der rechten Seite der Filtergleichung (3.24)
unverha¨ltnisma¨ßig groß wird und das Verfahren zersto¨rt. Fu¨r λ → 0 a¨ndert sich gegenu¨ber
der rechten Lo¨sung aus Abbilung 3.18 nicht mehr viel, was verdeutlicht, daß die Komponente
des Filters, die die Abweichung vom Ausgangsdatensatz bewertet, nur einen geringen Einfluß
auf die Lo¨sung hat. Fu¨r ∆x→ 0 konvergiert das resultierende Verfahren.
Filteranwendung nach jedem Zeitschritt des Differenzenverfahrens
Im Gegensatz zu bisherigen Anwendungen wird der nichtlineare Filter jetzt nach jedem Zeit-
schritt des zugrundeliegenden Differenzenverfahrens implementiert.
Zuna¨chst bleiben wir bei dem stabilen Lax–Wendroff–Verfahren und integrieren in dieses
Schema nach jedem Zeitschritt einen Filterschritt. Aus Konsistenzgru¨nden verwenden wir
wieder den mit der Gitterweite ∆x multiplizierten Filterausdruck (3.24). Als Filterparame-
ter verwenden wir β = 15, λ = 0.05 und nach jedem Zeitschritt des Differenzenverfahrens
fu¨gen wir 3 Iterationen der Filterroutine (3.24) ein. Die CFL–Zahl betra¨gt 0.05 und ∆x und
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∆t werden aus dem Zeitschrittverfahren u¨bernommen. Das Ergebnis der Filterintegration in
das Differenzenverfahren ist zusammen mit der ungefilterten Lax–Wendroff–Lo¨sung im linken
Teil von Abbildung 3.19 dargestellt. Die Oszillationen sind fast vollsta¨ndig gegla¨ttet und die
Lage des Stoßes ist erhalten. Fu¨r ∆x→ 0 konvergiert die Lo¨sung gegen die tatsa¨chliche und
die Stoßlage bleibt weiterhin erhalten. Fu¨r gro¨ßer werdendes λ vera¨ndert sich die Lo¨sung
zuna¨chst kaum, erst bei sehr großen λ ≈ 700000 wird die Lo¨sung instabil, und bei λ → 0
a¨ndert sich ebenfalls kaum etwas an den numerischen Resultaten. Fu¨r gro¨ßer werdendes β
wird die Lo¨sung glatter, fu¨r β → 0 wird immer weniger gefiltert, und in beiden Fa¨llen bleibt
die Stoßlage erhalten. Fu¨r 0.1 ≤ β < 12 beobachten wir allerdings eine Verschiebung der
Stoßlage nach links, die bei β = 4 maximal wird und im rechten der Teil von Abbildung 3.19
dargestellt ist.
Auch fu¨r große CFL–Zahlen wie CFL= 0.98 ist das resultierende Verfahren stabil, allerdings
ist fu¨r die bisher verwendeten Parameter β = 15 und λ = 0.05 und einer CFL–Zahl gro¨ßer
oder gleich 0.1 eine geringe Verschiebung der Stoßlage nach rechts zu beobachten. Diese Ver-
schiebung existiert aber nur fu¨r ein zu klein gewa¨hltes β, ab β ≥ 30 stimmt die Stoßlage bei
CFL= 0.98 mit der physikalisch richtigen Lage u¨berein. Reduzieren wir die Anzahl der Fil-
terschritte von 3 auf einen pro Zeitschritt, ist die korrekte Stoßlage fu¨r die CFL–Zahl 0.98 ab
β = 50 gegeben. Fu¨r β = 200 ergibt sich beispielsweise die in Abbildung 3.20 gegebene nume-
rische Lo¨sung, die fu¨r bessere Vergleichszwecke mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung
dargestellt ist. Gro¨ßere Werte fu¨r β fu¨hren zu einer unno¨tig starken Gla¨ttung der Lo¨sung,
fu¨r kleinere Werte bleibt ein kleiner U¨berschwinger aus dem oszillierenden Lax–Wendroff–
Verfahren erhalten.
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Abbildung 3.19: Vergleich zwischen ungefilterter und nach jedem Zeitschritt gefilterter Lax–
Wendroff–Lo¨sung, wobei das rechte Bild die maximale Stoßverschiebung bei β = 4 darstellt
Da der in das Differenzenverfahren integrierte Filter fa¨hig ist, rechentechnisch gu¨nstige, in-
stabile Methoden zu stabilisieren, implementieren wir die Routine (3.24) als na¨chstes in das
unbedingt instabile Zentrale–Differenzen–Verfahren
Un+1i = U
n
i −
∆t
2∆x
(Uni+1 − Uni−1) (3.25)
zweiter Ordnung. Abbildung 3.9 zeigt die oszillierende Zentrale–Differenzen–Lo¨sung zum Zeit-
punkt t = 2.5 bei einer CFL–Zahl von 0.009 auf einem a¨quidistanten Gitter aus 400 Gitter-
punkten.
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Abbildung 3.20: Mit einer Filteriteration pro Zeitschritt gefiltertes Lax–Wendroff–Verfahren
bei CFL= 0.98
Fu¨gen wir nach jeden Zeitschritt der zentralen Differenz drei Iterationen der Filterroutine
(3.24) mit den Parametern λ = 0.05, β = 15 ein und verwenden als CFL–Zahl 0.05, so er-
gibt sich nach t = 2.5 das in Abbildung 3.21 dargestellte Ergebnis. Die Oszillationen sind
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Abbildung 3.21: Mit drei Filteriterationen pro Zeitschritt gefiltertes Zentrales–Differenzen–
Verfahren bei CFL= 0.05 im Vergleich zum Lax–Wendroff–Verfahren
fast vollsta¨ndig gegla¨ttet, die Sprungscha¨rfe ist erhalten und die Lage des Stoßes wird exakt
wiedergegeben, was ein Vergleich mit der entsprechenden Lax–Wendroff–Lo¨sung zeigt.
Fu¨r das Verhalten der Lo¨sung bei Variation der Parameter λ, β und der Anzahl der Filterite-
rationen gilt das gleiche wie im vorangegangenen Beispiel, mit der Ausnahme, daß jetzt das
resultierende Verfahren fu¨r zu kleine Werte von β (ab 0.01) instabil wird, da das zugrunde-
liegende Differenzenverfahren nicht mehr stabil ist. Ebenso wie im letzten Beispiel tritt auch
hier fu¨r 0.1 ≤ β < 12 eine Verschiebung der Stoßlage nach links auf.
Das aus zentraler Differenz und Filterschritt zusammengesetzte Verfahren ist auch fu¨r gro¨ßere
CFL–Zahlen bis zu CFL= 0.5 stabil, wobei der Parameter β groß genug gewa¨hlt sein muß,
damit keine Verschiebungsfehler in der Lo¨sung auftreten. Bei drei Filteriterationen pro Zeit-
schritt und der CFL–Zahl 0.5 tritt ab β = 30 kein Verschiebungsfehler mehr auf. Selbst bei nur
einer Filteriteration pro Zeitschritt und CFL= 0.5 ergibt sich fu¨r β ≥ 70 ein stabiles Verfah-
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ren, daß ab β = 500 keinen Verschiebungsfehler mehr aufweist. Fu¨r β = 700 ist die numerische
Lo¨sung, die sich bei CFL= 0.5 und einer Filteriteration nach jedem Zeitschritt der zentralen
Differenz ergibt, in Abbildung 3.22 zusammen mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung
dargestellt. Dabei ist zu beachten, daß die Differenz Uni − U˜i bei nur einer Filteriteration nach
jedem Zeitschritt Null ist, so daß sich die Filtergleichung (3.24) zu
Un+1i − Uni
∆t
= ∆x
β
β + g2i
Uni+1 − 2Uni + Uni−1
∆x2
vereinfacht.
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Abbildung 3.22: Mit einer Filteriteration pro Zeitschritt gefiltertes Zentrales–Differenzen–
Verfahren bei CFL= 0.5 und β = 700 im Vergleich zum Lax–Friedrichs–Verfahren
Das numerisch beobachtete Verhalten des aus zentraler Differenz und Filterschritt zusam-
mengesetzten Verfahrens la¨ßt sich auch anhand der Filtergleichung (3.24) erkla¨ren. Der Da-
tensatz Un in (3.24) bezeichnet das Ergebnis eines Zeitschritts mit dem Zentrale–Differenzen–
Verfahren zweiter Ordnung (3.25), so daß der Filter von diesem Ergebnis am Gitterpunkt i
den Term
∆t∆x|ugi|λ(Uni − U˜i)
abzieht und den Summanden
∆t
∆x
β
β + g2i
(Uni+1 − 2Uni + Uni−1)
addiert. Der Term, der subtrahiert wird, ist in unseren Anwendungen sehr klein, was schon
daran zu erkennen ist, daß sich die numerischen Ergebnisse fu¨r λ→ 0 nur wenig a¨ndern. Daher
vera¨ndert hauptsa¨chlich der zweite Filterterm das Ergebnis der zentralen Differenz, wobei der
zusa¨tzliche Summand proportional zur diskretisierten zweiten Ableitung ist und damit einen
Da¨mpfungsterm darstellt. Fu¨r sehr großes β und ∆t/∆x = 0.5 ergibt sich beispielsweise
∆t
∆x
β
β + g2i
≈ 1
2
,
so daß der Summand dem Diffusionsterm des Lax–Friedrichs–Verfahrens entspricht. Da fu¨r
unsere Anwendungen allerdings
∆t
∆x
β
β + g2i
¿ 1
2
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gilt, ergibt das aus zentraler Differenz und Filterschritt zusammengesetzte Verfahren bessere
Ergebnisse als das Lax–Friedrichs–Verfahren.
Um den Einfluß des Faktors |∇u|, den Marquina und Osher in ihr Filtermodell einfu¨gen,
numerisch zu untersuchen, wird im Folgenden die Anwendung des Filters nach jedem Zeit-
schritt der zentralen Differenz wiederholt, wobei der Filteralgorithmus jetzt ohne den Faktor
|∇u| diskretisiert wird.
Aus dem Modell
ut = −λ(u− u˜) + δ(ux)uxx
erhalten wir analog zu (3.23) mit den obigen Bezeichnungen die Diskretisierung
Un+1i − Uni
∆t
= −λ(Uni − U˜i) +
β
(β + g2i )
3
2
Uni+1 − 2Uni + Uni−1
∆x2
. (3.26)
Diese Filteranweisung implementieren wir nach jedem Zeitschritt des Zentrale–Differenzen–
Verfahrens bei einer CFL–Zahl von 0.05 und den Filterparametern λ = 0.05 und β = 15
auf einem Gitter aus 400 a¨quidistanten Gitterpunkten. Zu beobachten ist, daß nun mehrere
Filteriteration pro Zeitschritt notwendig sind, um gleich gute numerische Resultate wie im
letzten Beispiel zu erzielen. Abbildung 3.23 zeigt die gefilterte Zentrale–Differenzen–Lo¨sung
im Vergleich zur entsprechenden Lax–Wendroff–Lo¨sung. Dieses Resultat stimmt qualitativ
mit der in Abbildung 3.21 dargestellten Lo¨sung u¨berein, wobei jetzt allerdings 20 Filterite-
rationen pro Zeitschritt ausgefu¨hrt wurden. Die Multiplikation mit |∇u| bewirkt also, wie
die Theorie besagt, eine schnellere Konvergenz der gefilterten Lo¨sung. Fu¨gt man nach jeden
Zeitschritt des Differenzenverfahrens eine gro¨ßere Anzahl Filteriterationen ein, so wird die
gefilterte Lo¨sung glatter. Bei einer zu kleinen Anzahl von Iterationen (kleiner 17), bildet sich
ein kleiner Verschiebungsfehler der Stoßlage nach links aus. Fu¨r gro¨ßeres β wird zunehmend
weniger gefiltert, so daß fu¨r β > 10000 viele Oszillationen nicht mehr gegla¨ttet werden. Fu¨r
kleineres β ergeben sich anfangs kaum A¨nderungen, bei sehr kleinem β ≈ 0.0001 wird die
Lo¨sung instabil. La¨ßt man den Parameter λ kleiner werden, bleibt die Lo¨sung anna¨hernd
gleich, was auch fu¨r gro¨ßer werdendes λ gilt. Erst ab λ = 5000 treten kleine Oszillationen
in der Lo¨sung auf, und bei λ = 500000 wird die Lo¨sung instabil. Die Stoßlage bleibt bei der
Variation der beiden Filterparameter, bis auf minimale Abweichungen, konstant richtig.
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Abbildung 3.23: Mit (3.26) gefilterte zentrale Differenz
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Die numerischen Resultate zeigen, daß die Anwendung des Marquina–Osher–Filters nach
jedem Zeitschritt eines Differenzenverfahrens ho¨herer Ordnung im Wesentlichen keine Ver-
schiebung der tatsa¨chlichen Stoßlage bewirkt, auch dann nicht, wenn der Term |∇u|, den
Marquina und Osher ku¨nstlich in die Modellgleichung einfu¨gen, entfernt wird. Die Qualita¨t
der gefilterten Lo¨sungen ha¨ngt auch bei diesem Filter von der Wahl der Filterparameter ab.
Allerdings wird die Lo¨sung fu¨r hinreichend großes β bei der Variation der Parameter innerhalb
eines sinnvollen Bereiches nicht zersto¨rt oder durch Verschiebung der Stoßlage verfa¨lscht, wie
es bei dem TV–Filter von Chan, Osher und Shen der Fall ist. Die Variation der Parameter
wirkt sich beim vorliegenden Filter hauptsa¨chlich auf die Sta¨rke seiner Gla¨ttungseigenschaf-
ten aus.
Obwohl die beiden untersuchten Filter auf dem gleichen kontinuierlichen Modell beruhen,
weisen sie bei der Implementierung nach jedem Zeitschritt eines Differenzenverfahrens ho¨her-
er Ordnung betra¨chtlich unterschiedliche Eigenschaften auf. Das unterschiedliche Verhalten
der diskreten Filter zeigt, daß Eigenschaften der kontinuierlichen Modellgleichung bei der
Diskretisierung verloren gehen und die diskreten Filter in ihrer Wirkungsweise stark von der
gewa¨hlten Diskretisierung abha¨ngen.
Im folgenden Unterkapitel entwickeln wir aus den kontinuierlichen Modellgleichungen, die
den beiden Filtern zugrundeliegen, neue diskrete Filterroutinen und vergleichen ihre nume-
rischen Eigenschaften bei der Implementierung in Differenzenverfahren ho¨herer Ordnung.
3.3 Neue Diskretisierungen der Filtermodelle
Wie bereits bei der Herleitung der kontinuierlichen Filtergleichungen gezeigt, beruhen bei-
de vorgestellten Filter auf dem gleichen bedingten Variationsproblem, fu¨r das die Euler–
Lagrange–Gleichung durch
0 = ∇ ·
( ∇u
|∇u|
)
+ λ(u˜− u) (3.27)
gegeben ist, wobei
ut = ∇ ·
( ∇u
|∇u|
)
+ λ(u˜− u) (3.28)
das zugeho¨rige zeitabha¨ngige Modell darstellt. Marquina und Osher erga¨nzen dieses Modell
durch den Vorfaktor |∇u| und erhalten
ut = |∇u|∇ ·
( ∇u
|∇u|
)
+ |∇u|λ(u˜− u). (3.29)
Im Folgenden entwickeln wir fu¨r diese Gleichungen einfachere Modellvorstellungen, die wir
direkt diskretisieren und auf die bereits bekannte Problemstellung anwenden.
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3.3.1 Diskretisierungen fu¨r die Euler–Lagrange–Gleichung
Wir beginnen mit Gleichung (3.27). Sie la¨ßt sich im Eindimensionalen zu
∂x
(
ux
|ux|
)
− u− u˜1
λ
= 0
umformen. Diese Darstellung legt es nahe, 1λ als ∆t zu interpretieren, das heißt, λ wird
als inverse Diffusionszeit aufgefaßt. Da weiterhin ux|ux| = sgn(ux) gilt, erhalten wir fu¨r die
kontinuierliche Gleichung (3.27) die Darstellung
∂tu = ∂x(sgn(ux)). (3.30)
Die direkte Diskretisierung dieses Modells liefert uns das numerische Verfahren
Un+1i = U
n
i +
∆t
∆x
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
, (3.31)
das wir nach jedem Zeitschritt in das Zentrale–Differenzen–Verfahren zweiter Ordnung im-
plementieren. Nach jedem Zeitschritt wenden wir fu¨nf Filteriterationen an und berechnen die
Lo¨sung bei einer CFL–Zahl von 0.05 auf einem a¨quidistanten Gitter aus 400 Punkten. Die An-
wendung von (3.31) nach jedem Zeitschritt der zentralen Differenz liefert zwar kein qualitativ
gutes Ergebnis, da viele kleine Oszillationen selbst im linearen Anteil der Lo¨sung auftreten,
wie das linke Bild in Abbildung 3.24 im Vergleich mit der zugeho¨rigen Lax–Wendroff–Lo¨sung
zeigt, aber unabha¨ngig von der Anzahl der Filteriterationen pro Zeitschritt, ist nie ein Ver-
schiebungsfehler der Stoßlage zu beobachten. Fu¨r ∆x→ 0 konvergiert das zusammengesetzte
Verfahren, was die entsprechende Lo¨sung, jetzt mit N = 3200 Gitterpunkten berechnet, im
rechten Teil der Abbildung 3.24 zeigt. Fast das gleiche Resultat la¨ßt sich auch schon mit einer
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Abbildung 3.24: Anwendung des einfachen Signum–Filters (3.31) nach jedem Zeitschritt der
zentralen Differenz fu¨r N = 400 (links) und N = 3200 (rechts)
Filteriteration pro Zeitschritt erreichen.
Die Konservativita¨t der kontinuierlichen Filtergleichung ist aufgrund der Formulierung
∂tu = ∂x
(
ux
|ux|
)
,
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der Divergenzform, zu erkennen, denn allgemein sind alle Gleichungen der Art
∂tu = f(ux)x = f
′(ux) · uxx
konservativ. Da auch die Diskretisierung konservativ ist, ist die Konservativita¨t von (3.31)
gewa¨hrleistet.
Die Qualita¨t des Signum–Filters (3.31) la¨ßt sich wesentlich verbessern, indem wir eine Ge-
wichtung der Signum–Terme mit |Ui+1 − Ui| beziehungsweise |Ui − Ui−1| einfu¨gen, was ein
ga¨ngiges Vorgehen bei der Filterregularisierung ist. Die diskrete Filtergleichung ist dann durch
Un+1i = U
n
i +
∆t
∆x
(|Uni+1 − Uni | sgn(Uni+1 − Uni )− |Uni − Uni−1| sgn(Uni − Uni−1)) (3.32)
gegeben, und ihre Implementierung liefert fu¨r N = 400 Gitterpunkte und 5 Iterationen pro
Zeitschritt das im linken Teil von Abbildung 3.25 dargestellte Resultat. Es ist kein Verschie-
bungsfehler der Stoßlage zu beobachten, auch nicht bei mehreren oder wenigeren Iterationen
pro Zeitschritt, das Verfahren konvergiert fu¨r ∆x → 0 und liefert sehr glatte Ergebnisse.
Durch die Anwendung von fu¨nf Filterschritten pro Zeitschritt ist die Lo¨sung etwas zu stark
gegla¨ttet, was sich aber durch Reduktion der Filteriterationen verbessern la¨ßt. Abbildung
3.25 zeigt rechts die entsprechende Lo¨sung mit nur einer Filteriteration pro Zeitschritt. Das
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Abbildung 3.25: Anwendung von 5 Iterationen (links) bzw. einer Iteration (rechts) des regu-
larisierten Signum–Filters (3.32) nach jedem Zeitschritt der zentralen Differenz
zentrale Differenzenverfahren ist durch die Kombination mit der Filterroutine stabilisiert, die
Oszillationen sind vollsta¨ndig gegla¨ttet und Ho¨he und Lage des Stoßes sind fast vollsta¨ndig
erhalten.
Ausgehend von der kontinuierlichen Gleichung, die dem TV–Filter von Chan, Osher und Shen
zugrundeliegt, haben wir damit einen neuen, sehr einfachen und schnellen nichtlinearen Filter
konstruiert, der bei der Anwendung auf oszillierende Differenzenverfahren fu¨r Erhaltungsglei-
chungen sehr gute Ergebnisse erzeugt und dabei ganz ohne vorher einzustellende Parameter
auskommt. Im Vergleich zu technisch aufwendigen und komplizierten Differenzenverfahren
mit implizit definiertem Diffusionstensor haben wir einen rechentechnisch gu¨nstigen, diskre-
ten Filter entwickelt, der Oszillationen gla¨ttet, ohne tatsa¨chliche Sto¨ße zu da¨mpfen, und als
einfache, aber sehr geeignete Dissipation aufgefaßt werden kann.
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Verschiebungsprobleme bei der Stoßlage treten bei dieser einfachen Diskretisierung, im Ge-
gensatz zu der von Chan, Osher und Shen entwickelten Filterroutine, gar nicht erst auf.
Im Folgenden gehen wir noch kurz auf die Implementierung des einfachen Signum–Filters
mit zusa¨tzlichem Faktor ∆x in den Filtertermen ein, wie es aus Konsistenzgru¨nden beim
Marquina–Osher–Filter gemacht wurde.
Multiplizieren wir die Filterterme von (3.31) mit ∆x, ergibt sich
Un+1i = U
n
i + ∆t
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
, (3.33)
und die Implementierung dieser Filteroutine fu¨hrt zu einer Lo¨sung mit Verschiebungsfehler
der Stoßlage, wie das linke Bild von Abbildung 3.26 zeigt. Die Gro¨ße der Verschiebung ist
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Abbildung 3.26: Anwendung des Signum–Filters (3.33) (links) und des zeitabha¨ngigen Filters
(3.34) (rechts) nach jedem Zeitschritt der zentralen Differenz
abha¨ngig von der Anzahl der Filteriterationen pro Zeitschritt, bei sehr wenigen Iterationen ist
noch kein Fehler zu erkennen, er entwickelt sich erst ab fu¨nf Filterwiederholungen, wird dann
mit zunehmender Iterationsanzahl gro¨ßer und bleibt ab 10 Iterationen konstant. Fu¨r ∆x→ 0
nimmt der Verschiebungsfehler ab, was sich dadurch erkla¨ren la¨ßt, daß die Filterterme jetzt
mit ∆x gewichtet sind, so daß die Filterwirkung und damit auch der Verschiebungsfehler mit
∆x→ 0 ebenfalls gegen Null geht.
Der Grund fu¨r die fa¨lschlich erho¨hten Werte am rechten und linken Rand der dargestellten
Lo¨sung ist die (globale) Konservativita¨t der Filterroutine. Die Lo¨sungswerte direkt vor dem
Stoß sind zu weit nach unten korrigiert, so daß zum Ausgleich andere Werte zu weit nach
oben korrigiert werden, damit die Konservativita¨t eingehalten wird. Daß der Filter in der
Tat konservativ ist, auch wenn sich lokal diskrete Situationen finden lassen, in denen der Fil-
ter lediglich einen Wert vermindert und keinen vergro¨ßert, la¨ßt sich, wie bei dem Verfahren
(3.31), an seiner Divergenzform erkennen.
Das Experiment zeigt deutlich, daß allein das Einfu¨gen der konstanten Gro¨ße ∆x in den
Filterterm einen Verschiebungsfehler in der Lo¨sung hervorruft. Diese Tatsache ist bemer-
kenswert, da bei der Multiplikation der Filterterme mit Konstanten von der Anschauung her
zwar eine quantitive A¨nderung der Lo¨sung zu erwarten ist, ein qualitativ vollkommen anderes
Verhalten aber nicht ohne Weiteres einsichtig ist.
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3.3.2 Diskretisierungen fu¨r die zeitabha¨ngige Modellgleichung
Fu¨r weitere Untersuchungen betrachten wir das zeitabha¨ngige Modell (3.28) und wenden
ebenso wie fu¨r Gleichung (3.27) eine einfache Diskretisierung mit Hilfe der Signumfunktion
an.
Fu¨r den eindimensionalen Fall ergibt sich fu¨r (3.28) die direkte Diskretisierung
Un+1i = U
n
i +
∆t
∆x
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
+ ∆t · λ(U˜i − Uni ). (3.34)
Die Anwendung dieser Filterroutine nach jedem Zeitschritt des Zentrale–Differenzen–Verfah-
rens liefert na¨herungsweise die gleichen Ergebnisse wie die diskretisierte Version (3.31) des
zugeho¨rigen stationa¨ren Modells, wie im rechten Teil von Abbildung 3.26 zu erkennen ist.
Der Filterparameter fu¨r die dargestellte Lo¨sung ist λ = 5 und pro Zeitschritt wurden 10 Fil-
teriterationen ausgefu¨hrt. Wieder sind viele kleine Oszillationen im linearen Lo¨sungsanteil zu
beobachten, aber ein Verschiebungsfehler der Stoßlage tritt nicht auf. Auch bei zunehmender
Anzahl von Filteriterationen wird die Lo¨sung zwar immer mehr gegla¨ttet, aber die richtige
Stoßlage bleibt stets erhalten, was ebenso fu¨r die Variation des Parameters λ gilt, wobei der
Filter fu¨r λ→ 0 gegen die Filterroutine (3.31) konvergiert. Fu¨r wachsendes λ wird die Lo¨sung
flacher, bis sie fu¨r sehr großes λ > 3000 instabil wird. Fu¨r ∆x→ 0 konvergiert das Verfahren
ebenso wie (3.31).
Implementieren wir die Filterroutine (3.34) mit zusa¨tzlichem Faktor ∆x in den Filtertermen,
erhalten wir fast identische Ergebnisse wie bei der Implementierung von (3.33), also glatte
Lo¨sungen mit Verschiebungsfehler. Die A¨hnlichkeit zu den Ergebnissen der zugeho¨rigen sta-
tiona¨ren Filtergleichung (3.33) ist offensichtlich, denn der Term ∆tλ(U˜i − Ui), der sowieso
wegen des Faktors ∆t recht klein ist, wird zusa¨tzlich mit ∆x multipliziert, so daß sein Betrag
noch kleiner und nicht mehr ausschlaggebend wird.
3.3.3 Diskretisierung der Modellgleichung von Marquina und
Osher
Als dritte Variante diskretisieren wir das kontinuierliche Modell (3.29) von Marquina und
Osher. Mit Hilfe der Signum–Formulierung ist die zugeho¨rige diskrete Filterroutine im Ein-
dimensionalen durch
Un+1i = U
n
i +
|Uni+1 − Uni |
∆x
∆t
∆x
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
+
|Uni+1 − Uni |
∆x
λ(U˜i − Uni )
gegeben. Ihre Anwendung nach jedem Zeitschritt des Zentrale–Differenzen–Verfahrens liefert
allerdings kein numerisch stabiles Verfahren, da der erste Filterterm
|Uni+1 − Uni |
∆x
∆t
∆x
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
aufgrund der Gro¨ße ∆x2 im Nenner sehr groß werden kann und damit zur Instabilita¨t fu¨hrt.
Abhilfe kann geschaffen werden, indem wir die Filterterme mit ∆x multiplizieren, so daß der
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Filter die Form
Un+1i = U
n
i + |Uni+1 − Uni |
∆t
∆x
(
sgn(Uni+1 − Uni )− sgn(Uni − Uni−1)
)
(3.35)
+|Uni+1 − Uni |λ(U˜i − Uni )
erha¨lt. Bei seiner Implementierung in die zentrale Differenz ergibt sich ein stabiles Verfahren,
die Oszillationen sind vollsta¨ndig gegla¨ttet, aber die Lo¨sung weist einen großen Verschie-
bungsfehler der Stoßlage auf, der weitgehend unabha¨ngig vom Parameter λ und der Anzahl
der Filteriterationen ist. Abbildung 3.27 zeigt die Lo¨sung fu¨r λ = 10 und fu¨nf Filteriteratio-
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Abbildung 3.27: Anwendung des Filters (3.35) nach jedem Zeitschritt der zentralen Differenz
nen pro Zeitschritt.
Der Verschiebungsfehler kann dadurch begru¨ndet sein, daß der Ausdruck |ux| nicht konser-
vativ diskretisiert wurde, wobei zu beachten ist, daß schon die kontinuierliche Filtergleichung
nicht mehr konservativ ist. Daru¨ber hinaus kann auch die Multiplikation mit ∆x, wie bei der
Implementierung von (3.33), zu Verschiebungsfehlern fu¨hren.
3.3.4 Zeitabha¨ngige Version des TV–Filters von Chan, Osher
und Shen
Da der TV–Filter von Chan, Osher und Shen, der einem stationa¨ren Modell zugrundeliegt,
Verschiebungsfehler produziert, hingegen der Filter von Marquina und Osher, der auf dem
zugeho¨rigen zeitabha¨ngigen Modell beruht, im Wesentlichen keine Verschiebungsfehler her-
vorruft, la¨ßt sich vermuten, daß der Verschiebungsfehler auch durch die Stationarita¨t der
Modellgleichung begru¨ndet sein kann. Daher formulieren wir die diskrete Filtergleichung von
Chan, Osher und Shen im Folgenden so um, daß sie einem zeitabha¨ngigen kontinuierlichen
Modell entspricht.
Wir erga¨nzen die stationa¨re Gleichung
0 = −λ(u− u˜) +∇ ·
( ∇u
|∇u|
)
,
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wie sie bei Chan und Mitarbeitern verwendet wird, durch die zeitliche Ableitung und erhalten
das zeitabha¨ngige Modell
ut = −λ(u− u˜) +∇ ·
( ∇u
|∇u|
)
.
Den rechten Teil der Gleichung diskretisieren wir genauso wie Chan, Osher und Shen, und
die linke Seite diskretisieren wir mit einer einfachen Vorwa¨rtsdifferenz, so daß die neue Fil-
terroutine durch
Un+1i = U
n
i −∆tUni + ∆thii−1Uni−1 + ∆thii+1Uni+1 + ∆thiiU˜i (3.36)
gegeben ist. Diesen Filteralgorithmus implementieren wir mit je 10 Iterationen und den
Filterparametern λ = 0.001 und ε = 10−8 nach jedem Zeitschritt des Zentrale–Differenzen–
Verfahrens bei einer CFL–Zahl von 0.1. Das Ergebnis, verglichen mit der zugeho¨rigen Lax–
Wendroff–Lo¨sung, ist in Abbildung 3.28 (links) dargestellt. Die Oszillationen im gefilterten
Signal sind zwar noch nicht vollsta¨ndig gegla¨ttet, aber der Verschiebungsfehler ist wesentlich
geringer als vorher. Bei der Variation von λ bleibt die Stoßlage unvera¨ndert, fu¨r λ→ 0 a¨ndert
sich die Lo¨sung insgesamt nur noch wenig, fu¨r wachsendes λ nehmen die Oszillationen zu,
aber die Stoßlage bleibt konstant. Ab λ > 10 wird die Lo¨sung instabil. Variieren wir dagegen
die Anzahl der Filteriterationen, tritt allerdings bei mehreren Filteriterationen pro Zeitschritt
eine gro¨ßere Verschiebung der Stoßlage auf, die in Abbildung 3.28 rechts fu¨r 60 Iterationen
dargestellt ist.
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Abbildung 3.28: Anwendung der Filterroutine (3.36) nach jedem Zeitschritt des Zentrale–
Differenzen–Verfahrens, implementiert mit 10 (links) bzw. 60 Filteriterationen
Damit haben wir gezeigt, daß wir den Verschiebungsfehler durch den U¨bergang vom sta-
tiona¨ren zum zeitabha¨ngigen Modell bei Beibehaltung der Diskretisierung nicht beheben
ko¨nnen, was wiederum die Vermutung versta¨rkt, daß der Verschiebungsfehler von der Dis-
kretisierung und ihrer Nichtkonservativita¨t abha¨ngt.
3.3.5 Zusammenfassung der Beobachtungen
Abschließend betrachtet, zeigen die durchgefu¨hrten Experimente, daß sich die kontinuierlichen
Modelle (3.27) und (3.28) mit Hilfe der Signumfunktion so umschreiben und diskretisieren
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lassen, daß bei der numerischen Anwendung nach jedem Zeitschritt des zugrundeliegenden
Differenzenverfahrens keine Verschiebungsfehler in der Lo¨sung auftreten. Da die Diskretisie-
rung, die von Chan, Osher und Shen gewa¨hlt wird, bei der gleichen Anwendung zu Fehlern
bei der Stoßlage fu¨hrt, besta¨tigt dies die Vermutung, daß die Verschiebungsfehler auf Diskre-
tisierungsproblemen wie der Zersto¨rung der Konservativita¨tseigenschaft beruhen.
Daru¨ber hinaus haben wir, aufbauend auf dem kontinuierlichen Modell (3.27), den para-
meterfreien Filter (3.32) entwickelt, der als einfache nichtlineare Dissipation das Zentrale–
Differenzen–Verfahren zweiter Ordnung stabilisiert, die Oszillationen gla¨ttet und die Ho¨he
und Lage der Unstetigkeit erha¨lt.
Wie stark unterschiedliche Diskretisierungen des gleichen kontinuierlichen Modells die nume-
rischen Eigenschaften der diskreten Filter beeinflussen, la¨ßt sich auch an der Diskretisierung
von Gleichung (3.29) erkennen. Implementieren wir den von Marquina und Osher entwickelten
diskreten Filter mit dem zusa¨tzlichen Faktor ∆x nach jedem Zeitschritt des Differenzenver-
fahrens, ist kein Verschiebungsfehler in der numerischen Lo¨sung zu beobachten. Wa¨hlen wir
hingegen eine Diskretisierung mittels der Signumfunktion, tritt eine starke Stoßverschiebung
auf, die auf die fehlende Konservativita¨t des Filters zuru¨ckzufu¨hren ist.
Mit Hilfe des letzten Experiments, der Implementierung von (3.36), ko¨nnen wir ausschließen,
daß der Verschiebungsfehler von der Stationarita¨t des zugrundegelegten Modells abha¨ngt.
Abgesehen von der Feststellung, daß ungu¨nstige Diskretisierungen Ursache fu¨r auftretene
Stoßverschiebungen sind, zeigen die angefu¨hrten Experimente, daß allein die Multiplikation
der Filterterme mit Konstanten fu¨r das Vorkommen von Verschiebungsfehlern verantwortlich
sein kann, was der anschaulichen Vorstellung in erster Betrachtung widerspricht.
Da allen betrachteten Diskretisierungen die singula¨re Diffusionsgleichung ut = (sgnux)x zu-
grundeliegt, untersuchen wir diese Gleichung im folgenden Abschnitt auf ihre unterschiedli-
chen Formulierungen und zugeho¨rigen numerischen Eigenschaften.
3.4 Untersuchung der Gleichung ut = (sgnux)x
Die singula¨re Diffusionsgleichung ut = (sgnux)x spielt nicht nur im Kontext unserer Filteral-
gorithmen fu¨r hyperbolische Erhaltungsgleichungen eine bedeutende Rolle, sondern ist auch
in der Bildverarbeitung wohlbekannt. Da bei ihrer Anwendung die Totalvariation eines zu-
grundegelegten Bildes verringert wird, heißt diese Gleichung TV flow.
Im Folgenden vergleichen wir verschiedene Darstellungen und numerische Implementierungen
dieser Gleichung und zeigen, daß einige Diskretisierungen zu neuen Oszillationen fu¨hren, so
daß das resultierende Verfahren im Allgemeinen nicht TV–verringernd ist. Dennoch ko¨nnen
wir zeigen, daß TV flow selbst–stabilisierend wirkt, denn bei einer Verletzung der Stabi-
lita¨tsbedingungen bleiben die resultierenden Oszillationen in ihrer Gro¨ße durch eine zur Zeit-
schrittweite proportionalen Konstante beschra¨nkt.
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3.4.1 Konsistente Kettenregel in 1D
Die Gleichung
∂tu = ∇ ·
( ∇u
|∇u|
)
, (3.37)
hat in den letzten Jahren großes Interesse im Bereich der Bildverarbeitung geweckt, wo sie
unter den Namen TV flow oder TV diffusion bekannt ist. Die Filtergleichung zeichnet sich
dadurch aus, daß sie keine Parameter beno¨tigt, wohldefiniert ist [4, 7], die Form bestimmter
Objekte erha¨lt [7] und in endlicher Zeit zu konstanten Signalen fu¨hrt. In [64] wurde gezeigt,
daß (3.37) mit Anfangswerten f im Eindimensionalen a¨quivalent zur sogenannten TV Regu-
larisierung [54] ist, bei der das Energiefunktional
E(u) :=
∫ (
(u− f)2 + 2t|ux|
)
dx
minimiert wird. Diese Variationsmethode ist bekannt fu¨r ihre guten Entrauschungseigenschaf-
ten.
Um die Probleme, die bei der Filtergleichung (3.37) auftreten ko¨nnen, aufzuzeigen, be-
schra¨nken wir uns der Einfachheit halber auf den eindimensionalen Fall, fu¨r den Gleichung
(3.37) durch
∂tu = ∂x (sgn ∂xu) (3.38)
gegeben ist. Selbst wenn ∂xu beliebig glatt und damit differenzierbar ist, la¨ßt sich die rechte
Seite von Gleichung (3.38) nicht ohne weiteres mit Hilfe einer Kettenregel weder in BV
noch im Distributionenraum D′ [72] berechnen. Daher bescha¨ftigen wir uns zuna¨chst mit der
Herleitung einer konsistenten Kettenregel fu¨r die rechte Seite von Gleichung (3.38).
Direkte Berechnung
Wir betrachten Gleichung (3.38) und schreiben ihre rechte Seite gema¨ß
sgnw(x) = (H ◦ w)(x)− (H ◦ −w)(x)
um, wobei H die Heaviside–Funktion bezeichnet. Sei x∗ eine einfache Nullstelle von w im
Intervall I∗ := [a, b] := [x∗ − ε, x∗ + ε], ε > 0. In Anlehnung an [30] betrachten wir die
Abbildung w als Koordinatenwechsel und mu¨ssen daher voraussetzen, daß w′ 6= 0 in der
Umgebung von x∗ gilt. Deshalb nehmen wir an, daß w′ in I∗ stets das gleiche Vorzeichen hat.
Damit ergeben sich die beiden zu betrachtenen Fa¨lle w′(x) > 0 und w′(x) < 0.
(i) Sei w′(x) > 0 fu¨r alle x ∈ I∗: Um H ◦ (±w) als Funktion von x auszudru¨cken, sei
darauf hingewiesen, daß die Differenz H(x−x∗)−H(x∗−x) gerade genau (H ◦w)(x)− (H ◦
−w)(x) ist, was die Abbildungen 3.29 und 3.30 verdeutlichen.
Damit ergibt sich
sgnw(x) = H(x− x∗)−H(x∗ − x),
und diese Gleichung kann im Sinn der Distributionen abgeleitet werden, was zu dem Ergebnis
∂xsgnw(x) = 1 · δ(x− x∗)− (−1) · δ(x∗ − x) = 2δ(x− x∗) (3.39)
fu¨hrt.
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Abbildung 3.29: Der Fall w′ > 0
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Abbildung 3.30: Berechnungen fu¨r den Fall w′ > 0
(ii) Sei w′(x) < 0 fu¨r alle x ∈ I∗: Analoges Vorgehen wie im Fall (i) liefert
∂xsgnw(x) = ∂x (H(x
∗ − x)−H(x− x∗)) (3.40)
= (−1) · δ(x∗ − x)− 1 · δ(x− x∗) = −2δ(x− x∗).
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Fassen wir die Fa¨lle (i) und (ii) zusammen, haben wir damit das folgende Lemma bewiesen:
Lemma 3.6
Sei w eine glatte Funktion mit einer einfachen Nullstelle x∗ im Intervall [x∗−ε, x∗+ε], ε > 0,
in dem w′(x) 6= 0 gelte. Dann gilt
∂xsgnw(x) = sgnw
′(x∗) · 2δ(x− x∗) (3.41)
im Sinne der Distributionen.
Kettenregel mit Hilfe von Regularisierungen
Eine andere Mo¨glichkeit, die Kettenregel (3.41) zu erhalten, besteht in der Regularisierung
der Signumfunktion durch den Ausdruck
s˜gn mw(x) :=
2
pi
arctan(mw(x)), m ∈ N. (3.42)
Die zugeho¨rige Ableitung ist durch
∂xs˜gn mw(x) =
2m
pi(1 +m2w(x)2)
w′(x)
gegeben, wobei die Funktion δ˜m(w(x)) :=
m
pi(1+m2w(x)2)
das Glied einer Delta–Folge ist, so
daß
δ˜m(w(x)) =
m
pi(1 +m2w(x)2)
D′−→ δ(w(x))
gilt und daher
∂xs˜gn mw(x)
D′−→ 2δ(w(x))w′(x)
folgt.
Setzen wir wiederum voraus, daß w eine isolierte Nullstelle in x∗ hat und w′ 6= 0 in I∗ gilt,
folgt aufgrund der Transformationseigenschaften der Delta–Distribution,
δ(w(x)) =
δ(x− x∗)
|w′(x∗)| ,
vergleiche [29] und [30], daß
∂xs˜gn mw(x)
D′−→ 2δ(w(x))w′(x) = w
′(x)
|w′(x∗)| · 2δ(x− x
∗)
gilt. Da δ(x− x∗) 6= 0 lediglich fu¨r x = x∗ erfu¨llt ist, ist die letzte Aussage identisch mit
∂xs˜gn mw(x)
D′−→ w
′(x∗)
|w′(x∗)| · 2δ(x− x
∗) = sgnw′(x∗) · 2δ(x− x∗),
und dies ist gerade wieder (3.41).
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3.4.2 Diskretisierungen und numerische Ergebnisse
Fu¨r die Konstruktion diskreter Filter, ausgehend von der kontinuierlichen Gleichung (3.38),
haben wir nun drei mo¨gliche Startpunkte, na¨mlich
1. Gleichung (3.38): ∂tu = ∂x (sgn ∂xu),
2. Gleichung ∂tu = 2sgn
(
∂2xu(x
∗)
) · δ(x− x∗) unter Verwendung von (3.41) und
3. Gleichung ∂tu = ∂x (s˜gn m(∂xu)) als regularisierte Version unter Verwendung von (3.42).
Direkte Diskretisierung
Wir beginnen mit der direkten Diskretisierung von Gleichung (3.38). Wie bei den vorange-
gangenen numerischen Anwendungen rechnen wir auf dem Gitter
G := {(x, t) | x = i∆x, t = n∆t, i ∈ Z, n ∈ N,∆x > 0,∆t > 0}
und bezeichnen mit Uni die Approximation an u(i∆x, n∆t). Daru¨ber hinaus fu¨hren wir die
Operatoren
Eα Uni := U
n
i+α, α ∈ Z,
1Uni := E
0Uni = U
n
i ,
EUni := E
1Uni = U
n
i+1,
∆Uni := U
n
i+1 − Uni = EUni − Uni = (E− 1)Uni ,
∇Uni := Uni − Uni−1 = Uni − E−1 Uni = (1−E−1)Uni .
ein. Der Einfachheit halber diskretisieren wir die zeitliche Ableitung stets durch die einfache
Vorwa¨rtsdifferenz
∂tu(i∆x, n∆t) =
un+1i − uni
∆t
+O(∆t).
Mittels der Diskretisierung
∂xu(i∆x, n∆t) =
uni+1 − uni−1
2∆x
+O(∆x2) = 1
2∆x
(E − E−1)uni +O(∆x2)
und dem Ersetzen der a¨ußeren Ableitung in (3.38) durch die gleiche Differenz erhalten wir
fu¨r die diskrete Version von (3.38) den Ausdruck
Un+1i = U
n
i +
∆t
2∆x
(
sgn
(
Uni+2 − Uni
)− sgn (Uni − Uni−2)) .
Dieses diskrete Analogon leidet offensichtlich an einer Entkopplung von geraden und unge-
raden Gitterpunkten, die durch eine Reduktion der ra¨umlichen Schrittweite behoben werden
kann. Wir erhalten
Un+1i = U
n
i +
∆t
∆x
(
sgn
(
Uni+1 − Uni
)− sgn (Uni − Uni−1)) , (3.43)
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also gerade den bereits bekannten Signumfilter (3.31). Im Gegensatz zu bisherigen Betrach-
tungen ersetzen wir nun die Signumfunktion durch die Differenz zweier Heaviside–Funktionen
und formulieren die inneren Differenzen mit Hilfe der eingefu¨hrten Operatoren. Dieses Vor-
gehen liefert
Un+1i = U
n
i +
∆t
∆x
([H((E− 1)Uni −H((1−E)Uni ]
− [H((1−E−1)Uni )−H((E−1− 1)Uni )])
= Uni +
∆t
∆x
(H ◦ (E− 1)−H ◦ (1−E)
−H ◦ (1−E−1) +H ◦ (E−1− 1))Uni
=
[
1 +
∆t
∆x
(H ◦ (E− 1)−H ◦ (1−E)
−H ◦ (1−E−1) +H ◦ (E−1− 1)) ]Uni . (3.44)
Mit Hilfe numerischer Experimente untersuchen wir im Folgenden die Eigenschaften des Ope-
rators
C(∆t) :=[
1 + ∆t∆x
(
H ◦ (E− 1)−H ◦ (1−E)−H ◦ (1−E−1) +H ◦ (E−1− 1))] . (3.45)
Als zu filterndes Anfangssignal verwenden wir, wie schon bei anderen Anwendungen, die nu-
merische Lo¨sung des instabilen Zentrale–Differenzen–Schemas zweiter Ordnung fu¨r das An-
fangswertproblem (1.49), das in Abbildung 3.31 dargestellt ist. Das zugrundeliegende ra¨umli-
che Gitter besteht aus 400 a¨quidistanten Gitterpunkten. Im Gegensatz zur Filterimplementie-
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Abbildung 3.31: Zu filterndes Signal
rung nach jedem Zeitschritt des Differenzenschemas wenden wir die verschiedenen diskreten
Filteralgorithmen jetzt erst nach Beendigung des Differenzenverfahrens, also auf die fertige
Differenzenlo¨sung, an.
Zuna¨chst wa¨hlen wir den Gitterkoeffizienten λ := ∆t∆x = 0.0005 und fu¨hren nacheinander
10000, 20000 und 40000 Iterationen von Filtergleichung (3.44) aus. Die numerischen Ergeb-
nisse sind in den Abbildungen 3.32 und 3.33 dargestellt. Wie man klar erkennt, verringert
der Filter (3.44) die Totalvariation des Anfangssignals deutlich und schrumpft daru¨ber hinaus
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Abbildung 3.32: Gefiltertes Signal nach 10000 (links) and 20000 Iterationen
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Abbildung 3.33: Gefiltertes Signal nach 40000 Iterationen
das gesamte Signal mit zunehmender Anzahl von Zeitschritten immer sta¨rker. Dennoch sind
in den Lo¨sungen selbst nach 40000 Zeitschritten noch hochfrequente Oszillationen zu beob-
achten. Die Darstellung der Totalvariation in Abha¨ngigkeit von der Anzahl der Zeitschritte,
dargestellt im linken Teil von Abbildung 3.34, zeigt, daß die Totalvariation, zum Zeitniveau n
berechnet durch
∑399
i=1 |Uni+1−Uni |, verringert wird. Allerdings ergibt die genaue Betrachtung
der Totalvariation zwischen den Zeitschritten 39900 und 40000, daß tatsa¨chlich noch Oszilla-
tionen vorhanden sind, wie Abbildung 3.34 zeigt. Vergro¨ßern wir den Gitterkoeffizienten auf
λ = 0.5, erhalten wir nach 10000 Filteriterationen die in Abbildung 3.35 dargestellt Lo¨sung
mit entsprechender Totalvariation. Das gefilterte Signal ist u¨berall verrauscht und die To-
talvariation wa¨chst auf ein bestimmtes mittleres Niveau an, um das herum sich beschra¨nkte
Oszillationen bilden. Zu beachten ist, daß die hochfrequenten Oszillationen im gefilterten
Signal anscheinend von der Gro¨ßenordnung λ sind. Eine na¨here Betrachtung der Totalva-
riation fu¨r die ersten 100 Iterationen sowie fu¨r die Zeitschritte zwischen 7000 und 7010 in
Abbildung 3.36 verdeutlicht die allgemeine Struktur der Totalvariation. Weitere numerische
Experimente zeigen, daß der Gitterkoeffizient λ ohne Einschra¨nkung weiter vergro¨ßert werden
kann, was einen deutlichen Unterschied zu der strengen CFL–Bedingung, die bei expliziten
Zeitdiskretisierungen zu erwarten ist, darstellt. Abbildung 3.37 zeigt beispielsweise das gefil-
terte Signal und die zugeho¨rige Totalvariation fu¨r λ = 5. Das resultierende Signal weist starke
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Abbildung 3.34: Totalvariation in Abha¨ngigkeit der Zeitschritte
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Abbildung 3.35: Gefiltertes Signal (links) und Totalvariation
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Abbildung 3.36: Totalvariation in den ersten 100 Zeitschritten (links) und zwischen den Zeit-
schritten 7000 und 7010
Oszillationen auf, und die Totalvariation ist weitaus gro¨ßer als fu¨r das ungefilterte Signal.
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Abbildung 3.37: Gefiltertes Signal (links) und Totalvariation
Bemerkung 3.7
Die numerischen Verfahren (3.43) und (3.44) sind vollsta¨ndig analog, da die Signumfunktion
exakt durch die Differenz zweier Heaviside–Funktionen dargestellt wird.
Theorem 3.8
Der in (3.45) definierte diskrete Operator C(∆t) erzeugt auf Gittergro¨ße im Wechsel Minima
und Maxima und verursacht Oszillationen der Amplitude 2λ = 2∆t/∆x auf folgende Weise:
Wenn max{|Uni −Uni−1|, |Uni −Uni+1|} < ∆t∆x gilt, entsteht ein neuer Extremwert an der Stelle
xi.
Beweis Sei an der Stelle xi ein Maximum, so daß U
n
i > U
n
i−1 und U
n
i > U
n
i+1 gelte. Dann
gilt aufgrund von (3.43)
Un+1i = U
n
i +
∆t
∆x
sgn (Uni+1 − Uni )︸ ︷︷ ︸
=−1
− sgn (Uni − Uni−1)︸ ︷︷ ︸
=1

= Uni − 2
∆t
∆x
= Uni − 2λ.
Fu¨r max{|Uni − Uni−1|, |Uni − Uni+1|} < 2 ∆t∆x wird damit aus dem Maximum ein Minimum.
Analoges ergibt sich fu¨r den Fall eines Minimums an der Stelle xi. ¥
Korollar 3.9
Der in (3.45) definierte diskrete Operator C(∆t) ist im Gegensatz zu seinem kontinuierlichen
Modell, aus dem er entwickelt wurde, sowohl TV–erho¨hend als auch TV–verringernd, je
nach Wahl des Gitterkoeffizienten λ. Dennoch ist die Totalvariation fu¨r den stationa¨ren Fall
beschra¨nkt durch die Gro¨ßenordnung von λ. Selbst fu¨r ein explizites Zeitschrittverfahren mit
großer Zeitschrittweite bleiben die Oszillationen beschra¨nkt. Mittels (3.44) ergibt sich
TV (Un+1) :=
∑
i
|Un+1i+1 − Un+1i | ≤
(
1 +
∆t
∆x
‖C‖
)
TV (Un)
mit C := H ◦ (E− 1)−H ◦ (1−E)−H ◦ (1−E−1) +H ◦ (E−1− 1) und 0 ≤ ‖C‖ ≤ 2.
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Abhilfe fu¨r das Problem der nicht abnehmenden Totalvariation la¨ßt sich schaffen, indem wir
die diskrete Gleichung (3.44) mit kleinem λ so lange anwenden, bis die durch λ bestimmte
untere Grenze der Totalvariation erreicht ist. Dann wechseln wir zu einem weitaus einfache-
ren Filter, beispielsweise der linearen Wa¨rmeleitungsgleichung, um mit Hilfe dieser Gleichung
die restlichen Oszillationen zu gla¨tten. Bemerkenswert ist, daß dieses Vorgehen einem neuen,
von Steidel und Mitarbeitern [64] entwickelten Filteralgorithmus a¨hnelt, der aus der genauen
Betrachtung eines Zwei–Pixel–Modells resultiert.
Bei der vorgeschlagenen Problemlo¨sung wird das Stabilita¨tsproblem auf Kosten der Kon-
sistenz des Verfahrens gelo¨st. Doch da Oszillationen gebildet werden, wenn der Gradient nahe
bei Null ist, ist das Einfu¨gen einer linearen Diffusion an dieser Stelle in der Praxis unproble-
matisch.
Eine andere, oft verwendete Mo¨glichkeit, die Oszillationen in der Lo¨sung zu vermeiden, ist
das Regularisieren der TV flow–Gleichung durch den Ausdruck
∂t = ∂x
(
∂xu√
β2 + (∂xu)2
)
, (3.46)
wobei β > 0 ein betragsma¨ßig kleiner Regularisierungsparameter ist. Die Diffusivita¨t ist
damit beschra¨nkt durch 1β und fu¨r
∆t
∆x2
≤ 1
2β
la¨ßt sich leicht zeigen, daß die direkte Diskretisierung von Gleichung (3.46) ein diskretes
Maximum–Minimum–Prinzip erfu¨llt und damit stabil ist.
Fu¨r
∆t
∆x2
≤ 1
4β
gilt sogar Vorzeichenstabilita¨t, vergleiche [18], so daß der Filter in diesem Fall TV–vermindernd
ist.
Dennoch zeigen die angefu¨hrten Stabilita¨tsschranken, daß wir bei Anna¨herung an das TV
flow–Modell, also fu¨r den Grenzwert β → 0, infinitesimal kleine Zeitschrittweiten fu¨r unser
explizites Verfahren erhalten.
Diskretisierung mit Hilfe der Kettenregel
Als na¨chstes entwickeln wir eine Diskretisierung von (3.38) mit Hilfe der Kettenregel (3.41)
und untersuchen ihre numerischen Eigenschaften.
Fu¨r eine isolierte Nullstelle x∗ von ∂xu ist die kontinuierliche Filtergleichung durch
∂tu = 2sgn (∂
2
xu(x
∗)) · δ(x− x∗)
gegeben. Als Indikator fu¨r Nullstellen von ∂xu verwenden wir das Produkt ∆U
n
i · ∇Uni , das
im Fall einer Extremalstelle negativ ist. Mit Hilfe der Heaviside–Funktion erhalten wir damit
H(−∆Uni · ∇Uni ) =
{
1 ; Nullstelle bei i in der diskreten Ableitung
0 ; keine Nullstelle bei i
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als Indikator. Die zweite Ableitung diskretisieren wir gema¨ß
∂2xu(x
∗)
∣∣
x=i∆x
= H(−∆Uni · ∇Uni ) ·
(
Uni+1 − 2Uni + Uni−1
∆x2
+O(∆x2)
)
= H(−∆Uni · ∇Uni ) ·
(
(E − 2 + E−1)Uni
∆x2
+O(∆x2)
)
,
und die Dirac–Funktion an einer Nullstelle x∗i der diskreten Ableitung von u wird approximiert
durch
δ˜(x− x∗i ) :=
{
1
∆x ; x
∗
i − ∆x2 < x∗i < x∗i + ∆x2
0 ; sonst
,
wodurch eine zula¨ssige Dirac–Folge mit
∫
δ˜(x − x∗i ) dx = 1 definiert wird. Ersetzen wir die
Signum–Funktion wieder durch die Differenz zweier Heaviside–Funktionen, ergibt sich insge-
samt
Un+1i = U
n
i + 2
∆t
∆x
H(−∆Uni · ∇Uni ) ·
(
H ◦ (E − 2 + E−1)
−H ◦ (−(E − 2 + E−1)))Uni
=
(
1 + 2
∆t
∆x
H(−∆Uni · ∇Uni ) ·
(
H ◦ (E − 2 + E−1)−H ◦ (−(E − 2 + E−1))))Uni
als neues Finite–Differenzen–Verfahren.
Die numerischen Ergebnisse sind, wie erwartet, denen der direkten Diskretisierung sehr a¨hn-
lich. Abbildung 3.38 zeigt das gefilterte Signal nach 10000 Zeitschritten mit λ = 0.5 sowie
die zugeho¨rige Totalvariation. Wie im Fall der direkten Diskretisierung fu¨hrt die Diskretisie-
rung mit Hilfe der Kettenregel zu Oszillationen in der Lo¨sung, die die Totalvariation erho¨hen
ko¨nnen.
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Abbildung 3.38: Gefiltertes Signal (links) und Totalvariation
Diskretisierung mittels Regularisierung
Als letztes betrachten wir die regularisierte Gleichung
∂tu = ∂x (s˜gn m(∂xu)) =
2
pi
∂x (arctan(m∂xu)) . (3.47)
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Eine zugeho¨rige Diskretisierung erhalten wir, indem wir den Zentrale–Differenzen–Operator
(E−E−1) sowohl fu¨r die a¨ußere als auch fu¨r die innere Ableitung anwenden und anschließend
die Weite der einbezogenen Gitterpunkte so verringern, daß keine Entkopplung zwischen
geraden und ungeraden Gitterpunkten mehr auftreten kann. Es ergibt sich
Un+1i = U
n
i +
2∆t
pi∆x
(
arctan
(
m(Uni+1 − Uni )
)− arctan (m(Uni − Uni−1))) . (3.48)
Schon an dieser Stelle la¨ßt sich erkennen, daß die numerischen Lo¨sungen dieser Differen-
zengleichung nicht sehr anders als die des vorher betrachteten Verfahrens sein werden. Da
| arctan(x)| < pi2 gilt, ergibt die Differenz der Arctan–Funktion in (3.48) im ungu¨nstigsten
Fall ±pi und wir erhalten
Un+1i = U
n
i ±
2∆t
∆x
= Uni ± 2λ,
so daß in der numerischen Lo¨sung wieder Oszillationen der Gro¨ßenordnung 2λ auftreten.
Tatsa¨chlich weisen Berechnungen mit λ = 0.05 und m = 1 ein vielversprechendes Verhalten
auf, da das gefilterte Signal sehr glatt erscheint, wie Abbildung 3.39 zeigt.
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Abbildung 3.39: Gefiltertes Signal (links) und Totalvariation
Erho¨hen wir den Regularisierungsparameter m auf m = 100 und behalten λ = 0.05 bei, er-
gibt sich die in Abbildung 3.40 dargestellte Lo¨sung. Offensichtlich wird die diskrete Gleichung
(3.48) fu¨r wachsendes m in die direkte Diskretisierung (3.44) u¨berfu¨hrt, und Oszillationen
von der Gro¨ßenordnung λ treten auf. Dies la¨ßt sich deutlich erkennen, wenn wir m = 100
konstant lassen und λ auf λ = 5 erho¨hen, was in Abbildung 3.41 dargestellt ist. Die numeri-
sche Lo¨sung ist nun vollsta¨ndig durch Oszillationen der Amplitude λ zersto¨rt.
Die Regularisierung fu¨hrt damit nur zu einem sinnvollen Filteralgorithmus, wenn der Regu-
larisierungsparameter m klein ist, was einer starken Regularisierung entspricht.
Das gleiche Ergebnis ergibt sich, wenn wir erst die Ableitung in (3.48) ausfu¨hren und an-
schließend diskretisieren. Dann erhalten wir eine Regularisierung der Delta–Distribution, die
ebenfalls nur fu¨r kleine Regularisierungsparameter gute Resultate liefert.
Damit haben wir drei verschiedene diskrete Modelle der singula¨ren Diffusionsgleichung (3.38)
vorgestellt und gezeigt, daß alle drei Versionen Oszillationen in der numerischen Lo¨sung er-
zeugen ko¨nnen, so daß die Totalvariation der Lo¨sung zunimmt, obwohl die kontinuierliche
Diffusionsgleichung TV–vermindernd ist. Damit haben wir einen Widerspruch zwischen den
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Abbildung 3.40: Gefiltertes Signal (links) und Totalvariation
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Abbildung 3.41: Gefiltertes Signal (links) und Totalvariation
Eigenschaften einer kontinuierlichen Gleichung und denen des zugeho¨rigen diskreten Modells
aufgezeigt.
Naheliegend ist der Versuch, die Diskretisierung mittels Regularisierung nicht mit einem ex-
pliziten sondern einem impliziten Zeitschrittverfahren zu diskretisieren, da die Anwendung
eines expliziten Zeitschrittverfahrens bei singula¨ren Diffusionsgleichungen fragwu¨rdig sein
kann. Allerdings zeigen die Untersuchungen in [9], daß auch die implizite Diskretisierung
gleiche Probleme mit sich bringt.
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4 Entwicklung neuer
Filtermethoden
Im vorangegangenen Kapitel haben wir nichtlineare diskrete Filter, entwickelt in der Bild-
verarbeitung, zum Lo¨sen hyperbolischer Erhaltungsgleichungen angewendet, verglichen und
mit Hilfe neuer Diskretisierungen modifiziert.
Im Folgenden orientieren wir uns zuna¨chst an den vorhandenen Filteralgorithmen von Eng-
quist, Lo¨tstedt und Sjo¨green und entwickeln auf dieser Grundlage ein neues kontinuierliches
Filtermodell, das wir auf seine mathematischen und numerischen Eigenschaften hin untersu-
chen.
Da sich unter anderem ein sehr einfacher Filter ergibt, der, ebenso wie der TV–Filter von
Chan, Osher und Shen, eine Verschiebung der Unstetigkeit erzeugt, untersuchen wir sein
Amplituden– und Phasenverhalten am Ende dieses Abschnittes.
Im zweiten Teil des Kapitels wird ein neuer Ansatz zur Implementierung diskreter Filteral-
gorithmen vorgestellt und fu¨r die neu entwickelte Filtergleichung ausgefu¨hrt. Mit Hilfe einer
Diffusionsanalyse werden die zugeho¨rigen Diffusionen ermittelt und direkt in das zugrunde-
gelegte Differenzenverfahren integriert, so daß wir eine weitere neue Filtervariante fu¨r das
Lo¨sen hyperbolischer Erhaltungsgleichungen erhalten.
Im letzten Teil des Kapitels entwickeln wir, gelo¨st von jeglicher kontinuierlicher Modellvorstel-
lung, neue vollsta¨ndig diskrete Filteralgorithmen, die wir fu¨r skalare Probleme und Systeme
von Erhaltungsgleichungen implementieren.
4.1 Extrema–Diffusion
Zuna¨chst betrachten wir noch einmal den diskreten Filter von Engquist, Lo¨tstedt und Sjo¨green,
vergleichen seine Wirkungsweise mit verschiedenen Modellen der Bildverarbeitung und ent-
wickeln aus den verschiedenen Ansa¨tzen eine neue Filterroutine, deren Eigenschaften wir
mathematisch und numerisch untersuchen.
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4.1.1 Motivation und Herleitung des kontinuierlichen Filter-
modells
In Kapitel 2 haben wir den diskreten Filter (2.31) von Engquist, Lo¨tstedt und Sjo¨green
in seine zugeho¨rige kontinuierliche Form umgewandelt und diese rein formal mit dem TV–
vermindernden Filtermodell
∂tu = −|∇u|F (L(u)) (4.1)
der Bildverarbeitung verglichen. Vergleichen wir dagegen die Wirkungsweise des diskreten
Filters (2.31) mit den Eigenschaften des TV–Filters (4.1), stellen wir in der anschaulichen
Funktionalita¨t der Filter große Unterschiede fest. Der TV–Filter bewirkt das Aufsteilen von
gegla¨tteten Kanten, denn fu¨r uxx 6= 0 liefert er zusa¨tzliche positive oder negative Diffusi-
on, je nachdem, ob uxx gro¨ßer oder kleiner Null ist, was zur Kantenverscha¨rfung fu¨hrt. Fu¨r
uxx = 0, also an Stellen ohne gekru¨mmte Kanten, liefert der Filter den Wert Null, so daß
sich die Lo¨sung nicht a¨ndert. Der Filter von Engquist, Lo¨tstedt und Sjo¨green wird dagegen
an Extremwerten, also dort, wo ux = 0 gilt, aktiv. An diesen Stellen gla¨ttet der Filter die
einzelnen Extremwerte durch einseitige Diffusion mit einem der Nachbarwerte. Da dabei der
Reduktionsbetrag des Extremums gleich dem Korrekturbetrag des Nachbarpunktes ist und
stets ein Betrag addiert und der andere subtrahiert wird, ist die Filterroutine konservativ.
Weil die Konservativita¨t eine grundlegende Filtereigenschaft fu¨r das numerische Lo¨sen hy-
perbolischer Erhaltungsgleichungen ist, wollen wir sie bei der Konstruktion neuer Filter-
routinen beibehalten und nehmen daher Abstand von dem nichtkonservativen TV–Modell
∂tu = −|∇u|F (L(u)). Als Vorbild fu¨r eine kontinuierliche, konservative Filtergleichung be-
trachten wir stattdessen die TV flow–Gleichung
∂tu = ∇ ·
( ∇u
|∇u|
)
aus der Bildverarbeitung, die aufgrund ihrer Divergenzform konservativ ist. Ziel ist es, ein kon-
tinuierliches Filtermodell zu konstruieren, das ebenfalls in Divergenzform formuliert werden
kann, und dessen anschauliches Verhalten mit dem diskreten Filter von Engquist, Lo¨tstedt
und Sjo¨green u¨bereinstimmt.
Eine neue Filterroutine, die der letzten Forderung, der Diffusion von Extremwerten, gerecht
wird, kann durch
∂tu = (1− sgn (|∇u|))div
(
∂u
∂η
)
dargestellt werden, wobei die Divergenz der Richtungsableitung gebildet wird und η = ∇u|∇u|
gilt. Daraus ergibt sich das Filtermodell
∂tu = (1− sgn (|∇u|))∆u, (4.2)
das zwar noch nicht konservativ ist, aber die gewu¨nschte Extrema–Diffusion umsetzt. Mit
Hilfe der Divergenzform ergibt sich eine konservative Version dieses Filters gema¨ß
∂tu = div ((1− sgn (|∇u|))∇u) . (4.3)
Der Faktor (1 − sgn (|∇u|)) liefert fu¨r Extrema den Wert eins und in jedem anderen Fall
Null, wodurch gewa¨hrleistet wird, daß die neue Filterroutine, wie bei Engquist, Lo¨tstedt
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und Sjo¨green, nur an Extremwerten aktiviert wird. Die Gro¨ße des Korrekturterms wird von
div (∇u) beziehungsweise ∆u bestimmt. Beide Filtermodelle sind so konstruiert, daß bei ihrer
Anwendung keine neuen Extremwerte im Datensatz entstehen ko¨nnen.
Zusammenhang zum Perona–Malik–Modell
Bemerkenswert ist, daß sich Verbindungen zwischen den beiden hergeleiteten Filtermodellen
(4.2), (4.3) und dem bekannten Perona–Malik–Modell (2.17), das wir in Kapitel 2.1.2 be-
schrieben haben, aufzeigen lassen.
Perona und Malik [47] entwickelten 1987 erstmals kontinuierliche Formulierungen fu¨r ad-
aptive Gla¨ttungsmethoden der Bildverarbeitung mit Hilfe nichtlinearer partieller Differen-
tialgleichungen. Um die Diffusion adaptiv zu steuern, konstruierten sie den nichtlinearen
Diffusionsfilter (2.17),
∂tu = div (c(|∇u|2)∇u). (4.4)
Als klassische Diffusivita¨t verwenden sie unter anderem den Ausdruck (2.20), der sich auch
in der Form
c(s2) =
1
1 + s2/λ2
, λ > 0,
darstellen la¨ßt, wobei λ ein Kontrastparameter ist, der zwischen Regionen, die hohe bezie-
hungsweise niedrige Diffusion erfordern, unterscheidet.
Im eindimensionalen Fall ist (4.4) durch
∂tu =
[
c(u2x(t, x))ux(t, x)
]
x
(4.5)
gegeben, und mit der Flußfunktion Φ(s) := s · c(s2) la¨ßt sich Gleichung (4.5) darstellen als
∂tu = Φ
′(ux)uxx. (4.6)
Die Flußfunktion erfu¨llt dabei Φ′(s) ≥ 0 fu¨r |s| ≤ λ und Φ′(s) < 0 fu¨r |s| > λ, wie auch in
Abbildung 4.1 zu erkennen ist.
Der Parameter λ teilt die Diffusionsgleichung (4.5) in zwei Fa¨lle auf, fu¨r |ux| ≤ λ ergibt sich
eine Differentialgleichung vom vorwa¨rts parabolischen Typ, fu¨r |ux| > λ eine vom ru¨ckwa¨rts
parabolischen Typ.
Betrachten wir nach diesen Ausfu¨hrungen wieder unser neu konstruiertes konservatives Fil-
termodell (4.3) in einer Raumdimension, also
∂tu = ((1− sgn |ux|)ux)x, (4.7)
lassen sich gewisse A¨hnlichkeiten zum Perona–Malik–Modell feststellen. Die Funktion c fin-
det sich in (4.7) in dem Ausdruck (1− sgn |ux|) wieder, allerdings mit dem Unterschied, daß
c in unserem Modell nicht mehr von |ux|2 sondern von |ux| abha¨ngt. Anschaulich la¨ßt sich
die Diffusivita¨t (1− sgn |ux|) als Grenzfall der Perona–Malik–Diffusivita¨t auffassen. Die von
ihnen gewa¨hlte Funktion c ha¨ngt von λ ab und konvergiert fu¨r λ→ 0 gegen eine Funktion, die
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Abbildung 4.1: Diffusivita¨t c(s) = 1
1+s2/λ2
(links) und Flußfunktion Φ(s) = s
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(rechts)
fu¨r |ux| = 0 den Wert eins hat und sonst Null ist. Dieser Grenzwert ist gerade die Diffusivita¨t
c(|ux|) = 1− sgn |ux|.
Motiviert durch den Filter von Engquist, Lo¨tstedt und Sjo¨green und dem TV flow der
Bildverarbeitung haben wir damit einen neuen Filter entwickelt, der sich als Spezial– be-
ziehungsweise Grenzfall des Perona–Malik–Modells interpretieren la¨ßt.
In den folgenden Abschnitten wird das neue Filtermodell auf seine mathematischen und
numerischen Eigenschaften hin untersucht.
4.1.2 A¨quivalenz der konservativen und nichtkonservativen
Modellgleichung
Zuna¨chst bescha¨ftigen wir uns mit den beiden verschiedenen Formulierungen des kontinuier-
lichen Filtermodells und zeigen, daß die konservative und die nichtkonservative Filterdarstel-
lung mathematisch u¨bereinstimmen.
Zur Vereinfachung beschra¨nken wir uns auf den eindimensionalen Fall, fu¨r den die konserva-
tive Filtergleichung durch
ut = ((1− sgn |ux|)ux)x (4.8)
gegeben ist. Das zugeho¨rige nichtkonservative Filtermodell besitzt in 1D die Darstellung
ut = (1− sgn |ux|)uxx. (4.9)
Lemma 4.1
Sei ux eine glatte Funktion mit einer einfachen Nullstelle x
∗ im Intervall [x∗ − ε, x∗ + ε],
ε > 0, in dem uxx 6= 0 gelte. Dann sind die Filtergleichungen (4.8) und (4.9) im Sinne der
Distributionen a¨quivalent.
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Beweis Die konservative Formulierung (4.8) la¨ßt sich zuna¨chst zu
ut = ((1− sgn |ux|)ux)x
= (1− sgn |ux|)uxx + ux(−sgn |ux|)x
= (1− sgn |ux|)uxx − ux(sgn |ux|)x (4.10)
umformen. Den Term (sgn |ux|)x berechnen wir, a¨hnlich wie in Abschnitt 3.4.1, mit Hilfe der
Heaviside–Funktion. Sei dazu w mit w(x) := ux eine glatte Funktion mit einer einfachen
Nullstelle x∗ im Intervall I∗ = [x∗ − ε, x∗ + ε], ε > 0, in dem w′(x) 6= 0 gelte. Daher nehmen
wir an, daß w′ in I∗ stets das gleiche Vorzeichen besitzt, und wir haben die Fa¨lle w′(x) > 0
und w′(x) < 0 zu unterscheiden.
Sei daher zuna¨chst w′(x) > 0. Dann gilt im Sinne der Distributionen
sgn |ux| = sgn |w(x)| = H(|w(x)|) = H(w(x)) +H(−w(x))
und damit
d
dx
sgn |w(x)| = d
dx
(H(w(x)) +H(−w(x)))
=
d
dx
(H(x− x∗) +H(x∗ − x)) = δ(x− x∗) + (−δ(x∗ − x))
= δ(x− x∗)− δ(−(x− x∗)) = δ(x− x∗)− δ(x− x∗) = 0.
Das gleiche Ergebnis la¨ßt sich mit Hilfe der Testfunktionen erzielen. Sei dazu φ eine beliebige
Testfunktion mit kompaktem Tra¨ger. Dann gilt〈
d
dx
sgn |w(x)|, φ
〉
= − 〈sgn |w(x)|, φ′〉
= −
∫
R
(H(x− x∗) +H(x∗ − x))φ′(x) dx
= −
∫
R
H(x− x∗)φ′(x) dx−
∫
R
H(x∗ − x)φ′(x) dx
= −
∫ ∞
x∗
φ′(x) dx−
∫ x∗
−∞
φ′(x) dx
= φ(x∗)− φ(x∗) = 0.
Fu¨r den Fall w′(x) < 0 ergibt sich durch analoge Berechnung ebenfalls ddxsgn |w(x)| = 0, so
daß wir insgesamt
(sgn |ux|)x = 0
erhalten.
Damit ergibt sich fu¨r Gleichung (4.10)
ut = (1− sgn |ux|)uxx − ux(sgn |ux|)x = (1− sgn |ux|)uxx,
und die A¨quivalenz von konservativer und nichtkonservativer kontinuierlicher Filterdarstel-
lung ist gezeigt. ¥
Da das konservative und das nichtkonservative Filtermodell mathematisch u¨bereinstimmen,
diskretisieren wir in den folgenden Abschnitten beide Formulierungen und pru¨fen, ob auch ihr
numerisches Verhalten vergleichbar ist. Dabei gehen wir sowohl auf die direkten Diskretisie-
rungen der beiden Filtergleichungen als auch auf eine technisch ausgefeiltere Diskretisierung
ein.
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4.1.3 Direkte Diskretisierung der konservativen Filter-
gleichung
Wir beginnen mit der direkten Diskretisierung des eindimensionalen konservativen Filters
ut = ((1− sgn |ux|)ux)x, (4.11)
indem wir mit Vorwa¨rts- und Ru¨ckwa¨rtsdifferenzen so diskretisieren, daß jeweils die Werte
der direkten Nachbarn bei der Berechnung eines neuen Punktwertes beru¨cksichtigt werden.
Es ergibt sich
ut =
(1− sgn |ux|)ux|i+1 − (1− sgn |ux|)ux|i
∆x
und damit
Un+1i = U
n
i +
∆t
∆x2
(
di+1(U
n
i+1 − Uni )− di(Uni − Uni−1)
)
,
wobei di die Diskretisierung von (1− sgn |ux|)|i ist und
di =
{
1 , falls ein Extremwert in i existiert
0 , sonst
gilt.
Fu¨r die numerische Anwendung sind die Filterterme aus Konsistenzgru¨nden zusa¨tzlich mit
∆x zu multiplizieren, so daß die Filtergleichung die Gestalt
Un+1i = U
n
i +
∆t
∆x
(
di+1(U
n
i+1 − Uni )− di(Uni − Uni−1)
)
(4.12)
annimmt.
Numerische Resultate
Wir implementieren die Filterroutine (4.12) in das Cauchy–Problem (1.49) fu¨r Burgers’ Glei-
chung, gelo¨st mit einem Zentrale–Differenzen–Verfahren zweiter Ordnung. Ohne Filteran-
wendung ergibt sich bei einer CFL–Zahl von 0.009 auf einem Gitter aus 400 a¨quidistanten
Gitterpunkten nach t = 2.5 die in Abbildung 3.9 dargestellte oszillierende Lo¨sung. Integrieren
wir nach jedem Zeitschritt des Differenzenverfahren eine Iteration der Filtergleichung (4.12),
erhalten wir dagegen die im linken Teil von Abbildung 4.2 dargestellte Lo¨sung. Die Oszilla-
tionen sind stark gegla¨ttet, die Steilheit und Lage des Stoßes sind erhalten, wie ein Vergleich
mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung zeigt, und die CFL–Zahl konnte auf 0.09 erho¨ht
werden, was eine Beschleunigung des Differenzenverfahrens bewirkt.
Betrachten wir allerdings das Lo¨sungsverhalten fu¨r ∆x→ 0, stellen wir fest, daß die Lo¨sung
nicht konvergiert, wie aus dem rechten Teil von Abbildung 4.2 ersichtlich wird, in dem die
gleiche Lo¨sung wie links dargestellt ist, jetzt allerdings mit 1600 Gitterpunkten statt der
urspru¨nglichen 400.
Weitere numerische Experimente zeigen, daß die Oszillationen in der Lo¨sung nicht nur fu¨r
kleiner werdende Gitterweite sondern auch bei steigender Anzahl von Filteriterationen pro
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Abbildung 4.2: Gefilterte Lo¨sung im Vergleich zur Lax–Friedrichs–Lo¨sung fu¨r N = 400 (links)
und N = 1600 (rechts)
Zeitschritt zunehmen. Dieses Verhalten a¨ndert sich auch nicht bei weiterer Multiplikation
der Filterterme mit ∆x oder bei Verkleinerung der Zeitschrittweite ∆t. Ersetzen wir das in-
stabile Zentrale–Differenzen–Verfahren durch das Lax–Wendroff–Verfahren und wiederholen
die Simulationen, stellen wir fest, daß die Oszillationen auch in diesem Fall mit steigen-
der Anzahl von Filteriterationen pro Zeitschritt zunehmen. Damit ist es offensichtlich, daß
das Entstehen der Oszillationen durch die Filterdiskretisierung (4.12) und nicht durch das
Zentrale–Differenzen–Verfahren verursacht wird.
Alle weiteren direkten Diskretisierungen von (4.11), die wir mit Hilfe von einseitigen Vorwa¨rts–
und Ru¨ckwa¨rtsdifferenzen oder zentralen Diskretisierungen erzielen ko¨nnen, fu¨hren zu gleich
schlechten numerischen Resultaten.
Stabilita¨tsanalyse
Um die Problematik der direkt diskretisierten Filtergleichung auch mathematisch belegen zu
ko¨nnen, fu¨hren wir im Folgenden eine Stabilita¨tsanalyse nach von Neumann [26, 3] fu¨r die
Diskretisierung (4.12) durch.
Die allgemeine Herleitung der von Neumannschen Stabilita¨tsanalyse ist in Kapitel 4.1.6 be-
schrieben, so daß wir an dieser Stelle auf die Herleitung verzichten und direkt mit der An-
wendung des Verfahrens auf die Filtergleichung (4.12) beginnen.
Um Verwechselungen mit der komplexen Zahl i zu vermeiden, bezeichnen wir die diskreten
Gitterpunkte wa¨hrend der Stabilita¨tsanalyse mit (xj , tn), j = . . . ,−1, 0, 1, . . ., die Approxi-
mation von u(xj , tn) mit U
n
j und die Diffusionsfaktoren mit dj . Der Ansatz von von Neumann
ist durch
Unj := e
ateikmx
gegeben, wobei km ∈ R die Wellenzahl bezeichnet und a ∈ C gilt. Die Bedingung fu¨r Stabilita¨t
lautet ∣∣∣∣∣U
n+1
j
Unj
∣∣∣∣∣ = ∣∣ea∆t∣∣ =: |G| ≤ 1 fu¨r alleβ = km∆x.
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Um die diskrete Gleichung (4.12) auf Stabilita¨t zu untersuchen, sind aufgrund der verschie-
denen Werte von dj und dj+1 drei Fa¨lle zu unterscheiden:
1. Fall dj+1 = dj = 1:
Un+1j = U
n
j +
∆t
∆x
(Unj+1 − 2Unj + Unj−1)
und mit dem Ansatz von von Neumann ergibt sich
ea(t+∆t)eikmx = eateikmx +
∆t
∆x
(
eateikm(x+∆x) − 2eateikmx + eateikm(x−∆x)
)
⇔ ea∆t = 1 + ∆t
∆x
(
eikm∆x − 2 + e−ikm∆x
)
= 1 +
∆t
∆x
(2 cos(km∆x)− 2)
= 1 + λ(2 cosβ − 2), λ = ∆t
∆x
,
= 1− 2λ+ 2λ cosβ
⇒ ∣∣ea∆t∣∣ = |1− 2λ+ 2λ cosβ| !≤ 1,
und die Stabilita¨tsbedingung |G| ≤ 1 ist fu¨r diesen Fall fu¨r 0 ≤ λ ≤ 1/2 erfu¨llt.
2. Fall dj+1 = 1, dj = 0:
Un+1j = U
n
j +
∆t
∆x
(Unj+1 − Unj )
und analoge Berechnungen fu¨hren zu
ea∆t = 1 +
∆t
∆x
(cosβ + i sinβ − 1)
= 1− λ+ λ (cosβ + i sinβ)
⇒ ∣∣ea∆t∣∣ ≤ |1− λ|+ λ| cosβ + i sinβ|
= |1− λ|+ λ
√
cos2 β + sin2 β
= |1− λ|+ λ !≤ 1,
so daß die Bedingung |G| ≤ 1 fu¨r 0 ≤ λ ≤ 1 erfu¨llt ist.
3. Fall dj+1 = 0, dj = 1:
Un+1j = U
n
j −
∆t
∆x
(Unj − Unj−1)
und es ergibt sich
ea∆t = 1− λ+ λ (cosβ − i sinβ)
⇒ |ea∆t| ≤ |1− λ|+ λ| cosβ − i sinβ|
= |1− λ|+ λ,
so daß das Verfahren, wie im zweiten Fall, fu¨r 0 ≤ λ ≤ 1 stabil ist.
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Damit ist die Stabilita¨tsbedingung fu¨r alle mo¨glichen Varianten der diskreten Gleichung
(4.12) erfu¨llt, wenn λ ≤ 1/2 gilt, so daß Instabilita¨ten nicht der Grund fu¨r das fehlerhaf-
te numerische Verhalten der Filtergleichung sind.
Modifizierte Gleichungen
Ein weiteres Problem bei der numerischen Approximation kontinuierlicher Gleichungen ist
die Tatsache, daß numerische Verfahren zwar konvergieren, aber nicht mehr notwendigerwei-
se gegen die gesuchte, wahre Lo¨sung der Problemstellung.
Wir untersuchen unser numerisches Verfahren auf diese Fehlerquelle hin, indem wir die ver-
schiedenen diskreten Fa¨lle von (4.12) mit Hilfe der Taylorentwicklung wieder auf kontinuier-
liche Form bringen und u¨berpru¨fen, ob dies noch der zugeho¨rigen Filtergleichung entspricht.
Wir betrachten wieder die obigen Fa¨lle der Filtergleichung fu¨r die verschiedenen Werte von
di+1 und di im einzelnen.
1. Fall di+1 = di = 1:
Un+1i = U
n
i +
∆t
∆x
(Uni+1 − 2Uni + Uni−1)
Mit Hilfe der Taylorentwicklung nach der Variablen x ergibt sich aus dieser diskreten Glei-
chung die kontinuierliche Form
ut = huxx +
1
2
h3uxxxx +O(h)
5 = huxx +O(h)
3,
wobei h die ra¨umliche Schrittweite ∆x bezeichnet. Da wir bei der Implementierung der dis-
kreten Filtergleichung aus Konsistenzgru¨nden mit ∆x multipliziert haben, tritt dieser Faktor
natu¨rlich auch in der kontinuierlichen Gleichung auf, so daß diese Formulierung genau der
Ausgangsgleichung
ut = ((1− sgn |ux|)ux)x
entspricht, wenn man zusa¨tzlich beru¨cksichtigt, daß der Vorfaktor (1− sgn |ux|) auf den Wert
1 gesetzt wurde. Damit approximiert der diskrete Filter in diesem Fall die richtige Gleichung.
2. Fall di+1 = 1, di = 0:
Un+1i = U
n
i +
∆t
∆x
(Uni+1 − Uni )
Fu¨r diese Gleichung liefert die Taylorentwicklung
ut = ux +
h
2
uxx +
h2
6
uxxx +O(h)
3.
Es zeigt sich, daß der zusa¨tzliche Term ux in der kontinuierlichen Formulierung auftritt, so
daß in diesem Fall nicht mehr die tatsa¨chliche Filtergleichung approximiert wird, wenn ux 6= 0
gilt. Tritt diese Kombination von di und di+1 bei der numerischen Anwendung wirklich auf
und gilt ux 6= 0, kann dieser Term das fehlerhafte numerische Verhalten des Filters begru¨nden.
A¨hnliches ergibt sich fu¨r den
3. Fall di+1 = 0, di = 1:
Un+1i = U
n
i −
∆t
∆x
(Uni − Uni−1).
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Mit Taylorentwicklung ergibt sich
ut = −ux + h
2
uxx − h
2
6
uxxx +O(h)
3,
und auch hier tritt der zusa¨tzliche Term −ux auf, so daß auch in diesem Fall nicht die richtige
kontinuierliche Gleichung approximiert wird, wenn ux 6= 0 gilt.
U¨berpru¨fen wir bei der numerischen Anwendung der Filtergleichung (4.12), ob die Fa¨lle 2
und 3 tatsa¨chlich auftreten, stellen wir fest, daß dies der Fall ist. Das fehlerhafte numerische
Verhalten der diskreten Filtergleichung (4.12) kann daher darauf beruhen, daß fu¨r verschiede-
ne Fa¨lle die falsche kontinuierliche Gleichung approximiert wird. Allerdings bleibt die Frage
offen, ob ux in diesen Fa¨llen tatsa¨chlich von Null verschieden ist, oder ob das Zusammenspiel
der verschiedenen Filterfa¨lle nicht doch die richtige kontinuierliche Gleichung approximiert,
was die Tatsache, daß fu¨r Fall 2 der Term ux und fu¨r Fall 3 der Term −ux auftritt, vermuten
la¨ßt.
Fu¨r alle anderen mo¨glichen direkten Diskretisierungen von (4.11) ergeben sich die gleichen
numerischen und analytischen Eigenschaften, so daß deutlich wird, daß technisch ausgefeil-
tere Methoden fu¨r die Diskretisierung der Modellgleichung (4.11) notwendig sind.
Zuvor betrachten wir noch die direkte Diskretisierung der nichtkonservativen Filtergleichung
ut = (1− sgn |ux|)uxx,
um zu u¨berpru¨fen, ob hier die gleichen Diskretisierungsprobleme auftreten.
4.1.4 Direkte Diskretisierung der nichtkonservativen Filter-
gleichung
Die nichtkonservative Formulierung der kontinuierlichen Filtergleichung ist durch
ut = (1− sgn |ux|)uxx (4.13)
gegeben. Der Vorfaktor (1 − sgn |ux|) wird wie zuvor an der Stelle i durch di approximiert,
wobei di gema¨ß
di =
{
1 , falls ein Extremwert in i existiert
0 , sonst
berechnet wird. Fu¨r uxx wa¨hlen wir eine zentrale Diskretisierung und erhalten die diskrete
Darstellung
Un+1i = U
n
i +
∆t
∆x2
di
(
Uni+1 − 2Uni + Uni−1
)
.
der kontinuierlichen Gleichung (4.13).
Fu¨r die numerische Implementierung des Filters sind die Filterterme aus Konsistenzgru¨nden
zusa¨tzlich mit ∆x zu multiplizieren, so daß der diskrete Filter insgesamt in der Form
Un+1i = U
n
i +
∆t
∆x
di
(
Uni+1 − 2Uni + Uni−1
)
(4.14)
gegeben ist.
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Numerische Resultate
Wir implementieren diese Filterroutine in das Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung,
gelo¨st mit dem Zentrale–Differenzen–Verfahren zweiter Ordnung. Da der Filter zur Stabili-
sierung des zentralen Verfahrens notwendig ist, integrieren wir eine Iteration der Gleichung
(4.14) nach jedem Zeitschritt des Differenzenverfahrens. Auf einem a¨quidistanten Gitter aus
800 Gitterpunkten ergibt sich bei einer CFL–Zahl von 0.1 nach t = 2.5 die im linken Teil von
Abbildung 4.3 dargestellte Lo¨sung.
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Abbildung 4.3: Gefilterte Lo¨sung im Vergleich zur Lax–Wendroff–Lo¨sung fu¨r N = 800 (links)
und gefilterte Lo¨sung fu¨r N = 1600 (rechts)
Zwar sind im linearen Anteil der Lo¨sung noch kleine Oszillationen zu erkennen, die durch
das instabile Zentrale–Differenzen–Schema verursacht werden, aber fu¨r ∆x → 0 verschwin-
den diese Sto¨rungen und im Gegensatz zum konservativen Filter konvergiert das Verfahren,
wie im rechten Teil der Abbildung 4.3 zu erkennen ist. Auch das Problem, daß mit steigen-
der Anzahl von Filteriterationen pro Zeitschritt neue Oszillationen entstehen, tritt bei der
nichtkonservativen Filterroutine nicht auf. Allerdings leidet die Lo¨sung an einem deutlichen
Verschiebungsfehler, wie ein Vergleich mit der zugeho¨rigen Lax–Wendroff–Lo¨sung zeigt. Er
la¨ßt sich darauf zuru¨ckfu¨hren, daß die implementierte Filtergleichung nicht mehr konserva-
tiv ist und die Datenpunkte vor und im Stoß daher fast ausschließlich nach unten korrigiert
werden.
Insgesamt liefert der diskrete Filter (4.14) zwar ein sehr stabiles und konvergentes nume-
risches Verfahren, das Oszillationen fast vollsta¨ndig gla¨ttet und gleichzeitig die Steilheit und
Ho¨he des Stoßes erha¨lt, aber aufgrund fehlender Konservativita¨t einen Verschiebungsfehler
in der Lo¨sung verursacht.
Ein Vergleich mit den Ergebnissen des konservativen Filters (4.12) zeigt, wie unterschied-
lich die numerischen Eigenschaften der beiden diskreten Filter sind, obwohl ihre zugeho¨rigen
kontinuierlichen Gleichungen mathematisch a¨quivalent sind. Damit wird deutlich, daß sich
Eigenschaften kontinuierlicher Filtergleichungen nicht unbedingt auf die daraus entwickelten
diskreten Filter u¨bertragen lassen.
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4.1.5 Konservative Diskretisierung der konservativen Filter-
gleichung
Wir betrachten das konservative Filtermodell
ut = ((1− sgn |ux|)ux)x, (4.15)
fu¨r das wir im Folgenden eine konservative Diskretisierung entwickeln.
Die Diskretisierung des Faktors (1− sgn |ux|) an der Stelle i durch di mit
di =
{
1 , falls ein Extremwert in i existiert
0 , sonst
behalten wir bei. Das kontinuierliche Modell ist damit durch
ut = (dux)x
gegeben, und wir diskretisieren wie folgt:
Un+1i − Uni
∆t
= (dux)x|i
=
dux|i+1 − dux|i
∆x
=
1
∆x
(
di+1 + di
2
Uni+1 − Uni
∆x
− di−1 + di
2
Uni − Uni−1
∆x
)
=
1
2∆x2
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
.
Bei der Implementierung dieser diskreten Gleichung wird die rechte Seite aus Konsistenz-
gru¨nden zusa¨tzlich mit ∆x multipliziert, so daß die neue Filterroutine die Darstellung
Un+1i = U
n
i +
∆t
2∆x
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
(4.16)
erha¨lt.
Filterimplementierung fu¨r eindimensionale skalare Probleme
Wir beginnen die numerischen Testfa¨lle mit dem 1D Cauchy–Problem (1.49) fu¨r Burgers’
Gleichung, das wir zuna¨chst mit Hilfe des Lax–Wendroff–Verfahrens
Un+1i = U
n
i −
λ
2
(f(Uni+1)− f(Uni−1))
+
λ2
2
[
1
2
(Uni + U
n
i+1)(f(U
n
i+1)− f(Uni ))−
1
2
(Uni−1 + U
n
i )(f(U
n
i )− f(Uni−1))
]
zweiter Ordnung mit f(u) = 12u
2 approximativ lo¨sen. Auf einem Gitter aus 400 a¨quidistanten
Gitterpunkten ergibt sich bei einer CFL–Zahl von 0.1 nach t = 2.5 die im linken Teil von
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Abbildung 4.4: Lax–Wendroff–Lo¨sung (links) und nach jedem Zeitschritt gefilterte Lax–
Wendroff–Lo¨sung (rechts)
Abbildung 4.4 dargestellte Lo¨sung. Vor der Unstetigkeit ist die tatsa¨chliche Lo¨sung durch
Oszillationen, die durch das Differenzenverfahren ho¨herer Ordnung entstehen, verfa¨lscht.
Implementieren wir nach jedem Zeitschritt des Lax–Wendroff–Verfahrens eine Filteriteration
des Filters (4.16), ergibt sich bei gleicher CFL–Zahl ebenfalls nach t = 2.5 die im rechten Teil
von Abbildung 4.4 dargestellte Lo¨sung.
Die Oszillationen sind bis auf sehr kleine Restoszillationen direkt vor der Unstetigkeit gegla¨ttet,
die Ho¨he des Stoßes ist erhalten und auch die Stoßlage stimmt mit der tatsa¨chlichen u¨ber-
ein, wie eine U¨berlagerung der gefilterten und ungefilterten Lo¨sung in Abbildung 4.5 links
zeigt. Die rechte Darstellung in Abbildung 4.5 zeigt die Lo¨sung des gefilterten Differenzen-
verfahrens berechnet auf 3200 a¨quidistanten Gitterpunkten, wodurch die Konvergenz des
zusammengesetzten Verfahrens fu¨r ∆x → 0 verdeutlicht wird. Erho¨hen wir die Anzahl der
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Abbildung 4.5: Vergleich beider Lo¨sungen fu¨r N = 400 (links) und gefilterte Lo¨sung fu¨r
N = 3200 (rechts)
Filteriterationen pro Zeitschritt, verbessert sich die Qualita¨t der Lo¨sung noch weiter. Schon
bei drei Filteriterationen nach jedem Schritt des Differenzenverfahrens sind die Oszillationen
des Lax–Wendroff–Schemas vollsta¨ndig gegla¨ttet, wie Abbildung 4.6 zeigt, wobei allerdings
116 4. ENTWICKLUNG NEUER FILTERMETHODEN
zu beachten ist, daß das resultierende Verfahren mit steigender Anzahl von Filteriterationen
rechentechnisch etwas an Geschwindigkeit verliert. Bei weiterer Erho¨hung der Iterationszahl
bleibt die Lo¨sung konstant.
Fu¨r die Anwendung auf das Cauchy–Problem (1.49) liefert unsere neue Filterroutine damit
sehr gute Ergebnisse.
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Abbildung 4.6: Lax–Wendroff–Verfahren mit drei Filteriterationen pro Zeitschritt
Nun gehen wir einen Schritt weiter und versuchen, das instabile Zentrale–Differenzen–Verfahren
mit Hilfe des diskreten Filters (4.16) zu stabilisieren.
Wir ersetzen das stabile Lax–Wendroff–Verfahren durch das Zentrale–Differenzen–Verfahren
Un+1i = U
n
i −
∆t
2∆x
(Uni+1 − Uni−1)
zweiter Ordnung, das bei einer CFL–Zahl von 0.009 auf einem a¨quidistanten Rechengitter,
bestehend aus 400 Gitterpunkten, nach t = 2.5 die in Abbildung 3.9 dargestellte oszillierende
Lo¨sung erzeugt. Wenige Zeitschritte spa¨ter bricht die Lo¨sung aufgrund des instabilen Verfah-
rens zusammen.
Implementieren wir nach jedem Zeitschritt des Differenzenverfahrens eine Iteration des nicht-
linearen Filters (4.16), so ergibt sich dagegen fu¨r eine weitaus gro¨ßere CFL–Zahl von 0.1 die
in Abbildung 4.7 links gezeigte Lo¨sung, die zur Veranschaulichung der Filterauswirkungen
zusammen mit ihrer ungefilterten Lo¨sung dargestellt ist. Die Oszillationen der zentralen Dif-
ferenz sind bis auf sehr kleine Schwankungen gegla¨ttet, nur kurz vor der Unstetigkeit sind
noch etwas sta¨rkere Oszillationen zu beobachten, die sich aber fu¨r mehrere Filteriterationen
je Zeitschritt vollsta¨ndig gla¨tten lassen. Die kleinen Schwankungen im linearen Anteil der
gefilterten Lo¨sung sind durch das instabile Zentrale–Differenzen–Verfahren verursacht. Ein
Vergleich mit der zugeho¨rigen Lax–Wendroff–Lo¨sung zeigt, daß die richtige Lage und Ho¨he
des Stoßes erhalten ist.
Betrachten wir das aus zentraler Differenz und Filterschritt zusammengesetzte Verfahren fu¨r
kleiner werdene Gitterweite ∆x, so stellen wir allerdings fest, daß das Verfahren nicht konver-
giert, denn schon bei N = 800, also halb so großer Gitterweite, entstehen neue Oszillationen
in der Lo¨sung, wie Abbildung 4.7 rechts zeigt.
Da diese Probleme bei der Filterimplementierung in das Lax–Wendroff–Verfahren nicht auf-
treten, weisen die neuen Oszillationen bei N = 800 Gitterpunkten nicht unbedingt auf eine
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Abbildung 4.7: Gefiltertes und ungefiltertes Zentrale–Differenzen–Verfahren (links), gefilterte
Zentrale–Differenzen–Lo¨sung fu¨r N = 800 (rechts)
schlecht diskretisierte Filtergleichung hin, sondern sie ko¨nnen durch das instabile Differen-
zenverfahren verursacht sein. Um genauere Aussagen treffen zu ko¨nnen, untersuchen wir im
Folgenden die mo¨glichen Fehlerquellen.
Zuna¨chst besteht die einfache Mo¨glichkeit, daß eine zu groß gewa¨hlte CFL–Zahl Ursache
fu¨r die Divergenz des zusammengesetzten Verfahrens ist. Numerische Experimente zeigen,
daß zwar bei CFL= 0.01 noch neue Oszillationen fu¨r kleiner werdene Gitterweite auftreten,
aber bei CFL= 0.009 tritt dieses Pha¨nomen nicht mehr auf und die Resultate lassen auf die
Konvergenz des Verfahrens schließen. Abbildung 4.8 zeigt das Ergebnis fu¨r N = 400 und
N = 3200 Gitterpunkte.
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Abbildung 4.8: Lo¨sung des gefilterten Zentrale–Differenzen–Verfahrens bei CFL= 0.009 fu¨r
N = 400 (links) und N = 3200 (rechts)
Eine weitere Fehlerquelle kann die Anzahl der Filteriterationen pro Zeitschritt sein. Aufgrund
des stark oszillierenden Differenzenverfahrens ist es mo¨glich, daß eine Filteriteration zu wenig
ist, um das Verfahren fu¨r ∆x→ 0 zu stabilisieren. Implementieren wir zehn Filteriterationen
nach jedem Zeitschritt, ergeben sich fu¨r N = 400 und N = 6400 bei einer CFL–Zahl von
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0.1 die in Abbildung 4.9 dargestellten Ergebnisse. Die Oszillationen direkt vor der Unste-
tigkeit sind vollsta¨ndig gegla¨ttet und fu¨r ∆x → 0 konvergiert das Verfahren. Genauso gute
Ergebnisse ergeben sich bereits bei drei Filteriterationen pro Zeitschritt.
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Abbildung 4.9: Gefiltertes Zentrale–Differenzen–Verfahren mit 10 Filterschritten je Zeitschritt
fu¨r N = 400 (links) und N = 6400 (rechts)
Eine weitere Ursache fu¨r zunehmende Oszillationen bei ∆x → 0 kann die Gro¨ße der Zeit-
schrittweite sein. Fu¨r hyperbolische Erhaltungsgleichungen wird die Zeitschrittweite ∆t mit
Hilfe der CFL–Bedingung gema¨ß ∆t = CFL · ∆x/umax bestimmt. Da wir dieses ∆t auch
bei der Implementierung der Filterroutine verwenden, der Filterschritt allerdings nicht mehr
hyperbolischen sondern parabolischen Charakter hat, ko¨nnen sich aufgrund der zu großen
hyperbolischen Zeitschrittweite Fehler ergeben. Abhilfe leistet eine Zeitschrittweite, die fu¨r
das gesamte Verfahren aus der parabolischen Bedingung ∆t = CFL · ∆x2/umax gewonnen
wird. Mit dieser parabolischen Zeitschrittweite ergibt das Zentrale–Differenzen–Verfahren mit
einer Filteriteration pro Zeitschritt bei einer CFL–Zahl von 0.5 fu¨r N = 400 und N = 1600
die in Abbildung 4.10 dargestellten Lo¨sungen. Bis auf eine Restoszillation direkt vor der Un-
stetigkeit ist die Lo¨sung sehr gut approximiert, und das Verfahren konvergiert fu¨r kleiner
werdende Gitterweite ∆x→ 0.
Daru¨ber hinaus besteht die Mo¨glichkeit, eine hyperbolische Zeitschrittweite fu¨r das Differen-
zenverfahren mit einer parabolischen Zeitschrittweite fu¨r die Filterroutine zu kombinieren, um
das resultierende Verfahren zu beschleunigen. Da die Filterterme durch die parabolische Zeit-
schrittweite allerdings betragsma¨ßig sehr klein werden, muß die Anzahl der Filteriterationen
gleichzeitig erho¨ht werden, damit ein stabiles Verfahren entsteht, so daß diese Kombination
der Zeitschrittweiten nicht sehr effektiv ist.
Insgesamt zeigt sich, daß das Auftreten neuer Oszillationen bei kleiner werdener Gitterweite
verhindert werden kann, indem entweder die CFL–Zahl verkleinert, die Anzahl der Filter-
iterationen vergro¨ßert oder eine parabolische statt einer hyperbolischen Zeitschrittweite ein-
gefu¨hrt wird. Mit diesen zusa¨tzlichen A¨nderungen ergibt das gefilterte Zentrale–Differenzen–
Verfahren eine stabile und konvergente Methode zur Approximation von Lo¨sungen hyper-
bolischer Erhaltungsgleichungen. Die Implementierung der nichtlinearen Filterroutine (4.16)
in die zentrale Differenz stabilisiert das instabile Verfahren, gla¨ttet die Oszillationen und
erha¨lt die Ho¨he und Lage der Unstetigkeit. Allerdings ist zu beachten, daß jede angefu¨hrte,
fu¨r die Konvergenz notwendige, A¨nderung das resultierende Differenzenverfahren gegenu¨ber
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Abbildung 4.10: Gefiltertes Zentrale–Differenzen–Verfahren mit parabolischer Zeitschrittwei-
te fu¨r N = 400 (links) und N = 1600 (rechts)
dem gefilterten, divergenten Verfahren verlangsamt. Dabei ist die Erho¨hung der Anzahl der
Filteriterationen pro Zeitschritt die rechenzeitgu¨nstigste Maßnahme, die Verwendung einer
parabolischen Zeitschrittweite kostet dagegen am meisten Rechenzeit. Da das zugrundege-
legte Differenzenverfahren, die zentrale Differenz, sehr geringen Rechenaufwand erfordert, ist
das gesamte Lo¨sungsverfahren bezu¨glich der Rechenzeit dennoch relativ effektiv.
Filterimplementierung fu¨r zweidimensionale skalare Probleme
Wir betrachten das zweidimensionale skalare Anfangswertproblem (1.61), das in Kapitel 1
zusammen mit seiner analytischen Lo¨sung beschrieben ist. Eine numerische Lo¨sungsappro-
ximation, berechnet mit dem Lax–Wendroff–Verfahren auf einer Triangulierung aus 5802
Dreiecken, ist in Abbildung 4.11 links als Draufsicht mit Hilfe von Isolinien dargestellt. Ent-
gegen dem Maximum 1.5 und dem Minimum −1.0 der tatsa¨chlichen Lo¨sung ist das Maximum
beziehungsweise Minimum der numerischen Lo¨sung 2.0 bzw. −1.47, und es lassen sich Oszil-
lationen in der Umgebung des Stoßes erkennen.
Bei der Implementierung des diskreten Filters (4.16) auf einem zweidimensionalen Dreiecks-
gitter ist zu beachten, daß die Filterterme aus Konsistenzgru¨nden nicht mehr, wie in (4.16),
mit ∆x sondern mit ∆x2 multipliziert werden mu¨ssen. Außerdem besitzt ein Gitterpunkt
nun nicht mehr nur zwei, sondern bis zu sieben Nachbarpunkte, so daß der Algorithmus auf
diese Situation angepaßt werden muß. Ob der betrachtete Punkt ein Extremwert ist und
der Filter damit zu aktivieren ist, u¨berpru¨fen wir, indem wir den maximalen und den mi-
nimalen Punktwert unter allen Nachbarpunkten berechnen. Ist der Wert des betrachteten
Punktes gro¨ßer als das Maximum oder kleiner als das Minimum, handelt es sich um einen
Extremwert und der Filter wird fu¨r den Punkt an der Stelle i u¨ber di = 1 aktiviert. In einem
ersten Durchlauf u¨ber alle Punkte des Gitters wird dieser Diffusionsfaktor di fu¨r jeden Punkt
bestimmt. Der eigentliche Filterschritt wird in einem zweiten Punktedurchlauf ausgefu¨hrt,
wobei jetzt die Differenzen zu allen Nachbarn beru¨cksichtigt werden. Fu¨r einen Gitterpunkt
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mit l Punktnachbarn ist der nichtlineare diskrete Filter durch
Un+1i = U
n
i +
∆t
2
[
(d1 + di)(U
n
1 − Uni ) + (d2 + di)(Un2 − Uni ) + . . . (4.17)
+ (dl + di)(U
n
l − Uni )
]
gegeben, wobei d1, . . . , dl die Diffusionsfaktoren der Nachbarpunkte 1, . . . , l sind und den
Wert eins oder Null besitzen, je nachdem, ob der jeweilige Nachbarpunkt ein Extremwert ist
oder nicht. Das heißt, es gilt
dm =
{
1 , falls Nachbarpunktm ein Extremwert ist
0 , sonst
fu¨r m = 1, . . . , l. Die Gro¨ßen U1, . . . , Ul bezeichnen die Punktwerte der Punktnachbarn
1, . . . , l.
Damit ist der nichtlineare Filter fu¨r die Anwendung auf zweidimensionale Triangulierun-
gen verallgemeinert und wird zuna¨chst auf die oben beschriebene und in Abbildung 4.11
links dargestellte stationa¨re, oszillierende Lax–Wendroff–Lo¨sung angewendet. Nach 500 Fil-
teriterationen, implementiert nach Beendigung des Differenzenverfahrens, ergibt sich die im
rechten Teil von Abbildung 4.11 gezeigte Lo¨sung. Die Oszillationen sind deutlich gegla¨ttet,
der Stoß ist erhalten und maximaler beziehungsweise minimaler Punktwert liegen bei 1.502
beziehungsweise −1.00. Im Gegensatz zu der Anwendung des TV–Filters von Chan, Osher
und Shen (vergleiche Abbildung 3.2) ist der lineare Teil der Lo¨sung exakt erhalten. Die Fil-
terroutine (4.16) liefert damit sehr gute Resultate beim nichtlinearen Gla¨tten oszillierender
Lo¨sungen mit Unstetigkeiten.
Abbildung 4.11: Oszillierende Lax–Wendroff–Lo¨sung (links) und mit (4.16) gefilterte Lax–
Wendroff–Lo¨sung
Wie auch im eindimensionalen Fall ist es von Interesse, den diskreten Filter nach jedem Zeit-
schritt des Differenzenverfahrens zu implementieren.
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Integrieren wir nach jedem Zeitschritt des Lax–Wendroff–Verfahrens 15 Iterationen der Fil-
terroutine (4.17), so ergibt sich die in Abbildung 4.12 dargestellte Lo¨sung. Auch hier sind die
Abbildung 4.12: Lax–Wendroff–Lo¨sung mit 15 Filteriterationen pro Zeitschritt
Oszillationen gegla¨ttet und die Lage und Ho¨he des Stoßes ist erhalten. Maximaler und mi-
nimaler Punktwert liegen bei 1.67 beziehungsweise −1.14, womit das Resultat nicht ganz so
gut ist, wie das Ergebnis bei der Implementierung von 500 Filteriterationen nach Beendigung
des Differenzenverfahrens. Die Lo¨sung la¨ßt sich durch eine gro¨ßerer Anzahl von Filteritera-
tionen pro Zeitschritt weiter verbessern, allerdings erho¨ht sich damit auch der erforderliche
Rechenaufwand des resultierenden Verfahrens.
Wie numerische Experimente zeigen, la¨ßt sich die Lo¨sungsqualita¨t auch verbessern, indem
die Filterterme in (4.17) mit einem Faktor gro¨ßer eins multipliziert werden. Da die Filter-
terme bei der Implementierung in zweidimensionale Probleme aus Konsistenzgru¨nden mit
dem Faktor ∆x2 multipliziert wurden, liefert der Filter weitaus kleinere Korrekturterme als
die urspru¨ngliche Filterroutine, so daß eine steigende Anzahl von Iterationen pro Zeitschritt
no¨tig ist, um gleiche Korrekturbetra¨ge zu erhalten. Die Multiplikation der Filterterme mit
einer Konstanten gro¨ßer eins wirkt dieser Eigenschaft entgegen und ermo¨glichst betragsma¨ßig
gro¨ßere Korrekturen pro Filteriteration. Die Anzahl der Iterationen je Zeitschritt kann damit
reduziert werden, das Verfahren wird schneller und die Qualita¨t der Lo¨sung steigt. Der Nach-
teil dieser Prozedur ist allerdings, daß es ad hoc keine Anhaltspunkte fu¨r die Wahl der Gro¨ße
des konstanten Faktors gibt und er durch Ausprobieren gefunden werden muß. Dabei ist zu
beachten, daß ein zu großer Faktor die Lo¨sung des resultierenden Verfahrens auch zersto¨ren
kann, wenn die Korrekturterme unverha¨ltnisma¨ßig groß werden.
Wa¨hlen wir fu¨r unsere Anwendung den Faktor 10.0, so ergibt sich bei vier Filteriteratio-
nen nach jedem Zeitschritt des Lax–Wendroff–Verfahrens die in Abbildung 4.13 dargestellte
Lo¨sung. Der minimale Wert der Lo¨sung ist −1.03, der maximale 1.56, so daß dieses Verfahren
schneller ist und bessere Resultate liefert als das vorangehende.
Statt des stabilen Lax–Wendroff–Verfahrens betrachten wir im Folgenden das instabile Zentra-
le–Differenzen–Verfahren, das ohne zusa¨tzliche Filterroutinen keine stationa¨re Lo¨sung des
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Abbildung 4.13: Lax–Wendroff–Lo¨sung mit vier Filteriterationen pro Zeitschritt und Faktor
10 im Filterterm
vorliegenden Anfangswertproblems liefert, da das Verfahren aufgrund starker Oszillationen
schon nach wenigen Zeitschritten zusammenbricht.
Da die Oszillationen der zentralen Differenz weitaus gro¨ßer sind als die des Lax–Wendroff–
Verfahrens, ist zu vermuten, daß jetzt eine gro¨ßere Anzahl von Filteriterationen pro Zeitschritt
no¨tig ist, um das Verfahren zu stabilisieren. Numerische Experimente besta¨tigen diese Ver-
mutung. Mit 40 Filteriterationen nach jedem Zeitschritt der zentralen Differenz ergibt sich
bei einer CFL–Zahl von 0.9 die in Abbildung 4.14 links dargestellte Lo¨sung. Zwar sind noch
Restoszillationen im oberen Teil der Lo¨sung zu erkennen und die eigentlich geradlinigen Iso-
linien, die den unteren, linearen Teil der Lo¨sung beschreiben, sind fa¨lschlicher Weise stark
gekru¨mmt, aber dennoch hat das Verfahren die tatsa¨chliche Unstetigkeit der Lo¨sung gut
approximiert. Maximaler und minimaler Punktwert liegen mit 1.71 und −1.08 nah beim Ma-
ximum und Minimum der tatsa¨chlichen Lo¨sung, so daß die noch vorhandenen Oszillationen
von kleiner Gro¨ßenordnung sind. Insgesamt ist das numerische Resultat zwar nicht optimal,
aber dennoch beeindruckt die Tatsache, daß das instabile Zentrale–Differenzen–Verfahren,
erga¨nzt durch die nichtlineare Filterroutine (4.17), u¨berhaupt ein stabiles Verfahren dar-
stellt, das die Unstetigkeit der tatsa¨chlichen Lo¨sung gut approximiert.
Auch hier kann versucht werden, den Einfluß des Korrekturbetrags, der durch die Filterter-
me bestimmt wird, zu vergro¨ßern, indem ein konstanter Faktor gro¨ßer eins in den Filterterm
eingefu¨gt wird. Wa¨hlen wir fu¨r diese Konstante den Wert 10.0, ergibt sich aus dem zentralen
Differenzenverfahren mit 10 Filteriterationen pro Zeitschritt das im rechten Teil von Abbil-
dung 4.14 dargestellte Ergebnis. Die Oszillationen sind gegla¨ttet und der Stoß hat sich scharf
herausgebildet und stimmt in Ho¨he und Lage mit der tatsa¨chlichen Unstetigkeit u¨berein.
Maximaler und minimaler Punktwert sind 1.55 beziehungsweise −1.03 und stimmen mit dem
Maximum und dem Minimum der exakten Lo¨sung fast u¨berein. Nur der linear abfallende
Teil der Lo¨sung ist nach wie vor gesto¨rt, wie sich an den gekru¨mmten Isolinien erkennen
la¨ßt. Zuru¨ckzufu¨hren ist dieser Fehler einerseits auf das Zentrale–Differenzen–Verfahren, das
selbst den linearen Anteil der Lo¨sung durch Oszillationen zersto¨rt, andererseits auf die Ei-
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genschaft des Filters, daß er nur bei isolierten Extremwerten aktiviert wird und nicht bei in
einer Raumrichtung ausgedehnten Extremwerten, die aus mehr als einem Punkt bestehen.
Abbildung 4.14: Zentrale–Differenzen–Verfahren mit 40 Filteriterationen pro Zeitschritt
(links) bzw. 10 Filteriterationen mit Faktor 10 im Filterterm
Filterimplementierung fu¨r eindimensionale Systeme von Erhaltungsgleichun-
gen
Im Weiteren wird untersucht, in wie weit die Filterroutine auch fu¨r Systeme von Erhaltungs-
gleichungen eingesetzt werden kann. Wir gehen dazu zuna¨chst zu dem eindimensionalen Fall
zuru¨ck und betrachten die eindimensionalen Eulergleichungen der Gasdynamik, die bereits
in Kapitel 1.3 vorgestellt wurden und in konservativen Variablen durch (1.50) gegeben sind.
Fu¨r das numerische Lo¨sen dieses hyperbolischen Systems von Erhaltungsgleichungen wurde
eine Vielzahl von Finite–Volumen–Methoden entwickelt, von denen wir im Folgenden das Ver-
fahren von Roe na¨her betrachten wollen. Es dient uns als grundlegendes Lo¨sungsverfahren fu¨r
die eindimensionalen Eulergleichungen, in das wir die entwickelte Filterroutine integrieren,
um ihre Anwendbarkeit fu¨r eindimensionale Systeme von Erhaltungsgleichungen zu pru¨fen.
Approximativer Riemann–Lo¨ser von Roe
Das Verfahren von Roe geho¨rt zur Klasse der approximativen Riemann–Lo¨ser. Wie der Name
andeutet, werden die Eulergleichungen dabei nicht mit Hilfe exakter Riemann–Probleme son-
dern mit einfacheren approximativen Riemann–Problemen gelo¨st. Statt des exakten Riemann–
Problems
∂U
∂t
+
∂f(U)
∂x
= 0, U(0, x) = UL, x < 0; U(0, x) = UR, x > 0
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betrachtet Roe [49] als Approximation das lineare Riemann–Problem
∂U
∂t
+A
∂U
∂x
= 0, A ∈ Rm×m konstant (4.18)
U(0, x) = UL, x < 0; U(0, x) = UR, x > 0.
Die Matrix A = A(UL, UR) ha¨ngt dabei von UL und UR ab und erfu¨llt die folgenden Bedin-
gungen:
• f(V )− f(W ) = A(V,W )(V −W ),
• A(V,W ) → f ′(V ) falls W → V ,
• A(V,W ) hat nur reelle Eigenwerte,
• A(V,W ) hat ein vollsta¨ndiges System von Eigenvektoren.
Die erste Bedingung stellt sicher, daß sich die exakte Lo¨sung des tatsa¨chlichen Riemann–
Problems ergibt, wenn die Lo¨sung aus einem einzigen Stoß oder einer einzigen Kontaktun-
stetigkeit besteht, Bedingung zwei sichert die Konsistenz mit der urspru¨nglichen Gleichung
und Bedingung drei und vier garantieren die Lo¨sbarkeit des linearen Riemann–Problems.
Das Verfahren von Roe ist dann durch
dUi
dt
+
1
h
(Fi+1/2 − Fi−1/2) = 0, (4.19)
Fi+1/2 = F (Ui, Ui+1) = Ai+1/2(Ui, Ui+1)Uˆ(0;Ui, Ui+1)
gegeben, wobei Uˆ die exakte Lo¨sung des linearen Riemann–Problems (4.18) mit UL = Ui
und UR = Ui+1 ist und die Matrix A mit Ai+1/2 bezeichnet ist. Ai+1/2 heißt Roe–Matrix und
Fi+1/2, definiert durch (4.19), wird Roe–Fluß genannt.
Der Roe–Fluß la¨ßt sich weiter umformen zu
Fi+1/2 =
1
2
(f(Ui) + f(Ui+1))− 1
2
m∑
p=1
|λp|αpRp, (4.20)
wobei R1, . . . , Rm diem linear unabha¨ngigen Eigenvektoren von A zu den korrespondierenden
Eigenwerten λ1 < . . . < λm sind, und α1, . . . , αm sind implizit definiert durch
UR − UL =
m∑
p=1
αpRp.
Zur Lo¨sung der Eulergleichungen mit Hilfe des Roe–Verfahrens muß eine Matrix Ai+1/2 ge-
funden werden, die die angefu¨hrten Bedingungen von Roe erfu¨llt. Ihre Konstruktion wird im
Folgenden kurz erla¨utert.
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Der Zustands– und Flußvektor der Eulergleichungen (1.50) kann mit Hilfe des Vektors
Z =
√
ρ
 1u
H

und den aus der Zustandgleichung fu¨r ideale Gase,
p = (γ − 1)ρe = (γ − 1)(ρE − 1
2
ρu2),
resultierenden Gleichungen
p =
γ − 1
γ
(ρH − 1
2
ρu2), ρE =
1
γ
ρH +
γ − 1
2γ
ρu2
umgeformt werden zu
U =
 z21z1z2
1
γ z1z3 +
γ−1
2γ z
2
2
 , f =
 z1z2γ+1
2γ z
2
2 +
γ−1
γ z1z3
z2z3
 .
Da die Eintra¨ge von U und f homogene quadratische Funktionen von Elementen von Z
sind, gelten mit den Bezeichnungen δa = ai+1 − ai und a = 12(ai + ai+1) die Identita¨ten
δ(ab) = aδb + bδa und aδa = 12δ(aa). Mit Hilfe dieser Gleichungen la¨ßt sich die Gu¨ltigkeit
von
δU = BδZ, B =
 2z1 0 0z2 z1 0
1
γ z3
γ−1
γ z2
1
γ z1
 ,
δf = CδZ, C =
 z2 z1 0γ−1
γ z3
γ+1
γ z2
γ−1
γ z1
0 z3 z2

zeigen. Damit gilt
CB
−1
δU = CδZ = δf,
so daß
Ai+1/2 = CB
−1
die erste Roe–Bedingung erfu¨llt.
Mit Ri+1/2 :=
√
ρi+1/ρi werden die sogenannten Roe-Mittelwerte
u =
Ri+1/2ui+1 + ui
Ri+1/2 + 1
, H =
Ri+1/2Hi+1 +Hi
Ri+1/2 + 1
definiert, wobei ui und ui+1 die linken und rechten Geschwindigkeiten bezeichnen. Mit den
Roe–Mittelwerten la¨ßt sich die Roe–Matrix umschreiben zu
Ai+1/2 =
 0 1 0γ−3
2 u
2 (3− γ)u γ − 1
γ−1
2 u
3 − uH H − (γ − 1)u2 γu
 . (4.21)
126 4. ENTWICKLUNG NEUER FILTERMETHODEN
Ein Vergleich mit (1.53) zeigt, daß Ai+1/2 gerade die Jacobi–Matrix, entwickelt fu¨r den Roe-
Mittelwert, ist. Daraus folgt sofort, daß Ai+1/2 die Roe–Bedingungen zwei bis vier erfu¨llt.
Daru¨ber hinaus zeigen Roe und Pike in [50], daß fu¨r die Eulergleichungen die Matrix Ai+1/2,
die den Bedingungen eins bis vier genu¨gt, eindeutig ist.
Die Eigenwerte λp von Ai+1/2, die fu¨r den Roe–Fluß beno¨tigt werden, ergeben sich direkt aus
(1.56) und sind
λ1 = u− c, λ2 = u, λ3 = u+ c,
wobei c Schallgeschwindigkeit ist, die sich gema¨ß
c2 = (γ − 1)(H − 1
2
u2) (4.22)
aus u undH errechnen la¨ßt. Fu¨r die EigenvektorenRp ergibt sich aus (1.57) unter Verwendung
von (4.22) und einer Skalierung von R1 und R3 mit dem Faktor −2c/ρ bzw. 2c/ρ
R1 =
 1u− c
H − uc
 , R2 =
 1u
1
2u
2
 , R3 =
 1u+ c
H + uc
 .
Die Koeffizienten αp im Roe–Fluß ergeben sich aus
m∑
p=1
αpRp = Ui+1 − Ui. (4.23)
Sei dazu R die Matrix mit den Spalten R1, R2 und R3. Die Zeilen von R
−1, die wir mit R1,
R2 und R3 bezeichnen, bilden ein Orthogonalsystem mit den Spalten von R, das heißt, es gilt
Rp ·Rq = δpq ,
wenn δpq das Kroeneckersymbol darstellt. Bilden wir das innere Produkt von (4.23) mit Rq,
erhalten wir
αp = R
q · (Ui+1 − Ui),
wobei
R1 =
(
u
4c
(2 + (γ − 1)u
c
), − 1
2c
(1 + (γ − 1)u
c
),
γ − 1
2
1
c2
)
,
R2 =
(
1− γ − 1
2
u2
c2
, (γ − 1) u
c2
, −(γ − 1) 1
c2
)
,
R3 =
(
− u
4c
(2− (γ − 1)u
c
),
1
2c
(1− (γ − 1)u
c
),
γ − 1
2
1
c2
)
gilt. Damit ist die Bestimmung von λp, Rp und αp vollsta¨ndig beschrieben und der Roe–Fluß
kann gema¨ß (4.20) berechnet werden.
Abschließend gehen wir noch kurz auf eine alternative Formulierung des Roe–Flußes ein.
Sei R die Matrix mit den Spalten Rp, dann ist ihre Inverse R
−1 die Matrix mit den Zeilen
Rp. Mit dem oben bestimmten α ergibt sich dann
m∑
p=1
|λp|αpRp = R−1|Λ|R(Ui+1 − Ui)
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mit der Diagonalmatrix |Λ| = diag(|λ1|, . . . , |λm|). Weiterhin gilt R−1ΛR = A und daher
setzen wir |A| = R−1|Λ|R. Damit erhalten wir fu¨r den Roe–Fluß die kompakte Formulierung
Fi+1/2 =
1
2
(f(Ui) + f(Ui+1))− 1
2
|Ai+1/2|(Ui+1 − Ui).
Implementierung des Verfahrens von Roe
Wir diskretisieren das Verfahren von Roe (4.19) in der Zeit mit Hilfe der expliziten Euler–
Methode und erhalten
Un+1i = U
n
i −
k
h
(Fni+1/2 − Fni−1/2),
wobei h die konstante ra¨umliche und k die zeitliche Schrittweite bezeichnet. Den Roe–Fluß
berechnen wir mit Hilfe der Darstellung (4.20). Als Testproblem wa¨hlen wir das klassische
eindimensionale Riemann–Problem (1.59) auf dem Intervall (0, 1), das an der Stelle x0 = 0.3
eine Unstetigkeit besitzt. Auf einem a¨quidistanten Gitter aus 100 Gitterpunkten ergibt sich
bei einer CFL–Zahl von 0.9 nach t = 0.2 die im linken Teil von Abbildung 4.15 dargestellt
Lo¨sung. In der Verdu¨nnungswelle ist ein kleiner Sprung in der Na¨he des sonischen Punktes
zu erkennen. Er entsteht, wenn einer der Eigenwerte der Jacobi–Matrix Null wird. Dann ist
der Roe–Fluß durch
Fi+1/2 =
1
2
(f(Ui) + f(Ui+1))
gegeben, was bedeutet, daß lediglich eine zentrale Diskretisierung verwendet wird, so daß
es an dieser Stelle wahrscheinlich ist, daß Unstetigkeiten nicht mehr hinreichend gegla¨ttet
werden.
Abhilfe kann geschaffen werden, wenn das Verfahren von Roe in der Na¨he von sonischen
Punkten mit zusa¨tzlicher Dissipation ausgestattet wird. Diese Idee stammt von Harten [24],
der die Eigenwerte, die sich Null na¨hern, leicht erho¨ht, indem er
|λ˜p| = |λp| falls |λp| ≥ ε; (4.24)
|λ˜p| = 1
2
(
λ2p
ε
+ ε
)
falls |λp| < ε, p = 1, 2, 3
fu¨r kleine, positive Werte ε setzt. Da die ku¨nstliche Vergro¨ßerung der Eigenwerte nur in Kraft
tritt, wenn |u| ≈ c gilt, wird (4.24) sonischer Entropie–Fix genannt.
Fu¨r ε = 0.5 ergibt die Wiederholung des vorangehenden Experiments, jetzt mit integriertem
Entropie–Fix, die im rechten Teil von Abbildung 4.15 dargestellte Lo¨sung, in der keine Unste-
tigkeit in der Na¨he des sonischen Punktes mehr zu erkennen ist. Die dargestellten Lo¨sungen
zeigen, daß der approximative Riemann–Lo¨ser von Roe ein Verfahren erster Ordnung ist, das
die tatsa¨chliche Lo¨sungsstruktur zu stark gla¨ttet.
Um eine qualitativ bessere Lo¨sung zu erhalten, bauen wir im Folgenden ein Verfahren zweiter
Ordnung, das Lax–Wendroff–Verfahren, sowie die neu entwickelte Filterroutine in den Roe–
Lo¨ser ein.
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Abbildung 4.15: Lo¨sung des 1D Riemann–Problems (1.59) mit dem Verfahren von Roe ohne
(links) und mit (rechts) Entropie–Fix von Harten
Einbau des Lax–Wendroff–Verfahrens mit Filterroutine
Fu¨r den Einbau des Lax–Wendroff–Verfahrens in den Roe–Lo¨ser ist lediglich der Roe–Fluß
(4.20) durch den Lax–Wendroff–Fluß
FLWi+1/2 =
1
2
(f(Ui) + f(Ui+1))− k
2h
Ai+1/2(f(Ui+1)− f(Ui))
zu ersetzen, wobei Ai+1/2 gerade die Roe–Matrix (4.21) ist. Die zeitliche Diskretisierung wird
wieder mit dem expliziten Euler–Verfahren ausgefu¨hrt.
Um vorerst Probleme an sonischen Punkten auszuschließen, betrachten wir zuna¨chst ein ein-
facheres Riemann–Problem ohne sonische Punkte, das durch (1.58) gegeben ist und eine
Unstetigkeit an der Stelle x0 = 0.3 besitzt. Auf einem Gitter aus 300 a¨quidistanten Gitter-
punkten ergibt sich bei einer CFL–Zahl von 0.9 nach t = 0.2 die in Abbildung 4.16 links
dargestellte Lo¨sung, in der deutliche Oszillationen zu erkennen sind.
Implementieren wir nach jedem Zeitschritt des Differenzenverfahrens den eindimensionalen
Filter, indem wir jede Komponente des Gleichungssystems einzeln und unabha¨ngig vonein-
ander filtern, ergibt sich mit nur einer Filteriteration pro Zeitschritt das im rechten Teil von
Abbildung 4.16 gezeigte Resultat. Ein großer Anteil der Oszillationen ist gegla¨ttet, und die
Unstetigkeiten sind in Lage und Ho¨he erhalten. Mit zunehmender Anzahl von Filteriteratio-
nen pro Zeitschritt la¨ßt sich das resultierende Verfahren weiter verbessern, wie in Abbildung
4.17 fu¨r fu¨nf und zehn Filteriterationen zu erkennen ist.
Als na¨chstes betrachten wir das Riemann–Problem (1.59), bei dessen Lo¨sung ein sonischer
Punkt entsteht, der in der einfachen Lax–Wendroff–Lo¨sung in Abbildung 4.18 links klar zu
erkennen ist. Da bei der Implementierung des Lax–Wendroff–Verfahrens u¨ber die Matrix
Ai+1/2 die Eigenwerte nicht unmittelbar erkennbar sind, kann der Entropie–Fix von Harten
nicht verwendet werden. Allerdings berechnet sich Ai+1/2 aus
Ai+1/2 = R
−1ΛR,
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Abbildung 4.16: Ungefilterte (links) und mit einer Iteration pro Zeitschritt gefilterte Lax–
Wendroff–Lo¨sung
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Abbildung 4.17: Gefilterte Lax–Wendroff–Lo¨sung mit 5 (links) bzw. 10 Filteriterationen
wobei Λ die Diagonalmatrix der Eigenwerte ist, so daß bei dieser Formulierung von Ai+1/2
die Eigenwerte an dieser Stelle sichtbar sind und der Entropie–Fix dort eingesetzt werden
kann. Numerische Experimente zeigen aber, daß der so eingebaute Entropie–Fix von Harten
nicht stark genug ist, um die Sto¨rungen am sonischen Punkt abzufangen. Da die Eigenwerte
nicht nur in der Diagonalmatrix auftreten, sondern auch in R und R−1, wo sie bei konser-
vativer Formulierung nicht direkt erkennbar sind, berechnen wir die Matrix Ai+1/2 in einem
weiteren Versuch mit Hilfe der primitiven Variablen. Der Vorteil bei der Berechnung in pri-
mitiven Variablen ist, daß die Eigenwerte stets sichtbar sind und sie daher u¨berall mit Hilfe
des Entropie–Fixes abgefangen werden ko¨nnen, wenn sie sich der Null na¨hern. Allerdings lie-
fert der Entropie–Fix selbst bei dieser Implementierung des Lax–Wendroff–Verfahrens nicht
genu¨gend Diffusion, um die Unstetigkeit am sonischen Punkt zu verhindern, wie Abbildung
4.18 rechts zeigt.
Integrieren wir in das Lax–Wendroff–Verfahren mit Entropie–Fix zwei Filteriterationen der
nichtlinearen Filterroutine, ergibt sich das in Abbildung 4.19 links dargestellte Resultat. Das
Ergebnis la¨ßt sich fu¨r eine gro¨ßere Anzahl von Filteriterationen weiter verbessern, wie der
rechte Teil der Abbildung fu¨r 10 Iterationen zeigt. Bemerkenswert ist, daß nicht nur die Os-
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Abbildung 4.18: Lax–Wendroff–Lo¨sung fu¨r das Riemann–Problem (1.59) ohne (links) und
mit Entropie–Fix
zillationen des Lax–Wendroff–Verfahrens weitgehend gegla¨ttet sind, sondern der Filter auch
die Sto¨rungen am sonischen Punkt stark verringert, was der Entropie–Fix von Harten nicht
leistet.
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Abbildung 4.19: Mit zwei (links) bzw. 10 Iterationen gefilterte Lax–Wendroff–Lo¨sung fu¨r das
Riemann–Problem (1.59) mit Entropie–Fix
Noch eindrucksvoller zeigt sich der positive Einfluß des Filters auf Sto¨rungen an sonischen
Punkten am Testfall von Sod. Er ist gegeben durch die linken und rechten Zusta¨nde (1.60)
mit einer Unstetigkeit an der Stelle x0 = 0.5. Simulieren wir dieses Testproblem mit dem Lax–
Wendroff–Verfahren ohne weiteren Entropie–Fix, entstehen schon nach wenigen Zeitschritten
sehr starke Oszillationen am unteren Teil der Unstetigkeit, wie Abbildung 4.20 links fu¨r
t = 0.008 zeigt, und wenig spa¨ter bricht das Verfahren vollsta¨ndig zusammen. Implemen-
tieren wir zusa¨tzlich zwei Iterationen der nichtlinearen Filterroutine nach jedem Zeitschritt
des Lax–Wendroff–Verfahrens, erhalten wir dagegen nach t = 0.25 die im rechten Teil von
Abbildung 4.20 dargestellte Lo¨sung. Das Verfahren ist durch den Filtereinbau stabilisiert und
Unstetigkeiten aufgrund des sonischen Punktes sind nicht zu erkennen. Zusa¨tzlich sind die Os-
zillationen des Lax–Wendroff–Verfahrens fast vollsta¨ndig gegla¨ttet. Wie ein Vergleich mit der
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exakten Lo¨sung des Sod–Problems in Abbildung 4.21 zeigt, ist die Qualita¨t der numerischen
Lo¨sung sehr gut, und Ho¨he und Lage der Unstetigkeiten sind erhalten.
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Abbildung 4.20: Instabile Lax–Wendroff–Lo¨sung fu¨r das Sod–Problem nach t = 0.008 (links)
und Lax–Wendroff–Lo¨sung mit integriertem Filter nach t = 0.25 (rechts)
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Abbildung 4.21: Vergleich von exakter Lo¨sung und Lax–Wendroff–Lo¨sung mit integriertem
Filter
Die entwickelte Filterroutine kann damit nicht nur zum Gla¨tten der Oszillationen von Dif-
ferenzenverfahren ho¨herer Ordnung eingesetzt werden, sondern dient ebenfalls als geeigneter
und einfacher Entropie–Fix bei der Lo¨sung von Riemann–Problemen mit sonischen Punkten.
Da der nichtlineare Filter parameterfrei ist, ist seine Anwendung weitaus einfacher als viele
in der Literatur beschriebene Methoden, die mit zusa¨tzlicher ku¨nstlicher Diffusion Unstetig-
keiten in der Umgebung von sonischen Punkten abfangen. Auch die ga¨ngige Kombination
verschiedener Differenzenverfahren zum Beheben von Problemen an sonischen Punkten ist
meistens aufwendiger als die Filterimplementierung, da geeignete Funktionen gefunden wer-
den mu¨ssen, die von einem Verfahren zum anderen umschalten.
Experimentelle Konvergenzordnung
Um Aussagen u¨ber die Konvergenzordnung des aus Filter– und Lax–Wendroff–Schritt zu-
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sammengesetzten Verfahrens treffen zu ko¨nnen, bestimmen wir im Folgenden die experimen-
telle Konvergenzordnung (EOC) des neuen Differenzenverfahrens bei Anwendung auf das
Riemann–Problem (1.58). Da die exakte Lo¨sung dieses Riemann–Problems bekannt ist, la¨ßt
sich die Abweichung von numerischer und exakter Lo¨sung und damit die experimentelle Kon-
vergenzordnung berechnen [32].
Sei uh die numerische Lo¨sung, die sich aus der exakten Lo¨sung und einem numerischen
Fehler, der von der ra¨umlichen Gitterweite h abha¨ngt, zusammensetzt. Dann la¨ßt sich uh
als asymptotische Entwicklung
uh = u+ u1h
α + . . .
darstellen, wobei α zu bestimmen ist.
Auf einem gro¨beren Gitter der Gitterweite 2h ist u2h durch die Reihenentwicklung
u2h = u+ u1(2h)
α + . . .
gegeben, so daß sich die experimentelle Konvergenzordnung in erster Na¨herung gema¨ß
EOC := α =
ln
( ||u−uh||L1
||u−u2h||L1
)
ln
(
1
2
)
berechnen la¨ßt. Die diskrete L1–Norm zur Zeit tn ist dabei durch
||u− uh||L1 = h
∑
i
|u(xi, tn)− uh(xi, tn)|
gegeben.
Tabelle 4.1 stellt die numerischen Fehler und die experimentelle Konvergenzordnung des
ungefilterten und des mit zwei Filteriterationen mit (4.16) pro Zeitschritt gefilterten Lax–
Wendroff–Verfahrens gegenu¨ber. Da Verfahren ho¨herer Ordnung zumindest fu¨r glatte Lo¨sun-
gen typischer Weise eine experimentelle Konvergenzordnung gro¨ßer eins aufweisen, ist in der
dritten Spalte der Tabelle der numerische Fehler und der EOC–Wert fu¨r das mit zwei Itera-
tionen gefilterte Lax–Wendroff–Verfahren dargestellt, wobei fu¨r die Berechnung die Werte an
den beiden Unstetigkeitsstellen jeweils auf einem Intervall der La¨nge ∆I = 0.023 weggelassen
wurden. Gegenu¨ber dem Lax–Wendroff–Verfahren weist das neue Lo¨sungsverfahren fu¨r alle
Lax–Wendroff LW+2 Filterit. LW+ Filter (ohne Unstetigk.)
h ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC
0.02 0.032013 0.023692
0.01 0.021977 0.54 0.012348 0.94 0.008256 0.90
0.005 0.014286 0.62 0.006469 0.93 0.003505 1.24
0.0025 0.009061 0.66 0.003614 0.84 0.001629 1.12
0.00125 0.005299 0.77 0.001879 0.94 0.000839 0.98
Tabelle 4.1: Experimentelle Konvergenzordnung des ungefilterten und gefilterten Lax–
Wendroff–Verfahrens
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dargestellten Gitterweiten einen wesentlich kleineren numerischen Fehler und eine wesentlich
gro¨ßere experimentelle Konvergenzordnung auf. Werden die Werte in direkter Umgebung der
Unstetigkeiten bei der EOC–Berechnung weggelassen, ergeben sich mit Ausnahme der Gitter-
weiten h = 0.01 und h = 0.00125 EOC–Werte gro¨ßer eins, so daß das resultierende Verfahren,
abgesehen von diesen beiden Gitterweiten, mit anderen hochentwickelten Verfahren ho¨herer
Ordnung zu vergleichen ist.
Filterimplementierung in das Zentrale–Differenzen–Verfahren
Wie bei vorherigen Anwendungen ist es auch hier im beschra¨nkten Umfang mo¨glich, das
stabile Lax–Wendroff–Verfahren durch das instabile Zentrale–Differenzen–Verfahren zweiter
Ordnung zu ersetzen. Fu¨r das Riemann–Problem (1.58) ohne sonische Punkte ergibt die zen-
trale Differenz, erweitert durch zwei Filteriterationenen pro Zeitschritt, bei einer CFL–Zahl
von 0.9 die in Abbildung 4.22 links dargestellte Lo¨sung, die sich mit zunehmender Anzahl
von Filteriterationen noch weiter verbessern la¨ßt, wie im rechten Teil der gleichen Abbildung
fu¨r zehn Filteriterationen zu erkennen ist.
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Abbildung 4.22: Lo¨sung des Riemann–Problems ohne sonische Punkte mit dem Zentrale–
Differenzen–Verfahren und 2 (links) bzw. 10 (rechts) Filteriterationen pro Zeitschritt
Fu¨r die Testfa¨lle von Toro (1.59) und Sod (1.60), bei denen sonische Punkte entstehen, ist
der Filter dagegen nicht mehr stark genug, um die zentrale Differenz zu stabilisieren, so daß
keine stabilen Verfahren mehr entstehen.
Nachdem die neue Filterroutine erfolgreich auf skalare ein– und zweidimensionale Problem-
stellungen und auf Systeme von Erhaltungsgleichungen in einer Raumdimension angewendet
wurde, untersuchen wir im Folgenden die Filteranwendung auf Systeme von Erhaltungsglei-
chungen in zwei Raumdimensionen.
Filterimplementierung fu¨r die zweidimensionalen Eulergleichungen
Als Testfall fu¨r zweidimensionale Systeme von Erhaltungsgleichungen simulieren wir, wie be-
reits in Kapitel 3, die Umstro¨mung des NACA0060 Profils. Das Testproblem ist in Kapitel
1.3.2 genau beschrieben, die zweidimensionalen Eulergleichungen sind dort unter (1.62) in
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konservativer Formulierung gegeben.
Zuna¨chst betrachten wir als zugrundeliegendes Differenzenverfahren das stabile Lax–Wendroff–
Verfahren zweiter Ordnung, das wir im Rahmen einer Finite–Volumen–Approximation auf
dem Sekunda¨rgitter der Triangulierung implementieren. Es ergibt sich die in Abbildung 3.6
dargestellte numerische Lo¨sung.
Implementieren wir eine Filteriteration des nichtlinearen Filters (4.17) nach jedem Zeitschritt
des Differenzenverfahrens unabha¨ngig fu¨r jede Vektorkomponente, so ergibt sich die in Abbil-
dung 4.23 links gezeigte Lo¨sung. Die Oszillationen hinter dem oberen und unterem Stoß sind
weitgehend gegla¨ttet, ohne daß die Sto¨ße selbst in Ho¨he oder Lage beeintra¨chtigt sind. Bei
steigender Anzahl von Filteriterationen pro Zeitschritt kann das Resultat weiter verbessert
werden, wie die entsprechende Lo¨sung fu¨r jeweils 10 Filteriterationen, dargestellt im rechten
Teil derselben Abbildung, zeigt. In der Lo¨sung sind keine Oszillationen mehr zu erkennen.
Abbildung 4.23: Lax–Wendroff–Lo¨sung mit einem (links) bzw. 10 (rechts) Filterschritten nach
jedem Zeitschritt
Auch hier besteht die Mo¨glichkeit, das resultierende Differenzenverfahren zu beschleunigen,
indem wir die Filterterme mit einem Faktor gro¨ßer eins multiplizieren und nur eine Filter-
iteration pro Zeitschritt durchfu¨hren. Fu¨r den Faktor 10.0 ergibt sich beispielweise das in
Abbildung 4.24 dargestellte Ergebnis, das weitgehend mit dem Resultat fu¨r zehn Filteritera-
tionen ohne zusa¨tzlichen Faktor u¨bereinstimmt.
Ebenso wie in den anderen Testfa¨llen besteht auch hier die Mo¨glichkeit, das stabile Lax–
Wendroff–Verfahren durch eine zentrale Differenz zweiter Ordnung zu ersetzen, in der Hoff-
nung, zusammen mit dem nichtlinearen Filter ein schnelles und rechentechnisch gu¨nstiges sta-
biles Verfahren zu erhalten. Numerische Experimente zeigen, daß das Zentrale–Differenzen–
Verfahren schon nach wenigen Zeitschritten so große Oszillationen erzeugt, daß die Filter-
gleichung (4.17) selbst bei 50 Iterationen nach jedem Zeitschritt nicht genu¨gend Diffusion
zur Gla¨ttung der Oszillationen liefert, um das resultierende Verfahren zu stabilisieren. Mul-
tiplizieren wir dagegen die Filterterme in (4.17) mit einem positiven konstanten Faktor der
Gro¨ßenordnung 10 und integrieren wir diese Filtergleichung nach jedem Zeitschritt in das
Zentrale–Differenzen–Verfahren, so ist es mo¨glich, stabile Lo¨sungen zu erzeugen. Fu¨r den
Faktor 10.0 ergibt die zentrale Differenz mit 10 Filteriterationen pro Zeitschritt beispielswei-
se das in Abbildung 4.25 links dargestellte Resultat. Die Isolinien weisen zwar in sich eine
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Abbildung 4.24: Lax–Wendroff–Lo¨sung mit einer Filteriteration nach jedem Zeitschritt und
Faktor 10 in den Filtertermen
unphysikalisch gezackte Struktur auf, aber dennoch haben sich die beiden verschieden star-
ken Sto¨ße oberhalb und unterhalb des Profils klar herausgebildet. Da das zugrundegelegte
Zentrale–Differenzen–Verfahren zweiter Ordnung instabil ist und eine sinnvolle numerische
Lo¨sung der Eulergleichungen mit diesem Differenzenverfahren allein unmo¨glich ist, ist dies
eine beachtliche Leistung der nichtlinearen Filtergleichung.
Das zusammengesetzte Lo¨sungsverfahren la¨ßt sich in Bezug auf seine Rechenlaufzeit weiter
optimieren, indem die Anzahl der Filteriterationen bei gleichzeitiger Faktorvergro¨ßerung her-
ab gesetzt wird. So ergeben lediglich zwei Filteriterationen pro Zeitschritt mit einem Faktor
der Gro¨ße 50.0 die im rechten Teil von Abbildung 4.25 dargestellte Lo¨sung, die sich kaum
von der vorangehenden unterscheidet.
Abbildung 4.25: Zentrale–Differenzen–Lo¨sung mit 10 Filteriterationen und einem Faktor von
10 (links) bzw. mit 2 Iterationen und dem Faktor 50 (rechts)
Aufgrund der gezackten Isolinien, die bei der Filteranwendung auf das Zentrale–Differenzen–
Verfahren entstehen, haben wir die regularisierten Versionen
ut = δm(ux)uxx mit δm(ux) =
2
pi
m
1 +m2u2x
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und
ut = (φ(ux)ux)x, mit φ(ux) =
ln(1 +m2u2x)
mpi|ux| + 1−
2
pi
arctan(m|ux|), m ∈ N,
der Filtergleichung ut = ((1 − sgn (|ux|))ux)x entwickelt, diskretisiert und nach jedem Zeit-
schritt in die zentrale Differenz integriert. Die numerischen Ergebnisse zeigen jedoch, daß
die regularisierten Filtergleichungen entweder zu viel oder zu wenig Diffusion erzeugen, so
daß sich keine qualitativ guten Approximationen ergeben. Daru¨ber hinaus ha¨ngt die Fil-
terwirkung in beiden Fa¨llen stark von der Diskretisierung von ux ab, und fu¨r ungu¨nstige
Diskretisierungen ist eine Verschiebung der Stoßlage zu beobachten.
Zusammenfassung der numerischen Ergebnisse
Insgesamt zeigen die numerischen Experimente, daß die in diesem Unterkapitel neu entwickel-
te Filtergleichung (4.16) beziehungsweise (4.17) fu¨r ein– und zweidimensionale skalare und
vektorielle Testprobleme einsetzbar ist, um Oszillationen von Differenzenverfahren ho¨herer
Ordnung zu gla¨tten, ohne dabei die physikalischen Sto¨ße zu zersto¨ren. Ein großer Vorteil
gegenu¨ber vielen existierenden Methoden, zusa¨tzliche Diffusion in Differenzenverfahren zu
integrieren, ist die Parameterlosigkeit unseres diskreten Filters, so daß bei der Anwendung
auf verschiedene Problemstellungen eine mu¨hsame Parameterbestimmung, schlimmstenfalls
durch Ausprobieren, wegfa¨llt. Daru¨ber hinaus ist es beachtlich, daß der nichtlineare Filter
nicht nur Oszillationen stabiler Differenzenverfahren gla¨ttet, sondern selbst bei der Anwen-
dung auf instabile Differenzenverfahren zu stabilen und teilweise sehr guten numerischen
Lo¨sungen fu¨hrt.
Die numerischen Ergebnisse fu¨r die Stoßrohrprobleme mit sonischen Punkten zeigen, daß der
nichtlineare Filter auch als geeigneter Entropie–Fix eingesetzt werden kann und fu¨r das Lax–
Wendroff–Verfahren zu besseren Ergebnissen als der Entropie–Fix von Harten fu¨hrt. Fu¨r das
Stoßrohrproblem von Sod (1.60), fu¨r das das Lax–Wendroff–Verfahren schon nach wenigen
Zeitschritten instabil wird, fu¨hrt die Implementierung von zwei Filteriterationen nach jedem
Zeitschritt des Lax–Wendroff–Verfahrens zu stabilen Ergebnissen hoher Approximationsge-
nauigkeit.
Mit Hilfe des nichtlinearen Filters ist es gelungen, sehr einfache und rechentechnisch schnelle
Verfahren fu¨r das Lo¨sen verschiedenster hyperbolischer Erhaltungsgleichungen zu konstruie-
ren.
4.1.6 Amplituden– und Phasenverhalten der nichtkonservati-
ven Filtergleichung
Die numerischen Experimente zeigen, daß bei der Implementierung der diskreten nichtkonser-
vativen Filtergleichung (4.14), ebenso wie beim TV–Filter von Chan, Osher und Shen, eine
Verschiebung der Stoßlage in der numerischen Lo¨sung entsteht. Im Gegensatz zu den bis-
herigen Filterroutinen, die dieses Fehlverhalten aufweisen, ist der diskrete Filter (4.14) sehr
einfach aufgebaut, so daß er mit Hilfe der von Neumannschen Stabilita¨tsanalyse in Hinblick
auf Amplituden– und Phasenverhalten untersucht werden kann. Von den Ergebnissen der
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Analyse erhoffen wir uns Aufschluß daru¨ber, ob es, abgesehen von der Nichtkonservativita¨t,
weitere Ursachen fu¨r das Entstehen des Verschiebungsfehlers gibt.
Die von Neumann Analyse ist eine Fourieranalyse, mit der die Stabilita¨t eines numerischen
Finite–Differenzen–Verfahrens fu¨r lineare Differentialgleichungen mit konstanten Koeffizien-
ten und periodischen Randbedingungen untersucht werden kann. Dabei wird das
Wachstumsverhalten der Rundungsfehler, die durch Rechnerungenauigkeiten entstehen, ana-
lysiert. Ergibt die Fourieranalyse, daß diese Rundungsfehler nicht wachsen, ist das numerische
Verfahren schwach stabil und strenge Stabilita¨t kann gefolgert werden.
Grundlagen der von Neumann Analyse
Bevor wir die von Neumann Analyse fu¨r den diskreten Filter (4.14), der durch
Un+1j = U
n
j +
∆t
∆x
dj(U
n
j+1 − 2Unj + Unj−1), (4.25)
gegeben ist, durchfu¨hren, erla¨utern wir im Folgenden kurz die allgemeine Vorgehensweise.
Dabei orientieren wir uns an den Darstellungen der Stabilita¨tsanalyse wie sie bei Anderson,
Tannehill und Pletcher [3] beziehungsweise Hirsch [26] zu finden sind.
Um Verwechselungen mit der komplexen Zahl i zu vermeiden, bezeichnen wir die diskreten
Gitterpunkte in diesem Abschnitt mit (xj , tn) und die Approximation von u(xj , tn) mit U
n
j .
Bezeichnet ε den Fehler einer numerischen Lo¨sung eines Finite–Differenzen–Verfahrens, der
durch rechnerinterne Rundungseffekte entsteht, so la¨ßt sich die numerische Lo¨sung einer Dif-
ferenzengleichung als
N = D + ε
darstellen, wobei D die exakte Lo¨sung der Differenzengleichung und N die mit einem realen
Computer, also endlicher Genauigkeit, berechnete Lo¨sung ist. Da die numerische Lo¨sung N
die Differenzengleichung erfu¨llen muß, gilt das gleiche sowohl fu¨r die exakte Lo¨sungD als auch
fu¨r den Fehler ε, so daß D und ε die gleichen zeitlichen Wachstumseigenschaften besitzen.
Wir setzen voraus, daß der Fehler ε(x, t) als Reihenentwicklung in der Form
ε(x, t) =
∑
m
bm(t)e
ikmx (4.26)
dargestellt werden kann, wobei wir als Periode der Grundfrequenz (m = 1) die La¨nge 2L
wa¨hlen. Bezeichnet M die Anzahl der Intervalle mit La¨nge ∆x, die in der La¨nge L enthalten
sind, so ist die Wellenzahl km gegeben durch
km =
mpi
L
, m = 0, 1, 2, . . . ,M,
und die zugho¨rigen Frequenzen sind
fm =
km
2pi
=
m
2L
.
Die Frequenz gibt dabei an, wieviele Wellenla¨ngen in jedem La¨ngenintervall 2L enthalten sind.
Fu¨r m = 0 gilt f0 = 0, was einem konstanten Term in der Reihenentwicklung entspricht.
138 4. ENTWICKLUNG NEUER FILTERMETHODEN
Da die zugrundeliegende Differenzengleichung linear ist, gilt das Superpositionsprinzip, so
daß das Verhalten eines einzelnen Summanden
εm(x, t) = bm(t)e
ikmx
der Reihe (4.26) analysiert werden kann. Gesucht sind Lo¨sungen der Form
zneikmx,
die sich fu¨r t = 0 auf den Ausdruck eikmx reduzieren. Dies gewa¨hrleistet
z = ea∆t,
und mit
zn = ean∆t = eat
ergibt sich
εm(x, t) = e
ateikmx, (4.27)
wobei km reell ist, a aber komplex sein kann. Da der Fehler ε und damit auch εm die Dif-
ferenzengleichung erfu¨llt, ko¨nnen wir die rechte Seite von (4.27) in die Differenzengleichung
einsetzen und mit Hilfe der Beziehungen
cosβ =
eiβ + e−iβ
2
, sinβ =
eiβ − e−iβ
2i
nach ea∆t auflo¨sen.
Daru¨ber hinaus gilt fu¨r jede Frequenz, die in der Lo¨sung der Differenzengleichung fu¨r den
Fehler enthalten ist,
εn+1j = e
a∆tεnj .
Daher kann keine Fehlerkomponente von einem Zeitschritt zum na¨chsten wachsen, solange
|ea∆t| =
∣∣∣∣∣ε
n+1
j
εnj
∣∣∣∣∣ ≤ 1
erfu¨llt ist. Der Ausdruck
εn+1j
εnj
heißt Versta¨rkungsfaktor und wird mit G bezeichnet. Gilt
|G| ≤ 1,
ist das zugrundeliegende Differenzenverfahren stabil.
Da der Einfluß von Randbedingungen nicht beru¨cksichtigt wird, setzt die Stabilita¨tsanalyse
periodische Randbedingungen voraus.
Mit Hilfe der Exponentialdarstellung komplexer Zahlen la¨ßt sich der Versta¨rkungsfaktor auch
in der Form
G = |G|eiφ
darstellen. Dabei ist φ der Phasenwinkel, der durch
φ = tan−1
Im(G)
Re(G)
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gegeben ist. Damit ergibt die Stabilita¨tsanalyse nicht nur den Versta¨rkungsfaktor eines Dif-
ferenzenverfahrens, sondern ermo¨glicht auch die Berechnung der zugeho¨rigen Phase. Eine
bessere Anschauung als die Phase liefert der relative Phasenfehler, der durch den Quotienten
φ/φe beschrieben wird, wobei φe den Phasenwinkel der exakten Lo¨sung der zugrundeliegenden
Gleichung bezeichnet. Fu¨r seine Berechnung ist zuna¨chst der Versta¨rkungsfaktor der exakten
Lo¨sung zu bestimmen.
Betrachten wir die eindimensionale lineare Transportgleichung
ut + cux = 0, c > 0, (4.28)
die fu¨r das Anfangswertproblem
u(x, 0) = F (x), −∞ < x <∞,
die exakte Lo¨sung
u(x, t) = F (x− ct)
besitzt, erhalten wir den exakten Versta¨rkungsfaktor dieser Gleichung, indem wir den Ansatz
u = eateikmx
in (4.28) einsetzen. Es ergibt sich a = −ikmc und damit
u = eikm(x−ct),
so daß der exakte Versta¨rkungsfaktor durch
Ge =
u(t+ ∆t)
u(t)
=
eikm[x−c(t+∆t)]
eikm(x−ct)
= e−ikmc∆t
gegeben ist. Da daru¨ber hinaus
Ge = e
iφe
gilt, ergibt sich fu¨r den Phasenfehler φe der exakten Gleichung
φe = −kmc∆t = −βν,
wobei ν = c∆t∆x die CFL–Zahl bezeichnet. Damit ist der Phasenfehler der exakten Gleichung
berechnet, und der relative Phasenfehler eines Finite–Differenzen–Verfahrens fu¨r die lineare
Transportgleichung (4.28) kann angegeben werden.
Von Neumann Analyse fu¨r das aus Filterschritt und Lax–Wendroff–Schema
zusammengesetzte Verfahren
Im Folgenden wird die von Neumannsche Stabilita¨tsanalyse fu¨r das aus Lax–Wendroff–
Verfahren und Filter (4.25) zusammengesetzte Differenzenschema durchgefu¨hrt. Die zugrun-
deliegende Differentialgleichung sei die lineare Transportgleichung (4.28).
Da wir eine Iteration der Filtergleichung nach jedem Schritt des Lax–Wendroff–Verfahrens
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durchfu¨hren, setzen wir diese beiden Teilschritte zuna¨chst zu einer Differenzengleichung zu-
sammen. Fu¨r die lineare Transportgleichung (4.28) mit konstantem Koeffizienten c > 0 ist
das Lax–Wendroff–Verfahren durch
U˜nj = U
n
j −
c∆t
2∆x
(Unj+1 − Unj−1) +
c2∆t2
2∆x2
(Unj+1 − 2Unj + Unj−1)
gegeben. Es liefert ein Zwischenergebnis U˜n, das in die Filtergleichung
Un+1j = U˜
n
j +
∆t
∆x
dj(U˜
n
j+1 − 2U˜nj + U˜nj−1)
eingesetzt wird. Mit der Bezeichnung ν = c∆t∆x fu¨r die CFL–Zahl ergibt sich insgesamt
Un+1j = U
n
j −
ν
2
(Unj+1 − Unj−1) +
ν2
2
(Unj+1 − 2Unj + Unj−1)
+
ν
c
dj
[
Unj+1 −
ν
2
(Unj+2 − Unj ) +
ν2
2
(Unj+2 − 2Unj+1 + Unj )
− 2(Unj −
ν
2
(Unj+1 − Unj−1) +
ν2
2
(Unj+1 − 2Unj + Unj−1))
+ Unj−1 −
ν
2
(Unj − Unj−2) +
ν2
2
(Unj − 2Unj−1 + Unj−2)
]
.
Setzen wir den Ansatz
Unj = e
ateikmx
in diese Gleichung ein, wobei wir zur Vereinfachung der Schreibweise den Index m von km
vernachla¨ssigen, erhalten wir
ea∆t = 1− ν
2
(eik∆x − e−ik∆x) + ν
2
2
(eik∆x − 2 + e−ik∆x)
+
ν
c
dj
[
eik∆x − ν
2
(e2ik∆x − 1) + ν
2
2
(e2ik∆x − 2eik∆x + 1)
−2(1− ν
2
(eik∆x − e−ik∆x) + ν
2
2
(eik∆x − 2 + e−ik∆x))
+e−ik∆x − ν
2
(1− e−2ik∆x) + ν
2
2
(1− 2e−ik∆x + e−2ik∆x)
]
und damit
G = 1− iν sinβ + ν
2
2
(2 cosβ − 2) + ν
c
dj
[
2 cosβ − ν
2
(2i sin(2β)− 4i sinβ)
+
ν2
2
(6 + 2 cos(2β)− 4 cosβ − 4 cosβ)− 2
]
= 1 + ν2(cosβ − 1) + dj ν
c
(2 cosβ +
ν2
2
(2 cos(2β)− 8 cosβ + 6)− 2)
−iν sinβ(1 + 2dj ν
c
(cosβ − 1)).
Da der Faktor dj die Werte Null und eins annehmen kann, sind zwei Fa¨lle zu unterscheiden:
1. Fall dj = 0: Fu¨r diese Situation ergibt sich
G = 1− ν2(1− cosβ)− iν sinβ,
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so daß der Versta¨rkungsfaktor |G| durch
|G| =
√
(1− ν2(1− cosβ))2 + ν2 sin2 β (4.29)
gegeben ist und fu¨r den Phasenwinkel
φ = tan−1
Im(G)
Re(G)
= tan−1
−ν sinβ
1− ν2(1− cosβ)
gilt. Da die Filterroutine fu¨r dj = 0 inaktiv ist und das zusammengesetzte Verfahren in die-
sem Fall lediglich aus dem Lax–Wendroff–Schritt besteht, stimmen Amplitude und Phase mit
denen des Lax–Wendroff–Verfahrens u¨berein.
2. Fall dj = 1: Fu¨r diese Situation wird obige Gleichung zu
G = 1− ν2(1− cosβ) + ν
c
(2 cosβ − 2 + ν
2
2
(cos(2β)− 8 cosβ + 6))
−iν sinβ(1 + 2ν
c
(cosβ − 1)),
so daß der Versta¨rkungsfaktor durch
|G| =
[
(1− ν2(1− cosβ) + ν
c
(2 cosβ − 2 + ν
2
2
(2 cos(2β) (4.30)
−8 cosβ + 6)))2 + (ν sinβ(1 + 2ν
c
(cosβ − 1)))2
]1/2
und die Phase durch
φ = tan−1
−ν sinβ(1 + 2νc (cosβ − 1))
1− ν2(1− cosβ) + νc (2 cosβ − 2 + ν
2
2 (2 cos(2β)− 8 cosβ + 6))
(4.31)
gegeben ist.
Zur Analyse des Versta¨rkungsfaktors und der Phase des zusammengesetzten Differenzen-
verfahrens betrachten wir im Folgenden die polare und kartesische Darstellung von |G| und
φ in Abha¨ngigkeit des Parameters β. Abbildung 4.26 zeigt den Versta¨rkungsfaktor fu¨r das
reine Lax–Wendroff–Verfahren in Polarkoordinatendarstellung, das heißt, dargestellt ist die
Abbildung
~r =
(
x
y
)
=
( |G| cosβ
|G| sinβ
)
mit β ∈ [0, pi].
Entsprechend ist in Abbildung 4.27 der Versta¨rkungsfaktor fu¨r das aus Lax–Wendroff– und
Filterschritt zusammengesetzte Verfahren fu¨r c = 1 und c = 10 dargestellt. Die Abbildungen
4.28 und 4.29 zeigen die entsprechenden kartesischen Darstellungen, in denen |G| gegen β
aufgetragen ist.
Bei der Darstellung der Phase φ muß darauf geachtet werden, daß beim Auflo¨sen der Glei-
chung
tanφ =
Im(G)
Re(G)
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Abbildung 4.26: Versta¨rkungsfaktor des Lax–Wendroff–Verfahrens fu¨r verschiedene CFL–
Zahlen in Polarkoordinatendarstellung
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Abbildung 4.27: Versta¨rkungsfaktor des zusammengesetzten Verfahrens fu¨r c = 1 (links) und
c = 10 (rechts) und verschiedene CFL–Zahlen in Polarkoordinatendarstellung
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Abbildung 4.28: Versta¨rkungsfaktor des Lax–Wendroff–Verfahrens fu¨r verschiedene CFL–
Zahlen in kartesischer Darstellung
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Abbildung 4.29: Versta¨rkungsfaktor des zusammengesetzten Verfahrens fu¨r c = 1 (links) und
c = 10 (rechts) und verschiedene CFL–Zahlen in kartesischer Darstellung
der richtige Bereich fu¨r φ verwendet wird. Fu¨r ϕ ∈ (−pi, pi) ergibt sich die allgemeine Lo¨sung
der Gleichung
tanϕ =
y
x
aus
ϕ =

arctan yx : x > 0 , y ≥ 0
pi
2 : x = 0 , y > 0
arctan yx + pi : x < 0 , y ≥ 0
arctan yx − pi : x < 0 , y < 0
arctan yx : x > 0 , y < 0
, (4.32)
so daß diese Rechenvorschrift mit x = Re(G) und y = Im(G) die richtige Auflo¨sung von
tanφ = Im(G)/Re(G) nach φ liefert.
Fu¨r eine bessere Anschauung ist es vorteilhaft, nicht die Phase φ sondern die relative Phase
φ/φe des Differenzenverfahrens darzustellen, wobei φe die Phase der exakten Lo¨sung bezeich-
net, die, wie oben hergeleitet, durch
φe = −βν
gegeben ist.
Die Polarkoordinatendarstellung der relativen Phase ergibt sich aus der Abbildung
~r =
(
x
y
)
=
(
φ
φe
cosβ
φ
φe
sinβ
)
und ist in Bild 4.30 fu¨r das Lax–Wendroff–Verfahren und in Bild 4.31 fu¨r das zusammenge-
setzte Verfahren mit integriertem Filter fu¨r c = 1 und c = 10 dargestellt. Die Abbildungen
4.32 und 4.33 zeigen die entsprechenden kartesischen Darstellungen der relativen Phase des
Lax–Wendroff–Schemas und des zusammengesetzten Verfahrens, wobei jeweils φ/φe gegen β
aufgetragen ist.
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Abbildung 4.30: Relative Phase des Lax–Wendroff–Verfahrens fu¨r verschiedene CFL–Zahlen
in Polarkoordinaten
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Abbildung 4.31: Relative Phase des zusammengesetzten Verfahrens fu¨r c = 1 (links) und
c = 10 (rechts) und verschiedene CFL–Zahlen in Polarkoordinaten
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Abbildung 4.32: Kartesische Darstellung der relativen Phase des Lax–Wendroff–Verfahrens
fu¨r verschiedene CFL–Zahlen
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Abbildung 4.33: Kartesische Darstellung der relative Phase des zusammengesetzten Verfah-
rens fu¨r c = 1 (links) und c = 10 (rechts) und verschiedene CFL–Zahlen
Interpretation der Ergebnisse
Bedeutung der Darstellungen fu¨r den Versta¨rkungsfaktor
Die Schaubilder 4.26 und 4.28 des Versta¨rkungsfaktors |G| fu¨r das reine Lax–Wendroff–
Verfahren zeigen, daß fu¨r jede dargestellte CFL–Zahl |G| ≤ 1 gilt und das Verfahren da-
mit stets stabil ist. In Abbildung 4.26 erkennt man dies daran, daß keine Kurve außerhalb
des Einheitshalbkreises liegt, und Abbildung 4.28 verdeutlicht das Ergebnis, da keine Kurve
oberhalb der Geraden |G| = 1 verla¨uft. Eine Abscha¨tzung der Gleichung (4.29),
|G| =
√
(1− ν2(1− cosβ))2 + ν2 sin2 β,
zeigt, daß das Lax–Wendroff–Verfahren fu¨r alle CFL–Zahlen ν ≤ 1 stabil ist.
Anders sieht es fu¨r das aus Lax–Wendroff– und Filterschritt zusammengesetzte Verfahren aus.
Die Abbildungen 4.27 und 4.29 zeigen zuna¨chst eine starke Abha¨ngigkeit des Versta¨rkungs-
faktors von dem Koeffizienten c der Transportgleichung. Fu¨r c = 1 liegen die dargestellten
Kurven bis einschließlich fu¨r die CLF–Zahl ν = 0.75 innerhalb des Einheitshalbkreises (Ab-
bildung 4.27) beziehungsweise unterhalb der Geraden |G| = 1 (Abbildung 4.29). Fu¨r die
CFL–Zahl ν = 1 ist der Versta¨rkungsfaktor ab einer gewissen Frequenz gro¨ßer als eins,
so daß das resultierende Verfahren instabil wird. Dies gilt nicht nur fu¨r ν = 1, schon ab
CFL–Zahlen von 0.8 ist der Versta¨rkungsfaktor teilweise gro¨ßer als eins. Im Gegensatz zum
Lax–Wendroff–Verfahren, fu¨r das die Versta¨rkungsfaktoren jeweils monoton fallende Funk-
tionen von β sind, nehmen die Versta¨rkungsfaktoren der Filtermethode fu¨r ν > 0.25 mit
wachsendem β zuna¨chst ab, erreichen das Minimum |G| = 0 und steigen dann wieder an.
Fu¨r c = 10 liegen alle dargestellten Versta¨rkungsfaktoren innerhalb des Einheitshalbkrei-
ses beziehungsweise unterhalb der Geraden |G| = 1, so daß das Filterverfahren stets stabil
ist. Daru¨ber hinaus a¨hneln die Kurvenverla¨ufe der dargestellten Versta¨rkungsfaktoren fu¨r
c = 10 denen des Lax–Wendroff–Verfahrens erheblich, wobei die Filtermethode allerdings
fu¨r jede CFL–Zahl sta¨rker geda¨mpfte Amplituden aufweist. Ebenso wie beim Lax–Wendroff–
Verfahren nimmt die Da¨mpfung mit steigender Frequenz zu. Die A¨hnlichkeiten zwischen den
Versta¨rkungsfaktoren des zusammengesetzten Verfahrens und dem Lax–Wendroff–Verfahren
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sind fu¨r gro¨ßer werdendes c bereits an Gleichung (4.30) ersichtlich. Die zusa¨tzlichen Terme in
der Gleichung fu¨r den Versta¨rkungsfaktor des gefilterten Verfahrens sind alle mit dem Faktor
ν
c multipliziert, so daß sie mit wachsendem c immer kleiner werden und die Routine in das
reine Lax–Wendroff–Verfahren u¨bergeht.
Die theoretisch hergeleiteten Stabilita¨tseigenschaften decken sich exakt mit den Beobachtun-
gen bei der numerischen Simulation, wobei wir den Schalter dj der Filtergleichung (4.25)
konstant auf eins setzen, damit wir die in den Abbildungen 4.27 und 4.29 dargestellte Si-
tuation exakt simulieren. Das numerische Lo¨sen der linearen Transportgleichung mit einer
Unstetigkeit als Anfangsbedingung ergibt fu¨r c = 1 und CFL–Zahlen ν < 0.8 ein stabiles Ver-
fahren, fu¨r gro¨ßere CFL–Zahlen ist es instabil. Dagegen bleibt die Stabilita¨t des Verfahrens
fu¨r c = 10 selbst bei ν = 1 erhalten.
Bedeutung der Darstellungen fu¨r die relative Phase
Die Darstellungen der relativen Phase sind wie folgt zu interpretieren. Ist der relative Pha-
senfehler fu¨r ein gegebenes β gro¨ßer als eins, so besitzt die zugeho¨rige Fourierkomponente der
numerischen Lo¨sung eine gro¨ßere Wellengeschwindigkeit als die der exakten Lo¨sung, und es
handelt sich um einen vorauseilenden Phasenfehler. Ist der relative Phasenfehler kleiner als
eins, so ist die Wellengeschwindigkeit der numerischen Lo¨sung kleiner als die exakte Wellen-
geschwindigkeit, und es liegt ein hinterhereilender Phasenfehler vor.
Abbildungen 4.30 und 4.32 zeigen, daß der relative Phasenfehler des Lax–Wendroff–Verfahrens
u¨berwiegend kleiner eins ist, was auf einen hinterhereilenden Phasenfehler hinweist. Nur fu¨r
große Wellenzahlen, also hohe Frequenzen, und
√
0.5 < ν < 1 tritt ein vorauseilender Pha-
senfehler auf.
Fu¨r das aus Lax–Wendroff–Schritt und Filter zusammengesetzte Verfahren zeigen die Abbil-
dung 4.31 und 4.33, daß der relative Phasenfehler fu¨r c = 1 stets kleiner oder gleich eins ist,
so daß das Verfahren in diesem Fall fu¨r alle Frequenzen einen hinterhereilenden Phasenfehler
aufweist. Auffa¨llig ist, daß die Kurven der relativen Phasen fu¨r alle CFL–Zahlen ν > 0.25
einen deutlichen Sprung im Bereich 1 < β < 1.6 aufzeigen. Fu¨r c = 10 existiert ein solcher
Sprung nicht und die dargestellten relativen Phasen sind, ebenso wie die Amplituden, denen
des reinen Lax–Wendroff–Verfahrens sehr a¨hnlich.
Unterschiede der Verfahren fu¨r CFL= 0.1
Um die Unterschiede zwischen dem neu entwickelten Verfahren und der herko¨mmlichen Lax–
Wendroff–Methode genauer zu untersuchen, vergleichen wir im Folgenden Amplitude und
Phase beider Verfahren fu¨r die CFL–Zahl 0.1.
Die Abbildungen 4.34 und 4.35 zeigen die jeweiligen Versta¨rkungsfaktoren der Verfahren fu¨r
c = 1 und c = 10 in polarer und kartesischer Darstellung, in den Abbildungen 4.36 und 4.37
sind die relativen Phasenfehler in entsprechender Weise dargestellt.
Fu¨r c = 1 ist der Versta¨rkungsfaktor des zusammengesetzten Verfahrens besonders fu¨r hohe
Frequenzen deutlich kleiner als der des reinen Lax–Wendroff–Verfahrens, was auf eine deutlich
sta¨rkere Da¨mpfung der Amplituden bei der Filterimplementierung hinweist. Lediglich fu¨r
sehr niedrige Frequenzen stimmen die Amplituden beider Verfahren u¨berein. Auch fu¨r c =
10 nimmt der Unterschied zwischen den Amplituden fu¨r wachsende Frequenz zu und das
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Abbildung 4.34: Versta¨rkungsfaktor fu¨r Lax–Wendroff– und zusammengesetztes Verfahren
fu¨r CFL= 0.1 und c = 1 (links) beziehungsweise c = 10 (rechts) in Polarkoordinaten
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Abbildung 4.35: Versta¨rkungsfaktor fu¨r Lax–Wendroff– und zusammengesetztes Verfahren
fu¨r CFL= 0.1 und c = 1 (links) beziehungsweise c = 10 (rechts) in kartesischen Koordinaten
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Abbildung 4.36: Relative Phase des Lax–Wendroff– und zusammengesetzten Verfahrens fu¨r
CFL= 0.1 und c = 1 (links) beziehungsweise c = 10 (rechts) in Polarkoordinaten
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Abbildung 4.37: Relative Phase des Lax–Wendroff– und zusammengesetzten Verfahrens fu¨r
CFL= 0.1 und c = 1 (links) beziehungsweise c = 10 (rechts) in kartesischen Koordinaten
gefilterte Verfahren besitzt einen kleineren Versta¨rkungsfakor als die Lax–Wendroff–Methode,
allerdings sind die Abweichungen beider Verfahren in diesem Fall weitaus kleiner. Die relative
Phase des gefilterten und ungefilterten Lax–Wendroff–Verfahrens stimmen sowohl fu¨r c = 1
als auch fu¨r c = 10 exakt u¨berein.
Zusammenhang zu den numerischen Simulationen
Um die theoretisch gewonnenen Ergebnisse mit Hilfe numerischer Untersuchungen zu u¨ber-
pru¨fen, betrachten wir im Folgenden den linearen Transport einer Unstetigkeit und eines Wel-
lenpakets. Da die Fouriertransformierte einer Unstetigkeit hauptsa¨chlich aus hochfrequenten
Anteilen besteht, spiegelt die numerische Simulation ihres linearen Transportes die Situation
hoher Frequenzen wieder. Der Transport eines Wellenpaketes ermo¨glicht dagegen, feste Wel-
lenzahlen und damit bestimmte Werte fu¨r β vorzugeben, fu¨r die die theoretischen Aussagen
mit der Numerik verglichen werden ko¨nnen.
Linearer Transport einer Unstetigkeit
Zuna¨chst betrachten wir den linearen Transport einer Unstetigkeit. Abbildung 4.38 vergleicht
die numerischen Ergebnisse, die wir mit Hilfe des zusammengesetzten Verfahrens und der rei-
nen Lax–Wendroff–Methode erhalten. Um der theoretisch untersuchten Situation genau zu
entsprechen, ist der Koeffizient dj der Filterroutine dabei stets eins, so daß der Filter perma-
nent aktiviert ist. Im linken Teil der Abbildung sind die Resultate fu¨r c = 1, im rechten fu¨r
c = 10 dargestellt. Zusa¨tzlich ist jeweils die exakte Lo¨sung des linearen Transportproblems
angegeben. In U¨bereinstimmung mit den theoretischen Ergebnissen fu¨r hohe Frequenzen ist
zu erkennen, daß das gefilterte Verfahren eine sta¨rkere Amplitudenda¨mpfung als das Lax–
Wendroff–Verfahren aufweist, wobei die Da¨mpfung fu¨r c = 1 sta¨rker ist als fu¨r c = 10.
Der relative Phasenfehler des Lax–Wendroff–Verfahrens schla¨gt sich in der numerischen Si-
mulation dadurch nieder, daß sich die fu¨r dieses Verfahren typischen Oszillationen ausbilden.
Da der Phasenfehler, wie die Theorie zeigt, hinterhereilenden Charakter hat, entstehen diese
Oszillationen bei positiver Ausbreitungsgeschwindigkeit links von der Unstetigkeit und eilen
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Abbildung 4.38: Vergleich zwischen exakter, gefilterter und Lax–Wendroff–Lo¨sung der linea-
ren Transportgleichung fu¨r c = 1 (links) und c = 10 (rechts) bei permanenter Filteraktivie-
rung
dem Stoß damit hinterher. Der relative Phasenfehler des zusammengesetzten Filterverfahrens
stimmt exakt mit dem der Lax–Wendroff–Lo¨sung u¨berein, so daß auch die gefilterte Routine
Oszillationen links vom Stoß erzeugt. Da die Amplituden bei der Filteraktivierung allerdings
stark geda¨mft werden, sind diese Oszillationen fu¨r c = 10 zum gro¨ßten Teil und fu¨r c = 1
vollsta¨ndig gegla¨ttet und daher in Abbildung 4.38 kaum oder gar nicht zu erkennen. Dennoch
ist fu¨r den linearen Transport einer Unstetigkeit, dessen Fouriertransformierte hauptsa¨chlich
aus hochfrequenten Anteilen besteht, die Analogie zwischen theoretischen und numerischen
Ergebnissen gezeigt.
Die zu starke Gla¨ttungseigenschaft der zusammengesetzten Verfahrens, die in Abbildung
4.38 besonders fu¨r c = 1 auffa¨llt, ist darauf zuru¨ckzufu¨hren, daß die Filterroutine fu¨r die
vorangegangenen Experimente fu¨r jeden Gitterpunkt ausgefu¨hrt wurde. Aktivieren wir den
Filterschritt dagegen, wie urspru¨nglich konstruiert, nur fu¨r Extremwerte, erhalten wir, statt
den Lo¨sungen in Abbildung 4.38, die in Abbildung 4.39 dargestellten Ergebnisse. Fu¨r den
2
2.5
3
3.5
4
4.5
5
5.5
6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
LW+Filter
LW
exakte Lsg.
2
2.5
3
3.5
4
4.5
5
5.5
6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
LW+Filter
LW
exakte Lsg.
Abbildung 4.39: Vergleich zwischen exakter, gefilterter und Lax–Wendroff–Lo¨sung der li-
nearen Transportgleichung fu¨r c = 1 (links) und c = 10 (rechts), wobei der Filter nur an
Extremwerten aktiviert ist
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Fall c = 1 ist die Steilheit der Unstetigkeit fast vollsta¨ndig erhalten und die Oszillationen
des Lax–Wendroff–Verfahrens sind gegla¨ttet, so daß das Filterverfahren sehr gute Resultate
liefert. Auch fu¨r c = 10 ist die Stoßho¨he erhalten, allerdings treten noch Restoszillationen vor
der Unstetigkeit auf.
Linearer Transport eines Wellenpaketes
Um die theoretisch gewonnenen Aussagen u¨ber Amplitude und Phase auch fu¨r niederfrequen-
te Signale mit Hilfe numerischer Simulationen zu u¨berpru¨fen, betrachten wir im Folgenden
ein sinusfo¨rmiges, niederfrequentes Wellenpaket, das es uns ermo¨glicht, die numerischen Er-
gebnisse der linearen Transportgleichung fu¨r bestimmte Frequenzen beziehungsweise Winkel
β auszuwerten.
Wir betrachten zuna¨chst die numerische Lo¨sung der linearen Transportgleichung mit Hilfe
des Lax–Wendroff–Verfahrens fu¨r das niederfrequente Signal
y(x, 0) = sin
(
β
∆x
· x
)
= sin
(
1
10
pi · x
∆x
)
.
Bei einer Ausbreitungsgeschwindigkeit von c = 1 erhalten wir fu¨r die CFL–Zahl ν = 0.1
nach der Zeit t = 2.5 die im linken Teil von Abbildung 4.40 dargestellte Lo¨sung. Da das
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Abbildung 4.40: Exakte Lo¨sung und Lax–Wendroff–Lo¨sung der linearen Transportgleichung
fu¨r ein niederfrequentes Signal mit β = 0.1pi (links) und β = 0.101pi (rechts)
Lax–Wendroff–Verfahren einen hinterhereilenden Phasenfehler besitzt, ist eine leichte Ver-
schiebung der zugeho¨rigen Lo¨sung nach links gegenu¨ber der exakten Lo¨sung zu erkennen.
Fu¨r kleine Frequenzen und damit kleine Winkel β ist der Phasenfehler des Verfahrens sehr
klein, so daß die Abweichungen nur minimal sind. Wie Abbildung 4.37 links zeigt, nimmt der
Phasenfehler fu¨r wachsendes β stark zu, was sich in den numerischen Experimenten schon fu¨r
einen minimal gro¨ßeren Winkel β = 0.101pi besta¨tigen la¨ßt, wie der rechte Teil der Abbildung
4.40 zeigt. Die Lax–Wendroff–Lo¨sung ist gegenu¨ber der exakten Lo¨sung weitaus deutlicher
nach links verschoben als noch fu¨r β = 0.1pi.
Abbildung 4.41 vergleicht die gefilterte und ungefilterte Version der Lax–Wendroff–Lo¨sung
nach der Zeit t = 0.2, wobei β = 0.1pi und ν = 0.1 gilt. Wie die theoretischen Untersuchungen
in den Abbildungen 4.36 und 4.37 zeigen, stimmen beide Resultate in ihrer Phase u¨berein.
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Abbildung 4.41: Vergleich der reinen und gefilterten Lax–Wendroff–Lo¨sung fu¨r β = 0.1pi
Da der Versta¨rkungsfaktor der gefilterten Methode kleiner ist als der des Lax–Wendroff–
Verfahrens, sind die Amplituden des gefilterten Signals geda¨mpft. Diese Da¨mpfung bewirkt,
daß das Signal schon nach kurzer Zeit vo¨llig zersto¨rt wird, und macht numerische Untersu-
chungen fu¨r gro¨ßere Winkel β oder gro¨ßere CFL–Zahlen ν unmo¨glich. Dennoch liefern die
Fa¨lle, fu¨r die eine numerische Analyse mo¨glich ist, U¨bereinstimmung mit den theoretisch
hergeleiteten Eigenschaften der Verfahren.
Schlußfolgerungen
Die von Neumannsche Stabilita¨tsanalyse ermo¨glicht es also, Aussagen u¨ber die Amplitude
und Phase von Differenzenverfahren fu¨r lineare Problemstellungen zu machen. Da fu¨r unsere
Anwendungen allerdings nichtlineare Modellgleichungen im Vordergrund stehen, ist die Aus-
sagekraft dieser Analysemethode eher gering. Sie liefert zwar die notwendige Bedingung, daß
die Stabilita¨t der linearisierten Modellgleichung mit festgehaltenen Koeffizienten eine not-
wendige Voraussetzung fu¨r die Stabilita¨t der zugeho¨rigen nichtlinearen Gleichung ist, aber
eine hinreichende Bedingung liefert diese Methodik nicht.
Die anfa¨ngliche Vermutung, mit Hilfe der von Neumannschen Stabilita¨tsanalyse, abgesehen
von der Nichtkonservativita¨t, weitere Ursachen fu¨r die Verschiebungsfehler, die bei der Fil-
terimplementierung entstehen, aufzeigen zu ko¨nnen, hat sich nicht besta¨tigt. Die relativen
Phasenfehler, die sich mit dieser Methode berechnen lassen, sind als Dispersionsfehler zu
interpretieren, die sich bei der numerischen Simulation fu¨r hochfrequente Bereiche, also Un-
stetigkeiten, als Oszillationen vor oder hinter dem Stoß bemerkbar machen, nicht als Ver-
schiebung der Lo¨sung.
Daru¨ber hinaus wurde bei den Untersuchungen ersichtlich, daß Verschiebungsfehler durch
die Implementierung von (4.25) nur auftreten, wenn das zugrundegelegte Modell nichtlinear
ist. Ein Filter, der beispielsweise fu¨r das einfache Cauchy–Problem fu¨r Burgers’ Gleichung
einen Verschiebungsfehler in der Lo¨sung erzeugt, weist bei seiner Anwendung auf die lineare
Transportgleichung keinen solchen Fehler auf.
Weitere numerische Experimente zeigen, daß bei der Implementierung von Filtergleichung
(4.25) und Anwendung auf das nichtlineare einfache Cauchy–Problem fu¨r Burgers’ Gleichung
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nur dann ein Verschiebungsfehler in der numerischen Lo¨sung entsteht, wenn der diskrete
Schalter dj aktiviert ist und fu¨r Extremwerte den Wert eins annimmt und sonst dj = 0 gilt.
Wird dj dagegen konstant auf eins gesetzt, entsteht der Verschiebungsfehler nicht. Dies zeigt,
daß Verschiebungsfehler nicht allein auf die Nichtkonservativita¨t der Filterroutinen zuru¨ck-
gefu¨hrt werden ko¨nnen. Auch die Nichtlinearita¨t der zugrundeliegenden Problemstellung und
die Verwendung vollsta¨ndig diskreter Schalter bei der Filterimplementierung ko¨nnen Ursache
einer Stoßverschiebung sein.
4.2 Prinzip der Signalzerlegung
Bisher wurden neue Filterroutinen fu¨r das numerische Lo¨sen hyperbolischer Erhaltungsglei-
chungen direkt auf den zu filternden Datensatz angewendet. Das folgende Unterkapitel stellt
dagegen eine neue Art der Implementierung bekannter Filter dar, die darauf beruht, daß
das zu filternde Signal vor der Filteranwendung in zwei Teilsignale zerlegt wird. Die Diffusi-
onsterme, die bei den einzelnen Arbeitsschritten des neuen Verfahrens entstehen, ko¨nnen zu
einer Gesamtdiffusion zusammengefaßt werden, die dann wiederum als diskrete Filterroutine
interpretiert werden kann.
Zuna¨chst betrachten wir die grundlegende Methode dieser Daten– oder Signalzerlegung und
gehen auf ihre Anwendung im Kontext nichtlinearer Filter fu¨r Differenzenverfahren ho¨herer
Ordnung ein. Es folgt die Analyse der verschiedenen Diffusionsterme und ihre Zusammenset-
zung sowie ein Vergleich dieser neuen Methodik mit dem aus der Bildverarbeitung bekannten
Soft Wavelet Shrinkage. Zum Abschluß pra¨sentieren wir numerische Resultate, die die neuen
Verfahren fu¨r verschiedene Anwendungsbeispiele liefern.
4.2.1 Grundlegende Methode
Die grundlegende Idee bei der Daten– oder Signalzerlegung ist es, ein verrauschtes Eingangs-
signal, das ohne Beeintra¨chtigung der physikalischen Strukturen gegla¨ttet werden soll, zu-
na¨chst in zwei Signalteile zu zerlegen und den nichtlinearen Filter erst im Anschluß daran
auf eines dieser Teilsignale anzuwenden, anstatt das Eingangssignal direkt zu filtern.
In der Signalverarbeitung wird zu diesem Zweck wie folgt vorgegangen. Das Eingangssignal,
das wir mit A bezeichnen, wird mit einem einfachen Tiefpaßfilter zerlegt. Es ergibt sich ein
vom Rauschen befreites aber auch u¨bergla¨ttetes Signal B sowie das Differenzsignal A − B.
Auf dieses Differenzsignal wird der nichtlineare Filter angewendet, der das Signal C zuru¨ck-
gibt. Anschließend werden die Signale B und C addiert, und ihre Summe liefert das gefilterte
Eingangssignal, befreit von Oszillationen ohne Verfa¨lschung der tatsa¨chlichen Signalstruktu-
ren.
Bei der U¨bertragung dieses Vorgehens auf numerische Lo¨sungsverfahren fu¨r hyperbolische
Erhaltungsgleichungen kann analog vorgegangen werden. Eine oszillierende Lo¨sung eines Dif-
ferenzenverfahrens ho¨herer Ordnung stellt das Eingangssignal A dar, das durch ein Verfahren
erster Ordnung, beispielsweise dem Lax–Friedrichs–Verfahren, tiefpaßgefiltert wird. Auf das
Differenzsignal wird ein nichtlinearer Filter, hier exemplarisch die diskrete Version der neu
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entwickelten Filtergleichung
ut = ((1− sgn |ux|)ux)x, (4.33)
angewendet, und das Ergebnis wird zu der Lo¨sung des Differenzenverfahrens erster Ordnung
addiert.
Prinzipiell gibt es auch hier zwei unterschiedliche Mo¨glichkeiten, das Filterverfahren mit Hilfe
der Datenzerlegung zu implementieren. Einerseits la¨ßt sich die Methode so einbauen, daß sie
nach vollsta¨ndiger Beendigung des Differenzenverfahrens in Kraft tritt, andererseits la¨ßt sie
sich nach jedem Zeitschritt des Differenzenverfahrens anwenden. Vorteil letzterer Mo¨glich-
keit ist dabei wieder, daß das zugrundeliegende Differenzenverfahren keine numerisch stabile
Lo¨sung hervorbringen muß und damit auf sehr einfache und rechentechnisch gu¨nstige Verfah-
ren, wie dem Zentrale–Differenzen–Verfahren zweiter Ordnung, zuru¨ckgegriffen werden kann.
Fu¨r beide Implementierungsmo¨glichkeiten des Filterns mit vorheriger Datenzerlegung sind in
Abschnitt 4.2.4 Anwendungsbeispiele und Ergebnisse gegeben.
Zuna¨chst gehen wir auf die bei der Datenzerlegungsmethode entstehenden Diffusionsterme
ein.
4.2.2 Diffusionsanalyse
Basierend auf dem Zentrale–Differenzen–Verfahren als zugrundeliegendes Differenzenschema
und dem Lax–Friedrichs–Verfahren als Tiefpaßfilter wird die Methode der Datenzerlegung im
Folgenden bezu¨glich der auftretenden Diffusionsterme untersucht. Dabei berechnen wir die
Diffusionen der einzeln angewendeten Differenzenverfahren und setzen diese anschließend zu
einer gesamten Diffusion zusammen. Mit Hilfe des resultierenden Diffusionsterms la¨ßt sich
eine weitere Implemtierungsvariante der Datenzerlegungsmethode konstruieren, bei der die
Gesamtdiffusion direkt in das zugrundegelegte Differenzenverfahren implementiert wird.
Fu¨r die Diffusionsanalyse betrachten wir das eindimensionale Cauchy–Problem (1.49) fu¨r
Burgers’ Gleichung, das zum Zeitpunkt t = 1 einen Stoß ausbildet. Als zugrundeliegendes
Differenzenschema verwenden wir das Zentrale–Differenzen–Verfahren zweiter Ordnung, des-
sen kontinuierliche Gleichung wir mit Hilfe der Taylorentwicklung und den Bezeichnungen
h ≡ ∆x und k ≡ ∆t berechnen:
Un+1i = U
n
i −
k
h
(
1
2
(
f(Uni+1) + f(U
n
i )
)− 1
2
(
f(Uni ) + f(U
n
i−1)
))
= Uni −
k
h
(
1
2
f(Uni+1)−
1
2
f(Uni−1)
)
⇔ U
n+1
i − Uni
k
= −f(U
n
i+1)− f(Uni−1)
2h
⇒ ut + 1
2
kutt +O(k
2) = −f(u)x +O(h2).
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Gleiches Vorgehen fu¨r das Lax–Friedrichs–Verfahren, das als Tiefpaßfilter eingesetzt wird,
liefert
Un+1i = U
n
i −
k
h
(
1
2
(
f(Uni+1)− f(Uni−1)
)− h
2k
(
Uni+1 − 2Uni + Uni−1
))
= Uni −
k
2h
(
f(Uni+1)− f(Uni−1)
)
+
1
2
(
Uni+1 − 2Uni + Uni−1
)
⇔ U
n+1
i − Uni
k
= −f(U
n
i+1)− f(Uni−1)
2h
+
Uni+1 − 2Uni + Uni−1
2k
⇒ ut + 1
2
kutt +O(k
2) = −f(u)x + h
2
2k
uxx +O(h
2).
Da k = ch gilt, wenn c eine positive Konstante bezeichnet, ist der zweite Term auf der
rechten Seite dieser Gleichung von der Gro¨ßenordnung O(h), und der Diffusionsterm des
Lax–Friedrichs–Verfahrens ist bis auf Terme der Ordnung O(k2, h2) durch
h2
2k
uxx
gegeben. Die Differenzbildung beider Verfahren, das heißt, Ausgangsdatensatz minus Ergebnis
des Tiefpaßfilters, liefert daher den Diffusionsterm
−h
2
2k
uxx.
Im Diskreten ist dieser Ausdruck durch
−U
n
i+1 − 2Uni + Uni−1
2k
gegeben. Der nichtlineare Filteralgorithmus, der im zweiten Schritt angewendet wird, besitzt
die konservative Diskretisierung
Un+1i − Uni
k
=
1
2h2
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
,
wobei di = 1 gewa¨hlt wird, wenn an der Stelle i ein Extremwert vorliegt, andernfalls wird
di = 0 gesetzt. Aus Gru¨nden der Konsistenz wird der Korrekturterm, das heißt, die rechte
Seite der Filtergleichung, bei der Implementierung zusa¨tzlich mit h multipliziert, so daß der
diskrete Diffusionsterm der Filtergleichung durch
1
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
gegeben ist.
Das Zusammensetzen der einzeln berechneten Diffusionen liefert fu¨r die gesamte Filterproze-
dur mit vorheriger Datenzerlegung den Diffusionsterm
−U
n
i+1 − 2Uni + Uni−1
2k
+
1
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
. (4.34)
Bei der numerischen Implementierung ist zu beachten, daß diese Diffusion (4.34) noch zu
dem tiefpaßgefilterten Datensatz, also zum Ergebnis des Lax–Friedrichs–Verfahrens, addiert
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werden muß, um die gefilterte Version des Eingangsdatensatzes wiederzugeben.
Daru¨ber hinaus bietet sich die Mo¨glichkeit, die berechnete Diffusion (4.34) direkt in das
Lax–Friedrichs–Verfahren zu implementieren, so daß sich das neue Differenzenverfahren
Un+1i = U
n
i −
k
2h
(
f(Uni+1)− f(Uni−1)
)
+
1
2
(Uni+1 − 2Uni + Uni−1) (4.35)
−U
n
i+1 − 2Uni + Uni−1
2
+
k
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
= Uni −
k
2h
(
f(Uni+1)− f(Uni−1)
)
+
k
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
ergibt.
Numerische Ergebnisse fu¨r diese Art der Implementierung werden in Abschnitt 4.2.4 darge-
stellt.
Bevor wir auf die Numerik eingehen, leiten wir zuna¨chst die kontinuierliche Form des aus
Gesamtdiffusion (4.34) und Differenzenschema zusammengesetzten Verfahrens (4.35) her. Da-
bei ist eine Fallunterscheidung fu¨r die verschiedenen Kombinationen der Vorfaktoren di−1, di
und di+1 notwendig. Exemplarisch zeigen wir die ausfu¨hrliche Herleitung der kontinuierlichen
Gleichung fu¨r den Fall di−1 = di = di+1 = 1:
Das Zentrale–Differenzen–Verfahren mit direkt integrierter Diffusion aus der Datenzerlegung
ist durch (4.35) gegeben, besteht also aus dem Lax–Friedrichs–Verfahren (als Ergebnis des
Tiefpaßfilters) und der Diffusion aus der Datenzerlegung. Fu¨r di−1 = di = di+1 = 1 la¨ßt sich
dieser Ausdruck zu
Un+1i = U
n
i −
k
2h
(
f(Uni+1)− f(Uni−1)
)
+
k
h
(Uni+1 − 2Uni + Uni−1)
vereinfachen, und weitere Termumformung liefert
Un+1i − Uni
k
= −f(U
n
i+1)− f(Uni−1)
2h
+
h2
h
Uni+1 − 2Uni + Uni−1
h2
.
Dieser Ausdruck la¨ßt sich in kontinuierlicher Form bis auf Terme der Ordnung O(k, h2) als
ut = −f(u)x + h · uxx
⇔ ut + f(u)x = huxx
darstellen und ist damit eine Advektions–Diffusions–Gleichung vom Typ
ut +Aux = Duxx
mit A = u und D = h.
Gleiches Vorgehen ist auch auf alle anderen Kombinationsmo¨glichkeiten der Vorfaktoren
di−1, di, di+1 anwendbar, so daß sich fu¨r das Differenzenverfahren mit integrierter Filter-
routine bis auf Terme der Gro¨ßenordnung O(h2) und O(k) die folgenden kontinuierlichen
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Formen ergeben:
(1) di−1 = di = di+1 = 1 : ut + f(u)x = huxx, (4.36)
(2) di−1 = di = di+1 = 0 : ut + f(u)x = 0,
(3) di−1 = 1, di = di+1 = 0 : ut + f(u)x = −1
2
ux +
h
4
uxx,
(4) di−1 = di+1 = 0, di = 1 : ut + f(u)x =
h
2
uxx,
(5) di−1 = di = 0, di+1 = 1 : ut + f(u)x =
1
2
ux +
h
4
uxx,
(6) di−1 = 0, di = di+1 = 1 : ut + f(u)x =
1
2
ux +
3h
4
uxx,
(7) di−1 = di+1 = 1, di = 0 : ut + f(u)x =
h
2
uxx,
(8) di−1 = di = 1, di+1 = 0 : ut + f(u)x = −1
2
ux +
3h
4
uxx.
Bemerkenswert bei dieser Auflistung der kontinuierlichen Gleichungen ist die Tatsache, daß
die Ableitung ux in den Fa¨llen (3), (5), (6) und (8) ohne einen Faktor der Gro¨ßenordnung h
oder h2 auftritt, da diese Terme selbst bei Grenzbetrachtungen fu¨r h→ 0 erhalten bleiben.
Fu¨r weiterfu¨hrende mathematische Betrachtungen ist es sinnvoll, die kontinuierlichen Glei-
chungen bis zur Ordnung O(k2) zu betrachten und nicht schon, wie bisher, Terme der Gro¨ßen-
ordnung O(k) zu vernachla¨ssigen, da aufgrund der CFL–Bedingung zwischen h und k der
lineare Zusammenhang k = c · h mit konstantem c > 0 besteht.
Mit Hilfe der Taylorentwicklung ergibt sich unter dieser Voraussetzung aus dem Lax–Fried-
richs–Verfahren
Un+1i − Uni
k
= − 1
2h
(
f(Uni+1)− f(Uni−1)
)
+
1
2k
(Uni+1 − 2Uni + Uni−1)
die Differentialapproximation
ut +
k
2
utt + f(u)x =
h2
2k
uxx +O(h
2) +O(k2), (4.37)
so daß die kontinuierliche Gleichung des Lax–Friedrichs–Verfahrens bis auf Terme der Gro¨ßen-
ordnung O(h2) und O(k2) durch
ut +
k
2
utt + f(u)x =
h2
2k
uxx (4.38)
gegeben ist.
Diese Darstellung entspricht der in Shokin [58] eingefu¨hrten Γ–Form der Differentialdarstel-
lung des zugeho¨rigen Differenzenschemas. Shokin konstruiert sie aus dem Differenzenschema,
indem er die diskreten Differenzen durch ihre entsprechenden Differentialapproximationen er-
setzt. Handelt es sich bei dem Differenzenschema um ein Verfahren der Ordnung γ1 bezu¨glich
t und γ2 bezu¨glich x oder der Ordnung γ, wenn, wie im vorliegenden Fall, h = h(k) angenom-
men wird, und werden in der Γ–Form die Terme der Ordnung O(kγ1+1, hγ2+1) beziehungsweise
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O(hγ+1) vernachla¨ssigt, ergibt sich die von Shokin betrachtete Γ–Form der ersten Differenti-
alapproximation des gegebenen Differenzenschemas.
Da das Lax–Friedrichs–Verfahren ein Differenzenschema erster Ordnung ist, kann aus (4.37)
gefolgert werden, daß Gleichung (4.38), also
ut +
k
2
utt + f(u)x − h
2
2k
uxx = 0,
gleichzeitig die Γ–Form der ersten Differentialapproximation des Lax–Friedrichs–Schemas
darstellt.
Analog ergeben sich die Γ–Formen der ersten Differentialapproximationen des Zentrale–
Differenzen–Verfahrens mit direkt integrierter Gesamtdiffusion aus der Datenzerlegung. Fu¨r
die Fa¨lle (1) bis (8) aus (4.36) ergibt sich jeweils auf der linken Gleichungsseite, ebenso wie
im Lax–Friedrichs–Verfahren, der zusa¨tzliche Summand
1
2
kutt.
Aus der Γ–Form la¨ßt sich die ebenfalls von Shokin definierte Π–Form herleiten. Allgemein
ergibt sich die Π–Form eines Differenzenverfahrens aus der Γ–Form, indem die Ableitun-
gen ∂
lu
∂tl
fu¨r l ≥ 2 durch Ableitungen nach x mit Hilfe der Γ–Form ersetzt werden. Besitzt
das urspru¨ngliche Differenzenverfahren die Approximationsordnung γ1 beziehungsweise γ2
bezu¨glich t beziehungsweise x, und vernachla¨ssigt man in der Π–Form Terme der Ordnung
O(kγ1+1, hγ2+1), so ergibt sich die Π–Form der ersten Differentialapproximation des zugeho¨ri-
gen Differenzenschemas. Entscheidend bei der Entwicklung der Π–Form eines Differenzenver-
fahrens ist, daß dabei nicht auf die zu approximierende Differentialgleichung zuru¨ckgegriffen
wird. Da das Differenzenschema die exakte Differentialgleichung nicht mehr erfu¨llt, werden
damit, im Gegensatz zu anderen mathematischen Entwicklungsmethoden, zusa¨tzliche Fehler-
quellen vermieden. Allerdings ist zu beachten, daß sich die Π–Form der ersten Differential-
approximation genauso durch das formale Ersetzen der Ableitungen nach t bis zur Ordnung
γ1 durch Ableitungen nach x unter Verwendung der zugrundeliegenden Differentialgleichung
ergibt. Unterschiede in der resultierenden Π–Form treten erst ab der zweiten Differential-
approximation auf.
Zur Entwicklung der Π-Form der ersten Differentialapproximation des Lax–Friedrichs–Ver-
fahrens ko¨nnen also entweder verschiedene Differentialoperatoren so auf die Γ–Form ange-
wendet werden, daß bei Addition der resultierenden Gleichungen die Zeitableitungen sowie
die gemischten Ableitungen eliminiert werden, oder diese Ableitungen werden unter Verwen-
dung der zugeho¨rigen Differentialgleichung ersetzt. Letztere Mo¨glichkeit wird aufgrund ihrer
Ku¨rze fu¨r die vorliegende Situation gewa¨hlt:
Aus der Differentialgleichung
ut = −uux
ergibt sich
utt = (−uux)t = −utux − uutx = −(−uux)ux − u(−uux)x
= uu2x + u
2uxx + uu
2
x = 2uu
2
x + u
2uxx,
und Einsetzen dieses Ausdrucks in die Γ–Form (4.38) liefert
ut + f(u)x = −kuu2x +
(
h2
2k
− k
2
u2
)
uxx, (4.39)
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die Π–Form der ersten Differentialapproximation des Lax–Friedrichs–Verfahrens. Mit der
Bezeichnung τ = kh la¨ßt sich die Π–Form weiterhin zu der kompakteren und bei Shokin
verwendeten Darstellung
ut + f(u)x =
h2
2k
[(
1− κ2u2)ux]x (4.40)
umformen.
Analog zum Vorgehen fu¨r das Lax–Friedrichs–Verfahren berechnen sich die Π–Formen fu¨r
die Fa¨lle (1) bis (8) des Differenzenverfahrens mit integriertem Diffusionsterm. Stets wird
im zusa¨tzlichen Term 12kutt der Ausdruck utt durch 2uu
2
x + u
2uxx ersetzt, so daß in den
Differentialapproximationen der Fa¨lle (1) bis (8) jeweils auf der rechten Seite der Term
−kuu2x −
k
2
u2uxx
hinzukommt. Die Π–Formen sind damit fu¨r die verschiedenen Fa¨lle durch
(1) di−1 = di = di+1 = 1 : ut + f(u)x = −kuu2x + (h−
k
2
u2)uxx, (4.41)
(2) di−1 = di = di+1 = 0 : ut + f(u)x = −kuu2x −
k
2
u2uxx,
(3) di−1 = 1, di = di+1 = 0 : ut + f(u)x = −(1
2
+ kuux)ux + (
h
4
− k
2
u2)uxx,
(4) di−1 = di+1 = 0, di = 1 : ut + f(u)x = −kuu2x + (
h
2
− k
2
u2)uxx,
(5) di−1 = di = 0, di+1 = 1 : ut + f(u)x = (
1
2
− kuux)ux + (h
4
− k
2
u2)uxx,
(6) di−1 = 0, di = di+1 = 1 : ut + f(u)x = (
1
2
− kuux)ux + (3h
4
− k
2
u2)uxx,
(7) di−1 = di+1 = 1, di = 0 : ut + f(u)x = −kuu2x + (
h
2
− k
2
u2)uxx,
(8) di−1 = di = 1, di+1 = 0 : ut + f(u)x = −(1
2
+ kuux)ux + (
3h
4
− k
2
u2)uxx
gegeben. An den Π–Formen der Fa¨lle (1), (2), (4) und (7) ist sofort die Konsistenz der
durch Datenzerlegung gefilterten Gleichung mit der zugrundeliegenden Differentialgleichung
zu erkennen, da die rechten Seiten der Gleichungen jeweils aus Termen der Ordnung O(h)
bestehen, die fu¨r h→ 0 gegen Null konvergieren. Fu¨r die andern Fa¨lle ist diese Aussage nicht
unbedingt gu¨ltig, da einerseits ihre rechten Seiten fu¨r h → 0 nicht gegen Null konvergieren,
und sich andererseits das Zusammenspiel der verschiedenen mo¨glichen Fa¨lle nicht u¨berblicken
la¨ßt, so daß wir nicht analysieren ko¨nnen, welche Differentialgleichung in der Summe appro-
ximiert wird.
Ebenso wenig lassen sich Stabilita¨tsaussagen aus den berechneten Π–Formen ableiten. Fu¨r
die bekannte Wa¨rmeleitungsgleichung ut + f(u)x = Duxx mit D > 0 wu¨rde Stabilita¨t folgen,
aber im vorliegenden Fall treten Terme, die aus ersten Ableitungen bestehen, auf, und die
Vorfaktoren der zweiten Ableitungen sind nicht notwendig positiv.
Insgesamt haben wir mit Hilfe einer Diffusionsanalyse der einzelnen Teilschritte beim Filtern
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mit vorheriger Datenzerlegung eine Gesamtdiffusion entwickelt, die den Filter– und Zerle-
gungsvorgang mathematisch widerspiegelt und deren direkte Implementierung eine weitere
numerische Anwendungsvariante liefert. Daru¨ber hinaus lassen sich die mo¨glichen kontinuier-
lichen Formen der resultierenden diskreten Gleichungen entwickeln und in die Γ– und Π–Form
umformulieren. Eine daraus erhoffte Analyse des neuen Filterverfahrens bleibt allerdings aus.
Bevor wir auf die numerischen Anwendungen der neu entwickelten Filtermethode eingehen,
vergleichen wir im folgenden Abschnitt das neue Filterverfahren mit dem aus der Bildverar-
beitung bekannten Soft Wavelet Shrinkage.
4.2.3 Zusammenhang zum Soft Wavelet Shrinkage
Das Soft Wavelet Shrinkage [15] ist eine in der Bildverarbeitung ha¨ufig genutzte Technik,
die zum Entrauschen von Signalen und Bildern bei gleichzeitiger Erhaltung ihrer Unstetig-
keiten eingesetzt wird. In neuesten Vero¨ffentlichungen von Steidl, Weickert und Mitarbeitern
[63, 65] wird die A¨quivalenz dieser Technik mit anderen, in der Bildverarbeitung bekannten
Methoden wie der Totalvariations–Regularisierung und der Totalvariations–Diffusion gezeigt.
Auch die von uns entwickelte Filtertechnik mit vorheriger Datenzerlegung weist gewisse A¨hn-
lichkeiten mit dem Soft Wavelet Shrinkage auf, die im Folgenden na¨her untersucht werden.
Es wird sich zeigen, daß eine quantitative A¨quivalenz nicht gegeben ist, die Verfahren aber
qualitativ sehr a¨hnlich sind.
Der Einfachheit halber bleiben wir fu¨r die A¨quivalenzuntersuchungen im Eindimensionalen
und betrachten nur eine spezielle Art von Wavelets, die Haar–Wavelets. Zuna¨chst erkla¨ren
wir das Prinzip des Soft Haar Wavelet Shrinkage.
Soft Haar Wavelet Shrinkage
Wir betrachten im Folgenden einen einzelnen Haar Wavelet Shrinkage–Schritt. Sei dazu
f = (fi)
N−1
i=0 ein Eingangssignal und gelte N = 2
n. Dieses Eingangssignal wird in zwei Teil-
signale ci und bi zerlegt, wobei
ci =
f2i + f2i+1√
2
, bi =
f2i − f2i+1√
2
(i = 0, . . . ,
N
2
− 1)
gilt. Die Zerlegung heißt Analyseschritt, ci sind die Koeffizienten einer Skalierungsfunktion
und bi die Koeffizienten des Wavelets auf dem na¨chst gro¨beren Gitter. Die Mittelung
ci =
f2i + f2i+1√
2
stellt dabei das Ergebnis eines einfachen Tiefpaßfilters dar, bei dem der Nenner aus Skalie-
rungsgru¨nden
√
2 statt 2 ist, und
bi =
f2i − f2i+1√
2
gibt das Ergebnis eines einfachen Hochpaßfilters zuru¨ck. Auf den Analyseschritt folgt die
Shrinkage–Operation Sτ (bi), die auf das Signal bi angewendet wird und in Abha¨ngigkeit des
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Schwellenparameters τ die Koeffizienten bi schrumpft oder abschneidet. Sτ bezeichnet im
Allgemeinen eine nichtlineare, von τ abha¨ngige Funktion, die im Falle des Soft Shrinkage
durch
Sτ (η) =
{
η − τsgn η , |η| ≥ τ
0 , |η| < τ
gegeben ist. Sie bewirkt, daß η entweder auf Null gesetzt wird oder aber um den Wert τ redu-
ziert wird. Die neuen Koeffizienten, die bei Anwendung von Sτ auf bi entstehen, bezeichnen
wir mit b˜i. Der letzte Schritt des Soft Wavelet Shinkage ist der Syntheseschritt, in dem die
Koeffizienten ci und b˜i zum neuen Signal u zusammengesetzt werden. Die Zusammensetzung
erfolgt gema¨ß
u2i =
ci + Sτ (bi)√
2
=
f2i + f2i+1
2
− 1√
2
Sτ
(
f2i+1 − f2i√
2
)
,
u2i+1 =
ci − Sτ (bi)√
2
=
f2i + f2i+1
2
+
1√
2
Sτ
(
f2i+1 − f2i√
2
)
.
Das neue Signal u hat kleinere Wavelet–Koeffizienten und stellt die entrauschte Version des
Eingangssignals f dar.
Parallelen zum Filtern mit Datenzerlegung
Beim Filtern mit vorheriger Datenzerlegung ko¨nnen wir unseren durch Oszillationen ver-
rauschten Datensatz ebenfalls mit f = (fi)
N−1
i=0 bezeichnen, wobei N die Anzahl der Git-
terpunkte, auf denen der Algorithmus angewendet wird, angibt. Die Rolle des Tiefpaßfilters
u¨bernimmt das Lax–Friedrichs–Verfahren, das das u¨bergla¨ttete Teilsignal c = (ci)
N−1
i=0 zuru¨ck-
gibt. Die Differenz aus dem Eingangssignal f und c liefert das Signal b = (bi)
N−1
i=0 , das als
Ergebnis eines Hochpaßfilters interpretiert werden kann. Auf das Signal b wird der nichtlineare
Filter
ut = ((1− sgn (|ux|))ux)x
angewendet. Die Anwendung dieses Filters auf die Daten b la¨ßt sich als Shrinkage–Funktion
Sτ (η, ηx, ηxx) = η + τ(g(|ηx|)ηx)x
mit g(|ηx|) = 1− sgn (|η|) darstellen, wobei fu¨r den Parameter τ in unserem Fall τ = ∆t gilt.
An dieser Stelle wird ein deutlicher Unterschied zum Soft Wavelet Shrinkage sichtbar. Die
Funktion Sτ ha¨ngt hier nicht nur von η sondern auch von den Ableitungen ηx und ηxx ab, so
daß die direkte Berechnung von Sτ (bi) nicht mehr in vollsta¨ndiger Analogie zum Soft Wavelet
Shrinkage vorgenommen werden kann. Qualitativ bewirkt die Funktion Sτ (η, ηx, ηxx) aller-
dings etwas sehr A¨hnliches wie die eigentliche Shrinkage–Funktion Sτ (η), auch hier werden die
Extremwerte geschrumpft und alle anderen Werte bleiben unvera¨ndert. Im Fall des Filterns
mit vorheriger Datenzerlegung wird das Abschneiden der Extrema allerdings zusa¨tzlich mit
der Kru¨mmung an den entsprechenden Punkten gewichtet, so daß hochfrequente Oszillatio-
nen sta¨rker geschrumpft werden als niederfrequente. Das Verha¨ltnis zwischen Regionengro¨ße
der Oszillationen und Schrumpfungsbetrag ist damit nichtlinear. Beim Soft Wavelet Shrin-
kage werden die Extremwerte dagegen antiproportional zu ihrer Ausdehnung geschrumpft.
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Auch der Syntheseschritt des Soft Wavelet Shrinkage findet sich beim Filtern mit vorheri-
ger Datenzerlegung wieder, die geschrumpften Koeffizienten b˜i werden zu den Koeffizienten ci
aus dem Lax–Friedrichs–Verfahren addiert, und es ergibt sich der neue, gefilterte Datensatz u.
Insgesamt betrachtet, la¨ßt sich das Filterprinzip mit vorheriger Datenzerlegung als Soft Haar
Wavelet Shrinkage interpretieren, wobei wir allerdings einen anderen Tiefpaßfilter und eine
andere Shrinkage–Funktion verwenden.
Der enge Zusammenhang zwischen unserer neu entwickelten Filtermethode und dem aus der
Bildverarbeitung bekannten und ha¨ufig verwendeten Soft Wavelet Shrinkage unterstu¨tzt un-
sere Annahme, ein geeignetes Filterprinzip fu¨r das nichtlineare Gla¨tten von Oszillationen in
Lo¨sungen hyperbolischer Erhaltungsgleichungen gefunden zu haben.
Die numerischen Anwendungen im folgenden Abschnitt belegen die gute Funktionalita¨t des
neu entwickelten Filterprinzips.
4.2.4 Resultierende Algorithmen und ihre Anwendung
Zuna¨chst implementieren wir das Filterprinzip mit vorheriger Datenzerlegung, ohne die Kennt-
nis der dabei entstehenden Gesamtdiffusion auszunutzen. Als erstes untersuchen wir dabei
die Filterimplementierung nach Beendigung des Differenzenverfahrens.
Datenzerlegung nach Beendigung des Differenzenverfahrens
Wir lo¨sen das eindimensionale Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung mit dem Lax–
Wendroff–Verfahren. Da es sich um ein Verfahren ho¨herer Ordnung handelt, treten Oszilla-
tionen in der Umgebung der Unstetigkeit auf, die wir mit Hilfe der Datenzerlegung gla¨tten
wollen. Dazu berechnen wir parallel zur Lax–Wendroff–Lo¨sung das entsprechende Ergebnis
des Lax–Friedrichs–Verfahrens, das ein Differenzenverfahren erster Ordnung ist und damit
als Tiefpaßfilter eingesetzt werden kann. Auf die Differenz aus Lax–Wendroff– und Lax–
Friedrichs–Lo¨sung wenden wir die nichtlineare Filterroutine
ut = ((1− sgn |ux|)ux)x (4.42)
an und addieren anschließend den gefilterten Datensatz zu der Lax–Friedrichs–Lo¨sung. Auf
einem Rechengitter aus 400 a¨quidistanten Gitterpunkten ergibt sich nach t = 2.5 bei einer
CFL–Zahl von 0.5 und 20 Iterationen des nichtlinearen Filters (4.42) das in Abbildung 4.42
dargestellte Ergebnis. Zum Vergleich sind die zugeho¨rigen Lo¨sungen des Lax–Wendroff– und
Lax–Friedrichs–Verfahrens ebenfalls dargestellt.
Die mit Hilfe der Datenzerlegung gefilterte Lo¨sung zeigt, daß die Oszillationen des Lax–
Wendroff–Verfahrens reduziert sind, ohne daß U¨bergla¨ttungen aufgrund der Anwendung des
Lax–Friedrichs–Verfahrens zu erkennen sind. Die tatsa¨chliche Ho¨he und die Lage der Unste-
tigkeit sind erhalten.
162 4. ENTWICKLUNG NEUER FILTERMETHODEN
0.5
1
1.5
2
2.5
3
0 1 2 3 4 5 6 7
gefilterte Lsg.
LF
LW
Abbildung 4.42: Mittels Datenzerlegung gefiltertes Ergebnis sowie Lax–Wendroff– und Lax–
Friedrichs–Lo¨sung
Datenzerlegung nach jedem Zeitschritt des Differenzenverfahrens
Von gro¨ßerer Bedeutung ist die Filterimplementierung nach jedem Zeitschritt des Differen-
zenverfahrens, der wir uns im Folgenden widmen.
Wa¨hrend jedes Zeitschrittes des Differenzenschemas wird dazu sowohl ein Schritt des zu-
grundeliegenden Lax–Wendroff–Verfahrens als auch ein Schritt des als Tiefpaß aufgefaßten
Lax–Friedrichs–Verfahrens gelo¨st. Auf den Differenzdatensatz wird eine Filteriteration des
nichtlinearen Filters angewendet, und das Ergebnis, addiert zu dem Datensatz aus dem Lax–
Friedrichs–Schritt, liefert die Ausgangsdaten fu¨r den darauffolgenden Zeitschritt. Wenden
wir dieses Verfahren wieder auf das einfache Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung
an, ergibt sich auf einem Rechengitter aus 400 a¨quidistanten Gitterpunkten bei einer CFL–
Zahl von 0.6 nach t = 2.5 die in Abbildung 4.43 links dargestellte Lo¨sung. Die Oszillationen
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Abbildung 4.43: Nach jedem Zeitschritt gefilterte Lax–Wendroff–Lo¨sung und zugeho¨rige Lax–
Friedrichs–Lo¨sung fu¨r N = 400 (links) und N = 6400 (rechts)
des Lax–Wendroff–Verfahrens sind gegla¨ttet, nur direkt vor und hinter dem Stoß sind noch
Restoszillationen zu erkennen. Sie ko¨nnen durch Anwendung mehrerer Filteriterationen pro
Zeitschritt weiter verringert werden, sind aber nie vollsta¨ndig gegla¨ttet. Ein Vergleich mit
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der zugeho¨rigen Lax–Friedrichs–Lo¨sung zeigt, daß nicht nur die Ho¨he sondern auch die Lage
der Unstetigkeit korrekt erhalten ist. Fu¨r h → 0 konvergiert das Verfahren, wie der rechte
Teil der Abbildung fu¨r N = 6400 andeutet.
Die Leistungsfa¨higkeit der neuen Filtermethode wird deutlich, wenn wir das stabile Lax–
Wendroff–Verfahren durch das instabile Zentrale–Differenzen–Schema zweiter Ordnung er-
setzen. Wie bereits bekannt, liefert dieses Verfahren bei einer CFL–Zahl von 0.009 nach
t = 2.5 eine sehr stark oszillierende Lo¨sung, dargestellt in Abbildung 3.9, die schon wenige
Zeitschritte spa¨ter zusammenbricht. Abbildung 4.44 links zeigt dagegen die nach jedem Zeit-
schritt durch Datenzerlegung gefilterte Lo¨sung zum gleichen Zeitpunkt, wobei eine wesentlich
gro¨ßere CFL–Zahl von 0.1 gewa¨hlt wurde. In der Lo¨sung sind nur noch wenige Restoszillatio-
nen zu erkennen, und Ho¨he und Lage der Unstetigkeit sind korrekt erhalten, wie der Vergleich
mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung zeigt.
Betrachten wir allerdings das Lo¨sungsverhalten fu¨r h → 0, stellen wir fest, daß sich fu¨r
N = 1600, also viermal so kleine Gitterweite, neue Oszillationen bilden, wie die rechte Dar-
stellung in Abbildung 4.44 zeigt. Da dieses Verhalten beim Lax–Wendroff–Verfahren als zu-
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Abbildung 4.44: Nach jedem Zeitschritt gefilterte Zentrale–Differenzen–Lo¨sung im Vergleich
zur Lax–Friedrichs–Lo¨sung fu¨r N = 400 (links) und N = 1600 (rechts)
grundeliegendes Differenzenverfahren nicht auftritt, sind diese Oszillationen, ebenso wie in
Kapitel 4.1.5, auf das instabile Zentrale–Differenzen–Verfahren zuru¨ckzufu¨hren.
Das Entstehen der Oszillationen kann auch hier verhindert werden, indem wir eine kleinere
CFL–Zahl, beispielsweise 0.05, wa¨hlen oder die Zeitschrittweite verkleinern. Ersetzen wir die
hyperbolische durch eine parabolische Zeitschrittweite, bilden sich zwar keine Oszillationen
mehr aus, aber das resultierende Verfahren beno¨tigt sehr viel Rechenzeit. Reduzieren wir die
hyperbolische Zeitschrittweite dagegen gema¨ß k∗ = k10 , ist das Verfahren fu¨r h→ 0 ebenfalls
stabil und liefert die numerische Lo¨sung mit weitaus geringerem Rechenaufwand. Abbildung
4.45 zeigt die so berechnete Lo¨sung fu¨r N = 3200.
Zusammenfassend zeigen die numerischen Experimente, daß die Filteranwendung mittels Da-
tenzerlegung fu¨r das Lax–Wendroff–Verfahren zu der gewu¨nschten Reduktion der Oszillatio-
nen fu¨hrt, wobei tatsa¨chliche Unstetigkeiten in ihrer Ho¨he und Lage erhalten bleiben.
Fu¨r das Zentrale–Differenzen–Verfahren zweiter Ordnung lassen sich diese Ziele ebenfalls er-
reichen, allerdings ist die Stabilita¨t des resultierenden Verfahrens fu¨r h → 0 nur gegeben,
wenn die Zeitschrittweite oder die CFL–Zahl hinreichend klein gewa¨hlt werden.
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Abbildung 4.45: Nach jedem Zeitschritt gefilterte Zentrale–Differenzen–Lo¨sung mit reduzier-
ter Zeitschrittweite k∗ = k/10 fu¨r N = 3200
Direkte Implementierung der Gesamtdiffusion
Die Berechnung der Diffusion (4.34), die aus der gesamten Filterprozedur mittels Datenzer-
legung resultiert, liefert die Mo¨glichkeit, den entwickelten Diffusionsterm direkt in das zu
filternde Differenzenverfahren zu implementieren. Dabei ist zu beachten, daß die berechne-
te Diffusion (4.34), in der bereits das zu filternde Zentrale–Differenzen–Verfahren enthal-
ten ist, bei der direkten Implementierung in das Lax–Friedrichs–Schema integriert wird, da
die Lax–Friedrichs–Lo¨sung den tiefpaßgefilterten Teil der Lo¨sung darstellt. Das resultierende
Verfahren (4.35) la¨ßt sich daher auf zwei Arten interpretieren, einerseits als von Oszilla-
tionen befreites Zentrale–Differenzen–Verfahren, andererseits als kantenverscha¨rfendes Lax–
Friedrichs–Verfahren.
Eindimensionale skalare Testfa¨lle
Wir beginnen die numerischen Anwendungen wieder mit dem einfachen Cauchy–Problem
(1.49) fu¨r Burgers’ Gleichung, das wir auf einem Gitter aus 400 a¨quidistanten Punkten bei
einer CFL–Zahl von 0.1 mit (4.35) lo¨sen. Nach der Zeit t = 2.5 ergibt sich das in Abbil-
dung 4.46 links zusammen mit der zugeho¨rigen Lax–Friedrichs–Lo¨sung dargestellte Ergebnis.
Die Oszillationen des Zentrale–Differenzen–Verfahrens sind weitgehend gegla¨ttet, die Steilheit
des Stoßes ist im Gegensatz zum Lax–Friedrichs–Verfahren erhalten und auch die Stoßlage
stimmt mit den physikalischen Gegebenheiten u¨berein. Auffa¨llig sind allerdings die kleinen
Oszillationen im linearen Anteil der Lo¨sung, die bei h→ 0 weiter anwachsen, was sich schon
in Abbildung 4.46 rechts bei halb so großer Raumschrittweite andeutet. Das Entstehen der
Oszillationen ist, wie schon bei der Datenzerlegung nach jedem Zeitschritt, zu vermeiden,
indem wir die hyperbolische Zeitschrittweite durch eine parabolische ersetzen oder die hyper-
bolische Zeitschrittweite durch einen ku¨nstlich eingefu¨hrten Faktor verkleinern. Abbildung
4.47 links zeigt das Ergebnis der numerischen Simulation fu¨r eine gema¨ß k∗ = k10 verkleinerte
hyperbolische Zeitschrittweite. Die Oszillationen im linearen Lo¨sungsanteil sind minimal, fu¨r
h → 0 verschwinden sie ganz, und das Verfahren konvergiert, wie der rechte Teil der Abbil-
dung fu¨r N = 1600, der vierfachen Anzahl von Gitterpunkten, andeutet.
Zuru¨ckzufu¨hren sind die Oszillationen auf das instabile Zentrale–Differenzen–Verfahren, das
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Abbildung 4.46: Zentrale–Differenzen–Lo¨sung mit direkt implementierter Diffusion im Ver-
gleich zur Lax–Friedrichs–Lo¨sung bei N = 400 (links) bzw. N = 800 Gitterpunkten
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Abbildung 4.47: Zentrale–Differenzen–Lo¨sung mit direkt implementierter Diffusion und re-
duzierter Zeitschrittweite bei N = 400 (links) bzw. N = 1600 Gitterpunkten
bei der Berechnung der Gesamtdiffusion (4.34) zugrundegelegt wurde, denn analoge Simula-
tionen mit dem Lax–Wendroff–Verfahren als grundlegendes Differenzenschema erzeugen diese
Oszillationen nicht, wie wir im Folgenden zeigen.
Ersetzen wir das Zentrale–Differenzen–Verfahren durch das Lax–Wendroff–Verfahren, ergibt
sich bei der Differenz aus Lax–Wendroff– und Lax–Friedrichs–Schema bis auf Terme der
Gro¨ßenordnung O(k2, h2) der kontinuierliche Ausdruck
kuu2x +
k
2
u2uxx − h
2
2k
uxx,
so daß wir die diskrete Gesamtdiffusion
kUni
(
Uni − Uni−1
h
)2
+
(
k
2h2
(Uni )
2 − 1
2k
)
(Uni+1 − 2Uni + Uni−1) (4.43)
+
1
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
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erhalten. Integriert in das Lax–Friedrichs–Verfahren ergibt sich das Differenzenschema
Un+1i = U
n
i −
k
2h
(
f(Uni+1)− f(Uni−1)
)
+k2Uni
(
Uni − Uni−1
h
)2
+
k2
2h2
(Uni )
2(Uni+1 − 2Uni + Uni−1)
+
k
2h
(
(di+1 + di)(U
n
i+1 − Uni ) + (di−1 + di)(Uni−1 − Uni )
)
.
Lo¨sen wir damit das Cauchy–Problem (1.49) auf einem Gitter aus 400 a¨quidistanten Git-
terpunkten bei einer CFL–Zahl von 0.5 erzielen wir das links in Abbildung 4.48 dargestellte
Ergebnis. Es sind keine Oszillationen im linearen Teil der Lo¨sung zu erkennen, und auch fu¨r
kleinere Gitterweiten bilden sich keine neuen Oszillationen aus. Fu¨r h → 0 konvergiert das
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Abbildung 4.48: Lax–Wendroff–Lo¨sung mit direkt implementierter Diffusion bei N = 400
(links) bzw. N = 6400 Gitterpunkten
Verfahren, wie der rechte Teil der Abbildung 4.48 fu¨r N = 6400 andeutet. Die Qualita¨t der
Lo¨sung ist schon fu¨r N = 400 sehr beeindruckend, die Oszillatonen sind bis auf einen sehr
kleinen U¨berschwinger direkt vor dem Stoß gegla¨ttet, und die Unstetigkeit ist vollsta¨ndig
erhalten.
Daru¨ber hinaus haben wir gezeigt, daß bei der Verkleinerung der Gitterweite keine neuen
Oszillationen entstehen, so daß die Oszillationen, die bei der Implementierung von (4.35) fu¨r
h→ 0 auftreten, auf das instabile Zentrale–Differenzen–Verfahren zuru¨ckzufu¨hren sind.
Bemerkenswert ist, daß selbst die direkte Implementierung des Diffusionstermes (4.34) ohne
die Filterkoeffizienten, das heißt mit di−1 = di = di+1 = 1, also
−U
n
i+1 − 2Uni + Uni−1
2k
+
1
h
(
Uni+1 − Uni + Uni−1 − Uni
)
=
(
− 1
2k
+
1
h
)
(Uni+1 − 2Uni + Uni−1),
eine gute Approximation der Lo¨sung liefert, wie in Abbildung 4.49 fu¨r 400 Gitterpunkte und
einer CFL–Zahl von 0.1 zu erkennen ist. Die Oszillationen sind vollsta¨ndig gegla¨ttet und die
Lage und Ho¨he der Unstetigkeit sind erhalten. Daru¨ber hinaus treten bei kleiner werdender
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Gitterweite keine Konvergenzprobleme bei der hyperbolischen Wahl der Zeitschrittweite k
auf.
Zu erkla¨ren ist der gute Filtereffekt der Diffusion mit di−1 = di = di+1 = 1 eventuell da-
durch, daß schon der Ausdruck Uni+1 − 2Uni + Uni−1, aus dem der Filterterm in diesem Fall
hauptsa¨chlich besteht, eine gewisse Filtersteuerung bewirkt. Liegen die Datenpunkte bei-
spielsweise gleichma¨ßig verteilt auf einer Geraden, so gibt der Term den Wert Null zuru¨ck,
und es wird nicht gefiltert, was in dieser Situation zu erwarten ist.
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Abbildung 4.49: Mit di−1 = di = di+1 = 1 gefilterte Zentrale–Differenzen–Lo¨sung
Eindimensionale Systeme von Erhaltungsgleichungen
Als weiteres Anwendungsbeispiel betrachten wir im Folgenden die direkte Implementierung
der Gesamtdiffusion in Lo¨sungsverfahren fu¨r die eindimensionalen Eulergleichungen und pru¨fen
die Funktionalita¨t dieses Filterprinzips fu¨r Systeme von Erhaltungsgleichungen.
Wir betrachten das einfache Riemann–Problem (1.58) ohne sonische Punkte, das eine Unste-
tigkeit an der Stelle x0 = 0.3 besitzt. Da es sich jetzt um ein System von Erhaltungsgleichun-
gen handelt, integrieren wir die Gesamtdiffusion in jede Komponente des Gleichungssystems
einzeln und unabha¨ngig voneinander.
Implementieren wir fu¨r jeden Zeitschritt die errechnete Gesamtdiffusion (4.34), die auf dem
Zentrale–Differenzen–Verfahren beruht, direkt in den tiefpaßgefilterten Datensatz, der durch
das Lax–Friedrichs–Verfahren gegeben ist, ergeben sich gleiche Probleme wie im skalaren Fall.
Auf einem Gitter aus 400 a¨quidistanten Punkten ergibt sich bei einer CFL–Zahl von 0.5 nach
t = 0.2 eine noch richtig erscheinende Dichte, die in Abbildung 4.50 links zusammen mit
der entsprechenden Lax–Friedrichs–Lo¨sung dargestellt ist. Fu¨r kleiner werdende Gitterweite
entstehen aber neue Oszillationen, wie im rechten Teil von Abbildung 4.50 fu¨r N = 1600 zu
erkennen ist. Abhilfe schafft auch hier die ku¨nstliche Verkleinerung der hyperbolischen Zeit-
schrittweite gema¨ß k∗ = k10 , wie die Dichteverla¨ufe fu¨r N = 400 und N = 1600 in Abbildung
4.51 zeigen. Die Ergebnisse beeindrucken in ihrer Qualita¨t, allerdings ist der Rechenaufwand
durch die Verkleinerung der Zeitschrittweite erho¨ht.
In Tabelle 4.2 sind die numerischen Fehler und die experimentelle Konvergenzordnung des
durch direkte Implementierung der Gesamtdiffusion (4.34) konstruierten Verfahrens mit re-
duzierter Zeitschrittweite fu¨r das Riemann–Problem (1.58) dargestellt. Die rechte Spalte
zeigt die entsprechenden Werte, wenn an den Unstetigkeitsstellen ein Intervall der La¨nge
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Abbildung 4.50: Mit direkt implementiertem Diffusionsterm gefilterte Zentrale–Differenzen–
Lo¨sung des Riemann–Problems (1.58) fu¨r N = 400 (links) bzw. N = 1600
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Abbildung 4.51: Mit direkt implementiertem Diffusionsterm gefilterte Zentrale–Differenzen–
Lo¨sung des Riemann–Problems (1.58) fu¨r N = 400 (links) bzw. N = 1600 bei reduzierter
Zeitschrittweite
∆I = 0.023 bei der Berechnung unberu¨cksichtigt bleibt. Da die EOC–Werte bei Ausschluß
der Unstetigkeiten stets gro¨ßer eins sind, ist das konstruierte Differenzenschema ein Verfahren
zweiter Ordnung.
Selbst fu¨r das Riemann–Problem (1.59) mit sonischem Punkt liefert die direkte Implemen-
tierung der Gesamtdiffusion (4.34) mit reduzierter Zeitschrittweite ein stabiles Verfahren,
das auf einem Gitter aus 400 Punkten bei der CFL–Zahl 0.5 nach t = 0.2 die in Abbildung
4.52 dargestellte Dichte liefert. Die numerische Lo¨sung weist zwar noch Restoszillationen auf,
approximiert aber die Unstetigkeiten und sogar die Umgebung des sonischen Punktes ohne
zusa¨tzlichen Entropie–Fix sehr gut. Besonders vor dem Hintergrund, daß das Lax–Wendroff–
Verfahren fu¨r dieses Testproblem instabil ist, beeindruckt die Leistungsfa¨higkeit des neu kon-
struierten Verfahrens, das eine gefilterte Version des Zentrale–Differenzen–Verfahrens dar-
stellt.
Wir ko¨nnen das Reduzieren der Zeitschrittweite umgehen, wenn wir die Gesamtdiffusion
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Verfahren (4.35) Verfahren (4.35) ohne Unstetigk.
h ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC
0.02 0.026110 0.018687
0.01 0.012715 1.04 0.008685 1.04
0.005 0.007364 0.79 0.004117 1.08
0.0025 0.003949 0.90 0.001811 1.19
0.00125 0.001905 1.05 0.000774 1.23
Tabelle 4.2: Experimentelle Konvergenzordnung des durch Implementierung der Gesamtdif-
fusion (4.34) konstruierten Verfahrens bei reduzierter Zeitschrittweite
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Abbildung 4.52: Mit direkt implementiertem Diffusionsterm gefilterte Zentrale–Differenzen–
Lo¨sung des Riemann–Problems (1.59) fu¨r N = 400 bei reduzierter Zeitschrittweite
(4.43), die nicht mehr auf dem Zentrale–Differenzen– sondern auf dem Lax–Wendroff–Verfah-
ren beruht, implementieren.
Die analogen Simulationen wie fu¨r (4.34) liefern fu¨r das Riemann–Problem (1.58) fu¨r N = 400
und N = 1600 die in Abbildung 4.53 dargestellten Dichteverla¨ufe. Die Oszillationen sind
vollsta¨ndig gegla¨ttet, die Unstetigkeiten sind in Ho¨he und Lage erhalten, und das Verfahren
konvergiert fu¨r h→ 0. Lassen wir den Term
kUni (U
n
i − Uni−1)2/h2 (4.44)
bei der Implementierung der Gesamtdiffusion (4.43) weg, ergeben sich noch glattere Ergebnis-
se, wie Abbildung 4.54 fu¨r N = 400 und N = 1600 Gitterpunkte verdeutlicht. Fu¨r N = 1600
ist die approximative Lo¨sung zusammen mit der exakten Lo¨sung dargestellt. Tabelle 4.3 zeigt
jedoch, daß die experimentelle Konvergenzordnung bei der Implementierung der Gesamtdif-
fusion (4.43), auch beim Weglassen des Terms (4.44), weitaus kleiner ist als bei den bisherigen
Verfahren. Weitere Simulationen zeigen, daß die EOC–Werte selbst beim Aussparen der Un-
stetigkeitsstellen kleiner als eins bleiben, so daß das neue Differenzenverfahren lediglich von
erster Ordnung genau ist.
Bei der Implementierung der Gesamtdiffusion (4.43) fu¨r das Riemann–Problem (1.59) mit
sonischem Punkt ergibt sich kein stabiles Verfahren.
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Abbildung 4.53: Mit direkt implementiertem Diffusionsterm (4.43) gefilterte Lax–Wendroff–
Lo¨sung des Riemann–Problems (1.58) fu¨r N = 400 (links) bzw. N = 1600
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Abbildung 4.54: Mit direkt implementierter Diffusion (4.43) ohne (4.44) gefilterte Lax–
Wendroff–Lo¨sung des Riemann–Problems (1.58) fu¨r N = 400 (links) bzw. N = 1600
Impl. von (4.43) Impl. von (4.43) ohne (4.44)
h ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC
0.02 0.033481 0.031016
0.01 0.024156 0.47 0.020684 0.58
0.005 0.016525 0.55 0.013640 0.60
0.0025 0.011882 0.48 0.008710 0.65
0.00125 0.009237 0.36 0.005474 0.67
Tabelle 4.3: Experimentelle Konvergenzordnung des durch Implementierung der Gesamtdif-
fusion (4.43) konstruierten Verfahrens mit und ohne dem Term (4.44)
Zusammenfassung der numerischen Ergebnisse
Die numerischen Simulationen zeigen, daß das Filtern mit vorheriger Datenzerlegung fu¨r
das numerische Lo¨sen hyperbolischer Erhaltungsgleichungen anwendbar ist. Sowohl nach Be-
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endigung eines Differenzenverfahrens ho¨herer Ordnung als auch nach jedem Zeitschritt des
Differenzenschemas bewirkt das Filterprinzip eine Gla¨ttung der Oszillationen bei weitgehen-
der Erhaltung der Stoßho¨he, und die Lage des Stoßes ist stets korrekt dargestellt.
Die Filteranwendung nach Beendigung des Differenzenverfahrens liefert qualitativ nicht so
gute Ergebnisse, da die Oszillationen nicht stark genug gegla¨ttet werden.
Bei der Filteranwendung mit vorheriger Datenzerlegung nach jedem Zeitschritt des Lax–
Wendroff–Verfahrens entsteht ein stabiles Verfahren, das, bis auf eine Restostzillation direkt
am Stoß, gegla¨ttete Lo¨sungen liefert und fu¨r h → 0 konvergiert. Ersetzen wir das Lax–
Wendroff–Verfahren durch das Zentrale–Differenzen–Schema zweiter Ordnung, erhalten wir
zuna¨chst sehr beeindruckende Ergebnisse, stellen bei Verkleinerung der Gitteweite allerdings
fest, daß neue Oszillationen entstehen. Durch eine reduzierte Zeitschrittweite lassen sich diese
Instabilita¨ten verhindern, so daß damit selbst das gefilterte Zentrale–Differenzen–Verfahren
gegla¨ttete und stabile numerische Lo¨sungen erzeugt. Allerdings ist die Rechengeschwindigkeit
des resultierenden Verfahrens durch die Reduktion der Zeitschrittweite etwas herabgesetzt.
Gleiches gilt fu¨r die direkte Implementierung der berechneten Gesamtdiffusion (4.34). Um
neue Oszillationen zu vermeiden, ist ebenfalls eine ku¨nstliche Verkleinerung der Zeitschritt-
weite notwendig, mit der das resultierende Verfahren, das als gefiltertes Zentrale–Differenzen–
Schema aufzufassen ist, beachtliche numerische Ergebnisse erzielt. Selbst fu¨r Stoßrohrproble-
me mit und ohne sonischem Punkt ergeben sich stabile Lo¨sungen mit nur geringen Restos-
zillationen, in denen die Unstetigkeiten in Ho¨he und Lage erhalten sind. Die Berechnung des
EOC–Wertes zeigt, daß es sich um ein Verfahren zweiter Ordnung handelt.
Um die Reduktion der Zeitschrittweite zu umgehen, haben wir die entsprechende Gesamt-
diffusion (4.43), die auf dem Lax–Wendroff–Verfahren beruht, berechnet und direkt in das
Differenzenverfahren implementiert. Das resultierende Verfahren ist stabil und konvergiert fu¨r
h → 0. Die numerischen Lo¨sungen sind vollsta¨ndig von Oszillationen befreit und die Unste-
tigkeiten sind weitgehend erhalten. Die experimentelle Konvergenzordnung zeigt allerdings,
daß das neue Verfahren nur von erster Ordnung genau ist.
4.3 Vollsta¨ndig diskrete Filterroutinen
Eine weitere Mo¨glichkeit, diskrete Filter fu¨r das numerische Lo¨sen hyperbolischer Erhal-
tungsgleichungen zu entwickeln, ist es, den durch Differenzenverfahren ho¨herer Ordnung ver-
rauschten Datensatz zu betrachten und durch rein diskrete U¨berlegungen und Operationen
Algorithmen zu konstruieren, die Extremwerte vermindern.
Diese vollkommen diskrete Vorgehensweise haben auch Engquist, Lo¨tstedt und Sjo¨green zur
Konstruktion ihrer, in Kapitel 2 vorgestellten, Algorithmen angewendet. Fu¨r einfache Anwen-
dungen erzielen sie mit dieser diskreten Methode gute Filterverfahren fu¨r Differenzenschema
ho¨herer Ordnung.
Im folgenden Abschnitt konstruieren wir ebenfalls aus ausschließlich diskreten Betrachtungen
eine Serie nichtlinearer Filterroutinen und zeigen ihre Anwendung auf klassische Problemstel-
lungen.
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4.3.1 Diskrete Filterentwicklung auf Grundlage der Algorith-
men von Engquist, Lo¨tstedt und Sjo¨green
Herleitung der diskreten Filterroutine
Das diskrete Filtern eines durch Oszillationen verrauschten Datensatzes unterteilt sich in zwei
Vorga¨nge, einerseits das Verringern der Extremwerte, das als Abschneiden einer bestimmten
Fla¨che aufgefaßt werden kann, andererseits das neue Verteilen dieser entfernten Fla¨che auf
den Datensatz, wodurch die Konservativita¨t des resultierenden Filterverfahrens gewa¨hrleistet
wird.
Den Reduktionsvorgang der Extremwerte u¨bernehmen wir direkt von dem in Kapitel 2 vorge-
stellten Filteralgorithmus von Engquist, Lo¨tstedt und Sjo¨green. Sie verringern jeden Extrem-
wert des Datensatzes um die Ha¨lfte des kleinsten Abstandes zu seinen Nachbarwerten. Von
lokalen Maxima wird die Ha¨lfte der kleinsten Differenz zwischen Extremwert und Nachbar-
wert abgezogen, bei einem lokalen Minimum wird dieser Betrag addiert. Damit ist der erste
Teilvorgang des zu konstruierenden Filters, das Abschneiden der Extremwerte, vollsta¨ndig
beschrieben.
In einem zweiten Schritt ist die von den Extremwerten abgetragene Fla¨che wieder auf den Da-
tensatz zu verteilen. Bei dem Filter von Engquist und Mitarbeitern wird die am Extremwert
an der Stelle i abgeschnittene Fla¨che auf einen der beiden direkten Nachbarn des Extremums,
also auf den Wert an der Stelle i− 1 oder i+1, verteilt. Von diesem lokalen Fla¨chenausgleich
wollen wir bei der Konstruktion neuer diskreter Filterroutinen abweichen und eine globale
Fla¨chenverteilung wa¨hlen.
Zuna¨chst addieren wir alle von den Extremwerten abgeschnittenen Fla¨chen, wobei die Fla¨chen,
die von den Maxima abgetragen wurden, positives Vorzeichen und Fla¨chen, die von den Mini-
ma abgetragen wurden, negatives Vorzeichen erhalten. Durch die Addition gleichen sich von
oben und unten abgeschnittene Fla¨chen bereits zu einem Großteil aus, so daß nur noch die
resultierende Restfla¨che verteilt werden muß.
Zuna¨chst beschreiben wir ein Verteilungsverfahren fu¨r die Restfla¨che, das in den spa¨teren
Unterkapiteln auf verschiedene Weisen modifiziert wird.
Eine erste Verteilungsmo¨glichkeit der Restfla¨che wurde in Zusammenarbeit mit Thomas Brox
im Rahmen des DFG–Projekts SO 363/9–1 entwickelt.
Das Vorzeichen der Restfla¨che bestimmt die Menge der Punkte, auf die die Restfla¨che anteilig
verteilt wird. Besitzt die nach der Addition u¨brige Restfla¨che negatives Vorzeichen, das ist
der Fall, wenn die Minima sta¨rker hochkorrigiert als die Maxima runterkorrigiert wurden,
wird die Restfla¨che anteilig auf die Punkte verteilt, die bereits durch das Differenzenverfah-
ren oder das Abschneiden der Extremwerte heruntergezogen wurden. Die Punkte, die also
insgesamt mit negativer Diffusion aus dem Differenzenschritt und dem ersten Teil des Fil-
tervorganges hervorgehen, werden weiter reduziert, bis die negative Restfla¨che vollsta¨ndig
verteilt ist und sich ein Gleichgewicht zwischen positiver und negativer Fla¨che einstellt, das
die Konservativita¨t des Filtervorganges garantiert. Die anteilige Verteilung der Restfla¨che
wird dabei quantitativ wie folgt vorgenommen. Fu¨r alle Punkte i, fu¨r die die Gesamtdiffusion
aus Differenzenverfahren und Abschneiden der Extrema negativ ist, berechnet sich die neue
Diffusion aus dem Wert der alten Diffusion plus dem Wert, der sich aus der Multiplikation der
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alten Diffusion mit dem Quotienten aus der negativen Restfla¨che und der gesamten negativen,
also bei der Extremareduktion von oben abgeschnittenen, Fla¨che ergibt. Bezeichnet D(i) die
Gesamtdiffusion aus dem Differenzenverfahren und dem Abschneiden der Extremwerte am
Punkt i, Fr die negative Restfla¨che und Fg die gesamte, von oben abgeschnittene (und daher
positive) Fla¨che, um die die Extrema reduziert wurden, so berechnet sich die neue Diffusion
Dneu an der Stelle i gema¨ß
Dneu(i) = D(i) +D(i) · Fr
Fg
fu¨r alle i mit D(i) < 0.
Ist die Restfla¨che dagegen positiv, wird sie auf alle Punkte i mit D(i) > 0 verteilt. Bezeichnet
Fr die jetzt positive Restfla¨che und Fg die gesamte Fla¨che, um die die Minima abgeschnitten
wurden, so la¨ßt sich die neue Diffusion fu¨r alle Punkte i mit D(i) > 0 ebenfalls durch
Dneu(i) = D(i) +D(i) · Fr
Fg
berechnen. Damit ist der zweite Teil der Filterroutine, das Verteilen der Restfla¨che, vollsta¨ndig
beschrieben und ein erster, neuer diskreter Filter ist konstruiert.
Die entwickelte Filterroutine erfu¨llt allerdings noch nicht alle wu¨nschenswerten Eigenschaf-
ten eines optimalen diskreten Filters. Werden beim Abschneiden der Extremwerte stets die
aktualisierten Diffusionen der Nachbarpunkte betrachtet, ist der Filter beispielsweise nicht
invariant zu seiner Durchlaufrichtung. Na¨herungsweise kann die Invarianz allerdings durch
iteratives Abschneiden der Extremwerte erreicht werden. Verwenden wir beim Abschneide-
vorgang die urspru¨nglichen Diffusionen aus dem Differenzenverfahren, la¨ßt sich auch exakte
Invarianz gewa¨hrleisten.
Ein weitaus bedeutenderes Fehlverhalten des neuen Filters ist die Eigenschaft, daß bei der
Verteilung der Restfla¨che neue Extremwerte entstehen ko¨nnen, was bei sinnvollen diskreten
Filteralgorithmen natu¨rlich nicht mo¨glich sein darf.
Bevor wir auf Verbesserungsmo¨glichkeiten eingehen, zeigen wir zuna¨chst numerische Ergeb-
nisse, die sich mit der neu konstruierten Filterroutine erzielen lassen.
Numerische Resultate
Eindimensionale skalare Testfa¨lle
Wir betrachten das eindimensionale Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung, das wir
mit dem Lax–Wendroff–Verfahren als grundlegendes Differenzenverfahren lo¨sen. Zusa¨tzlich
implementieren wir nach jedem Zeitschritt des Differenzenschemas zwei Iterationen mit dem
konstruierten diskreten Filter, wobei wir die nicht invariante Abschneideroutine fu¨r die Ex-
trema wa¨hlen. Bei einer CFL–Zahl von 0.5 ergibt sich auf einem a¨quidistanten Gitter aus
400 Punkten nach t = 2.5 die in Abbildung 4.55 dargestellte Lo¨sung. Der linke Teil der Ab-
bildung zeigt die gefilterte Lax–Wendroff–Lo¨sung, der rechte Teil stellt sie im Vergleich zum
ungefilterten Lax–Wendroff–Verfahren dar.
Reduzieren wir die CFL–Zahl auf 0.1, vergro¨ßern sich die Oszillationen des Lax–Wendroff–
Verfahrens und die Leistungsfa¨higkeit des Filters wird noch deutlicher. Abbildung 4.56 zeigt
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Abbildung 4.55: Gefilterte Lax–Wendroff–Lo¨sung fu¨r das 1D–Cauchy–Problem (1.49) und
CFL= 0.5, rechts im Vergleich zur reinen Lax–Wendroff–Lo¨sung dargestellt
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Abbildung 4.56: Gefilterte Lax–Wendroff–Lo¨sung fu¨r das 1D–Cauchy–Problem (1.49) und
CFL= 0.1, rechts im Vergleich zur reinen Lax–Wendroff–Lo¨sung dargestellt
die mit nur einer Filteriteration pro Zeitschritt gefilterte Lax–Wendroff–Lo¨sung fu¨r CFL= 0.1
im Vergleich zur ungefilterten Lo¨sung. Die Oszillationen des Differenzenverfahrens zweiter
Ordnung sind gegla¨ttet, Lage und Ho¨he der Unstetigkeit sind erhalten, und das Verfahren
konvergiert fu¨r alle CFL–Zahlen kleiner eins fu¨r h→ 0. Daru¨ber hinaus ist das resultierende
Verfahren sehr schnell, da eine iterative Entfernung der Extremwerte gar nicht no¨tig ist und
schon ein einziger Filterdurchlauf pro Zeitschritt sehr gute Ergebnisse liefert. Probleme auf-
grund der Invarianz oder des mo¨glichen Entstehens neuer Extremwerte treten hier nicht auf.
Das gleiche gilt, wenn wir das stabile Lax–Wendroff–Verfahren durch das instabile Zentrale–
Differenzen–Schema zweiter Ordnung ersetzen und eine Iteration der nichtlinearen Filterrou-
tine nach jedem Zeitschritt implementieren. Bei einer CFL–Zahl von 0.1 ergibt sich die im
linken Teil von Abbildung 4.57 dargestellte Lo¨sung. Auch hier sind die Oszillationen der zen-
tralen Differenz gegla¨ttet und Lage und Ho¨he der Unstetigkeit sind erhalten. Allerdings sind,
wie auch schon bei anderen, in das zentrale Verfahren implementierten Filtern, kleine Oszil-
lationen niedriger Frequenz im linearen Anteil der Lo¨sung zu erkennen, die auf die zentrale
Differenz zuru¨ckzufu¨hren sind. Fu¨r kleiner werdende Gitterweite h werden diese Sto¨rungen
allerdings immer kleiner, wie das rechte Bild in Abbildung 4.57 fu¨r N = 1600, also viermal
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so kleiner Raumschrittweite, zeigt, und das Verfahren konvergiert fu¨r h→ 0.
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Abbildung 4.57: Gefilterte Zentrale–Differenzen–Lo¨sung fu¨r das 1D–Cauchy–Problem (1.49)
fu¨r N = 400 (links) und N = 1600 Gitterpunkte (rechts)
Eindimensionale Systeme von Erhaltungsgleichungen
Fu¨r Anwendungen des diskreten Filters auf die eindimensionalen Eulergleichungen betrach-
ten wir das einfache Riemann–Problem (1.58) ohne sonische Punkte mit einer Unstetigkeit
an der Stelle x0 = 0.3. Wir lo¨sen das Anfangswertproblem mit dem Lax–Wendroff–Verfahren
und implementieren nach jedem Zeitschritt eine Iteration des entwickelten Filters, indem wir
jede Systemkomponente unabha¨ngig voneinander filtern. Mit nur einer Filteriteration ergibt
sich bei einer CFL–Zahl von 0.5 auf einem a¨quidistanten Gitter aus 400 Punkten nach t = 0.2
die in Abbildung 4.58 links dargestellte gefilterte Lo¨sung. Zum Vergleich ist die zugeho¨rige
ungefiltert Lax–Wendroff–Lo¨sung dargestellt. Der rechte Teil der Abbildung zeigt das Resul-
tat des gleichen numerischen Experiments, allerding mit dem Zentrale–Differenzen–Verfahren
zweiter Ordnung statt des Lax–Wendroff–Schemas.
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Abbildung 4.58: Gefilterte Lax–Wendroff– (links) und Zentrale–Differenzen–Lo¨sung (rechts)
fu¨r das Riemann–Problem (1.58)
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In beiden gefilterten Lo¨sungen sind die Oszillationen gegla¨ttet und Lage und Ho¨he der Un-
stetigkeiten sind erhalten. Die Filterroutine ist in der Lage, die instabile zentrale Differenz
zu stabilisieren und fu¨hrt selbst hier zu guten Ergebnissen. Beide Verfahren konvergieren
fu¨r h → 0 und weisen keine Beeintra¨chtigung der Lo¨sung aufgrund der Invarianz oder dem
mo¨glichen Entstehen neuer Extremwerte auf.
Diese Eigenschaften fallen erst bei der Filteranwendung auf Riemann–Probleme mit soni-
schen Punkten auf. Wir betrachten das Anfangswertproblem (1.60) mit einer Unstetigkeit
bei x0 = 0.5, das wir mit dem Lax–Wendroff–Verfahren, erga¨nzt durch eine Iteration des
nichtlinearen Filters pro Zeitschritt, lo¨sen. Unter den gleichen Bedingungen wie vorher ergibt
sich nach t = 0.25 die links in Abbildung 4.59 dargestellte gefilterte Lo¨sung. Bis auf einen
Einbruch der Daten etwa an der Stelle 0.5 sieht das Resultat, verglichen mit der ebenfalls
dargestellten exakten Lo¨sung, zufriedenstellend aus. Implementieren wir allerdings pro Zeit-
schritt zehn Filteriterationen des nichtlinearen Filters, ergibt sich das im rechten Teil der
Abbildung dargestellte Resultat. Es ist zu erkennen, daß der entwickelte Filteralgorithmus
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Abbildung 4.59: Gefilterte Lax–Wendroff–Lo¨sung fu¨r (1.60) bei einer Filteriteration pro Zeit-
schritt (links) beziehungsweise zehn Iterationen (rechts)
bei steigender Iterationszahl versucht, das unphysikalische Minimum im Datensatz zu besei-
tigen. Zwar reduziert der Filter die Gro¨ße des Minimums tatsa¨chlich, allerdings zersto¨rt er
beim Umverteilen der abgeschnittenen Fla¨che die Qualita¨t der Lo¨sung an anderen Stellen und
neue Extremwerte, wenn auch erst kleine, entstehen. Sehr deutlich wird dieser Effekt, wenn
wir die Simulation auf einem a¨quidistanten Gitter, bestehend aus doppelt so vielen Gitter-
punkten, wiederholen. Das Lax–Wendroff–Verfahren mit zehn Filteriterationen nach jedem
Zeitschritt wird in diesem Fall instabil und fu¨hrt zu keiner Lo¨sung. Die Eigenschaft des Filters,
das Entstehen neuer Extremwerte nicht zu unterbinden, zersto¨rt die Lo¨sung in diesem Fall
vollsta¨ndig. Implementieren wir dagegen nur eine Filteriteration nach jedem Zeitschritt des
Lax–Wendroff–Verfahrens, bleibt das resultierende Lo¨sungsverfahren auch fu¨r kleiner wer-
dende Gitterweite stabil. Fu¨r das Riemann–Problem (1.58) ohne sonische Punkte bleibt die
Lo¨sung auch bei zehn Filteriterationen pro Zeitschritt stabil und konvergiert fu¨r h→ 0.
Dennoch zeigt die Filteranwendung auf das Sod–Problem (1.60), speziell bei der Erho¨hung der
Iterationszahl, daß eine weitere Verbesserung des Filters notwendig ist. Mo¨gliche Variationen
werden im Folgenden vorgestellt und auf ihre numerische Anwendung hin u¨berpru¨ft.
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4.3.2 Erste Filtervariante
Wie das letzte Anwendungsbeispiel zeigt, stellt die Verteilung der Restfla¨che bei der ent-
wickelten Filterroutine ein Problem dar, so daß wir an dieser Stelle Korrekturen vornehmen.
Alternative Restfla¨chenverteilung
Da das zugrundeliegende Differenzenverfahren den Datensatz, abgesehen von den Oszillatio-
nen, die entstehen, physikalisch sinnvoll a¨ndert, ist es naheliegend, die nach Ausgleich u¨brige
Restfla¨che nicht auf alle Punkte i mit D(i) < 0 beziehungsweise D(i) > 0 zu verteilen,
sondern lediglich auf die entstanden Extremwerte, also auf die Punkte, die bereits beim Ab-
schneidevorgang beru¨cksichtigt wurden. Die anteilige Verteilung der Restfla¨che wird dabei
genauso wie vorher vorgenommen. Ist die Restfla¨che negativ und bezeichnet D(i) jetzt die
Diffusion am Punkt i, die lediglich aus dem Abtragen der Extremwerte hervorgeht, so ist der
Verteilungsalgorithmus wieder durch
Dneu(i) = D(i) +D(i) · Fr
Fg
fu¨r alle i mit D(i) < 0 gegeben, wobei Fr die negative Restfla¨che und Fg die gesamte, von
oben abgeschnittene Fla¨che bezeichnet. Entsprechendes gilt, wenn die Restfla¨che positiv ist.
Numerische Anwendung
Implementieren wir diese Fla¨chenverteilung in die Filterroutine, ohne weitere A¨nderungen
vorzunehmen, mu¨ssen wir feststellen, daß schon bei der Anwendung auf das einfache Cauchy–
Problem fu¨r Burgers’ Gleichung, das mit dem Lax–Wendroff–Verfahren und einer Iteration
der neuen Filtervariante nach jedem Zeitschritt gelo¨st wird, ein Verschiebungsfehler in der
Lo¨sung auftritt. Abbildung 4.60 zeigt die gefilterte Lo¨sung im Vergleich zu dem entsprechen-
den Resultat mit der urspru¨nglichen Filterroutine.
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Abbildung 4.60: Vergleich der Filterwirkung vom urspru¨nglichen und abgewandelten Filteral-
gorithmus
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Die Verschiebung der Unstetigkeit bei Anwendung der abgea¨nderten Filterroutine ist dadurch
zu erkla¨ren, daß die Restfla¨che nicht mehr gleichma¨ßig auf die Daten verteilt wird, sondern
hauptsa¨chlich auf die Punkte, die hinter der Unstetigkeit liegen. Dadurch wird das Werteni-
veau dort ku¨nstlich angehoben, wie in Abbildung 4.60 zu erkennen ist, und die Stoßausbrei-
tungsgeschwindigkeit, die abha¨ngig von der Stoßho¨he ist, vera¨ndert sich und verursacht eine
Verschiebung der Stoßlage.
Damit ist gezeigt, daß diese Art der Fla¨chenverteilung zu keinen sinnvollen Ergebnissen fu¨hrt.
Zwar kann die Restfla¨chenverteilung weiterhin so variiert werden, daß die Restfla¨che nicht nur
auf die reduzierten Extrema, sondern auch auf die beiden jeweils direkten Nachbarn verteilt
wird, so daß kein Verschiebungsfehler mehr auftritt, aber da sich die Ergebnisse nicht sehr
von denen des ersten Filters unterscheiden, verzichten wir auf na¨here Betrachtungen.
4.3.3 Zweite Variante: Behebung der Filterma¨ngel
Entwicklung der neuen Filterroutine
In einem zweiten Versuch, die konstruierte Filterroutine sinnvoll zu korrigieren, a¨ndern wir
zuna¨chst die Invarianzeigenschaft des Filters. Die bisher fehlende Invarianz zur Durchlaufrich-
tung gewa¨hrleisten wir dadurch, daß beim Abschneiden der Extremwerte stets der jeweilige
Ausgangsdatensatz, der sich nach dem Zeitschritt des Differenzenschemas ergibt, verwendet
wird.
Um das Auftreten neuer Extremwerte bei der Verteilung der nach Addition u¨brigen Restfla¨che
zu verhindern, verteilen wir eine positive Restfla¨che auf die vorher erkannten und reduzierten
Maxima beziehungsweise eine negative Restfla¨che auf die Minima des Datensatzes. Das heißt,
entweder werden die Maxima, die reduziert wurden, wieder etwas erho¨ht, oder die Minima,
die erho¨ht wurden, werden wieder leicht verringert. Dadurch wird der Filtereffekt zwar etwas
verringert, aber dafu¨r entstehen keine neuen Extremwerte. Probleme treten bei dieser Vertei-
lung allerdings auf, wenn in dem Datensatz nur Minima oder nur Maxima existieren, da dann
kein Fla¨chenausgleich stattfinden kann und der Filter nichts bewirkt. Da die Oszillationen,
die durch ein Differenzenverfahren ho¨herer Ordnung hervorgerufen werden, in der Regel stets
gleichma¨ßig als Minima und Maxima verteilt auftreten, stellt diese Eigenschaft in der Praxis
kein Problem dar.
Die Fla¨chenverteilung auf die Minima oder Maxima findet wieder, wie im urspru¨nglichen
Algorithmus, anteilig statt. Ist die Restfla¨che negativ und bezeichnet D(i) die Diffusion am
Punkt i, die lediglich aus dem Filterschritt, also dem Abtragen der Extremwerte hervorgeht,
so berechnet sich die neue Diffusion Dneu(i), die durch die Verteilung der Restfla¨che entsteht,
an diesem Punkt gema¨ß
Dneu(i) = D(i) +D(i) · Fr
Fg
,
und dies gilt fu¨r alle i mit D(i) < 0. Fr bezeichnet dabei die Restfla¨che und Fg stellt nun die
gesamte Fla¨che, die von unten, also von den Minima, abgeschnitten wurde, dar.
Ist die Restfla¨che positiv, berechnet sich die neue Diffusion fu¨r alle Punkte i mit D(i) > 0 aus
der gleichen Formel, wobei Fg dann die gesamte Fla¨che, die von oben, also von den Maxima,
abgetragen wurde, bezeichnet.
4.3. VOLLSTA¨NDIG DISKRETE FILTERROUTINEN 179
Damit ist eine neue Filterroutine, die invariant zur Durchlaufrichtung der Daten ist und keine
neuen Extremwerte erzeugt, konstruiert und kann auf die verschiedenen Testfa¨lle angewendet
werden.
Numerische Resultate
Fu¨r eine gute Vergleichbarkeit der numerischen Resultate wiederholen wir die bereits fu¨r den
urspru¨nglichen Filter durchgefu¨hrten numerischen Simulationen unter gleichen Bedingungen.
Eindimensionale skalare Testfa¨lle
Das eindimensionale Cauchy–Problem (1.49) fu¨r Burgers’ Gleichung, gelo¨st mit dem Lax–
Wendroff–Verfahren und einer Filteriteration nach jedem Zeitschritt, ergibt auf dem a¨qui-
distanten Gitter aus 400 Punkten bei einer CFL–Zahl von 0.1 nach t = 2.5 die im linken Teil
von Abbildung 4.61 dargestellte Lo¨sung. Direkt vor der Unstetigkeit ist ein großer Peak zu
erkennen, den der Filter aufgrund seiner Restfla¨chenverteilung nicht gla¨tten kann. Außerdem
sind im linearen Teil der Lo¨sung sehr kleine Oszillationen zu erkennen, die ebenfalls dadurch
entstehen, daß erkannte Maxima bei der Fla¨chenumverteilung wieder leicht erho¨ht oder Mi-
nima wieder leicht reduziert werden. Wird die Gitterweite halbiert, ist dieser Effekt bereits
nicht mehr sichtbar und auch der Peak vor der Unstetigkeit wird schmaler, wie der rechte
Teil der Abbildung 4.61 fu¨r N = 800 zeigt. Fu¨r h → 0 konvergiert das Verfahren. Gleiches
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Abbildung 4.61: Gefilterte Lax–Wendroff–Lo¨sung auf einem Gitter aus N = 400 (links) und
N = 800 (rechts) a¨quidistanten Gitterpunkten
gilt fu¨r alle CFL–Zahlen kleiner eins. Fu¨r die dargestellte Simulation wurde sie lediglich auf
0.1 gesetzt, da das Lax–Wendroff–Verfahren dann gro¨ßere Oszillationen erzeugt und die
Leistungsfa¨higkeit des Filters deutlicher zu erkennen ist. Ersetzen wir das Lax–Wendroff–
Verfahren durch das instabile Zentrale–Differenzen–Verfahren zweiter Ordnung, ergeben sich
unter gleichen Bedingungen auf einem Gitter aus 400 beziehungsweise 1600 a¨quidistanten
Punkten die in Abbildung 4.62 dargestellten Ergebnisse. Die Lo¨sung auf 400 Gitterpunkten
weist im linearen Teil noch kleine Oszillationen niedriger Frequenz auf, die aus dem Zentrale–
Differenzen–Verfahren resultieren. Fu¨r kleiner werdende Gitterweite treten sie nicht mehr auf,
wie der rechte Teil von Abbildung 4.62 fu¨r N = 1600 andeutet.
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Abbildung 4.62: Gefilterte Zentrale Differenzen–Lo¨sung auf einem Gitter aus N = 400 (links)
und N = 1600 (rechts) a¨quidistanten Gitterpunkten
Eindimensionale Systeme von Erhaltungsgleichungen
Fu¨r das einfache Riemann–Problem (1.58) ohne sonische Punkte, das mit dem Lax–Wendroff–
beziehungsweise dem Zentrale–Differenzen–Verfahren und einem Filterschritt nach jedem
Zeitschritt gelo¨st wird, ergeben sich die in Abbildung 4.63 gezeigten Ergebnisse. Abgesehen
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Abbildung 4.63: Gefilterte Lax–Wendroff– (links) und Zentrale–Differenzen–Lo¨sung (rechts)
fu¨r das Riemann–Problem (1.58)
von dem Peak vor der letzten Unstetigkeit, der sowohl beim gefilterten Lax–Wendroff– als
auch beim gefilterten Zentrale–Differenzen–Verfahren auftritt, ist das Ergebnis besonders
im Falle der zentralen Differenz beeindruckend, zumal nur eine Filteriteration pro Zeit-
schritt verwendet wird und die CFL–Zahl 0.5 betra¨gt. Ohne Filterroutine wird das Zentrale–
Differenzen–Schema unter diesen Bedingungen fast sofort instabil. Sowohl das gefilterte Lax–
Wendroff– als auch das gefilterte Zentrale–Differenzen–Verfahren konvergieren fu¨r h → 0.
Eine ku¨nstliche Verkleinerung der hyperbolischen Zeitschrittweite ist nicht notwendig, so daß
die resultierenden Verfahren nur wenig Rechenzeit beno¨tigen.
Tabelle 4.4 zeigt die Fehlernorm und die experimentelle Konvergenzordnung des mit einer
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Filteriteration pro Zeitschritt gefilterten Lax–Wendroff–Verfahrens bei Anwendung auf das
Riemann–Problem (1.58) in Abha¨ngigkeit der Gitterweite h. Bleibt an den Unstetigkeitsstel-
len jeweils ein Intervall der La¨nge ∆I = 0.023 bei der Berechnung unberu¨cksichtigt, hat das
resultierende Verfahren, außer fu¨r h = 0.01, eine experimentelle Konvergenzordnung gro¨ßer
eins und ist damit ein Verfahren zweiter Ordnung. Die entsprechenden Werte fu¨r das mit einer
LW + 1 Filterit. LW + 1 Filterit. ohne Unstetigk.
h ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC
0.02 0.032017 0.023337
0.01 0.017995 0.83 0.013504 0.79
0.005 0.010748 0.74 0.006609 1.04
0.0025 0.005831 0.88 0.002916 1.19
0.00125 0.002955 0.98 0.001219 1.28
Tabelle 4.4: Experimentelle Konvergenzordnung des mit einer Filteriteration pro Zeitschritt
gefilterten Lax–Wendroff–Verfahrens
CD + 1 Filterit. CD + 1 Filterit. ohne Unstetigk.
h ‖u− uh‖L1 EOC ‖u− uh‖L1 EOC
0.02 0.036872 0.028724
0.01 0.020085 0.88 0.015507 0.92
0.005 0.013223 0.60 0.008739 0.86
0.0025 0.008440 0.65 0.004556 0.99
0.00125 0.005616 0.59 0.002773 0.72
Tabelle 4.5: Experimentelle Konvergenzordnung des mit einer Filteriteration pro Zeitschritt
gefilterten Zentrale–Differenzen–Verfahrens
Filteriteration pro Zeitschritt gefilterte Zentrale–Differenzen–Schema sind weitaus schlechter,
und selbst beim Aussparen der Unstetigkeiten ergibt sich nur eine Konvergenzordnung kleiner
eins, wie Tabelle 4.5 zeigt.
Fu¨r das Riemann–Problem (1.60) von Sod, bei dem ein sonischer Punkt entsteht, ergibt das
Lax–Wendroff–Verfahren mit einer Filteriteration nach jedem Zeitschritt fu¨r CFL= 0.5 und
400 Gitterpunkte das in Abbildung 4.64 links dargestellte Resultat. Wie bei der Verwendung
des urspru¨nglichen Filters ist das in diesem Fall instabile Differenzenverfahren stabilisiert,
und es ergibt sich eine stationa¨re Lo¨sung. Dennoch ist ein Dateneinbruch in der Na¨he des
sonischen Punktes zu erkennen und die horizontalen Werteniveaus werden nicht exakt nach-
gebildet, wie ein Vergleich mit der exakten Lo¨sung zeigt. Implementieren wir zehn Filter-
iterationen nach jedem Zeitschritt des Lax–Wendroff–Verfahrens, bleibt der Dateneinbruch,
im Gegensatz zur urspru¨nglichen Filterroutine, konstant erhalten, aber trotzdem wird die
Lo¨sung an anderen Stellen schlechter, wie der rechte Teil der Abbildung verdeutlicht. Fu¨r
kleiner werdende Gitterweite wird dieser Effekt allerdings wieder kleiner, wie Abbildung 4.65
fu¨r N = 1600 Gitterpunkte zeigt.
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Abbildung 4.64: Gefilterte Lax–Wendroff–Lo¨sung fu¨r das Sod–Problem (1.60) mit einer (links)
und zehn (rechts) Filteriterationen pro Zeitschritt
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Abbildung 4.65: Gefilterte Lax–Wendroff–Lo¨sung mit zehn Filteriterationen pro Zeitschritt
und N = 1600
Bei dem urspru¨nglichen Filter kann diese Verbesserung bei kleinerer Gitterweite nicht beob-
achtet werden, im Gegenteil, schon fu¨r N = 800 wird das Verfahren instabil.
Dennoch wird deutlich, daß auch diese Filtervariante nicht stark genug ist, um unphysikali-
sche Sto¨rungen an sonischen Punkten vollsta¨ndig zu vermeiden.
Zusa¨tzliche Hintergrunddiffusion
Die durchgefu¨hrten Experimente zeigen, daß Riemann–Probleme mit sonischen Punkten ein
besonderes Problem fu¨r die Differenzenverfahren mit integriertem Filter darstellen, da die an
sonischen Punkten auftretenden Oszillationen weitaus gro¨ßer sind als die typischen Oszilla-
tionen von Differenzenverfahren ho¨herer Ordnung. Daher ist fu¨r diese Anwendungsprobleme
eine sta¨rkere Gla¨ttung als die der konstruierten Filterroutine notwendig. Ein naheliegendes
Verfahren, das Abhilfe schafft, ist die zusa¨tzliche Addition einer Hintergrunddiffusion in das
Differenzenschema. Um eine geeignete Diffusion zu finden, orientieren wir uns an Kroll und
Jain [31], die eine Hintergrunddiffusion, die sich aus zweiten und vierten Differenzen zu-
sammensetzt, konstruieren. Wir u¨bernehmen aus dieser Diffusion lediglich letzteren Term,
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einen Ausdruck der Form ε(4)uxxxx, da die zweite Differenz fu¨r unsere Anwendungen zu stark
gla¨ttend wirkt.
Bezeichnet Di die Hintergrunddiffusion, so ergibt ihre Addition zum Differenzenverfahren das
Differenzenschema
Un+1i = U
n
i − λ(Fni+1/2 − Fni−1/2) +Di.
Fu¨r die Diffusion von Kroll und Jain gilt
Di = di+1/2 − di−1/2
mit
di+1/2 := −αi+1/2ε(4)i+1/2(Ui+2 − 3Ui+1 + 3Ui − Ui−1),
wobei die zweite Differenz an dieser Stelle bereits weggelassen ist. Der Koeffizient αi+1/2 dient
der richtigen Gewichtung des Diffusionsterms und kann in unserem Fall gema¨ß
αi+1/2 =
h
k
berechnet werden und ist damit unabha¨ngig vom Gitterpunkt i. Auch ε
(4)
i+1/2 ist bei Kroll und
Jain ein adaptiver Koeffizient, der dazu dient, die Gro¨ße der Diffusion zu steuern. Fu¨r unsere
Anwendung reduziert er sich auf eine Konstante K (4), fu¨r die nach umfassenden numerischen
Experimenten von Schmidt und Jameson [57] beziehungsweise Jameson und Baker [28] die
Gro¨ßenordnung
1
128
≤ K(4) ≤ 1
64
festgelegt wurde. Wir wa¨hlen fu¨r unsere Anwendungen den gro¨ßten Wert fu¨r K(4), also
K(4) = 164 . Die Hintergrunddiffusion ist damit vollsta¨ndig beschrieben und kann in das Dif-
ferenzenschema, in unserem Fall das Lax–Wendroff–Verfahren, implementiert werden.
Zuna¨chst versuchen wir, das Sod–Problem (1.60) lediglich mit der Hintergrunddiffusion im
Lax–Wendroff–Schema bei einer CFL–Zahl von 0.5 auf einem Gitter aus 400 a¨quidistanten
Punkten zu lo¨sen, um festzustellen, welche Auswirkung allein die zusa¨tzliche Diffusion auf
das Differenzenverfahren hat. Dabei wird deutlich, daß die zusa¨tzliche Diffusion allein nicht
ausreicht, um das Lax–Wendroff–Verfahren am sonischen Punkt zu stabilisieren. Abbildung
4.66 links zeigt die resultierende Lo¨sung nach der Zeit t = 0.01, die starke Oszillationen
aufweist, und wenig spa¨ter bricht das Verfahren vollsta¨ndig zusammen. Implementieren wir
dagegen nach jedem Zeitschritt des Lax–Wendroff–Verfahrens mit integrierter Diffusion eine
Iteration der zuletzt hergeleiteten Filterroutine, ergibt sich unter gleichen Bedingungen die
im rechten Teil von Abbildung 4.66 dargestellte Lo¨sung. Die bisherigen Probleme in der Um-
gebung des sonischen Punktes sind bis auf einen kleinen Unterschwinger behoben, und auch
die Qualita¨t der gesamten Lo¨sung ist im Vergleich zu vorherigen Lo¨sungen des Sod–Problems
(1.60) gestiegen. Das Zusammenspiel aus Hintergrunddiffusion und Filterroutine liefert ein
stabiles Lo¨sungsverfahren, das fu¨r h→ 0 konvergiert.
Erho¨hen wir die Anzahl der Filteriterationen pro Zeitschritt beispielsweise auf 10, wird das
Ergebnis zwar zuna¨chst etwas schlechter, wie im linken Teil der Abbildung 4.67 zu erkennen
ist, aber eine Verkleinerung der Gitterweite hebt diesen Effekt wieder auf, wie die Lo¨sung,
berechnet auf einem Gitter aus 1600 statt 400 Punkten, im rechten Teil der Abbildung zeigt.
Das konstruierte Verfahren konvergiert fu¨r h → 0 auch bei gro¨ßerer Anzahl von Filteritera-
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Abbildung 4.66: Lax–Wendroff–Lo¨sung mit integrierter Hintergrunddiffusion ohne Filter zur
Zeit t = 0.01 (links) beziehungsweise mit einer Filteriteration zur Zeit t = 0.25 (rechts)
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Abbildung 4.67: Mit 10 Iterationen gefilterte Lax–Wendroff–Lo¨sung mit integrierter Hinter-
grunddiffusion fu¨r N = 400 (links) und N = 1600 (rechts) Gitterpunkte
tionen pro Zeitschritt.
Da die Hintergrunddiffusion die Gro¨ßenordnung der Rechengeschwindigkeit nicht beeinflußt,
ist das resultierende Verfahren bei einer Filteriteration pro Zeitschritt von geringem rechen-
technischen Aufwand.
Ersetzen wir das Lax–Wendroff–Verfahren durch das Zentrale–Differenzen–Verfahren zweiter
Ordnung, ergibt sich fu¨r das Sod–Problem (1.60) bei zusa¨tzlicher Implementierung der Hin-
tergrunddiffusion ab zwei Filteriteration pro Zeitschritt eine Lo¨sung, die allerdings fu¨r kleiner
werdende Gitterweite instabil wird.
4.3.4 Zusammenfassung der Ergebnisse
Wir haben allein aus rein diskreten U¨berlegungen eine Reihe nichtlinearer, diskreter Filter
entwickelt, die fu¨r das numerische Lo¨sen eindimensionaler skalarer und vektorieller Anfangs-
wertprobleme einsetzbar sind und teilweise zu guten numerischen Ergebnissen fu¨hren.
Schon der erste Filteralgorithmus, der noch nicht invariant zur Durchlaufrichtung ist und das
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Entstehen neuer Extremwerte erlaubt, liefert fu¨r skalare Anwendungen sowohl fu¨r das Lax–
Wendroff– als auch fu¨r das Zentrale–Differenzen–Verfahren sehr glatte Lo¨sungen, in denen
Ho¨he und Lage der Unstetigkeiten erhalten ist. Gleiches gilt fu¨r die Riemann–Probleme ohne
sonische Punkte. Erst bei der Filteranwendung auf Riemann–Probleme mit sonischen Punk-
ten zeigt sich, daß das resultierende Verfahren bei steigender Anzahl von Filteriterationen
und kleiner werdender Gitterweite instabil wird.
Abhilfe schafft die Entwicklung der zweiten Filtervariante, die das Entstehen neuer Extrem-
werte verhindert und invariant zur Durchlaufrichtung ist. Bei der Anwendung auf skalare
Testfa¨lle bleibt in der numerischen Lo¨sung stets eine Oszillationsspitze direkt vor der Un-
stetigkeit erhalten, die durch die Filterstruktur zu erkla¨ren ist. Davon abgesehen sind die
Lo¨sungen sehr glatt und erhalten die Unstetigkeiten in Ho¨he und Lage. Die Berechnung der
experimentellen Konvergenzordnung fu¨r die Lo¨sung des Riemann–Problems (1.58) zeigt, daß
die Integration einer Filteriteration nach jedem Zeitschritt des Lax–Wendroff–Schemas ein
Verfahren zweiter Ordnung liefert. Bei der Implementierung in das Zentrale–Differenzen–
Verfahren ergibt sich dagegen nur ein Verfahren erster Ordnung.
Fu¨r Riemann–Probleme mit sonischen Punkten liefert die Filterroutine, integriert nach jedem
Zeitschritt des Lax–Wendroff–Verfahrens, auch fu¨r steigende Anzahl von Filteriterationen und
h→ 0, stabile Lo¨sungen, die allerdings einen Dateneinbruch am sonischen Punkt aufweisen.
Doch mit Hilfe einer zusa¨tzlichen Hintergrunddiffusion, die allein nicht leistungsfa¨hig genug
ist, um das Lax–Wendroff–Verfahren fu¨r Riemann–Probleme mit sonischen Punkten zu stabi-
lisieren, ergibt die Filteranwendung selbst fu¨r diese Testprobleme gute numerische Resultate.
Daru¨ber hinaus liefern alle diskret entwickelten Filter sehr schnelle Lo¨sungsverfahren, und
Probleme, die sich bei der Diskretisierung kontinuierlicher Filtergleichungen ergeben, treten
bei dieser vollsta¨ndig diskreten Filterkonstruktion gar nicht erst auf.
Auch eine Verschiebung der Stoßlage, die wir bei der Implementierung einiger Diskretisierun-
gen kontinuierlicher Filtergleichungen beobachtet haben, ist bei der diskreten Filterentwick-
lung nicht festzustellen, wenn die Restfla¨che gleichma¨ßig auf die Daten verteilt wird.
Damit bietet die vollsta¨ndig diskrete Filterkonstruktion eine gute Alternative zur Herleitung
diskreter Filter auf der Grundlage kontinuierlicher Gleichungen.
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5 Zusammenfassung und Ausblick
In der vorliegenden Arbeit bescha¨ftigen wir uns mit der Entwicklung nichtlinearer, diskre-
ter Filteralgorithmen fu¨r das numerische Lo¨sen hyperbolischer Erhaltungsgleichungen. Unser
Ziel ist es, einfache Differenzenverfahren ho¨herer Ordnung, die in ihren numerischen Lo¨sungen
Oszillationen in der Umgebung von Unstetigkeiten erzeugen, durch diskrete Filterroutinen so
zu erga¨nzen, daß die Oszillationen bei gleichzeitiger Erhaltung der Unstetigkeiten gegla¨ttet
werden.
Dem neuen Ansatz von Grahs [21] und Wei [74] folgend, basiert die Konstruktion unse-
rer Filter einerseits auf Filteralgorithmen, die in der Bildverarbeitung entwickelt wurden und
zum Wiederherstellen verrauschter Bilder eingesetzt werden. Andererseits bescha¨ftigen wir
uns mit vollsta¨ndig diskreten Filterkonstruktionen, wie sie erstmals von Engquist, Lo¨tstedt
und Sjo¨green fu¨r numerische Lo¨sungen von Erhaltungsgleichungen durchgefu¨hrt wurden. Mit
der Entwicklung einer kontinuierlichen Gleichung fu¨r einen ihrer diskreten Filter ko¨nnen wir
einen Zusammenhang zwischen der vollsta¨ndig diskreten Filterkonstruktion und den klas-
sischen Filterherleitungen der Bildverarbeitung aufzeigen.
Fu¨r zwei bekannte TV–Filter der Bildverarbeitung zeigen wir, daß sie auf den Kontext nu-
merischer Approximationen von Erhaltungsgleichungen u¨bertragen und als nichtlineare Dis-
sipation in einfache Differenzenverfahren ho¨herer Ordnung integriert werden ko¨nnen.
Fu¨r den TV–Filter von Chan, Osher und Shen demonstrieren zweidimensionale skalare und
vektorielle Testfa¨lle, daß er bei Anwendung auf stationa¨re Lo¨sungen Oszillationen in der
Umgebung von Unstetigkeiten reduziert und Ho¨he und Lage der Unstetigkeiten erha¨lt. Die
zweidimensionalen Testfa¨lle diskretisieren wir dabei auf unstrukturierten Gittern. Eindimen-
sionale skalare Testfa¨lle zeigen, daß der Filter, implementiert nach jedem Zeitschritt eines
Differenzenverfahrens, selbst das instabile Zentrale–Differenzen–Verfahren zweiter Ordnung
stabilisiert und eine von Oszillationen befreite Lo¨sung erzeugt. Allerdings zeigt sich auch,
daß die Lage der Unstetigkeit in der numerischen Lo¨sung gegenu¨ber der tatsa¨chlichen Lage,
abha¨ngig von der Wahl der Filterparameter, verschoben dargestellt wird. Na¨here Betrach-
tungen zeigen, daß eine Ursache fu¨r diese Verschiebung der Stoßlage die Tatsache ist, daß der
diskrete Filter nur fu¨r wenige Parameterkombinationen konservativ ist und sich damit fu¨r die
Filterimplementierung nach jedem Zeitschritt eines Differenzenverfahrens nicht eignet.
Die numerischen Resultate fu¨r den TV–Filter von Marquina und Osher, der auf dem glei-
chen kontinuierlichen Modell wie der Filter von Chan, Osher und Shen beruht, zeigen, daß
seine Implementierung nach jedem Zeitschritt eines Differenzenverfahrens ho¨herer Ordnung
im Wesentlichen keine Verschiebung der Stoßlage bewirkt. Die Oszillationen der zugrunde-
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liegenden Differenzenverfahren werden durch die Filteranwendung gegla¨ttet, und selbst das
Zentrale–Differenzen–Schema zweiter Ordnung wird durch die Filterroutine stabilisiert und
ergibt numerische Lo¨sungen ohne Oszillationen.
Das unterschiedliche numerische Verhalten der diskreten Filter zeigt, daß Eigenschaften der
kontinuierlichen Filtergleichung bei der Diskretisierung verloren gehen ko¨nnen und die Wir-
kungsweise diskreter Filter stark von der gewa¨hlten Diskretisierung abha¨ngt.
Um dies zu belegen, entwickeln wir fu¨r die kontinuierliche Filtergleichung eine Reihe neuer
Diskretisierungen und zeigen die Leistungsfa¨higkeit der resultierenden Filteralgorithmen fu¨r
eindimensionale skalare Testfa¨lle. Wir erhalten unter anderem einen parameterfreien Filter,
der als einfache nichtlineare Dissipation das Zentrale–Differenzen–Verfahren stabilisiert, die
Oszillationen gla¨ttet und Lage und Ho¨he der Unstetigkeit erha¨lt. Eine Untersuchung der Glei-
chung ut = (sgnux)x, die einerseits den neuen Filterroutinen zugrundeliegt, andererseits im
Kontext der Bildverarbeitung als TV flow bekannt ist und als TV–verringernd gilt, zeigt, daß
die verschiedenen Diskretisierungen dieser Gleichung bei ihrer Anwendung die Totalvariation
der numerischen Lo¨sung erho¨hen ko¨nnen. Wir beweisen, daß die Oszillationen, die entstehen,
in ihrer Gro¨ße durch eine zur Zeitschrittweite proportionale Konstante beschra¨nkt bleiben,
so daß wir TV flow als selbst–stabilisierend bezeichnen ko¨nnen.
Basierend auf Ideen der Bildverarbeitung und der vollsta¨ndig diskreten Filterkonstruktion
entwickeln wir im weiteren Verlauf der Arbeit drei neue Klassen nichtlinearer, diskreter Fil-
ter.
Die erste Filterklasse ergibt sich aus den verschiedenen Diskretisierungen einer neuen kontinu-
ierlichen Filtergleichung, die als Extrema–Diffusion interpretiert werden kann. Alle resultie-
renden Filter sind parameterfrei und besitzen eine sehr einfache Struktur. Bei der Implemen-
tierung in Differenzenverfahren ho¨herer Ordnung zeigt sich, daß insbesondere die konservative
Diskretisierung der konservativ formulierten Modellgleichung fu¨r ein– und zweidimensionale
Testfa¨lle zu sehr guten Ergebnissen fu¨hrt. Die Berechnung der Konvergenzordnung weist nach,
daß das resultierende, neue Lo¨sungsverfahren ein Differenzenverfahren ho¨herer Ordnung ist.
Daru¨ber hinaus demonstriert die Anwendung des Verfahrens auf eindimensionale Riemann–
Probleme mit sonischen Punkten, daß der nichtlineare Filter auch als geeigneter Entropie–Fix
eingesetzt werden kann und fu¨r das Lax–Wendroff–Verfahren zu besseren Ergebnissen als der
klassische Entropie–Fix von Harten fu¨hrt. Aufgrund der einfachen Filterstruktur ist es gelun-
gen, ein rechentechnisch schnelles und qualitativ gutes Verfahren fu¨r das Lo¨sen hyperbolischer
Erhaltungsgleichungen zu konstruieren.
Bei der Filterimplementierung in das Zentrale–Differenzen–Verfahren zweiter Ordnung zeigt
sich allerdings, daß erst durch eine ku¨nstliche Verkleinerung der Zeitschrittweite ein stabiles
und konvergentes Lo¨sungsverfahren entsteht.
Da einige andere Diskretisierungen der kontinuierlichen Gleichung zu Verschiebungen der
Stoßlage fu¨hren, untersuchen wir das Amplituden– und Phasenverhalten eines dieser Filter
mit der von Neumannschen Stabilita¨tsanalyse. Aufschluß u¨ber weitere Ursachen dieser Ver-
schiebungsfehler ergeben sich nicht.
Eine zweite Klasse neuer Filtermethoden fu¨r das numerische Lo¨sen hyperbolischer Erhal-
tungsgleichungen konstruieren wir mit Hilfe der Signalzerlegung, die darauf beruht, daß der
zu filternde Datensatz vor der Filteranwendung in zwei Teilsignale zerlegt wird. Wir zeigen,
daß diese Art der Filterimplementierung qualitativ mit dem Soft Wavelet Shrinkage der Bild-
verarbeitung u¨bereinstimmt und fu¨hren eine Analyse der entstehenden Diffusionsterme durch.
Numerische Testfa¨lle zeigen, daß das Filterverfahren die Oszillationen des Lax–Wendroff–
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Schemas bis auf eine Restoszillation gla¨ttet und Unstetigkeiten erha¨lt. Bei der Filteranwen-
dung auf das Zentrale–Differenzen–Verfahren muß die Zeitschrittweite wieder ku¨nstlich ver-
kleinert werden, um Stabilita¨t und Konvergenz zu gewa¨hrleisten. Daru¨ber hinaus erlaubt
die Kenntnis der Diffusionsterme die direkte Implementierung der Gesamtdiffusion in das
Differenzenverfahren, so daß wir ein weiteres, neues Lo¨sungsverfahren erhalten. Da den be-
rechneten Diffusionstermen das Zentrale–Differenzen–Verfahren zugrundeliegt, ist auch hier
eine Verkleinerung der hyperbolischen Zeitschrittweite notwendig. Die Berechnung der expe-
rimentellen Konvergenzordnung zeigt, daß das resultierende Verfahren ein Verfahren ho¨herer
Ordnung ist. Es liefert selbst fu¨r Riemann–Probleme mit sonischen Punkten stabile Ergeb-
nisse und kann daher als Entropie–Fix fu¨r das Zentrale–Differenzen–Verfahren interpretiert
werden, was seine Leistungsfa¨higkeit beeindruckend dokumentiert.
Die dritte Klasse neuer, nichtlinearer Filterroutinen entwickeln wir, indem wir den zu fil-
ternden Datensatz betrachten und durch rein diskrete Operationen Algorithmen herleiten,
die Oszillationen vermindern. Vorteil dieses diskreten Vorgehens ist, daß Probleme, die sich
bei der Diskretisierung kontinuierlicher Filtergleichungen ergeben, gar nicht erst auftreten
ko¨nnen. In Anlehnung an die diskreten Filter von Engquist, Lo¨tstedt und Sjo¨green konstru-
ieren wir eine Reihe neuer Filterroutinen, die bei der Implementierung in das Lax–Wendroff–
und Zentrale–Differenzen–Verfahren fu¨r skalare und vektorielle Testprobleme teilweise zu gu-
ten numerischen Resultaten fu¨hren, ohne daß Zeitschrittverkleinerungen vorgenommen wer-
den mu¨ssen. Insbesondere die invariante zweite Filterversion, die ein Entstehen neuer Ex-
tremwerte verhindert, liefert bei Anwendung auf das Lax–Wendroff–Schema ein Verfahren
ho¨herer Ordnung, das Oszillationen gla¨ttet und Unstetigkeiten in Ho¨he und Lage erha¨lt. Fu¨r
Riemann–Probleme mit sonischen Punkten ergibt das Verfahren stabile Lo¨sungen, die einen
Dateneinbruch in der Umgebung der Unstetigkeit aufweisen, doch mit Hilfe einer zusa¨tzlichen
Hintergrunddiffusion ko¨nnen auch fu¨r diese Testprobleme gute numerische Resultate erzielt
werden.
Insgesamt zeigt die vorliegende Arbeit, daß einerseits mit Hilfe nichtlinearer Filterroutinen
der Bildverarbeitung, andererseits durch vollsta¨ndig diskret konstruierte Filter, neue nichtli-
neare Filteralgorithmen entwickelt werden ko¨nnen, die wir als nichtlineare Dissipation inter-
pretieren und so in Differenzenverfahren ho¨herer Ordnung integrieren ko¨nnen, daß sich neue
und einfache Methoden fu¨r das numerische Lo¨sen hyperbolischer Erhaltungsgleichungen er-
geben. Die resultierenden Verfahren sind in ihrer Leistungsfa¨higkeit teilweise mit technisch
aufwendigen, hochauflo¨senden Methoden vergleichbar, besitzen aber im Gegensatz zu diesen
Verfahren einfache und explizit gegebene Diffusionsterme. Es wird allerdings deutlich, daß
Filteralgorithmen, die bei der Anwendung auf stationa¨re, verrauschte Bilder gute Ergebnis-
se erzielen, bei der Implementierung nach jedem Zeitschritt eines Differenzenverfahrens zu
Verschiebungen der Unstetigkeiten in den numerischen Lo¨sungen fu¨hren ko¨nnen. Daru¨ber
hinaus bereitet das Filtern des Zentrale–Differenzen–Verfahrens zweiter Ordnung Schwie-
rigkeiten. Nichtlineare Filter, die bei der Integration in das Lax–Wendroff–Verfahren gute
und stabile Lo¨sungen liefern, erzeugen bei ihrer Anwendung auf das Zentrale–Differenzen–
Verfahren Lo¨sungen, in denen fu¨r kleiner werdende Gitterweite neue Oszillationen entstehen.
Diese Eigenschaft ist auf das instabile Differenzenverfahren zuru¨ckzufu¨hren und kann durch
eine ku¨nstliche Verkleinerung der Zeitschrittweite verhindert werden, wobei der Rechenauf-
wand des resultierenden Verfahrens allerdings steigt.
Aufgrund der Nichtlinearita¨t der neu konstruierten Filterroutinen ist eine analytische Un-
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tersuchung dieser Filter und der resultierenden Lo¨sungsverfahren bisher nicht mo¨glich. Da
numerische Untersuchungen, vor allem fu¨r Systeme von Erhaltungsgleichungen in mehre-
ren Raumdimensionen, aufwendig sind und die Aussagekraft der Ergebnisse beschra¨nkt ist,
sollte die Entwicklung geeigneter mathematischer Analysemethoden, eventuell mit Hilfe der
Distributionen– und Maßtheorie, Gegenstand weiterfu¨hrender Arbeiten sein.
Daru¨ber hinaus ist eine exakte Analyse des Verschiebungsfehlers, der bei der Implementierung
einiger Filteralgorithmen entsteht, wu¨nschenswert. Da die Verschiebungsfehler nur auftreten,
wenn die Differenzenverfahren mit integrierter Filterroutine auf nichtlineare Testfa¨lle ange-
wendet werden, ko¨nnen diese Effekte nicht nur durch die fehlende Konservativita¨t der Filter
begru¨ndet werden. Existierende analytische Verfahren, wie die von Neumannsche Stabilita¨ts-
analyse, liefern fu¨r diese nichtlineare Problemstellung keine Aussagen.
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Zusammenfassung
In der vorliegenden Arbeit entwickeln wir neue nichtlineare, diskrete Filteralgorithmen fu¨r
das numerische Lo¨sen hyperbolischer Erhaltungsgleichungen. Die Konstruktion der Filteral-
gorithmen basiert einerseits auf Filterroutinen, die in der Bildverarbeitung entwickelt wurden
und zum Wiederherstellen verrauschter Bilder eingesetzt werden, andererseits auf vollsta¨ndig
diskreten Filterkonstruktionen, wie sie erstmals von Engquist, Lo¨tstedt und Sjo¨green durch-
gefu¨hrt wurden. Die zugeho¨rigen kontinuierlichen Gleichungen der jeweiligen Filter zeigen,
daß beide Ansa¨tze verwandte Filtermethoden liefern. Die konstruierten Filter interpretieren
wir als nichtlineare Dissipation und integrieren sie in einfache Differenzenverfahren ho¨herer
Ordnung, die in ihren numerischen Lo¨sungen fu¨r hyperbolische Erhaltungsgleichungen Os-
zillationen in der Umgebung von Unstetigkeiten erzeugen. Ziel der Filterintegration in diese
Verfahren ist es, die durch das Differenzenverfahren verursachten Oszillationen bei gleichzei-
tiger Erhaltung der Unstetigkeiten zu gla¨tten und damit neue und einfache Methoden fu¨r das
numerische Lo¨sen hyperbolischer Erhaltungsgleichungen zu konstruieren.
Zuna¨chst zeigen wir fu¨r zwei bekannte TV–Filter der Bildverarbeitung, daß sie auf den Kon-
text numerischer Approximationen von Erhaltungsgleichungen u¨bertragen und als nichtline-
are Dissipation in einfache Differenzenverfahren ho¨herer Ordnung integriert werden ko¨nnen.
Eindimensionale skalare beziehungsweise zweidimensionale skalare und vektorielle Testfa¨lle
demonstrieren, daß beide Filter bei Anwendung auf stationa¨re Lo¨sungen von Erhaltungsglei-
chungen Oszillationen in der Umgebung von Unstetigkeiten reduzieren und dabei Ho¨he und
Lage der Unstetigkeiten weitgehend erhalten. Die Filteranwendung nach jedem Zeitschritt
eines Differenzenverfahrens zeigt, daß sie selbst das instabile Zentrale–Differenzen–Verfahren
zweiter Ordnung stabilisieren und eine von Oszillationen befreite Lo¨sung erzeugen. Allerdings
wird auch deutlich, daß einer der Filter, der TV–Filter von Chan, Osher und Shen, die Lage
der Unstetigkeit in der numerischen Lo¨sung gegenu¨ber der tatsa¨chlichen Lage, abha¨ngig von
der Wahl der Filterparameter, verschoben darstellt. Na¨here Betrachtungen zeigen, daß eine
Ursache fu¨r diese Verschiebung der Stoßlage die Tatsache ist, daß der diskrete Filter nur
fu¨r wenige Parameterkombinationen konservativ ist. Obwohl der zweite Filter, ein TV–Filter
von Marquina und Osher, auf dem gleichen kontinuierlichen Modell wie der Filter von Chan,
Osher und Shen beruht, bewirkt seine Implementierung nach jedem Zeitschritt eines Diffe-
renzenverfahrens ho¨herer Ordnung im Wesentlichen keine Verschiebung der Stoßlage.
Das unterschiedliche numerische Verhalten der beiden diskreten Filter zeigt, daß Eigenschaf-
ten der kontinuierlichen Filtergleichung bei der Diskretisierung verloren gehen ko¨nnen und
die Wirkungsweise diskreter Filter stark von der gewa¨hlten Diskretisierung abha¨ngt.
Aufbauend auf der zugrundeliegenden, kontinuierlichen Filtergleichung entwickeln wir eine
Reihe neuer Diskretisierungen und zeigen die Leistungsfa¨higkeit der resultierenden Filteral-
gorithmen fu¨r eindimensionale skalare Testfa¨lle. Wir erhalten unter anderem einen parame-
197
198 ZUSAMMENFASSUNG
terfreien Filter, der als einfache nichtlineare Dissipation das Zentrale–Differenzen–Verfahren
stabilisiert, die Oszillationen gla¨ttet und Lage und Ho¨he der Unstetigkeit erha¨lt.
Eine Untersuchung der Gleichung ut = (sgnux)x, die einerseits den neuen Filterroutinen
zugrundeliegt, andererseits im Kontext der Bildverarbeitung als TV flow bekannt ist und
als TV–verringernd gilt, zeigt, daß die verschiedenen Diskretisierungen dieser Gleichung bei
ihrer Anwendung die Totalvariation der numerischen Lo¨sung erho¨hen ko¨nnen. Wir beweisen,
daß die Oszillationen, die entstehen, in ihrer Gro¨ße durch eine zur Zeitschrittweite proportio-
nale Konstante beschra¨nkt bleiben, so daß wir TV flow als selbst–stabilisierend bezeichnen
ko¨nnen.
Im weiteren Verlauf der Arbeit entwickeln wir, basierend auf Ideen der Bildverarbeitung und
der vollsta¨ndig diskreten Filterkonstruktion, drei neue Klassen nichtlinearer, diskreter Filter.
Die erste Filterklasse ergibt sich aus verschiedenen Diskretisierungen einer neuen kontinuierli-
chen Filtergleichung, die als Extrema–Diffusion interpretiert werden kann. Alle resultierenden
Filter sind parameterfrei und besitzen eine sehr einfache Struktur. Bei der Implementierung in
Differenzenverfahren ho¨herer Ordnung zeigt sich, daß insbesondere die konservative Diskreti-
sierung der konservativ formulierten Modellgleichung fu¨r ein– und zweidimensionale Testfa¨lle
zu sehr guten Ergebnissen fu¨hrt und das resultierende Verfahren ein Differenzenverfahren
ho¨herer Ordnung ist. Daru¨ber hinaus demonstriert die Anwendung des neuen Lo¨sungsver-
fahrens auf eindimensionale Riemann–Probleme mit sonischen Punkten, daß der nichtlineare
Filter auch als geeigneter Entropie–Fix eingesetzt werden kann und fu¨r das Lax–Wendroff–
Verfahren zu besseren Ergebnissen als der klassische Entropie–Fix von Harten fu¨hrt.
Bei der Filterimplementierung in das Zentrale–Differenzen–Verfahren zweiter Ordnung zeigt
sich, daß erst durch eine ku¨nstliche Verkleinerung der Zeitschrittweite ein stabiles und kon-
vergentes Lo¨sungsverfahren entsteht.
Da einige andere Diskretisierungen der kontinuierlichen Gleichung zu Verschiebungen der
Stoßlage fu¨hren, untersuchen wir das Amplituden– und Phasenverhalten eines dieser Filter
mit der von Neumannschen Stabilita¨tsanalyse. Aufschluß u¨ber weitere Ursachen dieser Ver-
schiebungsfehler ergeben sich nicht.
Eine zweite Klasse neuer Filtermethoden fu¨r das numerische Lo¨sen hyperbolischer Erhal-
tungsgleichungen konstruieren wir mit Hilfe der Signalzerlegung, die darauf beruht, daß der
zu filternde Datensatz vor der Filteranwendung in zwei Teilsignale zerlegt wird. Wir zeigen,
daß diese Art der Filterimplementierung qualitativ mit dem Soft Wavelet Shrinkage der Bild-
verarbeitung u¨bereinstimmt und fu¨hren eine Analyse der entstehenden Diffusionsterme durch.
Numerische Testfa¨lle zeigen, daß das Filterverfahren die Oszillationen des Lax–Wendroff–
Schemas bis auf eine Restoszillation gla¨ttet und Unstetigkeiten erha¨lt. Bei der Filteranwen-
dung auf das Zentrale–Differenzen–Verfahren muß die Zeitschrittweite wieder ku¨nstlich ver-
kleinert werden, um Stabilita¨t und Konvergenz zu gewa¨hrleisten. Daru¨ber hinaus erlaubt
die Kenntnis der Diffusionsterme die direkte Implementierung der Gesamtdiffusion in das
Differenzenverfahren, so daß wir ein weiteres, neues Lo¨sungsverfahren erhalten. Da den be-
rechneten Diffusionstermen das Zentrale–Differenzen–Verfahren zugrundeliegt, ist auch hier
eine Verkleinerung der hyperbolischen Zeitschrittweite notwendig. Die Berechnung der expe-
rimentellen Konvergenzordnung zeigt, daß das resultierende Verfahren ein Verfahren ho¨herer
Ordnung ist. Es liefert selbst fu¨r Riemann–Probleme mit sonischen Punkten stabile Ergeb-
nisse und kann daher als Entropie–Fix fu¨r das Zentrale–Differenzen–Verfahren interpretiert
werden, was seine Leistungsfa¨higkeit beeindruckend dokumentiert.
Die dritte Klasse neuer, nichtlinearer Filterroutinen entwickeln wir, indem wir den zu fil-
ternden Datensatz betrachten und durch rein diskrete Operationen Algorithmen herleiten,
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die Oszillationen vermindern. Vorteil dieses diskreten Vorgehens ist, daß Probleme, die sich
bei der Diskretisierung kontinuierlicher Filtergleichungen ergeben, gar nicht erst auftreten
ko¨nnen. In Anlehnung an die diskreten Filter von Engquist, Lo¨tstedt und Sjo¨green konstru-
ieren wir eine Reihe neuer Filterroutinen, die bei der Implementierung in das Lax–Wendroff–
und Zentrale–Differenzen–Verfahren fu¨r skalare und vektorielle Testprobleme teilweise zu gu-
ten numerischen Resultaten fu¨hren, ohne daß Zeitschrittverkleinerungen vorgenommen wer-
den mu¨ssen. Insbesondere die invariante zweite Filterversion, die das Entstehen neuer Ex-
tremwerte verhindert, liefert bei Anwendung auf das Lax–Wendroff–Schema ein Verfahren
ho¨herer Ordnung, das Oszillationen gla¨ttet und Unstetigkeiten in Ho¨he und Lage erha¨lt. Fu¨r
Riemann–Probleme mit sonischen Punkten ergibt das Verfahren stabile Lo¨sungen, die mit
Hilfe einer zusa¨tzlichen Hintergrunddiffusion weiter verbessert werden ko¨nnen.
Insgesamt zeigt die vorliegende Arbeit, daß einerseits mit Hilfe nichtlinearer Filterroutinen der
Bildverarbeitung, andererseits durch vollsta¨ndig diskret konstruierte Filter, neue nichtlineare
Filteralgorithmen entwickelt werden ko¨nnen, die wir als nichtlineare Dissipation interpretie-
ren und so in Differenzenverfahren ho¨herer Ordnung integrieren ko¨nnen, daß sich neue und
einfache Methoden fu¨r das numerische Lo¨sen hyperbolischer Erhaltungsgleichungen ergeben.
Die resultierenden Verfahren sind in ihrer Leistungsfa¨higkeit teilweise mit technisch aufwendi-
gen, hochauflo¨senden Methoden vergleichbar, besitzen aber im Gegensatz zu diesen Verfahren
einfache und explizit gegebene Diffusionsterme. Es wird allerdings deutlich, daß Filteralgo-
rithmen, die fu¨r die Anwendung auf stationa¨re verrauschte Bilder gute Ergebnisse erzielen, bei
der Implementierung nach jedem Zeitschritt eines Differenzenverfahrens zu Verschiebungen
der Unstetigkeiten in den numerischen Lo¨sungen fu¨hren ko¨nnen. Daru¨ber hinaus bereitet das
Filtern des Zentrale–Differenzen–Verfahrens zweiter Ordnung Schwierigkeiten. Nichtlineare
Filter, die bei der Integration in das Lax–Wendroff–Verfahren gute und stabile Lo¨sungen
liefern, erzeugen bei ihrer Anwendung auf das Zentrale–Differenzen–Verfahren Lo¨sungen, in
denen fu¨r kleiner werdende Gitterweite neue Oszillationen entstehen. Diese Eigenschaft ist
auf das instabile Differenzenverfahren zuru¨ckzufu¨hren und kann durch eine ku¨nstliche Ver-
kleinerung der Zeitschrittweite verhindert werden, wobei allerdings der Rechenaufwand des
resultierenden Verfahrens steigt.
