Model-based optical motion capture systems require knowledge of the position of the markers relative to the underlying skeleton, the lengths of the skeleton's limbs, and which limb each marker is attached to. These model parameters are typically assumed and entered into the system manually, although techniques exist for calculating some of them, such as the position of the markers relative to the skeleton's joints.
Introduction
Modern techniques for optical motion capture involve simultaneously estimating the pose of the underlying skeleton of the subject while tracking the movement of the markers on the cameras' image planes [5, 6, 12] . Knowledge of how the skeleton moves constrains how the markers move and allows capture of more complex motion than is possible with model-less marker tracking.
Tracking systems based on skeletal models, however, require knowledge of the location of the markers relative to the skeleton, particularly to the joints, as well as the lengths of each of the limbs. This information changes with each subject as new markers are attached and as the size of the subject varies. The location of the joints relative to the markers are of particular interest to doctors, physiotherapists and sports motion analysts who desire it to analyse the precise movements of patients or athletes. Typically, these model parameters are assumed known and entered into the tracking system manually [8] .
This paper presents a technique for calculating these model parameters -which limb each marker is attached to, the location of the markers relative to the underlying skeleton, and the lengths of each limb -given the 2D co-ordinates of the bright points detected at each camera's image plane. The procedure is fully automatic.
Recently, techniques have been proposed to calculate much of this information, particularly the location of the joints [4, 10, 13, 14] , however all of these require the threedimensional trajectory of each marker and knowledge of which limb each marker is attached to. And in order to calculate the three-dimensional trajectory of each marker, it is necessary to track their movement at the camera image plane, which is difficult without a model of the underlying skeleton.
For this reason, we propose that the subject perform a short training sequence prior to performing the motion that is to be captured. The movement during the training sequence should be slower than for typical motion capture and efforts should be made so that every marker can be observed by at least two cameras for most of the sequence. Motions of this nature can be tracked without a model, and the resulting track can be used to calculate the model parameters, which in turn are used to track more complex motion. Each limb should also be rotated about its joints during the sequence, so that the joint locations can be identified.
The suggestion of a training sequence to calculate model parameters can also be found in [6] , however their methods are not automatic and use a non-optimal iterative technique for calculating the joint locations.
Our procedure for calculating the model parameters from the training sequence is:
1. Calculate the three-dimensional position of each marker during the training sequence 2. Calculate which markers are attached to each limb 3. Calculate the size and position of the underlying skeleton and the location of the markers relative to it Sections 2, 3 and 4 describe these three steps in more detail.
Generating 3D marker positions
The first stage in estimating the model parameters is calculating the three-dimensional trajectory of each marker during the training sequence. Let the position of each marker
The input to this stage is the 2D co-ordinates of the bright points detected on each camera's image plane.
The difficulty in calculating ¤ is that the association between markers and detected points is unknown, and estimating this association for each time frame using a global optimisation or batch technique is computationally infeasible. Instead, we propose standard sequential estimation (tracking) techniques [2] Figure 1 : Example input to the 3D point tracker. The predicted positions of the markers on the camera image planes are shown by the crosses, while the circles mark the detections. The association step requires matching circles to crosses in each camera, and matching circles between cameras. Note that each camera may not detect all markers.
3. Calculate the three-dimensional marker position, ¤ ¦ ¥ § © £ . If the association of step 2 determined that two or more cameras detected marker
is found with standard triangulation [7] . If only one camera detected marker
, and the 3D ray projected through the detection on the camera's image plane from the camera's origin. If no cameras detected marker
Of these three steps, calculating the association proves the most problematic. At each time £ , we desire to label each detection in each camera with the marker that generated it. The problem involves minimising the cost of associating markers to detections, but also the cost of associating a detection in one camera to a detection in another. Figure 1 shows an example input to this stage of the tracking process.
Let G be the number of cameras and H be the § © G P I Q 9 -dimensional matrix representing the association.
, and so on. If any of these conditions are not true,
where is the number of detections in camera and
where § c e ! 1 c t & is a measure of how well detections c e ! 1 c h reconstruct a single point in space (that is, how well they satisfy the epipolar constraint [3] ), and § ¢ f c h y is the g distance between the predicted position of marker ¢ (as projected onto the image plane of camera ) and detection c in camera . The minimisation of equation (1) is done subject to the constraint that H marginalised over any one of its dimensions is unity. This ensures that each marker is associated with at most one detection in each camera and that any detection in a given camera is associated with at most one detection in another camera.
The problem described here is the general § © G I 9 -dimensional linear association problem. For the 2D case (for example, associating markers to the detections in a single camera, or the detections between two cameras only), fast and efficient algorithms exist for computing the optimum association [1, 9] . However, for higher dimensions (G e d f A ) the problem is NP-hard.
The general data association problem has recently received much attention from the radar tracking community who recommend a technique called Lagrangian relaxation for estimating the optimal association [2, 11] . Lagrangian relaxation works by first relaxing the uniqueness constraint along all but two of the dimensions so that the problem can be solved, providing a possibly infeasible "dual" solution. From the dual solution, a feasible "primal" solution can be attained by considering the two dimensions for which the uniqueness constraint holds as a single dimension and repeating the process. It is not guaranteed that the primal solution is the optimum association, however the distance between it and the dual solution provides a measure of how close it is to the optimum. The solution is refined by weighting the elements of x RT URW U à à a URb that violate the uniqueness constraint in the dual solution by some amount (the Lagrangian multipliers) and calculating new dual and primal solutions.
Using Lagrangian relaxation to estimate the most likely marker-to-detected-point association at each time £ in conjunction with the other elements of the 3D point tracker as listed above, we are able to calculate the three-dimensional position of each marker at every time frame but the first. For time £ g D h , no prediction for ¤ ¦ ¥ § © £ exists so we instead calculate only the
, between the detections on each camera image plane. It is from this association that we reconstruct ¤ ¦ ¥ § t j . Thus, it is necessary for each marker to be visible by at least two cameras in the first frame of the test sequence.
Tracking the markers in this manner is prone to errors if the markers move too far from their predicted positions between time frames and if markers are occluded from all cameras for too long. It is for this reason that we suggest a separate training sequence during which the subject's motions are slow and such that every marker is visible to at least two cameras most of the time.
To the knowledge of the authors, this work provides the first attempt to apply the Lagrangian relaxation technique to computer vision and to solve the problem of matching points between more than two images using an efficient search algorithm over the entire association space.
Calculating Likely Marker-to-Limb Associations
Given the three-dimensional trajectory of each marker, it is then necessary to determine which markers are attached to which limbs of the subject. Let k be the " m l % matrix representing this marker-to-limb association, where is the number of limbs. k n ¥ Uo is 1 if marker ¢ is attached to limb p and zero otherwise. We assume that a given marker can lie only on a single limb, yet a given limb may contain any number of markers.
To ensure the system is more robust, it is desired to calculate not only a single association, but the most likely q associations, where q is typically of the order of 10 or 20. The q proposed marker-to-limb associations are then passed to the algorithms of section 4, which estimate not only the model parameters, but also how well the model parameters fit the observed marker trajectories, given each association. The true association is the one which provides the best estimate of the model parameters.
Calculating the most likely values of k is performed in two stages. First, markers that are attached to the same limb are identified. This is done by observing which markers remain a fixed distance from each other over the duration of the training sequence. We create an " r l g " matrix s , where s t ¥ e Y U¥ u g is the variance of the w v distance between
Note that s is symmetric and the elements along its major diagonal are zero. Markers are grouped as being attached to the same limb if the element of s corresponding to the variance of the distance between them is less than a certain threshold. In the event of an inconsistency, for example, if a marker is grouped with two others that are not themselves grouped together, the smaller element of s has priority. The threshold is chosen so that exactly groups of markers are created. This procedure creates a single set of groups of markers, or marker-to-group association. Different such associations can be created by grouping together markers that were forced to be in different groups previously to avoid inconsistencies. In these cases, the inconsistency is solved by forcing a different pair of markers to be in different groups. Let q e be the number of marker-to-group associations formed, which is a function of the number of markers, limbs, and inconsistencies found when analysing s . The second stage of calculating k involves associating the groups of markers to a specific limb of the body, such as the forearm, or upper leg. This is done by first calculating the w v distance between the centroid of each group of markers in a given time frame, usually the first, for this is typically when the actor is standing in a neutral pose. For a given group-to-limb association, it is then possible to calculate the sum of the distances between the limbs that are linked. For example, the lower arm is connected to the upper arm so the distance from the centroid of the group of markers assigned as the lower arm to the centroid of markers assigned as the upper arm are included in this calculation. We select the q g group-to-limb associations for which the sum of the distances between the limbs is smallest, where q g is typically 4 or 5. The search space for the best q g group-to-limb associations is lessened by considering the position in 3D space of the centroid of each group. For example, if it is known that the subject stands in the first frame of the training sequence, the groups of markers in the lower half of the field of view need not be considered as possibly attached to the arms or upper body.
This second stage of associating markers to limbs is performed on each of the q e marker-to-group associations formed in the first stage. Given that we form q g group-tolimb associations for each, we provide, as expected, q ' D x q e Y q g possible values of k for input to the algorithms of the next section.
From a Bayesian perspective, we seek the maximum of the posterior density function, 
Although it is not guaranteed that the most likely association will maximise the entire posterior, is it expected that one of the best q will. It is for this reason that we calculate multiple associations. | is the marker positions relative to the joint, is the observed position of the markers, z is the rotation of the limbs and } is the position of the joint.
The following section describes how to estimate z , | and } so that the first of the above terms,
, is maximised. This is done for each marker-to-limb association, providing q points on the surface of the posterior, one of which is its maximum.
Calculating the Marker Offset Vectors
Given the three-dimensional position of each marker over time and a knowledge of which limb each marker is attached to, it is possible to calculate the underlying axes of rotations, the three-dimensional positions of the joints around which the rotations occur and the position of the markers with respect to these joints [4, 10, 13, 14] . We adopt a similar approach to that of [4] , as the solutions are closed-form and thus quick to calculate. We initially consider each joint and the pair of limbs rotating about it independently. The general motion of this joint and two limbs is described by 
