INTRODUCTION
In this paper we consider the stability of a commonly used family of one-step algorithms in linear and nonlinear heat conduction. The stability behavior of these algorithms is well-known in the linear regime. In particular, the family contains a second-order accurate unconditionally stable member (i.e., Crank-Nicholson method). However, when applying these algorithms to nonlinear problems, it is found that, with the exception of one method (backward difference method), unconditional stability is lost.
To remedy this situation an alternative family of one-step algorithms is proposed. For linear problems these methods coincide with the commonly used ones mentioned above. However, it is shown that, in the nonlinear regime, this family retains the same stability behavior as for the linear case. In particular, an unconditionally. stable second-order accurate method is amongst the proposed algorithms.
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ANALYSIS
Consider the discrete equations of nonlinear heat conduction:
•• . C(8,t)8 + K(8,t)8 = R(t), (1) ' in which C is the capacity matrix, K is the conductivity matrix, R is the heat supply vector, e is the temperature vector, t denotes time and a superposed dot indicates time differentiation. We assume throughout that C is symmetric and positive-definite and .that K is symmetric and positive semi-definite. The initial value problem for (1) consists of finding a function e 8(t), tC[O,T], T > 0, satisfying (1) and the initial condition 
in which it is assumed A > 0. Applying the algorithm (3) to (5) and employing the obvious notation for the single-degree-of-freedom case, we obtain the recursion relation:
in which A 
--n+a
Notice that in the linear case this family of algorithms is identical to the preceding one. However, in the nonlinear case things are quite different.
Let us apply (10) to the model equation (5).
In this case where X n+a. (11)
for a < 1/2, whereas for a ~ 1/2 the algorithm in question is unconditionally stable. Thus the family of algorithms (10) has the advantage that uncondition~ ally stable methods for linear problems maintain this property in the nonlinear regime.
In addition, for a = 1/2 (midpoint rule) the method is second-order accurate.
We now shall show that for a. 
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