Abstract-Based on the success of deep neural networks for image recovery, we propose a new paradigm for the compression and decompression of US signals which relies on a stacked denoising autoencoders. The first layer of the network is used to compress the signals and the remaining layers perform the reconstruction. We train the network on simulated US signals and evaluate its quality on images of the publicly available PICMUS dataset. We demonstrate that such a simple architecture outperforms state-of-the art methods, based on the compressed sensing framework, both in terms of image quality and computational complexity.
I. INTRODUCTION
In the recent years, the problem of recovering ultrasound signals from undersampled measurements have raised a growing interest due to the emergence of the compressed sensing (CS) framework [1] . Formally, let us consider a US signal as m ∈ R N where N denotes the number of time samples. US signal recovery amounts to retrieving m from y ∈ R M where M < N and y = C (m) with C : R N → R M a compression operator.
In this context, the CS framework demonstrates that a perfect reconstruction of m from y is possible, providing that y is k-sparse, i.e. that y 0 = k where the 0 -norm accounts for the number of non-zero coefficients, and that C is a linear operator C ∈ R M ×N which satisfies the restricted isometry property of order 2k [2] . CS also provides a way to recover m by solving the following optimization problem:
where ∈ R + . In the context of US imaging, Liebgott et al. [3] have shown that the wave-atom frame is a sparsity model particularly suited to US signal recovery. More recently, Besson et al. [4] have explored sparsity of US signals in a convolutional dictionary composed of shifted US pulses. Many researchers have also used the CS framework in the image reconstruction process exploiting structural properties of radio-frequency (RF) images or tissue reflectivity functions while undersampling the US signals directly [5] , [6] . In a similar effort, researchers have proposed methods where the RF images are undersampled. Lorintiu et al. [7] have used a line-wise undersampling and a learned dictionary for the sparsity prior. Quinsac et al. [8] have exploited a similar undersampling approach but with a sparsity prior in the Fourier domain. Chen et al. [9] have exploited CS for deconvolution purpose.
The CS framework suffers from several major drawbacks that severely limit its applicability in US imaging. First, checking that the matrix C satisfies the RIP property is a NP-hard problem. It has been demonstrated that random Gaussian or Bernoulli matrices satisfy the RIP property with high probability, providing that M is sufficiently high. But constraints in the US signal acquisition process make the design of such matrices rather impossible in practice. Moreover, sparsity of US signals is very hard to obtain due to statistical dependencies inside specific regions (speckle) and wide variability between different regions inside an image. Finally, the resolution of Problem (1) involves the use of convex optimization algorithms that require hundreds of iterations to converge and a very precise fine-tuning of hyper-parameters, which prevent from their use in real-time scenarios.
In this paper, we propose to exploit stacked denoising autoencoders (SDA), successfully applied to recovery of structured signals [10] , for the recovery of ultrasound images. To do so, the compression is considered to be the first layer of the proposed architecture. The hidden and output layers are used for the reconstruction. We explore both, a linear measurement case (SDA-CNL) where the compression matrix is not learned and a non-linear measurement case (SDA-CL) where the compression is represented as a layer of the network. We show that a 4-layer SDA-CL outperforms a state-of-theart CS algorithm in terms of both quality and reconstruction time, without the need to tune any hyper-parameter.
The remainder of the paper is organized as follows. Section II details the proposed networks, their trainings as well as the synthetic training set generation. Section III describes the experiments and performance of the networks. Concluding remarks are given in Section IV.
II. STACKED DENOISING AUTOENCODERS FOR ULTRASOUND IMAGE RECOVERY A. Proposed Architectures
Both proposed architectures, i.e. SDA-CNL and SDA-CL, are composed of 4 fully-connected layers as described on Fig. 1 . The compressed measurements y = C (m) are the output of the first layer. In the case of SDA-CNL, C (m) = Φm, where Φ ∈ R M ×N is a random Gaussian matrix, not learned during training. In the case of SDA-CL,
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Due to the zero-mean centering of US signals, we choose the non-linearity function T ( . ) to be the hyperbolic tangent function.
It is clear thatm has a relatively high number of degrees of freedom corresponding to the weight matrices and bias vectors, which will be learned during the training phase.
Once trained, the first layer is used to compress each element-raw-data signals independently and the remaining layers are used for the recovery of these signals. Both, the compression and the recovery operations can therefore be performed in parallel for a set of element-raw-data signals acquired by a US probe. Following the decompression step, the RF image is retrieved using any state-of-the-art US image reconstruction algorithm.
B. Training of the Proposed Networks
We consider the configuration of the plane-wave imaging challenge in medical ultrasound (PICMUS) [11] , which is summarized in Table I . It can be seen that the sampling frequency of the element raw-data is around 4 times the center frequency, hence extremely close to the Nyquist frequency of the US signals, considering the bandwidth of the transducer elements. The number of measurement samples N is fixed to 1024 in order to fit to typical sizes of deep neural networks. The training set is simulated using the open-source k-Wave toolbox [12] on a configuration mimicking the acquisition system described in Table I . The attenuation coefficient is set to 0.5 dB MHz −1 cm −1 and the simulation accounts for the element directivity. The insonified medium is simulated from a randomly generated phantom containing:
• a fully diffusive background speckle which defines the echogenecity reference; • one to three circular inclusions of variable radii and echogenecity; • zero to five point reflectors. The number of inclusions and point reflectors as well as their positions within the field of view are randomly determined. Each inclusion has a radius drawn between 5 and 50 wavelengths and is either anechoic (80 %), between −6 dB and 6 dB (15 %) or between 10 dB and 20 dB (5 %). The transmit scheme used to insonify the phantom is plane wave with normal incidence. Each synthetic acquisition is composed of 128 element-raw-data, mimicking the element-raw data received at each transducer element of the probe described in Table I , for the considered transmit scheme.
20 000 synthetic acquisitions are generated using the above procedure. This corresponds to 2.5 M element-raw-data signals and enables us to handle 2.0 M parameters, i.e. the number of weights of the SDA in the case of an undersampling ratio M/N of 0.5.
The networks are implemented 1 using the Python API of TensorFlow. Both networks are trained for each considered undersampling ratio M/N , namely from 0.05 to 0.5. Time gain compensation is applied to the element-raw-data to compensate for the attenuation. Every acquisitions are normalized between −1 and 1 to fit the range of the non-linearity used in both SDAs. The training is performed on a NVIDIA GeForce GTX 1080 Ti with a learning rate of 0.01 over 20 epochs using mini-batch learning and a batch size of 4096. The trainable weights are initialized with the Xavier initialization [13] and the biases to zero. We use Adam optimizer and the 2 -loss as the loss function.
III. RESULTS

A. Experimental Settings
The proposed architectures are tested on one numerical image, three in vitro images and two in vivo images provided by the PICMUS dataset 2 [11] acquired using the probe defined in Table I .
Three different approaches are compared, namely SDA-CL, SDA-CNL, both described in Section II, and a standard CS reconstruction based on a sparsity prior in a model made of shifted pulses [4] . The element raw-data corresponding to 1 plane-wave insonification are compressed with undersampling ratios (M/N ) ranging between 0.05 and 0.5. For SDA-CNL and the CS reconstruction, an i.i.d. Gaussian random matrix with zero mean and a variance equal to 1/M is used. For SDA-CL, the compression is performed by the compression layer of the network, learned during the training phase.
In the case of SDA-CNL and SDA-CL the signal recovery is achieved by the reconstruction layers. In the case of CS reconstruction, the signal is retrieved by performing 1000 iterations of the primal-dual forward backward algorithm [14] where the hyper-parameters are empirically tuned to obtain the highest image quality. A standard delay-and-sum algorithm, with spline interpolation for delay calculations and taking into account element-directivity, is performed on the recovered signals to obtain the RF image. The envelope is extracted using the Hilbert transform, normalized and log-compressed to obtain the final B-mode image. The considered dB ranges are 60 dB for the numerical and the in vitro images and 40 dB for the in vivo images.
The image quality is evaluated using the peak-signal-tonoise ratio (PSNR), computed on the final B-mode image against a reference B-mode image obtained from the elementraw data without compression.
B. Results
The PSNR values, summarized in Table II , show that SDA-CL outperforms both the CS reconstruction and SDA-CNL in many cases considered in this study. Regarding the evolution of the PSNR against the undersampling ratio, it is interesting to note the difference in terms of behaviour between SDA-CL and the CS reconstruction. For undersampling ratios below 0.30, the CS reconstruction tends to stagnate at a relatively low PSNR while the PSNR of SDA-CL is increasing linearly. This leads to a difference of 4.5 dB to 5.5 dB at an undersampling ratio of 0.30. For higher undersampling ratios, the CS reconstruction enters in its phase transition regime with significant increase of the PSNR while the quality SDA-CL tends to stagnate. This leads to similar PSNR between the two approaches at high undersampling ratios. Fig. 2 displays the B-mode images of the cross-section of the carotid and of an in-vitro phantom for an undersampling ratio of 0.30, reconstructed with SDA-CL on Fig. 2(b) and Fig. 2 (e) and with CS on Fig. 2(c) and Fig. 2(f) . The difference in terms of PSNR between SDA-CL and the CS reconstruction is confirmed by a visual assesment of the B-mode image. In the case of the in vitro phantom, it can be noticed that the CS method does not manage to retrieve the fully developed speckle patterns, but rather the point-reflectors, resulting in a low PSNR. This comes from the fact that fully developed speckle patterns are not sparse in the considered model.
In terms of computational complexity, the reconstruction layers of SDA-CL involve 3 matrix-vector products, each of which has a complexity of O (MN) which corresponds to the minimal computational complexity of one iteration of an optimization algorithm [10] . Thus the complexity of the proposed SDA-CL architecture is two to three orders of magnitude lower than iterative algorithms, which makes it suitable to real-time imaging without the need to finely tune hyper-parameters.
IV. CONCLUSION
In this work, we propose to use a 4-layer stacked denoising autoencoder for ultrasound image compression and recovery. The first layer of the network is used to compress the signal and the three remaining layers are exploited during the reconstruction process. We suggest two architectures, namely SDA-CNL where the compression layer is considered as linear and is not learned and SDA-CL where a non-linear compression is learned during the training process. We describe an imaging pipeline into which the proposed architectures may be integrated. The proposed methods are evaluated on the PICMUS dataset and we demonstrate that SDA-CL outperforms a stateof-the-art compressed-sensing based reconstruction both in terms of quality and reconstruction time. 
