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The paper discusses a numerical algorithm for obtaining rational approxima- 
tions to a given continuous function. This method offers the promise of a 
comprehensive solution to the problems of two-dimensional recursive digital 
fdter design. This technique, called Chebyshev design, avoids the stability 
test inherent in present design methods. 
1. INTRODUCTION 
Two-dimensional filtering is becoming an important topic of research and 
study. This is due to the widespread applications of such filters. While 
one-dimensional digital filters have been extensively researched, it is only 
recently that such investigation is being extended to two-dimensional digital 
filters [l-5]. 
An important problem in the design of two-dimensional digital filters is 
the problem of stability of the filter. This problem, which is more complicated 
than in one-dimension, has been the subject of several investigations [4, 51. 
The general criterion was obtained by Farmer et al. [5], and is given by: 
THEOREM. Given that B(z, , z2) is a power series in (zI , z2), for the coef- 
fkients of the expansion of l/B(z, , x 2 ) in positive powers of z1 and x2 to converge 
absolutely, it is necessary and suficient that B(z, , z2) not be zero for 1 z1 [ and 
1 zz 1 simultaneously less than or equal to 1. 
The testing of the stability of two-dimensional recursive filters is obviously 
only part of the stability problem. Furthermore, it is probably not the most 
important part. One fundamental question for resolution is: How do we 
design filters that are guaranteed to be stable ? 
Recursive filter synthesis is essentially the ability to calculate a stable 
rational approximation to a given function of two complex variables. Precisely, 
we must find two-dimensional polynomials A(z, , zJ, B(z, , za) such that 
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B(z, > za) is recursively stable and the difference between the desired filter 
function F(z, , ~a) and the rational function A(x, , x,)/B(z, , ~a) is minimized 
in some sense. This then becomes a classical problem [6] in approximation 
theory. This paper discusses the extension of these results to the two- 
dimensional case. 
2. PROPERTIES OF THE ALGORITHM 
To establish the notation, let n and N be prescribed positive integers with 
N > n. Corresponding to a vector c = {c&&=, in EN2, where {cij}i~l,j=n~l 
and {c~~}~=~$‘& vanish (in the numerical implementation c is stored in two 
distinct arrays in order to only utilize the N2 + 2(n2 - nN) locations needed), 
define the polynomials 
and 
IT’@, x) = i cijx;-lx;-l 
i.j=l 
Q(c, 4 = f 
i-n-1 i-n-1 
Cij% 22 . 
i.j=n+l 
Then define the rational function R(c, z) = P(c, z)/Q(c, z). I f  Q(c, z) does 
not vanish in D = {I x1 j < I> x {! xa 1 < l}, then we may define 
where F is a given continuous function defined on D. Let A* denote the 
infimum of A(c) as c ranges over all possible values such that Q(c, x) # 0 in D. 
By a straightforward extension of a theorem in [7, p. 531 this infimum is 
achieved by an appropriate vector c* in E,2. The algorithm which follows 
generates a sequence of vectors co, cl, c2,... in such a way that A(?) J A*. 
The vector co may be arbitrary except for the restrictions that it lie in the 
“standard cube,” 1 ctj 1 < 1, and that Q(c”, z) # 0 for all z in D. Suppose that 
ck has been determined. Define an auxiliary function 
s,(c) = zW(4 Q(c, 4 - P(c, 41 - 44 I Sk 40 
and select the vector ck+r so as to minimize this function in the standard cube. 
If  S,(ck+l) = 0, then ck is a solution; i.e., A(?) = A* and Q(c”, x) # 0 for all 
x in D. 
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3. CONVERGENCE THEOREM 
THEOREM. A(ck) J d * as k -+ co. 
Proof. We shall show first that if Q(c”+l, z,,) = 0 for some k and for some 
z,, in D, then ck is a solution. If ck is not a solution, then a vector c’ must exist 
satisfying d(c’) < d(c”). With no loss of generality, we may assume that 
1 cij ] <. 1 and that Q(c’, x) # 0 throughout D. Let k be the first index such 
that Q(ck+l, a) = 0 for some z. Then Q(ck, z) # 0 in D. Since ck+i minimizes 
the function 6, , we have 
s,(c’i+l) < S,(c’) 
= m;x{(I F(Z) - R(c’, z>l - O(c’)) I Q(c’, s)l> (1) 
to 
the final inequality resulting from the observation that 
1 F(x) - R(c’, z)l < d(c’) < A@“). 
Assuming now that Q(ck+l, z,,) = 0, we obtain the following contradiction: 
0 > S,(c”+l) 3 IF(~,)Q(c~+~, x0) - P(ck+l, z,)l - A(?) / Q(c”+‘,z,,)/ 
== I P(c”‘l, z,)l 
> 0. 
For the remainder of the proof, we may assume Q(ck+l, z) # 0 and 
S,(ck+l) < 0 for all k and for all x in D. Thus 
0 > s,(Ck+l) 
(2) 
> sup max 1 Q(c, z)i (O(ck+l) - A(?)) 
IcJ<l zidl 
shows that d(c”) > d(cl) > ..., and we may therefore conclude that the 
sequence {d(c”)} has a limit L. If L # d*, then there exists a vector c’ such 
that 
d(c’) <L. (3) 
Inequality (1) is thus again valid, and from it we may write 
Let 
S,(t++l) < i;f I Q(c’, .a)1 (A(c’) - O(c”)). 
a: = inf I Q(c’, s)I and 
z 
.P = ,,:;ql max I Qh 211 . 
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Combining this with (2), we arrive at 
Ll(c”+l) < S,(c”‘“)//3 + o(Cy 
< a(d(c’) - fi(c”))//l + O(c”). 
Letting k ---f co in this inequality gives us 
0 2 MC’) -L)/B, 
contradicting (3). Thus L = A*, and the proof is complete. 
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