this becomes false if (BI), (Be) and (B) are replaced by (Nt), (NM) and (N), respectively. This follows, even for p = 2 = q, from the above example proving that (NW) is not linear. Correspondingly, (Ne) cannot be interpreted as the dual space of (NP), since such an interpretation would involve the definition of a scalar product.
If p > 1 is-arbitrary, the space (NO) is complete and linear.
The proofs are the same as before.
The situation can be summarized as follows: (BO) is a subspace of (NO) and (N-) is a subspace of (NP); all three of these spaces are complete; the first and third of them are linear but the second is not.
I Actually, the definitions of Nalli (loc. cit.,2 p. 306) are based on what results when the distance is assigned under the assumption that the upper limit occurring in (2) is replaced by the corresponding limit (which is required to exist). However, a glance at the proofs given by Nalli shows that this definition of her function space is equivalent to the above definition of the function space (N2)o. 2 Nalli, P., Rendiconti Circolo Matematico Palermo, 38, 307, 318-319, 322-323 (1914) . 3 This fact has curious methodical consequences for a problem relating to the Riemann zeta-function; cf. Wintner, A., Duke Mathematical Journal, 10, 430 (1943) , where the situation is explained in detail. 'Besicovitch, A. S., Almost Periodic Functions, Cambridge, 110-112 (1932 Let X", n = 1, 2, ... be independent random variables with moments E(Xn) = OS E(X ') = 1, E(JX5j') = 'y* equal to zero or one according as 5 is positive or not.
The assumption that 'y is bounded can be considerably weakened; see the last paragraph of this abstract. However, the best possible condition has not been obtained.
We may also remark that the corresponding theorem for S. is radically different and has been treated by Erd6s and the author.2
We shall sketch the main lines of our method in a series of lemmas. 
We may remark in passing that from (3) and (4) we can deduce a remainder term to the limifing distribution of Si*, e.g., if a is a constant, then Pr(S,* < ao Vn) = T(a) + 0 (Qg2n(lgn)-1/2). These estimates can be sharpened to a certain extent, but they are sufficient for our present purposes. We state the main result as follows. 33, 1947 Detailed proofs of the above results will appear in another publication. I Feller, W., "The General Form of the So-Called Law of the Iterated Logarithm," Trans. Amer. Math.-Soc., 54, 373-402 (1943) .
' Chung, K. L,, and Erdos, P., "On the Lower Limit of Sums of Independent Random
Variables," to appear in Annals of Mathematics.
' Berry, A. C., "The Accuracy of the Gaussian Approximation to the Sum of Independent Variates," Trans. Amer. Math. Sbc., 49, 122-136 (1941) .
