Abstract. We study the holomorphic tent spaces HT p q,α (B n ), which are motivated by the area function description of the Hardy spaces on one hand, and the maximal function description of the Hardy spaces on the other. Characterizations for these spaces under general fractional differential operators are given.
Introduction
The concept of tent spaces, introduced by R. R. Coifman, Y. Meyer and E. M. Stein [10] , arises from harmonic analysis. Related techniques have found application in holomorphic Hardy and Bergman spaces, in connection to Carleson measures, atomic decompositions and various operators acting between these spaces. We mention here [1, 9, 12, 18, 21, 22, 25, 26, 30, 28] . Motivated by the fact that the derivatives of Hardy space functions are completely characterized in terms of their membership in a certain tent space of holomorphic functions, it is indeed natural to study these spaces under the additional assumption of holomorphicity.
From the definition of a generic tent space T p q , it is not surprising that one has the duality (T
where 1 < p, q < ∞ and p ′ and q ′ are the usual dual exponents. It is absolutely natural to expect such duality result to hold for the holomorphic tent spaces as well. On the other hand, it is well-known (see [15] , [17] ) that the analogous result can fail even for the holomorphic Lebesgue spaces (although a very natural duality result exists), and the weights need not be pathological, see also [16] . Therefore, it is not completely obvious, what one should expect, even though the end-result might not come as a surprise. Also, it is not clear what to expect when p, q ≤ 1; typically holomorphicity guarantees rich structure of a dual space, even for these small exponents. The purpose of the present work is to study these questions.
Our first main result is Theorem 9, which describes the duality for holomorphic Hardy type tent spaces HT p q,α (B n ), when 1 < p < ∞, effectively obtaining the expected duality (HT p q,α (B n )) * ∼ HT p ′ q ′ ,α (B n ), when 1 < p, q < ∞. The case q ≤ 1 leads to holomorphic Hardy-Bloch type spaces BT p (B n ) that seem do not seem to have appeared in the literature before. We establish
The case q < 1 is more demanding and is therefore treated separately in Theorem 17. In this case the dual pairing will change in a manner analogous to [4] , [31] , [33] , [36] , for instance. The case 0 < p ≤ 1 gives rise to so-called Hardy-Carleson type spaces CT q,α (B n ). This nomenclature is motivated by the fact that these spaces are defined in terms of Carleson measures, in a fashion similar to the way the classical BMOA(B n ) can be defined in terms of Carleson measures.
Some key points in the proof are contained in Propositions 6 and 21, which are interesting in their own right. These results establish the boundedness of a certain Bergman type projection on T p q,α (B n ). This projection arises from the dual pairing of the measurable tent spaces, and we extend some well-known properties to the tent space case.
Along the way to towards the desired duality result, it well be well-motivated to study the spaces HT p q,α (B n ) and BT p (B n ) is detail. Theorems 2 and 4 characterize these spaces in terms of the fractional derivatives R s,t (see [35, 36, 37] ). These theorems are also used to obtain an approximation result in Lemma 7, which will be needed to complete the duality. For the case q < 1, we will also apply atomic decomposition techniques in Lemmas 14 and 16.
The complete description of duality is expressed via the Table 1 below. For a reader, who is familiar with the standard Hardy and Bergman dualities only when p ≥ 1, it might come as a surprise that when 0 < p < 1, the dual of both Hardy and Bergman spaces can be identified with the Bloch space, see [36] . A similar phenomenon (or an extension of this result) occurs here; when p < 1, the dual space can always be identified with B(B n ).
There are also the natural "little-O" versions of the spaces BT p (B n ) and CT q,α (B n ). These will be denoted by BT p,0 (B n ) and CT 0 q,α (B n ), respectively. For 1 < p < ∞, we obtain the duality (BT p,0 (B n )) * ∼ HT Table 1 . Duality results summarized This our Theorem 13. For 1 < q < ∞, we obtain CT 0 q,α (B n ) ≍ HT 1 q ′ ,α (B n ). The case of CT 0 q,α (B n ) can be treated by using vanishing Carleson measures, once the main duality result is obtained. However, the definition of the space BT p,0 (B n ) seems to be more involving, and we present the full proof of the duality in its own section.
This work can be considered as a unified treatment of duality results that contains also the classical Hardy, Hardy-BMOA, as well as the Bergman and Bergman-Bloch dualities. The end-point spaces BT p (B n ) and CT q,α (B n ) do not seem to have appeared in the literature in this context and generality. In the author's opinion, they clarify the picture of the classical dualities in very natural way.
Having the boundedness of the Bergman projection opens possibilities for a rather straightforward study of many operators. These include the corresponding Toeplitz and Hankel operators, where the generating symbol can be assumed to be essentially bounded. This, for instance, makes it natural to study the spectral properties of Toeplitz operators acting on HT p q,α (B n ) in a manner similar to the fundamental results of U. Venugopalkrisna, L. A. Coburn and L. Boutet de Monvel, [6, 8, 34] . Let us also mention the fairly recent joint paper with A. Böttcher [7] .
Aside from these topics, we will end up with some open questions. These will be discussed in the last section of the paper. The author would like to remark that there some result, most notably Lemmas 14, 16 and 23 that, although proven here, are most likely well-known. The author claims no originality of these results, but decided to add proofs due the difficulty of finding them in the literature, at least in the generality considered here.
1.1. Notation and conventions. We will throughout use the following conventions. Given a quasinormed space X and x ∈ X, the quasinorm of x on X is denoted by x X . If T : X → Y is a linear operator between two quasinormed spaces X and Y , then its operator quasinorm is denoted by T X→Y . The space of continuous linear functionals X → C -or the dual of X -is denoted by X * . We will also write X ∼ Y , to express that the spaces are isomorphic.
We will be studying several function spaces with some p-integrability condition. Given p ∈ [1, ∞], we will always denote by p ′ its dual exponent: p ′ = p/(p − 1). We understand 1 ′ = ∞ and ∞ ′ = 1. By A B, we mean that there exists C > 0 so that A ≤ CB. The relation A B is defined analogously. If both A B and A B, we write A ≍ B.
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Preliminaries
Denote by B n = {z ∈ C n : |z| < 1} the open unit ball in C n , the Euclidean space of complex dimension n. For any two points z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ) in C n we write z, w = z 1w1 + · · · + z nwn , and
where dV n (z) is the 2n-dimensional Lebesgue measure on B n , which is normalized so that V n (B n ) = 1. The space L ∞ (B n ) consists of the essentially bounded measurable functions f , and the norm used will be
2.1. Hardy, Bergman, BMOA and Bloch spaces. For 0 < p < ∞, the Hardy space H p (B n ) consists of those holomorphic functions f : B n → C with
where dσ is the surface measure on the unit sphere S n := ∂B n normalized so that σ(S n ) = 1. By H ∞ (B n ) we mean the space of bounded holomorphic functions on B n . A function f in H p (B n ) has radial limits f (ζ) = lim r→1 − f (rζ) for almost every ζ ∈ S n ; and H 2 (B n ) becomes a Hilbert space when endowed with the inner product
It is well-known that if 1
is known as the space BMOA(B n ); this fact will be discussed in more detail later on.
Let β > −1 and 0 < p < ∞. The Bergman space A p β (B n ) consists of those holomorphic functions f in B n , for which
The space A 2 β (B n ) is a Hilbert space under the inner product
is called the Bergman projection, and it is given by the formula
Here c(n, β) = Γ(n + β + 1)
is the constant that makes (1 − |z| 2 ) β dV n (z) a probability measure. It is well-known that
is bounded if and only if 1 < p < ∞. We will also need the Bloch space B(B n ), which consists of those holomorphic functions f on B n , for which
where
, whereas the dual of A 1 β (B n ) can be identified as the Bloch space.
We refer to the books [32] and [37] for the theory of Hardy, Bergman and Bloch spaces of the unit ball. For Hardy spaces of the unit disk, see [11] .
2.2.
Fractional differential operators. We will be using a family of fractional derivative and integral operators. Suppose that s and t are real parameters such that neither n + s nor n + s + t is a negative integer. Then the fractional differential operator R s,t is the unique linear operator, which is continuous on the space of holomorphic functions on the ball (equipped with the topology of uniform convergence on compact sets) satisfying
In a similar way, we define the fractional integration operator R s,t by the relation
It clearly holds that R s,t R s,t = R s,t R s,t = Id.
These fractional operators are particularly useful in the following situation. Suppose that the holomorphic f has the integral representation
In a similar fashion, if t > 0, s + t > −1 and f ∈ A 1 s+t (B n ), we can write
The next lemma will be needed to carry out some calculations, when the parameters s and t do not match those of the kernel.
Lemma A. Suppose that neither n + s nor n + s + t is a negative integer, and that N is a positive integer. Then, there exist one variable polynomials φ and ψ of degree N so that
This lemma will most often be used in a form, where the polynomials are estimated from above by their L ∞ (B n ) norms. We refer an interested reader to the monograph of R. Zhao and K. Zhu [35] and the textbook of Zhu [37] for detailed treatment of these fractional derivatives.
2.3. Tent spaces. For ζ ∈ S n and γ > 1, recall that the admissible Korányi approach region Γ γ (ζ) is defined as
As a consequence of Lemma D below, it follows that for our purposes, the choice of γ > 1 is not important. Therefore, as is customary, we will suppress it from the notation.
We set I(0) = S n . If z = 0, then I(z) = {ζ ∈ S n : z ∈ Γ(ζ)}. It can be shown that σ(I(z)) ≍ (1 − |z| 2 ) n , and it follows from Fubini's theorem that, for a positive function ϕ, and a finite positive measure ν, one has (2.5)
This fact will be crucial for the analysis of tent spaces. Let 0 < p, q < ∞ and α > −n − 1. The weighted tent space T p q,α (B n ) consists of those measurable f on B n with
In addition, T p ∞ (B n ) consists of measurable functions f with
Note that this definition of T p ∞ (B n ) differs from the original one in [10] , but has since been used in the present context, see [21, 22, 28] . In order to avoid some cumbersome statements, we understand that
is obviously a norm if p, q ≥ 1. Moreover, if either p < 1 or q < 1 (or both), the expression
For non-zero u ∈ B n , we define ζ u = u/|u| and set
We agree that Q(0) = B n . The space T ∞ q,α (B n ) consists of measurable functions f with 
for some, or equivalently all, T > 0.
It follows that if µ CM T (Bn) denotes the supremum in (2.6), and
The following result is the standard duality theorem for measurable tent spaces in a slightly less general form that will suit our purposes. See [10, 21] , and also [28] .
Theorem C. Let α > −n − 1, 1 ≤ p < ∞, 1 ≤ q < ∞ and p + q = 2. Then, under the pairing
with equivalent norms. Our goal is to establish a satisfactory holomorphic version of this theorem. The integral estimate below is one of the key parts of our argument. This result can be found in [3] and [18] . The converse inequality is trivially valid for every λ.
Lemma D. Let 0 < s < ∞ and λ > n max(1, 1/s). If µ is a positive measure, then
Forelli-Rudin estimates.
We recall some important integral estimates involving Bergman type kernels on balls. The first one is the classical Forelli-Rudin estimate (see [13] or [37, Theorem 1.12] for example). The sharp constants for the estimate are also known, see [19] .
Lemma E. Let t > −1 and s > 0. Then,
The following, more general version of Lemma E is, along with Lemma D, perhaps the most used estimate in this paper. The proof can found in [24] . By, for instance, Vitali's convergence theorem, we may sometimes assume that the points are in B n .
Lemma F. Let s > −1, s + n + 1 > r, t > 0, and r + t − s > n + 1. For u, z ∈ B n , one has (2.7)
If s > −1, r, t > 0, t > s + n + 1 > r and r + t > s + n + 1, then for z ∈ B n and u ∈ B n , (2.8)
We will mostly use the formula (2.7), and will explicitly state when (2.8) is used.
Holomorphic tent spaces HT
In this section we will define the holomorphic tent spaces HT p q,α (B n ) and BT p (B n ), and characterize them in terms of the fractional derivatives. Definition 1. Let 0 < p < ∞, 0 < q ≤ ∞ and α > −n − 1. The Hardy type tent space HT p q,α (B n ) consists of holomorphic functions on B n that also belong to T p q,α (B n ). The quasinorm of f ∈ HT p q,α (B n ) will be given by f HT
It is not difficult to see that every HT p q,α (B n ) belongs to some A 1 β (B n ). In particular, the standard reproducing formulas and fractional differential operators can be used, albeit one must be somewhat careful.
We next present the area function description of the Hardy spaces, which is the motivation for our terminology "Hardy type tent space". It is usually expressed in terms of some other differential operators, see [1, 12] ; for a proof of the present variant, see [26] . This name is also chosen to distinguish from the "Bergman type tent spaces" studied in [30] .
Theorem G. Let 0 < p < ∞, t > 0 and neither n + s, nor n + s + t is a negative integer. The holomorphic function f belongs to the Hardy space
Note that one of the benefits of using R s,t is that we automatically get a quasinorm, without the need to introduce a point-evaluation at zero.
By the non-tangential maximal function characterization of the Hardy space, HT
, see for instance [32] . By (2.5), we also have HT
. For the proof of theorems 2 and 4, it will be in order to explain our choice of parameters beforehand. The parameters N and M denote some large positive integers, and their purpose is to make the use of lemmas A, D and F legal. We also use λ > 0, which is usually assumed to be large compared to N and M, in order to complete the use of Lemma F. Without specifying the exact value of these integers, we note that by the end of the proof, it will be clear that everything works since N and M can be made large. Bearing this in mind will make the presentation easier to understand.
We will next describe the spaces HT p q,α (B n ) in terms of the fractional derivatives R s,t .
Theorem 2. Let 0 < p, q < ∞, α > −n − 1 and s, t be real numbers. Assume further that neither s + n nor s + n + t is a negative integer and qt + n + 1 + α > 0. Then the following are equivalent.
Moreover, the corresponding quasinorms are equivalent.
Proof. Assume first that q ≥ 1 (recall that 1 ′ = ∞). For a sufficiently large positive integer N, we have by Hölder's inequality and Lemmas A and E,
If z ∈ Γ(ζ), then (1 − |z| 2 ) ≍ |1 − z, ζ |, so for a sufficiently large λ > 0, we are allowed to use Lemma F together with Fubini's theorem to get
Now, since N can be arbitrarily large, we are able to use Lemma D to obtain
This shows that (a) implies (b).
Next, let us assume that (b) holds. We use the identity R s,t R s,t f = f and Lemma A to write for a sufficiently large positive integer N and ε > 0 small enough so that α − εq > −n − 1
As before, we will use Lemma F and Fubini's theorem, this time omitting some of the details, to arrive at
Because N was allowed to be very large, an application of Lemma D yields (a).
Let us now turn our attention to the case q < 1. By Lemma 3 of [36] , the following inequality holds for any holomorphic F : B n → C:
when 0 < q ≤ 1 and η > −1. Hence for a large positive integer N, if
. Now, for large positive λ, we will use Lemma F and Fubini's theorem to estimate
By allowing N to be very large, we can use Lemma D to conclude that (a) implies (b).
The remaining case can be solved by techniques exhibited in the earlier cases. The proof is left for an interested reader.
To understand the dual space of HT p 1,α (B n ), we will introduce the following Hardy-Bloch type spaces BT p (B n ).
Definition 3. Let, 1 < p < ∞, t > 0, and assume that neither n + s nor n + s + t is a negative integer. A holomorphic f belongs to the space BT p (B n ), if
is a norm on BT p (B n ).
We remark that the following inclusion holds
for every α > −n − 1. It might seem that the space BT p (B n ) depends on the choice of s and t is some crucial way. We now prove that this is not the case.
Theorem 4. Let 1 < p < ∞, t 1 , t 2 > 0 and s 1 , s 2 be a real numbers. Assume further that none of the numbers s 1 + n, s 2 + n, s 1 + n + t 1 and s 2 + n + t 2 is a negative integer. Then the following are equivalent.
(
. Moreover, the corresponding norms are equivalent.
Proof. By symmetry, it will be enough to show that (a) implies (b). Since the fractional derivatives commute with each other, we have
it follows that if N is a large positive integer, then by Lemma A
Further, if M is a large positive integer, we can use Lemma A again to estimate
Therefore, by using Fubini's theorem and Lemma F, it holds that
We note that under the pairing ·, · s 2 +M −t 1 , the operator
if the Banach space adjoint of
. Now, for large positive λ, we have
Since p ′ > 1, we can use Lemma D to conclude that S and its adjoint S * are bounded. Returning to the estimate
we see that multiplying both sides by (1 − |z| 2 ) t 2 and noting that then the right-hand-side depicts a function in T p ∞ (B n ), we arrive at the desired conclusion. The proof is complete.
It is perhaps also noteworthy that the space BT p (B n ) lies strictly between the Hardy space H p (B n ) and every weighted Bergman space A p β (B n ), where β > −1. This could be compared with the small weighted Bergman spaces, studied in the monograph [29] . 4 . Duality: the case 1 < p < ∞, 1 ≤ q < ∞ This section is devoted to the proof of our first main duality result. Since the duality of the measurable tent spaces T 
a natural course of action will be to study the boundedness of P n+α :
. We will first show that this operator is not bounded when q = 1 or q = ∞.
Proof. We will show that P n+α :
is not bounded, when 0 < p < ∞. When 1 < p < ∞, the other case follows from duality.
It is clear that
and H p (B n ) does not contain the Bloch space B(B n ), we are done.
Next, we will show that the projection is indeed bounded if 1 < p, q < ∞. In fact, we will show that the maximal Bergman projection f → c(n, n + α)
is bounded.
Proposition 6. Let 1 < p, q < ∞ and α > −n − 1. Then, P n+α :
Proof. We will first deal with the case 1 < q < ∞. Let us take f ∈ T p q,α (B n ). Since, 1 < q < ∞, we have by Hölder's inequality and Lemma E
whenever β is positive and
Note that if z ∈ Γ(ζ) and ζ ∈ S n , then 1 − |z| 2 ≍ |1 − z, ζ |. Therefore, for any λ > 0, we have
Note that this is the (almost) trivial counterpart of Lemma D. Now, looking at the assumptions on the parameters of Lemma F, we see that since α > −n − 1, then by making λ large and requiring that (4.2) βq < n + 1 + α,
we are in position to estimate
where we have used Fubini's theorem to change the order of integration. Next, we want to use Lemma D for the measure
with s = p/q. In order to be able to do this, we must make sure that
where the only problem might occur when q > p, and the real requirement would therefore be
To proceed with the proof, we now assume that p ≥ q. Since β > 0, we can continue with Lemma D, to finally arrive at
.
Note that the conditions (4.1) and (4.2) can be achieved by a small enough positive β, say β = 1/qq ′ . Since β is positive, the condition n + βq > n max(1, q/p) is trivially met.
So far we have shown that P n+α :
is bounded, whenever p ≥ q. Next, recall that under the dual pairing
the operator P n+α is self-adjoint. Therefore, P n+α : Let us now turn our attention to the second case, so suppose that q = ∞. By Theorem 4, it will be enough to show that if
is bounded, if and only if its adjoint operator
So, by duality, in order to prove the boundedness claim, it will be enough to show that
As before, we estimate by using Lemma D, Lemma F and Fubini's theorem for a sufficiently large λ > 0
Note that since p ′ > 1, the requirements of Lemma D are easily satisfied. In fact this proves that
for every t > 0. We have thus shown that for any 1 < p < ∞, the operator P n+α :
Finally, we will show that is also onto. This is not as trivial as in the previous cases, since BT p (B n ) is not a subspace of T p ∞ (B n ), as is evident from Proposition 5. Let us therefore take g ∈ BT p (B n ), so that by definition, if
. By formula (2.2) and the standard properties of the fractional differential operators, we have c(n, n + α + t) c(n, n + α)
and we have shown the surjectivity.
Before we prove duality, we will need a standard approximation result for the holomorphic tent spaces. Let r ∈ (0, 1) and define the dilation of f by f r (z) = f (rz). f HT p q,α (Bn) . Proof. We note that if q = ∞, this is a classical result about Hardy spaces. So, we will assume that 0 < q < ∞. Of course, this result is also known for q = 2.
Suppose first that α = 0. We may assume that the aperture γ on Γ(ζ) = Γ γ (ζ) satisfies γ ≥ 2. Then if z ∈ Γ(ζ) and r ∈ (0, 1), we have
We discover that rz ∈ Γ(ζ), so rΓ(ζ) ⊂ Γ(ζ). This allows us to use a change of variables to see that
This already gives the desired norm bound. If f ∈ HT p q,α (B n ), it follows that for every r, the function
belongs to L 1 (S n ) and has an integrable majorant. For almost every ζ ∈ S n , we have
and for such ζ the function |f − f r | q has an integrable majorant over Γ(ζ). Since f r → f pointwise as r → 1 − , we see by the Lebesgue dominated convergence theorem that for almost every ζ
But now another use of dominated convergence shows us that f r → f in HT p q,α (B n ) as r → 1 − . Suppose next that α > −n − 1, α = 0. Let s be chosen so that neither s + n nor s + n − α/q is a negative integer. By Theorem 2, we have for any holomorphic f
. Now, since the dilation f → f r commutes with the fractional derivatives (both being coefficient multipliers), we have
This proves the remaining case.
Corollary 8. Let 0 < p < ∞, 0 < q ≤ ∞, α > −n − 1 and f ∈ HT p q,α (B n ). Polynomials are dense in HT p q,α (B n ). Moreover, these spaces are separable. Proof. This is clear, since the functions f r can be approximated by polynomials uniformly on B n . The separability claim then easily follows from the density of polynomials. Proof. Let us first deal with 1 < q < ∞. First, by applying the formula (2.5) and Hölder's inequality two times, it is clear that every g ∈ HT p ′ q ′ ,α (B n ) induces an element in the dual of HT p q,α (B n ). Now, let us take arbitrary τ ∈ (HT p q,α (B n )) * . By, the Hahn-Banach extension theorem, it can be extended to τ ∈ (T p q,α (B n )) * without increasing its norm. By duality of the measurable tent spaces, there exists
By Proposition 6, P n+α g τ = h τ ∈ HT p ′ q ′ ,α (B n ), which shows that each functional in the dual of HT p q,α (B n ) can represented by an element of HT
so we have the equivalence of norms with an explicit constant coming from the norm of the Bergman projection.
It remains to show that, under this duality, the space HT p q,α (B n ) separates the points of HT p ′ q ′ ,α (B n ). We remark that, being bounded functions, the reproducing kernels
belong to HT , h τ n+α = h τ (z) = 0 for every z ∈ B n . Consequently h τ = 0 as a holomorphic function. The proof is now complete.
We now turn our attention to the case q = 1.
is surjective, we can use the open mapping theorem and find G ∈
. Thus, if f is a polynomial, we can use Fubini's theorem to obtain
. Since polynomials are dense in HT p 1,α (B n ), we see that g induces an element in its dual. Next, we take arbitrary τ ∈ (HT p 1,α (B n )) * . As in the previous part, the Hahn-Banach theorem and the description of the dual of T 
Since the integrand of the first limit is in L 1 n+α (B n ), this limit, and therefore the other limits exist. This already shows that τ can be represented by P n+α g τ = h τ ∈ BT p ′ (B n ). Since f r is holomorphic, we can take t > 0 and proceed with f r = P n+α+t f r , and use duality, to arrive at
To verify the claim about separation of points, one can proceed exactly as in the previous case. We obtain the desired duality result. Then pairing should generally be understood as
In this section, we show that the spaces HT p 1,α (B n ) themselves are dual spaces. Their preduals are the spaces BT p ′ ,0 (B n ) that will be defined below. It should not come as a surprise that many of the results in this section resemble those already proven for BT p ′ (B n ), and therefore many details will be omitted. The duality result itself, however, uses a technique that has not been used in the paper so far (although the technique is not new, see [37] ), so a complete proof is provided.
For every r ∈ (0, 1) and
and say that f ∈ T p,0 Definition 10. Let, 1 < p < ∞, t > 0, and assume that neither n + s nor n + s + t is a negative integer. A holomorphic f belongs to the space BT p,0 (B n ), if
is a norm on BT p,0 (B n ).
Proof. Since the dilation commutes with the fractional derivatives, rΓ(ζ) ⊂ Γ(ζ) and
t , the norm inequality is obvious, since
Next, let ε > 0. For f ∈ BT p,0 (B n ) there exists r 0 ∈ (0, 1) so that
, whenever s, r > r 0 . Inside the compact set {|z| ≤ r 0 }, the functions involved are uniformly continuous, so the claim follows by letting r → 1 − . The density of polynomials follows in a standard way, since uniform convergence on B n implies convergence in BT p (B n ).
By a proof similar to that of Theorem 4, one sees that every choice of s and t will provide an equivalent norm in an obvious way. Indeed, it only suffices to use the fact the polynomials are dense in BT p,0 (B n ), along with the norm equivalence from Theorem 4. It is also clear, after a similar chain of ideas, that the space BT p,0 (B n ) is a closed subspace of BT p (B n ).
Proposition 12. Let 1 < p < ∞ and α > −n − 1. Then the Bergman projection P n+α : T p,0
is bounded and onto.
Proof. Clearly, the projection P n+α maps compactly supported functions f ∈ T p ∞ (B n ) inside BT p,0 (B n ) with an appropriate norm bound coming from Proposition 6. The claim now follows, since BT p,0 (B n ) is closed in BT p (B n ). One can extract a preimage of a function f ∈ BT p,0 (B n ) in a manner identical to that in the proof of Proposition 6; but now the preimage will be in T p,0
We finally prove the duality (BT
The argument of Theorem 9 does not seem to work, so we will have proceed in a different manner.
Proof. It is already clear that every function in HT p ′ 1,α (B n ) induces an element of the dual of BT p,0 (B n ). Let us now assume that τ ∈ (BT p,0 (B n )) * . With m = (m 1 , m 2 . . . , m n ) being a multiindex, it is well-known that if f, g ∈ A 2 n+α (B n ), with series representations
Suppose now that g has a representation as above with
Since the BT p (B n ) norm of z m is uniformly bounded with respect to the multi-index m, we know that the corresponding series defines a holomorphic function g (see page 176 of [37] ). Now, if f ∈ A 2 n+α (B n ) then, by the reproducing formula
we see that 6 . Duality: the case 1 < p < ∞, 0 < q < 1
We will now deal with the case of small exponents q. For the corresponding Bergman spaces, there exists a very simple argument, see [31] and [36] . However, this method seems to rely heavily on the fact the Bloch space is defined in terms of an L ∞ norm. We see no obvious way to carry out this argument for the spaces BT p (B n ). Sometimes it helps to use some discretization technique, and this is what we will do. In this section we also need some results regarding atomic decomposition. These results are arguably known, and can be deduced from existing literature. To remain self-contained, we provide the proofs in the extent that will be need in Lemmas H and 16.
A sequence of points {z j } ⊂ B n is said to be separated if there exists δ > 0 such that β(z i , z j ) ≥ δ for all i and j with i = j, where β(z, u) denotes the Bergman metric on B n . This implies that there is r > 0 such that the Bergman metric balls D j = {z ∈ B n : β(z, z j ) < r} are pairwise disjoint.
We need a well-known result on decomposition of the unit ball B n . By Theorem 2.23 in [37] , there exists a positive integer N such that for any 0 < r < 1 we can find a sequence {a k } in B n with the following properties:
(ii) The sets D(a k , r/4) are mutually disjoint.
(iii) Each point z ∈ B n belongs to at most N of the sets D(a k , 4r). Any sequence {a k } satisfying the above conditions is called an r-lattice (in the Bergman metric). Obviously any r-lattice is a separated sequence.
Suppose now that an r-lattice Z = {a k } is fixed, and consider the complex-valued sequences enumerated by this lattice: c k = f (a k ). For 0 < p < ∞ and 0 < q ≤ ∞, the tent space T p q (Z) consists of those sequences {c k } that satisfy
Analogously, the tent space T p ∞ (Z) consists of {c k } with
The following it the key duality result for such tent spaces of sequences. It is Proposition 2 in [3] . See also [18, 21, 22] . We will only need it for the case 0 < q < 1.
Theorem H. Let Z = {a k } be an r-lattice. Suppose that 1 < p, q < ∞. Then the dual of T 
Moreover, if 0 < q < 1 < p < ∞, then the dual of T p q (Z) can be identified with T p ′ ∞ (Z) under the same pairing. Lemma 14. Let 0 < p, q < ∞, Z = {a k } be an r-lattice and θ > n max(1, q/p, 1/p, 1/q). The mapping
Proof. This result is proven in Proposition 1 on page 350 of [22] in the setting a the upper half-space, and the case q = 2 for the ball can be deduced from the corresponding result in [25] . There should be no doubt about the validity of the result. Since especially the case 0 < q ≤ 1 is very easy, and we are only going to use it, we will prove this particular case.
Note that if 0 < q ≤ 1, then
If ζ ∈ S n and λ > 0 large enough, we may now estimate by using Lemma F
Therefore, by using Lemma D with dµ = |c k | q dδ a k , where δ a k is the Dirac delta point mass, we obtain
The claim now follows.
The following result is the tent space analogue of Lemma 3 of [36] .
Proof. For ζ ∈ S n and r > 0, let us denote
It is known that the tent space T p q,α (B n ) be defined also in terms of the approach regions Γ ′ (ζ). See, for instance [27, 30] . Now, if z ∈ Γ(ζ), then for a holomorphic f , we have by subharmonicity
Writing |f | = |f | q |f | 1−q and applying this estimate to the second factor gives
This obviously yields the result.
We will prove a partial converse of Lemma 14. Such result was already sketched for q = 2 in [21] for the upper half-space, and is likely to be known, or at least expected to hold, by experts. We will only need the case q = 1, and it is somewhat easier than the general case (especially when q ≤ 2n/(2n + 1), the proof becomes more technical, see Section 2.5 of [37] and Theorem 4.33 of [38] for related discussion). Therefore, we provide a proof to remove any doubts the reader might have concerning it. Essentially the same proof works for q > 2n/(2n + 1), for reasons that become obvious by reading the argument.
Lemma 16. Let 0 < p < ∞, Z = {a k } be an r-lattice and θ > n max(1, q/p, 1/p, 1/q). If r is chosen to be sufficiently small, and f ∈ HT p 1,α (B n ), then there exists a sequence
Proof. According to Lemma 2.28 in [37] , we may partition B n into sets D k that are pairwise disjoint and
for every k.
Let us set
, we use subharmonicity to see that
So, summing over a k ∈ Γ(ζ) yields, as in the proof of Lemma 15
. On the other hand, it easy to see that (with our choice of {c k }) Lemma 4.32 of [38] generalizes into B n as
The factor r 2n+1 comes from integrating |z| over D(0, r) -compare with the proof of Lemma 4.31 in [37] .
This gives us by first using Lemma F and then Lemma D with the measure
Now, we may assume that there exists C > 0 so that every point in B n belongs to at most C/r 2n of the sets D(a k , 1) (see Lemmas 4.6 and 4.7 of [38] ; the proof is presented for n = 1, but generalizes to n > 1 in an obvious way by noting that if β(u, z) < R, then , 1) ), where C R only depends on R > 0), and therefore
where the implicit constants do not depend on r. If follows that if T θ Z is the linear operator, which for our choice of {c k } satisfies We already saw that {c k } ∈ T p 1 (Z), so the proof is complete.
We are now ready to prove our last main result.
Proof. Let us first take an arbitrary element τ ∈ (HT
A reasoning similar to that in the proof of Theorem 13 shows that there exists a holomorphic g so that τ (f r ) = f, g r n+α ′ . Now, suppose that Z = {a k } is an r-lattice satisfying the assumptions of Lemma 16, {c k } ∈ T p q (Z) and θ > n max(1, q/p, 1/p, 1/q). Then by Lemma 14, we have
It is clear that this norm is equivalent to the supremum from Lemma B for any T > 0, when dµ(z) = |f (z)| q (1 − |z| 2 ) n+α . Hence, the classical space BMOA(B n ) consists of holomorphic f , whose first order derivatives belong to CT 2,1−n (B n ).
We will next characterize CT q,α (B n ) in terms of all fractional derivatives R s,t . The method will be similar to that of Theorem 2 and 4, but we have to use formula (2.8) of Lemma F. We will show how the argument goes, but will henceforth avoid repeating it.
Theorem 19. Let 1 < q < ∞, α > −n − 1 and s, t be real numbers. Assume further that neither s + n nor s + n + t is a negative integer and qt + n + 1 + α > 0. Then the following are equivalent.
Moreover, the corresponding norms are equivalent.
Proof. Let us assume (a), and let t + (n + 1 + α)/q > T > 0. Then, by reasoning as in the proof of Theorem 2, for a sufficiently large positive integer N we will use part (2.8) of Lemma F to obtain
We have shown that (a) implies (b). The converse statement is left as an exercise for the reader.
The following corollary might be of some interest.
Corollary 20. Assume that t > 0 and neither s + n nor s + n + t is a negative integer. A holomorphic f belongs to the space BMOA(B n ) if and only if R s,t f ∈ HT 1 2,2t−1−n (B n ). We now prove a central result on our way to the duality (HT 1 q,α (B n )) * ∼ CT q ′ ,α (B n ). The core idea of the proof is similar to that of Theorem 3.2 in [7] . Proposition 21. Let 1 < q < ∞ and α > −n − 1. The Bergman projection P n+α : T ∞ q,α (B n ) → CT q,α (B n ) is bounded and onto.
Proof. Suppose that f ∈ T ∞ q,α (B n ). This means that dµ(z) = |f (z)| q (1 − |z| 2 ) n+α dV n (z) is a Carleson measure. Let now ε > be chosen so that n + 1 + α − q ′ ε > 0, n + 1 + α − qε > 0 and let T > 0 be chosen so that n + 1 + α − qε > T . Notice that by our choice n + T < n + (n + 1 + α) − qε, but 1 + 2n + α > n + α − qε + n + 1. By the formula (2.8) of Lemma F along with Fubini's theorem, we estimate this to be dominated by
Since f ∈ T ∞ q,α (B n ), we are done. Obviously, the operator is surjective. Recall that the argument in the proof of Proposition 6 essentially depended on the fact that p ≥ q > 1, and the other case was deduced by duality. Since we now have covered the dual case for T 1 q,α (B n ), we obtain the following corollary. Note that the statement is false when also q = 1, since it is well-known that P n+α : L ,α+(2k/q−1)(n+1+α) (B n ). Combining the embeddings (7.1) and (7.2) proves the lemma after matching all the parameters.
The following Theorem 24 is our last main result. It is the missing piece in the picture of duality.
Theorem 24. Let 0 < p < 1, 0 < q < ∞ and α > −1. Then the dual of HT If p = 1 and 0 < q ≤ 1 then the above claim still holds. If 1 < q < ∞, then the dual of HT 1 q,α (B n ) can be identified with CT q ′ ,α (B n ) under the pairing ·, · n+α . Proof. Suppose first that 0 < p < 1 and 1 < q < ∞ or p = 1 and q ≤ 1. Set β = (1/p − 1)n + (n + 1 + α)/q − 1. Notice that for θ large enough, the functions Putting F a to this expression and using duality, one obtains |R (1/p−1)n+(n+1+α)/q−1,θ g(a)| (1 − |a| 2 ) −θ , so g ∈ B(B n ). Conversely, by Lemma 23, it is obvious that Bloch functions generate bounded linear functionals HT p q,α (B n ) → C.
The proof of the case p = 1 and 1 < q < ∞ is goes exactly like the proof of Theorem 9, since we now have Proposition 21 at our disposal.
It is not surprising that if we define the spaces CT 
8.4.
Norm of the Bergman projection. In [19] C. Liu calculated the best constants involved in the Forelli-Rudin estimates, such as Lemma in E. This allowed him to obtain the most precise information on the L p norm of the Bergman projection so far. This result was later extended to cover the standard weights in a joint paper [20] of Liu, L. Zhou and the author.
In a similar philosophy, in order to obtain an effective upper bound for the norm P n+α T p q (Bn)→T p q (Bn) , one should look for the sharp constants in Lemma D and F. Completely finding the norm would mean also taking into account the aperture γ of the approach regions Γ(ζ) = Γ γ (ζ), and this might seem hopeless. Asymptotics in terms of p, q, n and α seem possible. 2 ) α by a more general radial weight function ω(z), subject to a certain doubling condition.
One would expect similar results to hold in this setting (with possibly some less general weights). Perhaps the biggest obstacle could be to extract a sharp enough analogue of Lemma D. Such result is contained in [30] , but naturally the requirements on the parameters are much less obvious than here. Admittedly, this topic could be very interesting considering that these spaces are known to exhibit some transition between the Hardy and Bergman spaces.
