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J. Rintanen, Lexicographic priorities in default logic 
Resolving conflicts between default rules is a major subtask in performing default reasoning. 
A declarative way of controlling the resolution of conflicts is to assign priorities to default rules, 
and to prevent conflict resolution in ways that violate the priorities. This work extends Reiter’s 
default logic with a priority mechanism that is based on lexicographic comparison. Given a default 
theory and a partial ordering on the defaults, the preferred extensions are the lexicographically 
best extensions. We discuss alternative ways of using lexicographic comparison, and investigate 
their properties and relations between them. The applicability of the priority mechanism to 
inheritance reasoning is investigated by presenting two translations from inheritance networks to 
prioritized default theories, and relating them to inheritance theories presented earlier by Gelfond 
and Przymusinska and by Brewka. 
T. Bylander, Worst-case analysis of the Perceptron and exponentiated update 
algorithms 
The absolute loss is the absolute difference between the desired and predicted outcome. This paper 
demonstrates worst-case upper bounds on the absolute loss for the Perceptron learning algorithm and 
the Exponentiated Update learning algorithm, which is related to the Weighted Majority algorithm. 
The bounds characterize the behavior of the algorithms over any sequence of trials, where each trial 
consists of an example and a desired outcome interval (any value in the interval is an acceptable 
outcome). The worst-case absolute loss of both algorithms is bounded by: the absolute loss of the 
best linear function in a comparison class, plus a constant dependent on the initial weight vector, plus 
a per-trial los,s. The per-trial loss can be eliminated if the learning algorithm is allowed a tolerance 
from the desired outcome. For concept learning, the worst-case bounds lead to mistake bounds that 
are comparable to past results. 
J.L. Pollock., The logical foundations of goal-regression planning in autonomous 
agents 
This paper addresses the logical foundations of goal-regression planning in autonomous rational 
agents. It focuses mainly on three problems. The first is that goals and subgoals will often be 
conjunctions, and to apply goal-regression planning to a conjunction we usually have to plan 
separately for the conjuncts and then combine the resulting subplans. A logical problem arises 
from the fact that the subplans may destructively interfere with each other. This problem has been 
partially solved in the AI literature (e.g., in SNLP and UCPOP), but the solutions proposed there 
work only when a restrictive assumption is satisfied. This assumption pertains to the computability 
of threats. It is argued that this assumption may fail for an autonomous rational agent operating in a 
complex environment. Relaxing this assumption leads to a theory of defeasible planning. The theory 
is formulated precisely and an implementation in the OSCAR architecture is discussed. 
Elsevier Science B.V. 
180 Forthcoming Papers /Artificial Intelligence 106 (1998) 179-180 
The second problem is that goal-regression planning proceeds in terms of reasoning that runs 
afoul of the Frame Problem. It is argued that a previously proposed solution to the Frame Problem 
legitimizes goal-regression planning, but also has the consequence that some restrictions must be 
imposed on the logical form of goals and subgoals amenable to such planning. These restrictions 
have to do with temporal-projectibility. 
The third problem is that the theory of goal-regression planning found in the AI literature imposes 
restrictive syntactical constraints on goals and subgoals and on the relation of logical consequence. 
Relaxing these restrictions leads to a generalization of the notion of a threat, related to collective 
defeat in defeasible reasoning. Relaxing the restrictions also has the consequence that the previously 
adequate definition of “expectable-result” no longer guarantees closure under logical consequence, 
and must be revised accordingly. That in turn leads to the need for an additional rule for goal- 
regression planning. Roughly, the rule allows us to plan for the achievement of a goal by searching 
for plans that will achieve states that “cause” the goal. Such a rule was not previously necessary, but 
becomes necessary when the syntactical constraints are relaxed. 
The final result is a general semantics for goal-regression planning and a set of procedures that is 
provably sound and complete. It is shown that this semantics can easily handle concurrent actions, 
quantified preconditions and effects, creation and destruction of objects, and causal connections 
embodying complex temporal relationships. 
Y.A. Feldman and D.A. Friedman, Portability by automatic translation: a large-scale 
case study 
Many organizations today are facing the problem of software migration: porting existing code to 
new architectures and operating systems. In many cases, such legacy code is written in a mainframe- 
specific assembly language and needs to be translated to a high-level language in order to be run on 
different architectures. Our research addresses this problem in a large-scale, real-life case study. We 
built an automatic tool, called Bogart, that translates IBM 370 assembly language programs to C. 
Bogart is based on Artificial Intelligence tools and techniques such as the Plan Calculus, translation 
by abstraction and re-implementation, program transformations, constraint propagation, and pattern 
recognition. 
Bogart was tested on real legacy code of a large commercial application: a database system and 
application generator, the main product of Sapiens International, Ltd. Bogart is compared with 
the literal brute-force translator initially developed by Sapiens, and is found to be superior on 
all counts, including portability of the resulting code, the amount of manual preparation required, 
and code size and speed. The results are shown for several small examples as well as a typical 
module consisting of several thousand lines of code from the Sapiens application. Bogart also seems 
to be more comprehensive than other reengineering systems reported in the literature. Bogart’s 
analysis technology has recently been applied with significant commercial success to the analysis 
and remediation of Year 2000 bugs. 
This study demonstrates that certain AI techniques can be carefully combined to create industrial- 
strength applications that solve acute problems of Software Engineering. The fact that the research 
was carried out in industry on a real test-case also revealed some of the problems of this approach. 
One example is the higher development cost of the AI approach, and the further effort that will be 
needed in order to extend it. (On the other hand, the literal translator has reached the end of its 
road, and cannot be enhanced at all.) Another problem we discovered is the difficulty of debugging 
the code produced by Bogart. The literal translator preserved the structure of the original program, 
whereas Bogart abstracted the code in various ways. As a result, the original assembly-language 
programmers found it harder to debug Bogart’s code. This reaffirms the need for an explanation 
facility in intelligent applications. 
