In multi-label learning, each object belongs to multiple class labels simultaneously. In the data explosion age, the size of data is often huge, i.e., large number of instances, features and class labels. The high dimension of both the feature and label spaces has posed great challenges to multi-label learning problems, e.g., high time and memory costs. In this paper, we propose a new framework for multi-label learning with a large number of class labels and features, i.e., Multi-Label Learning via Feature and Label Space Dimension Reduction, namely MLL-FLSDR. Specifically, both the feature space and label space are reduced to low dimensional spaces respectively, in which the local structure of data points is utilized to constrain the geometrical structure on both the learned low dimensional spaces and guarantee the qualities of them. Then, an effective multi-label classifier is constructed from the low dimensional feature space to the latent label space. Last, the final prediction for new test data examples can be obtained by recovering from their prediction results in the latent label space with an encoding matrix learned in the previous stage. Extensive comparison experiments with the state-of-the-art approaches manifest the effectiveness of the proposed method MLL-FLSDR.
I. INTRODUCTION
Multi-label learning [1] - [4] concerns the problem that data examples with multiple class labels simultaneously. In many real-world applications, multiple labels are associated with each example simultaneously, such as text categorization [5] , [6] and image classification [7] - [9] . For example, in text categorization, an article about diving may be related to the Olympic Games and swimming belong to three topics simultaneously. The task of multi-label learning is to build an effective classifier which can automatically predict the most relevant subset of class labels for new data examples. Over the past decades, a variety of well-established approaches [10] - [20] have been proposed to solve multi-label learning problems from various aspects.
In the big data era, it is convenient to collect data from various aspects for a specific learning task, such as The associate editor coordinating the review of this manuscript and approving it for publication was Hong-Mei Zhang . multi-label learning. As a result, the large volume and high dimension of data will posed great challenges to it. On the one hand, in some multi-label learning applications, the number of class labels and features may be extremely large [21] - [26] . Even if we adopt the traditional efficient and robust approaches based on BR strategy, such as SVM, random forest and Naive Bayesian approaches, the time and space costs for training and testing will be unaffordable. For example, in [25] , it has been indicated that the classifier constructed by a linear SVM with 2 regularization can take about three months for training and have a model size of 870GB in memory for the WikiLSHTC-325K data set, which has 325,000 labels. Naive Bayesian approach is simple and highly scalable, but it assumes that all the features are conditionally independent given the class, and this assumption is usually violated in many real applications. Efforts on modeling the interactions between features will improve the performance, but it costs too much time, especially for the data sets with high dimension of features. Moreover, random forest (RF) is VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ robust to outliers and over-fitting. However, if the dimensions of features and labels are quite high, we may need generate a large number of tree classifiers, and it will increase the computational costs. On the other hand, it is inevitable to induce noise for multi-label learning with a large number of class labels, which has great influence on the performance of multi-label learning algorithms [14] , [22] .
To ameliorate these problems, a lot of well constructed algorithms have been proposed, such as Tree-based approaches [27] - [29] and Label embedding approaches [21] , [23] , [24] . In order to speed up prediction, Tree-based approaches divide the spaces of labels or features into the structure of trees. Due to the cascading effect, these approaches may suffer from the problem of error propagation [25] . Label-embedding approaches generally map the label space and feature space into a low-dimensional latent space, and the final prediction can be made by recovering from that in the latent label space to the original label space. Label-embedding approaches can save computational power and storage without much loss of prediction accuracy and improve performance by removing irrelevant, redundant, or noisy information [23] - [25] . Generally, label-embedding approaches try to optimize 1 (XW, U) + 2 (Y, UV) with different types of regularization over the model coefficients W, U and V, where U indicates the latent label space. It is noted that existing label-embedding approaches mainly focus on the reduction of label space, while the high-dimension of feature space is not fully concerned. Although, in some approaches [21] , [22] , [30] , they try to minimize (XPW, Y) with different types of regularization over the model coefficients W and P. This optimization problem can be explained in two ways. First, P is considered as a feature mapping matrix, and then a multi-label classifier is learned from the low dimensional feature matrix to the original label space directly. Therefore, it still suffer from the high computation of training and testing when the number of class labels is huge. Second, P is considered as a mapping matrix from the feature space to the latent label space, and W is the decoding matrix which can recover the original label space from the latent label space. However, it has been founded that if the dimension of P is set to be too low, unsatisfied performance [21] - [24] will be obtained. Besides, the feature dimension reduction is ignored in this situation.
In this paper, we propose to jointly perform feature space and label space dimension reduction for multi-label learning with large number of class labels in an unified framework. First, the original high dimensional feature space is mapped into a low dimensional space with a transformation matrix. Second, the label matrix in the original high dimensional label space is decomposed into two low dimensional matrixes by matrix factorization. One is the low dimensional label matrix in latent label space, and the other is the encoding matrix which can recover the original label matrix from the latent label space. Finally, an efficient multi-label classifier is constructed from the low dimensional feature space to the latent label space directly. Then, the prediction in the latent label space for unseen examples can be made by the classifier, and then recovered to the original label space with the encoding matrix. The contributions of this paper are summarized as follows.
1) Feature space dimension reduction is explicitly
explored together with the label embedding technique. 2) Model size of the classifier could be reduced via both feature space and label space dimension reduction and the spare constraint on model coefficient. 3) Extensive experiments with the state-of-the-art approaches manifest the effectiveness and superiority of our proposed method MLL-FLSDR in multi-label learning with a large number of class labels.
The rest of this paper is organized as follows. Section II reviews previous works on multi-label learning with a large number of class labels. Section III presents details of the proposed method MLL-FLSDR. The comparative experimental results and analyses are shown in Section IV. Finally, we conclude the paper in Section V.
II. RELATED WORK
The large number of class labels has posed great challenges to multi-label classification. Most of state-of-the-art approaches for multi-label classification can not afford the burden of computation [25] , even the simplest BR [7] approach.
Label-embedding is a popular paradigm for multi-label learning with many class labels [21] - [24] , [30] - [34] , assume that the label matrix has effectively low rank and hence project it to a low-dimensional linear subspace. Generally, approaches based on label-embedding first map the original high-dimensional label space into a low-dimensional latent space, then learn a classification model from the feature space to the latent space. For unseen examples, a low-dimensional prediction matrix in the latent label space is first obtained with the learned classification model, and then recovered to the original label space. For example, CPLST [21] minimizes an upper bound of hamming loss. The minimization step of the approach can be carried out efficiently by a simple use of singular value decomposition. LEML [22] addresses the problems of large number of labels and missing labels simultaneously by studying the multi-label problem in a generic empirical risk minimization (ERM) framework with the low-rank constraint. In [23] , FaIE performs label space dimension reductions via feature-aware implicit label space encoding, which optimizes the recoverability of the original label space and the predictability of the latent space simultaneously. In [24] , GroPLE divides the class labels into groups by using a clustering method, and then learns the label embedding for all the groups together. After that, the label-specific feature learning technique [35] is applied to build a multi-label classifier from the feature space to the latent label space. MLC-HMF [30] first groups similar examples into different groups, and then uses the well-known principle of maximum margin matrix factorization on the label matrix. RLC [32] is a robust label compression method for multi-label learning, and the objective function is composed of encoding loss and dependence loss, where 2,1 norm is applied which can suppresses the effect of outliers. C2AE [33] utilizes the deep canonical correlation analysis to learn a feature-aware latent subspace and the autoencoder to recover it to the original label space with a pairwise cross-label dependency loss.
The label embedding methods mainly assume that the label matrix is low-rank, but it is violated sometimes due to the tail labels. Several approaches [24] , [25] , [31] , [34] have been proposed to overcome this limitation. In [31] , a low-rank structure to depict label correlations and an additional sparse component to handle tail labels, and the divide-and-conquer optimization technique is employed to increase the scalability of the proposed algorithm. SLEEC [34] divides the data points into several groups, and learns label embedding for each group which preserve pairwise distances between only the nearest label vectors. It then performs local label embedding by preserving distances to nearest label vectors which are learnt by a k-nearest neighbor classifier. DiSMEC [25] is a large-scale distributed framework for learning one-versusrest linear classifiers coupled with explicit capacity control to reduce the model size. It is implemented by a two-layer parallelization architecture: 1) On the top level, labels are separated into batches and sent to each computation node; 2) On the second level, parallel training of a batch of labels is performed in each node. Some approaches speed up prediction utilizing the structures of class labels, such as Tree-based approaches [27] - [29] mainly exploit the structure of label dependency between class labels, and they recursively divide the space of labels or features in order to speed up prediction. However, the classification models should be learned for all the class labels in the training stage, and the prediction errors made at higher levels can not be corrected at lower levels in the prediction stage.
By surveying previous work, it is noted that existing approaches based on label-embedding mainly focus on the reduction of label space, while the high-dimension of feature space is not fully concerned. Tree-based approaches can speed up prediction by recursively divide the space of labels or features, but they still suffer from the problem error propagation from high levels to lower levels.
III. PROPOSED METHOD A. NOTATIONS
For a multi-label data set, the feature is represented by X = [x 1 , x 2 , . . . , x n ] T ∈ R n×d , where n is the number of instances and d is the dimensional. Y ∈ {0, 1} n×q is the label matrix, where y ij = 1 indicates the i-th example has the j-th label y j and y ij = 0 otherwise, and q is the number labels.
B. MAIN IDEA
To overcome the high dimension of both feature and label space, avoiding directly learning the classifier F from the original feature space X to the label space Y, we resort to the label space and feature space dimensional reduction techniques for multi-label learning. The learning framework of our proposed method MLL-FLSDR is shown in Figure 1 , which is mainly composed of four components: (1) Encoding: Learning a low dimensional latent label space U from the original label space Y; (2) Decoding: Recovering the original label space Y from the latent label space U; (3) Feature Space Dimension Reduction: Mapping the feature matrix X into a low dimensional X by a transformation matrix P; and (4) Building a Classifier: Learning a multi-label classifier H from the transformed feature space X to the latent label space U.
C. LEARNING THE LATENT LABEL SPACE
When the number of class labels is huge [21] , [23] , [26] , [31] , it will be inefficient to learn a multi-label classifier from the feature space to the label space directly. In this paper, we resort to the label space dimensional reduction technique by matrix factorization. The high dimensional label matrix is reduced to a low dimensional representation composed of the latent class labels, and a reconstruction coefficients matrix.
Specifically, the label matrix Y ∈ R n×q is decomposed into two low dimensional matrices U ∈ R n×k and V ∈ R k×q . Besides, a manifold regularization on U is utilized to keep the intrinsic structure of data points. Here, matrix U can be interpreted as that the original q class labels are clustered into k different clusters, and each cluster U l (i.e., the l-th column of U) has a high-level semantic meaning. Each column of the coefficients matrix V shows the coefficients of each class label from the original label space in these k latent high-level semantic class labels. Therefore, label correlations can be exploited, and the noise in the original label space can also be alleviated by learning the low dimensional latent semantic matrix U. Consequently, the objective function can be written as follow,
where L ∈ R n×n is the graph Laplacian matrix of the affinity matrix A. In this paper, the affinity matrix A is obtained by calculating the gaussian distance between feature vectors based on the feature matrix X directly, each element A ij is defined as follows, VOLUME 8, 2020 where N k (x i ) is the set of k nearest neighbors of x i , k and σ are set to be 100 and 1 respectively in the experiment.
D. FEATURE TRANSFORMATION AND BUILDING A CLASSIFIER
In most of the previous works of multi-label learning based on label embedding, a multi-label classifier can be constructed directly from the feature space to the latent label space directly. However, the high dimension of multi-label data in the feature space still puts great pressure on time and memory costs. In this paper, we explicitly induce a feature dimension reduction stage, where a mapping matrix P ∈ R d×p is utilized to project the data X from the original feature space to a low-dimensional feature space. Besides, a manifold regularization on the low-dimensional transformed matrix XP is utilized to keep the intrinsic structure of data points. Then, we can construct a multi-label classifier from it to the latent label space U. Thus, the computation burden can be greatly decreased, which makes multi-label classification feasible when the number of classes and features is too large. Inspired by previous success on learning label-specific features for multi-label learning [10] , [14] , [36] - [38] , we seek to construct a linear multi-label classification model f (W) by learning label-specific features for each class label in the latent label space, where W ∈ R p×k is the model coefficient. Then, the objective function is rewritten as, min P,W,U,V
where λ 1 , λ 2 , λ 3 and λ 4 are nonnegative model parameters.
With the 1 regularization on W, irrelevant features for each class label in the latent space will be removed. It can not only improve the performance of multi-label classification, but also further reduce the model size.
E. OPTIMIZATION
The optimization problem (3) is convex, but non-smooth due to the non-smoothness of the l 1 -norm regularization terms. We use the accelerated proximal gradient method [39] to solve this non-smooth optimization problem. For the simplicity of presentation, is used to indicate all the model coefficients (i.e., P, W, U and V) of problem (3), and then it can be defined as follow,
Here f ( ) is convex, and g( ) is convex but not smooth. For any L > 0, we define
Then, instead of minimizing the original objective function F( ) directly, the proximal gradient algorithm minimizes a sequence of separable quadratic approximations to F( ). Let
, then the solution of can be obtained by minimizing
For a sequence α t by satisfying α 2 t+1 − α t+1 ≤ α 2 t , (t) can be updated by following,
where t is the result of at the t-th iteration.
1) UPDATE W
With P, U and V fixed, problem (3) reduces to,
As a result, the gradient w.r.t W can be calculated as follows,
Then, W can be updated by,
The regularization with regard to W corresponds to the 1norm, which can be solved by the element-wise soft-threshold operator defined as,
where(·) + = max(·, 0).
2) UPDATE P
With W, U and V fixed, problem (3) reduces to,
Therefore, the gradient w.r.t P can be calculated as follow,
, P can be updated by,
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3) UPDATE U With P, W and V fixed, problem (3) reduces to,
Therefore, the gradient w.r.t U can be calculated as follows,
Then, U can be updated by,
4) UPDATE V
With P, W and U fixed, problem (3) reduces to,
Therefore, the gradient w.r.t V can be calculated as follows,
Consequently, we can obtain a close-form solution for V as,
The overall optimization steps of the proposed approach MLL-FLSDR are summarized in Algorithm 1. Once the model coefficients W * , V * , and P * are obtained, we should first predict the class label in the latent label space, and then map it into the original label space. Specifically, X t ∈ R n ts ×d is the test data set, and then the prediction of MLL-FLSDR is accomplished via three steps. 1) Feature Space Dimension Reduction: we should first transform the test data into the low dimensional space with the learned feature mapping matrix P * by,
where X t ∈ R n ts ×p , and p d in general. 2) Prediction of the latent class labels U t : To predict class label in the low dimensional latent space, we can obtain the prediction for the test data in the latent label space by the learned model coefficient matrix W * by,
3) Encoding -Prediction of the original label space: When the predictions of the latent class labels U t are obtained, the original label space can be recovered according to the decoding matrix V * by,
Algorithm 1 Optimization for MLL-FLSDR Method
Input: Training data: X ∈ R n×d , label matrix Y ∈ R n×q , and the weighting parameters λ 1 , λ 2 , λ 3 , λ 4 , η, k and p; Output: Model Coefficients: W * , V * and P * ; 1 Initialization:; 2 α 0 , α 1 ← 1; t ← 1; L ← 1; 3 Rearrange Y in a descend order according to the number of positive examples for each label; Y(:, 1 : k) , the first k columns of Y;
Fix P t , U t , and V t , update W t+1 by Eq. (12) and Eq. (13); 14 Fix W t+1 , U t , and V t , update P t+1 by Eq. (14); 15 Fix W t+1 , P t+1 , and V t , update U t+1 by Eq. (15); 16 Fix U t+1 , update V t+1 by Eq. (16);
Update (t) by Eq. (9); 21 until converge; 22 return P * , W * and V * ;
Here F ∈ R n ts ×q is the real valued confidence score matrix for the test data to all the class labels, and the binary label matrixŶ t ∈ {0, 1} n ts ×q can be obtained based on F with a threshold τ .
G. COMPLEXITY ANALYSIS
For the proposed method, the data matrix X ∈ R n×d , the label matrix Y ∈ {0, 1} n×q , the graph Laplacian matrix L ∈ R n×n , W ∈ R p×k is the model coefficients, U ∈ R n×k , V ∈ R k×q , and P ∈ R d×p , where n is the number of instances, d is the number of features, q is the number of class labels, p is the number of features in the transformed low-dimensional feature space, and k is the number of class labels in the latent label space.
In algorithm 1, steps 11 and 13-16 are the most time-consuming steps. In step 8, we need to calculate the value of functions F(·) and Q L (·). From step 13 to 16, we need to calculate the gradient for all the coefficients. Generally, p d and k q. Thus, the total time complexity of MLL-FLSDR is O(t(ndp + npk + n 2 m + k 3 )), where m = k + p + d, and t is the number of iterations. In the training stage, we need to save the graph Laplacian matrix, it will lead to a memory cost of O(n 2 ). After the optimization, VOLUME 8, 2020 we only need to save W * , V * and P * . Considering the 1 norm regularization on W * , the upper bound of memory cost will be O(pk + kq + dp).
IV. EXPERIMENT A. COMPARING ALGORITHMS
To verify the effectiveness of our proposed method, MLL-FLSDR is compared with the following state-of-the-art multi-label classification approaches. Detailed instructions and configurations of them are summarized as follows.
1) BR [7] : Binary Relevance. It decomposes the multilabel classification problem into q independent binary (one-vs-rest) classification subproblems. Parameter λ 1 is tuned in {10 i |i = 2, . . . , 6}, λ 2 , λ 3 and λ 4 are tuned in {10 i |i = −3, . . . , 1}, and p = 0.2d, where d is the number of features of each data set. In the experiment, Logistic Regression with 1 norm is utilized as the base binary learner for each binary classifier of BR approach, which can induce sparse label-specific features. It is implemented based on LIBLINEAR [41] , 3 and its regularization parameter is tuned in {10 i |i = −3, . . . , 3}. Implementations of FaIE and CPLST were provided by the authors. Parameter tuning for all the comparing approaches is based on a 5-fold cross validation over the training data of each data set.
B. DATA SETS
Due to the limitation of computational equipment, we only conduct the experiment over data sets with relative large number of class labels, i.e., more than one hundred. Also, we conduct the experiment over several small-scale data sets (i.e., the number of class labels is smaller than one hundred) to show the generalization ability of the proposed method. Thus, the effectiveness of our proposed method is validated on seventeen multi-label benchmark data sets totally, and the details of which are summarized in Table 1 . The column of Card means label cardinality, which indicates the average number of labels per instance.
C. EVALUATION METRICS
The performance of the comparing algorithms is evaluated in terms of eight common evaluation metrics [1] - [4] . Given a test set
is the set of ground truth labels, and h(x i ) is the set of predicted labels for the i-th instance. f (x i , y) indicates the confidence score that x i belongs to label y, and h(x i ) is the predicted class labels.
• Hamming Loss evaluates how many times an instancelabel pair is misclassified, i.e., a label not belonging to the instance is predicted or a label belonging to the instance is not predicted.
where indicates the symmetric difference between two sets.
• One Error evaluates the fraction of instances whose top-ranked label is not in the relevant label set, · is an indication function
• Coverage evaluates how many steps are needed, on average, to move down the ranked label list so as to cover all the relevant labels of the instance.
• Ranking Loss evaluates the fraction of reversely ordered label pairs, i.e. an irrelevant label is ranked higher than a relevant label.
• Example-based Accuracy evaluates Jaccard similarity between the ground truth labels and the predicted labels for each instance.
• Example-based F 1 is the integrated version of precision and recall for each instance.
where p i and r i are the precision and recall for the i-th instance.
• Average Precision evaluates the average fraction of relevant labels ranked higher than a particular label y ∈ Y i .
• Macro AUC evaluates the average AUC of all the class labels. Follows from the close relation between AUC and the Wilcoxon-Mann-Whitney statistic [4] , [42] , it can be defined as,
indicates the set of test instances with(without) label y i . The above evaluation metrics are widely used for multi-label learning, and can appropriately evaluate the performance of multi-label algorithms from different perspectives. For Accuracy, F 1 , Average Precision, and AUC, the bigger the values, the better performance of a classifier. For the other ones, the smaller the values, the better the performance of a classifier.
D. EXPERIMENTAL RESULTS
For each data set, 80% of it are randomly generated as the training part and 20% for testing, which is repeated ten times. The average results (mean±std) of each comparing algorithm over the seventeen multi-label benchmark data sets in terms of all the evaluation metrics are shown in Tables 3 and 4 .
Friedman test [43] is employed to conduct performance analysis among the comparing approaches, and the results of Friedman statistics are shown in Table 2 . As shown in Table 2,   TABLE 2 . Summary of the Friedman statistics F F (k = 7, N = 17) and the critical value in terms of each evaluation metric (k: # of comparing algorithms; N: # of data sets).
at significance level α = 0.05, the null hypothesis that all the comparing algorithms perform equivalently is clearly rejected in terms of all the evaluation metrics except Hamming loss. Consequently, we can proceed with a post-hoc test [43] to analyse the relative performance among the comparing approaches. In this paper, the Nemenyi test [43] is employed to test whether our proposed method MLL-FLSDR achieves a competitive performance against the comparing algorithms, where MLL-FLSDR is considered as the control algorithm. The performance between two classifiers will be significantly different if the corresponding average ranks differ by at least the critical difference CD = q α k(k+1) 6N . For Nemenyi test, q α = 2.948 at significance level α = 0.05, and thus CD = 2.1843 (k = 7, N = 17), where k is the number of algorithms and N is the number of data sets. Figure 2 shows the CD diagrams of MLL-FLSDR w.r.t to the comparing algorithms on each evaluation metric, respectively. In each sub-figure, any comparing algorithm whose average rank is within one CD to that of MLL-FLSDR is connected. Otherwise, any algorithm not connected with MLL-FLSDR is considered to have significant different performance between them. According to these experimental results, the following observations can be made:
• The proposed method MLL-FLSDR statistically outperforms all the comparing algorithms over the seventeen data sets overall in terms of all the evaluation metrics, which manifests the effectiveness of our proposed method MLL-FLSDR on solving multi-label learning with a large number of class labels.
• CPLST, FaIE and GroPLE are all Feature-aware models for multi-label learning with large number of class via label space dimension reduction, the super performance of MLL-FLSDR against them demonstrates the effectiveness on solving multi-label learning with a large number of class labels via feature and label space dimension reduction.
• In most cases, CPLST-MVMD and FaIE-MVMD outperforms their original versions, which indicates that feature dimension can improve the performance of them to some extent. It is noted that MLL-FLSDR still outperforms CPLST-MVMD and FaIE-MVMD, which validates that MLL-FLSDR can learn a discriminative low-dimensional data representation. • The proposed method MLL-FLSDR significantly outperforms the compared embedding approaches in terms of ranking loss, coverage and AUC, and statistically outperforms them in terms of the rest evaluation measures. Thus, the proposed method will be more suitable for data sets with high dimension of label space, especially for the data sets with high dimensions of label and feature spaces simultaneously.
E. PARAMETER ANALYSIS
In the proposed method, there are four parameters, i.e., λ 1 , λ 2 , λ 3 , and λ 4 . Parameter λ 1 controls the loss of matrix factorization of the label matrix, λ 2 controls the constraint of local structure on the latent label space, λ 3 controls the constraint of local structure on the transformed low-dimensional feature space, and λ 4 controls the sparsity of model coefficient matrix W. To analyze the sensitivities of parameters of MLL-FLSDR, parameters λ 1 is searched in {10 i |i = 2 : 7}, λ 2 and λ 3 are tuned in {10 i |i = −4 : 1}, λ 4 is tuned in {10 i |i = −3 : 2}, and p = 0.2d. The experiment is conducted on corel5k and language log data sets, and each of them is split into training (80%) and testing (20%) parts 5 times randomly. Figure 3 shows the average results of MLL-FLSDR with different values of λ 1 , λ 2 , λ 3 , and λ 4 over corel5k and language log data sets, and similar results were also obtained for the other data sets.
From the experimental results, it is noted that the optimal performance of MLL-FLSDR is usually achieved at some intermediate values of each regularization parameter. First, λ 1 controls the loss of matrix factorization of the label matrix, an appropriate value of λ 1 can make MLL-FLSDR well recover the original label space from the latent label space. In fact, MLL-FLSDR achieves the best performance when λ 1 = 10 3 for almost all the experimental data sets. Second, a moderate value of λ 2 will encourage the latent label space and the transformed low-dimensional feature space to keep the local structure of data points in the original feature space. Third, the model coefficient matrix W will be very sparse with a large value of λ 4 , and a moderate value of λ 4 will reduce the model size of MLL-FLSDR without loss of performance.
F. DIMENSION OF THE TRANSFORMED FEATURE SPACE
In order to evaluate the influence of the dimension of the transformed feature space p to the performance of MLL-FLSDR, we conduct the experiment on four data sets, and each of them is split into training (80%) and testing (20%) parts 5 times randomly. The number of p is ranged in {10%d, 15%d, . . . , 35%d}, where d is the number of features of each data set in the original feature space. Figure 4 shows the average results of MLL-FLSDR with different values of p over corel5k, stackex-philosophy, stackex-chess and language log data sets, and similar results were also obtained for the other data sets. According to the experimental results, it is noted that the performance of MLL-FLSDR is less sensitive to the dimension of p, and thus in our experiment, p is set to 20%d for all the data sets.
G. DIMENSION OF THE LATENT LABEL SPACE
In order to evaluate the influence of the dimension of the latent label space k to the performance of MLL-FLSDR, we conduct the experiment on ten data sets, and the dimension of the latent label space is ranged in {30%q, 40%q, 50%q}, where q is the number of class labels of each data set in the original feature space. The experimental results of MLL-FLSDR, CPLST, FaIE, and GroPLE with different values of k are shown in Figures 5 and 6 .
As the number of the dimension of the latent label space is varied from 30%q to 50%q with a step of 10%q, and thus there are 30 (3 × 10 = 30) points totally. Table 5 summarizes the overall pairwise comparison results of MLL-FLSDR with other compared label embedding approaches over the ten data sets in terms of each evaluation metric. Each cell is composed of three numbers: from left to right, how many times that MLL-FLSDR achieves a better/tied/worse performance than the compared approach at different dimensions of the latent label space with a given evaluation metric. For example, in the third row and the second column, it is composed of three number, i.e., "24, 2, 4", which means that MLL-FLSDR wins CPLST 24 times, ties 2 times and loses 4 times over the ten data sets in terms of F 1 . The Sign test [43] is employed to test whether MLL-FLSDR achieves a competitive performance against the other comparing algorithms. If the number of wins is at least N /2 + 1.96 √ N /2 = 20.3677, the algorithm is significantly better with significance level α < 0.05, where N = 30.
According to table 5, it is noted that the performance of MLL-FLSDR is less sensitive to the value of k, and MLL-FLSDR generally achieves a better performance with a bigger value of k. On the other hand, MLL-FLSDR significantly outperforms CPLST, FaIE, and GroPLE, which indicates the effectiveness of MLL-FLSDR on solve multi-label learning via feature and label space dimension reduction.
V. CONCLUSION
In this paper, we proposed a new framework for large-scale multi-label learning which jointly model the feature and label space dimension reduction. The low dimensional latent label space and transformed feature space are learned simultaneously, and the manifold regulation is utilized on both of them to keep the intrinsic structure of data points. Besides, with the 1 norm regularization on the model coefficient matrix, the model size can be further reduced. As a results, the proposed method MLL-FLSDR can be applied to large-scale multi-label learning, especially for the data sets with large number of labels and features simultaneously. Extensive comparison experiments with the state-of-the-art approaches manifest the effectiveness of our proposed method.
It is noted that the linear regression model is sensitive to outliers. To overcome this limitation, we will try to figure out it according to the following aspects. First, we can adopt robust loss functions, such as 2,1 loss [44] , least trimmed square loss, and Huber loss. Second, effective and efficient regularization terms should be proposed to constraint the values of the learned low dimensional feature matrix and label matrix, and to overcome extreme values in both of them. Third, we can resort to the recently progress on linear regression to outliers, such as [45] - [47] . On the other hand, the manifold regularization need construct a kNN graph, and it may induce high time and memory costs in the training stage. Future work will be devoted to solve these problems. HAOWEI RUI received the B.S. degree from the College of Information Technology, Shenyang Institute of Technology, Shenyang, China, in 2016. He is currently pursuing the M.S. degree in computer science with the Anhui University of Technology, Ma'anshan, China. His research interests include data mining and machine learning. VOLUME 8, 2020 
