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The antiparticle energy spectra of Galactic cosmic rays (CRs) have several exciting features such
as the unexpected positron excess at E ∼10-200 GeV and the remarkably hard antiproton flux at
E ∼ 60–450 GeV recently measured by the AMS-02 experiment. In this paper, we report calculations
of antiparticle CR spectra arising from secondary production and their corresponding uncertainties.
Using the most recent data on CR protons, helium, carbon, and nuclear ratios 10Be/9Be and B/C,
we have performed a global Bayesian analysis, based on a Markov Chain Monte Carlo sampling
algorithm, under a scenario of spatial-dependent CR diffusion in the Galaxy which reproduces well
the observed spectral hardening in the CR hadron fluxes. While the high-energy positron excess
requires the contribution of additional unknown sources, we found that the antiproton data are
consistent within the estimated uncertainties, with our predictions based on secondary production.
I. INTRODUCTION
In standard models of CR propagation, antimatter
particles are only produced by by collisions of high-
energy nuclei with the interstellar gas, from which the
p¯/p ratio or the positron fraction e+/(e−+ e+) are
naively expected to decrease with energy as fast as
the boron-to-carbon (B/C) ratio does. To interpret
the positron excess, it seems to be unavoidable to in-
troduce extra source components such as dark matter
particle annihilation [1], nearby supernova remnants
[2] or e± pair production mechanisms inside nearby
pulsars [3]. The new AMS-02 data on the p¯/p ratio
are also at tension with standard predictions based on
secondary antiproton production. However the situa-
tion is far from being understood because conventional
models of CR propagations suffers from large uncer-
tainties and intrinsic limitations in describing the fine
structures of new CR observations. For instance, re-
cent data of CR proton and nuclei spectra revelead
a high-energy departures from the standard universal
power-law expectations. These features may challenge
the basic assumptions of standard diffusion models
and give rise to exciting questions on how, where, and
why CR propagation takes place [4]. Among unjusti-
fied assumptions of traditional models, the homogen-
ity of CR propagation has been recently questioned.
In this paper, we report the results of a complete
scan of the parameter space for CR injection and prop-
agation in order to provide a robust prediction for
the p¯/p ratio and corresponding uncertainties. To de-
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scribe the CR transport in the Galaxy, we set up a
numerical implementation of a two-halo (THM) sce-
nario of diffusive propagation [5–7], where CRs are al-
lowed to experience a different type of diffusion when
they propagate closer to the Galactic plane. To asses
the uncertainties on the CR transport, we adopt a
Markov Chain Monte Carlo (MCMC) sampling tech-
nique [8], using a large set of nuclear data (H, He, C,
10Be/9Be, B/C), which allows us to inspect param-
eter correlations and their degeneracies. We also re-
view uncertainties associated to solar modulation and
antiproton production cross sections. We found that
the new p¯/p ratio measured by AMS-02 is fairly well
described by a THM propagation model within the
estimated errors, while the excess of e+ require the
presence of extra sources. We also give an example of
one-zone diffusion models for comparison.
In Section II we give a description of the CR prop-
agation model, the key parameters subjected to in-
vestigatoin and the method used for their determina-
tion. In Section III we report our results, we discuss
the probability distribution inferred on the parame-
ters and their degeneracy, and the overall description
of CR data. We also present antiparticle spectra aris-
ing from secondary productions. The conclusions are
drawn in Section IV.
II. COSMIC RAY PROPAGATION MODEL
The propagation of all CR species is described by
a two-dimensional transport equation with boundary
conditions at r = rmax and z = ±L:
∂ψ
∂t
= Q+ ~∇ · (D~∇ψ)− ψΓ + ∂
∂E
(E˙ψ) , (1)
where ψ = ψ(E, r, z) is the particle number density as
a function of energy and space coordinates, Γ = βcnσ
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is the destruction rate for collisions off gas nuclei,
with density n, at velocity βc and cross section σ.
The source term Q is split into a primary term, Qpri,
and a secondary production term Qsec =
∑
j Γ
sp
j ψj,
from spallation of heavier j–type nuclei with rate Γspj .
The term E˙ = −dEdt describes ionization and Coulomb
losses, as well as radiative cooling of CR leptons.
In this work, we adopt a spatial dependent scenario
of CR diffusion in two halos. In practice, this is made
by ideally splitting the cylintrical propagation region
into two z-symmetric halos characterized by different
diffusion coefficients. We adopt a diffusion coefficient
of the following form:
Dxx(R, r, z) =

D0β
η
(
R
R0
)δ
(|z| < ξL)
χD0β
η
(
R
R0
)δF (r,z)
(ξL < |z| < L)
(2)
where F (r, z) is used to set a smooth transition be-
tween the two diffusion regions. The parameter D0
sets the normalization of the diffusion coefficient in
the disk, at the reference rigidity R0 ≡ 0.25 GV, while
χD0 is that in the outer halo. The low-energy diffu-
sion is shaped by the factor βη, where η is set to be
−0.4 [9]. The parameter δ represents the scale index
of the power-law dependence of the diffusion coeffient
in the inner halo (with |z| < ξL) while δ + ∆ is that
of the outer halo (ξL < |z| < L), where L is the half-
height of the whole diffusion region.
In this work, we use the data to constraint the pa-
rameters of CR transport in the two regions, namely
D0, χ, δ, ∆, L and ξ. We also employ the parame-
ter ν describing the proton injection index, and ∆ν
for the injection index difference between proton and
other primary nuclei (He, C, O, ... Fe).
III. RESULTS
The best fit parameters can reproduce the primary
spectra very well. Figure 1 shows the spectra of of pro-
ton, He and C, where the THM fit is plotted as dashed
lines and the shaded areas represent the 1-σ (green)
and 2-σ (yellow) uncertainty bands. Our results are
nicely consistent with the trends obtained in former
analytical derivations [5]: following the trend of the
data, the spectra get progressively harder at energies
above ∼ 200 GeV/n. In the figure, the thin solid lines
represents the prediction from the standard one-halo
(OHM) scenario, shown for reference, which is fitted
to data at energie E <∼ 200 GeV/n.
The top plot of Fig. 1 shows us that THM predicts
the primary particle spectra with the same quantity
of deviation from a single pow-law spectra. This is
expected because the primary particles propagate in
the disk and halo results in φp ∼ Q/D, with 1D =
L
D0Rδ
(ξ + 1χR∆ ). The middle plot of Fig. 1, however,
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FIG. 1: Top: Model prediction of proton, He and C
fluxes compared with data. Middle: Prediction of
B/C compared with data. Bottom: Prediction of
10Be/9Be compared with data.
shows us that the secondary particle spectra has a
larger high energy break than primary ones: a larger
break of B than that of C results in the hardening
behavior in B/C. This has also been pointed out in
[6]. One should also notice that nuclear fragmentation
cross section will introduce uncertainties [14, 15].
The correlation between ξ and L is also shown in the
contour plot of Fig. 2. Even though we have included
eConf C16-09-04.3
XXV European Cosmic Ray Symposium, Turin, Sept. 4-9 2016 3
L[kpc]
3 4 5 6 7 8 9
ξ
 
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
L=0.873[kpc]
ξ
FIG. 2: Contour in the ξ and L plane. The red
solide line at ξ × L = 0.873 [kpc] is to guid the eye.
/s]2 cm28[100D
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
*
L[k
pc
]
ξ
 
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
*L[kpc]ξ 
0 0.5 1 1.5 2 2.50
0.02
0.04
0.06
0.08
0.1
FIG. 3: Top: Contour in ξL and D0 plane. Buttom:
distribution of ξL.
10Be/9Be data in our study, the size of halo L does
not converge.
This is illustrated in Fig. 2, showing the convergence
of the inner halo height ξL to the value of ∼ 1 kpc.
In Fig. 3 we directly plot the contour in the (ξL -
D0) plane: it can be see that no significan correla-
tion is present between ξL and D0. Also, we have
performed a fit on the ξL distribution in the inter-
val ξL ∈ [0.5, 1.5] (kpc) with an asymmetric gaussian
function, as shown in Fig. 3. The fit discribes the dis-
tribution quite well with χ2/d.f. = 8.15/8, with a
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FIG. 4: Top: e+ flux prediction error break down.
Buttom: Model prediction of positron flux compared
with the experimental data by AMS-02 [10] as well
as PAMELA [11].
mean value of (0.873+0.340−0.286) kpc.
Positron flux predicted by THM is shown in Fig. 4.
The positron flux predicted by THM is harder than
that by OHM. One can expect this because positron
spend a larger fraction of time in the disk in THM
where the δ is smaller than that in OHM. We give a
break down of the errors from the model. The cross
section error is estimated as in [16].
The antiprotons emitted in p-p(ISM), p-He(ISM),
He-p(ISM) and He-He(ISM) collisions are character-
ized by broad energy distributions and large inelastic-
ity factors. Antineutrons produced from the above
collisions also decay to become antiprotons. The
transport properties of antiprotons in the Galaxy is
similar to that of protons. However, non-annihilating
reactions of secondary p¯ with the gas may also produce
a further energy shift toward lower energies. Compar-
ing the MC generator models with the most recent ex-
perimental data [17], we validate EPOS LHC [18] as
the best one and use it in this work. Apart from the
propagation and cross section errors discussed above,
we also need to consider solar modulation error espe-
cially for low energies. Comparing to the antiproton
flux, p¯/p is a better observable to eliminate most of
the solar modulation and the proton normalization
uncertainties. The top graph of Fig. 5 shows the
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FIG. 5: Top: p¯ prediction error break down.
Buttom: The p¯/p ratio as function of rigidity R. The
model calculations are shown in comparison with the
AMS-02 [12] and PAMELA [13] data.
break down of the p¯/p prediction errors.
The p¯/p ratio is shown for the two considered mod-
els in the bottom graph of Fig. 5. In OHM, it decreases
smoothly above ∼ 10 GeV. In our THM, the ratio has
a flattening tendency at E ∼ 10 GeV to ∼ 100 GeV.
IV. CONCLUSIONS
Here we summarize everything. We estimate the
inner halo size, namely disk height, of our galaxy to
be around 1 kpc. The outer halo size should be fur-
ther studied. The Bayesian analysis gives us the un-
certainty band from propagation and nuclei injection.
We also study the antiproton production cross sec-
tions carefully and validate EPOS LHC model. We
show the error break down of the antiparticle predic-
tions. The uncertainties from p¯/p measurement by
AMS-02 are already smaller than those from model
predictions. It is shown that there is no room for
extra source to produce antiprotons. Positron predic-
tion shows that there is a hint of the existence of extra
sources which produce or accelerate positrons but not
secondary nuclei.
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