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We construct an individual-based metapopulation model of population genetics featuring migra-
tion, mutation, selection and genetic drift. In the case of a single ‘island’, the model reduces to the
Moran model. Using the diffusion approximation and timescale separation arguments, an effective
one-variable description of the model is developed. The effective description bears similarities to
the well-mixed Moran model with effective parameters which depend on the network structure and
island sizes, and is amenable to analysis. Predictions from the reduced theory match the results
from stochastic simulations across a range of parameters. The nature of the fast-variable elimination
technique we adopt is further studied by applying it to a linear system, where it provides a precise
description of the slow-dynamics in the limit of large timescale separation.
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I. INTRODUCTION
In the theory of population genetics, the central aim
is to understand the change in allele frequencies in pop-
ulations which are subject to the processes of mutation,
genetic drift, natural selection, and migration between
subpopulations [1–3]. Even in the simple case of a gene
with two alleles at a single locus in a haploid individ-
ual, this is still a challenging task. In two recent pa-
pers [4, 5] we introduced an approximation procedure
which reduced a model of migration between an arbi-
trary number of islands to one on a single island, but
with effective parameters which included those describ-
ing the network structure and the population size of the
islands. The analytic predictions of the reduced model
were generally found to be in very good agreement with
simulations of the original model in the case when genetic
drift and selection were included.
The aim of this paper is twofold. One is to include
mutation in the formalism; our original studies did not
include mutation, only drift, migration and selection.
Adding mutation changes the long-time nature of the
system. Without mutation, one of the alleles eventu-
ally dies out (the other is then fixed), and the quantities
that one attempts to predict are the probabilities of this
happening for the various alleles and how long this takes
on average. With mutation present, they need never die
out, and instead one asks what the stationary probability
distribution function (pdf) of the system is. The other
aim of the paper is to explore the nature of the approxi-
mation further. In our previous papers [4, 5] we stressed
the intuitive understanding of the approximation, but
did not pursue the questions of why the approximation
worked quite so well, and how and why it was superior
to another scheme we used in the past [6]. We address
these questions here.
To carry out the approximation one begins with a neu-
tral metapopulation Moran model. It is neutral because
the birth/death rates of both alleles are the same. It is a
metapopulation model because it consists of an arbitrary
number of islands (or demes in the language of popula-
tion genetics) between which genes can migrate. The
islands are labeled by an index i = 1, . . . ,D and the mi-
gration rate from island j to island i, denoted by mij , is
assumed to be given. Finally, the evolutionary dynamics
is taken to be a Moran process [7], since this is perhaps
the simplest model to analyze which has the necessary
structure to illustrate the approach. The effect of selec-
tion (and, as we shall discuss, mutation) is governed by
a small parameter, and can be added on to the neutral
metapopulation model as a perturbative correction.
The basic idea behind the approximation is that, al-
though the neutral metapopulation Moran model is de-
scribed by D variables, after a short time (relative to
those that interest us here) the dynamics of the system
can be described by a single variable. This is illustrated
in Fig. 1, where it is seen that effectively the compo-
sition of the islands cease to differ to any great extent
after a short time. In mathematical terms there are
D − 1 fast variables which quickly collapse onto a cen-
ter manifold; the system effectively then moves on this
(slow) center manifold until eventually one of the alle-
les becomes extinct. Including selection or mutation on
top of this structure changes some of the details, but as
long as the selection strength or the mutation rates are
small, there will still be a timescale separation between
the fast variables and the single slow variable, and the
same methodology will be applicable.
The outline of the paper is as follows. In section II the
general model, which includes all four evolutionary pro-
cesses, is formulated, and the diffusion approximation is
applied to obtain the Fokker-Planck equation (FPE) for
the stochastic dynamics of these processes. Restricting
our attention to the case in which selection is not present,
a reduced-dimension description of the metapopulation
model with mutation is obtained in section III. We find
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FIG. 1: (Color online) This figure shows the fractions of type
X individuals on each island i, ni/βiN , for a neutral six-
island metapopulation Moran model. Over short times (upper
panel) the proportions of individuals on each island become
almost equal. After this the trajectories of each island are
coupled, so that over long times (lower panel) the system
behaves approximately as a well-mixed model with effective
parameters.
.
that the reduced model is exactly a one-island Moran
model with an effective noise-strength and effective mu-
tation rates which depend on the migration and mutation
rates, and island sizes of the original model. In section
IV, the reduced system is derived with selection included.
In all cases we show that the approximation leads to re-
sults which agree extremely well with simulations of the
original model. The approximation method we use is one
of a large class of similar methods, and in section V we
look at a simple model to obtain some insight into the
features which make it successful. Finally, in section VI,
we conclude.
II. FORMULATION OF THE
METAPOPULATION MORAN MODEL WITH
MUTATION AND SELECTION
For the purposes of this paper, it is most clear to in-
troduce the model in its full generality, that is, with mu-
tation and selection included. This is because it is essen-
tially no more complicated to make the diffusion approx-
imation with all processes included as it is to use just the
neutral version of the model (see Appendix A and also
Appendix A of [5]).
We will assume the simplest constituents of the Moran
model: only two types of haploid organisms, one carrying
allele X and the other allele Y. Each of the D islands
contains ni organisms of type X and Ni − ni organisms
of type Y , where the number of organisms on island i,
Ni, is fixed. The state of the system at any given time is
then given by the vector n = (n1, . . . , nD). The islands
may contain different numbers of organisms, but it is
assumed that these are not orders of magnitude different
from each other, so that we may write Ni = βiN , where
N is a typical number of organisms on an island, and βi
is a number of order one.
The stochastic dynamics is assumed to be Markovian,
that is, the rate of making a transition from the current
state n to a new state n′ only depends on these two
states, and not on the previous history of the system.
We denote this rate by T (n′|n). The dynamics is then
completely specified by the master equation [8]
dp(n, t)
dt
=
∑
n′ 6=n
[T (n|n′)p(n′, t)− T (n′|n)p(n, t)] ,
(1)
with given initial conditions. The precise form of the
transition rates T (n′|n) define the model.
The transition rates for the neutral metapopulation
Moran model are a natural generalization of the rules of
the well-mixed (one-island) Moran model [9]. They have
the form [4, 5]
T0(ni + 1|ni) =
D∑
j=1
(fj)
(
nj
βjN
)
(mij)
(
βiN − ni
βiN − δij
)
,
T0(ni − 1|ni) =
D∑
j=1
(fj)
(
βjN − nj
βjN
)
(mij)
(
ni
βiN − δij
)
,
(2)
where the dependence of the probability transition rates,
T0(n
′|n), on elements of n that do not change in the
transition has been suppressed. The subscripts zero in-
dicate that this is a neutral process. Each of the four
factors in these expressions represents a stage in picking
an organism to reproduce and an organism to die. The
first term in the sums is the probability of choosing is-
land j, denoted by fj , the second is the probability of
picking an organism on island j to reproduce, the third
is the probability that the offspring of this organism mi-
grates to island i (mij , i 6= j) or that it stays on island j
(mjj), and finally the fourth is the probability of picking
the organism to be replaced by the offspring. Note that
since the population of each island is assumed fixed, the
process of birth/death is necessarily coupled to migra-
tion. We now wish to extend this formalism to account
for selection and mutation.
Let us first consider mutation. It is worthwhile not-
ing that there is more than one way that mutation can
be modeled [10]; here we will assume that the mutation
events are independent of the birth/death events. We
allow birth/death/migration events to happen a fraction
3b of the time, and mutation events a fraction (1 − b) of
the time. If we denote κ1i to be the mutation rate from
Y to X on island i and κ2i to be the mutation rate from
X to Y on island i, then the transition rates are
TM (ni + 1|ni) = bT0(ni + 1|ni) + (1− b)κ1i βiN − ni
βiN
,
TM (ni − 1|ni) = bT0(ni − 1|ni) + (1− b)κ2i ni
βiN
, (3)
where the rates T0(ni ± 1|ni) are given by Eq. (2) and
where the subscript M denotes ‘mutation’. We have al-
lowed for the mutation rates to vary from island to island.
The concept of mutation varying with habitat is perhaps
less intuitive than that of selective pressure changing ac-
cording to the environment. However, there have been
experimental studies of certain species that suggest that
mutation rates can increase as a result of external en-
vironmental stress factors (see, for example [11]). Note
that since there is no selective pressure, the probability
of birth/death/migration events is still proportional to
the neutral transition rates, albeit moderated by a factor
b.
We now turn to how selection is incorporated into the
metapopulation Moran model. If a well-mixed system
features selection, it is assumed that the probability of
each of the types reproducing is weighted by some factor,
rather than simply being proportional to the frequencies
of the respective types. These weightings increase or de-
crease the propensity of the individuals to reproduce with
respect to one another, which generates a selective pres-
sure. Here, these weightings are given by the vectorsWX
andWY whose i
th elements give the fitness weightings on
the ith island of types X and Y respectively. The tran-
sition rates for the metapopulation model with selection
are then
TS(ni + 1|ni) =
D∑
j=1
fj
[WX ]jnj
[WX ]jnj + [WY ]j(βjN − nj) ×
mij
(βiN − ni)
βiN − δij ,
TS(ni − 1|ni) =
D∑
j=1
fj
[WY ]j(βjN − nj)
[WX ]jnj + [WY ]j(βjN − nj) ×
mij
ni
βiN − δij , (4)
where the normalization of the fitness terms has been
chosen to keep the birth/death rate of the system fixed.
Finally, we wish to include both selection and muta-
tion. Since mutation and selection are independent pro-
cesses, we would still expect the mutation to be controlled
by the term with the prefactor (1 − b) in Eq. (3). How-
ever, we would expect the birth/death/migration events,
moderated by the factor b, to now include the selective
pressures described by the rates Eq. (4). This leads to
the transition rates
TMS(ni + 1|ni) = bTS(ni + 1|ni) + (1− b)κ1i βiN − ni
βiN
,
TMS(ni − 1|ni) = bTS(ni − 1|ni) + (1− b)κ2i ni
βiN
.
Since we are free to rescale time in the master equation
by a factor of b, and absorb a factor of (1− b)/b into the
mutation rates, this expression for the transition rates
can be simplified to
TMS(ni + 1|ni) = TS(ni + 1|ni) + κ1i βiN − ni
βiN
,
TMS(ni − 1|ni) = TS(ni − 1|ni) + κ2i ni
βiN
. (5)
These transition rates, along with the master equa-
tion (1), define a metapopulation Moran model with mi-
gration, mutation and selection.
We have now constructed a model containing migra-
tion, mutation and selection which, being stochastic, also
takes account of genetic drift. However, the master equa-
tion is a set of D(N + 1) difference equations with which
it is very difficult to make analytic progress. However, a
standard way to simplify the system is available via the
diffusion approximation. The assumption at the heart
of the diffusion approximation is that, for large enough
system size (in this case the island size βiN), the system
can be described by a set of approximately continuous
variables xi = ni/βiN . If additionally the transitions
between states are sufficiently local, in this case guaran-
teed by the fact that transitions from a state ni only take
the system to neighboring states ni+1 and ni−1, a Tay-
lor expansion of the master equation in the continuous
variables xi can be be conducted in the small parameter
(βiN)
−1.
The full procedure is described mathematically in Ap-
pendix A. Here we simply note that using Eqs. (A1) and
(A3), together with the transition rates (5), the mas-
ter equation for the system with migration, selection
and mutation can be approximated by the Fokker-Planck
equation
∂p(x, t)
∂t
= − 1
N
D∑
i=1
∂
∂xi
[Ai(x)p(x, t)]
+
1
2N2
D∑
i=1
∂2
∂x2i
[Bii(x)p(x, t)] . (6)
The drift vector has elements
Ai(x) =
1
βi
D∑
j=1
Gij
([WX ]j − [WY ]j)xj + [WY ]j ×
{[WX ]jxj − [WY ]jxi − ([WX ]j − [WY ]j)xixj}
+
1
βi
[κ1i − (κ1i + κ2i)xi] , (7)
4and the diffusion matrix is
Bii(x) =
1
β2i
D∑
j=1
Gij
([WX ]j − [WY ]j)xj + [WY ]j ×
{[WX ]jxj + [WY ]jxi − ([WX ]j + [WY ]j)xixj}+ O(κ1,κ2)
(8)
where the vectors κ1 = (κ11, κ12, . . . , κ1D) and κ2 =
(κ21, κ22, . . . , κ2D) have been introduced and where
Gij ≡ mijfj . The parameters κ1i and κ2i are assumed to
be small, of the order of N−1, so that the order κ1 and
κ2 terms in Eq. (8) are of the same order as the N
−3
terms neglected in the expansion of the master equation,
and so may be similarly neglected.
In what follows, we will make use of the equiva-
lence [12, 13] between the FPE (6) and the Ito¯ stochastic
differential equation (SDE)
x˙i = Ai(x) +
1√
N
ηi(τ) , (9)
where the dot indicates differentiation with respect to
τ = t/N , and η(τ) is a Gaussian white noise with zero
mean and correlation functions
〈ηi(τ)ηj(τ ′)〉 = Bij(x)δ(τ − τ ′) . (10)
It is useful to think of this intuitively as the deterministic
system, x˙i = Ai(x), with a small amount of added noise.
With the full details of the Fokker-Planck equation now
in hand, we may proceed to analyze the behavior of the
system.
III. REMOVING FAST DEGREES OF
FREEDOM FROM THE METAPOPULATION
MODEL WITH MUTATION
To begin our analysis, we consider first the metapop-
ulation Moran model with mutation but no selection;
[WX ]i = [WY ]i = 0 for each island. Once again the
FPE for this system is given by Eq. (6) but now with the
elements of the drift vector taking the simplified form
Ai(x) =
D∑
j=1
Hijxj +
1
βi
[κ1i − (κ1i + κ2i)xi] , (11)
where the elements of the matrix H are given by
Eq. (A6). The diagonal elements of the diffusion matrix
meanwhile are given by
Bii(x) =
1
β2i
D∑
j=1
Gij (xi + xj − 2xixj) , (12)
where the higher order terms κ1 and κ2 in Eq. (8) have
been neglected.
x1
x2
x3
FIG. 2: (Color online) Trajectories of a neutral system with
three islands. It can be seen that after a short time, the
stochastic trajectories denoted by orange and red points, come
to lie in the region of the one-dimensional center manifold,
the thick blue line x1 = x2 = x3. The stochastic trajectories
follow an approximately deterministic trajectory to the center
manifold, indicated by the black arrows.
.
To understand how fast-variable elimination can be
used to simplify this system, it is best to briefly con-
sider the neutral deterministic system obtained by tak-
ing κ1i = κ2i = 0 for all i, and N → ∞. In this case,
the deterministic system is linear: x˙i =
∑
j Hijxj , and
has a very simple dynamics. This is a consequence of
the fact that the eigenvalue spectrum of the matrix H
is such that its largest eigenvalue, λ(1) is zero, and the
remaining D − 1 eigenvalues, λ(i), i = 2, . . . ,D, have a
negative real part [4]. Therefore, as long as these nega-
tive real parts are not too close to zero, the dynamics will
consist of a rapid collapse of D− 1 ‘fast’ variables, onto
the center manifold, defined by the right-eigenvector of
H corresponding to the zero eigenvalue. The equation for
this line is given by xi = xj for all i and j (see Appendix
B). The remaining eigenvectors are used to determine the
fast directions. For finite N there is still a collapse to the
center manifold which is dominated by the deterministic
dynamics, but near to the center manifold, the dynamics
consists of stochastic drift along the center manifold, un-
til an axis is reached, and fixation occurs. An illustrative
case for three islands is presented in Fig. 2.
Since κ1i and κ2i are assumed to be small, we still ex-
pect the separation between the fast and slow timescales
to hold when mutation is included, which should allow
us to eliminate the D− 1 fast modes, leaving an effective
model with one degree of freedom. That this is the case
is illustrated in Fig. 3. However now there is no cen-
ter manifold, but instead a slow subspace. This leaves
us with a problem; without a line of fixed points about
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FIG. 3: (Color online) Deterministic trajectories (gray) plot-
ted for the two-island Moran model with mutation. The slow
subspace, Eq. (14), is plotted as a blue dashed line. A his-
togram of trajectories of the original IBM are overlaid in or-
ange. Having relaxed to the slow subspace, they can be seen
to be confined to its vicinity.
.
which we can linearize, there are no eigenvectors with
which to characterize the fast and slow modes. Our solu-
tion to this difficulty, which worked extremely well when
selection was added [4], is to continue to use the eigenvec-
tors found when mutation is absent. Since the mutation
rates are very small, this should, and as we will see does,
provide a reduced model which is an excellent approxi-
mation to the original IBM.
To recap then, the fast-mode elimination procedure
consists of eliminating the dynamics in the D − 1 fast
directions, and keeping only the dynamics in the ‘slow’
direction. There is more than one way to carry this out,
as will be discussed in section V. While a more detailed
summary of the method discussed in [4] and [5] is given in
Appendix B, here we will content ourselves with stating
the main features of the procedure.
The method makes extensive use of the left- and right-
eigenvectors of H, denoted u(i) and v(i) respectively. In
the case of the neutral system, v(1) is coincident with
the slow (stationary) direction, while the vectors v(j) for
j ≥ 2 give information about the fast directions. The
vectors u(i) meanwhile form an orthogonal set such that
D∑
k=1
u
(i)
k v
(j)
k = δij . (13)
The method we use in this paper consists of two separate
steps. The first is that the system is restricted to the
slow subspace of the deterministic system. Obtaining an
analytic description for this line is not straightforward,
however a very good approximation can be obtained as
the solution to the equation
D∑
i=1
u
(j)
i Ai(x) = 0 , j = 2, . . . ,D. (14)
Here the slow subspace is approximated as the space on
which the drift vector has no components in the fast di-
rections of the neutral system. To complete the reduc-
tion procedure, we apply a projection matrix to the SDE
(evaluated on the slow subspace), to remove any further
contributions from the fast directions. The projection
matrix in this case takes the particularly simple form
Pij = u
(1)
j , i = 1, . . . ,D. (15)
Essentially this maps the deterministic dynamics on the
slow subspace onto the line xi = z while simultaneously
removing any contribution from the noise in the fast di-
rections.
We now wish to apply this method to the SDE (9) with
drift vector Eq. (11) and diffusion matrix Eq. (12). We
begin by decomposing the coordinate xi as follows:
xi = zv
(1)
i +
D∑
j=2
wjv
(j)
i , i = 1, . . . ,D, (16)
where z is the slow mode, the wj are the fast modes. If
we now apply the condition in Eq. (14), but to Ai(x)
given by Eq. (11), we find in terms of the coordinates z
and wj that
wj = − 1
λ(j)
D∑
k=1
u
(j)
k
βk
[κ1k − (κ1k + κ2k)z] + O(κ2), (17)
where by O(κ2) we mean any product of two or more of
the κ1i or κ2i, i = 1, . . . ,D. In essence, Eqs. (16) and
(17) tell us the following. When there is no mutation
present, the deterministic system rapidly collapses to the
center manifold xi = z, for all i. When mutation is
introduced, the collapse still happens, but now it is to
the slow subspace, which from Eqs. (16) and (17) is seen
to be given by
xi = z −
D∑
j=2
D∑
k=1
u
(j)
k v
(j)
i
λ(j)βk
[κ1k − (κ1k + κ2k)z] , (18)
where i = 1, . . . ,D and where we have again neglected
O(κ2) terms. Since in practice the mutation rates
are tiny, the deviation of the slow subspace defined in
Eq. (18) from the the line xi = z is almost impossible to
see on any plot. Furthermore, to calculate quantities to
first order in the mutation strength the specific form of
Eq. (18) is not required, as we shall see below. However,
we will use the concept of a slow subspace in a more sub-
stantive way in section IV, when selection is introduced.
Therefore the application of the fast mode elimina-
tion procedure now first consists of evaluating Ai(x) and
6Bii(x) on the slow subspace, and then using the projec-
tion operator (15), to obtain A¯(z) =
∑D
i=1 u
(1)
i Ai(z) and
B¯(z) =
∑D
i=1
[
u
(1)
i
]2
Bii(z), the effective drift and dif-
fusion terms on the center manifold. The first term in
Eq. (11) does not contribute, since when acted upon by
u
(1)
i it vanishes. In the second term we only need to set
xi equal to z to this order, and so using the definition of
A¯(z) we find
A¯(z) =
D∑
i=1
u
(1)
i
βi
[κ1i − (κ1i + κ2i)z] + O(κ2) . (19)
To this order B¯(z) is identical to that found without mu-
tation (see Eqs. (B5)-(B7)), that is B¯(z) = 2b1z(1 − z)
with
b1 =
D∑
i,k=1
[u
(1)
i ]
2Gikβ
−2
i . (20)
Therefore the reduced FPE is
∂p
∂τ
= − ∂
∂z
[
A¯(z)p
]
+
1
2N
∂2
∂z2
[
B¯(z)p
]
, (21)
where
A¯(z) = κˆ1 − (κˆ1 + κˆ2) z, B¯(z) = 2b1z (1− z) , (22)
to leading order in κ1i and κ2i. Here b1 is given by
Eq. (20) and
κˆ1 =
D∑
i=1
u
(1)
i κ1i
βi
, κˆ2 =
D∑
i=1
u
(1)
i κ2i
βi
. (23)
The drift and diffusion coefficients of the effective
model, given by Eq. (22) have precisely the form of a
well-mixed Moran model, but with a noise strength en-
hanced by a factor of b1 and mutation rates expressed by
Eq. (23). Even if the mutation rates do not vary from is-
land to island, they will still be enhanced by a non-trivial
factor of
∑
i u
(1)
i /βi.
As we have already stressed, having non-zero mutation
rates ensures that the system never reaches fixation. In-
stead it will eventually approach a stationary pdf which,
because the FPE is that of a one-island model, has the
well-known form [1, 7, 14]
pst(z) = Nz
c1 (1− z)c2 , (24)
where N is a normalization constant and where
c1 =
N
b1
κˆ1 − 1, c2 = N
b1
κˆ2 − 1. (25)
The effect of the structure of the network of islands on
the dynamics can now be investigated.
In order to examine the effect of the metapopulation
structure, the predictions of the effective models will be
p st(z )
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FIG. 4: (Color online) Stationary pdf of a metapopulation
Moran model with mutation. The system has four islands
of equal size N = 300 connected by a symmetric migration
matrix with diagonal entries mii = 0.9. The mutation rates
are κ1i = κ2i = 7 × 10−4 for each island. The filled orange
histogram is obtained from stochastic simulations of the IBM,
while the solid black line is obtained from theory (Eq. (24)).
The dashed line is the theoretical prediction of a well-mixed
model with the same average mutation rates and a population
size DN .
compared with those obtained from a well-mixed, un-
structured analog. The unstructured analog is taken to
be a well-mixed one-island model with the mean muta-
tion rates of the metapopulation model (weighted by is-
land size). We begin by considering the most simple case,
that when all islands are the same size, βi = 1 ∀ i, and
where the matrix G is symmetric. If G is symmetric it is
straightforward to show [4] that u
(1)
i is given by βi/
∑
j βj
and b1 by (
∑
j βj)
−2. Therefore if in addition βi = 1, one
obtains κˆ1 =
∑D
j=1 κ1j/D and κˆ2 =
∑D
j=1 κ2j/D. The
effective mutation rates are simply equal to the mean of
the mutation rates across demes. The effect of the term
N/b1 in Eq. (25) is not so straightforward. Recalling that
the total population is given by NTot = ND in this sit-
uation, one finds N/b1 = DNTot. The reduced system
therefore has a greater effective system size than its well-
mixed unstructured analog. This means that, in the case
where the matrix G is symmetric, the effect of the pop-
ulation structure is to reduce the effect of the noise on
the stationary distribution. An example of such a case
is given in Fig. 4. The noise induced bistability found in
the well-mixed unstructured analogue of the model [15] is
no longer present, and the deterministic dynamics dom-
inate.
In general, it is found that the effect of population
structure identified above is seen in most other parame-
ter regimes. That is, the effect of population structure
is in general to reduce the effect of the noise on the sta-
tionary distribution, relative to a well-mixed system with
the same total population size and mean mutation rates.
However, there do exist some cases where the converse
is true, where the population structure increases the ef-
fect of noise relative to the well-mixed model. In Fig. 5,
the stationary distributions for a well-mixed model and
a two-island system are plotted for a situation in which
this is the case. We note that numerically it appears
7p st(z )
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FIG. 5: (Color online) Similar plots to Fig. 4 but for a two-
island system with asymmetric migration, differing islands
sizes and varying mutation rates. While for brevity most pa-
rameters are not stated here, we note that the mutation rates
differ by many magnitudes over the islands (see Appendix
C). Numerical investigations suggest this is necessary in or-
der to enhance the bistability of the system relative to the
well-mixed unstructured analog (with the same total popula-
tion size and mean mutation rates) the pdf of which is here
plotted as the dashed black line.
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FIG. 6: (Color online) The stationary pdf on the slow sub-
space for a range of systems with various parameters which
are omitted here for brevity but which can be found in Ap-
pendix C. Once again the solid black line is obtained from
theory, the orange histogram from simulations of the original
IBM, and the dashed line from a well mixed model with the
same total system size and average mutation rates (weighted
by island size).
that such behavior is only possible if the elements of κ1
and κ2 are allowed to vary significantly across demes.
More investigation is clearly needed to explore the full
range of behavior possible in this system. However, as
demonstrated in Fig. 6, the analytic predictions derived
from the reduced model provide remarkably good agree-
ment with the results from Gillespie simulation of the full
model, across a range of parameters.
IV. THE REDUCED MODEL WITH MUTATION
AND SELECTION
We now proceed to obtain a reduced-dimension de-
scription for the model with mutation and selection. We
have applied fast mode elimination techniques to Moran
metapopulation models with selection elsewhere [4, 5],
and we will use many of the results previously obtained
in the analysis we carry out here. There are, however,
some ways in which our previous analysis and the current
one differ. For instance, here we will include mutation as
well as selection. Since we treat these as independent
processes, they can be added separately, at least to the
order at which we are working. However, as in Sec. III,
the alleles will not fix, and the focus will instead be on
the stationary pdf of the FPE (21).
We recall that the model with mutation and selection
is approximated by the FPE (6) with drift and diffu-
sion elements specified by Eqs. (7) and (8) respectively.
Note that we have not as yet made any assumption about
the size of the selection weightings [WX ]i and [WY ]i; the
diffusion approximation can be made for arbitrary selec-
tion strengths. However, as seen in the previous section,
the fast-variable elimination technique which we seek to
implement relies on small departures from the neutral
(linear) model. To make progress, we therefore wish to
consider the limit of weak selection. In this spirit, we
assume that the relative fitness of alleles X on island i
is [WX ]i = 1 + sρi, and correspondingly [WY ]i = 1 + sσi
for allele Y on island i, where the strength of selection
parameter, s, is small. This particular choice for the
weightings gives another difference from our earlier work,
in which we took σi = 0 (and denoted ρi as αi) [4, 5]. We
will find that the choice made in this paper is a less re-
strictive assumption concerning the nature of the relative
finesses of alleles X and Y .
Since the parameter s is assumed to be small, having
substituted the fitness weightings [WX ]i = 1 + sρi, and
[WY ]i = 1 + sσi into Eq. (7) and Eq. (8), a Taylor ex-
pansion of the resulting expressions can be conducted in
s. One then obtains
Ai(x) =
D∑
j=1
Hijxj +
1
βi
[κ1i − (κ1i + κ2i)xi]
+
s
βi
D∑
j=1
Gijxj (1− xj) (ρj − σj) [1− sσj − s (ρj − σj)xj ] ,
(26)
to the order we are working, and with
Bii(x) =
1
β2i
D∑
j=1
Gij (xi + xj − 2xixj) , (27)
which takes the same form as the neutral model, again
to the order we are working. The phrase ‘to the order
we are working’ in the case of the drift coefficient means
that we neglect order s3 terms. This is because we either
assume that s is of order N−1 or smaller, or alterna-
tively of the order of N−1/2 or smaller. In addition, we
will always assume that κ1i and κ2i are of the order of
N−1 or smaller. The motivation for these choices are
the small values of these parameters typically found in
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FIG. 7: (Color online) The stationary pdf in the slow vari-
able z for systems in which both selection and mutation are
present. The precise parameters can once again be found
in Appendix C. Once more the the orange histogram is ob-
tained from simulations of the original IBM, while the solid
black line is obtained from reduced theory. The theory once
again matches simulations extremely well, especially in com-
parison with the predictions of a well-mixed model with the
same total system size and average mutation rates weighted
by island size (black dashed line).
practice [16, 17]. The scaling with N is purely a math-
ematical convenience however, and while there do exist
cases in which the selection strengths of competing geno-
types are large [18], we do not consider such regimes here.
By a similar argument we neglect all corrections to the
diffusion matrix which involve powers of s, κ1i or κ2i.
We can now apply the fast mode elimination proce-
dure, following the method in section III for mutation
without selection. There are some differences however.
One is that we are keeping terms of order s2, and so we
will need the explicit form for the equation of the slow
subspace (the analog of Eq. (18), but for selection) to de-
termine A¯(z) to order s2. Another difference from muta-
tion is that the selection terms in Eq. (26) are nonlinear.
Nonetheless, as we have already stressed, mutation and
selection may be treated as independent processes to the
order at which we are working, and the calculation of the
equation of the slow subspace and of the resulting form
of A¯(z) has already been carried out [4]. Taking over
these results we find that the fast coordinates wj may be
expressed in terms of the slow coordinate z as
wj(z) = −sz(1− z)
λ(j)
D∑
i,k=1
u
(j)
i Gik (ρk − σk)
βi
+ O(s2, κ) ,
(28)
where j = 2, . . . ,D and where by O(κ) we mean of order
κ1i or κ2i. In fact these order κ terms are exactly given by
the expression in Eq. (28), which we have seen in section
III is not required to find A¯(z) to first order in κ.
Evaluating the drift on the slow subspace, and using
the projection operator u
(1)
i , as in section III allows us to
find A¯(z). The result is the sum of that found in section
II for mutation and that found in Ref. [4] for selection,
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FIG. 8: (Color online) Stationary pdfs for two-island sys-
tems exhibiting migration-selection balance. In both cases
mutation is relatively small (see Appendix C). In these plots,
along with the results from simulations (orange histograms),
the predictions from the approximation Eq. (32) (solid black
lines) and the predictions from a well-mixed system without
the metapopulation structure (black dashed lines), the pre-
diction of Eq. (32) at first order in s has also been given (blue
dotted line).
and is given by
A¯(z) = sa1z(1− z) + s2 [a3 + a4] z(1− z)
+ s2 [a2 − 2a3] z2(1− z) + κˆ1 − (κˆ1 + κˆ2) z ,
(29)
with B¯(z) still taking on the neutral form 2b1z(1 − z).
The constants a1, a2, a3 and a4 are given by
a1 =
D∑
i,j=1
u
(1)
i
Gijαj
βi
, a2 = −
D∑
i,j=1
u
(1)
i
Gijα
2
j
βi
,
a3 = −
D∑
m=2
 D∑
i,j=1
u
(1)
i Gijαj
βi
D∑
k,l=1
v
(m)
j u
(m)
k
λ(m)
Gklαl
βk
 ,
a4 = −
D∑
i,j=1
u
(1)
i
Gijσjαj
βi
, (30)
where αj ≡ ρj − σj and with κˆ1 and κˆ2 being given by
Eq. (23). Note that while to first order it is only the dif-
ference between ρ and σ, α, which impacts the effective
strength of selection, at second order the specific forms
of ρ and σ are relevant. Though in many applications
these second order effects are too small to be noticed, the
metapopulation structure allows for migration selection
balance, in which the sum of the elements of α tend to
zero. In cases such as these the precise form of ρ and σ
must be determined.
As in section III, the long-time behavior of the sys-
tem is encapsulated in the stationary pdf. Mathemati-
cally this is found by solving the reduced FPE (21) with
9reflecting boundary conditions, that is, zero probability
current at the boundaries. This gives [12, 13]
pst(z) =
1
B¯(z)
exp
∫ z 2NA¯(z)
B¯(z)
dz. (31)
Substituting in the explicit form for A¯(z) from Eq. (29)
and B¯(z) = 2b1z(1 − z), one finds the stationary pdf to
be
pst(z) = Nz
c1 (1− z)c2 exp (c3z + c4z2), (32)
where N is a normalization constant, c1 and c2 are given
by Eq.(25) and
c3 =
N
b1
s [a1 + s (a3 + a4)] , c4 =
N
2b1
s2 [a2 − 2a3] .
(33)
We note that once again the predictions from the reduced
theory match results from simulation extremely well (see
Fig. 7).
The exponential correction to the result without se-
lection (Eq.(24)) for the well-mixed (single island) case,
that is, with c4 = 0, is well-known [1, 7, 14, 19]. Here the
metapopulation structure has induced an extra (c4 6= 0)
term, giving a Gaussian form to the correction due to
second-order selection effects. One may wonder how such
second-order effects can be important. The answer is in
some part addressed in [5]; in the absence of mutation,
if the direction of selection varies from island to island,
a migration-selection balance can occur, wiping out first
order effects in selection pressure (see parameter a1 in
Eq. (30)). In these cases the second order term in s
can influence the shape of the stationary pdf, as seen in
Fig. 8, where parameters have been chosen which allow
this balance. In both plots, the parameters are such that
a1 = 0; while the effective theory then predicts that there
is no selective pressure at first order, at second order a
contribution to the dynamics is made. This second order
contribution matches the results from stochastic simula-
tion. Further, as mentioned earlier, at second order the
specification of σi and ρi become important; while both
the upper and lower panels of Fig. 8 have the same αi
on each island, they have distinct σi and ρi. This leads
to a symmetric stationary pdf in the upper panel, while
the lower panel shows the development of an asymmetry.
Once again we note that both of these effects are well-
predicted by the reduced-dimension theory, Eq. (32).
V. NATURE OF THE FAST MODE
ELIMINATION PROCEDURE
The elimination method we use clearly works very well,
but it has been presented as a prescription, albeit an in-
tuitively motivated one. This is because the general idea
behind the method is very easily understood: at the de-
terministic level, it is clear that the system should decay
to the center manifold or the slow subspace, although
the precise definition of the slow subspace may vary. It is
also clear how the noise will modify this picture, although
once again there are many different ways that this can be
implemented mathematically. As a consequence, there is
a very large literature on the subject (for an extensive
list of references see Ref. [6]; recent references not given
there include [20–24]), and it is variously described as
‘fast-mode elimination’, ‘adiabatic elimination’, ‘quasi-
steady-state approximation’, among other terms. While
it is an almost impossible task to relate all these method-
ologies, we will in this section try to give an explanation
as to the success of the method we use by applying it to
a ‘toy’ model consisting of a linear system with additive
noise. We will also explore a different method of reducing
the noise which appears more sophisticated, but eventu-
ally turns out to perform less well than the method we
have used.
By restricting our attention to a system with a linear
drift term and a constant diffusion term, the FPE of the
system is linear. Further, it is assumed that all the eigen-
values of the system are real and non-positive. If these
eigenvalues obey the inequalities
0 ≥ λ(1) > . . . > λ(r)  λ(r+1) > . . . > λ(D), (34)
then a separation of timescales exists in the system. The
fast directions are identified as the right-eigenvectors
v(r+1), . . . ,v(D), while the slow directions are given by
the eigenvectors v(1), . . . ,v(r). These eigenvectors form
a basis into which we can transform for clarity. The vari-
ables in the slow-fast basis are denoted ξzi (i = 1, . . . , r)
and ξwj (j = r + 1, . . . ,D). In this basis, the dynamics
of the system is described by
d
dt
(
ξz
ξw
)
= Λ
(
ξz
ξw
)
+ µ(t) , (35)
where the correlation structure of µ is given by
〈µi(t)µj(t′)〉 = Bijδ(t− t′). (36)
Here the matrix Λ is a diagonal matrix of eigenvalues
λ(i), and the matrix B is constant (independent of the
state of the system), since we are assuming the noise to
be additive. Finally, if we assume that the boundaries
lie at ±∞, the pdf described by the associated FPE is
Gaussian [25] (since the FPE is linear) and can thus be
described in terms of the time-evolution of its mean and
covariance.
The equations for the mean and covariance are solu-
ble [12]; the solutions for the mean quantities, 〈ξz〉 and
〈ξw〉, have the form
〈ξzi〉 = cieλ(i)t , i = 1, . . . , r (37)
〈ξwj〉 = cjeλ(j)t , j = r + 1, . . . ,D (38)
where ci and cj are constants determined from the initial
conditions, while the solution for the covariance matrix
Ξ is [8]
Ξ(t) =
∫ t
0
e(t−t
′)ΛBe(t−t
′)Λdt′ . (39)
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Since in this basis Λ is diagonal, the solution for the
components of Ξ can be expressed in the particularly
neat form
Ξij =
(
e(λ
(i)+λ(j))t − 1
λ(i) + λ(j)
)
Bij , i, j = 1, . . . ,D . (40)
Having specified the system, we now apply the approx-
imation procedure to it, that is, we find a reduced form
of the SDEs, obtained under the assumption that the
inequalities (34) hold. To do this, we introduce the par-
titioned (r × r) matrix
Λ¯ij = Λij , ∀ i, j = 1, . . . r , (41)
which is analogous to the A¯(z) term appearing in
Eq. (B2), so that the reduced system is
d
dt
ξz = Λ¯ξz + ζ(t) , (42)
where 〈ζ(t)ζT (t′)〉 = B¯δ(t − t′). The structure of B¯ is
dependent on the projection matrix (see Appendix B),
which we now discuss.
Constructing the D × r matrices Ur and Vr, whose
ith columns are defined to be the ith left- and right-
eigenvectors, u(i) and v(i) for i = 1, . . . r, the equation
for the projection matrix is [26]
P = Vr
(
UTr Vr
)−1
UTr . (43)
This is a generalization of Eq. (15), for which the number
of slow variables was one, r = 1. In the particular case of
the system (35), the projection matrix takes a very simple
from as a result of the fact that the system is already in
the slow-fast basis. The left- and right-eigenvectors are
equal (Λ is symmetric) and one finds
P =
(
Ir 0r,m−r
0m−r,r 0m−r,m−r
)
, (44)
where Ir is the r×r identity matrix and the 0k,l are k× l
zero-matrices. Applying this projection to the noise µ(t),
one finds that the form of the correlations of ζ(t) is
B¯ij =
[
PBPT
]
ij
, i, j = 1, . . . , r. (45)
If we partition the matrix B in the same way as P :
B =
(
B11 B12
B21 B22
)
, (46)
then B¯ = B11.
The solution for the time-evolution of the mean of ξz
is clearly unaltered, since the system is linear and Λ¯ is
diagonal and partitioned from Λ. What form does the the
covariance matrix in the reduced system take? Denoting
the covariance matrix of the reduced system’s pdf Ξ¯, from
Eq. (39) we find
Ξ¯ij =
(
e(λ
(i)+λ(j))t − 1
λ(i) + λ(j)
)
B¯ij ,
=
(
e(λ
(i)+λ(j))t − 1
λ(i) + λ(j)
)
[B11]ij , i, j = 1, . . . r .(47)
Since the system is completely specified by the mean
and the variance, we will see that the reduced system
is equivalent to taking the limit λ(j) → −∞ ∀ j =
r + 1, . . .D in the original system. In this case, the in-
equalities (34) are enforced to the greatest possible de-
gree. In this limit the elements of the distribution (40)
take the form
Ξij →
(
e(λ
(i)+λ(j))t − 1
λ(i) + λ(j)
)
Bij , i, j = 1, . . . , r
Ξkl → 0 , k, l = r + 1, . . . ,D
Ξil = Ξli → 0 , i = 1, . . . , r l = r + 1, . . . ,D . (48)
Comparing this result to Eq. (47), and recalling the parti-
tion Eq. (46), we see that for a system with a linear FPE,
the reduced system obtained via the projection matrix
method provides an exact agreement with the full sys-
tem in the limit of λ(k) → −∞ for k ≥ r + 1.
We now move to considering how an alternative
method, the SDE conditioning method developed in [6],
compares to the projection matrix method when applied
to this linear system. The conditioning method bears
many similarities to the projection matrix method. As
in the projection matrix method, the system is first re-
stricted to a slow subspace, defined by Eq. (14). Of
course, the use of this approximation relies on the iden-
tification of a linear slow-fast basis. In the non-linear
systems analyzed in [6], these fast and slow directions
were taken to be the eigenvectors of the deterministic sys-
tem linearized about a fixed point. While formally this
results in the deterministic approximation being only lo-
cally valid, in the systems addressed in [6] it was found
that the approximation remained successful far from the
fixed point. However, applying the method to the system
described in this section we avoid such concerns, since the
system under consideration, Eq. (35), is strictly linear.
Once the stochastic system is restricted to the slow
subspace, there are (by construction) no deterministic
dynamics in the fast-variables ξw. However there are still
stochastic dynamics in the fast-directions which we wish
to eliminate. In the method discussed in this paper, the
action of the projection matrix on the noise is effectively
to neglect the contribution of the noise terms in the fast
directions. In [6] however, the restriction of the system
to the deterministic slow subspace was made explicit by
conditioning the noise matrix on the assumption that
there was no noise in the fast-direction. Applying the
methodology described there to the system Eq. (35), one
once again obtains a reduced system of the form Eq. (42),
but now the correlation structure of the noise B¯ is no
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longer given by the components of the noise in the slow
directions B11. Instead its correlation structure is that
of the slow direction conditioned on the noise in the fast
direction being zero (see [27], Appendix B):
B¯ = B11 −B12B−122 BT12 . (49)
Since the remainder of the reduced equation is identi-
cal to the expression arrived at through the projection
matrix method, we can simply substitute this into the
equation for Ξ¯, Eq. (47), to find that the conditioning
method predicts
Ξ¯ij =
(
e(λ
(i)+λ(j))t − 1
λ(i) + λ(j)
)[
B11 −B12B−122 BT12
]
ij
,
i, j = 1, . . . r . (50)
Comparing this with Eqs. (47) and (48) we see that de-
terministically both methods reduce to the full system
in the limit of λ(k) → −∞ for k ≥ r + 1, but while the
conditioning method gives a different expression for the
noise correlations in the reduced subspace, the projection
method gives precisely the right form of the correlations.
From this we would expect that the projection matrix
method provides a better approximation to the full vari-
able system than conditioning. We would however expect
the two methods to give similar results if the correlation
between the fast and slow noise variables, B12 = B
T
21, is
small. Numerical investigations show that these state-
ments continue to hold when the techniques are applied
to the metapopulation Moran model. The projection ma-
trix method gives a more accurate reduced description
of the full system, as the conditioning method tends to
underestimate the magnitude of the noise (essentially a
consequence of the term B12B
−1
22 B
T
12 in Eq. (49)). How-
ever the results converge as the noise covariance between
the fast and slow variables decreases.
In this section it has been shown that in the limit
of an infinite timescale separation, the projection ma-
trix method provides an exact description of the time-
evolution of the slow variables in a linear FPE. While
this only holds for linear systems, it goes some way to
explaining the success of the methods in the region of
a fixed point (or line of fixed points, in the case of the
center manifold). We have not addressed in a formal
way however, how the FPE for a full non-linear system
may collapse to the results obtained from the projection
matrix method. A positive step in this direction would
be to relate the method to others described in the lit-
erature, for instance the projection operator formalism
used in the context of the Fokker-Planck equation [28].
Nevertheless, given the accuracy of the results we have
obtained, we would contend that there may be little need
to include any additional contributions from the noise re-
duction, given the attendant increase in complexity of the
formalism that this would entail.
VI. CONCLUSION
In this paper we have investigated a model of popula-
tion genetics which included all of the four main evolu-
tionary processes of mutation, genetic drift, natural selec-
tion, and migration between subpopulations, albeit in a
simple model of a single locus in haploid individuals hav-
ing two alleles. However even in this simple setting, it is
extremely rare to find studies which include this range of
processes, and we are not aware that the FPE containing
all of these processes appears in the literature. Of course,
part of the reason why the FPE for such a general sys-
tem has not been constructed is the general belief that
it is in any case too complicated to work with, and ex-
tracting any meaningful prediction would be extremely
difficult, if not impossible. We have shown here that this
is not always the case: by using a fast-mode elimination
procedure, we have been able to obtain an approximate
expression for stationary pdf of this general FPE, which
we showed to be in very good agreement with the results
of numerical simulations of the original IBM.
The method of fast-mode elimination (which goes un-
der many other names) is widely used and has an ex-
tremely long history. Essentially if there exist modes
which decay on time scales which are short compared to
those of interest to us, then we expect that we may be
able to neglect their detailed dynamics and write down an
effective theory in terms of only the ‘slow modes’. The
particular variant that we use here is quite specific: it
relies on the system under consideration having a deter-
ministic limit which consists of a set of linear equations
together with a small perturbation. Specifically, the per-
turbations are the processes of mutation and selection
which are described in terms are parameters κ1i, κ2i and
s, which are sufficiently small that Taylor expansions
about the model with no mutation or selection can be
truncated at first or second order. The model without
mutation or selection is described by the deterministic
equations x˙i =
∑
j Hijxj , where H is a constant matrix
with a zero eigenvalue and i, j label the islands of the
metapopulation. All other eigenvalues of H have a neg-
ative real part, and so as long as these are non-zero, one
sees immediately that the deterministic system decays to
the center manifold defined by the eigenvector of the zero
eigenvalue. This picture does not change significantly if
stochastic effects (genetic drift) or perturbations (muta-
tion and selection) are added.
Of course, even if this broad picture does not change,
it is the effects of genetic drift, mutation and selection
that we are interested in, and it is necessary to develop a
formalism to be able to calculate these effects. This has
been the subject of the current paper in the case when
mutation is present. We had previously introduced the
method [4, 5] to deal with genetic drift, but without al-
lowing for mutation. With the inclusion of stochasticity,
it was found that an additional condition was needed to
ensure the existence of a separation of timescales: the
leading non-zero eigenvalue of H, λ(2), must have a real
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part whose magnitude is larger than that of the fluctua-
tions, |Re(λ(2))| > N−1/2 [4], in order to ensure that the
deterministic collapse to the center manifold is of suffi-
cient strength to quench fluctuations away from it. Of
course, λ(2) depends on the network structure, and future
work could include trying to understand in more detail
for what type of network a timescale separation will be
present. For instance, it is clear that if the network con-
sisted of two highly connected clusters, but which were
only weakly coupled by migration to one another, the col-
lapse to the center manifold may not occur fast enough
for the approximation to be valid. However for a given
network and island size structure, we can always calcu-
late the magnitude of the real part of λ(2) and check that
it is not too small.
Including the process of mutation means that the al-
leles do not fix, but instead their frequency tends to the
stationary pdf previously mentioned. Mutation rates in
practice are sufficiently small that their effects need only
be treated within a first order calculation. Indeed this as-
sumption, along with that of weak selection, is also essen-
tial to the fast-mode elimination procedure described in
this paper. The parameters κ1i, κ2i and s must be small
in order that the approximations based on the neutral
model (namely the existence of fast and slow directions)
are not invalidated. Of course, determining precise lim-
its for these parameters is a difficult task, especially for
a system as general as that which we present. However,
it is clear that the probability of mutation must be much
lower than that of migration in order for the approxima-
tion to accurately capture the dynamics of the full sys-
tem. We showed that the effect of mutation and selection
to this order in our approximation scheme is equivalent
to having a one-island (well-mixed) system with effective
mutation rates which depend on the network structure
and island size.
Even within the quite specific framework we are work-
ing there are variations in the techniques and approaches
used. One of these is the exact way that the noise terms
in the SDE are treated within the reduction procedure.
We specifically examined two different ways of proceed-
ing, and showed why the one we adopted was superior.
Our focus has been in obtaining simple effective mod-
els from rather complex population genetic models in-
volving generic network structure. Our aim has not
been to provide a rigorous mathematical underpinning to
the method detailed here, however when applied to the
metapopulation Moran model, it is hard to imagine the
method performing better. In this sense we have shown
that the more complex machinery involved in many fast-
variable elimination techniques is not always entirely nec-
essary. To a certain extent, the stochastic nature of the
problems investigated contributes to the success of the
techniques, as unimportant trends which the reduced
model may not capture are averaged out when consid-
ering the ensemble. Not least among the strengths of the
method is that it can be applied to many other, more
complex, problems in population genetics. In fact, most
of the restrictions made in this paper can be lifted. For
instance, we have already shown elsewhere that the con-
straint of having fixed island population sizes, inherent
in the use of Moran models, can be relaxed [29], and we
expect many other generalizations will be possible. We
hope to explore and discuss these in future publications.
Appendix A: The diffusion approximation for the
metapopulation Moran model
In this appendix the diffusion approximation is out-
lined and applied to the metapopulation Moran model
with mutation and selection discussed in the main text.
While in principle the dynamics for the process is given
by Eqs. (1) and (5), in practice it is impossible to
make analytical progress without making approxima-
tions. This usually involves making the diffusion ap-
proximation: replacing the discrete variables ni by xi =
ni/βiN . The assumption is made that N is sufficiently
large that xi can be assumed to be continuous. The form
of the transition rates in Eq. (5) is such that we can use
the same procedure as in the neutral case (discussed in
Appendix A of Ref. [5]), and so we drop the index on
the rates, since the method is the same with and without
mutation or selection.
We begin by defining
F±i (xi) ≡ T (Nβixi ± 1|Nβixi) , (A1)
so that we may write the master equation (1) as
∂p
∂t
=
D∑
i=1
[
F+i (xi −
1
βiN
)p(xi − 1
βiN
)− F+i (xi)p(xi, t)
]
+
D∑
i=1
[
F−(xi +
1
βiN
)p(xi +
1
βiN
)− F−i (xi)p(xi, t)
]
,
(A2)
where now p is a function of x = (x1, . . . , xD) and t.
The diffusion approximation then consists of performing
a Taylor series expansion in N−1 (up to order N−2) of
the terms in the sums in Eq. (A2), to obtain the FPE (6)
of the main text with [5]
Ai(x) =
1
βi
[
F+i (x)− F−i (x)
]
,
Bii(x) =
1
β2i
[
F+i (x) + F
−
i (x)
]
. (A3)
As an example, we can use the transition rates for the
neutral model given by Eq. (2) to calculate the F±i (xi).
Doing this, and then using Eq. (A3), gives
Ai(x) =
D∑
j=1
Hijxj , (A4)
Bii(x) =
1
β2i
D∑
j=1
Gij (xi + xj − 2xixj) , (A5)
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where Gij = mijfj . The matrix Hij , has been introduced
since it is central to the understanding of the fast-mode
elimination method discussed in section III, and is de-
fined as
Hij =
Gij
βi
i 6= j, Hii = −
D∑
j 6=i
Gij
βi
. (A6)
The neutral metapopulation Moran model in the dif-
fusion approximation is thus given by the Fokker-
Planck equation (FPE) (6), with a rather simple drift
term (Eq. (A4)), but a more complex diffusion term
(Eq. (A5)). The parameters of the model are mij , βi and
N ; the probability of choosing island j for the birth of an
offspring, fj , is taken to be proportional to the popula-
tion of that island: fj = βj/
∑
k βk, and so is specified by
β. Starting from Eqs. (4) or (5) for the transition rates
with mutation and selection, and proceeding as above,
gives us Eqs. (7) and (8) in the main text.
Appendix B: The neutral model: removing fast
degrees of freedom
In this appendix the removal of fast degrees of free-
dom from the neutral metapopulation Moran model is
illustrated. This is given by the SDE system (9) with
Ai(x) and Bii(x) given by Eqs. (A4) and (A5) respec-
tively. The system in itself is not trivial to solve: the
multiplicative nature of the noise makes analytic progress
difficult. However the deterministic dynamics are partic-
ularly simple.
The deterministic system is not only entirely linear,
but the structure of the matrix H, defined in Eq. (A6),
is such that each row sums to exactly zero. This al-
lows one to show [5] that the largest eigenvalue of H
is zero, λ(1) = 0, and all other eigenvalues have nega-
tive real part. The deterministic system therefore quickly
collapses along as set of directions specified by the right-
eigenvectors v(2), . . . ,v(D) to lie on a point in the di-
rection v(1), along which there are no further dynamics.
This subspace is termed the center manifold, and it is this
behavior which causes a separation of timescales between
the dynamics occurs in the direction v(1) and the other
directions. While this is not strictly true for the stochas-
tic system, in which N is finite, one would expect that for
large enough N this separation of timescales would still
be present. This is indeed what has been found [4, 5]; the
stochastic trajectories quickly collapse along the direc-
tions v(2), . . . ,v(D) to the region of the center manifold.
Now however, rather than staying at one point on this
line indefinitely, the stochastic dynamics move the sys-
tem along the line, until fixation of one or other of the
alleles occurs. To take advantage of this behavior, we
seek to systematically remove the fast-mode components
of the system, while leaving the slow mode intact.
In the approach to fast-mode elimination that we use
in this paper, we assume that there is no noise in the fast
direction, so that bothA(x) and η(τ) are proportional to
v(1). Since the entries of v(1) are all equal (and we take
them to be one), the equation of the center manifold is
x1 = . . . = xD, and we denote this coordinate as z. This
procedure may be formalized by defining a projection
operator [4]
Pij =
v
(1)
i u
(1)
j∑D
k=1 v
(1)
k u
(1)
k
, (B1)
which when applied to any vector wipes out the fast di-
rections v(i) for i = 2, . . . ,D, but leaves the component
along the direction v(1), untouched. Since v(1) has all
entries equal to one, and using the orthonormality condi-
tion (13), the projection operator reduces to Pij = u
(1)
j ,
as given by Eq. (15) of the main text.
Applying the projection operator to the SDE (9) one
finds that
z˙ = A¯(z) +
1√
N
ζ(τ), (B2)
where
A¯(z) ≡
D∑
i=1
u
(1)
i Ai(x); ζ(τ) ≡
D∑
i=1
u
(1)
i ηi(τ), (B3)
and where the bar indicates evaluation on the center
manifold. In the case of the neutral metapopulation
model, Ai(x) =
∑
j Hijxj , and so A¯ = 0, since u
(1)
is a left-eigenvector of H with eigenvalue zero. So the
SDE assumes the simple form z˙ = N−1/2ζ(τ), with ζ(τ)
a Gaussian correlated white noise with zero mean and
correlation function
〈ζ(τ)ζ(τ ′)〉 = B¯(z)δ(τ − τ ′). (B4)
Here
B¯(z) ≡
D∑
i,j=1
u
(1)
i Bij(x)|x=zv(1) u(1)j , (B5)
which for the neutral metapopulation model becomes
B¯(z) = 2z(1−z)
D∑
i,k=1
[u
(1)
i ]
2Gikβ
−2
i ≡ 2b1z(1−z) , (B6)
where we have introduced the constant
b1 =
D∑
i,k=1
[u
(1)
i ]
2Gikβ
−2
i . (B7)
Applying this form of fast mode elimination therefore
reduces the neutral metapopulation Moran model to an
effective well-mixed Moran model of N organisms, but
with a noise strength which is increased by the factor of
b1 given in Eq. (B7). Finally, to completely define the
reduced model, we need to give the initial value of the
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system on the center manifold. Since the decay to the
center manifold is largely deterministic, we simply take
it to be the component of the full initial condition x0,
along v1:
z0 =
D∑
i=1
u
(1)
i x0i . (B8)
The validity of the approximation has been explored
in Refs. [4] and [5] by finding the probability of an allele
to fixate and the mean time for fixation to occur. These
were found by carrying out Gillespie simulations [30, 31]
of the original individual based model. They were then
compared with the results from an analytic and numeri-
cal calculation of the reduced model.
We now turn to the incorporation of other processes to
this metapopulation model, such as selection and muta-
tion. The effect of these processes is to break the degen-
eracy of the deterministic dynamics (see Eqs. (11) and
(26)); there is no longer a line of fixed points defined by
x1 = . . . = xD. This is needed in order to perform a
linearization and so define the eigenvectors v(i) and u(i),
which are then used to characterize the fast and slow
modes. To combat this, we assume that the nonlinear
effects of mutation and selection are small enough that
the left- and right-eigenvectors of H remain a good ap-
proximation for the fast and slow directions. We may
therefore continue to use Eq. (14) to define the slow sub-
space onto which the system quickly relaxes (but with
Ai(x) taken from the system being considered) and the
projection matrix P to remove the fast degrees of free-
dom from the model.
Appendix C: Parameters used in figures
Throughout this paper, figures which show the station-
ary pdf of a metapopulation system are accompanied by
the stationary pdf of the ‘well-mixed unstructured ana-
log’ of that system. In all these cases, the well-mixed
unstructured analog is taken to be a well-mixed sys-
tem with the same total size as the structured model,
and mutation rates corresponding the the average mu-
tation rates across the structured population. Denot-
ing the well mixed parameters with a subscript wm, this
means the system size of the well-mixed analog may be
expressed Nwm =
∑D
i=1 βiN , while the mutation rates
are the weighted means κ1wm = (
∑D
i=1 βiκ1i)/(
∑D
j=1 βj)
and κ2wm = (
∑D
i=1 βiκ2i)/(
∑D
j=1 βj). Likewise, the se-
lection parameters of the well-mixed system are taken
to be the weighted means across the structured pop-
ulation; σwm = (
∑D
i=1 βiσi)/(
∑D
j=1 βj) and ρwm =
(
∑D
i=1 βiρi)/(
∑D
j=1 βj)
In Fig. 5, the parameters used in the illustrated system
are D = 2, N = 300,
m =
(
0.7 0.04
0.3 0.96
)
, β =
(
3.6
1.4
)
, (C1)
and
κ1 = κ2 =
(
1× 10−5
5× 10−3
)
. (C2)
The well-mixed unstructured analog system therefore has
N = 1500 and κ1wm = κ2wm ≈ 1.4× 10−3.
In Fig. 6 (a), the parameters used in the illustrated
system are D = 6, N = 300, mii = 0.85, mij = 0.03 (i 6=
j),
β =

4
1
1
2
1
3
 , (C3)
and
κ1 =

1× 10−4
7.5× 10−5
0
2.5× 10−4
2.5× 10−4
0
 , κ2 =

6× 10−4
2× 10−4
0
2× 10−4
2× 10−4
1× 10−4
 . (C4)
The well-mixed unstructured analog system therefore has
N = 3600, κ1wm = 1.02× 10−4 and κ2wm = 2.92× 10−4.
In Fig. 6 (b), the parameters used in the illustrated
system are D = 8, N = 200, mii = 0.8, mij = 0.2/7 (i 6=
j),
β =

1
1
0.4
2
1
3
2
1

, (C5)
and
κ1 =

4× 10−3
3× 10−3
0
1× 10−3
1× 10−3
0
1× 10−3
3× 10−4

, κ2 =

0
3× 10−3
1× 10−3
0
1× 10−3
1× 10−3
5× 10−4
1× 10−3

. (C6)
The well-mixed unstructured analog system therefore has
N = 2280 and κ1wm = 1.08 × 10−3 and κ2wm = 8.25 ×
10−4.
In Fig. 6 (c), the parameters used in the illustrated
system are D = 4, N = 200,
m =
 0.9 0.05 0.03 0.010.025 0.85 0.04 0.040.05 0.05 0.88 0.03
0.025 0.05 0.05 0.92
 , β =
 111
1
 , (C7)
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and
κ1 =
 4× 10
−3
3× 10−3
0
1× 10−3
 , κ2 =
 03× 10−31× 10−3
0
 . (C8)
The well-mixed unstructured analog system therefore has
N = 800, κ1wm = 2× 10−3 and κ2wm = 1× 10−3.
In Fig. 6 (d), the parameters used in the illustrated
system are D = 5, N = 200,
m =

0.9 0.05 0.0 0.01 0
0.025 0.85 0.02 0.04 0.025
0.05 0.025 0.88 0.025 0.025
0.025 0.025 0.05 0.92 0.05
0 0.05 0.05 0.005 0.9
 , β =

1
1
1
1
1
 ,(C9)
and
κ1 =

0
3× 10−3
0
1× 10−3
2× 10−3
 , κ2 =

0
4× 10−3
1× 10−3
0
2× 10−3
 .(C10)
The well-mixed unstructured analog system is therefore
taken to have N = 1000, κ1wm = 1.2×10−3 and κ2wm =
1.4× 10−3.
In Fig. 7 (a), the parameters used are D = 3, N = 230,
mii = 0.9, mij = 0.05 (i 6= j), s = 2.15× 10−3,
β =
 12
4
 , (C11)
and κ1i = 2× 10−4, κ2i = 1× 10−4,
ρ =
 00
1
 , σ =
 11
0
 . (C12)
The well-mixed unstructured analog system therefore has
N = 1610, κ1wm = 2 × 10−4, κ2wm = 1 × 10−4, σwm =
3/7 and ρwm = 4/7.
In Fig. 7 (b), the parameters used areD = 4, N = 400,
mii = 0.8, mij = 0.2/3 (i 6= j), s = 2.5× 10−3,
β =
 112
1
 , (C13)
and
κ1 =
 6× 10
−4
6× 10−4
6× 10−4
6× 10−4
 , κ2 =
 2× 10
−3
4× 10−3
1× 10−4
6× 10−4
 (C14)
with
ρ =
 101
0
 , σ =
 −120
1
 . (C15)
The well-mixed unstructured analog system therefore has
N = 2000, κ1wm = 6×10−4, κ2wm = 1.36×10−3, σwm =
2/5 and ρwm = 3/5.
In Fig. 7 (c), the parameters used are D = 5, N = 200,
mii = 0.85, mij = 3.75× 102 (i 6= j), s = 1.5× 10−2,
β =

2
1
2
1
2
 , (C16)
and κ1i = 1× 10−4 = κ2i = 1× 10−4,
ρ =

1
1
1
0
0
 , σ =

0
0
0
0
1
 . (C17)
The well-mixed unstructured analog system therefore has
N = 1600, κ1wm = 1 × 10−4, κ2wm = 1 × 10−4, σwm =
1/4 and ρwm = 5/8.
In Fig. 7 (d), the parameters used areD = 6, N = 400,
mii = 0.8, mij = 4× 102 (i 6= j), s = 5× 10−3,
β =

1
1
2
1
3
1
 , (C18)
and
κ1 =

6× 10−4
6× 10−4
6× 10−4
6× 10−3
0
0
 , κ2 =

2× 10−3
4× 10−3
1× 10−3
6× 10−4
0
0
 (C19)
with
ρ =

1
0
1
0
1
−1
 , σ =

−1
2
0
1
1
−1
 . (C20)
The well-mixed unstructured analog system therefore has
N = 3600, κ1wm = 9.3 × 10−4, κ2wm = 9.6 × 10−4,
σwm = 4/9 and ρwm = 5/9.
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In the upper panel of Fig. 8, the parameters used are
are D = 2, N = 400, mii = 0.85, mij = 0.15 (i 6= j),
s = 1× 10−2, β = (1, 1), and κ1i = κ2i = 6× 10−4,
ρ =
(
1
−1
)
, σ =
( −1
1
)
. (C21)
The well-mixed unstructured analog system therefore has
N = 800, κ1wm = κ2wm = 6× 10−4, σwm = ρwm = 0.
In the lower panel of Fig. 8, the parameters used are
are D = 2, N = 400, mii = 0.8, mij = 0.2 (i 6= j),
s = 1.5× 10−2, β = (1, 1), and κ1i = κ2i = 6× 10−4,
ρ =
(
1
1
)
, σ =
( −1
3
)
. (C22)
The well-mixed unstructured analog system therefore has
N = 800, κ1wm = κ2wm = 6× 10−4, σwm = ρwm = 1.
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