It is a very interesting and well-studied problem, given two point sets W; B < n , to design a decision tree that classi es them |that is, no leaf subdivision contains points from both B and W | and is as simple as possible, either in terms of the total number of nodes, or in terms of its depth. We show that, unless ZPP=NP, the depth of a classi er cannot be approximated within a factor smaller than 6=5, and that the total number of nodes cannot be approximated within a factor smaller than n 1=5 . Our proof uses a simple connection between this problem and graph coloring, and uses recent results of F urer on the inapproximability of the chromatic number. We also study the problem of designing a classi er with a single inequality that involves as few variables as possible, and point out certain aspects of the di culty of this problem.
Introduction
Classifying point sets in < n by linear decision trees is of great interest in pattern analysis and many other applications BFOS84, HKS93, BGV92].
Typically, in such a problem we are given a set W of white points and a set B of black points in < n , and we must produce a decision tree with linear decision nodes, such that for each leaf`of this tree, either only white or CSE Department, UCSD. only black points lead the algorithm to`. We call such a linear decision tree a classi er. In many situations W and B are not given explicitly, but implicitly in terms of concepts, images of objects, etc.
Constructing exactly optimal decision trees (of even constant depth) is NP-complete in high enough dimensions Meg88, BR92, HR76] . There is much algorithmic work towards computing such classifying trees that meet various local optimality conditions BGV92, MKS94], but very little is known about the approximate optimality of such approaches. An exception is a recent result that designing an optimal linear classifying tree is NP-complete even in three dimensions GMOS95] .
In this paper we prove some very strong negative results on high-dimensional classifying trees (the important case in practice). We point out a simple connection between the problem of designing optimal linear classifying trees and the classical problem of coloring a graph. Given a graph G, we construct its geometric realization; roughly speaking, the white points are the vertices of the graph arranged at the corners of a simplex, and the black points correspond to the edges of the graph, with each black point placed at the midpoint between its two endpoints of the edge. It is not hard to prove then that the optimum size of any classi er is the chromatic number of the graph (G), while the optimum depth is log 2 ( (G)+1). We then use recent results by Lund and Yannakakis LY93], more recently improved by F urer F ur95], on the inapproximability of the chromatic number, to obtain these two results:
Theorem 1 Unless ZPP=NP, no polynomial-time algorithm for optimizing the number of nodes in a classi er can have approximation ratio better than n 1=5?
for any > 0.
Theorem 2 Unless ZPP=NP, no polynomial-time algorithm for optimizing the depth a classi er can have approximation ratio better than 6=5 (that is, with relative error less than 20%).
Here ZPP is the class of problems solved by polynomial expected-time randomized algorithms with neither false negatives nor false positives. ZPP=NP is a situation almost as unthinkable as P=NP. In the next Section we prove these two results.
Finally, in Section 3 we look at another aspect of the di culty of optimizing classi ers: Suppose that the two point sets can be separated by a single linear inequality, but we want to nd the inequality that separates them and involves as few variables as possible. This situation is of interest when we use functions of the points as additional coordinates to facilitate classi cation BGV92, BGV94]. We point out that variants of this problem are complete for various levels of the W hierarchy BFH94, CCDF94], which implies that (unless an unlikely collapse occurs), they cannot be solved in polynomial time even if the optimum sought is small (bounded by any very slowly growing function).
De nitions and Proofs
Let W; B < n be two point sets. A linear classifying tree for W and B is a decision tree with internal nodes of the form P n i=1 a i x i > b, each with two branches (the true branch and the false branch. A leaf`of such a tree corresponds in a straightforward way to a convex cell in a subdivision of < n , call it C(`), containing all points that satisfy (or falsify) the inequality in each internal node I that is an ancestor of`in the tree, and such that`is in the true (respectively, false) subtree of I. points are the edges of G, each placed at the midpoint of its two endpoints. The chromatic number of G, (G) , is the smallest number of colors that can be used to color the nodes of G so that no two adjacent nodes have the same color; equivalently, it is the smallest number of independent sets that can be used to cover all nodes of G.
The following two lemmata now characterize the complexity of classifying W(G) and B(G) in terms of (G).
Lemma 1 n(W(G); B(G)) = (G).
Proof. Consider any white leaf`in any decision tree for W(G); B(G). Since its cell C(`) is convex, it follows that the nodes of G it contains share no edge, because otherwise the corresponding black midpoint would also be in C(`). Thus, C(`) contains an independent set of G. Since the leaves of the decision tree must cover all nodes of G, there are at least (G) white leaves in any decision tree. In addition there must be at least one black leaf, and hence there are at least (G) + 1 leaves overall, and at least (G) internal nodes. It follows that n(W(G); B(G)) (G) .
For the other direction let S 1 ; : : : ; S (G) be the independent sets in the optimum coloring of G. We can construct a decision tree with (G) internal nodes, of which the kth has inequality is P , and it separates the white nodes in two subgraphs with about half the chromatic number. Continuing the same way we arrive at nodes that contain white nodes that are independent, plus certain black nodes; these can be separated with one more internal node. The total depth is thus dlog 2 ((G) + 1)e + 1.
To prove Theorems 1 and 2 from the lemmata, we now only need the following recent result by F urer 
Single Linear Decisions
In this section we point out aspects of the di culty of classi er optimization which hold even in the case in which W and B are separable, that is, there is a single linear inequality that separates W from B (in other words, the optimum classifying tree has just one internal node). In this case we are interested in minimizing the number of variables that are actually needed in the decision node.
Naturally, the interesting classi cation problems are not linearly separable; however, the separable case is practically interesting because it comes up when we introduce \extra variables" to make classi cation possible. For example, one may introduce low-degree monomials (products of variables) or radial basis functions (simple functions of the distance from a point) Hay94, BGV94] , and then construct a linear decision tree treating the outputs of these functions as new variables. Or one could even allow more costly special-purpose classifying heuristics, and also treat their outputs as variables. It is clear that any disjoint nite sets W and B may be separated given enough such extra functions, so the real question is how to minimize their number and cost. Besides the obvious consideration of computational e ciency, by the principle of Occam's razor we expect that optimal classi ers of this sort are in some sense \better-quality" classi ers.
We wish thus to solve the following problem: We are given two point sets W; B < n , that we know are separable by a single hyperplane. We are asked to nd the hyperplane P n i=1 a i x i b that separates W from B, and such that jfi : a i 6 = 0gj is minimized. In another version (better suited for modeling the case of extra functions), the rst m < n variables are free, and we wish to minimize jfi > m : a i 6 = 0gj. We next make a very useful simpli cation: We assume that B = f0g
(that is, there is only one black point, the origin): W from the origin and has the smallest number of nonzero coe cients (respectively, excluding the coe cients of the rst m variables). We call these problems the smallest separating inequality problem, and its version with free variables. Both versions of this problem are easily seen to be NP-complete. In this section we point out their high parameterized complexity. In CCDF94, BFH94] a theory of parameterized complexity has been initiated. The issue is whether a minimization problem of the form \given instance x and integer parameter k, is the optimum k or less?" can be solved in time, say O(n p ), where n is the size of the input x, and the hidden constants (but not p) may depend on k. For some problems, such as bandwidth and node cover, such algorithms are possible; for others, no such algorithms are known. These latter problems classify into a hierarchy of classes, denoted W 1]; W 2]; : : :, plus an ultimate class W P]. Hardness of a problem (via \parameterized reductions" appropriate for these problems, see BFH94]) for such a class is evidence that the problem does not have a polynomial algorithm even when the parameter is severely bounded. The higher the class, the more devastating the evidence of intractability. HW94, ADP80] to the minimum separating hyperplane problem. In the hitting set problem we are given a family F = fS 1 ; : : : ; S k g of subsets of some set f1; 2; : : : ; ng, and a parameter k, and we are asked to determine whether there is a set H, jHj k, such that H \ S i 6 = ; for all i. From F we construct a set of points W = fw 1 ; : : : ; w k g < n , where w i is the characteristic vector of S i . Let P n i=1 a i x i = 1 be a hyperplane separating W from the origin, and let H = fi : a i > 0. It is easy to see that, if H \ S i = ; for some i, then the hyperplane fails to separate w i from the origin, and hence the nonzero coordinates of the hyperplane must be a hitting set. Conversely, for any hitting set H, the hyperplane P i2H x i = 1 separates W from the origin, and this completes the proof of the rst part.
For the second part, we shall reduce to the version of the problem with free variables the W P]-complete minimum monotone circuit value problem DFK + 94]. In it we are given a monotone circuit, and a parameter k, and we wish to determine whether there is an input vector with k or fewer 1's that makes the output of the circuit 1. Given such a circuit with n gates, of which all but the rst m are input gates, we construct the following point set W in < n : If i is the output gate, we add to W the point ?e i |recall that e i is the unit vector in the ith coordinate. If i is an OR gate with inputs j and , then we add to W the point e i ? e j ? e`. If i is an AND gate with inputs j and`, then we add to W the points e i ? e j and e i ? e`. This completes the construction. It is not very hard to argue that there is a hyperplane separating W from the origin with k or fewer nonzero coe cients in its last n ? m coordinates, if and only if the given circuit has a satisfying truth assignment with k or fewer positive inputs.
