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Abstract 
Development of a Genetic Algorithm-Correlation Analysis (GA/CA) Program  
for Classification of Chemical Compounds using Mass Spectral Data 
 
Fang Li 
Kevin G. Owens 
 
 
 
 
A semi-automatic computer program GA/CA (genetic algorithm/correlation analysis) is 
developed in this project for the classification of chemical compounds using mass spectra. The 
program uses a genetic algorithm as the optimization method and correlation analysis as the 
evaluation method.  In performing a classification, the GA/CA program searches for a group of 
mass peaks that best discriminate the substructure of interest using the mass spectra of known 
compounds, and then uses the search results on unknowns for prediction.  The GA/CA program is 
able to perform the classification using mass spectra, neutral loss spectra and parent loss spectra, 
as well as perform data preprocessing techniques, such as intensity exponent scaling and 
thresholding. The GA/CA program is successfully used in two tests using library spectra: 
classification of lower aromatic compounds, and chlorine containing compounds.  The 
chromosomes developed by the GA/CA program showed 100% prediction accuracy for the test 
compounds in both classification experiments. In the classification of carbamates, the best 
chromosomes developed by the GA/CA program result from use of the neutral loss spectra, 
which show a prediction accuracy of 93% on the test set.  The prediction accuracy increased 
when the individual results obtained by use of mass spectra, neutral loss spectra and parent loss 
spectra are combined together.  The GA/CA was also used for identification of the metabolites of 
the carbamate methyl thiophanate from LC-MS/MS data.  Chromosomes were developed by the 
GA/CA program using spectra collected in the laboratory.  The results showed that the GA/CA 
program identified three of the known metabolites correctly and one metabolite incorrectly.  The 
GA/CA program also identified another possible metabolite that was not identified in a previous 
  xvii
 
metabolic study.  The GA/CA needs to be rewritten as a completely automatic program so that it 
can handle a larger number of spectral data and run for a large number of generations.  
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1.1 Background 
 
In recent years, chemists and other scientists have developed many types of automated spectral 
analysis methods [1,2,3,4,5,6,7,8]; our interest is in software used for determination of an 
unknown’s structure from mass spectral data.  The most common method is to match the 
spectrum of an unknown with the spectra saved in a database or library. This simple and fast 
method is available in most common software used for GC/MS and LC/MS analysis.  However, 
the size of the library (i.e., the number of compounds contained in the library) usually limits the 
usage of this method.  Scientists often have to find different methods for identification.  Another 
limitation of the library-matching method is that the measured spectrum can be affected by 
sample analysis conditions, such as ion suppression, ion enhancement, solvent adduction, etc 
[9,10]. Further, the ionization mechanism employed for the analysis [11,12], such as electron 
impact, chemical ionization, MALDI, etc., also affects the measured spectrum.  Most of the mass 
spectral libraries contain data generated using positive ion electron impact (EI) on mixtures 
separated using gas chromatography (GC).  The spectrum obtained on a LC/MS using 
electrospray ionization will be different for the same compound, therefore an exact match may 
not be easy to find.  In some cases scientists turn their attention to the pieces of the structure 
instead of the entire structure, for example, what kinds of functional groups the compound 
contains.  Sometimes scientists only need to know whether a certain functional group is present in 
an unknown without knowing the entire structure.  For example, in a pesticide toxicity study, 
scientists are more concerned about whether a metabolite contains a toxic group than knowing its 
entire structure.  Recently, the search for biomarkers using mass spectrometry has drawn many 
scientists’ attention.  A biomarker is a characteristic that can be objectively measured and 
evaluated as an indicator of normal biologic or pathogenic processes, or pharmacological 
responses to a therapeutic intervention.  For example, researchers hope biomarkers can 
distinguish cancer patients from healthy people so that they can make an early detection of cancer 
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by the analysis of serum [13,14].  Here the information the scientists are concentrated on is 
whether a biomarker is present in a patient’s serum. 
 
Based on how much information in a mass spectrum is used, classification methods can be 
divided into two groups: those that use the entire spectrum, or those in which selected information 
in a spectrum is used.  Feature selection is a process for searching for a group of optimized 
information to best fit or calculate the proposed model, for example, to classify chlorine 
containing compounds, or to distinguish cancer patients and healthy people.  In biology, a 
biomarker can be a group of characteristic peaks in the mass spectrum chosen by feature 
selection.  Feature selection has become more and more popular, especially in the handling of 
biological samples. The mass spectrum of a biological sample, such as serum, may contain 
thousands of peaks, and each peak could be viewed as a distinct variable for the analysis. 
Unfortunately, the number of samples, normally limited by the number of patients, is small and 
often difficult to collect.  This high dimensionality and small sample size (HDSS) is a common 
problem for biomarker discovery efforts and the most effective way so far to get around the 
HDSS problem is by reducing the number of variables [15].  Feature selection is a widely used 
method that combines variable reduction and model searching in one process.  In addition, instead 
of containing hundreds or perhaps thousands of variables, the model developed by feature 
selection is simpler and more meaningful.  
 
Varmuza’s [16] research group has been working on developing software to perform mass 
spectral classification.  Chapter 2 will outline the progress in their group in developing a classifier 
using mass spectra.  Here we will only briefly describe the more recent research results.  In 2001 
Varmuza published a paper on software that combined genetic algorithms (GA) with partial least 
squares (PLS) discriminate analysis, or linear discriminate analysis (LDA), successfully 
identifying 15 functional groups in more than 50,000 compounds.  The software selects the 
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features for the purpose of identifying a certain functional group from 400 manually defined mass 
spectral features, then uses the selected features to process mass spectra, providing a simple 
YES/NO answer for the presence of a functional group in an unknown. Their method focused on 
the key peaks in a spectrum and key groups in a compound.  The method provides a different 
means of classification using mass spectra but this method is relatively complicated.  First, all 
features have to be defined manually by a human interpreter to cover a wide variety of functional 
groups.  The features in their method included mass, intensity, intensity ratio, groups of mass 
peaks, etc.  Second, all the mass spectra are transformed and represented by these groups of 
features.  The software is designed to handle the transformed spectrum, not the raw spectrum 
directly.  Last, the software applied statistical methods (linear discriminant analysis (LDA) and 
partial least squares discriminant (DPLS)) that may not be easy to use by scientists having only a 
basic statistical background.  
 
The objective of this thesis is to develop an automated or semi-automated and easy-to-use 
computer program to determine the presence of chemical sub-structures from mass spectral data.  
Both the program developed in this thesis and Varmuza’s program perform sub-structure searches 
using mass spectral data; they both apply a genetic algorithm in feature selection.  The program in 
this thesis uses a different approach in the analysis of the mass spectral data.  Varmuza 
transformed the spectra to a different format and used PLS and LDA in the analysis of the 
transformed data.  The program in this thesis uses correlation analysis, a simple and powerful 
method that may be directly applied to the mass spectral data.  The work described here attempts 
to eliminate the subjective decision of a human interpreter in the feature selection process, 
enabling the method to be easily used not only by mass spectrometrists but other researchers as 
well.   
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1.2 Genetic Algorithms 
 
Since first described by John Holland in the 1960s, genetic algorithms (GAs) have been widely 
studied, experimented with and applied in many fields in science and engineering [17, 18].  An 
increasing number of publications involving GA methods in chemistry and chemometrics indicate 
that chemists have started to reap the benefit of the GA methods: in fact, a GA software package 
has been designed specifically for chemists [19, 20]. Not only do GAs provide an alternative 
method for optimization; they consistently outperform other methods of finding optimal 
parameters [21,22].  In fact, the GA has been used more and more in feature selection combined 
with other statistical methods. For example, the GA was combined with PLS, or LDA in Leardi’s 
classification research [23,24]; Guo and co-workers used a GA and principal component analysis 
(PCA) in a study of sequential projection pursuit in order to preserve as much sample information 
as possible [25]; the K-nearest neighbor method is a widely used statistical method combined 
with GA in classification [26,27].  Leardi [28] developed the method for near infrared (NIR) 
wavelength selection using genetic algorithms for multivariable calibration by PLS. She applied 
the method successfully to 5 different spectral data sets, including soybean (1104 to 2496 nm, 
175 wavelengths), gasoline (900 to 1700 nm, 401 wavelengths), resorcinol (10000 to 4000 cm-1, 
1501 wavelengths), foodstuff (1100 to 2500 nm, 351 wavelengths) and wheat (1100 to 2500 nm, 
701 wavelengths). The results showed wavelengths selected by the GA were well-defined and 
characteristic spectral regions, which led to better predictive models.  In biological science, high 
dimensional multivariable datasets are frequently generated by mass spectra due to the nature of 
the sample; it is crucial to reduce data dimensions or select variable for modeling or biomarker 
discovery.  Jarvis [29] applied the GA for data pre-processing the Fourier-transform infrared (FT-
IR) spectroscopic data of biological samples.  The GA selected 6 variables (wavelengths) from 
the full set of 882 spectral variables and formed a satisfactory model.  The model resulted in a 
 6
16% reduction in error compared with the raw data model.  More details of applications of the 
GA in chemistry will be described in Chapter 2. 
 
Genetic algorithms are an optimization technique based on the concepts of natural selection and 
genetics. The variables being optimized are represented as genes on a chromosome.  The most 
widely used chromosome is a string consisting of 1’s and 0’s.  In feature selection, 1 means the 
corresponding variable is selected, while 0 means it is not selected. The fitness of a chromosome 
is determined by computing the response function score. The basic idea of the genetic algorithm 
is to create a population of individuals first, and then the population is evolved using the 
principles of variation, selection and inheritance. There are four major steps in a GA procedure as 
shown in Figure 1-1. 
 
(a) Initialization: Randomly generate an initial generation containing a fixed number of 
individuals.  Each individual, called a chromosome, usually consists of a string of binary 
digits.  The number of chromosomes is called the population size; this is a user-controlled 
option and remains constant throughout the optimization. 
(b) Evaluation: Compute and assign a numerical evaluation of merit by applying a fitness 
function to each chromosome in the current generation. This numerical evaluation is defined 
as the fitness value, and higher fitness values correspond to a better chromosome. The fitness 
function is the primary place in which the genetic algorithm is designed to fit to a specific 
problem.  The fitness function guides the direction of the GA optimization procedure: it is the 
most important part of the GA. 
(c) Natural selection: Define the selection method and make a selection. Normally the selection 
method gives chromosomes with higher fitness values a higher probability of being included 
in the mating subset than chromosomes with lower fitness values.  The chromosomes selected 
are placed into a mating subset. Chromosomes not selected for the mating subset are removed  
 7
 
 
 
Figure 1-1. Basic flowchart of the genetic algorithm. 
 
Initialization: 
Generate a population of  
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Evaluation: 
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Exploration: 
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Evaluation: 
Do the results meet 
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 from the population.  The chromosome with the highest score is always placed in the mating 
subset.  
(d) Exploration: The next generation is formed by application of the genetic operators 
“crossover” and “mutation” to the selected chromosomes from the previous generation.  
Crossover takes two chromosomes and builds two new ones by exchanging part of the genes 
according to various rules. The most common crossover is the one-point operation, in which a 
crossover point is randomly selected along the chromosome and the genes after that point are 
swapped between the two chromosomes.  The crossover rate is (pcross), which is specified as a 
percentage of two parent chromosomes crossed.  If the crossover rate is 0, the offspring 
formed are exact copies of the parents.  A mutation operator is used to increase the diversity 
in the population and it usually is applied after crossover.  It randomly picks a bit in the 
parent chromosomes and sets it to a different value.  In the case of binary chromosome (0, 1), 
mutation will change a 0 to 1 or a 1 to 0.  The mutation rate (pmut) is a percentage of the total 
bits to be mutated.  The mutation rate is a user-defined parameter. 
 
As shown in the flowchart in Figure 1-1, steps (b) to (d) are repeated until a satisfying solution is 
obtained, for example, until the fitness values of all chromosomes are the same; or the highest 
fitness value reaches a certain value.  By transforming the previous set of good chromosomes to a 
new one, the genetic operators generate a new set of chromosomes that have a better than average 
chance of also being good. When this cycle of evaluation, selection and exploration is iterated for 
many generations, the overall fitness of the population generally improves, and the chromosomes 
in the population represent improved “solutions” to whatever problem was posed in the fitness 
function. 
 
The following simple example was used by Mitchell [30] to demonstrate the workings of the 
genetic algorithm. The population consists of 4 chromosomes, which are binary-encoded strings 
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(chromosomes) of length 8.  In this example, the fitness value equals the number of ones in the bit 
string, with pcross=0.7, and pmut=0.001. The initial (randomly generated) population might look 
like this: 
 
 Label    chromosome      Fitness  
   A      00000110      2  
   B      11101110      6  
   C      00100000      1  
   D      00110100      3         
  Average fitness 3                       
 
In the selection procedure, 4 chromosomes (two sets of parents) will be chosen, with probabilities 
proportional to their relative fitness values.  In this example, suppose that the two parent pairs are 
{B, D} and {B, C} and the crossover generates four offspring E, F, G and H (note that A did not 
get selected, as our procedure is probabilistic). Once a pair of parents is selected, crossover is 
effected between them with probability pcross , resulting in two offspring. Suppose, in our 
example, that crossover takes place between parents B and D at the (randomly chosen) first bit 
position, forming offspring E=10110100 and F=01101110.  No crossover is affected between 
parents B and C, forming offspring G and H which are exact copies of B and C. Next, each 
offspring is subject to mutation with probability pmut per bit. For example, suppose offspring E is 
mutated at the sixth position to form E'=10110000, and offspring H is mutated at the first bit 
position to form H'=01101110, while offspring F and G are not mutated. The next generation 
population, created by the above operators of selection, crossover, and mutation is therefore:  
 
 
 
 10
 Label    chromosome     Fitness  
  E'      10110000      3 
  F       01101110      5 
  G       00100000      1 
  H'      01101110      5  
  Average fitness 3.5 
Note that in the new population, although the best individual with fitness 6 has been lost, the 
average fitness of the population has increased.  Iterating this procedure with additional 
generations, the genetic algorithm will eventually find a perfect string, i.e., the string with the 
maximal fitness value of 8.  
 
1.3 Correlation Analysis 
Correlation analysis is a data processing technique used to calculate the similarities between two 
signals.  Although it was first applied to communication signals varying as a function of time, the 
technique has been applied to many different types of data including mass spectra [31,32].  If two 
independent signals a and b are a function of time, the correlation function Cab of a and b is 
expressed by the following equation [33]: 
  ∫+−∞→ ±⋅= τττ ττ dttbtaTCab )()(21lim)(  
where τ is the delay (shift) between the two functions (spectra) being correlated.  In the case of a 
digitized signal, time is no longer a continuous variable and the correlation function is better 
expressed as a summation: 
 ∑ ∆±⋅=∆ ),()()( tntbtatnCab   n = 0, 1, 2, ……… 
We can think of correlation analysis as sliding the function a over the function b along the x-axis, 
calculating the integral at each possible time difference (i.e., delay) between the two spectra. Note 
that Cab reaches its maximum value when the two signals exhibit the maximum overlap. In an 
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autocorrelation, which is the correlation of a signal with itself, the maximum will always occur at 
a time delay (τ=n∆t or lag) of zero.  The similarity information can be obtained by comparing the 
maximum value of the correlation function calculated between the two signals.  The larger the 
correlation value, the more similarity between the two spectra.  Correlation of the mass spectra of 
known and unknown compounds can provide evidence of the presence of a functional group, 
identification of the class of a compound, identification of a drug metabolite, etc. 
 
In the 1980’s Owens [33] applied correlation analysis to mass spectral data.  He studied the mass 
spectra of a series of alkyl aromatic compounds and compared them to the expected ions for 
compound classes such as the lower aromatic, high aromatic, pyridyl, and alkyl.  In this work he 
found that the correlation values of mass spectra of the compounds within the same class are 
much higher than those between classes.  He concluded that correlation analysis is a useful tool in 
chemical classification and identification.  This method was embodied in a computer program 
named “CORRELAT”[34] so that correlation analysis could be conducted automatically.  Since 
then many applications of correlation of mass spectral data analysis have been published, only a 
few examples are discussed here.  In 1998 Reilly’s group used correlation of the MALDI MS data 
of whole bacteria cells in order to increase the sensitivity of analysis [35]. Correlation was found 
to yield the best performance in a comparative study for mass spectrometry-based ovarian cancer 
diagnosis in 2002 [36].  Thomas used the correlation algorithm to analyze TOF-SIMS (time-of-
flight secondary ion mass spectrometry) spectra of cometary grains in a study of the origin and 
formation processes of these grains in 2004 [37].  Correlation is the principal evaluation tool in 
Yates’ SEQUEST algorithm, which is now widely used for the identification of peptides and 
proteins [38].  
 
The CORRELAT program can not only perform correlation analysis on a mass spectrum, but it 
can process the mass spectrum into different formats, such as the neutral loss spectrum, or parent 
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loss spectrum, in order to emphasize different pieces of information [31].  In some cases, the 
transformed data can explain the data better than the original mass spectrum. To demonstrate the 
difference between these formats, Figures 1-2, 1-3 and 1-4 show the mass spectrum, neutral loss 
spectrum, and parent loss spectrum, respectively, for the molecule benzene. Table 1-1 gives the 
mass spectrum, neutral loss spectrum and parent loss spectrum for benzene in numerical form.  
Note that data in these figures are plotted with a y-scale of 0- 100%, while y data in the table 
ranges from 0-1000. 
 
The neutral loss spectrum (NLS) is one type of spectrum that can be used in correlation analysis.  
The neutral loss spectrum is calculated from the mass spectrum and it emphasizes the information 
from neutral losses.  The X-axis in the neutral loss spectrum is the difference of mass between 
any two peaks in the mass spectrum; while the Y-axis is intensity.  For example, any two peaks 
separated by a mass of x will contribute to the intensity y at the peak (x, y) in the NLS of a 
compound.  The more pairs of peaks with mass difference x, the higher the intensity y.  In the 
case of benzene (see Table 1-1), there are 11 pairs of peaks having a mass difference of 1 (26 and 
27, 37 and 38, 38 and 39, 49 and 50, 50 and 51, 51 and 52, 74 and 75, 75 and 76, 76 and 77, 77 
and 78, 78 and 79), therefore the peak at ∆m = 1 is the largest peak in the NLS.  On the other 
hand, the peak at ∆m = 10 is much smaller because there are only two pair of peaks (27 and 37, 
39 and 49) having ∆m = 10.  The NLS has been used to confirm and identify functional groups as 
some neutral losses are characteristic of certain function groups [39].  For example, in the 
identification of a reversible phosphorylation on proteins, Yates et al. [40] found a large 
percentage of phosphopeptides undergo a significant neutral loss of phosphoric acid in the mass 
spectrometer. He then used this phosphate neutral loss in the mass spectra to substantiate the 
presence of phosphorylation. 
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Figure 1-2. Mass spectrum of benzene. 
 
 
 
Figure 1-3. Neutral loss spectrum of benzene. 
 
 
 
Figure 1-4. Parent loss spectrum of benzene. 
 14
 
 
Table 1-1. Three mass spectral forms of benzene. 
Mass spectrum Neutral Loss Spectrum Parent Loss Spectrum 
Mass Intensity Mass Intensity Mass Intensity 
26 60 1 1000 2 198 
27 71 2 424 3 57 
37 60 3 92 4 140 
38 110 4 91 15 114 
39 289 5 7 26 1000 
49 50 10 34 27 969 
50 323 11 228 28 925 
51 338 12 326 29 143 
52 349 13 348 39 828 
63 40 14 124 40 315 
74 49 15 111 41 172 
75 20 16 5 51 204 
76 69 22 38 52 172 
77 178 23 90   
78 1000 24 185   
79 70 25 262   
  26 826   
  27 772   
  28 652   
  29 130   
  30 7   
  35 26   
  36 25   
  37 50   
  38 109   
  39 570   
  40 257   
  41 123   
  42 8   
  47 7   
  48 8   
  49 11   
  50 30   
  51 149   
  52 118   
  53 8   
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The parent loss spectrum (PLS) is a third type of spectral information used in the CORRELAT 
program. Like a neutral loss spectrum, the parent loss spectrum is calculated directly from the 
mass spectrum [32].  Different from the NLS, the PLS is the result of fragmentation (losses) from 
the parent mass of the compound only. For each (mass, intensity) pair in the original mass 
spectrum, the PLS will keep the intensity but change the mass value to (parent mass –observed 
mass). For example, the first pair of data in benzene (26, 60) will be converted to (78-26 = 52, 60) 
in the PLS. Instead of ions, the PLS will focus on losses from the parent ion.  It is easy to 
understand that in the case of benzene, the three highest intensity losses 26 (CH=CH), 27 (CH2-
CH) and 28 (CH2-CH2) correspond to ions 52, 51 and 50.  This is a particularly important 
transformation in the analysis of data from tandem mass spectrometry experiments, where the 
data obtained in the second stage of MS after the collision is due to fragmentation from the 
initially selected precursor (i.e., parent or precursor) ion. 
 
Note that the peaks that occur in both the NLS and PLS may be due to several consecutive small 
losses instead of a single large loss.  For example, a peak at mass 100 in the NLS can result from 
a single loss of mass 100 or 4 successive losses of mass 25.  We would expect in the second case 
that the peak at 100 in the NLS is not as indicative of structure.  However, we hope the GA/CA 
program developed in this thesis can follow logical procedures and find the best characteristic 
peaks for classification.   
 
1.4 Structure of the thesis 
 
After the introduction (chapter 1), this thesis starts with a literature review (chapter 2) of the field 
of classification of chemical compounds using mass spectral data.  The review will first focus on 
the use of classification methods both with and without feature selection, then discuss the data 
pre-processing techniques used for the mass spectral data.  Finally, several applications of 
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classification methods, including metabolite identification using mass spectral data are presented.  
Chapter 3 describes the structure and operation of the combined GA/CA program developed in 
this thesis.  All the terms, functions and calculations are introduced and explained in this chapter.  
The two individual parts of the GA/CA program, the genetic algorithm and correlation analysis, 
are described in detail.  Procedures for operation of the GA/CA program are presented; how the 
results are calculated and reported is also explained. 
 
After this review of the calculational methodology employed, additional chapters describe the 
experiments and the results.  Chapter 4 presents the results of experiments used in the 
classification of lower aromatic compounds.  Because this is the first experiment, various 
program parameters, such as the spectral format, chromosome format, search space, GA mutation 
rate, etc., are investigated and discussed.  The second classification experiment involving 
chlorine-containing compounds is described in chapter 5.  Unlike the lower aromatic 
classification, the chlorine classification evaluates not only mass spectra but neutral loss spectra 
and parent loss spectra.  The experiments described in chapter 6 involve the classification of 
carbamates. The carbamate experiments use all three types of spectra (mass spectra (MSP), NLS, 
and PLS), as well as two data pre-processing techniques (thresholding and intensity 
exponentiation).  The difficulty and complexity of the carbamate classification experiments are 
also discussed in chapter 6. 
 
The last experiments described in chapter 7 also involve a carbamate classification.  However, 
unlike the carbamate classification in chapter 6 and the lower aromatic and chlorine 
classifications described in chapters 4 and 5, the carbamate classification in chapter 7 employs 
spectra collected in an electrospray ionization LC/MS/MS experiment.  Chapter 7 also describes a 
real-life metabolite identification for a carbamate pesticide using the model developed from the 
laboratory-collected spectra.  Experimental details, such as metabolite incubation, extraction and 
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separation methodology, as well as the mass spectra collection details are also presented in 
chapter 7.  Overall conclusions and suggestions for future work for the project are included in 
Chapter 8. 
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2.1. Introduction 
Researchers have expended great effort on the automated identification of unknown compounds 
from their mass spectra. In general, the more progress that is made, the more difficult the tasks 
attempted.  Because of the popularity of the mass spectrometer and the increasing size of various 
databases of mass spectra, it is generally becoming easier to analyze an unknown mass spectrum 
both accurately and quickly.  This chapter will provide a review of recent research in the 
determination of structural information from mass spectral data. 
 
2.2 Classifications using Mass Spectral Data 
Many different methods have been used for the classification of compounds from their mass 
spectra. This section will discuss several widely used methods in this field. 
 
2.2.1  Library Matching 
The simplest classification method involves matching the spectrum of an unknown to spectra of 
individual compounds in a library.  Library matching is a fast and easy method to identify 
unknowns, and it is often the default method available in the data analysis system available on 
various mass spectrometers.  Unfortunately, its application is limited due to the fact that: (1) any 
library is limited; there is always the possibility that the compound searched is not included in the 
library (in fact, there are a quite few carbamates used in this thesis that are not in the NIST 
library); and (2) any library is applicable to a limited set of conditions. For example, the NIST 
mass spectral library is composed of MS spectra collected using 70eV electron impact ionization 
[1].  The mass spectra available may be different from the spectra collected using different 
ionization techniques and instrumentation.  Therefore, researchers often have to find different 
ways to identify unknowns. 
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In early attempts in identification of an unknown, scientists reviewed large amounts of data, and 
summarized the characteristic peaks for certain classes of compounds before performing mass 
spectral matching with unknowns [2]. If the majority of the characteristic peaks of a class of 
compound existed in the mass spectrum of an unknown, a conclusion was reached that the 
unknown is of the same class of compound or contains the same functional group or substructure.  
Two different library search systems called, STIRS and SISCOM, were developed based on this 
early work.  In the 1970s McLafferty and co-workers developed STIRS (Self-Training and 
Interpretive Retrieval System) [3,4]. They built the mass spectral library and defined match 
factors for particular types of spectral similarity.  Three general classes of spectral data are used 
for defining the match factors: peak series, characteristic ions and neutral losses.  Following the 
creation of hit lists, a single match factor is derived from a linear combination of the individual 
match factors and then used to build a single overall hit list.  The presence of characteristic 
substructures in an unknown can be predicted by matching peaks of the unknowns with those in 
the library, and the top 15 retrievals with the highest matching factor are selected.   
 
In the 1980’s Henneberg and co-workers developed the SISCOM (Search for Identical and 
Similar COMpounds) algorithm [5,6].  The SISCOM method compares the unknown spectrum 
successively with the spectra in the library; the spectral information of the library spectra was 
first condensed by coding.  Coding of the spectrum consists of eliminating the C-13 isotopic 
peaks and then selecting the number of mass/intensity pairs that meet two requirements: first, the 
intensity must exceed a certain value determined by the intensity of the peaks close to each peak, 
and second, the intensity must be greater than a threshold (2% base peak).  For each match, a 
match factor and similarity are calculated.  At the end of the search, the SISCOM software 
provides a ranked list of the n “best” matches for the search results.  The match factor was 
calculated based on six comparison factors: 1) the number of common peaks found, Nc; 2) the 
number of peaks remaining in the library spectrum, NR; 3) the number of peaks remaining in the 
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sample spectrum, NS; 4) IR, which is the sum of the intensities of peaks NR /sum of the intensities 
of all peaks in the library spectrum; 5) IS,  the sum of the intensities of peaks NS /sum of the 
intensities of all peaks in sample spectrum; and 6) PC,  the modified correlation coefficient, which 
is a measure of the similarity between the sample and the library spectra.  The ranking process is 
then accomplished in two steps.  The “B” value is calculated in the first step as: 
  
cNbNa
N
B
SR
c
+×+×=       Eqn 2-1 
where a, b and c are empirical weighting factors.  Second, the 150 library spectra having the best 
B values are selected and the similarity “S” is calculated as:  
  )(4321 SRRCC IIFNFPFNFS ××+×+×+×=    Eqn 2-2 
where F1, F2, F3 and F4 are empirical weighting functions.  These empirical functions, as well as 
a, b and c, are determined from two groups of spectra of known compounds, the first group of 
spectra are library spectra with different functional groups or substructural features; the second 
group of spectra are collected from mixtures and impure compounds. Specific details about how 
these factors are determined is not provided in the reference.  
 
In 1995 Stein [7] published a mass spectrum library-search procedure to derive probabilities that 
a substructure is presents or absent in an unknown.  The procedure is done in three stages: 
screening, match factor calculation and substructure probability estimation.  The screening is 
performed by identification of a subset of library spectra with similarity to the unknown 
spectrum, and then a comparison is made between the spectra in this subset and the unknown 
spectrum.  A match factor (MF) is calculated based on the correlation between each library 
spectrum and the unknown spectrum in the subset of the spectra.  MF is the normalized dot 
product of the unknown and the library spectra as follows:   
∑∑
∑ •=
LU
LU
AA
AA
MF
22/12/1 )(
1000     Eqn 2-3 
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Sums are over all peaks in the subset of the spectra; AU and AL are intensities of the unknown and 
library spectra, respectively.  The hit list is built using the 25 best matching library spectra 
ordered by decreasing match factor.  Unlike other methods, the significance of each retrieved 
spectrum is weighed according to MF.  The weighting factor, WF, for the match with the rank, r, 
in the hit list is calculated as follows: 
  WF(r) = 
N
MFrMF 75/))1()((2 −      Eqn 2-4 
where N is the hit list normalization factor. Based on the weighting factor and the match factor, 
the probability of the substructure in the unknown is derived.  Stein also applied the same method 
to neutral loss spectra, but the results were uniformly less accurate. 
 
Instead of matching a spectrum to a library directly as described above, Dromey established an 
index library [8] by calculating what he defined as the Series Displacement Index (SDI) from the 
mass spectra.  He defined the SDI as: 
  m
m
m IdSDI ×=∑       Eqn 2-5 
where dm is the positive displacement of the mth ion intensity in the spectrum from its associated 
alkene series mass (i.e., 41, 55, 69, 83…..), and Im is the normalized percentage contribution of 
the mth ion intensity to the total ion current for the spectrum. The SDI provided an intensity-
weighted measure of the displacement of the fragment ions represented in a spectrum from a 
reference ion series. In general, the SDI is larger in the interclass (different classes) as compared 
to the intraclass (within same class) variations.  The publication provided SDI values for a wide 
variety of classes of organic molecules.  By calculating the SDI value of an unknown and 
matching this with the SDI library, the class of the unknown can be identified.  Although the 
search results often led to many possibilities, SDI library searching can reduce the search space 
and time significantly. 
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2.2.2  Classification by Discriminate Analysis 
Discriminate analysis is one of the most widely used approaches to mass spectral classification.  
It builds a model based on a set of spectra for which the classes are known as input variables.  
This set of spectra is referred to as the training set.  In the case of two classes (only yes or no), the 
model yields the linear discriminate function δ(x) [9]: 
  δ(x) = α + βx       Eqn 2-6 
The two constants α and β can be fit to the training set either by maximizing or minimizing the 
condition for one class.  X is a set of variables; normally x is a set of peaks in the mass spectrum. 
Similar to the statistical method known as the “ANalysis Of VAriance”, or ANOVA, the learning 
algorithm consists in finding the appropriate weights (α and β) so that the resulting hyperplane 
effectively separates the classes. The “perceptron” learning algorithm starts with a random 
initialization of these weights and iteratively adjusts them until a specific criterion is met (e.g., the 
error is below a given threshold).  For a new spectrum of an unknown, it computes a linear 
combination of its inputs. Each input variable is assigned a weight or coefficient. If the sum of 
these weighted inputs is above a given threshold, the example is assigned to “yes”, otherwise it is 
assigned to “no”.  
 
Support vector machines (SVMs) are a more recent and powerful discriminate approach [10]. The 
method uses structural risk minimization principles and defines the error of a classifier as the sum 
of the error on the training set to quantify the learned model. For classification, SVMs operate by 
finding a hypersurface in the space of possible inputs. This hypersurface will attempt to split the 
positive and negative samples. The split will be chosen to have the largest distance from the 
hypersurface to the nearest of the positive and negative samples. More information about SVMs 
can be found in Vapnik’s book [10]. This technique can be applied even if the data are non-
linearly separable by transforming the data via a non-linear mapping onto a higher dimensional 
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feature space where they become linearly separable. SVMs have achieved impressive results in 
many biomedical applications [11,12,13]. SVMs have been used for both classification and 
dimension reduction.  As with data reduction, dimension reduction is important in the processing 
of the spectrum of a biological sample that contains a large number of peaks in the mass 
spectrum. Dimension reduction is used to reduce the number of variables (peaks) either before 
modeling or during the modeling. To filter the variable set prior to SVM learning for prostate 
cancer diagnosis, Jong and co-workers [14] evolved a large number of variable sets using GAs 
with SVM accuracy as the fitness function, and then selected characteristic peaks (called features) 
that were present in more than ten runs. This lead to the selection of 47 features for the SVM 
training set. This approach led to significantly higher accuracy rates than use of the full spectral 
data set. 
 
Decision trees [15] are a classifier that takes the form of a tree structure, where each node is 
either a leaf node (indicating the value of the target class) or a decision node (specifying some 
test to be carried out with one branch and sub-tree for each possible outcome).  Prior to 
performing the classification on the unknowns, the classifier (a set of peaks in the mass spectra 
classification) is needed to be trained on a group of known compounds (termed the training set). 
A decision tree is built by partitioning the training data with the aim of maximizing the class 
homogeneity of the resulting subset; the variables selected by the decision tree algorithm are 
those which ensure the maximal reduction of class heterogeneity. The recursion process continues 
until all terminal nodes are homogeneous or all variables have been used.  The computer code and 
the tutorial materials and the tools needed to construct a decision tree are available online [16,17]. 
The advantage of a decision tree is that it examines one variable (a variable is a single 
mass/charge value in a mass spectrum) at a time. This allows the decision tree to better handle 
high dimensionality data in mass spectral classification without a preliminary data reduction 
[18,19,20].  The model built by the decision tree is generally understandable and provides a clear 
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indication of which variables are most important for classification.  However, the decision tree 
generates more errors in handling more classes with the small amount of data in the training set.  
Training of the decision tree can also be a complicated and time consuming task.  
 
In 2002 neutral network models were used for the classification of bacteria from their mass 
spectral data [21]. A neural network is a computing solution that is a loose electronic simulation 
of the brain.  Some basic information about neural networks found in reference [22] is described 
here.  Neural networks are made up of artificial neurons that could number as few as three or as 
many as several thousand. Each input (x) into the neuron (T) has its own weight (w) as illustrated 
in Figure 2-1.  
 
 
 
Figure 2-1. Artificial Neuron 
 
 
The weights in most neural nets can be negative and positive, to provide excitory or inhibitory 
influence to each input. As each input enters the neuron, it is multiplied by its weight. The neuron 
sums all these new inputs. If the sum is greater than a threshold value, the neuron outputs a 
signal. If the sum is less than the threshold, the neuron outputs zero.  A simple neural network is 
called a feedforward network, which feeds the output of neurons in each layer forward to the next 
layer until the final output is obtained. Each input in a feedforward network is sent to every 
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neuron and each output is connected to every neuron in the next layer. In classification using 
mass spectra, an input is a m/z value; the weight of each m/z value is trained using groups of 
known compounds so that the output can discriminate one class of compound from another.  
 
2.2.3 Classification using Mass Spectra without Feature Selection 
We briefly discussed some classification methods using mass spectra above. In this section the 
classification techniques are grouped into two categories based on the information in the spectra 
used for the classification: when all peaks in the spectra are used (without feature selection) and 
when only selected peaks are used (with feature selection).  Classification examples using both 
methods are further discussed below. 
 
In 2000, Schoonjans [23] published a paper using Ward’s hierarchical clustering method [24] for 
assessing the similarity and diversity of chemical compounds from their mass spectral data.  A 
dataset of 66 compounds was selected from the NIST/EPA/NIH mass spectral database, including 
a number of structurally similar compounds (e.g., β-blockers or amino-acids) and a number of 
arbitrarily chosen substances.  Both the mass spectra and the structure are known for all 
substances. The mass spectral data were operated on using the hierarchical agglomerative method 
for classification analysis. The hierarchical clustering method produced classifications in which 
small clusters of very similar compounds are nested within larger clusters containing more 
diverse compounds; the principles and details of the method can be found in the references 
[25,26]. The classification results generated three large clusters, each consisting of many small 
subclusters.  The large clusters are more heterogeneous and contained different types of 
compounds, but the smaller clusters inside the large cluster are more homogeneous and contained 
more similar compounds.  For example, the group of similar β-blocker compounds is found in 
one big large cluster in all three clusterings.  This method didn’t select the peaks but used the 
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entire spectra directly in the classification. From the results the authors concluded that clustering 
techniques can be used on mass spectral data for assessing similarity/diversity of chemical 
compounds.  
 
Fernandez-Metzler and co-workers used correlation analysis of the mass spectral data collected 
from an LC/MS/MS experiment for the identification of drug metabolites [27]. This work was 
based on the hypothesis that the more similar two chemical structures are, the more similar their 
product ion spectra will be [28]. The first step in the process was to separate the peaks due to 
biotransformation products from those associated with endogenous materials. This was 
accomplished by correlation of the mass spectrum of each chromatographic peak with the mass 
spectrum of the peak in the control sample.  The second step was to assign each metabolite to its 
parent compound.  The product ion mass spectra of all possible metabolites for the 5 drugs under 
investigation as well as those of the parent compound were collected using a LC/MS/MS system. 
To identify the metabolites of the parent compound, correlation analysis was directly performed 
on the entire mass spectrum between each possible metabolite and the parent compound. The 
results of the compounds analyzed as a mixture were compared with the results conducted on 
each drug separately.  The analysis indicated all metabolites found in the mixture were assigned 
correctly to their respective parent drugs.  The identification was also attempted with a mixture of 
the five drugs, where the metabolites of all the drugs were present in the mixture.  The results 
showed all the metabolites found in the mixture were assigned correctly to their respective parent 
drugs. There were several metabolites that were not observed in the mixture possibly due to the 
poor response under the instrument conditions employed for certain of the drugs.  
 
In 2007 Hilton [29] developed a computer script using the Vbscript language to find any ions 
containing Cl, Br and S in mass spectra.  Chlorinated and brominated compounds typically are 
accompanied by health risks.  Sulfur is often found in many pesticides.  The script developed by 
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Hilton was hoped to be able to automatically screen mass spectra for hazardous components.  The 
computer program was used on the chromatograms of orange oil and lemon oil obtained on a 
GCxGC-TOF system.  GCxGC consists of two gas chromatographic columns connected in series. 
Normally these two columns are composed of different stationary phases so that the samples are 
separated by two independent separation mechanisms.  The chromatogram of orange oil 
contained over 8000 peaks. The script identified 64 peaks containing Cl and Br, and 185 peaks 
containing S.  Of the 249 peaks identified, 9 were determined to be known pesticides or 
degradation products associated with the pesticides.  It was not reported whether the script was 
used on a sample fortified with Cl-, Br- and S-containing compounds, therefore the accuracy of 
the screening method is not known. 
 
Classification using the entire mass spectrum is generally simpler and straightforward.  It often 
involves a minimum of data processing and makes the results more reliable.  But because of the 
large amount of information available in the mass spectrum, especially for biological samples, the 
extraction of important information (known as feature selection) becomes an essential procedure.  
Feature selection can often simplify the classification and make the results more meaningful [30]. 
 
2.2.4 Classification using Mass Spectra with Feature Selection 
In 2001 Yoshida, Leardi, Funatsu and Varmuza published a method for the classification of mass 
spectral data using feature selection and a genetic algorithm [31]. The method was developed for 
the recognition of substructures from low resolution mass spectra and provides present/absent 
answers.  The researchers manually defined 400 features in the mass spectra of different classes 
of compounds. Then the researchers transformed the mass spectral data into a set of spectral 
features. The objective of the method is to select an optimal subset of features on which a 
predictive model is built.  The authors compared two methods for feature selection, Fisher ratios 
[32] and genetic algorithms, and two models for prediction, linear discriminate analysis (LDA) 
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[33] and partial least squares discriminate analysis (DPLS) [34].  Here the Fisher ratio will only 
be briefly described, as details can be found in the reference [32]. The discriminating power of a 
single feature j was measured by the Fisher ratio, Fj.  A Fisher ratio is defined as the class-to-class 
variation divided by the sum of the within-class variations: 
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where 1mj and 2mj are the means, and 1vj and 2vj are the variances for classes 1 and 2.  The 
Fisher ratio is qualitatively related to the t-value as used for the comparison of means using a t-
test. For a data set with n1 objects in class1 and class2, t is proportional to the square root of the 
Fisher ratio. 
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Feature selection using the Fisher ratio in this work means the selection of a subset of features 
exhibiting maximum Fisher ratios in the training set. In their work, the average prediction 
accuracy obtained on the 15 substructures examined by GA-DPLS is 84%; Fisher-DPLS 82%; 
GA-LDA 84%, and Fisher-LDA 83%.  The results showed that feature selection didn’t 
significantly change the classification performance compared with the results obtained with all 
features selected; however, it reduced the number of features considerably without a significant 
loss of classification performance. In the comparison of the feature selection methods, the GA 
took much longer than the Fisher ratio, but it has the potential to find the features with higher 
prediction accuracy if the predictive model is trained on a large data set and number of 
generations.  Features selected by the GA produced slightly better classification and in some 
cases, the improvement using the GA was significant. The examples in the paper demonstrated 
that most of the features selected by the GA or by the Fisher ratio have relevance. On average, 
more than half of the features selected by the GA are also among the features with the highest 
Fisher ratios.  The classification by LDA provided better results in general than by DPLS.  The 
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combination of feature selection by GA and LDA was found by the authors to be the best method 
for the prediction of substructure.  
 
Three years later, researchers in Varmuza’s group reported an identification method using a mass 
spectral feature library [35]. The method was adapted from the evaluation of the similarity of 
infrared spectra [36]. Similar to previous work [31], Varmuza used the same features and 
extended the classification to 862 features in 9 groups; and transformed mass spectra into 
features.  In this case a GA was not applied in the method.  The spectra in this method were not 
directly used but processed by each of two methods: 1) weighting of peak intensities and 
selection of masses; and 2) transformation of spectra into features.  The method uses the 
weighting schemes described by Stein and Scott [37]; the new intensity I’ at mass m is calculated 
by: 
 
  I’ = maIb       Eqn 2-8 
 
where I is the original intensity and a (between 0 to 2) and b (between 0.01 to 2) are constants. 
The method calculates the spectral similarity based on the correlation coefficient using either 
peak intensities, weighted peak intensities, or spectral features from the following equation: 
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Where xA and xB are mass spectra that are characterized as a vector with components xj. The 
method calculates the similarity of chemical structures by use of the Tanimoto index, t A,B.  
Detailed information about the Tanimoto index can be found in the reference [38]; here we only 
provide the formula:  
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1365 is the number of substructures defined for this purpose. A hitlist obtained by use of the 
spectral similarity typically contains 5 to 50 compounds ranked by decreasing spectral similarity. 
The experiments were conducted in a library containing 106,955 compounds by randomly 
selecting query compounds. The results compared the use of different weighted spectra and 
feature transformed spectra.  The best results were obtained with the feature-transformed spectra.  
The author also pointed out that even with high spectral similarity the structural similarity 
between query and hits may be low in some cases, therefore, use of secondary identification 
methods is suggested. 
 
In 2006 Watson [39] presented an approach similar to Varmuza’s for a classification method 
using GC/MS data using principal component analysis (PCA) coupled with feature selection 
performed using the analysis of variance (ANOVA) [40].  Due to the fact that the feature 
selection and pattern recognition is limited by retention time variations, a piecewise retention 
time alignment procedure [41] was first applied to the GC-MS data. This procedure subdivides 
the data into windows: each window is shifted along the target chromatogram within a specified 
limit to find the maximum correlation. Each individual ion channel (m/z) chromatogram is 
aligned with all other chromatograms of that (m/z). Once the alignment is completed, ANOVA 
feature selection is applied and the individual ion chromatograms with the most relevant chemical 
information, as determined by a Fisher ratio threshold [3], are retained.  As described earlier in 
the discussion of the Fisher ratio, the individual m/z chromatograms with the most relevant 
chemical information will have the highest Fisher ratios. These retained m/z chromatograms are 
then submitted to PCA for classification.  Methodology was reported that didn’t require 
substantial knowledge of the species to be analyzed.  When the complete GC-MS chromatogram 
 34
is used for data analysis, the added chemical selectivity in the MS dimension makes it possible to 
classify samples with lower chromatographic resolution, thus allowing for considerably faster 
separation.  The authors demonstrated the methodology by classifying four different gasoline 
samples.  A data set consisting of 200 mass spectra was generated by injecting each gasoline 
sample on a GC/MS 50 times.  Each spectrum was treated independently. The methodology was 
used on these data to classify the four different gasoline samples from the 200 mass spectra.  The 
method is successful in the classification using the mass spectra over a 10-minute separation.  
When the data were reconstructed into a two-dimensional data plot with both chromatographic 
and mass spectral information, the method was successful even for mass spectra collected using 
10 second runs.  But the data set the author used is simple; it consists of 200 mass spectra but 
only four different kinds of mass spectra.  Therefore the method is only demonstrated for a 
simplified example. 
 
Feature selection in modeling is a growing field attracting many scientists.  In dealing with mass 
spectral data, feature selection faces additional challenges. For example, the weight of each peak 
is often not equal; sometimes the important information is buried in a large quantity of 
unimportant information, and each spectrum itself often has characteristics that cannot be treated 
the same.   
 
 
2.3 Effect of Mass Spectral Data Treatment on Classification 
2.3.1 Data Pre-processing 
Mass spectral data have several imperfections that can complicate their interpretation. Despite the 
large number of different types of mass spectra, there are some common problems that need to be 
addressed [9]. 
1) Chemical noise: many mass spectra contain impurities, which come from the sample matrix, 
contamination, or solvents and buffers. 
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2) Baseline: the baseline can drift or form a bump due to chemical noise. 
3) Multiple charge states: peptide ions produced by ESI (electrospray ionization) often carry 
different number of charges.  In fact, large denaturated proteins often produce a broad 
distribution of charge states. Information about the same protein can be found many times in 
the spectrum, potentially overlapping with the signals of other proteins. 
4) Mass –dependent sensitivity: in ion detectors based on electron multiplier technology (where 
the signal depends on the speed of the ion impacting the surface, not kinetic energy), heavier 
ions have lower sensitivity than lighter ions, as all ions of the same charge have the same 
kinetic energy. 
5) Chemical adducts and fragmentation: adduct ions and fragmentation can cause broader peaks 
in some cases, although useful information can be obtained from other peaks in the spectrum. 
6) Reproducibility: in MALDI, the signal intensity depends on the laser power, amount of 
sample used and the quality of the matrix crystals. Repeated measurements often result in 
large differences in peak intensity. 
7) Ion suppression and enhancement: chemical composition of the sample can affect the 
measured signal intensity significantly. 
 
A discussion of biomarker detection by MALDI TOFMS showed that data preprocessing is 
important: in fact, it could severely change the outcome of the classification results [42,43,44]. 
Gentzel and co-worker [45] investigated the influence of peak clustering, contaminant exclusion, 
removal of isotopes, clustering of similar spectra, and external calibration on protein 
identification. It was found that data preprocessing was necessary since the high resolution of the 
mass bins of the Q-TOF (quadrupole-time-of-flight) spectrometer sometimes split peaks apart. 
Together with other data preprocessing, this led to a reduction in complexity of the mass spectra 
and made the search specific. Data preprocessing and calibration were essential for the LC-MS 
data in order to obtain reliable results. Wang [46] compared the LC-MS data from different 
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samples directly. It was found the results greatly depend on the correct calibration of the mass 
spectra.  
 
Preprocessing of mass spectra can be divided into the following methods, although these methods 
are not completely independent. The combination of several methods may have to be tested to 
identify good preprocessing methods. 
1) Baseline correction 
2) Smoothing 
3) Noise estimation 
4) Peak detection 
5) Intensity normalization  
6) Calibration 
 
Data pre-processing is a task involving mass spectrometry, chemistry, statistics and computer 
technologies. Luckily there is a lot of computer software that has been developed for this purpose. 
Further details of data pre-processing techniques can be found in the reference by Hilario [9].  
 
2.3.2 Dimension Reduction 
A mass spectrum can contain thousands of different m/z ratios, each with corresponding signal 
intensity. For classification, each m/z ratio is a variable whose value is the intensity. One of the 
common problems in classification using mass spectral data is high dimensionality and small 
sample size (HDSS).  This problem is especially important in biomarker classification due to the 
fact that the mass spectra are very large whereas the number of samples (from patients) is very 
small. The most effective way so far to get around the HDSS problem is by reducing the size of 
the variable space; that is, the number of m/z values in the spectra. Dimension reduction has 
become a crucial procedure in the classification, and both dimension reduction and classification 
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are often co-essential goals. Dimension reduction methods can be classified into three main 
groups: individual variable selection methods, in-context variable selection methods and variable 
subset selection methods.  
 
1) Individual variable selection 
Simply, individual variable selection assumes the independence of all predictive variables; it 
ranks all variables by a statistical method and selects the variables with the highest scores. In the 
case of multiple charge states in a spectrum, there are several variables (m/z values) that are not 
independent.  These variables are related and will exhibit high covariance. Individual variable 
selection relies on some scoring or ranking function to quantify variable relevance or 
discriminatory power, the final variable set is selected by defining a threshold on the calculated 
scores or ranks. The basic procedure is to partition samples into classes (e.g., healthy or sick), 
evaluate each variable, compute a test statistic of the variable for each class, and then check for 
significant differences of the statistic value. The most common statistical methods used to rank 
mass spectral peaks are the t-statistic [47,48], the F-ratio [48] and the χ2-statistic [48].  For 
example, the F-ratio calculates the ratio of the between-class to within-class variance. Generally, 
the higher the value of the statistic, the higher the variable’s rank.  The advantage of individual 
variable selection is that it is simple and fast.  However, this method cannot detect correlated 
variables. 
 
2) In-context variable selection 
The in-context variable selection method computes the relevance of each predictive variable 
based on the K Nearest Neighbors (KNN) statistical method [49].  In the case of two classes to be 
classified, the KNN generates a procedure for feature search as follows: on each iteration, it picks 
a case at random and identifies the case’s nearest neighbor from the same class and its nearest 
neighbor from the other class. In the case of classification by mass spectra, the neighbor is a mass 
 38
spectrum. It adjusts feature weights to reward features that discriminate neighbors from different 
classes and punishes those that have different values for neighbors of the same class. This 
procedure allows it to take into account feature interaction as features are affected by the local 
variables. This method has been used in many classification studies [50, 51]. 
 
Genetic algorithms have been used for variable ranking in experiments on ovarian cancer. 
Working on the original 15,154 variables (m/z values) available in the mass spectra, Li and co-
workers [52] applied GAs to select 10,000 different subsets of 20 variables using KNN as the 
fitness function. A subset was considered discriminative if it led to an accuracy of at least 90% on 
the data in the training set. The 15,154 variables were then ranked based on the number of times 
each was selected into the 10,000 discriminative subsets. Finally, this ranked list was used to train 
the nearest neighbor classifiers using successively increasing numbers of the top-ranked 
variables. In this study dimension reduction is based on individual variable ranks, the ranking 
criterion does not examine each variable separately, but considers classification decisions made in 
interaction with 19 other variables each time. 
 
3) Variable subset selection 
As described in chapter 1, the GA is widely used in feature selection and it is popular in both 
forward and backward searches. A forward search starts with an empty variable subset S and 
selects the variable that maximizes a predefined scoring function. It selects one variable and adds 
it to S so that it maximizes the score of the resulting subset. The procedure continues until a 
predefined criteria is met, for example no single variable addition improves the score of the 
subset. Backward elimination proceeds in the reverse direction. It starts with the full variable set 
and removes one variable at each step to yield the highest score for the remaining subset. 
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In a lung cancer study reported by Baggerly and co-workers [43], mass spectral preprocessing 
yielded 506 peaks. A much smaller variable set was needed to build a classifier using Fisher’s 
linear discriminate analysis. The search was restricted to subsets of size N=1 to 5 of this initial 
peak set. A peak set was considered optimal if it maximized the Mahalanobis distance (the 
Mahalanobis distance is a statistical measure of correlation between classes) between the lung 
cancer and control groups. An exhaustive search was used for N=1 and 2. For N=3 to 5, 50 GA 
runs were performed using different initial populations of 200 sets of N peaks. The method is able 
to find the intensities at the following mass to charge (m/z) values to be useful discriminators: 
3077, 12886 and 74263.  By these values an overall classification accuracy of 93% was achieved. 
 
Variable subset selection has been an effective method in classification. In a study of ovarian 
cancer biomarkers by Petricoin [53], the mass spectral data were preprocessed by baseline 
subtraction and intensity rescaling to (0,1).  There were 15,200 m/z variables in the case of no 
variable reduction. Then a GA and self-organizing map were used to select 5 to 20 more 
meaningful biomarkers.  Self-organizing maps are basically neural networks and details of the 
process can be found in the reference [54]. Combined with a neural network, a model was 
developed after 250 generations that perfectly separated the cancer and control cases.  However, 
the validity of this method has been addressed in recent papers [55, 56]. This is mainly due to the 
non-reproducibility of the SELDI/TOF results and less obvious biological correlation with the 
findings [57].  A potential shortfall of this approach occurs when the proteins have not been 
identified, and thus patterns in the proteins may possibly result from artifacts of sample 
processing and not the underlying biology of cancer.  
 
The above discussion showed that data pre-processing can improve the results; feature selection 
resulted in no loss of characteristic peaks in the mass spectrum.  The importance of data treatment 
has been realized by many researchers.  Almost all classification methods use some kind of data 
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pre-processing techniques.  A combination of these two techniques is increasingly popular in the 
classification using mass spectra.   
 
2.4 Examples of Recent Research Employing Classification using Mass Spectral Data 
The search for biomarkers in mass spectral data for early cancer detection has attracted many 
researchers.  A large number of papers are focused on this field every year.  Research in the 
identification and classification of bacteria that exhibit potential biological danger using mass 
spectra has also increased in recent years.  This section will present some examples of research in 
these fields. 
 
2.4.1 Biomarkers Discovery 
Early cancer detection has always been a major research focus in solid tumor oncology. Early 
tumor detection can theoretically result in the discovery of lower stage tumors, resulting in more 
treatable diseases and ultimately higher cure rates with less treatment-related morbidity.  Many 
screening approaches have been studied, including mammography for breast cancer, colonoscopy 
for colorectal cancer, the prostate-specific antigen test for prostate cancer, and the pap smear for 
cervical cancer.  More recently, many researchers are attempting to find biomarkers from the 
mass spectral data of proteins in blood samples in order to distinguish cancer patients and healthy 
people [58,59].  
 
Sandoval and co-workers [60] in the medical school at Indiana University used the mass spectral 
data of serum proteins for the early diagnosis of neuroblastoma in children. The researchers 
collected total sera samples from two groups of people: group I consisted of 18 samples from 
patients with neuroblastoma, while group II contained 17 samples from healthy children. The 
mass spectra were obtained using a surface-enhanced laser description/ionization (SELDI) time-
of-flight mass spectrometer (TOFMS). The result was a profile of a population of proteins in a 
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sample according to the molecular weight and net charge on the individual proteins.  Mass 
spectral data were compared after baseline subtraction. Candidate peaks were selected based on 
the local maximum at which signal-to-noise ratios were significant. The detailed data pre-
processing procedure is described in another publication [43]. The peaks across different samples 
within this range were aligned by merging them into a bin, and the highest intensity within the bin 
was used as representative of that bin. A panel of biomarkers that could differentiate the presence 
of neuroblastoma was defined by a two-sample t-test and 3-fold cross validation (the data set was 
divided into 3 subsets (training, test and control sets) and the experiments were repeated 3 times) 
between groups I and II. Significant differentially expressed proteins were identified between 
groups I and II as shown in Figure 2-2. The discriminatory features (the protein patterns) of 
cancer from normal sera were successfully identified using the K-nearest neighbor classification 
algorithm. The average classification performance after the 3-fold cross validation was 87%.  
However the major obstacle the method faced was the reproducibility and validity of the mass 
spectral data.  
 
The same SELDI TOFMS instrumentation was employed in the analysis of urine samples for the 
identification of tumor markers for bladder cancer [61].  The collected spectra were analyzed 
using the Biomarker Patterns software (Ciphergen Biosystems, Inc., Fremont, CA).  The software 
analyzed data in the training set using a decision tree classification algorithm. The decision tree 
was then used on different samples for testing of prediction accuracy. The study was conducted 
on a total of 156 urine samples, including those from 53 healthy people, 61 bladder cancer 
patients and 42 with other benign urologic diseases.  It was reported the method not only had 
greater than 80% prediction accuracy, but also could differentiate benign urogenital diseases from 
bladder cancer. 
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Figure 2-2. (A). Average SELDI-TOF/MS patterns of NB and control subject sera.  Three panels 
of mass spectra data are shown from the molecular weight ranges of 50 to 2500 d (top), 2500 to 
5000 d (middle), and 5000 to 10,000 d (bottom). In each panel, the intensity of the proteins is 
represented as a mass chromatogram view or a gray-scale image (gel view) image of SELDI MS 
data. (B) A SELDI MS peak trace shows the relative intensity vs m/z of detected proteins 
between 2750 and 3000 d from NB and control samples. Both the mass spectral view and gel-like 
representations show 4 protein peaks that were up-regulated in NB (arrows over blue NB peaks) 
and 1 other peak that was underexpressed as compared with control (arrow over red control peak 
[60]). 
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Coomans and co-worker at James Cook University [62] in Townsville, Australia, used a wavelet 
based statistical method [63] for the analysis of mass spectra to develop a classification model for 
prostate cancer.  The researchers used 322 SELDI-TOF mass spectra from the American National 
Cancer Institute. Out of the 322 patients, 69 were diagnosed with prostate cancer, 190 with 
benign prostate hyperplasia and 63 controls.  The study randomly assigned 70% of the spectra 
into the training set and the remaining 30% into a test set.  The method performs feature 
selection, variable reduction and classification.  The model generated an overall prediction 
accuracy of 76% in the cancer patients, 98% in the benign patients, and 95% in the control 
patients in the test set.  The average prediction accuracy in the training set is 93%.  The best 
model developed showed a 100% prediction rate for cancer patients in the test set. 
 
A Classification And Regression Tree (CART) model was developed by Markry and co-workers 
in the Biomedical Engineering Department at the University of Texas for classification of 
disease/nondisease clinical specimens analyzed by mass spectrometry [64].  The model was used 
to classify the proteins in blood serum samples between two groups of people.  The peaks in the 
spectra of each sample were grouped by m/z into thirteen groups by dividing the mass range into 
2000 intervals between 0 and 125,000Da.  Peak height was linearly normalized to (0, 1). CART is 
an algorithm that learns binary decision tree representation, which classifies data using a series of 
if-then rules.  As described above, the basis of decision tree algorithms is the recursive 
partitioning of the data into more homogenous subsets.  A CART model was trained using a 
round-robin method (i.e., leave-one-out or k-fold cross-validation) using 41 clinical specimens.  
In k-fold cross-validation, data is divided into k subsets of equal size. The model is trained k 
times, each time leaving out one of the subsets from training, while using only the omitted subset 
to computer error.  When k equals the sample size, it is called “leave-one-out” cross-validation. 
The reported model was developed based on 26 variables computed from the m/z and peak height 
of mass spectral data of proteins. Receiver operating characteristic analysis was used to evaluate 
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the CART model.  The results suggested that peaks in the 8000-10000, 20000-30000, 45000-
60000 and >125000 m/z ranges may be valuable in distinguishing lung cancer patients and 
normal people. 
 
Sample classification from proteomic data is often difficult because signal intensity at each m/z 
value can be affected by both biological processes and variability in the experimental conditions. 
The pre-processing steps performed on the MS data are critical for the overall success in the 
analysis of the proteomic data.  Peak normalization, extraction from the background and 
alignment to ensure the correct m/z values can all affect the performance of class prediction.  
Tibshirani and co-workers at Stanford University reported a “peak probability contrasts” (PPC) 
method in classification of protein mass spectral data [65]. The PPC method provides a list of all 
common peaks among the spectra of cancer patients and healthy people and finds the statistical 
significance and relative importance in discriminating between the two groups. The report 
demonstrated the study results on ovarian cancer using MALDI data.  The authors compared the 
PPC method with other statistical approaches or class prediction. The results showed PPC 
performs as well or better than several other methods. The software for performing the PPC 
analysis is available at http://www-stat.stanford.edu/~tibs/PPC. 
 
In the diagnosis of breast cancer, pre-cancerous and cancerous lesions have traditionally been 
identified histopathologically on the basis of visually recognizing specific known patterns of 
diseased cells. More recently, characteristic patterns of gene expression measured by DNA 
microarrays as well as the mass spectrometry of protein samples have been used to classify 
tumors into clinically relevant subgroups. These studies have demonstrated that no single change 
in protein or gene expression can adequately identify a cell or tissue that will become cancerous. 
Kulp and co-workers [66] at Lawrence Livermore National Laboratory developed a technique 
using time-of-flight secondary ion mass spectrometry combined with principal component 
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analysis to image and classify individual cells on the basis of their characteristic mass spectra.  
They analyzed three different human breast cancer cells that represented well-established models 
of different breast cancer phenotypes. The studies illustrate the capacity of TOF-SIMS to 
characterize individual cells by chemical composition, which could be applied to detect and 
identify single aberrant cells within a normal cell population. The techniques can be used in 
characterizing rare chemical changes that may provide clues to single cell progression within 
carcinogenic and metastatic pathways. 
 
2.4.2 Bacterial Identification 
Mass spectrometry in a number of configurations has been used for the real-time field detection 
and identification of micro-organisms [67,68,69]. Its application to bacterial biomaterials, such as 
lipids (fatty acids), proteins, DNA/RNA and carbohydrates, from micro-organisms have shown it 
to be rapid, sensitive and specific. More and more papers report that classification using mass 
spectral data was applied to bacteria because certain bacteria and spores are potential biological 
warfare agents. 
 
Xu and co-workers at the Colorado School of Mines differentiated bacterial groups using tert-
butyl bromide chemical ionization (CI) ion trap mass spectrometry [70]. They targeted five 
organisms that could be potentially used in bioterrorism from 20 bacterial samples. The bacterial 
cells were hydrolyzed and then methylated to form the fatty acid methyl ester in one step. The 
samples were analyzed on a pyrolysis t-butyl bromide CI mass spectrometer without prior 
chromatographic separation.  The fatty acid methyl ester (FAME) profiles of the bacteria used for 
data analysis are obtained by manually extracting the mass/intensities of the 25 FAME peaks 
from their spectra. Multivariate statistical routines and a multivariate rule building expert system 
contained in the RESOLVE software [71] package are applied to the MS data. The FAME 
profiles were normalized and mean centered, and then subjected to principal component analysis 
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(PCA). Linear discriminate analysis (LDA) and multivariate rule building expert system [71,72] 
were utilized for the supervised pattern recognition analysis of the FAME profiles. The type of 
the bacteria samples in the study has been correctly classified based on the overall ratio of 
saturated fatty acids to monoenoic fatty acids. The differentiation of the bacterial samples has 
been achieved with 99% correctness at the species level.  The technique developed provides a 
fast, highly specific and sensitive, reproducible method to detect, differentiate and classify micro-
organisms. This is especially valuable for the utilization with a field portable mass spectrometer. 
 
Harrington and co-workers used temperature constrained cascade correlation networks (TCCCN) 
[21] to relate mass spectra to the bacterial class.  TCCCN is a pattern recognition tool. The term 
“temperature” here refers to the analogous temperature that is used in simulated annealing (a 
technique to find a good solution to an optimization problem by trying random variations of the 
current solution). The procedure is like a cooling schedule, the slower the procedure proceeds, the 
more likely the algorithm is to find an optimal or near-optimal solution [73]). The advantage of 
TCCCN over the regular neural network is to improve the performance for nonlinear calibration 
problems. Details about TCCCN can be found in the reference [74]. In the work described by 
Harrington, samples from 5 different bacterial classes were analyzed using a chemical/biological 
mass spectrometer that is an air buffered quadruple ion trap mass spectrometer fitted with an 
infrared pyrolyzer.  Before neutral network classification, all mass spectra were treated to 
sensitivity analysis by target transformation factor analysis. The neutral network model was 
developed using a reasonable classification threshold of a 10% RRMSEC (relative root mean 
square error of calibration) and 95% confidence intervals.  The results showed that the neutral 
network model recognized the target bacteria from their mass spectra with 96 ± 2% accuracy and 
had a false alarm rate of 3 ± 2%.  
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2.5 Pesticide Metabolite Identification using Mass Spectrometry 
Metabolism studies are very important in the pesticide industry for safety reasons.  Although 
traditional approaches, such as TLC, HPLC, radiotracer analysis, have been used for many years, 
newer detection and identification techniques, such as mass spectrometry, now play a more 
important role in this field.  Today the new analytical technology combined with computer 
software is a powerful tool in metabolism studies.  In this section, several methods for pesticide 
metabolism studies using mass spectra will be reviewed.  
 
2.5.1 Metabolite Identification by LC/MS Combined with Isotopic Pattern Recognition 
Software  
A new approach for fast and complementary identification of 14C radioactive labeled pesticides 
and degradants reported by Drexler and co-workers [75] involves the use of an HPLC/ion trap 
mass spectrometer that is capable of performing data-dependent full scan MS/MS experiments 
triggered by the isotopic pattern of the analytes.  This approach can be applied to pesticides 
containing a stable isotope (e.g., 13C, 2H, 37Cl, 81Br), which acts as a unique and traceable 
fingerprint for a particular pesticide, reducing the need for radioactive labeled compounds as 
precursors in metabolism and degradation studies. This newly developed data-dependent criterion 
allows the mass spectrometer to switch from full scan MS to full scan MS/MS mode based on 
isotopic recognition. The mass spectrometer first acquires full scan MS data. The software 
searches in real-time through each full scan MS data set for the isotopic pattern specified by the 
operator. If all the isotopic data-dependency criteria are fulfilled, the mass spectrometer switches 
“on-the-fly” to a full scan MS/MS experiment. During the course of a single HPLC separation the 
mass spectrometer automatically collects full scan MS data and full scan MS/MS data on all 
compounds that satisfy the isotopic data-dependency criteria. Figure 2-3 is a schematic diagram 
of how an automated data-dependent experiment triggered by an isotopic pattern works. The 
same process occurs for all peaks when above the threshold level. If there is no match between 
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the isotopic data-dependency parameters and the spectral data acquired, the mass spectrometer 
does not switch to full scan MS/MS mode but continues acquiring full scan MS data. In the case 
of peak C (in figure 2-3), the signal intensity does not exceed the threshold, consequently the 
software does not attempt to match isotopic data-dependency parameters with acquired spectral 
data, though the full scan MS spectrum is still recorded.  MS data provide the retention times 
together with the molecular mass of the analytes.  The MS/MS data provide structural 
information and can confirm the presence of suspected analytes through the detection of 
structurally significant fragment ions. 
 
The software was used on wheat straw extract fortified with a broad-spectrum herbicide Diuron 
(3-(3,4-dichlorophenyl)-1,1-dimethyl urea, CAS 330-54-1) and its metabolite DCPMU (Figure 2-
4) to simulate a metabolism experiment. The chlorine pattern of the active ingredient Diuron is 
used as a fingerprint to detect both the parent and the metabolite in the matrix. In this case, the 
specified analyte isotopic pattern was successful in identification of the parent compound Diuron 
(m/z 231+233) and DCPMU (m/z 217+219).  
 
Figure 2-3. Schematic diagram of an automated data-dependent MS/MS analysis  
triggered by an isotopic pattern. [75] 
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Figure 2-4. Spectrum of the active ingredient Diuron showing an intensity ratio of  
100:65 at an isotope mass difference of 2 Da.(reference 1, fig. 3+7) [75]. 
 
 
2.5.2 Metabolite Identification by GC/MS Combined with the Software AuPest 
The software AuPest was developed in the laboratory of Stan at Technical University, Berlin, 
Germany [76].  The software is able to monitor more than 400 pesticides and metabolites 
amenable to gas chromatography. These pesticide residues are identified in the screening analysis 
by means of the dedicated mass spectral library PEST.L containing the reference mass spectra 
and retention times of more than 400 active ingredients and metabolites applying the macro 
program AuPest for automated evaluation.  The retention times in the library are relative retention 
time with respect to the standard compound aldrin. First the sample was extracted by acetone 
followed by liquid-liquid partitioning with ethyl acetate-cyclohexane.  Then the sample was 
cleaned-up by GPC (gel permeation chromatography) to separate the pesticides from the matrix 
interferences. The final chromatographic determination is carried out on two gas chromatographic 
(GC) systems.  One GC splits the effluent from the column to two detectors: an ECD (electron 
capture detector) and a NPD (nitrogen phosphorus detector); the other GC is equipped with a 
mass spectrometer and conducts a full-scan MS analysis. 
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AuPest [76] is a macro program that runs on the HP ChemStation software together with the 
library PEST.L for automated evaluation of ingredients, metabolites, environmental contaminants 
and derivatives.  All target compounds are linked to their retention times measured under fixed 
conditions.  AuPest runs automatically after each full-scan GC-MS run and creates a number of 
reports. The analysis needs much less time than the instrument requires for cooling and 
equilibration before running the next sample. The analyst receives all the results in tables together 
with the raw data, which may be simultaneously accessed in HP ChemStation.  The program was 
successfully evaluated at two levels.  First, all integrated peaks in the total ion chromatogram are 
checked with a special background subtraction procedure (level 1). Second a special search is 
performed for target pesticides overlapped by matrix compounds (level 2).  
 
2.5.3 Classification of Pesticides by Temperature-Constrained Cascade Correlation Neural 
Networks 
Computer-aided techniques, such as artificial neutral networks (ANNs), have been used for 
screening and substructure classification from mass spectral data [77,78,79]. This technique has 
been described briefly in section 2.2.2.  Chunsheng Cai and Peter Harrington [80] at Ohio 
University have used neural networks to classify pesticides from low-resolution mass spectra. In 
1999 they reported the classification of an organophosphorus pesticide; a year later they used the 
same technology for the classification of aromatic carbamate pesticides [81]. A special network 
architecture called the “temperature-constrained-cascade correlation network” was used in Cai 
and Harrington’s work. The following is the example for the classification of the carbamates. The 
experiments used library spectra as well as experimental spectra.  
Class A Aromatic N-methyl carbamate with a substituted aryl group attached to the 
oxygen atom 
Class B Aromatic N-methyl carbamate with a substituted aryl group attached to the 
nitrogen atom 
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Class C Mono-thiocarbamate with a single oxygen atom substituted by a sulfur atom 
Class D Dithiocarbamate with two oxygen atom substituted by two sulfur atom 
Class E Class A + Class B 
Class F Class C + Class D 
Class K Class A + Class B + Class C + Class D 
Class G Non-carbamates 
 
The classification procedure was to distinguish carbamates (class K) from non carbamates (class 
G). Then the classification procedure continued to discriminate aromatic carbamates (class E) and 
thiocarbamates (class F).  Aromatic carbamates and thiocarbamates were then be further 
classified.  The results showed relatively high classification success was achieved for Class G and 
K with classification accuracy of 98%.  The classification of E and F was satisfactory with a 
classification accuracy above 92%.  The classification accuracy for subclasses of aromatic N-
methyl carbamate was between 81% and 98%. The classification accuracy for the subclasses of 
thiocarbamates was between 89% and 100%.  Four different pesticides from each class were 
selected, mixed and injected on the GC-MS.  The neutral network model was then applied to 
every scan in the GC-MS dataset. All four carbamate peaks were detected, but the results of the 
classification for carbamate class weren’t explained in the paper. 
 
This chapter reviewed the major methods used in the classification of chemical compounds by 
mass spectra.  It also discussed various data processing techniques and presented some recent 
research topics in the classification using mass spectra.  This chapter also reviewed several 
classification methods for pesticides and their metabolites by mass spectra.  Although many 
scientists are working on this field and great progress has been made, it is still a challenge to 
extract and use the information contained in a mass spectrum.  
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3.1 Function of the programs 
 
The Genetic Algorithm/Correlation Analysis (GA/CA) program presented in this thesis was 
developed to process mass spectra semi-automatically for the classification of chemical 
compounds.  The GA/CA program uses the genetic algorithm as a basic optimization method in 
searching for the best solution for chemical classification.  The program was constructed 
specifically for the analysis of spectral data.  As a guide to the optimization, the GA/CA uses 
correlation analysis as the means of calculating the fitness values. There are two basic steps in the 
GA/CA classification procedure: 1) determine the characteristic peaks for the sub-structure of 
interest through analysis of a group of selected compounds (termed the training set); and 2) apply 
the selected characteristic peaks to a group of known compounds (termed the test set) to check the 
prediction accuracy or to a group of unknowns for the prediction of the presence of the desired 
sub-structure. The first step in this process is called feature selection.  A feature is a characteristic 
peak; here a set of features is represented as a chromosome in the genetic algorithm.  Figure 3-1 
shows the logical flow chart of the GA/CA program. 
 
Starting with a group of chromosomes created randomly by the GA program, the GA/CA 
program tries to find the chromosomes that are best capable of classification of the sub-structure 
of interest.  As an important part of the program, correlation analysis is used as the method for 
evaluation of the chromosomes.  The results of the correlation analysis are fed back to the GA 
program to guide the search direction.  The GA/CA program uses the correlation analysis 
program CORRELAT developed by Owens (CORRELAT version 2.2f) [1].  CORRELAT was 
developed specifically for mass spectral data analysis.  Note that the program includes other 
functions, such as data pre-processing and spectrum re-formatting.  Details of the CORRELAT 
program will be described in section 3.2.  Evaluation of the chromosomes was performed by 
cross-correlating the chromosomes with the mass spectrum, neutral loss spectra (NLS) or parent  
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Figure 3-1. Flow chart for the GA/CA program. 
 Create initial  chromosomes 
Evaluate chromosomes  
in CORRELAT 
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 61
loss spectra (PLS), as desired of a group of selected compounds called the training set.  Normally 
half of the compounds in the training set contain the sub-structure of interest (yes, or Y 
compounds) and the other half are compounds not containing the sub-structure (no, or N 
compounds). The correlation program provides a numerical value (fitness score) for the 
chromosome that directs the GA program to select or eliminate the chromosomes for the next 
generation.  The test set is set up the same way as the training set but with fewer compounds.  The 
test set is used for the calculation of prediction accuracy on the optimized chromosomes once the 
optimization is complete.  Details of the GA program will be described in section 3.2.1. 
 
The GA program used here was modified from a simple algebraic method problem found on 
Sullivan’s web site [2].  Sullivan was a graduate student at Queen’s University, Belfast, Northern 
Ireland, UK.  He demonstrated online how the GA works using a simple math program.  He 
published the basic GA operator’s codes, such as mutation and crossover, although he didn’t use 
all of them in his example.  The GA/CA program used in this work includes the basic GA 
program but has been modified in order to accommodate mass spectral data.  The main changes 
were: 
1) To handle mass spectra as chromosomes.  Each gene in a chromosome is a pair of 
numbers (corresponding to mass and intensity) instead of single number.  
2) To read in MS data from an ASCII text file. 
3) To select chromosome formats to be (0/1) or (0/1/2/3) and change the percentage of 1’s, 
2’s and 3’s in the initial chromosomes. 
4) To write out the chromosome in a format compatible with the CORRELAT program and 
place it in the designated file location. 
5) To read in the correlation results in the format generated by the CORRELAT program. 
6) To calculate the fitness value of chromosomes using correlation results. 
7) To handle the special chromosome format in both the crossover and mutation functions. 
 62
3.2 Details of the GA/CA Programs 
3.2.1 GA Program Settings 
a) Mass spectral data 
The mass spectra in both the training set and the test set were downloaded from the 
National Institute of Standards & Technology (NIST) web site [3] in JCAMP-DX format.  
For the JCAMP-DX format to be used by the GA and CA programs, each spectrum was 
imported into the Thermo-Galactic Inc. (Waltham, MA) GRAMS/AI v7.01 software [4] 
and exported as a text file using the ASCIIXYS converter.  Also, a 0 was added in front 
any single digit intensities so that they are accurately processed by the CORRELAT 
program. For example, an intensity of 1 becomes 01, 5 becomes 05, etc.   
b) Data formatting 
The intensity information in the mass spectrum has been reformatted for the first two 
experiments (lower aromatic and chlorine substructure determination).  The format 0/1 
(or peak/no peak) changes intensities to 1 if there is a peak (a non-zero peak intensity) 
regardless of the value of the intensity.  The spectra used in this work downloaded from 
the NIST database are normalized to a base peak height of 1000. The format (0/1/2/3) 
changes intensities of 200 and above to 3, intensities 50 to 199 to 2 and any peak less 
than 50 and greater than 0 to 1.  Intensities are 0 if the intensity in the downloaded 
spectrum is equal to zero.  Re-formatting the mass spectral intensities to 0/1 (or peak/no 
peak) was used in Grotch’s matching method [5]. Grotch provided several reasons for 0/1 
format:  
1) The spectral format (0/1) is a simplified case, this could help to understand the 
principles underlying spectral matching.  
2) In applications involving data obtained from spacecraft, the number of bits 
available for storage or transmission is often severely limited.  The 0/1 encoding 
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results in a very efficient utilization of computer core storage and increases 
significantly the number of spectra stored. 
3) In the case of very large groups of spectra to be compared in detail, 0/1 format 
can result in an order of magnitude increase in comparison rates.  
Grotch’s results indicated that the 0/1 format retained much useful information and can 
be successfully used for identification of chemical compounds.  Later Isenhour and co-
workers developed a library matching method using the same 0/1 mass spectral format 
[6].  He also showed that the 0/1 format allows for useful characterization of mass spectra 
with minimal loss of pertinent information.  A library containing 6652 mass spectra 
formatted in 0/1 format was completely searched for nearest, as well as perfect, matches 
in 15 seconds.  
c) Training set and test set 
Normally the training set consisted of 20 mass spectra of Y compounds and 20 mass 
spectra of N compounds.  The test set in most of the experiments contained 10 mass 
spectra, with 5 Y compounds and another 5 N compounds.  All compounds are different; 
no compounds are used in both the training and test sets.  Among those mass spectra 
available on the NIST website, the compounds were manually selected as a typical 
compound of interest or a compound different from the compounds of interest.  Although 
the compounds with different chemical functionality and different mass range were 
selected, it is acknowledged that the compounds in the training and the test sets contained 
a limited variety and are subjective due to the very small size of the training and the test 
set.  Specifics of the selection of the training and test sets for each chapter are described 
in each of the experimental chapters. 
d) Chromosomes 
Each chromosome consists of two strings of numbers (or paired numbers). The length of 
the chromosome, called the search space, is the mass range from which the characteristic 
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peaks were selected.  There is either a 0 or 1, called intensity, corresponding to each 
mass.  A total of 8 chromosomes (the population size) were created and evaluated 
simultaneously. The initial chromosomes were created randomly with 50% 0s and 50% 
1s.  The chromosome length and population size are user-defined parameters.  
Experiments involving changes in these values will be explained in detail in the 
experimental sections.  For example, an initial chromosome created in the search space 
(i.e., mass range) of 51 to 70 is show below: 
0 0 1 0 0 1 1 1 0 1 0 0 0 0 1 1 0 1 0 1 
51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70
 
There were some cases where the initial chromosomes were created differently and in 
different formats for comparison purposes. 
e) High limit (HL) and low limit (LL) 
The evaluation of the chromosomes was performed using the correlation analysis 
program, which will be described in detail in section 3.3.  As the correlation values can 
range continuously from a value of –1 to 1, a set of numerical cutoff values needs to be 
set in order to judge the results of the experiments.  For this work, a positive answer (the 
compound contains the sub-structure) is obtained if the correlation value is equal to or 
larger than HL; a negative answer (the compound doesn’t contain the sub-structure) is 
obtained if the correlation value is equal to or less than LL. The answer is “not sure’ 
when the calculated correlation value is between HL and LL. The HL and LL values were 
determined from preliminary scouting experiments.  Each experiment was run several 
times while adjusting the HL and LL values, keeping all other settings the same. 
Experience showed that the HL and LL values play an important role in the success of the 
classification experiments.  
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f) Fitness  
Fitness is a numerical value used to evaluate the chromosomes. If there are 40 
compounds in the training set, every chromosome will get 40 correlation values by 
correlation of the chromosome with each of the compounds in the training set.  One is 
added to the fitness value of the chromosome for each correct prediction.  For example, if 
the first 20 compounds in the training set contain the sub-structure and last 20 compounds 
do not contain the sub-structure,   
Fitness = number of CV≥HL (Y compounds) + number of CV≤ LL (N compounds)  
where CV is the correlation value. Any wrong predictions and not sure values do not 
change the fitness value. The highest score of the fitness is equal to the number of 
compounds in the training set.  The perfect score is 40 in this example.  
g) Selection 
Selection is conducted to make a new generation of chromosomes. The chromosome with 
the highest score is always selected and placed in the next generation without any 
changes.  General selection followed the roulette wheel method; that is, the higher the 
fitness score, the higher the probability to be selected [7].  
h) Crossover 
A pair of chromosomes is chosen in each selection step in preparation of crossover.  A 
mating rate of 50% is used in throughout the experiments; this means half the pairs of 
chromosomes will be operated with crossover while the other half are placed in the next 
generation without change.  When crossover occurs, a splice point is picked randomly 
and the portions of the two chromosomes after the splice point were exchanged. 
Crossover is only applied to the intensity of the chromosome; the mass corresponding to 
each intensity undergoes no change.  
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i) Mutation 
The mutation rate is 2% in the numerical experiments except where specified. Mutation 
was conducted after crossover.  As crossover, mutation was only applied to the 
intensities. 
j) General parameters in GA program 
The following table lists the user-defined parameters in the GA program. Some 
experiments used different parameters, which will be explained and discussed with the 
experiments. 
 
Table 3-1. Basic parameters of the GA/CA experiments. 
Parameter Value 
Population size 8 
Length of chromosome Search space, varies 
Mutation probability 0.02 
Mating probability 0.5 
Size of training set 20 to 60 (half Y compounds, half N compounds)
Size of test set 10 (5 Y compounds, 5 N compounds) 
 
 
3.2.2 Correlation Analysis Program 
One of the important properties of correlation analysis is the correlation value at zero 
displacement. This value, called uncorrected tau=0 value, indicates the similarity of the two 
spectra being correlated [8].  The higher the uncorrected tau=0, the more similar the two spectra 
are, and there is a higher probability that the structures of the two compounds are similar or 
contain the same sub-structure.  In the GA/CA program, the uncorrected tau=0 is used in the 
evaluation of the chromosomes.  A mass axis resolution of 1/8 amu/point and Hercules 
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normalization were used for all experiments.  The “Hercules normalization” was reported in a 
paper by Hercules using correlation analysis to improve the quality of transmission Mossbauer 
spectra [9].  The Hercules normalization adjusts the spectra so that correlation values for an 
autocorrelation exhibit an uncorrected tau=0 value of 1.0, and all other correlation values range 
between –1 and 1. 
 
The CORRELAT program can convert the mass spectrum into the neutral loss spectrum (NLS) or 
parent loss spectrum (PLS) automatically and perform the correlation analysis on these spectra. 
Except for the lower aromatic compounds (as described in chapter 4), neutral loss and parent loss 
spectra as well as mass spectra were used in all classification experiments.  
 
Data pre-processing is an important feature in the CORRELAT program. The two important data 
pre-processing techniques used in this thesis are threshold and intensity exponent modifications.  
Thresholding deletes any small peaks in a spectrum below a defined limit. This data pre-
processing technique eliminates the effects of small peaks that may be from noise, and are not 
real peaks.  The common thresholds used in this work were 0.5% and 1%. As the intensity of the 
base peak in the NIST spectra is 1000, a 0.5% threshold eliminates any peaks whose intensities 
are equal to or less than 5 and 1% eliminates peaks that is equal or smaller than 10.  The intensity 
exponent processing modifies the intensities in a spectrum by raising the intensity to a specified 
power. For example, an exponent of 0.5 applies a square root to all intensities values; an exponent 
of 0.33 applies the cube root to the intensities.  The intensity exponent data pre-processing 
decreases the effects of the larger peaks in the correlation analysis.  A peak with intensity 10 is 
1% of the largest peak 1000 before exponent treatment.  After exponent 0.5 processing, the 
largest peak 1000 becomes 33.3 and the peak with intensity 10 becomes 3.3.  The small peak is 
now 10% of the largest peak, and the dynamic range of the data is decreased significantly. 
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Detailed instructions for operation of the CORRELAT program are given in the program manuals 
[10,11].  The following figures illustrate application of the program in the classification of 
carbamates (as described in detail in chapter 6). 
 
The CORRELAT program is started by double clicking the program icon; and the introduction 
page for CORRELAT is shown as in Figure 3-2. 
 
 
Figure 3-2. Initiation of the CORRELAT program. 
 
 
After pressing the return key, the main menu of the program appears; this is shown in Figure 3-3.  
All the parameters for the correlation analysis need to be set on this page before correlation 
analysis starts; for example, the mass resolution and range, data pre-processing, data 
normalization, which correlation are results used for evaluation, etc. Correlation analysis starts 
from this page as well. 
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Figure 3-3. Main page of the CORRELAT program. 
 
In order to define resolution, mass range and data pre-processing, pressing “R” in the main page 
brings the user to the page shown in Figure 3-4. 
 
 
Figure 3-4. Setting up mass resolution, mass range and data pre-processing. 
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To set the mass range, press the function key F2 and type in the mass range. In this example, the 
mass range was 0 to 512 amu. Press F3 to change resolution until the desired resolution appears.  
The possible resolution settings are 1,1/2, 1/3, 1/4…..1/16; the default resolution is 1/8 amu/point, 
which was used throughout all experiments.  Press F8 and F9 to apply the data pre-processing 
techniques before data processing. All other settings were left at their default values. 
 
Details of the data pre-processing techniques are defined in the page shown in Figure 3-5.  This 
page is reached by pressing “S” (to Set up the spectral mask) on the page shown in Figure 3-4. 
 
 
Figure 3-5. Set up page for data pre-processing.  
 
Press F3 to enter the threshold value. The intensity exponent is defined in the same way by 
pressing the F4 key. In this example, the intensity threshold is 1% and the intensity exponent is 
0.33.  After completing the settings for the data pre-processing, press “Q” (for quit) twice to 
return to the main menu page as shown in Figure 3-3. 
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To define the correlation result, press “P” (for Program Info) on the main page (Figure 3-3) and 
then F2 (Statistics file setup), and F1 (Statistics file ENABLED) to reach the page shown in  
Figure 3-6. 
 
 
Figure 3-6. Setup pages for selection of the correlation result. 
 
In order to have the correlation results saved, the “Statistics file” needs to be enabled by pressing 
F1. The uncorrected tau=0 is enabled by pressing F6.  Other correlation results are not used [10] 
and should be disabled as shown in Figure 3-6. To return to the main page, press “C” (for Close 
File), and then “Q” (for Quit) twice.  The statistics file is opened when automatic processing is 
started.  Therefore you must close the file in order to avoid the error “file already open”.  
 
Hercules normalization is enabled by pressing “H” on the main program page.  Both the statistic 
“S(tatsFile)” and Hercules normalization “H(ercNorm)” should be enabled (highlighted in green) 
on the main page, as shown in Figure 3-7, before starting the correlation analysis.  
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Figure 3-7. Main program page showing that the Hercules normalization is enabled. 
 
All the parameters needed for correlation analysis have been defined so far.  The program is 
ready to perform the correlation analysis.  The first step in the correlation analysis is to process 
the spectrum in an ASCII textfile (with file extension .TXT) into a mass spectrum file (with the 
file suffix .MSP).  Here the automatic program execution was used and demonstrated.  On the 
main program page, press “A” to enable the automatic mode and then F1 to enter the data path as 
shown in Figure 3-8.  In this example “C:\FFT” is the data path.  “T” is chosen to select only text 
files for display.  
 
The window shown in Figure 3-9 lists all the text files in the data path entered in Figure 3-8.  To 
select the file to process, press 1.  To de-select the file, press 1 twice. In this example all spectra 
in the training and test sets were selected. Files named CAR01 to CAR11 are the carbamate 
spectra in the training set, while CNN01 to CNN10 are the non-carbamate spectra in the training 
set.  TCAR01 to TCAR10 are the spectra in the test set.  The files selected should be highlighted 
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in green and the files not selected in white as shown in Figure 3-9.  IFILE0 to IFILE7 are 
chromosome files that were not selected for this particular analysis. 
 
 
Figure 3-8. Setup of the automatic data file processing.  
. 
 
Figure 3-9. Selection of the data files to process. 
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The spectra are originally saved as ASCII text files. Chromosomes are created and saved in text 
file format as well. The following shows an example of the spectrum text file for CAR01.  The 
first line starts with an asterisk followed by the name of the compound (the asterisk as the first 
character indicates a comment line).  The next line parent=238 indicates the molecular weight of 
the parent compound; in this case the molecular weight of the compound is 238. There are a 
number of data pairs, each value separated by a space. The first number is the mass and the 
second is intensity that is normalized to the base peak of 1000. 
* 3HydroxyCarbofuran 
Parent=238 
28 13.274 
29 57.522 
41 376.106 
44 45.907 
45 22.954 
57 704.923 
62 1000.000 
72 0.553 
100 8.850 
 
After selecting the files to be processed, press “Q” to return to the page shown in Figure 3-8. 
Before processing, press the F (FileType) key to select the type of the data file.  The text data 
files can be processed into .MSP (mass spectrum), .PLS (parent loss spectrum) or ILS (ion loss 
spectrum) files.  In this example, .MSP was selected.  Press F3 to process the data.  Note that the 
ILS format was not used in this thesis. 
 
If correlation is to be performed on NLS, text files are first processed to .MSP files, then the 
.MSP files are selected and an auto-correlation is performed by pressing F7.  NLS files are 
created from the auto-correlation files (file suffix .ACS) by pressing F5.  As the mass range is 
reduced in half [8] for .NLS files, the mass range before processing should be doubled in order to 
keep the mass range of all files consistent.   
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The data pre-processing that is described above is applied to the spectra in both the training and 
test sets. These pre-processing steps only need to be performed once prior to correlation analysis 
unless the data pre-processing settings or spectrum type is changed; for example, if the threshold 
is changed from 0.5 to 1%, or the spectrum type is changed from MSP to NLS, etc.  
Chromosomes need to be processed before being correlated with the spectra in the training or test 
set. As chromosomes are changed in each generation, chromosomes are processed in each 
generation.  Chromosomes are created and saved in text files.  Chromosome files are processed 
into MSP files before they are used in the correlation analysis. The threshold and intensity 
exponent pre-processing techniques are not applied on chromosomes as described in 3.3.1.  
Therefore the data pre-processing setting should be set to default before processing 
chromosomes. As described in Figure 3-4 and Figure 3-5 to define data pre-processing, 
threshold and exponent for processing chromosomes should be disabled as shown below in 
Figure 3-10. 
 
Figure 3-10. Data pre-processing functions disabled. 
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To ensure that the data pre-processing is not applied on chromosomes, the threshold was set to 
default value 0 and exponent was set to default value 1.0 as shown in Figure 3-11. 
 
 
Figure 3-11. Default settings for the chromosome data pre-processing. 
 
All chromosomes are processed in the same way as described in Figures 3-8, 3-9 and 3-10. 
 
As described in Chapter 1, cross-correlation is conducted between two functions, a and b.  In this 
work, the two functions are the chromosome and a processed mass spectrum. Each chromosome 
is cross-correlated with every compound in the training set.  The CORRELAT program 
differentiates the two spectra to be correlated using two different colors.  As described in Figures 
3-8 and 3-9 to select data, two sets of data files are selected by pressing 1 (highlighted in green) 
or 2 (highlighted in red), as shown in Figure 3-12.  
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Figure 3-12. Selection of the two sets of MSP files for cross-correlation. 
 
In this example, the correlation is performed between the chromosomes (highlighted in green) 
and the training set (highlighted in red).  Each chromosome is correlated with each of the 
compounds in the training set. 
 
Figure 3-13 is a snapshot of CORRELAT while it is performing correlation analysis.  As defined 
in Figure 3-6, the uncorrected tau=0 value was used as the result for the GA/CA program. These 
values are saved in a text file named “STATS”.  In order to open the “STATS” file for GA 
program, the statistic file needs to be closed in CORRELAT as shown in Figure 3-6.   
 
After the cross-correlation is performed, the correlation analysis is complete for a single 
generation. The results are now ready for the GA program to use. 
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Figure 3-13. Screen view of CORRELAT while it is performing cross correlation analysis. 
 
3.2.3 Operation of the GA/CA Program 
The GA/CA program developed in this project uses the genetic algorithm program to connect 
each of the sub-programs together and run them in the required order.  Evaluation of the 
chromosomes is conducted in the CORRELAT program, which is written in Borland Turbo-
Pascal.  As it consists of programs designed differently, the GA/CA can not run automatically. A 
pause was set in the GA program after new chromosomes are generated and written to text files.  
Then the CORRELAT program was started manually to perform the correlation analysis. The GA 
program is resumed manually after the correlation analysis completes.  Although a stop criteria is 
set in the GA/CA program (maximum fitness – minimum fitness < 2.0 on the training set), the 
GA/CA program was stopped at the 20th generation due to the nature of the program (part of it 
was operated manually) for most of the experiments conducted in this work.  
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The procedure for conducting a GA/CA experiment is summarized below: 
a) Select spectra for the training and test sets. 
b) Convert the spectrum format to the format that CORRELAT accepts. 
c) Select the mass range, data pre-processing and mass resolution in CORRELAT. 
d) Process spectra in both the training and test sets as described in section 3.2.2.a. The spectra in 
the training and test sets only need to be processed once prior to the start of the experiment.  
They are only re-processed when the settings are changed. 
e) Set the user defined parameters in the GA/CA program (mating rate, mutation rate, HL, LL, 
pause points, etc.) 
f) Start the GA/CA experiment by executing the program “MSIntensity” as shown in Figure 3-
14.  The program stops at the pause point as shown in Figure 3-15. 
g) Process the chromosomes in CORRELAT as described in section 3.2.2.b. 
h) Enable the statistics output and perform cross-correlation between the chromosomes and the 
training set data as described in section 3.2.2.c. 
i) Disable the statistics output in CORRELAT. 
j) Resume the GA/CA program. Repeat steps f to i until the prediction accuracy on the test set 
reaches 90% above or the maximum number of generations is reached. 
 
Figure 3-14 shows that Java software package NetBeans IDE 3.6 including compile and debug 
that was downloaded [10] and used to construct and run the GA program.  The Java class named 
“MSIntensity” is the main program used to perform the GA procedure in the GA/CA program. 
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Figure 3-14. Java software NetBeans IDE displaying the main program MSIntensity. 
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A pause point is set in MSIntensity at the step where the program uses the fitness values that are 
generated from the CORRELAT program. CORRELAT is started manually each time the pause 
point is reached.  The GA program is resumed when the correlation analysis finished and fresh 
correlation values are available. 
  
 
 
 
Figure 3-15. Pause point in MSIntensity. 
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The class “main” as shown in Figure 3-16 is a basic class in which the method to create the 
initial chromosomes (stored in TEST.TXT), the location of the correlation values stored 
(C:\\FFT\STATS.TXT) and the main class “MSIntensity” are defined.   
 
Figure 3-16. The basic class “Main”. 
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Figure 3-17 shows the MSIntensity routine stopped at the pause point after the GA/CA is started. 
 
 
Figure 3-17. Program paused. 
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The GA/CA program is resumed and pauses at line 44.  A pause point was set here for results 
checking purposes.  As shown in Figure 3-18 below, the program prints the number of the 
generation. The 8 numbers above the generation number are the fitness values (fitness values will 
be explain in section 3.3) for the 8 chromosomes. 
 
 
Figure 3-18. Program resumes and prints fitness values. 
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Figure 3-19 shows the program paused at the 15th generation. 
 
 
Figure 3-19. The GA/CA program after completion of the 15th generation. 
 
The program prints the chromosomes for each generation and the fitness values calculated for 
each chromosome. The chromosomes also were written to a text file for the correlation analysis.  
A typical iteration took 2-4 minutes and an entire experiment took approximately 1.5 to 2 hours. 
Due to the nature of the program, most of the experiments ran 20 generations and were stopped 
manually.  The chromosomes were correlated with the test set every 5 generations.  This is done 
to monitor the improvement of the chromosomes during the optimization procedure. 
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3.3 Data Reporting 
a) Prediction accuracy 
Correlation analysis was performed on the last generation chromosomes with the test set for 
the prediction test.  A correct prediction is obtained if the correlation value ≥ HL for the Y 
compounds (those containing the sub-structure of interest) and ≤ LL for the N compounds.  
The prediction accuracy of a chromosome is the percentage of the correct predictions as 
shown in the following equation: 
 
%100
set test in the  compounds ofnumber 
spredictioncorrect  ofnumber  Accuracy  Prediction x=  
The prediction accuracy was normally calculated on the test set, however sometimes it was 
also calculated on the training set. The fitness value (i.e., the number of correct predictions) is 
more commonly calculated on the training set to evaluate the chromosomes. 
b) Correlation value 
The correlation values, including the separate average correlation values for Y 
compounds and N compounds, were reported for 1) individual chromosome and 2) each 
experiment.   
1) The correlation values for an individual chromosome were based on the correlation 
values of the chromosome with each compound in the test or training sets. Two 
correlation values for a chromosome were reported: RY is the average of all 
correlation values of the chromosome with the Y compounds, and RN  is the average 
of all correlation values of the chromosome with the N compounds. The 
corresponding standard deviations for the averages RY and RN were calculated as 
well. The correlation values for individual chromosomes were calculated based on 
the test set; but in order to analyze the training results of the chromosomes, it was 
calculated on training set in some experiments. 
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2) The correlation value for an experiment is based on the correlation values of 
individual chromosomes.  RY for an experiment is the average RY of individual 
chromosomes in the experiment; similarly, RN for the experiment is the average of 
the RN for the individual chromosomes. The standard deviation was calculated based 
on the individual chromosomes.  
Besides the calculations described above, there were additional calculations that will be 
described in the chapters describing the individual experiments. 
 
3.4 Summary 
The GA/CA program was developed in this project to perform classification using mass 
spectral data.  The GA/CA program uses genetic algorithms as the optimization method and 
correlation analysis as the evaluation method.  Not only mass spectra, but neutral loss spectra 
and parent loss spectra can be calculated and used with the program.  This provides the 
researcher options to extract or emphasize different information from the mass spectra.  The 
GA/CA program minimizes the subjective decisions and avoids the use of complicated 
statistical methods.  
 
As presently configured, the GA/CA program is a semi-automated program.  Therefore, it is 
limited in the data size, run time and number of generations that can be easily investigated. 
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4.1. Introduction 
 
Lower aromatic compounds (LAC) contain only one aromatic ring in their structure.  McLafferty 
discussed the mass spectra of lower aromatic compounds in his book, pointing out there are some 
common mass spectral peaks that can be used for identification of these compounds [1].  
Specifically the peaks at mass-to-charge (m/z) ratio 38, 39, 50, 51, 63, 64, 74, 75 and 76 are 
characteristic mass spectral peaks for lower aromatic compounds.   
 
The first challenge in this thesis is to validate the premise that lower aromatic compounds can be 
classified by the GA/CA program based on mass spectral data.  The GA/CA program will be used 
to determine the characteristic LAC mass spectral peaks within a selected mass range, and then 
test these characteristic peaks on the test set to determine the prediction accuracy.  Also, a 
comparison will be made between the characteristic LAC peaks defined by Maclafferty and those 
determined by the GA/CA program.   
 
4.2. Calculational Details 
 
4.2.1 Training and Test Sets 
The training set consisted of 40 spectra including 20 lower aromatic compounds (LAC) and 20 
non-lower aromatic compounds (NLAC).  The test set contained 10 spectra including 5 LAC and 
5 NLAC.  As the objective of the experiment is to distinguish single ring containing from long-
chain aliphatic compounds, the LAC selected were aromatic hydrocarbons; most of NLAC were 
saturated hydrocarbons.  Five out of the 20 NLAC in the training set contain other functional 
groups.  The identities of the compounds in the training and test sets are listed in Table 4-1 and 
Table 4-2, respectively.  All the spectra used in these experiments were obtained from the NIST 
database [2]. 
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Table 4-1. The LAC and NLAC compounds in the training set. 
 Lower Aromatic Non Lower Aromatic 
1 1,2,3,4-methylbenzene 2-2-4-trimethylpentane 
2 1,3,5-trimethylbenzene 2,2,4,4-tetramethylpentane 
3 1,4-diethylbenzene 2,2,4,6,6-pentamethylheptane 
4 1-ethyl3,5-dimethylbenzene 2,4-dimethyldecane 
5 1-ethyl-4-methylbenzene 2,6-dimethyloctane 
6 1-ethyl-4-propylbenzene 2-ethoxy-2-methylpropane 
7 1-methylpropylbenzene 2-methoxyethoxy ethene 
8 2-methylpropylbenzene 3,3,5-trimethylheptane 
9 benzene 3,3-diethylpentane 
10 ethylbenzene 3-ethyl-2,4-dimethylpentane 
11 hexamethylbenzene 3-ethyl-3-methylpentane 
12 Isopropylbenzene 3-ethylpentane 
13 isopropyltoluene 3-methyloctane 
14 n-butylbenzene 3-pentanone 
15 pentamethylbenzene 4-hydroxy-3-hexanone 
16 pentylbenzene 4-methyldecane 
17 p-xylene 5-methylnonane 
18 t-butylbenzene Diethylaminoacetone 
19 toluene Dodecane 
20 n-propylbenzene 2,2,5-trimethylhexane 
 
 
 
 
Table 4-2. The LAC and NLAC compounds in the test set.  
No Lower Aromatic Non Lower Aromatic 
1 1,2,4,5-tetramethylbenzene 2,6-dimethyloctane 
2 1,2,4-trimethylbenzene 3-methylheptane 
3 1-ethyl-2-methylbenzene 3-ethyl-3-methylpentane 
4 2-ethyl-1,3-dimethylbenzene Hexane 
5 o-xylene Nonane 
 
 
  
92
4.2.2 Calculation Parameters 
Chapter 3 describes the general optimization procedure and common calculational parameters 
used throughout the thesis.  Table 4-3 lists the additional calculational parameters used for the 
lower aromatic classifications.  Some parameters not listed in Table 4-3 were investigated in 
these experiments and will be reported in the results and discussion section below. Only mass 
spectral data (no neutral loss or parent loss spectra) were used in these lower aromatic 
experiments and no data pre-processing techniques were used.  Instead of HL and LL, some 
experiments used only a single limit value.  
 
 
Table 4-3. Common calculational parameters used in lower aromatic classification. 
 
Program Parameters Values 
Chromosome format 0/1  & 0/1/2/3 
Initial Chromosome  50% 1+ 50% 0 
Size of Training Set  40 (20 Y, 20 N)* 
GA 
Size of Test Set 10 (5 Y, 5 N) 
Spectrum type Mass spectra 
Data treatment none Correlation 
Spectra format 0/1,  0/1/2/3 & original 
 
* Y compounds in this chapter are the lower aromatic compounds. 
N compounds are non-lower aromatic compounds. 
 
 
4.3. Results and Discussion 
 
The development of classification chromosomes for the LAC was initiated with efforts towards 
optimization of the mass ranges of the characteristic peaks searched, the intensity format of the 
mass spectra (such as using the original intensities or the simplified formats (0/1 or 0/1/2/3), 
chromosome formats (0/1 or 0/1/2/3), and correlation limit values HL and LL. Data from each 
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experiment will include the average correlation values and corresponding standard deviations for 
the 8 chromosomes (8 RLAC and 8 RNLAC) and the percentage of chromosomes exhibiting the 
specified prediction accuracy. Each chromosome will generate average correlation values and 
corresponding standard deviations for 5 LAC (RLAC) and 5 NLACs (RNLAC), as well as a 
prediction accuracy value based on the test set. These correlation values and standard deviations 
were calculated and reported for each experiment and selected results for certain single 
chromosomes were reported.  The prediction accuracy on the training set is not reported for some 
experiments.  This is because the prediction accuracy on the training set was generally at or close 
to 100% for these experiments.  Finally, the mass spectral features determined by the GA/CA 
program and those defined by McLafferty were compared and the overall classification results are 
discussed.  
  
4.3.1 Search Space 
The search space is the user-defined mass range from which the characteristic peaks will be 
selected. The size of the search space defines the length of the chromosome.  The search space is 
only defined for the chromosomes and doesn’t affect the mass spectra of the compounds in the 
training and test sets.  The range of masses observed for the compounds in the training and test 
sets don’t have to be equal to the search space.  By specifying a smaller search space, the data 
processing required for finding the correct characteristic peaks is simplified.  However, if the 
search space is too small, important characteristic peaks may be excluded from the chromosome.  
In the study of the search space, the spectra in the training and test sets, as well as the 
chromosomes, were kept in 0/1 format for all experiments. 
 
a) Search Space Limited to the Spectrum of Toluene 
The first experiment was designed with a search space limited to the masses of the peaks 
observed in the spectrum of toluene. As a simple lower aromatic compound, we expect that 
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the spectrum of toluene contains the characteristic peaks that can be used to classify lower 
aromatic compounds.  To simplify the experiment, the features are selected from the peaks of 
toluene spectrum; the program will not consider as a feature any masses whose intensity is 0.  
Correlation values calculated from the GA/CA program for each of the 8 chromosomes 
associated with the compounds in the test set, the prediction accuracy as well as the 
experimental parameters are listed in Table 4-4.  The program ran a total of 26 generations 
with a mutation rate of 0.02%. Only one correlation limit (CL) was used instead of both an 
HL and LL. The prediction is a LAC if the correlation value ≥ 0.4 and a NLAC if the 
correlation value < 0.4.  The prediction accuracy on spectra in the training set was generally 
between 90 and 95%. 
 
The correlation values listed in Table 4-4 are quite different between the LAC and the 
NLAC.  Except for chromosome #6, the correlation results are at least 1010 times higher for 
the LAC compared to the NLAC.  All 8 chromosomes showed 100% prediction accuracy for 
the compounds in the test set; any chromosome among them selected by the program can be 
used as a classifier for a LAC. Even chromosome #6 has a sufficient predictive ability as it 
has an average correlation value RLAC =0.561, which is approximately 7 times higher than the 
RNLAC = 0.072.  The high correlation values and 100% prediction accuracy can be attributed 
to the significantly narrowed search space of the toluene spectrum. 
 
b) Search Space from Mass 20-200 
Experiments were conducted in a less limited search space with all other settings being the 
same except the correlation limit (CL) value was set to 0.3.  Table 4-5 lists the correlation 
results with a defined search space of mass range 20-200.  Unlike the results in the previous 
experiment when the search space was limited to the 42 peaks in the toluene spectrum, any 
peaks in the mass range 20-200 can be selected for development of the chromosome. The 22nd  
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Table 4-4. Correlation values R obtained on the test compounds with the search space limited to the spectrum of toluene. 
Additional experiment conditions not listed in Table 4-3: chromosome format 0/1, spectrum format 0/1, number of  
generations 26, correlation limit 0.4, mutation rate 2%. (Data from experiment 020505). 
 
 
Compound 
Name/Chromosome 1 2 3 4 5 6 7 8 
1,2,4,5-tetramethyl benzene 0.496 0.538 0.516 0.538 0.452 0.538 0.558 0.452 
1,2,4-trimethyl-benzene 0.473 0.513 0.492 0.513 0.431 0.513 0.532 0.431 
1-ethyl-2-methyl benzene 0.555 0.601 0.577 0.601 0.505 0.601 0.624 0.505 
2-ethyl-1,3-dimethyl-benzene 0.496 0.5.38 0.516 0.538 0.452 0.538 0.558 0.452 
o-xylene 0.573 0.613 0.596 0.613 0.530 0.613 0.636 0.530 
2,6-dimethyl-octane 0.00E+00 1.75E-11 1.89E-11 1.75E-11 1.89E-11 0.074 1.82E-11 6.94E-18 
3-methyl-heptane -1.04E-17 1.82E-11 1.97E-11 1.82E-11 1.97E-11 0.077 1.89E-11 6.94E-18 
3-ethyl-3-methyl-pentane 0.00E+00 2.11E-11 2.28E-11 2.11E-11 2.28E-11 0.089 2.19E-11 0.00E+00 
Hexane 1.04E-17 1.82E-11 1.97E-11 1.82E-11 1.97E-11 0.077 1.89E-11 0.00E+00 
Nonane -3.82E-17 1.69E-11 1.82E-11 1.69E-11 1.82E-11 0.071 1.75E-11 3.47E-18 
Average RLAC 0.518 0.561 0.540 0.561 0.474 0.561 0.582 0.474 
Average RNLAC -7.63E-18 1.84E-11 1.99E-11 1.84E-11 1.99E-11 0.078 1.91E-11 3.47E-18 
Rr=RLAC/RNLAC -6.79E+16 3.05E+10 2.72E+10 3.05E+10 2.39E+10 7.21E+00 3.05E+10 1.37E+17 
Prediction Accuracy 100 100 100 100 100 100 100 100 
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    Table 4-5. Correlation values R obtained on the test compounds with the search space of 20-200. 
Additional experiment conditions not listed in Table 4-3: chromosome format 0/1, spectrum format 0/1,  
number of generations 22, correlation limit 0.3, mutation rate 2%, incorrect predictions are highlighted.  
Data from experiment 020905.  
 
 
Compound Name/Chromosome 1 2 3 4 5 6 7 8 
1,2,4,5-tetramethyl benzene 0.340 0.326 0.301 0.245 0.369 0.273 0.296 0.339 
1,2,4-trimethyl-benzene 0.324 0.333 0.332 0.281 0.352 0.284 0.306 0.345 
1-ethyl-2-methyl benzene 0.298 0.287 0.311 0.220 0.309 0.250 0.276 0.328 
2-ethyl-1,3-dimethyl-benzene 0.340 0.303 0.301 0.245 0.392 0.273 0.296 0.316 
o-xylene 0.348 0.311 0.357 0.277 0.331 0.306 0.329 0.348 
2,6-dimethyl-octane 0.060 0.087 0.144 0.061 0.086 0.092 0.061 0.140 
3-methyl-heptane 0.063 0.090 0.150 0.063 0.119 0.096 0.096 0.146 
3-ethyl-3-methyl-pentane 0.072 0.070 0.173 0.037 0.103 0.074 0.074 0.168 
Hexane 0.063 0.120 0.120 0.063 0.149 0.064 0.032 0.117 
Nonane 0.058 0.111 0.139 0.059 0.110 0.089 0.089 0.135 
Average RLAC 0.330 0.312 0.320 0.254 0.351 0.277 0.301 0.335 
Average RNLAC 0.063 0.096 0.145 0.057 0.113 0.083 0.070 0.141 
Rr 5.22 3.26 2.21 4.48 3.09 3.33 4.29 2.37 
Prediction Accuracy 90 90 100 50 100 60 70 100 
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generation chromosomes and correlation values are listed in Table 4-5. The prediction rate of 
the chromosomes on the training set was between 53 and 90%. 
 
The results in Table 4-5 demonstrate that the differences in the average correlation values 
between LAC and NLAC were much smaller compared to those in Table 4-4 where the 
search space was limited to the masses in the toluene spectrum.  The correlation ratio Rr (RLAC 
/ RNLAC) for most chromosomes was between 2.2 and 5.2, while the Rr values of 7 of the 
chromosomes developed earlier in Table 4-4 were 1010 and above (except one Rr with the 
lowest value 7.2).  The main difference between the results in Table 4-4 and Table 4-5 arose 
from the larger correlation values obtained for the NLAC; the differences in the correlation 
values of the LAC between the two search spaces were not significant.  The correlation 
values of NLAC ranged between 0.04 and 0.17 for the search space 20-200.  Among the 8 
chromosomes, three chromosomes showed prediction accuracy of 100%, 2 chromosomes 
yielded 90%, and the other three fell between 50 and 70%.  It is interesting to observe that a 
high Rr (RLAC / RNLAC) does not seem to correlate to better prediction accuracy.  In fact, the 
three chromosomes with 100% prediction accuracy showed lower Rr compared to other 
chromosomes.  Chromosomes with a higher RLAC normally exhibit a higher RNLAC; those with 
lower RLAC also generally have a lower RNLAC. Therefore the ratio of the correlation values Rr 
is likely not be a good indicator in evaluation of the fitness of the chromosomes. 
 
c) Effect of Search Space 
A comparison was made between the classification results in different search spaces.  Note 
that the correlation limit for experiment 020705 was different than the other experiments and 
each experiment was run with a different number of generations.  Experiment 021905 was 
terminated at the 11th generation because the prediction already reached 100%.  All other 
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parameters were kept the same. The average correlation values and the standard deviations 
based on the results of 8 chromosomes with the test compounds are summarized in Table  
4-6.  Also note that in the section of Table 4-6 quantifying the prediction accuracy for the test 
set, the prediction accuracy can only take on values of 100%, 90%, 80%, 70%, etc., because 
there are 10 compounds in the test set. There is no prediction accuracy between 91 and 99, 81 
and 89 etc.  This applies to all prediction accuracies specified for the test set in this chapter. 
 
From the prediction accuracy on the training set shown in Table 4-6, we can see all 
chromosomes developed in the smaller search space showed prediction accuracy greater than 
75%; but 25 to 62% of the chromosomes from the three experiments in the larger search 
space showed prediction accuracy less than 75% on the training set.  We can also see from 
Table 4-6 that as the search space increases, the average correlation values decrease for both 
the LAC and NLAC compounds. Although there were chromosomes in the larger search 
space of 20-200 that provided 100% prediction accuracy, the 8 chromosomes are not as 
consistent as those developed from the small search space.  The chromosomes developed in 
the small search space of 30-80 showed 100% prediction by the 11th generation.  The results 
also indicated that the correlation limit is an important parameter.  Experiment 020705 
showed that the prediction accuracy was less than 70% for all 8 chromosomes.  The reason 
for this is the correlation limit 0.35 is set too high; the average correlation value for the LAC 
is only 0.298 while the average correlation value for NLAC is only 0.051.  As explained in 
chapter 3, the correlation limit is set before the experiment and is run by a scouting 
experiment.  The correlation limit can not be changed during the run even if it is set 
incorrectly. 
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 Table 4-6.  Effect of search space on classification results. Additional experimental conditions not listed in Table 4-3: 
chromosome format 0/1, spectra format 0/1, mutation rate 2%. 
 
 
Percent of chromosomes  
exhibiting the specified 
prediction accuracy for 
the test set 
Percent of chromosomes  
exhibiting the specified 
prediction accuracy for the 
training set 
Average Value for 8 
Chromosomes 
Experiment Search Space CL Generation 
100 90-80 ≤ 70 100-90 89-75 < 75 RLAC ± STD RNLAC± STD 
020605 30-80 0.4 35 88 12  62 38  0.457 ± 0.015 0.221± 0.028 
021905 30-80 0.3 11 100    100  0.337 ± 0.131 0.131± 0.052 
020705 20-175 0.35 31   100  38 62 0.298 ± 0.021 0.051 ± 0.029 
020905 20-200 0.3 22 38 25 37 12 38 50 0.310 ± 0.032 0.096 ± 0.034 
022205 20-200 0.3 17  75 25 38 37 25 0.309 ± 0.021 0.094 ± 0.022 
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4.3.2 Data Format 
In this section the effect of the choice of peak intensity format of the spectra on the 
classification results was investigated.  Two different formats for both chromosomes and 
spectra in the training and the test sets were used: 0/1 and 0/1/2/3. 
a) Chromosome Format  
Most common chromosomes used in genetic algorithms consist of a string of 0’s and 1’s.  In 
this project, the chromosomes used a two dimensional array consisting of a number of pairs 
of data.  The pair of data was created at each mass unit in the defined mass range.  The first 
number in the pair is mass; the second number is either a 0 or 1, or a 0, 1, 2 or 3.  Since 
development of the chromosomes is controlled by the fitness value and the GA operation 
after their initial creation, the format of the chromosomes can only be controlled for the initial 
chromosomes.  For the 0/1 format, the initial chromosomes were created with 50% 0s and 
50% 1s.  For the 0/1/2/3 format, the initial chromosomes contained 3% 3’s, 7% 2’s, 40% 1’s 
and 50% 0’s.  These numbers are a rough simulation of the ion intensity distribution in a real 
spectrum, such as the mass spectrum of pentylbenzene, which contains approximately 2.2% 
peaks with intensity above 200, 5.1% with intensity between 50 and 199, 44% with intensity 
less than 50 but greater than 1, and 49% with zero intensity.  With all other parameters kept 
the same for these experiments (correlation limit, search space, number of generations, 
mating rate, mutation rate, etc.), the results obtained using these two chromosome formats are 
summarized in Table 4-7.  The format of the spectra in the training and test sets used for the 
experiments listed in Table 4-7 was reformatted to 0/1/2/3, which will be described in section 
(b) below.  
 
The correlation values obtained using these two formats (0 /1, or 0/1/2/3) are fairly 
comparable. Chromosome format 0/1 showed a slightly higher average correlation value and 
smaller standard deviation.  However, the results clearly show much more consistent  
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Table 4-7. Effect of chromosome format on the classification results. Additional experimental conditions not  
listed in Table 4-3: spectrum format 0/1/2/3, generation 20, correlation limit 0.3, mutation rate 2%, search  
space 20-200. 
 
Average Value for  
8 Chromosomes 
Percent of chromosomes exhibiting 
the specified prediction accuracy 
for the training set 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy for the test No. Experiment Chromosome Format  
RLAC ± STD RNLAC ± STD 100-90 89-75 < 75 100 90-80 ≤ 70 
1 051305 0.313 ± 0.034 0.179 ± 0.025 25 50 25 38  62 
2 051405 0.273 ± 0.024 0.203 ± 0.020 12 38 50  12 88 
3 051505-1 0.350 ± 0.026 0.134 ± 0.028 38 62  75 25  
4 051505-2 
0, 1, 2, 3 
0.306 ± 0.032 0.169 ± 0.038 12 50 38 25 25 50 
Average  0.311 ± 0.032 0.171 ± 0.029   
5 051205 0.326 ± 0.015 0.224 ± 0.029 25 75  25 75  
6 051505-3 0.374 ± 0.012 0.174 ± 0.033 100   100   
7 051505-4 0.353 ± 0.020 0.184 ± 0.019 100   62 38  
8 051505-5 
0, 1 
0.342 ± 0.016 0.225 ± 0.040 75 12 13 75 12 13 
Average  0.349 ± 0.020 0.202 ± 0.027   
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prediction accuracy for all 8 chromosomes in 0/1 format than those in 0/1/2/3 format on both 
the training and test sets.  By the 20th generation, 8 chromosomes with 0/1 format in the four 
experiments showed prediction accuracy above 80% on the test set and 75% or above on the 
training set; only 1 out of 32 chromosomes had prediction accuracy less than 70%.  All 8 
chromosomes in experiment 051505-3 showed 100% prediction accuracy on both the training 
and the test sets. In the chromosome format of 0/1/2/3, the results are more scattered.  A 
lower percent of chromosomes showed prediction accuracy above 90% and a higher percent 
showed prediction accuracy less than 70%.  The prediction results also show that better 
prediction accuracy on the training set leads to better prediction on the test set.  Therefore it is 
important to develop quality chromosomes: high quality chromosomes result in better 
prediction. 
 
Table 4-8 lists the prediction results for some of the experiments in Table 4-7 every 5 
generations. The major changes in the chromosomes in the 0/1 format happened in the first 
10 generations. All chromosomes reached 90-100% prediction accuracy by the 10th 
generation and the search optimum was reached much quicker.  The chromosomes in 0/1/2/3 
format were still changing at 20 generations; as the number of generations increased, the 
percentage of chromosomes showing 90-100% prediction accuracy increased and <70% 
prediction accuracy decreased, however, the search optimum was not reached by the 20th 
generation.  The chromosomes in experiment 051405 didn’t change very much through 20 
generations.  This could be just due to randomization, and it also indicates that more 
generations should be run.  Overall the results in Table 4-7 and Table 4-8 show better 
performance for the chromosomes in 0/1 format than in 0/1/2/3 format. 
 
Interestingly, It was also found that the number of 3’s and 2’s associated with the first 
generation chromosomes in the 0/1/2/3 format decreased rapidly in subsequent generations 
through crossover.  Table 4-9 lists the changes in the number of 3s, 2s, 1s and 0s in  
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chromosome 051305-0.  At the second generation, the sum of number of 3 and 2 was only 1/3 
of the original number (18).  There was no 3 intensity in this chromosome by the 20th 
generation.  The chromosome format 0/1/2/3 is a more complicated format than 0/1 format.  
The format 0/1 only provides the information of peak/no peak; format 0/1/2/3 not only  
 
 
Table 4-8.  Distribution of chromosomes at different generations. 
See Table 4-6 for the experimental conditions. 
 
Chromosomes  0 1 2 3 Chromosomes  0 1  No. 
Generation 
Prediction 
Accuracy 
% 051405 051505-1 051505-2 051505-5 051505-4 
90-100 1   2  
70-80 1 2 2 1 2 1 
< 70 6 6 6 5 6 
90-100  1 3 3 4 
70-80  1 2 4 2 5 
< 70  6 3 1 2 
90-100  2 3 8 8 
70-80 1 2 5   10 
< 70 7 4    
90-100  4 5 8 8 
70-80 1 4 2   15 
< 70 7  1   
90-100  7 3 7 7 
70-80 1 1 2  1 20 
< 70 7  3 1  
 
 
 
provides information about peak presence but also about relative intensity.  This is a more 
difficulty selection, and it is understandable that its evolution is slower and therefore takes 
more runs to develop.  Although an example of chromosome 051305-0 was presented here, 
this is a common observation for chromosomes in the format 0/1/2/3. 
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Table 4-9.  Format changes of the chromosome 051305-0 through 20 generations. 
 Number of 3 Number of 2 Number of 1 Number of 0 
Initial  5 13 72 91 
1st generation 4 10 84 83 
2nd generation 3 3 88 87 
5th generation 2 4 82 93 
10th generation 2 4 75 100 
15th generation 2 2 82 95 
20th generation 0 7 78 96 
 
 
 
b) Format of Spectra in the Training and Test Sets 
The next set of experiments considers the mass spectral data formats in the training and test 
set.  The format in the training and test sets was kept the same because the chromosomes 
developed from the mass spectra in the training set should be applied to the same format of 
spectral data for the compounds in the test set. The intensities of the spectra in the training 
and test sets were changed to two different formats: a) 0/1 (or peak/no peak) format 
(intensities were changed to 1 if there is a peak regardless intensity value and 0 for no peak); 
and b) 0/1/2/3 format (intensities were changed to 3 if the intensity value was equal or greater 
than 200; 2 for intensity values between 50 and 199; 1 for intensities between 1 and 50 and 0 
for no peak).  Table 4-10 summarizes the results for these experiments.   
 
The results in Table 4-10 showed little difference between choice of the spectral formats 0/1 
and 0/1/2/3, but the results from original spectra are significantly lower than the others.  First, 
the correlation values for LAC and NLAC are much lower than those values in the other two 
formats.  Second, the prediction accuracy is much poorer on the test set.  In fact, the data 
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showed the prediction accuracy on the training set was less than 75% for all chromosomes 
developed from the original spectral intensities (the prediction accuracy of other experiments 
on training set in Table 4-10 were reported in Table 4-6 and Table 4-7). The original 
spectral data is much more complicated than the spectral formats 0/1 and 0/1/2/3. 
Besides selecting correct peaks, the GA/CA program has to handle intensity information. 
This could make the search complicated, especially when characteristic peaks in these spectra  
 
Table 4-10. Effect of spectra formats on the classification results. Additional experiment 
conditions not listed in Table 4-3: chromosome format 0/1, generation 20, correlation;  
limit 0.3, mutation rate 2%, search space 20-200. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set Experiment 
 
Training 
&  
Test 
Format RLAC ± STD RNLAC ± STD 100 90-80 ≤ 70 
020905 0.310 ± 0.032 0.096 ± 0.034 38 25 37 
022205 0.309 ± 0.021 0.094 ± 0.022  75 25 
Average 
0/1 
0.310 ± 0.001 0.095 ± 0.001    
051205 0.326 ± 0.015 0.224 ± 0.029 25 75  
051505-3 0.374 ± 0.012 0.174 ± 0.033 100   
051505-4 0.353 ± 0.020 0.184 ± 0.019 62 38  
051505-5 0.342 ± 0.016 0.225 ± 0.040 75 12 13 
Average 
0/1/2/3 
0.349 ± 0.020 0.202 ± 0.027    
032506 0.183 ± 0.065 0.100 ± 0.037  25 75 
032606 0.168 ± 0.025 0.070 ± 0.012  12 88 
Average 
Original 
 
spectra 
0.176 ± 0.011 0.085 ± 0.021    
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do not all have similar distinct intensities but other peaks show significant intensities. This is 
often the case in the mass spectra of aromatics. For example, the M+1 and M+2 peaks are 
usually large because the aromatic ring in a molecule stabilizes the molecular ion peak [3].  
On the other hand, small peaks in the original spectra may not be real peaks but noise or 
background and they may interfere with the search.  The search procedure in this case is 
expected to take longer time and more runs.  Due to the nature of the GA/CA program it is 
not practical to run a large number of generations, therefore, it is not surprising that results 
after only 20th generations were much less satisfactory. 
 
4.3.3 Mutation Rate 
Mutation is used in the GA/CA program to prevent the population of chromosomes from 
becoming too similar.  The mutation operator selects genes in a chromosome randomly at a 
defined rate and changes them to different genes. Because mutation interrupts the normal 
evolutionary process the mutation rate is generally kept small (less than 5%) so that it doesn’t 
affect the algorithm significantly. 
 
Experiments were conducted at three different mutation rates, 2%, 5%, 10% and in two 
different spectral formats.  The results are summarized in Table 4-11.  No significant 
difference was observed between a mutation rate of 2% and 5%, but lower correlation values 
and poorer prediction accuracies were obtained when the mutation rate increased to 10%.  We 
can conclude that the mutation rate should not be over 5%, otherwise changes in the 
chromosomes by mutation is large enough so that it will interfere not only in the GA 
evolution speed but the quality of the chromosomes as well. 
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Table 4-11. The Effect of mutation on the classification results.  Additional experiment conditions not  
listed in Table 4-3: chromosome format 0/1, generation 20, search space 20-200. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy for the 
training set
Percent of chromosomes 
exhibiting the specified 
prediction accuracy for 
the test set
Experiment 
 
Training 
&  
Test 
Format 
HL/LL 
Values 
Mutation 
Rate 
RLAC ± STD RNLAC ± STD 100-90 89-75 ≤ 75 100 90-80 ≤ 70 
051205 0.3 0.326±0.015 0.224±0.029 25 75  25 75  
051505-5 0.3 
0.02 
0.342±0.016 0.225±0.040 75 12 13 75 12 13 
030205 
0/1/2/3 
0.35 0.05 0.370±0.039 0.145±0.028  38 62 38 25 37 
032506 0.2 0.183±0.065 0.100±0.037   100  25 75 
032606 0.2 
0.02 
0.168±0.025 0.070±0.012   100  12 88 
 Average 0.176  0.085   
033006 0.2 0.163±0.028 0.103±0.032   100  12 88 
033106 0.2 
0.05 
0.200±0.025 0.084±0.037  50 50 12 50 38 
 Average 0.182  0.094  
033106-2 0.2 0.137±0.025 0.134±0.044   100   100 
033106-3 0.2 
0.1 
0.145±0.023 0.102±0.023   100   100 
 
Original 
 
Intensity 
Average 0.141 0.118  
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4.3.4 HL and LL Values 
There are two correlation limit systems that are used for defining the acceptance criteria.  
Only one limit value was used for most of the classification experiments for the LAC.  In 
order to show the confidence of the prediction results, a “not sure” zone was created for 
correlation values close to the border of the limit.  The predictions that fall into the “not sure” 
zone may need additional examination or further analysis. The high limit (HL) is used to 
determine whether there is a sufficient degree of correlation for compounds with the 
structural component being sought by the GA process (e.g., LACs).  This value represents a 
lower limit for a LAC. The second limit, the lower limit (LL), is used to determine whether 
there is a sufficient lack of correlation for compounds missing the targeted structural 
component (e.g., NLACs). This value represents an upper limit for a NLAC.  A good 
chromosome is expected to have a correlation result greater than HL when correlating with a 
LAC and less than the LL value when correlating with a NLAC.  The answer will be not sure 
if the calculated correlation result is between HL and LL. Because the HL and LL values 
have to be selected prior to the experiment, several scouting experiments are normally 
conducted to find the best HL/LL values for the experiment. Initial limit values were 
determined by preliminary runs for several generations. Table 4-12 summarizes the results of 
classification of LAC using different HL and LL values. 
 
Limit values are important to the experiments.  Selecting the optimum HL and LL values 
requires careful consideration.  For example, the higher the selected HL value, the more 
difficult it will be to improve the chromosome in each successive generation for LAC.  It may 
become inefficient for NLAC.  If the selected HL value is too low, there is little selectivity in 
the process, which is necessary for optimizing the chromosomes.  Low HL can also cause 
more difficulty in developing better chromosomes for NLAC. Therefore a balance must be 
reached in the selection of the HL and LL values.  The selection of LL utilizes a similar  
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Table 4-12. Effect of the choice of high limit (HL) and low limit (LL) values on the classification results. 
Additional experiment conditions not listed in Table 4-3: chromosome format 0/1, spectra format 0/1/2/3,  
generation 20, search space 20-200,  mutation rate 2%. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy for the 
training set 
Percent of chromosomes exhibiting 
 the specified prediction accuracy  
for the test set Experiment HL   LL 
RLAC ± STD RNLAC ± STD 100-90 89-75 <75 100 80-90 Comment 
051205 0.326 ± 0.015 0.224 ± 0.029 25 75   25 
051505-3 0.374 ± 0.012 0.174 ± 0.033 100    100 
051505-4 0.353 ± 0.020 0.184 ± 0.019 100    62 
051505-5 
0.3 
0.342 ± 0.016 0.225 ± 0.040 75 12 13  75 
All NLAC correct 
040206-5 0.15 0.05 0.316 ± 0.041 0.190 ± 0.030   100 0 0 All LAC correct NLAC incorrect or not sure 
040206-4 0.2 0.1 0.248 ± 0.016 0.106 ± 0.034 38 50 12 12 38 almost all LAC correct  No NLAC incorrect 
040206-3 0.25 0.1 0.296 ± 0.025 0.090 ± 0.024 38 50 12 88 12  
040106 0.3 0.2 0.343 ± 0.019 0.177 ± 0.021 12 88  38 25 0 incorrect for LAC and NLAC 
040106-2 0.35 0.25 0.362 ± 0.015 0.217 ± 0.028  88 12  88 0 incorrect for LAC and NLAC 
040206 0.4 0.25 0.406 ± 0.025 0.213 ± 0.021 38 25 37 38 25 All NLAC correct 0 incorrect for LAC 
040206-2 0.45 0.3 0.236 ± 0.036 0.204 ± 0.024   100 0 0 All NLAC correct LAC incorrect or not sure 
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process and has the same types of consideration in terms of balancing the efficiency of the 
process with the selectivity of the process. While the HL term represents a minimum limit for 
LAC, the LL value represents a maximum limit for NLAC.   
 
As indicated in Table 4-10, HL was started at 0.15 and gradually increased with an increment 
of 0.05 each time; the LL was adjusted accordingly. Generally the LL is set 0.1 to 0.15 lower 
than HL. The results showed that better results were obtained when HL was approximately 
0.25 to 0.3 and LL 0.1 to 0.2.  No significant difference was observed between the use of a 
single limit value and two limit values in this range. When using HL = 0.25 and LL=0.1, 88% 
of the chromosomes show 100% prediction accuracy and 12% of the chromosomes have a 
prediction accuracy of 80 to 90%; no chromosomes have a prediction accuracy below 70%. 
There were no incorrect predictions but some “not sure” predictions.  Table 4-10 clearly 
shows that the selectivity for LAC decreases when HL and LL decrease; none of the NLAC 
can meet the criteria any more. The program predicts all NLAC as LAC or “not sure”.  
Similar results were observed when HL and LL increase; all LAC were predicted as NLAC.  
 
4.4 Comparison of Features  
A comparison of the results using the list of lower aromatic m/z values defined by 
McLafferty with the GA/CA optimized chromosomes in this chapter is provided in Table 4-
13. Since the chromosomes were developed from the training set, prediction results on the 
test set were compared. Correlating McLafferty’s features with the group of 10 compounds in 
the test set yielded an average correlation value for LACs of 0.4, and an average correlation 
value for NLACs of 0.07.  
 
Three chromosomes were selected from the chromosomes with the highest prediction 
accuracy and compared with the feature defined by McLafferty. Chromosome 021905-1 was 
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Table 4-13.  Comparison of feature defined by McLafferty with developed by GA/CA. 
Feature by McLafferty 021905-1 051505-3-1 040106-1 Test 
set Rr Average Rr Rr Average Rr Rr Average Rr Rr Average Rr 
1 0.400 0.358 0.351 0.326 
2 0.380 0.426 0.387 0.343 
3 0.387 0.400 0.375 0.317 
4 0.395 0.358 0.403 0.322 
5 0.412 
0.3951 
0.459 
0.400 
0.362 
0.375 
0.300 
0.321 
6 0.072 0.166 0.178 0.171 
7 0.070 0.173 0.130 0.156 
8 0.085 0.067 0.158 0.122 
9 0.067 0.115 0.178 0.129 
10 0.068 
0.0724 
0.160 
0.136 
0.181 
0.165 
0.186 
0.153 
 38 39 50 51 63 64 74 75 76 38 39 50 (51 63)* 64 (74) 75 76 38 39 50 51 (63) 64 (74) 75 76 38 39 50 51 63 64 (74) 75 (76) 
   
* The peaks in (  ) are not included in the chromosome.
  
112 
developed in a narrower space of 20 to 80 using chromosome format 0/1 and spectral data 
format 0/1/2/3. Chromosomes 051505-3-1 and 040106-1 were developed in a much larger 
space of 20-200. The first chromosome used the same chromosome and data formats as 
021905-1 and the second used the same chromosome format but spectral format 0/1.  
Chromosome 021905-1 and 051505-3-1 used a single correlation limit value of 0.3 while 
040106-1 used HL/LL values of 0.3/0.2.  There were more peaks found in the chromosomes 
developed by the GA/CA.  The characteristic peaks suggested by McLafferty are listed for 
each chromosomes for comparison purposes.  The peaks identified by McLafferty are shown 
in parentheses in Table 4-13 if they were not included in the GA/CA derived chromosomes. 
Although all chromosomes and the feature suggested by McLafferty showed 100% prediction 
accuracy, the correlation values obtained for the NLAC are lower for the feature suggested by 
McLafferty than for the chromosomes developed by the GA/CA program.  Therefore, the 
difference between LAC and NLAC distinguished by McLafferty’s feature is larger.  Note 
that McLafferty’s feature was selected through examination and experience, which needed 
years to develop.  The GA/CA process only takes several hours for development of the 
chromosome and requires no experience.  The three chromosomes in Table 4-13 include 
most of the masses suggested by McLafferty, but none of these chromosomes contain all of 
McLafferty’s masses: chromosome 021905-1 contains 6 out of 9; while 051505-3-1 and 
04010-1 both contain 7 out of 9 masses.  
 
4.5 Conclusion 
 
The GA/CA program was used for the classification of lower aromatic compounds as a first 
challenge.  The search space, chromosome and spectral formats, mutation rate and the limit 
values were investigated in these experiments.  The results showed chromosomes developed 
in a large search space can be as good as those developed in a small search space and 
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correlation limit values are important for the results and need to be determined carefully.  
Although mutation rates of 2% and 5% didn’t have a significant impact on the results, 
mutation can interfere with the GA optimization when the rate increases to 10%. Better 
results were obtained when chromosomes are in 0/1 format and the spectral format is 0/1/2/3.  
Using optimized settings and formats, there were always a certain percentage of the 
chromosomes that provide 100% prediction accuracy among 8 chromosomes developed 
simultaneously through 20 generations. These chromosomes are compatible with the features 
defined by McLafferty and sufficient to use for classification of lower aromatic compounds. 
Poorer results were observed in handling more complicated data, for example, higher 
dimensional chromosomes with either the 0/1/2/3 format or original spectral intensities.  In 
these cases the GA/CA may need more generations to develop chromosomes that can perform 
the task efficiently. It is possible that further improvements in the GA/CA program could be 
realized by running the GA process through a larger number of generations.  As the 
development work within this study was done manually, there was a practical limit in 
transforming the data.  However, if this program was modified, then this theory could be 
tested.   
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5.1 Introduction 
 
Chlorine has very characteristic peaks in the mass spectrum due to its unique isotope pattern.  
It is an essential test for any spectral search or classification program to recognize chlorine- 
containing compounds from their mass spectra.  Therefore the GA/CA program was put to 
the test with experiments performing classification of chlorine-containing compounds. 
 
5.2 Calculation Details 
 
5.2.1 Training and Test Sets 
The training set initially contained 40 compounds but was later increased to 60 compounds of 
which half were chlorinated compounds (ClC) and the other half were non-chlorinated 
compounds (NClC). The test set contained 5 compounds containing chlorine and 5 
compounds not containing chlorine.  The list of compounds in both the training and test set 
are given in Table 5-1.  ClCs in the training and test sets were selected to include small, 
medium and large molecules with both single and multiple Cl substitutions.  As the 
chromosomes are developed based on the training set, the chromosomes can include 
characteristic peaks for many different ClCs when the training set contains a larger variety of 
ClCs.  The different ClCs in the test set are used to test whether the chromosomes that are 
developed are able to recognize different types of ClCs.  In order for the Cl pattern to be 
distinct, the ClCs were selected containing no other atoms besides C, H and Cl and no other 
functional groups except double bonds.  The initial selection of NClCs for the training and 
test sets shared some compounds used in the lower aromatic experiments, which were mostly 
hydrocarbons.  The compounds numbered 21 through 30 in the training set in Table 5-1 were 
added after the experiments were started in order to include compounds with additional 
functional groups.  
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Table 5-1. List of compounds in the training and test sets 
Training Set 
 Chlorine Containing Compounds Non Chlorine Containing Compounds 
1 1,1,1-trichloro-propane 1,2,3,4-methylbenzene 
2 1,1,1-tris(chloromethyl)ethane 1-ethyl3,5-dimethylbenzene 
3 1,2,3,5-tetrachloro-4,6-dimethylbenzene 1-pentanol 
4 1,3-dichlorobutane 2-2-4-trimethylpentane 
5 1,2-dichlorohexane 2-butenal 
6 1,3,5-trichlorobenzene 2-ethoxy-2-methylpropane 
7 1,4-dichlorobenzene 2-methoxyethoxy-ethene 
8 1,9-dichlorononane 3-pentanone 
9 1-chlorobutane 4-hydroxy-3-hexanone 
10 1-chloroheptane benzamide 
11 1-chloromethyl-4-methylbenzene benzene 
12 1,2,3,5-tetrachloro-4,6-dimethylbenzene bromobenzene 
13 2-chloro-2-methylpropane cyclohexane 
14 2-chlorobutane diethylaminoacetone 
15 carbon tetrachloride ethyl sec-butyl ether 
16 chlorobenzene ethylbenzene 
17 dichloromethylbenzene hexane 
18 hexachloro-benzene hexanoic acid 
19 trichloroethylene isopropyltoluene 
20 trichloromethane tetrahydronaphthalene 
21 parachlorophenol 1-ethenyl-4-methylbenzene 
22 2-chloroethylbenzene 1-pentanethiol 
23 chlorocyclohexane 2,3-dimethylbutane 
24 3-chlro-2-methylbutene 3-cyclohexenone 
25 1-chlorocyclopentene 3-methylphenol 
26 1-chlorobutene benzaldehyde 
27 2-chloro-4-methylpentane butanone 
28 benzylchloride ethanol 
29 1,2-dichloropropane isobutylamine 
30 2-chloro-2-methylbutane methylbromide 
Test Set 
1 1-chloro-4-ethylbenzene toluene 
2 1-chloro-4-chloromethylbenzene isopropylbenzene 
3 1,1,2-trichloroethane butane 
4 1-chloro-2-methylpropane 3-ethylpentane 
5 3-chlorohexane 2,2,5-Trimethylhexane 
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5.2.2 Program Settings 
 
The GA/CA classification procedure was described previously in chapter 3.  The basic 
program parameters are given in Chapter 3; the specific parameters for chlorine classification 
are listed in Table 5-2. Two chromosome formats (0/1 and 0/1/2/3) were used in these 
experiments.  The spectral format used in the training and test sets was 0/1/2/3 only. The 
procedure to reformat the spectra was described in chapter 4 and is only stated briefly here. 
Peak intensities were changed to 3 if the intensities were equal or greater than 200; to 2 for 
intensities between 50 and 199; to 1 for intensities that were less than 50 but greater than 0; 
and to 0 for intensity 0.  Different mutation rates were tested in some experiments. The 
correlation values for chlorinated compounds RCl and non-chlorinated compounds RNCl, the 
corresponding standard deviation, as well as prediction accuracy, were calculated and 
reported in evaluation of the results.   
 
Table 5-2.  Basic parameters of the GA/CA experiments 
 
 
Program Parameters Values 
chromosome format 0/1  & 0/1/2/3 
initial chromosome  50%-1+ 50%-0 
size of training set  40 (20 CIC, 20 NCIC) 60 (30 CIC, 30 NCIC) 
GA 
size of test set 10 (5 CIC, 5 NCIC) 
spectrum type 
mass spectra 
neutral loss spectra 
Parent loss spectra 
data treatment none 
Correlation 
spectra format 0/1/2/3 
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Unlike the results from the lower aromatic compounds described in chapter 4, the chlorine 
experiments used not only mass spectra but neutral loss spectra and parent loss spectra as 
well.  Both the neutral loss and parent loss spectra emphasize mass losses.  Neutral loss 
spectra focus on the differences between any two peaks in the mass spectrum, which includes 
losses from any ion in the spectrum.  Parent loss spectra only focus on the differences 
between the observed peaks and the parent mass: these are losses from the parent ions only.  
As chlorine is often observed as a loss, it was important to investigate the utility of using the 
neutral loss and parent loss spectra in these experiments.  Note that the CORRELAT program 
can convert the mass spectra to neutral loss and parent loss spectra. A detailed description 
and an example of how neutral loss and parent loss spectra are calculated from a mass 
spectrum was demonstrated for the compound benzene in chapter 1.  
 
5.3 Results and Discussion 
 
5.3.1 Classification with Mass Spectra 
Similar to the experiments involving the lower aromatic classification, the chlorine 
experiments started with the same GA/CA program settings. First the mass spectra of the 
compounds in the training were used in development of the chromosomes; compounds in the test 
set were used for the calculation of prediction accuracy.  The results from 6 experiments are 
summarized in Table 5-3.  Chromosomes were developed in the mass range 20 to 128; one 
experiment limited the mass range to ions occurring in the spectrum of trichloromethane.  HL/LL 
values of 0.35/0.25 were used in most of the experiments, except for two experiments that used 
values of 0.3/0.2 and 0.4/0.2. Three different mutation rates (0.01, 0.02, 0.05) were used in the 
experiments. RCl  is the average correlation result of 8 chromosomes with chlorine containing 
compounds in the test set, and RNCl is the average correlation result of 8 chromosomes with 
nonchlorine containing compounds in the test set.   Note that for the section of the Table 5-3  
  
119
Table 5-3. Average correlation values and prediction results of chlorine classification using mass spectra 
Additional experiment settings: generations 30. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes  
exhibiting the specified 
prediction accuracy for the 
training set File # Search Space HL/LL 
Chromosome 
Format  
Mutation 
Rate 
RCl ± STD RNCl ± STD 
Highest 
prediction 
accuracy 
on test set 100-90 89-75 < 75 
042905* 0.35/0.25 0.05 0.321 ± 0.022 0.262 ± 0.036 70 %   100 
043005* 0.3/0.2 0.05 0.305 ± 0.027 0.201 ± 0.038 60 %   100 
043005-2* 0.35/0.25 0.02 0.278 ± 0.029 0.190 ± 0.026 70 %   100 
050105* 0.35/0.25 
0/1/2/3 
0.01 0.343 ± 0.016 0.226 ± 0.022 60 %   100 
050205* 
20-128 
0.35/0.25 0.02 0.338 ± 0.018 0.282 ± 0.008 50 %   100 
050205-2* Trichloromethane 0.4/0.2 
0/1 
0.02 0.376 ± 0.018 0.297 ± 0.021 60 %   100 
 
 * Experiments were conducted on the training set containing 40 compounds. 
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quantifying the prediction accuracy for the test set, the prediction accuracy can only take on 
values of 100%, 90%, 80%, 70%, etc., because there are 10 compounds in the test set. There 
is no prediction accuracy between 91 and 99, 81 and 89 etc.  This applies to all prediction 
accuracies specified for the test set in this chapter. 
 
As seen in Table 5-3, poor prediction accuracy was obtained consistently using mass spectra 
in all 6 experiments.  The highest prediction accuracy obtained is 70%.  The average 
correlation values for ClCs ranged between 0.28 to 0.38, while the correlation values ranged 
from 0.19 to 0.30 for the NClCs.  The differences in the average correlation values between 
RCl and RNCl are quite small, meaning that the chromosomes developed cannot distinguish the 
ClC and NClC sufficiently.  Note that the prediction accuracy of the chromosomes on the 
training set was less than 70% for all chromosomes.  Although the GA/CA program was 
tested with different mutation rates, HL/LL values and chromosome formats, the results did 
not show significant improvement.  Even for the experiment run with the search space limited 
to ions in the spectrum of trichloromethane, the results are comparable with the other 
experiments and did not show significant improvement.  
 
The results for 8 chromosomes in a typical experiment (043005-2) are listed in Table 5-4.  
Generally the predictions for NClCs are better than ClCs. Using HL=0.35 and LL=0.25 in the 
experiments, we can see most of the correlation values for NClC are below 0.25 except for 
several values of toluene and chromosome #6 whose correlation values are generally higher 
than the others. The correlation values for the ClCs are not consistent.  There are more ClCs 
whose correlation values were < 0.35 than those ≥ 0.35.  In fact, most of the CICs were 
predicted as NCICs or “not sure”.  
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Table 5-4. Correlation values and prediction accuracy of chromosomes in experiment 043005-2 on the test set 
Experiment parameters: see Table 5-3 
 
 
Name of Compounds 1 2 3 4 5 6 7 8 
1-chloro-4-ethylbenzene 0.141 0.141 0.162 0.144 0.126 0.200 0.156 0.162 
1-chloro-4-chloromethylbenzene 0.317 0.273 0.299 0.262 0.232 0.310 0.278 0.342 
1,1,2-trichloroEthane 0.339 0.279 0.401 0.259 0.294 0.472 0.289 0.301 
1-Chloro-2-methylPropane 0.198 0.237 0.241 0.344 0.242 0.327 0.287 0.215 
3-chlorohexane 0.358 0.370 0.369 0.372 0.330 0.393 0.369 0.282 
Toluene 0.227 0.257 0.188 0.224 0.292 0.227 0.265 0.207 
IsopropylBenze 0.174 0.177 0.154 0.164 0.239 0.185 0.252 0.171 
Butane 0.140 0.188 0.221 0.136 0.109 0.333 0.135 0.128 
3-ethylpentane 0.154 0.142 0.150 0.211 0.169 0.226 0.170 0.162 
2,2,5-Trimethylhexane 0.179 0.161 0.205 0.199 0.120 0.284 0.132 0.150 
Average RCl 0.270 0.260 0.295 0.276 0.245 0.340 0.276 0.260 
Average RNCl 0.175 0.185 0.184 0.187 0.186 0.251 0.191 0.164 
Prediction Accuracy 60 50 70 60 40 50 40 50 
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As a halogen, chlorine has a high electronegativity value of 3.0 (the highest electronegativity 
possible is 4.0) [1].  This means that chlorine has a strong attraction to electrons.  Due to this 
property, chlorine obtains an electron and invariably exists as Cl- in nature.  We would expect 
that in the ionization process, chlorine would either retain an electron and exist as a negative 
fragment or be lost as a neutral or radical.  Therefore, chlorine would preferentially be 
observed in negative mode of the mass spectrum.  However, the mass spectra we obtained 
from the NIST library are positive ion electron impact mass spectra [2].  The information 
about chlorine that we tried to find is simply not included in the mass spectral data used and it 
is not surprising that we obtained poor results.  In fact, we found that most of the mass 
spectra of chlorine-containing compounds in this classification do not contain the two 
isotopes of chlorine of 35 and 37 (the peak intensities are at the same level as the 
background).  These results suggest that we should investigate the use of neutral loss and 
parent loss spectra.  Therefore the classification experiments were repeated using neutral loss 
spectra and parent loss spectra as described below. 
 
5.3.2 Classification using Neutral Loss Spectra 
The mass spectra in the training and test sets were converted to neutral loss spectra using the 
CORRELAT program.  The settings for the GA program were kept the same as described in 
section 5.3.1. Classification of chlorine was conducted while the experiments investigated 
search space, mutation rate, chromosome format and optimized HL and LL values.  Table  
5-5 summarizes the results using the 0/1 chromosome format and 0/1/2/3 format for the 
neutral loss spectra. Experiments were conducted using a search space of 20 to 128 due to the 
fact that the expected losses of chlorine as 35 and 37 (and HCl as 36 and 38) are well below 
128.  Four experiments were performed using the chromosome format 0/1, spectral format 
0/1/2/3and a mutation rate of 0.02.  The HL/LL values were also adjusted.  Although the 
correlation values RCl and RNCl for the 4 experiments are similar (RCl ranged from 0.07 to 
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Table 5-5. Average correlation results and prediction accuracy using chromosome format (0/1) and neutral loss spectra 
Additional experiment settings: spectra format 0/1/2/3; mutation rate 0.02; search space 20-128; generations 20. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the test set 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the training set File # HL/LL 
RCl ± STD RNCl ± STD 100-90 80-70 ≤ 60 100-90 89-75 < 75 
052405* 0.07/0.06 0.070 ± 0.002 0.043 ± 0.002  100    100 
060605* 0.065/0.055 0.082 ± 0.002 0.051 ± 0.004  88 12   100 
060705* 0.0625/0.0525 0.081 ± 0.003 0.055 ± 0.002  75 25   100 
060805* 0.06/0.05 0.076 ± 0.002 0.051 ± 0.004  38 62   100 
          
 * Experiments were conducted on the training set containing 60 compounds. 
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0.082, while RNCl varied from 0.043 to 0.055), the prediction accuracy of the 8 chromosomes 
in each experiment decreased as the HL/LL values decreased.  The prediction accuracy of all 
8 chromosomes in experiment 052405 was between 70 to 80% with HL/LL 0.07/0.06.  When 
HL/LL values decreased to 0.065/0.055 in experiment 060605, the percent of chromosomes 
showing a prediction accuracy between 70 to 80% was decreased to 88%, while the 
remaining 12% of the chromosomes showed a prediction accuracy less than 60%.  Only 38% 
of the chromosomes showed a prediction accuracy between 70 to 80% when the HL/LL 
values decreased to 0.06/0.05 in experiment 060805, the other 62% were less than 60%.  
From the results shown in Table 5-5, the best predictions were obtained at HL/LL values 
0.07/0.06 and 0.065/0.055. Under these conditions the majority of the chromosomes showed 
prediction accuracies between 70 and 80%.  However, there was no chromosome that showed 
a prediction accuracy of 100%.  The accuracy of the chromosomes on the training set was 
also quite low; all chromosomes showed a prediction accuracy of less than 75%. 
 
 
Table 5-6 shows the results using the chromosome format 0/1/2/3.  The experiments were 
conducted for three different search spaces: 30-80, 20-128 and 20-200.  Several experiments 
were conducted to optimize the HL/LL values at each experimental setting.  Similar to the 
results obtained using the chromosome format 0/1, the average correlation values decrease as 
the HL/LL values decreased. The prediction accuracies in the search space of 30-80 m/z are 
better than those in the large search spaces.  For example there are four chromosomes in 
experiment 041505 that showed prediction accuracies of 90%. The reason for the better 
results in the smaller search space could be the increased possibilities of selection of chlorine 
characteristic peaks.  The results using chromosome format 0/1/2/3 in the search spaces of 
20-128 and 20-200 didn’t show significant changes from those found in Table 5-5, using the 
chromosome format 0/1. The prediction accuracy of the chromosomes on the training set are 
less than 75%; the highest prediction accuracy on the test set is between 70 and 89%. 
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Table 5-6. Average correlation results and prediction accuracy using chromosome format (0/1/2/3) and neutral loss spectra 
Additional experiment settings: spectra format 0/1/2/3; mutation rate 0.02; search space 20-128. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes  
exhibiting the specified 
prediction accuracy for the  
test set 
Percent of chromosomes  
exhibiting the specified 
prediction  
accuracy for the training set File # 
Search 
Space Generation HL/LL 
RCl ± STD RNCl ± STD 100-90 80-70 ≤ 60 100-90 89-75 < 75 
041505** 30 0.05/0.04 0.062 ± 0.002 0.024 ± 0.002 50 50   38 62 
042205** 30 0.06/0.05 0.066 ± 0.003 0.032 ± 0.002  88 12  12 88 
042305** 
30-80 
30 0.07/0.06 0.067 ± 0.004 0.038 ± 0.002  100    100 
042005** 30 0.06/0.05 0.071 ± 0.006 0.034 ± 0.003  75 25   100 
060905* 20 0.0625/0.0525 0.077 ± 0.004 0.052 ± 0.004  75 25   100 
061005* 
20-128 
20 0.0625/0.0525 0.076 ± 0.007 0.055 ± 0.006  25 75   100 
041605** 30 0.05/0.04 0.084 ± 0.002 0.039 ± 0.002  75 25   100 
041905** 
20-200 
30 0.07/0.055 0.091 ± 0.004 0.042 ± 0.003  100    100 
 
*  Experiments were conducted on the training set containing 60 compounds. 
**  Experiments were conducted on the training set containing 40 compounds. 
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The effect of mutation rate on the chlorine classification was also investigated in this section.  
Experiments were performed at 4 different mutation rates using the chromosome format 0/1, 
spectrum format 0/1/2/3 and search space 20-128.  HL/LL values were set to 0.06/0.05 for all 
four experiments. Figure 5-1 shows the effect of mutation rates on the average correlation values. 
The correlation values at different mutation rates are similar, between 0.071 and 0.076 for ClCs 
and between 0.034 and 0.047 for NClCs.  Overall, the mutation rates showed little effect on the 
results.  The prediction accuracies of the same experiments are plotted in Figure 5-2.  Better 
prediction accuracies were found at the lower mutation rates of 0 and 0.02 than at the higher 
mutation rates of 0.05 and 0.1.  Overall, the best prediction was achieved in the mutation rate of 
0.02.  Note that the largest difference between RCl and RNCl was also obtained using the mutation 
rate of 0.02.  Although the effect of mutation rate is not large and there may be some effect 
simply due to randomization, most of the later experiments used mutation rate of 0.02. 
 
 
 
 
Figure 5-1. Effect of mutation rates on the correlation values for classification of Cl 
containing compounds using neutral loss spectra. Additional experiment settings: 
chromosome format 0/1, spectra format 0/1/2/3; HL/LL 0.06/0.05; search space 20-128. 
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Figure 5-2. Effect of mutation rates on prediction accuracy for classification of Cl- 
containing compounds using neutral loss spectra.  Additional experiment settings: 
chromosome format 0/1, spectra format 0/1/2/3, HL/LL 0.06/0.05, search space 20-128. 
 
 
5.3.3 Classification with Parent Loss Spectra 
 
The parent loss spectra were calculated from the mass spectra and used in the same classification 
experiments.  Unlike neutral loss spectra, the parent loss spectra include only losses from the 
parent ions.  In a chlorine search this means that Cl or HCl will be found only if it is lost from the 
parent molecule, not from other fragments.  The mass spectra in the training and test sets were 
converted to parent loss spectra using the CORRELAT program.  A total of 9 experiments were 
conducted using chromosome format (0/1) and 4 experiments using chromosome format 
(0/1/2/3). Search spaces of 20-128 and 20-200 were compared in each chromosome format.  A 
mutation rate of 0.02 was used in all the experiments.  
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The results using chromosome format (0/1) are summarized in Table 5-7.  The overall prediction 
accuracies are better compared to the earlier results using mass spectra and neutral loss spectra.  
The prediction accuracy on the training set is no longer less than 75%; in fact, 7 chromosomes in 
the 9 experiments showed prediction accuracy between 75 and 89%.  Five experiments were 
conducted at different HL/LL values in the search space of 20-128 (as before, the initial HL/LL 
values were determined from scouting experiments).  The HL value was increased in 0.025 
increments starting from 0.3 up to 0.4; at the same time the LL value was increased from 0.2 to 
0.3.  The best prediction accuracy was obtained with HL/LL = 0.375/0.275 in experiment 
062105-2 (file# 062105-20), where 75% of the chromosomes developed showed a prediction 
accuracy of 100%.  When experiments were performed in the larger search space of 20-200, 38% 
chromosomes showed a prediction accuracy of 100% with the optimized HL/LL values of 0.3/0.2 
in experiment 062705.  
 
We know there are four typical chlorine characteristic peaks at m/z=35, 36, 37 and 38.  As we 
expect the GA/CA program to find only 4 peaks, the initial setting of 50% 1’s in the starting 
chromosomes may be too high (it means half of the peaks in the chromosomes are chlorine 
characteristic peaks).  Therefore experiments 070305 and 070505 in Table 5-7 were conducted 
with the same settings as 062706 except the initial chromosomes were created with only 10% and 
15% 1’s, respectively.  Even starting with fewer 1’s, it was found that the number of 1’s increased 
as the number of generations increased through crossover. At generation 30, the number of 1s 
increased to 38% in 070305 and 36% in 070505. The prediction accuracy of these two 
experiments with low percent 1’s in the initial chromosomes are slightly lower than those where 
the chromosomes were initialized with 50% 1’s.  We understand that it is more difficult to find 4 
peaks out of 180 peaks by selecting 25 peaks (equivalent to setting 10 to 15% 1s in the 
chromosome) than by selecting 90 peaks.  It may be that it would take a longer time (more 
generations) for the GA/CA routine to find these 4 peaks by selecting only 25 peaks each time.  
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Table 5-7. Average correlation values and prediction accuracy using chromosome format (0/1) and parent loss spectra 
Additional experiment settings: spectra format 0/1/2/3; mutation rate 0.02; generations 20. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the test set 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the training set File # Search Space HL/LL 
RCl ± STD RNCl ± STD 100-90 80-70 ≤ 60 100-90 89-75 < 75 
061805 0.3/0.2 0.387 ± 0.021 0.179 ± 0.007  100   12 88 
062005 0.325/0.225 0.389 ± 0.019 0.265 ± 0.036  38 62   100 
061905 0.35/0.25 0.375 ± 0.014 0.182 ± 0.024 38 62   25 75 
062105-2 0.375/0.275 0.426 ± 0.013 0.173 ± 0.010 75 25   50 50 
062105 
20-128 
0.4/0.3 0.452 ± 0.019 0.228 ± 0.0365 62 38   12 88 
062605 0.375/0.275 0.347 ± 0.018 0.172 ± 0.019  62 38   100 
062705* 0.3/0.2 0.309 ± 0.018 0.101 ± 0.019 38 50 12  12 88 
070305* 0.3/0.2 0.294 ± 0.012 0.135 ± 0.017 12 38 50  25 75 
070505* 
20-200 
0.3/0.2 0.286 ± 0.025 0.112 ± 0.012 12 12 76  38 62 
 
* The experiments were run with 30 generations. 
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However, this difference decreases as the generations increase due to the gradual increase in the 
number of 1’s in the chromosomes. Eventually these chromosomes contain approximately 50% 
1’s, similar to those chromosomes starting with 50% 1’s.  This may be the reason why the 
prediction accuracies obtained by the chromosomes with the lower number of 1’s initially are 
slightly lower.    
 
The results of the experiments using chromosome format (0/1/2/3) for the parent loss spectra are 
listed in Table 5-8.  There are a total of four experiments: two were conducted in the search space 
20-128 and another two were conducted in a larger space of 20-200.  There are chromosomes that 
show between 90-100% prediction accuracy in each experiment; but the number of chromosomes 
with prediction accuracy less than 60% was lower in the smaller search space.  25% of the 
chromosomes show 90% prediction accuracy in the search space 20-128.  The chromosomes 
having prediction accuracy between 90 to 100% were 12% and 25% from the two experiments 
conducted in the search space 20-200.  There was no chromosome in format (0/1/2/3) that showed 
100% prediction accuracy in the 4 experiments in Table 5-8.   
 
5.4 Comparison of Classification by Chlorine Isotope Pattern and Chromosomes Developed by 
the GA/CA Program 
 
Chlorine characteristic peaks in the mass spectrum (m/z=35, 36, 37 and 38) have been used for 
the identification of Cl [3].  We have described the chromosomes developed by the GA/CA 
program for classification of chlorine containing compounds.  In this section, we will compare the 
classification results obtained by use of chlorine characteristic peaks with those determined by the 
chromosomes developed by the GA/CA routine.  In order to perform the comparison, two 
chromosomes (we call them the chlorine chromosomes) were made up of only four chlorine 
characteristic peaks (35, 36, 37, 38) in two different formats as follows: 
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Table 5-8. Average correlation values and prediction accuracy using chromosome format (0/1/2/3) and parent loss spectra 
Additional experiment settings: spectra format 0/1/2/3; mutation rate 0.02; generations 20. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the test set 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the training set File # Search Space HL/LL 
RCl ± STD RNCl ± STD 100-90 80-70 ≤ 60 100-90 89-75 < 75 
062405 0.375/0.275 0.392 ± 0.018 0.188 ± 0.010 25 62 12   100 
062505 
20-128 
0.35/0.25 0.409 ± 0.015 0.198 ± 0.010 25 75   12 88 
062805 0.3/0.2 0.321 ± 0.022 0.164 ± 0.019 25 38 37   100 
062905 
20-200 
0.3/0.2 0.277 ± 0.026 0.119 ± 0.020 12 38 50  12 88 
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 0/1 format 
Row 1    ….0 0 0 0 1 1 1 1 0 0 0 0 ….   
Row 2     31 32 33 34 35 36 37 38 39 40 41 42     
   
0/1/2/3 format 
Row 1    ….0 0 0 0 3 2 1 1 0 0 0 0 ….   
Row 2     31 32 33 34 35 36 37 38 39 40 41 42     
 
Row 1 in the chromosome is intensity and row 2 is mass.  These chlorine chromosomes are 
set for the same size as the search space. For example, if the experiment is conducted in the 
search space of 20-200, the masses in the chlorine chromosomes range from 20 to 200 and 
the intensity at all masses is 0 except for the 4 peaks defined above.  The chlorine 
chromosomes were correlated with the parent loss spectra in the test set.  The chromosomes 
developed from parent loss spectra were selected from two different formats for comparison.  
Table 5-9 shows the prediction results of these 6 chromosomes on the test set. 
 
As shown in Table 5-9, the average correlation values obtained by the chlorine chromosomes 
are generally lower than those obtained by the chromosomes developed by the GA/CA 
program in both chromosome formats.  Although the differences of the average correlation 
values of ClC are not significant, the differences are large for the NClCs between the chlorine 
and GA/CA chromosomes. The correlation values of the last three NClCs using the chlorine 
chromosomes are much lower compared with those from GA/CA chromosomes. Because the 
chlorine chromosomes were created manually for comparison purpose, there are no HL and 
LL values that can be used for the calculation of prediction accuracy.  If one did not know the 
identification of the test compounds, one would put toluene and isopropyl benzene into the 
same class as chlorine containing compounds based on the correlation values calculated by 
the chlorine chromosomes.  The correlation values of toluene and isopropyl benzene are 
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Table 5-9. Comparison of correlation values between chlorine chromosomes and GA/CA chromosomes. 
 Prediction results of “not sure” are highlighted in grey. 
 
Chromosome 
Name of compounds 
in the test set Cl characters 
(0/1) 
Cl characters 
(0/1/2/3) 
062705-2 
(0/1) 
062705-6 
(0/1) 
062805-2 
(0/1/2/3) 
062905-0 
(0/1/2/3) 
1-chloro-4-ethylbenzene 0.3443 0.3732 0.3404 0.3488 0.3907 0.3956 
1-chloro-4-chloromethylbenzene 0.2654 0.3149 0.3054 0.3163 0.3281 0.3096 
1,1,2-trichloroEthane 0.2619 0.2789 0.3348 0.3537 0.2361 0.2932 
1-Chloro-2-methylPropane 0.3078 0.2576 0.3074 0.3057 0.3766 0.3083 
3-chlorohexane 0.2309 0.1757 0.3322 0.3211 0.3271 0.3198 
Toluene 0.1319 0.0602 0.0790 0.0786 0.1528 0.0699 
IsopropylBenzene 0.1093 0.0499 0.1834 0.1693 0.1583 0.1739 
Butane 2.365E-11 2.159E-11 0.0719 0.0834 0.0676 0.0795 
3-ethyl-pentane 3.469E-18 -1.128E-17 0.1310 0.1302 0.1583 0.1932 
2,2,5-Trimethylhexane 3.469E-18 2.082E-17 0.0613 0.0609 0.1604 0.1581 
RCC 0.282 ± 0.040 0.280 ± 0.065 0.324 ± 0.015 0.329 ± 0.019 0.332 ± 0.054 0.325 ± 0.036 
Coefficient of Variation % 14.0 23.3 4.5 5.7 16.3 11.1 
RNCC 0.048 ± 0.060 0.022 ± 0.027 0.105 ± 0.046 0.104 ± 0.040 0.140 ± 0.036 0.135 ± 0.051 
Coefficient of Variation % 123.4 123.4 43.5 38.0 25.8 37.4 
HL/LL  0.3/0.2 
Prediction  100 100 90 90 
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much closer to the correlation values of ClCs than the other three NClCs.  For example, the 
chlorine chromosome (0/1) showed a correlation value of 0.13 with toluene and 0.11 with 
isopropyl benzene; both of these are much close to the correlation values of ClCs (0.23 to 
0.34) than to the other three NClCs (10-11 to 10-18).  Therefore it is easy to misclassify toluene 
and isopropyl benzene as ClCs.  On the other hand, the correlation values obtained by the 
chromosomes developed by the GA/CA are more consistent, especially for NClCs.  The 
coefficient of variation (CV) for NClCs are 26 to 44% for the chromosomes developed by the 
GA/CA program, but 123% using the chlorine chromosomes.  It is obvious that the GA/CA 
chromosomes separate the test compounds into two groups.  The reason that the GA/CA 
chromosomes showed smaller coefficient of variation may be that the chromosomes are 
developed from real data, which contains not only chlorine characteristic peaks but many 
other peaks, including background and noise.  
 
Table 5-10 shows the profile of the Cl characteristic peaks (35, 36, 37 and 38) of 8 
chromosomes in the experiments 062705 over the course of 30 generations.  Experiment 
062705 was a parent loss experiment using chromosome format (0/1) and search space 20-
200. The initial chromosomes were created randomly.  Note that most of the starting 
chromosomes contained no Cl characteristic peaks, except for peak 37 in chromosome 4 and 
chromosome 6. We can see that the program identified the chlorine characteristic peaks 
quickly.  Every chromosome has peak 35 by generation #9. It is also interesting to note that 
once peak 35 was found by the program, it generally stays through all future generations, 
while the other three characteristic peaks (36, 37 and 38) come and go much more often than 
peak 35.  In the 30th generation, every chromosome contained peaks 35 and 38; and 6 out of  
the 8 chromosomes contained peak 36.  Only one chromosome had peak 37 in the 30th 
generation, although 2 initial chromosomes contained it. 
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Table 5-10. Profiles of chlorine characteristic peaks over 30 generations (062705). 
 
 Chrom 1 Chrom 2 Chrom 3 Chrom 4 Chrom 5 Chrom 6 Chrom 7 Chrom 8
1        37   37
2   37     37 37   37
3   37     37 37   37 37 37
4   37    37 37 38 37  35 37 37
5 35  37    37 38 35 37 38 37 38   37 38 37 37 38
6 35  37 38    35 37 38 35 37 37 38 35 37 38 37
7 35  37 38    37 38 35 37 35 37  35 37 37 38 35 37 38
8 35  37     37 38 35 37 35 37  35 37 38 35 37 38
9 35  37 38 35   35 36 37 35 37 35 37 38 35 37 38 35 37 38 35 37
10 35  37 38 35  37 35 37 38 35 36 37 35 37 38 35 36 37 35 36 37 35 37 38
11 35  37 38 35  37 38 35 37 38 35 37 38 35 36 37  35 37 38 35 37 38 35 36 37
12 35  37 38 35 36 37 35 36 35 36 37 35 36 37  35 37 38 37 35 36 37
13 35  37 38   37 35 36 37 35 36 37 35 36 37  35 36 37 35 36 37 35 36 37
14 35  37 38 35 36 37 35 36 37 35 36 35 36 37  35 36 37 35 37 38 35 36 37
15 35 36 37  35  37 38 35 36 37 35 36 37 35 36 37  35 36 37 35 36 35 36 37
16 35 36 37  35 36 37 35 37 38 35 37 38 35 36 37  35 37 38 35 36 37 35 36
17 35 36 37  35  37 38 35 36 37 35 36 37 35 36 37  35 36 37 35 37 38 35 36 37
18 35 36 37  35 36 37 35 36 37 35 36 37 35 36 37  35 36 37 37 38 35 37 38
19 35 36 37  35  37 38 35 36 37 35 37 38 37 38 35 36 37 35 36 37 35 36 38
20 35 36  38   37 38 35 37 38 35 37 38 35 36 37  35 36 37 38 35 36 37 38
21 35 36  38 35 36 37 35 37 38 35 37 38 35 36 37 38 35 37 38 35 36 37 38 35 37 38
22 35 36  38 35 36 37 38 35 37 38 35 37 38 35 37 38 35 37 38 35 37 38 35 36 37
23 35 36  38 35  37 38 35 37 38 35 36 37 38 35 36 38 35 37 38 35 36 38 35 36 37
24 35 36  38 35  37 38 35 37 38 35 37 38 35 36 37  35 37 38 35 36 38 35 36 38
25 35 36  38 35 36  38 35 36 38 35 37 38 35 36 38 35 37 38 35 36 37 35 37 38
26 35 36  38 35  37 38 35 37 38 35 36 38 35 36 38 35 37 38 35 36 37 35 37 38
27 35 36  38 35 36  35 36 38 35 36 37 35 36 38 35 37 38 35 36 38 35 36 38
28 35 36  38 35 36  38 35 36 38 35 36 38 35 36 37  35 37 38 35 36 38 35 36 38
29 35 36  38 35 36  38 35 36 38 35 36 37 35 36 38 35 37 38 35 36 38 35 36 38
30 35 36  38 35 36  38 35 36 38 35 36 38 35 38 35 37 38 35 36 38 35 36 38
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5.5 Conclusion 
 
The classification of chlorine-containing compounds was performed by the GA/CA program. The 
experiments were conducted on mass spectra, neutral loss spectra and parent loss spectra.  The 
classification failed using mass spectra because the data collected in positive ion mode generally 
do not contain the chlorine information. These results show that better prediction accuracy is 
obtained using parent loss spectra rather than neutral loss spectra; this suggests that for this set of 
compounds, the Cl or HCl were mainly lost directly from the parent ion.  
 
Using parent loss spectra, the GA/CA program developed chromosomes showing satisfactory 
results in the classification of chlorine containing compounds. With optimized HL and LL values, 
more than 38% of the chromosomes developed showed 100% prediction accuracy. The GA/CA 
program is able to find the chlorine characteristic peaks quickly and most of these peaks were 
included in the chromosomes developed. Compared to the classification results using chlorine 
characteristic peaks, the chromosomes developed by the GA/CA program showed more 
consistent results for ClCs and NClCs. Mutation rate and search space didn’t show significant 
impact on the results. 
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6.1 Introduction 
 
After the two successful applications of the GA/CA program to the classification of the lower 
aromatic and chlorine-containing compounds, it was employed for classification of a more 
complicated type of compound, specifically a carbamate. Carbamates are an important class of 
compounds used in pesticides [1, 2]. Carbamates contain the following functional group in their 
structures: 
   
 
As we know, the lower aromatic and chlorine containing compounds have specific and well-
known characteristic patterns that appear in their mass spectra.  These peaks or neutral losses are 
consistent for different compounds of the same category.  The characteristic peaks of carbamates, 
however, are more complicated.  Due to the cleavage mechanisms often observed for carbamates 
using EI ionization, fragments including the carbamate functionality most likely include R or part 
of an R group [3,4].  Therefore, it is likely that the characteristic peaks are different for different 
carbamates.  We expect that the classification of carbamates is a much more difficult task 
compared to the previously attempted lower aromatic and chlorine-containing classifications. 
 
Pesticides are chemicals associated with certain toxicity.  A pesticide’s degradation pathway and 
the metabolites that are produced have to be understood thoroughly before any pesticide is placed 
on the market [5].  The classification and identification of pesticides and their metabolites in 
NH O
O
R1
R2
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various matrices, such as soil, water, plant tissue, and animal tissue are often required at low part 
per billion concentrations [6].  Pesticide studies that are required to meet strict government 
regulation are often costly, time consuming and complicated.  As summarized in chapter 2, mass 
spectrometry has been widely used in pesticide analysis and identification.  The effect of the 
matrix and stability of the compounds, however, can make the analysis difficult.  It is possible 
that the GA/CA program could be useful for this task because: 
1) The GA/CA program concentrates on the carbamate substructure only.  It doesn’t require 
the exact same compound to match as long as the test compound contains the sought after 
substructure.  Therefore the consistency of all spectra in the experiments is not as critical 
as for traditional identification methods.   
2) The GA/CA program can be used on the spectra obtained from various samples 
regardless of the sample matrix. The sample can be in a complicated matrix as long as all 
compounds in the training set are treated the same.  Therefore the matrix effect may not 
be as serious a concern with the GA/CA.   
Although the GA/CA program may not identify the specific chemical structure, it can help make 
the identification of carbamate-containing species faster and easier.  
 
6.2 Calculation Details 
 
6.2.1 Training and Test Sets 
A training set was constructed with 20 spectra of carbamate compounds (CC) and 20 spectra of 
non-carbamate compounds (NCC). The test set consisted of a total of 14 spectra, of which 9 were 
carbamate containing and 5 were non-carbamate containing compounds.  The CC were selected 
to cover a wide molecular weight range.  Twenty NCCs were selected from 20 different types of 
compounds; however, it should be noted that 20 is a small number.  The names of the compounds 
in the training and test sets are listed in Table 6-1.  As the prediction error in initial experiments 
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Table 6-1.  Names of the compounds in the training and test set. 
 
Training Set 
 Compound Name  & CAS# None Carbamate  
1 2-(1-methylethyl)-  methylcarbamate 2631-40-5 1,2,3,4-Methylbenzene 
2 Aldicarb 116-06-3 1,2-Dichlorohexane 
3 Mecacarbate 315-18-4 1-Pentanol 
4 Asulam 3337-71-1 2,2,4-Trimethylpentane 
5 Barban 101-27-9 2-Butenal 
6 Butylethylestercarbamic acid 591-62-8 Isobutylamine 
7 Carbofuran 1563-66-2 2-Methoxyethoxy-ethene 
8 Aldoxycarb 1646-88-4 Benzaldehyde 
9 Desmedipham 13684-56-5 4-Hydroxy-3-Hexanone 
10 Dioxacarb 6988-21-2 3-Cyclohexenone 
11 Ethylethylester carbamate 623-78-9 1-Pentanethiol 
12 Methiocarb 2032-65-7 BromoBenzene 
13 Methomyl 16752-77-5 TetrahydroNaphthalene 
14 Swep 1918-18-9 Hexanoic acid 
15 Propoxur 114-26-1 2-Ethoxybutane 
16 Oxamyl 23135-22-0 4-DiethylaminoBenzoicAcid 
17 Phenylmethyl carbamate 2603-10-3 Cycloate 
18 Phenyl-butylester carbamate 1538-74-5 Disulfoton 
19 Propham 122-42-9 Metrobromuron 
20 Promecarb 2631-37-0 Vernolate 
Test Set 
1 Methyl Ethyl Ester Carbamic Acid 105-40-8 Isobutyranilide 
2 Xylylcarb 2425-20-7 1,4-Dichlorobenzene 
3 Chlorpropham 101-21-3 2,2,5-Trimethylhexane 
4 PhenylethylesterCA 101-99-5 Isoamyl propionate 
5 Phenmedipham 13684-63-4 Acetamide 
6 Benzylcarbamate 621-84-1  
7 Methylnchloraacetylcarbamate 13558-70-8  
8 Carbamicacidbutylethylester 591-62-8  
9 Phenol34dimethylmethylcarbamate 2425-10-7  
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was found to be higher for the carbamates with lower molecular weights, the last 4 CC in Table 
6-1 were added to the test set in the later stages of this investigation.  All spectra were 70eV 
positive ion EI mass spectra downloaded from the NIST website [7]. 
 
6.2.2 Data Pre-Processing Techniques 
Two data pre-processing techniques available in the CORRELAT program were used in the 
carbamate experiments: intensity exponent scaling and thresholding.  As in the previous 
classification experiments described in earlier chapters, the spectra were reformatted to either 0/1 
or 0/1/2/3 format and used for the classifications.  The earlier experimental results showed this 
improved the classification results significantly. The intensity exponent scaling is used to modify 
the intensity information contained in the mass spectrum.  In most cases an exponent value less 
than 1 is used to minimize the effect of large peaks in the spectrum.  For those spectra where the 
important structural information is not completely contained in the large peaks, the intensity 
exponent can help to extract this information from the smaller peaks present in the mass 
spectrum.  Carbamates may be such a compound class where the smaller intensity peaks are 
important.  In practice, the intensity exponent scaling is accomplished by raising all the intensity 
values in the spectrum to a given power. For example, using an intensity exponent of 0.5 changes 
the original intensity value I to I0.5 = I1/2.  An intensity value of 100 becomes 10, 10 becomes 
3.16, etc.  Note that prior to the intensity exponent processing, a peak with intensity of 100 is 10 
times larger than a peak with intensity of 10. After the 0.5 intensity exponent processing, the peak 
of 100 is changed to 10, which is only about 3 times larger than a peak with a processed intensity 
of 3.16 (originally intensity of 10).  Similarly, if an intensity exponent of 0.33 is used, the 
processed intensity of the original peak at 100 is now only a little over 2 times that of a peak with 
a processed intensity of 2.1 (original peak intensity of 10).  
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Thresholding is used to eliminate peaks with intensity below the selected threshold level. This 
technique has been widely used in the analysis of mass spectral data [8,9,10] and is most often 
used to eliminate the peaks that arise from background, noise and interferences.  A threshold of 
0.1% will eliminate peaks smaller than 0.1% of the largest (i.e., base) peak in the spectrum.  As 
the spectra from NIST are normalized to 1000 (the largest peak is 1000), a threshold of 0.5% will 
eliminate the peaks with the intensity smaller than 5 and a 1% threshold eliminates the peaks 
small than 10 in intensity.  The combination of the two data pre-processing methods was also 
used in some experiments, for example, a 0.33 intensity exponent combined with a 0.5% 
threshold.  The data treatments were applied to the original mass spectra; the processed data were 
then either used directly or further converted into neutral loss and parent loss spectra.  As an 
example, Table 6- 2 shows the mass spectral data of benzene both before and after data pre-
processing.  The intensities in the original mass spectrum range from 4 to 999.  This range is 
greatly reduced (now from 2 to 32) after application of the 0.5 intensity exponent.  The 1% 
threshold eliminates 5 peaks with intensities less than 10 out of original 26 peaks. The 
combination of the two pre-processing methods makes the differences between peaks even 
smaller; the largest peak in the spectrum is approximately 10 times larger than the smallest peak, 
compared with being 500 times larger in the original spectrum.  For clarity these values are also 
plotted as mass spectra in Figure 6-1. 
 
6.2.3 Program Settings 
The basic GA/CA program parameters and procedures were described in Chapter 3.  Table 6-3 
lists additional conditions used in the carbamate classification experiments.  The classification 
experiments used original mass spectral data as well as neutral loss spectra and parent loss 
spectra.  Because the results from the 8 chromosomes at the 20th generation are generally more 
scattered than those obtained in previous classification experiments involving the lower aromatic  
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Table 6-2. Results of data pre-processing methods on the mass spectrum of benzene. 
 
Intensity 
Mass 
Original 0.5 Exponent 1% Threshold 0.5 Exponent+ 1% Threshold 
15 12 3.46 12 3.46 
25 7 2.65 0 0 
26 34 5.83 34 5.83 
27 26 5.10 26 5.10 
28 21 4.58 21 4.58 
36 6 2.45 0 0 
37 42 6.48 42 6.48 
38 56 7.48 56 7.48 
39 111 10.54 111 10.54 
40 7 2.65 0 0 
48 4 2.00 0 0 
49 39 6.24 39 6.24 
50 208 14.42 208 14.42 
51 221 14.87 221 14.87 
52 188 13.71 188 13.71 
53 7 2.65 0 0 
61 10 3.16 10 3.16 
62 11 3.32 11 3.32 
63 49 7.00 49 7.00 
73 24 4.90 24 4.90 
74 62 7.87 62 7.87 
75 22 4.69 22 4.69 
76 58 7.62 58 7.62 
77 283 16.82 283 16.82 
78 999 31.61 999 31.61 
79 65 8.06 65 8.06 
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Figure 6-1.  Benzene spectra before and after the application of data pre-processing techniques. A: Original 
mass spectrum; B: Mass spectrum processed with 0.5 intensity exponent; C: Mass spectrum processed with 
1% threshold; D: Mass spectrum processed with 0.5 exponent and 1% threshold. 
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and chlorine-containing compounds, the performance results of the best chromosome are reported 
in addition to the average results for the 8 chromosomes.  Both the average and standard 
deviations of the correlation values for the 8 chromosomes are reported in the tables.  The 
prediction accuracy from the best chromosome is reported as well. 
 
 
Table 6-3.  Basic parameters of the GA/CA experiments. 
 
 Parameters Value 
Search Space 10 - 300 
Initial Chromosome  50%-1+ 50%-0 
Size of Training Set  40 (20 CC, 20 NCC) 
Size of Test Set 14 (11 CC, 5 NCC) 
GA 
Mutation Rate 2% 
Spectrum type 
Mass spectra 
Neutral loss spectra 
Parent loss spectra 
Data pre-processing Exponent Threshold 
Correlation 
Spectra format Original 
 
 
 
6.3 Results and Discussion 
Carbamate classification was conducted using mass spectra, neutral loss spectra and parent loss 
spectra.  For each type of spectrum, the data pre-processing techniques were evaluated both 
individually and combined.  
 
6.3.1 Classification of Carbamates using Mass Spectra 
6.3.1.1 Classification of Carbamates using Mass Spectra without Data Pre-processing 
As before, the carbamate classifications were initiated using the original mass spectra.  Table 
6-4 shows the results using mass spectra without any data pre-processing.  Following the 
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previous examples, binary chromosome formats were used in the preliminary experiments.  
Although three different binary chromosome formats (0/1), (0/10) and (0/25) were used in 
these experiments, it was later realized that these different formats shouldn’t lead to different 
correlation results.  This is because the Hercules normalization [11] utilized in the 
CORRELAT program normalizes these different spectral intensities to the same scale.  
Therefore, these experiments are simply replicates of one another.  The original intent to use 
the chromosome formats (0/10) and (0/25) was to increase the correlation values derived 
from the chromosomes when correlating them with the original spectra in training and test 
sets that were normalized to 1000.  Note that in the section of Table 6-4 quantifying the 
prediction accuracy for the test set, the prediction accuracy can only take on values of 100%, 
90%, 80%, 70%, etc. because there are 10 compounds in the test set. There is no prediction 
accuracy between 91 and 99, 81 and 89 etc.  This applies to all the prediction accuracies for 
the test set containing 10 compounds in this chapter. 
 
Table 6-4. Carbamate classification results obtained by mass spectra without data pre-processing. 
 
Average Correlation Value 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the test set[1] File # HL/LL 
Chrom 
Format  
RCC RNCC 90-100 70-80 ≤ 60 
081305 0.175/0.125 0/1 0.143 ± 0.012 0.112 ± 0.004   100 
081105 0.15/0.1 0.155 ± 0.018 0.101 ± 0.011   100 
081005 0.175/0.125 0.201 ± 0.011 0.097 ± 0.005  50 50 
080905 0.2/0.15 
0/10 
0.168 ± 0.048 0.097 ± 0.052   100 
081205 0.175/0.125 0.149 ± 0.008 0.055 ± 0.009  50 50 
081806 0.175/0.125 0.196 ± 0.013 0.123 ± 0.015  88 12 
081906 0.2/0.15 0.211 ± 0.008 0.142 ± 0.006  50 50 
082006 0.2/0.15 
0/25 
0.163 ± 0.016 0.101 ± 0.012   100 
 
[1] prediction conducted on 10-compound test set. 
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As indicated in Table 6-4, the HL and LL value were adjusted for each chromosome format, and  
better prediction accuracy was obtained when the HL/LL values were approximately 0.175/0.125.  
With these limit values at least half of the chromosomes showed prediction accuracy in the 70-
80% range (except for experiment 081305).  Note that we observe differences in the correlation 
values and prediction accuracy for the replicate experiments in Table 6-4.  For example, 
experiments 081305, 081005, 081205 and 081806 are all replicate experiments conducted with 
the same program settings. The correlation values in 081005 and 081805 are similar, but the 
correlation values in the other two experiments are similar to each other but lower. Also, while 
the prediction accuracies are close for experiments 081205 and 081806, the correlation values are 
different in these two experiments.  This is due to the nature of the randomization used in the 
program.  For example, the initial chromosomes are generated randomly, crossover points are 
selected randomly, genes are mutated randomly, chromosomes are selected for mating randomly, 
etc. In another duplicate experiment (081906 and 082006) not only are the correlation values 
higher in the first experiment, but the prediction accuracy is 20% higher as well.  
 
The average results for all 8 chromosomes as shown in Table 6-4 show a lower prediction 
accuracy compared with the previous experiments on lower aromatic and chlorine containing 
compounds.  There is no chromosome in any of the experiments with a prediction accuracy in the 
90-100% range.  Table 6-5 lists the results for the chromosome with the highest prediction 
accuracy at HL/LL values 0.175/0.125.  The chromosomes showed correct predictions 70-80% of 
the time, “not sure” (a correlation value between 0.125 and 0.175) 10-20% of the time, and 
incorrect predictions 0-10% of the time.  Although none of the chromosomes showed 100% 
correct predictions, the “not sure” predictions were more than half of the remaining predictions.  
Incorrect predictions were 20% or less.  
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Table 6-5. Performance of the best chromosomes by mass spectra without data pre-processing. 
 
Average Correlation Value Prediction Accuracy of the best chromosome[1]File # HL/LL Chrom Format  RCC RNCC Correct Not Sure Incorrect 
081305 0.175/0.125 0, 1 0.166 ± 0.045 0.108 ± 0.045 50 % 50 % 0 % 
081005 0.175/0.125 0, 10 0.215 ± 0.062 0.097 ± 0.028 80% 20 % 0 % 
081205 0.175/0.125 0.162 ± 0.060 0.071 ± 0.058 70 % 10 % 20 % 
081806 0.175/0.125 
0, 25 
0.208 ± 0.037 0.117 ± 0.047 70 % 20 % 10 % 
 
[1] prediction conducted on 10-compounds test set. 
 
 
In attempting to determine the reason for the observed lower prediction accuracy, the correlation 
results of the chromosomes developed in experiment 081005 with compounds in the training and 
test set are explored in Tables 6-6, 6-7 and 6-8.  Table 6-6 gives the correlation values obtained 
for the 8 chromosomes with the 20 carbamates in the training set.  In Table 6-6, a perfect 
chromosome should have all 20 correlation values above 0.175.  We can see that there are a  
number of values in the “not sure” range (0.125-0.175), and every chromosome has at least one 
value in the NCC range (< 0.125). Among the 8 chromosomes, there are two chromosomes (# 5 
and 6) that show 1 correlation value < 0.125; four chromosomes have 2 values < 0.125 and two 
have three values < 0.125.  Note that all 8 chromosomes yield a low correlation value with 
phenylcarbamic acid butyl ester and this will be discussed later.  Table 6-7 lists the correlation 
values obtained with the 20 non-carbamate compounds in the training set.  Here a perfect 
chromosome should have all 20 correlation values with NCC less than 0.125. There are 5 
chromosomes that showed 1 value > 0.175, 2 chromosomes have 2 values > 0.175 and 1 
chromosome has 3 values > 0.175.  Table 6-8 summarizes the prediction results for the 8 
chromosomes on the test set. Two of the best chromosomes #3 and #8, showed 80% correct and 
20% “not sure” predictions.  Perhaps as expected, it was noted that the chromosomes that 
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Table 6-6. Correlation values obtained by the 8 chromosomes in experiment 081005 when analyzing the carbamates of the training set 
Correct-correlation values >0.175; not sure (highlighted in grey)-correlation value 0.175-0.125; incorrect (in bold)-correlation 
value<0.125.  
 
CC 081005-1 081005-2 081005-3 081005-4 081005-5 081005-6 081005-7 081005-8 
1 0.181 0.178 0.179 0.103 0.188 0.141 0.186 0.181 
2 0.186 0.183 0.206 0.201 0.171 0.207 0.163 0.189 
3 0.185 0.223 0.207 0.230 0.272 0.273 0.271 0.230 
4 0.187 0.181 0.182 0.188 0.167 0.172 0.165 0.187 
5 0.217 0.225 0.230 0.216 0.239 0.287 0.216 0.224 
6 0.135 0.133 0.137 0.141 0.145 0.135 0.144 0.054 
7 0.170 0.231 0.171 0.235 0.250 0.232 0.250 0.237 
8 0.132 0.131 0.141 0.142 0.131 0.158 0.130 0.135 
9 0.267 0.260 0.233 0.244 0.291 0.218 0.285 0.241 
10 0.230 0.222 0.228 0.179 0.229 0.220 0.223 0.232 
11 0.196 0.194 0.195 0.224 0.195 0.133 0.194 0.169 
12 0.228 0.223 0.167 0.243 0.223 0.227 0.219 0.185 
13 0.152 0.151 0.154 0.162 0.092 0.105 0.099 0.155 
14 0.319 0.301 0.316 0.291 0.263 0.211 0.294 0.279 
15 0.154 0.150 0.064 0.149 0.147 0.147 0.146 0.063 
16 0.180 0.178 0.189 0.212 0.171 0.166 0.185 0.182 
17 0.200 0.194 0.177 0.182 0.194 0.178 0.193 0.180 
18 0.121 0.115 0.116 0.118 0.107 0.129 0.110 0.112 
19 0.179 0.168 0.165 0.182 0.185 0.136 0.167 0.188 
20 0.124 0.122 0.176 0.123 0.184 0.169 0.180 0.126 
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Table 6-7. Correlation values obtained by the 8 chromosomes in experiment 081005 when analyzing the non-carbamates of the  
training set. Correct-correlation values < 0.125; not sure (highlighted in grey)-correlation value 0.175-0.125; incorrect (in bold)-
correlation value> 0.175. 
 
NCC 081005-1 081005-2 081005-3 081005-4 081005-5 081005-6 081005-7 081005-8 
1 0.1963 0.1929 0.0784 0.1224 0.1905 0.1190 0.1891 0.1170 
2 0.1022 0.1017 0.1248 0.0985 0.1155 0.1576 0.1072 0.1061 
3 0.0883 0.0870 0.1237 0.0940 0.0881 0.1037 0.0874 0.0900 
4 0.0646 0.0637 0.0665 0.0665 0.0658 0.0593 0.0652 0.0657 
5 0.1200 0.1166 0.1199 0.1212 0.1187 0.1723 0.1180 0.1293 
6 0.1094 0.1081 0.1106 0.1123 0.1104 0.0241 0.1095 0.1116 
7 0.1613 0.1597 0.1605 0.2149 0.1494 0.1034 0.1487 0.1612 
8 0.1528 0.1418 0.1426 0.1454 0.1415 0.1396 0.1387 0.1478 
9 0.1241 0.1227 0.1244 0.1287 0.1250 0.1192 0.1240 0.1266 
10 0.1266 0.1216 0.1277 0.1271 0.1248 0.1532 0.1238 0.1289 
11 0.1207 0.1188 0.1480 0.1266 0.1012 0.1325 0.1168 0.1234 
12 0.1322 0.1182 0.1186 0.0795 0.1433 0.0812 0.1396 0.1240 
13 0.1914 0.1867 0.1811 0.1893 0.1436 0.1754 0.1762 0.1809 
14 0.0951 0.0941 0.1024 0.1051 0.0976 0.0970 0.0969 0.0971 
15 0.1128 0.1118 0.1144 0.1878 0.1074 0.1133 0.1069 0.1147 
16 0.1371 0.1372 0.1556 0.1395 0.1605 0.1586 0.1573 0.1434 
17 0.0772 0.0777 0.1153 0.0870 0.1468 0.1509 0.1504 0.0808 
18 0.1096 0.1086 0.1419 0.1181 0.1032 0.1022 0.1056 0.1078 
19 0.0925 0.0888 0.0895 0.0765 0.0765 0.1003 0.0710 0.0895 
20 0.1405 0.1391 0.1408 0.1474 0.1402 0.0853 0.1416 0.1433 
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Table 6-8.  Prediction results of the chromosomes in experiment 081005 on the test set. The name of compounds in italics are non-
carbamates, in regular are caramates; HL/LL = 0.175/0.125; not sure highlighted in grey; incorrect in bold. 
 
 
Compound 081005-1 081005-2 081005-3 081005-4 081005-5 081005-6 081005-7 081005-8 
Methyl ethylester  
carbamic acid 0.231 0.228 0.230 0.229 0.222 0.139 0.216 0.235 
Xylylcarb 0.136 0.131 0.135 0.118 0.145 0.129 0.142 0.137 
Chloropropham 0.140 0.180 0.181 0.149 0.155 0.128 0.140 0.195 
Phenyl ethylester  
carbamic acid 0.204 0.185 0.195 0.203 0.207 0.196 0.205 0.202 
Phenmedipham 0.306 0.299 0.289 0.309 0.274 0.289 0.286 0.306 
Isobutyranilide 0.063 0.058 0.062 0.065 0.068 0.040 0.067 0.065 
1,4 Dichloro 
benzene 0.144 0.132 0.124 0.105 0.128 0.127 0.126 0.119 
2,2,4 trimethyl 
hexane 0.072 0.071 0.075 0.074 0.073 0.071 0.073 0.074 
Isoamyl propionate 0.128 0.127 0.149 0.126 0.130 0.116 0.128 0.130 
N-(3-methylphenyl) 
Acetamide 0.097 0.094 0.099 0.098 0.101 0.084 0.100 0.098 
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performed better on the training set generally performed better on the test set as well. 
Chromosome #6, with the lowest correct predictions and the highest “not sure” prediction on the 
training set is one of the lowest ranked chromosomes on the test set (4 “not sure”s).  Chromosome 
#5, with the highest number of incorrect prediction on the training set, is the only chromosome 
that showed an incorrect prediction on the test set. The overall performance for the 8 
chromosomes is summarized in Table 6-9.  Correct predictions ranged from 52.5 to 67.5%, “not 
sure” predictions from 22.5 to 42.5% and incorrect predictions from 5 to 15%.  It is also noticed 
that chromosomes tend to have problems with the same compounds, giving either incorrect or 
“not sure” correlation values. For example, all 8 chromosomes showed incorrect correlation 
values for carbamate #18 (except one “not sure”).  Carbamates #6, 8, 15, 16 and non-carbamates 
#7, 8, 13 and 16 have problems with all 8 chromosomes. 
 
6.3.1.2 Complications of Carbamate Classification 
 
The results described above on the original mass spectra show a lower prediction accuracy as 
compared to the results in classification of the lower aromatic species in chapter 4.  We also 
found lower quality chromosomes were developed, as the correct correlation values on the 
training set itself was only approximately 60%.  As the chromosomes are not well developed, it is 
not a surprise that they result in lower prediction accuracy on the test set.   
 
Generally chromosomes should be developed from a large variety of carbamates and enough 
generations run until satisfactory results are obtained on the training set.  The chromosomes in 
these experiments were developed from a training set containing 20 carbamates and 20 non-
carbamates, and a small number of generations (N=20).  As mentioned in chapter 3, it is not 
currently practical for the GA/CA program to handle large sets of data and run large number of 
generations.  We suspect that forty compounds in the training set are too little to include a large  
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Table 6-9. Summary of prediction results by chromosomes in experiment 081005. 
 
 
Prediction 
% 
 
081005-1 081005-2 081005-3 081005-4 081005-5 081005-6 081005-7 081005-8 
Correct  62.5 67.5 60 60 62.5 52.5 60 62.5 
Not  sure 27.5 22.5 32.5 25 32.5 42.5 30 27.5 
Incorrect 
Training 
Set 
10 10 7.5 15 5 5 10 10 
Correct  60 70 80 70 60 60 60 80 
Not  sure 40 30 20 20 40 40 40 20 
Incorrect 
Test  
set [1] 
0 0 0 10 0 0 0 0 
 
[1] prediction conducted on 10-compounds test set. 
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variety of carbamates and non-carbamate compounds.  Low accuracy on the training set as 
indicated in Table 6-9 suggests that 20 generations are far from enough; we also would expect 
the final chromosomes should be less scattered in Tables 6-6, 6-7 and 6-8.  Also, the population 
size of 8 (8 chromosomes were generated and evaluated simultaneously) in the experiments 
should be increased.  A larger population will increase the diversity of the chromosomes.  It can 
not only increase the chances for generation of better chromosomes in the same generation, it can 
also decrease the similarity of chromosomes. As a result, the probabilities of chromosomes 
having the same error should decrease.  
 
Figure 6-2 is the mass spectrum of carbamate #18 (phenyl butyl ester carbamate acid) in the 
training set.  From Table 6-6 we see that 7 out of the 8 chromosomes indicated the compound 
was a non-carbamate (correlation value < 0.125) and only 1 chromosome indicated “not sure”.  
All peaks with intensity over 100 in the mass spectrum of phenyl butyl ester carbamate acid are 
listed in Table 6-10. 
 
 
Table 6-10.  Major peaks in the mass spectrum of phenyl butyl ester cabamate acid. 
Carbamate related large peaks Not Carbamate related large peaks 
Mass Ion Intensity Mass Ion Intensity 
93 (C6H5)-NH+ 999 93 Mass 193 657 
137 (C6H5)-NH-COOH 340 29 CH3CH2 376 
120 (C6H5)-NH-CO 317 57 CH3CH2CH2CH2 368 
   41 CH2CHCH2 300 
   77 C6H5 148 
   65 C5H5 148 
NH
O
O CH3
phenyl butyl ester carbamate acid 
 
MW=193
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Figure 6-2. Positive ion EI mass spectrum of phenyl butyl ester carbamate acid
(C6H5)-NH 
M+ 
CH3CH2 
CH3CH2CH2CH2 
(C6H5)-NH-COO 
(C6H5)-NH-CO
C6H5 
CH2CHCH2 
C5H5
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There are a total of 9 large peaks in the spectrum and 6 of them are not related to the carbamate 
functionality.  Even for the three peaks related to a carbamate, R-NH could come from an amine 
and R-NH-CO could come from an amide.  While working on previous classifications in earlier 
chapters, the characteristic peaks observed for lower aromatic and chlorine containing compounds 
are consistent for all the compounds.  We suspect that the 6 other large peaks not related to the 
carbamate make the classification of this spectrum more difficult.  The GA/CA program needs to 
improve before it can be used in an automatic fashion; however, it should be remembered that 
classification of a carbamate is a more difficult task than classification of the lower aromatic and 
chlorine-containing compounds. 
 
6.3.1.3 Classification of Carbamates by Mass Spectra with Intensity Exponent Data  
Pre-processing 
 
In order to investigate the effects of large peaks on the results, the intensity exponent scaling was 
applied to all spectra in the training and test sets.  Exponent values of 0.75, 0.5 and 0.33 were 
explored.  As described in section 6.2.2, the smaller the exponent value, the greater the reduction 
in intensity of the large peaks.  As noted above in section 6.3.1.1, although the two different 
chromosome formats (0, 10) and (0, 5) were used in these experiments, the Hercules 
normalization in the CORRELAT program effectively makes these experiments replicates of one 
another.   
 
The results for the experiments using mass spectra pre-processed with the intensity exponent are 
summarized in Table 6-11.  Several scouting experiments were performed in order to adjust the 
HL/LL values for each exponent value. The average correlation values and their standard 
deviations for the 8 chromosomes on the test set are listed in Table 6-11 along with the prediction 
results.  Note that the optimized HL/LL values are slightly different for different exponent values.  
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Table 6-11. Carbamate classification results by mass spectra using exponent data pre-processing technique. 
Average Correlation Values 
Percent of chromosomes exhibiting 
the specified prediction accuracy  
for the test set File # HL/LL Exponent Value 
Chrom 
Format  
RCC RNCC 90-100 70-89 < 70 
082706[2] 0.2/0.15 0.196 ± 0.013 0.128 ± 0.017  25 75 
082606-3[2] 0.25/0.2 0.223 ± 0.012 0.152 ± 0.020   100 
082806[2] 0.3/0.25 
0.75 
0.192 ± 0.010 0.116 ± 0.011   100 
082106[2] 0.175/0.125 0.232 ± 0.014 0.171 ± 0.023  12 88 
082206[2] 0.2/0.15 0.244 ± 0.007 0.177 ± 0.009  38 62 
082306[2] 0.25/0.2 0.270 ± 0.010 0.204 ± 0.016   100 
082506[2] 0.275/0.225 0.281 ± 0.018 0.208 ± 0.006  38 62 
082406[2] 0.3/0.25 0.280 ± 0.006 0.207 ± 0.026   100 
082606[2] 0.325/0.275 
0.5 
0, 5 
0.284 ± 0.021 0.197 ± 0.018   100 
081405[1] 0.175/0.125 0.322 ± 0.054 0.268 ± 0.035   100 
081505[1] 0.25/0.2 0.284 ± 0.021 0.249 ± 0.010   100 
081605[1] 0.3/0.25 0.321 ± 0.015 0.253 ± 0.024  25 75 
081805[1] 0.325/0.275 0.344 ± 0.015 0.280 ± 0.012  25 75 
081705[1] 0.35/0.3 
0.33 0, 10 
0.308 ± 0.022 0.247 ± 0.007  12 88 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
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The better chromosomes were developed with HL/LL values of 0.2/0.15 for exponent 0.75, 
0.2/0.15 to 0.275/0.225 for exponent 0.5, and 0.3/0.25 to 0.325/0.275 for exponent 0.33.  At 
optimized HL/LL values, the chromosomes performed similarly for the intensity exponents 0.75 
and 0.33. 25% of the chromosomes have a prediction accuracy of 70-80% while 75% of the 
chromosomes showed a prediction accuracy <60%. The chromosomes with exponent 0.5 were 
slightly better; 38% of the chromosomes showed a prediction accuracy of 70 to 80% and 62% 
showed <60% prediction accuracy. No significant differences were found between use of the 
exponent 0.75, 0.5 or 0.33.  Compared with the results without intensity exponent scaling pre-
processing in Table 6-4, the percentage of the chromosomes showing a prediction accuracy of 70 
to 80% is smaller. Therefore the exponent pre-processing does not appear to improve the results 
significantly. 
 
Table 6-12 shows the performance of the best chromosomes in each experiment using optimized 
HL/LL values.  One chromosome was selected from each exponent setting and its performance 
on the training and test sets are given.  The average correlation value is the result of correlating 
the chromosome with the compounds in the training or test set.  No significant difference was 
found between the three best chromosomes derived using different exponent values.  Correct 
correlation values on the training set are obtained approximately 60% of the time, “not sure” 
between 10 to 28% and incorrect correlation values between 15 and 25% of the time.  The 
performance of the three chromosomes on the test set were better compared to the results on the 
training set.  Correct predictions were obtained between 71 and 79% of the time, “not sure” 
between 7 and 20%, and incorrect between 7 and  14% of the time.   
 
The intensity exponent scaling didn’t show significant improvement in the classification using 
mass spectra. As explained above, the intensity exponent is used to minimize the effect of large 
peaks in the spectrum.  This technique is more effective for compounds that fragment through one 
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Table 6-12. Performance of the best chromosomes developed using mass spectra and 
exponent data pre-processing. 
 
Chromosome  
 
082706-2[2] 082506-3[2] 081705-3[1] 
 Exponent 0.75 0.5 0.33 
Correlation Value CC 0.210 ± 0.062 0.338 ± 0.074 0.365 ± 0.098 
Correlation Value NC 0.142 ± 0.053 0.254 ± 0.066 0.262 ± 0.084 
Correct % 57.5 65 62.5 
Not sure % 27.5 10 22.5 
Training  
Set 
Incorrect % 15 25 15 
Correlation Value CC 0.193 ± 0.039 0.301 ± 0.057 0.340 ± 0.055 
Correlation Value NC 0.109 ± 0.043 0.212 ± 0.077 0.248 ± 0.086 
Correct % 71 79 70 
Not sure % 15 7 20 
Test Set 
Incorrect % 14 14 10 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
 
or a small number of pathways to give a small number of large peaks and large number of small 
peaks.   The spectra of carbamates normally contain a significant number of peaks including 
several large peaks. This may be the reason that exponent pre-processing was not effective for the 
carbamates.   
 
6.3.1.4 Classification of Carbamates using Mass Spectra with Threshold Data Pre-processing  
 
Intensity thresholds of 0.5% and 1% were applied to the original spectra in the training and test 
sets and the same experiments were conducted.  Table 6-13 summarizes the classification results.  
Similar to results of the experiments described above, HL/LL were adjusted for each threshold  
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Table 6-13. Carbamate classification results by mass spectra using threshold data pre-processing technique. 
 
Average Correlation Value 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set File # HL/LL Threshold % 
Chrom 
Format  
RCC RNCC 90-100 70-89 <70 
083106[2] 0.15/0.1 0.146 ± 0.006 0.104 ± 0.010   100 
083106-2[2] 0.175/0.125 0.144 ± 0.006 0.093 ± 0.020   100 
083006[2] 0.2/0.15 
0.5 
0.152 ± 0.009 0.112 ± 0.028   100 
082805-2[1] 0.175/0.125 0.172 ± 0.019 0.104 ± 0.017  50 50 
082905[1] 0.2/0.15 
0, 10 
0.161 ± 0.007 0.090 ± 0.012   100 
090706[2] 0.15/0.1 0.145 ± 0.008 0.090 ± 0.012   100 
090506[2] 0.175/0.125 0.179 ± 0.010 0.065 ± 0.010  62.5 37.7 
090606[2] 0.2/0.15 
1.0 
0, 25 
0.137 ± 0.009 0.108 ± 0.013   100 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
 
  
161
value. There were a total of 8 experiments conducted in order to create Table 6-13.  Two 
threshold values (0.5% and 1%) were applied and HL/LL values of 0.15/0.1, 0.175/0.125 and 
0.2/0.15 were used for each threshold value.  
 
The chromosomes showed prediction accuracy less than 70% when a threshold of 0.5% was 
applied.  The prediction accuracy was better for the chromosomes developed using a threshold of 
1%.  Between 50% and 62.5% of the chromosomes in the two experiments showed a prediction 
accuracy between 70% and 80% at HL/LL values 0.175/0.125.  Similar prediction results at the 
same HL/LL values were obtained for the chromosome formats (0/10) and (0/25), again because 
the chromosome formats don’t affect the results when Hercules normalization is applied in 
CORRELAT program. 
 
Table 6-14 lists the three best chromosomes developed using thresholding.  The low percentage 
of correct correlation values (52 to 65%) on the training set suggest that larger training sets and 
more generations are needed.  Approximately 70 to 80% prediction accuracy is obtained with the 
three top chromosomes on the test set, which is similar to the results obtained without data pre-
processing.  Although use of the 1% threshold developed better chromosomes than use of 0.5% as 
shown in Table 6-14, the improvement obtained by eliminating the small peaks is not large 
enough to affect the results compared to those without thresholding. 
 
6.3.1.5 Classification of Carbamates using Mass Spectra with Combined Exponent and 
Threshold Data Pre-processing 
 
The experiments were conducted using data pre-processing techniques: intensity exponent scaling 
combined with thresholding. At each fixed exponent value, thresholds of 0.5% and 1% were 
tested.  Additional threshold values of 0.2% and 1.5% were tested for the intensity exponent 0.33.  
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Table 6-14. Performance of the best chromosomes developed by mass spectra including 
threshold data pre-processing. 
 
Chromosome  
 
082805-2-2[1] 090506-4[2] 090506-5[2] 
 Threshold 0.5 % 1 % 
Correlation Value CC 0.176 ± 0.072 0.172 ± 0.052 0.157 ± 0.062 
Correlation Value NC 0.120 ± 0.055 0.115 ± 0.048 0.091 ± 0.048 
Correct % 52.5 55 65 
Not sure % 25 30 15 
Training  
Set 
Incorrect % 22.5 15 20 
Correlation Value CC 0.184 ± 0.038 0.192 ± 0.059 0.182 ± 0.049 
Correlation Value NC 0.083 ± 0.054 0.086 ± 0.045 0.063 ± 0.040 
Correct % 70 79 71 
Not sure % 20 14 29 
Test Set 
Incorrect % 10 7 0 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
 
Table 6-15 summarizes the results with mass spectra treated with the intensity exponent 0.33 and 
four different threshold values.  All chromosomes show prediction accuracies less than 70% using 
a threshold value of 0.2%, which only eliminated the peaks smaller than 2 in intensity.  When the 
threshold increases to 0.5, 1.0 and 1.5%, the prediction accuracy improved.  75% of the 
chromosomes developed with a threshold of 0.5%, an intensity exponent of 0.33 and HL/LL 
values of 0.275/0.25 showed prediction accuracy between 70-80%, and 62% of the chromosomes 
have prediction accuracy between 70-80% with same conditions except use of a threshold of 
1.0% and 1.5%.  Table 6-16 summarizes the results with intensity exponents of 0.75 and 0.5.  
The results are similar for the two exponents. At optimized HL/LL values, 12 to 21% of the 
chromosomes showed a the prediction accuracy between 70-80%. The results in Table 6-16 were  
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Table 6-15. Carbamate classification results by mass spectra using combined exponent and threshold data pre-processing techniques. 
Average Correlation Value 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set[1] File # HL/LL Exponent Threshold % 
Chrom 
Format  
RCC RNCC 90-100 70-80 ≤ 60 
081905 0.25/0.2 0.201 ± 0.008 0.151 ± 0.009   100 
082005 0.225/0.175 0.217 ± 0.018 0.157 ± 0.012   100 
082105-1 0.25/0.2 0.263 ± 0.017 0.186 ± 0.010   100 
082205 0.25/0.2 
0.2 
0.304 ± 0.022 0.246 ± 0.020   100 
082405 0.25/0.2 0.266 ± 0.016 0.194 ± 0.016  12 88 
082505 0.275/0.25 0.303 ± 0.024 0.222 ± 0.026  75 25 
082605 0.3/0.25 
0.5 
0.274 ± 0.029 0.200 ± 0.007  12 88 
082705 0.275/0.25 1.0 0.291 ± 0.014 0.217 ± 0.025  62 38 
082805-1 0.275/0.25 
0.33 
1.5 
0, 10 
0.302 ± 0.018 0.221 ± 0.024  62 38 
 
[1] prediction conducted on 10-compounds test set. 
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Table 6-16. Carbamate classification results by mass spectra using combined exponent and threshold data pre-processing techniques. 
 
Average Correlation Value 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the training set[1] File # HL/LL Exponent Threshold % 
Chrom 
Format  
RCC RNCC 90-100 70-80 ≤ 60 
090806 0.25/0.2 0.219 ± 0.012 0.164 ± 0.010   100 
090906 0.2/0.15 0.262 ± 0.022 0.201 ± 0.024  21 79 
091006 0.225/0.175 
0.5 
0.214 ± 0.007 0.158 ± 0.012   100 
091106 0.225/0.175 0.205 ± 0.006 0.132 ± 0.005   100 
091206 0.2/0.15 0.241 ± 0.014 0.156 ± 0.022  21 79 
091306 0.25/0.2 
0.5 
1.0 
0.269 ± 0.017 0.142 ± 0.016  12 88 
091406 0.25/0.2 0.232 ± 0.005 0.133 ± 0.015   100 
091506 0.2/0.15 0.180 ± 0.006 0.095 ± 0.008   100 
091606 0.225/0.175 
0.5 
0.192 ± 0.009 0.126 ± 0.013   100 
091706 0.225/0.175 0.234 ± 0.012 0.147 ± 0.006  12 88 
091806 0.25/0.2 0.190 ± 0.017 0.137 ± 0.015   100 
091906 0.225/0.175 0.191 ± 0.008 0.136 ± 0.010   100 
092006 0.2/0.15 
0.75 
1.0 
0, 5 
0.181 ± 0.016 0.109 ± 0.011  12 88 
 
[1] prediction conducted on 10-compounds test set.
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obtained with the test set containing 14 compounds while the results in Table 6-15 were obtained 
with the test set containing 10 compounds.  Note that 4 compounds with lower molecular weights 
were added to the test set for all 2006 experiments.  This may be the reason that the results of 
2005 were slightly better than those of 2006.  Table 6-17 lists the performance of the top 
chromosomes developed using mass spectra and combined intensity exponent scaling and 
thresholding data pre-processing techniques.  The best chromosome was developed using 
intensity exponent of 0.33 and threshold of 1.0%, which shows 80% correct predictions, 10% 
“not sure” predictions and 10% incorrect predictions on the test set. 
 
6.3.1.6 Summary of Classification Results Using Mass Spectra 
 
The classification of carbamates was conducted using mass spectra. The intensity exponent and 
thresholding pre-processing techniques were used in the experiments so that there was no data 
reformatting (formatting 0/1. 0/1/2/3) performed on the mass spectra obtained from NIST library. 
The chromosomes developed in these experiments under optimized conditions show prediction 
accuracy of approximately 80% with 20% “not sure”. There is no chromosome that shows a 
prediction above 80% as those in lower aromatic and chlorine containing-compounds.  As 
explained earlier, carbamates do not have consistent characteristic peaks. In most of the cases, 
there are distinct peaks in the spectra that are not related to the carbamate functionality, which 
make the classification more difficult, especially with the limited size of the training data sets and 
number of generations explored. 
 
The prediction results obtained by the top chromosomes using different forms of data pre-
processing are listed in Table 6-18.  This table compares the results of the experiments using the 
spectra without data treatment, using a single data pre-processing technique, and by combining 
both data pre-processing techniques.  The results indicate that data pre-processing did 
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Table 6-17. Performance of the best chromosomes developed by mass spectra and combined exponent and threshold data 
pre-processing techniques. 
 
Chromosome   
082505-4[1] 082705-0[1] 091306-6[2] 092006-7[2] 
 Pre-Processing 
Technique E 0.33,  Th 0.5 E 0.33,  Th 1.0 E 0.5,  Th 1.0 E 0.75,  Th 1.0 
Correlation Value CC 0.299 ± 0.089 0.298 ± 0.073 0.285 ± 0.073 0.239 ± 0.052 
Correlation Value NC 0.229 ± 0.077 0.213 ± 0.060 0.204 ± 0.061 0.165 ± 0.060 
Correct % 67.5 72.5 62.5 62.5 
Not sure % 2.5 2.5 22.5 15 
Training  
Set 
Incorrect % 30 25 15 22.5 
Correlation Value CC 0.283 ± 0.069 0.308 ± 0.051 0.287 ± 0.050 0.211 ± 0.038 
Correlation Value NC 0.191 ± 0.061 0.209 ± 0.046 0.137 ± 0.058 0.130 ± 0.034 
Correct % 80 80 79 71 
Not sure % 10 20 21 29 
Test Set 
Incorrect % 10 0 0 0 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
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improve the results.  For example, there were 1 incorrect and 4 “not sure” results using mass 
spectra with no data pre-processing, while there were 3 “not sure”s, and 0 incorrect results with 
combined exponent and threshold pre-processing techniques.  There were 4 “not sure”s, 0 
incorrect with threshold pre-processing techniques. 
 
6.3.2 Carbamates Classification using Neutral Loss Spectra 
 
Carbamate classification was also explored using neutral loss spectra.  Neutral loss spectra were 
calculated in the CORRELAT program from the mass spectra of the compounds in the training 
and test sets.  The experiments were conducted with and without using data pre-processing 
techniques on the spectra in the training and test sets.  
 
6.3.2.1 Results of Classification of Carbamates using Neutral Loss Spectra 
The classifications of carbamates using neutral loss spectra were performed first without using 
any data pre-processing techniques.  Then the classifications were conducted using data pre-
processing techniques such as the intensity exponent scaling or threshold separately as described 
in Chapter 1.  Finally the combinations of both exponent and threshold pre-processing were used 
in the classification experiments.  Generally each time a data pre-processing technique was added 
or the intensity exponent threshold value changed, several scouting experiments needed to be 
conducted to adjust the HL/LL values.  Table 6-19 summarizes the results obtained without using 
data pre-processing techniques.  As before, the results listed in the table are the average results of 
the 8 chromosomes generated from each experiment (and the correlation results for each 
chromosome is the average of the correlation values with each of the compounds in the test set).  
In addition, the performance of the best chromosome on the test set in each experiment was listed 
below the best prediction accuracy.  The three numbers indicates prediction results as: correct-not 
sure-incorrect.  For example, a chromosome prediction result of 7-2-1 means the chromosome’s 
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Table 6-18. Comparison of classification results by mass spectra using different data pre-processing techniques. The name of 
compounds in italics are non-carbamates, those in regular text are carbamates, “not sure” prediction results are highlighted in grey; 
incorrect predictions are in bold. 
081005-2 082506-3 090506-5 091306-6 
Compound 
Result Carbamate Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction 
Format Mass Spectrum MS+exponent MS+threshold MS+exponent+threshold 
Methyl ethylester carbamic acid 0.230 Yes 0.276 Yes 0.130 not sure 0.205 not sure 
Xylylcarb 0.135 not sure 0.285 Yes 0.211 Yes 0.307 Yes 
Chloropropham 0.181 Yes 0.335 Yes 0.147 not sure 0.309 Yes 
Phenyl ethylester carbamic acid 0.195 Yes 0.311 Yes 0.14 not sure 0.302 Yes 
Phenmedipham 0.289 Yes 0.349 Yes 0.255 Yes 0.308 Yes 
Isobutyranilide 0.062 No 0.301 Yes 0.026 No 0.086 No 
1,4 Dichloro benzene 0.124 No 0.195 No 0.084 No 0.082 No 
2,2,4 trimethyl hexane 0.075 No 0.096 No 0.025 No 0.121 No 
Isoamyl propionate 0.149 not sure 0.211 No 0.058 No 0.194 No 
N-(3-methylphenyl) Acetamide 0.099 No 0.259 not sure 0.119 No 0.202 not sure 
Benzyl ester carbamic acid 0.106 No 0.296 Yes 0.238 Yes 0.286 Yes 
Methyl N-chloroacetyl 
carbamate 0.215 Yes 0.390 Yes 0.180 Yes 0.357 Yes 
Butyl-ethyl ester carbamic acid 0.137 not sure 0.185 No 0.124 not sure 0.207 not sure 
Phenyl 3,4-dimethyl methyl 
carbamate 0.135 not sure 0.285 Yes 0.211 Yes 0.307 Yes 
  
169
performance on a 10-compound test set results in 7 correct predictions, 2 “not sure” and 1 
incorrect prediction.  As shown in Table 6-19, approximately 12% of the chromosomes 
developed by the program showed prediction accuracy above 90% using optimized HL/LL 
values.  For example, experiments 092205 and 111005 in the table show 12% of the 
chromosomes with a prediction accuracy 90% above, and 88% of the chromosomes with a 
prediction accuracy between 70 and 89%.  The best chromosome in experiment 111005 yielded 
13 out of 14 correct predictions, 1 “not sure” and no incorrect predictions.  
 
Table 6-19. Carbamate classification results by neutral loss spectra without data preprocessing. 
 
Average Correlation  
Values 
Percent of chromosomes  
exhibiting the specified prediction 
accuracy for the test set File # HL/LL 
RCC RNCC 90-100 70-89 <70 
092005[1] 0.1/0.09 0.098 ± 0.002 0.058 ± 0.002  100 8-0-2[3]  
092105[1] 0.09/0.08 0.102 ± 0.003 0.060 ± 0.001  100 8-1-1  
092205[1] 0.085/0.075 0.114 ± 0.001 0.065 ± 0.001 12 9-1-0 88  
092405[2] 0.08/0.07 0.090 ± 0.003 0.055 ± 0.001  88 11-3-0 12 
111005[2] 0.08/0.07 0.101 ± 0.003 0.063 ± 0.002 12 13-1-0 88  
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
[3] number indicates the performance of the best chromosome on the test set: correct-not sure 
incorrect. 
 
 
Table 6-20 summarizes the results using different intensity exponents.  The classification results 
shown here don’t show an improvement compared to the results in Table 6-19.  No chromosome 
showed a prediction accuracy above 90% with intensity exponent values of 0.33, 0.5 or 0.75.  The 
prediction accuracy of the majority of the chromosomes using intensity exponent scaling was  
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Table 6-20.  Carbamate classification results by neutral loss spectra using exponent data pre-processing. 
 
Average Correlation Values 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set  File # HL/LL Exponent 
RCC RNCC 90-100 70-89 <70 
092505[1] 0.1/0.09 0.117 ± 0.002 0.097 ± 0.002   100 
092605[1] 0.11/0.1 0.120 ± 0.003 0.100 ± 0.002   100 
092705[1] 0.12/0.11 0.124 ± 0.002 0.104 ± 0.002   100 
092805[1] 0.13/0.12 
0.33 
0.128 ± 0.003 0.108 ± 0.002   100 
061806[2] 0.1/0.09 0.129 ± 0.003 0.110 ± 0.002  25 10-0-4[3] 75 
061906[2] 0.11/0.1 0.140 ± 0.002 0.120 ± 0.002   100 
061906-2[2] 0.12/0.11 
0.5 
0.142 ± 0.005 0.123 ± 0.005  38 10-0-4 66 
101806[2] 0.11/0.1 0.115 ± 0.002 0.081 ± 0.002  50 10-2-2 50 
101906[2] 0.12/0.11 
0.75 
0.117 ± 0.005 0.082 ± 0.004   100 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
  [3] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect 
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below 70%.  The chromosomes with the highest prediction accuracy generated from experiment 
101806 showed a prediction accuracy between 70 to 89% for half of the chromosomes and below 
70% for another half.  These results show no advantage in using intensity exponent scaling in the 
classification. The best chromosome had 10 correct predictions on the test set, 2 “not sure” and 2 
incorrect predictions. These results are consistent with the results for the mass spectra, which 
showed little advantage to use of the intensity exponent.  
 
Table 6-21 summarizes the results obtained using different thresholds.  Using thresholding, the 
GA/CA program developed chromosomes with prediction above 90% as shown in Table 6-21.  
At HL/LL values 0.08/0.07, most of the chromosomes showed prediction accuracies in the 70 to 
89% range with a threshold of 0.5, and 1.0% in experiments 103006 and 101806.  Using HL/LL 
values 0.07/0.06 and a threshold of 1%, 12% of the chromosomes showed a prediction accuracy 
above 90% and 88% between 70 to 89% (experiment 101706). The best chromosome showed 13 
correct predictions on the test set and 1 “not sure”. 
 
Table 6-22 lists the results using the intensity exponent and threshold combined. The 
chromosomes developed by using combined exponent and threshold data pre-processing 
techniques didn’t show significant improvement.  The two experiments, 100705 and 100505, 
used an intensity exponent of 0.5 combined with a threshold of 1.0%, and showed better 
chromosomes (all 8 chromosomes in experiment 100705 show a prediction accuracy 90%, while 
62% of the chromosomes from experiment 100505 show a prediction accuracy of 90% and 38% 
between 70 –89%.  The chromosomes with the highest prediction accuracy gave only 1 incorrect 
prediction on the test set containing 10 compounds. Experiments 110805 and 110905 were 
performed with the same conditions except the prediction accuracy was calculated based on the 
test set containing 14 compounds.  The chromosomes with highest prediction accuracy showed 11 
correct, 1 “not  
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Table 6-21. Carbamate classification results by neutral loss spectra using threshold data pre-processing. 
Average Correlation Values 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set[1] File # HL/LL Threshold % 
Chrom 
Format 
RCC RNCC 90-100 70-89 <70 
072506 0.11/0.1 0.092 ± 0.002 0.053 ± 0.001   100 8-1-5[2] 
072706 0.11/0.09 0.095 ± 0.001 0.056 ± 0.001   100 9-0-5 
072606 0.1/0.08 0.090 ± 0.003 0.058 ± 0.003   100 9-1-4 
072806 0.1/0.08 0.092 ± 0.002 0.056 ± 0.001   100 9-1-4 
102906 0.09/0.08 0.089 ± 0.003 0.055 ± 0.002   100 9-1-4 
103006 0.08/0.07 
0.5 
0.097 ± 0.003 0.056 ± 0.002  100 12-2-0  
072906 0.11/0.09 0.095 ± 0.001 0.056 ± 0.001   100 8-1-5 
073006 0.1/0.08 0.087 ± 0.002 0.048 ± 0.001   100 9-1-4 
101506 0.09/0.8 0.083 ± 0.002 0.047 ± 0.003   100 9-1-4 
101606 0.08/0.07 0.091 ± 0.002 0.050 ± 0.002  
88 
11-1-2 10-
3-1
12 
101706 0.07/0.06 
1.0 
0,5 
0.090 ± 0.001 0.050 ± 0.001 12 13-1-0 88  
 
[1] prediction conducted on 14-compounds test set. 
  [2] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect 
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Table 6-22. Carbamate classification results by neutral loss spectra using combined exponent and threshold data pre-processing  
techniques. 
 
Average Correlation Values 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set File # HL/LL Exponent Threshold % 
RCC RNCC 90-100 70-89 <70 
100305[1] 0.11/0.1 0.2 1.0 0.110 ± 0.005 0.076 ± 0.005  100 8-1-1[3]  
102006[2] 0.11/0.1 0.133 ± 0.002 0.106 ± 0.002   100 9-1-4 
102106[2] 0.13/0.12 
0.5 
0.133 ± 0.003 0.107 ± 0.002   100 9-3-2 
092905[1] 0.11/0.1 0.114 ± 0.003 0.082 ± 0.002  100 8-1-1  
093005[1] 0.12/0.11 0.118 ± 0.003 0.082 ± 0.003  100 8-1-1  
100105[1] 0.1/0.09 0.119 ± 0.001 0.084 ± 0.001   100 6-3-1 
100205[1] 0.115/0.105 
0.33 
1.0 
0.109 ± 0.003 0.077 ± 0.002  100 7-2-1  
100505[1] 0.11/0.1 0.5 0.122 ± 0.002 0.083 ± 0.001  38 7-2-1 62 
100405[1] 0.11/0.1 0.122 ± 0.002 0.083 ± 0.001 62 9-0-1 38  
100705[1] 0.11/0.1 0.121 ± 0.002 0.077 ± 0.002 100 9-0-1   
110805[2] 0.11/0.1 0.103 ± 0.002 0.072 ± 0.001  12 11-1-2 88 
110905[2] 0.11/0.1 
 
1.0 
0.113 ± 0.003 0.079 ± 0.003  50 12-0-2 50 
110605[1] 0.11/0.1 
0.5 
1.5 0.108 ± 0.004 0.073 ± 0.003  100 8-0-2  
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Table 6-22. Carbamate classification results by neutral loss spectra using combined exponent and threshold data pre-processing  
Techniques (Continued). 
 
 
Average Correlation Values 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set File # HL/LL Exponent Threshold % RCC RNCC 90-100 70-89 <70 
102206[2] 0.11/0.1 0.120 ± 0.003 0.080 ± 0.002  88 12-0-2 12 
102706[2] 0.1/0.09 0.117 ± 0.003 0.078 ± 0.002  100 11-1-2  
102806[2] 0.09/0.08 
0.5 
0.109 ± 0.002 0.073 ± 0.001  50 12-1-1 50 
102306[2] 0.11/0.1 0.101 ± 0.004 0.065 ± 0.004   100 9-0-5 
102406[2] 0.1/0.09 0.118 ± 0.004 0.076 ± 0.005  100 12-0-2  
102606[2] 0.09/0.08 
0.75 
1.0 
0.115 ± 0.004 0.073 ± 0.002  88 12-2-0 12 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
  [3] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect 
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sure” and 2 incorrect predictions (experiment 110805) and 12 correct, 0 “not sure” and 2 incorrect 
predictions (experiment 110905). 
 
6.3.2.2 Evaluation of Classification Results using Neutral Loss Spectra 
 
The best chromosomes were selected from the experiments exploring the different data pre-
processing techniques and their performance on the training and test sets is listed in Table 6-23.  
All prediction accuracies were calculated from the test set containing 14 compounds.  No 
chromosome was selected with the intensity exponent only since lower prediction accuracies 
were obtained.  It should be noted that for even these top chromosomes, the performance on the 
training set is not as good as it should be.  The correct correlation values on the training set were 
found approximately 70% of the time, incorrect values approximately 25%.  This suggests again 
that the GA/CA program needs to be improved to be able to handle larger data sets and run more 
generations.  It is understood that the chromosomes used for the prediction on the test set were 
not developed satisfactorily.  This may be the reason that the effects of the data pre-processing 
techniques didn’t show clear improvements. Table 6-24 gives the details of the predictions on the 
test set by the four top chromosomes listed in Table 6-23. The chromosomes without data pre-
processing and with the 1% threshold showed better prediction accuracy.  They (chromosome 
111005-1 and 101706-3) predict 13 compounds correctly out of 14 in the test set and only 1 
compound showed a “not sure” result. Chromosome 110805-4 showed 1 “not sure” and 2 
incorrect predictions with exponent 0.5 combined with threshold 1%.  The chromosome (102606-
2), obtained using a 0.75 intensity exponent and 1% threshold, predicted all test compounds 
correctly except 3 “not sure”s. 
 
One of the results noted in these neutral loss experiments was that the prediction accuracy was 
lower for the carbamates with low molecular weight (MW).  For example, for methyl ethylester  
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Table 6-23. Performance of the best chromosomes by neutral loss spectra. 
 
Chromosome 111005-0[2] 092205-3[1] 103006-6[2] 101706-3[2] 110805-4[2] 102606-2[2] 
Pre-Processing None Th 0.5 Th 1.0 E 0.5, Th 1.0 E 0.75, Th 1.0 
RCC 0.122 ± 0.031 0.123 ± 0.034 0.115 ± 0.029 0.106 ± 0.031 0.119 ± 0.027 0.134 ± 0.034 
RNCC 0.082 ± 0.026 0.084 ± 0.024 0.075 ± 0.024 0.068 ± 0.022 0.082 ± 0.029 0.092 ± 0.029 
Correct % 72.5 60 70 65 62.5 70 
Not sure % 2.5 15 7.5 10 17.5 7.5 
Training  
Set 
Incorrect % 25 25 22.5 25 20 22.5 
RCC 0.105 ± 0.024 0.114 ± 0.030 0.098 ± 0.026 0.090 ± 0.027 0.102 ± 0.032 0.119 ± 0.032 
RNCC 0.064 ± 0.013 0.065 ± 0.014 0.058 ± 0.008 0.051 ± 0.009 0.075 ± 0.022 0.074 ± 0.013 
Correct % 93 90 86 93 79 86 
Not sure % 7 10 14 7 7 14 
Test Set 
Incorrect % 0 0 0 0 14 0 
 
[1] prediction conducted on 10-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
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Table 6-24. Comparison of classification results by neutral loss spectra using different data pre-processing techniques 
 The name of compounds in italics are non-carbamates, those in regular text are carbamates, “not sure” prediction results  
 are highlighted in grey; incorrect predictions are in bold. 
 
111005-1  
No Treatment 
101706-3 
Th 1.0 % 
110805-4 
E 0.5,Th 1% 
102606-2 
E 0.75. Th 1% 
Compound 
Mass 
Result Carbamate Prediction Result
Carbamate 
Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction 
Methyl ethylester carbamic  
acid 103 0.0810 Yes 0.070 Yes 0.061 No 0.0810 Not Sure 
Xylylcarb 179 0.0874 Yes 0.070 Yes 0.110 Yes 0.113 Yes 
Chloropropham 214 0.1101 Yes 0.102 Yes 0.141 Yes 0.148 Yes 
Phenyl ethylester carbamic  
acid 165 0.1275 Yes 0.108 Yes 0.115 Yes 0.132 Yes 
Phenmedipham 300 0.1428 Yes 0.131 Yes 0.127 Yes 0.155 Yes 
Isobutyranilide 163 0.0700 No 0.052 No 0.090 No 0.077 No 
1,4 Dichloro benzene 147 0.0677 No 0.049 No 0.088 No 0.084 Not Sure 
2,2,4 trimethyl hexane 128 0.0419 No 0.037 No 0.042 No 0.051 No 
Isoamyl propionate 144 0.0772 Not Sure 0.059 No 0.061 No 0.079 No 
N-(3-methylphenyl) Acetamide 149 0.0656 No 0.058 No 0.094 No 0.080 No 
Benzyl ester carbamic acid 151 0.0919 Yes 0.084 Yes 0.103 Not Sure 0.112 Yes 
Methyl N-chloroacetyl carbamate 151 0.1321 Yes 0.112 Yes 0.122 Yes 0.134 Yes 
Butyl-ethyl ester carbamic  
acid 145 0.0818 Yes 0.064 Not Sure 0.073 No 0.083 Not Sure 
Phenyl 3,4-dimethyl methyl 
carbamate 179 0.0874 Yes 0.070 Yes 0.110 Yes 0.113 Yes 
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carbamic acid (MW = 103), most of the chromosomes identified this compound as a non-
carbamate. In order to investigate the effect of MW on the prediction, four carbamates with lower  
MW were added to the test set.  All experiments after November 8, 2005 were conducted on the 
test set containing 14 compounds.  These results can be seen in Table 6-24, which lists the best 
chromosomes.  Note that the incorrect or “not sure” predictions occurred for the smaller 
carbamates with MW= 103, 151 and 145.  It was also noted that the correlation values for the 
smaller compounds are generally lower than the others.  The classification may need to be 
separated into two groups: small and large MW compounds.  Different sets of chromosomes may 
need to be developed for small and large compounds or the HL/LL limit values may need to be 
set differently.  Additional studies are needed to investigate this further. 
 
Compared to the top chromosomes derived from the mass spectra as shown in Table 6-18, we see 
the top chromosomes developed from the neutral loss spectra are generally better.  Although the 
exact reason why the neutral loss spectra performed better needs to be further investigated, one 
fact is that the neutral loss spectrum does contain more peaks as described in Chapter 1.  For 
example, the number of peaks in the neutral loss spectrum for benzene is almost double the 
number in the mass spectrum and parent loss spectrum.  The presence of these additional peaks 
could help to extract the information that we are looking for.  It was also noticed that the “not 
sure”s and incorrects are scattered in Table 6-23; the different chromosomes that were derived 
did not make the same mistakes as those derived from the mass spectra as shown in Table 6-18.  
This can be a positive sign for use of the neutral loss spectra, because the chromosomes could 
pick up good genes from other chromosomes and become better chromosomes if the program 
runs through a sufficiently large number of generations. 
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6.3.3 Carbamate Classification using Parent Loss Spectra 
 
The spectra in the training and test sets were processed into parent loss spectra in the 
CORRELAT program, then carbamate classification experiments were conducted.  Chromosomes 
were kept in mass spectral format and no data pre-processing techniques were applied. 
 
6.3.3.1 Classification Results using Parent Loss Spectra 
 
Three experiments were performed using parent loss spectra without any data pre-processing.  
The results summarized in Table 6-25 show the prediction accuracies of all chromosomes are 
70% and lower with various HL/LL settings.  
 
Table 6-25. Classification results by parent loss spectra without data pre-processing. 
Average Correlation Values 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set [1] File # HL/LL 
RCC RNCC 90-100 70-89 <70 
062906 0.25/0.2 0.161 ± 0.014 0.098 ± 0.009   100 5-5 
063006 0.2/0.15 0.146 ± 0.013 0.114 ± 0.010   100 5-6 
063006-2 0.175/0.125 0.165 ± 0.015 0.116 ± 0.005   100 7-7 
 
 [1] prediction conducted on 14-compounds test set. 
 
 
 
The experimental results obtained using parent loss spectra with intensity exponent pre-
processing are summarized in Table 6-26.  Intensity exponent values of 0.2, 0.33, 0.5 and 0.75 
were applied to the spectra.  The 0.5 exponent showed the most significant improvement over the 
other exponent values. With HL/LL values of 0.2/0.15, 88% of the chromosomes gave a  
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Table 6-26. Carbamate classification results by parent loss spectra using exponent data pre-processing technique. 
 
Average Correlation Value 
Percent of chromosomes exhibiting  
the specified prediction accuracy  
for the test set[1] File # HL/LL Exponent 
RCC RNCC 90-100 70-89 <70 
070606 0.2/0.15 0.318 ± 0.015 0.265 ± 0.017  25 10-0-4[2] 75 
070706 0.25/0.2 0.334 ± 0.012 0.302 ± 0.013   100 9-1-4 
070806 0.3/0.25 0.323 ± 0.006 0.237 ± 0.015  25 11-0-3 75 
070906 0.35/0.3 
0.2 
0.327 ± 0.014 0.285 ± 0.016   100 8-3-3 
070106 0.25/0.2 0.152 ± 0.027 0.108 ± 0.039   100 4-6-4 
070206-1 0.2/0.15 0.161 ± 0.007 0.084 ± 0.013   100 7-5-2 
070206-2 0.15/0.1 0.163 ± 0.019 0.141 ± 0.018   100 9-5-0 
070306 0.275/0.225 
0.33 
0.151 ± 0.012 0.104 ± 0.009   100 5-2-7 
070406 0.25/0.2 0.230 ± 0.017 0.158 ± 0.018  12 11-1-2 88 
070506 0.2/0.15 
0.5 
0.256 ± 0.016 0.179 ± 0.019  88 10-2-2 12 
110106 0.2/0.15 0.238 ± 0.008 0.173 ± 0.009   100 8-4-2 
110206 0.25/0.2 
0.75 
0.226 ± 0.010 0.137 ± 0.024   100 9-3-2 
[1] prediction conducted on 14-compounds test set. 
 [2] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect 
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prediction accuracy between 70 to 89%.  All chromosomes developed using the intensity 
exponents of 0.33 and 0.75 showed prediction accuracies less than 70%.  25% of the 
chromosomes developed using an intensity exponent of 0.2 yielded prediction accuracies between 
70-89% with HL/LL values 0.2/0.15 and 0.3/0.25.  Compared to the results without the use of 
data pre-processing, the intensity exponent scaling did improve the results, improving the 
prediction accuracy to between 70 and 89%.  The best chromosome showed 11 correct 
predictions, 1 “not sure” and 2 incorrect predictions.  Classification results obtained using 
thresholding are summarized in Table 6-27.  By eliminating peaks smaller than 0.5% of the base 
peak and using HL/LL values 0.15/0.1, 38% of the chromosomes showed a prediction accuracy 
between 70-89%.  The best chromosome had 11 correct predictions, 2 “not sure”s and 1 incorrect 
prediction.  The 1% threshold did show a significant improvement in the prediction accuracy. 
Unlike the results obtained from both the mass and neutral loss spectra, use of the intensity 
threshold did not show better results than exponent in the parent loss spectrum experiments. 
 
Parent loss spectra in the training and test sets were processed with the combination of intensity 
exponent scaling and thresholding.  The results for these combinations of data pre-processing 
techniques are listed in Table 6-28.  With the combination of 1.0% threshold and 0.5 intensity 
exponent, all the chromosomes showed a prediction accuracy between 70 and 89%.  38% of the 
chromosomes developed with a 1% threshold and 0.75 intensity exponent showed prediction 
accuracy between 70 and 89%.  The best chromosome was developed from a 1% threshold 
combined with a 0.5 exponent and showed 7 correct predictions, 2 “not sure”s and 1 incorrect 
prediction. 
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Table 6-27. Carbamate classification results by parent loss spectra using threshold data pre-processing technique. 
 
Average Correlation Value 
Percent of chromosomes 
exhibiting the specified prediction accuracy 
for the test set[1]  File # HL/LL Threshold 
RCC RNCC 90-100 70-89 <70 
071006 0.2/0.15 0.153 ± 0.005 0.102 ± 0.007   100 7-4-3[2] 
071106 0.15/0.1 0.172 ± 0.005 0.108 ± 0.021  38 11-2-1 62 
071106-2 0.25/0.2 
0.5 
0.172 ± 0.011 0.141 ± 0.016   100 6-4-4 
071506 0.2/0.15 0.141 ± 0.009 0.109 ± 0.012   100 7-2-5 
071606 0.15/0.1 0.125 ± 0.019 0.101 ± 0.010   100 7-5-2 
071706 0.25/0.2 
1.0 
0.150 ± 0.013 0.112 ± 0.010   100 6-2-6 
 
[1] prediction conducted on 14-compounds test set. 
 [2] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect 
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Table 6-28. Carbamate classification results by parent loss spectra using combined exponent and threshold data pre-processing. 
 
Data Pre-Processing 
 Average Correlation Value 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy for the test set File # HL/LL 
Exponent Threshold % RCC RNCC 90-100 70-89 <70 
101105[1] 0.25/0.15 0.168 ± 0.006 0.128 ± 0.014   100 5-3-2[3]
101205[1] 0.25/0.15 0.228 ± 0.012 0.166 ± 0.016   100 4-5-1
101305[1] 0.3/0.2 0.275 ± 0.010 0.189 ± 0.013   100 5-5-0
101405[1] 0.3/0.25 0.256 ± 0.007 0.177 ± 0.009   100 6-3-1
101505[1] 0.275/0.225 0.231 ± 0.007 0.182 ± 0.011   100 6-2-2
101605[1] 0.25/0.2 
1 % 
0.248 ± 0.005 0.157 ± 0.010  100 7-2-1  
071806[2] 0.25/0.2 0.225 ± 0.010 0.177 ± 0.013   100 8-3-3
071906[2] 0.2/0.15 0.241 ± 0.011 0.173 ± 0.007   100 9-3-2
072006[2] 0.3/0.2 
0.5 
0.5% 
0.260 ± 0.012 0.188 ± 0.041   100 7-5-2
110506[2] 0.2/0.15 0.198 ± 0.009 0.113 ± 0.019   100 9-4-1
110606[2] 0.175/0.125 
1% 
0.195 ± 0.011 0.129 ± 0.023  38 10-2-2 62 
110306[2] 0.25/0.2 0.187 ± 0.013 0.121 ± 0.019   100 6-4-4
110406[2] 0.2/0.15 
0.75 
0.5% 
0.185 ± 0.004 0.141 ± 0.012   100 7-5-2
[1] prediction conducted on 14-compounds test set. 
[2] prediction conducted on 14-compounds test set. 
 [3] number indicates the performance of the best chromosome on the test set: correct-not sure-incorrect
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6.3.3.2 Evaluation of the Classification Results using Parent Loss Spectra 
 
Table 6-29 lists the chromosomes with the highest prediction accuracy. We can see the 
chromosomes developed using the data pre-processing techniques generally performed better than 
those without any pre-processing. Although there were no incorrect predictions using the 
chromosome without data pre-processing, there were 50% “not sure” predictions.  Prediction by 
the chromosome with a threshold showed no incorrect prediction but approximately 30% “not 
sure” predictions.  The results from both the intensity exponent and combined data treatments 
contained 2 incorrect predictions but only 1 “not sure”.  Classification by parent loss spectral 
didn’t show a significant improvement over use of the mass spectra.  We know the parent loss 
spectrum focuses on the information on the fragments from parent ion.  This suggests that the 
carbamate functional group generally does not fragment from the parent molecule by itself in 
most cases. 
 
6.3.4  Classification using Combined Results 
 
Classification may be improved if the results obtained using mass spectra, neutral loss and parent 
loss spectra are combined together.  In most cases, the predictions of “not sure” can be converted 
to “sure” if the results from the three different spectra are combined.  Table 6- 30 lists the 
prediction results on the test set obtained by combining the results from the three different spectra 
in a “best two out of three” fashion.  Each of the chromosomes in Table 6-30 were selected with 
top prediction accuracy.  The first compound in Table 6-30, methyl ethylester carbamic acid was 
predicted as a carbamate by neutral loss and parent loss spectra but it was not sure using mass 
spectral data.  Since 2 out of the 3 results provide a positive answer, methyl ethylester carbamic 
acid is classified as a carbamate. We can see that all the “not sure”s in Table 6-30 are cleared 
when the results are combined in this way.  
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 Table 6-29. Comparison of  classification results by parent loss spectra using different data pre-processing techniques  
The name of compounds in italics are non-carbamates, those in regular text are carbamates, “not sure” prediction results   
are highlighted in grey; incorrect predictions are in bold. 
 
063006-2-6 No 
Treatment 070406-6 E0.5 071106-7 Th0.5% 110606-6 E0.75, th1% Compound 
Result Carbamate Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction
Methyl ethylester carbamic acid 0.175 Yes 0.194 No 0.214 Yes 0.2124 Yes 
Xylylcarb 0.126 Not Sure 0.286 Yes 0.189 Yes 0.1789 Yes 
Chloropropham 0.166 Not Sure 0.281 Yes 0.170 Yes 0.2123 Yes 
Phenyl ethylester carbamic acid 0.213 Yes 0.277 Yes 0.175 Yes 0.2186 Yes 
Phenmedipham 0.175 Yes 0.280 Yes 0.181 Yes 0.3248 Yes 
Isobutyranilide 0.140 Not Sure 0.193 No 0.123 Not Sure 0.0505 No 
1,4 Dichloro benzene 0.077 No 0.160 No 0.111 Not Sure 0.1990 Yes 
2,2,4 trimethyl hexane 0.053 No 0.134 No 0.142 Not Sure 0.0721 No 
Isoamyl propionate 0.151 Not Sure 0.160 No 0.043 No 0.1732 Not Sure 
N-(3-methylphenyl) Acetamide 0.138 Not Sure 0.149 No 0.089 No 0.0354 No 
Benzyl ester carbamic acid 0.194 Yes 0.224 Not Sure 0.171 Yes 0.1922 Yes 
Methyl N-chloroacetyl carbamate 0.206 Yes 0.263 Yes 0.130 Not Sure 0.2719 Yes 
Butyl-ethyl ester carbamic acid 0.151 Not Sure 0.118 No 0.153 Yes 0.0749 No 
Phenyl 3,4-dimethyl methyl  
carbamate 0.126 Not Sure 0.286 Yes 0.189 Yes 0.1789 Yes 
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Table 6-30. Classification by combination of the best chromosomes. The name of 
compounds in italics are non-carbamates, those in regular text are carbamates,  
“not sure” prediction results are highlighted in grey. 
 
 
Chromosome 091306-3 111005-1 071106-7 
Spectra MSP NLS PLS 
Best two out 
of three 
Methyl ethylester carbamic acid not sure yes yes yes 
Xylylcarb yes yes yes yes 
Chloropropham yes yes yes yes 
Phenyl ethylester carbamic acid yes yes yes yes 
Phenmedipham yes yes yes yes 
Isobutyranilide no no not sure no 
1,4 Dichloro benzene no no not sure no 
2,2,4 trimethyl hexane no no not sure no 
Isoamyl propionate no not sure no no 
N-(3-methylphenyl) Acetamide not sure no no no 
Benzyl ester carbamic acid yes yes yes yes 
Methyl N-chloroacetyl carbamate yes yes not sure yes 
Butyl-ethyl ester carbamic acid not sure yes yes yes 
Phenyl 3,4-dimethyl methyl  
Carbamate yes yes yes yes 
 
 
Instead of the best chromosomes, Table 6-31 lists the prediction results on the same compounds 
but by use of chromosomes with average prediction accuracy.  Originally 7 compounds had clear 
and consistent answers using all three chromosomes, while another 7 compounds had no 
consistent predictions. After combining the results, another 5 compounds had more confident 
results and the number of questionable compounds were reduced to 2: 1,4 dichloro benzene and 
butyl-ethyl ester carbamic acid.  Combining the three predictions, there is a 33% chance that 
isoamyl propionate is not a carbamate and 67% chance “not sure”. Therefore the possibility of 
isoamyl propionate predicted by the chromosomes as a non-carbamate is higher than the 
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possibility it is a carbamate. However, 1,4 dichloro benzene has equal possibilities 33% among 
carbamate, non-carbamate and “not sure”. The answer for 1,4 dichloro benzene is still “not sure”.  
The prediction for butyl-ethyl ester carbamic acid has higher possibilities as a non-carbamate, 
which would lead to an incorrect prediction.  
 
 
Table 6-31. Classification by combination of the chromosomes. The name of compounds  
in italics are non-carbamates, those in regular text are carbamates. Prediction result of “not  
sure” are highlighted in grey; incorrect predictions are in bold. 
 
 
Chromosome 081005-2 102606-2 110506-0 Prediction % 
Spectra MSP NLS PLS Yes Not sure no 
Methyl ethylester carbamic acid yes not sure yes 66 34  
Xylylcarb not sure yes yes 66 34  
Chloropropham yes yes yes 100   
Phenyl ethylester carbamic acid yes yes yes 100   
Phenmedipham yes yes yes 100   
Isobutyranilide no no no   100 
1,4 Dichloro benzene no not sure yes 33 33 33 
2,2,4 trimethyl hexane no no no   100 
Isoamyl propionate not sure no not sure  66 34 
N-(3-methylphenyl) Acetamide no no no   100 
Benzyl ester carbamic acid no yes yes  66 34 
Methyl N-chloroacetyl carbamate yes yes yes 100   
Butyl-ethyl ester carbamic acid not sure not sure no  66 34 
Phenyl 3,4-dimethyl methyl  
carbamate not sure yes yes 66 33  
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6.4 Conclusion 
 
Carbamate classification was conducted using the GA/CA program with mass spectra, neutral 
loss spectra and parent loss spectra. Data pre-processing techniques, such as intensity exponent 
scaling and thresholding, as well as a combination of these two techniques, were applied to the 
original spectra, and their effects on the classification results were investigated. The results of the 
experiments showed promising results for the difficult carbamate classification.  With optimized 
conditions for the numerical experiments, chromosomes showed prediction accuracy of 80% and 
above; the prediction accuracy was increased when the results from mass spectra, neutral loss 
spectra and parent loss spectra were combined.  Applications of data pre-processing techniques 
showed improved results in the classifications by mass spectral and parent loss spectra. Overall 
neutral loss spectra provide better classification results compared to mass spectra and parent loss 
spectra. 
 
Because of the limitations of the GA/CA program and the complication of the carbamate 
classification, more scattered data were obtained in these carbamate experiments compared to the 
lower aromatic and chlorine classification experiments.  The reasons for this are: 1) the training 
set used in GA/CA program is small and only covers a small variety of compounds; 2) the 
GA/CA ran small populations and number of generations so that the chromosomes were not fully 
trained before they were used in prediction; and 3) carbamates have complicated characteristic 
peaks and this makes the classification much more difficult.  
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7.1 Introduction 
In the previous experiments described in chapters 4 and 5, the GA/CA program showed great 
success in the classification of lower aromatic and chlorine containing compounds, respectively.  
The GA/CA algorithm even showed promising results for the more complicated classification of 
the carbamates as discussed in chapter 6.  So far, the classifications have been accomplished 
using mass spectra downloaded from the NIST library.  These mass spectra were collected on a 
gas chromatograph/mass spectrometer system using 70 eV electron impact ionization [1] (a hard 
ionization method); EI usually provides good fragmentation patterns [2] and very reproducible 
spectral data.   Mass spectra collected using other ionization methods may be different, however, 
due to the effect of sample matrix, solvent, ionization method and instrument conditions used in 
the laboratory.  The question remains about how the GA/CA program will handle the mass 
spectra obtained using different ionization techniques.  It is necessary to test the performance of 
the GA/CA program on data collected under different conditions in order to fully understand the 
practical value of the program.   
 
This chapter will describe the results for the classification of the metabolites of methyl 
thiophanate by the GA/CA program using spectra collected in the laboratory.  Methyl thiophanate 
is a carbamate and is used commercially as a fungicide [3,4].  Its structure is shown below: 
 
   Figure 7-1. Chemical structure of methyl thiophanate. 
NH
NH
NH
NHS
S
O
O
O
O
CH3
CH3
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In an aerobic degradation study [5] conducted at Cerexagri, scientists fortified 14C-labeled methyl 
thiophanate in soil and found it degraded to form metabolites at room temperature.  These 
metabolites were identified using thin layer chromatography (TLC) by co-chromatographing the 
soil extracts with standard reference materials.  In the work described in this chapter, soil samples 
were fortified with unlabeled methyl thiophanate, incubated and extracted following the method 
used in the aerobic study [5].  Compounds in the extract were separated on HPLC and directly 
ionized on a mass spectrometer using electrospray ionization.  As the experiments were 
conducted on a tandem mass spectrometer (MS/MS), each observed chromatographic peak was 
fragmented and the MS/MS spectrum was collected.  In order to classify the peaks in the fortified 
soil sample, chromosomes were developed by the GA/CA program from the mass spectra of a 
group of known carbamate and non-carbamate compounds collected in the lab using the same 
instrument and conditions as used in the analysis of the soil sample.  The chromosomes 
developed with the highest prediction accuracy on the test set were then selected to identify the 
metabolites of methyl thiophanate and the results were compared with the TLC results in the 
aerobic study. 
 
7.2 Experimental details 
7.2.1 Materials 
The methyl thiophanate standard (Lot# ASM 5-1, purity 99.6%) was obtained from Ceraxagri, 
King of Prussia, PA.  Hydrochloric acid (purity 36.5%), and formic acid (purity 98%) were 
purchased from VWR scientific, West Chester, PA. The solvents ethyl acetate (purity 99.6%), 
methanol (purity 99.9%), chloroform (purity 99.8%), and acetone (purity 99.5%) were also 
obtained from VWR.  The control soil was collected from a local source.  A Betasil C8 column 
(4.6 mm x 100 mm, 5 µm particle diameter) was purchased from Keystone Scientific, Bellefonte, 
PA.  The chemical compounds used in the training and the test sets and their source, purity or 
concentrations are listed in Tables 7-1 and 7-2. 
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Table 7-1. Information for compounds in the training set. The name of compounds in italics 
are non-carbamates, those in regular text are carbamates. 
 
No Name Mass CAS# Purity Source Structure 
 
1 
 
3Hydroxy 
Carbofuran 
 
237.4 
 
 
 
16655-
82-6 
 
100 
ppm 
 
Supelco 
Bellefonte,
PA 
O
O
NH
CH3
O
CH3CH3
OH
 
 
2 
Ethyl (6-amino-1,3-
dimethyl-2,4-dioxo-
1,2,3,4-
tetrahydropyrimidin-
5-yl)carbamate  
 
242 
 
49810-
21-1 
 
99% 
 
N
N
NH
O CH3
O
CH3NH2O
O
CH3
 
 
3 
 
Chloropropham 
 
213.7 
 
101-21 
 -3 
 
95% 
 
NH
O
O CH3
CH3
Cl  
 
4 
Methocarbamol 
(Guaiacol glyceryl 
ether carbamate) 
 
241 
 
532-03 
 -6 
 
98% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
O
O NH2
O
CH3
OH
O
 
 
5 
 
Mercaptodimethur 
 
225 
 
2032-
65-7 
 
100 
ppm 
 
Supelco 
Bellefonte, 
PA 
CH3
S
CH3
CH3 O O
NH
CH3
 
 
6 
 
Methyl Carbamate 
 
75 
 
598-55 
 -0 
 
98% 
CH 3
O
O
N H 2 
 
7 
 
1,3-oxazolidin-2-one 
 
87 
 
497-25 
 -6 
 
98% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
O
NH
O  
 
8 
 
Propoxur 
 
209 
 
114-26 
 -1 
 
100 
ppm 
 
Supelco 
Bellefonte, 
PA 
O O
NH
C H 3
OCH 3
C H 3  
 
9 
tert-butyl (2,3-
dihydroxypropyl)car
bamate 
 
191 
137618 
-48-5 
 
97% 
Sigma- 
Aldrich 
St. Louis, 
MO 
O
O
NH CH3
CH3
CH3
OH
OH
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Table 7-1. Information for compounds in the training set (continued). The name of 
compounds in italics are non-carbamates, those in regular text are carbamates. 
No Name Mass CAS# Purity Source Structure 
 
10 
 
tert-butyl carbamate 
 
117 
 
4248-
19-5 
 
98% O
O
NH2
CH3
CH3
CH3  
 
11 
 
Isoprocarb 
 
193 
 
2631-
40-5 
 
>99% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
CH3
CH3
O
O
NH
CH3
 
 
12 
 
Acetamiprid 
 
 
222.1 
 
13541
0-20-7 
 
99.7% 
Cerexagri 
King of 
Prussia, PA 
N N
C H 3
C H 3NC l
N  
 
13 
 
Cyclohexylamine 
 
 
99.2 
 
108-
91-8 
 
99% 
 
NH2
 
14 L-3,4 
Dihydroxylphenyl 
alanine 
197.2 5796-
17-8 
>99% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
OH
OH
O OH
NH2
 
 
15 
 
Fenitrothion 
 
 
277.2 
 
122-
14-5 
 
96.3% 
Cerexagri 
King of 
Prussia, PA 
CH3
O
P
O
O
S
CH3
CH3
N
O
O
 
 
16 
 
p-Anisaldehyde 
 
136.2 
 
123-
11-5 
 
99.9% 
O
CH3
O 
17 N,N-dimethyl 
Formamide 
73.1 68-12 
-2 
>99% 
N
O
CH3
CH3 
18 N,N-Dimethyl Benzyl 
Amine 
135.2 103-
83-3 
98% 
N
CH3
CH3
 
19 4-Dimethyl 
Aminopyridine 
122.2 1122-
58-3 
99% 
N N
CH3
CH3 
20 Hexanoic Acid 116.2 142-
62-1 
>99% 
CH3 OH
O
 
 
 
21 
 
8-Hydroxyquinoline 
 
145.2 
 
148-
24-3 
 
99% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
NOH
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Table 7-2. Information for compounds in the test set. The name of compounds in italics are 
non-carbamates, those in regular text are carbamates. 
 
No Name Mass CAS# Purity Source Structure 
 
1 
 
Carbaryl 
 
201 
 
63-25-
2 
 
100 
ppm 
Supelco 
Bellefonte,
PA 
 
O
O
NH
CH3
 
 
2 
 
[(tert-
butoxycarbonyl) 
amino]acetic acid 
 
175 
 
4530-
20-5 
 
98% 
 
O
CH3
CH3
CH3
O
NH
O
OH
 
 
3 
 
N-ethylurethane 
 
117 
 
623-
78-9 
 
99% 
 
CH3
O
NH
CH3
O  
 
4 
 
Propham 
 
 
179 
 
122-
42-9 
 
99.1% 
 
Sigma- 
Aldrich 
St. Louis, 
MO 
 
NH
O
O
CH3
CH3  
 
5 
 
Carbofuran 
 
221 
 
1563-
66-2 
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7.2.2 Instrumentation 
The LC/MS/MS system consists of a Waters Alliance 2690 HPLC (Milford, MA, software: 
Empower) and a Sciex API 2000 mass spectrometer (Applied Biosystems, Inc., Foster City, CA, 
software: Analyst v1.3).  The mobile phases were 0.1% formic acid in water and 0.1% formic 
acid in methanol.  The HPLC gradient shown in Table 7-3 was used for the soil analysis.  The 
conditions for the mass spectrometer are listed in Table 7-4. 
 
Table 7-3. HPLC linear gradient table. 
Time 
Minutes 
Flow Rate 
ml/min 
Mobile Phase A 
0.1% HCOOH in 
Methanol 
Mobile Phase B 
0.1% HCOOH in water 
0 0.75 10 90 
2.0 0.75 10 90 
15 0.75 70 30 
16 0.75 10 90 
 
 
 
Table 7-4.  Mass spectrometer conditions. 
 
Parameter Value 
Curtain gas (nitrogen) 20 psi 
Collision activated dissociation gas 
(zero air) 4.0 psi  
Ionspray voltage 5000 V 
Probe temperature  400 C 
Nebulizer gas (nitrogen) 30 psi 
Heater gas (nitrogen) 15 psi 
Declustering potential 25 V 
Focusing potential 370 V 
Entrance potential 10 V 
Collision cell entrance potential 15 V 
Collision energy (CE) 30 V 
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7.2.3 Methods 
A) Generation, Extraction and Separation of the Metabolites of Methyl Thiophanate 
A methyl thiophanate standard solution was prepared by dissolving 0.01 grams of methyl 
thiophanate in 100-ml methanol. The concentration of the resulting solution was 100 ug/ml. Two 
50 gram soil samples were prepared in separate 250-ml high density polyethylene (HDPE) 
bottles.  One of the soil samples was a control, while the other was fortified with 5 ml of the 100 
ug/ml methyl thiophanate solution.  The resulting methyl thiophanate concentration in the soil 
was 10 ppm.  The sample bottles were placed into a cabinet kept in the dark at room temperature 
for five days.  
 
After incubation the soil samples were extracted following the method in the aerobic study [5].  
They were first extracted using 50 ml of ethyl acetate:chloroform 90:10, then 50 ml of 5% HCl in 
methanol followed by 50 ml acetone.  Each extraction was performed by shaking the soil sample 
on a wrist shaker with the extraction solvent for approximately 10 minutes.  The samples were 
centrifuged at 3500 rpm (rotations per minute) for approximately 5 minutes. The supernatant was 
filtered through a filter paper (Whatman #4) by vacuum into a 500-ml flask.  The three extracts 
were combined and then the total extract was concentrated to approximately 2 ml on a rotavapor 
(Buchi model R134, temperature 35°C, pressure 150 mbar).  The sample extract was 
quantitatively transferred into a graduated test tube with several rinses of the flask with 50% 
methanol in water.  The total volume was diluted to 10 ml with 50% methanol in water solution. 
 
The extract was analyzed on the LC/MS/MS system described in section 7.2.2.  20 µl of sample 
was injected onto the column and eluted using the mobile phase gradient listed in Table 7-3.  The 
run time was 20 minutes.  There are three steps in identification of the metabolites in the soil 
sample: 
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1) Analysis of the soil extract in LC/MS mode:  The main purpose of this step is to separate all 
the components in the extract and obtain the masses of each chromatographic peak.   
2) Analysis of soil extract in LC/MS/MS mode:  The spectrum of each of the peaks identified in 
step 1 is obtained in LC/MS/MS mode by applying collision energy to the selected ions.  
3) Analysis of the spectra obtained in step 2 by the GA/CA program to identify the metabolite. 
 
Prior to step 3, the chromosomes for classification of the carbamates from their LC/MS/MS data 
also have to be developed.  
 
B) Spectrum Collection 
Spectral collection was conducted for the compounds in the training and test sets for the 
development of chromosomes, and for the peaks in the soil sample using the LC/MS/MS system 
described in section 7.2.2.  For the compounds in the training and the test sets, the stock standard 
solutions for each compound were prepared by dissolving 0.005 grams of each compound in 50 
ml of methanol separately; the resulting concentration was 100 ppm.  The standard solutions were 
further diluted to 5 ppm in methanol for spectrum collection.  Some carbamates were received as 
100 ppm solutions.  These compounds were diluted to 5 ppm with methanol for spectrum 
collection. 
 
Loop injections (i.e., with the HPLC column removed) of 5 µl of each compound solution were 
made into the mass spectrometer equipped with the turbo ionspray interface using an isocratic 
mobile phase of 40:60 methanol:water at a flow rate of 0.3 ml/minute.  The spectrum was 
collected for approximately 5 minutes in positive ion mode.  The instrument conditions listed in 
Table 7-4 were kept the same for all compounds in the training and test sets.  The background 
was subtracted from the spectrum.  Additional discussion of the spectral collection can be found 
in section 7.3.1. 
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The spectra for all peaks observed in the methyl thiophanate soil extract were collected on the 
same instrument as used in the spectral collection for the training and the test sets but using a 
Betasil C8 column and the mobile phase gradient as shown in Table 7-3.  All the conditions for 
the mass spectrometer were kept the same as used for the training and test sets.   
 
7.2.4 Calculational Details 
 
The GA/CA program parameters listed in Table 7-5 were used for all the experiments in this 
chapter.  Experiments were conducted using mass spectra, neutral loss spectra and parent loss 
spectra.  The data pre-processing techniques of intensity exponent scaling and thresholding were 
also utilized.  There are sixteen carbamate and fifteen non-carbamate compounds used in this 
study.  Five carbamate and five non-carbamate compounds were randomly selected for the test 
set; the rest of the compounds were used for the training set. 
 
 
Table 7-5.  Basic GA/CA parameters used in these experiments. 
 
Program Parameters Value 
Search Space 20 - 350 
Initial Chromosome 50%-1+ 50%-0 
Size of Training Set 21 (11 CC, 10 NCC) 
Size of Test Set 10 (5 CC, 5 NCC) 
Chromosome Format 0,1 
GA 
Mutation Rate 2% 
Spectrum type 
Mass spectra 
Neutral loss spectra 
Parent loss spectra 
Data pre-processing Intensity exponent Threshold 
Data Normalization Hercules Normalization 
CA 
Spectra format Original 
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7.3 Results and Discussion 
Because the mass spectra to be classified in this chapter are obtained by fragmentation in an 
MS/MS experiment (which are very different from the single-stage MS EI spectra used in chapter 
6), new chromosomes needed to be developed from the MS/MS spectra.  These new 
chromosomes were then used for identification of the metabolites of methyl thiophanate. 
 
7.3.1 Mass Spectrometer Conditions and Details of Spectra Collection 
Initial MS/MS scouting experiments conducted on the compounds included in the training and 
test sets indicated that a set of compromise parameters for the mass spectrometer would have to 
be employed for the analysis of the compounds. To determine the appropriate conditions for the 
mass spectrometer, each compound was first introduced to the mass spectrometer by infusion; an 
LC/MS/MS tune was performed to determine the optimized settings automatically.  The 
optimized parameters, such as the declustering potential, focusing potential, entrance potential, 
collision cell entrance potential and collision energy, were determined from the tune.  Since the 
optimum settings determined using this method were found to be different for each compound 
(although some settings are very close for all compounds), a set of compromise conditions was 
selected and tested manually so that all spectra were collected using the same conditions.  The 
collision energy is one of the most important parameters in the analysis.  Figure 7-2 shows 
spectra of 1,3-oxazolidin-2-one collected at three different collision energies of 10, 30 and 40 V. 
Note that the typical collision energy ranged from 5 to 40 V.  We can see that there are only two 
peaks in the spectrum at low (10 V) collision energy; more fragments are generated when the 
collision energy increased to 30 V.  At the higher collision energy of 40 V, the major peaks 
observed are the same as those observed at 30V, but more small peaks now appear.  A 
compromise collision energy of 30 V was selected so there was enough collision energy to 
generate major fragments, but not enough to break the compound into many pieces where it might 
lose its characteristic peaks.  
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Figure 7-2. MS/MS spectra of 1,3-oxazolidin-2-one collected at three different collision 
energies: top panel 40V; middle panel 30V; bottom panel 10V. 
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The final mass spectrometer conditions used for all compounds in the study are listed in Table 7-
4. The spectra of the compounds in the training and test sets were collected using loop injection 
(where the column is removed from the HPLC) in order to obtain background-subtracted mass 
spectra.  To illustrate the spectrum collection, we take the carbamate compound propoxur 
(mass=209) as an example. After the instrument was conditioned with the settings given in Table 
7-4, an HPLC sample vial filled with a 5 ppm propoxur solution was placed on the autosampler 
and the HPLC pump was turned on.  The mass spectrometer was set to scan for the product ions 
of propoxur at M+1=210; the Q3 scan range was set to 20 to 250 in positive mode (MS/MS) for 4 
minutes.  After the mass spectrometer was scanned for about 0.5 minutes to obtain information 
about the background, an injection was made from the sample vial.  The top panel in Figure 7-3 
shows the total ion chromatogram of the product ions of propoxur collected in Q3.  Note that the 
propoxur peak eluted at approximately 1.1 minutes.  The lower panel in the figure is the mass 
spectrum of propoxur.  Background scans selected during the 0.2 minutes prior to the propoxur 
peak were subtracted from the scans of propoxur as indicated in Figure 7-3. The spectrum of 
propoxur was selected from approximately 1.17 to 1.3 minutes.  The MS/MS spectra of each of 
the compounds in the training and test sets were collected in a similar fashion. 
 
7.3.2 Chromosomes Developed using Mass Spectra 
MS/MS spectra collected in the laboratory were used for chromosome development 
both with and without the use of data pre-processing techniques.  The results without 
using data pre-processing techniques are summarized in Table 7-6. Note that the 
prediction accuracy for the test set can only take on values of 100%, 90%, 80%, 70%, 
etc. because there are 10 compounds in the test set. There is no prediction accuracy 
between 91 and 99, 81 and 89 etc.  This applies to all the prediction accuracies 
calculated for the test set in this chapter.  
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Figure 7-3. Collection of the MS/MS spectrum for propoxur. The top figure is the total ion 
chromatogram of product ions of propoxur collected in Q3.  The spectrum was selected from 
approximately 1.17 to 1.3 minutes. The background was selected from approximately 0.2 minutes 
to 0.6 minute.  Lower figure is the spectrum of propoxur after background subtraction. 
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Table 7-6. Carbamate classification results by mass spectra without data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy on the 
test set 
Accuracy % 
of the Best Chromosome File # HL/LL 
Training & 
Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set Training Set 
040107 0.09/0.08 0.098 ± 0.008 0.067 ± 0.012  12 88 80 71 
040207 0.125/0.1 0.072 ± 0.016 0.090 ± 0.020   100   
040307 0.075/0.06 0.092 ± 0.006 0.095 ± 0.014   100   
040407 0.09/0.08 0.102 ± 0.004 0.119 ± 0.010   100   
040507 0.11/0.1 
Mass 
Spectra 
 
(original) 
0.098 ± 0.014 0.087 ± 0.012  12 88 70 62 
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The average correlation values of 8 chromosomes and their prediction accuracy on the test set as 
well as the results obtained using the best chromosome on the training and the test set are listed in 
Table 7-6.  Without the use of any data pre-processing, approximately 12% of the chromosomes 
showed a prediction accuracy on the test set of between 70 and 80% using HL/LL values between 
0.09/0.08 and 0.11/0.1.  The best chromosome showed 80% prediction accuracy on the test set 
and 71% on the training set.  From the results of five experiments conducted using different 
HL/LL values in Table 7-6, we can conclude that the HL/LL values are important to the results. 
When the HL/LL values are set too high (e.g., experiment 040207, HL/LL 0.125/0.1) or too low 
(experiment 040307 HL/LL 0.075/0.06), the average correlation value for the carbamates RCC is 
lower than RNCC for the non-carbamates.  While the HL is set in the range of 0.09 to 0.11 and LL 
in the range of 0.08 to 0.1, the average correlation value for the carbamates RCC is higher than 
RNCC for the non-carbamates, and the prediction accuracy is improved as well.  
 
Table 7-7 lists the classification results obtained using the data pre-processing techniques.  The 
experiments were conducted using three different threshold values (0.5%, 1%, 1.5%) and three 
different intensity exponent scaling values (0.33, 0.5, 0.75). By using 0.5 and 1% thresholds, the 
chromosomes improved as shown in Table 7-7.  For example, the prediction accuracy of 12% of 
the chromosomes reached 90% using a threshold of 0.5%; similarly 25% of the chromosomes 
reached 90% using a threshold of 1%.  The best chromosomes showed accuracy on the training 
set close to 80%.  A threshold of 1.5% didn’t provide as good results; prediction accuracies on the 
test set were less than 60%.  Perhaps as expected, the chromosomes that developed better 
accuracy on the training set showed higher prediction accuracy on the test set.  This emphasizes 
again that it is important to develop good chromosomes on the training set.  The intensity 
exponent scaling, on the other hand, didn’t show any improvement in the results listed in Table 
7-7.  All the chromosomes developed using three different intensity exponents showed a 
prediction accuracy of 60% or below on the test set. 
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Table 7-7.  Carbamate classification results by mass spectra with data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy on the  
test set 
Accuracy % of the 
Best Chromosome File # HL/LL Data pre-processing
Training & 
Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set 
Training 
Set 
040607 0.1/0.09 0.092 ± 0.010 0.081 ± 0.012  75 25 70 67 
040707 0.11/0.1 0.105 ± 0.011 0.086 ± 0.013 12 38 50 90 81 
040807 0.09/0.08 
0.5 % Th 
0.068 ± 0.007 0.082 ± 0.008   100   
040907 0.11/0.1 0.102 ± 0.004 0.119 ± 0.010  38 62 70 67 
041007 0.1/0.09 
1.0 % Th 
0.100 ± 0.029 0.078 ± 0.004 25 38 37 90 76 
041107 0.1/0.09 0.081 ± 0.012 0.091 ± 0.005   100   
041207 0.1/0.09 
1.5 % Th 
0.084 ± 0.003 0.081 ± 0.007   100   
041307 0.1/0.09 0.160 ± 0.016 0.162 ± 0.015   100   
041407 0.16/0.15 
E 0.33 
0.108 ± 0.014 0.126 ± 0.009   100   
041507 0.12/0.1 0.149 ± 0.020 0.166 ± 0.015   100   
041607 0.1/0.09 
E 0.5 
0.122 ± 0.016 0.129 ± 0.011   100   
041707 0.1/0.09 0.062 ± 0.016 0.090 ± 0.014   100   
041807 0.1/0.09 
E 0.75 
Mass 
Spectra 
 
(original) 
 
0.088 ± 0.009 0.131 ± 0.019   100   
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Table 7-8. Classification results by mass spectra with combined data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy on the 
test set
Accuracy % of the 
Best Chromosome File # HL/LL Data pre-processing 
Training 
& Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set Training Set 
041907 0.1/0.09 0.123 ± 0.013 0.126 ± 0.017   100   
042007 0.11/0.1 
Th 1.0 % 
E 0.33 0.137 ± 0.016 0.131 ± 0.011  25 75 70 76 
042107 0.1/0.09 0.089 ± 0.012 0.121 ± 0.010   100   
042207 0.11/0.1 
Th1.0 %  
E 0.5 0.102 ± 0.009 0.160 ± 0.013   100   
042307 0.11/0.10 0.103 ± 0.010 0.148 ± 0.019   100   
042407 0.1/0.09 
Th 1.0 %  
E 0.75 
Mass 
Spectra 
 
(original) 
0.116 ± 0.008 0.133 ± 0.018   100   
 
 
 
 
  
208
Results of the classification using both the threshold and intensity exponent data pre-processing 
techniques are summarized in Table 7-8.  As the 1% threshold showed the best results in Table 
7-7, these experiments were conducted using a 1% threshold combined with three different 
intensity exponent values.  The prediction accuracies on the test set are all less than 60%, except 
for one experiment (042007).  This experiment used a combination of 1% threshold with 0.33 
intensity exponent; it showed that 25% of the chromosomes had prediction accuracy between 70 
to 80% on the test set, while 75% of the chromosomes had a prediction accuracy less than 60%. 
The best chromosome in this experiment showed prediction accuracy of 70% on the test set and 
76% on the training set.  
 
7.3.3 Chromosomes Development using Neutral Loss Spectra 
 
Neutral loss spectra were calculated from the MS/MS spectra and used for chromosome 
development. The data pre-processing techniques of threshold and intensity exponent were also 
used and compared with the results obtained without using data pre-processing.  Table 7-9 lists 
the results without use of any data pre-processing.  The prediction accuracies in Table 7-9 are all 
below 60% in the three experiments conducted adjusting the HL/LL values.  Table 7-10 shows 
the obtained result using the threshold and intensity exponent scaling techniques, while Table 7-
11 summarizes the results using a combination of the two data pre-processing techniques.  
Similar to the results without using data pre-processing, all chromosomes developed using neutral 
loss spectra showed a prediction accuracy of 60% or below.  Use of the data pre-processing 
techniques didn’t show an improvement; the prediction accuracy remained at 60% or lower for all 
experiments conducted using neutral loss spectra.  This result is quite different than the results in 
chapter 6 obtained using the EI mass spectra, which showed improved results by use of the 
neutral loss spectra. 
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Table 7-9. Carbamate classification results using neutral loss spectra without data pre-processing. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy on the test set File # HL/LL Data pre-processing 
Training & 
Test Spectra 
RCC 
RNCC 90-100 70-80   ≤ 60 
050107 0.05/0.04 0.029 ± 0.004 0.035 ± 0.003   100 
050207 0.04/0.03 0.035 ± 0.003 0.036 ± 0.003   100 
050307 0.03/0.02 
none 
Neutral Loss 
Spectra 
(original) 
0.034 ± 0.002 0.041 ± 0.003   100 
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Table 7-10. Carbamate classification results using neutral loss spectra with data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy on the 
 test set File # HL/LL 
Data pre-
processing 
Training & 
Test Spectra 
RCC RNCC 90-100 70-80   ≤ 60 
050407 0.03/0.02 0.036 ± 0.004 0.037 ± 0.002   100 
050507 0.04/0.03 
0.5% TH 
0.034 ± 0.003 0.032 ± 0.003   100 
050607 0.04/0.03 0.030 ± 0.001 0.038 ± 0.001   100 
050707 0.03/0.02 
1% TH 
0.043 ± 0.001 0.044 ± 0.003   100 
050807 0.04/0.03 1.5% TH 0.029 ± 0.001 0.031 ± 0.002   100 
050907 0.05/0.04 0.047 ± 0.003 0.050 ± 0.002   100 
051007 0.06/0.05 0.046 ± 0.004 0.053 ± 0.002   100 
051107 0.04/0.03 
E-0.75 
0.042 ± 0.002 0.048 ± 0.002   100 
051207 0.05/0.04 E-0.5 0.066 ± 0.003 0.073 ± 0.002   100 
051307 0.05/0.04 E-0.33 
Neutral Loss 
Spectra 
(original) 
0.076 ± 0.003 0.082 ± 0.002   100 
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Table 7-11. Carbamate classification results using neutral loss spectra with combined data pre-processing. 
 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy on the test set File # HL/LL Data pre-processing 
Training & 
Test Spectra 
RCC RNCC 90-100 70-80   ≤ 60 
051407 0.06/0.05 0.5 Th, E-0.33 0.067 ± 0.003 0.076 ± 0.003   100 
051507 0.06/0.05 1 Th, E-0.33 0.062 ± 0.003 0.073 ± 0.003   100 
051607 0.06/0.05 1.5 Th, E-0.33 0.045 ± 0.002 0.055 ± 0.002   100 
051707 0.06/0.05 0.5 Th, E-0.5 0.058 ± 0.003 0.061 ± 0.005   100 
051807 0.05/0.04 0.5 Th, E-0.75 
Neutral Loss 
Spectra 
(original) 
0.040 ± 0.001 0.043 ± 0.001   100 
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Figure 7-4. Mass spectrum of chlorpropham obtained by electron impact. The spectrum is 
downloaded from NIST library. 
 
 
Figure 7-5. Mass spectrum of chlorpropham obtained by LC/MS/MS. 
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Figure 7-6. Mass spectrum of propoxur obtained by electron impact. The spectrum is 
downloaded from NIST library. 
 
 
Figure 7-7. Mass spectrum of propoxur obtained by LC/MS/MS. 
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Note that the neutral loss spectrum is composed of the losses from the parent ion as well as from 
the fragments.  A certain collision energy is needed to generate enough fragments for the neutral 
loss spectra to work.  The ionization technique used in these experiments is electrospray, which is 
a softer ionization technique than EI [6].  Figures 7-4 and 7-5 are the mass spectra of 
chlorpropham obtained from the NIST library and from the lab by LC/MS/MS, respectively.  This 
compound was also used in chapter 6 for the carbamate classification.  Note that there are almost 
6 times more peaks in the EI mass spectrum than in the LC/MS/MS spectrum.  Figures 7-6 and 
7-7 show another example, this time for carbamate propoxur.  For this compound EI generates 
nearly 4 times as many fragments as the MS/MS experiment.  In determination of the mass 
spectrometer parameters to use for these LC/MS/MS experiments, a collision energy of 30V was 
selected for all compounds; this value was close to the instrument limit of 40V.  This energy may 
not be high enough to generate a large enough number of fragments for the neutral loss spectra to 
work.  This is the reason the chromosomes need to be developed independently from the MS/MS 
spectra instead of simply using the chromosomes developed in chapter 6. This may be the reason 
that neutral loss spectra didn’t generate as promising results as those obtained using the EI mass 
spectra in chapter 6. 
 
7.3.4 Chromosomes Developed using Parent loss Spectra  
 
Parent loss spectra were also calculated and used for the carbamate classification experiments.  
Table 7-12 summarizes the results obtained from spectra without using the data pre-processing 
techniques.  Five experiments were conducted with 4 different HL/LL values, and the 
chromosomes developed with HL/LL values of 0.12/0.11 show the best prediction accuracy over 
the other HL/LL values.  The best chromosome at this setting shows 70% prediction accuracy on 
the test set and 76% prediction accuracy on the training set.  
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Table 7-13 shows the results obtained using a single data pre-processing technique. Better results 
were obtained with HL/LL values between 0.11/0.1 and 0.1/0.09.  The chromosomes developed 
with HL/LL values of 0.12/0.11 (experiment 052507) and 0.09/0.08 all showed prediction 
accuracies below 60% on the test set.  The data pre-processing improved the prediction results 
when the appropriate HL/LL values were selected. For example, the best chromosome developed 
using 1% threshold (experiment 052807) shows 80% prediction accuracy on the test set and 81% 
on the training set.  The best chromosome developed using the 0.5% threshold (052707) 
generated 80% prediction accuracy on the test set and 67% on the training set.  Only the 0.5 
intensity exponent improved the chromosomes; the best chromosome showed 70% prediction 
accuracy on the test set and 76% on the training set.  Use of a 1.5% threshold or intensity 
exponents of 0.33 and 0.75 individually did not show any improvement in the chromosomes. 
 
The average correlation values and the prediction results obtained by use of the combined 
threshold and intensity exponent are summarized in Table 7-14.  The performance of the 
chromosomes in Table 7-14 were also improved in some combinations.  The best result using 
combined data pre-processing techniques were generated using a threshold of 1%, intensity 
exponent of 0.3, and HL/LL values of 0.1/0.09; 12% of the chromosomes developed showed a 
prediction accuracy between 70 and 80% and the top chromosome showed a prediction accuracy 
of 80% on the test set and 81% on the training set. 
 
7.3.5 Results of Chromosome Development 
Table 7-15 lists the top 4 chromosomes developed from the laboratory spectra.  Two 
chromosomes named M1 and M2 were selected from the mass spectra experiments and another 
two named P1 and P2 from the parent loss spectra experiments. Table 7-15 also lists the 
performance of these 4 chromosomes on the test set.  The two chromosomes M2 and P2 showed 
two incorrect predictions.  P1 from the parent loss spectra showed one incorrect prediction and  
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Table 7-12. Carbamate classification results using parent loss spectra without data pre-processing. 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified  
prediction accuracy on the test set 
Accuracy % of 
the best 
chromosome File # HL/LL Data pre-processing
Training 
& Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set 
Trainin
g Set 
051907 0.1/0.09 0.097 ± 0.014 0.097 ± 0.011   100   
052107 0.08/0.07 0.116 ± 0.005 0.104 ± 0.011   100   
052207 0.12/0.11 0.095 ± 0.012 0.076 ± 0.007  38 62 70 76 
052307 0.11/0.1 0.072 ± 0.005 0.101 ± 0.005   100   
052407 0.11/0.1 
None 
 
Parent 
Loss 
Spectra 
(original) 
0.078 ± 0.001 0.120 ± 0.010   100   
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Table 7-13. Carbamate classification results using parent loss spectra with data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified 
prediction accuracy on the test set 
Accuracy % of the 
best chromosome File # HL/LL Data pre-processing
Training & 
Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set 
Training 
Set 
052507 0.11/0.1 0.5% TH 0.100 ± 0.008 0.097 ± 0.012  12 88 70 67 
052607 0.12/0.11 0.5% TH 0.082 ± 0.011 0.077 ± 0.006   100   
052707 0.1/0.09 0.5% TH 0.119 ± 0.014 0.081 ± 0.009  75 25 80 67 
052807 0.1/0.09 1% TH 0.107 ± 0.013 0.090 ± 0.014  62 38 80 81 
052907 0.11/0.1 1% TH 0.098 ± 0.003 0.090 ± 0.010  12 88 70 76 
053007 0.11/0.1 1.5% TH 0.075 ± 0.007 0.078 ± 0.015   100   
053107 0.1/0.09 1.5% TH 0.071 ± 0.015 0.117 ± 0.008   100   
060107 0.1/0.09 E-0.75 0.135 ± 0.023 0.102 ± 0.017   100   
060207 0.11/0.1 E-0.75 0.110 ± 0.010 0.112 ± 0.018   100   
060307 0.1/0.09 E-0.5 0.154 ± 0.011 0.102 ± 0.013  12 88 70 76 
060407 0.11/0.1 E-0.5 0.124 ± 0.011 0.119 ± 0.020   100   
060507 0.1/0.09 E-0.33 0.110 ± 0.020 0.137 ± 0.010   100   
060607 0.09/0.08 E-0.33 
Parent Loss 
Spectra 
(original) 
0.123 ± 0.010 0.151 ± 0.008   100   
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Table 7-14. Carbamate classification results using parent loss spectra with data pre-processing. 
 
 
Average Value for 8 
Chromosomes 
Percent of chromosomes 
exhibiting the specified prediction 
accuracy on the test set 
Accuracy % of 
the best 
chromosome File # HL/LL Data pre-processing 
Training 
& Test 
Spectra 
RCC RNCC 90-100 70-80   ≤ 60 Test Set 
Training 
Set 
060707 0.1/0.09 TH-0.5 E-0.33 0.134 ± 0.009 0.133 ± 0.015   100   
060807 0.1/0.09 TH-0.5 E-0.5 0.116 ± 0.010 0.121 ± 0.013  12 88 70 81 
060907 0.1/0.09 TH-0.5 E-0.75 0.099 ± 0.019 0.114 ± 0.004   100   
061007 0.1/0.09 TH-1 E-0.33 0.144 ± 0.013 0.133 ± 0.016  12 88 80 81 
061107 0.1/0.09 TH-1 E-0.5 0.124 ± 0.011 0.092 ± 0.021  12 88 70 76 
061207 0.1/0.09 TH-1 E-0.75 0.116± 0.016 0.107 ± 0.015  25 75 70 86 
061307 0.1/0.09 TH-1.5 E-0.33 0.106 ± 0.013 0.106 ± 0.005  12 88 70 86 
061407 0.1/0.09 TH-1.5 E-0.5 0.103 ± 0.019 0.104 ± 0.010   100   
061507 0.1/0.09 TH-1.5 E-0.75 
Parent Loss 
Spectra 
(original) 
0.108 ± 0.009 0.081 ± 0.015   100   
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Table 7-15. Performance of the chromosomes developed using the MS/MS spectra. The names of compounds in italics are 
non-carbamates, in regular font are carbamates.  Prediction result of “not sure” are highlighted in grey, and incorrect 
predictions are in bold. 
 
 
MSP  PLS 
M1 (040107-8) M2 (041007-1) P1 (052707-0) P2 (052807-4) 
none 1% TH   0.5 % TH 1 % TH 
Compound 
Result Carbamate Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction Result 
Carbamate 
Prediction
Carbaryl 0.1706 yes 0.1246 yes 0.1224 yes 0.1040 yes 
[(tert-butoxycarbonyl)amino] 
acetic acid 0.0502 no 0.1074 yes 0.1749 yes 0.0644 no 
N-ethylurethane 0.1828 yes 0.1558 yes 0.0929 not sure 0.1509 yes 
Propham 0.1579 yes 0.1374 yes 0.1415 yes 0.1449 yes 
Carbofuran 0.0066 no 0.1068 yes 0.1254 yes 0.1273 yes 
Diphenylamine 0.0498 no 0.0620 no 0.0836 no 0.0894 no 
Endothall 0.0741 no 0.0588 no 0.0639 no 0.0766 no 
MethylParathion 0.0351 no 0.1458 yes 0.0647 no 0.0516 no 
Methyl 4-hydroybenzoate 0.0727 no 0.0445 no 0.1305 yes 0.1185 yes 
1-Methyl Heptylamine 0.0021 no 0.0700 no 0.0115 no 0.0623 no 
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one “not sure”.  M1 from mass spectra showed one incorrect prediction. These four chromosomes 
will be used later for identification of the metabolites of methyl thiophanate. 
 
7.4 Identification of the Metabolites for Methyl Thiophanate 
 
The total ion chromatogram of the soil control and fortified extract were analyzed by LC/MS and 
are shown in Figures 7-8 and 7-9, respectively.  There are 6 peaks found in the extract of the 
fortified soil sample at retention times of 1.6, 1.9, 8.5, 13.5, 14.2, and 14.9 minutes.  Since the 
peaks at retention times 1.6 and 1.9 minute in the fortified soil sample are also present in the soil 
control sample, they can be excluded from consideration as metabolites of methyl thiophanate.  
We therefore focused on the peaks at retention times 8.5, 13.5, 14.2 and 14.9 minutes; their mass 
spectra were extracted from the total ion chromatogram (Figure 7-9) and are shown in Figures 7-
10, 7-11, 7-12 and 7-13, respectively.  The masses of the major peaks at each retention time were 
identified and are summarized in Table 7-16.  One major ion (m/z =192 in Figure 7-10) was 
found in the peak at 8.5 minutes; three major ions (m/z=87, 311, and 333 in Figure 7-11) were 
found in the peak at 13.5 minutes; three ions (m/z=87, 327, and 349 in Figure 7-12) were found 
in the peak at 14.2 minutes; and two ions (m/z=87 and 343 in Figure 7-12) were found in the 
peak at 14.9 minutes.  Extracted ion chromatograms at masses 192, 87, 311, 333, 327, 349 and 
343 were then extracted from the data set and are shown in Figures 7-14 and 7-15.  Except for 
the extracted ion chromatogram of m/z = 87, all other ion chromatograms show a good single 
peak; these confirm the presence of ions 192, 311, 333, 327, 349 and 243. The extracted ion 
chromatogram of m/z=87 in Figure 7-14 suggests that the ion as m/z=87 is noise or background 
related.  The extracted ion chromatograms at m/z= 99, 131 and 197 in Figure 7-14 suggest that 
these peaks are due to solvent or background.  Overall, there were a total of 6 potential 
metabolites identified and they are listed in Table 7-16. 
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Figure 7-8. Total ion chromatogram of the soil control extract. 
 
 
 Figure 7-9. Total ion chromatogram of the treated soil extract. 
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Figure 7-10. Mass spectrum of the chromatographic peak at retention time of 8.5 minutes. 
 
Figure 7-11. Mass spectrum of the chromatographic peak at retention time of 13.5 minutes. 
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Figure 7-12. Mass spectrum of the chromatographic peak at retention time of 14.2 minutes. 
 
 
Figure 7-13. Mass spectrum of the chromatographic peak at retention time of 14.9 minutes. 
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Figure 7-14. Ion chromatograms from top panel to the bottom panel extracted at m/z= 197, 131, 
99 and 87. The bottom panel is the total ion chromatogram.
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Figure 7-15. Ion chromatograms from the top panel to the bottom panel extracted at m/z = 349, 
343, 333, 327, 311 and 192. The bottom panel is the total ion chromatogram. 
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Table 7-16. Identification of Potential Metabolites. 
Retention Time, 
minute Mass Potential Metabolite 
8.5 192 192 
13.5 87, 311, 333 311, 333 
14.2 87, 327, 349 327, 349 
14.9 87, 343 343 
 
 
 
The soil extract was analyzed again using the same chromatography conditions but in LC/MS/MS 
mode.  A collision energy of 30V was applied to each of the potential metabolites identified in the 
LC/MS analysis.  The product ion spectrum for each potential metabolite was collected and are 
shown in Figures 7-16 to 7-21.  In order to be consistent with the previous experiments and in 
order to make visual comparison easier, the spectra collected in the laboratory were normalized to 
1000.  No other data treatment was performed on the laboratory spectra. 
 
Identification of the metabolites was performed using the chromosomes developed as described in 
section 7.3.  The four chromosomes listed in Table 7-15 were correlated with the MS/MS spectra 
of the 6 potential metabolites listed in Table 7-16.  The HL/LL values used in the development of 
the chromosomes were used for the calculation of the results.  The results of the GA/CA analysis 
are listed in Tables 7-17 and 7-18.  
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Figure 7-16. MS/MS spectrum of the peak m/z=192 (retention time=8.2 minutes). 
 
 
Figure 7-17. MS/MS spectrum of the peak at m/z=311 (retention time=13.3 minutes). 
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Figure 7-18. MS/MS spectrum of the peak at m/z=333 (retention time=13.4 minutes). 
 
Figure 7-19. MS/MS spectrum of the peak at m/z=327 (retention time=14.0 minutes). 
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Figure 7-20. MS/MS spectrum of the peak at m/z=343 (retention time=14.8 minutes). 
 
 
Figure 7-21. MS/MS spectrum of the peak at m/z=349 (retention time=14.0 minutes).
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Table 7-17. Classification results by the chromosomes developed by mass spectra. 
 
M1 M2 
None 1% TH 
Compound 
 
Mass 
Result Carbamate Prediction Result 
Carbamate 
Prediction
192 0.097 yes 0.002 no 
311 0.122 yes 0.137 yes 
327 0.118 yes 0.154 yes 
333 0.053 no 0.101 yes 
343 0.011 no 0.102 yes 
349 0.079 no 0.055 no 
 
 
Table 7-18. Classification results by the chromosomes developed by parent loss spectra. 
 
P1 P2 
0.5 % TH 1.0 % TH 
Compounds 
 
Mass 
Result Carbamate Prediction Result 
Carbamate 
Prediction 
192 0.004 no 0.004 no 
311 0.160 yes 0.170 yes 
327 0.151 yes 0.175 yes 
333 0.150 yes 0.023 no 
343 0.112 yes 0.101 yes 
349 0.001 no 0.026 no 
 
 
 
There were 6 peaks to be analyzed and classified.  342 is the mass of methyl thiophanate.  In the 
aerobic study, 191, 326 and 310 were identified as three metabolites of 342.  The identification 
was conducted by fortifying the sample with 14C  radiolabeled methyl thiophanate with analysis of 
the extract on TLC.  Using the GA/CA program, three out of four chromosomes identified 342 as 
a carbamate; chromosome M1 identified 342 incorrectly as a non-carbamate.  The four 
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chromosomes all identified metabolites 326 and 310 correctly.  Only one mass spectrum 
chromosome identified metabolite 191 correctly, however, the other three chromosomes 
identified 191 incorrectly.  Peak 191 is a major metabolite of methyl thiophanate, it was identified 
in numerous sample matrices [7,8,9].  Besides the metabolites identified in the aerobic study, 
there are two additional peaks found in the soil extract which showed major peaks in the LC/MS 
spectrum at m/z=332 and 348.  The four chromosomes all identified 348 as a non-carbamate but 
chromosome M1 and P2 identified 331 as a carbamate; chromosomes M2 and P1 identified 331 
as a non-carbamate.  To summarize, the GA/CA program identified the parent compound 
correctly, predicted two metabolites (326 and 310) and missed one metabolite (191) identified in 
the aerobic study.  Of the two other peaks observed in the soil extract that were not identified in 
the aerobic study; one was found to be a non-carbamate but 2 of the 4 chromosomes suggest the 
other is a carbamate. 
 
Metabolism studies of methyl thiophanate have been conducted in plant and animal tissues; peaks 
at m/z=191, 326 and 310 were all identified as metabolites of methyl thiophanate, but none of the 
studies found peaks at 332 and 348 as metabolites [10,11].  We know that the peak for 333 was 
found at the same retention time as the peak for 311, and the 333 peak is bigger than the peak at 
311 (Figure 7-11).  Similarly, the peak at m/z=349 was found at the same retention time as the 
peak at m/z=327 (Figure 7-12).  In addition, both pairs of ions (311 and 333; 327 and 349) are 22 
mass unit apart.  So we conclude that 333 is sodium adduct of 311; and 349 is sodium adduct of 
327. 
  M  MH+  MNa+ 
  310  311  333 
  326  327  349 
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7.5 Conclusions 
 
The GA/CA program was used for identification of the metabolites of methyl thiophanate.  In 
development of the chromosomes for classification, the spectra in the training and test sets were 
collected in the laboratory on a LC/MS/MS using a turbo ionspray interface.  The mass spectra, 
neutral loss spectra and parent loss spectra as well as the thresholding and intensity exponent 
scaled data pre-processing techniques were used for the development of the chromosomes.  Four 
chromosomes with the highest prediction accuracy in the training and the test sets were selected 
for the identification of metabolites of methyl thiophanate. 
 
The metabolites of methyl thiophanate were extracted following the method used in the aerobic 
study.  Among the 6 peaks found in the soil extract, the parent compound was identified correctly 
by three chromosomes, and two known metabolites (326, 310) were identified by all four 
chromosomes.  The known metabolite 191 was identified correctly by only one chromosome.  For 
the two sodium adducts found in the soil extract, the GA/CA program provides a “not sure” 
answer to one of the sodium adduct, but a negative answer to the other sodium adduct.   
 
The results of these experiments show the practical value of the GA/CA program.  Although 
promising results were obtained for these data, it is clear that improvements are needed in the 
program.  The small number of less diverse compounds in the training set could be one of the 
reasons for the incorrect predictions.  Another important fact is that the use of different HL/LL 
values can result in very different predictions.  So far, HL/LL values were determined from 
scouting experiments, and were adjusted manually for a few of the experiments.  These values 
should be automatically and systematically adjusted and tested as a part of the program.  
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8.1 Overall Conclusion 
 
The GA/CA program was developed in this project for the classification of chemical compounds 
using mass spectra. The program is a combination of the genetic algorithm and correlation 
analysis: the genetic algorithm is used as the optimization method, while correlation is employed 
as the evaluation method.  In performing a classification, the GA/CA program searches for a 
group of mass peaks that best discriminate the substructure of interest using the mass spectra in 
the training set, and then uses the search results (a group of peaks) on unknowns (mass spectra in 
the test set) for prediction.  Because the CORRELAT program includes the ability to calculate 
other types of spectra, the GA/CA program is able to convert mass spectra into neutral loss 
spectra and parent loss spectra, and use these types of spectra for classification as well.  Data pre-
processing techniques such as intensity exponent scaling and thresholding can also be used to 
improve the classification.  Overall the GA/CA program runs in a semi-automatic fashion: 
manual operation is required for the CORRELAT program. 
 
The GA/CA program was used in two tests using library spectra: classification of lower aromatic 
compounds, and chlorine-containing compounds.  The chromosomes developed by the GA/CA 
program showed 100% prediction accuracy for the test compounds in both classification 
experiments.  In the classification of chlorine-containing compounds, the chromosomes 
developed from the parent loss spectra show much better prediction accuracy than those from 
mass spectra.  These results are consistent with the fact that chlorine exists as negative ions and 
are generally not observed in the positive ion EI mass spectra that are used in these experiments.  
The results also indicate that the spectral format and the correlation limit values (HL/LL) have a 
large impact on the success of the classification. The more difficult classification of carbamates is 
also performed by the GA/CA program.  This experiment explored the use of mass spectra, 
neutral loss spectra, and parent loss spectra as well as data pre-processing techniques.  Because of 
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the complicated nature of the carbamates and limitations of the GA/CA program, the 
chromosomes developed are less consistent and the prediction results are more scattered.  The 
prediction accuracies calculated on both the training and the test sets are lower than those 
obtained in the classifications of the lower aromatic and chlorine-containing compounds. The best 
chromosomes developed by the GA/CA program results from use of the neutral loss spectra, 
which show a prediction accuracy of 93% on the test set.  The prediction accuracy increased 
when the individual results obtained by use of mass spectra, neutral loss spectra and parent loss 
spectra are combined together.  Data pre-processing techniques, especially thresholding, yielded 
an improvement in the prediction accuracy. 
 
The classifications described above are performed on library spectra.  A “real-life” laboratory 
classification of carbamates, however, was also performed by the GA/CA program.  The 
carbamate methyl thiophanate was incubated in soil to generate metabolites.  The mass spectra of 
the metabolites extracted from the soil sample, as well as selected compounds in the training and 
test sets, were collected in the laboratory on an electrospray ionization LC/MS/MS system.  The 
GA/CA program is used to develop chromosomes based on the MS/MS spectra for identification 
of the metabolites of methyl thiophanate.  The results showed that the GA/CA program identified 
three of the known metabolites correctly and one metabolite incorrectly.  
 
8.2 Program Improvements 
 
Overall, the GA/CA program showed success on classifications using library mass spectral data, 
and promising results on the LC/MS/MS carbamate classification.  Through this work it became 
clear that the GA/CA program needs improvement in several areas.  The following paragraphs 
describe suggestions for improvements of the GA/CA program: 
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1) The individual GA and CA programs are written in two different computer languages.  Part of 
the program is manually operated.  Therefore, the program cannot be operated completely 
automatically.  This limits the number of generations run, the number of spectra used in both 
the training and test sets, the number of chromosomes per generation, length of the 
chromosomes, etc.  Due to the manual nature of the program, most of the calculational 
experiments were stopped after 20 generations.  In many cases the chromosomes were not 
fully trained before they were used for predictions.  It is critical that the program is rewritten to 
eliminate the manual steps in its’ operation so it may run a larger number of generations in 
order to improve the quality of the chromosomes.  A fully automated program would also be 
able to handle a larger number of chromosomes (population size), which should improve the 
diversity of the chromosomes developed.   
2) The correlation limit values (HL/LL) are extremely important parameters in the classifications.  
The use of incorrect HL/LL values can lead the chromosome development in a wrong 
direction.  In this work, the initial HL/LL values were determined by scouting experiments; 
based on these results, several different HL/LL values were selected manually and used for 
each classification experiment.  The HL/LL values should be optimized thoroughly and 
completely, and this should be included in the GA/CA program and performed automatically.  
Any future implementation of the GA/CA program needs to have an optimization of the 
HL/LL setting built into it.   
3) There are several procedures that are performed outside of the GA/CA program. For example, 
conversion of spectra in the original text file to the format for the CORRELAT program is 
performed in GRAMS; the calculation of the average correlation values and the standard 
deviation are performed using Excel; the best chromosomes developed are selected manually, 
and the determination of the prediction accuracy on the test set was performed separately.  
The future GA/CA program should include these procedures within the program so that the 
manual effort is minimized.  
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8.3 Data Collection Improvements 
Besides improvements to the GA/CA program itself, improvements are needed in the data 
collected for the program: 
1) The training set in this work contained 40 to 60 compounds, which is a very small number 
compared with the hundreds (or thousands) of compounds traditionally used in other GA 
work.  The larger the number of compounds explored, the better the quality of the 
chromosomes developed.  It is very important to include a more diverse set of compounds in 
the training set. In this work, the chromosomes are trained on a small group of compounds.  
Even in the case where the chromosomes are trained well, it is hard for them to classify a 
number of the compounds in the test set because they were developed on a small training set.  
The quality of the chromosomes is limited.  
2) The GA/CA program depends on the information content in the mass spectrum to perform its 
function, therefore, it is necessary that the spectra presented to the program include rich 
information about the compound.  It was found that some of the spectra collected on the 
LC/MS/MS instrument show few peaks in the observed product ion spectra, which may not 
provide enough information for the program.  The ionization technique employed (and 
whether and how it is combined with a fragmentation step such as the collision-induced 
dissociation process used here) should generate a rich pattern of characteristic peaks in order 
to produce well-trained chromosomes. 
 
8.4 Future Work 
The following are a few areas that should be investigated in the future: 
1) In the classification of carbamates conducted in this work, the spectral formats of 0/1 or 
0/1/2/3 in the training and the test sets were not explored; instead, the data pre-processing 
techniques were used.  Based on the results in the classification of lower aromatic and 
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chlorine-containing compounds, the prediction accuracies are improved when chromosome 
formats 0/1 or 0/1/2/3 are used.  For more difficult classifications, the simplified chromosome 
formats 0/1 and 0/1/2/3 should be tested and compared with the original spectra. 
2) The range for “not sure” prediction should be investigated thoroughly. It should also be 
determined consistently. It may be calculated based on the standard deviations for the Y 
compounds and N compounds. 
 
The GA/CA program was developed and used on three classifications using library data, as well 
as one classification involving laboratory-collected data.  The chromosomes developed by the 
GA/CA program showed 100% prediction accuracy in the simple classification of the lower 
aromatic and chlorine-containing compounds.  The GA/CA show very promising results for the 
more difficult carbamate classification, even for the real life experiment.  Even with the success 
demonstrated, it is important to improve the GA/CA program.  Without overcoming the 
limitations described above, the GA/CA program cannot move further and perform its 
functionality well.  As an initial investigation, this work demonstrates that the combination of the 
genetic algorithm and correlation analysis can be used for the classification of compounds from 
their mass spectra by researchers with little chemistry, mass spectrometry and/or statistical 
background.  
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Appendix 1. Acronyms 
 
ANNs  artificial neutral networks 
ANOVA analysis of variance 
CART  Classification And Regression Tree 
CC  Carbamate compound 
CE  Collision energy 
CI  Chemical ionization 
ClC  Chlorine containing compounds 
CL  Correlation limit 
DPLS  partial least squares discriminant 
ECD   electron capture detector 
EI  Electron impact 
ESI  electrospray ionization 
FAME  fatty acid methyl ester 
FT-IR  Fourier-transform infrared 
GA  Genetic algorithm 
GA/CA  Genetic algorithm/correlation analysis 
GC  Gas chromatography 
GC/MS  Gas chromatography/mass spectrometry 
GPC  gel permeation chromatography 
HDPE  high density polyethylene 
HDSS  high dimensionality and small sample size 
HL  High limit 
LDA  linear discriminate analysis 
ILS  Ion loss spectrum 
KNN  K Nearest Neighbors 
LAC  Lower aromatic compound 
LC/MS  Liquid chromatography/mass spectrometry 
LL  Low limit 
MALDI Matrix-assisted laser desorption ionization 
MF  Match factor 
MS/MS  Mass spectrometry/mass spectrometry 
MSP  Mass spectrum 
MW  Molecular weight 
N compound The compound not containing the sub-structure of interest 
NCC  Non-carbamate compounds 
NClC  Non-chlorine containing compounds 
NIR  Near infrared 
NIST  National Institute of Standards & Technology 
NLAC  Non-lower aromatic compound 
NLS  Neutral loss spectrum 
NPD   nitrogen phosphorus detector 
PCA  Principal components analysis 
PLS  Parent loss spectrum 
RRMSEC relative root mean square error of calibration 
SDI  Series Displacement Index  
SELDI  Surface-enhanced laser desorption/ionization 
SISCOM Search for Identical and Similar COMpounds 
STIRS  Self-Training and Interpretive Retrieval System 
 241
SVM  Support vector machines 
TCCCN temperature constrained cascade correlation networks 
TLC  Thin layer chromatography 
TOFMS Time-of-flight mass spectrometer 
WF  Weighting factor 
Y compound The compound containing the sub-structure of interest 
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Appendix 2. The GA/CA Programs 
 
 
1. Allele 
 
2. Binary Allele 
 
3. Binary Allele01 
 
4. Chromosome 
 
5. IntAllele 
 
6. Main 
 
7. MS 
 
8. MSIntensity 
 
9. Population 
 
10. RealAllele 
 
11. SimpleChromosome 
 
12. SimpleIntChromosome 
 
13. SpectrumFormating 
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1. Allele 
 
package ai.ga; 
 
// Allele.java 
 
/** 
 * The Allele abstract class describes all common 
 * functionality for an allele. 
 */ 
 
public abstract class Allele { 
 
 // Method declarations 
 
 /** 
  * Mutate the current allele value to a (perhaps) random 
  * new value 
  */ 
 
 public abstract void mutate(); 
 
 /** 
  * Covert to the allele value to a string representation 
  * 
  */ 
 
 public abstract String toString(); 
} 
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2. Binary Allele 
 
package ai.ga; 
 
// BinaryAllele class 
 
/** 
 * The BinaryAllele class implements a binary version (0/1) of an  
 * allele 
 */ 
 
public class BinaryAllele extends Allele { 
 
 // Variable declarations 
 
 // The current value of the allele (0 or 1) 
 
 boolean allele; 
 
 // Method declarations 
 
 // Randomly assign a value to the allele 
 
 public BinaryAllele() { 
  if(Math.random() < 0.5) 
   allele = false; 
  else 
   allele = true; 
        
//System.out.println("-------");//fl 
 } 
 
 /** 
  * Assign a boolean value to the allele 
  * (false for 0 or true for 1) 
  */ 
 
 public BinaryAllele(boolean alleleValue) { 
  allele = alleleValue; 
       
//System.out.println(allele);//fl 
 } 
 
 // Mutate the allele by inverting it's value 
 
 public void mutate() { 
  allele = !allele; 
           //System.out.println("fromBinaryAllele"+allele);//fl 
 } 
 
  // Covert the allele to a string representation 
 
 public String toString() { 
  return String.valueOf(allele); 
 } 
} 
 245
3. BinaryAllele01 
 
package ai.ga; 
 
// BinaryAllele class 
 
/** 
 * The BinaryAllele class implements a binary version (0/1) of an  
 * allele 
 */ 
 
public class BinaryAllele01 extends Allele { 
 
 // Variable declarations 
 
 /** 
  * The current value of the allele (0 or 1) 
  */ 
 
 int allele; 
 
 // Method declarations 
 
 /** 
  * Randomly assign a value to the allele 
  */ 
 
 public BinaryAllele01() { 
  if(Math.random() < 0.5) 
   allele = 0; 
  else 
   allele = 1; 
 } 
 
 /** 
  * Assign a boolean value to the allele 
  * (false for 0 or true for 1) 
  */ 
 
 public BinaryAllele01(int alleleValue) { 
  allele = alleleValue; 
 } 
 
 /** 
  * Mutate the allele by inverting it's value 
  */ 
 
 public void mutate() { 
  if (allele == 0)  
                    allele =1; 
                if (allele == 1)  
                    allele =0; 
                 
//System.out.println("test"); fl 
                 
 } 
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 /** 
  * Covert the allele to a string representation 
  */ 
 
 public String toString() { 
  return String.valueOf(allele); 
 } 
} 
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4. Chromosome 
 
package ai.ga; 
 
// Chromosome.java 
 
/** 
* The Chromosome abstract class describes all common functionality for 
* chromosomes in a general genetic algorithm. 
 */ 
 
public abstract class Chromosome { 
 
 // Method declarations 
 
 /** 
  * Mutate each allele in the chromosome with 
  * probability p. 
  */ 
 
 public abstract void mutate(double p); 
 
 /** 
  * Return the size of the chromosome 
  */ 
 
 public abstract int size(); 
 
 /** 
  * Mate two chromosomes together and return the new chromosome 
  */ 
 
 public abstract Chromosome[] crossOver(Chromosome partner); 
 
 /** 
  * Return the chromosome in a String form 
  */ 
 
 public abstract String toString(); 
 
 /** 
  * Return an array of the string values of the alleles in the 
  * chromosome 
  */ 
 
 public abstract String[] alleleValues(); 
} 
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5. IntAllele 
 
package ai.ga; 
 
// IntAllele.java 
 
import java.util.Random; 
 
/** 
 * The IntAllele class implements integers alleles for use in GAs. 
 */ 
 
public class IntAllele extends Allele { 
 
 // Variable declarations 
 
 /** 
  * The allele value 
  */ 
 
 int alleleValue; 
 
 /** 
  * The upper bound on the integer allele value 
  */ 
 
 int upper; 
 
 /** 
  * The lower bound on the integer allele value 
  */ 
 
 int lower; 
 
 // Method declarations 
 
 /** 
  * @param value The initial allele value 
  * @param up The upper bound 
  * @param low The lower bound 
  */ 
 
 public IntAllele(int value, int up, int low) { 
  alleleValue = value; 
  upper = up; 
  lower = low; 
  boundsCheck(); 
 } 
 
 /** 
  * Assign a random value to the allele between it's 
  * upper and lower bounds. 
  */ 
 
 
 
 249
 
 public IntAllele(int up, int low) { 
  upper = up; 
  lower = low; 
  boundsCheck(); 
  randomValue(); 
 } 
 
 /** 
  * Check for legal bounds and correct if illegal 
   */ 
 
 protected void boundsCheck() { 
  if(upper < lower) 
   upper = lower; 
 } 
 
 /** 
  * Randomly create a new bounded int value for the allele 
  */ 
 
 protected void randomValue() { 
  Random rand = new Random(); 
int randomBoundedInt = Math.abs(rand.nextInt() % (upper-
lower+1)); 
  System.out.println("Random :"+randomBoundedInt); 
  alleleValue = upper - randomBoundedInt; 
 } 
 
 /** 
  * Mutate the allele to a random new bounded int value 
  */ 
 
 public void mutate() { 
  randomValue(); 
 } 
 
 /** 
  * Convert the allele value to a string form 
  */ 
 
 public String toString() { 
  return String.valueOf(alleleValue); 
 } 
} 
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6. Main 
 
package ai.ga; 
 
import java.lang.System; 
import java.lang.Runtime; 
import ai.ga.*; 
import java.net.*; 
import java.io.*; 
import java.text.*; 
import java.io.IOException; 
import java.text.*; 
import java.lang.System; 
import java.lang.Float; 
import java.lang.Object; 
import java.io.DataInputStream; 
import java.io.DataOutputStream; 
import java.io.FileInputStream; 
import java.io.FileOutputStream; 
import java.io.File; 
import java.io.IOException; 
 
/* 
 * Main.java 
 * 
 * Created on May 10, 2003, 3:18 PM 
 */ 
 
public class Main { 
     
      public static void main(String[] args) throws Exception { 
           
        String fileName = "c:\\FFT\\TEST.TXT"; 
        String fitnessFileName = "c:\\FFT\\STATS.TXT"; 
           
        MSIntensity MSinten = new MSIntensity(fileName, 
fitnessFileName);  
    }  
} 
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7. MS 
 
package ai.ga; 
 
/* 
 * MS.java 
 * 
 * Created on November 13, 2003, 8:02 PM 
 */ 
 
import java.util.Vector; 
import java.util.Enumeration; 
import java.io.*;//fl added all following import 
import java.lang.System; 
import java.lang.*; 
 
/** 
 * @author  Owner 
 */ 
 
public abstract class MS { 
     
    Vector chromosomes; 
     
    public class intensity { 
            int[] molecularWeightValue; 
            int[] intensityValue; 
            int length; 
    } 
    
   // public abstract intensity readMSFile (String fileName); 
     
/** public abstract intensity modifyIntensity (int chromLength,  
* intensity inten); 
*/ 
 
} 
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8. MSIntensity 
 
package ai.ga; 
 
// MSIntensity.java  FL 10/28/03 
 
import java.util.Vector; 
import java.util.Enumeration; 
import java.io.*; 
import java.lang.System; 
import java.lang.*; 
import ai.ga.*; 
import java.lang.Exception; 
import java.io.IOException; 
import ai.ga.Allele; 
 
public class MSIntensity extends MS { 
    int populationSize =8; 
    double mutateProb=0.02; 
    double mateProb =0.5; 
    int trainingSize =21; 
    int IndicateNum=0; 
    Vector fitnesses = new Vector(trainingSize); 
    Vector accuracy = new Vector (populationSize); 
    Vector chromosomes = new Vector(populationSize); 
    intensity originalIntensity = new intensity();  
//class intensity is defined in MS. 
     
public MSIntensity(String fileName, String fitnessFileName) throws 
Exception { 
         
// fileName is the original spectrum, fitnessfileName is the fitness  
// result. They are defined in the Main. 
 
        intensity inten[] = new intensity[populationSize]; 
        originalIntensity = readMSFile(fileName); 
        printIntensity(originalIntensity); 
        for(int i=0; i<populationSize; i++){  
            System.out.println("Chrom "+i);//i is chromosome number.  
inten[i] = modifyIntensity(originalIntensity.length, 
originalIntensity); 
            String fileNameOut = "c:\\FFT\\iFile"+i+".txt"; 
            writeMSFile(fileNameOut,  inten[i]); 
        }      
        double difference = 100; 
        double limit = 0.01; 
        double maxMinAvg[] = new double[3]; 
        while (difference > limit || maxMinAvg[0] < 60) { 
        maxMinAvg = fitnessStatistics1();//iteration starts from here.  
 
        IndicateNum++; 
        System.out .println("generation "+IndicateNum); 
        generate1(populationSize); 
        } 
    } 
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   /** 
  * Created on November 3, 2003, 8:15 PM 
* readMSFile is created to read and input the MS spectrum without  
* any changes.  
* The data format has to be as followings: 
    
* benzene, NBS database #369 
* parent=78 
* 26 60 
* 27 71 
* 78 1000 
* 79 70 
* END 
   */ 
     
    public intensity readMSFile(String fileName) throws Exception { 
            int i = 0; 
            String inputLine; 
            String value; 
            int start = 0; 
RandomAccessFile file = new 
RandomAccessFile(fileName,"rw"); 
            intensity intensity1 = new intensity(); 
            intensity1.molecularWeightValue  = new int[500]; 
            intensity1.intensityValue  = new int[500]; 
            inputLine = file.readLine(); 
            while ((inputLine = file.readLine()) != null){ 
                if (inputLine.indexOf("=") != -1 && start == 0) { 
                    start = 1; 
                    inputLine = file.readLine(); 
                } 
                if (start == 1 && !inputLine.startsWith("END")) { 
    value = inputLine.substring(0, inputLine.indexOf(" 
")); 
intensity1.molecularWeightValue[i] = 
Integer.parseInt(value); 
                    value = inputLine.substring(inputLine.indexOf(" 
")+1); 
                   intensity1.intensityValue[i] = 
Integer.parseInt(value); 
                    ++i;    
                } else if (inputLine.startsWith("END")) { 
                  break; 
                }   
            } 
            intensity1.length = i; 
            for (i = 0; i < intensity1.length; ++i) { 
            } 
            return intensity1; 
    } 
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//* calculateFitness creates chromosomes randomly, select features,  
* write the feature spectrum in a test file, c 
* all correlation program and read in the fitnesses results. 
* Sub programs: modifyIntensity; writeMSFile; readFitnessFile) 
*/ 
     
protected void calculateFitnesses1(String fileName1) throws 
Exception { 
     intensity inten[] = new intensity[populationSize]; 
     int i = 0; 
     Enumeration enumChrom = chromosomes.elements();//fl 
     while(enumChrom.hasMoreElements()) { 
      System.out.println("Chrom "+i); 
  inten[i] = modifyIntensityByExisting(((Chromosome) 
enumChrom.nextElement()), originalIntensity); 
        String fileNameOut = "c:\\FFT\\iFile"+i+".txt"; 
        writeMSFile(fileNameOut,  inten[i]); 
        i++;       
    }  
   } 
      
// input the fitness results. 
     
    public Vector readFitnessFile(String fileName) throws Exception { 
            String inputLine; 
            String value = ""; 
            String value1 = ""; 
            Vector fitnesses1 = new Vector(trainingSize); 
RandomAccessFile file = new 
RandomAccessFile(fileName,"rw"); 
            Enumeration enum = fitnesses1.elements(); 
            while((inputLine = file.readLine()) != null) {              
              if (inputLine.startsWith("C")) { 
                value1 = inputLine.substring(inputLine.indexOf("  
")+1); 
                if (value1.startsWith(" ")) 
                    value = value1.substring(value1.indexOf("  ")+1); 
                else if (value1.startsWith("-")) 
                    value = value1; 
                fitnesses1.addElement(value); 
                } 
            } 
            return fitnesses1; 
     }   
     
 // write chromosome in a test file for correlation analysis. fl 
      
     public void writeMSFile(String fileNameOut, intensity inten) 
throws Exception { 
       RandomAccessFile fileOut = new 
RandomAccessFile(fileNameOut,"rw"); 
       fileOut.writeBytes("*"+fileNameOut+"\r"+"\n"); 
       fileOut.writeBytes("parent=78"+"\r"+"\n"); 
       for(int i=0; i<inten.length; i++){ 
       if (inten.intensityValue[i] > 9) 
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           fileOut.writeBytes(inten.molecularWeightValue[i]+" 
"+inten.intensityValue[i]+"\r"+"\n"); 
           else  
               fileOut.writeBytes(inten.molecularWeightValue[i]+" 
0"+inten.intensityValue[i]+"\r"+"\n"); 
       } 
           fileOut.close(); 
     }    
      
     public void printVector(Vector v) { 
            Enumeration enum = v.elements(); 
            while(enum.hasMoreElements()) 
            System.out.print(enum.nextElement() + "\n"); 
 }  
      
    //** add the mass to chromosome  
      
    public intensity modifyIntensityByExisting (Chromosome oneChrom, 
intensity original) { 
        // requires chromLength=number of data groups and a spectrum 
        int i = 0; 
        double p1; 
        intensity modified = new intensity(); 
        modified.molecularWeightValue  = new int[500]; 
        modified.intensityValue  = new int[1000]; 
        String alleles[] =new String[oneChrom.size()]; 
alleles = oneChrom.alleleValues(); 
        for(i=0; i<oneChrom.size(); i++) { 
            Boolean value = Boolean.valueOf(alleles[i]); 
            modified.molecularWeightValue[i] = 
original.molecularWeightValue[i]; 
       
            if(value.booleanValue()) { 
            modified.intensityValue[i] = 10;  
// To eliminate intensity information  
            } else { 
            modified.intensityValue[i] = 0; 
            } 
           } 
        modified.length = i; 
        printIntensity(modified);  
        return modified;// return modified spectrum 
    } 
     
        //Create chromosomes randomly. 
     
public intensity modifyIntensity(int chromLength, intensity 
original) { 
        // requires chromLength=number of data groups and a spectrum 
        int i = 0; 
        double p1; 
        SimpleChromosome oneChrom; 
        intensity modified = new intensity(); 
        modified.molecularWeightValue  = new int[500]; 
        modified.intensityValue  = new int[1000]; 
 oneChrom = new SimpleChromosome(chromLength);//fl 
        //System.out.println(oneChrom);  
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//Randomly created chromosome. fl 
        chromosomes.addElement(oneChrom);//fl 
        String alleles[] =new String[oneChrom.size()]; 
alleles = oneChrom.alleleValues(); 
        for(i=0; i<chromLength; i++) { 
            Boolean value = Boolean.valueOf(alleles[i]); 
modified.molecularWeightValue[i] = 
original.molecularWeightValue[i]; 
 
      //*       
* The following was to add the intensity ( 0, 1, 2, 3 ) to the * 
* chromasomes. 3% chance for Intensity 3, 7% for intensity 2  
    * and 90% for intensity 1) 
   
            p1 = Math.random(); 
            //System.out.println(p1); 
            if(value.booleanValue() && p1 <= 0.03 ) { 
                modified.intensityValue[i] = 03; 
           } else if(value.booleanValue() && p1>0.03 && p1 <= 0.1 ) { 
                modified.intensityValue[i] = 02; 
           } else if(value.booleanValue() && p1 > 0.1 ) { 
                modified.intensityValue[i] = 01;     
           } else { 
                modified.intensityValue[i] = 0;  
           }   
          } 
      */ 
          
//* 
if(value.booleanValue() && original.intensityValue[i] > 200) { 
modified.intensityValue[i] = 03; // To eliminate 
intensity information 
} if(value.booleanValue() && original.intensityValue[i] > 
50 && original.intensityValue[i] <= 200) { 
                modified.intensityValue[i] = 02; 
            } if(value.booleanValue() && 
original.intensityValue[i] <= 50) {  
                modified.intensityValue[i] = 01; 
            } 
         */ 
          
           if(value.booleanValue()) { 
           modified.intensityValue[i] = 1; 
           } else { 
           modified.intensityValue[i] = 0;  
          } 
        } 
    
        modified.length = i; 
        printIntensity(modified);    
        return modified;// return modified spectrum 
    } 
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    public void printIntensity (intensity inten) { 
for (int i = 0; i < inten.length; ++i) {  
System.out.println(inten.molecularWeightValue[i]+":::"+inte
n.intensityValue[i]); 
        } 
    } 
   
 /** 
  * Returns a newly created population based on mating and 
  * mutation of the chromosomes of the current population. 
  * @param size New population size (will always be even) 
  */ 
           
 public void generate1(int size) { 
              
  int iterations = size / 2; 
  Chromosome newChrom[] = new Chromosome[2]; 
  Chromosome selectedChrom[] = new Chromosome[2]; 
  Vector newPop = new Vector(size); 
                Vector tempchromosomes = new Vector(size);//FL 11/8/04 
                 
  if(iterations == 0) iterations = 1; 
                 
// Always select the fittest for inclusion and reduce the nr. of 
// iterations 
  newPop.addElement(fittest()); 
  newPop.addElement(select()); 
  iterations--; 
                             
  for(int count=0; count < iterations; count++) { 
 
   // Select two chromosomes 
   selectedChrom[0] = select(); 
   selectedChrom[1] = select(); 
                  //System.out.println("1:"+selectedChrom[0]); 
                  //System.out.println("2:"+selectedChrom[1]); 
   // Create chromosomes for new population 
   if(Math.random() < mateProb) 
newChrom = 
selectedChrom[0].crossOver(selectedChrom[1]); 
                        else 
    newChrom = selectedChrom; 
                         
   // Add chromosomes to a new vector of chromosomes 
   newPop.addElement(newChrom[0]); 
   newPop.addElement(newChrom[1]); 
                        //System.out.println("3:"+newChrom[0]); 
                        //System.out.println("4:"+newChrom[1]); 
                        } 
                        chromosomes = newPop; 
              
                Enumeration enumChrom = chromosomes.elements();                     
                Vector result = new Vector(populationSize); 
                SimpleChromosome chromResult = new SimpleChromosome(5); 
                 
   while ((enumChrom.hasMoreElements())){ 
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result.addElement(mutateOneChromosome((SimpleChromosome) 
enumChrom.nextElement(), mutateProb)); 
                }  
                chromosomes = result; 
                            
               //System.out.println(IndicateNum); 
            try { 
                      String fitnessFileName = "c:\\fitness.TXT"; 
                               calculateFitnesses1(fitnessFileName); 
                        } catch (Exception errinfor) { 
                            System.out.println(errinfor); 
                        } finally { 
                          System.out.println("This is last chrom\n"); 
                        }    
         } 
           
      
     /** 
  * Selects a chromosome from the population using the roulette 
  * wheel method. 
  */ 
         
        public Chromosome select() { 
  double accuracySum = 0; 
   
  Enumeration enum = accuracy.elements(); 
  while(enum.hasMoreElements()) { 
                    accuracySum += ((Double) 
enum.nextElement()).doubleValue();  
                } 
                 
  double random = Math.random() * accuracySum; 
                //System.out.println(random); 
                Enumeration enumChrom = chromosomes.elements(); 
                Enumeration enumFit = accuracy.elements(); 
                     
                Chromosome result; 
                double partialSum = 0; 
                do { 
                        result = (Chromosome) enumChrom.nextElement(); 
                        partialSum += ((Double) 
enumFit.nextElement()).doubleValue(); 
                    } 
                while ((partialSum < random) && 
(enumChrom.hasMoreElements())); 
              return result; 
        } 
         
        public Chromosome fittest() { 
                 
            Enumeration enumChrom = chromosomes.elements(); 
  Enumeration enumFit = accuracy.elements(); 
  Chromosome fittest = (Chromosome) enumChrom.nextElement(); 
                Double bestFitness = (Double) enumFit.nextElement(); 
                 
  while(enumChrom.hasMoreElements()) { 
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Chromosome current = (Chromosome) 
enumChrom.nextElement(); 
                Double fitValue = (Double) enumFit.nextElement(); 
if(fitValue.doubleValue() > 
bestFitness.doubleValue()) { 
    
 
fittest = current; 
                  bestFitness = fitValue; 
   }  
                } 
            return fittest;  
        } 
        
 
        public double[] fitnessStatistics1() throws Exception { 
  double stats[] = new double[3]; 
            Vector tempAccuracy = new Vector(populationSize); 
  double current; 
 
            String fitnessFileName = "c:\\fft\\STATS.TXT";  
      accuracy = 
calculatePredictionAccuracyArray(fitnessFileName);              
            Enumeration enum = accuracy.elements(); 
            stats[0] = stats[1] = stats[2] = ( (Double) 
enum.nextElement()).doubleValue(); 
  while(enum.hasMoreElements()) { 
current = ((Double) enum.nextElement()).doubleValue(); 
   if(current > stats[0]) stats[0] = current; 
   if(current < stats[1]) stats[1] = current; 
   stats[2] += current; 
                  stats[2] /= populationSize; 
  } 
  return stats; 
        }    
 
public SimpleChromosome mutateOneChromosome(SimpleChromosome 
oneChrom, double p) { 
        //public void mutate(double mutateProb) { 
        double p1; 
        boolean isB; 
        SimpleChromosome result; 
        Allele alleles[] = new Allele[oneChrom.size()]; 
        String allelesStr[] =new String[oneChrom.size()]; 
 allelesStr = oneChrom.alleleValues(); 
        
        for(int i=0; i<oneChrom.size(); i++) { 
            Boolean value = Boolean.valueOf(allelesStr[i]); 
            p1 = Math.random(); 
            if(p1 < p && value.booleanValue() == true) 
            alleles[i]= new BinaryAllele(false); 
     else if(p1 < p && value.booleanValue() == false) 
  alleles[i]= new BinaryAllele(true); 
            else if (p1 >= p) 
                alleles[i]= new BinaryAllele(value.booleanValue()); 
 } 
        result = new SimpleChromosome(alleles); 
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        return result; 
     } 
 
            
 
public Vector calculatePredictionAccuracyArray(String fileName1) 
throws Exception { 
             double accu = 0; 
             int i = 0; 
             int M = 11; 
             int N = 21; 
             Vector accuracyArray = new Vector (populationSize); 
 
             fitnesses = readFitnessFile(fileName1); 
             //printVector(fitnesses); 
             Vector tempFitnesses = new Vector(trainingSize); 
            Enumeration enum = fitnesses.elements(); 
             
            while(enum.hasMoreElements()) { 
                String tempFitnessStr = (String) enum.nextElement();  
                Double tempFitness = Double.valueOf(tempFitnessStr); 
   
if (tempFitness.doubleValue() > 0.1 && i < M  )  {accu = 
accu + 1;}             
            if(tempFitness.doubleValue() < 0.09 && i > M-1 && i < N)  { 
            accu = accu +1; 
            } 
            if (i < trainingSize-1) 
                i++;    
            else { 
                accuracyArray.addElement(new Double(accu)); 
                accu = 0; 
                i = 0; 
            } 
        } 
            printVector(accuracyArray); 
            return accuracyArray; 
     } 
} 
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9. Population 
 
package ai.ga; 
 
// Population.java 
 
import java.util.Vector; 
import java.util.Enumeration; 
 
/** 
 * The Population class provides the basic functionality 
 * required for a genetic algorithms operation. It handles the  
 * selection, mating and creation of poipulations of chromosomes 
 * from an initial population. 
 */ 
 
public abstract class Population { 
 
 // Variable declarations 
 
 /** 
  * Stores a variable number of chromosomes as the population base 
  */ 
 
 Vector chromosomes; 
 
 /** 
  * The probability at a mutation will occur in an allele 
  */ 
 
 public double mutationProbability; 
 
 /** 
  * The probability that mating will occur 
  */ 
 
 public double mateProbability; 
 
 // Method declarations 
 
 /** 
  * Return a String representation of the population 
  */ 
 
 public String toString() { 
  StringBuffer stringBuf = new StringBuffer(); 
  Enumeration enum = chromosomes.elements(); 
  while(enum.hasMoreElements()) 
  stringBuf.append(enum.nextElement().toString() + '\n'); 
  return stringBuf.toString(); 
 } 
 
 /** 
  * Return a string representing the phenotypes of the 
  * chromosomes 
  */ 
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 public String phenotypeString() { 
  StringBuffer stringBuf = new StringBuffer(); 
  Enumeration enum = chromosomes.elements(); 
  while(enum.hasMoreElements()) 
 stringBuf.append(phenotype((Chromosome) enum.nextElement()) 
+ "  "); 
  return stringBuf.toString(); 
 } 
 
 
 
 /** 
  * Return a string representing the phenotypes of the 
  * chromosomes 
  */ 
 
 public String fitnessString() { 
  StringBuffer stringBuf = new StringBuffer(); 
  Enumeration enum = chromosomes.elements(); 
  while(enum.hasMoreElements()) 
stringBuf.append(fitness((Chromosome) enum.nextElement()) + 
"  "); 
  return stringBuf.toString(); 
 } 
 
 
 /** 
  * Returns the size of the population 
  */ 
 
 public int size() { 
  return chromosomes.size(); 
 } 
 
 /** 
  * Returns a newly created population based on mating and 
  * mutation of the chromosomes of the current population. 
  * @param size New population size (will always be even) 
  */ 
 
 public abstract void generate(int size); 
     
 
 /** 
  * Calculate a chromosomes phenotype. 
  */ 
 
 public abstract Object phenotype(Chromosome chrom); 
 
 /** 
  * Calculate a chromosomes fitness. 
  */ 
 
 public abstract Object fitness(Chromosome chrom); 
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 /** 
  * Select a chromosome 
  */ 
 
 public abstract Chromosome select(); 
 
 /** 
  * Return the fittest chromosome phenotype 
  */ 
 
 public abstract Chromosome fittest(); 
 
} 
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10. RealAllele 
 
package ai.ga; 
 
// RealAllele class 
 
/** 
 * The RealAllele class implements a real (double) version of an 
 * allele 
 */ 
 
public class RealAllele extends Allele { 
 
 // Variable declarations 
 
 /** 
  * The current value of the allele 
  */ 
 
 double allele; 
 
 // Method declarations 
 
 /** 
  * Randomly assign a value (between 0 and 1) to the 
  * allele 
  */ 
 
 public RealAllele() { 
  allele = Math.random(); 
 } 
 
 /** 
  * Assign a value to the allele 
  */ 
 
 public RealAllele(double alleleValue) { 
  allele = alleleValue; 
 } 
 
 /** 
  * Mutate the allele by randomly changing it's value 
  */ 
 
 public void mutate() { 
  allele = Math.random(); 
 } 
 
 /** 
  * Convert the allel to a string representation 
  */ 
 
 public String toString() { 
  return(String.valueOf(allele)); 
 } 
} 
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11. SimpleChromosome 
 
package ai.ga; 
 
// SimpleChromosome.java 
 
import java.util.Random; 
 
 
/** 
 * The SimpleChromosome class implements a simple, linear, 
 * fixed size chromosome. 
 */ 
 
public class SimpleChromosome extends Chromosome { 
 
 // Variable declarations 
 
 /** 
  * Stores the alleles sequentially. 
  */ 
 
 Allele alleles[]; 
 
 // Method declarations 
 
 public SimpleChromosome() {} 
 
 /** 
  * Creates a chromosome of randomly created alleles. If the 
  * indicated length is < 1, a chromosome of length 1 will be 
  * created. Binary alleles will be created for this chromosome. 
  * @param l Chromosome length 
  */ 
 
 public SimpleChromosome(int l) { 
  if(l < 1) 
   l = 1; 
  alleles = new Allele[l]; 
  for(int i=0; i<l; i++) 
                    alleles[i] = new BinaryAllele(); 
                
                    //alleles[i] = new BinaryAllele01(); 
                //System.out.println(alleles);//fl 
 } 
 
 /** 
  * Creates a chromosome from an array of alleles. Do not pass in 
  * an array with some elements not assigned an allele. 
  * @param alleleArray Array of alleles to construct chromosome 
  */ 
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 public SimpleChromosome(Allele alleleArray[]) { 
  alleles = alleleArray; 
                //for (int i =0; i < 4; i++) //fl 
                //System.out.println(alleles[i]);//fl 
                 
 } 
 
 /** 
  * Returns the size of the chromosome. 
  */ 
 
 public int size() { 
            //System.out.println(alleles.length); 
  return alleles.length; 
 } 
 
 /** 
  * Mutates the alleles in the chromosome with probability p. 
  * @param p Probability of an allele mutating (between 0 and 1) 
  */ 
 
 public void mutate(double p) { 
        //public void mutate(double mutateProb) { 
              double p1; 
 
  for(int i=0; i < alleles.length; i++) { 
                    p1 = Math.random(); 
        //System.out.println("before:"+alleles[i]);//fl 
                              
//System.out.println("mutatProb"+p1+":"+p+":"+i); 
   if(p1 < p) 
    alleles[i].mutate(); 
                  //System.out.println("after:"+alleles[i]);//fl 
                } 
 
                //for (int i =0; i < alleles.length; i++) { 
                //System.out.println(alleles[i]);//fl 
                //} 
        } 
       
 /** 
  * Return a string representation of the chromosome 
  */ 
 
 public String toString() { 
  StringBuffer chromString = new StringBuffer(10); 
  for(int i=0; i<alleles.length; i++) { 
   chromString.append('|'); 
   chromString.append(alleles[i].toString()); 
  } 
  chromString.append('|'); 
                //System.out.println(chromString); 
  return chromString.toString(); 
 } 
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 /** 
  * Mate two chromosomes together. There are two methods of 
  * doing this. Firstly, if the chromosomes have a fixed length 
  * the children retain their parents length. If the two  
  * chromosomes differ in length, then the children will have  
  * randomly determined lengths themselves. 
  * @param partner Chromosome with which of mate with self 
  */ 
 
 public Chromosome[] crossOver(Chromosome partner) { 
  
  Random rand = new Random(); 
  int splice; 
  SimpleChromosome larger, smaller; 
 
  // Get the max and min chromosome sizes 
 
  if(size() < partner.size()) { 
   smaller = this; 
   larger = (SimpleChromosome) partner;  
  } else { 
   smaller = (SimpleChromosome) partner; 
   larger = this;  
                  //System.out.println("1::"+smaller); //fl  
                  //System.out.println("1::"+larger); //fl  
  } 
 
  // Select the splicing point in a chromosome 
 
  if(smaller.size() == 1) 
   splice = 1; 
  else 
splice = (Math.abs(rand.nextInt()) % (smaller.size() - 1)) 
+ 1; 
                //System.out.println(splice);//fl 
 
  // Create the childrens alleles 
 
  Allele smallerChildAlleles[] = new Allele[smaller.size()]; 
  Allele largerChildAlleles[] = new Allele[larger.size()]; 
              
  // Crossover 
                 //System.out.println("1::"+smaller); //fl  
                 //System.out.println("2::"+larger); //fl  
  for(int i=0; i < splice; i++) { 
              
       smallerChildAlleles[i] = larger.alleles[i]; 
   largerChildAlleles[i] = smaller.alleles[i]; 
                        
//System.out.println("2::"+smallerChildAlleles[i]);//fl 
  } 
  for(int i=splice; i < larger.size(); i++) { 
   if(i < smaller.size()) 
   smallerChildAlleles[i] = smaller.alleles[i]; 
   largerChildAlleles[i] = larger.alleles[i]; 
 } 
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  // Create the new chromosomes 
 
  Chromosome children[] = new Chromosome[2]; 
  children[0] = new SimpleChromosome(smallerChildAlleles); 
  children[1] = new SimpleChromosome(largerChildAlleles); 
                //System.out.println("3:"+children[0]); 
                //System.out.println("4:"+children[1]); 
  return children; 
 } 
 
 
 /** 
  * Returns an array of strings representing the alleles 
  * in the chromosome. 
  */ 
 
 public String[] alleleValues() { 
  String[] values = new String[size()]; 
  for(int i = 0; i < size(); i++) 
   values[i] = alleles[i].toString(); 
  return values; 
 } 
} 
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12. SimpleIntChromosome 
 
package ai.ga; 
 
// SimpleIntChromosome.java 
 
/** 
 * The IntChromosome class implements chromosomes of 
 * integer alleles for use in a GA. 
 */ 
 
public class SimpleIntChromosome extends SimpleChromosome { 
 
 // Method declarations 
 
 /** 
  * Creates a chromosome of random integer alleles 
  * size Chromosome size 
  * @param upper Upper bounds for alleles 
  * @param lower Lower bounds for alleles 
  */ 
 
 public SimpleIntChromosome(int size, int upper, int lower) { 
  if(size < 1) 
   size = 1; 
  alleles = new Allele[size]; 
  for(int i = 0; i < size; i++) 
   alleles[i] = new IntAllele(upper, lower); 
 } 
} 
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13. SpectrumFormating 
 
package ai.ga; 
 
import java.util.Vector; 
import java.util.Enumeration; 
import java.io.*; 
import java.lang.System; 
import java.lang.*; 
import ai.ga.*; 
 
 
/* 
 * Created on March 30, 2005, 8:15 PM 
 *The program is created to convert the spectrum downloaded from NIST 
web to the format for the correlation analysis.   
 * The spectrum data need to be changed to line to line structure. The 
followng is aa example: 
  
##TITLE=Pentane, 2,2,4-trimethyl- 
##JCAMP-DX=4.24 
##MW=114 
##MAXX=100 
##MINX=15 
##MAXY=999 
##MINY=1 
##NPOINTS=36 
##PEAK TABLE=(XY..XY) 
15,5 
26,2 
35,50 
40,125 
42,200 
45,500 
END 
*/ 
  
public class SpectrumFormating extends MS { 
       int populationSize =1; 
       int IndicateNum=0; 
       
    public SpectrumFormating(String fileName) throws Exception { 
        intensity inten[] = new intensity[populationSize]; 
        inten[0] = readMSFile(fileName); 
        
        for (int i = 0; i < populationSize; ++i) { 
            System.out.println("----"+i+"-----"); 
            printIntensity(inten[i]); 
            //System.out.println(i); 
            String fileNameOut = "c:\\FFT\\iSpect"+i+".txt"; 
            writeMSFile(fileNameOut,  inten[i]); 
        } 
    } 
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  // Read the original spectrum data in without any changes. 
     
    public intensity readMSFile(String fileName) throws Exception { 
            int i = 0; 
            String inputLine; 
            String value; 
            int start = 0; 
RandomAccessFile file = new 
RandomAccessFile(fileName,"rw"); 
            intensity intensity1 = new intensity(); 
            intensity1.molecularWeightValue  = new int[500]; 
            intensity1.intensityValue  = new int[500]; 
            //System.out.println("000000"); 
            inputLine = file.readLine(); 
            //int aa; 
            while ((inputLine = file.readLine()) != null){ 
                //System.out.println(inputLine); 
                if ((inputLine.indexOf("XY..XY")) != -1 && start == 0) 
{ 
                    //System.out.println(start+"==="+aa); 
                    start = 1; 
                    inputLine = file.readLine(); 
                    //System.out.println("in---"+inputLine); 
                } 
                if (start == 1 && !inputLine.startsWith("END")) { 
                    //System.out.println("+++"+start+"+++"+inputLine); 
                    value = inputLine.substring(0, 
inputLine.indexOf(",")); 
                    intensity1.molecularWeightValue[i] = 
Integer.parseInt(value); 
                    value = 
inputLine.substring(inputLine.indexOf(",")+1
); 
                    intensity1.intensityValue[i] = 
Integer.parseInt(value); 
                    ++i; 
                } else if (inputLine.startsWith("END")) { 
                    break; 
                } 
            } 
            intensity1.length = i; 
            for (i = 0; i < intensity1.length; ++i) { 
            } 
            return intensity1; 
    } 
     
      public void writeMSFile(String fileNameOut, intensity inten) 
throws Exception { 
     //public Vector readFitnessFile(String fileName) { 
       RandomAccessFile fileOut = new 
RandomAccessFile(fileNameOut,"rw"); 
       fileOut.writeBytes("*"+fileNameOut+"\r"+"\n"); 
       fileOut.writeBytes("parent=78"+"\r"+"\n"); 
       for(int i=0; i<inten.length; i++){ 
        
       if (inten.intensityValue[i] >=200) 
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       fileOut.writeBytes(inten.molecularWeightValue[i]+" 
"+0+3+"\r"+"\n"); 
       
       if (inten.intensityValue[i] < 200 && inten.intensityValue[i] >= 
50) 
       fileOut.writeBytes(inten.molecularWeightValue[i]+" 
"+0+2+"\r"+"\n"); 
              
       if (inten.intensityValue[i] >=4 && inten.intensityValue[i] < 50) 
       fileOut.writeBytes(inten.molecularWeightValue[i]+" 
"+0+1+"\r"+"\n"); 
        
       if (inten.intensityValue[i] < 4) 
       fileOut.writeBytes(inten.molecularWeightValue[i]+" 
"+0+0+"\r"+"\n");   
       } 
       // fileOut.writeBytes("End of File"); 
       fileOut.close(); 
     }    
                      
     public void printVector(Vector v) { 
            Enumeration enum = v.elements(); 
            while(enum.hasMoreElements()) 
                System.out.print(enum.nextElement() + "\n"); 
 } 
      
    public void printIntensity (intensity inten) { 
        for (int i = 0; i < inten.length; ++i) { 
            
System.out.println(inten.molecularWeightValue[i]+":::"+inten.inte
nsityValue[i]); 
        } 
    } 
     
} 
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