In this paper, we provide GNSS multipath error models for automotive applications by leveraging methods used in aviation applications. These error models are intended for navigation integrity and continuity risk evaluation. We provide error models for code and carrier phase GNSS measurements under both static and dynamic multipath environments. The dynamic dataset was collected in realistic driving conditions for a vehicle traveling in an urban canyon and on a highway with overpasses and road signs. The static test was conducted in a more controlled environment, first, to precisely evaluate measurement errors under open sky, and then, to quantify the effect on multipath error of a semi-truck next to a car equipped with a commercial GNSS antenna. In this paper, we characterize the errors by the mean and standard deviation of a bounding Gaussian distribution and by the autocorrelation time constant of the measurement errors.
INTRODUCTION
There has recently been an increased interest from automated vehicle manufacturers in using GNSS as a complement to other sensors including vision, lidar, radar, etc. In order to achieve full autonomy, the navigation system must have high levels of integrity and continuity. High-integrity navigation systems such as the Wide and Local Area Augmentation Systems (WAAS and LAAS, respectively) exist, but are designed for aviation applications and may not provide sufficient accuracy for automated ground vehicle applications. In this work, we use techniques of safety-critical aviation navigation to provide error models for GNSS signals in automotive applications.
Evaluating integrity and continuity requires that the positioning error distribution be determined. To do so, the first step is to derive fault-free (or nominal) error models of the measurements. Typically, the actual error distributions from different satellites are convolved in linear (or linearized) estimators and produce a position error distribution. For linear (or linearized) estimators, DeCleene showed that if the cumulative distribution function (CDF) of the actual measurement errors could be overbounded, then the actual estimate error CDF would be overbounded by that of the convolution of the bounding measurement error CDFs [1] . This approach remained valid assuming that the measurement error CDFs were zero-mean, unimodal, and symmetric. Rife built upon this work to establish the paired-overbounding method, which no longer requires that these limiting assumptions be true [2] . In this paper, we use the paired Gaussian over-bounding method to derive GNSS measurement error models [2] . An empirical CDF is obtained from experimental data under a given test scenario, and is used to determine the mean and standard deviation of the Gaussian over-bounding CDF, which defines the error model.
In order to study the multipath effects on L1 and L2 pseudorange (code) measurements individually, iono-corrected code minus carrier (CMC) observations are used. Ionospheric delay is estimated and removed using L1 and L2 carrier phase measurements. CMC observables are mainly dominated by the code multipath and code thermal noise errors, and therefore, will be used to derive pseudorange receiver noise and multipath error models. This type of error evaluation was carried out before for aircraft applications [5] [6] [7] [8] , and for specific ground applications (e.g., including [9] [10] ). In this paper, we carry out new multipath error analyses for car applications in both static and dynamic conditions. In addition, in order to quantify the multipath effect on carrier phase measurements, we compute the double differenced carrier phase residuals considering pairs of satellite signals, and a pair of antennas located in the same vicinity. Due to the sensitivity of double differenced carrier phase residuals to baseline vector accuracy, this analysis is conducted for static antennas only. In order to isolate the source of the multipath error to the antenna of interest, we place the reference antenna at a location where it is not affected by multipath reflections. To isolate a satellite of interest, we pick one of the satellites in the pair to be a high elevation reference satellite (above 33 deg) unlikely to be significantly affected by multipath errors.
Autocorrelation functions of CMC are also computed to provide a temporal model of the errors. When the integrity risk of a Kalman filter-based positioning solution is required, it is important to capture the temporal characteristics of the measurement noise. Multipath can be modeled as a first order Gauss Markov process, with a time constant to be determined from experimental data. This analysis will provide an empirical justification for the value of the time constant. Recent work in [3] describes a method to overbound the integrity risk given lower and upper bounds on the time constants of the colored noise's autocorrelation function.
Thus, in this paper, we present a methodology to quantify pseudorange and carrier phase measurement errors in postprocessing. We also provide preliminary error models for code and carrier phase measurement noise and multipath errors in controlled conditions and in realistic automotive environments. These results can then be used in evaluating different navigation systems ability to meet specific integrity, continuity and availability requirements.
STATIC TEST
Experimental data for an example GNSS receiver and antenna was collected to establish error models. The first part of the static test was carried out in clear-sky conditions without signal reflectors. Since this study is tailored toward autonomous applications, the antennas were not equipped with any hardware to limit ground multipath (like choke rings, for example). Once the error model characteristics were captured for clear sky environments, we wanted to capture the effect on ranging errors of reflectors around a car's GNSS antenna. For a car driving in autonomous mode, there can be many reflectors altering signal reception, for example when the car drives next to a truck. In the case of slow relative motion between the car and truck (e.g. in heavy traffic), the truck might cause persistent signal reflections at the antenna. In order to evaluate the effect of such a scenario on GNSS errors, a controlled experiment was devised.
In this experiment, a pair of NovAtel (a part of Hexagon Positioning Intelligence) antennas were used: a NovAtel prototype automotive grade dual frequency antenna GNSS1500, and NovAtel geodesy grade 702-GGL. The antennas were fixed on tripods placed at about 2.2m baseline and 3.7 m away from a truck. An additional 702-GGL antenna was located far away from the truck, on the rooftop of a nearby building. Three 24-hour GNSS datasets were collected. Each set is collected at 30 second update interval. The first dataset was collected in absence of the truck to capture a clear-sky scenario; in the second set (referred to as E-W) the truck was oriented in the East-West direction at about 3.7m to the north of the antenna pair; and in the third set (referred to as N-S) the truck was rotated to face North-South and was placed at about the same distance west of the antennas (Figure 1 ). Although the data was collected using two different receivers (NovAtel OEM-Flex6 and NovAtel WAAS G-III), only OEM-Flex6 data is analyzed in this paper. Figure 1 : Static test configurations as described in [1] We are interested in evaluating signal tracking errors at both the L1 and L2 frequencies individually. Thus, instead of using iono-free code-minus-carrier, we consider iono-corrected code-minus-carrier data. When processing the data, biased ionospheric delay I is first estimated using the L1 and L2 carrier phase measurements as shown in (1) [4] , ( 1 ) where is the estimated ionospheric delay at the L1 or L2 frequency, / is the L1/L2 frequency, / is the L1/L2 wavelength, / is the L1/L2 carrier phase cycle ambiguity bias, and is the carrier phase measurement noise including multipath and thermal noise. The estimated ionospheric delay in (1) is then used to compensate for the ionospheric effects from the difference between code and carrier phase measurements (2) and (3).
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where is the code-minus-carrier observable and is the pseudorange. Because the result of this computation is biased by 2 3 , we remove the mean value from the data set, which results in iono-corrected code-minus-carrier observables (CMC). As (3) shows, CMC observables are mainly dominated by the code multipath and code thermal noise errors. The same computation in (3) can be performed for the L2 frequency, considering that the L2 ionospheric delay can be obtained using ( 4 ) Figure 2 shows the computed GPS CMC for the three days of data: No truck, E-W truck, and N-S truck cases. Comparing CMC of the No Truck set to E-W or N-S clearly demonstrates the multipath error effect resulting from the semitruck next to the antennas: the magnitude of both the nominal errors and of the outliers are much larger in the E-W and NS sets that in the No Truck set. Since multipath is related to how the antenna is located with respect to the surrounding reflectors (the truck in this case), the CMC values are represented in Figure 3 and Figure 4 on polar azimuth-elevation plots with color maps corresponding to the error magnitude. The color maps are calibrated such that the white color indicates 0 error, navy blue is -5m error and red is +5m error. The darker (or more pronounced) the color appears, the larger the corresponding CMC error is. By comparing the No-truck set to the E-W set, Figure 3 shows that larger errors are observed in the E-W set for the southern satellite tracks (circled in red) with few more in the northern tracks. The errors in the northern side can be justified by additional errors due to weaker signals that penetrated the truck canopy. The southern region is the one that is caused by multipath due to the signal bouncing off the truck trailer. Similar behavior is observed for the N-S data (Figure 4 ), where the multipath data is concentrated in the eastern side of the plot and signal penetration are on the western side. If multipath regions due to the truck are isolated, then the error models for the truck multipath can be evaluated. Since this was a controlled experiment with known truck and antenna geometry, we decided to use the truck geometry to isolate several multipath regions. Figure 5 shows schematics of a U-Haul 15' truck that was used in the experiment, with the estimated antenna height and placement. The azimuth and elevation (Az-El) regions where the signal will penetrate the truck and where multipath reflection is expected to occur were computed geometrically and are highlighted in the figure. When these computed Az-El regions were overlaid on top of the CMC errors in Figure 4 , they approximately matched the large CMC errors ( Figure 6 ). The penetration and MP regions for the 702 and 1500 antennas in N-S and E-W sets are shown in Table 1 . In this report, we use the folded cumulative distribution function (folded-CDF) bounding method to evaluate the error models [1] and [2] . In the folded CDF representation, the empirical CDF is computed for the data and then compared to a Gaussian CDF with bounding mean and bounding standard deviation to be determined. Folded in this context means that the left tail likelihood is computed for error magnitudes lower than the data set's median value, and the right tail likelihood is computed for error magnitudes larger than the median value. Gaussian CDFs with mean and standard deviation values that overbound all points of the empirical CDF are referred to as bounding Gaussian distributions, and will be used for error modeling. When providing the error models in the following sections, and whenever applicable, we categorize the results in four sets: 
A. Bounding standard deviation results -Pseudorange
For the static analysis, time segments shorter than 600sec were removed. Figure 7 shows the CDF bounding plot for the NoTruck GPS case. The empirical CDF from the CMC data is shown in blue. A Gaussian CDF is shown in cyan with mean of 0.6 cm and standard deviation of 32.4 cm (corresponding to the data set sample mean and sample standard deviation). The bounding Gaussian CDF is shown in red. In this case, the data is CDF-bounded by a Gaussian with a mean of 0.6 cm and standard deviation of 84.3 cm. These bounding values are the ones that should be used in the navigation estimator and in protection levels (PL) computation. It is worth noting that in this analysis, no distinction is done between thermal noise and multipath, and the resultant standard deviation represents the combined effect. This point can be refined in future analysis. The same bounding process is then repeated for the E-W and N-S data for all antennas and frequencies. A summary of the results for both GPS and GLONASS is given in Tables 2 -3 . In general, the results illustrate that penetration and MP regions have non-zero mean and that the bounding standard deviation for these regions is larger than the nominal clear sky conditions. The results also show that in general L2 multipath errors are larger than for L1, and that multipath error standard deviations of the 1500 antenna is slightly worse than for the 702 antenna.
The results also indicate that a worst-case code standard deviation of 2 m for GPS and 1.85 m for GLONASS can be used in the estimator to compute the PL, with a mean of 17 cm. If, with these extreme error model parameter values, the navigation system meets the requirements (to be specified for autonomous car navigation, as for example in [11] ), then the no further analysis and modeling is needed to distinguish between multipath or penetration regions. If, on the other hand, the requirements are not met, a more elaborate model can be used with different parameter values based on elevation, for example. It is noteworthy that bounding sigma values for the low elevation region ( < 33 o ) are smaller than for the multipath regions. This is because the bound for the low elevation region includes regions not affected by the truck-induced multipath errors (Figure 6 ), which may have smaller errors. In contrast, the high-elevation region's bounding sigma 
B. Bounding standard deviation results -Carrier phase
In order to quantify the multipath effect on the carrier phase measurement, we compute the double difference carrier phase residuals. To isolate the source of the multipath error for a specific antenna, GNSS data was also collected at another antenna on a nearby building's rooftop with open view to the sky. Also, only high elevation satellites above 33 deg elevation were used as reference satellites. The baseline vector between the tested antenna and the rooftop was previously surveyed. Therefore, the carrier phase residual can be computed as:
where Δ is the double difference carrier phase between two satellites and two antennas, Δ is the difference in line of sight vector from the antenna to both satellites, the operator ⌊∎⌉ was used to represent the nearest integer rounding operation, and the terms and represent residual differential ionospheric and tropospheric errors, which are negligibly small for the short baseline distance used in this test. The same bounding process that was applied to the pseudorange residual errors is also used for the E-W and N-S carrier phase data for all antennas and frequencies. A summary of results for both GPS and GLONASS data is shown in Tables 4  and 5 , respectively. In general, the results suggest that penetration and MP regions have non-zero mean and that the bounding standard deviation in these regions is larger than under nominal clear-sky conditions. The results also show that L2 multipath errors are larger than for L1, but that the multipath standard deviations of the 1500 antenna and 702 antenna are relatively similar. The same analysis is repeated while distinguishing data at elevations lower than 33 degrees versus higher than 33 degrees. Low elevation satellite signals have more than 4 times larger bounding standard deviations than higher elevation ones. For example, for the 702 antenna, the double difference GPS carrier phase error for high elevation satellites can be bounded by a Gaussian function with 0.92 mm mean and 8 mm standard deviation Gaussian distribution. The low elevation satellites, in contrast, need to be bounded considering 0.8 mm mean and 33mm standard deviation. These numbers are based on the maximum values corresponding to the L1 and L2 frequencies.
In some cases in Table 5 , the mean of the double difference carrier phase error for GLONASS is lower than that of GPS because in GLONASS the float value of the ambiguity was subtracted from the residual in contrast to the integer value in GPS. Because GLONASS is a frequency division multiple access (FDMA) system, the double difference carrier phase residuals still contain inter-frequency biases that were not calibrated in this analysis.
Similar to the pseudorange case, if the largest bounding mean and standard deviation values are not causing the navigation system to violate availability requirements, then no more distinction is needed between regions of multipath, penetration, or clear sky. If, on the other hand, the requirements are not met with these bias and standard deviation values, then a more elaborate model is needed, where different error models are used based on elevation, for example, or where multipath and thermal noise are evaluated separately. 
C. Time constant results
Whenever the integrity risk of a Kalman filtering based positioning solution is required, it is critical to capture the colored noise temporal characteristics of the measurement noise. Multipath can be modeled as a first order Gauss Markov process, with a certain time constant. The goal of this analysis is to provide an experimental method to determine the value of the time constant. Figure 9 shows an example autocorrelation function for PRN3. It also shows a red horizontal line that corresponds to exp(-1) value. The time at which the red line intersects the autocorrelation function is the first order Gauss Markov time constant that can be used in the Kalman filter.
A wide range of multipath correlation time constants was found when applying this process to all data sets. "Box plots" were used in Figure 10 Tables 6 and 7 show that the penetration case has shorter time constants than signals in the multipath region. The 1500 antenna has longer time constants than the 702 antenna. The penetration case exhibits lower time constants than the multipath case because it causes the signal to be weaker, which increases thermal noise levels. In contrast, reflected signals in multipath regions have almost the same signal strength as clear-sky signals, but multipath induces delays that change slowly based on antenna-toreflector geometry.
In Tables 6 and 7 , we also analyzed the time constant based on the satellite elevation angle. Data sets with elevation angles below 33 deg exhibit longer time constants because they are more likely to be affected by multipath (including ground multipath). High elevation satellites, in contrast, have in general shorter time constants. The same was concluded when analyzing the time constant of the carrier phase data (Tables 8 and 9 ). 
DYNAMIC DATASET RESULTS
A dynamic test was conducted where an antenna was installed on top of a car and was driven for about 2 hours in different automotive operating environments. Throughout this test, signals reaching the antenna were subjected to obstructions typical of highway and downtown urban environments, including road signs, overpasses, high-rise buildings and urban canyons. The data was collected at 1Hz update rate and categorized in: Highway, Downtown-1, Downtown-2, and Residential areas.
For the dynamic test data set, it was not possible to distinguish multipath regions from penetration regions. Instead, data was sorted depending on the driving environment (highway, downtown, etc.), or low elevation versus high elevation. Furthermore, the carrier phase analysis was not conducted on the dynamic data set.
The same procedure of evaluating the pseudorange error for the static case was followed for the CMC dynamic case. In the dynamic case, time segments shorter than 30 seconds were ignored. A summary of GPS and GLONASS results is shown in Tables 9 and 10 , respectively. The results suggest that for highway and typical residential environments, low elevation satellite signal tracking errors are bounded by Gaussian functions with mean and standard deviation at least twice that of the high elevation satellite signals. It is worth reminding that, in this study, the threshold for low versus high elevation is 33 degrees. For the urban canyon environment, however, high elevation satellites sometimes exhibit larger errors than low elevation ones. This can be due to several factors: 1-most low elevation satellites are being blocked and, therefore, high elevation sets have larger sample size, and 2-in the dynamic test, the environment was changing rapidly such that the source of multipath for low elevation satellites (billboards, traffic signs, or surrounding trucks) is not as persistent as for high elevation signals impacted by reflections off of tall buildings.
A time constant analysis similar to the one conducted for the static set was also performed on the dynamic data set. In the dynamic case, time segments shorter than 240 seconds were not considered. Tables 11 and 12 respectively provide GPS and GLONASS time constants, for all four test environments, for all satellites at low elevation and at high elevation. Because of how fast the environment is changing in the dynamic test, in general, the dynamic test data showed shorter time constants than the static test. n/a n/a n/a n/a n/a n/ Error model refinement can be achieved considering higher-rate data in the static test, which will facilitate the distinction between thermal noise and slow multipath errors. This paper only captures typical automotive conditions. Anomalous conditions including excessive multipath will have to be analyzed separately to ensure navigation system integrity.
