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Network centrality has important implications well beyond its role in physical and information
transport analysis; as such, various quantum walk-based algorithms have been proposed for measur-
ing network vertex centrality. In this work, we propose a continuous-time quantum walk algorithm
for determining vertex centrality, and show that it generalizes to arbitrary graphs via a statistical
analysis of randomly generated scale-free and Erdo˝s-Re´nyi networks. As a proof of concept, the
algorithm is detailed on a 4-vertex star graph and physically implemented via linear optics, using
spatial and polarization degrees of freedoms of single photons. This paper reports the first successful
physical demonstration of a quantum centrality algorithm.
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2I. INTRODUCTION
Since the seminal paper by Aharonov et al. [1], quantum walks have become a fundamental tool in quantum
information theory [2], allowing us to bridge the often more esoteric world of quantum computation and algorithms
[3–7] with real-life graph and network theory [8–10] and dynamical quantum modelling applications [11–14]. This is
due, in part, to the markedly differing behaviour of the quantum walk compared to its classical analogue. Harnessing
the effects of superposition, quantum coherence and entanglement, the quantum walk propagates quadratically faster,
providing a key source for new quantum algorithms and a platform for universal quantum computation [15–17].
Like the classical case, quantum walks are divided by two distinct approaches — the discrete-time quantum walk
(DTQW), which introduces spin-states and a quantum coin operation with discrete time-evolution operators, and the
continuous-time quantum walk (CTQW), which evolves the walker continuously in time [18]. Due to the enlarged
Hilbert space and higher degrees of freedom of the DTQW, the relationship between these two formulations is inher-
ently non-trivial; regardless, an equivalency has been explored using both a limiting approach [19] and percolation
theory [20].
One potential application of the quantum walk is in providing an efficient quantum algorithm for vertex centrality
ranking in network analysis. Previous studies have proposed algorithms built on the standard discrete-time quantum
walk [21], the Szegedy discrete-time quantum walk [22–24], or the continuous-time quantum stochastic walk (QSW)
[24–26]. However, whilst comparing well to classical centrality measures, these have the distinct disadvantage of
requiring expanded Hilbert spaces (up to N2 dimensions for a graph of N vertices), or in the case of the QSW, muting
the quantum behaviour due to decoherence.
In this study, we propose an alternative quantum walk centrality algorithm based on the CTQW, allowing us
to preserve the full quantum behaviour of the walker, whilst limiting the dimension of the Hilbert space to N .
Furthermore, we have experimentally implemented this algorithm in the case of the 4-vertex star graph. As far as we
are aware, this is the first quantum centrality measure to be physically implemented.
This paper is structured as follows. In Sec. II, we describe the continuous-time quantum walk and its relationship to
classical random walks. We then briefly discuss graph centrality measures in Sec. III, before introducing our CTQW-
based quantum centrality scheme in Sec. IV. A thorough statistical analysis using ensembles of randomly generated
graphs is presented in Sec. V, highlighting the suitability of the quantum centrality scheme for general graphs. Then,
we discuss our experimental implementation via linear optics in Sec. VI, before finally presenting our conclusions in
Sec. VII.
II. CLASSICAL AND QUANTUM WALKS
A. Classical random walks
Consider an arbitrary undirected graph G(V,E), composed of vertices j ∈ V and edges (i, j) ∈ E with |V | = N .
The adjacency matrix of G is a symmetric matrix defined by
Aij =
{
1, (i, j) ∈ E
0, (i, j) /∈ E (1)
A discrete-time random walk (DTRW) over G is a stochastic Markovian process that evolves as follows,
P
(n+1) = TP(n) (2)
where P
(n)
i represents the probability of finding the walker at vertex i at time-step n, and T the transition matrix.
As per convention, the transition matrix is normally taken to be
T = AD−1 (3)
with Dij = δij
∑
k Aki a diagonal matrix containing the vertex degrees of the graph. This ensures that T is stochastic
(
∑
k Tki = 1), preserving the probability of the walker. The steady-state limiting probability distribution of the
walker,
lim
n→∞
T nP (0) = pi (4)
3must satisfy the equation Tpi = pi. Thus, the limiting-distribution is simply the eigenvector of T with eigenvalue
λ = 1. It is trivial to show that the limiting distribution is therefore proportional to the vertex degree, and given by
pij =
Djj
Tr(D)
=
∑
iAij∑
i
∑
j Aij
(5)
Note that in cases where a graph only has even-length closed loops, the walker will only occupy sites an even
distance from the initial state at even time-steps — causing the walker to never converge to its stationary distribution
pi. In such cases, it is useful to redefine the DTRW so that at every time-step, the walker only has a ǫ probability of
moving as per the transition matrix:
P
(n+1) = ǫTP(n) + (1− ǫ)P(n)
= ǫ(T − I)P(n) +P(n) (6)
This is known as the lazy random walk, and is sufficient to break the periodicity and ensure convergence to the limiting
probability distribution pi.
We can interpret each time-step of the lazy random walk as corresponding to a time of ǫ [27]. Thus, by rearranging
this equation and taking the limit ǫ→ 0,
lim
ǫ→0
P
(n+1) −P(n)
ǫ
= −(I − T )P(n) (7)
we arrive at the Master equation, a stochastic Markovian process governing the time evolution of the continuous-time
random walk (CTRW):
d
dt
P(t) = −LP(t) (8)
with solution P(t) = e−LtP(0), where L is the normalized graph Laplacian,
L = I − T = (D −A)D−1 (9)
such that e−Lt is stochastic, and the walk is probability conserving. For the CTRW, the steady-state limiting
probability distribution,
pi = lim
t→∞ e
−Lt
P(0) (10)
must satisfy the equation e−Ltpi = pi. After expanding the matrix exponential as a Taylor series, it can be seen that
this is equivalent to Lpi = 0; i.e. pi is the nullspace of L. Note that since L = I−T , Lpi = (I −T )pi = 0 ⇒ Tpi = pi,
and thus the CTRW limiting distribution and the DTRW limiting distribution (Eq. 5) are identical.
B. Continuous-time quantum walks
The CTRWs quantum analogue1, the continuous-time quantum walk (CTQW) on graph G, has its time evolution
governed instead by the Schro¨dinger equation [18],
i~
d
dt
|ψ(t)〉 = H |ψ(t)〉 (11)
where H is the system Hamiltonian, encoding the discrete structure of the underlying graph G, and |ψ(t)〉 =∑
j αj(t) |j〉 the complex-valued state vector. We use atomic units from hereon, and thus set ~ = m = e = 1.
The general solution to the system is
|ψ(t)〉 = U(t) |ψ(0)〉 = e−iHt |ψ(0)〉 (12)
1 We don’t describe the quantum analogue of the DTRW here — the discrete-time quantum walk (DTQW) — as, unlike the classical
case, it has a highly nontrivial relationship with the CTQW due to the existence of an additional ‘coinspace’. For a good introduction to
the coined DTQW, see Kempe [2] or Manouchehri and Wang [6], whilst Szegedy [28] offers a good introduction to the Szegedy DTQW
formalism.
4Consistent with standard quantum formalism, αj(t) = 〈j|ψ(t)〉 ∈ C is the probability amplitude, and |αj(t)|2 the
corresponding probability, of the walker being found at node j after time t. Unlike the classical CTRW, the CTQW
gains properties characteristic of quantum systems — including time reversibility (hence, no limiting state) and
superposition, allowing propagation through networks quadratically faster than its classical counterpart [18, 29].
However, the CTQW is no longer a stochastic process, but rather deterministic; the probabilistic nature of the walk
comes from measuring the quantum state, rather than the walk’s dynamics [30].
It is important to note that there are two competing conventions for the CTQW Hamiltonian that are ubiquitous
in the field; the adjacency matrix (H = A) and the (combinatorial) Laplacian (H = D−A) [31]. Both provide similar
dynamics (and are identical for degree regular graphs), with each being preferred for particular applications — the
adjacency matrix for simplicity in quantum computation calculations, and the Laplacian for its discrete approximation
to the kinetic energy operator of quantum mechanics. In this study, we will be using H = A, for reasons that will
come clear in subsequent sections.
III. GRAPH CENTRALITY
In the study of network structure and graph theory, centrality measures are an integral tool, allowing determination
and ranking of vertices deemed to be most important. Due to the large number of physical systems that can be
modelled as networks, this has seen wide application across multiple disciplinary fields, including technology (ranking
web sites for search engines [32], power distribution [33]), business (organisational management [34–36]), biology
(grooming networks in macaques [37]), and biochemistry (finding active sites in proteins [38]).
At its most basic, a graph centrality measure C satisfies the following properties:
• C : G(V,E) → R|V | is a function or algorithm that accepts a graph, and returns a real-valued vector over the
set of vertices V .
• Higher values are provided to vertices deemed more ‘important’ or ‘central’ to the graph structure, with lower
values provided to vertices with a reduced ‘importance’ or ‘centrality’.
However, what constitutes ‘importance’ is subjective — it depends on the application or model to be analysed, and
how information ‘flows’ throughout the network [39]. For example, information might flow predominantly though
paths (a sequence of unique edges and vertices — characteristic of bacterial and viral infections [40]), trails (vertices
can be revisited but each edge is only traversed once — the flow of gossip in social networks [41]), and walks (where
there is no restrictions on edge and vertex sequences — for example bank note exchange in a population). Moreover,
this flow can occur through serial duplication (travelling via one edge at each timestep — gift exchange) or parallel
duplication (traversing multiple edges simultaneously — radio broadcasting).
Thus, it is important to apply a centrality measure that models information flow corresponding to the network
under study; failure to do so may result in poor results, and even the inability to correctly interpret the results
[39]. To deal with this plethora of scenarios, various classical centrality measures have been introduced: degree
centrality, eigenvector centrality, betweeness centrality, closeness centrality, and PageRank, among others. Of these,
degree, eigenvector and PageRank centrality are what is known as radial parallel duplication measures, which measure
network flow via walks emanating from or terminating at particular nodes [42].
A. Degree centrality
The degree centrality measure, calculated via the row-sums of the adjacency matrix,
C
(deg)
j =
deg(vj)∑
k deg(vk)
=
∑
iAij∑
i
∑
j Aij
(13)
is based on walks of length one emanating from each vertex, and is useful in cases when dealing with direct and
immediate influence between nodes. Further, it can be seen that the limiting probability distribution of classical
random walks are proportional to the node degree, allowing the degree centrality to be simulated via a Markovian
process.
5B. Eigenvector centrality
Eigenvector centrality, on the other hand, is given by C
(ev)
j = vj , where v is an eigenvector of the adjacency matrix
Av = λv corresponding to the maximum eigenvalue to ensure, via the Perron-Frobenius theorem, that the ranking
remains strictly positive. It has been shown by Bonacich [43] that the eigenvector centrality is proportional to the
row-sums of matrix S, vj ∝
∑
i Sij , where
S = A+
1
λ
A2 +
1
λ2
A3 + · · · =
∞∑
n=1
λ1−nAn (14)
i.e. the eigenvector centrality counts walks of all lengths, weighted inversely by length, from each node. Thus, unlike
the degree centrality, the eigenvector centrality considers long-term ‘indirect’ influence — if a vertex is connected
to another node with a high number of connections, the first vertex will likewise have a high centrality measure.
Consequently, rather than model the eigenvector centrality via the DTRW— which may only sample adjacent vertices
at each time-step — we can instead use the continuous-time random walk (CTRW). Due to its matrix exponential
time-propagator, the CTRW performs walks of all lengths at each infinitesimal time-step dt.
C. PageRank
One final classical centrality measure which necessitates introduction is the Google PageRank [32]. A variation of
the eigenvector centrality, PageRank was developed as a ranking algorithm for sites on the world wide web, and has
accumulated significant prestige as the algorithm behind the Google search engine. In this context, vertices represent
websites, with directed edges the links between them. Due to the need to take into account direction, issues arise with
eigenvector centrality — namely, nodes with in-degree but no out-degree (‘dangling nodes’) accumulate probability,
due to the adjacency matrix being non-stochastic. To address this issue, the eigenvector centrality method is instead
applied to the Google matrix G,
G = αE +
1
N
(1− α)J, 0 ≤ α ≤ 1 (15)
where N is the number of vertices in the graph, E is the patched adjacency matrix, column-normalised to ensure G is
stochastic,
Eij =
{
Aij/
∑
k Akj ,
∑
k Akj 6= 0
1/N,
∑
k Akj = 0
(16)
and J the all one’s matrix. The addition of J is to provide a small ‘random surfer effect’, i.e. a non-zero uniform
probability that a walker at a particular vertex can jump to any other vertex, even in cases of non-adjacency. In
practise, α is generally chosen to be 0.85, providing a good compromise between information flow via hyperlinks and
the random surfer effect.
Once the Google matrix is calculated, the PageRank centrality measure is then applied by solving the eigenvector
equation
Gx = x (17)
as, per the Perron-Frobenius theorem, the eigenvector corresponding to the largest eigenvalue (λ = 1 for PageRank, as
G is stochastic) will be strictly positive. Note that this equation is identical to that of a DTRW; thus, the PageRank
can be modelled as a DTRW with G taken to be the transition matrix. Nevertheless, when α < 1, the PageRank
continues to model its centrality measure on walks of all lengths, due to the random surfer effect. To see this explicitly,
it can be easily shown that in the case 0 ≤ α < 1,
Gx = x
⇒ αEx+ 1
N
(1− α)Jx = x
⇒ (I − αE)x = 1
N
(1 − α)Jx (18)
6has the exact solution
x = (I − αE)−1 1
N
(1− α)Jx
= (1 − α)
( ∞∑
k=0
αkEk
)
N∑
j=1
ej
N
∴ xi =
1
N
(1− α)
N∑
j=1
( ∞∑
k=0
αkEk
)
ij
(19)
and therefore x is calculated using walks of k lengths for all k ∈ N, weighted by αk [44].
D. Random walk centrality
The random walk centrality, unlike the centralities previously discussed, is not a radial volume based measure
(counting the number of walks between each pair of nodes) but rather a radial length based measure, quantifying the
length of the walks between nodes [42]. Alternatively, this can be interpreted as a measure of the expected time for
information to arrive at a particular node; i.e., the effectiveness or speed of communication [39]. The Random Walk
Centrality (RWC) measure, introduced by Noh and Rieger [45] and based on a DTRW, is given by
C
(RWC)
j =
pij
τj
(20)
where pi is the random walk limiting distribution, and
τj =
∞∑
n=0
(
T njj − pij
)
(21)
is the characteristic relaxation time of vertex j.
E. Quantum centrality measures
The above described walk-based centrality measures have been classical in nature. However, in recent years several
quantum centrality measures have been proposed — ranging from quantizations of the aforementioned classical mea-
sures to wholly new proposals — that take advantage of the exponential speedups offered by quantum computation.
For example, the Quantum PageRank, (introduced by Paparo and Martin-Delgado [22][23] and extended by Loke
et al. [24]) utilizes the Szegedy quantum walk [28] (a DTQW formulation) to quantize the directed Markov chains
encoded by the Google matrix, before taking the long-time average of the walks probability distribution; in essence,
providing a quantum analogue of PageRank centrality.
The quantum stochastic walk (QSW) is another approach, which makes use of the Lindblad master equation to
introduce environmental decoherence to a CTQW [24–26]. In practice, this has the effect of creating a continuous-time
walk continuum parametrized by ω, with ω = 0 (no dephasing) corresponding to a purely quantum walk (CTQW)
on an undirected graph, and ω = 1 (complete dephasing) corresponding to a purely classical walk (CTRW) over
a digraph. By restricting the domain to 0 < ω ≪ 1, quantum dynamics and the resulting quantum speedup is
retained, however the walker will eventually converge to the CTRW limiting probability distribution [30]. Similar to
the Quantum PageRank, the centrality measure is then given by the long-time average of the probability distribution.
Finally, Berry and Wang [21] proposed a novel method, in which the quantum search algorithm is applied to graph
structures via DTQW — the resulting frequency of successful search probability was shown to correlate with the
(lazy) Random Walk Centrality of Noh and Rieger [45]. Thus, the quantum centrality scheme of Berry and Wang [21]
differs from the two previous quantum centrality schemes, as it considers the mean speed of the walker in transmitting
information over the network — it is a form of quantum closeness centrality.
Unfortunately, when it comes to physically implementing these quantum centrality measures, we run into various
issues. In all three cases, due to the use of either a coin state (DTQW) or an environment (QSW), the size of the
statespace must be significantly increased, taking us beyond the experimental capability to simulate quantum graph
centrality of even simple graph structures. For example, for a graph of N vertices, the Szegedy DTQW formulation
7FIG. 1. 4-vertex star graph
used in the Quantum PageRank scheme requires a statespace of size N2. As such, the ability to physically realise
these quantum centrality measures is currently beyond our reach.
Instead, in the following section we propose a CTQW-based centrality measure — building on the foundation of
classical radial centrality measures such as eigenvector centrality, whilst allowing us to take advantage of the quantum
speedup afforded over the CTRW, and utilizing a significantly smaller statespace than the QSW and DTQW.
IV. CTQW-BASED CENTRALITY MEASURE
Similarly to the Quantum PageRank and the QSW centrality measures, as the time-evolution of the CTQW is
determined by the Hamiltonian — and thus the underlying network structure — one method for extracting the
centrality information is to simply start the walker in an equal superposition of all vertex states, |ψ(0)〉 = 1√
N
∑
j |j〉
(so as not to bias any one particular vertex), and compare the time-average probability of locating the walker at each
vertex.
Now, convention allows for two choices for the Hamiltonian — we may choose either the adjacency matrix A or the
graph Laplacian L (given by Lij = δij
∑
k Aik − Aij , a discrete approximation to the continuous-space Laplacian).
However, the construction of the Laplacian ensures that equal superposition state is always an eigenvector, resulting
in a stationary time-evolution:
U |ψ(0)〉 = e−iLt

 1
N
∑
j
|j〉

 = 1
N
∑
j
|j〉 ∀t (22)
As such, the Laplacian is ill-suited for a CTQW centrality measure, as it will be unable to distinguish vertices more
central to the network structure. This is not the case of the adjacency matrix; thus, for the remainder of this work,
we will set H = A.
To briefly summarise, the proposed CTQW centrality scheme works as follows:
1. Prepare the quantum walker in an initial equal superposition over all vertex states: |ψ(0)〉 = 1
N
∑
j |j〉
2. Propagate the walker for time t≫ 0: |ψ(t)〉 = e−iHt |ψ(0)〉, where H = A is the graph adjacency matrix.
3. Calculate the long-time average probability distribution of finding the walker at each vertex:
C
(CTQW )
j = lim
τ→∞
1
τ
∫ τ
0
|〈j|ψ(t)〉|2 dt (23)
To fully ascertain the reliability of the proposed CTQW centrality measure, we will consider both a simple example
(allowing us to qualitatively assess the measures performance), as well as a rigorous statistical analysis comparing
the CTQW measure to PageRank over an ensemble of randomly generated graphs. Freeman [46], in his discussion of
the canonical formulations of centrality measures, noted that degree, closeness and betweeness centralities all attain
their highest values for the central node of the star graph; Borgatti and Everett [42], in reviewing Freeman’s work,
suggested that this may serve as a defining characteristic of a ‘proper’ centrality measure. Thus, let us consider a
4-vertex star graph as an example of the proposed CTQW centrality measure.
8FIG. 2. CTQW probability at vertex 0 (black, solid) and vertex 1,2,3 (red, dashed) on a 4-vertex star graph. The initial state is
a equal superposition of all vertex states. The dotted lines show the respective long-time averaged probability of the respective
vertices, with the blue vertical line denoting one period (T = pi/
√
3).
For the 4-vertex star graph shown in Fig. 1, the adjacency matrix is
A =


0 1 1 1
1 0 0 0
1 0 0 0
1 0 0 0

 (24)
with the first vertex (vertex 0) the central node. In this case, the time-evolution operator is given by
U(t) =
1
3


3c(t) s(t) s(t) s(t)
s(t) c(t) + 2 c(t)− 1 c(t)− 1
s(t) c(t)− 1 c(t) + 2 c(t)− 1
s(t) c(t)− 1 c(t)− 1 c(t) + 1

 (25)
where c(t) = cos(
√
3t) and s(t) = −i√3 sin(√3t). Using this operator to propagate from an initial equal superposition
of vertex states |ψ(0)〉 = 14
∑
j |j〉, the probability of locating the walker on vertex j at time t is
|〈j|ψ(t)〉|2 = |〈j|U(t)|ψ(0)〉|2
=
[
1
2
− 1
4
c(2t)
]
δj0 +
[
1
6
+
1
12
c(2t)
] 3∑
j′=1
δjj′ (26)
(Fig. 2). Noting that this probability distribution is periodic with period T = π/
√
3, the CTQW centrality measure
becomes
C
(CTQW )
j = limτ→∞
1
τ
∫ τ
0
|〈j|ψ(t)〉|2 dt
=
1
T
∫ T
0
|〈j|ψ(t)〉|2 dt (27)
yielding values of 1/2 for j = 0, and 1/6 for j = 1, 2, 3. This fits well with what would be expected intuitively —
the central vertex (vertex 0) has the highest time-averaged probability, indicating a high centrality measure, whilst
the remaining vertices (1,2,3) are equivalent and have an equal and lower ranking. The proposed CTQW centrality
measure therefore satisfies one of the defining properties of centrality measures; however, a detailed statistical analysis
is required to properly assess its behaviour on general graphs.
V. STATISTICAL ANALYSIS
To investigate the reliability of this newly proposed quantum centrality algorithm, it is pertinent to compare its
ranking results to classical algorithms on large random graphs. To do so, we consider two classes of random graphs
9FIG. 3. Left: Randomly generated Erdo˝s-Re´nyi graph G(20, 0.3) Right: Normalised vertex centrality values for vertex j on
G(20, 3). Measures shown are degree centrality, PageRank, eigenvector centrality, CTQW centrality, and RWC centrality.
Degree PageRank Eigenvector CTQW RWC
Deg 1. 0.316 0.232 0.232 0.411
PR 0.316 1. 0.011 0.011 0.189
EVec 0.232 0.011 1. 1. 0.568
CTQW 0.232 0.011 1. 1. 0.568
RWC 0.411 0.189 0.568 0.568 1.
Degree PageRank Eigenvector CTQW RWC
Deg 1. 0.276 0.163 0.15 0.236
PR 0.276 1. 0.107 0.076 0.12
EVec 0.163 0.107 1. 0.592 0.277
CTQW 0.15 0.076 0.592 1. 0.228
RWC 0.236 0.12 0.277 0.228 1.
TABLE I. Kendall’s tau coefficient comparing the vertex rankings for the labelled centrality measures, calculated for the
Erdo˝s-Re´nyi graph shown in Fig. 3 (left) and averaged over an ensemble of 100 random Erdo˝s-Re´nyi graphs G(20, 0.3) (above).
— Erdo˝s-Re´nyi networks, and scale-free networks. A random Erdo˝s-Re´nyi graph, denoted G(N, p), is comprised of
N vertices with edges randomly distributed as per the Bernoulli distribution, with probability p [47, 48]. For such
a network, the vertex degree distribution P (k) (the fraction of vertices with degree k) is binomial in form, resulting
in most vertices with degree close to np, the mean number of connections. Scale-free networks, on the other hand,
are characterised by a power law vertex distribution P (k) ∼ k−γ , due to the presence of a small number of highly
connected ‘hubs’ — with a majority of vertices exhibiting significantly lower degree [49, 50]. As such, they form an
important tool in modelling real-life networks with similar characteristics, such as social networks, the World Wide
Web, and biochemical molecules [51, 52].
A. Correlation to classical measures
Firstly, let’s investigate correlation between the CTQW centrality measure and classical measures. As centrality
measures only provide useful information for the top 5 or so valued vertices (with noise growing successively larger
for lower ranked nodes [53]), we will consider a randomly generated 20-vertex Erdo˝s-Re´nyi graph G(20, 0.3), and use
this as the basis of our correlation test. The graph generated and its respective vertex centrality values (calculated
using degree centrality, PageRank, eigenvector centrality, CTQW centrality, and RWC centrality) are shown in Fig. 3.
Qualitatively, it can be seen that all centrality measures strongly agree on the top-ranked vertices, with slight variations
for the lower ranked vertices, as is expected.
To get a more quantitative understanding of the correlation, we employ Kendall’s tau rank correlation coefficient
[54] (τ ∈ [−1, 1], where τ = 1 indicates perfect correlation between ranked lists, τ = 0 indicates no correlation, and
τ = −1 indicates perfect anti-correlation). Kendall’s tau correlation coefficients for Fig. 3 are shown in Tab. I; for
additional robustness, this analysis is repeated and averaged over an ensemble of 100 randomly generated G(20, 0.3)
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(a)The average CTQW centrality measure (black) compared to
the average PageRank measure (red, dashed)
(b)The average CTQW centrality measure (black) compared to
the average eigenvector centrality measure (blue, dashed)
FIG. 4. The average CTQW centrality measure compared to classical centrality measures for vertices in an ensemble of 200
Erdo˝s-Re´nyi graphs (left) and 200 scale-free graphs (right). The Erdo˝s-Re´nyi graphs have parameters N = 100, p = 0.3.
The scale-free networks are constructed via the Baraba´si-Albert algorithm with N = 100 and m = 2 edges added at every
generation. The shaded areas represent one standard deviation from the average centralities, and the top 5 ranked vertices are
shown by the markers.
graphs. It can be seen that there is a significant correlation between the CTQW centrality ranking and the eigenvector
centrality ranking (τ = 0.592 averaged across the ensemble). If we recall that the CTQW propagator is the matrix
exponential, this is perhaps not so surprising — the CTQW centrality scheme appears to be ranking the graph
vertices in a similar fashion to the eigenvector centrality, by considering walks of all lengths emanating from each
vertex weighted inversely by length.
Note that Kendall’s tau coefficient tells us how correlated the entire ranked lists are, allowing us to classify the
centrality measures based on how they encode information flow through the network. However, beyond the topmost
ranked vertices, centrality measures convey very little useful information regarding remaining vertices — this is more
the domain of influence measures [53, 55]. As such, Kendall’s tau coefficient is not useful for determining general
agreement between centrality measures on the location of the most central nodes. For example, in Fig. 3 it can be
seen that the PageRank (a radial volume measure) and random walk centrality (a radial length measure) are in total
agreement on the location of the top 3 most central vertices, whilst exhibiting low correlation (τ = 0.189).
B. Agreement on top-ranked vertices
Here, we consider ensembles of larger Erdo˝s-Re´nyi and scale-free graphs, and compare the CTQW centrality to
the eigenvector centrality (its closest classical analogue), and to the PageRank (the classical centrality measure with
arguably the most impact in the last decade). This analyses will allow us to verify the behaviour of the CTQW
centrality for large graphs of varying degree distributions.
We begin by generating an ensemble of 200 Erdo˝s-Re´nyi and scale-free graphs (the latter by way of the Baraba´si-
Albert algorithm), and calculating the average PageRank, eigenvector, and CTQW centrality measures over the
ensemble. These results are shown in Fig. 4. It can be seen that, on average, the CTQW ranking agrees with the
classical algorithms on the location of the five most central vertices, whilst also following the following the same
general trendline (binomial for the Erdo˝s-Re´nyi, power law for the scale-free). In fact, the CTQW measure for the
top 5 vertices outperforms that of the PageRank and eigenvector centrality, by assigning a higher centrality measure,
perhaps allowing for greater distinguishability when sampled experimentally. However, it appears that this comes at
the cost of larger measure variance compared to the PageRank.
We now attempt to quantify the ‘agreement’ regarding the top-ranked vertices between the quantum and classical
measures. Previously Kendall’s tau ranked-list coefficient was used; whilst this works great in determining correlations
between various ranked lists, it is less useful in quantifying how often the ranked lists agree on their first few values.
Thus, we detail an alternative approach. For each graph in the ensemble, unordered sets containing the n most
central vertices according to each measure was compared — the fraction of matching vertices providing a quantitative
value for the agreement between the two measures (termed the agreement factor). These agreement factors were then
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FIG. 5. Charts showing the agreement between the CTQW centrality ranking and the (a) PageRank and (b) eigenvector
centrality ranking for an ensemble of 100 Erdo˝s-Re´nyi and 100 scale-free graphs. Each bar represents the unordered set
containing the n most central vertices as determined by the PageRank and CTQW measures, whilst the vertical axis gives the
average fraction of matching vertices between the two sets. The error bars indicate the Agresti-Coull 95% confidence interval.
averaged over the entire ensemble, with uncertainty approximated by calculating the Agresti-Coull 95% confidence
interval — the results are presented in Fig. 5.
It can be seen that the eigenvector and CTQW centrality measures are in near perfect agreement — agreeing on
the most central node 99% of the time for Erdo˝s-Re´nyi networks, and 96% of the time for scale-free networks. This
is likely due to the strong correlation between the CTQW and eigenvector centralities noted previously, and indicates
that this strong correlation continues to hold for larger graphs of varying degree distributions.
Turning our attention to the PageRank, we find a strong agreement with the CTQW measure, albeit not as strong
as the eigenvector centrality; on the location of the most central vertex, they named the same vertex 88% of the time
for scale-free graphs, dropping to 70% for Erdo˝s-Re´nyi graphs. As the number of vertices compared increases, the
agreement factors decrease slightly for the scale-free and increase slightly for the Erdo˝s-Re´nyi, before both ending
around 80% by the time the top 5 vertices are compared. This discrepancy might be partially explained by considering
the CTQW measure variance in Fig. 4:
• For the Erdo˝s-Re´nyi graphs, a majority of vertices have degree close to the mean, leading to the top-ranked
vertices having similar centrality measures. The average CTQW centrality measure of the second and third-
ranked vertices lies within the uncertainty region of the most central vertex; so even as the top 5 are easily
distinguished, changes in their initial ordering might appear.
• For the scale-free graphs, with a small number of connected hubs, the hubs are easily distinguished by both
measures. However, beyond the hubs, most vertices have similar degree due to the power law distribution —
leading to small discrepancies between the measures as more vertices are ranked.
Nonetheless, our results here show that the CTQW measure proposed works excellently as a centrality measure — it
assigns higher values to the central node of a star graph and equal lower values to the surrounding nodes, correlates well
with the classical eigenvector centrality (allowing us to posit that the CTQW measure extracts centrality in a similar
fashion to the eigenvector centrality, namely via weighted walks of all lengths), and generalises to arbitrary random
scale-free and Erdo˝s-Re´nyi graphs. Thus, the proposed quantum scheme sufficiently determines node centrality, and in
contrast to the Quantum PageRank algorithm (which requires computation of the dense Google matrix), preserves the
sparse structure of the network in the Hamiltonian; a property that allows for known efficient quantum implementation
[56].
In the following section, we build off this result to experimentally implement the CTQW centrality scheme on a star
graph using linear optics — a proof-of-concept experiment and the first physical implementation (to our knowledge)
of quantum centrality.
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FIG. 6. The quantum circuit for implementing the 4× 4 unitary transformation U on a two-qubit system.
VI. EXPERIMENTAL REALIZATION
Linear optics enables the efficient implementation of arbitrary unitary transformation on various degrees of freedoms
of single photons. For example, any 2×2 unitary transformations on the polarizations of single photons can be realized
by a set of half-wave plates (HWPs) and quarter-wave plates (QWPs) [57]. Here we aim to devise a linear-optics
realization of 4× 4 unitary transformation using spatial and polarization degrees of freedoms of single photons.
In this experiment, we first prepare a four-dimensional equal superposition quantum state |ψ(0)〉 = 12
∑3
j=0 |j〉,
and then perform a 4 × 4 unitary transformations on the state. We obtain the probabilities distribution through
projective measurement on the state. The unitary transformations applied on the initial state |ψ(0)〉 are U(k∆t),
where k ∈ {1, 2, . . . , 8}.
An arbitrary 4×4 unitary transformations can be decomposed using the cosine-sine decomposition method [58–63].
For each unitary transformation in U(k∆t), there exist unitary matrices, L, S, R, such that U = LSR where L and R
are block-diagonal
L =
[
L 0
0 L′
]
,R =
[
R 0
0 R′
]
, (28)
and S is an orthogonal cosine-sine matrix:
S =


cos θ 0 sin θ 0
0 1 0 0
− sin θ 0 cos θ 0
0 0 0 1

 , (29)
where L, L′, R and R′ are arbitrary 2 × 2 unitary transformations on two modes. This matrix S can be further
decomposed by a 2 × 2 unitary transformation S =
[
cos θ sin θ
− sin θ cos θ
]
on the subspace spanned by the modes {|0〉 , |2〉}
and I =
[
1 0
0 1
]
on the subspace spanned by the modes {|1〉 , |3〉}.
This decomposition method can be used to decompose any higher dimensional unitary operations into series of two
dimensional unitary operations, and thus our technology can be used to realised, in principle, any dimensional unitary
operations. However, it is worth noting the numbers of BDs used to prepare a 2d-dimensional state and to realise
the 2-dimensional unitary operation are d− 1 and 2d− 2 respectively. In other words, the number of optical elements
grows exponentially with the dimension of the unitary operation, and decoherence in cascaded interferometers also
grows.
For convenience, we encode the four-dimensional quantum states by two-qubit state as {|0〉 =
∣∣0˜0˜〉 , |1〉 = ∣∣0˜1˜〉 , |2〉 =∣∣1˜0˜〉 , |3〉 = ∣∣1˜1˜〉}. The unitary transformations L, S and R can be rewritten as
L =
∣∣0˜〉 〈0˜∣∣⊗ L+ ∣∣1˜〉 〈1˜∣∣⊗ L′,
S = S ⊗
∣∣0˜〉 〈0˜∣∣+ I⊗ ∣∣1˜〉 〈1˜∣∣ ,
R =
∣∣0˜〉 〈0˜∣∣⊗R+ ∣∣1˜〉 〈1˜∣∣⊗R′. (30)
Then the 4×4 unitary transformations U(k∆t) can be implemented by these three controlled two-qubit transformations
in Fig. 6.
The schematic of our experimental setup is depicted in Fig. 7. The two qubits are encoded by spatial and polarization
modes of single photons. The first qubit
∣∣0˜〉 (∣∣1˜〉) represents upper (lower) spatial mode of photons, and the second
qubit
∣∣0˜〉 (∣∣1˜〉) represents the horizontal (vertical) polarization of photons.
Polarization-degenerated photon pairs are generated by type-I spontaneous parametric down-conversion (SPDC) in
0.5mm-thick nonlinear-β-barium-borate (BBO) crystal pumped by a 400.8nm CW diode laser with 90mW of power.
The single photon is generated by triggering on the other photon. Interference filters (IFs) are used to restrict the
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FIG. 7. Conceptual experimental setup, with three controlled unitary transformations L, S and R. Red lines represent the
optical modes (beams) of single photons. (a) Realization of L (R) as transformation on two spatial modes and two polarizations
modes of single photons. The spatial mode works as the control qubit and the 2× 2 unitary transformation L (R) and L′ (R′)
applied on the polarizations of the photons in different modes can be realized by a set of wave plates (WPs). A phase shifter
is used to keep the global phase unchanged during the transformation. (b) Realization of S. The polarization is the control
qubit. After the first HWP at 45◦ and a BD, the horizontally polarized photons in both spatial modes are propagating in the
same spatial mode (the middle one) and then the transformation S is applied by using a HWP at θ/2 in the middle mode.
Meanwhile, the vertically polarized photons in upper or lower modes are not affected, and after the second BD they are still
propagating in upper or low modes. The other HWPs are all set to 45◦, which are used to flip the polarizations and to change
the propagating modes of photons after they pass through the BD.
FIG. 8. Practical experimental setup with consideration of both compensation of optical delay between different spatial modes
and simplification.
photon bandwidth to 3nm. The photons are in horizontal polarization after the first polarizing beam splitter (PBS).
The initial state is prepared by two steps. Firstly, after passing through a half-wave plate (HWPa) at 22.5
◦ which
rotates the polarization of single photons to equal superposition of horizontal and vertical polarizations, the photons
are split into two parallel paths by a birefringent calcite beam displacer (BD) which transmits the vertically polarized
photons directly and displaces horizontally polarized photons by 3mm. Secondly, two HWPs (HWPb and HWPc) at
−22.5◦ and 22.5◦ are inserted to the upper and lower modes respectively to flip the polarizations. Thus the state of
the single photons is prepared in |ψ(0)〉 = 12
∑3
j=0 |j〉.
For the controlled two-qubit transformation L and R, the spatial mode of photons serves as the control qubit and
the polarization is the target qubit. In the upper and lower modes, the 2 × 2 unitary transformations L (R) and L′
(R′) are applied on the polarization degrees of freedoms, which can be realized by a combination of QWPs and HWPs
sequence inserted in the corresponding spatial mode.
For the 4 × 4 unitary transformation S, the polarization of photons serves as the control qubit. A HWP at 45◦
inserted in the lower input mode flips the polarizations of photons. After the first BD, the horizontally polarized
photons in both of the upper and lower input modes are propagating in the same path (the middle one) and then
the transformation S is applied by using a HWP at θ/2 in the middle path. Hence S ⊗ ∣∣0˜〉 〈0˜∣∣ is applied on ∣∣0˜0˜〉 and∣∣1˜0˜〉. The vertically polarized photons in upper or lower input modes are not affected and after the second BD they
are still propagating in upper or lower output modes. That is I ⊗ ∣∣1˜〉 〈1˜∣∣ is applied on ∣∣0˜1˜〉 and ∣∣1˜1˜〉. Two HWPs
at 45◦ inserted in the other two paths (the propagating paths between two BDs) are used to flip the polarizations of
photons in the paths and then the propagating modes change after the photons pass through the following BD. After
the second BD, a HWP at 45◦ is inserted in the upper output mode to compensate the effect of the first HWP in the
lower input mode and flip the polarizations of photons back.
Our actual experimental setup is shown in Fig. 8, which takes into consideration of the compensation of optical
delay between different spatial modes. The simplified set of wave plates (WPs) for the realization L and R of the
eight 4 × 4 unitary transformations U(k∆t) are shown in Tab. II, including the setting angles of WPs. Two BDs
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FIG. 9. Photon probability distributions after eight unitary transformations. Red bars represent the experimental results.
Blue borders represent the theoretical predictions. Errors are estimated via propagated Poissonian statistics. Small additional
uncertainty may be present in the measurement of nodes 0 and 1 due to the photon representing the two states with different
polarization but inhibiting the same spatial mode.
and six HWPs (HWP1-HWP6) are used to realize S and compensate the optical delay. The setting angles of the
HWP1-HWP6 are given in Tab. III.
In order to implement the proposed centrality algorithm experimentally, we discretise the CTQW time-evolution
operator U(t) = e−iLt given by Eq. 25 for the 4-vertex star graph, using 8 time steps of ∆t = 9/40 to ensure we
sample the probability distribution adequately over one period (note that T = π/
√
3 ≈ 8∆t). After applied the
unitary time-evolution operator U(k∆t) with k ∈ {1, 2 ... 8}, the quantum state is measured by a two-qubit projective
measurement. A PBS is used to perform the projective measurement on the photons with the computational basis
{∣∣0˜0˜〉 , ∣∣0˜1˜〉 , ∣∣1˜0˜〉 , ∣∣1˜1˜〉}. The photons are detected by avalanche photon-diodes in coincidence with the trigger with
a coincident window of 3ns. The clicks of detectors D0, D1, D2, and D3 correspond to probabilities of the final
state projected into the basis {∣∣0˜0˜〉 , ∣∣0˜1˜〉 , ∣∣1˜0˜〉 , ∣∣1˜1˜〉}. We record the clicks for 5s, and more than 18000 coincidence
counts are detected in an overall measurement time. The measured probability distributions are shown in Fig. 9,
which is in excellent agreement with the theoretical predictions given by Eq. 26. Here we use the norm-1 distance
d = 12
∑
x=0,1,2,3 |P exp(x)−P th(x)| to evaluate the quality of experimental demonstration. For all eight U , we obtain
d1 = 0.003, d2 = 0.020, d3 = 0.026, d4 = 0.039, d5 = 0.031, d6 = 0.031, d7 = 0.017, and d8 = 0.009. The distances are
all smaller than 0.04, which indicates successful experimental demonstrations of the 4× 4 unitary transformations.
TABLE II. The simplified sets of WPs with certain setting angles for realization of eight 4 × 4 unitary transformation. The
subscript k of L, L′, R and R′ corresponds to the kth unitary transformation U(k∆t). Q and H represent QWP and HWP
respectively.
L/R WPs Angles (◦) L′/R′ WPs Angles (◦)
L1 Q-H-H 90,0,-3.3 L
′
1 H-H-H 90,0,157.5
R1 H-H-Q 0,48.4,90 R
′
1 H-Q-Q 0,22.5,22.5
L2 Q-H-H 90,0,-6.7 L
′
2 H-H-H 90,0,157.5
R2 H-H-Q 0,51.7,90 R
′
2 H-Q-Q 0,22.5,22.5
L3 Q-H-H 90,0,-10.5 L
′
3 H-H-H 90,0,157.5
R3 H-H-Q 0,55.5,90 R
′
3 H-Q-Q 0,22.5,22.5
L4 Q-H-Q 90,14.9,0 L
′
4 H-H-H 90,0,157.5
R4 Q-H-H-Q 0,0,30.1,0 R
′
4 Q-Q-Q-Q 0,0,22.5,22.5
L5 Q-H-H 90,0,-20.2 L
′
5 H-H-H 90,0,157.5
R5 H-H-Q 0,65.2,90 R
′
5 H-Q-Q 0,22.5,22.5
L6 Q-H 90,0,26.8 L
′
6 H-H 90,22.5
R6 H-H-Q 0,-18.2,90 R
′
6 H-Q-Q 0,22.5,22.5
L7 Q-H-H 90,0,-35.0 L
′
7 Q-Q-H 0,0,112.5
R7 H-Q 100.0,90 R
′
7 H-H 0,22.5
L8 Q-H-H-Q 90,0,-44.4,0 L
′
8 Q-Q-Q-Q -22.5,-22.5,90,90
R8 Q-H-H-Q 0,0,90.6,0 R
′
8 Q-Q-Q-Q 0,0,22.5,22.5
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TABLE III. The setting angles of HWP1 and HWP2 for realization of the eight 4 × 4 unitary transformations. The setting
angles of HWP3, HWP4, and HWP5 are set to be −45◦, and HWP6 is set to be 45◦ for all eight U(k∆t).
k 1 2 3 4 5 6 7 8
HWP1(
◦) 54.1 63.1 71.8 80.0 87.5 86.3 82.0 80.3
HWP2(
◦) 144.1 153.1 161.8 170.0 177.5 176.3 172.0 170.3
VII. CONCLUSION
In this study, we have proposed a CTQW-based quantum centrality algorithm, shown that it correlates well with
classical measures, and verified its performance on general random graphs. The proposed quantum measure was
then successfully implemented experimentally for the first time for a 4-vertex star graph. Notably, this algorithm
requires an N -dimensional Hilbert space, compared to discrete-time quantum walk-based algorithms, which require
N2 dimensions for the same graph. Furthermore, this algorithm preserves the full quantum behavior of the walker,
unlike the QSW, which mutes the quantum behaviour of the walker due to decoherence.
In our physical implementation of the proposed CTQW centrality algorithm, the unitary operation of the walker
on the graph is decomposed into unitary transformations on a two dimensional subspace, and realised by operating
on the polarisation and spacial modes of single photons. This method can be used to decompose, in principle, any
dimensional unitary operations into series of two dimensional unitary operations. By making use of the coherent
property of photons, the technology in our experiment is a competitive candidate for demonstrating arbitrary unitary
operations, allowing it to be utilised for a wide array of quantum algorithms and quantum information processes.
This paper reports the first successful physical demonstration of a quantum centrality algorithm on a 4-vertex star
graph.
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Appendix A: Explicit expressions for L, R, L′ and R′
For clarity, we provide here the explicit expressions for Lk, Rk, L
′
k and R
′
k, where the subscript k corresponds to
the kth unitary transformation U(k∆t).
L1 =
[ −0.9936i −0.1132i
−0.1132 0.9936
]
, L′1 =
[
0.7071 −0.7071
0.7071 0.7071
]
,
R1 =
[
0.9936i 0.1132
−0.1132i 0.9936
]
, R′1 =
[
0.7071 0.7071
−0.7071 0.7071
]
,
L2 =
[ −0.9730i −0.2307i
−0.2307 0.9730
]
, L′2 = L
′
1,
R2 =
[
0.9730i 0.2307
−0.2307i 0.9730
]
, R′2 = R
′
1,
L3 =
[ −0.9341i −0.3569i
−0.3569 0.9341
]
, L′3 = L
′
1,
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R3 =
[
0.9341i 0.3569
−0.3569i 0.9341
]
, R′3 = R
′
1,
L4 =
[ −0.8686i 0.4955
−0.4955 0.8686i
]
, L′4 = L
′
1,
R4 =
[
0.8686i 0.4955
−0.4955 −0.8686i
]
, R′4 = R
′
1,
L5 =
[ −0.7618i −0.6478i
−0.6478 0.7618
]
, L′5 = L
′
1,
R5 =
[
0.7618i 0.6478
−0.6478i 0.7618
]
, R′5 = R
′
1,
L6 =
[
0.5926i 0.8055i
0.8055 −0.5926
]
, L′6 = L
′
1,
R6 =
[
0.5926i 0.8055
0.8055i −0.5926
]
, R′6 =
[ −0.7071 −0.7071
−0.7071 0.7071
]
,
L7 =
[
0.3415i −0.9399i
0.9399 0.3415
]
, L′7 = L
′
1,
R7 =
[
0.3415i 0.9399
−0.9399i 0.3415
]
, R′7 = R
′
6,
L8 =
[
0.0207i −0.9998
0.9998 −0.0207i
]
, L′8 = L
′
1,
R8 =
[
0.0207i 0.9998
0.9998 0.0207i
]
, R′8 = R
′
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