Abstract-This paper presents an explanation of a fuzzy model considering the correlation among components of input data. Generally, fuzzy models have a capability of dividing an input space into several subspaces compared to a linear model. But hitherto suggested fuzzy modeling algorithms have not taken into consideration the correlation among components of sample data and have addressed them independently, which results in an ineffective partition of the input space. In order to solve this problem, this paper proposes a new fuzzy modeling algorithm, which partitions the input space more effectively than conventional fuzzy modeling algorithms by taking into consideration the correlation among components of sample data. As a way to use the correlation and divide the input space, the method of principal component is used. Finally, the results of the computer simulation are given to demonstrate the validity of this algorithm.
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NOMENCLATURE

Superscript
Index related to the th fuzzy rule . Subscript Index related to the th input variable . Number of fuzzy rules; Dimension of input vectors.
-dimensional input vector . -dimensional augmented input vector . Output from the th fuzzy rule. Output inferred from the fuzzy model. th premise membership function (for ) of the th fuzzy rule. Parameters for the th premise membership function of the th fuzzy rule. Degree of match for the th fuzzy rule. Mean vector of samples belonging to the th fuzzy rule . Covariance matrix of samples belonging to the th fuzzy rule . th transformed-direction unit vector in the input subspace of the th fuzzy rule . th transformed-direction component of sample for the th fuzzy rule.
Premise membership function in the th transformed direction in input subspace (for ) in the th fuzzy rule. Parameters for the th premise membership function in the th fuzzy rule. Degree of match for the th fuzzy rule in transformed input space : consequent parameter vector for the th fuzzy rule .
I. INTRODUCTION
T HE fuzzy theory introduced by Zadeh in 1965 [1] has been applied successfully in engineering, science, and industries. Along with its recent developments and applications, the research on the fuzzy modeling, which describes a real system effectively with its nonlinear property, is underway actively [2] . Generally speaking, fuzzy models have an advantage of the excellent system description capability over linear model. Compared to neural network models, they are more transparent and more meaningful to human beings. Thus, they can be used in many situations where nonlinear and transparent models are needed.
There are famous fuzzy models suggested by Tong [3] , Pedrycz [4] , Xu and Lu [5] , Lin and Cunningham [6] , and Wang [7] . In addition to them, the model suggested by Takagi and Sugeno in 1985 [8] has an excellent capacity to describe a given unknown system and is very suitable for the model-based control [9] . The model proposed by Sugeno and Yasukawa in 1993 [10] , which uses a pattern-clustering method, is easy to implement in a computer and is also understandable by human beings because it uses linguistic variables in consequent parts. Lately, simply identified fuzzy models, which combine the merits of [8] and [10] , are suggested [11] - [13] .
However, all of these models address sample data without taking into account the correlation among data components, which results in an ineffective partition of the input space. In other words, even though components of sample data are mutually correlated, the models mentioned above divide the input space without utilizing the correlation among components. As a result, it causes an ineffective premise partition, increase in the number of fuzzy rules and an inefficient modeling performance.
To solve these problems, this paper proposes a new fuzzy modeling algorithm, which partitions the input space more efficiently than conventional methods by considering the correlation among components of sample data. The new method uses the method referred in [11] as a prototype model. The prototype model has simple identification algorithm and an excellent capacity to describe an unknown system (for con-1063-6706/98$10.00 © 1998 IEEE venience, the authors will call this method simply identified (SI) fuzzy model in this paper). Compared to SI model, the method proposed in this paper introduces a new concept of the uncorrelation process between the coarse tuning and the fine tuning of [11] .
The basic philosophy behind this modeling algorithm is to partition the input space effectively and decrease modeling errors by uncorrelating the input subspaces for each fuzzy rule. To uncorrelate each subspace, the method of principal component [14] , [15] is used in each fuzzy rule. Even though the concept of uncorrelation process is applied to SI modeling method [11] in this paper, it can also be applied to other methods if they consist of the coarse tuning (unsupervised clustering) and the fine tuning (supervised learning), e.g. [10] , [13] , [16] . This paper is composed as follows. In Section II, previously reported SI fuzzy modeling [11] is explained briefly as a background to this paper. In Section III, the problems caused by ignoring the correlation among sample components are mentioned and a new fuzzy modeling algorithm considering the correlation among components of input data is proposed. In Section IV, the results of the computer simulation are given to demonstrate the validity of this algorithm. In Section V, the concluding remarks are presented.
II. SIMPLY IDENTIFIED (SI) FUZZY MODEL
SI fuzzy model combines the merits of two outstanding fuzzy models: Takagi and Sugeno's model [8] and Sugeno and Yasukawa's model [10] . With the same structure as that of Takagi and Sugeno's model, the SI fuzzy model has as excellent system description capability with a few fuzzy rules as Takagi and Sugeno's and is as easy to identify its parameters as Sugeno and Yasukawa's. Its fundamental modeling procedure is composed of two steps: the coarse tuning, which determines consequent parameters approximately, and the fine tuning, which adjusts the premise and consequent parameters more precisely. The flow chart of this algorithm is shown in Fig. 1 , where is the number of fuzzy rules.
A. Coarse Tuning Process
The basic structure of SI model is the same as that of the model of (1) and (2) [11] and [17] .)
For convenience, bell-typed functions expressed as are used for premise memberships in 1) and 2) and premise parts will be roughly determined after consequent parts are determined. They are supposed to be finely tuned in the next step.
Remark 1: 1) To avoid "continuity problem" or "dead hyperplanes," which may be encountered in hyperplane-shaped clustering (in the coarse tuning), the authors apply FCM first to the input space and use them as an initial choice of FCRM hyperplane clustering. 2) For the convergence and efficiency estimation, the authors advise readers to refer to [17] .
B. Fine-Tuning Process
After the coarse-tuning, they are adjusted precisely by gradient descent algorithm. Remarks 2 and 3 are the algorithms to fine-tune the premise and consequent parameters, respectively. (Appendix A shows how Remarks 2 and 3 are derived.) 
Remark 2:
Assume that a fuzzy model is represented by (3) and that its output is inferred from (4) If is and is and and is then
where 's are bell-typed membership functions with only two variables; is the th variable or 2) of the th linguistic variable in the th fuzzy rule;
. The premise parameters of the fuzzy model can be precisely adjusted by the following learning rule: (5) 1) for such that 2) for 's such that , which means no adjustment. is a premise learning rate, is a desired output, and is an output of the fuzzy model.
Remark 3:
The consequent parameters of the fuzzy model in (3) and (4) can be finely adjusted by the following learning rule: (6) where is a consequent learning rate, is a desired output and is an output of the fuzzy model.
III. A NEW FUZZY MODELING ALGORITHM CONSIDERING CORRELATION AMONG COMPONENTS OF INPUT DATA
The SI fuzzy model explained in Section II has great system description capability and simple identification algorithm. However, similar to other conventional fuzzy models, SI fuzzy model divides the input space without taking into consideration the correlation among components of sample data, which causes an ineffective premise partition, an inefficient modeling performance, etc. As a solution to this problem, the concept of the "uncorrelation process" is introduced in the following subsections.
A. The Concept of Uncorrelation Process
Assume a two (or more)-dimensional system where the components of sample data are strongly correlated. In the case, it is not proper to divide input space into several subspaces with the premise structure such as If is and is and and is then without considering the correlation because the partition can produce modeling errors. In other words, in case of doubleinput system, the systems shown in Fig. 3(a) -(c) are statistically distributed in different shapes of clusters, but all of them occupy the same input subspace if premise parts have to be partitioned with boundaries perpendicular to all axes as in If is and is then
It should be noted that this way of partitioning input space is not proper. Especially, as shown in Fig. 4 , two different clusters formed by FCRM can occupy almost the same and range, i.e., the same input subspace. In this situation, the partition with boundaries perpendicular to axes makes no sense at all. To solve this problem, this paper proposes a new fuzzy modeling algorithm that partitions the input space more effectively than conventional methods by taking into account correlations among components of sample data. As a way to use the correlation and divide the input space, the method of principal component is used. The method of principal component, sometimes referred to as discrete Karhunen-Love transform in coding theory [14] , [15] , is the optimal coding method and, in this paper, it is used to partition the input space optimally. In other words, the method of principal component is applied to each rule to transform each input subspace and remove the correlation among components of sample data belonging to each fuzzy rule (or cluster). The resulting fuzzy model has the following structure: If is and and is then (7) where is the th transformed direction unit vector of the input subspace of the th fuzzy rule ( ) and mutually orthonormal; that is, a new matrix is a unitary matrix; is a unit matrix.) This new process, which uncorrelates the components of input data with the method of principal component, is needed for good modeling performance. In case of SI fuzzy model of Section II, the new process should be added before the fine tuning and after the coarse tuning. The conclusive modified SI fuzzy modeling algorithm considering correlation among components is shown in Fig. 5 .
In the next subsection, the uncorrelation process is explained in detail.
B. Uncorrelation Process
Assume that given sample data vectors , , were fuzzily assigned into clusters ( ) in the coarse tuning and, as a result, a matrix consisting of the membership are given as follows:
The uncorrelation process consists of the following steps.
Step (8) is actually the same as (7). Consequent parameters are determined roughly in the coarse tuning process and premise parameters are set by (10)- (12), based on the method of principal component.
In (10) mean (11) deviation (12) In Gaussian distribution is a variance These values are used as an initial choice in fine-tuning process.
C. Fuzzy Modeling Algorithm Including Uncorrelation Process
The flow chart of new fuzzy modeling algorithm mentioned in Section I is shown in Fig. 5 . Because the equations of the model are changed from (3) and (4) to (8) and (9), respectively, modified fine-tuning equations are needed as follows.
Remark 4: The premise parameters of the fuzzy model of (8) and (9) can be finely adjusted by the following learning rule: (13) where: i) for such that 2) for 's such that , which means no adjustment. Remark 5: The consequent parameters of the fuzzy model of (8) and (9) can be finely adjusted by the following learning rule: (14) The proofs of Remarks 4 and 5 are the same as those of Remarks 2 and 3, respectively, and are omitted here.
IV. SIMULATION AND CONSIDERATIONS
In this section, the validity of the suggested algorithm is demonstrated through the computer simulation of two systems. One is the modeling of a double-input and single-output (DISO) stationary nonlinear function taken from [10] . The other is the gas furnace data of Box and Jenkins [18] . It is a single-input and single-output dynamic system adopting several input and output delay terms. It is a frequently used benchmark example for modeling and identification [3] - [6] , [10] , [11] , [18] - [20] .
A. Modeling of a Static Nonlinear Function
The target system to be modeled is a nonlinear static function expressed by (15) Fifty samples are taken from the function to form a fuzzy model. In [10] , six rule model with consequent parts being singletons was proposed. In [11] , the two-rule model without transformed direction variables in premise parts was proposed. Equation (16) 
B. Modeling of Box and Jenkins Gas Furnace Data
In this section, Box and Jenkins gas furnace data is used [18] . The data consist of 296 input-output measurements of a gas furnace system. The system adopts single input (gas flow rate) and single output ( concentration (17) where and the premise parameters of are shown in Tables II and III, respectively. In Table IV , the MSE and the total number of the parameters of the suggested fuzzy model are compared with those of prior models. The first index reflects the modeling performance and the second index reflects the structure efficiency of the models. In this table, however, the total number of parameters of [3] - [5] and [20] are omitted because they use reference fuzzy sets in the premise parts and the direct comparison makes no sense. Fig. 6 gives the performance of our model for Box and Jenkins furnace data and Fig. 7 shows the performance error.
Remark 6: 1) From Table IV , it can be noted that the additional parameters are needed in this algorithm compared to other methods such as [10] , [11] for the reorientation of membership functions. More specifically, the fuzzy model composed of fuzzy rules with input variables need more additional parameters to remove the correlation. Therefore, the modeling method suggested in this paper is most appropriate for the situations where the number of input variables is not so large and the input variables depend on and are highly correlated to each other.
2) The extra principal component parameters (transformed directions) involved in the premise parts can be obtained by using the well-known eigenvalue and eigenvector decomposition one time and the process to obtain the extra principal component parameters (the uncorrelation process) is less time-consuming compared to the coarse and fine tuning. 3) Even though the proposed fuzzy model shows better performance than other models (intuitive understandability by human beings), one of the strengths in fuzzy models is somewhat lost. 4) Even though the proposed model uses transformeddirection input in premise parts, it can still be used in the model-based control suggested in [9] . Table IV shows that the suggested method uses the smallest number of rules among the listed fuzzy modeling methods to model the given furnace data. However, the small rules are due to the use of Takagi-Sugenotype fuzzy rules rather than the suggested uncorrelation process. The main purpose of uncorrelation process suggested in this paper is to improve the modeling performance by uncorrelating the input subspaces, but not to reduce the fuzzy rules.
5)
V. CONCLUSION
Conventional fuzzy modeling algorithms have not taken into consideration the correlation among components of sample input data and addressed them independently, which resulted in an ineffective partition of the input space. In order to solve this problem, a new fuzzy model was proposed which partitions the input space more efficiently than conventional methods by the introduction of uncorrelation process. For convenience, this concept was applied to SI fuzzy model, but it is also applicable to other fuzzy modeling algorithms. Finally, good performance of the suggested algorithm was observed through the computer simulation.
APPENDIX A (REMARKS 1 AND 2)
Remark 1: For sets of sample data , define error as the difference between and
The premise parameters should be adjusted to reduce the squared error . Therefore, from the gradient descent algorithm (see equation at the bottom of the previous page) where i) for such that ,
ii) for 's such that means no adjustment. Remark 2: The consequent parameters can be adjusted to reduce squared error in the same manner as the case of premise parameters by gradient descent algorithm
