Semi-supervised learning (SSL) partially circumvents the high cost of labeling data by augmenting a small labeled dataset with a large and relatively cheap unlabeled dataset drawn from the same distribution. This paper offers a novel interpretation of two deep learning-based SSL approaches, ladder networks and virtual adversarial training (VAT), as applying distributional smoothing to their respective latent spaces. We propose a class of models that fuse these approaches. We achieve near-supervised accuracy with high consistency on the MNIST dataset using just 5 labels per class: our best model, ladder with layer-wise virtual adversarial noise (LVAN-LW), achieves 1.42% ± 0.12 average error rate on the MNIST test set, in comparison with 1.62% ± 0.65 reported for the ladder network. On adversarial examples generated with L 2 -normalized fast gradient method, LVAN-LW trained with 5 examples per class achieves average error rate 2.4% ± 0.3 compared to 68.6% ± 6.5 for the ladder network and 9.9% ± 7.5 for VAT.
Introduction
Ladder networks [15, 11] and virtual adversarial training [9] are two seemingly unrelated deep learning methods that have been successfully applied to semi-supervised learning (SSL). Below we present the view that both methods share statistical information between labeled and unlabeled examples by smoothing the probability distributions over their respective latent spaces. With this interpretation, we propose a new class of deep models for SSL that apply spatially-varying, anisotropic smoothing to latent spaces in the direction of greatest curvature of the unsupervised loss function.
In two models we investigate, we apply a virtual adversarial training cost in addition to ladder classification and denoising costs; in the other two models, we inject virtual adversarial noise into the encoder path. We train our models with 5, 10, or 100 labeled examples per class from the MNIST dataset, evaluating performance on both the standard test set and adversarial examples generated using the fast gradient method [3] . We found our models achieve state-of-the-art accuracy with high stability in the 5-or 10-labels per class setting on both normal and adversarial examples for MNIST.
Background
In this section, we outline the ladder network [15, 11] and Virtual Adversarial Training (VAT) [9] . We present the ladder network as representing data in a hierarchy of nested latent spaces. SSL is performed by smoothing the labeled and unlabeled data distributions over this hierarchy, thus sharing distributional information between labeled and unlabeled distributions in a coarse-to-fine regime. In VAT, there is no latent space hierarchy, but instead a particularly clever choice of smoothing operator. The Ladder Network For both supervised and unsupervised tasks, the ladder network [15, 11] uses a single autoencoder-like architecture with added skip connections from encoder to decoder. For labeled examples, the encoder is used as a feed-forward classifier, and for the unsupervised task, the full architecture is used as a denoising autoencoder, with extra reconstruction costs on intermediate representations (see Figure 1a ). For the denoising autoencoder, additive spherical Gaussian noise is applied to encoder activations z ( ) , which we interpret as applying isotropic smoothing to the hierarchy of latent spaces modelled by the ladder network. We denoted the smoothed activations as z ( ) . Mathematically, we have
where y ( −1) is the output of the previous layer for > 0 and
Ladder I) is a normal distribution over injected noise given mean z ( ) and variance σ 2 Ladder I, I being the identity matrix. The ladder network architecture is illustrated in Figure 1a for a ladder network with L = 2 layers. The ladder network is trained to simultaneously minimize a negative log-likelihood on labeled examples and a denoising reconstruction cost at each layer on unlabeled examples. Specifically, the reconstruction cost is a squared error between the decoder activationẑ ( ) and the noiseless encoder activation z ( ) . Forward passes at training time through the model can be seen as Monte Carlo sampling from equation 1.
Virtual Adversarial Training Virtual adversarial perturbations (VAP) were first presented in [9] extending adversarial perturbations from [3] to the case where there are no labels. Adversarial perturbations are computed as
where is a parameter dictating the size of the perturbation; h(y) is the target distribution, i.e., a onehot vector of the true labels; Pr(y|x + r, θ) is the output probabilities of the model with parameters θ; and D[p, q] is a statistical divergence between P and Q (i.e., a positive definite functional, only equal to zero when P = Q), such as the Kullback-Leibler (KL) divergence [7] . VAPs are generated by approximating h(y) with Pr(y|x, θ). The perturbation is defined as In practice, as further detailed in [8] , the direction of r vadv is approximated via second-order Taylor expansion as the dominant eigenvector of the Hessian matrix of the divergence D with respect to the perturbation r; the eigenvector is computed with a finite difference power method [2] . At training time, the virtual adversarial perturbed examples x + r vadv are added to the training set and a virtual adversarial training loss is added to the current loss. The virtual adversarial training loss is defined as the average over all input data points of
Minimization of this term can be seen as a smoothing operation, since it penalizes differences in Pr(y|x, θ), in its direction of greatest curvature. The range of smoothing and hence strength of regularization is controlled by the parameter , the magnitude of the VAP. [8] found that fixing the coefficient of L vadv relative to the supervised cost to 1 and tuning was sufficient to achieve good results, rather than tuning both.
Methods
Ladder with virtual adversarial costs (LVAC and LVAC-LW) One approach for applying the anisotropic smoothing in output space of VAT to the ladder network is to add a virtual adversarial cost term (as in Equation 5 ) to the supervised cross-entropy cost and unsupervised activation reconstruction cost which is optimized to train the ladder network. In the most general formulation of VAT on a ladder, the loss term can be written
wherez (l) is the activation in layer l of the corrupted encoder path, withz (0) =x. This gives the ladder with virtual adversarial costs, layer-wise (LVAC-LW), illustrated conceptually in 2b. Applying VAP to only the input images rather than the intermediate activations in the encoder gives us the ladder with virtual adversarial cost (LVAC), illustrated in Figure 2a .
Ladder with virtual adversarial noise (LVAN and LVAN-LW) Alternatively, VAT smoothing can be applied to the ladder network by injecting virtual adversarial perturbations into the activations at each layer of the corrupted encoder in addition to isotropic Gaussian noise. VAP for each layer can be computed with the same form of Equation 7 for any layer l. As with the models proposed above, the addition of noise can be on the input images only, giving the ladder with virtual adversarial noise (LVAN) which is illustrated in Figure 2c . The alternative case of adding noise to each layer of the encoder, ladder with virtual adversarial noise, layer-wise (LVAN-LW), is shown in Figure 2d .
Experiments
The structure of the classifier encoder for all of our models was a fully-connected network with layers of 1000, 500, 250, 250, 250, 10 units respectively. In all ladder implementations the decoder was symmetric to the encoder. All models were trained for 250 epochs using the Adam optimizer [4] with initial learning rate 0.002 and linear learning rate decay from 200 epochs. All models were trained with unlabeled batch size 100; labeled batch size was 50 for training with 50 labeled examples and 100 otherwise. VAP's were generated with L ∞ -norm. Hyperparameters were very roughly tuned using Bayesian optimization [13] ; values used are given in Appendix A.
Low labeled data Table 1 shows average error rates on MNIST with 50, 100 and 1000 labeled examples for each of our proposed models and benchmark implementations of the ladder network and VAT. Mean and standard deviation for 50 labels is computed across ten training runs with different random seeds (fixed between models) for selecting labeled data and initializing weights; mean and standard deviations on 100 and 1000 labels are computed over five training runs. We expect high variability between training runs for very few labeled examples as performance depends significantly on the particular examples chosen. In this setting LVAN and LVAN-LW are notably highly stable in achieving very good performance. Adversarial examples We tested the performance of our models on adversarial examples generated using the CleverHans implementation of the fast gradient method with L 1 , L 2 and L ∞ norms [3, 10] .
For adversarial examples generated with L ∞ norm, VAT outperformed the ladder network and all of our proposed models with 50, 100 and 1000 labeled examples. VAT and all of our models showed improvement in AER as the number of labeled examples increased, while the ladder network did not appear to improve substantially. On L 1 and L 2 adversarial examples, LVAN-LW followed closely by LVAN outperformed all models including VAT and ladder for 50, 100 labels, while LVAC and LVAC-LW performed better than LVAN, LVAN-LW, VAT and ladder for 1000 labels. The ladder network performed very poorly on 50 and 100 labels, while VAT AER for 1000 labels appears to have been limited by the relatively high AER on non-adversarial examples. The relative strength of the LVAC models on L ∞ examples compared to L 2 or L 1 where the LVAN models performed better could be due to the relative strengths of regularization by VAT cost, which is based on L ∞ perturbations, and the L 2 denoising cost. Full results are presented in Table 2 . Introspection: measuring smoothness The virtual adversarial loss given in Equation 5 is a measure of lack of local smoothness of the output distribution with respect to the input images. We expect that the ladder and LVAN models, though they do not explicitly minimize this cost, still perform Virtual adversarial cost smoothing that should be reflected in this metric. This cost was computed with = 5.0 for all models over 150 epochs of training ( Figure 3 ). As expected, VAT, which directly minimizes this cost, is most smooth by this metric. The benchmark ladder network is significantly smoother than the fully supervised baseline despite not explicitly minimising the virtual adversarial cost. We measure LVAN and LVAC to be smoother than LVAN-LW and LVAC-LW respectively. This suggests smoothing with respect to the input image, which this metric measures, is traded off in the layer-wise models with smoothing in the intermediate latent spaces.
Discussion and Conclusions
In this work, we conducted an analysis of the ladder network from [11] and virtual adversarial training (VAT) from [9, 8] for semi-supervised learning and proposed four variants of a model applying virtual adversarial training to the ladder network: ladder with virtual adversarial cost (LVAC), ladder with layer-wise virtual adversarial cost (LVAC-LW), ladder with virtual adversarial noise (LVAN), and ladder with layer-wise virtual adversarial noise (LVAN-LW).
Based on the manifold and cluster assumptions of semi-supervised learning [1] , we hypothesised that virtual adversarial training could improve the classification accuracy of the ladder network trained in a semi-supervised context. We tested this hypothesis on the MNIST dataset [6] , by training models on training sets consisting of 50, 100 or 1000 labeled examples augmented by the full 60,000 images in the MNIST training set as unlabeled examples. We measured performance as error rate on the held-out test set of 10,000 examples.
We found that our models, most significantly LVAN-LW, improved on the performance of the ladder for 50 labels and 100 labels, achieving state-of-the-art error rates. For 1000 labels, both VAT and ladder baselines outperformed our models. This leads us to believe that the additional regularization provided by VAP's to the ladder network are useful only when the task is sufficiently challenging, suggesting that we should test our models on more complex datasets such as SVHN or CIFAR-10.
Additionally we found that our models performed better than the ladder network on adversarial examples. VAT outperformed our models for L ∞ adversarial examples, but our models, again especially the LVAN-LW model, achieved best performance for the few-label cases (50 and 100 labels) on L 1 and L 2 -normalized adversarial examples.
Our best-performing models overall were based on adding virtual adversarial noise to the corrupted encoder path of the ladder (LVAN and LVAN-LW). These have additional advantages over the LVAC models proposed: they are faster, as they require fewer passes through the network, and produce more stable, consistent results.
A natural extension of our work would be to extend our interpretation to deep SSL methods which have been more recently introduced such as temporal ensembling [5] , random data augmentation [12] , and the Mean Teacher method [14] .
