Abstract
Introduction
More and more data are increasing continuously in diverse fields such as social networks or smart communications. This is an opportunity at the same time, this bring us the confusion of information because it is difficult to analyze the big data. But, many researches for big data analysis have been studied in diverse domains such as text and data mining [1] [2] [3] [4] [5] . Big data is the environment and process of very large data. Many global consulting companies such as McKinsey or Gartner selected big data as an emerging technology [6] . There are diverse definitions about big data. The McKinsey defined big data is a collection of data which cannot be control by tradition database system because of its enormous size [6] . Big data includes text, audio, and video as well as tradition data types [7] . That is, the format of big data is not regular but irregular. The IDC defined the big data using volume, variety, velocity, complexity, and value of the data [8] . Also the IDC divided the big data technologies to four areas which are infrastructure, management, analysis, and decision support according to its process steps [8] . In the infrastructure and management for big data, we need the data storing and controlling technologies for large data saving and retrieving, this is beyond traditional technologies of data structure and database. One of important issues in the big data is analytic approach to discover novel knowledge from the big data. But, we have had some problems in big data analysis. One of them is how to apply statistical analysis to the huge data at once. It takes time and effort to analyze all big data at a time. In general, the statistical methods have computing limitation to manipulate extremely large data set in big data. So, we propose an approach to settle the computing burden of statistics for big data analysis. In our research, we divide the big data into sub data sets for reducing the computing load. In addition, we will apply our model to the regression analysis of big data. To evaluate the performance of the proposed method, we carry out simulation study and make experiment using data sets from UCI machine learning repository [9] .
Figure 1. From Big Data to Statistics
First, we extract sample from the big data, and we analyze the sample using statistical methods. This is the traditional approach of statistical analysis. In this process, we consider big data as a population. In statistics, a population is defined as a collection of total elements in the subject of study, and we cannot analyze the population because of its analyzing cost or changeable [15] . But in big data, we can analyze a data set closed to the population. It is caused by the development of computing large data and decreasing the price of data storage. But, the computing burden of big data analysis remains because the traditional analyses such as statistical methods have a limitation for analyzing big data. Next we propose a model to overcome this problem of big data analysis.
A Divided Regression Analysis
In big data era, we can get huge data closed to population, and gain an opportunity to analyze the population. But traditional statistics needs much time for data analysis, and it is focused on the sample data analysis for inference of population. To settle this burden of big data analysis, we propose an approach to divide big data into some sub data sets as follow.
Figure 2. Divided Data Sets for Big Data Analysis
We divide the big data closed to population into some sub data sets with small size closed to sample. These divided data sets are proper to statistical analysis. In this paper, we select regression analysis as a statistical method for big data analysis because regression is a popular model for data analysis including big data analysis. The regression method has the computing burden because it is also one of statistical methods. To overcome the computing problem in big data regression, we propose a divided regression analysis, which splits whole data into n sub data sets. The whole data are regarded as the population in statistics, and the sub data set stands for a sample. In addition, we apply this data partitioning to estimate the parameters in regression model. In traditional regression analysis, the estimating process of the regression parameters is performed by the following figure. The multiple linear regression model is represented by the following [18] .
Where Y is dependent variable, and 1 , 2 , … , are independent variables. Also 0 , 1 , … , are regression parameters, and  is an error of the model. To estimate the regression parameter vector B = ( 0 , 1 , 2 , … , ) for the population, we extract a sample data set from the population, and compute an estimate parameter vector ̂= (̂0,̂1,̂2, … ,̂) using the sample. Hence, we can estimate the regression function as follow.
This is very standard approach in statistical analysis. But, in the big data analysis, we have new problem, which is different to the traditional statistics. This is to use and analyze whole data according to circumstances. In this paper, we consider big data to the population of statistics, and separate the population into sub-populations as follow.
Figure 4. Dividing Big Data using Sampling Method
We use statistical sampling methods to dividing big data into sub samples. There are many sampling techniques from statistics such as simple random sampling, stratified sampling, systematic sampling, and cluster sampling [19] . These diverse sampling techniques were important to big data analysis [20, 21] . We should select sampling techniques carefully according to the aim of study and the characteristic of given data set. The main goal of all sampling methods is to get a representative sample from the population, and all sampling techniques should be based on the random sampling. In the random sampling, all elements of population have equal chances to be selected to sample. In our research, we use simple random sampling without replacement as a sampling method for dividing big data. Next figure shows the proposed method for entire regression analysis.
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Figure 5. Divided Regression Analysis
Using all data with M sub sets, we compute the parameters which are ̂1 ,̂2, … ,̂ respectively. We combine the M parameters to decide ̂ for estimating B as follow.
Where is a combine function for combining the results from sub-data 1 to sub-data M. We can consider diverse functions for combining the sample results. In our research, we use mean value for combining the estimated parameters as follow.
So, using we can get same result of population analysis. To validate the statistical significance between and , where is the regression parameter of population, we can compute the significance interval of regression parameters. If the combined parameter of our model is included in the confidence interval, the performance of the estimated parameter by our work will be validated. Also, in this paper, we use mean squared error (MSE) for verifying regression result. This is defined as follow [18] .
The MSE measures the size and importance of forecasting error. Next we show the process of our study. To verify the performance our research, and to discover the potential of our model for real fields, we consider simulation and experiment in next section.
Experimental Results
To evaluate the proposed model, we performed simulation study, and made experiment using data set from UCI machine learning repository [9] . We also checked the confidence intervals of the regression results between divided and full data sets.
Simulation data
First we carried out an experiment using simulation data set for showing the performance of our research. Assume represents the value of dependent variable and represents the value of independent variable in the th trial. We used the following simple linear regression model.
The error terms , = 1, 2, … , are assumed to be independent random variables having a normal distribution with mean E( ) = 0 and constant variance Var( ) = 2 . In this experiment, we simulated simple linear regression model having the regression parameters 0 = 5 and 1 = 3. In this simulation, we set the variance is one, 2 = 1, that is, the error terms , = 1, 2, … , were all drawn from a normal distribution with mean 0 and variance 1 denoted by N(0,1). In this simulation, we determined the population size N was 1,000,000. Also, we divided the population into 10 subpopulations, so the size of each sub-population was 100,000. First of all, we got the following regression model using entire simulation data. 
Next we estimated the regression parameters for 10 sub-populations, respectively. Table 1 shows the simulation result of our divided regression model. The size of each sub-population was 100,000, and we estimated  0 ,  1 , and MES(mean squared error). In the table, "mean" of data set column is mean value of 10 subpopulations, and overall is the result by using the population. We knew the value between mean and overall was very similar, so we verified the performance of our study. Next we show 95% confidence intervals for regression parameters. The following figure shows the 95% confidence interval of intercept 0 .
Figure 6. 95% Confidence Interval of for Simulation Set
We found all sub-populations included the parameter 0 in their confidence intervals. Next figure shows the 95% confidence interval of the regression parameter 1 .
Figure 7. 95% Confidence Interval of for Simulation Set
Similar to the case of 0 , all confidence intervals of 10 sub-populations also includes the parameter 1 of the population. We knew that all confidence intervals of  0 and  1 contained their parameters, so we confirmed the validity of our research. To verify the performance of our study clearly, we performed additional simulations by 100 iterations of the previous simulation as follow. We knew this result was similar to the previous simulation result. Next two figures show the 95% confidence intervals of 0 and 1 from the 100 iterative simulations. In the two figures for 95% confidence interval, all 100 intervals included the regression parameters of 0 and 1 . Therefore we showed the validity of our research. In the next section, we considered another experiment using example data set.
A case Study using the Bike Data
We made another experiment using example data from UCI machine learning repository [9] . The data set was Bike sharing data set including the time information of bike rental system, and the numbers of attributes and instances were 16 and 17,379 respectively. From the data set, we used three variables. The dependent variable was "cnt" and the independent variables were "temp" and "hum". The "cnt" represents the number of total rental bikes, and the "temp" and "hum" show temperature and humidity respectively. So we modeled the multiple regression equation as follow. cnt = 0 + 1 temp + 2 hum + ε (7) In this model, we found the influence of temperature and humidity to bike rental. In addition, we divided the Bike sharing data into ten sub data sets for performing our divided regression analysis. The following table shows the regression result.
Copyright ⓒ 2015 SERSC We knew there are the slight differences between the regression parameters of subpopulations and overall population, but mean value of the regression parameters of subpopulations were similar to the parameter value of entire population. Next we computed the confidence intervals of the regression parameters in ten sub-populations. We show the 95% confidence interval of 0 is shown in the following figure. All confidence intervals of sub-populations include the regression parameters of the population for 1 and 2 . Therefore, we can verify the performance of our regression approach.
Conclusions
In this paper, we proposed an approach to overcome the computing burden in big data analysis because most statistical methods were focused on small sample data. Also in big data analysis, we should analyze entire data which are considered as population in statistics, and this data set is so huge. Our research divided the big data closed to population into sub data set like sample for solving the computing cost in big data analysis. In addition, we applied this approach to regression problem in statistics. We applied the divided method of big data to multiple regression analysis, and used simple random sampling for big data dividing. To verify the performance of our research, we used two data sets from simulation and UCI machine learning repository. In our experimental results, we knew that the regression parameters estimated by the big data were not different to the parameters by sub data sets. This research contributes to avoid the computing problem in many fields for big data analysis. We will apply our approach to more diverse methods in statistics such as factor analysis and clustering. More diverse methods of big data sampling are needed in our future works. We also will study more advanced combining methods for merging the results of sun data sets.
