Abstract-Although mobile smart devices are becoming more and more resourceful, they cannot compete with higher-end devices in terms of computational capabilities. Therefore, it is generally advantageous to offload computationally intensive tasks. While cloud-based offloading is popular, it has a non-negligible impact on the energy consumption of mobile devices. Our solution is a novel approach based on locally opportunistic code offloading that leverages the local availability of higher-end devices. We aim to demonstrate the benefits of our approach with respect to a widely adopted benchmark: face recognition.
I. INTRODUCTION
Cloud-based offloading is a popular mechanism to allow mobile devices to run computationally intensive tasks, but it has a non-negligible impact on the energy consumption of mobile devices [1] . Inspired by recent advances in opportunistic computing [2] , we have developed LOCO [3] , a novel solution for Locally Opportunistic Code Offloading that leverages the local availability of higher-end devices. We aim to demonstrate the benefits of our approach with respect to a widely adopted benchmark: face recognition.
II. RELATED WORK
Ubiquitous devices have gained a significant market share in recent years by allowing users to access an incredible set of features and applications. In 2013, the majority of american adults owned a Smartphone [4] and they can access more than 900'000 applications on Google's Play Store [5] . This increasing popularity and demand of new applications is challenging the performances of the smartphones, a possible solution consists in offloading expensive tasks into the Cloud.
Cloud-based solutions have proved effective in several domains ranging from file sharing (e.g. Google Drive [6] ) to interactive map search (e.g. Google Map [7] ). However, WAN latencies and user mobility pose several severe limitations to the size of the offloading task. For instance, online speech recognition has proved to be impractical in that domain [1] .
Satyanarayanan et. al. propose a different perspective by moving the cloud paradigm to the edge of the network, so that users can access cloud-like resources, called cloudlets, from high-end devices that are placed in their proximity [8] . Such cloudlets are very effective but still suffer from centralization as everything revolves around the cloud-like device.
Conti et. al. propose Opportunistic Computing (OC) [2] , [9] , a novel approach that enables devices to leverage the computational capabilities of other devices to let users access a much wider palette of services and resources than what is available on their individual devices. Devices are accessed opportunistically removing the need for a central entity. Consequently, the computation is then spread across physically colocated devices according to their specific properties. OC has been the object of the FP7 ICT SCAMPI [10] project, leading to the implementation of an OC framework for Androidbased [11] platforms. Code Offloading, also referred to as Computation Offloading, has also been the object of several studies. It has been shown that the energy footprint of the application can be reduced by delegating its execution to remote servers (either clouds or cloudlets).
Mobile Assistance Using Infrastructure (MAUI) [1] has been proposed by Cuervo et al. to enable the fine-grained energy-aware offload from a mobile device to a nearby piece of infrastructure connected to the mobile device by a highperformance WLAN link. MAUI aims to reduce the energy footprint of mobile devices by delegating code execution to remote devices; it dynamically selects the function to be offloaded depending on the expected transmission costs of the network and provides developers with easy access to the framework. Mobile terminals can leverage cloudlets of nearby infrastructure that can be accessed over Wi-Fi. This is certainly a promising strategy, especially given the recent results on the advantages of augmenting 3G with Wi-Fi [12] . It is shown in [1] that the cost of 3G for code offloads is prohibitive compared to Wi-Fi, and that the energy consumption of code offloads grows almost linearly with the Round Trip Time (RTT): using a nearby server is much more beneficial and energy-efficient than using a distant cloud, which confirms the conclusions in [8] .
If small clouds in the neighborhood are better than a large distant cloud, why not further break up the cloud [13] ? By adopting opportunistic computing pervasive devices can opportunistically tap into each other's resources and access each other's services, or even combine each other's resources. The combination of resources has already been studied in the context of the MobiUS architecture [14] and its better-together paradigm, which focuses on close proximity networking between pairs of devices. Opportunistic computing represents a radical generalization of both the MobiUS and the cloudlet/MAUI approach: services can be combined across multiple nodes, are offered by any node, and can be offloaded to any node (and not just a special subset of infrastructure nodes). Opportunistic computing effectively offers a distributed cloud, i.e., a computing system that harnesses the CPU, memory, energy, and sensing resources of multiple nodes of heterogeneous capabilities that collectively form a cloud that is distributed in both space and time. Each node in the distributed cloud corresponds to a pairwise encounter, and may therefore provide useful local context information, which is something that a distant computing cloud would not be able to give. Opportunistic computing also avoids the centralization of cloud computing, with significant benefits in terms of security and reliability. The main challenge in OC consists in accessing resources across multiple heterogeneous mobile devices. On the one hand, device mobility provides more connectivity opportunities and more resources over time, but on the other hand data exchanges among devices are more challenging because end-to-end connectivity between devices is not necessarily available at any given time.
III. LOCAL OPPORTUNISTIC CODE OFFLOADING
Inspired by recent work in OC [15] , we built a novel framework for code offloading, named LOCO (Locally Opportunistic Code Offloading) [3] based on a locally opportunistic behavior. Rather than assuming the existence of a dedicated piece of high-end hardware and being rigidly tied to it, LOCO may elect to use any viable piece of hardware, i.e., any other device with sufficient computing power that is locally available and can be accessed through a LAN. In this sense, we speak of locally opportunistic code offloading. LOCO is built on top of the SCAMPI framework, which provides access to neighboring devices in the form of service calls and broadcasts the instantaneous resource usage (memory and CPU usage) of each device. For each method to be run, LOCO uses information about the resource usage and availability of remote devices as well as local profiling information about the method to determine whether offloading it to a remote device would require fewer resources than local execution.
The goal of LOCO is to dynamically decide whether any kth run (k ∈ N) of a method m should be offloaded or run locally. To make this decision on resource-constrained devices, we employ a Bayesian approach, which is known to be very efficient and lightweight in terms of resource usage [16] , [17] . Specifically, we focus on the Naïve Bayes approach [18] , which requires relatively little computing power and provides an excellent inference quality compared to more sophisticated approaches. We focus on method granularity in order to have a fair comparison respect to MAUI [1] , but we note that LOCO [3] could be easily adapted to work at a different granularity (i.e. to offload threads). Figure 1 shows the LOCO's main components and their interactions.
In our recent results [3] we have tested LOCO against MAUI using our custom-made testbed. The goal of our testbed is to emulate the dynamics of network connectivity using real contact traces. We compare LOCO and MAUI in two main scenarios: a stationary network topology (a resource-rich machine is always reachable) and a highly dynamic topologies where link breakages are emulated (we have used Scott et. al. iMote traces [19] ). We performed more than 20 hours of experiments and we found out that LOCO compares favorably Fig. 1 . State machine of a typical method execution under LOCO. The entry point (Stub component) evaluates whether is beneficial offloading the method using the Inference Manager component. if the offloading might be beneficial the stub forwards the call to the remote execution manager that uses Remote method invocation feature in the SCAMPI platform that forwards the request to the remote device. The Local execution manager component is called in two situation, the first when the Inference manager says that offload the method is not convenient, and in case the time needed to retrieve data from the remote device is too long (timeout) consequently not beneficial .
with MAUI in the presence of a stable network topology but outperforms it with dynamic network topologies. We are currently investigating the behavior of LOCO in different scenarios with a variety of benchmarks.
IV. GOALS OF THE DEMONSTRATION
The goal of the demo we are proposing is to show two main features of LOCO [3] : the analysis of neighboring devices, and the offloading gain. a) Neighborhood analysis: after setting up the network with a certain amount of heterogeneous devices (laptop, smartphone and tables), we will show that LOCO is able to correctly detect the neighboring devices and their remote resources. We will also show the inferences made by LOCO about the probability that offloading is preferable to local execution. b) Offloading gain: we will show the run time gain with respect to face recognition.After configuring a mobile device to run a face recognition algorithm, we will first show the cost of using internal resources, and we will then show the cost incurred by the local device when an method is offloaded to the neighboring device that is expected by LOCO to offer the largest runtime reduction.
Face recognition algorithms represent a natural choice of benchmark due to their computational complexity. In our implementation, we use the eigenface approach proposed by Turk et. al [20] . The widely adopted eigenface approach can recognize a face in a user-provided image by comparing characteristics of an existing database of faces. The eigenface Demo setup featuring a wireless access point, a Laptop, two smartphones and a tablet approach works in an unsupervised manner to learn and recognize new faces and is relatively fast.
V. DEMO SETUP Figure 2 shows the setup of the demo that is composed by:
• Two Android-based Smartphones to instrument a realistic network scenario.
• One Android smart device to run the face recognition algorithm locally and remotely (by offloading it). The contents of its screen are projected to offer a clear overview of the results of the demo.
• One laptop that serves as a resource-rich machine for LOCO [3] to offload resource-hungry tasks to.
• One access point to emulate device-to-device connectivity.
VI. CONCLUSIONS
The centerpiece of the demostration is LOCO [3] , our framework for Locally Opportunistic Code Offloading. This paper highlights the key ideas behind our demo: the recognition and evaluation of neighboring devices and the advantages of local code offloading in terms of runtime reduction.
