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Abstract
We consider a class of variational inequalities with a multidimensional bifurcation parameter un-
der assumptions guaranteeing the existence of smooth families of nontrivial solutions bifurcating
from the set of trivial solutions. The direction of bifurcation is shown in a neighborhood of bifur-
cation points of a certain type. In the case of potential operators, also the stability and instability of
bifurcating solutions and of the trivial solution is described in the sense of minima of the potential.
In particular, an exchange of stability is observed.
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We will consider a bifurcation problem for variational inequalities of the type
λ ∈ Λ, u ∈ K: 〈F(λ,u),ϕ − u〉 0 for all ϕ ∈ K, (1.1)
where K is a closed convex cone in a real Hilbert space H , λ ∈ Λ is a parameter from a
normed vector space Λ, and F :Λ×H → H is a smooth map such that F(λ,0) = 0 for all
λ ∈ Λ. Our goal is to determine the direction of branches of nontrivial solutions bifurcating
from the trivial solutions and, in the case of potential operators, also to describe the ex-
change of stability. The stability will be understood in the sense of a strong local minimum
of the corresponding potential. The existence of smooth families of nontrivial solutions
to variational inequalities under consideration bifurcating from a simple eigenvalue was
proved in the paper [12] which together with [4] give a background to our investigation.
In Section 2, we briefly summarize necessary information from [12] and [4] about
smooth bifurcating branches of nontrivial solutions and their relation to branches of eigen-
values of the corresponding “linearized” inequality. In Section 3, under additional non-
degeneracy conditions we describe the direction of bifurcating families. We show how to
calculate a real coefficient, which answers whether the bifurcation is supercritical or sub-
critical. This is done for the case when the first nonlinear term is quadratic and for the case
when the map F(λ, ·) has a reflectional symmetry and the first nonlinear term is cubic. In
Section 4, we consider the case of a potential operator F(λ, ·) and we show that a certain
analogy of the principle of exchange of stability holds (formulated in the sense of a local
minimum on K of the corresponding functional). However, there are differences between
the case of equations and inequalities, which are explained in the last remarks of Section 4.
Hence, the bifurcation diagram for the inequality can be surprisingly different from that
for the equation. This can be seen in Section 5 which is devoted to an application of the
abstract results to a semilinear elliptic partial differential equation with nonlocal unilateral
boundary conditions.
Let us note that stability questions for variational inequalities are more complicated
than for equations. For instance, the knowledge of eigenvalues of a “linearization” is not
sufficient for guaranteeing the stability or instability of the stationary solution, in general
(see [10]). Criteria for stability of solutions to variational inequalities without a direct re-
lation to bifurcation branches are given in [1,9,10].
In the present paper as well as in [4,12] (see also [7]), it is essential that our assump-
tions guarantee that the set of active constraints is constant along the branch of solutions
obtained. A generalization of the basic ideas for obtaining smooth bifurcation and contin-
uation in the case of the changing set of active constraints is given in [5,13], but questions
of stability are not yet included there.
2. Notation, setting and a survey of previous results
We will consider a real Hilbert space H with the scalar product 〈· , ·〉 and the norm ‖ · ‖,
K will be a closed convex cone in H . It is known (see, e.g., [3, Corollary 11.4]) that any
such cone can be written in the form
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where {vα}α∈A ⊂ H is a family of vectors in H , ‖vα‖ = 1 for all α ∈A, A is a nonempty
set of indices. Further,A0 will be a fixed subset of A,
H0 :=
{
u ∈ H : 〈u,vα〉 = 0 for all α ∈A0
}
and P will denote the orthogonal projection of H onto the closed subspace H0. Finally, let
Λ be a normed vector space and F :Λ×H → H a Ck -map with k  2 such that
F(λ,0) = 0 for all λ ∈ Λ.
We will deal with the bifurcation problem (1.1), its “linearization”
λ ∈ Λ, u ∈ K:
〈
∂F
∂u
(λ,0)u,ϕ − u
〉
 0 for all ϕ ∈ K (2.1)
and the projected equation
λ ∈ Λ, u ∈ H0: PF(λ,u) = 0. (2.2)
We will always consider a fixed solution (λ0, u0) to (2.1). Moreover, we will assume
that there exist c > 0 and λ∗ ∈ Λ such that
〈u0, vα〉 = 0 for all α ∈A0, (2.3)
〈u0, vα〉 c for all α ∈A \A0, (2.4)〈
∂F
∂u
(λ0,0)u0, (I − P)ϕ
〉
−c∥∥(I −P)ϕ∥∥ for all ϕ ∈ K, (2.5)
dim
{
u ∈ H0: P ∂F
∂u
(λ0,0)u = 0
}
= 1, (2.6)
u0 /∈
(
P
∂F
∂u
(λ0,0)
)
H0, (2.7)
P
∂2F
∂λ∂u
(λ0,0)(λ∗, u0) /∈
(
P
∂F
∂u
(λ0,0)
)
H0 (2.8)
and that the following simplicity condition is satisfied:
If (λ0, u) is a solution to (2.1) with ‖u‖ = ‖u0‖, then u = u0. (2.9)
Finally, we assume that
∂F
∂u
(λ0,0)+ I is compact. (2.10)
Set Λ1 := span{λ∗}, let Λ2 be a closed subspace of Λ such that Λ = Λ1 ⊕ Λ2.
The following assertion follows directly from [12, Theorem 2.1 and its proof] (see also
[12, Remarks 2.1, 2.2]).
Theorem 1. There exist zero-neighborhoods U ⊆ H and Vj ⊆ Λj (j = 1,2), s0 > 0 and
Ck−1-maps λˆ1 : (−s0, s0) × V2 → Λ1 and vˆ : (−s0, s0) × V2 → H0 such that λˆ1(0,0)= 0,
vˆ(0,0) = 0, and that the following holds for all λ = λ0 + λ1 + λ2, λj ∈ Vj (j = 1,2),
u ∈ U , ‖u‖ 
= 0:
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for a certain s ∈ (0, s0).
(ii) (λ,u) satisfies (2.2) if and only if λ1 = λˆ1(s, λ2) and u = uˆ(s, λ2) for a certain s ∈
(−s0, s0), s 
= 0.
For a more detailed discussion of the sense of our assumptions and their special cases
see [4] (in particular Lemma 2.3, Remarks 2.1, 2.3) and [12] (Remarks 2.4, 2.6 and Corol-
lary 2.1).
For fixed (λ,u) ∈ Λ × H , let us denote by L(λ,u) the restriction of the operator
P ∂F
∂u
(λ,u) onto H0, i.e.,
L(λ,u) := P ∂F
∂u
(λ,u)
∣∣∣∣
H0
.
Remark 2. It follows from [4, Lemma 2.2] that u0 ∈ kerL(λ0,0). Hence, the assump-
tions (2.6), (2.7) guarantee that µ = 0 is an algebraically simple eigenvalue of the operator
L(λ0,0) with the corresponding eigenvector u0. By using [2, Corollary 14.3.2] we obtain
the existence of neighborhoods V of λ0 in Λ, W of µ0 = 0 in R and maps µ˜ :V → R,
u˜ :V → H0 such that µ˜(λ0) = 0, u˜(λ0) = u0, and for (λ,µ,u) ∈ V × W × H0, µ is an
eigenvalue of the operator L(λ,0) with the corresponding eigenvector u, ‖u‖ = ‖u0‖, if
and only if µ = µ˜(λ) and either u = u˜(λ) or u = −u˜(λ). The eigenvalue µ = µ˜(λ) of
L(λ,0) is algebraically simple for any λ ∈ V . Standard theory of perturbations of spectra
(see [2, Section 14.2]) yields that for any λ ∈ V , µ˜(λ) is the only point of the spectrum of
L(λ,0) in a neighborhood of zero in C.
It follows from [4, Theorem 4.1 and its proof] that simultaneously (λ,µ,u) ∈ V ×
W ×H satisfies
µ ∈ R, λ ∈ Λ, u ∈ K:
〈
µu − ∂F
∂u
(λ,0)u,ϕ − u
〉
 0 for all ϕ ∈ K (2.11)
if and only if µ = µ˜(λ), u = u˜(λ). The function λˆ1 from Theorem 1 is connected with µ˜
in the following way (see [12, Remark 2.5]). For λj ∈ Vj (j = 1,2) we have µ˜(λ0 + λ1 +
λ2) = 0 if and only if λ1 = λˆ1(0, λ2).
Remark 3 (Cf. [4, Remark 4.3]). Let u∗0 ∈ H0 be the unique element with L(λ0,0)∗u∗0 = 0
and 〈u∗0, u0〉 = 1. Using this fact, differentiating the identity µ˜(λ)u˜(λ) = L(λ,0)u˜(λ) with
respect to λ in λ0 and multiplying by u∗0 we get
µ˜′(λ0)λ =
〈
∂2F
∂λ∂u
(λ0,0)(λ,u0), u∗0
〉
for all λ ∈ Λ.
3. Bifurcation direction
In the sequel we will use the notation and the assumptions introduced in Section 2.
In particular, (λ0, u0) will be a given solution to (2.1) satisfying (2.3)–(2.10), λˆ1, vˆ, uˆ,
µ˜ and u∗ will be from Theorem 1, Remarks 2 and 3, respectively, the operator L(λ,u) is0
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for all s ∈ [0, s0), λ2 ∈ V2.
It follows from Theorem 1 and Remark 2 that the set M of all bifurcation points to
(1.1) lying in a neighborhood V of λ0 is a Ck−1-submanifold in Λ of codimension one,
and M = {λ ∈ V : µ˜(λ) = 0}. The hypersurface M divides the neighborhood V into
two disjoint open connected components D+ := {λ ∈ V : µ˜(λ) > 0} and D− := {λ ∈ V :
µ˜(λ) < 0}. We will see in Section 4 that if our problem is potential then D+ is a subset
of the domain of instability of the trivial solution to (1.1) in the sense of minima of the
potential. If, moreover, zero is the largest eigenvalue of (2.11) then D− is a subset of the
domain of stability of the trivial solution.
The following theorems give conditions implying that the bifurcating family of nontriv-
ial solutions to (1.1) described by Theorem 1 has a “bifurcation direction,” i.e., that λˆ(s, λ2)
for all sufficiently small s > 0 and λ2 ∈ Λ2 belongs to one of the connected components
mentioned above, that means µ˜(λˆ(s, λ2)) does not change sign. The case µ˜(λˆ(s, λ2)) > 0
is usually (in bifurcation theory for equations) called supercritical, the case µ˜(λˆ(s, λ2)) < 0
subcritical.
Theorem 4. Let us assume one of the following conditions:〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
< 0, (3.1)
〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
> 0. (3.2)
Then λˆ(s, λ2) ∈ D+ or λˆ(s, λ2) ∈ D− in the case (3.1) or (3.2), respectively, for all suffi-
ciently small s > 0, λ2 ∈ Λ2.
Proof. For any fixed (λ,u) ∈ R × H , let us define linear mappings F0, F(λ,u) :H →
H by F0 := ∂F∂u (λ0,0), F(λ,u) :=
∫ 1
0
∂F
∂u
(λ, su) ds. Then F(λ,u) = F(λ,u)u, F0 =
F(λ0,0) and Theorem 1(i) yields that
PF(λˆ(s, λ2), s(u0 + vˆ(s, λ2)))(u0 + vˆ(s, λ2))= 0
for all s ∈ [0, s0), λ2 ∈ V2. Differentiating with respect to s, we get
P
(
∂F
∂λ
(
λˆ(s, λ2), s
(
u0 + vˆ(s, λ2)
))∂λˆ
∂s
(s, λ2)
)(
u0 + vˆ(s, λ2)
)
+ P
(
∂F
∂u
(
λˆ(s, λ2), s
(
u0 + vˆ(s, λ2)
))(
u0 + vˆ(s, λ2)+ s ∂vˆ
∂s
(s, λ2)
))
× (u0 + vˆ(s, λ2))
+ PF(λˆ(s, λ2), s(u0 + vˆ(s, λ2)))∂vˆ
∂s
(s, λ2) = 0. (3.3)
We have ∂vˆ
∂s
(0,0) ∈ H0 and the definition of u∗0 (see Remark 3) yields〈
PF0 ∂vˆ (0,0), u∗0
〉
=
〈
L(λ0,0)
∂vˆ
(0,0), u∗0
〉
=
〈
∂vˆ
(0,0),L(λ0,0)∗u∗0
〉
= 0.∂s ∂s ∂s
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∂F
∂u
(λ0,0) =
1∫
0
t
∂2F
∂u2
(λ0,0) dt = 12
∂2F
∂u2
(λ0,0),
we obtain〈
P
∂2F
∂λ∂u
(λ0,0)
(
∂λˆ
∂s
(0,0), u0
)
, u∗0
〉
= −1
2
〈
P
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
. (3.4)
Since u∗0 ∈ H0, the projection P can be omitted in the last expression. Hence, it follows
from Remark 3 that
µ˜′(λ0)
∂λˆ
∂s
(0,0) = −1
2
〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
.
Now, suppose (3.1). Then µ˜′(λˆ(s, λ2)) ∂λˆ∂s (s, λ2) > 0 for all small s > 0 and λ2 ∈ Λ2.
Hence, for such s and λ2 we get
µ˜
(
λˆ(s, λ2)
)= s
1∫
0
µ˜′
(
λˆ(σ s, λ2)
)∂λˆ
∂s
(σ s, λ2) dσ > 0 (3.5)
because of µ˜(λ0 + λˆ1(0, λ2) + λ2) = 0 for all small λ2 (see Remark 2). Thus, (3.5) yields
the first assertion of the lemma. The second one follows analogously. 
In applications the reason for the existence of the trivial solution u = 0 to (1.1) is often
a reflectional symmetry of F(λ, ·). Typical for that situation is the following
Theorem 5. Let k  3, F(λ,−u) = −F(λ,u) for all λ ∈ Λ, u ∈ H , and assume one of the
following conditions:〈
∂3F
∂u3
(λ0,0)(u0, u0, u0), u∗0
〉
< 0, (3.6)
〈
∂3F
∂u3
(λ0,0)(u0, u0, u0), u∗0
〉
> 0. (3.7)
Then λˆ(s, λ2) ∈ D+ or λˆ(s, λ2) ∈ D− in the case (3.6) or (3.7), respectively, for all suffi-
ciently small s > 0, λ2 ∈ Λ2.
Proof. Because of the reflectional symmetry we have
∂2F
∂u2
(λ,0) = 0 for all λ ∈ Λ. (3.8)
Hence, (3.3) for s = 0 takes the form
P
∂2F
∂λ∂u
(
λˆ(0, λ2),0
)(∂λˆ
∂s
(0, λ2), u0 + vˆ(0, λ2)
)
+ P ∂F (λˆ(0, λ2),0)∂vˆ (0, λ2) = 0. (3.9)
∂u ∂s
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(λ1, v) → P ∂F
∂u
(λ0,0)v + P ∂
2F
∂λ∂u
(λ0,0)(λ1, u0)
of Λ1 ×
(
P ∂F
∂u
(λ0,0)
)
H0 to H0 is an isomorphism. Consequently, for small fixed λ2 ∈ Λ2,
also the mapping
(λ1, v) → P ∂F
∂u
(
λˆ(0, λ2),0
)
v + P ∂
2F
∂λ∂u
(
λˆ(0, λ2),0
)(
λ1, u0 + vˆ(0, λ2)
)
of Λ1 ×
(
P ∂F
∂u
(λ0,0)
)
H0 to H0 is an isomorphism. This and (3.9) imply
∂λˆ
∂s
(0, λ2) = 0 and ∂vˆ
∂s
(0, λ2) = 0 for all small λ2 ∈ Λ2. (3.10)
Differentiating (3.3) twice with respect to s in s = 0, λ2 = 0 and realizing that
∂2F
∂u2
(λ0,0) =
1∫
0
t2
∂3F
∂u3
(λ0,0) dt = 13
∂3F
∂u3
(λ0,0),
we get
P
∂2F
∂λ∂u
(λ0,0)
(
∂2λˆ
∂s2
(0,0), u0
)
+ 1
3
P
∂3F
∂u3
(λ0,0)(u0, u0, u0)
+ P ∂F
∂u
(λ0,0)
∂2vˆ
∂s2
(0,0) = 0.
Since ∂2vˆ
∂s2
(0,0) ∈ H0, we have〈(
P
∂F
∂u
(λ0,0)
)
∂2vˆ
∂s2
(0,0), u∗0
〉
=
〈
∂2vˆ
∂s2
(0,0),
(
P
∂F
∂u
(λ0,0)
)
u∗0
〉
= 0
which together with Remark 3 implies that
µ˜′(λ0)
∂2λˆ
∂s2
(0,0)= −1
3
〈
∂3F
∂s3
(λ0,0)(u0, u0, u0), u∗0
〉
. (3.11)
Now, suppose (3.6). Then µ˜′(λˆ(s, λ2)) ∂2λˆ∂s2 (s, λ2) > 0 for all small s > 0 and λ2 ∈ Λ2.
Moreover, because of (3.10) we have
∂λˆ
∂s
(s, λ2) = s
1∫
0
∂2λˆ
∂s2
(sρ,λ2) dρ
for small s > 0 and λ2 ∈ Λ2. Hence, (3.5) yields for such s and λ2,
µ˜
(
λˆ(s, λ2)
)= s2
1∫
0
1∫
0
σµ˜′
(
λˆ(sσ,λ2)
)∂2λˆ
∂s2
(sρσ,λ2) dρ dσ > 0.
This gives the first assertion of Theorem 5. The second follows analogously. 
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In this section we consider the assumptions of Section 2 and, moreover, we suppose that
there exists a Ck+1-smooth functional Φ :Λ×H → R such that
∂Φ
∂u
(λ,u)v = 〈−F(λ,u), v〉 for all λ ∈ Λ and u,v ∈ H, (4.1)
i.e., F(λ, ·) is a potential operator for any λ ∈ Λ. The spectrum of an operator L will be
denoted by σ(L). As usual, we will say that Φ(λ, ·) attains a local minimum or a strong
local minimum on K in u ∈ K if Φ(λ,v)  Φ(λ,u) or Φ(λ,v) > Φ(λ,u), respectively,
for all v ∈ K close to u with v 
= u.
Remark 6. Because of (4.1), for any fixed (λ,u) ∈ Λ × H , the operator ∂F
∂u
(λ,u) is self-
adjoint and, hence, also L(λ,u) is selfadjoint. Thus,
supσ
(
L(λ,u)
)= sup
v∈H0,‖v‖=1
〈
L(λ,u)v, v
〉
(see, e.g., [14, Chapter 11, Section 8]). Consequently, the operator L(λ,u) is negatively
definite if and only if supσ(L(λ,u)) < 0.
Lemma 7. Let (4.1) be fulfilled, let (λ,u) be a solution to (1.1) with u ∈ H0.
(i) If ‖u‖ 
= 0, supσ(L(λ,u)) < 0 and there exists c > 0 such that
〈u,vα〉 c for all α ∈A \A0, (4.2)〈
F(λ,u), (I − P)ϕ〉−c∥∥(I − P)ϕ∥∥ for all ϕ ∈ K, (4.3)
then Φ(λ, ·) attains a strong local minimum on K in u.
(ii) If ‖u‖ 
= 0, some eigenvalue of L(λ,u) is positive and there is c > 0 such that (4.2)
holds then Φ(λ, ·) does not attain a local minimum on K in u.
(iii) If some eigenvalue of L(λ,0) is positive then Φ(λ, ·) does not attain a local minimum
on K in u = 0.
The assumption (4.2) in the assertion (ii) can be weakened by the assumption that an
eigenvector v˜ corresponding to the positive eigenvalue satisfies 〈v˜, vα〉 = 0 for all α ∈
A \A0, for which also 〈u,vα〉 = 0.
Remark 8. It is not hard to show (see [12, Remark 2.3]) that s0 and V2 in the assertion of
Theorem 1 can be chosen so small that the following holds. There exists c˜ > 0 such that
for all s ∈ [0, s0) and all λ2 ∈ V2 we have〈
uˆ(s, λ2), vα
〉
 s c˜ for all α ∈A \A0,〈
F
(
λ0 + λˆ1(s, λ2) + λ2, uˆ(s, λ2)
)
, (I − P)ϕ〉−sc˜∥∥(I − P)ϕ∥∥ for all ϕ ∈ K.
It follows that the assumptions (4.2) and (4.3) are automatically fulfilled (with c = sc˜) if
λ = λˆ(s, λ2), u = uˆ(s, λ2) for some s ∈ (0, s0), λ2 ∈ V2.
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Φ(λ,v) −Φ(λ,u) =
1∫
0
∂Φ
∂u
(
λ, su + (1 − s)v)(v − u) ds
=
1∫
0
s
∂2Φ
∂u2
(
λ, su + (1 − s)v)(v − u,v − u) ds + ∂Φ
∂u
(λ,u)(v − u)
= −
1∫
0
s
〈(
∂F
∂u
(λ, su + (1 − s)v)
)
(v − u), v − u
〉
ds − 〈F(λ,u), v − u〉. (4.4)
Let us realize that Pv − u ∈ H0 implies 〈z,Pv − u〉 = 〈Pz,Pv − u〉 for any z ∈ H , (4.2)
implies that (λ,u) is a solution also to (2.2) (see [4, Lemma 2.2]), hence 〈F(λ,u), v−u〉 =
〈F(λ,u), (I − P)v〉. By using (4.3) we get
Φ(λ,v) −Φ(λ,u)
 c
∥∥(I − P)v∥∥−
1∫
0
s
〈
L
(
λ, su + (1 − s)v)(Pv − u),Pv − u〉ds
−
1∫
0
s
〈(
∂F
∂u
(
λ, su + (1 − s)v))(I − P)v, (I − P)v〉 ds
−
1∫
0
s
〈(
P
∂F
∂u
(
λ, su + (1 − s)v))(I − P)v,Pv − u〉ds
−
1∫
0
s
〈(
∂F
∂u
(
λ, su + (1 − s)v))(Pv − u), (I −P)v〉 ds. (4.5)
The first integral in (4.5) is negative if Pv 
= u, v is sufficiently close to u because of
the spectral assumption of (i) (see Remark 6). The second, third and fourth integrals are
o(‖(I − P)v‖) for v → u. Since Pv = u and ‖(I − P)v‖ = 0 only for v = u, the whole
expression is positive for all v 
= u, v is sufficiently close to u, and (i) is proved.
For proving (ii), let v˜ ∈ H0 be an eigenvector corresponding to an eigenvalue µ > 0
of L(λ,u). Let us realize that we have u ± εv˜ ∈ K for sufficiently small ε > 0 under the
assumptions of (ii). Setting ϕ := u ± εv˜ in (1.1) we get 〈F(λ,u), v˜〉 = 0. Setting v :=
u + εv˜ in (4.4) the last term vanishes and we get
Φ(λ,u + εv˜) −Φ(λ,u) = −ε2
1∫
s
〈
L
(
λ,u + ε(1 − s)v˜)v˜, v˜〉ds0
J. Eisner et al. / J. Math. Anal. Appl. 301 (2005) 276–294 285= −ε2
1∫
0
s
〈
L(λ,u)v˜, v˜
〉+ s〈L(λ,u)v˜ − L(λ,u + ε(1 − s)v˜)v˜, v˜〉ds < 0
because the first part of the integrand equals sµ‖v˜‖2 > 0 and the remaining part has ab-
solute value smaller than the first one if ε is small enough.
The proof of (iii) can be done by the same way realizing that F(λ,u) = 0 for u = 0,
hence the last term in (4.4) vanishes automatically without the additional assumption
from (ii). 
For the proof of stability of bifurcating solutions to (1.1) (in the sense of minima of the
potential) we will assume in addition that
zero is the largest eigenvalue of the operator L(λ0,0). (4.6)
Under this assumption, µ˜(λ) from Remark 2 is the largest eigenvalue of the operator
L(λ,0) for any λ ∈ V , V is sufficiently small neighborhood of λ0.
Theorem 9. Let (4.1) hold. The following is true for small s > 0, λ2 ∈ Λ2. If (3.1) holds
then λˆ(s, λ2) ∈ D+ and if, moreover, (4.6) holds then Φ(λˆ(s, λ2), ·) attains a strong local
minimum on K in uˆ(s, λ2). If (3.2) holds then λˆ(s, λ2) ∈ D− and Φ(λˆ(s, λ2), ·) has no
local minimum on K in uˆ(s, λ2). Let k  3 and F(λ,−u) = −F(λ,u) for all λ ∈ Λ and
u ∈ H . If (3.6) holds then λˆ(s, λ2) ∈ D+ and if, moreover, (4.6) holds then Φ(λˆ(s, λ2), ·)
attains a strong local minimum on K in uˆ(s, λ2). If (3.7) holds then λˆ(s, λ2) ∈ D− and
Φ(λˆ(s, λ2), ·) does not attain a local minimum on K in uˆ(s, λ2).
Proof. The eigenvalue ν = 0 of the operator L(λ0,0) is (algebraically) simple accord-
ing to Remark 2. It follows by using [2, Theorem 14.3.1, Corollary 14.3.2] that for suffi-
ciently small s ∈ R and λ2 ∈ Λ2, there exists a simple eigenvalue νˆ(s, λ2) of the operator
L(λˆ(s, λ2), uˆ(s, λ2)) which depends Ck−1-smoothly on s and λ2 and νˆ(0,0) = 0. We have
even
νˆ(0, λ2) = µ˜
(
λˆ(0, λ2)
)= 0 for all small λ2 ∈ Λ2 (4.7)
(see also Remark 2). Under the assumption (4.6), νˆ(s, λ2) is the largest eigenvalue of the
operator L(λˆ(s, λ2), uˆ(s, λ2)) for all small s  0, λ2 ∈ Λ2 and the assumption (2.10) im-
plies that supσ(L(λˆ(s, λ2), uˆ(s, λ2))) = νˆ(s, λ2) for such s, λ2.
It follows from Theorem 4 that λˆ(s, λ2) ∈ D+ or λˆ(s, λ2) ∈ D− under the assumptions
(3.1) or (3.2), respectively. Because of Lemma 7 and Remark 8 it is sufficient to show
that if (3.1) or (3.2) holds then νˆ(s, λ2) is negative or positive, respectively, for all small
s > 0, λ2 ∈ Λ2. Let us take an eigenvector wˆ(s, λ2) of L(λˆ(s, λ2), uˆ(s, λ2)) corresponding
to νˆ(s, λ2) such that it depends Ck−1-smoothly on s and λ2 and that wˆ(0,0) = u0. We
differentiate the identity
νˆ(s, λ2)wˆ(s, λ2) = P ∂F
∂u
(
λˆ(s, λ2), s
(
u0 + vˆ(s, λ2)
))
wˆ(s, λ2) (4.8)
with respect to s in s = 0 and λ2 = 0, take the scalar product with u∗0 and get
∂νˆ
(0,0)=
〈
∂2F
(λ0,0)
(
∂λˆ
(0,0), u0
)
, u∗0
〉
+
〈
∂2F
2 (λ0,0)(u0, u0), u
∗
0
〉
.∂s ∂λ∂u ∂s ∂u
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∂νˆ
∂s
(0,0)= 1
2
〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
. (4.9)
Hence, for small s > 0, λ2 ∈ Λ2, the terms ∂νˆ∂s (s, λ2) and consequently νˆ(s, λ2) have the
same sign as
〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
and the first statement is proved.
Let us prove the second statement. It follows from Theorem 5 that λˆ(s, λ2) ∈ D+ or
λˆ(s, λ2) ∈ D− under the assumptions (3.6) or (3.7), respectively. Analogously as above,
with help of Lemma 7 and Remark 8 it is sufficient to show that if (3.6) or (3.7) holds
then νˆ(s, λ2) is negative or positive, respectively, for all small s > 0, λ2 ∈ Λ2. For any
λ2 ∈ Λ2 small, let w∗(λ2) ∈ H0 be the unique element with L(λˆ(0, λ2),0)∗w∗(λ2) = 0
and 〈w∗(λ2), wˆ(0, λ2)〉 = 1. Let us differentiate the identity (4.8) with respect to s in s = 0
and λ2, take the scalar product with w∗(λ2), use (4.7) and realize that〈
P
∂F
∂u
(
λˆ(0, λ2),0
)
wˆ(0, λ2),w∗(λ2)
〉
= 0.
We get by using (3.8) that
∂νˆ
∂s
(0, λ2) =
〈
P
∂2F
∂u2
(
λˆ(0, λ2),0
)(
u0 + vˆ(0, λ2), wˆ(0, λ2)
)
,w∗(λ2)
〉
= 0
for all small λ2 ∈ Λ2. (4.10)
We differentiate the identity (4.8) twice with respect to s in s = 0 and λ2 = 0, take the
scalar product with u∗0, use (3.8), (3.10), (4.10) and get
∂2νˆ
∂s2
(0,0)=
〈
∂2F
∂λ∂u
(λ0,0)
(
∂2λˆ
∂s2
(0,0), u0
)
+ ∂
3F
∂u3
(λ0,0)(u0, u0, u0), u∗0
〉
.
Because of (3.11) this yields
∂2νˆ
∂s2
(0,0)= 2
3
〈
∂3F
∂u3
(λ0,0)(u0, u0, u0), u∗0
〉
.
It follows by using (4.10) that ∂2νˆ
∂s2
(s, λ2) and consequently νˆ(s, λ2) have the same sign as〈
∂3F
∂u3
(λ0,0)(u0, u0, u0), u∗0
〉
for all small s > 0 and λ2 ∈ Λ2. 
To prove the stability of u = 0, we replace the assumptions (2.10), (4.6) by
C(λ) := ∂F
∂u
(λ,0)+ I is a compact operator for any λ ∈ Λ, (4.11)
zero is the largest eigenvalue of (2.11) with λ = λ0. (4.12)
Theorem 10. Let (4.1) be fulfilled. If λ ∈ D+ then Φ(λ, ·) does not attain a local minimum
on K in u = 0. If (4.11), (4.12) are fulfilled and λ ∈ D− then Φ(λ, ·) attains a strong local
minimum on K in u = 0.
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It follows from Remark 2 that under the assumption (4.12), µ˜(λ) is the largest eigen-
value of the variational inequality (2.11) for λ close to λ0 and therefore the number
ξ(λ) := µ˜(λ)+ 1 > 0 is the largest eigenvalue of the problem
ξ ∈ R, u ∈ K: 〈ξu − C(λ)u,ϕ − u〉 0 for all ϕ ∈ K (4.13)
for λ close to λ0 (with C(λ) from (4.11)). The variational characterization of the largest
eigenvalue of such a variational inequality with a compact operator (see [8]) ensures that
ξ(λ) = maxu∈K,‖u‖=1〈C(λ)u,u〉, i.e.,
µ˜(λ) = ξ(λ)− 1 = max
u∈K,‖u‖=1
〈
C(λ)u − u,u〉= max
u∈K,‖u‖=1
〈
∂F
∂u
(λ,0)u,u
〉
.
Now, let v ∈ K . Similarly as in the proof of Lemma 7 we obtain
Φ(λ,v) −Φ(λ,0) = −
1∫
0
s
〈
∂F
∂u
(
λ, (1 − s)v)v, v〉 ds.
We have
〈
∂F
∂u
(λ, (1 − s)v)v, v〉 = 〈 ∂F
∂u
(λ,0)v, v
〉+ o(‖v‖2) where the first term in the right-
hand side is not larger than µ˜(λ)‖v‖2. If λ ∈ D− then µ˜(λ) < 0 and the whole expression
is negative. Hence, we get Φ(λ,v) > Φ(λ,0) for all small ‖v‖ 
= 0 what finishes the
proof. 
Remark 11. The operator P , and consequently L(λ0,0) in (4.6), is related to the set
A0, the subspace H0 and consequently to u0. Let us consider the particular case Λ = R,
∂F
∂u
(λ,0) = λA − I , where A :H → H is a linear positive compact operator (see, e.g.,
Section 5). Then (4.6) holds if and only if λ−10 is the largest eigenvalue of the restric-
tion onto H0 of the operator PA. This can be fulfilled for more than one λ0 because of
different eigenvectors u0 correspond to different λ0. Hence, Theorem 9 can enable us to
determine the stability of bifurcating branches in a neighborhood of several parameters λ0.
The assumption (4.12) is fulfilled if and only if µ = λ−10 is the largest eigenvalue of the
variational inequality u ∈ K : 〈µu−Au,v−u〉 0 for all v ∈ K . Hence, the complete ex-
change of stability (including the stability of the trivial solution) is ensured only for this λ0,
which is unique and positive. Moreover, for such λ0 we can prove by the same way as in
Theorem 15 below the stability of the trivial solution for all λ ∈ (0, λ0) and instability for
λ > λ0. Bifurcation diagrams for such a concrete example are on Fig. 1 in Section 5.
Remark 12. The main difference in the bifurcation of nontrivial solutions in simple eigen-
values for equations and for variational inequalities (with K 
= H and in the setting of
Theorem 1) is that two half-branches bifurcate in the case of equations (in the directions
u0 and −u0) and only one in the case of variational inequalities (in the direction u0).
If
〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉 
= 0 then we have the so-called transcritical bifurcation for
Eq. (2.2). If, moreover, zero is the largest eigenvalue of L(λ0,0), then one of the half-
branches to Eq. (2.2) (the supercritical one) consists of stable solutions and the other
half-branch of unstable ones (see, e.g., [2]). In particular, there exist always stable nontriv-
ial solutions near the bifurcation point. For inequalities there is only one half-branch and
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〈
∂2F
∂u2
(λ0,0)(u0, u0), u∗0
〉
< 0,
otherwise of unstable solutions. In particular, stable nontrivial solutions near the bifurca-
tion point need not exist. See the example and Fig. 1 in Section 5.
5. Application
Let Ω be a bounded domain in RN with a Lipschitzian boundary ∂Ω , 1 < N  3,
let ΓD and Γj , j = 1, . . . , n, be pairwise disjoint open (in ∂Ω) subsets of this bound-
ary, measΓD > 0, and let a, b ∈ R be constants. We will consider the semilinear elliptic
boundary value problem
∆u + λu + au2 + bu3 = 0 in Ω, (5.1)
u = 0 on ΓD, ∂u
∂ν
= 0 on ∂Ω∖
(
ΓD ∪
n⋃
j=1
Γj
)
, (5.2)
∫
Γj
u dΓ  0, ∂u
∂ν
 0,
∫
Γj
u dΓ · ∂u
∂ν
= 0, ∂u
∂ν
is constant
on Γj , j = 1, . . . , n, (5.3)
with the bifurcation parameter λ ∈ R. We will use the linearized equation
∆u + λu = 0 in Ω (5.4)
together with the same boundary conditions (cf. [4, Section 5]).
In order to introduce suitable weak formulations we consider the Hilbert space
H := {u ∈ W 1,2(Ω): u = 0 on ΓD in the sense of traces}
with the inner product 〈u,v〉 := ∫Ω ∇u ·∇v dx for any u,v ∈ H . The corresponding norm‖ · ‖ is equivalent to the usual Sobolev norm on H under our assumptions. Moreover, we
introduce the closed convex cone K by
K :=
{
u ∈ H :
∫
Γj
u dΓ  0, j = 1, . . . , n
}
.
Then we can define a weak solution to (5.1)–(5.3) as a solution to the problem
λ ∈ R, u ∈ K:
∫
Ω
∇u · ∇(ϕ − u)− (λu + au2 + bu3)(ϕ − u) dx  0
for all ϕ ∈ K (5.5)
and a weak solution to (5.4), (5.2), (5.3) as a solution to
λ ∈ R, u ∈ K:
∫
∇u · ∇(ϕ − u)− λu(ϕ − u) dx  0 for all ϕ ∈ K. (5.6)
Ω
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F(λ,u),ϕ
〉= ∫
Ω
−∇u · ∇ϕ + (λu + au2 + bu3)ϕ dx for all ϕ ∈ H.
Since H is continuously embedded into L6(Ω), F is well defined, C∞-smooth and〈
∂F
∂u
(λ,0)u,ϕ
〉
=
∫
Ω
−∇u · ∇ϕ + λuϕ dx = 0 for all ϕ ∈ H.
Hence, (5.6) is the corresponding “linearized” variational inequality (2.1). Moreover, we
have ∂F
∂u
(λ,0) = −I +λA for any λ ∈ R where A is a linear, symmetric, positive, compact
operator on H defined by 〈Au,ϕ〉 = ∫Ω uϕ dx for all u,ϕ ∈ H . Hence, the assumption
(4.11) is fulfilled. Finally, the condition (4.1) holds with Φ given by
Φ(λ,u) :=
∫
Ω
( |∇u|2 − λu2
2
− au
3
3
− bu
4
4
)
dx.
Standard considerations yield that any weak solution to (5.1)–(5.3) is smooth in Ω but it
is not smooth up to the boundary ∂Ω , in general. The same is true for weak solutions to
(5.2)–(5.4). In order to get an interpretation of weak solutions we need an interpretation
of ∂u
∂ν
.
If u ∈ H is a function such that ∆u ∈ L2(Ω), then the normal derivative ∂u
∂ν
can be
defined as a linear bounded functional on the space H by
[
∂u
∂ν
, ϕ
]= ∫Ω ∆uϕ + ∇u∇ϕ dx
for all ϕ ∈ H , where [· , ·] is the dual pairing. If u is sufficiently smooth up to the boundary
then, of course,
[
∂u
∂ν
, ϕ
]= ∫
∂Ω
∂u
∂ν
ϕ dΓ for all ϕ ∈ H , where ∂u
∂ν
in the integral on the right-
hand side is the classical derivative of u with respect to the outer normal to ∂Ω (that means
the classical Green formula holds). Moreover, given a relatively open subset Γ of ∂Ω , we
will say that ∂u
∂ν
is constant on Γ if there is c ∈ R such that [ ∂u
∂ν
, ϕ
] = c ∫
Γ
ϕ dΓ for all
ϕ ∈ H with ϕ = 0 on ∂Ω \ Γ . In that case, we will write ∂u
∂ν
= 0 on Γ or ∂u
∂ν
 0 on Γ or
∂u
∂ν
> 0 on Γ if c = 0 or c  0 or c > 0, respectively, and we will write ∂u
∂ν
∫
Γ udΓ = 0 if
c
∫
Γ
udΓ = 0.
As in [4, Observation 5.2] one can show the following. A couple (λ,u) satisfies (5.5) if
and only if u is smooth in Ω , ∆u ∈ L2(Ω), (5.1) is satisfied in the classical sense, (5.2),
(5.3) are satisfied where u on ∂Ω is understood in the sense of traces and ∂u
∂ν
is understood
in the sense described above.
Let us denote A := {1, . . . , n} and fix a subset A0 := {α1, . . . , αm} of A. Moreover, let
H0 be a subspace of H given by H0 := {u ∈ H :
∫
Γα
udΓ = 0, α ∈A0} and let P be the
orthogonal projection of H onto H0. Then λ ∈ R, u ∈ H0, P ∂F∂u (λ,0)u = 0 if and only if
λ ∈ R, u ∈ H0:
∫
Ω
∇u · ∇ϕ − λuϕ dx = 0 for all ϕ ∈ H0. (5.7)
Let us remark that (5.7) is a weak formulation of the problem (5.4), (5.2),∫
udΓ = 0 for α ∈A0, (5.8)Γα
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∂ν
is constant on Γα for any α ∈A0, (5.9)
∂u
∂ν
= 0 on Γα for α ∈A \A0. (5.10)
The application of Theorem 1 to our concrete setting gives the following
Theorem 13. Let (λ0, u0) satisfy (5.6) and let the conditions (5.8),∫
Γα
udΓ > 0 for α ∈A \A0, (5.11)
∂u
∂ν
is a positive constant on Γα for any α ∈A0 (5.12)
be fulfilled for u = u0. Let us assume the following simplicity conditions:
If (λ0, v0) satisfies (5.7) then there is c ∈ R such that v0 = cu0, (5.13)
If (λ0, v0) satisfies (5.6) then there is c 0 such that v0 = cu0. (5.14)
Then there exist ε > 0, s0 > 0 and C∞-maps λˆ : [0, s0) → R, and vˆ : [0, s0) → H0 with
λˆ(0) = λ0, vˆ(0) = 0 such that the following holds. The pair (λ,u) with |λ − λ0| < ε,
‖u‖ < ε and ‖u‖ 
= 0 satisfies (5.5) if and only if λ = λˆ(s), u = uˆ(s) := s(u0 + vˆ(s)) for a
certain s ∈ (0, s0). In this case, moreover, (5.8)–(5.12) are fulfilled for uˆ(s).
Proof. The assertion follows from Theorem 1. Verification of the assumptions of Theo-
rem 1 with Λ2 = {0} can be done similarly as those of [4, Theorem 5.3] with the exception
of (2.8) which is fulfilled automatically under (2.6) because our operator A is symmetric
(see [12, Remark 2.4]). 
Theorem 14. Let (λ0, u0) satisfy the assumptions of Theorem 13, let (λˆ(s), uˆ(s)), s ∈
[0, s0), be the bifurcation branch from Theorem 13. If
a
∫
Ω
u30 dx < 0 (5.15)
then λˆ(s) > λ0 for all s ∈ (0, s0) and if, moreover, λ0 is the smallest eigenvalue of (5.7)
then Φ(λˆ(s), ·) attains a strong local minimum on K in uˆ(s) for all s ∈ (0, s0). If
a
∫
Ω
u30 dx > 0 (5.16)
then λˆ(s) < λ0 and Φ(λˆ(s), ·) has no local minimum on K in uˆ(s) for all s ∈ (0, s0). If
a
∫
u30 dx = 0 and b < 0Ω
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then Φ(λˆ(s), ·) attains a strong local minimum on K in uˆ(s) for all s ∈ (0, s0). If
a
∫
Ω
u30 dx = 0 and b > 0
then λˆ(s) < λ0 and Φ(λˆ(s), ·) has no local minimum on K in uˆ(s) for all s ∈ (0, s0).
Proof. The mapping F is C∞-smooth. We have u∗0 = u0‖u0‖2 and a simple calculus yields
that (3.1), (3.2), (3.6) and (3.7) are equivalent to (5.15), (5.16), b < 0 and b > 0, respec-
tively. It is easy to see that µ˜(λ) = λ
λ0
− 1, the corresponding eigenvector is u0, and that if
λ0 is the smallest eigenvalue of (5.7) then zero is the largest eigenvalue of L(λ0,0). Hence,
all assertions follow from Theorem 9. 
Theorem 15. Let λ0 be the smallest eigenvalue of (5.6). Then Φ(λ, ·) attains a strict local
minimum on K in u = 0 for any λ ∈ (0, λ0) and Φ(λ, ·) has no local minimum on K in
u = 0 for any λ > λ0.
Proof. If λ0 is the smallest eigenvalue of (5.6) (i.e., of (5.2)–(5.4)) then µ := λλ0 − 1 is
the largest eigenvalue of (2.11). Similarly as in the proof of Theorem 10 we obtain that
if λ > 0 then µ + 1 > 0 is the largest eigenvalue of (4.13) (with C(λ) = λA), hence
µ = maxu∈K,‖u‖=1
〈
∂F
∂u
(λ,0)u,u
〉
. Furthermore, µ < 0 or µ > 0 if λ ∈ (0, λ0) or λ > λ0,
respectively. Consequently we get (similarly as at the end of the proof of Theorem 10)
that Φ(λ,v) > Φ(λ,0) or Φ(λ,v) < Φ(λ,0) if λ ∈ (0, λ0) or λ > λ0, respectively, for any
v ∈ K , ‖v‖ sufficiently small. 
Example. Let Ω ⊂ R2 be a rectangle {x ∈ (0,1), y ∈ (0, )},  < 1, ΓD := {(x,0); x ∈
(0,1)} ∪ {(0, y); y ∈ (0, )}, Γ1 := {(x, ); x ∈ (0,1)}, n = 1, A= {1}. If (λ,u) satisfies
(5.6), i.e., it is a weak solution to (5.4) with
u = 0 on ΓD, ∂u
∂ν
= 0 on ∂Ω \ (ΓD ∪ Γ1), (5.17)∫
Γ1
udΓ  0, ∂u
∂ν
 0,
∫
Γ1
udΓ · ∂u
∂ν
= 0 on Γ1, (5.18)
∂u
∂ν
is constant on Γ1, (5.19)
then one of the following conditions is fulfilled:∫
Γ1
udΓ > 0, (5.20)
∫
udΓ = 0. (5.21)Γ1
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∂u
∂ν
= 0 on Γ1, (5.22)
that means λ is an eigenvalue and u is the corresponding eigenfunction with the proper sign
of the classical mixed Dirichlet–Neumann boundary value problem (5.4), (5.17), (5.22). All
these couples are of the form
λNm,n =
((
2m− 1
2
)2
+
(
2n− 1
2
)2 )
π2,
uNm,n(x, y)= (−1)m+1 sin
(2m − 1)π
2
x · sin (2n− 1)π
2
y, m,n = 1,2, . . . . (5.23)
Let us note that all these functions satisfy (5.20). It follows that all (λNm,n, uNm,n) are really
also eigenvalues and eigenfunctions of our variational inequality (5.6) and, moreover, that
no solution to (5.6) satisfies simultaneously both (5.21), (5.22). (5.24)
Now, let us consider (λ,u) satisfying (5.6) with (5.21). Then u must change its sign
in Γ1. Indeed, otherwise (λ,u) would be an eigenvalue and eigenfunction of the problem
(5.4), (5.17), u = 0 on Γ1 (i.e., only with Dirichlet and Neumann boundary data on ∂Ω).
All such couples are of the form
λDm,n =
((
2m− 1
2
)2
+ n
2
2
)
π2,
uDm,n(x, y)= sin
(2m − 1)π
2
x · sin nπ

y, m,n = 1,2, . . . ,
and they do not satisfy the condition (5.19), hence, they are not solutions to our variational
inequality. It follows that the solutions to (5.6) satisfying (5.21) cannot be expressed in
a closed form like uNm,n and uDm,n. However, we will show that such solutions exist. Set
H0 := {u ∈ H :
∫
Γ1
udΓ = 0} and denote by P the orthogonal projection onto H0. The
operator A from the beginning of Section 5 is linear, compact, symmetric, positive, and
therefore PA has a sequence of characteristic values λPm, m = 1,2, . . . , λPm → +∞. If
uPm is the eigenvector corresponding to λPm then (λPm,uPm) satisfies (5.7) (i.e., it is a weak
solution of (5.4), (5.17), (5.19), (5.21)). For any m, either uPm or −uPm satisfies also (5.18).
Hence λPm are simultaneously eigenvalues of (5.6).
It follows from our considerations that the set of all eigenvalues of our variational in-
equality (5.6) consists of the sequences λNm,n, λPm, m,n = 1,2, . . . .
Now consider λ0 = λN1,1, u0 = uN1,1 and set A0 = ∅, H0 = H , P = I . Clearly, λ0 is the
smallest and simple eigenvalue of (5.4), (5.17), (5.22), and the simplicity condition (5.13)
follows.
Let us prove the simplicity condition (5.14). The eigenvalue λN1,1 satisfies
λN1,1 = min
u∈H,u 
≡0
∫
Ω |∇u|2 dx∫
u2 dx
. (5.25)Ω
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min
u∈K,u 
≡0
∫
Ω |∇u|2 dx∫
Ω
u2 dx
= min
u∈H,u 
≡0
∫
Ω |∇u|2 dx∫
Ω
u2 dx
.
It follows from the variational characterization of the first eigenvalue of a variational in-
equality (see [8]) that λN1,1 is simultaneously the smallest eigenvalue of the variational
inequality (5.6). Any eigenvector v0 of (5.6) corresponding to λ0 satisfies∫
Ω |∇v0|2 dx∫
Ω
v20 dx
= min
u∈K,u 
≡0
∫
Ω |∇u|2 dx∫
Ω
u2 dx
= min
u∈H,u 
≡0
∫
Ω |∇u|2 dx∫
Ω
u2 dx
,
i.e., it is simultaneously an eigenfunction of (5.4), (5.17), (5.22), and therefore v0 = cu0
with some c > 0 by (5.13) (c < 0 is impossible because of u0, v0 ∈ K and (5.24)). Conse-
quently, the simplicity condition (5.14) is fulfilled.
Let us consider now the case λ0 := λP1 , u0 := uP1 , A0 := {1}, H0 := {u ∈ H :
∫
Γ1
udΓ
= 0}, P is the orthogonal projection onto H0. The variational characterization of λP1 yields
λ0 =
(
max
u∈H,‖u‖
=0
〈PAu,u〉
‖u‖2
)−1
=
( 〈PAu0, u0〉
‖u0‖2
)−1
=
∫
Ω
|∇u0|2 dx∫
Ω u
2
0 dx
.
Clearly λ0  λN1,1 and if it were λ0 = λN1,1 then the last expression together with the char-
acterization (5.25) would imply that u0 is simultaneously an eigenfunction of (5.4), (5.17),
(5.22), what is impossible due to (5.24). Hence, λP1 > λN1,1. Since  < 1, the second eigen-
value to (5.4), (5.17), (5.22) is λN2,1. We have uN1,1, uN2,1 ∈ intK , i.e., λN1,1, λN2,1 are interior
eigenvalues in the sense of [6]. Theorem 2.1 in [6] ensures that there is an eigenvalue of
the inequality (5.6) between λN1,1, λN2,1 (see also [11] for a generalization). In particular, it
follows that λP1 ∈ (λN1,1, λN2,1).
Fig. 1. Bifurcation diagrams.
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(5.13) were not true then we would find v0 ∈ H satisfying (5.7) with λ = λ0 (i.e., (λ0, v0)
would be a weak solution to (5.4), (5.17), (5.19), (5.21)), such that v0 
= cu0 for all c ∈ R,
and that a suitable combination w := αu0 +βv0 ∈ H0, α,β ∈ R, satisfies (5.4) with λ = λ0,
(5.17), (5.21) and (5.22). This would contradict (5.24). If (5.14) were not true then we
would find v0 ∈ K satisfying (5.6) with λ = λ0, v0 
= cu0 for all c > 0, and a suitable
combination w := αu0 + βv0 ∈ K , α ∈ R, β > 0, satisfying (5.4) with λ = λ0, (5.17),
(5.18), (5.21) and (5.22), which contradicts (5.24).
We can conclude that for the first and the second eigenvalues of the linearized inequality
(5.6) the assumptions of Theorem 13 are fulfilled, Theorems 14, 15 work.
Using the fact that
∫
Ω
(uN1,1)
3 dx > 0 and that numerical computation gives
∫
Ω
(uP1 )
3 dx
< 0, we get the bifurcation diagram in a neighborhood of the two bifurcation points dis-
cussed (see Fig. 1).
References
[1] F. Conrad, F. Issard-Roch, Loss of stability at turning points in nonlinear variational inequalities, Nonlinear
Anal. 14 (1990) 329–356.
[2] S.-N. Chow, J.K. Hale, Methods of Bifurcation Theory, Springer-Verlag, New York, 1982.
[3] E. DiBenedetto, Real Analysis, Birkhäuser Advanced Texts, Birkhäuser, Boston, 2002.
[4] J. Eisner, M. Kucˇera, L. Recke, Smooth continuation of solutions and eigenvalues for variational inequalities
based on the implicit function theorem, J. Math. Anal. Appl. 274 (2002) 159–180.
[5] J. Eisner, M. Kucˇera, L. Recke, Smooth bifurcation for an obstacle problem, Differential Integral Equations,
in press.
[6] M. Kucˇera, A new method for obtaining eigenvalues of variational inequalities. Operators with multiple
eigenvalues, Czechoslovak Math. J. 32 (1982) 197–207.
[7] M. Kucˇera, L. Recke, J. Eisner, Smooth bifurcation for variational inequalities and reaction–diffusion sys-
tems, in: Proceedings of 3rd International ISAAC Congress, Berlin, 2001, pp. 1125–1133.
[8] E. Miersemann, Verzweigungsprobleme für Variationsungleichungen, Math. Nachr. 65 (1975) 187–209.
[9] E. Miersemann, H. Mittelmann, Stability and continuation of solutions to obstacle problems, J. Comput.
Appl. Math. 35 (1991) 5–31.
[10] P. Quittner, On the principle of linearized stability for variational inequalities, Math. Ann. 283 (1986) 257–
270.
[11] P. Quittner, Spectral analysis of variational inequalities, Comment. Math. Univ. Carolin. 27 (1986) 605–629.
[12] L. Recke, J. Eisner, M. Kucˇera, Smooth bifurcation for variational inequalities based on the implicit function
theorem, J. Math. Anal. Appl. 275 (2002) 615–641.
[13] L. Recke, J. Eisner, M. Kucˇera, Smooth dependence on parameters of solutions and contact regions in an
obstacle problem, J. Math. Anal. Appl. 288 (2003) 462–480.
[14] K. Yosida, Functional Analysis, Springer-Verlag, Berlin, 1965.
