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Abstract
The degrees of freedom (DoF) regions are characterized for the multiple-input multiple-output
(MIMO) broadcast channel (BC), interference channels (IC) (including X and multi-hop interference
channels) and the cognitive radio channel (CRC), when there is perfect and no channel state information
at the receivers and the transmitter(s) (CSIR and CSIT), respectively. For the K-user MIMO BC, the
exact characterization of the DoF region is obtained, which shows that a simple time-division-based
transmission scheme is DoF-region optimal. Using the techniques developed for the MIMO BC, the
corresponding problems for the two-user MIMO IC and the two-user MIMO CRC with an arbitrary
number of antennas at each of the four terminals are addressed. For both of these channels, inner and
outer bounds to the DoF region are obtained and are seen to coincide for a vast majority of the relative
numbers of antennas at the four terminals, thereby characterizing DoF regions for all but a few cases.
Finally, the DoF regions of the K-user MIMO IC, the CRC, and X networks are derived for certain
classes of these networks, including the one where all transmitters have an equal number of antennas
and so do all receivers. The results of this paper are derived for distributions of fading channel matrices
and additive noises that are more general than those considered in other simultaneous related works. The
DoF regions with and without CSIT are compared and conditions on the relative numbers of antennas
at the terminals under which a lack of CSIT does, or does not, result in the loss of DoF are identified,
thereby providing, on the one hand, simple and robust communication schemes that don’t require CSIT
but have the same DoF performance as their previously found CSIT counterparts, and on the other
hand, identifying situations where CSI feedback to transmitters would provide gains that are significant
enough that even the DoF performance could be improved.
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I. INTRODUCTION
MUltiple-input multiple-output (MIMO) systems are of great interest because they canprovide a significantly higher capacity as compared to their single-input single-output
(SISO) counterparts by exploiting the spatial dimension. One way of measuring this benefit at
high signal-to-noise ratio (SNR) is via the spatial multiplexing gain or the degrees of freedom
(DoF), which is defined as the limit of the ratio of the capacity to the logarithm of the SNR.
For example, the point-to-point MIMO channel with M transmit and N receive antennas has
min(M,N) DoF whereas its SISO counterpart has only 1 DoF [1]. Interestingly, min(M,N)
DoF are achievable over the MIMO channel even if there is perfect channel state information
(CSI) just at the receiver (CSIR). In other words, the presence or absence of CSI at the transmitter
(CSIT) does not affect the DoF of the MIMO channel. However, this may not necessarily be
the case with multi-user networks. Consider, for instance, two of the simplest multi-user MIMO
channels, namely, the multi-access channel and the broadcast channel (BC). While the DoF region
of the former is again not affected by partial (or lack of) CSIT [1], imperfect CSIT can severely
impact the DoF region of the BC [2]–[6]. With this motivation, we aim to comprehensively study
the effect of lack of CSIT on the DoF regions of several wireless MIMO networks including the
K-user BC, the 2-user interference [7]–[9] and cognitive radio channels (CRC) [9]–[12] with
an arbitrary number of antennas at each of the four nodes, as well as certain classes of K-user
interference, X and cognitive networks (cf. [13]–[16]) and multi-hop interference networks (cf.
[17], [18]).
The loss of DoF of a wireless channel due to no CSIT was demonstrated for the first time
in [3] in the context of the Gaussian MISO BC. Subsequently, for the BC with M transmit
antennas, K single-antenna users, and isotropic fading, it was proved that the maximum sum-
DoF achievable without CSIT is 1, which is significantly less than min(M,K) sum-DoF that are
attainable with perfect CSIT [4]. In [5], the authors studied the real-valued Gaussian BC with
2 transmit antennas, 2 single-antenna users, and any arbitrary type of partial CSIT. They upper-
bounded the achievable sum-DoF by 2
3
whereas 1 DoF is achievable with CSIT. This result, in
spite of being available only in a special case with its tightness unknown, is strong because it
2tells us that no matter how good the quality of partial CSIT is, as long as it is not perfect, the
partial-CSIT sum-DoF can be significantly less than the perfect-CSIT sum-DoF. Lastly, in [6],
[19], the authors studied the DoF of the two-user Gaussian MIMO BC under independent and
identically distributed (i.i.d.) Rayleigh fading and proved that the no-CSIT DoF region can be
exhausted by a simple time-division-based scheme that transmits to only one user at a time.
In this paper, we derive the DoF region of the K-user MIMO BC (see Theorems 1–3) under
certain general assumptions on fading distributions (that include the i.i.d. Rayleigh fading model).
It is proved that the DoF region of the MIMO BC can be achieved by a simple strategy of time
sharing. To establish this result, the maximum weighted sum DoF achievable by time-division is
shown to also be an outer bound to the DoF region. Toward this end, the capacity region of the BC
is first outer-bounded by assuming that each receiver has genie-aided knowledge of some of the
messages that are not intended for it. Under this assumption, the rate achievable for a given user
is upper-bounded, through Fano’s inequality [20], by the mutual information (MI) between the
signal received by that user and its intended message, conditioned on the unintended messages its
receiver is assumed to know. These bounds thus imply that the above weighted sum of the DoF
is upper-bounded by the corresponding weighted sum of the multiplexing gains of the MI terms.
This latter upper bound on the weighted sum is then shown to coincide with that achievable with
time-division by making an appropriate choice for the genie-aided side-information. Moreover,
the same result is shown to be applicable for a wide class of distributions of channel matrices
and additive noises, including i.i.d. Rayleigh fading, Rician fading, correlated Rayleigh fading,
non-Gaussian additive noise, and isotropic fading models as well as the case where the channel
matrices are correlated across time. This makes our result more general than the previous results
of [4], [6], [19] and the no-CSIT special case of [5] (see Remark 13).
Next, we address the problem of characterizing the DoF region of the no-CSIT MIMO IC.
The two-user IC is first studied and an inner-bound to its DoF region (see Theorem 4), based
on the basic techniques of time-sharing and receive zero-forcing, is obtained. Clearly, this inner-
bound can not involve the CSI-dependent scheme of transmit zero-forcing beam-forming which
is necessary for DoF-region-optimality in the two-user MIMO IC with CSIT [8], [9]. This implies
that any signal stream that is intended for one receiver would cause interference at the other.
The receivers, being equipped with perfect channel knowledge, can zero-force the interference
to recover the useful signal. Therefore, the inner-bound with no-CSIT is in general smaller
3(but not always strictly) than the perfect-CSIT DoF region. Next, we obtain an outer-bound to
the DoF region (see Theorem 5). To this end, the bounding technique developed while solving
the corresponding problem for the BC is used. The derived inner and outer bounds are seen
to coincide for a vast majority of the values of the number of antennas at the four terminals.
In particular, for the MIMO IC in which the transmitters have M1 and M2 antennas and the
corresponding receivers have N1 and N2 antennas, respectively, the exact characterization of the
DoF region is available for all values of the 4-tuple (M1, N1,M2, N2), except if the inequality
min(M1, N1) > N2 > M2 (or its symmetric counterpart obtained by reversing the user-ordering)
holds. This basic result on the two-user IC is then generalized to the case of the K-user IC. More
specifically, the DoF region of the K-user MIMO IC is derived for two classes (see Theorem 9),
namely, when (a) all transmitters have equal number of antennas and so do all receivers and (b)
each transmitter has no fewer antennas than its paired receiver. These results imply among other
things, that over the K-user SISO IC, one can achieve only 1 sum-DoF when there is no CSIT,
a conclusion that is in sharp contrast with the result that proves, via interference alignment, the
achievability of K
2
sum-DoF under perfect CSIT [13]. Taken together, these results provide a
strong motivation for studying the K-user interference channel under the realistic assumption
of partial CSIT made available through low-rate feedback broadcast links from each receiver to
all other nodes (cf. [21]). Our result on the MIMO IC is then extended to the K-user MIMO
X channel in which every transmitter has a message for every receiver. It is shown that without
CSIT, the K-user IC and the K-user X channel have identical DoF regions for the class of
networks in which all transmitters have equal number of antennas and so do all receivers (see
Theorem 11). Our results on the no-CSIT DoF regions strictly include all cases of K-user MIMO
ICs and X channels for which perfect CSIT DoFs are known from [16], [22].
The first version of this work [23] and two others [19], [24] obtain results on the DoF regions
of the 2-user MIMO IC simultaneously and independently. In particular, [19] considers the i.i.d.
Rayleigh fading model which is included in the models of [23] and [24] deals with isotropic
fading which is also included in the fading distribution models of this paper. Interestingly, [19],
[24] also provide inner and outer bounds which coincide with the bounds derived in [23] (and
in this paper). Hence, [19], [24] also provide the exact characterization of the DoF region of the
2-user MIMO IC, except if min(N1,M1) > N2 > M2 or its symmetric counterpart holds but
consider fading distributions and additive noise models that are somewhat less general than the
4models considered in this work.
In this paper we also study interference networks with cognition. In particular, the 2-user
MIMO CRC, which is an IC in which one of the transmitters (the cognitive transmitter) is
assumed to know the message of the other transmitter (the primary transmitter) non-causally
[10]. The DoF region of the CRC with perfect CSIT is known in the literature [9]. In [25],
the authors found an achievable sum-DoF for the MIMO CRC without CSIT. Here, inner and
outer bounds on the DoF region are obtained (see Theorems 7 and 8). These bounds are seen
to coincide for a vast majority of the values of the 4-tuple (M1, N1,M2, N2), except when the
inequality min(N1,M1 + M2) > N2 > M2 holds. The DoF regions for models of cognition
where one or more terminals are cognitive are dealt with for perfect CSIT in [9] and without
CSIT by the authors in [26].
The K-user MIMO CRC is also studied where there is one primary transmitter/receiver pair
and all other transmitter/receiver pairs are secondary. The secondary transmitters are assumed to
know the message of the primary transmitter non-causally. The DoF regions of the K-user CRC
are derived for the two classes wherein (a) all secondary transmitters have no fewer antennas
than their paired receivers and (b) all transmitters have M antennas and all receivers have N
antennas with N > M (see Theorem 10).
Our results on general K-user MIMO networks are enabled by our analysis of the K-user
MIMO BC. In addition to showing that that analysis enables us to find the DoF region results
of the K-user IC, X and CRC networks we also show that it can be used to obtain the DoF
region of the K-user multi-hop IC in which the K transmit/receive terminals are separated by
multiple orthogonal layers of relays, with K relays per layer (see Appendix A) and where the
relays in the last layer are unaware of their outgoing channel matrices.
As another important application of the DoF region characterization of the K-user MIMO BC
of this paper, the reader is referred to the recent works on the DoF of the K-user MISO BC
[27] and DoF region of the 2-user MIMO BC [28] with delayed CSIT where it is shown that
delayed CSIT even in i.i.d. fast fading channels can help bridge a significant part of the vast
gap between the two extreme cases of perfect CSIT and complete lack of CSIT.
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Fig. 1. The K-User MIMO BC.
II. THE K-USER MIMO BC
A. Channel Model
Consider the K-user MIMO BC depicted in Fig. 1 with M > 1 transmit antennas and users
1 through K having N1, · · · , NK receive antennas, respectively. The input-output relationship
at the ith receiver in the tth time slot is given by
Y i(t) = H i(t)X(t) +W i(t), (1)
where, at time t, Y i(t) ∈ CNi×1 is the signal received by the ith user, H i(t) ∈ CNi×M is the
ith user’s channel matrix, X(t) ∈ CM×1 is the signal transmitted under the power constraint of
limn→∞
1
n
∑n
t=1 E||X(t)||
2 ≤ P , and W i(t) is the additive noise. All the receivers are assumed to
have perfect knowledge of all the channel matrices instantaneously, an assumption which we will
refer to as CSIR; however, the transmitter does not have knowledge of channel realizations but
knows the distribution of the channel matrices. Taken together, we refer to these two assumptions
simply as the “no CSIT” assumption. Define SNR = P .
We now specify the distribution of the additive noise and the channel matrices for which we
state the following two definitions.
6Definition 1 (Additive white Gaussian noise (AWGN)): The additive noise is said to be AWGN
if W i(t) are independent and identically distributed (i.i.d.) across time according the zero-mean
complex Gaussian distribution with identity covariance matrix denoted as CN
(
0, INi
)
.
Definition 2 (Class of channel distributions D0(M, N¯)): We say that the matrices {H i(t)}Ki=1
follow a distribution of type D0(M, N¯) with N¯ = (N1, N2, · · · , NK), if H i(t) are i.i.d. across
t according to H i ∀ i, {H i}’s are independent across users, and {H i}’s have i.i.d. rows with
independent channel norms and directions across receiver antennas so that their distributions
can be described as follows. Let f ∈ C1×M be a complex-valued unit-norm random row vector.
Consider matrices {F i ∈ CNi×M}Ki=1 whose rows are all i.i.d. according to f . Consider square
diagonal matrices {Λi ∈ CNi×Ni}Ki=1, where Λi contains entries {hij}Nij=1 along its diagonal. The
diagonal elements {hij}i,j are all independent non-negative random variables, which are also
independent of {F i}’s. Define random matrices H i = ΛiF i ∀ i, and assume that for each i,
{H i} is full rank with probability 1 and that each row has differential entropy greater than −∞.
The i.i.d. Rayleigh fading wherein all entries of all channel matrices are i.i.d. standard complex
Gaussian CN
(
0, 1
)
random variables clearly falls in the above category of distributions 1.
The DoF region of the MIMO BC with AWGN when the channel matrices follow a distribution
of type D0(M, N¯) is first derived. This result is then generalized in Section II-D to prove that
the same DoF region applies to a much wider class of MIMO BCs.
Consider any coding scheme that achieves the rate tuple (R1, R2, · · · , RK). Let Mi be the
message to be sent to user i over the blocklength of n. We assume that the messages are
independent and message Mi is distributed uniformly over a set of cardinality 2nRi . We say
that the rate tuple (R1, R2, · · · , RK) is achievable if, at every user, the probability of error in
decoding the respective message goes to zero as the blocklength n → ∞. Further, since there
is no CSIT, the transmit signal is independent of the actual realizations of the channel matrices.
We define the capacity region C(P ) to be the set of all achievable rate tuples (R1, R2, · · · , RK)
when the transmit-power constraint is P .
Definition 3: The degrees of freedom (DoF) region represents the set of all K tuples of high
SNR slopes corresponding to the (achievable) rate-tuples in the capacity region relative to log(P ).
1If a vector consists of i.i.d. standard complex Gaussian CN
(
0, 1
)
random variables, then its direction and norm are
independent. Moreover, its differential entropy is clearly > −∞ and a matrix that consists of such i.i.d. vectors is full rank with
probability 1.
7It is therefore defined as follows:
D = {(d1, · · · , dn) | di ≥ 0 and ∃ (R1(P ), · · · , Rn(P )) ∈ C(P ) s.t. di = MG(Ri(P )) ∀ i} ,
where the function multiplexing gain MG(·) is defined as MG(x) = limP→∞ xlog P .
Since a single-antenna point-to-point channel has 1 DoF, the DoF region can be thought of as
denoting the set of all highest, simultaneously accessible fractions of spatial signaling dimensions
(per channel use) by the users.
It is well-known that the DoF region under the idealized assumption of perfect CSIT for
the K-user MIMO BC with M transmit antennas and Ni receiver antennas at receiver i is
characterized by the single-user bounds di ≤ min{M,Ni} and the sum-DoF inequality
∑K
i=1 di ≤
min{M,
∑K
i=1Ni} (cf. [2], [3]).
B. The DoF Region
We next state our main result about the DoF region of the MIMO BC under the no CSIT
assumption.
Theorem 1: The DoF region of the K-user MIMO BC with AWGN, under the no CSIT
assumption and with the channel matrices having a distribution of type D0(M, N¯), is given as
D =
{
(d1, · · · , dn)
∣∣∣∣di ≥ 0 ∀ i, d1min(M,N1) + d2min(M,N2) + · · · + dKmin(M,NK) ≤ 1
}
.
(2)
Proof: The above DoF region is achievable by the simple time-division scheme, and hence,
is an inner-bound. The fact that it is also an outer-bound is proved in detail in Section II-C,
thereby establishing it to be the fundamental DoF region of the MIMO BC.
Remark 1 (Applicability to respective CSIR): Consider that the receivers know only their own
channel matrices (referred to as “respective CSIR”). The region in (2) is still an inner-bound
since time-division does not require receivers to know other users’ channel matrices. Moreover,
since (2) is an outer bound with CSIR, it is also an an outer-bound with respective CSIR. Hence
(2) is also the DoF region for the MIMO BC with respective CSIR.
Remark 2 (The loss of DoF): With perfect CSIT, the sum-DoF of min(M,∑iNi) can be
achieved. According to Theorem 1 however, with no CSIT, the sum-DoF are only min(M,maxiNi).
There is hence a loss of DoF due to the lack of CSIT. For example, if M =
∑
iNi and Ni = 1
∀ i, then the sum-DoF collapse from M to 1.
8Remark 3 (The case of partial CSIT): From a practical perspective, it is important to explore
the possibility of achieving higher DoF, which, as per Theorem 1, is feasible only if there is
at least partial CSIT. In particular, it has been proved that if the quality of CSIT improves at a
sufficient rate with the transmit power, any given sum-DoF up to min(M,
∑
iNi) can be achieved
[29]–[31].
Remark 4 (Applications of Theorem 1): It turns out that Theorem 1 is useful in a variety of
settings other than the MIMO BC. For instance, in Section V we use the result to derive the DoF
regions of certain classes of K-user MIMO interference, X and cognitive interference networks.
Moreover, in [27], the authors consider the K-user MISO Gaussian BC (i.e., single antenna
receivers) with delayed CSI in which every terminal including the transmitter is assumed to
have perfect CSI but with some delay, and every receiver knows its own channel instantaneously.
Using Theorem 1 an outer-bound to the DoF region was derived in [27] and was shown to be
tight when M ≥ K. The outer bound of [27] was extended by the authors again using Theorem
1 to the MIMO BC and was shown to be tight for the 2-user case in [28]. Another example that
illustrates the application of Theorem 1 is given in Appendix A, which gives the DoF region of
a K-user multi-hop interference network wherein the transmitters wish to send K independent
messages to their respective receivers with the help of multiple layers of relays.
C. Proof of Theorem 1
We assume without loss of generality that N1 ≥ N2 ≥ · · · ≥ NK . To obtain the outer-bound,
we enhance the capacity region of the original BC by assuming that receiver i knows messages
Mi+1 through MK (denoted as Mi+1:K). We then apply Fano’s inequality to upper-bound the
achievable rates. Before getting into the details however, we first introduce some notation.
Notation: For a column vector V (t) we define V ≡ Vn1 to be a vector [V T (1) · · ·V T (n)]T
For a matrix M(t), we define M ≡Mn1 to be a block-diagonal matrix with entries M(1), M(2),
· · · , M(n) along the diagonal in that order. Define xi = min(M,Ni).
Now, by Fano’s inequality, we get
Ri ≤
1
n
I
(
Mi;Y
i|Mi+1:K ,H
)
+ ǫn,
where H denotes the collection of random matrices H1, · · · , HK; the scalar ǫn is such that it
goes to zero as n→∞; and MK+1:K = φ denotes some deterministic number. Taking the limit
9over n, we obtain
Ri ≤ lim
n→∞
1
n
I
(
Mi;Y
i|Mi+1:K ,H
)
. (3)
The general approach now is to compute the multiplexing gain of both the sides of the above
equation to obtain bounds on di, and then, use these bounds to prove the inequality
∑
i
di
xi
≤ 1.
In order to do so, we prove a key lemma (Lemma 1, stated below) that relates the multiplexing
gains of certain differential entropy terms. This lemma can be proved if all the rows of all
channel matrices {H i(t)}i have identical norms at any given time t. Therefore, in Step I of our
proof, we create an ‘enhanced’ channel which has the property required for proving Lemma
1 and whose capacity region contains that of the original BC. Next, in Step II, Lemma 1 is
derived, and finally, in Step III, the required inequality is proved using the lemma.
Step I: Note that we may write H i(t) = Λi(t)F i(t), following our assumption about the
distribution of the channel matrices. Let hmax(t) be the maximum of all the diagonal entries
of {Λi(t)}Ki=1. Define Y˜ i(t) = hmax(t)
(
Λi(t)
)−1
H i(t)X(t) +W i(t) and then consider Y i(t)′ =
1
hmax(t)
Λi(t)Y˜ i(t) = H i(t)X(t) + 1
hmax(t)
Λi(t)W i(t).
Conditioned on H, 1
hmax(t)
Λi(t)W i(t) ∼ CN
(
0, Di(t)
)
where Di(t) is an Ni × Ni diagonal
matrix whose jth diagonal entry equals a positive number,
(
hij(t)
hmax(t)
)2
, that is less than or equal
to 1. Hence, if we consider a noise vector W i(t)′ that is independent of all other transmit-
receive signals and the noise vectors and whose distribution conditioned on H is given by
W i(t)′ ∼ CN
(
0, Di(t)′
)
where Di(t)′ is a square diagonal matrix such that Di(t)+Di(t)′ = INi ,
then the signal Y i(t)′+W i(t)′ is statistically equivalent to Y i(t). Hence, we have the following
Markov chain
Mi → X(t)→ Y˜
i(t)→ Y i(t)′ → Y i(t), ∀ t,
when conditioned on H and Mi+1:K . The data processing inequality [20] then implies that
I
(
Mi;Y
i|Mi+1:K ,H
)
≤ I
(
Mi; Y˜
i|Mi+1:K ,H
)
.
Note that in going from Y i(t) to Y˜ i(t), we have increased the norms of the rows of H i(t) while
maintaining the noise statistics unaltered, or equivalently, we have reduced the variance of the
additive noise, and the above inequality says that this can only increase the mutual information.
In what follows, this technique is referred to as ‘channel enhancement’. Essentially, this step
loosens the upper-bound obtained through Fano’s inequality in a manner such that the DoF result
does not change.
10
We now have the following bound on di:
di = MG(Ri) ≤ MG
{
lim
n
1
n
I
(
Mi; Y˜
i|Mi+1:K ,H
)}
= MG
{
lim
n
1
n
h
(
Y˜
i|Mi+1:K ,H
)}
−MG
{
lim
n
1
n
h
(
Y˜
i|Mi:K ,H
)}
. (4)
Step II: Recall that xi = min(M,Ni). We have the following key lemma.
Lemma 1: The inequality below holds for each i > 1:
1
xi−1
MG
{
lim
n
1
n
h
(
Y˜
i−1|Mi:K ,H
)}
≤
1
xi
MG
{
lim
n
1
n
h
(
Y˜
i|Mi:K ,H
)}
.
Before proving this lemma, we first show how it is useful.
Step III: Consider the bound on d1 given by (4). Since the transmitted signal is determined
by the messages, it is easy to see that
MG
{
lim
n
1
n
h
(
Y˜
1|M1:K ,H
)}
= 0,
which implies that
d1 ≤ MG
{
lim
n
1
n
h
(
Y˜
1|M2:K ,H
)}
.
Using Lemma 1 for i = 2, the following upper-bound can be derived
d1
x1
≤
1
x1
MG
{
lim
n
1
n
h
(
Y˜
1|M2:K ,H
)}
≤
1
x2
MG
{
lim
n
1
n
h
(
Y˜
2|M2:K ,H
)}
. (5)
Now, using the bound on d2 obtained from (4) and the above inequality, we have
d2
x2
≤
1
x2
MG
{
lim
n
1
n
h
(
Y˜
2|M3:K ,H
)}
−
1
x2
MG
{
lim
n
1
n
h
(
Y˜
2|M2:K ,H
)}
︸ ︷︷ ︸
≥
d1
x1
⇒
d1
x1
+
d2
x2
≤
1
x2
MG
{
lim
n
1
n
h
(
Y˜
2|M3:K ,H
)}
. (6)
Again, invoke the lemma with i = 3 to get
d1
x1
+
d2
x2
≤
1
x2
MG
{
lim
n
1
n
h
(
Y˜
2|M3:K ,H
)}
≤
1
x3
MG
{
lim
n
1
n
h
(
Y˜
3|M3:K ,H
)}
.
We will now use the bound on d3 given by equation (4) and the above inequality to derive
d3
x3
≤
1
x3
MG
{
lim
n
1
n
h
(
Y˜
3|M4:K ,H
)}
−
1
x3
MG
{
lim
n
1
n
h
(
Y˜
3|M3:K ,H
)}
⇒
d1
x1
+
d2
x2
+
d3
x3
≤
1
x3
MG
{
lim
n
1
n
h
(
Y˜
3|M4:K ,H
)}
. (7)
11
Working successively this way, we finally get
d1
x1
+
d2
x2
+ · · ·+
dK
xK
≤
1
xK
MG
{
lim
n
1
n
h
(
Y˜
K|MK+1:K ,H
)} (8)
at the last stage. Recall here that MK+1:K = φ, a deterministic number. Since the MIMO channel
with M transmit and N receive antennas can have at most min(M,N) DoF, we get
d1
x1
+
d2
x2
+ · · ·+
dK
xK
≤
1
xK
MG
{
lim
n
1
n
h
(
Y˜
K|φ,H
)}
≤
1
xK
min(M,NK) = 1, (9)
as required.
It can be noted that the key to the above proof is Lemma 1 which relates the multiplexing
gains of certain differential entropy terms. It is also important that we weigh these multiplexing
gains by appropriate fractions, namely, 1
xi
and 1
xi−1
before we bound the one by the other. It
is not hard to see that if these fractions are different from the ones we have here, we may not
necessarily get the tightest result.
Our approach detailed above when specialized to the case of K = 2 may roughly resemble
the one of [5]. Recall first however that [5] considers the real-valued Gaussian partial-CSIT BC
with 2 transmit antennas and 2 single-antenna receivers. Some sort of a counterpart of Lemma 1
is proved therein, where the term MG
{
limn
1
n
h
(
Y˜
i|Mi:K ,H
)}
is lower-bounded by a fraction
1
2
times the term MG
{
limn
1
n
h
(
Y˜
i−1|Mi:K ,H
)}
2
. This yields them a bound d1 + d2 ≤ 23 ,
whose tightness is still unknown. Here, for our no-CSIT model, we are interested in proving
the tightest result, namely, the bound d1 + d2 ≤ 12 for real-valued channels or, equivalently,
d1 + d2 ≤ 1 for complex-valued channels. This requires us to get the above fraction to be unity
(since x1 = x2 = 1 in this particular case), which is what Lemma 1 provides. It remains only
to prove this lemma.
Step II – Proof of Lemma 1: Let us first introduce some notation.
Notations: Let Vi(t) be the ith element of the column vector V (t). We define (Vi)n1 ≡ Vi to
be the vector [Vi(1), Vi(2), · · · , Vi(n)]T . For example, if we consider the vector Y˜ i(t), then its
jth entry is denoted by Y˜ ij (t), and the vector Y˜ij is defined as [Y˜ ij (1), Y˜ ij (2), · · · , Y˜ ij (n)]T .
2Note that it is only for the sake of illustration that we use the quantities, MG
{
limn
1
n
h
(
Y˜
i|Mi:K ,H
)}
and
MG
{
limn
1
n
h
(
Y˜
i−1|Mi:K ,H
)}
, in our explanation here. The actual terms involved in [5] are different and more complicated
than (but in some sense the direct analogues of) the ones we have here due to the consideration of the more general partial-CSIT
case. To even get this factor of 1
2
under partial CSIT requires considerable work [5].
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The proof consists of two steps: initially, it is proved that, without loss of generality, we may
assume Ni−1, Ni ≤ M ; later, we will prove the result for the case of Ni−1, Ni ≤M .
Step II.a: Suppose Ni > M . Then we show that
MG
{
lim
n
1
n
h
(
Y˜
i|Mi:K ,H
)}
= MG
{
lim
n
1
n
h
(
Y˜
i
1, Y˜
i
2, · · · , Y˜
i
M |Mi:K ,H
)}
. (10)
To this end, consider Y˜ i(t) = hmax(t)F i(t)X(t)+W i(t). Since, by assumption, the matrix F i(t)
is full rank with probability 1 its first M rows can be taken to be linearly independent. Let the
M×M matrix formed out of the first M rows of F i(t) be F i1:M(t). Then given the first M entries
Y˜ i1:M(t) of Y˜ i(t), a noisy version of the transmit signal, namely, X ′(t) =
(
F i1:M(t)
)−1
Y˜ i1:M(t) =
X(t) +
(
F i1:M(t)
)−1
W i1:M(t) can be computed. Therefore, we have
MG
{
h
(
Y˜ i(t)|H,Mi:K
)}
=MG
{
h
(
Y˜ i1:M(t)
∣∣H,Mi:K)}+MG{h(Y˜ iM+1:Ni(t)∣∣Y˜ i1:M(t),H,Mi:K)}
=MG
{
h
(
Y˜ i1:M(t)
∣∣H,Mi:K)}+MG{h(Y˜ iM+1:Ni(t)− hmax(t)F iM+1:Ni(t)X ′(t)∣∣Y˜ i1:M(t),H,Mi:K)}
=MG
{
h
(
Y˜ i1:M(t)
∣∣H,Mi:K)}+MG{h(W˜ iM+1:Ni(t)− hmax(t)F iM+1:Ni(t)(F i1:M(t))−1W i1:M(t)∣∣H,Mi:K)}
=MG
{
h
(
Y˜ i1:M(t)
∣∣H,Mi:K)} .
The equality in (10) now follows. Similarly, we can handle the case of Ni−1 > M . Hence, we
may assume that Ni, Ni−1 ≤M , which of course implies xi = Ni and xi−1 = Ni−1.
Step II.b: We will prove that
1
Ni
· h(Y˜i|Mi:K ,H) ≥
1
Ni−1
· h(Y˜i−1|Mi:K ,H) (11)
from which the proof of Lemma 1 follows.
Consider the two sets of random variables {Y˜i−11 , Y˜i−12 , · · · , Y˜i−1Ni−1} and {Y˜
i
1, Y˜
i
2, · · · , Y˜
i
Ni
}.
For a given integer m such that 0 < m ≤ min(Ni, Ni−1), it follows by symmetry that the joint
distribution of any m random variables chosen from the first set of Ni−1 random variables is
identical to that of any m random variables chosen from the second set of Ni random variables.
In fact, this is true of their conditional joint distributions as well, if we condition them on the
same set of random variables. We refer to this property as the ‘statistical equivalence of the
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involved random variables’. Using this property, we get
h(Y˜i|Mi:K ,H) =
Ni∑
j=1
{
h(Y˜ij, Y˜
i
j−1 · · · , Y˜
i
1|Mi:K ,H)− h(Y˜
i
j−1, Y˜
i
j−2 · · · , Y˜
i
1|Mi:K ,H)
}
=
Ni∑
j=1
{
h(Y˜iNi, Y˜
i
j−1 · · · , Y˜
i
1|Mi:K ,H)− h(Y˜
i
j−1, Y˜
i
j−2 · · · , Y˜
i
1|Mi:K ,H)
}
(12)
=
Ni∑
j=1
{
h(Y˜iNi|Y˜
i
j−1 · · · , Y˜
i
1,Mi:K ,H)
}
≥
Ni∑
j=1
{
h(Y˜iNi|Y˜
i
Ni−1
· · · , Y˜i1,Mi:K ,H)
}
(13)
= Ni · h(Y˜
i
Ni
|Y˜iNi−1 · · · , Y˜
i
1,Mi:K ,H), (14)
where the equality (12) follows by the property of the statistical equivalence of the involved
random variables and inequality (13) follows since conditioning reduces entropy. Again, the
application of these two ideas and inequality (14) gives us
(Ni−1 −Ni) · h(Y˜
i|Mi:K ,H) ≥ (Ni−1 −Ni) ·Ni · h(Y˜
i
Ni
|Mi:K ,H, Y˜
i
1, · · · , Y˜
i
Ni−1
)
= (Ni−1 −Ni) ·Ni · h(Y˜
i−1
Ni+1
|Mi:K ,H, Y˜
i−1
2 , Y˜
i−1
3 , · · · , Y˜
i−1
Ni
)
≥ Ni · (Ni−1 −Ni) · h(Y˜
i−1
Ni+1
|Mi:K ,H, Y˜
i−1
1 , Y˜
i−1
2 , · · · , Y˜
i−1
Ni
)
≥ Ni · h(Y˜
i−1
Ni+1
, Y˜i−1Ni+2, · · · , Y˜
i−1
Ni−1
|Mi:K ,H, Y˜
i−1
1 , Y˜
i−1
2 , · · · , Y˜
i−1
Ni
) (15)
Also, we have
h(Y˜i|Mi:K ,H) = h(Y˜
i−1
1 , Y˜
i−1
2 , · · · , Y˜
i−1
Ni
|Mi:K ,H). (16)
Adding Ni times equation (16) to inequality (15) yields us the required result of (11).
Remark 5: The class of MIMO BCs considered here does not fall into any of the special
categories, such as, degraded, less noisy, or more capable BCs (cf. [32] and the references
therein) whose capacity regions are known. Nevertheless, the above theorem gives us the rate at
which the capacity region scales with SNR for this class of BCs3.
3The non-degraded nature of the present model arises due to the magnitude scaling factors, one associated with each receive
antenna. In Step I of the proof which creates an enhanced BC, these are absorbed by the receivers and then the additive noise
is reduced to create a degraded channel.
14
Remark 6: The result of Theorem 1 in the special case of K = 2 and i.i.d. Rayleigh fading
model was obtained in [6]. As pointed out in the review of this paper, the channel enhancement
step (Step I) of the proof of Theorem 1 to create a degraded BC whose capacity region is an
outer bound to the BC of interest and an easy extension of the proof of [6] to accommodate the
degraded model where each receive antenna sees an i.i.d. channel vector can together be used to
provide an alternative proof of the 2-user DoF region for the class of BCs of Theorem 1. Note
however, that the proof provided here is stronger (even considering just the 2-user case), and
consequently can, for example, be extended to the case of isotropic fading which is included in
a model for which the DoF result is given in Theorem 3 (see Remark 14 for further details).
Three simple variants of Theorem 1 are given in the following remarks.
Remark 7 (Channel norm information at the transmitter): Consider the MIMO BCs of The-
orem 1. Suppose however that the transmitter has perfect knowledge of the norms of the all rows
of all channel matrices, i.e., at time t, the transmitter knows {hij(t)} ∀ i, j, and t. However, it has
no knowledge about the instantaneous realizations of matrices {F i(t)} ∀i and t (as before, it just
knows their distribution). With the aim of determining the DoF region under this setting (where
the transmit signal X(t) can depend on the channel norms), consider the following argument:
Step I remains valid and the analysis beyond this step depends only on the sequence {hmax(t)}t.
Steps II.a is insensitive to CSIT and Step III is valid as long as Step II.b is. Now Step II.b follows
because of the property of statistical equivalence of involved random variables even though X(t)
is dependent on the sequence {hmax(t)}t. This argument implies that the DoF region remains
unaltered even though the transmitter has channel norm information. This result underscores the
importance of channel direction information.
Remark 8 (Channel matrices with i.i.d. rows and additive noise is non-Gaussian):
Consider the subclass D−1(M, N¯) ⊂ D0(M, N¯) of fading matrix distributions in which all
rows of all channel matrices {H i(t)} are i.i.d. with differential entropy greater than −∞ and
the channel matrices are full rank with probability 1. However, while the additive noise random
variables are assumed to be i.i.d. across receive antennas and across time, they may have any
arbitrary distribution with zero mean, unit variance, and differential entropy greater than −∞
(this type of additive noise is referred to as AWN). Under these assumptions, Step I in the proof
of Theorem 1 is not needed and moreover, it is the only step that depends on the assumption of
additive noise being Gaussian. Consequently, the DoF region without CSIT of the MIMO BC
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with AWN, but with fading matrices distributed according to D−1(M, N¯), is the same as the
DoF region given in equation (2) of Theorem 1.
Remark 9 (Channel matrices correlated across time): Let the entries of H i(1) be i.i.d. ∼
CN (0, 1) ∀ i. Let [H i(t)]jk be the (j, k)th element of H i(t). For all t > 1, the distribution
of H i(t) is defined in the following manner: [H i(t)]jk = ρ · [H i(t − 1)]jk + σ · nijk(t) where
nijk(t) ∼ CN (0, 1) i.i.d. across i, j, k, and t and are also independent of [H i(t − 1)]jk; and
ρ, σ ∈ R, where ρ2+σ2 = 1 and |ρ| 6= 1. Let the noise be AWGN. For this class of MIMO BCs
Step I is again not needed and the property of statistical equivalence of the involved random
variables, which is critical for Step II.b to follow, holds by assumption of distribution of fading
matrices. Hence, the DoF region in this case is also equal to the region defined in equation (2)
of Theorem 1.
Hence, even if the channel matrices are correlated across time, the DoF of the channel remain
unchanged. It is interesting to contrast this statement with [33], [34] where it is shown that if
the channel matrices are correlated across time in some specific manner, then it is possible to
(strictly) enhance the DoF region. Thus, the results of [33], [34] may seem to contradict Remark
9. This apparent contradiction is easily resolved by observing that the staggered block-fading
model of [33], [34] in which the channel matrices remain constant over the coherence blocks of
length > 1 (and moreover, the boundaries of the coherence blocks of different channel matrices
are suitably misaligned) – which in turn is critical to achieving the strictly bigger DoF region
– does not belong to the class of fading model considered in Remark 9 in which the channel
strictly varies at each time instant4.
D. Generalizations of Theorem 1
In this section we extend Theorem 1 to include a wider class of distributions of the channel
matrices and the additive noises. Towards this end, note that up to Step II.a, we only need the
channel matrices to be invertible with probability 1, while Step III follows as long as Lemma
1 holds. Now Step II.b rests on the statistical equivalence of the involved random variables and
hence depends critically on the distributions of the channel matrices and the additive noises.
Through a detailed look at this step of the proof, Theorem 1 can be generalized as discussed
4The case of |ρ| = 1 is not addressed by Remark 9 because in this case the channel is not fast fading.
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below. Before stating the main results of this section, we define the first more general class of
fading distributions.
Definition 4 (Fading distributions D1(M, N¯) with dependent channel norms and directions):
Let H i be a representative element for H i(t), i.e., {H i(t)}t are taken to be i.i.d. (across t)
according to H i. As before, let H i = ΛiF i. The rows of {F i}Ki=1 are random vectors with
the following property: for any m > 0, if we pick m (distinct) rows (not necessarily from the
same matrix) out of the total ∑iNi random row vectors, then the joint distribution of these
does not depend on which particular m row vectors have been chosen. Further, consider the
distribution of hmax = maxi,j hij , conditioned on m (distinct) row vectors picked from the total∑
iNi rows of {F i}Ki=1. It is assumed that this conditional joint distribution does not depend on
which particular m rows that have been picked. The channel matrices are assumed to be full
rank and each row of these has differential entropy greater than −∞. If H i(t) ∼ i.i.d. (across
t) H i then the channel matrices are said to follow a distribution of type D1(M, N¯). Note that
D1(M, N¯) ⊃ D0(M, N¯).
We also need the following definition.
Definition 5 (Additive colored Gaussian noise (ACGN)): The noise is said to be ACGN if
W i(t) are i.i.d. (across time) according to a distribution CN (0,Σi), where Σi is Ni×Ni positive
definite matrix.
Clearly, AWGN is a special instance of ACGN. The following theorem on the MIMO BC with
ACGN and with fading distributions in D1(M, N¯) is more general than Theorem 1.
Theorem 2: If the channel matrices follow a distribution of type D1(M, N¯), then the DoF
region of the K-user no-CSIT MIMO BC with ACGN is equal to the region defined in equation
(2) of Theorem 1.
Proof: Achievability again follows using time-division. The proof that (2) is also an outer-
bound is given in Appendix B.
Examples of the significance of the above generalization are given in the following three
remarks.
Remark 10 (Rician fading): As mentioned earlier, the most common assumption about fading
distribution is i.i.d. Rayleigh fading where the elements of the channel matrices are i.i.d. CN (0, 1)
random variables and the channel matrices are i.i.d. across time. This type of fading falls under the
category D0(M, N¯) considered in Section II-A. Consider now the more general Rician fading
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model where all the entries of the fading channel matrices are now i.i.d. CN (η, σ2) random
variables where |η|2 + σ2 < ∞. Evidently, the norm and direction corresponding to any row
of the channel matrix, are not independent. However, this distribution falls under the category
D1(M, N¯) and thus the no CSIT DoF region is known from Theorem 2.
Remark 11 (Correlated fading): Theorem 2 addresses the case of correlated Rayleigh fading
with separable correlations (cf. [35]). Under this type of distribution, we can write H i(t) =
(AiR)H
i
w(t)(AT ) where AiR ∈ CNi×Ni and AT ∈ CM×M are fixed invertible square matrices,
and the matrix H iw(t) contains i.i.d. CN (0, 1) entries. The receiver can multiply the received
signal by (AiR)−1 to get rid of AiR and this invertible transformation will not change the involved
mutual informations. However, it will make the additive noise at the receivers colored (if they
were not colored to begin with). Moreover, after this transformation, the effective fading channel
matrices are H iw(t)(AT ), and this distribution falls under the category D1(M, N¯). Thus the DoF
region of the MIMO BC with such correlated fading (and ACGN) is given by Theorem 2.
Next we consider a different generalization of Theorem 1 that subsumes the isotropic fading
model.
Definition 6: The fading channel distribution is said to be of type D2(M, N¯) if the following
assumptions hold: Let H i be a representative element for H i(t), i.e., {H i(t)}t are taken to be
i.i.d. (across t) according to H i. Further, let the singular-value decomposition [36] of H i be H i =
U iΛi(V i)∗ be the singular-value decomposition of H i where U i is Ni×Ni unitary matrix, Λi is
Ni×min(M,Ni) diagonal5 matrix containing ordered singular values, and V i is M×min(M,Ni)
semi-unitary matrix (i.e., (V i)∗V i = I). Now, {V i}’s can have any arbitrary joint distribution
with the following property: For any i, j, and m with i 6= j and m ≤ min(Ni, Nj), any set of
m (distinct) columns picked from V i has the same joint distribution as the set of m (distinct)
columns picked from V j . Further, we let all {Λi}’s to be independent of {V i}’s with some
joint distribution. {U i}’s can be arbitrarily dependent on {Λi}’s and {V i}’s. Also, H i(t) ∼ i.i.d.
(across t) according to the distribution of H i.
Remark 12 (Isotropic fading): The class of fading distributionsD2(M, N¯) includes the isotropic
fading model considered in [24] since by definition in this model the singular-value decompo-
5If Ni > M , then we say that Λi is diagonal if the square matrix formed out of the first M rows of Λi is diagonal and last
Ni −M rows have all zero entries.
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sition H i = U iΛi(V i)∗ yields V i to be an isotropically distributed semi-unitary matrix and
matrices U i and Λi are independent of V i. The next theorem shows that the no CSIT DoF
region of the MIMO BC with AWGN and with fading distribution in D2(M, N¯) is the same as
that of Theorem 1.
Theorem 3: The no-CSIT DoF region of the K-user MIMO BC with AWGN when the fading
channel matrices are distributed as in D2(M, N¯) is the same as the DoF region defined by
equation (2) of Theorem 1.
Proof: The receiver can multiply the received signal by the unitary matrix (U i)∗ and this
unitary transformation will not change the involved mutual informations. If Ni > M then the last
Ni −M antennas (after the above unitary transformation) would receive only noise and hence
can be ignored. Therefore, after this step, we may assume that Ni ≤ M ∀ i and H i = Λ˜i(V i)∗,
where Λ˜i is the square diagonal matrix formed out of first M rows of Λi. Now the problem is
similar to that of Theorem 1.
Remark 13: The results of [6], [19] are applicable for the specific case of two-user Gaussian
MIMO BC with AWGN and i.i.d. Rayleigh fading. In contrast, Theorems 1-3 of this paper
apply to the general case of K ≥ 2 and to a wider class of distributions of channel matrices
and additive noises. The results of this section are also more general than the result on the
DoF region of the MISO BC for isotropic fading considered in [4] with respective CSIR. The
extension of the proof technique therein to the case of multiple-antenna receivers having perfect
knowledge of all channel matrices is not known. Moreover, in [5], the authors consider the case
of partial CSIT in context of a real-valued BC with 2 transmit antennas and 2 single-antenna
receivers and provide an outer-bound. But the tightness of their bound is not known in general.
In contrast, the results of this section are valid for the general K-user MIMO BC but under the
more restricted no-CSIT assumption.
Remark 14: Remark 6 points to an alternative derivation for the DoF region of the 2-user
MIMO BCs for which the channel matrices follow a distribution of type D0. Such an approach
can also be adopted to prove the 2-user version of Theorem 2 (i.e., for channel matrices having
distribution of type D1). However, it cannot be extended to BCs in D2. This is because the proof
in [6], developed for the 2-user BC with i.i.d. Rayleigh fading, requires that if any two subsets
(of equal cardinality) are chosen from the set of all rows of all users’ channel matrices, then the
joint distribution of the (independent) rows of one subset is identical to that of the rows of the
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other subset. This property holds (after incorporating Step I of proof of Theorem 1) when the
channel matrices follow a distribution of type either D0 or D1, but not D2. The reason is that,
under D2, different rows of a given channel matrix need not be independent of each other (this is
true not just because their norms are dependent but their directions themselves can be dependent).
Hence, the joint distribution of the set of say, two rows, where both rows are chosen from the
same channel matrix (assuming it has two rows) would be different from that of another set of
two rows where each row comes from channel matrices of different users. For example, if we
consider isotropic fading, the two rows of a given channel matrix are not independent whereas
if the two rows are chosen such that each comes from a different channel matrix, they can be
independent. Thus, when the channel matrices follow a distribution of type D2, even if the BC
is degraded after applying Step I of proof of Theorem 1, the applicability of the technique of
[6] is not clear; nevertheless, as proved earlier, the technique developed here (more specifically,
Step II.b of the proof of Theorem 1 which does not require the strong condition that the above
alternative approach requires) gives us the DoF region.
III. THE TWO-USER MIMO IC
In this section, we consider a MIMO network with distributed transmitters. In particular, we
consider the problem of characterizing the no-CSIT DoF region of the two-user MIMO IC with
an arbitrary number of antennas at each of four nodes.
A. Channel Model
Consider the two-user MIMO IC of Fig. 2 with two transmitter/receiver pairs where ttransmit-
ters 1 and 2 have M1 and M2 antennas, respectively, and their corresponding receivers 1 and 2,
have N1 and N2 antennas, respectively. A given transmitter has a message only for its respective
or paired receiver. However, its signal is received at the unintended receiver as interference. The
input-output relationship is given by
Receiver 1: Y (t) = H11(t)X1(t) +H12(t)X2(t) +W (t), (17)
Receiver 2: Z(t) = H21(t)X1(t) +H22(t)X2(t) +W ′(t), (18)
where at the tth channel use, Y (t) and Z(t) are the received signals; X1(t) and X2(t) are the
transmit signals; W (t) and W ′(t) are the additive noises; H11(t) ∈ CN1×M1 , H12(t) ∈ CN1×M2 ,
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HTransmitter 2 Receiver 2
Fig. 2. The 2-User MIMO IC.
H21(t) ∈ CN2×M1 , and H22(t) ∈ CN2×M2 are the direct and cross channel matrices; and there
is a power constraint of P at both transmitters. We assume that all the channel matrices are
perfectly and instantaneously known at both receivers (perfect CSIR). However, the transmitters
know only the distribution of channel matrices (no CSIT). Let the additive noise be AWGN.
We first consider the model where the channel matrices H11(t) and H21(t) follow a distribution
of type D0(M1, N¯) (recall definition 2) with N¯ = (N1, N2), whereas the matrices H12(t) and
H22(t) follow a distribution of type D0(M2, N¯). Our results are applicable to a wider class of
distributions and these generalizations are stated in Section III-G.
Let MY and MZ be the independent messages intended for receivers 1 and 2, respectively.
Define the achievability of the rate pair (R1, R2) in the usual way (see the corresponding
definition in the case of BC). The capacity region C(P ) is the set of all achievable rate pairs
when the power constraint is P . The DoF region is then defined (as in Definition 3) as
D = {(d1, d2) |d1, d2 ≥ 0 and ∃ (R1(P ), R2(P )) ∈ C(P ) such that di = MG(Ri), i = 1, 2} .
Further, the transmit signal X1(t) is independent of the message MZ and vice versa. Also both
X1(t) and X2(t) are independent of the channel matrices and the additive noises.
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Fig. 3. The inner-bound for the IC: typical shape
B. The Inner and Outer Bounds to the DoF Region
Theorem 4: The inner-bound to the DoF region of the IC with no CSIT is given by
Dinner =
{
(d1, d2) | d1, d2 ≥ 0, d1 ≤ min(M1, N1), d2 ≤ min(M2, N2),
d1
d∗1
+
d2
d∗2
≤ 1
}
, (19)
where d∗1 and d∗2 are positive numbers such that the line d1d∗
1
+ d2
d∗
2
= 1 passes through points P1
and P2 defined as
P1
△
=
(
min(M1, N1),min
{
N2, N1 −
(
(N1 −M1)
+ −M2
)+}
−min(N2, N1,M1)
)
,
P2
△
=
(
min
{
N1, N2 −
(
(N2 −M2)
+ −M1
)+}
−min(N1, N2,M2),min(N2,M2)
)
. (20)
where for a, b ∈ R, (a− b)+ △= max(0, a− b).
Proof: See Section III-D.
In Fig. 3, we plot the typical shape of Dinner. Note that depending on the relative values of
M1, M2, N1 and N2, it is possible that P1 is on the d1-axis and/or P2 is on the d2-axis. We refer
to the bound d1
d∗
1
+ d2
d∗
2
≤ 1 henceforth as the ‘inner-bound on the weighted sum’.
Remark 15 (Achievability with respective CSIR): The above inner-bound is based only on
receive zero-forcing and time sharing. Hence, it is achievable with respective CSIR as well.
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The following theorem gives the outer-bound to DoF region.
Theorem 5: Consider the MIMO IC with no CSIT. Let the channel matrices H11(t) and H21(t)
follow a distribution of type D0(M1, N¯) with N¯ = (N1, N2), whereas the matrices H12(t) and
H22(t) follow a distribution of type D0(M2, N¯). Assume the noise to be AWGN. If N1 ≥ N2,
the outer-bound to the DoF region is given by
Douter =
{
(d1, d2) |d1, d2 ≥ 0, d1 ≤ min(N1,M1), d2 ≤ min(N2,M2),
d1
min(N1,M1)
+
d2
min(N2,M1)
≤
min(N2,M1 +M2)
min(N2,M1)
}
. (21)
For the case of N2 > N1, the DoF region can be obtained by reversing the ordering of the users.
Proof: See Section III-E.
We refer to the above bound on the weighted sum of d1 and d2 as the ‘outer-bound on the
weighted sum’.
Remark 16 (Comparison of Inner and Outer Bounds): The inner and outer bounds can be
seen to coincide for all values of the 4-tuple (M1, N1,M2, N2) except when the condition
min(N1,M1) > N2 > M2 or its symmetric counterpart min(N2,M2) > N1 > M1 holds6.
C. DoF-Separability
With perfect CSIT and with fixed channel matrices the DoF region of the MIMO IC was
obtained in [8]. It was shown that the perfect CSIT DoF region is
D
csit =
{
(d1, d2) |d1, d2 ≥ 0, d1 ≤ min(M1, N1), d2 ≤ min(M2, N2),
d1 + d2 ≤ min
{
M1 +M2, N1 +N2,max(M1, N2),max(M2, N1)
}}
. (22)
It is natural to ask whether the DoF region is strictly bigger in the time-varying fading channel
setting wherein the fading matrices are random and assumed to be i.i.d. across channel uses.
This question is interesting in light of the result of [38] where it is shown that the two-user
interference channel is not separable, i.e., that the capacity of parallel interference channels is
higher than that obtained by separate encoding over the sub-channels and with power allocated
optimally across the sub-channels. Is it possible then that even the perfect-CSIT DoF region
6It was recently shown in [37] that the inner bound of Theorem 4 is in fact tight even in these cases. See Section III-F for a
further discussion.
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of the IC with i.i.d. fast fading is strictly bigger than the region defined in equation (22)? In
Appendix C, we answer this question in the negative. In other words, the DoF region of (22) is
the DoF region in the i.i.d. fast fading case too, so that the two-user MIMO IC can be said to
be DoF-separable. We are now in a position to compare DoF regions with and without CSIT.
Remark 17 (Comparison of perfect and no CSIT DoF regions): The perfect CSIT and no CSIT
DoF regions are the same if and only if N1 ≥ N2 ≥M1 or N2 ≥ N1 ≥M2.
Remark 18: The DoF-optimal transmission scheme presented in [8] (or [9]) for the perfect-
CSIT IC makes use of the null space of the cross channel matrices H12(t) and H21(t). The fact
that when N1 ≥ N2 ≥ M1 or N2 ≥ N1 ≥ M2, perfect-CSIT DoF region can be achieved even
without CSIT is not evident from the achievability scheme of [8], [9]. Hence, from these papers,
it is not clear if the no-CSIT DoF region can ever be equal to the perfect-CSIT DoF region. The
study of no-CSIT problem can be seen to yield CSI-independent robust transmission schemes
which achieve perfect-CSIT DoF regions in cases where this is possible.
Remark 19 (The loss of DoF): When the conditions in Remark 17 don’t hold, the DoF region
with perfect CSIT strictly contains that without CSIT and hence there is a loss of DoF due to
lack of CSIT. For example, the IC with M1 = M2 = 2N and N1 = N2 = N has sum-DoF of
2N with perfect CSIT and N without CSIT.
D. Proof of the Inner-Bound
From the shape of the inner-bound shown in Fig. 3, we observe that it is sufficient to establish
the achievability of points P1 and P2. The achievability of the whole region then follows by
time sharing.
Let us start with point P1. Suppose we want to achieve d1 = min(M1, N1), i.e., the maximum
DoF that can be achieved for user 1. Under this constraint, what is the maximum DoF that we
can achieve for the second user? Suppose that the second transmitter sends d2 streams. Due to
the complete lack of CSIT, the transmitters can not employ zero-forcing beam-forming, using
which the achievability of the DoF region under perfect CSIT was proved in [8], [9]. As a result,
all d2 streams sent by the second transmitter cause interference at the first receiver. This receiver
zero-forces the interference to recover the useful signal. Hence, for d1 = min(M1, N1) to be
achievable for the first user, the second transmitter is constrained to send at most min{M2, N1−
min(M1, N1)} = min{M2, (N1 − M1)+} streams. Then the second receiver receives a total
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of min(M1, N1) + min(M2, (N1 −M1)+) streams, out of which min(M1, N1) are interference
streams for it. Therefore, we can achieve d2 = min{N2,min(M1, N1)+min(M2, (N1−M1)+)}−
min{N2,min(M1, N1)}, which can be written as d2 = min
{
N2, N1 − ((N1 −M1)+ −M2)
+}−
min(N2, N1,M1). This proves the achievability of point P1. The achievability of point P2 follows
by symmetry.
E. Proof of the Outer-Bound
The outer-bound, by definition, is the set of conditions that any point (d1, d2) ∈ D must
satisfy. Therefore, the rectangular region defined by d1 ≤ min(M1, N1) and d2 ≤ min(M2, N2)
is a valid outer-bound. The goal of the remaining part of the proof is to derive the outer-bound
on the weighted sum. Without loss of generality, we may assume that N1 ≥ N2. The main idea
of the proof is similar to the one provided for the BC.
We first enhance the capacity region of the IC by assuming that the first receiver knows the
message MZ . Since the transmit signal X2(t) is determined completely by MZ , we may assume
that the first receiver knows X2(t) as well.
Define H1(t) =
[
H11(t) H12(t)
]
and analogously H2(t). Denote by H the collection of
random variables H11, H12, H21, and H22.
We now apply Fano’s inequality and then take the limit over the blocklength n to arrive at
the following:
R2 ≤
1
n
I(MZ ;Z|H) + ǫn =⇒ R2 ≤ lim
n
1
n
I(MZ ;Z|H), (23)
R1 ≤
1
n
I(MY ;Y|H,MZ) + ǫn =⇒ R1 ≤ lim
n
1
n
I(MY ;Y|H,MZ). (24)
These bounds are now used to obtain the outer-bound on the weighted sum. We will again work
through the three steps introduced while proving the DoF region of the BC. The proof is mostly
similar and we will emphasize only the differences.
Step I: This step is about channel enhancement. Recall that H11(t) and H21(t) follow a dis-
tribution of type D0(M1, N¯), and thus, write H11(t) = Λ11(t)F 11(t) and H21(t) = Λ21(t)F 21(t).
Let h1max(t) be the maximum of all diagonal entries of Λ11(t) and Λ21(t), and define h11max(t) =
h1max(t)IN1×N1 and h21max(t) = h1max(t)IN2×N2 , where Im×m, m > 0, is an m×m identity matrix.
Note here that all the diagonal entries of matrices h11max(t) and h21max(t) equal h1max(t); these
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matrices differ only in their sizes. Then, at this step, define
Y˜ (t) = h11max(t)
(
Λ11(t)
)−1
H1(t)

X1(t)
X2(t)

+W (t) (25)
Z˜(t) = h21max(t)
(
Λ21(t)
)−1
H2(t)

X1(t)
X2(t)

+W ′(t). (26)
Then, the analysis of Step I performed in the context of the MIMO BC implies that
I(MZ ;Z|H) ≤ I(MZ ; Z˜|H) and I(MY ;Y|MZ ,H) ≤ I(MY ; Y˜|MZ ,H). (27)
Then the bounds on d1 and d2 are given by
d2 ≤ MG
{
lim
n
1
n
h(Z˜|H)
}
︸ ︷︷ ︸
(1)
−MG
{
lim
n
1
n
h(Z˜|H,MZ)
}
︸ ︷︷ ︸
(2)
, and
d1 ≤ MG
{
lim
n
1
n
h(Y˜|H,MZ)
}
︸ ︷︷ ︸
(3)
−MG
{
lim
n
1
n
h(Y˜|H,MZ ,MY )
}
︸ ︷︷ ︸
(4)
. (28)
Step II: A lemma that relates the multiplexing gains of terms (2) and (3) of the above
equations is proved below. In Step III, we obtain bounds on terms (1) and (4), and then finish
the proof of Theorem 5.
Lemma 2: The following inequality holds:
1
min(M1, N2)
MG
{
lim
n
1
n
h(Z˜|H,MZ)
}
≥
1
min(M1, N1)
MG
{
lim
n
1
n
h(Y˜|H,MZ)
}
. (29)
Proof: Note that both differential entropy terms in the above inequality are conditioned on
MZ . Given MZ , X2 is deterministic. Hence
h
(
Z˜
∣∣∣MZ ,H) = h(Z˜− h21max(Λ21)−1H22X2∣∣∣H)
because translation does not change differential entropy and
Z˜− h21max
(
Λ
21
)−1
H
22
X
2 = h21maxF
21
X
1 +W′
△
= Z˜′
is independent of MZ . Also define
Y˜ − h11max
(
Λ
11
)−1
H
12
X
2 = h11maxF
11
X
1 +W
△
= Y˜′.
Hence it is sufficient to prove the inequality of the lemma with Y˜ and Z˜ replaced by Y˜′ and
Z˜
′
, respectively.
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After having eliminated the signal X2, we are left with only the first transmitter and the two
receivers (i.e., a BC with M1 transmit antennas and two receivers with N1 and N2 antennas).
Moreover, conditioned on H and MZ , the signals Y˜ and Z˜ are statistically equivalent in the
following sense. For a given integer m such that 0 < m ≤ min(N1, N2), the joint distribution,
conditioned on H and MZ , of any m random variables chosen from the set of N1 random
variables {Y˜i}N1i=1 is identical to that of any m random variables chosen from the set of N2
random variables {Z˜i}N1i=1 (this property is referred in the sequel as the statistical equivalence
of Y˜ and Z˜). Hence, the arguments in the proof of Lemma 1, developed for the BC, can be
directly applied to obtain the inequality of the present lemma.
Step III: Finally, terms (1) and (4) in equation (28) are easily bounded as
MG
{
lim
n
1
n
h(Z˜|H)
}
≤ min(M1 +M2, N2) and MG
{
lim
n
1
n
h(Y˜|H,MZ ,MY )
}
= 0 (30)
Using these two facts, Lemma 2, and the bounds given in equation (28), we obtain the outer
bound on the weighted sum, concluding the proof of Theorem 5.
F. Discussion of the Cases where the Inner and Outer Bounds Do Not Coincide
Consider, without loss of generality, the case of min(M1, N1) > N2 > M2 where the inner and
outer bounds don’t coincide. An example of the IC that falls under this category is considered in
Fig. 4, where the inner and outer-bounds to the DoF region of the IC with (M1, N1,M2, N2) =
(4, 4, 2, 3) are plotted. The inner-bound on the weighted sum passes through a point P2 = (1, 2),
whereas the outer-bound passes through a point P ′2 = (43 , 2). To achieve any point lying on the
line segment joining P2 and P ′2 (not including P2), the first transmitter must send more than
one stream. However, these streams should span only a 1-dimensional subspace at the second
receiver, because, otherwise, we can not achieve 2 DoF for the second user. This is possible only
if the first transmitter can exploit the null space of H21(t), the channel matrix between the first
transmitter and the second receiver. However, due to the absence of CSIT, this is not feasible
and point P ′2 is not achievable. Indeed, it has been proved recently that the outer-bound derived
in Theorem 5 is loose and the DoF region of the no-CSIT IC is equal to the inner-bound stated
in Theorem 4 [37].
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Fig. 4. The inner and outer bounds for the IC with (M1, N1,M2, N2) = (4, 4, 2, 3).
However, using the idea of blind interference alignment in [34], the point P ′2 can be shown to
be achievable without CSIT7 (i.e., even when the transmitters do not know the null spaces of the
channel matrices) for a staggered block fading model (to which Theorem 5 does not apply). In that
achievability scheme, the transmitter(s) makes use of the fact that the null spaces of the required
channel matrices remain constant over the coherence period thereby allowing the specification
of the beam-forming vectors/matrices that minimize the dimension of the interference-subspace
at the receiver(s) to achieve point P ′2.
G. Generalization
The following generalizations of the above result are possible.
Theorem 6: Consider the IC with no CSIT. If for a given j ∈ {1, 2}, the channel matrices
H1i(t) and H2i(t) follow a distribution of type Dj(Mi, N1, N2) ∀ i ∈ {1, 2}, then the inner and
7In [34] the example of the IC with (M1, N1,M2, N2) = (1, 2, 3, 4) was considered.
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Fig. 5. The 2-User MIMO CRC.
outer bounds to the DoF region of the no-CSIT IC with AWGN are given by those defined by
equations (19) of Theorem 4 and (21) of Theorem 5, respectively.
Proof: See Appendix D.
Remark 20: The DoF regions of the 2-user MIMO for the subclasses M1 ≤ N2,M2 ≤ N1
and M1 ≥ N1,M2 ≥ N2 were previously obtained for the i.i.d. Rayleigh fading model in
[6]. Moreover, as mentioned in the introduction, under more restrictive assumptions on the
distributions of the channel matrices and additive noises, (the same) inner and outer bounds to
the DoF region of the no-CSIT IC were also derived independently in [19], [24]. In particular, the
case of i.i.d. Rayleigh fading was considered in [19] and the more general case of isotropic fading
was considered in [24]. To obtain the outer-bound, [24] needs a crucial lemma, a counterpart of
Lemma 2, which is proved therein using the “generalized super-additive property of differential
entropy” which in turn critically depends on the assumption of isotropic fading. The proof here
does not make use of such a property and also yields a more general result.
IV. THE COGNITIVE RADIO CHANNEL
A. Channel Model
The input-output relationship of the CRC is same as that of the MIMO IC. It differs from the
IC because of one assumption, which is that one of the transmitters (here, the second transmitter,
29
also called the cognitive transmitter) knows the message of the other ‘primary’ transmitter non-
causally. See Fig. 5. The receiver of the cognitive transmitter (CT) is called the cognitive receiver
(CR) while the other transmit-receive pair is called the primary pair (denoted as PT and PR,
respectively).
Because of the non-causal knowledge of the message of the PT at the CT, the CT, besides
transmitting its own message, can also aid the PT to transmit its message.
Since the channel model of CRC is the same as that of the IC except for one extra assumption,
all the definitions in III-A apply. However, we assume that the channel matrices H1(t) and H2(t)
follow a distribution of type D0(M1 +M2, N1, N2) and that the noise is AWGN.
B. The Inner and Outer Bounds
The inner-bound is given by the following theorem.
Theorem 7: The inner-bound to the DoF region of the CRC with AWGN under the no CSIT
assumption when the channel matrices H1(t) and H2(t) follow a distribution of type D0(M1 +
M2, N1, N2) is given as
Dinner =
{
(d1, d2)
∣∣∣∣d1, d2 ≥ 0, d2 ≤ min(M2, N2), d1d∗1 + d2d∗2 ≤ 1
}
,
where d∗1 and d∗2 are such that the line d1d∗
1
+ d2
d∗
2
= 1 passes through points P1 and P2 which in
turn are defined as
P1 = (min(N1,M1 +M2), 0)
P2 =
(
min
{
N1, N2 −
(
(N2 −M2)
+ −M1
)+}
−min(N1, N2,M2),min(N2,M2)
)
.
Proof: See Section IV-C.
The typical shape of Dinner is shown in Fig. 6. Note that point P2 can be on d2-axis.
The outer bound is stated next.
Theorem 8: The outer-bound to the DoF region of the no-CSIT CRC, when H1(t) and H2(t)
follow a distribution of type D0(M1 +M2, N1, N2) and noise is AWGN, is given by
Douter =
{
(d1, d2) |d1, d2 ≥ 0, d1 ≤ min(N1,M1 +M2), d2 ≤ min(N2,M2),
d1
min(N1,M1 +M2)
+
d2
min(N2,M1 +M2)
≤ 1 · · · if N1 ≥ N2
d1
min(N1,M2)
+
d2
min(N2,M2)
≤
min(N1,M1 +M2)
min(N1,M2)
· · · if N1 < N2
}
.
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Fig. 6. CRC: typical shape of the inner-bound
Proof: See Section IV-D.
Remark 21 (Comparison of inner and outer bounds): We observe that the inner and outer
bounds coincide and give us the exact characterization of the DoF region, except if min(N1,M1+
M2) > N2 > M2.
Remark 22 (Perfect-CSIT DoF region): The DoF region of the CRC with perfect CSIT is
given by8 [9]
D
csit =
{
(d1, d2) |d1, d2 ≥ 0, d1 ≤ min(M1 +M2, N1), d2 ≤ min(M2, N2),
d1 + d2 ≤ min {M1 +M2, N1 +N2,max(M2, N1)}
}
. (31)
Remark 23 (Comparison of perfect and no CSIT DoF regions of the CRC): The DoF regions
of the CRC with perfect and no CSIT are identical only if N1 > N2 ≥M1+M2 or N2 ≥ N1 ≥
M2. Note that if N2 ≥ N1 ≥ M2, it is still possible that M1 +M2 > N2 in which case the
perfect-CSIT DoF-region optimal transmission scheme presented in [9] will still make use of the
8Again, [9] deals with the case of deterministic (fixed) channel matrices, whereas we are dealing here with the case of time-
varying channel matrices. However, the converse of [9] and the discussion in Appendix C imply that the perfect-CSIT DoF region
of the CRC considered here equals the region stated in this remark. In other words, the MIMO CRC is also DoF-separable.
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null space of channel matrix
[
H21(t) H22(t)
]
. However, from the results of Theorems 7 and 8,
we know that whenever N2 ≥ N1 ≥ M2, CSIT is not necessary for DoF-optimal performance.
Hence, for the case of N2 ≥ N1 ≥ M2, the achievability scheme in this paper improves upon
the CSI-dependent scheme of [9] in that it achieves the same DoF performance without CSIT.
Remark 24 (Comparison of the DoF regions of the IC and the CRC): Let us now determine
when it is useful, in terms of the DoF region, to have a cognitive transmitter. If N1 > M1, the
DoF region of the CRC is always bigger than that of the IC, because the maximum number of
DoF achievable for the first user increase from M1 to min(N1,M1 +M2) > M1. Consider now
the case of N1 ≤M1 wherein the maximum number of DoF achievable for the first user do not
increase when the second transmitter is made cognitive. It is easy to verify that, under no CSIT,
the inner bound remains unchanged in going from the IC to the CRC. But, quite interestingly,
when there is perfect CSIT, the DoF region of the CRC is, in general, strictly bigger than that of
the corresponding IC. To understand this, consider the following. When there is perfect CSIT,
the dimension of the interference subspace at the second receiver is equal to the number of
streams intended for the first receiver minus the dimension of the null spaces of H21(t) and[
H21(t) H22(t)
]
in the cases of the IC and the CRC, respectively, because the signal intended
for the first receiver can be transmitted by only the first transmitter in the case of the IC whereas
it can be done by both transmitters in the case of the CRC. Since the dimension of the null
space of
[
H21(t) H22(t)
]
is in general higher than that of H21(t), making the second transmitter
cognitive helps in reducing the interference at the second receiver. However, this reduction in
the interference at the second transmitter is feasible only with perfect CSIT, and hence, under
no CSIT, the two inner bounds are equal.
In summary, it is useful to have the second transmitter cognitive only if N1 > M1 given
currently known inner-bounds.
A possible generalization of the model of the CRC is to allow the possibility of having one
or more terminals cognitive at the same time. The DoF regions of such channels were derived
in [9] for the case of perfect CSIT. It turns out that the general techniques developed here are
useful for characterizing its no-CSIT DoF region as well. See [26] for details.
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C. Proof of the Inner-Bound
It is sufficient to prove the achievability of points P1 and P2. Let us start with point P1. Since
the CT knows the message to be transmitted by the PT, the maximum DoF that are achievable
for the primary pair are d1 = min(N1,M1 +M2). Now, when d1 = min(N1,M1 +M2), we do
not know how to achieve any positive DoF for the CT-CR pair, i.e., d2 = 0. This is because
depending upon the relative values of N1 and M1 +M2, either the CT uses all M2 streams or
all possible N1 DoF of the received signal-space of the PR are used up.
Consider now point P2. Note that this point is the same as the corresponding point defined
for the IC (cf. equation (20)). That is, given d2 = min(M2, N2), the maximum DoF known to
be achievable for the first user are min
{
N1, N2 − ((N2 −M2)+ −M1)
+} −min(N1, N2,M2),
irrespective of whether the second transmitter is cognitive or not. A simple argument explains
this. If N2 ≤ M2, all possible DoF available at the second receiver are used up to achieve
d2 = min(M2, N2) = N2, and therefore, we can not achieve any positive DoF for the first user.
Now, if M2 < N2, the second transmitter has used up all available M2 DoF, and hence, we do not
know how to improve the DoF achievable for the first user, even though the second transmitter
is cognitive.
D. Proof of the Outer-Bound
Again, the rectangular region defined by the constraints d1 ≤ min(N1,M1 +M2), and d2 ≤
min(M2, N2) is certainly an outer-bound. Thus, only the outer-bound on the weighted sum needs
to be derived. We have to consider the two cases, namely, N1 ≥ N2 and N2 > N1 separately.
Let us begin with the first case.
We apply Fano’s inequality assuming that the PR knows the message MZ . Again, the proof
is similar to those provided in the cases of BC and IC. It consists of three steps.
Step I: We directly state the bounds on d1 and d2 that we get after the step of channel
enhancement. In fact, when N1 ≥ N2 these bounds are identical to the corresponding bounds
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derived for the IC (cf. equation (28)) .
d2 ≤ MG
{
lim
n
1
n
h(Z˜|H)
}
︸ ︷︷ ︸
≤ min(N2,M1+M2)
−MG
{
lim
n
1
n
h(Z˜|H,MZ)
}
, (32)
d1 ≤ MG
{
lim
n
1
n
h(Y˜|H,MZ)
}
−MG
{
lim
n
1
n
h(Y˜|H,MZ ,MY )
}
︸ ︷︷ ︸
= 0
, (33)
where Y˜ and Z˜ are as in equation (28).
Step II: Consider the following lemma.
Lemma 3: The following inequality holds:
1
min(M1 +M2, N2)
MG
{
lim
n
1
n
h(Z˜|H,MZ)
}
≥
1
min(M1 +M2, N1)
MG
{
lim
n
1
n
h(Y˜|H,MZ)
}
.
Proof: The proof of this lemma is similar to that of Lemma 2. The important difference
here is that since the second transmitter is cognitive, its signal X2(t) is determined by both the
messages and not just the message MZ , and therefore, conditioned on MZ , the signal X2 of the
second transmitter is not deterministic.
Therefore, as far as this lemma is concerned, we have to consider the BC with M1 + M2
transmit antennas (obtained by pooling the antennas at the two transmitters) and two receivers
with N1 and N2 antennas. Then, applying Lemma 1, we obtain the required result.
Step III: This follows in the standard way. This completes the proof for the first case and let
us now consider the second case.
Here, N2 > N1. We assume that the CR knows the message MY of the primary pair. Again,
we use Fano’s inequality. The bounds obtained at the end of Step I are stated below.
Step I: We have
d1 ≤ MG
{
lim
n
1
n
h(Y˜|H)
}
︸ ︷︷ ︸
≤min(N1,M1+M2)
−MG
{
lim
n
1
n
h(Y˜|H,MY )
}
,
d2 ≤ MG
{
lim
n
1
n
h(Z˜|H,MY )
}
−MG
{
lim
n
1
n
h(Z˜|H,MZ ,MY )
}
︸ ︷︷ ︸
=0
,
where Y˜ and Z˜ are as before.
Step II:
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Fig. 7. The inner and outer bounds for the CRC with (M1, N1,M2, N2) = (3, 5, 2, 4).
Lemma 4: The following inequality holds:
1
min(M2, N1)
MG
{
lim
n
1
n
h(Y˜|H,MY )
}
≥
1
min(M2, N2)
MG
{
lim
n
1
n
h(Y˜|H,MY )
}
.
Proof: Now, conditioned on MY , the signal X1 is deterministic. Hence, as far as this lemma
is concerned, we have the BC with CT as its transmitter, and PR and CR as its receivers.
Step III: Follows in the standard way.
E. Discussion of the Case where the Inner and Outer Bounds Do Not Coincide
Consider the example of the CRC given by (M1, N1,M2, N2) = (3, 5, 2, 4) for which the
condition min(N1,M1 + M2) > N2 > M2 holds. The inner and outer bounds to the DoF
region are shown in Fig. 7. Here, the outer bound on the weighted sum passes through a point
P ′2 = (2.5, 2), whereas the inner bound passes through a point P2 = (2, 2). We believe that to
achieve any point lying on the line segment joining points P2 and P ′2 (not including P2), it is
necessary that the transmitters are able to exploit in some manner the null space of the channel
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Fig. 8. The K-User MIMO IC with K = 3.
matrix to the second receiver (i.e., of
[
H21(t) H22(t)
]
). We therefore conjecture that, as in the
case of the IC, the inner-bound to the no-CSIT DoF region is tight. Thus, a better bounding
technique is needed to derive a tight outer-bound.
V. EXTENSION TO K-USER MIMO IC, CRC, AND THE X NETWORKS
In this section, we consider important classes of K-user interference networks and obtain their
no-CSIT DoF regions in some special cases.
A. The K-User IC
The K-user MIMO IC is defined as a generalization of the 2-user MIMO IC and is shown in
Fig. 8 for the case of K = 3. The input-output relationship is given by
Y i(t) =
K∑
j=1
H ij(t)Xj(t) +W i(t),
where Y i ∈ CNi×1 is the signal received at the ith user; Xj(t) ∈ CMj×1 is the signal transmitted
by transmitter j; H ij(t) ∈ CNi×Mj is the channel matrix from transmitter j to receiver i; W i(t) is
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additive noise. There is a power constraint of P at all transmitters. It is assumed that all receivers
know all the channel matrices perfectly and instantaneously, while the transmitters know only
their distribution (i.e., global CSIR and no CSIT).
Let H i(t) =
[
H i1(t) · · · H iK(t)
]
. The channel matrices {H i} follow a distribution of
type D0(
∑
iMi, N¯) with N¯ = (N1, N2, · · · , NK). Further, we take noise to i.i.d. CN (0, 1).
Lastly, channel and noise realizations are taken to be i.i.d. across time.
The DoF region is defined in the standard manner.
We have the following results about the DoF region of the K-user IC. Let by Mtot =
∑
iMi.
Lemma 5: The outer-bound to the DoF region of the K-user IC with no CSIT is given by
D
outer =
{
(d1, · · · , dK)|0 ≤ di ≤ min(Mi, Ni),
K∑
i=1
di
min(Ni,Mtot)
≤ 1
}
. (34)
Proof: For User i, the maximum achievable DoF can not exceed min(Mi, Ni). If we assume
that all the transmitters can cooperate perfectly, then the DoF region of the resulting BC will be
an outer-bound to the DoF region of the IC. For the resulting BC, by Theorem 1, we observe
that the condition
∑K
i=1
di
min(Ni,Mtot)
≤ 1 must hold. We refer to this type of outer-bound as the
‘overall BC outer-bound’.
This outer-bound stated in the lemma is tight in the following cases.
Theorem 9: The DoF region of the K-user MIMO IC with no CSIT is given by the region
defined in equation (34), provided one of the following conditions hold:
1) Ni ≤ Mi ∀ i, and
2) Ni = N , Mi = M ∀ i and N > M .
Proof: We only need to prove the achievability part. Consider Case 1). The outer-bound
is defined by
∑
i
di
Ni
≤ 1, and the achievability follows by time division. In Case 2), the outer-
bound is defined by conditions di ≤ M ∀ i and
∑
i di ≤ min(N,KM). Therefore, the entire
outer-bound is achievable by receive zero-forcing and time sharing.
Remark 25: The above theorem provides the complete characterization of the case where all
the transmitters have equal number of antennas, and so do all receivers. Furthermore, this result
is more general than the corresponding perfect-CSIT result in the sense that the DoF region of
the perfect-CSIT K-user MIMO IC is known only if max(M,N)
min(M,N)
is an integer.
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Fig. 9. The K-User MIMO CRC with K = 3.
Remark 26: Recently, it has been proved that over the time-varying K-user SISO IC (Mi =
Ni = 1, ∀i) with perfect channel knowledge at all nodes, K2 sum-DoF are achievable almost
surely using the technique of interference alignment [13]. However, in light of the above theorem,
we see that the sum-DoF are limited to 1 when there is no CSIT. The work of [13] has been
generalized in [22] to the case of time-varying MIMO IC with perfect CSI at all nodes where
all transmitters have M antennas and all receivers have N antennas each. If we compare the
sum-DoF achievable with perfect CSIT and no CSIT in the special case of M = N , we observe
that the sum-DoF collapse from MK
2
with perfect CSIT to M without CSIT.
B. The K-User CRC
We define the K-user MIMO CRC as the K-user MIMO IC wherein the first transmit-receive
pair is primary while all other pairs are cognitive, i.e., transmitters 2 to K know the message of
the primary/first transmitter non-causally. The K-user CRC for the case of K = 3 is shown in
Fig. 9. We have the following results for this CRC.
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Lemma 6: The outer-bound to the DoF region of the K-user CRC with no CSIT is given by
D
outer =
{
(d1, · · · , dK)|0 ≤ d1 ≤ min(Mtot, N1), 0 ≤ di ≤ min(Mi, Ni) ∀ i > 1,
K∑
i=1
di
min(Ni,Mtot)
≤ 1
}
. (35)
Proof: Since every transmitter knows the message of the primary, it follows d1 ≤ min(Mtot, N1).
Also we have the single-user bounds di ≤ min(Mi, Ni) ∀ i > 1. The bound on the weighted
sum of {di}’s holds because the overall BC outer-bound is applicable to the CRC as well.
The outer-bound is tight in the following cases.
Theorem 10: The DoF region of the K-user MIMO CRC with no CSIT is given by the region
defined in equation (35), provided one of the following conditions hold:
1) Ni ≤ Mi ∀ i > 1, and
2) Ni = N , Mi = M ∀ i and N > M .
Proof: Again, only the achievability part needs to be proved.
Case 1): The outer-bound in this case is defined by the constraint d1
min(N1,Mtot)
+
∑K
i=2
di
min(Mi,Ni)
≤
1. This entire region is achievable by time division.
Case 2): In this case, the outer-bound is defined by the constraints di ≤ M ∀ i > 1 and∑
i di ≤ min(KM,N). Since
∑
i di ≤ N , the receivers can simply zero-force the interference.
Now, it must be verified that the transmitters can support any DoF-tuple in the region. Given
any K-tuple (d1, d2, · · · , dK), the ith transmitter, i > 1, must send di (≤ M) streams since no
other transmitter is cognitive of its message. Therefore, all the transmitters together can send
M +
∑K
i=2(M − di) streams to the first receiver since every transmitter knows the message of
the primary pair. For any K-tuple (d1, · · · , dK) with
∑
i di ≤ KM , d1 ≤ KM −
∑K
i=2 di =
M +
∑K
i=2(M − di), and hence, the transmitters can support any K-tuple in the outer bound.
Therefore, the entire outer-bound is also achievable.
Remark 27: Note that the above theorem provides the complete characterization in the case
wherein all transmitters as well as all receivers have equal number of antennas.
C. The MIMO X Channel
The K-user X channel is like the fully connected K-user IC, except that every transmitter
has a message for every receiver. Fig. 10 shows an example of the K-user X channel with
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Fig. 10. The K-User MIMO X Channel with K = 3.
K = 3. Let dji denote the DoF corresponding to the message sent by the ith transmitter to the
jth receiver. Then we have by the following theorem.
Theorem 11: The DoF region of the K-user no-CSIT MIMO X channel with Mi = M and
Ni = N ∀ i is given by
D =
{(
dij
)K
i,j=1
∣∣∣∣∣0 ≤ dij ≤ min(M,N) ∀ i, j,
K∑
i,j=1
dij ≤ min(N,KM)
}
.
Proof: Let us first prove that the above region is an outer-bound. Clearly, dij ≤ min(M,N)
∀ i, j. To prove the remaining inequality, let use assume that all the transmitters can cooperate.
Then Theorem 1 implies that the following inequality is a valid outer-bound:
K∑
i=1
∑
j dij
min(N,KM)
≤ 1⇒
K∑
i,j=1
dij ≤ min(N,KM).
The fact that the above region is an inner-bound follows directly from Theorem 9.
Remark 28: The above theorem can be easily generalized to the case of X channel with
unequal number of transmitters and receivers. The generalization has been omitted to avoid
repetition.
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Remark 29: The inner and outer-bounds to the DoF region of the perfect-CSIT 2-user X
channel have been proposed and these bounds are known to be tight in the special case wherein
all terminals have equal number of antennas [14], [15]. This work was generalized in [16] to
the case of time-varying X network with an unequal number of transmitters and receivers (both
≥ 2). In particular, [16] characterizes the exact DoF region of the SISO X channel. However,
for the case wherein all terminals have multiple but equal number of antennas, only inner and
outer-bounds are given which do not coincide. We hence have an exact characterization of the
no-CSIT DoF region although the perfect-CSIT DoF region is not yet completely known.
VI. CONCLUSION
In this paper, we comprehensively deal with the problems of obtaining the DoF regions
without CSIT of several MIMO networks including broadcast, interference, X and cognitive radio
networks for the 2-user case and K-user cases under general conditions on the fading distributions
that subsume the commonly assumed models of i.i.d. Rayleigh fading and isotropic fading as
special cases. The exact characterization of the DoF region of the K-user BC is obtained. For the
two-user MIMO IC and the CRC with an arbitrary numbers of antennas at each node, the inner
and outer bounds obtained herein yield the exact characterization of the DoF regions, except
for a few cases. Finally, the DoF regions of some important classes of the K-user MIMO IC,
X, CRC and multi-hop interference networks are also derived. Comparisons with perfect CSIT
DoF regions in many cases reveal insights about when a lack of CSIT results in a loss of DoF,
thereby motivating feedback of CSI in these cases and when lack of CSIT results in no loss
of DoF yielding robust CSI-independent transmission schemes in these cases that achieve the
DoF performance of their CSI-dependent counterparts resulting from the corresponding previous
perfect CSIT study. An interesting open problem is to find the DoF region of the CRC for the
case in which it is not unknown. More broadly speaking, the results derived here for the no-CSIT
case warrant a generalization to the case of partial CSIT.
APPENDIX A
THE MULTI-HOP INTERFERENCE NETWORK
In this appendix we obtain the DoF region of a general multi-hop (n-hop) interference network
with K transmit-receive terminal pairs with n − 1 layers of K relays each that separate them,
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Fig. 11. The 2-Hop 2-User Interference Channel (IC).
wherein the last layer of relays has no knowledge of the outgoing channel realizations to the
receivers. All terminals are assumed to have M antennas each. It is sufficient to consider the
particular case of the two-user, two-hop IC because the argument easily extends to the general
case.
The two-user, two-hop IC consists of two transmitters which intend to communicate two
independent messages to their respective receivers and this communication is aided by two
relays as shown in Fig. 11. The input-output relationship is defined via the equations
Y r1(t) = Hr11(t)X1(t) +Hr12(t)X2(t) +W r1(t),
Y r2(t) = Hr21(t)X1(t) +Hr22(t)X2(t) +W r2(t),
Y d1(t) = Hd11(t)Xr1(t) +Hd12Xr2(t) +W d1(t),
Y d2(t) = Hd21(t)Xr1(t) +Hd22Xr2(t) +W d2(t),
where at the tth time slot, X1(t), X2(t), Xr1(t), and Xr2(t) ∈ CM×1 are the signals transmitted
by the two transmitters and the two relays, respectively, Y r1(t), Y r2(t) and Y d1(t), Y d2(t) ∈
C
M×1 are the signals received by the two relays and the two receivers, respectively; and W r1(t),
W r2(t), W d1(t), and W d2(t) ∈ CM×1 are the additive white Gaussian noises. This channel has
been studied recently under the assumption of perfect and global CSIT (see [17], [18] and the
references therein).
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Define Hd1(t) =
[
Hd11(t) Hd12(t)
]
and Hd2(t) =
[
Hd21(t) Hd22(t)
]
. The following theo-
rem gives the DoF region of this channel when CSI is not available at the relays.
Theorem 12: Consider the two-hop IC with AWGN in which Hd1 and Hd2 follow a distri-
bution of type D0(2M,M,M). Suppose that both receivers know the channel matrices Hd1(t)
and Hd2(t) perfectly and instantaneously, whereas the relays know only their distribution. The
DoF region of this two-hop IC is then given by
D =
{
(d1, d2) |d1, d2 ≥ 0, d1 + d2 ≤M
}
,
regardless of the knowledge of the channel matrices {Hrij(t)}2i,j=1 at the transmitters, relays,
and the receivers.
Proof: The achievability of the above region follows by time division. To prove the converse,
consider the following argument. The DoF region of the two-hop IC can not reduce if both relays
are given the side information of the two messages. Hence, the DoF region of the two-hop IC is
outer-bounded by that of the BC in which the two relays serve as the common transmitter (since
both of them know both messages) and the receivers of the two-hop IC are also the receivers in
the BC. Hence, using Theorem 1, we have that for any (d1, d2) ∈ D, d1 + d2 ≤M .
Remark 30: The above theorem shows that even if the transmitters have perfect CSI, it can
not help improve the DoF region unless the relays have CSI of Hd1(t) and Hd2(t).
Remark 31: Recently, it has been proved that the single-antenna 2-hop IC (with M = 1) has
2 sum-DoF, if there is perfect CSI at all terminals [18] (see also references therein). The above
theorem shows that the achievability of 2 DoF over this channel depends critically on having
perfect knowledge of Hd1(t) and Hd2(t) at the relays.
This result can clearly be extended to the n-hop K-user interference network consisting of K
transmitters, which need to communicate K independent messages to their respective receivers
through (n− 1) layers of relays where, at each layer, there are K relays and the relays of the
last layer do not have knowledge of the channel matrices of the last hop.
APPENDIX B
PROOF OF THEOREM 2
Let us first consider the case of AWGN. To prove that the outer-bound is still given by
the region defined in equation (2), it is sufficient to prove that Step II.b follows under the
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generalization of fading distribution being in D1(M, N¯). To this end, note that the property of
statistical equivalence of random variables Y˜i−11 , Y˜i−12 , · · · , Y˜i−1Ni−1 , and Y˜
i
1, Y˜
i
2, · · · , Y˜
i
Ni
still
holds. Hence, Step II.b follows and the conclusion of Theorem 1 applies.
Next consider the case of ACGN but with fading distribution in D0(M, N¯). Let dmin be the
minimum of all eigenvalues of all covariance matrices {Σi}Ki=1. Since {Σi}’s are taken to be
positive definite, dmin > 0. Then Σi  dminINi ∀ i within the partial order of positive semi-
definite matrices. Therefore, if we assume that W i(t) ∼ CN (0, dminINi), then the technique of
channel enhancement developed earlier implies that the involved MI terms can only increase
by this assumption. Therefore, the DoF region of the BC with W i(t) ∼ CN (0, dminINi), which
is given by Theorem 1, will be an outer-bound to the DoF region of the original BC where
W i(t) ∼ CN (0,Σi). The result then follows by noting that the region defined in Theorem 1 is
achievable over the original BC.
The general case with fading distribution in D1(M, N¯) and with ACGN is now easily proved
by combining the two arguments above.
APPENDIX C
THE TWO-USER MIMO IC IS SEPARABLE IN THE DOF SENSE
It is shown here that the perfect-CSIT DoF region of the IC with i.i.d. fast fading is given by
the region defined in equation (22). Recall that the DoF region of the (perfect-CSIT) IC with
the deterministic channel fading matrices is derived in [8]. Their proof is suitably modified here
to obtain the result. The proof here makes use of the fact that the point-to-point perfect-CSIT
MIMO channel is separable [39], [40].
From equation (22), we see the sufficiency of proving d1 + d2 ≤ max(N1,M2), which is the
topic of the remainder of the appendix. It is first shown that if N1 ≥ M2, then d1 + d2 ≤ N1
(c.f. [8, Theorem 1]), and later the remaining case is dealt with (c.f. [8, Corollary 1]).
Let us start with the case of N1 ≥M2. In the notations of Section III-E, we have, by Fano’s
inequality,
R1 ≤
1
n
I(MY ;Y,H) + ǫn and R2 ≤
1
n
I(MZ ;Z,H) + ǫn.
Now, define
α(t) = min
( 1
σ2max[H
12(t)]
,
1
σ2max[H
22(t)]
)
,
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where σmax[A] represents the largest singular-value of A; and
Wb(t) ∼ CN
(
0, H12(t)
{
[H12(t)]∗H12(t)
}−1
[H12(t)]∗ − α(t)H12(t)[H12(t)]∗
)
and the realizations of Wb(t) are i.i.d. across time. Then following Steps 1 and 2 of the proof
of [8, Theorem 1], we get the following:
R1 ≤
1
n
I
(
MY ;Y −Wb|H
)
+ ǫn
=
1
n
I
(
MY ,MZ ;Y −Wb|H
)
+ ǫn −
1
n
I
(
MZ ;Y −Wb|MY ,H
)
+ ǫn, and
R2 ≤
1
n
I(MZ ;Z|MY ,H
)
+ ǫn.
Then following Steps 3-5 of the proof of [8, Theorem 1], it can be shown that
I
(
MZ ;Y −Wb|MY ,H
)
≥ I(MZ ;Z|MY ,H
)
.
This implies that
R1 +R2 ≤
1
n
I
(
MY ,MZ ;Y −Wb|H
)
+ ǫn.
In other words, R1+R2 must be less than or equal to the rate achievable over some perfect-CSIT
point-to-point MIMO channel with M1 +M2 transmit and N receive antennas. The total DoF
achievable over such a channel are always limited by N1 since it is separable [1], [40], [41], [5,
Lemma 6]. Hence, d1 + d2 ≤ N1 as needed.
Further, using [8, Corollary 1], the remaining case of M2 > N1 can also be handled to prove
the required bound on the sum-DoF.
It is also easy to see that the assumption of fading matrices varying independently across time
is not critical to the above proof. We only need that the fading process to be stationary and
ergodic.
APPENDIX D
PROOF OF THEOREM 6
We prove this theorem along the lines of the proof of Theorem 5, which, as one may recall,
consists of three steps. Moreover, the last step, Step III, is insensitive to the distribution of
channel matrices and thus follows without any modification. Therefore, we focus on Steps I and
II. Toward this end, for each j, we redefine Y˜ (t) and Z˜(t) (which would serve as counterparts
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of equations (25) and (26) in the proof of Theorem 5) such that the inequalities in (27) (and
hence, in (28)) and (29) still hold, even though the channel matrices follow a distribution of
type Dj . Further, the validity of inequalities (27) and (28) implies that of Step I, whereas the
implication of the inequality in (29) is that Step II holds. The proof of this theorem can then be
completed by performing Step III.
Consider the case of j = 1, where the channel matrices follow a distribution of type D1.
Here, Y˜ (t) and Z˜(t) are defined in a manner identical to their definitions stated in the proof
of Theorem 5. Then, the arguments which yield us inequalities (27) and (28) in the case of
Theorem 5 imply their validity in the present case as well. It now remains to verify that the
inequality in (29) holds. To this end, recall that this inequality has been stated before as Lemma
2, and moreover, as argued in its proof there, this inequality holds, provided we have the property
of statistical equivalence of Y˜ and Z˜, which can be shown to be true, even with the channel
matrices of type D1 (c.f. the proof of Theorem 2, which generalizes the result of Theorem 1
from class D0 to class D1). Hence, the theorem follows for j = 1.
When j = 2, we define Y˜ (t) and Z˜(t) as follows. Write H i1(t) = U i1(t)Λi1(t)
(
V i1(t)
)∗ for
i = 1, 2 (see Definition 6). Let h(t) to be the maximum of all elements of matrices Λ11(t) and
Λ21(t). Define h1max(t) = max{1, h(t)} and hi1max(t) = h1max(t)INi×Ni for i = 1, 2. Let Λ˜i1(t) be
the square diagonal matrix formed by taking only the first min(M1, Ni) rows of Λi1(t) (i.e., it
contains singular values of H i1(t) along the diagonal). Define the matrices
Di1(t) =

Λ˜i1(t) 0pi×qi
0qi×pi Iqi×qi

 for i = 1, 2,
where pi = min(M1, Ni), qi = Ni − pi, and 0pi×qi denotes the all-zero matrix of size pi × qi.
Then define
Y˜ (t) = h11max(t)
(
D11(t)
)−1(
U11(t)
)∗
H1(t)

X1(t)
X2(t)

+W (t) and
Z˜(t) = h21max(t)
(
D21(t)
)−1(
U21(t)
)∗
H2(t)

X1(t)
X2(t)

+W ′(t).
With the above definitions, the inequalities in (27) and (28) are true because all the diagonal
elements of matrices D11(t) and D21(t) are less than or equal to h1max(t), which is present along
the diagonal of h11max(t) and h21max(t). Further, the property of statistical equivalence of Y˜ and Z˜
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also holds (see Definition 6) and hence also the inequality (29). The theorem then follows for
j = 2 by completing Step III.
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