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High-order harmonic generation and Fano resonances
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We present a high harmonic generation theory which generalizes the strong-field approximation to
the resonant case, when the harmonic frequency is close to that of the transition from the ground
to an autoionizing state of the generating system. We show that the line shape of the resonant
harmonic is a product of the Fano-like factor and the harmonic line which would be emitted in the
absence of the resonance. The theory predicts rapid variation of the harmonic phase in the vicinity
of the resonance. The calculated resonant harmonic phase is in reasonable agreement with recent
measurements. Predicting the phase-locking of a group of resonantly-enhanced harmonics, our
theory allows to study the perspectives of producing attosecond pulse train using such harmonics.
PACS numbers: 42.65.Ky 32.80.Rm
Although high-order harmonic generation (HHG) via
interaction of intense laser pulses with matter provides
a unique source of coherent femtosecond and attosecond
pulses in the extreme ultraviolet (XUV), the low effi-
ciency of the process is a serious limit for its wide appli-
cation. Using the resonances of the generating medium
is a natural way to boost the efficiency, as was suggested
already in the early HHG experimental [1] and theoreti-
cal [2, 3] studies. Generation of high harmonics with fre-
quencies close to that of the transition from the ground
to an autoionizing state (AIS) of the generating particle
were experimentally investigated in plasma media (for a
recent review see [4, 5]), and in noble gases [6, 7].
A number of theories describing HHG enhancement
due to bound-bound transitions were suggested [8–12],
and recently theories based on the specific properties
of AIS were developed [13–16]. These theories involve
rescattering model [17, 18] in which the HHG is described
as a result of tunneling ionization, classical free electronic
motion in the laser field, and recombination accompanied
by the XUV emission upon the electron’s return to the
parent ion. In particular, in [16] one of us suggested a
four-step resonant HHG model. The first two steps are
the same as in the three-step model, but instead of the
last step (radiative recombination from the continuum
to the ground state) the free electron is trapped by the
parent ion, so that the system (parent ion + electron)
lands in the AIS, and then it relaxes to the ground state
emitting XUV.
Besides, there are several theoretical studies in which
the HHG efficiency was calculated using the recombina-
tion cross-section. It was done heuristically [19] and ana-
lytically [20] for the Coulomb interaction and generalizing
the numerical results for the molecules [21].
In this paper we suggest the high-order harmonic gen-
eration theory considering an AIS in addition to the
ground state and free continuum treated in the theory
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for the non-resonant case [23]. We show that such accu-
rate consideration verifies the model [16]. Moreover, we
show that the intensity of the resonant HHG is described
with a Fano-like factor that includes the scattering cross-
section. However, in contrast to the previously suggested
theories our approach allows also calculating the resonant
harmonic’s phase.
We start with the time-dependent Schro¨dinger equa-
tion for an atom or ion in an external laser field linearly
polarized along the x-axis:
i
∂
∂t
Ψ(r, t) = HˆΨ(r, t), (1)
where Hˆ =
(− 12∇2 + V (r)− E(t)x) is the total Hamilto-
nian, and r is the set of coordinate vectors of the electrons
in the atom (ion). The wave function can be written as
a sum of the ground state, unperturbed continuum and
AIS:
Ψ = Ψground +Ψfree + c(t)ΨAI (2)
To solve the Schro¨dinger equation (1) we use the per-
turbation method. The wave function obtained in the
absence of the AIS in the strong-field approximation
(SFA) [22, 23] is taken as the unperturbed solution:
Ψ0 = Ψground+Ψfree. The solution Ψ0 was found in [23]
within the single-electron approximation neglecting the
interaction of the free electron with the nucleus and other
electrons:
Ψ0(r, t) = e
iIpt
(
a(t)ϕgr(r) +
∫
d3vb(v, t)χ(r)
)
, (3)
where ϕgr(r) is the ground state and χ(r) is a flat wave.
This solution can be generalized to the multi-electron
case as follows. Let r1 is the radius-vector of the ”active”
electron and r˜ are radius-vectors of the other electrons:
r = {r˜, r1}. Let χ(r) = χ1(r1)ϕ˜gr(r˜) exp(iI˜pt) where I˜p
is the ionization potential of the parent ion. Also, let us
2write formally V ′(r) = V (r) − V˜ (r˜), where V˜ (r˜) is the
part of the potential which depends only on r˜. Now the
solution Ψ0(r, t) can be found via the procedure similar to
that used in [23]. Namely, neglecting the term V ′(r)χ(r)
(but not the term V˜ (r˜)χ(r) ) in the Schro¨dinger equation
we find the equation describing b(v, t) coinciding with
Eq. (4) from [23]. Thus the obtained solution satisfies
the equation:
i
∂
∂t
Ψ0 = HˆΨ0 − V ′(r)Ψfree. (4)
Neglecting the modification of the AIS by the laser
field, the AIS can be written as a solution of the
Schro¨dinger equation:
i
∂
∂t
ΨAI = Hˆ(r)ΨAI (5)
Since we are planning to calculate the dipole moment
of the system which is naturally localized near the origin,
below we neglect the outgoing part of this solution, and
focus on its part localized near the origin. This part can
be written using the complex energy [25–28]:
ΨAI(r, t) = ϕ(r) exp(−iWt). (6)
Here ϕ(r) is a stationary solution (in absence of the
configuration interaction, see [24]), and the energy is
W = W0 − iΓ/2, where W0 is the real energy of the
AIS and Γ is the AIS width (see [24]),
Γ = 2pi|V1(vr)|2, (7)
where V1(v) =< χ(v)|V ′(r)|ϕ > and vr =
√
2W0. Note
that Γ = 1/τ , τ is the lifetime of the AIS.
Using equations (1)-(5) we obtain:
ic˙ΨAI = V
′(r)Ψfree (8)
Multiplying this equation by ϕ∗(r) and integrating
over r we have:
c˙(t) = −iei(W+Ip)t
∫
d3vb(v, t)V ∗1 (v). (9)
The solution of this equation is
c(t) = −i
∫ t
−∞
dt′ei(W+Ip)t
′
∫
d3vb(v, t′)V ∗1 (v). (10)
We can see that the matrix element V1(v) is the param-
eter which determines the amplitude of the AIS. Thus,
this state is a small perturbation of the continuum when
this parameter is small (in atomic units). Note that a
similar requirement appears in the Fano theory [24] and
its applications as the requirement for the resonance to
be well-isolated in the continuum: Γ << W0. This con-
dition is usually valid for the autoionizing states of atoms
and ions.
Below we find the time-dependent dipole moment of
the system µ(t) =< Ψ(t)|x|Ψ(t) >. Substituting the
wave function as (2), neglecting the contribution of the
continuum-continuum transitions to the dipole moment
(as in [23]), and contribution of the continuum-AIS tran-
sitions to the dipole moment (both assumptions are valid
in case of low population of the continuum) we obtain
µ(t) =< Ψground|x|Ψfree > + < Ψground|x|c(t)ΨAI > +c.c.
(11)
The first term describes HHG in the absence of the
resonances of the generating system (see equation (6)
in [23]):
µnr(t) =
∫
d3vb(v, t)d∗nr(v) + c.c. (12)
where dnr(v) =< χ(v)|x|ϕgr > is the dipole matrix el-
ement of the continuum-ground state transitions. The
second term in Eq. (11) describes the effect of the reso-
nance on the harmonic generation:
µr(t) = e
−i(W+Ip)tc(t)d∗r + c.c.
where dr =< ϕ|x|ϕgr > is the dipole matrix element
of the AIS-ground state transition. Substituting here
Eq. (10) we obtain
µr(t) = −id∗r
∫ t
−∞
dt′ei(W+Ip)(t
′
−t)
∫
d3vb(v, t′)V ∗1 (v)+c.c.
(13)
where b(v, t′) (the wave function amplitude of the elec-
tron in the free continuum) is the same as that in the
Lewenstein’s theory (see equation (5) in [23]).
We transform the equation (13), so that it is written
using non-resonant contribution (12). We suppose that
V ∗1 (v) and d
∗
nr(v) are smooth functions of the velocity,
so they can be taken outside the integral at v = vr. In-
troducing τ ′ = t− t′ we have
µr(t) = −iV
∗
1 (vr)d
∗
r
d∗nr(vr)
∫
∞
0
dτ ′e−i(W+Ip)τ
′
µnr(t−τ ′) (14)
Thus, the spectrum [f(ω) =
∫
∞
−∞
f(t) exp(iωt)dt] of the
resonant contribution to the dipole moment is
µr(ω) =
V ∗1 (vr)d
∗
r
d∗nr(vr)
µnr(ω)
ω − (W0 + Ip) + iΓ2
, (15)
where µnr(ω) is the spectrum of the non-resonant contri-
bution given by Eq. (8) in [23]. Introducing the detuning
from the resonance ∆ω = ω − (W0 + Ip), we obtain the
spectrum of the total dipole moment of the system (11)
taking into account (15):
µ(ω) = µnr(ω)F (ω),
F (ω) =
[
1 +Q Γ/2∆ω+iΓ/2
]
,
(16)
3where
Q =
V ∗1 (vr)d
∗
r
d∗nr(vr)Γ/2
(17)
The complex conjugate parameter Q∗ is close to the
Fano parameter q (which can be real or complex, see [30–
32]):
Q∗ ≈ q = < Φ|x|i >
piV ∗E < ψE |x|i >
(18)
The approximate character of the equality is due to
the following facts:
- the state Φ is different from ϕ, see Eq. (17) in [24];
- the state ψE is different from the free wave χ, see
[24] for more details.
The factor |F (ω)|2 describes the line profile, which co-
incides with the Fano profile when Q = q − i. Note that
the phase 2 arg(q− i) is introduced in [33] as a character-
istic of the process dynamics described by the Fano line.
The condition Γ << 1, ensuring the applicability of our
approach, in the case of real Q corresponds to Q >> 1,
therefore, the difference in line shape |F (ω)|2 from the
Fano profile is small in this case.
In order to apply Eq. (16) for certain resonances, the
complex values of dr, dnr, V1 should be known.
We have: |dr|2 = fosc2(Ip+W0) where fosc is the oscillator
strength of the transition. Note that fosc also defines
the resonant photoionization cross-section, so our find-
ings agree with those in the published studies describing
the HHG intensity via photoionization cross-section [19–
21, 29].
The matrix element dnr was found in [23] for different
binding potentials. Note that the normalization of the
free wave in [23] and [24] is different. If the normalization
of [24] is used (providing Eq. (7)), the matrix elements
dnr found in [23] should be multiplied by 1/
√
vr.
Finally |V1|2 can be found from Γ (see Eq. (7)) which
was calculated or measured for many transitions. How-
ever, calculation of the phase of V1 is a separate problem
which is discussed in the Appendix, see supplementary
materials.
In Fig. 1 we present the absolute value and the phase of
factor F (ω), calculated for the transition in Sn+, which
is important because of the comparison with experiments
discussed below. In the figure one can see the line asym-
metry and a rapid phase variation in the vicinity of the
resonance. From Eq. (16) we can see that the slope of the
phase at the resonance for high |Q| is approximately the
doubled lifetime of the AIS: ∂[arg(F )]/∂ω ≈ 2/Γ = 2τ .
This slope corresponds to the delay in the emission of the
resonant harmonic. The presence of this delay confirms
the four-step mechanism of the resonant HHG [16], as it
was first pointed out in the numerical studies [35].
Recently the first temporal characterization of the at-
tosecond emission from tin plasma in resonant condi-
tions was performed [36] using a RABBIT technique [37].
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Figure 1: (color online) Absolute value and argument
of the factor F (ω) in Eq. (16), calculated for the
4d105s25p 2P3/2 ↔ 4d
95s25p2 (1D)2D5/2 transition in Sn
+,
the transition frequency is 26.27 eV thus close to the 17-th
harmonic of Ti:Sapp laser.
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Figure 2: (color online) Calculated and measured emission
time for high-order harmonics generated in tin plasma plumes.
Triangles show calculated results based on the present theory,
the other results are from Ref. [36]: dots and squares show
the numerical results and those of the rabbit measurements,
respectively, and the black line shows the results of a SFA
calculation.
It was shown that the resonance considerably changes
the relative phase of the neighboring harmonics. The
emission time τe found with RABBIT for sideband q is
linked to the phases ϕq−1 and ϕq+1 of two neighbor-
ing harmonic as τe = (ϕq+1 − ϕq−1)/2ω0, where ω0 is
the laser frequency. Thus the change of the emission
time due to the resonance is (see Eq. (16)): ∆τe =
{arg[F ((q+1)ω0)]−arg[F ((q−1)ω0)]}/2ω0. The emission
time calculated with this correction is shown in Fig. 2
together with the experimental and numerical results
from [36]. We can see that for the sidebands (SB) far
from the resonance (SB12 and SB14) both the theory and
the experiment show emission time in agreement with the
SFA prediction, whereas near the resonance (SB16 and
SB18) this is not the case. For SB16 our theory agrees
with the experiment. The change of the τe from SB 16 to
SB18 is negative both experimentally and theoretically,
but the measured change is smaller. Note that experi-
mentally the RABBIT signal for the SB18 was not very
stable [36].
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Figure 3: (color online) The calculated harmonic spectrum in
the vicinity of the resonance for different fundamental wave-
lengths, leading to different detunings from the resonance.
The resonant transition is the same as in Fig. 1.
The harmonic phase variation due to the factor F (ω)
in the vicinity of a wide (i.e. covering several harmonics)
resonance can be used for compensation of the attochirp
(variation of τe as a function of the harmonic order).
Namely for the resonant harmonics above the resonance
the attochirp is compensated for the short electronic tra-
jectory, and for those below the resonance it is compen-
sated for the long one. The variation of the additional
emission time is ∂∆τe/∂ω = ∂
2 arg[F (ω)]/∂ω2 ∼ 1/Γ2.
This estimate shows that, in particular, resonant HHG in
Xe using 1-2 µm pump is a good candidate for attochirp
compensation via the resonance in Xe at approximately
100 eV.
In Fig. 3 we present the spectrum of the resonant 17-
th harmonic calculated using numerical TDSE solution
as described in [36, 38] averaged for the laser intensities
up to 0.8×1014 W/cm2, the laser pulse duration is 50 fs.
One can see that different detunings from the resonance
lead to different peak harmonic intensities and, what is
more interesting, to different harmonic line shapes: for
the 793nm, 796nm, and 808nm fundamental the har-
monic line consists of two peaks; it is known for the
non-resonant HHG that these peaks can be attributed
to the contributions of the short and the long electronic
trajectories, see [39] and references therein. In the figure
we can see that the long trajectory’s contribution is in
general weak, but it becomes more pronounced when its
frequency is closer to the exact resonance, as it is the case
for the 793nm fundamental. These results illustrate the
fact that the harmonic line shape can be well-understood
via the factorization of the harmonic signal described by
Eq. (16). This straightforward factorization is a remark-
able fact, considering the complexity of the dynamics of
both free electronic wave-packet and the AIS, which de-
termine the harmonic line shape.
Above we have considered a single AIS. However, our
perturbation theory can be easily generalized for the
case of multiple non-overlapping autoionizing (AI) states,
keeping the assumption that the influence of these states
on the free electronic wave-packet Ψfree remains small.
Namely, to take into account several AI states, the terms
corresponding to each state with its specific Q, ∆ω and
Γ should be added in the brackets in the right part of
Eq. (16).
As we have already mentioned, we neglect the influence
of the laser field on the AIS. However, in certain cases this
influence can be important as it is shown in [33, 40–42].
Accurate consideration of the laser field requires essen-
tial modification of the theory. However, one can sup-
pose that the channels of the auto- and photo-ionization
do not interfere because they have different final states:
that of the autoionization is the free state with energy
W0, and that of the photoionization is the free state
with energy W0 + nω appearing upon absorption of n
photons. Note that the assumption of the absence of
interference neglects such process as the ”field-assisted
tunneling“ [43, 44] with n = 0; however, in the case of
multiphoton ionization the contribution of the process
with n = 0 should be small. Within this assumption the
width of the state in the laser field is Γ′ = Γ+wph, where
wph is the photoionization rate. To estimate this rate we
suppose that the photoionization occurs in the absence
of the configuration interaction. In this case for the dou-
bly excited state of the atom (for instance, in He) the
”ionization energy” IAI is the difference of the energy of
the system ”excited ion + free electron” and the dou-
bly excited state of the atom (for 2s2p state of He this
is 65.17eV-59.91eV=5.26eV, see the energy structure of
He, for instance, Fig.1 in [34]). Knowing IAI one can
calculate the photoionization rate using the Keldysh for-
mula [22]. Moreover, the time-dependence of wph due
to the temporal variation of the laser field can be taken
into account. In this case the time-dependence of Γ does
not allow analytical integration in Eq. (13), and thus
the dipole moment cannot be presented in the factorized
form (16).
In conclusion, in this paper we present the theory
which generalizes the SFA approach for HHG to the res-
onant case, considering an AIS in addition to the ground
state and the free continuum state; the latter two states
are treated in the same way as in the theories devel-
oped for the non-resonant case. The main result is given
by Eq. (16) presenting the resonant harmonic line as a
product of the Fano-like factor and a harmonic line which
would be emitted in the absence of the AIS. Our theory
allows calculating not only the resonant harmonic inten-
sity, but also its phase. We show that there is a rapid
variation of the phase in the vicinity of the resonance.
Our calculations reasonably agree with the RABBIT har-
monic phase measurements. Our theory predicts that in
the case of a resonance covering a group of harmonics
the resonance-induced phase variation can compensate
for the attochirp in a certain spectral region. The natu-
ral perspective of our studies is taking into account the
influence of the laser field on the AIS.
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