Abstract-A new approach for segmentation and classification of polarimetric synthetic aperture radar (POLSAR) data is proposed based on spectral graph partitioning. Since automated analysis techniques are often challenged due to the noisy properties of POLSAR data, human experts are employed to aid in the interpretation of such data in an operational setting. Humans can improve the performance of segmentation and classification of POLSAR data, because their vision system can apply cognitive skills that are not easy to incorporate into an automated system. The motivation for this paper is to incorporate some of these human perceptual skills into the computer algorithms. A framework that has recently emerged in computer vision for solving grouping problems with perceptually plausible results-spectral graph partitioning-is customized for POLSAR data. Segmentation is performed using the contour information in a region-based setting with the aid of spatial proximity. This is followed by a classification step performed through graph partitioning based on similarities of the mean coherence matrices obtained for each segment. Using the proposed approach, the results achieved are superior to the Wishart classifier. Automated parameter selection procedures are under development. This framework also suggests a way to accommodate different representations of polarimetric data and combine them with other information sources (e.g., optical imagery and digital elevation models).
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I. INTRODUCTION

I
N THE LAST two decades, airborne research campaigns using fully polarimetric synthetic aperture radar (SAR) have shown the ability to provide better interpretation than singlepolarization cases, which led to the development of polarimetric spaceborne missions. Advanced Land Observing Satellite Phased Array type L-band SAR (ALOS-PALSAR), TerraSAR-X, and RADARSAT-2 have recently become operational, which are capable of providing large volumes of dual-and quadpolarization data on a daily basis. Manual interpretation of these large volumes of data is not feasible, and many end users have limited or no expertise in SAR image analysis. Therefore, procedures for automated analysis are required, which will typically involve a segmentation and/or classification task. However, SAR data classification is challenging due to speckle, which is a noiselike phenomenon, which results in a large variation of the backscatter (i.e., pixel brightness in image data) across neighboring pixels within a single distributed target (e.g., a field of wheat). Even after speckle reduction techniques are utilized, considerable amount of with-in-class variation remains; thus, pixel-based classification schemes are often unreliable. In radar polarimetry literature, there have been attempts to maximize the classification accuracy through different sets of features, such as H/A/α and backscattering power channels and copolarized phase difference. A widely accepted technique is the maximum likelihood classification based on the complex Wishart distribution (a.k.a. Wishart classifier) [1] . Variations based on this approach have also been suggested [2] , [3] ; however, these methods, being pixel based, are not able to capture and utilize the spatial information in the scene. Some recent literature includes using the H/A/α and total backscattering power (SPAN) together to initialize the Wishart classifier [4] and using the Fisher distribution for texture modeling [5] .
To achieve improved classification performance, it is beneficial to use a segmentation step and form groups of pixels that represent homogeneous regions. A commonly used approach for the segmentation of SAR data is region growing; however, it is not robust, since pixels or small regions and their immediate neighbors are used in merging, and decisions are made based only on local information. The segmentation of SAR image data is relatively easy for human experts although it is very challenging for automated systems.
In computer-vision problems (e.g., image interpretation, photo categorization, etc.), the ultimate goal is to achieve the performance level of the human vision system. Although POLSAR data analysis offers different challenges, incorporating some human perceptual methodologies into the computer algorithms is expected to improve segmentation and classification performance. This may only become possible through a clear understanding of how humans handle the task. Therefore, it is important to recognize that, for humans, an image represents more than a collection of pixels: It is a meaningful organization of objects or patterns. In the late 1930s, Gestalt psychologists have studied this important phenomenon, perceptual organization, and reported several factors that contribute to this process. These factors (e.g., similarity, proximity, continuity, and closure) are known as cues in psychology literature.
Computer-vision research has always sought ways to operationalize these ideas, and in the last decade, a promising technique for grouping problems has emerged: spectral graph partitioning [6] , [7] . This approach has been shown to perform well on image segmentation problems as well as recovering complicated manifold structures in the multidimensional 0196-2892/$26.00 © 2009 IEEE feature space. Spectral graph partitioning is a pairwise grouping technique-it enables the combination of several cues or features and allows flexibility in the definition of affinity functions that measure the similarity between pairs. Utilizing multiple cues that contribute to the perceptual grouping process (e.g., similarity in brightness, color or texture, proximity, and contour continuity) results in segmentations that are perceptually plausible (i.e., consistent with what humans perceive).
Ersahin et al. have previously used the spectral graph partitioning framework and customized the affinity calculation procedure for the classification of POLSAR data [8] . In [9] , the authors used contour information and spatial proximity for the segmentation of POLSAR image data. Anfinsen et al. [10] have suggested two similarity measures tailored for POLSAR data classification and used spectral clustering to initialize the Wishart classifier. In comparison to the initialization using H/A/α, they have reported results with similar classification accuracy, but with better convergence properties. This paper presents an object-oriented classification approach for POLSAR data. The two-step approach is based on spectral graph partitioning. First, a segmentation is performed using contour and spatial information, and then, a classification step based on the similarity of coherence matrices follows.
In Section II, the spectral graph partitioning framework that was introduced by Shi and Malik [6] , the local scaling parameter suggested by Zelnik-Manor and Perona [11] , and the multiclass spectral clustering (MSC) algorithm of Yu and Shi [12] are summarized for completeness. A review of the methods that were used in the literature to reduce computational complexity is provided in Section II-C. Section III introduces the contour-based similarity cue, polarimetric cue, and spatial proximity cues which are the building blocks of the proposed methodology given in Section IV. Section V provides results and discussion on two airborne data sets over agricultural fields obtained using Convair-580 and AIRSAR sensors at C-band and L-band, respectively.
II. SPECTRAL GRAPH PARTITIONING
Both clustering and image segmentation can be formulated as a graph partitioning problem, by representing a set of points in an arbitrary feature space using an undirected graph G = {V, E}, where V and E represent the nodes and the edges (i.e., connections), respectively. Each node on the graph corresponds to a data point in feature space, and the edge between two nodes u and υ is associated with a weight, i.e., ω (u, υ) , that indicates the similarity of that pair. In general, G is a fully connected graph (i.e., each node is connected to all the other nodes). For bipartitioning such a graph, it is intuitive to minimize the similarity of candidate partitions where cut(V 1 , V 2 ) represents the cost of splitting the graph into V 1 and V 2 . This similarity is quantified by the sum of the weights between the nodes in V 1 and the nodes in V 2
However, minimizing the cut favors partitions with isolated nodes. This bias can be avoided by minimizing the normalized cut (ncut)
where assoc(V 1 , V ) is the sum of the weights between the nodes in V 1 and all the nodes in the graph V . Shi and Malik [6] showed that an optimal partitioning can be obtained by minimizing the ncut cost function given by (2) . They have also shown that this minimization problem is equivalent to finding y that minimizes the following:
where y = {a, b} N is a binary indicator vector specifying the group identity for each point (i.e., y i = a if node i belongs to V 1 , and y j = b if node j belongs to V 2 ). N is the number of nodes in the graph, W is the N × N affinity or similarity matrix whose entries are the weights ω(i, j). D is a diagonal matrix, whose elements are the sums of the rows of W .
Note that, if the condition on y is relaxed so that it can take on real values, the solution can be obtained by solving the generalized eigenvalue system given in the following [6] :
where D − W is known as the graph Laplacian.
Thus, the minimization of the ncut cost function is approximated by solving the generalized eigenvalue system for the normalized graph Laplacian L
The solution to the minimization problem is given by the eigenvector that corresponds to the second smallest eigenvalue, which is used to bipartition the graph by Shi and Malik [6] . Similarly, if one solves the eigenvalue system for I − L, 1 where I is the identity matrix, the solution to the minimization problem is given by the eigenvector that corresponds to the second largest eigenvalue.
A. K-Way Partitioning With Spectral Clustering
The spectral clustering algorithm given by Ng et al. [7] is based on the spectral graph partitioning framework described in the previous section and provides K-way partitioning. Although Ng talks about an affinity matrix instead of the similarity matrix W , these matrices essentially represent the same information, where each entry of the affinity matrix is some measure of pairwise similarity. Generally, the similarity is defined using a Gaussian kernel as follows:
where σ is the scaling parameter (a.k.a., kernel bandwidth in machine learning literature) and d(s i , s j ) is the Euclidian distance, measured in the feature space, between the points s i and s j . With spectral clustering, since pairwise similarities are used to determine the groups, it becomes possible to recover complicated manifold structures in the feature space. This cannot be achieved by central grouping techniques, such as K-means or Expectation Maximization [13] , which require each group member to be similar to a single prototype (i.e., the cluster center). A synthetic data set that contains concentric circles in a 2-D feature space is often used to demonstrate the ability of spectral clustering to overcome the limitation of those techniques and correctly solve the perceptual grouping problem (i.e., group points as two circles like humans do). However, the scaling parameter σ plays an important role in obtaining successful results.
One approach to find an optimum value for the scaling parameter is to perform a grid search in the space of the hyperparameter and evaluate a measure of success (e.g., classification accuracy); however, this procedure requires supervision.
The potential problems due to manual parameter tuning can be circumvented by using local scaling as suggested in [11] . This procedure automates the parameter selection and provides good results by adaptively choosing a scaling parameter σ i for each point s i . The similarity definition given in (7) is modified as follows:
and σ i , which is the local scaling parameter for point s i , is given by
where N (s i ) is the set of N LS nearest neighbors of s i in the feature space. The estimation of the kernel bandwidth via local scaling was first used for POLSAR data classification by Ersahin et al. [8] where preliminary results based on a statistical distance measure were reported.
B. MSC Algorithm
Spectral methods are appealing because the global optima under relaxed conditions-in the continuous domain-are obtained by eigendecomposition. However, getting a discrete solution from the eigenvectors often requires solving another clustering problem in a lower dimensional space. Eigenvectors are treated as geometrical coordinates of a point set, and a clustering heuristic such as K-means is employed on the new point set to retrieve partitions [7] . On the other hand, Yu and Shi [12] , [14] showed a way to recover a discrete optimum without making any unnecessary assumptions. This technique is based on the fact that the continuous optima consist not only of the eigenvectors but also of a whole family spanned by the eigenvectors through orthonormal transforms, where the goal is to find the correct transform that leads to a discretization.
Yu's method has two main steps. 1) A relaxed continuous optimization problem is solved, where the global optima are given by some eigenvectors subject to arbitrary orthonormal transforms. 2) A discrete solution that is closest to the continuous optima is solved iteratively using an alternating optimization procedure. The algorithm alternates between 1) locating the continuous optimum closest to a discrete solution by computing the best orthonormal transform and 2) locating the discrete solution closest to the continuous solution by nonmaximum suppression. The distance between a discrete solution and the continuous optima decreases monotonously, and after convergence, a nearly global optimal partitioning is obtained.
C. Fast Approximate Solutions for Reduced Computational Complexity
The spectral graph partitioning framework involves solving the eigenvalue problem for the normalized affinity matrix, of size N × N , where N is the number of nodes in the graph that corresponds to the number of points in the feature space (or number of pixels for image segmentation problems). In the case of a fully connected graph, all the entries of this matrix are potentially nonzero, and the time complexity of solving the eigenvalue problem is O(N 3 ). The computational cost of this dense solution quickly becomes prohibitive for images of useful size. However, the following techniques can reduce the time and space complexity at the expense of resulting in an approximation to the near-optimal solution.
1) Iterative Methods: Spectral clustering requires only the first few eigenvectors. Therefore, an iterative method (e.g., Lanczos [15] ) can be used to obtain the solution with the complexity of O(N 2 ) in the case of a fully connected graph. 2) Sparse Representation: To obtain a fast solution, a sparse representation can be used instead of the dense N × N matrix. For example, one can explicitly form the affinity matrix, sort the entries, and zero out the values that are very small. This approach can be quite accurate; however, it requires O(N 2 ) affinity calculations in the first place. The alternative may be to zero out random entries in the matrix; however, the effect of this is not well known. In the context of image segmentation, one could also choose to have zero weights (i.e., affinities) for pixel pairs that do not fall within a neighborhood. This neighborhood can be specified by a window centered at the pixel of interest or a distance measured from it. As a result, the number of connections from each pixel will be limited to a small value. Since, the graph will have very few connections in comparison to the fully connected case, the resulting affinity matrix is sparse, and the number of computations required to form the affinity matrix is reduced from N 2 to k · N , where k N . For sparse representations, the eigensolvers that exploit the sparsity structure of the matrix (e.g., Lanczos) will provide reduced complexity. This approach has been used for POLSAR image segmentation by Ersahin et al. [9] .
3) Nyström Extension Method: Nyström extension is a technique to find numerical approximations for eigenvalue problems by extrapolating the eigenvectors that were computed using a small subset of sample points to the full-size problem [16] . The random selection of the subset has been found to work effectively. In the context of solving the eigenvalue problem for the affinity matrix of size N × N , this turns out to be very useful when N is large. This approach has been used for POLSAR data classification by Ersahin et al. [8] .
III. MULTIPLE CUES: FROM DISTANCES TO AFFINITIES
As discussed previously, spectral graph partitioning allows the integration of multiple cues. This section briefly introduces the cues that are used in this paper. These individual cues are the building blocks of the proposed scheme that will be presented in Section IV.
A. Contour-Based Similarity Cue
Contour detection is a useful tool for the segmentation of image data, where the attributes of the data points in the feature space such as brightness or color are not enough to obtain separable clusters. In other words, if the feature set does not include the location of points in the image and potential boundaries between them, it is inevitable to group pixels that belong to different segments and from different parts in the image. This happens due to their similarity in other aspects. Although the need to utilize the contour information is considered a given for segmentation problems, the method of how to extract such information and how to utilize it still remains open.
Most contour detection methods rely on an edge-detection step followed by a linking process. Edge detection has the drawback that decisions are made locally without considering the information from the entire image. In Leung and Malik's approach [17] , the contour information is still computed locally, but decisions are made through a global optimization technique where the information from the entire image is considered. Information about the strength of a contour or an edge is obtained through orientation energy (OE). Let F 1 (x, y) be the second derivative of an elongated Gaussian kernel and F 2 (x, y) be its Hilbert transform
where C is a constant, σ is the scale, and λ is the elongation of the filter. The OE at angle 0 • is defined as
The filter output OE 0 • has maximum response for horizontal contours. Rotated copies of these two filter kernels are able to pick up edge contrast at various orientations. At each pixel, the orientation energy OE(x, y) is the maximum value of the energy calculated at a number of orientations φ
Since the filters are elongated, the definition of OE given by (13) allows the integration of information along the edge. As a result, extended contours, even if they have low contrast, stand out as opposed to short and randomly oriented ones with higher contrast.
Based on the contour information, the similarity of two pixels can be defined such that it is inversely proportional to the maximum value of the OE that is encountered along the line drawn to join the pair. Intuitively, if there is an extended contour, such as a field boundary, crossing between the pair, those pixels should belong to different partitions. This intuition carries over to the definition of similarity based on contour information: If the maximum value of OE on the line that joins two pixels is high-suggesting the presence of an extended contour-the similarity of that pair should be low.
Formally, a distance measure between two pixels based on contour information, i.e., d c (s i , s j ), is defined as
where l is the line joining s i and s j andx is the location where the OE is maximum along l. Using this distance measure, the pairwise similarity is obtained as follows:
where σ c is the scaling parameter for the kernel.
B. Similarity of Coherence Matrices: Polarimetric Cue
The coherence matrix is the most common way of representing polarimetric information in a POLSAR data set and has been used to develop the well-known Wishart classifier. This technique employs maximum likelihood classification based on the assumed Wishart distribution of the data. The Wishart distribution results in a nonsymmetric distance measure, which cannot be used directly in the graph partitioning algorithms presented in Section II, since the similarity matrix W is required to be symmetric.
Anfinsen et al. [10] tailored two measures, Bartlett distance and revised Wishart distance, to solve the spectral clustering problem based on pairwise similarities between coherence matrices that are attributed to each pixel. The revised Wishart distance that will be used in the proposed scheme given in Section IV is summarized next.
Revised Wishart distance is derived from a test statistic obtained by Conradsen et al. [18] . Two sample coherence matrices A ∼ W (n, Σ A ) and B ∼ W (n, Σ B ) generated from unknown and potentially different Wishart densities and the likelihood ratio hypothesis test of H 0 : Σ A = Σ B versus H 1 : Σ A = Σ B are considered. A distance measure is derived from the likelihood ratio test, by assuming the same hypotheses H 0 and H 1 given Σ B is known. Using Conradsen's test statistic, the following measure, called the revised Wishart distance, is defined by Kersten et al. [19] :
The revised Wishart distance is not symmetric; however, a symmetric measure is obtained by Anfinsen et al. [10] as follows:
Based on the symmetric revised Wishart distance d SRW , the pairwise similarity can be computed using
where T i and T j represent the coherence matrices for instances i and j, respectively.
C. Spatial Proximity
As suggested in [8] , an affinity matrix that represents the proximity of pixel pairs in the image domain (i.e., spatial proximity) could be formed using a ramp function which will only allow pairs within a certain distance to have nonzero affinity, and the weight is linearly scaled by distance.
Spatial proximity information can also be represented by limiting the pairwise affinity calculations for other cues to a spatial neighborhood of each pixel. The spatial neighborhood for each pixel is defined as a window of size (2d + 1) × (2d + 1). As discussed in Section II-C, this cue also serves as a way to decrease the computational load, since it results in a sparse representation of the affinity matrix where (2d + 1) is smaller than the number of rows (and columns). This approach has been used in [9] , where the spatial proximity cue requires a single parameter, which is the size of the neighborhood. This case is called locally dense since all the affinity calculations are performed within that neighborhood and are potentially nonzero, while weights outside the neighborhood are set to zero.
In Section V, the subsampling of the connections within the specified neighborhood is introduced through the sampling rate parameter sr. This enables a further reduction in the computational complexity and thus allows larger neighborhoods to be used. Note that the spatial proximity cue in the image plane is not meaningful unless it is used together with another cue.
IV. PROPOSED METHODOLOGY
A two-step approach is proposed for the classification of POLSAR data. Segmentation based on contour information and spatial proximity is followed by a grouping step based on the similarity of coherence matrices. The novelty of the proposed scheme includes some improvements in the segmentation step as detailed in Section IV-A and an object-oriented approach to classification based on the pairwise similarity of the mean coherence matrices of the segments given in Section IV-B.
A. Segmentation With Contour Information and Spatial Proximity
The following procedure is used for the segmentation. 1) Perform multilooking on the single look complex data set (e.g., for the Convair-580 data set, ten azimuth looks were used).
2) Perform speckle filtering using the POLSAR filter of Lee et al. [20] . 3) Form an affinity matrix for each of the power channels (i.e., |HH| 2 , |HV | 2 , and |V V | 2 ) and the magnitude of the copolarized correlation coefficient (i.e., ρ HHVV ) using (16) . Limit the number of affinity calculations per pixel by choosing an appropriate neighborhood size. This represents spatial proximity in the image plane, and outside this neighborhood, the affinities are set to "zero" (W i,j = 0). 4) Form the combined affinity matrix W tot using
where the subscript d is the index for input data channels and n d is the number of data channels. 5) Perform the MSC algorithm on W tot as explained in Section II-B.
1) Implementation Details and Parameter Selection:
To calculate the OE at a specific orientation angle (12) , the image is convolved with odd-and even-symmetric filters that are obtained using the difference of offset Gaussian kernel (for details, see [21] ). The parameters to select are filter size, number of orientations (ori), elongation (λ), and scale (σ) of the filter. We have fixed the size of the filter mask to 21 × 21 and varied the number of orientations, elongation, and scale. The range of elongation and scale parameters are determined by the size of filter mask. For the number of orientations, we have used the two choices commonly made in the literature. These choices are four and six orientations. Changing this parameter represents a tradeoff between resolution (i.e., accuracy in finding the correct orientation of an edge) and smoothing. Smoothing is an important aspect since we would like to have continuous boundaries rather than rough edges that are perfectly oriented. The effect of filter parameter settings on the segmentation results is discussed in Section V.
The scale parameter of the kernel (σ c ) needs to be determined for the affinity matrix computation of each input channel. As suggested in [14] , this choice is made based on the maximum value of the OE in the region of interest and a constant representing the edge variance (ev), whose value is fixed for the entire image [i.e., σ c = ev · max(OE)].
For large and complex images, working with relatively small blocks allows the estimation of a kernel bandwidth that is adaptive to the image content through the maximum value of OE for that block. The value range of the edge-variance parameter was determined based on recommendations made by Yu [14] for object segmentation and our preliminary tests on POLSAR data [9] . The optimization of this parameter was not attempted in this paper.
On the other hand, the spatial proximity cue requires a single parameter: the size of the neighborhood outside which the affinity calculations will not be performed and weights will be set to zero. We call this case locally dense, since all the weights in that neighborhood are calculated and take on potentially nonzero values.
While a large value of d is likely to cause less fragmentation of large regions, it will require more computational resources (i.e., memory and runtime). To speed up the process and to make it feasible for large values of d, one can use random sampling, through sampling rate, i.e., sr parameter. This means that only a subset of the weights in the neighborhood is calculated. As a result, the affinity matrix becomes more sparse than the locally dense case, and the computational cost is kept at a manageable level, while longer connections are allowed in the graph. The effect of random sampling on segmentation and classification results is discussed in Section V.
The number of classes (k) is considered as known and, thus, should be provided by the user. The analysis of the results obtained for different numbers of partitions (nc) is provided; however, the estimation of the correct number of classes or segments (i.e., partitions) is not in the scope of this paper.
B. Grouping Segments Using Similarity of Coherence Matrices
We propose the following scheme for grouping the segments into classes. The pairwise similarity of coherence matrices is calculated based on the symmetrical revised Wishart distance d SRW , and local scaling is employed to automate the selection of the scaling parameter.
1) Form the affinity matrix based on the mean coherence matrices (T ) for each region obtained as a result of the segmentation procedure. To ensure that two regions that are to be compared are not of different sizes, subsample the larger region to the size of the smaller one. As a result, the mean coherence matrices are calculated using the same number of pixels for both regions
Local scaling parameters σ i and σ j are estimated using
where s i represents each region resulting from the segmentation step and N (s i ) is the set of N LS nearest neighbors of s i based on the d SRW calculated for region pairs. T i and T n represent the coherence matrices for instances i and n, respectively. 2) Perform the MSC algorithm on W SRW .
Although the proposed scheme utilizes the same distance measure suggested by Anfinsen et al. [10] , our algorithm and approach is quite different than theirs. They solve the spectral clustering problem on a small set of points obtained by random sampling, use those results to estimate the class means, and finally, initialize the Wishart classifier to obtain the classification of individual pixels. On the other hand, we use the distance measure to group the partitions into classes.
V. EXPERIMENTAL RESULTS
This section presents the experimental results of the proposed technique using two airborne data sets over agricultural fields. Westham Island data from Convair-580, which is a C-band airborne sensor, are used to demonstrate the technique and analyze its behavior for segmentation and classification for two scenarios: 1) two small regions where each segment TABLE I  OA AND KAPPA COEFFICIENT FOR REGION #1   TABLE II  OA AND KAPPA COEFFICIENT FOR REGION #2 represents a distinct class and 2) a relatively large and more complex region where some classes are represented by multiple segments. The procedure was further tested with a second data set-the Flevoland data set acquired by AIRSAR in L-band. The performance was evaluated in terms of overall classification accuracy (OA) in comparison to the Wishart classifier. The overall accuracy (OA) is calculated as the ratio of the correctly classified pixels to the total number of pixels, given in percentage. It can also be obtained as the sum of the diagonal elements in the confusion matrix.
A. Westham Island Data Set
The results presented in this section are obtained by using a subset of the Westham Island scene shown in Fig. 1(a) . This data set was acquired by Convair-580 at C-band on September 30, 2004. This partial scene covers agricultural fields on Westham Island located in the south of Vancouver, BC, Canada. It mostly contains fields of corn, potatoes, variety of berries, hay, and bare soil and also some fields with barley, wheat, pumpkin, turnip, red cabbage, broccoli, and grass. However, detailed ground truth information was collected at a limited number of locations, and the rest is considered unknown. Therefore, we have chosen to work with three different regions, shown in Fig. 1 , where the crops are known.
Regions #1 and #2 have relatively simple structures which allow us to analyze the results easily and draw conclusions. These two regions represent the first scenario where segmentation and classification maps coincide. On the other hand, Region #3 is more challenging, as it includes many classes in a compact region, and multiple segments have a single class label. Fig. 1 also shows the reference segmentation and classification maps obtained manually via the visual inspection of the image data and field work where possible. For all three regions, the Wishart classifier results are shown in Fig. 1(d) , (g), and (k), with an overall pixel accuracy of 81.6%, 74.1%, and 63.1%, respectively.
The segmentation results for the first two test regions are obtained using the following parameter sets: number of orientations ori ∈ {4, 6}, σ ∈ {1, 2}, λ 2 ∈ {3, 5, 9}, and a filter size of 21 × 21 pixels. The neighborhood that represents spatial proximity information is a (2d + 1) × (2d + 1) window where d ∈ {7, 11, 15}. Tables I and II Tables I and II. A set of these results can be directly compared with the ones presented in [9] using the same parameter settings (i.e., ori = 6, σ = 1, and λ 2 = 9). While the reported OA in [9] for Regions #1 and #2 were 89.6% and 94.4%, respectively, with the proposed technique in this paper, we achieve 90.4% and 92.9%. The variation in performance between these two very similar methods can be attributed to two differences. These are preprocessing with the Lee speckle filter and utilizing an additional input channel (i.e., magnitude of the copolarized correlation coefficient). While the new method provides a slightly (1, 3) , (1, 5) , (1, 9) , (2, 3) , (2, 5) , and (2, 9). better result in Region #1 and slightly worse in Region #2, these modifications provide a more general approach and are found to improve the overall performance on larger data sets, such as the Westham Island scene shown in Fig. 8 and the Flevoland scene in Fig. 9 .
The segmentation results for the third test region are obtained using the same parameter set except for the neighborhood size, where d ∈ {7, 11, 15, 45}. Based on the results obtained for Test Regions #1 and #2, different values of σ and λ 2 did not have significant impact on the segmentation results. Therefore, in the remaining part of this section, only one case (ori = 6, σ = 2, and λ 2 = 5) is discussed for Region #3. Fig. 4 shows the segmentation results of Region #3 for different numbers of segments (nc), where ev = 0.2 and d = 15. In the spatial proximity window, all the weights were calculated (i.e., sampling rate sr = 1.0). Although the segmentation technique is not hierarchical, and each time, the global optimization problem is solved under a new constraint (i.e., minimizing the ncut for a given nc), increasing the number of segments provides results that are consistent with the previous ones. Since an automated procedure is not provided to correctly estimate the number of segments in an arbitrary region of interest, having this consistency is important and allows the user to choose the level of detail they require.
In Fig. 5 , three sets of results are given with each row, where some of the results that are obtained for different numbers of partitions are shown in the columns. The first row presents the results for d = 15, where no sampling was used (sr = 1), and the second row is also for d = 15, this time with a sampling rate of 10% (i.e., sr = 0.1). Visual comparison of the first two rows suggests that the differences are minor, while a large amount of speed-up is obtained both due to the number of computations and memory usage with our implementation using MATLAB. More importantly, the sampling scheme allows us to increase the neighborhood size; thus, less fragmented segments can be formed. For example, the third row of Fig. 5 shows the results for d = 45 with a sampling rate of 10%. The significant difference between the second and third rows is that relatively large segments on the lower right corner and upper center (i.e., barley and hay/grass fields) are not fragmented for a larger neighborhood. The corresponding classification results for 13 classes obtained from different numbers of partitions, i.e., nc ∈ {16, 19, 22}, are shown in Fig. 6 . In this figure, for all the cases, the two pumpkin fields are correctly recognized as a single class, shown in orange. In the first two rows where d = 15, the oversegmented barley field was successfully merged into a single class, shown in dark green. Two fields of potatoes were also labeled correctly in most cases, shown in light brown. However, in many cases, two pieces of the road are not labeled as a single class.
The graph shown in Fig. 7 presents the OA versus the number of segments (i.e., partitions) given for the three cases that correspond to the rows of Fig. 6 . All three cases provide higher overall accuracies than the Wishart classifier result (i.e., 63.1%). However, the best overall performance is achieved with d = 45 and sr = 0.1, where OA values range between 69% and 81% for nc ∈ {14, . . . , 22}. A direct comparison of results in terms of OA can be made with the results presented in [8] , where OA values between 69% and 75% were reported. As a result, we can conclude that the proposed technique outperforms both the Wishart classifier and the technique proposed by the authors in [8] . An indirect comparison with [10] is also possible since they have reported no significant improvement in terms of classification accuracy with respect to the Wishart classifier. Fig. 8 shows the Westham Island scene and the segmentation results obtained using the block processing scheme. Each block is processed independently, which allows parallel processing of blocks, reducing the processing time for the scene. The number of partitions per block was set to a fixed value (nsb = 15), and the estimation of the correct number of partitions is not attempted, which is likely to improve the results. Methods to serve this purpose are under investigation. A total of 25 blocks of 120 × 100 pixels were used to cover the entire scene. Since ground truth information over the whole scene is not available, classification results are not evaluated.
B. Flevoland Data Set
The second data set used to demonstrate the proposed technique and its comparison to the Wishart classifier is the widely used agricultural data set over Flevoland, The Netherlands. This L-band data set was acquired by the AIRSAR of the National Aeronautics and Space Administration/Jet Propulsion Laboratory in 1989 and is distributed by the European Space Agency (ESA) as multilook processed.
The Flevoland data set has several ground truth maps that are published in the literature [10] , [22] with different levels of detail. However, this information is self-consistent in most cases. A digitized ground truth map that combines these pieces of information was used in this study.
The results presented in this section are obtained on a subset (200 × 320) of this data set, shown in Fig. 9 . For this region, the ground truth map consists of nine different types of fields: stem beans, potatoes, lucerne, winter wheat I, winter wheat II, bare soil, sugar beat, rapeseed (or flax), and grass. The rest of the pixels are unclassified according to the ground truth map. All the pixels were used to obtain the segmentation and classification results with both the proposed technique and the Wishart classifier. However, the class labels for the pixels that are unclassified in the ground truth map were not included in the accuracy calculations. Fig. 9 shows the data subset, ground truth map, Wishart classifier result, as well as segmentation and classification results obtained using the proposed technique. These results were obtained with parameters used for the Westham Island data set that was presented in the previous section (i.e., d = 15, sr = 1.0, ev = 0.2, ori = 6, σ = 2, and λ 2 = 5). The block processing scheme is employed with blocks of size 50 × 80 pixels, and a total of 16 blocks were used to cover the 200 × 320 region, where the number of partitions per block was 10 (nsb = 10). The resulting 160 segments were used in the classification step to obtain nine classes (k = 9). The local scaling parameters (σ i ) were estimated using N LS = 20.
The OA obtained with the Wishart classifier for nine classes were 74.1% with a Kappa coefficient K of 0.69. The proposed technique, on the other hand, achieved 81.2% accuracy with K = 0.77.
VI. CONCLUSION
In this paper, we have proposed a new approach for the segmentation and classification of POLSAR data based on spectral graph partitioning. Edge information from brightness data and polarimetric information from the coherence matrix are both utilized through MSC that can provide a near-globally optimum solution. The affinity computation for contour cue is customized for POLSAR data, and the MSC algorithm is tested for segmentation. A two-step scheme for classification is proposed, which utilizes the revised Wishart distance to form the pairwise affinity matrix between segments.
The proposed scheme has been tested on subsets of two data sets from airborne sensors operating at different frequency bands (i.e., C-band data from CV-580 and L-band data from AIRSAR). For both data sets, the results were obtained using the same parameter settings and compared with the Wishart classifier results in terms of overall classification accuracy and Kappa coefficient. The proposed technique was found to outperform the Wishart classifier by 8%-18% on three test regions in Westham Island data (C-band, CV-580) and by 7.1% on the subset of the Flevoland data (L-band, AIRSAR).
The proposed scheme has shown to be promising for segmentation and classification of POLSAR data; however, further parameter optimization may be required for the operational use of the technique. This technique, based on spectral graph partitioning, enables the combination of multiple cues through affinity matrices. This will allow further improvement by incorporating different forms of information extracted from POLSAR data or other information sources (i.e., optical data).
