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Abstract. The phase space evolution (PSH) model is a 3D electron beam dose calculation 
model lor radiation oncology. The PSE model is based upon the transport of electrons with 
a specific energy and direction over short distances (typically 0.3-1 cm). The result of the 
transport of these electrons is described by an energy and direction distribution of the electrons, 
which is stored in a database.
The database is used by the PSE model at the time of the actual electron transport simulation. 
A good agreement between dose distributions calculated by the PSE model and EGS4 Monte 
Carlo code for mono-energetic, mono-directional electron beams was found. The differences in 
point dose are within 1-2% of the maximum dose. These differences can be caused by errors 
in the database used, or by assumptions made in the PSE model. The aim of this paper is to 
get more insight into the possible errors introduced by the database.
Results show that the data in the database are in good agreement with EGS4 calculated 
data. Also the influence of the database on a PSE calculated dose distribution has been 
investigated. The differences between a PSE calculated dose distribution and an EGS4 calculated 
dose distribution can be reduced to < 0.5% if the database is replaced by a database partly 
created by EGS4. This shows that small errors in the database have a distinct effect on the dose 
distribution, and that this dose distribution can be calculated accurately by the PSE model if the 
right database is used.
1. Introduction
L L  X Y Z E T  a nd  PRECAL
The phase space evolution (PSE) model has been proposed by Huizenga and Storchi (1989) 
and Morawska-Kaczyriska and Huizenga (1992) as a model for calculating electron beam 
dose. XYZET is the electron simulation program based on the 3D extension of the PSE 
model (Janssen et a l 1994). The PSE model is based upon the transport of electrons with 
a specific energy and direction over short distances (typically 0.3-1 cm). The interactions 
of the electrons with the medium are described by three processes: motion, energy loss and 
scattering. The effect of the transport of electrons over a short distance is described by three 
independent distribution functions: position, energy and angular distribution functions. The 
distribution functions are calculated separately from XYZET in the program PRECAL, and 
are stored in a database. The distribution functions are calculated over a range of incident 
electron energies and directions and for a number of materials.
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1.2. PRECAL compared with EGS4
The XYZET program has to be verified by comparing calculated dose distributions with 
either measurements or results of other electron transport simulation programs. For 
comparing calculated and measured dose distributions a description of the incident clinical 
electron beam, i.e. a description of the energies and directions of the electrons in a plane 
above the patient/phantom, is needed as input for the simulation program. A difference 
between the calculated and measured dose distribution can be caused by errors in the 
simulation program or by the description of the incident electron beam, and, of course, 
by errors in the measurement. To isolate possible errors in XYZET, attention was first 
focused on a comparison between XYZET and another simulation program, the Monte 
Carlo program EGS4 (Nelson et al 1984). A good agreement between dose distributions 
calculated by XYZET and EGS4 for mono-energetic, mono-directional electron beams was 
found (Janssen e ta l  1994). The differences in point dose are within 1-2% of the maximum 
dose. These differences can be caused by errors in the used PRECAL database or by 
assumptions made in the PSE model. The aim of this paper is to get more insight into the 
possible errors introduced by the PRECAL database.
2. Theory
2.1. PRECAL
A detailed description of the theory used to describe the interactions of electrons in 
the medium is given by Huizenga and Storchi (1989). PRECAL calculates the energy 
and direction distribution functions of the electrons after transport over a short distance. 
Furthermore, the energy deposited in the medium and the amount of energy transferred to 
photons are calculated. The energy loss of photons over a short distance is determined by 
linear attenuation.
In summary, PRECAL calculates the energy and angular distributions of the electrons 
after a short distance, as follows: first, the curved path-length is calculated, Then the energy 
distribution is calculated in three parts. One part of the primary electrons creates secondary 
electrons, another part creates bremsstrahlung photons and the remaining part does not 
create secondary particles. The electrons suffer restricted energy loss in all three cases. 
Only secondary electrons with an energy above a threshold value are treated separately. 
Electrons with a lower energy deposit their energy ‘on the spot’. A typical value of the 
threshold energy is 0.25 MeV. The fraction of the primaries that create secondary electrons 
is determined by the product of the curved path-length and the unrestricted minus restricted 
collisional stopping power. The photon production is determined by the product of the 
curved path-length and the radiative stopping power. The primaries that do not create 
secondary particles only deposit dose.
The M0ller relativistic scattering cross section is used to calculate the energy distribution  
of the secondary electrons. To include restricted energy loss of the secondary electrons the 
considered distance is divided into layers. The simulation process in which primary electrons 
create secondary electrons in a layer consists of three parts (figure 1): (1) the primary 
electrons travel from the starting point to the middle of a layer suffering restricted energy 
loss; (2) in the layer secondary electrons are created. The amount of energy transferred 
from the primary electrons to the secondary electrons is determined by the product of the 
curved path-length of the primary electrons in the layer and the unrestricted minus restricted 
collisional stopping power. The creation of secondary electrons results in a spectrum of
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Figure 1. Calculation of created secondary electrons is done in three steps. (1) The primary 
electron is transported to the middle of the layer. (2) The primaries create secondary electrons in 
the layer. (3) The primary and secondary electrons are transported over the remaining distance,
electron energies; (3) the primary and secondary electrons are transported from the middle 
of the layer to the end, again suffering restricted energy loss.
These three steps are repeated for all layers. The total energy of the secondary electrons 
created over the distance is divided equally over the layers. A higher number of layers 
reduces the layer thicknesses and increases the precision of the calculation. The results 
converge for an increasing number of layers. For the calculations in this paper four layers 
have been used.
The direction distribution  describes the scattering of electrons from the initial direction 
into directions that the electrons follow after transport over a short distance. The distribution 
function depending on the polar angle 0 as given by Huizenga and Storchi (1989) was 
extended to a function depending on 9 and the azimuthal angle <p by Morawska-Kaczydska 
(1993). This was necessary in the development of the PSE model into a full 3D dose 
calculation model. The multiple scattering theory of Goudsmit and Saunderson (1940) was 
used with the single scattering cross section of Molière (1947),
PRECAL assumes that the energy of the primary electron is constant in its transport 
over a short distance. Consequently, a constant stopping power depending on the energy 
of the incident primary electron is used. There are two possibilities to obtain values for the 
stopping power: the first is to use the values directly related to the incident electron energy; 
the second is to use the values related to an approximation of the average electron energy. 
The amount of energy that the primary electron loses over the distance is divided by two 
and subtracted from the incident energy to give an approximation of the average energy of 
the primary electron. The two methods are indicated by Scor =  0 and Scor =  1. Using 
the stopping power values related to the average electron energy is expected to be more
realistic and is used as standard (Scor = 1 ).
In the PSE model the phase space is discrete. This means that the PRECAL distribution
functions must follow the same discretization. A typical example of a discretization of 
phase space is given in table 1.
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Table 1. Discretization of energy, direction and position of the electrons in the phase space 
evolution (PSE) model.
Variable Equal bins? Bin size Boundaries
Energy (MeV) yes 0.5 0.25,0.75, 1.25........ 20.25
Polar angle / n no 0, 0.0005, 0.001, 0.005, 
0.01» 0.0533, 0.1082, 
0.1667, 0.2323, 0.3136, 
0.4646, 0.6271, 1
Azimuthal angle / n yes 1/4 0, 1/4, —  a
Space coordinates (cm) yes 0.5
2.2. EGS4: slab geometry
The results of PRECAL are compared with those of the Monte Carlo program EGS4. In 
the EGS4 simulations a semi-infinite slab geometry is used. The thickness of the slab is 
the same as the transport distance of the electrons in PRECAL. The direction of incidence 
is perpendicular to the slab in all simulations. The directions and energies of the electrons 
leaving the slab are recorded. Also the energy deposited in the slab and the energy of the 
photons created by bremsstrahlung is calculated.
In the EGS4 simulations the same discretization is used for the energy distribution of 
the electrons leaving the medium as in PRECAL. For the simulation of an electron beam 
with normal incidence on a semi-infinite slab, rotational symmetry is expected. Therefore, 
the discretization of the azimuthal angle is not used. Only the polar angle distribution is 
calculated, The discretization of the polar angle is given in table I.
The simulation of the secondary electron transport can be excluded in the EGS4 
simulations. This can be done by discarding the secondary electrons immediately after 
creation. Consequently, there are two possibilities for EGS4 simulations: a standard one 
and one in which the simulation of secondary electron transport is excluded.
In the EGS4 simulations the parameters AE, ECUT, AP, PCUT and ESTEPE have to 
be chosen. AE and AP are the minimum energies of secondary electrons and photons being 
created. ECUT and PCUT are the electron and photon cut-off energies. This means that 
if the energy of the particle falls below this threshold during simulation it will deposit all 
its energy at that point. ESTEPE is the maximum fraction of energy an electron can lose 
in one simulation step due to continuous energy loss. In the simulations, the ICRU521 
(PEGS) datafile is used with AE =  521 keV (including electron rest energy of 511 keV) 
and AP = 1 0  keV. The other parameters are set to: ECUT = 550 keV (including electron 
rest energy), PCUT =  10 keV and ESTEPE =  1%. Smaller values will increase calculation 
time and will not change results significantly.
For the standard deviation of the number of electrons in an interval, the formula
g =  *Jn is used, where n is the number of electrons in one interval. The interval with the
smallest number of electrons determines the maximum uncertainty. The number of electron
histories is 500000 to get a maximum relative standard deviation of about 5% in the energy 
distribution.
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2.3. Depth-dose calculations
After comparing the PRECAL distribution functions with EGS4 calculated data it would 
be interesting to investigate the influence of possible deviations in PRECAL data on the 
resulting dose distribution. It is most straightforward to look at the depth-dose curve of a 
broad beam incident on a water phantom. A comparison between depth-dose curves of a 
PSE calculation and an EGS4 calculation will show differences caused by PRECAL data 
and by approximations made in the PSE model itself. To isolate the effect of deviations in 
the PRECAL database, PSE calculations based on the PRECAL data should be compared 
with PSE calculations based on EGS4 ‘PRECAL data’. EGS4 ‘PRECAL data1 will consist 
of distribution functions and values for deposited energy and photons calculated by EGS4. 
Some practical problems are to be expected in calculating the direction distribution functions 
with EGS4. In the PSE model the directions of the electrons are described by discrete 
azimuthal and polar angles. Because of the preference for the forward direction of the 
electrons, the intervals of the polar angle are chosen to be small, around 0° (table 1). In 
an EGS4 simulation the number of electrons recorded in an interval will be proportional to 
the product of the width of the interval and the average value of the direction distribution 
over the interval. The number of electrons determines the uncertainty in the result. It is 
possible that the uncertainty in the direction distribution becomes large in the area of the 
small intervals, around 0°. If the polar angle of the incident direction is 0°, or near 0°, 
there is no problem with the uncertainty, because then the area in which the intervals are 
small coincides with the position of the maximum of the direction distribution, This will 
change when the polar angle of the initial electrons is large, e.g. 45°. The probability of 
finding electrons with polar angles of about 0° after transport over a short distance, starting 
with a polar angle of 45°, is small. This means that the direction distribution for these 
electrons has low values around 0°. This fact, combined with the fact that the intervals of 
the polar angle are small around 0°, results in a direction distribution with high uncertainties 
around 0°. This makes it necessary to use many more electrons in the EGS4 simulation, 
resulting in long calculation times. The only way to avoid this is to adapt the intervals of 
the polar angle in the EGS4 simulation to the initial polar angle, i.e. taking small intervals in 
the area near the maximum of the direction distribution function and using larger intervals 
where the values of the distribution function are smaller. This result has to be converted 
to a distribution function using the same discretization of the polar angle as PRECAL 
and XYZET, which can be done by means of interpolation. Here, another method has 
been followed: in EGS4 ‘PRECAL data’ only the energy distribution and the values for 
deposited energy are calculated by EGS4; the direction distribution is calculated as in the
normal PRECAL.
3. Methods and materials
3.1. Properties of the incident electrons and media
The direction of incidence is perpendicular to the surface. The energy of the incident 
electrons is 20, 10 or 5 MeV. The materials used are water and aluminium. Besides 
‘standard’ water with a density of 1.0 g cm-3 simulations are done for water equivalent 
material with a density of 0.1 g cm“3 and 2.0 g cm“3. The densities of most anatomical
structures in the human body are well within the range of 0.1-2.0 g cm .
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Table 2. Average deposited energy in a slab of 0.5 cm in units of MeV per incident electron 
Incident electron energies are 5, 10 and 20 MeV. Materials are water equivalent and aluminium.
E Scor =  1 Scor =  0
Material (MeV) EGS4 PRECAL Diff. PRECAL Diff.
Water equivalent 5 0.09 0.08 -1% 0.08 -1 %
p =  0.1 g cm“ 3 10 0.09 0.09 -1% 0.09 -1 %
20 0.09 0.09 0% 0.09 0%
Water 5 0.96 0.95 -1% 0.96 -1 %
p =  1.0 g cm“3 10 0.93 0.92 -1% 0.92
20 0.93 0.92 0.92 -1 %
Water equivalent 5 2.17 2.08 -4% 2.10 —-4%
p = 2.0 g cm-3 10 1.94 1.93 0% 1.94 0%
20 1.92 1.91 -1% 1.91 0%
Aluminium 5 2.94 2.70 -8 % 2.74 - 7 %
p — 2.1 g cm“ 3 10 2.30 2.27 -1% 2.28 -1 %
20 2.19 2.18 2.18 0%
Table 3. Average energy of created photons in a slab of 0.5 cm in units of MeV per incident 
electron. Incident electron energies are 5, 10 and 20 MeV. Materials are water equivalent and 
aluminium.
E Scor =  1 Scor =  0
Material (MeV) EGS4 PRECAL Diff. PRECAL Diff.
Water equivalent 5 4.0 X 10”-3 3.8 X 10'-3 1% 3.8 X 10'-3 1%
p = 0.1 g cm“ 3 10 8.0 X 10"-3 8.9 X 10'-3 5% OO VO X 10'-3 5%
20 2.1 X 10'-2 2,0 X 10'-2 -  3% 2.0 X 10"-2 -  3%
Water 5 3.7 X 10"-2 3.6 X 10"-2 -  2% 4.0 X 10“-2 9%
p =  1.0 g cm“ 3 10 8.7 X 10"-2 8.6 X 10"-2 -  2% 9.0 X 10'-2 4%
20 2.1 X 10"-I 2,0 X 10"-1 -  4% 2.0 X 10'-1 -  1%
Water equivalent 5 6.9 X 10"-2 6.6 X 10'-2 -  4% 8.6 X 10"-2 24%
p — 2.0 g cm“ 3 10 1.7 X 10"-1 1.6 X 10”-1 -  2% 1.8 X 10“-1 9%
20 4.0 X 10“-1 3.9 X 10"- 1 -  2% 4.1 X 10“- 1 3%
Aluminium 5 1.4 X 10'-1 1.5 X 10’ 1 10% 2.2 X 10"-I 56%
p =  2.7 g cm“ 3 10 3.5 X io--I 3.6 X 10’ 3% 4.1 X 10"-1 17%
20 8.0 X 10'-1 8.2 X 10“-1 2% 8.7 X io-" t 8%
3 2 . PRECAL results compared to EGS4 results 
The PRECAL and EGS4 programs calculate the energy deposited and the energy of the 
photons created in the medium. Furthermore, the energy and direction distributions of the 
electrons leaving the medium are calculated. 
3.3. D epth-dose curves o f  broad beams 
Three central axis depth-dose curves for broad, mono-energetic, normally incident electron 
beams in water are compared:
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• XYZET calculation using PRECAL data
• XYZET calculation using EGS4 ‘PRECAL data’
• full EGS4 calculation
4. Results
4.1. Deposited energy
The results for the average energy deposited in the slab per incident electron, as calculated 
by PRECAL and EGS4, are given in table 2. Results are given for PRECAL using stopping 
powers related to the incident electron energy (Scor =  0) and for PRECAL with corrected 
stopping powers (Scor =  1). The differences between PRECAL with uncorrected and 
corrected stopping powers are very small. The restricted stopping power does not change 
much with energy, so the corrections are small. For each energy the energy loss calculated 
by PRECAL is smaller than the result from EGS4. For water the energy loss calculated 
by PRECAL is about 1% lower than the EGS4 results. For 5 MeV electrons in aluminium 
the underestimation of the deposited energy is about 8%. Calculations for water equivalent 
materials with densities of 0.1 g cm-3 and 2.0 g cm-3 show that the difference between 
PRECAL and EGS4 is larger for materials with a higher density. The difference for water 
equivalent material with a density of 0.1 g cm“3 has a maximum of 1% at 5 MeV, and for 
water equivalent material with a density of 2.0 g cm"3, (also at 5 MeV) the difference is 
4%.
4.2. Photons
The average energy of produced bremsstrahlung photons per incident electron, as calculated 
by PRECAL and EGS4, is given in table 3. The photon production as calculated by 
PRECAL using stopping powers related to the incident electron energy (Scor =  0) is higher 
compared to EGS4. The difference for water at 20 MeV is only 1% but increases at a lower 
energy and at a higher density. In these cases the energy loss of the primary electron in 
the medium is relatively large. Using the radiative stopping power related to the incident 
electron energy results in an overestimation of photon production. The estimation of photon 
production is better when using PRECAL with stopping powers related to the average 
electron energy (Scor = 1 ) .  The maximum difference is found for aluminium at 5 MeV. 
The difference between the PRECAL and EGS4 result is then 10%. Since bremsstrahlung 
adds only a small fraction to the deposited energy this difference is acceptable.
4.3. Energy distribution
In figure 2 the energy distributions of PRECAL and EGS4 for water are compared. The high 
energy sides of the distributions are in good agreement. The low energy side shows a higher 
density of electrons in the PRECAL distribution than in the EGS4 distribution. These differ­
ences are caused by the simplifications made in PRECAL in the secondary electron transport.
The energy distributions of the electrons as calculated by PRECAL and EGS4 are 
given in figures 3 and 4 for water equivalent materials with densities of 0.1 and 2,0 g cm 
respectively. Figure 3 shows excellent agreement between EGS4 and PRECAL distributions.
Figure 4 also shows a good agreement.
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Figure 2. Energy distribution of electrons leaving the medium. The medium is water and the 
geometry is a semi-infinite siab with a thickness of 0.5 cm. Incident electrons are 5, 10 and 
20 MeV. Solid curves correspond to the PRECAL calculation, dashed curves to EGS4.
Energy (MeV)
Figure 3. Energy distribution of electrons leaving the medium. The medium is water equivalent 
material with a density of 0.1 g cm“ 3 and the geometry is a semi-infinite slab with a thickness 
of 0.5 cm. Incident electrons are 5, 10 and 20 MeV. Solid curves correspond to the PRECAL 
calculation, dashed curves to EGS4.
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Figure 4. Energy distribution of electrons leaving the medium. The medium is water equivalent 
material with a density of 2.0 g cm-3 and the geometry is a semi-infinite slab with a thickness 
ol' 0.5 cm. Incident electrons are 5, 10 and 20 MeV. Solid curves cotTespond to the PRECAL 
calculation, dashed curves to EGS4.
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Polar angle (rad)
Figure 5. Direction distribution of electrons leaving the medium. The medium is water and 
the geometry is a semi-iniinitc slab with a thickness of 0.5 cm. Incident electrons are 5, 10 
and 20 MeV. Solid curves correspond to the PRECAL calculation, dashed curves to EGS4. In 
EGS4 the distribution consists of primary electrons and secondary electrons.
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Figure 6. Direction distribution of electrons leaving the medium. The medium is water and the 
geometry is a semi-infinite slab with a thickness of 0,5 cm. Incident electrons are 5, 10 and 
20 MeV. Solid curves correspond to the PRECAL calculation, dashed curves to EGS4. In EGS4 
the distribution consists only of primary electrons. The secondary electrons are not included.
Depth (cm)
Figure 7. Depth-dose curves for 20 MeV infinite parallel beam normally incident on a 
10 x 10 x 15 cm3 water phantom. The dose is normalized to one electron per cm2. Solid 
curve corresponds to the phase space evolution (PSE) calculation, dashed curve to EGS4.
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4.4. Distribution o f the polar angle of the electrons
The polar angle distributions of 5, 10 and 20 MeV electrons for water are given in figure 5. 
The angular distributions of the electrons calculated by PRECAL and EGS4 agree in the 
small angle area, up to about 0.3 rad. Both programs calculate an increasing width of 
the peak for decreasing energy, as expected. In the PRECAL distribution we observe 
a continuous decrease in density with angle, whereas with EGS4 we see a much slower 
decrease for larger polar angles. An explanation may be that in EGS4 the secondary electrons 
scatter in the slab and leave the slab at large angles. In PRECAL, the secondary electrons 
travel in the same direction as the primaries that created them. The polar distribution 
function calculated by PRECAL is in fact the distribution of the primary electrons.
Figure 6 shows the polar angle distributions of EGS4 without the simulation of secondary 
electron transport, compared with PRECAL. The EGS4 and PRECAL results are now in 
better agreement. This emphasizes the fact that the direction distribution calculated by 
PRECAL is the distribution of the primary electrons. At 1.7 rad a ‘dip’ in the EGS4 curve 
is visible. In the EGS4 simulation the directions of the electrons are recorded as they leave 
the slab. Electrons that are scattered over less than 0.57T rad leave the slab at the bottom 
plane. Electrons that are scattered over larger angles leave the slab at the upper plane, the 
same plane where they entered the slab. In the EGS4 simulation, the path-iength of the 
electrons through the slab differs for electrons that leave the slab in different directions. 
The difference in path-lengths introduces a discontinuity in the direction distribution. In 
PRECAL a fixed curved path-length is used, resulting in a continuous distribution function.
By using this PRECAL data, the secondary electrons in the PSE model are directed too 
far forward after transport over a short distance. This is not a problem, since in the next 
step of the simulation the secondary electrons are treated as primaries, and will be deflected 
over large angles due to the high scattering power at low energy. The influence on the 
resulting dose distribution will be small because of the small range of these electrons.
4.5. Depth-close curves
In figure 7 depth-dose curves for a broad, 20 MeV, normally incident beam are shown. 
These are calculated by integrating the dose distribution of a pencil beam, The solid curve 
is the result calculated by the PSE program, and the dashed curve is calculated by EGS4. 
The differences are small. At dose maximum the PSE result is about 1% higher and the 
50% depth is about 1 mm less than the EGS4 result. The question is to what extent these 
differences are caused by PRECAL data. To answer this question a PSE calculation is done 
using EGS4 ‘PRECAL data’ instead of the standard PRECAL data, The result is a depth- 
dose curve almost identical to the full EGS4 calculated depth-dose curve. Differences are 
within 0.5% and the difference in 50% depth is within 0.5 mm. From this it can be concluded 
that the difference between PSE and EGS4 calculated depth-dose curves is largely caused 
by the PRECAL data that are used. With the PSE model accurate depth-dose curves can
be calculated using good ‘PRECAL data’.
5. Conclusions
The PRECAL results are in good agreement with those of EGS4 calculations. For water the 
difference in total deposited energy is about 1% and the difference in photon production is 
3—4%; for aluminium the differences have a maximum of 8 and 10% at 5 MeV. PRECAL 
is less accurate in cases where the energy loss of the primary electron is large compared to
the incident energy.
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The energy distributions of the electrons after transport over a short distance as calculated 
by PRECAL are in good agreement with EGS4 results. In PRECAL there is a small 
over estimation in the low energy part of the energy distribution.
The differences between PRECAL and EGS4 for the angular distributions are small 
for small angles. The number of electrons scattered over larger angles, and backward 
scattered, are underestimated in PRECAL. In PRECAL the direction distribution of the 
primary electrons is calculated and not the direction distribution of all the electrons leaving
the medium, as in EGS4.
The depth-dose curve of a 20 MeV broad beam as calculated by the PSE program agrees 
well with an EGS4 calculated curve. Maximum differences are about 1% and 1 mm. Using 
EGS4 ‘PRECAL data’ instead of standard PRECAL data in the PSE calculation reduces the 
differences to < 0.5% and < 0.5 mm. This shows that the differences found in PRECAL 
data have a substantial effect on the PSE calculated depth-dose curve. It also shows that the 
PSE method is a very accurate method if the right energy distribution functions are used.
Acknowledgment
This work has been funded by the Dutch Cancer Society.
References
Goudsmit S and Saunderson J L 1940 Multiple scattering of electrons Phys. Rev. 57 24-9 
Huizenga H and Storchi P R M 1989 Numerical calculation of energy deposition by broad high-energy electron 
beams Phys. Med. Biol. 34 1371-96 
Janssen J J, Riedeman D E J, Morawska-Kaczyriska M, Storchi P R M and Huizenga H 1994 Numerical calculation 
of energy deposition by high-energy electron beams: III. Three-dimensional heterogeneous media Phys. Med, 
Biol 39 1351-66
Molière G 1947 Theorie der Streuung schneller geladener Teilchen I. Z. Naturf. 2a 133-45 
Morawska-Kaczyriska M and Huizenga H 1992 Numerical calculation of energy deposition by broad high-energy 
electron beams: II. Multi-layered geometry Phys. Med. Biol, 37 2103-16 
Morawska-Kaczyriska M 1993 Phase space evolution model for high energy electron beams: a 3D model for 
multi-layered geometry and comer stones for 6D implementation Thesis Warsaw University 
Nelson C E, Haneman W, Young K and O’Foghludha F 1984 Analytic calculation of electron beam isodose 
distributions Med. Phys. 11 242-6
