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1. Grundlagen
1.1. Einleitung
Strömungen von Flüssigkeiten und Gasen  zusammenfassend als Fluide, ießende
oder ießfähige Stoffe, bezeichnet  sind ein alltägliches Phänomen: Wind weht über
Land und Meer, Wasser strömt in Flüssen, Seen und Meeren. Lebewesen atmen Luft,
und Blut zirkuliert in ihren Blutgefäßen. Der Mensch sorgt mit komplexen Anlagen
und Rohrsystemen für eine ausreichende Versorgung mit Trinkwasser und für die Ent-
sorgung des Abwassers. Er führt Erdöl aus den Tiefen zu Tage und bringt es über
weite Strecken an Orte, wo es zu Hilfsmitteln des täglichen Lebens verarbeitet wird.
Ein großer Teil davon wird schließlich unter hohem Druck in die Brennkammern der
Motoren versprüht, um die enthaltene Energie freizugeben.
Das Verhalten von Strömungen kann bei einfachen Fluiden durch die Navier-Stokes-
Gleichung beschrieben werden. Diese Gleichung, wenn auch seit vielen Jahrzehnten
bekannt, entzieht sich bisher einer allgemeinen analytischen Lösung. Für viele spezi-
elle Probleme und Randbedingungen sind Lösungen angegeben worden, aber in den
meisten Fällen bleibt nur eine näherungsweise, numerische Berechnung, die durch die
fortschreitende Entwicklung der elektronischen Rechner mit immer größerer Präzision
durchgeführt werden kann.
Die Navier-Stokes-Gleichung beschreibt die Entwicklung des Geschwindigkeitsfel-
des   (  ; t) einer Strömung. Dieses Geschwindigkeitsfeld kann man als dynamisches
System ansehen, das die Bewegung von Teilchen beschreibt,


(t) =
 
(

; t) . (1.1)
Die Lösungen  (  0; t) mit  (  0; 0) =  0 sind die Trajektorien, die Bahnen von ein-
zelnen Teilchen, von Volumenelementen des Fluids oder von in der Strömung (ideal)
mitbewegten Teilchen.
In das Fluid eingebrachte Teilchen können auch innere Freiheitsgrade besitzen,
die durch die Eigenschaften des umgebenden Geschwindigkeitsfelds angeregt werden
können. Diese Teilchen können ihrerseits die Eigenschaften des Fluids beeinussen
und auf das Geschwindigkeitsfeld zurückwirken. Die Art und Stärke dieser Rückwir-
kung kann dabei stark vom Zustand der Teilchen abhängen.
In der vorliegenden Arbeit sollen im wesentlichen drei Aspekte dieser Wechselwir-
kung zwischen Geschwindigkeitsfeld und mitbewegten Teilchen untersucht werden.
Dabei wird im folgenden meist von Polymeren gesprochen, hier vor allem im Sinne
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von Teilchen, die in einer Strömung gestreckt werden und sich wie eine elastische
Feder wieder zusammenziehen können. Diese elastischen Teilchen in einer viskosen
Flüssigkeit bilden zusammen ein sogenanntes viskoelastisches Fluid.
Die Aspekte sind im einzelnen
• Arbeiten von Balkovsky et al. [2, 3] beschreiben eine Beziehung zwischen lo-
kalen Streckungseigenschaften einer Strömung und den daraus resultierenden
Verteilungen von Polymerlängen in dieser Strömung. Diese Beziehung soll am
Beispiel einer stationären Strömung näher untersucht werden.
• Sogenannte elastische Instabilitäten in Strömungen, Instabilitäten, die auf die
Elastizität von Fluidteilchen zurückgeführt werden, können in Systemen mit
gekrümmten Stromlinien auftreten [54]. Statistische Eigenschaften der Krüm-
mung von Trajektorien sollen in dieser Arbeit untersucht werden.
• Auch die Übergänge zwischen laminarem und turbulentem Zustand werden
durch zugesetzte Polymere beeinußt. Die Auswirkungen der Polymere sollen
am Beispiel einer ebenen Scherströmung untersucht werden.
In der vorliegenden Arbeit werden einfache, niedrigdimensionale Modelle für Strö-
mungen verwendet. Diese Modelle können nicht alle Details der Strömung abbil-
den, sondern sollen einige wichtige Eigenschaften modellieren. Gegenüber den vollen
numerischen Simulationen haben diese Modelle aber den Vorteil, daß sie nur einen
Bruchteil der Rechenzeit benötigen, und so die Möglichkeit bieten, Rechnungen für
einen großen Parameterbereich in überschaubarer Zeit durchzuführen.
Im nächsten Abschnitt werden in knapper Form Grundlagen zur Navier-Stokes-
Gleichung dargestellt. Im Abschnitt 1.3 folgt eine Beschreibung von einigen Phäno-
menen, die in Polymerlösungen auftreten und deutliche Abweichungen vom norma-
len Verhalten sogenannter newtonscher Fluide zeigen. Dem Einuß von Polymeren
wird durch einen zusätzlichen Term in der Navier-Stokes-Gleichung, den Polymer-
spannungstensor, Rechnung getragen. Die Erweiterung der Navier-Stokes-Gleichung
um den Polymerspannungstensor und dessen Berechnung bildet den Rest dieses Ab-
schnittes. Abschnitt 1.4 zeigt die Verbindungen zwischen den aus der nichtlinearen
Dynamik bekannten Lyapunovexponenten und den Verteilungen von Polymerlängen
in chaotischen und turbulenten Strömungen auf. Die Beschreibung von Krümmung
und Torsion als lokale Eigenschaften der Trajektorien und deren Berechnung in Ab-
schnitt 1.5 bilden den Abschluß dieses einleitenden Kapitels.
Im Kapitel 2 werden die Konzepte auf eine stationäre Strömung, eine modizierte
ABC-Strömung, angewandt. Die Eigenschaften dieses dynamischen Systems werden
zunächst dargestellt. Dann stehen die Beziehungen zwischen Lyapunovexponenten
und Polymerlängenverteilungen im Mittelpunkt. Es zeigt sich, daß auch lokalisier-
te Objekte  hier speziell Fixpunkte sowie periodische und heterokline Orbits  die
2
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Eigenschaften der Längenverteilungen signikant beeinussen. Am Ende dieses Ka-
pitels werden die Verteilungen der Krümmung von Trajektorien in dieser Strömung
diskutiert.
Kapitel 3 beschreibt ein niedrigdimensionales Modell einer ebenen Scherströmung,
das hier zu einer viskoelastischen Strömung erweitert wird. In den einzelnen Abschnit-
ten dieses Kapitels werden dann die Auswirkungen der neu hinzugefügten Polymere
auf die für den Turbulenzübergang wichtige nichtnormale Verstärkung, auf die Stabi-
lität des laminaren Prols sowie auf die Lebensdauern der turbulenten Zustände unter-
sucht. Auch wird hier noch einmal auf die Beziehung zwischen Lyapunovexponenten
und Polymerlängenverteilungen und die Verteilungen der Krümmung von Trajektorien
in dieser Strömung eingegangen.
Die Ergebnisse dieser Arbeit sind im Kapitel 4 noch einmal zusammenfassend dar-
gestellt.
1.2. Grundlagen der Navier-Stokes-Gleichung
Als Gleichung, die das Verhalten eines strömenden Fluids beschreibt, ist die sogenann-
te Navier-Stokes-Gleichung allgemein anerkannt [50]. In diesem Abschnitt werden die
wesentlichen Schritte zu ihrer Herleitung dargestellt (vgl. [43, 7, 5, 11, 15]).
1.2.1. Erhaltung der Masse
Die Zeitableitung einer Funktion f(  , t) abhängig von Ort  und Zeit t an einem festen
Ort ist
df
dt
∣∣∣∣ 
=const.
=
∂f
∂t
. (1.2)
Bewegt sich der Beobachtungsort  mit der Geschwindigkeit   , so ergibt sich die Be-
ziehung
df
dt
∣∣∣∣
˙

= 
=
∂f
∂t
+
  · ∇f . (1.3)
Diese Ableitung wird als substantielle Ableitung bezeichnet.
Die Masse an Fluid der Dichte ρ, die ein festes, ruhendes Volumen V durch die
Oberäche verläßt, ist ∫
∂V
ρ
  ·  da . (1.4)
Die Massenänderung läßt sich schreiben als
−
∂
∂t
∫
ρdV = −
∫
∂
∂t
ρdV . (1.5)
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Das ergibt unter Anwendung des Gaußschen Integralsatzes
∂
∂t
∫
V
ρdV = −
∫
∂V
ρ
  ·  da = −
∫
V
div (ρ   )dV , (1.6)
also ∫ [
∂ρ
∂t
+ div (ρ   )
]
dV = 0 . (1.7)
Da diese Gleichung für beliebige Volumina gelten muß, muß der Integrand verschwin-
den, und wir erhalten die Kontinuitätsgleichung
∂ρ
∂t
+ div (ρ   ) = ∂ρ
∂t
+ ρ div   +   grad ρ = 0 . (1.8)
1.2.2. Zweites Newtonsches Axiom
Das zweite Newtonsche Axiom besagt, daß Kraft Impulsänderung ist. Wenn keine
äußeren Kräfte wirken, ist die Kraft auf ein Fluidmassenelement δm durch den Druck
gegeben:
δF1 = −
∂p
∂x
δV δF2 = −
∂p
∂y
δV δF3 = −
∂p
∂z
δV , (1.9)
also
d
dt
(δm
 
(

, t)) = −δV∇p . (1.10)
Wegen der Kontinuitätsgleichung bleibt die Masse des betrachteten Volumenelements
konstant. So ergibt sich nach Division durch die Masse die Eulergleichung
∂
 
∂t
+
  · ∇   = −1
ρ
∇p . (1.11)
Für den Impuls eines Volumens gilt
∂t(ρui) = ui∂tρ + ρ∂tui (1.12)
Mit Euler- und Kontinuitätsgleichung ergibt sich1
∂t(ρui) = −ui∂kρuk − ρuk∂kui − ∂ip (1.13a)
= −∂k [δikp + ρuiuk] (1.13b)
= −∂kpiik (1.13c)
1Bei der Komponentenschreibweise von Vektoren und Tensoren gilt die Einsteinkonvention, d. h.
über gleiche Indizes wird summiert. Die Summenkonvention gilt nicht bei den oberen Indices (ν)
in Kapitel 3.
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mit dem Impulsußtensor piik = δikp + ρuiuk.
Zusammen mit der Kontinuitätsgleichung hat man vier Gleichungen für fünf Unbe-
kannte (   , ρ und p). Für die Beziehung zwischen Druck und Dichte muß eine thermo-
dynamische Zustandsgleichung herangezogen werden.
Eine starke Vereinfachung des Problems erzielt man durch die Annahme von Inkom-
pressibilität∇·   = 0. In der Kontinuitätsgleichung bewirkt sie das Verschwinden der
substantiellen Ableitung der Dichte, das heißt, die Dichte eines Fluidelements bleibt
konstant.
1.2.3. Energie
Die kinetische Energie in einem Volumen Ω mit festen oder periodischen Randbedin-
gungen und homogener Dichteverteilung ist∫
Ω
(
1
2
ρ|
 
|2
)
d

=
1
2
ρ‖   ‖22 . (1.14)
Für ein inkompressibles Fluid ist die ˜nderung der kinetischen Energie
d
dt
(
1
2
ρ‖   ‖22
)
= ρ
∫
Ω
  · ∂
 
∂t
d
 (1.15a)
= −ρ
∫
Ω
  ·
[
  · ∇   + 1
ρ
∇p
]
d
 (1.15b)
= −
∫
Ω
∇ ·  
(
ρ
1
2
|
 
|2 + p
)
d
 (1.15c)
= −
∫
∂Ω
(
1
2
ρ|
 
|2 + p
)
  ·  da (1.15d)
Mit festen oder periodischen Randbedingungen verschwindet das Oberächenintegral,
somit bleibt die kinetische Energie erhalten.
Mit einer zusätzlichen äußeren Körperkraft f( , t), gilt für die Energieänderung
d
dt
(
1
2
ρ‖   ‖22
)
=
∫
Ω
  ·  d  . (1.16)
Wenn das Kraftfeld konservativ ist,  = −∇φ, verschwindet die geleistete Arbeit. Das
Potential kann mit dem Druck zusammengefaßt werden.
1.2.4. Viskosität, Navier-Stokes Gleichung
In viskosen Fluiden geht der Strömung Energie durch innere Reibung verloren und
wird in Wärme umgesetzt. Dieser Energieverlust kann durch einen zusätzlichen Term
im Impulsußtensor beschrieben werden:
piik = pδik + ρuiuk + τik . (1.17)
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τ^ ist der viskose Spannungstensor. Der Spannungstensor beschreibt den Teil des
Impulsusses, der nicht durch Mitbewegung geschieht.
Innere Reibung tritt auf, wenn benachbarte Fluidschichten sich mit unterschied-
licher Geschwindigkeit bewegen. τ^ muß also aus räumlichen Ableitungen des Ge-
schwindigkeitsfeldes bestehen. In gleichförmiger Bewegung   = const. muß τ^ ebenso
verschwinden wie in gleichmäßiger Rotation. In gleichmäßiger Rotation verschwin-
den die symmetrisierten Geschwindigkeitsgradienten
∂iuj + ∂jui , (1.18)
also darf der viskose Spannungstensor nur diese symmetrischen Kombinationen ent-
halten. Die allgemeinste Form mit ersten Ableitungen ist dann
τik = −η
(
∂kui + ∂iuk −
2
3
δik∂juj
)
− ηδik∂juj (1.19)
mit den beiden dynamischen Viskositäten η und η. Damit erhalten wir
ρ (∂tui + uk∂kui) = −∂ip + ∂k
[
η
(
∂kui + ∂iuk −
2
3
δik∂juj
)]
+ ∂i ( η∂juj) .
(1.20)
Unter der Annahme konstanter Viskositäten erhält man die Navier-Stokes Gleichun-
gen
ρ (∂tui + uk∂kui) = −∂ip + η∂kkui + ( η +
1
3
η)∂ikuk . (1.21)
Eine wesentliche Vereinfachung erhält man, wenn man Divergenzfreiheit annimmt
∂t
 
+
  · ∇   = −1
ρ
∇p + ν∇2   (1.22a)
∇ ·   = 0 . (1.22b)
ν ist hier die kinematische Viskosität. Sie geht aus der dynamischen Viskosität durch
Division durch die Dichte hervor: ν = η/ρ. Die zweite dynamische Viskosität η
verschwindet für ideale, einatomige Gase, und für inkompressible Strömungen ver-
schwindet der Term, der η enthält. η wird im folgenden nicht mehr auftreten. Eventu-
elle äußere Kräfte  können auf der rechten Seite von (1.22a) addiert werden.
Durch Übergang zu dimensionslosen Größen
t ′ =
tu0
l0
,
 ′ =

l0
,
  ′ =
 
u0
, p ′ =
p
ρu20
,
1
Re
=
ν
l0u0
,  ′ =

ρ
l0
u20
(1.23)
erhält man die dimensionslose Navier-Stokes Gleichung
∂t
 
+
  · ∇   = −∇p + 1
Re
∆
 
+  . (1.24)
1.2. Grundlagen der Navier-Stokes-Gleichung
Die dabei eingeführte dimensionslose Reynoldszahl Re ist ein Maß für die Dämpfung
der Bewegung. Mit der Navier-Stokes-Gleichung lassen sich Strömungen von Flüssig-
keiten mit kleinen Molekülgewichten und Gasen beschreiben, sofern die Geschwin-
digkeiten klein gegenüber der Schallgeschwindigkeit sind. Eine Gleichung, die wie
(1.19) dem Spannungstensor einen Ausdruck zuweist, nennt man konstitutive Glei-
chung. (1.19) mit konstanten Viskositäten ist die konstitutive Gleichung für ein new-
tonsches Fluid. Das wesentliche am newtonschen Fluid ist, daß im inkompressiblen
Fall eine lineare Beziehung zwischen dem viskosen Spannungstensor und dem Scher-
ratentensor besteht.
1.2.5. Voll entwickelte Turbulenz
Die sehr komplexe Strömungsform bei hohen Reynoldszahlen wird voll entwickel-
te Turbulenz genannt [43, 15, 21]. Typisch ist hier eine extrem irreguläre zeitliche
Entwicklung der Geschwindigkeit an jedem Punkt. ˜hnlich irregulär sind auch die
Variationen der Geschwindigkeit zwischen unterschiedlichen Orten. Die über die Zeit
gemittelte Geschwindigkeit   ändert sich aber glatt mit dem Beobachtungsort. Man
zerlegt die aktuelle Geschwindigkeit 	 in die mittlere Geschwindigkeit und Fluktuati-
on 	 ′
	
′ = 	 −   . (1.25)
Den uktuierenden Teil kann man als Überlagerung unterschiedlich großer Wirbel
ansehen. Mit steigender Reynoldszahl entstehen zunächst die großen Wirbel, deren
Ausdehnung von der Größenordnung des Strömungsgebietes ist. Dann folgen kleine-
re Wirbel. In der voll entwickelten Turbulenz sind Wirbel jeder Größe zwischen der
kleinsten vorhandenen Größe und den Abmessungen des Strömungsgebietes vorhan-
den.
Die obere Grenze der Wirbelausdehnung nennt man auch die fundamentale oder
externe Größenordnung l. Die Geschwindigkeit der größten Wirbel ist von der Grö-
ßenordnung der Variation der mittleren Geschwindigkeit über die Länge l, ∆u. Die
Frequenzen sind vergleichbar mit u/l.
Die kleineren Wirbel wirken wie eine kleinskalige Variation der großen Wirbel.
Sie haben kleinere Amplituden, und in ihnen ist nur ein kleiner Teil der gesamten
kinetischen Energie enthalten.
Für die verschiedenen Größenordnungen kann man jeweils eine lokale Reynolds-
zahl Reλ denieren:
Reλ =
uλλ
ν
. (1.26)
Große Wirbel haben große lokale Reynoldszahlen und erfahren damit effektiv nur eine
schwache viskose Dämpfung, während kleine Wirbel mit kleinen lokalen Reynolds-
zahlen stärker gedämpft werden. Auf großen Skalen gibt es also keine nennenswerte
Energiedissipation. Bei kleinen Skalen, wenn Reλ von der Ordnung 1 ist, wirkt sich
die Viskosität stark aus. Diese Wirbel sind von der Größenordnung λ0. Der Transport
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der Energie von den großen zu den kleinen Skalen geschieht über die Nichtlineari-
tät der Navier-Stokes-Gleichung, (   · ∇)   . Anhand der Reynoldszahl kann man die
Grenzen von viskos dominiertem und nichtlinear dominiertem Bereich abschätzen.
Das Verhalten der Strömung auf den großen Skalen hängt zwar kaum von der Visko-
sität ab. Die Dissipation wird aber dadurch bestimmt, wieviel Energie von den großen
Skalen geliefert wird. Aus den großskaligen Größen ρ, l und ∆u kann man auf nur
eine Weise eine Größe mit der Dimension der Energiedissipation pro Zeit und Masse
[] = L2/T 3 bekommen:
 ∝ (∆u)
3
l
. (1.27)
Diese Größe bestimmt die Größenordnung der Energiedissipation in der turbulenten
Strömung.
Die Variation des Druckes ist von der Größenordnung
∆p ∝ ρ(∆u)2 . (1.28)
Lokale Eigenschaften auf den Skalen l  λ  λ0 können nur von ρ und  be-
stimmt sein. Die turbulente Geschwindigkeitsvariation über eine Distanz λ ist damit
(Kolmogorov, Obukhov [40, 51])
uλ ∝ (λ)1/3 . (1.29)
Dabei wird angenommen, daß die Variation der mittleren Geschwindigkeit über die
Distanz λ vernachlässigbar klein gegen uλ ist. Die Variation der Geschwindigkeit an
einem festen Ort in einem Zeitintervall τ (klein gegenüber T = l/u) kann man mit
der gleichen Annahme als
uτ = (τu)
1/3 (1.30)
abschätzen. Ein Fluidelement legt in der Zeit τ etwa einen Weg τu zurück. Die Glei-
chung gibt also die Geschwindigkeitsvariation zwischen dem Fluidelement, das sich
zu einem Zeitpunkt t an einem Ort  bendet, und dem Fluidelement, das sich zum
Zeitpunkt t + τ an diesem Ort bendet.
Die Variation der Geschwindigkeit eines Fluidelements auf seinem Weg, uτ kann
nur von  und τ abhängen, also
u ′τ = (τ)
1/2 . (1.31)
Für kleine τ ist dies deutlich kleiner als uτ. Diese Abschätzung wurde auch bei (1.30)
benutzt.
Mit (1.27) erhält man
uλ ∝ ∆u(λ/l)1/3 (1.32a)
uτ ∝ ∆u(τ/T)1/3 (1.32b)
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Zeitliche und räumliche Variationen skalieren also gleich. Die lokale Reynoldszahl
wird damit
Reλ =
∆uλ4/3
νl1/3
= Re
(
λ
l
)4/3
(1.33)
Bei der Wirbelgröße λ0, bei der Reλ0 von der Größenordnung 1 ist, wird die kinetische
Energie in Wärme umgesetzt. Es gilt
λ0 ∝ lRe3/4 . (1.34)
λ0 ist die einzige Größe mit der Dimension einer Länge, die aus  und ν gebildet
werden kann
λ0 ∝
(
ν3

)1/4
. (1.35)
Der Bereich der Wirbelgrößen von der Ordnung l ist der Energiebereich, der Dis-
sipationsbereich ist der Bereich mit Wirbelgrößen von etwa λ0. Bei genügend hohen
Reynoldszahlen gibt es dazwischen den sogenannten Inertialbereich.
Das Energiespektrum im Spektralraum hat im Inertialbereich die Form (Kolmo-
gorov-Obukhov [40, 51])
E(k) = 2/3k−5/3 . (1.36)
Der Energietransport in diesem Inertialbereich wird durch
 = ν
〈‖∇   ‖22〉
L3
(1.37)
beschrieben.
Eine andere kleine Längenskala, die Taylorlänge ist durch die mittlere quadratische
Breite des Energiespektrums deniert
λ−2T ∝
〈‖∇   ‖22〉〈‖   ‖22〉 =
〈‖ω‖〉22〈‖   ‖22〉 . (1.38)
In Skalen größer als diese Länge ist ein signikanter Anteil kinetischer Energie ent-
halten. [43, 15, 21]
1.3. Viskoelastische Strömungen
Der Begriff viskoelastisch ist zusammengesetzt aus viskos und elastisch. Die Begriffe
werden hier anhand der Hooke- und Newton-Körper kurz dargestellt [33].
Wir stellen uns zwei parallele Platten in einem Abstand h mit einem Material da-
zwischen vor. Auf die obere der Platten wirke eine Kraft

parallel zu den Platten. Die
untere Platte bleibe in ihrer Position. Das Material zwischen den Platten rutsche nicht
an den Platten.
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Hooke-Körper
Die obere Platte wird durch die Kraft um eine Strecke x bewegt, und das Material
zwischen den Platten wird deformiert. Der Grad der Scherung (degree of shear), die
Verzerrung (strain), ist
γ =
x
h
=
dx
dy
. (1.39)
Die für eine Verzerrung benötigte Kraft ist proportional zur Fläche. Die Scherspan-
nung (shear stress) ist
τ =
F
A
. (1.40)
Wenn die Verzerrung bei konstanter Scherspannung sofort konstant wird, spricht man
bei dem Material zwischen den Platten von einem elastischen Festkörper, einem Hooke-
Körper. Wird γ^ erst asymptotisch für große Zeiten konstant spricht man von einem
viskoelastischen Festkörper. Das Hooke’sche Gesetz für Festkörper lautet (verallge-
meinert auf tensorielle Größen)
τ^ = Gγ^ (1.41)
mit dem Elastizitätsmodul G.
Newton-Körper
Bendet sich zwischen den Platten eine Flüssigkeit, wird die Scherverzerrung nicht
konstant. Vielmehr wird die Verzerrungsrate
γ =
x
h
=
d x
dy
(1.42)
konstant. In der reinen Scherströmung verschieben sich die Flüssigkeitsschichten oh-
ne Dehnung gegeneinander. Wenn für konstante Scherspannung ^γ sofort konstant wird
nennt man es ein rein viskoses Fluid oder einen Newton-Körper. Wird sie erst asym-
ptotisch für große Zeiten konstant, so spricht man von einem viskoelastischen Fluid.
Für newtonsche Fluide gilt
τ^ = η ^γ (1.43)
mit der dynamischen Scherviskosität η.
Nicht-newtonsche Fluide wie zum Beispiel verdünnte Polymerlösungen zeigen zum
Teil deutlich unterschiedliches Verhalten. Wesentlich ist hierbei, daß die Viskosität
nicht konstant ist, sondern von der Scherung abhängig sein kann.
1.3.1. Auswirkungen von Polymeren auf Strömungen
Polymermoleküle können durch Geschwindigkeitsgradienten in der Strömung aus ih-
rer Gleichgewichtskonformation gebracht werden. Dabei nehmen sie Energie auf, die
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sie wieder an die Strömung abgeben können. Das kann auf sehr unterschiedlichen
Zeitskalen passieren, wodurch interessante Effekte auftreten können, die sich deutlich
vom Verhalten normaler, newtonscher Flüssigkeiten unterscheiden.
Scherverdünnung und -verdickung
Die Navier-Stokes-Gleichung beschreibt das Verhalten von sogenannten viskosen Flui-
den, von Fluiden, die innere Reibung zeigen. Der viskose Spannungstensor, der die-
se Reibung beschreibt, ist proportional zur Scherrate. Die Proportionalitätskonstante
ist die Viskosität. Bei newtonschen Fluiden ist diese Viskosität unabhängig von der
Scherrate. Bei Polymerlösungen ist das in vielen Fällen nicht mehr der Fall. Die Vis-
kosität nimmt mit der Scherrate zu (Scherverdickung, Dilatanz) oder, was viel häuger
der Fall ist, ab (Scherverdünnung, Pseudoplastizität). Die Viskosität kann sich dabei
um einen Faktor von bis zu 103 oder 104 ändern [5].
Daneben gibt es noch andere Effekte wie das Emporkriechen von Fluid an einem
rotierenden Stab [24] oder die deutliche Verbreiterung eines aus einem dünnen Rohr
austretenden Strahls, die durch zusätzliche, durch die Polymere hervorgerufene Span-
nungen erklärt werden können. Dabei stellt man sich vor, daß die Polymermoleküle
wie Gummibänder entlang der Strömungslinien wirken [76].
Ein weiterer Effekt ist die Wirbelunterdrückung [25]. Wenn Flüssigkeit aus einem
großen Behälter durch eine kleine Öffnung ausießt (z.B. Badewanne), bildet sich oft
ein Wirbelfaden, in dem Luft vom Ausuß bis zur Flüssigkeitsoberäche ießt. Zu-
gabe von geringen Mengen an bestimmten Polymeren (Polyethylenoxid (PEO), Po-
lyacrylamid (PAM)) führt zum Verschwinden des Wirbelfadens und zu einer deutlich
größeren Ausußgeschwindigkeit. Dabei stellt man sich vor, daß die Polymermole-
küle, die sich in einer Grenzschicht am Behälterboden auf die Öffnung zubewegen,
nahezu vollständig gestreckt werden und dann in der Nähe der Öffnung eine zusätzli-
che Spannung entlang der Strömungslinien bewirken. Die Polymere, die eine effektive
Wirbelunterdrückung bewirken, eignen sich auch gut zur turbulenten Widerstandsre-
duktion, die im nächsten Abschnitt näher beschrieben wird.
Turbulente Widerstandsreduktion
Der Strömungswiderstand W ist die Kraft, die ein Körper mit der Fläche S einer Strö-
mung entgegenbringt. ρ ist dabei die Dichte des Fluids, u ist die Geschwindigkeits-
differenz zwischen dem Körper und der Strömung und f der Widerstandsbeiwert (oft
auch als cW-Wert bezeichnet).
W =
1
2
ρu2fS . (1.44)
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Abbildung 1.1: Demonstration der turbulenten Widerstandsreduktion. Durch zwei
baugleiche Schläuche wird Wasser (rechts) und Wasser mit Polymer-
zusatz (links) verspritzt. Aufgrund des reduzierten Strömungswider-
stands des Wassers mit Polymerzusatz ist die Reichweite deutlich grö-
ßer.
Bei einer Strömung durch ein Rohr mit dem Durchmesser D kompensiert der Strö-
mungswiderstand im Gleichgewicht gerade die antreibende Kraft, also
W = (p0 − pL)
D2
4
pi (1.45)
mit der Druckdifferenz (p0 − pL) über die Länge des Rohres L. Als Geschwindig-
keitsdifferenz nehmen wir die mittlere Strömungsgeschwindigkeit 〈u〉. Die entgegen-
stehende Fläche ist die Wand des Rohres mit der Fläche S = DpiL. Damit ergibt sich
als Wert für den Widerstandsbeiwert
f =
1
4
(
D
L
)
p0 − pL
1
2
ρ 〈u〉2 . (1.46)
Der Widerstandsbeiwert ist abhängig von der Reynoldszahl, die hier mit der dynami-
schen Viskosität η deniert ist als
Re = D 〈u〉 ρ/η . (1.47)
In laminarer Strömung ist f(Re) = 16/Re nahezu unabhängig von der zugesetzten
Polymerkonzentration. Im newtonschen turbulenten Fall ist f nahezu konstant. Prandtl
gibt hier als Abhängigkeit [59]
1√
f
= 2.0 log
(
Re
√
f
)
− 0.8 (1.48)
an. Bei zunehmender Polymerkonzentration im turbulenten Fall fällt der Widerstand
deutlich ab. [72, 74, 5, 33, 67].
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c) d)
a) b)
Abbildung 1.2: Einige Beispiele für transiente Konformationen von Polymeren nach
[64]. a) halbe Hantel, b) gefaltet, c) Hantel, d) geknotet.
1.3.2. Polymere
Polymere sind große Moleküle, die aus kleineren Einheiten (Monomeren) zusammen-
gesetzt sind. Das können immer gleiche Einheiten (Homopolymer) oder auch mehrere
unterschiedliche Einheiten (Copolymer) sein. Bei den sogenannten linearen Polyme-
ren sind im Gegensatz zu verzweigten Polymeren alle Einheiten in einer Kette ange-
ordnet. Die Verbindungen zwischen den einzelnen Monomeren sind meist beweglich,
so daß es sehr viele mögliche Gestalten eines einzelnen Polymers geben kann. Durch
thermische Bewegung wird sich die Konformation des Moleküls ständig ändern. Die-
se Vielzahl der möglichen Konformationen führt bei langen Molekülketten zu einer
entropischen Kraft, die das Polymer auf eine Knäuelstruktur zusammenzieht.
Die besonderen Fähigkeiten der Polymere, die umgebende Stömung zu beeinus-
sen, können in vielen Fällen ihrer elastischen Verformbarkeit zugeschrieben werden.
Experimente [64] zeigen eine große Vielfalt von transienten Polymerkonformationen
die an Hanteln oder halbe Hanteln erinnern, einen Knoten mit zwei losen Enden oder
eine gefaltete Struktur zeigen (s. Abb. 1.2). Die verschiedenen Konformationen zei-
gen unterschiedliches Verhalten bei Streckung und Relaxation. So erreichen in stark
streckendem Fluß die geknoteten Moleküle ihre maximale Länge am schnellsten, ge-
folgt von halben Hanteln und Hanteln. Die gefalteten wurden am langsamsten ge-
streckt.
Wir beschränken uns hier auf das einfache Modell der elastischen Hantel (s. Abb. 1.3).
Als Länge des Polymermoleküls nehmen wir den Abstand der Enden des Moleküls an

=

e −

a . (1.49)
Das Polymer verhält sich also wie eine elastische Hantel: zwei Perlen, die durch eine
Feder verbunden sind. Die Perlen stellt man sich bei exiblen Polymeren als Knäu-
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Rr
e
− r
a
Abbildung 1.3: Links: Schematische Darstellung einer Polymerkette mit den einzel-
nen Bausteinen und den bei fester Länge drehbaren Verbindungen. Als
Länge wird der Abstand zwischen den beiden Endpunkten der Kette
angenommen. Rechts: Schematische Darstellung der elastischen Han-
tel. Zwei Perlen sind durch eine Feder verbunden. Als Polymerlänge
wird die Länge der Feder angenommen.
el aus etwa zehn bis zwanzig Monomeren vor2. Die Verbindung zwischen den Per-
len ist eine lange Monomerkette. Die Verbindungen zwischen den einzelnen Mono-
meren können mit einer gewissen Wahrscheinlichkeit in unterschiedliche Richtungen
umklappen. Die wahrscheinlichste Länge der Feder ist dann die, für die es die mei-
sten Realisationen gibt. Das Polymer relaxiert auf diese Länge durch eine entropische
Kraft, die als harmonisch angenommen wird [56, 16, 53]

= H

. (1.50)
Die Federkonstante skaliert dabei nach dem Florygesetz
H =
3kT
R2F
(1.51)
mit der Boltzmannkonstanten k, der Temperatur T und dem Flory-Radius
RF ≈ Nνa. (1.52)
N ist dabei die Zahl der Monomere, a die Länge eines einzelnen Monomers und ν der
Floryexponent. Im Dreidimensionalen gilt ν = 3/5. Der Floryradius ist der Radius des
Polymerknäuels im Gleichgewichtszustand ohne äußere Kräfte. Für ein ideales Knäuel
gilt ν = 1/2, der Wert 3/5 beinhaltet die Korrektur zum Radius einer idealen Kette
bei der das Volumen der Monomere mit einbezogen ist. Wird die Kette zunehmend
gestreckt, so nimmt der Volumeneffekt ab, und ein Übergang zum Exponenten der
idealen Kette ν = 1/2 tritt auf. Die Federkonstante ist also genaugenommen abhängig
von der aktuellen Länge der Kette und die Kraft nicht harmonisch. Dieser Effekt wird
hier aber nicht berücksichtigt.
2Polymere mit steifen Verbindungen zwischen den Monomeren erscheinen erst auf größeren Län-
genskalen flexibel. Die Skala, die das beschreibt, ist die Persistenzlänge, die Abfallkonstante der
Orientierungskorrelation.
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1.3.3. Polymerspannungstensor
Die Polymere in einer Polymerlösung bewirken einen zusätzlichen Beitrag zum Span-
nungstensor, der als additiv angenommen wird [5]
pi = pis + pip (1.53a)
= psδ^ + τ^s + ppδ^ + τ^p (1.53b)
= pδ^ + τ^ . (1.53c)
p = ps + pp, τ^ = τ^s + τ^p = ηs ^γ + τ^p, ηs ist die Viskosität des Lösungsmittels,
^γ = ∇   + (∇   )† der Scherratentensor.
In dem Perlen-Feder-Modell trägt zum einen die Federkraft, zum anderen die Be-
wegung der Perlen zum Spannungstensor bei. Die Position der Perlen sei durch  ν
gegeben, die Länge der Feder ist dann

=

2 −

1.
Die Federn von Polymeren, die eine mit dem Fluid bewegte Fläche S mit dem Nor-
malenvektor  durchdringen, üben auf die Fläche eine Kraft aus. Die Kraft ist pro-
portional zur Anzahldichte der Polymere n. Die Polymere müssen die Fläche durch-
dringen, das heißt, sie müssen sich in einem Volumen (  ·  )S benden, wenn die
momentane Länge R beträgt. Die Verteilung der Polymerlängen und -orientierungen

ist durch das Wahrscheinlichkeitsmaß P(

) gegeben. Die Kraft auf die Fläche ist
dann ∫
−n(
 ·  )  dP(  ) =  · pip . (1.54)
Der Federanteil des Polymerspannungstensors ist damit
pi(f)p = −n
∫


dP(

) = −n 〈  〉 . (1.55)
Mit dem Hookeschen Gesetz wird daraus bei einer Federkonstanten H
pi(f)p = −nH 〈
 〉 . (1.56)
Die Perlen tragen zum Spannungstensor bei, indem sie beim Durchgang durch eine
Fläche ihren Impuls von der einen auf die andere Seite der Fläche transportieren. Eine
Perle mit der Geschwindigkeit  kann S in der Zeit ∆t durchdringen, wenn sie sich
im Volumen ∆t( −   ) · S  bendet. Die Zahl der Perlen, die die mit der Strömung
bewegte Fläche S in der Zeit ∆t durchdringen, ist damit
n((

−
 
) · S  )∆t . (1.57)
Die Perlen haben eine Masse m und transportieren beim Durchgang durch die Flächen
einen Impuls
n((

−
 
) · S  )m( −   )∆t . (1.58)
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Jedes Molekül hat zwei Perlen (ν = 1, 2). Durch Mittelung über alle Polymerkonfor-
mationen (P(  )) ergibt sich der durchschnittliche Impulsuß pro Fläche und Zeitein-
heit
n
 ·
∫ [∑
ν
m(

ν −
 
)(

ν −
 
)
]
dP(

) =
 · pi(p)p . (1.59)
pi
(p)
p ist noch abhängig von der Geschwindigkeitsverteilung der Perlen. Unter der An-
nahme einer Maxwellschen Geschwindigkeitsverteilung
Ξ(

1, 

2) =
exp
(
−
[
1
2
m(

1 − 	 )
2 + 1
2
m(

2 − 	 )
2
]
/kT
)
∫∞
−∞
∫∞
−∞ exp
(
−
[
1
2
m(

1 − 	 )2 +
1
2
m(

2 − 	 )2
]
/kT
)
d

1d

2
(1.60)
ergibt sich nach Integration über den Geschwindigkeitsraum für den Perlenanteil des
Spannungstensors
pi(p)p = 2nkTδ^ . (1.61)
Der gesamte Polymerspannungstensor ist damit
pip = pi
(f)
p + pi
(p)
p = −nH 〈
 〉+ 2nkT δ^ . (1.62)
Die Gleichgewichtskonformation des Polymers folgt aus dem Gleichverteilungssatz
der statistischen Mechanik
〈  〉eq =
kT
H
δ^ . (1.63)
Mit dem Ausdruck aus (1.51) für die Federkonstante erhält man als Gleichgewichts-
länge des Polymers wieder den Floryradius
‖  ‖eq =
√
Tr 〈  〉eq =
√
kT
R2F
3kT
Trδ^ = RF . (1.64)
Man erhält τ^p, indem man den Gleichgewichtswert von pip, pi(eq)p = nkTδ^, subtrahiert:
τ^p = pip − pi
(eq)
p = −nH 〈
 〉+ nkTδ^ . (1.65)
Konformationstensor
Im obigen Ausdruck für den Polymerspannungstensor taucht der sogenannte Konfor-
mationstensor auf. Der Konformationstensor c^ = 〈  〉 ist der Erwartungswert des
dyadischen Produkts

mit der Polymerlänge

. Das dyadische Produkt ist symme-
trisch und enthält auf der Hauptdiagonalen die Quadrate der Komponenten. Die Spur
gibt also das Quadrat der Polymerlänge an. Auf den anderen Positionen stehen die Pro-
dukte der einzelnen Komponenten. Bei der Produktbildung geht die Information über
das Vorzeichen des Vektors verloren, diese Information ist in diesem Zusammenhang
aber auch unerheblich. Der Vektor läßt sich aus drei Elementen des dyadischen Pro-
dukts, die mindestens zwei Nichtdiagonalelemente enthalten, bis auf das Vorzeichen
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rekonstruieren. Die Mittelung 〈.〉 zum Konformationstensor erfolgt über die thermi-
schen Fluktuationen. Auf der Hauptdiagonalen des Konformationatensors stehen also
die Erwartungswerte der Quadrate der Komponenten, die anderen Einträge enthalten
die Erwartungswerte der Produkte der Komponenten. Bei unkorrelierten Komponen-
ten sind das die Produkte der Erwartungswerte der Komponenten. Der Erwartungswert
der Länge ist die Wurzel der Spur
〈‖  ‖2〉 =
√
trc^ . (1.66)
1.3.4. Zeitliche Entwicklung des Polymerspannungstensors
Bringt man Polymermoleküle in eine Flüssigkeitsströmung, so werden die Elemente
eines Polymers von der Strömung mitgeführt, wobei im allgemeinen jedes Element ei-
ne unterschiedliche lokale Geschwindigkeit erfährt, während die Abstände zwischen
benachbarten Monomeren im wesentlichen konstant bleiben. Geht man davon aus,
daß die Ausdehnung des Moleküls klein gegenüber den kleinsten Strukturen des Ge-
schwindigkeitsfeldes ist, so wird man das Geschwindigkeitsfeld linearisiert betrach-
ten,
 
(

1) −
 
(

2) ≈ (∇   (  1))† · (  2 −  1) (1.67a)
ui(

1) − ui(

2) ≈ (∂kui(  1))(r2,k − r1,k) . (1.67b)
Daraus ergibt sich im allgemeinen eine Verformung des Moleküls.
Die harmonische Kraft (1.50) führt zu einer Relaxation der Polymerlänge mit einer
gewissen Zeitkonstanten 2λH.3 Zusammen ergibt dies eine Bewegungsgleichung für
die Polymerlänge
∂t

+ (
  · ∇)  =
(
(∇   )† − 1
2λH
δ^
)
·  (1.68)
Je nach dem, ob Streckung oder Relaxation überwiegen, strebt die Polymerlänge ge-
gen unendlich oder null. Beide Fälle sind unphysikalisch.
Eine Möglichkeit, um Abhilfe zu schaffen, ist die Einführung eines Diffusionsterms
∂t

+ (
  · ∇)  =
(
(∇   )† − 1
2λH
δ^
)
·  + κ∇2  . (1.69)
Dieses ist das sogenannte uniaxiale Modell, das hier aber nicht weiter verwendet wird.
Eine andere Möglichkeit, um stabile Lösungen zu erhalten, ist die Addition von
weißem Rauschen d  (t)
d

=
(
(∇   )† − 1
2λH
δ^
)
·  dt + σd  (t) . (1.70)
3Der Faktor 2 wird in der Zeitkonstanten für die Polymerlänge eingeführt. Beim Übergang zum Kon-
formationstensor (1.79) verschwindet dieser Faktor und man erhält als Relaxationszeit für den Kon-
formationstensor λH.
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µ σ
0 const. r0 + σB(t)
const. 6= 0 0 r0 exp(µ(t − t0))
const. < 0 const. r0 exp(µ(t − t0)) +
∫t
t1
exp(µ(t − t ′))σξ(t ′)dt ′
ukt. 0 r0 exp(
∫t
t0
µ(t ′)dt ′)
Tabelle 1.1: Spezialfälle der Lösungen für R(t), (1.75).
Das verhindert, daß die Länge bei stärkerer Relaxation gegen null strebt. Um eine
Lösung für die Polymerlänge R = ‖  ‖ zu erhalten multiplizieren wir die Gleichung
mit

/R und setzen
κ(t) =

(t)(∇   (t))†  (t)/R2(t) und µ(t) = κ(t) − 1/(2λH) . (1.71)
Wir multiplizieren die Gleichung mit exp
(
−
∫t
0
µ(s)ds
)
.
exp
[
−
∫ t
0
µ(s)ds
]
dR(t) = exp
[
−
∫ t
0
µ(s)ds
]
(µ(t)R(t)dt + σdB(t)) (1.72)
d
(
exp
[
−
∫ t
0
µ(s)ds
]
R(t)
)
= exp
[
−
∫ t
0
µ(s)ds
]
(dR(t) − µ(t)R(t)dt)
= exp
[
−
∫ t
0
µ(s)ds
]
σdB(t) (1.73)
Nach Integration und partieller Integration
exp
[
−
∫ t
0
µ(s)ds
]
R(t) − R(0) =
∫ t
0
exp
[
−
∫ t ′
0
µ(s)ds
]
σdB(t ′)
= exp
[
−
∫ t
0
µ(s)ds
]
σB(t) +
∫ t
0
µ(t ′) exp
[
−
∫ t ′
0
µ(s)ds
]
σB(t ′)dt ′
ergibt sich schließlich
R(t) = R(0) exp
[∫ t
0
µ(s)ds
]
+σB(t)+
∫ t
0
µ(t ′) exp
[∫ t
t ′
µ(s)ds
]
σB(t ′)dt ′ . (1.75)
In Tabelle 1.1 sind einige Spezialfälle der Lösungen von (1.75) angegeben. Für
µ(t) = µ(t) − 1/λ = 0 ergibt sich ein Wienerprozeß mit Erwartungswert r0 und Va-
rianz σ2. Falls σ = 0 gilt, beschreibt die Lösung einen exponentiellen Zerfall oder ex-
ponentielles Wachstum. Für µ < 0 ergibt sich ein Ornstein-Uhlenbeck-Prozeß. Wenn
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die Verteilung der µ(t) dem zentralen Grenzwertsatz genügt, ergibt sich mit σ = 0 ein
lognormalverteiltes R, für σ 6= 0 genügt die Verteilung asymptotisch einem Potenzge-
setz.
Die Ito-Formel (1.78) [36, 23, 38, 52] erlaubt die Transformation der stochastischen
Differentialgleichung (1.70) zu einer Differentialgleichung für den Konformationsten-
sor, die dem Oldroyd-B-Modell entspricht.
Oldroyd-B Modell
Das Oldroyd-B Modell (auch upper convected Jeffrey’s model) beschreibt die zeitliche
Entwicklung des Konformationstensors bzw. des Polymerspannungstensors in einem
Geschwindigkeitsfeld. Wir gehen von der stochastischen Differentialgleichung
dRi = (∂kui)Rkdt −
1
2λH
Ridt + σdBi(t) (1.76)
aus. Mit der Funktion Cij(t,

) =

i

j läßt sich der Konformationstensor schreiben
als Erwartungswert
cij = 〈Cij(t,  )〉 = 〈Cij〉 . (1.77)
Nach der Ito-Formel gilt für das Differential
dCij = ∂tCij(t,

)dt +
(
∂
∂Rk
Cij(t,

)
)
dRk +
1
2
(
∂2
∂Rk∂Rl
Cij(t,

)
)
dRkdRl.
(1.78)
Das Produkt dRkdRl wird nach den Regeln dtdt = dtdBl(t) = dBk(t)dt = 0 und
dBk(t)dBl(t) = δkldt ausgewertet. So ergibt sich
dCij = RidRj + RjdRi + dRidRj (1.79a)
= Ri(∂kuj)Rkdt −
Ri
2λH
Rjdt + σRidBj
+Rj(∂kui)Rkdt −
Rj
2λH
Ridt + σRjdBi
+σ2dBidBj (1.79b)
= RiRk(∂kuj)dt + (∂kui)RkRjdt −
1
λH
RiRjdt
+σ2δijdt + σRidBj + σRjdBi (1.79c)
Die Erwartungswerte 〈dBi〉 verschwinden. Damit erhält man als Bewegungsgleichung
für den Konformationstensor
∂tcij + (uk∂k)cij = (∂kui)ckj + cik(∂kuj) −
1
λH
cij + σ
2δij . (1.80)
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Mit σ2 = 4kT/ζ erhält man das gleiche Ergebnis wie es im folgenden aus einer bei
[5] angegebenen Bewegungsgleichung für Funktionen der Polymerlänge hergeleitet
wird. Diese Gleichung lautet für eine Funktion B(

) (ohne äußere Kräfte,  ist die
Federkraft)
d
dt
〈B〉 = (∇u) · 〈  · ∇B〉+ 2kT
ζ
〈∆B〉 − 2
ζ
〈  · ∇B〉 . (1.81)
Für den Konformationstensor c^ = 〈  〉 ergibt sich damit
d
dt
〈  〉− (∇u)† 〈  〉− 〈  〉 (∇u)︸ ︷︷ ︸
〈  〉(1)
=
4kT
ζ
δ^ −
4
ζ
〈 
 〉 . (1.82)
Der Ausdruck auf der linken Seite wird auch als obere konvektive Ableitung bezeich-
net. Diese Ableitung wird durch einen eingeklammerten unteren Index gekennzeich-
net. Mit hookescher Feder wird daraus
〈  〉(1) =
4
ζ
(kTδ^ − H 〈  〉) (1.83)
Als Gleichgewichtskonformation ndet man
〈 
 〉eq = kTδ^ bzw. 〈
 〉eq =
kT
H
δ^ (1.84)
mit der Relaxationszeit
λH =
ζ
4H
. (1.85)
ζ ist hierbei der Reibungskoefzient der Perlen in dem Lösungsmittel. Polymerlängen
werden in Einheiten von
√
kT/H gemessen, Zeiten in Einheiten von l0/u0. Aus der
Relaxationszeit wird dann die dimensionslose Deborahzahl
De =
u0λH
l0
. (1.86)
Die konstitutive Gleichung des Oldroyd-B-Modells ist damit
τik =
nkT
ρ
(cik − δik) =
s
De Re
(cik − δik) (1.87)
mit dem dimensionslosen Konzentrationsparameter
s =
nkTλH
ρν
. (1.88)
Die Oldroyd-B-Gleichungen für den Konformationstensor und für den Polymer-
spannungstensor, die in den folgenden Kapiteln verwendet werden, lauten
∂tc^ + (
  · ∇)c^ = (∇   )†c^ + c^(∇   ) − 1
De
(c^ − δ^) (1.89)
∂tτ^p + (
  · ∇)τ^p = (∇   )†τ^p + τ^p(∇   ) + sDe Re(∇
 
+ (∇   )†) − 1
De
τ^p (1.90)
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Deborahzahl und Weissenbergzahl
Die Deborahzahl ist das Verhältnis einer charakteristischen Zeit des Polymers zu einer
charakteristischen Zeit der Strömung
De =
tPolymer
tStro¨mung
. (1.91)
Als tPolymer nimmt man oft die größte auftretende Relaxationszeit der eingebrachten
Polymere. Für tStro¨mung eignet sich oft die Zeiteinheit, die man auch in der Navier-
Stokes-Gleichung verwendet: l0/u0. Die ist auch in (1.86) verwendet worden.
Neben der Deborahzahl ndet man auch oft die dimensionslose Weissenbergzahl
We. Man deniert sie als Produkt einer charakteristischen Zeit des Polymer mit einer
charakteristischen Verformungsrate der Strömung
We = tPolymerκ . (1.92)
Für κ eignet sich zum Beispiel der größte Lyapunovexponent oder in Scherströmungen
die Scherrate γ.
Deborahzahl und Weissenbergzahl werden oft als redundante Denition angesehen,
in vielen Fällen gibt es aber nicht nur eine Zeitskala, die man mit der Relaxationszeit
der Polymere vergleichen muß. Dann sind unterschiedliche Namen sinnvoll. Wichtig
ist in jedem Fall, die genaue Denition der dimensionslosen Größen zu beachten. De-
niert man zum Beispiel We = λµ mit dem größten Lyapunovexponenten µ, so ndet
man für den coil-stretch-Übergang Wecrit = 1. Deniert man De wie in (1.86), so ist
Decrit im allgemeinen nicht 1, sondern u0/(µl0). Wenn man den Lyapunovexponen-
ten in Abhängigkeit von allen Parametern, die man an der Strömung verändern will,
kennt, ist die Verwendung von We = λµ sicher die sinnvollere Wahl. Bei numerischen
Berechnungen, zu denen man den Lyapunovexponenten vorher nicht kennt, wird man
auf die bekannten Zeitskalen zurückgreifen.
Die dimensionslose Deborahzahl wurde von M. Reiner als das Verhältnis der Rela-
xationszeit eines Fluids zur Beobachtungszeit eingeführt [58]. Er geht davon aus, daß
 wie schon Heraklit zugeschrieben  alles ießt ( ff
fi
). Aber was ist mit den
Festkörpern? Nun, es kommt nur auf die Beobachtungszeit an. Seiner Meinung nach
sind Festkörper auch üssig, wenn man nur lange genug beobachtet. Diese Einsicht
erkennt er auch bei der Prophetin Deborah, die zusammen mit Barak singt (Buch der
Richter):
Vulgata:
54Domine cum exires de Seir et transires per regiones Edom terra mota
est caelique ac nubes stillaverunt aquis.
5Montes uxerunt a facie Domini et Sinai a facie Domini Dei Israhel.
King James [79]:
21
1. Grundlagen
54 LORD, when thou wentest out of Seir, when thou marchedst out of the
eld of Edom, the earth trembled, and the heavens dropped, the clouds
also dropped water.
5 The mountains melted from before the LORD, even that Sinai from
before the LORD God of Israel.
Reiner moniert, daß es in der Authorized Version (King James Version [79])
melted und nicht owed heißt. Er nimmt an, daß Deborah zwei Dinge weiß: alles
ießt, also auch die Berge, und die Berge ießen vor dem Herrn, nicht vor dem Men-
schen. tG, die Zeitskala,in der Gott existiert, ist groß gegenüber der Zeitskala tB, in
der die Berge abgetragen werden. Die Deborahzahl De = tB/tG ist also sehr klein,
und die Berge zerießen newtonsch. Auf der Zeitskala des Menschen verhalten sich
die Berge wie Festkörper, De ist in diesem Fall sehr groß. Fluxerunt im 5. Vers in
der Vulgata könnte man tatsächlich auch mit zerießen übersetzen [34].
Bezieht man Vers 4 in die Betrachtung mit ein, so muß man doch an dieser Ein-
sicht der Deborah zweifeln. Anscheinend hat sie hier doch nicht die Erosion über
Jahrtausende gemeint, sondern die Erschütterungen durch das Erdbeben, wie auch die
Übersetzungen wankten der Einheitsübersetzung, erbebten der Elberfelder [57]
oder quaked der NIV [12] nahelegen.
Einheitsübersetzung [39]:
54Herr, als du auszogst aus Seïr, / als du vom Grünland Edoms heran-
schrittest, / da bebte die Erde, die Himmel ergossen sich, / ja, aus den
Wolken ergoß sich das Wasser.
5Die Berge wankten vor dem Blick des Herrn, [das ist der Sinai] / vor dem
Blick des Herrn, des Gottes Israels.
New International Version [12]:
54O Lord, when you went out from Seir, / when you marched from the
land of Edom, / the earth shook, the heavens poured, the clouds poured
down water,
5The mountains quaked before the Lord, the One of Sinai, / before the
Lord, the God of Israel (NIV).
Im hebräischen Text steht das Verb nzl, das mit rieseln, ießen, überießen von
übersetzt wird. Triefen ist auch eine mögliche Übersetzung von uxerunt, was nun
gar nichts mit der Bewegung zu tun hat, sondern auf den starken Regenfall zurückzu-
führen ist. Das legt auch eine Parallelstelle in den Psalmen nahe:
689 da bebte die Erde, da ergossen sich die Himmel vor Gott, / vor Gott,
dem Herrn vom Sinai, vor Israels Gott.
10 Gott, du ließest Regen strömen in Fülle / und erquicktest dein ver-
schmachtendes Erbland.
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Die unrevidierte Lutherbibel von 1545 [78] gibt tatsächlich eine entsprechende
Übersetzung.
4. HErr, da du von Seir auszogest und einhergingest vom Felde Edoms,
da erzitterte die Erde, der Himmel troff, und die Wolken troffen mit
Wasser.
5. Die Berge ergossen sich vor dem HErrn, der Sinai vor dem HErrn, dem
GOtt Israels.
Die gängige Interpretation dieser Textstelle ist allerdings die, die auch Reiner an-
nimmt. Dazu gibt es noch eine Stelle in den Psalmen, die das noch deutlicher zum
Ausdruck bringt:
975 Berge schmelzen wie Wachs vor dem Herrn, / vor dem Antlitz des
Herrschers aller Welt.
Hier ist das verwendete Verb im Hebräischen allerdings mss: zerschmelzen, zer-
ießen, im Lateinischen aber wieder uxerunt. Das Wort uxerunt wird also in
zwei Bedeutungen verwendet, die im Hebräischen durch zwei Begriffe unterschieden
sind. Bei der Übersetzung ins Englische, die Reiner benutzt, ist dieser Bedeutungs-
unterschied nicht aufgelöst. Das liegt wohl daran, daß die King-James-Version nicht
immer konsequent auf den hebräischen Urtext zurückgeht, sondern den Text der bis
dahin in den Kirchen gebräuchlichen Bishops Bible möglichst wenig verändern soll-
te, soweit es die Wahrheit des Originals erlaubt [73].
Die Übersetzungen, die erbeben verwenden, stützen sich wohl auf die alte grie-
chische Übersetzung, die Septuaginta [77],
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1.4. Lyapunovexponenten und Verteilungen von
Polymerlängen
Der (größte) Lyapunovexponent µ zu einer Trajektorie  (t) eines dynamischen Sy-
stems ist deniert als [61, 1]
µ = lim
T→∞
1
T
log ‖δ  (T)‖‖δ  (0)‖ . (1.93)
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Bezeichnung Referenz Lc Lp RF τ
λ-DNA [64] 22 µm 4.1 s
λ-DNA [64] 22 µm 17.3 s
λ-DNA [63, 9, 55] 22 µm 53 nm 6.3 − 19 s
PAM [13] 77 µm 0.5 µm 43 ms
Tabelle 1.2: Daten zu einigen Polymeren. Lc: Konturlänge, Lp: Persistenzlänge, RF:
Flory-Radius, τ: Relaxationszeit.
Referenz Polymer De strain-rate η τ
[64] λ-DNA eτ = 2.0 d/dt = 0.5 43.3 cP 4.1 s
[64] λ-DNA eτ = 48 d/dt = 2.8 182 cP 17.3 s
[63] λ-DNA γτ = 0 − 76 γ = 0 − 4.0 s−1 η = 60; 220 cP τ = 6.3; 19 s
Tabelle 1.3: Daten zu Experimenten.
Dabei ist δ (t) der Abstandsvektor zu einer Trajektorie in der Nachbarschaft von  (t).
In einer Strömung entwickelt sich der Abstand zwischen zwei Trajektorien mit dem
anfänglichen Abstand s0 = ‖δ (0)‖ im Mittel wie
s(t) = s0 exp µt , (1.94)
also wie die Lösung eines linearen dynamischen Systems
s = µs . (1.95)
Hierbei ist allerdings zu beachten, daß der Abstand zwischen den betrachteten Trajek-
torien immer sehr klein bleibt, das heißt, daß nichtlineare Beiträge vernachlässigbar
bleiben. Unter dieser Voraussetzung kann man das Geschwindigkeitsfeld linearisiert
betrachten
d
dt
δ (t) = (∇   (t))δ (t) (1.96)
und s0 = ‖δ (0)‖ = 1 wählen. Bei der Berechnung des Lyapunovexponenten wird
man die Länge von δ (t) zu geeigneten Zeiten (tk) wieder auf die Länge s0 zurück-
setzen. Man berechnet also δ  mit
d
dt
δ (t) = (∇   (t))δ (t) (1.97)
und δ (tk) = s0. Das Produkt der dazu zu verwendenden Normierungsfaktoren
nk =
‖ limt→tk− δ (t)‖
‖δ (tk−1)‖ (1.98)
ergibt dann die Gesamtstreckung
‖δ  (tk)‖ =
k∏
i=1
nk . (1.99)
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Die Richtung der anfänglichen Störung spielt dabei praktisch (d.h. bei der numeri-
schen Berechnung) keine Rolle. Schon nach wenigen Zeiteinheiten zeigen anfangs
unterschiedlich orientierte Störungen in die gleiche Richtung. Das Ergebnis kann aber
sehr stark vom Startpunkt der Trajektorie abhängen. Die Phasenräume von dynami-
schen Systemen sind oft aus regulären und chaotischen Bereichen zusammengesetzt.
In den regulären Bereichen, in der Umgebung von stabilen periodischen Bahnen, ist
der größte Lyapunovexponent null, während in chaotischen Bereichen der größte Lya-
punovexponent positiv ist. In zeitunabhängigen Systemen sind diese unterschiedlichen
Bereiche invariante Mengen.
1.4.1. Kurzzeit-Lyapunovexponenten
Beim Kurzzeit-Lyapunovexponenten betrachtet man nicht den Grenzwert T → ∞
sondern berechnet die mittlere Streckrate entlang eines Trajektorienabschnitts der Dau-
er T [26, 22]
µT =
1
T
log ‖δ (t + T)‖‖δ (t)‖ . (1.100)
Aus einer Folge von aufeinanderfolgenden Kurzzeit-Lyapunovexponenten µT (k) mit
äquidistanten Zeitintervallen T läßt sich der Kurzzeit-Lyapunovexponent zum Inter-
vall nT berechnen
µnT =
1
n
n∑
k=1
µT (k) =
1
n
∑
k
1
T
log ‖δ  (kT)‖‖δ ((k − 1)T)‖ (1.101a)
=
1
nT
log
∏
k
‖δ  (kT)‖
‖δ ((k − 1)T)‖ =
1
nT
log ‖δ  (nT)‖‖δ  (0)‖ . (1.101b)
Der Mittelwert der Kurzzeit-Lyapunovexponenten führt also auf den Lyapunovexpo-
nenten wie bei den Gesetzen der großen Zahlen aus der Wahrscheinlichkeitstheorie.
Bei genügend großem T kann man den Kurzzeitlyapunovexponenten als eine Summe
von unabhängigen Zufallsvariablen auffassen. Ihre Verteilung nähert sich nach dem
zentralen Grenzwertsatz einer Normalverteilung [4]
pµ ≈
√
T
2pi∆
exp
[
−
T(µT − µ)
2
2∆
]
(1.102)
mit der Varianz ∆/T . Mit zunehmendem T wird die Verteilung also immer schmaler.
Diese Verteilung wird auch oft in der Form
pµ ≈
√
T
2pi∆
exp [−TS(µT − µ)] (1.103)
mit der Entropiedichtefunktion S geschrieben. Von dieser Funktion S wird angenom-
men, daß sie ein quadratisches Minimum bei 0 hat: S(x) = x2/2∆.
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Der lokale Lyapunovexponent [20] ist der Grenzwert des Kurzzeit-Lyapunovexponenten
für T → 0
µloc( (t)) = lim
T→0
1
T
log ‖δ (t + T)‖‖δ (t)‖ . (1.104)
Dieser gibt die lokale Streckrate am Ort  (t) in der Richtung von δ  (t) an. t soll
dabei so groß sein, daß die Orientierung von δ  (0) keine Rolle mehr spielt. Der lokale
Lyapunovexponent läßt sich auch schreiben als
µloc( (t)) = d
T
l ( (t))(∇   ( (t))) d l(  (t)) . (1.105)
Dieser entspricht dem κ(t) in (1.71). Die d l sind dabei die Einheitsvektoren in Rich-
tung von δ  . Die Kurzzeit-Lyapunovexponenten können dann durch Integration über
µloc berechnet werden
µT ( (t)) =
1
T
∫ t+T
t
µloc( (t
′))dt ′ . (1.106)
1.4.2. Streckung von Polymeren
Aus der Form der Verteilung der Lyapunovexponenten (1.103) mit quadratischem Mi-
nimum von S leitet Balkovsky ein asymptotisches Potenzgesetz P(R) ∝ R−α−1 für die
Polymerlänge R ab [2, 3]. Für den Exponenten gilt
α = S ′
(
β −
(
µ −
1
2λ
))
(1.107)
mit dem Sattelpunktwert β und der Relaxationszeit der Polymere 2λ. Dabei setzt er
voraus, daß die Rückstellkraft proportional zur Auslenkung aus der Gleichgewichts-
lage ist. Das ist dann der Fall, wenn die Polymere in der Kräuelstruktur vorliegen,
bzw. nur wenig gestreckt sind. Wenn die Relaxationsrate kleiner als der Lyapunovex-
ponent ist, ist das im allgemeinen nicht mehr der Fall. Die meisten Polymermoleküle
gehen dann in den gestreckten Zustand über, und die obige Gleichung führt auf eine
Verteilung mit einem Exponenten größer als −1, die dann aber nicht mehr normier-
bar ist. Dieser Übergang vom Knäuelzustand zum gestreckten Zustand wird als coil-
stretch-Übergang bezeichnet [14]. Er wird als sehr wichtig im Zusammenhang mit der
turbulenten Widerstandsreduktion angesehen.
Wird die Polymerlänge nach oben beschränkt, ist die Normierbarkeit der Verteilung
kein Problem mehr. Das obige Potenzgesetz gilt dann weiterhin und es sind auch Ex-
ponenten größer als −1 möglich. Für |µ − 1/(2λ)|  1 ndet man α ′(1/(2λ)) =
−2/∆. Der Parameter ∆ bestimmt also sowohl die Verteilungen der Kurzzeitlyapu-
novexponenten als auch die Exponenten der Polymerlängenverteilungen.
Verteilungen, die einem Potenzgesetz folgen, sind schon seit langer Zeit aus den
verschiedensten Bereichen von Biologie, Linguistik und Ökonomie bekannt. Sornette
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[66] und Takayasu [70] zeigen, daß die Verteilungen in Form eines Potenzgesetzes
allgemein bei multiplikativen Prozessen auftreten, die bei negativer Drift nach unten
beschränkt sind. Dasselbe gilt natürlich auch für Prozesse mit positiver Drift und obe-
rer Schranke.
Ein multiplikativer Prozeß sei gegeben durch
Wt = w1w2 · · ·wt . (1.108)
Sornette und Cont geben zwei notwendige und hinreichende Bedingungen für ein Po-
tenzgesetz P(Wt) ∼ W−(1+α)t in der Verteilung Wt [66].
• 〈log wj〉 < 0
• Wt darf nicht zu klein werden
Der Exponent läßt sich dann als Lösung von
〈
wαj
〉
= 1 bestimmen.
Die Streckung und Relaxation der Polymere kann als ein derartiger Prozeß angese-
hen werden. Die Entwicklung der Länge
R(t) = exp
(∫ t
t0
µloc,λ(t
′)dt ′
)
, µloc,λ(t) =

(∇   )†  /R2 − 1
2λ
(1.109)
kann als Grenzwert einer Folge
R(t) = exp
(∑
i
∫ (i+1)T
iT
µloc,λ(t
′)dt ′
)
= exp
(∑
i
mλ,i
)
=
∏
i
exp(mλ,i) ,
(1.110)
mλ,i =
∫ (i+1)T
iT
µloc,λ(t
′)dt ′ (1.111)
dargestellt werden. Die Faktoren exp(mλ,i) entsprechen dann den Faktoren wi in
(1.108). Die erste der obigen Bedingungen heißt dann
〈mλ,i〉 < 0 , (1.112)
die zweite kann durch Addition einer positiven Zufallsvariablen oder durch geeignetes
Zurücksetzen der Länge bei zu klein werdenden Werten gewährleistet werden. Der
Exponent läßt sich dann als Lösung der Gleichung
〈exp(mλ,i)α〉 = 〈exp(αmλ,i)〉 = 1 (1.113)
bestimmen.
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1.4.3. Exponentielles Wachstum
Eine Größe R, die der Differentialgleichung R = µ(t)R genügt, hat den zeitlichen
Verlauf R(t) = R0 exp
∫t
0
µ(t ′)dt ′. Für konstantes µ(t) = µ zeigt die Trajektorie im
betrachteten Zeitfenster eine Verteilungsdichte P(R) ∝ 1/R.
P(R) ∝
∫
δ(R − R0e
µt)dt =
∑
µt=log R/R0
∣∣µR0eµt∣∣−1 = 1
µR
(1.114)
Dies kann für nicht konstante µ(t) verallgemeinert werden:
P(R) ∝
∫
δ
(
R − R0 exp
∫ t
t0
µ(t ′)dt ′
)
dt (1.115a)
=
∫ ∑
{ti |
∫ti
t0
µ(t ′)dt ′=log R/R0}
δ(t − ti)
|µ(ti)R0 exp
∫ti
t0
µ(t ′)dt ′|
dt
=
∫ ∑
{ti |
∫ti
t0
µ(t ′)dt ′=log R/R0}
δ(t − ti)
|µ(ti)R|
dt
=
1
|R|
∑
{ti|
∫ti
t0
µ(t ′)dt ′=log R/R0}
1
|µ(ti)|
(1.115b)
Gleichung (1.115b) für linear wachsendes µ(t) = µ0t ausgewertet ergibt eine Ver-
teilung Plin(R) ∝ 1/(R
√
2µ0 log R) (s. Abb. 1.4). Für exponentiell fallendes µ(t) =
µ0e
−λt erhält man eine Verteilung Pexp ∝ 1/(R|λ log(R/R0) − µ(t0)|).
Im Fall der ABC-Stömung, die wir in Kapitel 2 diskutieren werden, ergeben sich
in Histogrammen der momentanen Polymerlängen entlang von Trajektorien unter be-
stimmten Umständen ebenfalls Verteilungen proportional zu 1/R wie in (1.114). Diese
treten auf, wenn die Streckung durch die Strömung die Relaxation überwiegt, µ(t) −
1/(2λ) im Mittel also positiv ist. Die Histogramme werden dazu aus den momentanen
Polymerlängen entlang einer Trajektorie zu äquidstanten Zeitpunkten erstellt.
1.5. Geometrische Eigenschaften der Trajektorien
In einem dynamischen System ist die Geschwindigkeit als Funktion von Ort und Zeit
gegeben als
 
=
 
( , t) (1.116)
Daraus lassen sich die Beschleunigung und die zweite Ableitung der Geschwindigkeit
berechnen

 
= ∂t
 
+
  · ∇   (1.117a)
¤  = ∂t 
 
+
  · ∇   (1.117b)
= ∂2t
 
+ (∂t
 
) · ∇   + 2   · ∂t∇   +   · ∇(   · ∇   ) (1.117c)
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Abbildung 1.4: Zeitliche Entwicklung der Polymerlänge (unten links) bei linear an-
steigendem µ (oben links) und Histogramm (rechts) des Zeitverlaufs
nach (1.115b).
In jedem Punkt kann man nun das sogenannte begleitende Dreibein aus Tangential-
vektor, Hauptnormalenvektor und Binormalenvektor berechnen [28]. Der Tangential-
vektor ist deniert als
e
=
d

ds
=
 
|
 
|
. (1.118)
Der Hauptnormalenvektor steht senkrecht auf dem Tangentialvektor und zeigt in Rich-
tung der Normalbeschleunigung. Er ergibt sich aus der Beschleunigung

=
1
κ
d2

ds2
=
1
κ
d
e
ds
(1.119)
mit der Krümmung
κ =
√

  ·   − (e ·   )2
  ·   . (1.120)
Der Binormalenvektor steht senkrecht auf Tangential- und Hauptnormalenvektor:
f
=
e ×  . (1.121)
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Die zeitliche Entwicklung dieser drei Basisvektoren wird durch die FrØnetschen For-
meln
d
e
ds
= κ

, (1.122a)
d

ds
= τ
f
− κ
e
, (1.122b)
d
f
ds
= −τ
 (1.122c)
beschrieben. Dabei ist τ die Torsion
τ =
  · (   × ¤  )
(
  ·   )3κ2 . (1.123)
Aus der Krümmung und der Torsion lassen sich jeweils der Krümmungs- und der
Torsionsradius bestimmen:
ρ = 1/κ σ = 1/τ . (1.124)
Die Spirale

(t) =

R cos ωtR sin ωt
βωt

   (x, y) = ω

−yx
β

 (1.125)
kann als Normalform einer Kurve mit konstanter Krümmung und Torsion angesehen
werden. Für Krümmung, Torsion und Bahngeschwindigkeit ndet man
κ =
R
R2 + β2
τ =
β
R2 + β2
u = ω
√
R2 + β2 . (1.126)
Zu beliebigen Trajektoriensegmenten wird in einem Punkt  0 das begleitende Dreibein
sowie Krümmung und Torsion bestimmt. Der Radius, Axial- und Winkelgeschwindig-
keit sind dann
R =
κ
κ2 + τ2
β =
τ
κ2 + τ2
ω =
√
u2(κ2 + τ2) (1.127)
Der Krümmungsmittelpunkt ist
g
=  0 − R

. (1.128)
Der Normalenvektor bewegt sich in die Richtung


= τ
f
− κ
e (1.129)
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Die Achse der Spirale steht senkrecht auf  und 
h
=
1
Ns
 ×  (1.130)
mit geeignetem Normierungsfaktor Ns. Die Spirale ist dann

(t) =
g
+ R(
 × h sin(t) −  cos(t)) + βωt h . (1.131)
Beliebige Trajektorien kann man nun mit den so erhaltenen Spiralen vergleichen.
Wir betrachten die linearisierte Geschwindigkeit   im Punkt  + d . Die setzt sich
aus einer Translation   0(  ) und einem Vektor L · d  mit der Jacobimatrix L = ∂i   j
zusammen. Die Jacobimatrix ist zerlegt in den symmetrischen Anteil S = 1
2
(L + LT )
und den antisymmetrischen Anteil A = 1
2
(L − LT )
S =

S1 S2 S3S2 S4 S5
S3 S5 S6

 A =

 0 A1 A2−A1 0 A3
−A2 −A3 0

 (1.132)
 
(  + d  ) =
 
0( ) + (S + A)d  (1.133)
Das Koordinatensystem sei so gewählt, daß   0(  ) = |   0( )| d 1. Dann gilt für Krüm-
mung und Torsion der Trajektorie, die durch  läuft
κ =
√
(S2 − A1)2 + (S3 − A2)2
  ·   (1.134)
τ =
−A3
|
 
|
+S5
(
2
(S2 − A1)
2
κ2
− 1
)
+
S2 − A1
κ
√
1 −
(S2 − A1)2
κ2
(S6 −S4) (1.135)
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2.1. Grundlagen
Die klassische ABC-Strömung [17] wurde von Arnold als stationäre Lösung der Eu-
lergleichung eingeführt. Childress verwendete den Spezialfall A = B = C = 1 als
Modell für den kinematischen Dynamoeffekt. Wir verwenden eine modizierte Versi-
on dieser Strömung
 
= −
A
pi
rot ez(sin pix cos piy)
+
B
pi
rot ey(sin pix cos piz)
+
C
pi
rot ex(cos piy + sin piz) (2.1a)
=

(A sin piy + B sin piz) sin pixA cos piy cos pix + C cos piz
B cos piz cos pix + C sin piy

 (2.1b)
mit konstanten Amplituden A, B und C. Als reines Wirbelfeld ist die Strömung diver-
genzfrei.
2.1.1. Symmetrien
Die Gleichungen sind periodisch in x, y und z mit Periodenlänge 2. Die x-Kompo-
nente der Geschwindigkeit verschwindet bei ganzzahligen x, ebenso die x-Ableitung
der anderen Geschwindigkeitskomponenten
ux
∣∣
x∈ i = ∂xuy
∣∣
x∈ i = ∂xuz
∣∣
x∈ i = 0 . (2.2)
Diese Ebenen sind also invariante Mengen, die Trajektorien können diese Ebenen
nicht durchdringen. Die Gleichungen sind invariant unter den Transformationen
S01 : x
′ = x y ′ = 1 + y z ′ = 1 + z t ′ = −t (2.3)
S02 : x
′ = 1 + x y ′ = y z ′ = 1 − z t ′ = −t
S03 : x
′ = −x y ′ = 1 + y z ′ = 1 + z t ′ = −t .
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Abbildung 2.1: Trajektorien in der ABC-Strömung. In der Farbe ist die Krümmung
der Trajektorien, κ, codiert. Die Länge der Trajektorienstücke beträgt
t = 0.8. A = B = 1, C = 0.8.
Die Quadrate dieser Transformationen sind jeweils die Identität. Sie erzeugen eine
Symmetriegruppe mit den Elementen
I : Identit¤at (2.4)
S02S
0
1 : x
′ = 1 + x y ′ = 1 + y z ′ = −z t ′ = t
S03S
0
1 : x
′ = −x y ′ = y z ′ = z t ′ = t
S03S
0
2 : x
′ = 1 − x y ′ = 1 + y z ′ = −z t ′ = t
S03S
0
2S
0
1 : x
′ = 1 − x y ′ = y z ′ = 1 − z t ′ = −t .
Die Transformationen
P1 : A
′ = −A y ′ = −y z ′ = 1 − z (2.5)
P2 : B
′ = −B y ′ = 1 − y z ′ = 1 + z
P3 : C
′ = −C y ′ = y z ′ = 1 − z .
ändern jeweils das Vorzeichen genau eines Parameters. So kann man sich auf positive
Parameterwerte und den Bereich (x, y, z) ∈ [0, 1]× [0, 2]× [0, 2] beschränken.
2.1.2. Ein integrabler Fall
Für C = 0 ist das System separabel. Wenn A und B beide nicht verschwinden, ist
α =
tan
(
piy
2
+ pi
4
)
tan
A
B
(
piz
2
+ pi
4
) (2.6)
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eine Konstante der Bewegung, und man kann y als Funktion von z ausdrücken
y(z) =
2
pi
arctan
(
α tan
A
B
piz
2
+
pi
4
)
−
1
2
. (2.7)
Für das Differential von x ergibt sich schließlich
cot pixdx =
A sin piy(z) + B sin piz
B cos piz
dz . (2.8)
2.1.3. Fixpunkte
Falls für die (positiven) Parameter die Ungleichung
C ≤ B
√
α2
2
+ α
√
5
4
α2 − 1 mit α = A
B
>
√
4
5
(2.9)
gilt, hat das System mindestens einen Fixpunkt im Inneren der Periodizitätsbox. Bei
C ≤ B
√
α2
2
− α
√
5
4
α2 − 1 (2.10)
sind es sogar zwei. Sei γ = C/A. Die Fixpunkte liegen bei
y± =
1
pi
cot−1
(
α
2
±
√
5
4
α2 − 1
)
, (2.11a)
z± =
1
pi
sin−1(−α sin piy±) , (2.11b)
x± =
1
pi
cos−1(γ tan piz±) (2.11c)
=
1
pi
cos−1
(
−γ
α sin piy±√
1 − α2 sin2 piy±
)
.
Zu diesen Fixpunkten kommen bei C 6= 0 und α ≤ 1/(1 − (B/C)2) noch Fixpunkte
in den invarianten Ebenen mit ganzzahligen x. Diese liegen bei
y =
1
pi
tan−1
BA
C2
(2.12a)
z =
1
pi
cos−1∓A
C
1√
1 +
(
BA
C2
)2 . (2.12b)
Das negative Vorzeichen gilt bei geraden x, das positive bei ungeraden.
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Abbildung 2.2: Lage der Fixpunkte und heteroklinen Orbits der ABC-Strömung mit
C = 0 und A = B. Die Fixpunkte sind rot eingezeichnet, die he-
teroklinen Orbits blau. Die Pfeile zeigen die stabilen und instabilen
Richtungen an.
Da die Divergenz der Strömung verschwindet, verschwindet auch die Summe der
Eigenwerte der Linearisierung um die Fixpunkte. Die Fixpunkte sind also alle Sattel-
punkte. Die Eigenwerte der Fixpunkte in den invarianten Ebenen sind
λ1 = ±pi(A sin piy + B sin piz) (2.13a)
λ2,3 = −
λ1
2
±
√
λ21
4
− (ABpi2 sin piy + C2pi2 cos piy) sin piz . (2.13b)
Das positive Vorzeichen bei λ1 gilt in den Ebenen mit geradem x, das negative bei
ungeradem x. Der Eigenvektor zu λ1 steht senkrecht auf der Ebene.
Für C → 0 wandern die Fixpunkte nach{
(x, y, z)
∣∣∣∣x ∈ j ; y, z ∈
{
1
2
,
3
2
}}
. (2.14)
Für A = B sind die Fixpunkte mit y = z Fußpunkte von heteroklinen Orbits, die
entlang der Geraden {
(x, y, z)
∣∣∣∣y = 12, z = 12
}
(2.15a){
(x, y, z)
∣∣∣∣y = 32, z = 32
}
(2.15b)
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jeweils benachbarte Ebenen verbinden. Ebenfalls für A = B sind alle Punkte auf den
Geraden {
(x, y, z)
∣∣∣∣y = 12, z = 32
}
(2.16a){
(x, y, z)
∣∣∣∣y = 32, z = 12
}
(2.16b)
Fixpunkte. Der Eigenwert mit dem Eigenvektor in x-Richtung verschwindet, die an-
deren Eigenwerte dieser Fixpunkte sind
λ = ±Api cos pix . (2.17)
Die Eigenvektoren hierzu zeigen in y- bzw. z-Richtung. Abb. 2.2 zeigt die Lage dieser
Objekte im Strömungsgebiet.
Die hier verwendete Strömung ist der Spezialfall mit n = 0 einer größeren Klas-
se von Strömungen, die in Anhang A.5 angegeben ist. Im folgenden wird noch der
Fall mit n = 2 betrachtet, der die gleichen Symmetrieeigenschaften hat. Auch in die-
ser Strömung existieren bei A = B und C = 0 die heteroklinen Orbits und die aus
Fixpunkten bestehenden Geraden. Dabei verschwindet allerdings u in den Ebenen
{x ∈ Z} wegen eines zusätzlichen Faktors sin2 pix in allen Geschwindigkeitskompo-
nenten.
2.2. Verteilung von Lyapunovexponenten und
Polymerlängen
Für Ensembles von Trajektorien wurden die Kurzzeitlyapunovexponenten µT für ver-
schiedene Mittelungsintervalle T berechnet. Die in Abb. 2.3 dargestellten empirischen
Verteilungsfunktionen zeigen die Mittelung sowohl über das Ensemble als auch über
die Zeit, also über mehrere aufeinanderfolgende Intervalle der Dauer T . Die Verteilun-
gen zeigen jeweils ein Maximum in der Nähe des größten Lyapunovexponenten. Die
Breite dieses Maximums nimmt mit der Länge des Mittelungsintervalls T ab. Bei eini-
gen Parameterwerten tritt neben diesem Hauptmaximum noch ein weiteres Maximum
bei 0 auf. Das ist auf die Bewegung der Trajektorien in und in der Nähe der Inseln mit
stabilen periodischen Bahnen zurückzuführen.
Die Breite des Hauptmaximums wurde als Varianz σ2 einer Normalverteilung be-
stimmt. Abhängig vom Mittelungsintervall T verhält sie sich wie σ2(T) = ∆/T (vgl.
1.4.1). Der Parameter ∆ wurde so für verschiedene Parameterwerte der Strömung be-
stimmt.
In dieser Strömung wurde auch das Verhalten von Polymeren untersucht. Die Rela-
xationszeit der Polymerlänge sei 2λH, die Deborahzahl habe den gleichen Zahlenwert
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Abbildung 2.3: Verteilung der Kurzzeitlyapunovexponenten für unterschiedliche Mit-
telungsintervalle T . Je länger das Intervall, desto schmaler wird die
Verteilung. Die Verteilung konzentriert sich um den größten Lya-
punovexponenten, allerdings bleibt bei einigen Parameterwerten und
endlichen Zeitintervallen ein Nebenmaximum bei 0 bestehen. Dieses
rührt von Trajektorien her, die sich lange Zeit im Bereich der Inseln
mit regulärer Bewegung aufhalten. A = B = 1, C = 0.3 bei den
oberen vier Teilbildern, C = 0.6 bei den unteren.
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Abbildung 2.4: Vergleich der aus (2.19) bestimmten Verteilungsexponenten () mit
den in den Verteilungen beobachteten Exponenten (). Die strich-
punktierte Linie zeigt eine nach (2.21) angepaßte Gerade (der Sicht-
barkeit wegen um 0.5 nach unten versetzt). A = B = 1.0, C = 0.3,
5 ≤ T ≤ 20.
wie die halbe Relaxationszeit der Polymerlänge1,
De = λH . (2.18)
In den gleichen Einheiten werden auch die Lyapunovexponenten gemessen.
Bei nach oben und unten beschränkter Polymerlänge ergibt sich aus dem Zusam-
menwirken von Streckung und Relaxation eine Längenverteilung, die in einem gewis-
sen Bereich einem Potenzgesetz genügt. Der Exponent dieser Verteilung, geschrieben
als −(1 + α), läßt sich aus den Momenten der Verteilung der Lyapunovexponenten
bestimmen,
〈exp (α (mDe))〉 = 1 . (2.19)
Die mDe sind dabei wie in (1.111) als Streckfaktor eines Polymers entlang eines Tra-
jektorienstücks der Dauer T deniert,
mDe =
∫ t+T
t
(

(∇   )†  /R2 − 1
2De
)
dt ′ . (2.20)
Die so bestimmten Exponenten sind in Abb. 2.4 zusammen mit den direkt aus den
Verteilungen bestimmten Exponenten dargestellt.
1Zum Faktor 2 vgl. Fußnote 3 auf Seite 17
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Der Parameter ∆ aus den Verteilungen der Lyapunovexponenten taucht auch im
Exponenten der Verteilung der Polymerlängen P(R) ∝ R−1−α auf. Hier besteht ein
linearer Zusammenhang zwischen α im Exponenten der Verteilung und der Differenz
von Relaxationsrate und Lyapunovexponent, wenn die Differenz klein ist,
α =
2
∆
(
µ −
1
2De
)
. (2.21)
Der Exponent der Verteilung erreicht den kritischen Wert −1, wenn die Relaxations-
zeit gleich dem inversen Lyapunovexponenten ist. Das kann man in Abb. 2.7 für die
in der Länge sowohl nach oben als auch nach unten beschränkten Polymere gut er-
kennen. Die kritische Deborahzahl zum coil-stretch-Übergang fällt hier wie erwartet
mit dem Lyapunovexponenten zusammen. In Abb. 2.5 ist die Länge nach oben nicht
beschränkt, sie wird aber bei Erreichen des Wertes 100 wieder auf den Wert 1 zurück-
gesetzt, so daß eine Verteilung im Fließgleichgewicht entsteht. In diesem Fall erreicht
der Exponent der Verteilung nicht den Wert −1, sondern bleibt auch für große Rela-
xationszeiten deutlich unterhalb dieses Wertes (Abb. 2.5). Bei einer deutlich höheren
oberen Grenze nähert sich der Exponent für µ  1/(2De) allerdings dem Wert −1 an.
Hier wächst die Polymerlänge im Mittel exponentiell an und erzeugt eine Verteilung,
die für große R proportional zu 1/R ist (vgl. Abschnitt 1.4.3).
Aus der Steigung der Kurven in Abb. 2.7 unten kann der Parameter ∆ bestimmt
werden. In Abb. 2.8 sind die für verschiedene Werte des Parameters C auf diesen bei-
den Wegen bestimmten Werte für ∆ dargestellt. Die Werte aus den Polymerlängen-
verteilungen liegen meist etwa 10 − 20% unter den Werten aus den Verteilungen der
Lyapunovexponenten.
2.3. Kritische Deborahzahl
Die oben beschriebenen Untersuchungen zeigen gute Übereinstimmung mit den Vor-
hersagen von Balkovsky, die kritische Deborahzahl zum coil-stretch-Übergang ist der
Kehrwert des Lyapunovexponenten. Die Berechnungen hierzu wurden im Lagrange-
bild durchgeführt, also entlang Trajektorien in der Strömung. Berechnungen mit einem
Pseudospektralcode [42] an festen Gitterpunkten im Eulerbild zeigen aber in bestimm-
ten Bereichen ein deutlich anderes Verhalten. Oberhalb einer gewissen Deborahzahl,
die deutlich unterhalb des inversen Lyapunovexponenten liegt, wächst die Polymer-
länge in bestimmten Bereichen der Strömung sehr stark an.
Die ABC-Strömung hat bei geeigneten Werten für A, B und C Fixpunkte in den in-
varianten Ebenen mit ganzzahliger Koordinate x (vgl. 2.1.3). Die Fixpunkte sind Sat-
telpunkte mit positiven und negativen Eigenwerten der Linearisierung. Die Eigenwerte
abhängig von B und C bei konstantem A = 1 sind in Abb. 2.9 dargestellt. Berechnun-
gen im Eulerbild zeigen kritische Deborahzahlen, die dem größten Eigenwert dieser
Fixpunkte entsprechen. Tatsächlich treten auch die größten Polymerlängen lokalisiert
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Abbildung 2.5: Oben: Verteilung der Polymerlänge bei unterschiedlichen Relaxati-
onszeiten. Die Polymerlänge ist nicht nach oben beschränkt, doch Po-
lymere, deren Länge den Wert 100 überschreiten, werden auf Länge
1 zurückgesetzt. So ergibt sich eine Verteilung im Fließgleichgewicht.
Die Verteilungen folgen in weiten Bereichen einem Potenzgesetz. Das
gestrichelte Trapez markiert den Bereich, über den die Exponenten be-
stimmt wurden. Der obere Schenkel fällt mit dem Exponenten −1 ab.
Unten: Exponenten der Längenverteilungen. Die Exponenten bleiben
immer unterhalb von −1. Die vertikalen Linien zeigen jeweils den
größten Lyapunovexponenten der Strömung bei diesen Parameterwer-
ten. A = B = 1.
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Abbildung 2.6: Wie Abb. 2.5, die Länge wird aber erst bei Erreichen des Wertes 106
auf 1 zurückgesetzt. Bei µ  1/(2De) wächst die Länge im Mittel
exponentiell an und es bildet sich für große R eine Verteilung propor-
tional zu 1/R heraus (s. 1.4.3). Die vertikalen Linien zeigen jeweils
den größten Lyapunovexponenten der Strömung bei diesen Parame-
terwerten.
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Abbildung 2.7: Oben: Verteilungen der Längen eines Ensembles von 1000 Polymeren
in der ABC-Strömung mit A = B = 1 und C = 0.8 bei einer Relaxationszeit De = 8.
Dargestellt sind die Verteilungen zu unterschiedlichen Zeitpunkten. Die Polymerlän-
ge ist nach oben durch eine feste Grenze bei R = 100 beschränkt, unterhalb dieser
Grenze können die Polymere frei gestreckt werden. Die Verteilungen folgen in weiten
Bereichen einem Potenzgesetz. Der Exponent der Verteilung wurde durch Anpassung
in dem markierten Bereich unter Einbeziehung der Verteilungen zu allen dargestellten
Zeiten bestimmt.
Unten: Exponenten der Längenverteilungen bei unterschiedlichen Parametern C und
Relaxationszeiten. Die vertikalen Linien zeigen jeweils den größten Lyapunovexpo-
nenten der Strömung bei diesen Parameterwerten. Bei diesen Werten erreichen die
Exponenten jeweils den kritischen Wert −1.
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Abbildung 2.8: Vergleich der Verteilungsparameter ∆ zum einen erhalten aus den Ver-
teilungen der Kurzzeitlyapunovexponenten (), zum anderen aus den
Verteilungen der Polymerlängen ().
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Abbildung 2.9: Eigenwerte der Fixpunkte der ABC-Strömung in den Flächen mit
ganzzahligem x. Der Parameter A hat den Wert 1.
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Abbildung 2.10: trc^ in der Umgebung eines Fixpunktes in der invarianten Ebene {x =
0}. A = B = 1, C = 0.8, De = 0.22, t = 10 .
in der Nähe dieser Fixpunkte auf. Je näher die Teilchen dem Fixpunkt kommen, de-
sto länger sind sie den Strömungs- und Streckungsverhältnissen der Umgebung die-
ses Fixpunktes ausgesetzt und desto weniger spielt die Vergangenheit der Teilchen
eine Rolle. Die Stabilitätseigenschaften der Fixpunkte kontrollieren hier also lokal
die Streckung der Polymere. Grundsätzlich könnte nun jede invariante Menge, neben
Fixpunkten also auch periodische Bahnen, bei geeignet großem Eigenwert der Linea-
risierung das Stabilitätsverhalten der Strömung bestimmen, da auch hier Trajektorien
beliebig lange in der unmittelbaren Umgebung dieser Gebilde bleiben können. Die
kritische Deborahzahl aus dem Lyapunovexponenten muß für jede invariante Menge
einzeln berechnet werden, und die kleinste dabei auftretende kritische Deborahzahl
bestimmt dann die kritische Deborahzahl des gesamten Systems.
Bei den Parameterwerten A = 1, B = 0.4, C = 0.6 existiert kein Fixpunkt in den
Oberächen (s. Abb. 2.9). Die Berechnungen mit dem Spektralcode zeigen eine kriti-
sche Deborahzahl von etwa 0.32 (Abb. 2.11). Hier treten die größten Polymerlängen
ebenfalls bei den Flächen mit ganzzahligen x auf. In diesem Fall gibt es einen periodi-
schen Orbit (die Enden des Periodizitätsbereichs werden identiziert), der innerhalb
der Ebene stabil ist, der aber eine instabile Richtung hat, die aus der Ebene hinaus-
zeigt (Abb. 2.12). Der Lyapunovexponent auf diesem Orbit beträgt ca. 2.74, was ei-
ner kritischen Deborahzahl von 0.182 (bzw. 0.365) entspricht. Bei Berechnungen der
Polymerentwicklung entlang der Trajektorien ndet man auch gerade diese kritische
Deborahzahl, der Spektralcode zeigt einen etwas niedrigeren Wert. Bei geeigneter ˜n-
derung der Parameter entsteht auf diesem Orbit der Fixpunkt, der dann die Stabilität
bestimmt.
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Abbildung 2.11: Exponenten der Zeitentwicklung des größten Wertes von tr c^ abhän-
gig von der Deborahzahl. Die Rechnungen wurden für zwei Gitter-
auösungen (32 × 64 × 64 und 32 × 128 × 128) durchgeführt. Die
vertikale Linie zeigt den Lyapunovexponenten des periodischen Or-
bits, µ = 2.74, an. ABC-Strömung mit n = 0, A = 1, B = 0.4,
C = 0.6.
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Abbildung 2.12: Periodischer Orbit in der Ebene x = 0 bei A = 1, B = 0.4, C = 0.6.
In der unteren Ebene ist trc^, berechnet mit dem Pseudospektralcode,
dargestellt. Die darüberliegende Kurve zeigt den Verlauf des Orbits
als Trajektorie, die Farbe zeigt dabei den lokalen Lyapunovexponen-
ten an. Die Daten wurden jeweils auf die Farbskala [1, 10] abgebildet.
Die senkrechten Linien dienen der besseren räumlichen Zuordnung
und zeigen den Verlauf der Trajektorie zu äquidistanten Zeitpunkten.
47
2. ABC-Strömung
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
2.00 3.00 4.00 5.00 6.00 7.00
Ex
po
ne
nt
v
o
n
tr
c^
(t
)
1/De
C = 0.0, κ = 0.000
C = 0.0, κ = 0.001
C = 0.1, κ = 0.001
C = 0.3, κ = 0.001
C = 0.5, κ = 0.001
Abbildung 2.13: Exponenten der Zeitentwicklung von tr c^ für unterschiedliche Werte
von C und der künstlichen Diffusivität κ am Punkt (0.304, 0.5, 0.5),
dem Fixpunkt mit dem größten positiven Eigenwert µmax = 3.63 bei
C = 0 (vertikale Linie). Der Exponent hebt sich auch für C > 0 bei
De ≈ 1/µmax von null ab, obwohl dann an dieser Stelle kein Fixpunkt
mehr existiert. ABC-Strömung mit n = 2, A = B = 1.
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Abbildung 2.14: Exponenten der Zeitentwicklung des größten Wertes von tr c^ für un-
terschiedliche Werte von C und der künstlichen Diffusivität κ. Die
Exponenten sind für C ≤ 0.3 nahezu unabhängig von C. Die kri-
tische Deborahzahl ist auch für C > 0 der Kehrwert des größten
Eigenwertes des Fixpunktes bei (0.304, 0.5, 0.5) mit C = 0, obwohl
der bei C > 0 kein Fixpunkt mehr ist. ABC-Strömung mit n = 2,
A = B = 1.
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Für das in Anhang A.5 beschriebene System mit n = 2 verschwindet u in den Ebe-
nen mit ganzzahligem x, es gibt also nicht mehr die ausgezeichneten Fixpunkte oder
periodischen Orbits wie im obigen Fall. Bei den Parametern A = B = 1, C = 0.5 liegt
die bei Berechnungen im Eulerbild bestimmte kritische Deborahzahl wie bei niedrige-
ren Werten für C bei etwa 0.28 (s. Abb. 2.14). Das entspricht auch hier dem Kehrwert
des größten Eigenwertes eines Fixpunktes. Diese Fixpunkte liegen für A = B bei
(y, z) = (1/2, 3/2) und beliebigem x. Die Eigenwerte sind η = 3piA cos pix sin2 pix,
das Maximum liegt bei x = (tan−1
√
2)/pi ≈ 0.304 mit dem Wert 3.63A. Die Jacobi-
matrix ist bei diesen Punkten
∇   (x, 1/2, 3/2) =

0 0 00 η 0
0 0 −η

 . (2.22)
Die Oldroyd-B-Gleichungen geben dann für die Diagonalelemente des Konformati-
onstensors
c22 =
(
2η −
1
De
)
c22 +
1
De
(2.23a)
c33 = −
(
2η +
1
De
)
c33 +
1
De
. (2.23b)
Als Lösung ndet man
c22(t) =
(
c22(0) +
De
2ηDe − 1
)
exp
[(
2η −
1
De
)
t
]
−
De
2ηDe − 1
(2.24a)
c33(t) =
(
c33(0) −
De
2ηDe + 1
)
exp
[
−
(
2η +
1
De
)
t
]
+
De
2ηDe + 1
.(2.24b)
c11 relaxiert von seinem Anfangswert auf seinen Gleichgewichtswert 1. Falls 2η −
1/De > 0, wächst c22 asymptotisch exponentiell an, und es stellt sich kein Gleichge-
wicht ein. Im anderen Fall, 2η − 1/De < 0, strebt die Spur von c^ gegen den Gleich-
gewichtswert
tr c^(eq) = 1 −
2
(2ηDe)2 − 1
. (2.25)
Auch die Berechnungen mit einem Pseudospektralcode [42, 19] zeigen dieses Ver-
halten (Abb. 2.15). Unterhalb einer gewissen Deborahzahl läuft die Polymerlänge an
dem entsprechenden Punkt in eine Sättigung, oberhalb dieser Deborahzahl ndet man
asymptotisch einen exponentiellen Anstieg2. Unterhalb dieser Deborahzahl treten in
bestimmten Bereichen auch sehr große Polymerlängen auf, die aber für größere Zeiten
nicht exponentiell anwachsen. In diesen Bereichen wird die Entwicklung durch einen
heteroklinen Orbit bestimmt.
2Die Deborahzahl, bei der der Übergang stattfindet, liegt allerdings bei dem Wert 1/η. Der ominöse
Faktor 2 hat schon gelegentlich für Verwirrung gesorgt, vgl. Fußnote 3 auf Seite 17.
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Abbildung 2.15: tr c^ berechnet mit dem Pseudospektralcode für De = 0.2 (oben) und
De = 0.3 (unten). Im oberen Bild treten die größten Polymerlängen
im Bereich des heteroklinen Orbits bei (y = 1.5, z = 1.5) auf, im
unteren dominieren die Fixpunkte bei (y = 0.5, z = 1.5). A = B =
1, C = 0, künstliche Diffusivität κ = 0.001, t = 5.
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Dieser heterokline Orbit liegt im Fall C = 0 zwischen zwei Fixpunkten in den
Flächen mit x = 0 und x = 1 bei y = z = 1/2. Entlang dieses Orbits verschwinden
uy und uz und es gilt ux = (A+B) sin3 pix und ∂xux = 3pi (A+B) cos pix sin2 pix. Die
Entwicklung der Polymerlänge entlang dieses heteroklinen Orbits kann man direkt
berechnen. Die lokale Streckrate in x-Richtung an einem Ort x0 führt auf einem Weg
∆x über eine Zeit ∆t zu einer Streckung um den Faktor
s0 = exp(∆t∂xux)|x=x0 . (2.26)
Für die Zeitspanne gilt ∆t ≈ ∆x/∂xux|x=x0 , aus dem Streckfaktor wird also
s0 ≈ exp(∆x(∂xux)/ux)|x=x0 = exp(∆x∂x log ux)|x=x0 . (2.27)
Die Streckung auf dem Weg von x0 nach x1 kann man als Produkt schreiben und den
Grenzübergang ∆x → 0 durchführen
R(x1) = R0
(x1−x0)/∆x∏
i=0
exp(∆x∂x log ux)|x=x0+i∆x (2.28a)
= R0 exp
(∑
i
∆x∂ log ux|x=x0+i∆x
)
(2.28b)
−→∆x→0 R0 exp
(∫ x1
x0
∂x log uxdx
)
(2.28c)
=
R0
ux(x0)
ux(x1) . (2.28d)
Falls die Streckung noch mit einer Relaxation konkurriert, wird aus (2.26)
s0 = exp
(
∆t
(
∂xux −
1
2De
))∣∣∣∣
x=x0
, (2.29)
was zu einem zusätzlichen Faktor
exp
(
−
1
2De
∫x1
x0
dx
ux(x)
)
(2.30)
in (2.28d) führt.
Bei der betrachteten ABC-Strömung ohne Relaxation erreichen die Polymere bei
x = 0.5 ihre maximale Länge bevor sie durch die Strömung wieder zusammen-
gedrückt werden. Bei R0 = 1 und Start bei x0 ist die maximale Länge Rmax =
1/ sin3 pix0 ≈ 1/(pix0)3. Je kleiner x0 ist, desto größer wird die maximale Länge.
Da limx→0 ux = 0, ist die maximale Länge nicht beschränkt.
Anders ist es im Fall mit Relaxation. Für sehr kleine x nimmt die Polymerlänge
zunächst stark ab. Die Relaxationszeit bestimmt, ab welchem Wert für x die Polymer-
länge wieder ansteigt. Dieser Wert gibt einen optimalen Startpunkt xopt an, von dem
aus im Verlauf die größte Polymerlänge erreicht wird. ∂xux(xopt) = 1/(2De).
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Abbildung 2.16: Entwicklung der Polymerlänge ohne Relaxation auf dem heterokli-
nen Orbit mit y = z = 1/2.
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Abbildung 2.17: Entwicklung der Polymerlänge mit Relaxation auf dem heteroklinen
Orbit mit y = z = 1/2.
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Abbildung 2.18: Entwicklung der Polymerlänge auf dem heteroklinen Orbit mit y =
z = 1/2. Die Länge relaxiert auf eine endliche Länge.
Berücksichtigt man, daß die Polymerlänge nicht gegen null sondern gegen eine
endliche Länge strebt, so wird die bei x = 0.5 beobachtete Polymerlänge nach einiger
Zeit konstant werden, da die Polymere, die weit unterhalb xopt starten, alle in etwa mit
der gleichen Länge dort ankommen.
Auf dem heteroklinen Orbit ist die Jacobimatrix des Geschwindigkeitsfelds diago-
nal. Deshalb lassen sich auch die Entwicklungen von Komponenten der Polymerori-
entierung in y- und z-Richtung einfach berechnen. Die dazu benötigten Ableitungen
sind
∂yuy = −
A
A + B
∂xux (2.31a)
∂zuz = −
B
A + B
∂xux , (2.31b)
also proportional zu ∂xux, so daß in (2.28a) nur ein Faktor −A/(A+B) bzw. −B/(A+
B) im Exponenten hinzukommt. In (2.28d) erscheint dieser Faktor als Exponent zu den
ux. Die aus der Hinzunahme dieser Richtungen resultierenden ˜nderungen sind auf
dem heteroklinen Orbit marginal.
Im integrablen Fall C=0 sind die meisten Trajektorien periodische Orbits. Die Po-
lymere auf Trajektorien, die dem heteroklinen Orbit nahe kommen, zeigen qualitativ
das gleiche Verhalten wie die Polymere auf dem heteroklinen Orbit selbst, allerdings
nimmt die maximal erreichte Länge mit zunehmendem Abstand vom heteroklinen Or-
bit ab. Wenn die Trajektorien der Wand x = 1 nahekommen, laufen sie an der Wand
entlang, um dann entlang des heteroklinen Orbits bei (3/2, 3/2) wieder zur gegen-
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überliegenden Wand und zum Ausgangspunkt zurückzukehren. Auf dem heteroklinen
Orbit war nur die Ausdehnung des Polymers in x-Richtung von Bedeutung, in dem
Bereich nahe den Wänden macht sich auch die Ausdehnung in die anderen Richtun-
gen bemerkbar.
Bei sehr großen Relaxationszeiten nimmt die Polymerlänge in jedem Umlauf zu.
Je näher die Trajektorie dem heteroklinen Orbit kommt, desto größer ist der Zuwachs
pro Umlauf. Während eines Umlaufs kann die Länge um bis zu vier Größenordnungen
variieren.
Bei sehr kleinen Relaxationszeiten ist die Länge auf dem Weg an der Wand entlang
gleich der Gleichgewichtslänge. Entlang des heteroklinen Orbits nimmt sie zunächst
stark zu und fällt dann sogar unter die Gleichgewichtslänge ab. Dieses Verhalten än-
dert sich auch quantitativ kaum mit dem Abstand vom heteroklinen Orbit.
Die großen Variationen in der Polymerlänge in der Umgebung des heteroklinen Or-
bits könnten als Instabilität fehlgedeutet werden. Bedenkt man aber, daß tatsächliche
Polymere nicht beliebig in die Länge gezogen werden können, so besteht faktisch kein
Unterschied zu einer wirklichen Instabilität.
2.4. Geometrische Eigenschaften der Trajektorien
Die Abbildungen 2.19 und 2.20 zeigen Histogramme der Krümmung und der Torsion
von Trajektorien in der ABC-Strömung mit n = 0 bzw. n = 2. Beide Histogramme
der Krümmung zeigen ein deutliches Maximum bei κ in der Größenordnung 1. Das
Maximum für n = 0 liegt etwas höher. Die am häugsten auftretenden Krümmungs-
radien sind also zwischen 0.3 und 1 bei n = 0 und zwischen 0.5 und 2 bei n = 2. Die
Wahrscheinlichkeit für größere Krümmungen fällt in beiden Fällen stark ab.
Die Verteilung der Torsion zeigt für kleine τ eine nahezu konstante Wahrschein-
lichkeit, die dann ab einem Wert, der in etwa dem Maximum des Histogramms der
Krümmung entspricht, schnell abfällt.
Abb. 2.21 zeigt die gemeinsame Verteilung von Krümmung und lokalem Lyapunov-
exponenten. Die seltenen großen Krümmungen treten nur mit Lyapunovexponenten
mit Betrag kleiner als 4 auf. Am häugsten sind Krümmungen um 1 bei Lyapunovex-
ponenten nahe Null.
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Abbildung 2.19: Krümmung (oben) und Torsion (unten) der Trajektorien in der ABC-
Strömung mit n = 0. Die Daten wurden entlang Trajektorienstücken
gewonnen, die jeweils auf Gitterpunkten starten, Die Maschenweite
des Gitters ist 0.02. A = B = 1.
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Abbildung 2.20: Krümmung (oben) und Torsion (unten) der Trajektorien in der ABC-
Strömung mit n = 2. Die Daten wurden entlang Trajektorienstücken
gewonnen, die jeweils auf Gitterpunkten starten, Die Maschenweite
des Gitters ist 0.02. A = B = 1.
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Abbildung 2.21: Gemeinsame Verteilung von Krümmung und lokalen Lyapunovex-
ponenten.
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3. Niedrigdimensionales Modell
einer Scherströmung
Wir betrachten eine Strömung in einem Volumen Ω = 2pid × d × pid mit periodi-
schen Randbedingungen in x- und z-Richtung (stromabwärts und Spannweite) und
frei gleitendem Fluid an den Begrenzungen in Scherrichtung (y):
 
y|y=±1 = 0, ∂y
 
x|y=±1 = ∂y
 
z|y=±1 = 0 . (3.1)
Werden Längen in Einheiten von d/2 gemessen, so lassen sich die räumlichen Ab-
hängigkeiten durch periodische Funktionen mit den Wellenzahlen α = 1/2, β =
pi/2 bzw. γ = 1 in x-, y- bzw. z-Richtung darstellen. Die Strömung wird durch eine
Volumenkraft

(y) =
√
2β2
Re
sin(βy) d x (3.2)
angetrieben. Unter dieser Kraft bildet sich ein laminares Prol
  (1) =


√
2 sin(βy)
0
0

 (3.3)
x
y
z
Ly=d
Lx=2pid
Lz=pid
d/2Uo
Abbildung 3.1: Geometrie und laminares Prol der betrachteten Scherströmung. Die
rot eingezeichneten Größen, die halbe Höhe d des Volumens in Scher-
richtung und die Geschwindigkeit des laminaren Prols bei y = d/4,
U0, werden für die Ableitung der dimensionslosen Gleichungen ver-
wendet.
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aus. Mit U0 =
  (1)(y = d/4) verwenden wir als Reynoldszahl
Re =
U0d
2ν
. (3.4)
Die Reynoldszahl erscheint schon in der Denition der Kraft, um unabhängig von der
Reynoldszahl immer das gleiche laminare Prol zu erhalten.
Das Geschwindigkeitsfeld wird aus dem laminaren Prol und acht weiteren Moden
zusammengesetzt [47, 46, 48]. Die Modikation des mittleren Prols
  (9) =


√
2 sin(3βy)
0
0

 (3.5)
mit der Wellenzahl 3β beschreibt in niedrigster Ordnung die ˜nderung des mittleren
Prols durch die Fluktuationen der turbulenten Strömung. z-Abhängigkeiten der Strö-
mungsgeschwindigkeit in x-Richtung entstehen aus der Advektion des Grundprols
durch Wirbel in Strömungsrichtung
  (3) =
1√
γ2 + β2

 02γ cos(βy) cos γz
2β sin(βy) sin γz

 . (3.6)
Diese z-Abhängigkeiten erscheinen als periodische Streifen (engl.: streaks)
  (2) =

 4√3 cos2(βy) cos γz0
0

 . (3.7)
Die y-Abhängigkeit erscheint hier in der Form cos2 βy = (1 + cos 2βy)/2. Hier
sind also zwei Fouriermoden zusammengefaßt worden. Die Advektion der Streifen
mit der Wellenzahl 2β durch die Wirbel in Strömungsrichtung mit Wellenzahl β führt
auf die obige Modikation des mittleren Prols mit der Summe dieser Wellenzahlen
als Wellenzahl der y-Abhängigkeit. Als Instabilität dieser Streifen erscheint in diesem
Modell eine Strömungsmode in Spannweitenrichtung
  (4) =

 00
4√
3
cos2(βy) cos αx

 , (3.8)
die, advektiert durch die Streifen sowie durch Advektion der Streifen
(
 
4 · ∇)   2    6 (x-Komponente) (3.9a)
(
 
2 · ∇)   4    6 (z-Komponente) , (3.9b)
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auf einen Wirbel in Scherrichtung führt:
  (6) =
4
√
2√
3(α2 + γ2)

−γ cos(αx) cos2(βy) sin(γz)0
α sin(αx) cos2(βy) cos(γz)

 (3.10)
Die Advektion dieser beiden Moden durch das laminare Prol führt auf
  (5) =

 00
2 sin(βy) sin αx

 (3.11)
und
  (7) =
2
√
2√
α2 + γ2

 γ sin(αx) sin(βy) sin(γz)0
α cos(αx) sin(βy) cos(γz)

 (3.12)
und schließlich eine dreidimensionale Mode, die aus der Advektion von   2 mit   5 (x-
Komponente) und der Advektion von   3 mit   4 (y- und z-Komponenten) hervorgeht
  (8) =
√
2√
(α2 + γ2)(α2 + γ2 + β2)

 2βα sin(αx) sin(βy) sin(γz)2(α2 + γ2) cos(αx) cos(βy) sin(γz)
−2βγ cos(αx) sin(βy) cos(γz)

 .
(3.13)
Neben den genannten Zusammenhängen zwischen den Moden gibt es auch noch an-
dere. Auch führen die Kopplungen zwischen den Moden auf Moden höherer Ordnung,
die hier nicht berücksichtigt wurden. Tabelle 3.1 gibt einen Überblick über die vorhan-
denen Kopplungen.
Dieses Modell enthält einen sogenannten selbsterhaltenden Zyklus (self-sustaining
cycle): Die Stromabwärtswirbel regen Streifen an. Die Instabilitäten dieser Streifen
werden bei ihrem Zerfall wieder zu Stromabwärtswirbeln recycled [75, 47]. Ein
derartiger Zyklus wurde auch von Brosa und Großmann [8] für die Rohrströmung
vorgeschlagen.
Die Moden sind divergenzfrei und orthonormal in dem Sinn, daß∫ 2pi/α
0
dx
∫pi/2β
−pi/2β
dy
∫ 2pi/γ
0
dz
  (µ)   (ν) =
(
2pi
α
)(
pi
β
)(
2pi
γ
)
δµν . (3.14)
Mit diesen Moden wird das Geschwindigkeitsfeld geschrieben als
 
=
9∑
ν=1
a(ν)
  (ν) . (3.15)
Die zeitliche Entwicklung der Amplituden a(ν) erhält man durch eine Galºrkinprojek-
tion. Dazu wird der obige Ansatz in die Navier-Stokes-Gleichung eingesetzt, mit   (µ)
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i\j 1 2 3 4 5 6 7 8 9
1    5 4 7 6 * 
2    6 7,8 4 5 5 
3 2 1,9  7,8 6 5 4 4 2
4  6 7,8   2 3 3 
5  7,8 6   3 2 2 
6  * 5 * 3 * * * 
7  * 4 3 * * * * 
8 6 * 4 3 * 1,9 * * 6
9    5 4 7 6 * 
Tabelle 3.1: Kopplungen im 9-Moden-Modell durch den Advektionsterm (   (i) ·∇)   (j)
(nach [47]). Kopplungen, die durch ein  bezeichnet sind, verschwin-
den exakt. Die Ziffern bezeichnen die berücksichtigten Kopplungen:
(
  (i) · ∇)   (j) trägt zur Mode   (k) bei, wenn in der Tabelle an der ent-
sprechenden Stelle die Ziffer k steht. Alle anderen Kopplungen werden
nicht berücksichtigt.
multipliziert und über das Volumen integriert. Man erhält einen Satz von gewöhnli-
chen Differentialgleichungen für die Amplituden [47].
∂t
 
= −(
  · ∇)   −∇p + 1
Re
∆
 
+
 (3.16a)
−→ ∂ta(µ) = ∑
νρ
N(µ)νρ a
(ν)a(ρ) −
1
Re
κ2µa
(µ) + f(µ) (3.16b)
Die N(µ)νρ entsprechen den Einträgen in Tab. 3.1. Die κ2µ sind die Wellenzahlen der
einzelnen Moden. Falls in jeder Richtung nur eine Wellenzahl auftritt, sind es auch
die Eigenwerte des Laplace-Operators (vgl. Tab. 3.2).
3.1. Wirbel-Streifen-Wechselwirkung
Bei der Advektion des Grundprols   (1) durch die stromabwärtsgerichteten Wirbel
  (3) werden Streifen angeregt. Die Dynamik im Unterraum von Wirbel und Streifen
wird durch(
a(2)
a(3)
)
=
(
−κ22/Re
√
3/(2κ23)βγa
(1)
0 −κ23/Re
)(
a(2)
a(3)
)
=
(
−λ2 S
0 −λ3
)(
a(2)
a(3)
)
(3.17)
beschrieben. Die Eigenvektoren dieser Matrix sind
h
=
(
1
0
)
und k =
(
S
λ2−λ3
1
)
. (3.18)
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i κ2i
1 β2
2 4
3
β2 + γ2
3 β2 + γ2
4 α2 + 4
3
β2
5 α2 + β2
6 α2 + 4
3
β2 + γ2
7 α2 + β2 + γ2
8 α2 + β2 + γ2
9 9β2
Tabelle 3.2: Wellenzahlen der Geschwindigkeitsmoden
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Abbildung 3.2: Zeitlicher Verlauf der Amplitude des Streifens a(2) bei Anregung des
Wirbels mit a(3)(0) = 1 abhängig von γ bei Re = 20 im linearen
System (3.17).
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Abbildung 3.3: Zeitliches Maximum der Streifenamplitude bei Anregung des Wirbels
abhängig von γ. Das Maximum dieser Kurve zeigt die optimale Wel-
lenzahl γopt ≈ 1.1670 für die Wirbel-Streifen-Wechselwirkung. Die
Lage des Maximums dieser Kurve ist ist unabhängig von Re.
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Abbildung 3.4: Abhängigkeit des Maximums der Streifenamplitude von der Wellen-
zahl γ und der Anfangsamplitude a(3)(0) im vollen System. In der
Darstellung wurden die Amplituden auf a(3)(0) = 0.1 normiert. Die
vertikale Linie zeigt γopt aus dem linearen System an. Re = 100.
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Ein Anfangswert in Richtung von h zerfällt mit der Zeitkonstanten λ2, während ein
Anfangswert in Richtung k mit λ3 zerfällt. Hier ist λ2 > λ3, und die Streifen zer-
fallen schneller als die Wirbel. Die beiden Eigenvektoren sind nicht orthogonal, so
daß wegen der unterschiedlichen Zeitkonstanten die Energie im Verlauf größer als die
Energie des Anfangszustands werden kann (sogenannte nichtnormale Verstärkung)
[60]. Als Lösungen der Gleichungen ndet man
(
a(2)(t)
a(3)(t)
)
= A
(
e−λ2t
0
)
+ B
(
S
λ2−λ3
(e−λ3t − e−λ2t)
e−λ3t
)
. (3.19)
A und B sind dabei die Amplituden von Streifen bzw. Wirbel bei t = 0.
Die nichtnormale Verstärkung ist ein wesentliches Phänomen beim Übergang von
laminarem Fluß zur Turbulenz [6, 31]. Trotz der linearen Stabilität des laminaren Zu-
stands, die eigentlich einen exponentiellen Zerfall von Störungen erwarten läßt, kön-
nen kleine Störungen anwachsen. Dieses Anwachsen kann so stark werden, daß die
Nichtlinearität der Navier-Stokes-Gleichung nicht mehr vernachlässigbar ist  die an-
dere wichtige Zutat zum Turbulenzübergang.
Die Energieübertragung zwischen Wirbel und Streifen hängt geometrisch nur von
der Größe der Querschnittsäche in Scher- und Spannweitenrichtung, also von der
Wellenzahl γ ab. Die optimale Wellenzahl γopt ist das γ, bei dem das zeitliche Ma-
ximum der Streifenkomponente im zweiten Term der Lösung am größten wird. Das
zeitliche Maximum liegt bei
tmax =
log λ3 − log λ2
λ3 − λ2
. (3.20)
Abb. 3.2 zeigt den Zeitverlauf der Streifenamplitude a(2) abhängig von γ. In Abb. 3.3
sind die zeitlichen Maxima von a(2) abhängig von γ für verschiedene Reynoldszahlen
dargestellt. Die optimale Wellenzahl ist unabhängig von Re und beträgt γopt ≈ 1.1670.
Der Wert des Maximums ist proportional zu Re und zu a(2)(0).
In Abb. 3.4 ist die größte Streifenamplitude, die im Verlauf im vollen System er-
reicht wird, dargestellt. a(1) und a(9) sind dabei nicht mehr konstant gehalten. Bei
t = 0 sind alle Amplituden bis auf a(3) auf ihrem Gleichgewichtswert. Bei kleinen
Anfangsamplituden a(3)(0) entspricht der Verlauf dem in Abb. 3.3 dargestellten, bei
größeren Anfangsamplituden weicht der Verlauf immer mehr ab.
3.2. Erweiterung zur viskoelastischen
Scherströmung
Zusätzlich zum newtonschen Spannungstensor wird nun ein Polymerspannungsten-
sor in die Navier-Stokes-Gleichung eingefügt. Polymerspannungstensor steht zu dem
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Konformationstensor in der Beziehung (vgl. (1.87))
τ
p
ij =
s
De Re
(cij − δij) . (3.21)
Die Deborahzahl sei hier mit der Relaxationszeit der Polymere λH deniert durch
De =
U0λH
d/2
. (3.22)
Der Konformationstensor soll wie das Geschwindigkeitsfeld in Moden entwickelt
werden. Die zeitliche Entwicklung des Konformationstensors wird hier durch das
Oldroyd-B-Modell beschrieben (vgl. (1.89))
∂tcij = −uk∂kcij + cik∂kuj + ckj∂kui −
1
De
(cij − δij) . (3.23)
Als Mode 0. Ordnung nehmen wir die Gleichgewichtslage δij. Setzt man diese für c^ in
die rechte Seite der Oldroyd-B-Gleichung ein, so tritt der Term (∂iuj + ∂jui) auf, der
einen Satz von Polymermoden passend zu den Geschwindigkeitsmoden nahelegt. Zu
jeder Geschwindigkeitsmode   (ν) konstruieren wir also eine Gradientenmode G(ν)ij =
(∂iu
(ν)
j + ∂ju
(ν)
i ) und schreiben den Konformationstensor als
c^ = δ^ +
9∑
ν=1
g(ν)G^(ν) . (3.24)
Der Polymerspannungstensor hat dann die Form
τ^p =
s
De Re
9∑
ν=1
g(ν)G^(ν) . (3.25)
Wie bei den Amplituden der Geschwindigkeitsmoden erhält man die zeitliche Ent-
wicklung durch eine Galºrkinprojektion  hier durch Einsetzen in die Oldroyd-B-
Gleichung. Die zeitliche Entwicklung der Amplituden dieser Moden ist von der Form
∂ta
(ν) = f(ν) +
∑
µρ
N(ν)µρ a
(µ)a(ρ) −
1
Re
κ2νa
(ν) −
s
De Re
κν√
2
g(ν) (3.26a)
∂tg
(ν) =
√
2κνa
(ν) −
1
De
g(ν) +
∑
µρ
A(ν)µρ a
(µ)g(ρ) . (3.26b)
Die κ(ν) und die N(ν)µρ sind die gleichen wie in (3.16b). Die A(ν)µρ sind die Kopplungen
durch die Advektionsterme in der Oldroyd-B-Gleichung
A(ν)µρ =
1
|Ω|
∫
Ω
d (−(u
(µ)
k ∂k)G
(ρ)
ij + (∂ku
(µ)
i )G
(ρ)
kj + G
(ρ)
ik ∂ku
(µ)
j )G
(ν)
ij . (3.27)
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Geschwindigkeitsfeld Polymerfeld
 
=
9∑
ν=1
a(ν)
  (ν) τ^ =
9∑
ν=1
g(ν)G^(ν)
  (ν)
G^(ν) =
1
Nν
(∇   (ν) + (∇   (ν))†)
  (1) =


√
2 sin(piy/2)
0
0


G^(1) =

 0 cos (piy/2) 0cos (piy/2) 0 0
0 0 0


∫
|
  (ν)|2d  =
8pi2
αγ
∫
|G^(ν)|2d  =
8pi2
αγ
Tabelle 3.3: Konstruktion der Polymermoden aus den Geschwindigkeitsmoden.
ρ\µ 1 2 3 4 5 6 7 8 9
1 2 5 4 7 6 6
2 1,9 6 7,8 4 5 5
3 2 1,9 7,8 6 5 4 4 2
4 5 6 7,8 2 3 3 5
5 4 7,8 6 3 2 2 4
6 7 4 5 2 3 1,9 7
7 6 5 4 3 2 6
8 6 5 4 3 2 1,9 6
9 2 5 4 7 6 6
Tabelle 3.4: Kopplungen der Form A(ν)µρ a(µ)g(ρ). Die Amplitude g(ρ) trägt zusammen
mit a(µ) zu g(ν) bei. ρ ist die Zeile, µ die Spalte, die Einträge geben ν an.
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Die Indexkombinationen, bei denen A(ν)µρ nicht verschwindet, sind in Tab. 3.4 angege-
ben.
Die Gleichgewichtsmode δij wurde nicht mit einer Amplitude versehen. Diese
Amplitude würde mit der Zeitkonstanten De gegen 1 streben. Da die Geschwindig-
keitsmoden divergenzfrei sind, tritt auch keine Wechselwirkung mit den Geschwin-
digkeitsmoden auf.
Bei der Beschränkung auf diese Moden werden natürlich eine Reihe von Kopp-
lungen nicht berücksichtigt. Als einen Satz von neun weiteren Moden kann man die
Moden
C
(ν)
ij = −u
(ν)
k ∂kG
(ν)
ij + G
(ν)
ik ∂ku
(ν)
j + G
(ν)
kj ∂ku
(ν)
i (3.28)
ansetzen. Für ein kleines Untersystem wurde das auch durchgeführt. Bei den einfa-
chen Moden   (1),   (2),   (3) und   (9) erhält man exakte Ergebnisse, wenn nur eine
dieser Geschwindigkeitsmoden angeregt wird. Werden mehrere Moden angeregt, sind
noch weitere Moden zur exakten Beschreibung notwendig. Die Moden C(ν)ij liefern in-
nerhalb des Modensatzes keinen direkten Beitrag zur Navier-Stokes-Gleichung. Des-
halb wurde hier auf diese Moden verzichtet, zumal sie nicht orthogonal sind und so
das System sehr komplex machen würden.
Da die Divergenz der Geschwindigkeitsmoden verschwindet, verschwindet auch die
Spur der Gradientenmoden. Aus diesen Moden läßt sich also nicht auf die Länge der
Polymere zurückschließen.
3.2.1. Renormierung der Reynoldszahl
Die Rückwirkung der Gradientenmoden G^(ν) auf die Strömung ergibt in der Navier-
Stokes-Gleichung einen Term der Art ∂jju(ν)i , der mit der newtonschen Reibung zu-
sammengefaßt werden kann. Der gesamte Spannungstensor führt auf den Dissipati-
onsterm
1
Re
(
a(ν)∆u(ν) +
s
De
g(ν) div G(ν)
)
= −
1
Re
(
κ2νa
(ν) +
s
De
κ√
2
g(ν)
)
(3.29a)
= −
1
Re
(
a(ν) + s g(ν)
)
u(ν) (3.29b)
mit a(ν) = κ2νa(ν) und g(ν) = κν/(
√
2 De)g(ν). Das führt zu einer neuen Gleichge-
wichtsamplitude des laminaren Grundprols
a(1)eq =
1
1 + s
. (3.30)
Um Ergebnisse bei unterschiedlichen s miteinander vergleichen zu können, wird die
Reynoldszahl im viskosen Spannungstensor so renormiert, daß sich für alle s jeweils
das gleiche laminare Grundprol
a(1)eq = 1 mit g(1)eq =
√
2κ1 De (3.31)
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Abbildung 3.5: Mittelwerte der Abweichungen vom newtonschen Spannungstensor
( g − a) abhängig von dem Konzentrationsparameter s. Re = 400,
De = 1.2.
als Gleichgewichtslage ergibt. Die Navier-Stokes-Gleichung lautet dann
∂t
 
+ (
  · ∇)   = −∇p + 1 − s
Re
∆
 
+∇ · τ^ +  . (3.32)
Bei dieser Renormierung bleibt der Energieeintrag durch die Kraft in = 〈   ·  〉 und
die Gesamtdissipation im laminaren Prol unabhängig von s. Lediglich die Auftei-
lung zwischen viskoser und polymerischer Dissipation wird durch den Parameter s
verändert. Der Spannungstensor wird dann zu
−
1
Re
((1 − s) a(ν) + s g(ν)) . (3.33)
Das kann man umschreiben zu
−
1
Re
( a(ν) + s( g(ν) − a(ν))) . (3.34)
Der Unterschied der Dissipation zwischen dem newtonschen und dem viskoelasti-
schen Fall ist also durch den Term
s( g(ν) − a(ν)) (3.35)
gegeben. Bei kleiner Deborahzahl bleibt auch diese Differenz klein, da g(ν) der Ge-
schwindigkeitsamplitude a(ν) nahezu ohne Verzögerung folgt. In diesem Fall verhält
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Abbildung 3.6: Mittelwerte der Abweichungen vom newtonschen Spannungstensor
( g(ν) − a(ν)) abhängig von der Deborahzahl. Nur die Moden ν = 1
und ν = 9 zeigen deutlich einen steigenden Trend. Diese beiden Mo-
den zeigen auch deutlich asymmetrische Verteilungen (unten), wäh-
rend die Verteilungen zu den anderen ν fast symmetrisch um 0 sind.
Re = 400, s = 0.4.
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Abbildung 3.7: Varianzen der Abweichungen vom newtonschen Spannungstensor
( g(ν) − a(ν)) abhängig von der Deborahzahl. Alle Varianzen nehmen
mit der Deborahzahl zu. Re = 400, s = 0.4.
sich das Fluid wie das newtonsche Fluid. Bei größerer Deborahzahl wird die Polymer-
amplitude träger, die Differenzen werden größer (s. Abb. 3.53.7). Dann sind deutliche
˜nderungen gegenüber dem newtonschen Fall zu erwarten.
Eine andere Möglichkeit, um eine von s unabhängige Gleichgewichtslage des lami-
naren Grundprols zu erhalten, ist eine Renormierung der Kraft. Mit diesem Ziel wur-
de schon die Reynoldszahl in die Kraft aufgenommen. Wenn man die Kraft zusätzlich
noch mit (1 + s) multipliziert, erhält man auch wieder (3.31) als Gleichgewichtslage,

(y) =
√
2β2
Re
(1 + s) sin(βy) d x . (3.36)
Auf diese Weise wird die zusätzliche Energiedissipation der Polymere durch eine stär-
kere Kraft kompensiert.
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Abbildung 3.8: a(2)max(γ) beim Start vom laminaren Prol mit Stromabwärtswirbel
a(3)(0) = 0.01. Re = 100 und s = 0.5 sind jeweils konstant, De
wird variiert. Das Maximum verschiebt sich bei steigendem De leicht
zu höheren Wellenzahlen. Der senkrechte Pfeil zeigt die optimale Wel-
lenzahl im newtonschen Fall.
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Abbildung 3.9: a(2)max(γ) beim Start vom laminaren Prol mit Stromabwärtswirbel
a(3)(0) = 0.01. Re = 100 und De = 1.0 sind konstant, s wird va-
riiert. γopt steigt leicht an bei steigendem s. Der senkrechte Pfeil zeigt
die optimale Wellenzahl im newtonschen Fall.
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Abbildung 3.10: a(2)max(γ) ·100/Re beim Start vom laminaren Prol mit Stromabwärts-
wirbel a(3)(0) = 0.01. De und s sind konstant, Re wird variiert. Die
optimale Wellenzahl ändert sich nicht mit Re.
3.2.2. Wirbel-Streifen-Wechselwirkung
Wie in 3.1 tritt auch im viskoelastischen Fall eine Anregung der Streifen durch die
Stromabwärtswirbel auf. Die Dynamik im Unterraum wird hier durch


a(2)
g(2)
a(3)
g(3)

 =


−
(1−s)κ22
Re −
s
De Re
κ2√
2
−
√
3/2βγ
κ3
a(1) 0
√
2κ2 −1/De
√
3β2γ
κ2κ3
g(1)
√
2
3
βγ(β2+3γ2)
κ2κ3
a(1)
0 0 −
(1−s)κ23
Re −
s
De Re
κ3√
2
0 0
√
2κ3 −1/De




a(2)
g(2)
a(3)
g(3)


(3.37)
beschrieben. Die Eigenwerte dieser Matrix sind
λ1,2 = −
(1 − s) De κ22 + Re
2 De Re
±
√(
(1 − s)De κ22 + Re
2 De Re
)2
−
κ22
De Re
(3.38a)
λ3,4 = −
(1 − s) De κ23 + Re
2 De Re
±
√(
(1 − s)De κ23 + Re
2 De Re
)2
−
κ23
De Re
.(3.38b)
γopt verschiebt sich ein wenig zu größeren Wellenzahlen bei Erhöhung von De bzw. s.
Bei ˜nderung der Reynoldszahl bleibt γopt konstant. Insgesamt sind die Veränderun-
gen der optimalen Wellenzahl kleiner als 10%. Anders als bei Sureshkumar et. al [69],
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Abbildung 3.11: Maximale Streifenamplitude beim Start vom laminaren Prol mit ei-
ner Anfangsstörung in g(3). Bei hohen Deborahzahlen erscheint noch
ein weiteres Maximum bei größeren Wellenzahlen. Der Pfeil zeigt
die optimale Wellenzahl im newtonschen Fall. Re = 100, s = 0.5,
g(3)(0) = 0.1.
die in direkter numerischer Simulation einer turbulenten Kanalströmung eine Verbrei-
terung der Strukturen in Spannweitenrichtung beobachtet haben, erweisen sich hier
schmalere Strukturen als optimal.
Startet man mit einer Störung nur in der Polymeramplitude g(3) 6= g(3)eq , so hängt die
optimale Wellenzahl deutlich von De ab (Abb. 3.11). Für kleine De hat sie einen Wert
von ca. 1.69 und nimmt mit steigender Deborahzahl ab. Für große Deborahzahlen tritt
noch ein weiteres Maximum bei höheren Wellenzahlen auf, das bei De ≈ 30 größer
als das erste Maximum bei kleineren Wellenzahlen wird.
Beim Start von g(3)(0) =
√
2κ3 De a(3)(0), dem Gleichgewichtswert von g(3) zu
a(3)(0), ergeben sich nur geringfügige Veränderungen gegenüber dem Fall g(3)(0) =
0.
3.3. Geometrische Eigenschaften der Trajektorien
In der viskoelastischen Taylor-Couette-Strömung können elastische, also nur durch
die zugesetzten Polymere erzeugte Instabilitäten auftreten [49, 44, 54, 62]. Fluktua-
tionen der Geschwindigkeit können dabei Polymere in einer Weise auslenken, daß
sie Ringspannungen erzeugen, die die ursprüngliche Geschwindigkeitsuktuation ver-
stärken. Für diese Art von Instabilitäten ist die Krümmung der Stromlinien des la-
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Abbildung 3.12: Krümmung im laminaren Grundprol mit einer kleinen Komponente
des Stromabwärtswirbels   (3).
minaren Grundprols ein wesentliches Kriterium. Hier soll nun die Krümmung der
Trajektorien in dem Modell der Scherströmung untersucht werden.
Das Geschwindigkeitsfeld im 9-Moden-Modell ist gegeben durch1
 
(t) = a(ν)(t)
  (ν) . (3.39)
Die Zeitableitungen sind

 
= a(ν)
  (ν) + a(ν)a(µ)
  (ν) · ∇   (µ) (3.40a)
¤  = ¤a(ν)   (ν) + a(ν)a(µ)   (ν) · ∇   (µ) (3.40b)
+2a(ν) a(µ)
  (ν) · ∇   (µ)
+a(ν)a(µ)a(ρ)
  (ν) · ∇(   (µ) · ∇   (ρ))
Die Abbildungen 3.12 bis 3.14 zeigen die Krümmung der Trajektorien im laminaren
Grundprol mit jeweils einer kleinen Komponente der anderen Geschwindigkeitsmo-
den. Bei den Moden   (3),   (4) und   (5) treten um y = 0 große Krümmungen auf. In
diesem Bereich ist der Beitrag des laminaren Prols klein und überlagert nicht die
große Krümmung, die in diesen Moden enthalten ist.
Abbildung 3.15 zeigt Wahrscheinlichkeitsverteilungen der Krümmung im turbulen-
ten Zustand und während des Zerfalls zum laminaren Prol. Im turbulenten Zustand
1Hier gelte die Summenkonvention für die oberen Indizes der Moden und Amplituden.
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Abbildung 3.13: Krümmung im laminaren Grundprol mit einer kleinen Komponente
von
  (4) (oben) bzw.   (5) (unten).
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Abbildung 3.15: Wahrscheinlichkeitsverteilung der Krümmung κ in der Scherströ-
mung. Die Histogramme sind aus den Daten auf einem Gitter von
100 × 98 × 49 Punkten gewonnen worden. Bei t = 0 bendet sich
das System im turbulenten Zustand. Die Verteilung hat ein Maxi-
mum bei etwa 0.1. In der Zerfallsphase wird die Verteilung breiter,
und das Maximum bewegt sich zu kleineren Krümmungen hin. Ober-
halb des Maximums fällt die Krümmung mit einem Exponenten von
etwa −1.4 ab. Bei t = 4100 ist der turbulente Zustand fast vollstän-
dig zerfallen, um y = 0 bleibt aber noch eine Restbewegung mit sehr
großen Krümmungen bestehen. Re = 400, De = 1, s = 0.1.
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Abbildung 3.16: Zeitverlauf der Verteilungen der Krümmung in der Scherströmung.
hat die Verteilung ein Maximum bei etwa 0.1. Das Maximum und die Verteilung ver-
ändert sich im Verlauf etwas, je nachdem, welche Strukturen im turbulenten Zustand
gerade dominieren (s. auch Abb. 3.16).
Im ungestörten laminaren Prol sind alle Stromlinien parallel zur x-Achse, und die
Krümmung verschwindet überall (in der Ebene y = 0 verschwindet die Geschwindig-
keit, dort ist die Krümmung nicht deniert).
Beim Zerfall des turbulenten Zustandes wird die Verteilung der Krümmung immer
breiter und spaltet sich  wegen der endlichen Auösung des Gitters  in zwei Teile.
Der Teil bei sehr kleinen Krümmungen entspricht den fast verschwindenden Krüm-
mungen des nur leicht gestörten laminaren Prols. Der Teil bei sehr großen Krüm-
mungen gehört zu den noch vorhandenen Störungen des laminaren Prols, die um
y = 0 eine zwar sehr langsame, aber dennoch nicht verschwindende Bewegung be-
wirken (vgl. Abb. 3.12 bis 3.14).
Die Überlegungen in Abschnitt 1.2.5 zeigen, daß in der voll entwickelten Turbulenz
die Energiedissipation im wesentlichen in den kleinskaligen Wirbeln passiert, wäh-
rend große Wirbel kaum viskose Dämpfung erfahren. Die Stromlinien kleiner Wir-
bel zeigen große Krümmungen, also könnte man einen Zusammenhang zwischen der
Krümmung der Trajektorien und der lokalen Energiedissipationsrate erwarten.
Abb. 3.17 zeigt gemeinsame Verteilungen von Krümmung der Trajektorien und lo-
kaler Energiedissipationsrate
loc =
1
2
ν
∑
ij
(∂iuj + ∂jui)
2 (3.41)
im turbulenten Zustand zu unterschiedlichen Zeitpunkten. Die Verteilungen zeigen
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Abbildung 3.17: Gemeinsame Verteilungen der Krümmung der Trajektorien und der
lokalen Energiedissipationsrate im turbulenten Zustand zu unter-
schiedlichen Zeitpunkten (Ausschnitt). Re = 400, De = 1.5, s =
0.3.
zwar einige gemeinsame Eigenschaften (Konzentration um loc ≈ 0.2 und κ ≈ 0.2,
größere loc treten meist mit κ < 1 auf), unterscheiden sich aber im einzelnen doch
beträchtlich. Ein einfacher oder gar linearer Zusammenhang läßt sich so nicht erken-
nen.
3.3.1. Krümmung und Energiedissipation beim
Stromabwärtswirbel
Die gleichmäßig rotierende Bewegung ist reibungsfrei. Deshalb darf der viskose Span-
nungstensor nur aus symmetrischen Kombinationen der Ableitungen bestehen. Wenn
der Krümmungsradius in Richtung des Normalenvektors linear mit der Steigung −1
abnimmt, und gleichzeitig die Winkelgeschwindigkeit konstant ist, liegt lokal die gleich-
mäßige Rotation vor, und es tritt in der Ebene keine Energiedissipation auf.
Bei Wirbeln wie dem Stromabwärtswirbel (vgl. (3.6))
  (3) =
1√
γ2 + β2

 02γ cos(βy) cos γz
2β sin(βy) sin γz

 . (3.42)
liegt bei gleichen Wellenzahlen β = γ in der Umgebung der Wirbelmittelpunkte die-
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Abbildung 3.18: Lokale Energiedissipationsrate loc (oben) und (κu)2(  ·∇ρ+1) (un-
ten) für den Stromabwärtswirbel (3.42) des 9-Moden-Modells. Auf
den Diagonalen stimmen beide gut überein. Hier ist die lokale Win-
kelgeschwindigkeit κu konstant.
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ser Fall der gleichmäßigen Rotation vor. Die lokale Energiedissipation
loc = 8νβ
2a(3)
2
sin2 βy cos2 βz (3.43)
verschwindet in der Umgebung der Wirbelmittelpunkte. Auf den Diagonalen von den
Wirbelmittelpunkten zu den Ecken des Periodizitätsbereichs ist die lokale Winkelge-
schwindigkeit κu konstant, der Krümmungsradius nimmt aber nicht linear zu wie es
bei einer gleichmäßigen Rotation der Fall wäre. Die ˜nderung des Krümmungsradius
in Richtung des Normalenvektors zeigt auf diesen Diagonalen den gleichen Verlauf
wie die Energiedissipation. Abb.3.18 zeigt hier eine gute Übereinstimmung zwischen
(κu)2(
 · ∇ρ + 1) = u2(−  · ∇κ + κ2) (3.44)
und loc. Außerhalb der Diagonalen nimmt u2(κ2−  ·∇κ) deutlich schneller ab als die
Energiedissipation und erreicht sogar negative Werte, die in Abb. 3.18 nicht dargestellt
sind. Am größten ist die Energiedissipation da, wo kleine Radien mit in Richtung des
Normalenvektors abnehmendem Radius zusammenkommen.
3.4. Linearisierung um die Gleichgewichtslage
Als stationäre Lösung ndet man das laminare Prol mit der zugehörigen Polymer-
konformation (3.31). Nur die Amplituden des laminaren Prols und der zugehörigen
Polymermode sind von Null verschieden. Die linearisierte Dynamik um diesen Zu-
stand wird im folgenden Abschnitt analysiert.
Als Gleichgewichtskonformation der Polymere im stationären laminaren Prol n-
det man durch Einsetzen in die Oldroyd-B-Gleichungen
c^eq =

1 + De
2pi2 cos2 pi
2
y De pi√
2
cos pi
2
y 0
De pi√
2
cos pi
2
y 1 0
0 0 1

 . (3.45)
Die Nichtdiagonalelemente sind hier gerade jene, die sich auch aus (3.31) ergeben.
Die Bewegungsgleichungen der Amplituden der Geschwindigkeits- und der Gradi-
entenmoden werden um die Gleichgewichtslage
a(1) = 1, a(2) = . . . = a(9) = 0 (3.46a)
g(1) =
√
2κ1De, g(2) = . . . = g(9) = 0
linearisiert. Die Matrix zerfällt in fünf Teile  jeweils mit den zugehörigen Polymer-
moden2 (vgl. Tab. 3.5). Das laminare Prol {1}, die Modikation des laminaren Prols
{9}, Streifen und Stromabwärtswirbel {2, 3}, die Strömungen in Spannweitenrichtung
{4, 5} und schließlich der Wirbel in Scherrichtung mit seinem advektierten Bild und
der dreidimensionalen Mode {6, 7, 8}.
2Mit {ν1, . . . , νk} werden hier die von l (ν1), G^(ν1), . . ., l (νk), G^(νk) aufgespannten Unterräume
bezeichnet.
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j\i 1 2 3 4 5 6 7 8 9
1 
2  L
3 
4  L
5 L 
6  L L
7 L 
8 
9 
Tabelle 3.5: Struktur der Jacobimatrix ∂ib(j) im laminaren Prol. Die Tabelle zeigt
jeweils Einträge der Form
(
∂a(j)
∂a(i)
∂a(j)
∂g(i)
∂g(j)
∂a(i)
∂g(j)
∂g(i)
)
. ’’ bezeichnet eine voll be-
setzte Untermatrix, ’L’ bezeichnet eine Untermatrix, in der das Element
oben rechts verschwindet.
3.4.1. Lineare Stabilitätsanalyse des stationären Zustands
Tollmien [71] zeigte, daß das laminare Prol im newtonschen Fall (s = 0) für alle Re
linear stabil ist. Für s > 0 ist das im allgemeinen nicht mehr der Fall. Bei den beiden
zweidimensionalen Unterräumen {1} und {9} mit den Jacobimatrizen(
∂a˙(i)
∂a(i)
∂a˙(i)
∂g(i)
∂g˙(i)
∂a(i)
∂g˙(i)
∂g(i)
)
=
(
−
(1−s)κ2i
Re −
s
De Re
κi√
2√
2κi −
1
De
)
(3.47)
ergeben sich die Eigenwerte
λ1,2 = −
(1 − s) De κ2i + Re
2 De Re
±
√(
(1 − s)De κ2i + Re
2 De Re
)2
−
κ2i
De Re
(3.48)
Die Faktoren κi sind in Tab. 3.2 angegeben. Dieselben Eigenwerte treten auch im Un-
terraum {2, 3} von Streifen und stromabwärtsgerichtetem Wirbel auf. Für s = 0 ver-
einfachen sich die Eigenwerte zu −κ2i /Re und −1/De.
Der erste Term in (3.48) ist immer negativ. Ein positiver Eigenwert könnte auftreten,
wenn der zweite Term unter der Wurzel negativ wird, der Wurzelterm also insgesamt
größer als der Term vor der Wurzel. Bei positiven De und Re tritt dieser Fall aber nicht
auf. Im Unterraum {1, 2, 3, 9} ist das laminare Prol also immer stabil.
Die Diskriminante in (3.48),
D =
(
(1 − s)De κ2i + Re
2 De Re
)2
−
κ2i
De Re
=
(
(1 − s)κ2i
2 Re
+
1
2 De
)2
−
κ2i
De Re
, (3.49)
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ist negativ, falls
Re
κ2i (1 + s + 2
√
s)
< De <
Re
κ2i (1 + s − 2
√
s)
. (3.50)
In diesem Bereich sind die Eigenwerte der Matrix komplex. Beim Zerfall dieser Mo-
den sieht man also gedämpfte Oszillationen der Amplituden. Die Kreisfrequenz dieser
Oszillation ist der Imaginärteil des Eigenwerts. In einer Periode nimmt die Amplitude
um den Faktor exp(2pi <λ/=λ) ab. Der größte Imaginärteil tritt bei De = Re/(κ2i (1 +
s)) auf. Dort nimmt die Amplitude in einer Periode um den Faktor exp(2pi/
√
s) ≈ 535
ab. Die Oszillationen sind also nur bei sehr genauem Hinsehen erkennbar.
Lineare Instabilität des laminaren Profils
Im Unterraum {4, 5} wird ein passiver Polymeranteil (s = 0) unabhängig von der
Reynoldszahl bei De ≥ De0 instabil. Es gilt
De0 =
(
∂ g(4)
∂g(5)
∣∣∣∣
eq
· ∂ g
(5)
∂g(4)
∣∣∣∣
eq
)− 1
2
=
(
A
(4)
1,5 ·A(5)1,4
)− 1
2 ≈ 2.59 . (3.51)
Diese Stabilitätsgrenze ergibt sich aus den Beiträgen der Advektion von G^(4) durch
  (1) zu G^(5) (s. (3.26b) und (3.27)) bzw. aus der Advektion von G^(5) zu G^(4). Der
Antrieb durch die Advektion überwiegt hier die Relaxation der Polymeramplituden.
Bei der etwas höheren
De1 =
(
A(6)1,7 · A(7)1,6
)− 1
2 ≈ 3.56 (3.52)
geschieht entsprechendes zwischen den Polymermoden zum Wirbel in Scherrichtung
und seinem advektierten Bild im Unterraum {6, 7, 8}. Bei den Eigenvektoren sind im
Fall s = 0 nur die Polymerkomponenten von Null verschieden, d.h. es wachsen nur
die Polymeramplituden an, nur der Polymeranteil wird instabil.
Für s > 0 verschieben sich diese Stabilitätsgrenzen. Sie hängen dann auch von der
Reynoldszahl ab und überschneiden sich gelegentlich, so daß die Instabilität nicht im-
mer zuerst im Unterraum {4, 5} auftritt (Abb. 3.20). Die Eigenwerte lassen sich hier
numerisch bestimmen. Abb. 3.19 zeigt die Deborahzahlen, bei denen der größte Real-
teil der Eigenwerte verschwindet. Oberhalb dieser Deborahzahl ist das laminare Pro-
l linear instabil. Bei hohen Reynoldszahlen ändert sich Decrit nur wenig mit s. Die
Eigenvektoren zu den kritischen Eigenwerten liegen dabei im Unterraum {4, 5} und
haben auch von Null verschiedene Geschwindigkeitskomponenten. Hier ist also auch
das Geschwindigkeitsfeld von der Instabilität betroffen.
Bei niedrigen Reynoldszahlen hängt Decrit stark von s und Re ab. Es gibt dabei einen
Bereich von s in dem das laminare Prol für praktisch alle De stabil ist. Um s = 0.4
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Abbildung 3.19: Nulldurchgang des größten Eigenwerts der Linearisierung des 9-
Moden-Modells mit Polymer um das laminare Prol bei verschie-
denen Werten für s. Oberhalb der Kurven ist das laminare Prol in-
stabil. Für Re > 100 steigt Decrit monoton mit s an. Für kleine Re
steigt Decrit zunächst mit s stark an (oberes Bild). Bei s = 0.4 und
Re < 2 ist das laminare Prol und der Polymeranteil immer stabil.
Bei höheren s fällt Decrit für kleine Re wieder ab (unteres Bild). Bei
dem stärker gedruckten Teil der Kurve für s = 0.4 tritt die Instabili-
tät zuerst im Unterraum {6, 7, 8} auf, ansonsten zuerst in {4, 5} (vgl.
Abb. 3.20). Bei den beiden ˜sten der Kurven s = 0.3 bzw. s = 0.35
unterhalb von Re = 5 sind die Eigenwerte komplex, wie auch die
Teile oberhalb Re ≈ 30 bei s ≥ 0.5.
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Abbildung 3.20: Grenze der linearen Stabilität des laminaren Prols. Die durchge-
zogene Linie zeigt den Nulldurchgang des größten Eigenwerts der
Jacobimatrix des Systems bei s = 0.45. Die Symbole zeigen die
Stabilitätsgrenze des vollen Systems bei einer Anfangsstörung des
laminaren Prols im Unterraum {4, 5} (Kreise) bzw. {6, 7, 8} (Kreu-
ze). Die Rauten zeigen die Stabilitätsgrenze bei einer voll turbulenten
Störung. Oberhalb von Re ≈ 3 tritt eine Instabilität zuerst im Unter-
raum {4, 5} auf, unterhalb zuerst in {6, 7, 8}.
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kann die Instabilität in beiden Unterräumen zuerst auftreten, meist tritt sie aber im
Unterraum {4, 5} bei niedrigeren De auf.
Das volle System zeigt die gleichen Stabilitätsgrenzen bei Störungen des lamina-
ren Prols wie die Linearisierung (Abb. 3.20). Die Stabilität hängt allerdings von der
Richtung der Störung ab.
Der Polymeranteil bewirkt also bei genügend hoher Deborahzahl eine lineare Insta-
bilität des laminaren Prols. Für s = 0 ist nur der passive Polymeranteil davon be-
troffen, die Geschwindigkeitskomponenten sind weiterhin stabil. Bei s > 0 wachsen
mit den Amplituden des Polymeranteils auch Amplituden des Geschwindigkeitsfelds
stark an.
An dieser Stelle ist allerdings zu betonen, daß diese Instabilität auf die Wahl der
Moden zurückzuführen ist. Die Moden G(4) und G(5) haben jeweils die Form
G(ν) =

 0 0 G
(ν)
31
0 0 G
(ν)
32
G
(ν)
13 G
(ν)
23 0

 (3.53)
mit ν ∈ {4, 5}, G(ν)31 = G(ν)13 und G(ν)32 = G(ν)23 . Wegen∫
(∂2u
(1)
1 G
(4)
32 )G
(5)
31 d 6= 0 (3.54)
liefert a(1) zusammen mit g(4) einen Beitrag zu g(5). Umgekehrt facht a(1) mit g(5)
die Amplitude g(4) an, was letztlich zu der Instabilität führt. Der Antrieb geht jeweils
von den 3-2-Komponenten aus und wirkt auf die 3-1-Komponenten.3 Ohne die starre
Kopplung zwischen diesen Komponenten innerhalb der Moden würde diese Instabi-
lität nicht auftreten. Der intermittente Zyklus, der im nächsten Abschnitt beschrieben
wird, ist wesentlich auf diese Instabilität zurückzuführen. In direkten numerischen
Simulationen wird sie nicht auftreten, und somit wird auch dieser Zyklus nicht zu be-
obachten sein. Allerdings gibt es Geometrien mit gekrümmten Stromlinien, in denen
elastische Instabilitäten des laminaren Prols auftreten [49, 44, 45, 62, 29, 30]. In die-
sen Geometrien könnte auch ein intermittenter Zyklus wie der nun beschriebene zu
beobachten sein.
3.4.2. Dreiphasiger Zyklus
Das instabile laminare Prol kann für De > De0 kein Attraktor mehr sein. Die tur-
bulenten Zustände können nicht mehr auf das laminare Prol zerfallen. Was ist nun
das Langzeitverhalten des Systems? Abb. 3.21 zeigt eine Zeitreihe von a(1) und |a(4)|.
3Legt man die untere konvektierte Ableitung des Oldroyd-A-Modells zugrunde, so ergibt sich eben-
falls eine Instabilität. Dabei geht der Antrieb von den 3-1-Komponenten aus und wirkt auf die
3-2-Komponenten:
∫
(∂2u
(1)
1 G
(4)
31 )G
(5)
32 d m 6= 0.
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Abbildung 3.21: Zeitreihe der Amplitude des Grundprols und der Strömung in
Spannweitenrichtung. Man erkennt drei Phasen: 1. turbulenter Zu-
stand, 2. Zerfall des turbulenten Zustandes, 3. exponentielles An-
wachsen von a(4), das schließlich zur Wiederherstellung des turbu-
lenten Zustandes führt. Re = 200, De = 2.65, s = 0.1.
Man erkennt deutlich exponentielle Anstiege von |a(4)|, einer der Amplituden im Un-
terraum {4, 5}, in dem die Instabilität des laminaren Prols auftritt. Vor diesem expo-
nentiellen Anstieg erkennt man einen im Mittel ebenfalls exponentiellen Abfall der
Amplitude, allerdings mit deutlichen Fluktuationen. Zwischen dem Anstieg und er-
neutem Abfall liegen unterschiedlich lange turbulente Phasen. Das System bewegt
sich also zwischen dem turbulenten Zustand und dem laminaren Prol hin und her.
Beide Zustände haben die Eigenschaften eines Sattels: Sie haben ein gewisses Ein-
zugsgebiet, aus dem sich die Trajektorien auf den Sattel zubewegen, und sie haben
mindestens eine instabile Richtung, entlang derer sich die Trajektorien entfernen.
Bei der Annäherung an das laminare Prol zeigen die Trajektorien recht starke Fluk-
tuationen. Hier wirken sich zum einen komplexe Eigenwerte der Linearisierung des
Flusses um das laminare Prol aus, zum anderen sind auch nichtlineare Anteile des
Geschwindigkeitsfeldes von Bedeutung.
Die Phase in der sich die Trajektorie vom laminaren Prol entfernt ist durch das
lineare Verhalten dominiert. Die Trajektorie entfernt sich exponentiell, wobei der Ex-
ponent durch den größten Eigenwert der Linearisierung bestimmt ist (Abb. 3.22). Auf-
fällig ist die große Reichweite des linearen Verhaltens beim Verlassen des laminaren
Prols in Richtung des Unterraumes {4, 5} (Abb. 3.22 und 3.23 oben). Die Komponen-
ten in diesem Unterraum wachsen um 3 Größenordnungen exponentiell an, ohne daß
ein merklicher Einuß von Nichtlinearitäten auftritt. Dieses Wachstum bricht erst ab,
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Abbildung 3.22: Energie in Unterräumen {4, 5} (oben) bzw. {2, 3} und {6, 7, 8} (unten)
zusammen mit dem größten Eigenwert der vollständigen Jacobima-
trix und einer Komponente des zugehörigen Eigenvektors aus dem je-
weiligen Unterraum. Während des exponentiellen Anstiegs von E{4,5}
gibt es einen nahezu konstanten positiven Eigenwert λ{4,5}, mit dem
∆E{4,5} ≈ exp 2λ{4,5}∆t gilt. Nur die Komponenten im Unterraum
{4, 5} des zugehörigen Eigenvektors sind wesentlich von Null ver-
schieden. Bei t & 5700 übernimmt ein anderer positiver Eigenwert
die führende Rolle, dessen Eigenvektor stärker in {6, 7, 8} orientiert
ist. λ{4,5} bleibt zunächst weiter etwa konstant.
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Abbildung 3.23: Das obere Bild zeigt die Energie im Unterraum {4, 5} zusammen mit
dem Anteil der Linearisierung an der Gesamtschwindigkeit. Wäh-
rend des exponentiellen Anstiegs von E{4,5} ist die Bewegung in die-
sem Unterraum fast vollständig durch den linearen Anteil   (ν)l an der
Geschwindigkeit charakterisiert.
Das untere Bild zeigt die entsprechenden Kurven für die Unterräume
{2, 3} und {6, 7, 8}. Hier sind nichtlineare Einüsse deutlich ausge-
prägter.
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wenn die nichtlinearen Einfüsse aus diesem Unterraum auf die anderen Komponenten
diese zu extrem schnellem Wachstum anregen (Abb. 3.23 unten).
Zwischen diesem Entfernen vom laminaren Prol und einer erneuten Annäherung
liegen unterschiedlich lange turbulente Phasen. Das System bendet sich also in ei-
nem dreiphasigen Intermittenzzyklus aus turbulenten Phasen, dem Zerfall der turbu-
lenten Zustände mit anschließendem exponentiellen Anwachsen von a(4), das schließ-
lich wieder in den turbulenten Zustand zurückführt.
Das Verhalten im turbulenten Zustand selbst ist wesentlich komplexer als das Ver-
halten in der Umgebung des laminaren Prols. Dieser Zustand hat Eigenschaften eines
Sattels  viele stabile Richtungen, d.h. Trajektorien aus einem großen Einzugsbereich
bewegen sich auf diesen Zustand zu, aber auch instabile Richtungen, denn die Tra-
jektorien bleiben nicht für alle Zeiten in diesem Zustand. Ebenso zeigt der Zustand
typische Eigenschaften chaotischer Bewegung  starke Abhängigkeit des Verhaltens
von den Anfangsbedingungen, positive Lyapunovexponenten. Für ein solches Gebilde
wird häug der Begriff des chaotischen Sattels verwendet. Die typischen Eigenschaf-
ten eines chaotischen Sattels sind positive Lyapunovexponenten und exponentialver-
teilte Lebensdauern dieser Zustände [27].
Die Lebensdauerverteilungen dieser Zustände werden im nächsten Abschnitt ge-
nauer untersucht, insbesondere im Hinblick auf die Auswirkungen des Polymeran-
teils. Dazu sind zunächst eher die unterkritischen Deborahzahlen interessant. Führt
der Polymeranteil zu einer Laminarisierung der Strömung oder macht er sie eher tur-
bulenter?
3.5. Lebensdauer von finiten turbulenten
Störungen
Die lineare Stabilitätsanalyse des letzten Abschnittes gibt Auskunft über das Verhal-
ten des Systems in der Nähe des laminaren Grundprols, d.h. über die Entwicklung
innitesimaler bzw. sehr kleiner Störungen. In diesem Abschnitt geht es nun um das
Verhalten von Störungen endlicher Größe, genauer gesagt, von Störungen, die so groß
sind, daß die Nichtlinearitäten nicht mehr vernachlässigbar sind.
Die Frage hierbei ist, ob die sich aus solchen Störungen entwickelnden turbulenten
Zustände stabil sind, oder ob sie auf den laminaren Zustand zerfallen. Im letzteren Fall
hieße das, daß der laminare Zustand ein globaler Attraktor ist.
Als Indikator für die Stabilität des turbulenten Zustands benutzen wir die Lebens-
dauern von endlichen Anfangsstörungen. Wir nehmen als Lebensdauer eines Zustan-
des die Zeit an, bis die Energie des Zustands
E =
9∑
ν=1
[
(a(ν) − a(ν)eq )
2 + s(g(ν) − g(ν)eq )
2
] (3.55)
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unter eine gewisse Schwelle (etwa 10−6) fällt. Es zeigt sich, daß die Energie nach Un-
terschreiten dieser Schwelle nicht mehr nennenswert anwächst, wenn die Deborahzahl
unterhalb der kritischen Deborahzahl zur linearen Instabilität liegt.
Im newtonschen Fall haben Moehlis et. al [47] exponentielle Lebensdauervertei-
lungen gefunden, allerdings treten bei höheren Reynoldszahlen und kleinerem Strö-
mungsgebiet deutliche Abweichungen vom exponentiellen Verhalten auf. Diese Ab-
weichungen werden auf einen stabilen Attraktor im turbulenten Zustand zurückge-
führt.
In der Wahrscheinlichkeitstheorie wird die Exponentialverteilung als die einzige
Verteilung beschrieben, die gedächtnislos ist: Die Wahrscheinlichkeit, daß ein Zu-
stand ab einem gewissen Zeitpunkt t1 noch eine Spanne lebt, ist unabhängig davon,
wie lange der Zustand schon existiert, P(T > t1 + t|T > t1) = P(T > t). Mit der
Denition der bedingten Wahrscheinlichkeit (es gelte t1 ≥ 0, t ≥ 0)
P(T > t1 + t|T > t1) =
P({T > t1 + t} ∩ {T > t1})
P(T > t1)
=
P(T > t1 + t)
P(T > t1)
= P(T > t)
(3.56)
folgt, daß P(T > t) exponentialverteilt ist
P(T > t) = exp(−λt) (3.57)
mit dem Erwartungswert E(T) = 1/λ. Übertragen auf den vorliegenden Fall heißt
das, daß der turbulente Zustand nicht altert. Egal wie lange der Zustand lebt, kann er
immer mit der gleichen Wahrscheinlichkeit im nächsten Moment zerfallen.
Exponentielle Lebensdauern werden als typische Eigenschaft der Dynamik in der
Umgebung eines chaotischen Sattels beschrieben [27, 37]. Der turbulente Zustand
wird hier als chaotischer Sattel verstanden. Ein großer Teil der möglichen Anfangsbe-
dingungen führt in diesen Zustand, aber der turbulente Zustand hat auch einen Aus-
gang zum laminaren Zustand. Die Vorstellung ist, daß es im turbulenten Zustand viele
instabile periodische Bahnen gibt, zwischen denen sich der Zustandsvektor bewegt.
Wenige der periodischen Bahnen haben auch eine instabile Mannigfaltigkeit, die aus
dem turbulenten Zustand herausführt. Bei niedrigen Reynoldszahlen gibt es noch we-
nige periodische Zustände, und es wird nicht lange dauern, bis der Ausgang zum la-
minaren Zustand gefunden ist. Bei steigender Reynoldszahl nimmt die Zahl der in-
stabilen Bahnen stark zu, während die möglichen Ausgänge nicht wesentlich größer
werden. So nimmt auch die Verweildauer im turbulenten Zustand stark zu.
3.5.1. Lebensdauern von eindimensionalen Störungen
Störungen des laminaren Prols in nur einer der Amplituden breiten sich zum Teil auf
die anderen Amplituden aus. Tab. 3.6 zeigt die unter diesen Voraussetzungen vorhan-
denen Kopplungen.
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j\i 1 2 3 4 5 6 7 8 9
1 + + +
2 + +
3 +
4 + +
5 + +
6 + + +
7 + + +
8 +
9 + + +
Tabelle 3.6: Ausbreitung von Störungen des laminaren Flusses. Eine Störung in a(i)
oder g(i) breitet sich in die mit + markierten Komponenten a(j) und g(j)
aus.
Die Lebensdauern von Störungen der Größe z in den Amplituden a(1), a(2) oder a(9)
sind von der Form a log bz. Hier sehen wir einen einfachen exponentiellen Zerfall der
Störungen ohne Wechselwirkung mit anderen Moden.
Störungen in a(4), a(5), a(6) oder a(7) zeigen bei s = 0 das gleiche Verhalten. Für
s > 0 aber treten in der Abhängigkeit der Lebensdauer von der Größe der Störung
Stufen auf. Diese rühren von Oszillationen in der Energie her, da das Unterschreiten
der Schwelle in diesem Fall auch von der Phase der Oszillation abhängt.
Störungen in a(3) und in a(8) wechselwirken stark mit anderen Amplituden. Das
spiegelt sich auch in den Lebensdauern dieser Störungen wider. Die Störungen in
a(3) zeigen für kleine Amplituden logarithmische Abhängigkeit der Lebensdauern
von der Amplitude. Bei Störungsamplituden von einigen 10−2 zeigt sich eine deut-
liche Erhöhung gegenüber diesem logarithmischen Anstieg. Oberhalb von etwa 0.2
zeigt sich wieder ein logarithmischer Anstieg, der etwas acher ist als der bei kleinen
Störungsamplituden. Bei genauerem Ansehen der Zeitverläufe zeigt sich, daß die Ge-
samtenergie im Moment des Unterschreitens der Zerfallsgrenze bei kleinen Störungen
von a(2) dominiert wird, bei großen Störungen aber von a(1). Die Beule in der Kurve
markiert den Übergangsbereich, die unterschiedlichen Steigungen kommen von den
unterschiedlichen Zerfallsraten von a(1) und a(2). Bei höheren s wird der Zerfallszeit-
punkt von den Polymeramplituden g(1) und g(2) bestimmt, das qualitative Verhalten
bleibt jedoch das gleiche.
Die Störungen in a(8) zeigen für kleine Störungen stuges Verhalten, ähnlich dem
von a(4) bis a(7). In der Tat sind hier die Zerfallszeitpunkte durch den Verlauf von a(7)
und auch bei kleinen s schon von g(7) bestimmt. Dann folgt ein steiler Anstieg, der
schließlich auf ein aches Plateau mündet (Abb. 3.24). In diesem Bereich bestimmt
a(1) den Zerfallszeitpunkt. Der Anstieg und das Plateau rühren von der Wechselwir-
kung mit a(6) her.
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Abbildung 3.24: Lebensdauer von eindimensionalen Störungen des laminaren Prols
abhängig von der Größe der Störung. Dargestellt sind nur die Störun-
gen in a(3) und a(8). Störungen in den anderen Amplituden zerfallen
exponentiell, ggf. mit Oszillationen in der Energie, und zeigen dabei
regelmäßige Abhängigkeiten von der Größe der Störung. Die Stufen
rühren von Oszillationen in der Amplitude her, bei denen der Zer-
fallszeitpunkt auch von der Phase der abhängt. Re = 100, s = 0.1.
j\i 1 2 3 4 5 6 7 8 9
1
2 * * * * *
3 * * * * *
4 * * * * *
5 * * * * *
6 * * * *
7 * * * *
8 * * * *
9
Tabelle 3.7: Eine Störung mit Komponenten in a(i) und a(j) breitet sich für die mit
* markierten Kombinationen in alle Komponenten aus. Die Kopplungen
sind unabhängig von der Reynoldszahl. Die Tabelle gibt an, welche Mo-
den man gleichzeitig anregen kann, um zu einem voll turbulenten Zustand
zu gelangen.
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Abbildung 3.25: Lebensdauer von zweidimensionalen Störungen des laminaren Pro-
ls. Kleine Störungen zerfallen ziemlich schnell (violetter Bereich).
Größere Störamplituden führen in turbulente Zustände, und die Le-
bensdauern steigen drastisch an. Die Lebensdauern der turbulenten
Zustände sind stark abhängig von der Größe und Orientierung der
Störung.
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Abbildung 3.26: Verteilungen der Lebensdauern von niten turbulenten Störungen des
laminaren Prols bei Re = 400, De = 1.0. Die Lebensdauern sind
exponentialverteilt. Für kleine Deborahzahl hängen die Zerfallsraten
nur wenig von s ab. Für größere De steigt die mittlere Lebensdauer
an und die s-Abhängigkeit wird stärker, allerdings nicht monoton.
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3.5.2. Lebensdauer von turbulenten Zuständen
Bringt man eine endliche Störung in mindestens zwei der Unterräume {2, 3}, {4, 5} und
{6, 7, 8}, so breitet sich die Störung auf alle Amplituden des Modells aus (Tab. 3.7).
Überschreitet die Amplitude der Störung eine gewisse Schwelle (abhängig von den
angeregten Moden), erreicht das System den turbulenten Zustand, einen Zustand, der
nicht mehr annähernd monoton zerfällt, sondern über längere Zeit erhalten bleibt. Die
Anregungsschwellen reichen von kleiner als 0.01 bei a(3) bis zur Größenordnung von
einigen 0.1 (Abb. 3.25). Die Lebensdauern der so erzeugten Zustände zeigen keine
glatte Abhängigkeit von den Anfangsamplituden, sondern kleine ˜nderungen in der
Anfangsstörung wirken sich stark auf die Lebensdauer aus. Die Lebensdauern von
Ensembles von Anfangsbedingungen sind dabei zum größten Teil exponentialverteilt
(Abb. 3.26).
Die mittleren Zerfallsraten von turbulenten Zuständen wurden abhängig von den
Parametern Re, De und s bestimmt (Abb. 3.27, 3.28, 3.29). Die Zerfallsraten fallen
mit steigender Reynoldszahl etwa um einen Faktor 4 pro 100 ab (also ∝ e−Re/72.13).
Man erkennt bei kleiner Deborahzahl jeweils eine typische Zerfallsrate, die etwa der
Zerfallsrate im newtonschen Fall entspricht. Bei steigender Deborahzahl fallen die
Zerfallsraten plötzlich stark ab. Dieser Abfall geschieht aber abhängig von s bei un-
terschiedlichen Deborahzahlen. Hier zeigt sich ein Übergang von einem Bereich new-
tonschen Verhaltens zu einem Bereich, in dem das Verhalten von den Polymeren domi-
niert ist. Die Grenzen zwischen diesen Bereichen sind in Abb. 3.30 in der De-s-Ebene
dargestellt. Unterhalb der Grenzen nden wir Zerfallsraten wie im newtonschen Fluid,
oberhalb sind die Zerfallsraten vom Polymeranteil beeinußt. Die Polymere bewirken
also bei kleiner Deborahzahl kaum eine Veränderung bzw. (bei Re = 200) eine leichte
Verlängerung der Lebensdauern der turbulenten Zustände. Bei steigender Deborahzahl
bewirken die Polymere, daß die turbulenten Zustände länger existieren.
Durch die Renormierung der Reynoldszahl wird die Reynoldszahl mit s erhöht. Den
Unterschied zwischen newtonschem und viskoelastischem Spannungstensor machen
die Differenzen s( g(ν) − a(ν)) in (3.35) aus. Bei kleiner Deborahzahl sind diese Diffe-
renzen gering. Mit steigender Deborahzahl folgt g mit größerer Trägheit der Amplitu-
de a. Die Differenzen werden größer und bekommen stärkeren Einuß (s. Abb. 3.5
3.7). Dann führt die praktisch erhöhte Reynoldszahl zu niedrigeren Zerfallsraten.
Was passiert nun bei der kritischen Deborahzahl zur linearen Instabilität? Oberhalb
dieser kritischen Deborahzahl fallen alle Zerfallsraten auf null ab, da kein Zustand
mehr endgültig zerfällt. Die Grenze im Phasendiagramm müßte also für alle s unter-
halb dieser kritischen Deborahzahl liegen, scrit(De) also spätestens bei der kritischen
Deborahzahl auf null abfallen.
Abb. 3.21 zeigt den Zeitverlauf zweier Amplituden für eine überkritische Deborah-
zahl. Die Gesamtenergie macht nicht den Eindruck, als würde sie irgendwann end-
gültig gegen null streben. Man erkennt aber deutlich, daß unterschiedlich lange tur-
bulente Phasen (a(1) liegt dabei unterhalb von 0.5) von Phasen unterbrochen sind, in
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Abbildung 3.27: Zerfallsraten β der exponentiellen Lebensdauerverteilungen für
Re = 200. P(T > t) ∝ exp −βt.
97
3. Niedrigdimensionales Modell einer Scherströmung
0.0 · 100
5.0 · 10−5
1.0 · 10−4
1.5 · 10−4
2.0 · 10−4
2.5 · 10−4
3.0 · 10−4
3.5 · 10−4
4.0 · 10−4
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
β
s
De = 0.5
De = 0.7
De = 0.9
De = 1.1
De = 1.2
De = 1.3
De = 1.4
De = 1.5
De = 1.7
De = 1.9
De = 2.1
De = 2.3
De = 2.5
0.0 · 100
5.0 · 10−5
1.0 · 10−4
1.5 · 10−4
2.0 · 10−4
2.5 · 10−4
3.0 · 10−4
3.5 · 10−4
4.0 · 10−4
0.5 1.0 1.5 2.0 2.5
β
De
s = 0.00
s = 0.10
s = 0.20
s = 0.30
s = 0.40
s = 0.50
s = 0.60
s = 0.70
s = 0.80
Abbildung 3.28: Zerfallsraten β der exponentiellen Lebensdauerverteilungen für
Re = 300. P(T > t) ∝ exp −βt. Die Werte für De > 2.5 im unteren
Bild sind mit einer höheren Energieschwelle (10−3) für den Zerfall
des turbulenten Zustands bestimmt worden.
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Abbildung 3.29: Zerfallsraten β der exponentiellen Lebensdauerverteilungen für
Re = 400. P(T > t) ∝ exp −βt.
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Abbildung 3.30: Grenzen zwischen newtonschem und viskoelastischem Verhalten in
den Lebensdauerverteilungen. Die Punkte sind die Schnittpunkte der
Steigungskurven aus Abb. 3.27  3.29 mit einer mittleren Steigung.
denen der turbulente Zustand zunächst zerfällt, dann aber nach einem exponentiellen
Anstieg von a(4) ein neuer turbulenter Zustand erzeugt wird. Im Verlauf dieses Zyklus
fällt die Gesamtenergie zwar nicht unter die angesetzte Schwelle für den Zerfall, aber
es ist nicht der turbulente Zustand, der beliebig lange lebt, sondern der Zyklus. Die
turbulenten Phasen haben nur endliche Lebensdauern wie bei kleineren Deborahzah-
len.
In der Tat zeigen die Lebensdauern bezüglich einer höheren Schwelle (10−3  bei
unterkritischen Deborahzahlen zerfallen die Störungen, die diese Schwelle erreichen,
bei überkritischen setzt der exponentielle Anstieg der Amplituden in {4, 5} erst deut-
lich nach Unterschreiten dieser Schwelle ein) eine stetige Fortsetzung des Verhaltens
ein wenig über die kritische Deborahzahl hinaus (Werte für De ≥ 2.5 in Abb. 3.28).
Die mittleren Lebensdauern stimmen bei unterkritischen Deborahzahlen für beide
Schwellen überein.
Auch bei überkritischer Deborahzahl (De = 2.65) beginnen die mittleren Lebens-
dauern für kleine s im newtonschen Bereich, und der Übergang vom newtonschen
zum polymerdominierten Verhalten bleibt bei der höheren Schwelle ebenfalls zwi-
schen 0.11 < s < 0.14.
Die ˜nderung der Lebensdauer der turbulenten Zustände mit steigender Deborah-
zahl stehen also nicht in direktem Zusammenhang mit der linearen Instabilität des
laminaren Prols.
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Abbildung 3.31: Zerfallsraten β der exponentiellen Lebensdauerverteilungen für
Re = 400. Mit F ∝ (1 + s)/Re. P(T > t) ∝ exp −βt. Die Zer-
fallsraten nehmen für kleine De mit steigendem s zu. Sie sind dabei
unabhängig von De. Ab einer gewissen von s abhängigen Deborah-
zahl fällt die Zerfallsrate ab.
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Abbildung 3.32: Verteilung der Kurzzeit-Lyapunovexponenten bei Re = 400. Aus den
Daten ergibt sich der Verteilungsparameter ∆ ≈ 0.064.
Lebensdauern bei Renormierung der Kraft
Am Ende von Abschnitt 3.2.1 wurde neben der Renormierung der Reynoldszahl auch
eine Renormierung der antreibenden Kraft vorgeschlagen (3.36),

(y) =
√
2β2
Re
(1 + s) sin(βy) d x . (3.58)
Die mit dieser renormierten Kraft bestimmten Zerfallsraten sind in Abb. 3.31 darge-
stellt. Für De ≤ 1.2 und s ≤ 0.6 steigt die Zerfallsrate etwa exponentiell mit s an.
Für kleine De setzt sich das noch bis zu höheren s fort. In diesem Bereich ist die
Zerfallsrate nahezu unabhängig von De, oberhalb von De > 1.3 beginnt die Zer-
fallsrate angefangen von den größeren s her abzufallen. Anders als bei Renormierung
der Reynoldszahl nehmen die mittleren Lebensdauern der turbulenten Zustände bei
kleinen Deborahzahlen mit der Konzentration exponentiell ab. Mit steigender Debo-
rahzahl bewirken die Polymere bei konstanter Konzentration aber auch hier eine Ver-
längerung der Lebensdauern. Mit steigendem s nimmt die mittlere Lebensdauer aber
in den meisten Fällen weiterhin zu.
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Abbildung 3.33: Verteilung der Polymerlänge im Modell zur Scherströmung ohne
Polymermoden. Es wurden 1000 Polymermoleküle passiv in der
Strömung advektiert. Die Länge wurde von oben und von unten
beschränkt. Die Längenverteilungen folgen weitgehend einem Po-
tenzgesetz. Im markierten Bereich wurde die eingezeichnete Gera-
de angepaßt. Die so ermittelten Exponenten der Verteilungen sind in
Abb. 3.34 dargestellt. Re = 400, De = 30.
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Abbildung 3.34: Exponenten der Polymerlängenverteilungen im Modell zur Scher-
strömung ohne Beteiligung der Polymermoden. Die Exponenten
wurden wie in Abb. 3.33 bei verschiedenen Relaxationszeiten der
Moleküle und zu mehreren Zeitpunkten bestimmt. Aus der Steigung
der eingezeichneten Ausgleichsgeraden ergibt sich der Verteilungs-
parameter ∆ ≈ 0.053. Re = 400, De = 1, s = 0.
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3.6. Polymerlängenverteilungen und
Lyapunovexponenten
Die Abbildungen 3.32 und 3.34 zeigen Häugkeitsverteilungen der Kurzzeitlyapunov-
exponenten bzw. die Steigungen der Polymerlängenverteilungen im Modell der Scher-
strömung. Dazu wurde die Entwicklung der Polymerlänge bzw. eines Linienelements
entlang Ensembles von Trajektorien im turbulenten Geschwindigkeitsfeld berechnet.
Die Kurzzeitlyapunovexponenten zeigen wie im Fall der ABC-Strömung annähernd
Normalverteilungen, ggf. überlagert von einem zusätzlichen Anteil bei Null. Die Brei-
te der Verteilungen nimmt etwa wie ∆/T mit der Länge des Mittelungsintervalls T ab.
Für die größten Lyapunovexponenten ndet man bei Re = 400, 1 ≤ De ≤ 2.5 und
0 ≤ s ≤ 0.5 Werte zwischen 0.043 und 0.048. Für die Breite der Verteilung ndet
man ∆ ≈ 0.064. Die Verteilungen der Polymerlängen folgen in weiten Teilen einem
Potenzgesetz (s. Abb 3.33). Der Exponent nimmt proportional zur inversen Relaxati-
onszeit λ der Moleküle ab und erreicht den kritischen Wert −1 bei 1/(2λ) ≈ µ. Dieser
kritische Wert markiert den coil-stretch-Übergang. Er liegt deutlich über der kritischen
Deborahzahl, die in (3.51) als lineare Stabilitätsgrenze des laminaren Grundprols ge-
funden wurde. Dies ist neben der Entwicklung der Zerfallsraten der turbulenten Zu-
stände in der Nähe dieser kritischen Deborahzahl ein weiterer Hinweis darauf, daß
die Instabilität des laminaren Grundprols die Stabilitätseigenschaften des turbulen-
ten Zustands nicht unmittelbar beeinußt.
Die Polymere wirken sich stark auf das laminare Grundprol aus, sie können eine
lineare Instabilität des Grundprols bewirken. Im turbulenten Zustand können sie die
mittleren Lebensdauern deutlich verlängern, auf die lokalen Streckraten nehmen sie
aber kaum Einuß.
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Balkovsky et al. [2] stellen einen Zusammenhang zwischen der Verteilung von Kurz-
zeit-Lyapunovexponenten einer Strömung und der Längenverteilung von in der Strö-
mung passiv mitbewegten Polymermolekülen her.
• Die Verteilung der Kurzzeit-Lyapunovexponenten nähert sich bei genügend gro-
ßen Mittelungsintervallen einer Normalverteilung an. Die Varianz ist umgekehrt
proportional zum Mittelungsintervall.
• Die Verteilung der Polymerlänge R folgt einem Pareto-Gesetz: P(R) ∝ R−(1+α).
• Der Exponent α ist proportional zur Differenz zwischen Lyapunovexponent und
der Relaxationszeit (die dimensionslose Relaxationszeit wird als Deborahzahl
bezeichnet).
• Die Proportionalitätskonstante läßt sich aus der Varianz der Lyapunovexponen-
ten bestimmen.
Aus diesem Zusammenhang ergibt sich auch ein Ausdruck für die kritische Deborah-
zahl zum sogenannten coil-stretch-Übergang in der Längenverteilung der Polymere.
Die Anwendbarkeit dieser Beziehungen wurde in zwei Strömungsformen unter-
sucht, zum einen in einem einfachen stationären Fluß mit chaotischen Trajektorien,
einer modizierten ABC-Strömung (Kapitel 2), zum anderen in einem niedrigdimen-
sionalen Modell für eine Scherströmung [47] (Kapitel 3). Die Polymere wurden in
beiden Fällen wie auch bei Balkovsky durch elastische Hanteln dargestellt. Die Ent-
wicklung der Länge wurde entlang Ensembles von Trajektorien berechnet.
In beiden Fällen wurde eine gute Übereinstimmung mit den Vorhersagen von Bal-
kovsky gefunden (Abschnitt 2.2). Das Verhalten des Exponenten α in Abhängigkeit
von der Relaxationszeit konnte bestätigt werden. Allerdings zeigt sich in der ABC-
Strömung eine Abweichung zwischen der Proportionalitätskonstanten und der Varianz
der Lyapunovexponenten.
Die Vorhersagen von Balkovsky beziehen sich auf den Bereich, in dem die Relaxati-
on der Polymere durch das Hookesche Gesetz beschrieben ist. Darüber hinausgehend
wurde hier auch die Verteilung der Polymerlängen mit einer oberen Schranke unter-
sucht. Es zeigt sich, daß der lineare Zusammenhang zwischen Relaxationszeit und
dem Exponenten α auch über den coil-stretch-Übergang hinaus gültig bleibt.
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Ein anderes Bild zeigt sich bei der Berechnung der Länge an festen Gitterpunkten
der stationären ABC-Strömung (Abschnitt 2.3). Hier liegt die kritische Deborahzahl
deutlich niedriger als sie sich aus dem Lyapunovexponenten ergeben würde. Die ex-
trem großen Polymerlängen treten dabei lokalisiert auf, zum einen in der Umgebung
von Fixpunkten, zum anderen in der Umgebung von periodischen und von heterokli-
nen Orbits. Die größten Eigenwerte der Linearisierungen um die Fixpunkte und die
periodischen Orbits bestimmen in diesem Fall die kritische Deborahzahl. Die hetero-
klinen Orbits führen bei endlicher Deborahzahl nicht zu einer wirklichen Instabilität,
bei entsprechend hohen Deborahzahlen können aber beliebige maximale Längen er-
reicht werden. Die starke Streckung in der Umgebung der Fixpunkte und heteroklinen
Orbits bleibt auch dann erhalten, wenn die Objekte wegen veränderter Parameter nicht
mehr existieren.
Die Verteilungen von Krümmung und Torsion der Trajektorien in der ABC-Strömung
wurde in Abschnitt 2.4 untersucht.
Die nichtnormale Verstärkung spielt eine wichtige Rolle beim Turbulenzübergang.
Dabei kann die Energie eines Zustands, obwohl er aus zwei zerfallenden Moden zu-
sammengesetzt ist, im Zeitverlauf zunächst anwachsen. In ebenen Scherströmungen
ist die Wechselwirkung zwischen Wirbeln und Streifen in Strömungsrichtung ein Bei-
spiel, bei dem diese nichtnormale Verstärkung auftritt. Moehlis et al. [47] haben ein
neundimensionales Modell einer ebenen Scherströmung angegeben, das insbesonde-
re diese Wirbel-Streifenwechselwirkung beinhaltet (Kapitel 3). Die maximale wäh-
rend des Zerfalls auftretende Amplitude hängt von den Längenverhältnissen des Strö-
mungsgebietes ab. Die größte Verstärkung tritt bei der optimalen Wellenzahl, γopt, auf.
Beschänkt man die Dynamik auf den Unterraum der Wirbel und Streifen, so ist die
optimale Wellenzahl unabhängig von der Anfangsamplitude der Wirbel und unabhän-
gig von der Reynoldszahl. Die maximal erreichte Amplitude der Streifen ist propor-
tional zur Anfangsamplitude der Wirbel und zur Reynoldszahl. Im vollen System ist
die maximal erreichte Amplitude nicht mehr proportional zur Anfangsamplitude der
Wirbel. Wirbel und Streifen schwächen zusammen das laminare Prol und damit den
Vermittler der Wechselwirkung. Mit wachsender Anfangsamplitude der Wirbel nimmt
die optimale Wellenzahl ab (Abschnitt 3.1).
Dieses Modell der Scherströmung wurde durch einen Satz von weiteren neun Mo-
den zu einem Modell für eine viskoelastische Scherströmung erweitert (Abschnitt 3.2).
Dazu wurde der Polymerspannungstensor in Moden entwickelt, die mit zugrundege-
legtem Oldroyd-B-Modell aus den Geschwindigkeitsmoden des Modells von Moehlis
hervorgehen.
Die Auswirkung dieses Polymeranteils auf die Wirbel-Streifen-Wechselwirkung
wurde untersucht (Abschnitt 3.2.2). Es zeigt sich, daß sich die Wellenzahl der opti-
malen Verstärkung durch den Polymeranteil zu größeren Wellenzahlen hin verschiebt.
Die Verschiebung nimmt mit steigender Deborahzahl ab, mit steigender Konzentra-
tion nimmt sie zu. Die effektivste Verstärkung liegt also im viskoelastischen Fall bei
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Am Beispiel des Wirbels in Strömungsrichtung wurde in Abschnitt 3.3 eine Bezie-
hung zwischen der lokalen Energiedissipation und dem Verhalten der Krümmung von
Trajektorien und der lokalen Winkelgeschwindigkeit hergestellt, die in einem Bereich
konstanter Winkelgeschwindigkeit eine gute Übereinstimmung zeigt. Eine Verallge-
meinerung des Ausdrucks, ggf. unter Einbeziehung der Torsion, steht noch aus.
Eine lineare Stabilitätsanalyse um das laminare Grundprol zeigt, daß eine passive
Polymerkomponente oberhalb einer von der Reynoldszahl unabhängigen Deborahzahl
instabil wird und die Amplituden des Polymerspannungstensors vom Grundzustand
abgestoßen werden (Abschnitt 3.4). Wirkt der Polymeranteil auf die Strömung zurück,
verschiebt sich diese Stabilitätsgrenze abhängig von der Reynoldszahl, und die Insta-
bilität weitet sich auf das Geschwindigkeitsfeld aus. Im Zusammenhang mit dieser
Instabilität tritt bei geeigneten Deborahzahlen ein intermittenter Zyklus auf, in dessen
Verlauf turbulente Zustände zunächst zerfallen, dann aber aufgrund der Instabilität des
laminaren Grundprols wieder angefacht werden (Abschnitt 3.4.2).
Diese Instabilität ist auf spezielle Kopplungen innerhalb der beteiligten Polymermo-
den zurückzuführen und wird in einer vollen numerischer Simulation in dieser Form
nicht auftreten, ebenso der auf diese Instabilität zurückzuführende intermittente Zy-
klus. In anderen Systemen, die tatsächlich eine elastische Instabilität des laminaren
Prols zeigen, könnte ein derartiger Zyklus aber durchaus auftreten. Dies könnte zum
Beispiel am Taylor-Couette-System oder an einer ebenen Couette-Strömung mit zu-
sätzlicher Corioliskraft untersucht werden.
Die Verteilungen der Lebensdauern der turbulenten Zustände sind Exponentialver-
teilungen. Das ist ein Indiz dafür, daß es sich bei dem turbulenten Zustand um einen
chaotischen Sattel handelt. Der Zustand hat ein großes Einzugsgebiet und wirkt zu-
nächst wie ein chaotischer Attraktor. Allerdings hat er auch einen kleinen Ausgang,
über den die Trajektorien auf das laminare Prol zurückfallen können. Dieser Aus-
gang äußert sich in einer Zerfallswahrscheinlichkeit, die sich dann in der exponentiel-
len Verteilung der Lebensdauern zeigt.
Die Auswirkung des Polymeranteils auf die Lebensdauern der turbulenten Zustände
wurde für Reynoldszahlen bis 400 und Deborahzahlen bis über die lineare Stabilitäts-
grenze hinaus untersucht (Abschnitt 3.5). Es zeigt sich für feste Reynoldszahlen eine
typische Lebensdauer für das newtonsche Fluid und eine für das von den Polymeren
dominierte Fluid. Die mittlere Lebensdauer mit Polymeren ist länger als ohne Polyme-
re. Den Übergang zwischen diesen Lebensdauern ndet man bei einer bestimmten von
der Konzentration der Polymere abhängigen Deborahzahl. Mit Hilfe dieses Übergangs
kann man in der Deborahzahl-Konzentrations-Ebene eine Grenze zwischen newton-
schem und polymerdominiertem Fluid bestimmen (Abb. 3.30).
Für Deborahzahlen oberhalb der kritischen Deborahzahl zur linearen Instabilität
könnte man erwarten, daß die Lebensdauern der turbulenten Zustände bei beliebig
kleinen Konzentrationen denen des polymerdominierten Fluids entsprechen. Das ist
aber nicht der Fall. Die Instabilität des laminaren Prols führt nicht zu einer plötz-
109
4. Zusammenfassung und Ausblick
lichen ˜nderung der Lebensdauern im turbulenten Zustand. In diesem Sinne ist der
turbulente Zustand unabhängig vom laminaren Zustand.
Für den turbulenten Zustand wurden auch die Verteilungen der Lyapunovexponen-
ten und der Längen von advektierten Polymeren untersucht (Abschnitt 3.6). Wie bei
der ABC-Strömung sind die Lyapunovexponenten in etwa normalverteilt, und die Ver-
teilungen der Polymerlängen zeigen in einem mittleren Längenbereich algebraische
Verteilungen. Der Exponent der Polymerlängenverteilung überschreitet den Wert −1
im Mittel auch hier, wenn die Relaxationszeit der Polymere dem inversen Lyapunov-
exponenten entspricht. Allerdings sind hier die Unsicherheiten erheblich größer.
Die kritische Relaxationszeit liegt deutlich über der Deborahzahl zur linearen Insta-
bilität des laminaren Prols. Auch hier ist also das Verhalten im turbulenten Zustand
unabhängig von der Stabilität des laminaren Zustandes.
Die Polymere zeigen in diesem System einen fundamentalen Einuß auf das lami-
nare Prol, indem sie eine Instabilität bewirken können. Der Einuß auf die Dynamik
im turbulenten Zustand ist eher begrenzt, die lokalen Streckraten werden durch den
zusätzlichen Polymeranteil nur wenig verstärkt. Die mittleren Lebensdauern der tur-
bulenten Zustände nehmen dabei aber deutlich zu.
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A.1. Koordinaten
Seien x1, x2, x3 kartesische Koordinaten. Ein neues Koordinatensystem am Ort  =
xi d i sei durch
qi(x1, x2, x3) (A.1)
gegeben. Die kartesischen Koordinaten lassen sich aus den neuen Koordinaten berech-
nen
xi(q
1, q2, q3) , (A.2)
die Transformation ist also invertierbar. Die Basis des kartesischen Koordinatensy-
stems sind die drei Einheitsvektoren d i. Der Ortsvektor  ist im kartesischen System

= xi(q
1, q2, q3) d i . (A.3)
Die (ortsabhängigen) Basisvektoren des neuen Systems sind
n
i =
∂

∂qi
= d j
∂xj
∂qi
. (A.4)
Die reziproken Basisvektoren sind gegeben durch
n 1 =
n
2 × n 3
n
1 · ( n 2 × n 3) (A.5)
und die zyklischen Permutationen. Man kann sie auch durch
n i = ∇qi = d j ∂q
i
∂xj
(A.6)
Es gelten die Orthonormalitätsbeziehungen
n i · n j = δij und n i · n j = δji . (A.7)
Die anderen Produkte der Basisvektoren sind die metrischen Koefzienten
gij =
n
i · n j und gij = n i · n j (A.8)
für die gilt
gikg
kj = δ
j
i . (A.9)
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Vektoren und Tensoren können sowohl in den Basisvektoren als auch in den rezipro-
ken Basisvektoren entwickelt werden. Man spricht dann von kontravarianten (Basis)
und kovarianten (reziproke Basis) Komponenten:
 =
n
ix
i mit kovarianten Komponenten (A.10a)
 =
n ixi mit kontravarianten Komponenten . (A.10b)
Kovariante und kontravariante Komponenten stehen in der Beziehung
xi = gijx
j (A.11)
zueinander.
Die Zeilen der Matrix
∆ij =
∂xi
∂qj
(A.12)
enthalten also die Basisvektoren. bekommen. Sie sind die Spalten in
Eij =
∂qi
∂xj
(A.13)
bzw.
Eik∆kj = δ
i
j . (A.14)
A.2. Konvektierte Koordinatensysteme
Die konvektierten Koordinatensysteme bewegen sich mit dem Fluid, das heißt, ein be-
stimmtes Fluidelement hat im konvektierten System immer die gleichen Koordinaten
qi = qi(x1, x2, x3, t0, t) , (A.15)
nämlich (z.B.) die kartesischen Koordinaten zum Zeitpunkt t0. Die konvektierten Ba-
sisvektoren sind die Zeilen des Tensors
∆ij =
∂xi
∂qj
. (A.16)
Die reziproken Basisvektoren sind die Spalten von
Eij =
∂qi
∂xj
. (A.17)
Ein benachbartes Fluidelement am Ort o + d o liegt zur Zeit t
d
 · d  = n i( o , t) · n j( o , t)dqidqj = gij( o , t)dqidqj (A.18)
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von o entfernt. Die gij( o , t) enthalten die gesamte Information über die Verformung
des Fluidelements o .
In der homogenen Scherströmung
 
=

γx20
0

 (A.19)
mit n i(0) = d i gilt n 2(t) = d 2 + γt d 1, oder allgemeiner
∂
n
i
∂t
= (gi)k
∂
 
∂xk
und ∂
n i
∂t
= (gi)k
∂uk
∂

(A.20)
A.3. Konvektive Ableitungen
Die obere (kontravariante) konvektierte Ableitung ist deniert als (∇   = ∂iuj)
τ^(1)(

, t) = ∂tτ^ + (
  · ∇)τ^ − (∇   )† · τ^ − τ^ · (∇   ) . (A.21)
Die untere (kovariante) konvektierte Ableitung ist
τ^(1)(

, t) = ∂tτ^ + (
  · ∇)τ^ + (∇   ) · τ^ + τ^ · (∇   )† . (A.22)
Die Terme zusätzlich zur substantiellen Ableitung resultieren aus der Mitbewegung
der teilchenfesten Bezugssysteme. Im Fall der oberen konvektierten Ableitung wählt
man die konvektierten Basisvektoren zur Beschreibung, im anderen Fall die rezipro-
ken Basisvektoren.
A.4. Eulerbild und Lagrangebild
Im Eulerbild berechnet man die Entwicklung einer Größe an einem festen Ort im
Raum. Wenn die Geschwindigkeit nicht verschwindet, betrachtet man zu jedem Zeit-
punkt ein anderes Fluidelement. Im konvektierten Bezugssystem ändern sich sowohl
die Koordinaten als auch die Basisvektoren.
Im Lagrangebild berechnet man die Entwicklung eines festen Fluidelements, das
sich bei nicht verschwindender Geschwindigkeit zu jedem Zeitpunkt an einem an-
deren Ort bendet. Im konvektierten Bezugssystem betrachtet man einen Punkt mit
konstanten Koordinaten. Die Basisvektoren ändern sich mit der Zeit.
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A.5. Allgemeinere ABC-Strömung
Die in Kapitel 2 beschriebene Strömung ist der Spezialfall mit n = 0 der Klasse von
Strömungen
 
= −
A
pi
rot d z(sinn+1 pix cos piy)
+
B
pi
rot d y(sinn+1 pix cos piz)
+
C
pi
rot d x(sinn pix(cos piy + sin piz)) (A.23a)
= sinn pix

 (A sin piy + B sin piz) sin pix(n + 1)A cos pix cos piy + C cos piz
(n + 1)B cos pix cos piz + C sin piy

 (A.23b)
mit konstanten Amplituden A, B und C. Die Strömung ist divergenzfrei. Für n ≥ 1
verschwindet u in den Ebenen mit ganzzahligem x
 
∣∣
x∈ i = 0 . (A.24)
A.5.1. Symmetrien
Für geradzahlige n ergeben sich die in 2.1.1 angegebenen Symmetrietransformationen
Für ungerade n sind die Gleichungen invariant unter den Transformationen
S11 : x
′ = x y ′ = 1 + y z ′ = 1 + z t ′ = −t (A.25)
S12 : x
′ = −x y ′ = y z ′ = z t ′ = −t
S13 : x
′ = 1 + x y ′ = 1 + y z ′ = −z t ′ = −t ,
die die Symmetriegruppe mit den folgenden Transformationen erzeugen
I : Identität (A.26)
S12S
1
1 : x
′ = −x y ′ = 1 + y z ′ = 1 + z t ′ = t
S13S
1
1 : x
′ = 1 + x y ′ = y z ′ = 1 − z t ′ = t
S13S
1
2 : x
′ = 1 − x y ′ = 1 + y z ′ = −z t ′ = t
S13S
1
2S
1
1 : x
′ = 1 − x y ′ = y z ′ = 1 − z t ′ = −t .
Die Parameter A, B und C wechseln mit den gleichen Transformationen wie in 2.1.1
das Vorzeichen, so daß man sich auch hier auf positive Parameter und den Bereich
(x, y, z) ∈ [0, 1]× [0, 2]× [0, 2] beschränken kann.
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A.5.2. Fixpunkte
Gegenüber dem Fall n = 0 ändert sich nur die x-Koordinate der Fixpunkte. Falls für
die (positiven) Parameter die Ungleichung
C ≤ B
√
α2
2
+ α
√
5
4
α2 − 1 mit α = A
B
>
√
4
5
(A.27)
gilt, hat das System mindestens einen Fixpunkt im Inneren der Periodizitätsbox. Bei
C ≤ B
√
α2
2
− α
√
5
4
α2 − 1 (A.28)
sind es sogar zwei. Sei γ = C/A. Die Fixpunkte liegen bei
y± =
1
pi
cot−1
(
α
2
±
√
5
4
α2 − 1
)
, (A.29a)
z± =
1
pi
sin−1(−α sin piy±) , (A.29b)
x± =
1
pi
cos−1
(
γ
n + 1
tan piz±
)
(A.29c)
=
1
pi
cos−1
(
−
γ
n + 1
α sin piy±√
1 − α2 sin2 piy±
)
.
Im Fall C = 0 mit A = B sind die Geraden{
(x, y, z)
∣∣∣∣y = 12, z = 32
}
(A.30a){
(x, y, z)
∣∣∣∣y = 32, z = 12
}
(A.30b)
ebenfalls Fixpunkte. Der Eigenwert mit dem Eigenvektor in x-Richtung ist null, die
anderen Eigenwerte dieser Fixpunkte sind
λ = ±(n + 1)Api cos pix sinn pix. (A.31)
Die Eigenvektoren hierzu zeigen in y- bzw. z-Richtung.
A.6. Darstellung des 9-Moden-Modells im
Programmcode
Die Zeitableitungen der Amplituden sind in den Dateien pQqrffstuwvv und p1qxrffsyuzvv im
C-Code implementiert. Dieser Code geht davon aus, daß t , y , st und sy etc. Zeiger
auf Felder mit den entsprechenden Daten sind:
115
A. Anhang
t{}|G~uut{bU~ Geschwindigkeitsamplituden
y{}|G~uuy{bU~ Polymeramplituden

{b!~uu

{bU~ Teilchenposition
vX5{bU~uuzvX^{b!~ Konformationstensor mit oberer konvektierter Ab-
leitung
vU{bU~uuzvU{b!~ Konformationstensor mit unterer konvektierter Ab-
leitung
Ł
5{!~uu
ŁD
5{b!~ Polymerspannungstensor mit oberer konvektierter
Ableitung
st{}|X~uust{b!~ Zeitableitungen der Geschwindigkeitsamplituden
sy{}|X~uusy{b!~ Zeitableitungen der Polymeramplituden
5{b!~uu5{bU~ Geschwindigkeit an der Stelle 
s\vX5{!~uus1vX5{b!~ Zeitableitung des Konformationstensors mit oberer
konvektierter Ableitung
s\vU{!~uus1vU{b!~ Zeitableitung des Konformationstensors mit unterer
konvektierter Ableitung
s
Ł
^{b!~uus
Ł
5{!~ Zeitableitung des Polymerspannungstensors mit
oberer konvektierter Ableitung
Der Parametervektor ist wie folgt aufgebaut.

{b!~uu

{bU~ Wellenzahlen α, β, γ

{U~uu

{bU~ Reynoldszahl, Deborahzahl und Konzentrationspa-
rameter
Mit Hilfe der Module pQqrffuzvv und p1qrffU5uzvv können mehrere Trajektorien gleich-
zeitig berechnet werden. Dazu ist der ist der Parametervektor um ein Element für die
Trajektorienzahl  erweitert:  {b!~U .
Die Felder t und y sind jeweils von 1 bis 9 indiziert, um die gleichen Indizes wie
im Kapitel 3 beizubehalten. Man beachte also bei der Zuweisung im aufrufenden Pro-
gramm, daß die Zeiger jeweils auf die Speicherstelle vor dem tatsächlichen ersten
Element des Feldes zeigen müssen.
X*G:bw¡ \¢ £G£K¥¤¡ N¦¡¦§¥¡ N¨ª©G«G¬w­G®!¯z°ff<¯w±¡²ff¯w³<«}´zµ¶ff¯z³¡XG*°1·
£G£K¥¸¡ N¦¡¦¹bw N¨ºXX*»}µ!*¼ff´wµ¶ff¯w³¡ffX}°
X*GK¡bw 1¢ £G£¾½G¯w³ff´}¡¯w³G°X±>X¼¿©X«G¬z­G®U¯z°ff¯w±G²ff¯z³<«GÀÁG°ff
£G£KºffX*»}µ<¼ff´wµ¶¯w³¡ffG}°
X*G(Â$ÃXÄ¡!ÀXU¢ £G£KÃ¯}´«BÅ*ÆX¼Ç©G«G¬w­G®!¯z°ff<¯w±¡²ff¯w³«*´zµ¶ff¯w³*ffG*°:³¬D¦
X*G(Â}¡ÃXÄG!ÀffU¢
X*G(Â}©GÄ¡XÈG\¢
X*G(Â}G©GÄGXÈX\¢
Diese Alias-Zeiger ermöglichen eine individuelle Zusammenstellung der Felder. So
können zum Beispiel neben den Amplituden auch Trajektorien und Polymerkonfor-
mationen entlang dieser Trajektorien berechnet werden, ohne daß man von vornherein
in der Zuordnung der Daten innerhalb des Feldes festgelegt ist.
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