Let H = (h nmjk ) be a non-negative four-dimensional matrix. Denote by L p (H) the supremum of those satisfying the following inequality:
Introduction
The space L p of absolutely p-summable double sequences over the complex field L p = (x n,m ) :
was introduced by Başar and Sever [1] for 1 < p < ∞. It is a complete sequence space with the · L p -norm
, and for 0 < p < 1 the space L p is a complete p-normed (cf. Yeşilkayagil and Başar [13, 14] ) space with the p-norm
A four-dimensional infinite matrix H = (h nmjk ) defines a matrix mapping from the double sequence space X into the double sequence space Y if, for every sequence x = (x n,m ) ∈ X, the sequence Hx = {(Hx) n,m } is in Y , where
For p ∈ R\{0}, the number L p (H) is defined as the supremum of those , which obey the following inequality:
where
For further details on the normed spaces of double sequences, four-dimensional matrices and the boundedness problems of matrix operators in normed (p-normed) sequence spaces, we refer the readers to the textbook [4] and the recent papers [7] [8] [9] 11] .
In this paper, we are going to prove that
and 
Lower bounds for four-dimensional Hausdorff matrices
In this section we consider the four-dimensional Hausdorff matrix and its transpose as operators mapping the double sequence space L p where 0 < p ≤ 1 to itself. Then we focus on the evaluation of L p (H t μ×λ ) and L p (H μ×λ ), where dμ and dλ are two Borel probability measures and H μ×λ = (h nmjk ) is the four-dimensional Hausdorff matrix [5] , defined by
, and h nmjk = 0 for all j > n or k > m. Clearly, we have
Here, we've listed some famous classes of four-dimensional Hausdorff matrices:
four-dimensional Cesàro matrix C(η, γ ) of orders η and γ ; see [6] .
The choices dμ(α)
Gamma matrix Γ (η, γ ) of orders η and γ . The four-dimensional Cesàro, Hölder and Gamma matrices have non-negative entries whenever η > 0 and γ > 0.
We are going to exhibit a Hardy type formula for L p (H t μ×λ ) and L p (H μ×λ ), where 0 < p ≤ 1. Then we apply our results to the four-dimensional Cesàro, Hölder and Gamma matrices. First, we state and prove the following generalization of Proposition 7.4 in [2] , which plays an essential role in the rest of the paper. Proof The proof will be a modification of that given by Bennett. By Hölder's inequality, we have
Lemma 2.1 Let 0 < p < 1, and suppose that H is a non-negative four-dimensional matrix. If
which is equivalent to the inequality stated in the lemma. 
for all n, m, j, k ∈ N ∪ {0}. Clearly, this matrix is the four-dimensional Hausdorff matrix with dμ(α) = point evaluation at α = r and dλ(β) = point evaluation at β = s and has nonnegative entries whenever 0 ≤ r ≤ 1 and 0 ≤ s ≤ 1. For this matrix we have the following lemma, which extends [12, Lemma 3.2].
Lemma 2.2 Let
0 < p ≤ 1, 1 p + 1 p * = 1
and E(r, s) be the four-dimensional Euler matrix of order r, s where
Thus, for 0 < p < 1, applying Lemma 2.1 when λ = 1 rs
which gives the desired inequality. This completes the proof. 
Proof Let x = (x n,m ) be a non-negative double sequence in L p . Since
applying Minkowski's inequality and Lemma 2.2, we have
This is equivalent to the inequality stated in the theorem.
Remark 2.4 By choosing dμ(α) = dα and dλ(β)
Therefore, the inequality in Theorem 2.3 reduces to the following generalization of Copson's inequality to double series:
in which the constant p 2 is the best possible [10] . Accordingly, the value
in Theorem 2.3 is the best possible, which is equal to the lower bound of the fourdimensional Hausdorff matrix as operator mapping L p to itself, i.e.,
Let E(η, γ ), C(η, γ ), H(η, γ ) and Γ (η, γ ) be the four-dimensional Euler, Cesàro, Hölder and Gamma matrices of order η and γ , respectively. Applying Theorem 2.3 together with Remark 2.4 to these matrices, we have the following corollary. 
In the rest of our paper, we consider the four-dimensional Hausdorff matrices as operators mapping L p to itself and establish a Hardy type formula as a lower estimate for L p (H μ×λ ). First we state the following lemma as an extension of [3, Lemma 2.2] to the four-dimensional case. Its proof can be easily adapted from that of Lemma 2.2. Proof The proof can be easily adapted from that of Theorem 2.3, and so is omitted.
Applying Theorem 2.7 to the four-dimensional Cesàro, Hölder and Gamma matrices, we have the following corollary.
