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In this paper we explore the Khovanskii method for proving the finite cyclicity
of elementary graphics and how it can be applied in practice. The genericity condi-
tions needed in that case form a proper subset of the usual methods. Moreover
some of the conditions are non-intrinsic and can be artificially created by action of
the automorphism groups preserving the normal forms near the singularities and
their action on regular transitions. Hence we introduce an extension of the method
which treats the usual functional-Pfaffian systems together with the admissible
changes of coordinates in the functional equations.  1999 Academic Press
1. INTRODUCTION
The study of limit periodic sets and their cyclicity for planar vector fields
is a very important subject. Since we cannot in general compute explicitly
trajectories of vector fields it is one way to keep track of the number of
limit cycles appearing in polynomial families of vector fields and to obtain
partial results in the spirit of Hilbert’s 16th problem. Roussarie gave in
[R2] the following general conjecture: ‘‘A limit periodic set of an analytic
family of vector fields depending of a finite number of parameters has finite
cyclicity.’’
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On the other hand Arnold [A] pointed out the importance of studying
the bifurcations of codimension k, especially for small k, since they are
unavoidable in k-parameter families of vector fields. Their study and the
understanding of the bifurcations is a key to understanding the dynamics
of some global families of vector fields.
Up to now, most of the interest has been on the finite cyclicity of elemen-
tary graphics. One reason is that any non-elementary singular point can be
blown-up into elementary singular points, yielding the hope that the
methods for elementary graphics can be further refined to treat the non-
elementary ones. The second reason comes from the method itself. Indeed,
the idea underlying many proofs of finite cyclicity is to ‘‘calculate’’ a return
map. For that purpose we write the return map as a composition of Dulac
maps in the neighborhood of the singular points of the graphic with regular
transitions between the Dulac sectors. The vector field in the neighborhood
of elementary singular points can be brought to a nice normal form allow-
ing either an explicit calculation of the Dulac maps, or a proof of their
analytic properties (for instance flatness).
In 1995 Il’yashenko and Yakovenko [IY2] published a beautiful paper
on the finite cyclicity of elementary polycycles in generic families. The
paper asserts the existence of a bound E(k) for the cyclicity of elementary
graphics appearing in generic k-parameter families.
To our knowledge the first time that Khovanskii’s method was used to
discuss the Dulac maps in the neighborhood of singular points is in the
paper of Moussu and Roche [MR], where they discuss a reduced version
of Dulac’s theorem on the finiteness of limit cycles for a polynomial vector
field from the non-accumulation of limit cycles on a polycycle.
The method used by Il’yashenko and Yakovenko is the following. They
first derive polynomial ‘‘integrable’’ normal forms for ‘‘generic’’ elementary
singular points [IY1]. After a suitable choice of transversals the equation
for limit cycles is written in the form of a system of equations, involving
regular transitions and singular ‘‘Dulac maps.’’ The fewnomial technique of
Khovanskii [K1K3] allows us to replace the singular transitions by their
Pfaffian representations and to give a bound for the number of isolated
roots of the system, provided that certain genericity assumptions on the
regular transitions are met.
Since we will thoroughly use the method introduced by Il’yashenko and
Yakovenko (which is derived from the theory of Khovanskii) we will give
it a name: the Il’yashenkoKhovanskiiYakovenko method, which we will
abbreviate to the IKY method.
The IKY method works for generic systems. However, the genericity
conditions are not explicitly given. In fact, to our knowledge, the method
has never been integrally applied to particular systems. Variants of the
method have been used to prove the finite cyclicity of an important number
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of graphics (e.g., [DER, EM, MM1, MM2]). In these cases one usually
replaces only one Dulac map by a Pfaffian equation.
In this paper we want to explore both of the genericity conditions, which
make the theorem of Il’yashenko and Yakovenko work. Our motivations
are the following:
(i) In considering Roussarie’s conjecture it is natural to distinguish
the two cases: generic limit periodic sets and limit periodic sets occurring
in families of systems with centers. It is natural to ask which are the cases
which are already covered by the theorem of Il’yashenko and Yakovenko.
Their theorem concerns generic families of vector fields and does not dis-
tinguish, for a specific limit periodic set, the vector fields for which it is
generic, from those for which, although non generic, it has finite cyclicity
in a generic unfolding.
(ii) Up to now the graphics surrounding centers have been con-
sidered as very difficult problems. The paper [RSZ] shows how the IKY
method can be adjusted, by means of the Bautin trick, to prove the finite
cyclicity of graphics surrounding centers. The method is surprisingly simple
and elegant. It is natural to see how far it can be generalized.
(iii) There is an intense attack on the finiteness part in Hilbert’s 16th
problem for quadratic systems. The paper [DRR1] reduces this problem to
the finite cyclicity of 121 limit periodic sets inside quadratic systems,
among which are the cases studied in [RSZ]. In several cases it is needed
to check that particular genericity conditions are met inside quadratic
systems. Hence we are interested in exploring how the genericity conditions
are checked in practice.
The major conclusions of the paper are the following:
(1) The automorphism group preserving the normal form of a
singularity contains more than linear transformations. Given transversal
sections 71 and 72 on which a Dulac map D: 71  72 is defined, the
automophism group of the normal form sometimes acts non trivially on the
canonical charts on the sections, via a pair of germs of maps, one for each
section 7i . These pairs of germs of maps are calculated, as well as their
actions on the regular transitions ending in 71 or starting from 72 .
(2) The genericity conditions imposed on the regular transitions in
the IKY method are not necessarily invariant under the action of this
automorphism group. Thus some of these conditions can be artificially
created, allowing for application of the IKY method in situations formerly
intractable. This consideration suggests an extended IKY method in which
the data consists of the Pfaff forms, the regular transitions xi+1= fi ( yi),
and the admissible pairs of simultaneous changes of coordinates on xi
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and yi . Examples of graphics with one and two singularities are studied in
detail by means of the extended IKY method.
(3) A bonus of the calculation of these automorphism groups is to
allow a simplification of the regular transitions in an elementary graphic.
For instance any regular transition starting or ending in a saddle sector of
a semi-hyperbolic point can be taken as a mere affine map. Such reductions
allow important simplifications in the ‘‘classical’’ proofs of finite cyclicity.
We give an example of such a simple proof for a polycycle with two saddle-
nodes of opposite attractivity and central transitions.
2. DULAC MAPS IN THE NEIGHBORHOOD OF
A GENERIC ELEMENTARY SINGULAR POINT
We first recall the theorem from [IY1] giving the normal forms of all
singular points. We then discuss the general framework and the particular
cases.
Theorem 2.1. Suppose that a generic finite-parameter family [X*]* # * of
smooth vector fields on the plane possesses an elementary singular point for
*=0. If this point has at least one hyperbolic sector, then the family is
finitely differentiably orbitally equivalent to a family induced from some
localization of one of the families given in the second column of Table I.
Remark 2.2. The correspondence maps differ slightly from the ones
appearing in [IY1] for the last two cases. Indeed the authors consider a
transition from [x=&1] (resp. [ y=1]) to [x=1] in the case (DCm) (resp.
(DHm)). However, it may happen, depending of the value of a, that the
system has an additional singular point before x=1. This explains why we
rather choose sections [x=\x0]. For the other cases, one can always
suppose that the equivalence of [X*]* # 4 to the normal forms given in
Table I are defined in a neighborhood of the origin which contains sections
[x=1] and [ y=1] of the invariant manifolds. This last statement is a
consequence of Proposition A.1 of the Appendix.
The choice of normalizing coordinates in Theorem 2.1 is not unique.
Definition 2.3. A k-admissible change of coordinates is the germ of a
family of Ck-diffeomorphisms
9* (x, y)=(X* , Y*) (2.1)
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TABLE 1
Normal Forms for Generic Elementary Singular Points
Type Normal form Dulac map y=D* (x) Pfaff form
x* =x y=xr(*)
S0 y* =&ry x, y>0 x dy&r(*) y dx=0
r(0) # R+"Q+
x* =x
y* = y \& pq +F(u, *)+
Sm u=x p yq q log x=|
xp
yq
du
uF(u)
yF(yq) \& pq +F(x p)+ dx
F(u, *)=\um(1+aum) +xF(x p) dy=0
+m&1i=0 =i (*)u
i
x, y>0
=i (0)=0
x* =F(x, *) y=C(*)x
y* = &y
DCm F(x, *)= \x
m+1(1+axm) C(*)=|
x0
&x0
dx
F(x, *)
x dy& y dx=0
+m&1i=0 =i (*)x
i
=i (0)=0 x, y # R
x* =F(x, *)
y* = &y log y+|
x0
x
du
F(u, *)
=0
DHm F(x, *)= \x
m+1(1+axm) F(x, *) dy& y dx=0
+m&1i=0 =\i (*)x
i y>0, x # R
=i (0)=0
such that
(1) 9* is defined in a connected neighborhood U/R2 of the origin;
(2) 9* preserves the axes and their orientation;
(3) 9* preserves the normal form in the sense of orbital equivalence;
(4) the map (x, y, *) [ 9* (x, y) is of class Ck.
The set of all admissible changes of coordinates forms the group of
automorphisms of the normal form.
A Dulac map D* : 71  72 in the neighborhood of a singular point is
defined relatively to a pair of sections (71 , 72) transversal to the invariant
manifolds in the neighborhood of the singular point. We always suppose
that the sections are parallel to the coordinate axes and parametrized by
the coordinates.
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Proposition 2.4. Let 9* be a k-admissible change of coordinates which
has a representative defined on a neighborhood of the origin and x0 , y0 such
that the sections 71=[x=\x0] and 72=[y=y0] belong both to the
domain and to the image of 9* . Then the k-admissible change of coordinates
9* generates a pair of germs of invertible Ck-maps ( f* ( y), g* (x)): (R, 0) 
(R, 0) such that if y=D* (x) is the Dulac map in the neighborhood of the
singularity, then
D* b g* (x)= f* b D* (x). (2.2)
The set of pairs of germs ( f* , g*) # (Ck (R, 0))2 forms a group G with the
obvious group operation ( f1* , g1, *) V ( f2, * , g2, *)=( f1, * b f2, * , g2, * b g1, *).
Definitions 2.5. (1) We call the group G obtained in Proposition 2.4
the k-group of the singularity with respect to the sections 71 and 72 . The
projection on the first factor is the k-exit group with respect to the section
72 while the projection on the second factor is the k-entrance group with
respect to the section 71 .
(2) The trace of the previous groups for *=0 are called respectively
the initial k-group, noted G0 (resp. initial k-exit and k-entrance groups) of
the singularity with respect to the sections 71 and 72 .
(3) We call the k-group of the Dulac map the group of pairs of
germs of invertible C k-functions at the origin satisfying (2.2).
Proof of Proposition 2.4. Since the change of coordinates preserves the
normal form, the Dulac maps y=D* (x) and Y=D* (X) have identical
expressions on sections with identical definitions (for instance [x=x0] and
[X=x0]). Let us suppose for instance that the Dulac map D* (x) (resp.
D* (X)) goes from the section [ y= y0] (resp. [Y= y0]) to the section
[x=x0] (resp. [X=x0]). Then the map f* ( y) represents the transition
function from [x=x0] parametrized by y to the section [X=x0]
parametrized by Y. Similarly the map g* (x) represents the transition
function from [ y= y0] parametrized by x to the section [Y= y0]
parametrized by X. K
We are interested in calculating the k-group of the singularity with
respect to some sections 71 and 72 . We first calculated it from the defini-
tion. The referee made us remark that the calculation of the k-group of the
Dulac map could be much simpler. For theoretical questions of finite
cyclicity the k-group of the Dulac map is sufficient. For particular examples
it is important to know which elements of the k-group of the Dulac map
can be realized by means of an admissible change of coordinates. We will
see that the k-group of the singularity and the k-group of the Dulac map
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are sufficiently close one to the other so that we limit ourselves to the
k-group of the Dulac map.
The dependence on k is crucial for practical applications. Indeed, in par-
ticular examples we can only calculate a finite jet of a normalizing change
of coordinates. The lower the order of the jet, the simpler the calculations.
2.1. Intrinsic Properties of Regular Transitions
Regular transitions are defined on sections in the neighborhood of
singular points, which are parametrized by the normalizing coordinates.
Let R be a regular transition defined from a section 71 to a section 72
respectively in the neighborhood of singular points P1 and P2 . Admissible
changes of coordinates 9i in the neighborhood of Pi change R to
R = g2, * b R b f &11, * , where f1, * (resp. g2, *) is the corresponding element of
the k-exit (resp. k-entrance) group of P1 (resp. P2).
A knowledge of the elements of the k-exit group of P1 with respect to 71
and k-entrance group of P2 with respect to 72 will allow us to identify
intrinsic properties of R. As far as these properties are concerned it is suf-
ficient to consider initial groups (*=0). In the IKY method for proving
finite cyclicity it is however sometimes necessary to create artificial non-
intrinsic generic conditions. In this case it is necessary to use the full
groups.
Definitions 2.6. (1) A property of a regular transition R0 starting in
[x=x0] is right k-intrinsic if it is a property of all elements of the orbit of
R0 by the action of composition on the right with elements of the initial
k-exit group with respect to [x=x0].
(2) A property of a regular transition ending in [x=&x0] or
[ y= y0] is left k-intrinsic if it is a property of all elements of the orbit of
R0 by the action of composition on the left with elements of the initial
k-entrance group with respect to [x=&x0] or [ y= y0].
(3) A property of the regular transition map R0 starting and ending in
two sections as described above, located respectively in the neighborhood
of two singularities P1 and P2 , is k-intrinsic if it is a property of all
elements of the orbit of R0 by the action of composition on the left with
elements of the initial k-entrance group of P2 and on the right with
elements of the initial k-exit group of P1 .
Remark 2.7. We may have to consider generic properties of finite sets
of regular transition maps. For instance, if we consider a graphic with
exactly n singular points which are all attracting saddle-nodes with central
transition, then the value of the first derivative Ri, * (0) |*=0 of each regular
transition is not intrinsic, but the product of the first derivatives
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>ni=1 R$i, * (0) |*=0 is indeed intrinsic. This was implicitly used in the proof
that this graphic has cyclicity one [DRR2].
2.2. Non-resonant Hyperbolic Saddle (Type (S0))
Theorem 2.8. We consider a non-resonant hyperbolic saddle with hyper-
bolicity ratio r and normal form
x* =x
(2.3)
y* =&r(*) y
and Dulac map D* (x)=xr(*).
(1) For r(0)>1, let m=[(k&1)r(0)]+1. Elements of the k-group
of the Dulac map have the form (Ar(*)y+o( ym), Ax+o(xk)). Any such k-jet
is realizable as the k-jet of an element of the k-group of the singularity with
respect to the sections [ y=1] and [x=1].
(2) For r(0)<1, let n=[(k&1) r(0)]+1. Elements of the k-group of
the Dulac map have the form (Ar(*) (*) y+o( yk), A(*)x+o(xn)). Any such
k-jet is realizable as the k-jet of an element of the k-group of the singularity
with respect to the sections [ y=1] and [x=1].
Proof. Equation (2.2) is equivalent to
f* (xr(*))=(g* (x))r(*). (2.4)
It is sufficient to consider the case r>1. The left hand side has an expan-
sion in monomials xir(*), i1, while the right hand side has an expansion
in monomials xr(*)+ j, j0, from which the first part of the result follows.
Let f* ( y) be any polynomial of degree k of the form f* ( y)=
A(*) y+o( ym)= yf1, * ( y). Then g* (x)=( f* (xr(*)))1r(*) is C k and ( f, g) is
an element of the k-group of the Dulac map. It is also an element of the
k-group of the singularity. Indeed H* (x, y)=|x| r(*)y is a first integral such
that H* (1, y)= y. Let us consider the change of coordinates
9* (x, y)=(xf 1r(*)1, * ( |x|
r(*) y) , y). (2.5)
Note that f* b H*=H* b 9* and 9* is a diffeomorphism in a neighborhood
of the origin containing the points (\1, 0) and (0, \1) in its domain and
its image. For x0, H* (x, 1)=D* (x) and g* (x) is the first coordinate of
9* (x, 1). K
2.3. Resonant Hyperbolic Saddle of Finite Type (Type (Sm))
A first remark following Theorem 2.1 is that there is no way to bring, by
a Ck-change of coordinates, a family with an integrable saddle point having
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rational hyperbolicity ratio to a polynomial normal form which would be
independent of k, as soon as k would be sufficiently large. However, there
exist ‘‘natural’’ polycycles with finite cyclicity and with such points, for
instance a reversible hyperbolic saddle (with a symmetry axis) together
with a homoclinic loop on one side of the symmetry axis. These cannot be
treated by the IKY method.
Theorem 2.9. We consider a resonant non-integrable hyperbolic saddle
of order m with normal form
x* =x
(2.6)
y* = y \& pq \um (1+a(*)um)+ :
m&1
i=0
=i (*)ui+ ,
where u=x pyq. Elements ( f* ( y), g* (x)) of the k-group of the Dulac map
have, for *=0, the form
f0 ( y)= y+O( ymq), g0 (x)=x+O(xmp). (2.7)
Proof. We limit ourselves to *=0 and let a=a(0). It is well known
that the Dulac map has the form
D(x)=x pq \1&xmp ln x+mq+12 x2mp (ln x)2&ax2mp ln x+o(x2mp)+
=x pqD1 (x). (2.8)
(This follows from direct integration of x* =x, u* =um+1 (1+aum) as in
[R1].) Let us look at the equation f (D(x))=D(g(x)) with f ( y)=
yf1 ( y)=a1 y+ai yi+o( yi) and g(x)=xg1 (x)=b1x+bjx j+o(x j). This
yields D1 (x) f1 (D(x))= g pq1 (x) D1 (g(x)). The left (resp. right) hand term
is a series in monomials x i1 p+i2 pq (ln x) l (resp. x i1 p+i3 (ln x) l) from which it
follows that q | i2 and p | i3 . The equation has the form
(1&xmp ln x+o(xmp))(a1+ai x(i&1)pq (1&(i&1)xmp ln x+o(xmp))+ } } } )
=(b1+bjx j&1+o(x j&1)) pq
_(1&(b1x+bjx j&1+o(x j&1))mp (ln x+O(x))+O(x2mp)). (2.9)
If either ai or bj is nonzero, then (i&1) p=( j&1)q and both ai and bj are
nonzero. Equality of the constant terms yields a1=b pq1 and equality of the
xmp ln x-terms yields a1=bmp+ pq1 . Hence a1=b1=1. Looking at terms in
x(i&1) pq yields ai=( pq) b j . Looking at terms in xmp+(i&1) pq ln x yields
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&iai=&(mp+( pq))bj which is compatible with the previous equality
only if ai=bj=0. K
2.4. Central Transition near a Semi-hyperbolic Point of Finite Order
(type (DCm))
Theorem 2.10. We consider a semi-hyperbolic point with odd codimen-
sion m and normal form
x* =xm+1 (1+axm)+ :
m&1
i=0
=i (*)x i=F(x, *)
(2.10)
y* =&y.
The Dulac map from [x=&x0] to [x=x0] has the form D* (x)=C(*)x
with C(*)=exp(&x0&x0 duF(u, *)). Elements ( f* ( y), g* ( y)) of the k-group
of the Dulac map satisfy
f* (C(*) y)=C(*) g* ( y). (2.11)
In particular g$* (0)= f $* (0) and g0 ( y)= g$0 (0) y+o( yk). Moreover any
increasing Ck-diffeomorphism f* ( y) is realizable as the exit element with
respect to [x=x0] corresponding to an admissible change of coordinates. Its
corresponding entrance element g* ( y) with respect to [x=&x0] satisfies
(2.11) for each * such that F(x, *)>0 in [&x0 , x0].
Proof. We only need to prove the last part. Given any increasing
Ck-diffeomorphism f* ( y)= yf1, * ( y) we construct an admissible change of
coordinates realizing it as an element of the exit group. Take x0>0. For
each * such that F( } , *) has a root in [&x0 , x0], let r(*) be the maximum
of its roots in [&x0 , x0]. Let A be the subset of R_Rn formed by the
pairs (x, *) such that F( } , *)>0 in [&x0 , x0] or x # (r(*), x0]. Let 2 be
the function defined by
2(x, *)={exp \|
x
x0
du
F(u, *)+ , for (x, *) # A (2.12)
0 otherwise.
We claim that
X*=x
(2.13)
Y*= yf1, * ( y2(x, *))
is an admissible change of coordinates associated to f* .
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Note that H* (x, y)= y2(x, *) is a family of first integrals (non trivial on
A only) satisfying H* (x0 , y)= y and f* (H* (x, y))=H* (X, Y). Hence for
proving the claim one only has to check the smoothness properties of
(2.13), i.e., of (2.12). This follows partly from Theorem 3 of [DRR2],
which shows that the function y2(x), together with its derivatives, is
arbitrarily flat at the origin on the intersection of A with a neighborhood
of the origin. Here we define 2 on a full neighborhood of the origin. It is
hence necessary to check the Ck-differentiability at boundary points of A.
This is done in the Appendix.
The corresponding element of the entrance group is given by evaluation
of Y* at x=&x0 :
g* ( y)={yf1, * (C(*) y)yf1, * (0)
if (&x0 , *) # A
otherwise. K
(2.14)
Remark 2.11. The Dulac map is a linear map D* ( y)=C(*)) y, with
lim
*  0
C(*)=0. (2.15)
This last property is obviously not reflected in the Pfaff equation
ydY&Ydy=0 which cannot distinguish between the map D* ( y) and any
Ck-family of linear functions! Hence all proofs which make an essential use
of the property (2.15) of the constant C(*) cannot be recovered by the
application of the IKY method.
2.5. Stable-Center Transition near a Semi-Hyperbolic Point of Finite Order
(Type (DKm))
Theorem 2.12. We consider a semi-hyperbolic point with normal form
(2.10). The Dulac map from [ y=1] to [x=x0] has the form D* (x)=
exp(&x0x duF(u, *)). Elements ( f* ( y), g* (x)) of the k-group of the Dulac
map satisfy
f1, * (D* (x))=exp \&|
x
g*(x)
du
F(u, *)+ , (2.16)
where f* ( y)= yf1, * ( y). In particular g0 (x)=x+o(xm). Moreover any
increasing Ck-diffeomorphism f* ( y) is realizable as the exit element with
respect to [x=x0] corresponding to an admissible change of coordinates and
its corresponding entrance element g* ( y) with respect to [ y=1] satisfies
(2.16).
Proof. Equation (2.16) follows from the fact that D* (g* (x))=
D* (x) exp(&xg*(x) duF(u, *)). From (2.16) and since f1 does not vanish it
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follows that h* (x)=&xg*(x) duF(u, *) is bounded. If we let g* (x)=
xg1, * (x), a calculation yields
h0 (x)=
1
mgm1, 0(x)
gm1, 0(x)&1
xm
+
a
m
ln \ 1+ax
mgm1, 0(x)
(1+axm) gm1, 0(x)+ . (2.17)
Hence g1, 0 (x)=1+O(xm).
We now show that an increasing Ck diffeomorphism f* ( y)= yf1, * ( y) is
realizable. The realizability of f* in the case m odd has been shown in
Theorem 2.11. In the case m even, F(x, *) always has a root. Let
r1 (*)r2 (*) be the minimal and maximal roots of F(x, *) in [&x0 , x0].
We define
2* (x)={
exp \|
x
x0
du
F(u, 0)+ for x>r2 (*)
(2.18)
exp \|
x
&x0
du
F(u, 0)+ for x<r1 (*)
0 otherwise
We define the admissible change of coordinates (X, Y)=
(x, yf1, * ( y2* (x))). As before this change of coordinates is C k. K
3. APPLICATION OF THE IKY METHOD FOR THE STUDY OF
GRAPHICS THROUGH A UNIQUE SINGULAR POINT
In this section we consider the three types of graphics: homoclinic loop
through a hyperbolic saddle (studied in [R1, J, IY1]) and graphics with a
semi-hyperbolic point, with and without return map. The bounds obtained
by the IKY method are systematically higher than the exact cyclicity.
Proposition 3.1. We consider a homoclinic loop through a hyperbolic
saddle.
(1) If the hyperbolicity ratio r of the saddle point is irrational, then the
IKY method allows us to conclude that the cyclicity is 2 (exact cyclicity
is 1). An additional artifice based on the parity of the number of limit cycles
allows us to conclude that the cyclicity is one.
(2) If the hyperbolicity ratio r= pq{1 and the saddle is of finite
order m, then the IKY method allows us to conclude that the cyclicity is
2m min( p, q)+2 (exact cyclicity is one).
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(3) If r=1, if the saddle is of finite order m, and if the function
V( y)=R0 ( y)& y is m-flat at y=0, then the IKY method allows us to con-
clude that the cyclicity is 3m+2 (exact cyclicity is 2m+1).
(4) If r=1, if the saddle is of finite order m, and if the function
V( y)=R0 ( y)& y is of order nm at y=0, i.e., V (i) (0)=0 for i<n and
V (n) (0){0, then the IKY method allows us to conclude that the cyclicity is
2m+n+1 (exact cyclicity is 2n).
Proof. Since the proof is straightforword we just make it in cases (3)
and (4). Limit cycles are isolated solutions of the system
0= yF 2 ( y)(&1+F(x)) dx+xF(x) F( y) dy
(3.1)
x=R* ( y),
in the first quadrant. (Here the Pfaff form appearing in (3.1) is not the min-
imal Pfaff form of Table I. This comes from the fact that the graph of the
Dulac map must be a separating solution of the Pfaff form [IY2].) As
before the number of solutions is at most one plus the number of positive
solutions of
W* ( y)=F( y)[ yR$* ( y) F( y)(&1+F(R* ( y)))+R* ( y) F(R* ( y))]=0.
(3.2)
If we suppose that R0 ( y)=a1 y+an yn+o( yn), then
W0 ( y)={
(am+11 &a1) y
2m+1+o( y2m+1) if a1 {1
(3.3)
&an (n&m&1) y2m+n+o( y2m+n)
if a1=1, 1<nm and an {0
y3m+1+o( y3m+1) if a1=1 and n>m. K
The graphic through a saddle-node with central transition is interesting,
since here the IKY method only works after artificial creation of a generic
condition.
Proposition 3.2. We consider a graphic through a semi-hyperbolic
singular point, with central transition. Then the IKY method allows us to con-
clude that the cyclicity is 4.
Proof. Limit cycles are isolated solutions of the system
0= y( y dx&x dy)
(3.4)
x=R* ( y).
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Indeed, as for the resonant saddle case, the Dulac map is not a separating
solution of the minimal Pfaff form y dx&x dy=0. It becomes a separating
solution of the Pfaff form y( y dx&x dy)=0.
We showed in Subsection 2.4 that we could suppose that the coordinates
(x, y) are chosen so that R0"(0){0.
The number of solutions is at most one plus the number of solutions of
0= } y
2
1
&xy
&R* $( y) } (3.5)
x=R* ( y).
The number of solutions of (3.5) is the number of solutions of
W* ( y)= y2R$* ( y)& yR* ( y)=0. (3.6)
If we suppose that R0 ( y)=a1 y+a2 y2+o( y2), with a2 {0, then
W0 ( y)=a2 y3+o( y3) (3.7)
from which we can conclude that W( y, *) has at most 3 zeros for ( y, *) in
a small neighborhood of (0, 0). K
Proposition 3.3. We consider a graphic through a semi-hyperbolic
singular point of codimension m (i.e., multiplicity m+1), with stable-center
transition. The IKY method allows us to conclude that the cyclicity is 2. An
additional artifice based on the parity of the number of limit cycles allows us
to conclude, when m=1, that the cyclicity is one.
Proof. The proof is straightforward and will be skipped. K
4. GRAPHICS THROUGH TWO HYPERBOLIC SADDLES
In this section we focus on one case to illustrate how the IKY method
works and what are its limitations. Let us consider for instance the follow-
ing theorem of Mourtada:
Theorem [M2]. For an analytic vector field, a non-trivial polycycle
with two hyperbolic saddles having irrational hyperbolicity ratios r1 (*) and
r2 (*) satisfying r1 (0) r2 (0)=1 has finite cyclicity.
In this theorem Mourtada gives an explicit formulation of the conditions
which guarantee a non-identical return map for the polycycle, namely
either
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(1) the return map is of the form P(x)=a1x+o(x), with a1 {1, or
(2) one of the regular transitions is nonlinear, i.e., has a non-vanish-
ing higher derivative.
Of course, from the discussion of Section 2 it is clear that the condition (1)
cannot be recovered from the Pfaffian equations at the singular points. It
is then natural to consider a polycycle in which one of the regular trans-
itions is nonlinear. In general such a condition is not sufficient to prove
finite cyclicity by the IKY method and the two transitions must be non-
linear. However, when r1 is sufficiently small and the transition from the
first point to the second point is nonlinear, then it is possible to create
artificially the non-vanishing of a higher derivative of the second transition,
allowing us to prove finit cyclicity by the IKY method.
For the sake of completeness we include the case r1r2 {1 which was
shown to have cyclicity one or two by Cherkas.
Theorem 4.1. Let us consider a polycycle as in Fig. 1 with two hyper-
bolic saddles with irrational hyperbolicity ratios r1 and r2 . By the IKY
method
(1) the polycycle has cyclicity less than or equal to 5 if r1r2 {1;
(2) if r1 (0)<1, r2 (0)>1, and r1 (0) r2 (0)=1, and if one of the
regular transition maps is nonlinear of order m and the other is nonlinear of
order n, then the polycycle has finite cyclicity less than or equal to mn+
min(m, n)+2;
(3) if r1 (0)<1m2 and r2 (0)>m2 and if the regular transition map
from the first point to the second is nonlinear of order m, then the polycycle
has finite cyclicity.
Proof. The Pfaffian equations at the singular points are given by
xdy&r1 (*) y dx=0
(4.1)
udv&s2 (*)v du=0,
where s2 (*)=1r2 (*). Hence s2 (0)=r1 (0). The functional equations are
u= f* (x)
(4.2)
v= g* ( y).
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Hence we look for intersection points inside the first quadrant of two
separating solutions #1 and #2 of the Pfaffian equations
|1=x dy&r1 (*) y dx=0
(4.3)
|2= f* (x) g$* ( y) dy&s2 (*) f $* (x) g* ( y) dx=0.
Between two intersection points of #1 and #2 there must be, on #1 , a con-
tact point of |1 and |2 . The equation of contact points between |1 and
|2 is
A* (x, y)=r1 (*) f* (x) yg$* ( y)&s2 (*) xf $* (x) g* ( y)=0. (4.4)
We look for intersection points of A* (x, y)=0 with #1 . This number is at
most the number of contact points along A* (x, y)=0 of |1 and dA*=0,
plus the number of non-connected components of A* (x, y)=0 (see for
instance [IY2]).
On one hand we must count the number of contact points along
A* (x, y)=0 of |1 and dA*=0. On the other hand we must count the
number of non-compact components of A* (x, y)=0. For the latter we
count, for a fixed small =>0 and sufficiently small values of the parameters,
the number of solutions of the system
A* (x, y)=0
(4.5)
x2+ y2&=2=0.
The number of non-compact solutions is half that number. We will show
later that it is less than or equal to 1+min(m, n).
Number of contact points along A* (x, y)=0 of |1=0 and dA*=0.
Here again the equation of contact points is given by (4.4) together with
B* (x, y)=x
A*
x
+r1 (*) y
A*
y
=0. (4.6)
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We have
B* (x, y) |A*(x, y)=0
=
r1 (*) y
f $* (x)
[ f $* (x) g$* ( y)[(1&s2 (*)) xf $* (x)+(r1 (*)&1) f* (x)]
&xf* (x) f *"(x) g$* ( y)+r1 (*) f* (x) f $* (x) yg*"( y)] (4.7)
=
r1 (*) y
f $* (x)
C* (x, y).
There is another way to simplify Eq. (4.6) with the help of A* (x, y)=0,
namely by replacing yf* (x)=s2 (*) xf $* (x) g* ( y)r1 (*) g$* ( y). By this
method we obtain an expression which factorizes by x:
B* (x, y) |A*(x, y)=0
=
x
g$* ( y)
[ f $* (x) g$* ( y)[s2 (*)(r1 (*)&1) g* ( y)+r1 (*)(1&s2 (*)) yg$* ( y)]
+r1 (*) s2 (*) f $* (x) yg* ( y) g*"( y)&s2 (*) xf $* (x) f *"(x) g* ( y)]
=
x
g$* ( y)
D* (x, y). (4.8)
Let
f* (x)= :
k
i=0
ai (*) xi+o(xk)
(4.9)
g* ( y)= :
k
i=0
bi (*) yi+o( yk)
with a0 (0)=b0 (0)=0, and a1 , b1 , am , bn {0 and a2 (0)= } } } =
am&1 (0)=0, b2 (0)= } } } =bn&1 (0)=0.
Let us consider the equations C* (x, y)=D* (x, y)=0 for *=0.
(1) When r1 (0)r2 (0){1 then
C*
x } *=0 ,
D*
y } *=0 {0. (4.10)
Hence the change of coordinates (X, Y)=(C* (x, y), D* (x, y)) is a dif-
feomorphism and the point (X, Y)=(0, 0) has a unique preimage.
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(2) In this case we have r1 (0)=s2 (0), which we simply denote by r.
For *=0 the leading terms in the bracket factor of C* are
a1x[(m&1)(1&r&m) am b1 (r+1)xm&1+n(n&1) ra1 bn yn&1]
=a1 x[A1xm&1+B1 yn&1]. (4.11)
Similarly for *=0 the leading terms in the bracket factor of D* are
yrb1[&m(m&1) amb1xm&1+(n&1)(1&r+rn)a1bn yn&1]
= yrb1[A2xm&1+B2 yn&1]. (4.12)
The two bracket quantities in (4.11) and (4.12) are in general position:
indeed A1 B2&A2B1=a1b1 ambn (m&1)(n&1)(r&1)(r(1&n)+m&1){0
since r is irrational.
We postpone the end of the proof to discuss a general method allowing
us to link the number of small intersection points of C* (x, y)=0 and
D* (x, y)=0 to the inersection multiplicity of these two curves at the origin
for *=0.
We give a criterion to decide of the number of small solutions that can
appear for small * in a family of equations A* (x, y)=B* (x, y)=0, where
A* (x, y) and B* (x, y) are Ck-functions of (x, y, *). Such a criterion is well
known for polynomial, analytic or even C-functions. For instance for
algebraic curves an upper bound is given by the intersection multiplicity
&(0, 0) (C, C$) of the two curves C and C$, with respective equations
A0 (x, y)=0 and B0 (x, y)=0, at the intersection point x= y=0. In the
algebraic context there are different equivalent definitions of &(0, 0) (C, C$).
We need to choose one which is convenient in the Ck-context and which
allows us to conclude to an upper bound for the number of small solutions
of A* (x, y)=B* (x, y)=0 for small *. The tool which allows us to reduce
the problem to an almost algebraic one is the preparation theorem of
Lassalle for Ck-functions (see Theorem A.2 and Corollary A.3 of the
Appendix).
We first suppose that A (or B) is regular in x (or y) of degree d at the
origin. We discuss the first case, i.e.
iA0
xi
(0, 0) {=0 0i<d{0 i=d. (4.13)
By Corollary A.3 we can write locally
A* (x, y)=h* (x, y) P* (x, y), (4.14)
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where h* {0 and P* (x, y) is a unitary polynomial of degree d in x with
C l-coefficients in ( y, *),
P* (x)=xd+ fd&1, * ( y)xd&1+ } } } + f0, * ( y), (4.15)
where l=[kd]&1. Using the division theorem of Lassalle (see Theorem
A.2 of the Appendix) we divide B* (x, y) by the generic polynomial
xd+ad&1xd&1+ } } } +a0 :
B* (x, y)=(xd+ad&1xd&1+ } } } +a0) K* (x, y)
+rd&1 ( y, *, ad&1 , ..., a0)xd&1
+ } } } +r0 ( y, *, ad&1 , ..., a0). (4.16)
We then substitute ai= fi, * ( y) in rj ( y, *, d1 , d0), yielding functions gj, * ( y)
which are also of class C l, l=[kd]&1. Let us call
Q* (x, y)= gd&1, * ( y)xd&1+ } } } + g0, * ( y). (4.17)
The system A* (x, y)=B* (x, y)=0 is equivalent to the system P* (x, y)
=Q* (x, y)=0 for solutions in the first open quadrant. We compute the
resultant R* ( y) of P* and Q* as polynomials in x. Let us suppose that
R* ( y)= yM+O( |*| )+o( yM).
Definition 4.2. We call M the intersection multiplicity of A0 (x, y) and
B0 (x, y) at (0, 0). This definition makes sense as soon as A* (x, y) and
B* (x, y) are of class Ck with kd(M+1).
Proposition 4.3. Let A* (x, y)=0 and B* (x, y) of class Ck with
kd(M+1), let A* (x, y) be regular of order d in x at the origin and let M
be the intersection multiplicity of A0 (x, y) and B0 (x, y) at the origin. Then
for any sufficiently small =>0 there exists $>0 such that, for all |*|<$,
A* (x, y)=B* (x, y)=0 has at most M solutions in x2+ y2<=2.
Proof. We carry the elimination theory on P* (x, y) and Q* (x, y) as
polynomials in x, exactly as in the algebraic case. In the last step we end
up with the resultant R* ( y) which has at most M small solutions for small
( y, *). In the penultimate step it has been shown that the solutions of
P* (x, y)=Q* (x, y)=0 are the solutions of a linear system
a1, * ( y)x+a0, * ( y)=0
(4.18)
b1, * ( y)x+b0, * ( y)=0.
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The resultant is then R* (x, y)=a1, * ( y) b0, * ( y)&a0, * ( y) b1, * ( y). Hence,
to each solution in y of R* ( y)=0 corresponds a unique x such that (x, y)
is a solution of the system. Indeed ai, * and bi, * ( y), i=1, 2, cannot vanish
simultaneously at some value y since this would lead to a whole line of
solutions of the system, contradicting the regularity of A* (x, y) in x. K
Remark 4.4. Definition 4.2 and Proposition 4.3 are easy because we are
in the case of a germ of a Ck-map from R2 to R2. Of course the IKY
method reduces the problem of finite cyclicity to the problem of the finite
multiplicity of a point for a Ck-map from Rn to Rn. A further direction of
research would be to find sufficient conditions for a germ of a Ck map from
Rn to Rn to have finite multiplicity.
End of Proof of Theorem 4.1 Case (2).
Number of Small Solutions of C* (x, y)=D* (x, y)=0. We need to
calculate the intersection multiplicity of C0 (x, y) and D0 (x, y). For this
we reduce them to polynomials P and Q in x of respective degrees m
and m&1 by means of the division theorem of Lassalle (Theorem A.2
and Corollary A.3 of the Appendix). The resultant of P and Q is
R( y)=B2 (A1 B2&A2B1)m&1 ymn+o( ymn), yielding an intersection multi-
plicity of mn, i.e. a bound of mn for the number of small solutions of
C* (x, y)=D* (x, y)=0.
Number of Non-compact Components of A* (x, y)=0. We follow the
same procedure to find a bound for the number of solutions of the system
(4.5) in which we consider = as a small parameter. Hence we calculate the
intersection multiplicity of A0 (x, y) with x2+ y2. For that purpose we
calculate the resultant of x2+ y2 and the reduction of A0 (x, y) to a linear
polynomial in x by means of x2+ y2. The exact form of the resultant
depends on whether m is even or odd. In all cases however the resultant
has the form R( y)=Cy2+2min(m, n)+o( y2+2min(m, n)). It may happen when
m is odd that x2+ y2 is a factor of A0 (x, y). In that case we replace x2+ y2
by x2+2y2. In all cases the number of non compact components of
A* (x, y) is bounded by 1+min(m, n).
Case (3). The derivative of order n of the second transition under
a Ck-admissible change of coordinates is non intrinsic provided
n>[(k&1)r]+1. Moreover, when we apply Proposition 4.3 we are in
class Ck&2 (for Eqs. (4.7) and (4.8)). After application of the division
theorem we need to be at least in class Cmn. For that purpose we need to
have at least [(k&2)m]&1mn. This yields [(k&1)r]+1<n
1m[(k&2)m]&1m, which has a solution n2 if r>m2. K
We give one application of the case (1) of Theorem 4.1 by showing that
the graphic (F 22) (Fig. 2) surrounding a center in quadratic systems has
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finite cyclicity, in the particular case when the two singular points are
hyperbolic saddles with inverse irrational hyperbolicity ratios.
Proposition 4.5. By the IKY method we can show that the graphic (F 22)
with two hyperbolic saddles having irrational hyperbolicity ratios has
cyclicity less than or equal to 5 inside quadratic systems.
Proof. The method used here is similar to the method introduced in
[RSZ], namely the reduction to the generic case by means of the Bautin’s
method.
Such a graphic occurs inside the family
x* =&y+Ax2+By2
(4.19)
y* =x+xy
with A<0, B+1>0. The hyperbolicity ratios are irrational if and only if
A  Q. We choose a 5-parameter perturbation which keeps fixed the saddle
points located at y+1=Ax2+B+1=0. It can be taken with variable A
and B inside the family
x* =&y+Ax2+By2+$1 x( y+1)
(4.20)
y* =x+xy+$2 (&y+Ax2+By2)+$3 ( y+1)( y+2).
We postpone the argument that this is the general unfolding. The transla-
tion parameter =1 along the horizontal connection is obviously a multiple
of $2 . Hence all further calculations can be made under the condition
$2=0.
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Let r1 and s2 be the hyperbolicity ratio and inverse hyperbolicity ratio
at the two saddle points (\x0 , &1) when $2=0. They are given by
&2Ax0 (x0\$3), yielding that
=3=r1&s2=
4Ax0 $3
x20&$
2
3
. (4.21)
The second translation parameter can be calculated under the condition
=3=0, i.e., $3=0. The initial system has the invariant hyperbola:
1+
A(A&1)(2A&1)
1+B&A
x2+2Ay+
AB(2A&1)
1+B&A
y2=0. (4.22)
The $1 perturbation is without contact with the hyperbola (except a double
contact at x=0), yielding that the second parameter =2 | =1==3=0 is a multi-
ple of $1 .
What we have done proves a posteriori that the family (4.20) is indeed
the general unfolding inside quadratic systems. Indeed the system (4.19)
belongs to a smooth stratum of centers of dimension 2 and the variation
of A and B gives the unfolding inside that stratum. It is also clear that the
$i are three independent parameters since they control independent aspects
of the dynamics of the quadratic systems. Moreover from the movement of
these dynamical aspects it is clear that there is no fold in the parameter
space.
The two forms in (4.3) are identical in the center case. Hence the
Ck-functions C* (x, y) and D* (x, y) vanish identically in the center case.
The Bautin method works as follows: we consider a pointed neigh-
borhood V of the origin in the $-space. Then V is a union of three cones
V=V1 _ V2 _ V3 , where Vi=[ |= i ||=j |, j{i] & V. In the cone Vi we
divide the equations C* (x, y)=0 and D* (x, y)=0 by =i (this introduces no
small divisor). In each cone we give a bound on the cyclicity.
In V1 , C* (x, y) has no small zeros, yielding no small intersection points
of C* (x, y)=0 and D* (x, y)=0. Hence the cyclicity is at most two.
In V3 , D* (x, y) has no small zeros, yielding no small intersection points
of C* (x, y)=0 and D* (x, y)=0. Hence the cyclicity is at most two.
In V2 , we can divide C* (x, y) and D* (x, y) by =2 and we are reduced to
the generic case described in (1) of Theorem 4.1. K
5. GRAPHIC THROUGH TWO SADDLE-NODES
We just illustrate by a simple example how the use of the groups of the
singularities can help simplify the classical proofs of finite cyclicity. This
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example was studied by El Morsalani in [EM] and belongs to the family
of graphics in the ‘‘lips’’ of the zoo of Kotova [Ko].
Theorem 5.1. A graphic through two saddle-nodes, one attracting, one
repelling, with central transitions (Fig. 3) has cyclicity n as soon as the
regular transition R* in the node sectors has a non-vanishing derivative of
order n. The cyclicity is exactly n if R"0(0)=R (n&1)0 (0)=0 and R
(n)
0 (0){0.
Proof. By means of the action of an element of the group of any of the
singularities we can suppose that the regular transition in the saddle sectors
is a translation: y2 [ y2+=. Let us call R* ( y1) the regular transition from
{1 to _2 . The Dulac maps are linear with respective coefficients M1 (*) and
m2 (*). The displacement map from {1 to _2 has the form
V* ( y1)=R* ( y1)&m&12 (*)(M
&1
1 (*) y1&=). (5.1)
Then V (n)* {0 for ( y1 , *) in a neighborhood of (0, 0) yielding cyclicity less
than or equal to n. From the form of (5.1) it is easy to construct an
arbitrarily small perturbation with n limit cycles. K
APPENDIX
I. Extensions of Neighborhoods of the Origin
Proposition A.1. Let X be a Ck-vector field with one isolated
singularity at 0, 1 be a characteristic manifold of X at 0 and 7i (i # [1, 2])
be two Ck-transversal sections to 1 such that 0 is not in the segment of 1
between 71 and 72=[x=x2].
If X has no other singularity in 1, then there exists a neighborhood V of
0 and a Ck-diffeomorphism 9: V  9(V) preserving the direction field
associated to X such that 9(71)/72 .
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Proof. The idea of the proof is to define 9 as the identity in a
neighborhood R of 0 which does not intersect 71 and then to extend it
satisfying the needed properties. To do the last part, we use the flow-box
theorem: we apply it in an open set V1 in which X has no singularities,
which intersects R and which contains a connected subset of 1 containing
1 & 71 , 1 & 72 and one point of 1 & R. In the coordinate system obtained
after applying the flow box therem, it is easy to see that the identity can
be extended with the desired properties.
The details of the proof are the following. Let R be a rectangle around
0 such that R & 7i=<. Let V1 be as stated before. The intersection of
the boundary of R with V1 is a section [x=x0]. Let ’: V1  ’(V1) be a
Ck-diffeomorphism which maps the integral curves of X to horizontal lines,
[x=x0] into a subset of [x=x0], and 71 into a subset of 72 .
Let 8(x, y)=(,(x, y), y) be a Ck-diffeomorphism defined in ’(V1)
satisfying
,(x, y)=x for x<x0 ,
(A.1)
,(x2 , y)=:( y).
where y [ (:( y), y) is a parametrization of ’(72).
Notice that ’&1 b 8 b ’ is a Ck-diffeomorphism defined in V1 with the
properties:
(1) It preserves the direction field associated to X because ’ trans-
forms integral curves of X into horizontal lines and 8 preserves horizontal
lines.
(2) ’&1 b 8 b ’(71)/72 .
(3) ’&1 b 8 b ’ restricted to R & V is the identity.
The proposition is proved if we take
9(x, y)={(x, y),’-1 b 8 b ’(x, y),
if (x, y) # R
if (x, y) # V1 . K
(A.2)
II. Preparation Theorems for Ck-Functions
The papers of Barbanc on [Ba] and Lassalle [L] contain versions of the
division theorem by the generic polynomial in finite differentiable class. It
is known in the C-class that the division theorem induces the preparation
theorem allowing us to write a function, regular in one variable, as the
product of a Weierstrass polynomial with an invertible function. This is
done through the use of the implicit function theorem where we choose the
coefficients of the polynomial so that the remainder of the division vanishes
identically. This step (see for instance [P]) is still valid for Ck-functions.
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We recall the theorem of Lassalle:
Theorem A.2 [L]. Let U be an open neighborhood of the origin in Rn
and a1 (x), ..., ad (x) # C (U, 0), and let B(x, t)=td+di=1 ai (x) t
d&i.
Then there exist linear applications Q: C d+1 (U_R)  C 0 (U_R) and
R: Cd+1 (U_R)  [C0 (U)]d such that for all kd:
(1) For any function f # Ck (U_R) we have on U_R
f (x, t)=B(x, t) Q( f )(x, t)+ :
d
i=1
ri (x) td&i (A.3)
with R( f )=(r1 , ..., rd).
(2) R induces on Ck (U_R) a continuous application in [C h (U)]d,
where h=[kd]&1.
(3) Q induces on Ck (U_R) a continuous application in C l (U_R),
where l=[(k&1)d]&1.
(4) For any point x # U and any f # Ck (U_R) the function
f [
:1+ } } } +:n
x:11 } } } x
:n
n
Q( f )(x, t) (A.4)
is of class C s, with s=k&1&d(1+ni=1 :i).
Corollary A.3. Let f (x, t) # Ck (U_R) be regular in t of order d, i.e.,
if
ti
(0, 0) {=0 if i<d{0 if i=d. (A.5)
Moreover let us suppose kd 2+d. Let h=[kd]&1 and l=[(k&
1)d]&1. Then there exists a polynomial P(x, t)=td+di=1 bi (x) t
d&i, with
coefficients in Ch (V), where V/U is a neighborhood of the origin in Rn and
an invertible function H(x, t) # C l (V_R) such that on V_R we have
f (x, t)=H(x, t) P(x, t). (A.6)
Proof. We consider the function f as a function on U_R_Rd, which
is constant in the d additional independent variables a1 , ..., ad , which
are the coefficients of B(x, t). Then the functions Q( f ) and R( f ) of the
theorem depend on a1 , ..., ad . We need to solve the equations R( f )=
(r1 ( f ), ..., rd ( f ))#0 in the variables a1 , ..., ad by the implicit function
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theorem. To show that this is possible we apply the operators  jt j&1ai ,
j=1, ..., d, to Eq. (A.3) and evaluate at the origin, yielding
0=
 j&1
t j&1 \B(x, t, a)
Q( f )
ai ++
 j&1
t j&1
(td&iQ( f ))
+( j&1)!
rd& j+1
ai
. (A.7)
The term ( j&1t j&1)(B(x, t, a)(Q( f )ai )) vanishes since j&1<d. The
second term vanishes when j&1<d&i and does not vanish if j&1=d&i,
from which it follows that
rd+1& j
ai {
=0 if j<d&i+1
{0 if j=d&i+1.
(A.8)
This can be done since Q( f ) and R( f ) are of class C d&1. This allows us
to solve R( f )=0 for a1 , ..., ad , yielding ai=bi (x) as functions in C h (V). K
III. Differentiability Properties for Functions Associated to Semi-hyperbolic
Points
Lemma A.4. Let F(x, *)=xm+1 (1+(a+*m)xm)+m&1i=0 *ix
i, x0 # (0,
|a|&1m), and
2(x, *)={
exp |
x
x0
du
F(u, *)
,
(A.9)
for (x, *) such that F(s,*)>0 for s # [x, x0]
0 otherwise.
Given any k, there exists a neighborhood of the origin N/R_Rm+1 such
that 2 is a Ck-function in N.
Proof. In [DRR2] it is proved that 2 is a C-flat function at the
points (x^, * ) such that x^ is the greatest root of F( } , * ) and has multiciplity
greater than or equal to 2. Let r(*) be the greatest root of F( } , *) in
[&x0 , x0], whenever it exists. To cover all the boundary of 2&1 (0) we
need to analyse the next cases:
(1) x^<r(* ), x^ is not a root of F( } , * ), and F(x, * )0 for x>x^.
(2) x^=r(* ) is a simple root of F( } , * ) and F(x, * )>0 for x>x^.
(3) x^<r(* ), x^ is a root of F( } , * ), and F(x, * )0 for x>x^ and all
the zeros of F( } , * ) in (x^, x0] are given by x1< } } } <xn=r(* ).
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Case (1). Let I: 2&1 (R+)  R be defined by
I(x, *)=|
x0
x
du
F(u, *)
. (A.10)
Let I1 be an interval centered at x^ and V1 a neighborhood of * such that
for (x, *) # I1_V1 , F(x, *)>F(x^, * )2 and take b # I1 & [&x0 , x^]. For
each *, let f (*) be the minimum value of F(x, *) for x # [b, x0].
We will see that there exists a neighborhood N1 of (x^, * ) such that for
every (x, *) # N1 & 2&1 (R+) and every n, there exist positive numbers Mn
satisfying
I(x, *)>
M0
- f (*)
(A.11)
and
} 
nI
x i * j
(x, *) } Mn( f (*))n+1 , (A.12)
where * j means * j00 } } } *
jm
m and i+ j0+ } } } + jm=n.
These two facts clearly imply that 2 is a C-flat function in (x^, * ).
To check (A.11) we use that for x # [b, x0] and * in a compact
neighborhood of * , there exists c such that
F(x, *) f (*)+c(x&x*)2, (A.13)
where x* is the point where F( } , *) takes its minimum in [b, x0], so
I(x, *)
1
- cf (*)
(arctan(- cf (*)(x0&x*))&arctan(- cf (*)(x&x*))).
(A.14)
Let I2_V2 /R_Rm be a neighborhood of (r(* ), * ) such that for ( y, *)
in it |F( y, *)|<F(x^, * )2. Notice that for (x, *) # I1_(V1 & V2), x<x*<x0
so from (A.14) we obtain (A.11).
To check (A.12), for i1, we use that Ix(x, *)=1F(x, *) can be
extended to a C-function in a compact neighborhood of (x^, * ), so each of
its derivatives are bounded. The case i=0 follows from the fact that
 | j | I
* j
(x, *)=|
x
x0
Pj (u)
(F(u, *)) | j |+1
du, (A.15)
where Pj is a polynomial.
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Case (2). Let g be such that F(x, *)=(x&r(*)) g(x, *). Let A(*)=
1g(r(*), *). Then
1
F(x, *)
=
A(*)
x&r(*)
+h(x, *), (A.16)
where h is a smooth function at points where g(x, *){0.
For * sufficiently close to * then A(*)>k>0 and h is smooth for
xr(*).
With this, we obtain
2(x, *)=(x&r(*))A(*) H(x, *) (A.17)
where H is a smooth function in a neighborhood of (x^, * ). The function
(u, v) [ uv is a k-flat function of class Ck at (0, v), provided that v>k, so
2 is a Ck-flat function at (x^, * ).
Case (3). This case is a combination of the two previous ones. Indeed
we can take an intermediate point y satisfying x^< y<x1< } } } <xn<x0
and consider I(x, *) as the sum
I(x, *)=I1 (x, *)+I2 (*), (A.18)
where I1 (x, *)= yx duF(u, *) and I2 (*)=
x0
y duF(u, *). Then I2 is a
Ck-function in * by Case (1). If x^ is a simple (resp. multiple) root of
F( } , *), then by Case (2) (resp. by Theorem 3 of [DRR2]), I1 has the
required properties to ensure that 2(x, *) is a Ck-function. K
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