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Abstract
Medical science is not an exact science in which processes can be easily analyzed and modeled. Rough set theory has proven
well suited for accommodating such inexactness of the medical profession. As rough set theory matures and its theoretical
perspective is extended, the theory has been also followed by development of innovative rough sets systems as a result of this
maturation. Unique concerns in medical sciences as well as the need of integrated rough sets systems are discussed. We present
a short survey of ongoing research and a case study on integrating rough set theory and medical application. Issues in the current
state of rough sets in advancing medical technology and some of its challenges are also highlighted.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Pawlak [1] introduced mathematical rough set theory in the early 1980’s. The theory was based on the discernibility
of objects. Rough set theory provides systems designers with the ability to handle uncertainty. If a concept is ‘not
definable’ in a given knowledge base, rough sets can ‘approximate’ with respect to that knowledge. From a medical
point of view, the attribute-value boundaries are usually vague. In actual situations, physicians diagnose a patient and
decide what is the best way to cure them. To apply rough sets to medical data and imitate this ability, many issues in
rough set theory are raised [2]. For example, discretization is necessary, whether uncertainty is subjective or objective,
and medical attribute values lead to difficult situations for rough set-based medical applications. These issues are
also discussed by [3]. They pointed out that rough sets offer algorithms with polynomial time complexity and space
complexity with respect to the number of attributes and examples. They also note that the advantages of the rough sets
methodology consist of: (i) the basic tools are lower and upper approximations of the concept (which are well-defined
sets) and (ii) rough sets methodology is computed directly from input data.
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2. Theoretical aspects of rough sets
We describe the fundamental theory of rough sets from [1,4]. Given a finite set U 6= ∅ (universe) of objects, any
subset X ⊆ U of the universe is called a concept in U and any family of concepts in U is referred to as knowledge. A
family of classifications overU is called a knowledge base overU . This formal foundation of rough set theory reveals
that we consider the “universe” to be a finite set. Keeping this stability set in mind, all rough set theory in medical
database or data warehousing applications is concerned with the meaningfulness of updating sets, for example, the
insert, delete and join operations in database systems. Rough set methodology endeavors to discover the variety of
data sources while requiring integration of other approaches to handle extensibility of data sets. Let R ⊆ X × X be
an equivalence relation over U . Then R is reflexive (x Rx), symmetric (if x Ry then yRx) and transitive (if x Ry and
yRz then x Rz). Define U/R as the family of equivalence classes of R and let [x]R denote a category in R containing
an element x ∈ U . Given a knowledge base K = (U,R) if P ⊆ R and P 6= ∅, then there is an equivalence relation
IND(P) called the indiscernibility relation over P.
The current trend in rough set theory explores the complementary mathematical properties with other mathematics
disciplines. In [5], the author studied the ordered set of rough set theory and proved that the relations are not necessarily
reflexive, symmetric or transitive. Next, as defined, with X ⊆ U and R ∈ IND(K ),
x = RX if and only if [x]R ⊆ X (1)
x = RX if and only if [x]R ∩ X 6= ∅ (2)
called the R-lower approximation and R-upper approximation of X respectively. Also let POSR(X) = RX denote
the R-positive region of X , NEGR(X) = U − RX denote the R-negative region of X and BNR(X) = RX − RX
denote the R-borderline region of X .
The degree of completeness can also be characterized by the accuracy measure, in which card R represents the
cardinality of set R as follows:
αR(X) = cardR
cardR
where X 6= ∅. (3)
Accuracy measures try to express the degree of completeness of knowledge. Eq. (3) is able to capture how large the
boundary region of the data sets is; however, we cannot easily capture the structure of the knowledge. A fundamental
advantage of rough set theory is the ability to handle a category that cannot be sharply defined given a knowledge
base. Characteristics of the potential data sets can be measured through the rough sets framework. We can measure
inexactness and express topological characterization of imprecision with:
(1) If RX 6= ∅ and RX 6= U , then X is roughly R-definable.
(2) If RX = ∅ and RX 6= U , then X is internally R-undefinable.
(3) If RX 6= ∅ and RX = U , then X is externally R-undefinable.
(4) If RX = ∅ and RX = U , then X is totally R-undefinable.
With Eq. (3) and classifications above we can characterize rough sets by the size of the boundary region and
structure. Rough sets are treated as a special case of relative sets and integrated with the notion of Belnap’s logic [6].
3. Medical science
Traditional medical data analysis tends to employ analysts who are familiar with particular data and use statistical
techniques to provide reports. This approach is no longer viable. We extend some uniqueness properties in medical
data in [7]. The salient points for rough sets are:
Sensitivity and specificity analysis: Most diagnoses and treatments in medical science are imprecise and accompanied
by rates of error. The authors reveal the meaninglessness of sensitivity, specificity and accuracy measures used to
evaluate data mining applications. Use of rough sets is able to circumvent this limitation with its ability to handle
imprecise and uncertain data.
Poor physical formulae or equations for characterizing medical data: Other physical sciences mainly observe and
collect data that can be fit into formulae reasonably and solved for the characteristics or relationship of that data.
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However, medical data is less amenable to such formulae unless we employ a number of initial assumptions and
constrain settings. Rough set theory offers a schematic approach for analyzing data without initial assumptions.
Prior setting: The rough sets approach takes advantage of a correct proven philosophy to work with medical data
without a strong a priori reasoning. Theoretically, statistical clinical trials use predetermined hypotheses, and a priori
assumptions in initial hypotheses test design. These also usually require a perfectly random statistical distribution.
The subject of rough set theory has evolved, and continues to evolve. However, stand-alone rough set theory hardly
applies for dynamic medical data nor does it possess the ability to process a variety of data such as images, graphs
and physician’s notes. Rough sets provide a semi-automatic approach to medical data analysis and can combine with
other complementary techniques, e.g., soft-computing, data mining, statistics, intelligent systems, machine learning,
pattern recognition. For a good reference on data mining, soft-computing and knowledge discovery software tools
please refer to [8,9].
4. A case study
Currently [10], illustrated rough sets offer a useful mechanism for analyzing and distilling essential attributes and
rules from survival data. HYRIS is able to handle censor variable and survival time attributes that are a speciality for
survival analysis. The Kaplan–Meier method, hazard function, log-rank, Brewslow, Tarone–Ware tests and CDispro
[11] incorporate the rough sets framework to generate core, dispensable attributes, probe, reducts, and probe reducts.
The authors demonstrated the utility of HYRIS by investigating a particular problem using geriatric data, melanoma
data, pneumonia data and primary biliary cirrhosis data. The experimental results were validated with ELEM2 [12],
and illustrated efficient data analysis and informative symbolic rule induction. HYRIS presented an ad hoc tool for
highlighting specific survival domain knowledge. The previous study can be found in [13].
5. Current issues
5.1. Ability of rough sets to handle images and color images
In [14], the authors introduced the rough sets direct representation of the region of interest (ROI). Rough sets
provided reasonable structures for the overlap boundary given domain knowledge. The case study for images of
the heart on cardiovascular magnetic resonance (MR) images also extends to handling multiple types of knowledge
including: myocardial motion, location and signal intensity. A study concerned with distinguishing different picture
types of the central nervous system is introduced in [15]. Research involving color images appears in [16]. Histon
are used as primary measure. The basic idea of a histon is to build a histogram on top of the histograms of the
primary color components red, green, and blue. The authors show that the base histogram correlates with the lower
approximation, whereas the encrustation correlates with the upper approximation. The problem of a machine vision
application where an object is imaged by a camera system is considered in [17]. The object space can be modeled
as a finite subset of the Euclidean space when the object’s image is captured via an imaging system. Rough sets can
bound such sets and provide a mechanism for modeling the spatial uncertainty in the image of the object. This work
introduced a rough sets approach for building pattern matching systems that can be applicable with a wide range of
images in medical sciences.
5.2. Ability of rough sets to handle signals/graphs
A hybrid rough sets system for sparse coding is constructed in [18]. The classification task endeavors to classify
the decomposed cortical evoked potentials (EPs). [19] presented electrocardiogram (ECG) analysis based on rough set
theory. The authors discussed feasibility of the automatic ECG recognition over MIT-BIH data. Another interesting
line of research that deals with graph theory is in [20].
5.3. Rough sets in bioinformatics
Since 2000, rough sets have been surprising useful for bioinformatics. Tools for knowledge discovery that support
gene expression analysis, annotation and visualization have also been created [21]. [22] applied the ROSETTA
framework for learning from time series of gene expression data. The experimental results illustrated reduce the
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number of genes to the number of discernible genes. An evolutionary rough c-mean clustering algorithm has been
performed over microarray gene expression colon cancer data [23]. This work represented clusters in terms of
upper and lower approximations in rough set theory; the Davies–Bouldin index is used as the fitness function to
be minimized.
6. Conclusion
The other challenging open problems for rough sets are: hypothesis building, how to partition the data
into appropriate distributed subsets, transformation, updating the number of examples, and attribute and system
extensibility.
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