The EM algorithm is a powerful tool to solve the membership problem in open clusters when a mixture density model overlaping two heteroscedastic bivariate normal components is built to fit the cloud of relative proper motions of the stars in a region of the sky where a cluster is supposed to be. A membership study of 1866 stars located in the region of the very old open cluster M67 is carried out via the Expectation Maximization algorithm using the McLachlan, Peel, Basford and Adams EMMIX software.
INTRODUCTION

M67 is a very old open cluster located at α 2000 = 8
h 50 m 26, 1 s and δ 2000 = +11 o 48 46 . This famous galactic object has been extensively studied through theory and observation. Regarding the proper motions and membership determination, one can quote the papers by Sanders (1977) , Girard (1989) and Zhao (1993) . M67 is located at an estimated distance of 870 pc (Girard et al. 1989 ). Most studies agree to an age between 4 and 5 Gyr, making it a representative object for population of solar age stars (Demarque et al. 1992 , Van den Berg et al. 2004) . M67 is an appropriate target of observation for the study of solar type stars since it has the same chemical composition of the Sun (Barry and Cromwell 1974, Giampapa 2000) . A mixture density model that overlaps two heteroscedastic bivariate normal components has been built to fit the relative proper motions measured in mas per year of 1866 stars located in the region of M67, as a model for the cluster and field stars. Proper motions greater in absolute value than 1.5 were pruned (Fig. 1) . The data were obtained by Sanders (Sanders 1971 (Sanders , 1977 . The parameters of the mixture have been estimated via the expectation maximization algorithm following Dempster (1977) . Membership probabilities are obtained applying a Bayesian rule and using the McLachlan, Peel, Basford and Adams EMMIX software (McLachlan et al. 1999 ).
THE MODEL AND THE LIKELIHOOD FUNCTION
A Gaussian Mixture Model has been often used to classify into two homogeneous subpopulations π i , a random sample of n observations x 1 , . . . , x n , coming from a heterogeneous population (MacLachlan et al. 2000) . Let x T j = (x j1 , x j2 ) be the transposed vector formed by measuring two continuous random variables X j1 , X j2 in the individual j, j = 1, . . . , n. If the probability density function (pdf) of the ith normal subpopulation, i = 1, 2, is f i (x j , µ i , Σ i ), with vector of means µ i and variancecovariance matrix Σ i , then the multivariate variable X T j = (X j1 , X j2 ), j = 1 . . . , n has a pdf given by the mixture f (x j ; Θ) of two normal components:
where the components of the vector Θ are the unknown proportions α = (α 1 , α 2 ), constrained by 0 < α i < 1 and 2 i=1 α i = 1, the unknown components of the vector of means µ 1 , µ 2 and the unknown parameters that come from the two heteroscedastic variances Σ i . In a first step we consider the n × 2 matrix X with its j line, j = 1, . . . , n, given by X j1 , X j2 . This is an incomplete matrix in the sense that it is clearly unkown to which subpopulation i, i = 1, 2, should be assigned the jth individual with a vector of observations x T j , realizations of the random vector X T j . In order to solve this incomplete data problem, a complete n x (2+2) matrix, let us say [X, Z] , is formed, where Z is defined by latent Bernoulli variables Z ji , with Z ji being one, if the jth individual belongs to the ith subpopulation π i , and zero in other case. To each individual j is then associated a vector Z j , Z T j = (Z j1 , Z j2 ), with one component equals to unity an the other being zero. It follows that Z j has a multinomial distribution:
. . , n, and the conditional density function f (X j | Z j ) is given by:
Zji . Then, the joint density function f (X j , Z j ; Θ) can be written:
Denoting by L c (Θ; X, Z) the likelihood function for the complete variable (X, Z), it clearly follows that,
, and the loglikelihood function l will be l(Θ; X, Z) = n j=1 log f (X j , Z j ; Θ). In an equivalent way,
Estimatesμ i ,Σ i andα i can be found following a maximum likelihood approach for incomplete data problems using the Expectation and Maximization steps of the EM Algorithm proposed by Dempster, Laird and Rubin (Dempster et al. 1977 , Mclachlan et al. 2000 .
The Expectation Maximization Algorithm
The EM algorithm can be applied to find estimatesα i ,μ i ,Σ i for the parameters of the mixture density function(4). The algorithm approaches to the problem by solving in an indirect way the incomplete data loglikelihood equations:
This is done proceeding iteratively in terms of the complete data loglikelihood function log L c (α i , µ i , Σ i ; X, Z); as it is unobservable, it is replaced by the conditional expectation:
The algorithm is iterative and at each iteration it alternates the two operations of Expectation E and Maximization M . More specifically, let Θ (0) be some initial value for Θ. Then on the first iteration the E-step requires the calculation of the Θ function Q(Θ, Θ 0 ):
The M -step requires the maximization of Q(Θ, Θ 0 ) with respect to Θ over the parameter space Ω; that is, we choose Θ
(1) so that
for all Θ ∈ Ω.
The E and M steps are then carried out again, but this time with Θ (0) replaced by the current fit Θ (1) . In the (k + 1)th iteration, the E and the M steps are defined as follows:
(ii) M -step. Choose Θ (k+1) to be any value of Θ that maximizes Q(Θ, Θ (k) ), that is,
for all Θ in the parameter space Ω.
The E and M steps are iterated repeatedly until the difference
) becomes arbitrarilly small. Dempster, Laird and Rubin (Dempster et al. 1977) show that
for k = 1, 2, 3, . . .. Hence, convergence must be obtained for a sequence of likelihood values that are to be bounded from above. In this way the sequence Θ (0) , . . . , Θ (n) . . . leads to a likelihood estimateΘ.
Uniqueness and some other discussions about thisΘ can be found in McLachlan et al. (1997) . Applying this two steps algorithm to the mixture of two normal components requires then: E-Step: Define Q(Θ, Θ (0) ) by:
(10) Then:
The expectation operator E has the subscript Z | X, Θ (0) to convey explicitly that this expectation is being made using the density function for Z with given X, and Θ (0) as an initial value for Θ. It follows that, in the (k + 1)th iteration, the E-step requires the calculation of Q(Θ, Θ (k) ), where Θ (k) is the value of Θ after the kth EM iteration. As the looklikelihood L c is linear with respect by the unobserved data Z ji , the E-step in the (k + 1)th iteration simply requires the calculation of the current conditional expectation of Z ji given the observed data X. Now, E Z|X,Θ (k) = Probability{Z ji = 1 | X}, and then it clearly follows:
or:
In this way, the function Q(Θ,Θ (k) ) built in the kth iteration of the M -step is given by:
M -Step: ObtainΘ (k+1) as the value of Θ that maximizes the Θ function Q(Θ,Θ (k) ), k = 1, . . . ,
Clearly, to obtainα
it suffices to maximize Q 1 (α i ;Θ (k) ) given by:
i = 1, . . . , g. The λ term in the above equation takes into account the constraint 2 i=1 α i = 1, using a Lagrange multiplier λ. In order to obtainμ
In a similar way,Σ
is obtained maximizing the function Q 3 (Σ i ;Θ (k) ) given by:
with i = 1, 2. Thus,α
andΣ (k+1) are eventually found by the following equations:
The EM estimatesΘ
) are numerically found using the EMMIX software. It is somehow amazing that the EM analytic procedure leads finally to the so called Wolfe equations obtained by Wolfe, but following a different approach (Wolfe 1970 , Hand 1981 . Those equations have also been used to solve the membership problem in open clusters (Cabrera et al. 1985) . Both Wolfe and the EM procedures find solutions to the same system of nonlinear likelihood equations. 
MEMBERSHIP RESULTS IN M67
The above outlined theory was applied to solve the stellar membership problem in the region of the open cluster M67 using the McLachlan EMMIX software (McLachlan et al. 1997 (McLachlan et al. , 2000 . The program EMMIX built for a mixture of normal components, uses an appropiate starting point obtained by different multivariate cluster techniques, mainly K-means. The vector with estimates of the parameters of the model is found following the EM algorithm and is given by (0.1959, -0.0441, 0.6346, 0.5320, -0.0427, -0.0132, -0.0013, 0.0995, 0.0829, 0.0300, 0.327) , where the centroids, standard deviations and correlation coefficient estimates for the field and for the cluster are respectively given by the first five and by the sixth to the tenth components; the last value is the proportion of cluster stars. From the total number of 1510 stars considered in the M67 region only 534 stars have membership probabilities grater than 0.50; they are divided into probable and most probable members; this last group is formed with 322 stars with membership probabilities grater than 0.90; 310 of them with V and B-V complete published photometric data were plotted in the Hertzsprung-Russell diagram given in Fig. 4 . The photometry was taken from Montgomery (1989) and Sanders (1989) ; for a few stars Girard et al. (1989) data were used. Taking into account spectral types and metallicity, the following twelve G2V solar type stars were found: 724, 777, 779, 945, 991, 1012, 1218, 1452, 1462, 1477, 1484, 1616 , where the Sanders identification number was used. EMMIX uses the BIC and the AIC criteria of clustering and gives 0.933 and 0.944 as estimates of correct allocation rates for each component, the field and the cluster, and the estimate of total correct allocation rate equals 0.937. The Member-ship probabilities are listed in Table 1; 1 ID1 and ID2 are respectively a sequential number and the Sanders identification number; µ x and µ y are the proper motions data; P1 and P2 are membership probabilities given respectively by Sanders and in our study. The membership results are in good agreement with previously published papers by Sanders (1977) , Girard (1989) and Zhao (1993) , that are the main M67 membership studies (Fig. 2 and Fig. 3 ).
CONCLUSIONS
The EM algorithm is a powerful tool to solve the membership problem in open clusters when a mixture of two bivariate normal components models the cloud of proper motions of a region of the sky where a cluster is supposed to be. It leads directly to a point of the parameter space that is a local maximum of the likelihood function. Then, membership probabilities are found using the Bayes theorem. The program EMMIX built for a mixture of normal components, uses an appropiate starting point obtained by different multivariate cluster techniques, mainly K-means, and it uses the BIC and AIC criteria to estimate allocation rates for each component, the field and the cluster. EM algoritam je mo na alatka za rexavaǌe problema pripadnosti u razvejanim jatima kada se obrazuje model gustine mexavine koji preklapa dve heterosedastiqke bivarijantne normalne komponente da bi se dobilo dobro slagaǌe za oblak relativnih sopstvenih kretaǌa zvezda u oblasti neba gde se pretpostavǉa da e jato da bude smexteno. Ispituje se pripadnost za 1866 zvezda koje se nalaze u poǉu vrlo starog razvejanog jata M67 korix eǌem algoritma za maksimizaciju oqekivaǌa, a primenom softvera EMMIX qiji su tvorci MekLaflin, Pil, Basford i Adams.
