Introduction
Policymakers who commission standardized tests usually leave the choice of the scaling approach used to generate the scores to their appointed technical advisory committee and the testing contractor (National Research Council, 2010) . Given the heavy reliance on the resulting scores for inferences about educators' relative performance, we argue that it is important to examine the robustness of such inferences to reasonable alternative scaling decisions because such decisions are typically substantively unrelated to the target inferences.
Past studies have investigated the differences in the scale scores obtained from different ability estimators (e.g., Kim & Nicewander, 1993) . But these studies did not examine the impact of such differences in the resultant scale scores on school-performance ratings.
A few recent studies have investigated the sensitivity of teacher or school value-added measures to the psychometric properties of the underlying scale. But these studies tended to focus on issues related to the violations of interval-scale or vertical-scale properties (Ballou, 2009; Briggs & Betebenner, 2009; Martineau, 2006) , rather than to reasonable alternative scaling decisions made during the scaling process.
One notable exception is a study by Briggs and Weeks (2009) , who examined the sensitivity of schools' value-added estimates to decisions about the scaling model, linking method, and the estimation method when creating a vertical scale. The resulting estimates were strongly linearly inter-related (Pearson correlations between .79 and .99) but nonetheless often resulted in appreciably different classifications of schools into three broad performance bands.
This study, like that of Briggs and Weeks (2009) , focuses on the impact of scaling decisions, but it addresses two issues that commonly arise in practice in high-stakes testing:
Sensitivity of school ratings to scaling 2 (1) right-censoring of the raw-score distribution (i.e., a ceiling effect); and (2) the use of methods that create a 1-to-1 mapping between raw and scale scores.
Ceiling effects are frequently observed in high-stakes testing programs (Ho & Yu, 2012) .
They arise because of the initial easiness of the test, the typically rapid rise in scores (often a result of score inflation), or both. For example, Koedel and Betts (2010) reported that, in 2006, the high-school exit examinations in 26 states were "pitched at a middle school or lower high school level" (p. 55). Similarly, many researchers have documented performance gains on highstakes state tests that far outpaced the gains on a lower-stakes test (e.g., NAEP) over the same time period, suggesting the presence of score inflation (e.g., Fuller, Gesicki, Kang, & Wright, 2006; Jacob, 2007) . These rapid gains substantially exacerbate ceiling effects.
Ceiling effects on the raw-score distribution lead to unavoidable uncertainties in scaling raw scores near the ceiling. This uncertainty is exacerbated when the choice of a scaling method requires setting the lowest and highest obtainable scale score (LOSS and HOSS) a priori. While the transformation of raw scores into scale scores by IRT methods mitigates the ceiling effects by stretching out the upper tail of the distribution, different scaling methods are likely to stretch the tail by varying amounts, and it is unclear which amount is the most reasonable.
To avoid confusion and to enable practitioners to convert between raw scores and scale scores, a majority of states adopt methods that produce a 1-to-1 mapping between raw and scale scores. Many use Rasch scoring, which directly produces such a mapping because raw scores are a sufficient statistic for the Rasch ability estimates. However, some states that use IRT pattern scaling nonetheless also report scores, commonly called summed scores, with a 1-to-1 mapping to raw scores. In these cases, an extra step is required to convert the ߠ scale to summed scores. 1 In this study, we used data from the New York State testing program to investigate whether the process of obtaining summed scores coupled with pattern scaling is of practical importance to schools' ratings, and we explored the interaction of this impact with the severity of the ceiling effects on the raw-score distributions. We examined the consistency of school ratings based on two different scaling approaches. One approach, used operationally by the state, employed maximum-likelihood estimation and therefore set the LOSS and HOSS a priori.
Summed scores were then created by inverting the test-characteristic curve obtained from pattern scaling (see later). This resulted in large differences in summed scores at both ends of the distribution between students whose raw scores differed by only a single raw-score point. The second approach produced scale scores that had neither a 1-to-1 mapping nor large gaps between scale scores at the extremes.
Besides focusing on scaling decisions that are particularly important in high-stakes testing contexts, our study also differed from the study by Briggs and Weeks (2009) 2 We conducted similar analyses using difference-score measures, that is, using the difference between current-and prior-year scores as the dependent variable. The results were largely similar and are available upon request.
Sensitivity of school ratings to scaling 4 achievement, we used both English language arts (ELA) and mathematics. Finally, in addition to the school-classification scheme that they used, which we report in detail below, we also used two other classification schemes, chosen because they have been used by other researchers or in existing school-accountability systems.
In these analyses, we addressed three specific research questions: 
RQ3. What is the relative importance of the various differences in scaling decisions made while creating the two scales in contributing to the inconsistency in schools'
ratings?
Methodology

Data
The NYS dataset that we used contained student-level ELA and mathematics performance and student demographics, for all students participating in the NYS accountabilitytesting program in grades 7 or 8 in school years ending Spring 2009 and 2010. Performance data included both item responses and scale scores provided by NYS's testing contractor and used operationally in NYS (henceforth, the "TC scale"). This scale was set to a fixed mean and standard deviation in every grade and subject in the first year of the program, and the data in the subsequent years were linked back to this initial scale. NYS uses this scale to implement its accountability system. We rescaled the performance data to create a second set of scale scores (henceforth, the "Alt scale") solely for research purposes. 3 In every grade and subject, this scale was initially approximately mean zero and standard deviation one in the first year for which we had data, and was linked across years using the same linking constants as those used to create the TC scale.
The Two Scaling Approaches
Both the TC and Alt scales were derived from three-parameter logistic IRT models for the multiple-choice items. This is a pattern-scoring IRT model that specifies the probability of getting an item correct as a logistic function of the test-taker's proficiency (i.e., the latent ability, θ ), and three parameters describing the difficulty, discrimination, and pseudo-guessing rate of the item. Further, the same linking constants were used to link each of the two scales over time.
However, the two approaches differed in (1) the model used for constructed-response items; (2) the approach used to estimate the item parameters (i.e., item calibration); and (3) the approach used to obtain students' scale scores. The third is the most important difference.
For the constructed-response items, NYS's testing contractor used a two-parameter generalized partial-credit (GPC) model, while we used a graded-response model, selected for reasons unrelated to this paper. The GPC model estimates the probability of a response falling into any single score category. The graded-response model estimates the probability of scoring at a given step or higher; probabilities for individual steps can then be obtained by subtraction.
However, past research has shown that the two types of models produce very similar scores (Maydeu-Olivares, Drasgow, & Mead, 1994; Thissen, Nelson, Rosa, & McLeod, 2001 ).
Secondly, the two scales differed in their item-calibration approaches. NYS's testing contractor used marginal maximum-likelihood estimation, while we used a Bayesian approach that allows the specification of a prior distribution for each of the item parameters. However, perhaps because of the large amount of data, we found that priors for the item discrimination and item difficulty (a-and b-parameters) had no appreciable effect, so we did not specify them, effectively setting uniform priors for those parameters. We only specified a Beta(6,16) prior distribution for the c-parameter. We would therefore expect this difference between the two scales to play a minor role in driving any observed scaling-approach effect on schools' ratings, and across all combinations of grade, subject, and year used in the study, the median correlation between estimates of the a-and b-parameters obtained for multiple-choice items for the two scales were both .97. 4 Finally, the two scales differed in two aspects of the methods used to create students' scale scores. First, maximum likelihood methods were used to derive the TC scale scores, while we used expected a posteriori (EAP) estimation to derive the Alt scale scores. Second, the TC scale scores are not simple linear transformations of ߠ. Rather, being summed scores, they are discrete estimates of ߠ. In contrast, the Alt scale scores are simple linear transformations of ߠ.
Because the TC scale scores were estimated using maximum-likelihood methods, ߠ is undefined for students whose raw scores are either zero or perfect, and the latter are numerous when raw scores show a ceiling effect. Scale scores for these students-the LOSS and HOSStherefore must be set arbitrarily (CTB/McGraw-Hill, 2006 ). In addition, LOSS was also assigned to students scoring below chance. The LOSS and HOSS were kept constant across years. In contrast, Bayesian approaches, such as that used to obtain our Alt scale scores, estimate ߠ directly for zero and perfect scorers.
The TC summed scores were obtained by inverting the test characteristic curve (TCC).
This process begins with estimation of the item characteristics curves (ICCs) that show the estimated performance on each item as a function of ߠ (for binary items, the probability of a correct response). The TCC is the sum of the ICCs across all items. This provides at any value of ߠ the "number right true score" (NRTS)-the expected raw score for students with that value of ߠ (Lord, 1980) . However, the NRTS, unlike a raw score, is not limited to integer values.
The approach used to obtain the TC summed scores works backwards from the NRTS.
Each observed (integer) raw score is mapped to the TCC. The value of ߠ that would produce an NRTS equal to that raw score is then assigned to all students with that observed raw score. This produces a set of summed scores that maps 1-to-1 with the observed raw scores. Finally, this discretized, estimated ߠ distribution is linearly transformed to the reporting scale. Students with perfect scores were assigned HOSS; those with zero scores or scores below chance were assigned LOSS.
In contrast, we used EAP estimation to obtain the Alt scale scores, setting priors for the ability distribution. We did not create summed scores for our primary Alt scale. However, to test the impact of discretizing the whole scale with 1-1 mapping to the observed raw scores, we also created summed scores using the EAP estimation method described by Thissen and Orlando (2001, pp. 119-121) . This scale, which we label Alt1-1, is identical to the Alt scale except for the reduction to summed scores.
Sensitivity of school ratings to scaling 8
The resulting TC and Alt scale scores differ in two respects. First, while the TC scale scores have a 1-to-1 mapping to the raw scores for all students, the Alt scale scores have a 1-to-1 mapping only for zero or perfect raw scores. (This mapping occurs because all students with zero or perfect scores had the same response patterns, either all answers incorrect or all answers correct.) Second, the two sets of scale scores differed in the amount of stretching in the two tails of the distributions. This difference is in addition to the shrinkage inherent in Bayesian estimates such as the Alt scale; it is a non-uniform difference that becomes progressively more extreme as scores deviate further from the mean. Specifically, for the TC scale scores, the inversion of the TCC and the adoption of LOSS and HOSS resulted in increasing distances between the scale scores corresponding to two adjacent raw scores. This was true at both ends of the distribution but was more evident at the upper end because of the ceiling effect on raw scores. The Alt scale scores do not show such increasing or large gaps between two adjacent scale scores at either end of the distribution. In Figure 1 , we illustrate these differences, using the 2009 ELA results of grade-7 students. The increasing and large gaps at both ends on the TC scale-score distribution in the sample-and their absence in the corresponding Alt scale-score distribution-are evident from both the histograms for the two sets of standardized scale scores (top panel) and the scatter plot of the standardized Alt scale scores versus the standardized TC scale scores (bottom panel).
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Measures
In Appendix A, we display the principal variables that we used.
Outcome variables. The outcome variables were TC and Alt scale scores in ELA and mathematics on the state tests in the target year (Y = 2009 or 2010) , separately for each subject.
We denote each of these by SCORE(Y ).
Control predictors. The covariate adjustment models included various combinations of the following:
Achievement in Previous Year. TC and Alt scale scores in the same subject in the year before the target year. We denote this by SCORE(Y −1).
Prior Achievement in Milestone Grade (G5).
In some models, we included students' achievement in ELA and mathematics when they were in grade 5, which is typically the final grade prior to a student's entry to middle school. These covariates were on the same scale as the outcome variable in the model. We denote these covariates collectively by the vector PA. . This is akin to using a norming sample in the creation of a scale with normative interpretations (Kolen, 2006) .
Student Background. Three sets of dichotomously coded covariates recorded selected student-background characteristics: (1) gender, family-income status, immigrant status, and several race/ethnicity categories; (2) limited-English-proficient (LEP), and disability statuses;
and (3) whether the student had received testing accommodations while taking the state tests. We denote these covariates collectively by the vector B.
School-level Aggregate Variables. We also derived aggregate school-level measures by averaging the corresponding student-level variables within each school. We denote these collectively by the vector S.
Construction of Analytic Sample
The total sample comprised 765,843 7 th and 8 th graders in 2009 and 2010 in 1,451 schools, roughly evenly distributed between the two grades and the two years. We constructed our analytic sample by first eliminating students with missing values for any variables needed to compute the school-performance estimates. Then we retained only schools that contained students in both grades who satisfied the student-level inclusion criteria for both subjects in both target years. This created a common set of schools for computing the school-performance estimates for all subjects, grades, and years. This is essential because normative schoolperformance measures depend on the particular schools included in the estimation sample.
The resulting analytic sample comprised 661,504 7 th and 8 th graders in 2009 and 2010 in 1,243 schools. This represents attrition rates of 14% at both the student and school levels.
Nonetheless, the analytic sample is comparable to the total sample with regard to all studentbackground variables, at both the student and school levels. 5 For example, in terms of race/ethnicity, the total (analytic) sample comprised 54% (56%) White, 18% (17%) AfricanAmerican, 20% (18%) Hispanic, and 8% (9%) Asian or others. Similarly, 48% (46%) of the students in the total (analytic) sample were from low-income families. But students in the analytic sample were slightly higher performing on average than those in the corresponding total sample, with difference in average scores ranging from .01 SD to .06 SD (average = .04 SD) across all performance measures.
Evaluating Ceiling Effects
The differences between the two scales in the upper tail of the distribution are of particular importance because of ceiling effects on the raw-score distributions. We quantified the severity of the ceiling effects three ways: the magnitudes of negative skewness (following Koedel and Betts, 2010) , more positive kurtosis, and the distance from the median to the maximum standardized scores on the two sets of scale scores.
Creating School-Performance Measures
We defined a set of school-performance measures using covariate-adjustment models, with prior achievement as one of the covariates. We fitted six types of models defined by the control predictors included (Table 1) . We focus here on the model that included all control predictors (CA6), but we used models that omitted one or more predictors to serve as sensitivity checks on model dependence.
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For each combination of scale, subject, grade, year, and set of covariates, we generated the school-performance estimates by fitting this 2-level random-intercepts multilevel model:
for student i in school s, where β ′, π′, and γ′ represent the vectors of coefficients for the student background variables, prior achievement variables, and school-level aggregate variables respectively. All variables are grand-mean-centered. 6 For each combination of scale, subject, grade, year, and set of covariates:
• ε is , the residual error term for student i in school s, is assumed to be independent and normally distributed with mean zero and variance σ ε 2 , for all i and s.
• ψ s , the estimate of the performance of school s, is the empirical Bayes residual, i.e., the shrunken deviation of the school's mean performance from its performance predicted by the model specified in equation (1) (Raudenbush & Bryk, 2002) . We assumed these schoolperformance estimates to be independent of ε is for all i, and s, and that they were drawn from a normal distribution with mean zero and variance σ ψ 2 .
Estimating the Impact on Schools' Performance Ratings
We estimated the impact of the choice of scaling approach on two common uses of school-performance measures: (1) to create rank-ordered lists of schools; and (2) to classify schools into broad performance bands.
Impact on Schools' Ranks. We used two indices to quantify the impact of the choice of scaling approach on schools' ranks. First, we computed the Spearman's rho (rank correlations) between school-performance estimates obtained from the two scales:
where Rank(ψ s | TC scale ) and Rank(ψ s | Alt scale ) denote school ranks on the school-performance estimates derived from the TC scale scores and Alt scale scores respectively. Secondly, we computed the mean absolute difference between the two ranked variables:
This index represents the average shift in school ranks in either direction when one set of scale scores derived from one scaling approach was replaced with the other. below the average as "below average"; those with estimates that are at least one posterior SD above the average as "above average"; and all other schools as "average". This scheme was used by Briggs and Weeks (2009) and has been used frequently in effective-schools research to identify "outlier" schools (Crone, Lang, & Teddlie, 1995) . Quantiles are often used in teacher/school value-added studies to illustrate the amount of classification inconsistency associated with a correlation between alternative value-added measures (e.g., Ballou, 2009; Corcoran et al., 2011; Papay, 2011) . For Scheme 2, we used quintiles. 7 We computed the average percentage agreement between the TC and Alt scale scores for both schemes, separately for each combination of subject, grade, year, and model specification.
We compared these percentages to the percentage of chance agreement (that is, the agreement rate expected with random assignment of schools to the performance bands), which is a function of the number of cut scores and the marginal distributions.
Investigating the Relative Importance of Different Scaling Decisions
We investigated the relative importance of three aspects of the scaling methods: (1) the reduction of the scale to summed scores; (2) inverting the TCC; and (3) setting the LOSS and HOSS a priori.
We evaluated the effects of reduction to summed scores by comparing the impact of the Alt and Alt-1 scores. Because the Alt1-1 scale is identical to the Alt scale except for the reduction to summed scores, if the effects of substituting the Alt1-1 scale scores for the TC scale scores are very similar to the effects of substituting with the Alt scale scores, then the scalingapproach effects must be attributable to some combination of the second and third factors. To distinguish the effects of the second and third factors-inverting the TCC, versus setting LOSS and HOSS arbitrarily-we replicated our earlier analyses while excluding students with arbitrarily set scores. Very few students were assigned the LOSS as the TC scale score: less than 0.2% from each combination of grade, subject, and year. Therefore, we focused on the effect of the HOSS on the two sets of scale scores, re-computing the effects of switching between the TC and Alt1-1 scales, using a restricted sample that excluded all students with perfect scores. The resulting effects reflect the contributions of other differences between the TC and Alt1-1 scales, net of the contribution of the difference in the HOSS.
Results
Severity of Ceiling Effects
The raw-score distributions of the results for the grades and years that we used in the study showed severe but varying ceiling effects. Skewness ranged from -1.33 to -0.53 (median = -1.02) across subjects, grades, and years (column labeled "Raw" in Table 2 ). In general, ceiling effects were more severe in ELA (skewness from -1.33 to -1.05) than in mathematics (-0.98 to -0.53). Ho and Yu (2012) reported states with median skewness ranging from -0.64 to -0.87 (minimum = -1.81) across grades 3-8 in reading and mathematics.
~~~~~ INSERT
Differences Between the Two Scaling Approaches in Addressing Ceiling Effects
Both sets of scale scores lessen the ceiling effects by stretching out the upper tails of the raw-score distributions, but in most instances, the transformation imposed by the scaling approach for the TC scale was considerably greater. This can be seen in two ways. First, the distributions of the Alt scale scores remained negatively skewed, with a median skewness of -0.36 in ELA and -0.28 in mathematics (panel I in Table 2 ). In contrast, in many instances, the skewness of the TC scale-score distribution was positive, with a median skewness of +1.94 in ELA and +0.13 in mathematics. Secondly, the distance between the median and the maximum TC scale scores was larger than that for the Alt scale scores (Table 3 ). For example, for grade-7
ELA in 2009, the distance between the median and the maximum TC scale scores was 4.19 SD while that for the Alt scale scores was 1.41 SD.
~~~~~ INSERT TABLE 3 ABOUT HERE ~~~~~
For each combination of grade and year, the difference between the two scaling approaches in the upper-tail stretching is also consistently larger for ELA than that for mathematics (Table 3 ). In ELA, the differences between the two sets of scale scores in the distance from the median to the maximum scores on each set ranged from 2.45 SD to 3.13 SD.
The corresponding differences in mathematics ranged from 0.99 SD to 1.55 SD. These results are consistent with the view that the two scaling approaches differ more in their stretching of the upper tail when the ceiling effects are more severe, as the ceiling effects were generally more severe in ELA.
The scaling approach for the TC scale scores also stretched the lower tails of the rawscore distributions more than that for the Alt scale scores. As a result, combining the effects of stretching at both ends of the distributions, the TC scale-score distributions have much larger kurtosis than the corresponding Alt scale-score distributions, the latter being-as expectedcloser to a standard normal distribution. This applies to all combinations of subject, grade, and year. The median kurtosis for the TC scale scores was 10.68 in ELA and 5.81) in mathematics (panel II in Table 2 ). In contrast, those for the Alt scale scores were smaller-medians of 3.07 in ELA and 2.89 in mathematics-and were close to that for a standard normal distribution (kurtosis = 3.00).
The above differences between the two scaling approaches do not appear to be driven simply by the fact that the TC scale scores are summed scores with a 1-1 mapping to the observed raw scores but the Alt scale scores are not. This is because, the skewness and kurtosis of the Alt1-1 scale scores-which are simply the summed-score version of the Alt scale scoresare comparable to those of the corresponding Alt scale scores rather than those of the TC scale scores (Table 2) .
Estimated Impact on Schools' Performance Ratings
In this and the next two sections, we report our findings based on the model that included all control predictors (i.e., CA6). In a later section, we show that these findings are largely independent of the choice of model.
Impact on Schools' Ranks. Schools' ranks differed modestly between the two sets of scale scores. Across all combinations of grade, subject, and year, the Spearman's rho between school-performance estimates derived from the two sets of scale scores ranged from .89 to .98 (median = .97) ( Table 4) . Although these correlations are very high by usual conventions, they correspond to appreciable shifts in ranks. The average shift in ranks in either direction ranged from 132 to 50 rank positions (median = 69) on a listing of 1,243 schools. 8 That there were substantial shifts in ranks in some instances is also evident from the scatterplots of schools' ranks based on the TC scale scores against their ranks based on the Alt scale scores, shown for the cases with the minimum and maximum Spearman's rho in Figure 2 .
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For each grade and year, the scaling-approach effects tended to be larger for ELA than for mathematics (Table 4 ). For example, at grade 7 in 2009, the Spearman's rho for ELA was .93, corresponding to average shift in ranks in either direction of 104 rank positions, while that for mathematics was.97 (61 rank positions).
~~~~~ INSERT FIGURE 2 ABOUT HERE ~~~~~
Impact on Classification of Schools in Broad Performance Bands. The scaling approach used affects schools' assigned performance bands, and as expected, the size of the impact depends on both the number and locations of the cut-scores. In Table 5 , we display the observed percentages agreement between schools' assigned performance bands based on the two sets of scale scores, by grade, year, subject, and classification scheme, with chance agreement rates in parentheses and Cohen's kappa in italics.
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For performance bands defined by cut scores at ±1 posterior standard deviation (Scheme 1), the observed percentage agreement in classification was generally high, averaging 89% across grades, years, and subjects. However, chance agreement rates were also high, so Cohen's kappa ranged from moderate (.58) to high (.87), with a median of .65 for ELA and .85 for mathematics.
All other things being equal, the larger the number of cut scores, the higher the proportion of instances in which schools change classifications, and as expected, we found that the effect of switching from one scaling approach to another was larger with Scheme 2 (quintiles) than with Scheme 1. The average observed percentage agreement for Scheme 2 was 72%, with median Cohen's kappa of .56 for ELA and .74 for mathematics.
The Impact of the Severity of Ceiling Effects
The effect of switching from one scaling approach to another was substantially larger in cases where the ceiling effect on the raw-score distribution was more severe. 
Relative Importance of Different Scaling Decisions to the Scaling-Approach Effect
As expected, the use of summed scores-that is, a 1-to-1 mapping between scale scores and raw scores-did not contribute substantially to the scaling-approach effects on schools' ratings. Switching between the TC scale scores and the Alt1-1 scale scores-the 1-to-1 version of the Alt scale scores-had virtually the same effect as switching between the TC scale scores and the Alt scale scores. This applies to both school ranks and performance bands, and to different combinations of grade, subject, and year (Table 6 with Tables 4 and 5 ). The only exception was for grade-7 mathematics in 2010. Although the Spearman's rho for the TC versus Alt1-1 scale scores (.99) was very close to that for the TC versus Alt scale scores (.98), for reasons that are unclear, the difference in average shift in ranks between the two sets of results (20 rank positions) was slightly larger than that observed for the other combinations of grade, subject, and year (between 0 and 11 rank positions). Nonetheless, even in this case, the difference can be considered small on a rank list of 1,243 schools.
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As noted, the effect of switching from one scaling approach to the other was larger when the ceiling effect was more severe, and in those cases, the difference in the location of the HOSS between the two scaling approaches was a key driver of the scale-approach effects. Specifically, in the three cases where the raw-score distribution was the most negatively skewed among those included in the study-namely, grade-7 ELA in 2009 and 2010, and grade-8 ELA in 2010-the exclusion of the perfect scorers led to considerably more consistent school-performance estimates between the TC scale scores and the Alt1-1 scale scores than those obtained in the full analytic sample (compare panels I and II in Table 6 ). For example, for grade-7 ELA in 2009, the average shift in ranks in either direction was 98 and 48 rank positions in the full analytic sample and the restricted sample respectively.
In contrast, in cases where the raw-score distribution was less negatively skewed (e.g., grade-7 mathematics in 2009 and 2010, and grade-8 mathematics in 2010) , using the restricted sample did not lead to substantial reduction in the effects. This could be due to (1) the already very small scaling-approach effects in the full analytic sample in these cases, which might create a floor effect on the scaling-approach effects; or (2) the relatively small number of perfect scorers in these cases; or both.
Sensitivity of Results to Choice of Model
The estimated scaling-approach effects on both schools' ranks and performance bands were largely independent of the type of covariates included in the model. There is limited variation in Spearman's rho among the six models (Table 4) : the range across models was only from .01 to .06 (median = .01), depending on grade, subject, and year. The corresponding range of the average shift in ranks in either direction was between 6 and 43 rank positions (median = 10), with larger variation observed for ELA (between 11 and 43 rank positions) than for mathematics (between 6 and 9 rank positions). Similarly, there is also minimal variation among the six models in percentage agreement in schools' assignment to performance bands (Table 5 ):
the range across models was between 1% and 12% (median = 4%), depending on grade, subject, year, and classification schemes.
Similarly, the other results-(1) the scaling-approach effects were larger where the ceiling effects on the raw-score distributions were more severe; (2) the use of summed scores per se contributed little to the scaling-approach effects; and (3) the difference in the location of the HOSS between the two sets of scale scores was the key driver of the scaling-approach effects in cases with severe ceiling effects on the raw-score distributions-all hold for each of the other models. Details are available upon request.
Discussion
In this study, we found that the choice between two scaling methods-a commonly used method for creating summed scores, and an alternative Bayesian approach-affected schools' performance ratings modestly. Scaling affected both schools' ranks and their assignment to broad performance bands. These effects were larger when the underlying raw score distribution had more severe ceiling effects, and in such cases, the inconsistency in schools' ratings was primarily driven by the difference in the location of the HOSS on the two sets of scale scores.
Although the effects are modest in size, they are large enough to be important when there are high stakes attached to school ratings. As both approaches we used are conventional and reasonable alternatives, and because the choice between them is substantively unrelated to the inference, these inconsistencies pose a threat to the validity of school ratings. Ceiling effects, which drive some of the inconsistency we found, are very common in current high-stakes testing programs, and methods similar to those used to derive the TC scale scores, are used in several states. Moreover, policymakers, educators, or the public typically do not understand the methodological choices involved, and the inconsistencies inherent in the choices among scaling options are generally not revealed to them.
While we contrasted only two approaches, other research suggests that the problem may be more general. For example, Kim and Nicewander (1993) demonstrated that a maximumlikelihood estimator without 1-to-1 mapping to raw scores, a weighted-likelihood estimator, a
Bayesian-modal estimator, and an EAP estimator perform comparably in the middle ability ranges but differ at the ends of the ability spectrum. Insofar as high-and low-ability students are distributed unevenly among schools, choosing a different score estimator among this list could affect schools' ratings. These differences would be particularly pertinent in the context of highstakes testing in view of the impact of ceiling effects.
Policymakers and test designers can take steps to reduce the uncertainty that we found.
Score distributions should be monitored for ceiling effects, and when severe ceiling effects are detected, more difficult items should be added to subsequent tests. Our results show that while the adoption of a 1-to-1 mapping per se does not matter substantially, the method of obtaining such a mapping does, and is in fact the primary driver of the impact that we found. In particular, if testing contractors use methods that set the LOSS or HOSS a priori, the effects of these on the distribution of the scale scores should be carefully monitored, and HOSS and LOSS values distant from the rest of the distribution should be avoided if possible. This is particularly important in the presence of ceiling effects on the raw-score distributions. 
