We propose a method for building large collections of human poses with full 3D annotations captured 'in the wild', for which specialized capture equipment cannot be used. We start with a dataset with 2D keypoint annotations such as COCO and MPII and generates corresponding 3D poses. This is done via Exemplar Fine-Tuning (EFT), a new method to fit a 3D parametric model to 2D keypoints. EFT is accurate and can exploit a data-driven pose prior to resolve the depth reconstruction ambiguity that comes from using only 2D observations as input. We use EFT to augment these large in-the-wild datasets with plausible and accurate 3D pose annotations. We then use this data to strongly supervise a 3D pose regression network, achieving state-of-the-art results in standard benchmarks, including the ones collected outdoor. This network also achieves unprecedented 3D pose estimation quality on extremely challenging Internet videos.
Introduction
In order to fully understand human actions and behaviors, machines should reconstruct the pose of humans in 3D. Recently, there have been noticeable advances in 2D human pose recognition [9, 8, 52, 36, 55] by means of convolutional neural networks supervised with large, realistic datasets annotated with 2D keypoints [29, 4, 19, 3] . However, detecting 2D keypoints is insufficient to fully understand human motion; in fact the resulting representation depends on the camera view point and fails to capture motions that occur in the depth direction. Estimating the pose of humans in 3D from a single image has also advanced significantly [49, 50, 33, 41, 40, 37, 43, 22, 26, 53, 10] by means of datasets with full 3D annotations. However, such datasets are mostly limited to indoor/lab conditions; thus, authors have combined them with in-the-wild 1 datasets that contain 2D keypoint annotations. The latter only provide a weak supervisory signal for 3D pose estimation, but enhance the diversity and realism of the training images, improving the robustness and generality of the learned models. Still, the expectation is that better performance could be obtained by means of a large dataset of images collected in the wild with full 3D pose annotations.
In this paper, we thus consider the problem of building such a dataset. Specifically, there already exist large-scale inthe-wild datasets with 2D pose annotations (e.g. COCO [29] , MPII [4] , LSP [18, 19] , and Posetrack [3] ). Extending these annotations to 3D can provide an important breakthrough in 3D pose estimation. However, even for an expert human annotator it is often difficult to estimate the pose of a human in 3D from a single image; furthermore, inputting this information in an annotation tool is difficult and time consuming. Hence, we develop an algorithm that can automatically lift the existing 2D keypoint annotations to full 3D ones, as shown in Fig. 1 . Even though the 2D keypoints are known, this is a difficult problem due to the depth ambiguity [6, 27] . We wish our algorithm to achieve two goals: (1) It must predict 3D poses that feel natural and realistic despite the depth ambiguity and (2) the 3D poses must be consistent with the 2D keypoints annotations, re-projecting accurately onto them.
We solve this problem by introducing a new effective technique, Exemplar Fine-Tuning (EFT), that can robustly fit a 3D parametric model of humans [30] to 2D keypoint annotations. EFT takes a fully-trained 3D pose regressor learned to map the 2D inputs (raw images or 2D keypoints) to the parameters of the 3D model and fine-tunes the regressor on each test example separately. This approach differs from the traditional method of fitting the parametric model [30, 38, 21] to the 2D annotations via optimization [6, 27] . In optimization, in fact, the algorithm directly updates the parameters of the 3D model to achieve a better fit of the 2D data, minimizing the re-projection error. EFT also minimizes the re-projection error, but does so by fine-tuning the neural network regressor that generates the parameters of the 3D model instead of changing the parameters directly.
EFT also differs from the way neural network regressors are usually learned for the purpose of 3D pose estimation since its goal is to obtain the best possible fit of the 3D model to each input example rather than tuning the neural network to generalize well to unseen data. In fact, EFT uses a pre-trained 3D pose regressor neural network as a pose prior for the purpose of fitting the parameters of the 3D model to a single example. The motivation for doing so is that the neural network regressor is trained first by using a large dataset of poses with 3D ground truth supervision [50, 44, 37, 22, 23, 25, 53] and, in the process, it can learn a better pose prior than the one captured by the parametric models themselves, and used in traditional optimizationbased approaches. An important advantage for the neural network is that, by definition, it learns a prior conditional on the observation of the 2D inputs; hence, this conditional prior should be more useful in predicting relevant 3D poses than the generic pose distributions [2] used in previous approaches [6, 27] . We support this hypothesis empirically, via numerous experiments, showing that EFT is much more robust in fitting a 3D model to challenging 2D pose annotations than traditional methods [6, 27] , producing more plausible results while being less sensitive to the initialization and being more robust to missing 2D keypoints.
Finally, we use EFT to augment standard 2D in-the-wild human pose datasets such as COCO and MPII with full 3D annotations, obtaining about 100K samples paired with corresponding 3D pose annotations. We use this data and annotations to train a 3D pose regressor that outperforms the state of the art in standard outdoor 3D human pose benchmarks [51] . We also test challenging real-world scenarios containing multiple people which are potentially cropped and heavily occluded. Furthermore, we use our 3D dataset together with augmentations to simulate occlusions and learn a pose regressor. We obtain in this manner unprecedented 3D pose estimation performance on extremely challenging Internet videos. Our dataset will be made publicly available.
Related Work
There has been significant progress in human pose estimation in the last few years. Initial advances focused on 2D pose recognition [9, 8, 52, 36, 55, 48] , learning deep neural networks from large in-the-wild datasets that contain 2D keypoint annotations. Improving 2D pose recognition has in turn facilitated the more challenging task of 3D human pose estimation [49, 50, 33, 41, 40, 37, 43, 22, 26, 53, 10] . In this section, we focus on the latter task.
Single-Image 3D Human Pose Estimation. Reconstructing the pose of humans in 3D from single views is an illposed problem as depth cannot be recovered uniquely. In order to reduce this ambiguity, algorithms must use a prior model of the human body and of its likely poses. Methods differ on how they incorporate the prior and in how they perform the prediction.
Optimization-based methods assume a 3D body model such as SMPL [30] and SCAPE [5] , and use an optimization algorithm to fit it to the 2D observations. While early approaches [11, 46] required manual input, starting with SMPLify [6] the process has been fully automatized, then improved in [27] to use silhouette annotations, and eventually extended to multiple views and multiple people [59, 57] .
Regression-based methods, on the other hand, predict 3D pose directly. The work of [45] uses sparse linear regression that incorporates a tractable but somewhat weak pose prior. Later approaches use instead deep neural networks, and differ mainly in the nature of their inputs and outputs [49, 50, 33, 41, 40, 37, 43, 22, 26, 53, 10] . Some works start from a pre-detected 2D skeleton (e.g. [33] ), while others start from raw images (e.g. [22] ). Using a 2D skeleton relies on the quality of the underlying 2D keypoint detector and discards appearance details that could help fitting the 3D model to the image. Using raw images can potentially make use of this information, but training such models from current 3D indoor datasets might fail to generalize to unconstrained images. Hence several papers combine 3D indoor datasets with 2D in-the-wild ones [22, 54, 26, 50, 44, 37, 22] . Methods also differ in their output, with some predicting 3D keypoints directly [33] , some predicting the parameters of a 3D human body model [22, 54] , and others volumetric heatmaps for the body joints [42] .
Finally, hybrid methods such as SPIN [38] or MTC [53] combine optimization and deep regression approaches.
3D Without 3D Image Annotations. Among the various reconstruction approaches, of particular interest for our work are methods that can perform 3D reconstruction without having to rely on images annotated in 3D. Optimizationbased methods such as SMPLify rely on parametric human models and only need to predict a few model parameters.
As a downside, these methods cannot guarantee that the estimated pose is valid as they are only concerned with the minimization of the 2D re-projection error. In practice, the output quality is largely dependent on the initialization and often fails for challenging poses (e.g., see Fig. 3 
left panel).
The manifold of human body poses can be described empirically, by collecting a large number of samples in laboratory conditions [15, 2, 38] , but this may fail to properly model the plausibility of different poses.
Regression-based methods [22, 59] can also be learned without requiring images with 3D annotations, by combining 2D datasets with a parametric 3D model and empirical pose samples, integrating them into their neural network regressor by means of adversarial training. However, while the predictions obtained by such methods are plausible, they often do not fit the 2D data very accurately. Fitting could be improved by refining this initial solution by means of an optimization-based method as in SPIN [25] , but empirically we have found that this distorts the pose once again, leading to solutions that are not plausible anymore.
Human Pose Datasets. There are several in-the-wild datasets with sparse 2D pose annotations, including COCO [29] , MPII [4] , Leeds Sports Pose Dataset (LSP) [18, 19] , PennAction [58] and Posetrack [3] . Furthermore, Dense Pose [13] has introduced a dataset with dense surface point annotations, mapping images to a UV representation of a parametric 3D human model [30] . Compared to annotating 2D keypoints, annotating 3D human poses is much more challenging as there are no easy-to-use or intuitive tools to input the annotations. Hence, current 3D annotations are mostly obtained by means of motion capture systems in indoor environments. Examples include the Human3.6M dataset [17] , Human Eva [47] , Panoptic Studio [20] , and MPI-INF-3DHP [35] . These datasets provide 3D motion capture data paired with 2D images, but the images are very controlled. There exists an approach to produce a dataset with 3D pose annotations on Internet photos [27] . However, the traditional optimization-based fitting method used in this work limits the quality and size of dataset. There are also several large scale motion capture datasets that do not have corresponding images at all (e.g. CMU Mocap [1] and KIT [32] ). These motion capture datasets have recently been reissued in a unified format in the AMASS dataset [31] .
Preliminaries

Parametric 3D Models of Humans
Parametric human models [5, 30, 21, 39] can represent a variety of human shapes and poses by means of a small number of parameters while capturing important properties such as left-right symmetry and limb proportions. In this paper, we consider in particular the SMPL model [30] and the problem of fitting it to an image of a target human subject. The SMPL parameters Θ = (θ, β) comprise the pose parameters θ ∈ R 24×3 , which control the rotations of 24 body joints with respect to their parent joints, and the shape parameters β ∈ R 10 , which control the body shape via 10 principal directions of variations learned by using PCA. The joint location in the rest pose of the SMPL model is regressed by the vertices after applying the shape deformation by β, and the final joint locations and the posed mesh vertices are obtained via the transformations computed following the skeletal hierarchy. As we focus on the location of the 3D body joints, we write SMPL as the function
where J ∈ R 24×3 are the 3D locations of the 24 joints.
Optimizing vs Regressing 3D Pose
Given an image I of a human, the goal is to find the parameters Θ of SMPL that match the pose of the subject. Next, we discuss two classes of methods to solve this problem: optimization-based and regression-based. Optimization-based approaches [6, 27] extract from the image 2D cues such as joints, silhouettes, and part labels, and optimize the model parameters to fit them. In particular, given the 2D locationsĵ ∈ R 24×2 of the body joints, one solves the problem
where M (·) is the SMPL model function of Eq. 1, π is the camera projection function, which is often jointly optimized, that maps the 3D joints to their 2D locations and L 2D is the re-projection error between these and the input 2D locations. Due to the depth ambiguity, optimizing L 2D is insufficient to recover the pose parameters Θ uniquely; to reduce this ambiguity, one adds the prior term L prior to the loss, favoring plausible solutions. In SMPL, priors for both the shape and pose parameters are provided. The prior is often learned by means of a separate 3D dataset [1, 2] . 3D models such as SMPL have enough degrees of freedom that it is generally possible to fit the 2D annotations accurately. 2 However, since the optimization is only local, the final 3D output depends strongly on the quality of the initialization. Furthermore, it is difficult to balance the reprojection loss with the prior: too strong a prior may force the model to output a "mean" pose ignoring the 2D evidence, and too weak a prior may result in implausible or distorted poses. Local minima, furthermore, may require to break the optimization in multiple steps [6, 21] , first aligning the torso by a rigid transform, followed by optimizing the limbs.
Failures in the first step lead to catastrophic failure, as shown in the left panel of Fig. 3 .
Regression-based approaches predict the SMPL parameters Θ directly from the 2D cues I, which may be raw images [22] , 2D joints [33] , or even dense 2D points [56] . The mapping is implemented by a neural network Θ = Φ(I) trained by means of a large dataset, often obtained by combining 3D indoor dataset [17, 34] and 2D in-the-wild ones [29, 4] . Training optimizes the loss function:
This loss combines the 2D re-projection loss L 2d , the 3D joint reconstruction loss L J , and the SMPL parameter reconstruction loss L Θ , whereĵ i ,Ĵ i andΘ i are, respectively, the ground truth 2D joints, 3D joints, and SMPL parameters for the i-th training samples I i . µ i and τ i are loss-balancing coefficients and they can be set to zero for samples that do not have 3D annotations. The parameters for the camera projection function π can be predicted as additional outputs of the neural network Φ [22, 23, 56, 25] . In most cases, the goal of learning-based approaches is to train a model that generalizes well to unseen data, requiring a strict separation of training and test data for their evaluation. In our case, however, we wish to lift 2D annotations to 3D, so the two sets coincide. Specifically, we learn a pose prior by combining 3D and 2D data, and this process is the same as learning a neural network regressors by combining 3D datasets with 2D in-the-wild ones [22, 23, 59, 25] . Here, however, the 2D in-the-wild datasets contain the samples that we wish to annotate 3D. By optimizing the neural network on the combined data, we do obtain an estimate of 3D pose for all samples, including the ones annotated in 2D; however, these 3D poses may not necessarily align to the 2D annotation in a very accurate manner, as they are generated by a feed-forward neural network regressor. This problem is solved in the next section.
Exemplar Fine-Tuning
We introduce Exemplar Fine-Tuning, a new approach to fit the parameters of a 3D human model to the 2D locations of its joints. Unlike the traditional optimization-based fitting methods [7] that change the model parameters directly, fitting is obtained by fine-tuning a standard 3D pose regressor network [22, 25] to individual test samples (See Fig. 2 ). The aim is to build on the strong 3D pose prior that the network implicitly learns as it is trained on a combination of datasets containing 3D and 2D annotations, including the samples whose annotations we wish to lift from 2D to 3D. In more detail, EFT optimizes the neural network model Φ by minimizing the exemplar loss: (4) where I t is the current target image and the second term is a regularizer to control the shape parameters. Eq. (4) assumes that the only cues available are the 2D joint locations, but EFT can be applied to any 2D or 3D cues, including DensePose, 2D face keypoints, or even 3D keypoints when fitting the SMPL model to a 3D skeleton [21] . The final parametric fit Θ * t to the target image I t is obtained by evaluating the fine-tuned network Φ * t on the target sample as Θ * t = Φ * t (I t ). Like traditional optimization-based methods such as SMPLify, EFT solves an optimization problem for each sample independently, but with a crucial difference: the neural network regressor, and the pose prior embedded in it, are retained during the optimization; in contrast, traditional methods use a network only for initialization [25, 12, 56] . During the process of EFT, we found that the output of network maintains the plausibility of 3D human pose while minimizing the re-projection errors, even for samples with bad initialization due to the occlusions or unusual body poses (in such cases the standard 3D pose regressor tends to produce less precise outputs).
Implementation Details: As regressor, we use the stateof-the-art SPIN network of [25] . For each sample, EFT restart the network to its initial pre-trained state and then optimizes Eq. (4) for 20 iterations using Adam [24] with the default PyTorch parameters and a small learning rate of 10 −6 . For fine-tuning, batch normalization and dropout layers are removed.
We found that human annotators are often inaccurate when annotating hips and ankles, and may also confuse the left and right side of the body. This noise can adversely affect the quality of our 3D fits -for instance, if a limb appear shorter than it should, the predictor may tilt limbs in 3D space to compensate. Thus, Eq. 4 is modified to ignore hips and ankles, and a term is added to match the 2D orientation of the lower legs instead.
Learning a robust 3D regressor
By using EFT to lift 2D annotations to 3D, we can obtain a large dataset of images in the wild with full 3D annotations and use the latter to strongly-supervise a state-of-the-art neural network regressor for 3D pose estimation such as [25] . An alternative is to use the original 2D annotations for weak supervision, which is done in many papers including [22, 23, 59] . However, we show empirically that using the strong 3D supervisory signal from EFT is much more effective, which is in line with similar observations in the work of [25] .
Augmentation by Extreme Cropping: A shortcoming of previous pose estimation methods is that they assume that most of the body is visible in the input image [56, 12, 22, 25] . However, humans captured in real-world videos are often cropped or occluded, so that only the upper body or even just the face may be visible (see Fig. 7 ). Occlusions dramatically increase the ambiguity of pose reconstruction, as in this case not just depth, but the whole position of several keypoints is not observable at all. Hence, the quality of the reconstructions depends even more strongly on the quality of the underlying pose prior. Here, we wish to train a model that can handle such difficult cases. We propose to do so by augmenting the training data with extreme cropping. Since we already have full 3D annotations, doing so is straightforward -we only need to randomly crop training samples. We do so by first cropping either the upper body up to the hips, or the face and shoulders up to the elbows, and then further crop the result using a random bounding box of size equal to 80%-120% of that of the first crop. While the input image is cropped, we retain the full 2D/3D body joint supervision to allow the network to learn to reconstruct the occluded body parts in a plausible manner.
Learning from Difficult In-the-wild Samples: Current approaches [22, 25] avoid using difficult samples to learn their neural networks, even if 2D annotations are available for them. In standard datasets such as COCO, samples can be discarded due to heavy occlusion or low resolution. We argue that this data is instead very valuable in order to learn to handle similarly-difficult cases at test time. Given our newly-trained model which is highly robust to occlusions, we can use our EFT method to augment the difficult examples with corresponding 3D annotations. Once the the 3D annotations are available, we can retrain our model to improve its robustness, and eventually repeated the process.
However, since the 3D reconstruction of joints that are not visible in the image is very ambiguous, these particular joints (rather than the samples as a whole) are ignored in the training losses. Note also that this is not the case for the cropping augmentation strategy described above because in that case 3D reconstructions are obtained before cropping is applied, when all joints are visible.
Results
We study the ability of EFT to augment existing in-thewild dataset containing 2D keypoint annotations with corresponding 3D pose annotations. Since by definition this data does not come with ground-truth 3D poses to compare against, we asses EFT in other ways. First, we compare EFT to a traditional optimization-based regressor qualitatively, by asking human annotators on Amazon Mechanical Truck (AMT) to choose the best fit between EFT and SMPLify [6] . Second, we investigate the effect of fine-tuning individual samples in EFT, re-evaluating the performance of the finetuned networks on a validation set. Third, we apply EFT to public datasets with 2D annotations to generate a large scale in-the-wild 3D pose dataset and demonstrate the benefit of using this data to train a 3D human pose regressor with full 3D supervision. In particular, we achieve state-ofthe art performance on a standard outdoor 3D human pose benchmark [51] . Finally, we test the performance of this state-of-the-art regressor on challenging real-world videos.
Data
We briefly summarize the human pose datasets used in our experiments (see also Table 1 ). There are in-the-wild datasets with manual 2D pose annotations, including COCO [29] , MPII [4] , LSP [18, 19] . We apply EFT to all these 2D datasets in order to generate 3D annotations in the form of SMPL model parameters for all their images. There are a few datasets with accurate 3D pose annotations, including H36M [17, 16] and MPI-INF-3DHP [34] . Since a multi-view setup is often required to capture this kind of ground truth, these datasets are collected inside a studio. An exception is the video dataset 3DPW [51] , which has 3D ground truth but is captured outdoor. We use only the 3DPW test set, and only for evaluation. To train our final 3D pose regressor, we use the outputs of our EFT fitting on the in-the-wild 2D datasets, with the "moshed" version of two 3D datasets, H36M and MPI-INF-3DHP (following [22, 25] ). We use all datasets listed above for training the final pose regressor.
EFT vs. Traditional Model Fitting
We compare EFT's output with a state-of-the-art model fitting approach, namely SPIN [25] . SPIN applies SMPLify [6] to an initial 3D pose fit obtained via a regression method similar to HMR [22] . During training, SPIN alternates model fitting and network training. Implicitly, this amounts to producing 3D annotations for the data that only has 2D annotations, which is similar to our approach. As we show below, however, EFT is more effective a solution.
Qualitative comparison via AMT: Since there is no ground truth 3D data available for in-the-wild images, we evaluate the methods qualitatively by means of Amazon Mechanical Turk (AMT). We show to human annotators the 3D pose fittings obtained by EFT and SPIN for 500 randomlychosen images from the MPII, COCO and LSPet datasets. 3 We only use images where all 2D keypoints are visible as this is done in the original SPIN paper. To demonstrate the robustness of EFT in fitting challenging samples, we consider two different sets: (1) the "easy" set with 500 samples where the traditional fitting method tends to be successful, and (2) the "hard" set where such methods tend to fail. The easy and hard samples are determined as in [25] by looking at the shape parameters estimated by SPIN. Each sample is shown to three different voters in AMT, displaying the input image and 3D renderings of the pose fitted by both methods twice, from the same viewpoint as the image, and from the side. Examples are shown in the Fig. 3 . The annotators are asked to choose the best fit. Our method obtained 58.4% favorable votes in the easy sample set, and 81.6% in the hard sample set. We found that SPIN suffers from bad initialization, especially for occlusions, challenging body poses, and low image resolution.
EFT on challenging samples: We run our EFT fitting on all available samples in 2D databases including the challenging samples ignored in the previous work [25] . Examples are shown in Fig. 4 , where some body parts are not annotated due to the severe occlusions or extremely low resolutions. The initial output of the off-the-shelf pose regressor [22, 25] tends to be incorrect, providing bad initialization for transitional optimization method, while our EFT can effectively minimize the re-projection errors, maintaining the plausibility of the 3D pose estimate while also producing a reasonable guess for the unconstrained body parts. More examples are shown in our sup. mat. 
Effect of Fine-Tuning
The core idea of EFT is to fine-tune the neural network regressor to individual samples to improve their 2D fit. However, fine-tuning a neural network with just a single sample may change or break the normal behavior of network model due to overfitting. Methods 3DPW (mm) H36M P-1 (mm) HMR [22] 81.3 58.1 Kanazawa et al. [23] 72.6 56. To test this, Fig. 5 shows the change in reconstruction accuracy on the 3DPW dataset for 500 different neural network regressors, each of which is obtained by fine-tuning the original regressor to one of 500 different in-the-wild samples. The performance of the model before fine tuning is shown as an orange line (the publicly-available SPIN model [25] ), and the performance of the HMR baseline as a green line for comparison. The left plot shows EFT applied for 20 iterations (the default), and the right plot for 100 iterations, which completely overfits the network to each target sample.
As it can be seen, overfitting the network to individual samples usually has a small effect on the overall regression performance, suggesting that the network retains its good properties despite fine-tuning exemplars. In particular, the performance is at least as good as the HMR baseline [22] (green straight lines), and occasionally there can even be a slight overall improvement. The effect is different for different samples -via inspection, we found that samples with a strong effect contain significant occlusions or annotation errors, as shown in Fig. 6 .
Finally, note that after EFT is used to predict the pose of a single example the fine-tuned network is discarded -this analysis is only meant to illustrate the effect of fine-tuning, but has no direct implication on the effectiveness of EFT.
Learning a robust pose regressor
The main objective in generating 3D annotations for inthe-wild data is to train a robust 3D pose estimation regressor in a fully supervised manner. To demonstrate the effective-
Methods
Recon. Error (mm) SPIN [25] 133.2 Ours (3D + our wild 3D) 140.1 Ours (3D + our wild 3D + crop aug.) 76.2 Table 3 : Reconstruct errors (in mm) after rigid alignment, by using the cropped upper body as input in 3DPW test set.
ness of the annotations produced by EFT, we train the stateof-the-art SPIN regressor of [25] on our newly-generated 3D dataset and asses its 3D pose estimation performance.
Performance on 3DPW and H36M. We train the SPIN network [25] using the same 3D and 2D datasets as in the original paper, but we replace the 2D annotations with our 3D version of the same samples, obtained by EFT on the COCO, MPII, and LSP datasets. We evaluate the performance of our newly trained network on two public test benchmarks: 3DPW (outdoor) and H36M (indoor). We report the reconstruction errors in mm after rigid alignment, following [25] .
The results are summarized in Table 2 . Our method (denoted by Ours, 3D + our wild DB) results in a performance improvement for the outdoor dataset (3DPW) due to the improved 3D annotations for the inthe-wild dataset used for training the model. However, the performance on H36M changes little, presumably because this dataset comes with ground-truth 3D annotations from the outset. With crop augmentation, as shown in the last row of Table 2 , the performance becomes slightly better for the 3DPW dataset, but slightly worse in H36M dataset. This is understandable because 3DPW dataset has scenes where legs are not observable, but the H36M dataset does not contain such examples.
As another meaningful test, we train the model using only the COCO dataset with the 3D annotations that our EFT produces, without using any of the 3D datasets (denoted by Ours, our COCO only), where we also include the samples with occlusions in COCO training set that was excluded in [25] . Training with this dataset without any indoor datasets achieves approximately comparable performance on the 3DPW benchmark, but a higher error on H36M benchmark. This is seemingly in contradiction with the fact that other works have found H36M to be an "easy" dataset where a high-performance can be achieved; instead, highperformance on the H36M test set may be possible only by overfitting a model on the H36M training set.
Performance on Upper Body Crops: Since none of the existing datasets with 3D annotations contain significant occlusions, we asses robustness to occlusions by cropping upper bodies from 3DPW and feeding them to the network as input. We use the same metric as in the previous experiment. The result is shown in Table 3 . While both SPIN Figure 7 : 3D pose estimation results by the model trained with our 3D pose dataset on challenging in-the-wild video sequences. Bounding boxes are provided by an off-the-shelf detector [14] . and our network without crop augmentation work poorly, our model trained with crop augmentation shows much better performance (76.2 mm), where the key advantage is to guess correctly the non-visible leg parts. Remarkably, the performance of this model is better than that achieved by HMR by observing the whole body (81.3 mm).
Qualitative Evaluation on Internet Videos: We demonstrate the performance of our robust model on various challenging real-wold Internet videos, containing cropping, blur, fast motion, multiple people, and other challenging effectsdata of this complexity was rarely considered in prior work. Examples are shown in Fig. 7 and more videos can be found in the sup. mat.
Discussion
We have present Exemplar Fine-Tuning (EFT), a new technique that can fit a parametric 3D human body model to 2D keypoint annotations in a more plausible and accurate manner than existing methods. We have used EFT to augment existing in-the-wild 2D pose datasets with 3D annotations, obtaining about 100K in-the-wild annotated 3D pose samples. By using our annotations, we train a deep pose regression network that outperforms the state of the art on standard benchmarks. Furthermore, this regressor achieves compelling results in challenging Internet videos.
We will release the new 3D annotations to the community, opening the possibility of using them in many other tasks, including dense keypoint detection [13] or depth estimation [28] .
