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Abstract
We consider the Stokes and the bilaplacian equations in the half-space of Rn, n 2. Existence, uniqueness and smoothness of
weak weighted Lp solutions are treated. We prove that these problems can be broken down into three or four Poisson-like problems.
The importance of this decomposition is displayed through a short discussion on the numerical approximation of solutions by means
of inverted finite elements method.
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1. Introduction
The studying of Stokes equations
−νu+ ∇p = f, divu = h,
and the bilaplacian equation
2u = f,
in regions of Rn with infinite extent received a lot of attention in the two last decades, especially when the region is
the whole space, the exterior of a bounded obstacle or the half-space. Actually, it is well known that it is not possible
to extend to unbounded domains the results obtained in a bounded domain with usual Sobolev spaces Wm,p (see
Cattabriga [15], Galdi and Simader [21] and references therein). These spaces are not adequate for taking into account
the growth or the decay of solutions at large distances.
In order to overcome that difficulty, different approaches and methods were proposed. One method consists to
use homogeneous spaces (see Ladyzhenskaya [30], Galdi and Simader [21], or Galdi [20] and references therein)
and to extend the concept of weak solutions. Most of the results obtained with that method for the Stokes equations
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T.Z. Boulmezaoud, M. Medjden / J. Math. Anal. Appl. 342 (2008) 220–245 221concern at our knowledge the case f ∈ Lp or are close to it. Another approach which turned out to be particularly
efficient is based on weighted Sobolev spaces (WSS). Kondratev in his celebrated paper [29] employed a special
family of WSS as a framework for studying elliptic problems in conical domains. Borchers and Pileckas [7] used
the same spaces for solving the Stokes equation in the 3D upper half-space regarded as a cone of angle π . The only
drawback of Kondratev’ spaces is their dependence on the choice of the origin which is viewed as a singular point.
In [28], Hanouzet introduced and studied a slightly different family of weighted spaces, which is appropriated for
treating problems in unbounded regions (see also Cattabriga [15] and Giroire [25]). These spaces are composed of
those functions whose generalized derivatives satisfy some conditions of the form(
1 + |x|2)(α+|μ|−m)/2Dμu ∈ Lp(Rn),
for all the multi-indices μ with |μ|  m, m being an integer, α a real and p > 1. With this definition the extension
of some nice properties of usual Sobolev spaces to unbounded domains becomes natural. Among these extended
properties, let us quote Poincaré inequality, Green’s formula and traces theorems when the boundary is non-compact.
Another serious advantage of these spaces is the possibility of describing in an easy way the decay or the growth
of functions at infinity. Moreover, works of several authors showed that their use leads to a better understanding
of influence of asymptotic behavior on the solvability of usual elliptic problems in unbounded domains (see, e.g.,
Giroire [25], Amrouche et al. [3], Specovius-Neugebauer [33], Boulmezaoud [8–11]). From a numerical viewpoint,
these spaces were used by Boulmezaoud [12] as framework for developing a new method for solving problems in
unbounded regions without use of artificial conditions or boundaries. This method, called inverted finite elements
method, was applied with success to solve some 3D equations in the half-space (see [12] for more details. See also
Section 6 hereafter).
In [10], the author used these spaces to treat the solvability of inhomogeneous Stokes and bilaplacian equations in
the half-space for several asymptotic behaviors at infinity and p = 2 (this case is referred to as the hilbertian case).
The author gives by the way an explicit expression of the null space for both the problems in terms of harmonic
polynomials. Our purpose in this paper is twofold. The first aim is to expose a weighted Lp theory for constructing
weak solutions of Stokes system with an adhesion or a slip boundary conditions in the half-space of Rn, for several
behaviors at infinity. We deal also with the bilaplacian equation in the half-space and we generalize most of existence,
uniqueness and smoothness results of [10] to nonhilbertian situation (p = 2). Our second purpose is to prove that
Stokes’ system and the bilaplacian equation can be broken down into a small number of Poisson-like equations.
From a numerical viewpoint, this remarkable property simplifies seriously the computation of solutions. Actually, it
means that both of them can be performed very efficiently by standard fast solvers of the Poisson equations (see, e.g.,
Glowinski and Pironneau [17,27]).
The outline of this paper is as follows. In the next section we make a short review of properties of the weighted
spaces we use here. In Section 3 we study the divergence and the Laplace operators in the half-space. We treat in
particular the Poisson equation with a Dirichlet or a Neumann boundary condition at xn = 0 extending by the way
the results of Boulmezaoud [8,11]. Section 4 deals with the Stokes equations with an adhesion or a slip boundary
condition. In both the cases the null space is characterized and an explicit formula of solutions is given. Section 5
is devoted to the bilaplacian equation with inhomogeneous boundary data. As for the Stokes equations, we prove in
particular that solutions can be given explicitly in terms of the Laplacian.
2. A class of weighted spaces
2.1. Notations and definitions
Throughout, given an integer n 1 and a typical point x = (x1, . . . , xn) of Rn, we shall write
|x| = (x21 + · · · + x2n)1/2 and 〈x〉 = (1 + |x|2)1/2.
If α = (α1, . . . , αn) is an n-uple of non-negative integers, we write |α| = α1 +· · ·+αn and Dα = ∂α11 . . . ∂αnn . Notice
that for any λ ∈ Nn and β ∈ R, one has∣∣Dλ〈x〉β ∣∣ C〈x〉β−|λ|,
for some constant C, depending only on λ and β . We write [r] to designate the integer part of any real number r .
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Rn+ =
{
x ∈ Rn; xn > 0
}
, Rn− =
{
x ∈ Rn; xn < 0
}
.
Their common boundary is the hyperplane Σ = {x ∈ Rn; xn = 0}; it will be often identified to Rn−1.
In what follows if v = (v1, v2, . . . , vn) denotes a vector field, then v⊥ = (v1, v2, . . . , vn−1,0) will refer to its
horizontal component, while divv =∑ni=1 ∂ivi and div⊥ v =∑n−1i=1 ∂ivi are its divergence and horizontal divergence,
respectively. Similarly, the horizontal gradient of a scalar function ϕ is defined as ∇⊥ϕ = (∂1ϕ, . . . , ∂n−1ϕ,0).
If k ∈ N is a non-negative integer, Pk (respectively Pk ) stands for the space of polynomials (respectively of
harmonic polynomials) of total degree lower than k, and Ak (respectively Mk ) is the subspace of Pk of those har-
monic polynomials satisfying p(x) = 0 (respectively ∂np(x) = 0) at xn = 0. When k < 0, we set by convention
Pk = Pk = Ak = Mk = {0}. We write
P =
⋃
k∈Z
Pk, P
 =
⋃
k∈Z
Pk , A
 =
⋃
k∈Z
Ak , M
 =
⋃
k∈Z
Mk .
Next, given an open set Ω ⊂ Rn, D(Ω) stands for the space of C∞ functions with a compact support included in Ω ,
D ′(Ω) is its dual, namely the space of distributions on Ω . We set D(Ω) = {u|Ω ; u ∈ D(Rn)}. By Lp(Ω), p > 1
being a real, we mean the usual Lebesgue space of measurable functions on Ω that are pth-power integrable on Ω .
We denote by ‖.‖Lp(Ω) (or by ‖.‖p when there is no ambiguity) the corresponding norm, that is
‖u‖pp =
∫
Ω
∣∣u(x)∣∣p dx.
We write
(u, v)Ω =
∫
Ω
u(x)v(x) dx
to denote indifferently the L2(Ω) inner product and the duality product between Lp(Ω) and Lp′(Ω). Here p′ is the
dual exponent of p defined by the relation
1
p
+ 1
p′
= 1.
The symbols 〈.,.〉Ω and 〈.,.〉∂Ω will be used to designate various duality pairing on Ω and on ∂Ω . The subscript Ω
in the notations (.,.)Ω and 〈.,.〉Ω will be dropped when there is no ambiguity.
Given a Banach space B with its dual B ′, a closed subspace Y of B and a subspace H of B ′, H ⊥ Y will refer to
the subspace of B ′ defined as
H ⊥ Y = {f ∈ H ; ∀v ∈ Y, 〈f, v〉 = 0}.
We are now in position to introduce the weighted spaces we use here (see, e.g., Hanouzet [28], Giroire [25],
Amrouche et al. [3] and Boulmezaoud [11]). Given an integer m 0, a real α and a real p > 1, we set
Wm,pα (Ω) =
{
u ∈ D ′(Ω); ∀λ ∈ Nn, 0 |λ|m, 〈x〉α−m+|λ|Dλu ∈ Lp(Ω)}.
This is a Banach space when equipped with the norm
‖u‖Wm,pα (Ω) =
( ∑
|λ|m
∥∥〈x〉α−m+|λ|Dλu∥∥p
p
)1/p
.
When Ω = Rn+, ˚Wm,pα (Rn+) will refer to the subspace of Wm,pα (Rn+) defined as
˚Wm,pα
(
Rn+
)= D(Rn+)‖.‖Wm,pα (Rn+) ,
and W−m,p
′
−α (Rn+) will be its dual.
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mapping u ∈ Wm,pα (Ω) → Dλu ∈ Wm−|λ|,pα (Ω) is continuous for any multi-index λ with |λ|m. We have also the
embeddings
Wm,pα (Ω) ↪→ Wm−1,pα−1 (Ω) ↪→ ·· · ↪→ W 0,pα−m(Ω).
On the other hand, it is well known that the space D(Ω) is dense in Wm,pα (Ω) when Ω = Rn or Ω = Rn+ (see [28])
and that Wm,pα (Rn+) is topologically and algebraically identical to the space of restrictions of functions of W
m,p
α (Rn)
to Rn+. Conversely, there exists a linear continuous extension operator from W
m,p
α (Rn+) into W
m,p
α (Rn). Finally, notice
that the inclusion
Pk ⊂ Wm,pα
(
Rn
) (
or Wm,pα
(
Rn+
))
holds if and only if
k <m− α − n
p
.
Following Hanouzet [28], one can also extend the definition above to real values of m as follows; for any s ∈ ]0,1[
the space Ws,p0 (R
n) is composed of all the distributions u ∈ D ′(Rn) such that 〈x〉−su ∈ Lp(Rn) and
∞∫
0
t−1−sp
∫
Rn
∣∣u(x + tei)− u(x)∣∣p dx dt < ∞, ∀i = 1,2, . . . , n.
This space is equipped with its norm
‖u‖Ws,p0 (Rn) =
{∥∥〈x〉−su∥∥p
p
+
n∑
i=1
∫
R+×Rn
t−1−sp
∣∣u(x + tei)− u(x)∣∣p dx dt
} 1
p
.
Now, for any real s > 0, Ws,p0 (R
n) is defined as
W
s,p
0
(
Rn
)= {u ∈ W [s],p[s]−s(Rn); ∀|λ| = [s], Dλu ∈ Ws−[s],p0 (Rn)}.
Given an other real α, we put
Ws,pα
(
Rn
)= {u ∈ D ′(Rn); 〈x〉αu ∈ Ws,p0 (Rn)}.
This is a Banach space when equipped with its natural norm.
Using these definitions, Hanouzet [28] proved that the trace mapping γ : u ∈ D(Rn+) → (γ0u,γ1u, . . . , γm−1u) ∈∏m−1
j=0 D(Rn−1) defined by γku(x⊥) = ∂knu(x⊥,0), 0  k  m − 1, can be extended by continuity to a linear con-
tinuous mapping (still denoted by γ ) from Wm,pα (Rn+) into
∏m−1
j=0 W
m−j− 1
p
,p
α (Rn−1). Moreover, γ is onto and
Kerγ = ˚Wm,pα (Rn+). In the sequel, the two first traces of a function u are expressed by u(x⊥,0) and ∂nu(x⊥,0),
instead of γ0u and γ1u.
Since we intend to use extensively reflection methods, let us introduce some formal notations which simplify
considerably the calculus. For x = (x⊥, xn) ∈ Rn we denote by x∗ = (x⊥,−xn) its symmetrical point with respect to
the hyperplane {xn = 0}. If u is defined on Rn, then the functions u∗, u+ and u− are defined as
u∗(x) = u(x∗), u+ = 1
2
(u+ u∗), u− = 1
2
(u− u∗)
(if u is only defined on Rn+, then u∗ is defined on Rn− and conversely). The following identities hold, formally
(∂nu)
± = ∂nu∓, (∂nu)∗ = −∂nu∗,
(u∗)− = −u−, (u∗)+ = u+,(
u−
)− = u−, (u+)+ = u+,(
u−
)+ = 0, (u+)− = 0,
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(u∗, v) = (u, v∗), (u±, v)= (u, v±)
for any functions u and v defined on Rn.
Finally, we introduce the polynomial map Π : P → P defined as
Πp(x) = xn
4
xn∫
−xn
p(x⊥, t) dt + 14
xn∫
−xn
tp(x⊥, t) dt
= xn
2
xn∫
0
p+(x⊥, t) dt + 12
xn∫
0
tp−(x⊥, t) dt
for each p ∈ P. This map will play a prominent role throughout this paper. It is easy to prove the following properties:
∀p ∈ P, Πp(x⊥,0) = ∂n(Πp)(x⊥,0) = 0, (1)
∀p ∈ A, ∂nΠp = Π∂np = xn2 p, (2)
[,Π] =  ◦Π −Π ◦ = I. (3)
Here I denotes the identity of P. In particular, for each harmonic polynomial p, one has
(Πp) = p. (4)
In all the paper, the notation a  b (respectively a  b), a and b being two quantities depending on one or several
functions u1, . . . , u, means that there exists a constant c (respectively two constants c1 and c2), not depending on
these functions, such that a  cb (respectively c1b a  c2b).
3. The divergence and the Laplacian in the half-space
The treatment of the Poisson equation u = f and the divergence problem divu = h is a necessary step toward the
solving of the Stokes and the bilaplacian equations in the half-space. Our purpose in this section is multiple. Firstly, we
establish some basic properties of the divergence operator in the half-space, that is the trace theorem in Hα(div;Rn+)
and the corresponding Green’s formula. Next, we deal with the equation u = f with a Dirichlet or a Neumann
condition at xn = 0. Finally, we show that combining these results leads to solving of the equation divu = h.
3.1. The space Hpα (div;Rn+) and Green’s formula
Consider the weighted space
Hpα
(
div;Rn+
)= {v ∈ D ′(Rn+)n; 〈x〉αv ∈ Lp(Rn+)n and 〈x〉α+1 divv ∈ Lp(Rn+)},
which is a Banach space when equipped with the norm
‖v‖Hpα (div;Rn+) =
(∥∥〈x〉αv∥∥p
Lp(Rn+)n
+ ∥∥〈x〉α+1 divv∥∥p
Lp(Rn+)
) 1
p .
We begin with the density lemma whose proof is given in Appendix A.
Lemma 3.1. For any real numbers α, p > 1, D(Rn+)n is dense in H
p
α (div;Rn+).
Lemma 3.2. There exists a linear continuous operator
Tdiv :H
p
α
(
div;Rn+
)→ Hpα (div;Rn) (5)
satisfying Tdivu|Rn = u for each u ∈ Hpα (div;Rn+).+
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Tdivϕ(x) =
{
ϕ(x) if xn > 0,
−ϕ∗⊥(x)+ ϕ∗n(x)en if xn < 0.
Then, Tdivϕ is an element of Hpα (div;Rn+) and obviously
‖Tdivϕ‖Hpα (div;Rn)  ‖ϕ‖Hpα (div;Rn+).
The next proposition concerns the normal traces of functions of Hpα (div;Rn+) at xn = 0.
Proposition 3.3. Let α,p > 1 be two real numbers. The mapping v = (v1, v2, . . . , vn) → vn(x⊥,0) defined on D(Rn+)n
can be extended by continuity to a linear continuous mapping from Hpα (div;Rn+) to W
− 1
p
,p
α (Rn−1). Moreover, we have
the Green’s formula
∀v ∈ Hpα
(
div;Rn+
)
, ∀ϕ ∈ W 1,p′−α
(
Rn+
)
, (v,∇ϕ)+ (divv,ϕ) = −〈vn,ϕ〉|Σ. (6)
Proof. Let v ∈ D(Rn+)n and ϕ ∈ D(Rn+). Then,
(v,∇ϕ)+ (divv,ϕ) = −
∫
Σ
vn.ϕ dx. (7)
Since D(Rn+) is dense in W
1,p′
−α (Rn+), this identity remains valid when ϕ ∈ W 1,p
′
−α (Rn+). Thus∣∣∣∣
∫
Σ
vn.ϕ dx
∣∣∣∣ ‖v‖Hpα (div;Rn+)‖ϕ‖W 1,p′−α (Rn+).
Furthermore, since the mapping γ0 :ϕ ∈ W 1,p
′
−α (Rn+) → ϕ(.,0) ∈ W
1
p
,p′
−α (Rn−1) is onto, we get
∀θ ∈ W
1
p
,p′
−α
(
Rn−1
)
,
∣∣∣∣
∫
Σ
vnθ dx
∣∣∣∣ ‖v‖Hpα (div;Rn+)‖θ‖
W
1
p ,p
′
−α (Rn−1)
.
It follows that the map γN :v ∈ D(Rn+)n → v.en|xn=0. ∈ W
− 1
p
,p′
α (Rn−1) is continuous in Hpα (div;Rn+). Since D(Rn+)n
is dense in Hpα (div;Rn+), γN can be extended by continuity to a linear continuous mapping from Hpα (div;Rn+) into
W
− 1
p
,p′
α (Rn−1). Green’s formula (6) is then obtained directly from (7). 
Corollary 3.4. Let α,p > 1 be two real numbers, then following Green’s formula holds:
(∇u,∇v)+ (u,v) = −〈γ1u,γ0v〉Σ (8)
for each u ∈ W 1,pα (Rn+) such that u ∈ W 0,pα+1(Rn+) and each v ∈ W 1,p
′
−α (Rn−1). If in addition v belongs to
W
0,p′
−α+1(R
n+), then
(u,v)− (v,u) = 〈γ1v, γ0u〉Σ − 〈γ1u,γ0v〉Σ. (9)
3.2. The Poisson equation in the half-space
Consider the equation
u = f in Rn+, (10)
with a Dirichlet boundary condition
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or a Neumann one
∂nu = g at xn = 0. (12)
The objective of this section is to treat the solvability of these equations in the spaces Wm,pα (Rn+) when p > 1. We
need the following results concerning the Poisson equation in Rn (see Giroire [25] when p = 2 and n = 2 or 3, and
Amrouche et al. [3] for the other cases).
Theorem 3.5 (The Poisson equation in Rn). Let m ∈ Z and k  0 be two integers and p > 1 a real such that
n
p′
/∈ {1, . . . , k + 1} if k  0,
n
p
/∈ {1, . . . ,−k + 1} if k  0, (13)
then the following operator is an isomorphism
 :W
m+1,p
m+k
(
Rn
)
/P−[k+ n
p
] → Wm−1,pm+k
(
Rn
)⊥ P−[−k+ n
p′ ]
.
The Poisson equation in the half-space with a Dirichlet or a Neumann condition was studied by Boulmezaoud
[8,11] using the spaces Wm,pk (Rn+) when p = 2. The following theorems are an extension to arbitrary values of p. The
proofs, given hereafter, rest on the reflection principle.
Theorem 3.6 (The Dirichlet problem for the Poisson equation in Rn+). Let m ∈ N, k ∈ Z and p > 1. Assume that (13)
is fulfilled. Then, the operator
(,γ0) :W
m+1,p
m+k
(
Rn+
)
/A−[k+ n
p
] → Wm−1,pm+k
(
Rn+
)×Wm+ 1p′ ,pm+k (Rn−1)⊥ A−[−k+ n
p′ ]
is an isomorphism. Here Wm−1,pm+k (R
n+) × W
m+ 1
p′ ,p
m+k (Rn−1) ⊥ A−[−k+ n
p′ ]
denotes the space of all the pairs (f, g) ∈
W
m−1,p
m+k (R
n+)×W
m+ 1
p′ ,p
m+k (Rn−1) satisfying
∀q ∈ A−[−k+ n
p′ ]
, 〈f,q〉
W
−1,p
k (R
n+)×W 1,p
′
−k (Rn+)
− 〈g, ∂nq〉Σ = 0. (14)
Theorem 3.7 (The Neumann problem for the Poisson equation in Rn+). Let k ∈ Z and p > 1 satisfying (13). For any
f ∈ W 0,pk+1(Rn+) and g ∈ W
− 1
p
,p
k (R
n−1) such that
∀q ∈ M−[−k+ n
p′ ]
, 〈f,q〉 + 〈g,q〉Σ = 0 (15)
the problem{
u = f in Rn+,
∂nu = g at xn = 0, (16)
has a unique solution u ∈ W 1,pk (Rn+)/M−[k+ n
p
] and
inf
r∈M−[k+ np ]
‖u+ r‖
W
1,p
k (R
n+)
 ‖f ‖
W
0,p
k+1(R
n+)
+ ‖g‖
W
− 1p ,p
k (R
n−1)
. (17)
Moreover, for each integer m 1, the operator
(,γ1) :W
m+1,p
m+k
(
Rn+
)
/M−[k+ n ] → Wm−1,pm+k
(
Rn+
)×Wm− 1p ,pm+k (Rn−1)⊥ M−[−k+ n′ ]p p
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n+) × W
m− 1
p
,p
m+k (Rn−1) ⊥ M−[−k+ n
p′ ]
is the space of all the pairs (f, g) ∈
W
m−1,p
m+k (R
n+)×W
m− 1
p
,p
m+k (Rn−1) satisfying (15).
Proof of Theorem 3.6. The proof is mainly based on the Schwarz reflection principle and does not depend on p.
Observe first that if u ∈ Wm+1,pm+k (Rn+), then the pair (u,γ0u), which belongs to Wm−1,pm+k (Rn+) × W
m+ 1
p′ ,p
m+k (Rn−1),
satisfies necessarily the compatibility condition (14) (thanks to formula (9)).
On the other hand, let v ∈ ˚W 1,pk (Rn+) such that v = 0 in Rn+ and set
V (x) =
{
v(x) if xn > 0,
−v∗(x) if xn < 0.
Then, V belongs to W 1,pk (Rn) and verifies V = 0. Since V is a tempered distribution, we deduce that V is a harmonic
polynomial and so is v. Necessarily v ∈ A−[k+ n
p
] since v ∈ ˚W 1,pk (Rn+). We conclude that the operator (,γ0) of
Theorem 3.6 is well defined, continuous and injective.
Let us prove that it is onto. Suppose first that m = 1 and let (f, g) be a pair in W−1,pk (Rn+) × W
1
p′ ,p
k (R
n−1) ⊥
A−[−k+ n
p′ ]
. Consider the Dirichlet problem
⎧⎪⎨
⎪⎩
Find u ∈ W 1,pk
(
Rn+
)
such that
u = f in Rn+,
γ0u = g at xn = 0.
(18)
Suppose, without loss of generality, that g = 0 and let F be the element of W−1,pk (Rn) defined as
〈F,φ〉
W
−1,p
k (R
n),W
1,p′
−k (Rn)
= 2〈f,φ−〉
W
−1,p
k (R
n+), ˚W
1,p′
−k (Rn+)
, ∀φ ∈ W 1,p′−k
(
Rn
)
.
It is then easy to prove that 〈F,p〉 = 0 for each p ∈ P−[−k+ n
p′ ]
, thanks to (14). According to Theorem 3.5, there exists
a function U ∈ W 1,pk (Rn) such that U = F in Rn. We set
u(x) = U−(x) in Rn+.
Then, u is solution of (18). It follows that the operator (,γ0) is onto. By Banach theorem we conclude that it is an
isomorphism between W 1,pk (R
n+)/A−[k+ n
p
] and W
m−1,p
m+k (R
n+)×W
m+ 1
p′ ,p
m+k (Rn−1) ⊥ A−[−k+ n
p′ ]
.
Now, we deal with smoothness of the solution. Assume again that g = 0 and let us prove by induction on m the
following
f ∈ Wm−1,pm+k
(
Rn+
) ⇒ u ∈ Wm+1,pm+k (Rn+). (19)
This assertion is clearly valid when m = 0. Let us consider the case m = 1. If f ∈ W 0,pk+1(Rn+), then the function F
defined above belongs to W 0,pk+1(Rn). Hence, U ∈ W 2,pk+1(Rn), thanks to Theorem 3.5. Thus u = U− ∈ W 2,pk+1(Rn+).
Assume now that (19) is valid for 0,1, . . . ,m, with m  1, and suppose that f ∈ Wm,pm+k+1(Rn+). For each i  n,
set vi = 〈x〉∂iu. Since f ∈ Wm,pm+k+1(Rn+) ↪→ Wm−1,pm+k (Rn+), u belongs Wm+1,pm+k (Rn+), thanks to induction hypothesis.
Thus, vi ∈ Wm,pm+k+1(Rn+) for each i  n− 1. Moreover, vi ∈ Wm−1,pm+k (Rn+) since
vi = 〈x〉∂if + 2〈x〉x.∇(∂iu)+
(
n− 1
〈x〉 +
1
〈x〉3
)
∂iu.
Induction hypothesis implies that vi ∈ Wm+1,pm+k (Rn+), and consequently ∂iu ∈ Wm+1,pm+k+1(Rn+). On the other hand, we
have ∂nu ∈ Wmm+k(Rn+) since u ∈ Wm+1,pm+k (Rn+), ∂2nu = u −
∑n−1
i=1 ∂2i u ∈ Wm,pm+k+1(Rn+), and ∂i∂nu = ∂n(∂iu) ∈
Wm (Rn+). Hence, ∂nu ∈ Wm+1,p (Rn+), and we conclude that u ∈ Wm+2,p (Rn+). m+k+1 m+k+1 m+k+1
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functions u ∈ W 1,pk (Rn+) such that u = 0 in Rn+ and γ1u = 0 at xn = 0 is nothing but M−[k+ n
p
]. Now, consider the
inhomogeneous problem (16). As in the treatment of Dirichlet’s problem, the proof rests on extending the problem to
a Poisson equation on the whole space. Let F be the element of W−1,pk (Rn) given by
〈F,φ〉
W
−1,p
k (R
n)×W 1,p′−k (Rn)
= 2
∫
Rn+
f φ+ dx + 2〈g,γ0φ〉
W
− 1p ,p
k (R
n−1),W
1
p ,p
′
−k (Rn−1)
.
By virtue of Theorem 3.5, there exists a function U ∈ W 1,pk (Rn) such that U = F in Rn (notice that F is orthogonal
to P−[−k+ n
p′ ]
, thanks to (15)). We set u = U+. Then u is solution of (16), and the proof of existence is completed.
The proof of smoothness is quite similar to that of Theorem 3.6. 
We consider now the Poisson equation w = f without boundary conditions. At the contrary of Theorems 3.6
and 3.7, f is not supposed satisfying any compatibility conditions like (14) or (15).
Lemma 3.8. Let f ∈ Wm−1,pm+k (Rn+), where m 0 and k are two integers satisfying (13). Then, there exists at least one
function w ∈ Wm+1,pm+k (Rn+) such that
w = f in Rn+. (20)
Moreover, w can be chosen linearly and continuously depending on f .
Proof. Let r be the only element of A−[−k+ n
p′ ]
satisfying
∀q ∈ A−[−k+ n
p′ ]
,
∫
Σ
〈x⊥〉1−2k+n(
1
p
− 1
p′ )∂nr.∂nq dx⊥ = 〈f,q〉.
This finite dimensional problem has a unique solution since the bilinear form on the left-hand side is positive and
definite.
Define on Σ the function
χf = 〈x⊥〉1−2k+n(
1
p
− 1
p′ )∂nr(x⊥,0).
Observe that χf is identically zero if k  np′ . More generally, we have
χf = 0 ⇔ f ∈ W−1,pk
(
Rn+
)⊥ A−[−k+ n
p′ ]
.
According to Theorem 3.6 there exists a function w ∈ Wm+1,pm+k (Rn+) such that
w = f in Rn+, w = χf at xn = 0. (21)
This ends the proof. 
We finish this section by introducting a special operator. Consider the following problem:
(N) Given f ∈ W 0,pk (Rn+), find u ∈ W 1,pk (Rn+) such that
∀v ∈ W 1,p′−k
(
Rn+
)
,
∫
Rn+
∇u.∇v dx =
∫
Rn+
f.∇v dx.
When f ∈ Hpk (div;Rn+), u is solution of the Neumann problem
u = divf ∈ Rn+, ∂nu = fn at xn = 0, (22)
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∀q ∈ M−[−k+ n
p′ ]
, (f,∇q) = 0. (23)
The purpose of the next lemma is to extend this existence result to the more general situation in which f belongs to
W
0,p
k (R
n+) but not necessarily to H
p
k (div;Rn+).
Lemma 3.9. Suppose that (13) is fulfilled. Then, for all f ∈ W 0,pk (Rn+) satisfying (23), problem (N) admits a solution u
in W 1,pk (R
n+), unique up to elements of M−[k+ n
p
] and
inf
q∈M−[k+ np ]
‖u+ q‖
W
0,p
k (R
n+)
 ‖f ‖
W
0,p
k (R
n+)
.
Moreover, if f belongs to Wm,pm+k(Rn+) for some integer m 0, then u belongs to Wm+1,pm+k (Rn+).
Proof. Let us extend f to the whole space as follows
F(x) = f (x) if x ∈ Rn+, F (x) = f ∗⊥(x)− f ∗n (x)en if x ∈ Rn−.
The vector function F belongs clearly to W 0,pk (Rn) and satisfies for all Q ∈ P−[−k+ n
p′ ]
〈divF,Q〉
W
−1,p
k (R
n)×W 1,p′−k (Rn)
= −
∫
Rn
F.∇Qdx
= −
∫
Rn+
f.∇Q+ dx = 0,
since Q+ belongs to M−[−k+ n
p′ ]
. By virtue of Theorem 3.5, there exists U ∈ W 1,pk (Rn), unique up to elements
of P−[−k+ n
p′ ]
, such that U = divF . Let u(x) = U+(x). Then, u is solution of (N). The uniqueness and the reg-
ularity are direct consequences of Theorem 3.7. 
In the remainder, −1,divk,p will denote the operator which assigns to each f ∈ W 0,pk (Rn+) ⊥ ∇M−[−k+ n
p′ ]
the unique
u ∈ W 1,pk (Rn+)/M−[k+ n
p
] solution of (N).
3.3. The problem divu = h
The solving of the problem
divu = h
with some additional boundary conditions is a usual step toward the treatment of the Stokes system. We state the
following
Theorem 3.10. Let m  1, k ∈ Z, p > 1 satisfying (13). For any h ∈ Wm−1,pm+k (Rn+) and (g0, g1, . . . , gm−1) ∈∏m−1
j=0 W
m−j− 1
p
,p
m+k (Rn−1) the problem{
divu = h in Rn+,
∂
j
nu = gj at xn = 0 for j = 0,1, . . . ,m− 1,
(24)
admits at least one solution u ∈ Wm,p (Rn+) if and only if the following conditions are fulfilledm+k
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p′
− 1,
∂
j
nh = gj+1,n +
n−1∑
k=1
∂kgj,k at xn = 0 for j = 0, . . . ,m− 2 and m 2, (25)
where gj,i = gj .ei for each j m− 1 and i  n. Moreover,
‖u‖Wm,pm+k(Rn+)n 
m−1∑
j=0
‖gj‖
W
m−j− 1p ,p
m+k (Rn−1)n
+ ‖h‖
W
m−1,p
m+k (Rn+)
. (26)
Proof. 1. We prove firstly that conditions (25) are necessary for existence. If k + 1 > n
p′ , then constant func-
tions belong to W 1,p
′
−k (R
n+). Integrating the equation divu = h and using Greens’s formula (6) and the embedding
W
m,p
m+k(R
n+) ↪→ Hpk (div;Rn+) gives the first condition of (25). If in addition m 2, then
∂
j
nu ∈ Wm−j,pm+k
(
Rn+
)
for j = 0,1,2, . . . ,m− 2.
Applying the trace operator γj to the equation divu = h (for j = 0, . . . ,m− 2) gives the second condition of (25).
2. Conversely, consider the functions (g0, g1, . . . , gm−1) in
∏j=m
j=0 W
m−j− 1
p
,p
m+k (Rn−1) and h ∈ Wm−1,pm+k (Rn+) satis-
fying (25). Let us find one function u ∈ Wm,pm+k(Rn+) solution of (24). Two cases are distinguished.
Case 1. k < n
p′ − 1, we search u into the form
u = ∇ϕ0 +
(
∂nϕ1, ∂nϕ2, . . . , ∂nϕn−1,−
n−1∑
k=1
∂kϕ
)
,
where ϕ0 satisfies the Neumann problem{
ϕ0 = h in Rn+,
∂nϕ = g0,n at xn = 0. (27)
This problem admits a solution ϕ0 ∈ Wm+1,pm+k (Rn+). The functions ϕ1, ϕ2, . . . , ϕn−1 are chosen such that
ϕk = 0 for k = 0, . . . , n− 1,
∂
j+1
n ϕk = gj,k − ∂jn∂kϕ0 for j = 0, . . . ,m− 1, k = 0, . . . , n− 1,
−
n−1∑
k=1
∂
j
n∂kϕk = gj,n − ∂j+1n ϕ0, j = 0, . . . ,m− 1, k = 1, . . . , n− 1,
on the boundary xn = 0. The existence of the functions ϕ1, ϕ2, . . . , ϕn−1 in Wm+1,pm+k (Rn+) satisfying the two first
conditions is ensured by the trace theorem in space Wm+1,pm+k (R
n+). The last condition is then automatically fulfilled,
thanks to (25).
Case 2. k > n
p′ − 1. In this case the Neumann problem (27) does not admit necessarily a solution since g0,n and h
are not supposed verifying the compatibility condition
∀p ∈ M−[−k+ n
p′ ]
, (h,p)+ 〈g0,n,p〉Σ = 0.
This remark leads us to construct in a first time a divergence free vector function u0 such that
∀p ∈ M−[−k+ n
p′ ]
, 〈u0.en,p〉xn=0 = 〈g0,n,p〉xn=0 + (h,p). (28)
Once the field u0 is constructed we search u in the form
u = u0 + ∇ϕ0 +
(
∂nϕ1, ∂nϕ2, . . . , ∂nϕn−1,−
n−1∑
∂kϕk
)
,k=1
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suffices to construct u0. We need the following lemma.
Lemma 3.11. If k > n
p′ − 1, then the finite dimensional space{
q ∈ M−[−k+ n
p′ ]
; ∇⊥q = 0 at xn = 0
}
is equal to R.
Proof. Indeed, if q ∈ M−[−k+ n
p′ ]
is such that ∇⊥q = 0 at xn = 0, then q is equal to a constant c at xn = 0. Hence,
q − c belongs to M−[−k+ n
p′ ] ∩ A−[−k+ np′ ] = {0} which ends the proof of Lemma 3.11. 
Lemma 3.11 implies that the bilinear form
(p¯, q¯)∗ =
∫
Σ
〈x〉β∇⊥p¯.∇⊥q¯ dx⊥,
where β = −2k + 1 + n( 1
p′ − 1p ) is a scalar product on the finite dimensional space M[k+1− n
p′ ]
/R. Since g0,n and h
verify (25), the linear form p¯ → 〈g0,n, p¯〉Σ + (h, p¯) is well defined on M−[−k+ n
p′ ]
/R. Hence, there exists an element
μ¯ ∈ M−[−k+ n
p′ ]
/R such that
∀p¯ ∈ M−[−k+ n
p′ ]
/R, (μ¯, p¯)∗ = 〈g0,n, p¯〉Σ + (h, p¯).
We set λ⊥ = 〈x〉β∇⊥μ¯. Then, λ⊥ belongs to Wm+1,pm+k (Rn+) and
∀p ∈ M−[−k+ n
p′ ]
, (λ⊥,∇p)∗ = 〈g0,n,p〉Σ + (h,p).
Since (λ⊥,∇p)∗ = −(divλ⊥,p)Σ , we get
∀p ∈ M−[−k+ n
p′ ]
, (divλ⊥,p)Σ = −〈g0,n,p〉Σ − (h,p).
We set u0 = ∂nλ⊥ − (divλ⊥)en. Then u0 ∈ Wm,pm+k(Rn+) and verifies (28). This end the proof of Theorem 3.10. 
4. The Stokes system
We are now in position to consider the Stokes equations
−νu+ ∇p = f in Rn+, divu = h in Rn+, (29)
in the half space Rn+. Here ν denotes a positive coefficient while f and h are two given functions. Without loss of
generality, we shall assume that ν = 1. The system (29) is completed with a boundary condition on the velocity. Two
kinds of boundary conditions are considered here
• an adhesion condition
u = g at xn = 0; or (30)
• a slip condition
un = g at xn = 0,
ei .Γ (u,p).en = z.ei at xn = 0, for each i = 1, . . . , n− 1. (31)
Here Γ (u,p) denotes the stress tensor defined by
Γ (u,p) = −pI + (∂iuj + ∂jui)ni,j=1
while e1, e2, . . . , en−1 are the tangential vectors on Rn−1.
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∂nu⊥ = z′ − ∇⊥g at xn = 0.
Hence, without loss of generality, (31) can be replaced by a usual Neumann condition on the transverse component
of u, namely
∂nu⊥ = w⊥ at xn = 0. (32)
Before treating problems (29) + (30) and (29) + (32), we need some results concerning the Stokes equations in the
whole space. Firstly, we introduce the null space of the Stokes operator in the whole space defined as
Sk =
{
(λ,μ) ∈ Pnk × Pk−1; −λ+ ∇μ = 0, divλ = 0
}
,
where k is an arbitrary integer in Z.
Remark. It is possible to characterize the elements of Sk , k ∈ Z. More precisely, a pair (λ,μ) belongs to Sk if and
only if
λ = Φ − ∇Π divΦ, μ = −divΦ,
for some Φ ∈ (Pk )n. For getting the latter, it suffices to set Φ = λ− ∇Πμ.
The following result is due to Girault [24] when p = 2 and to Alliot [2] for other values of p.
Proposition 4.1. Let k ∈ Z and p > 1 such that
n
p
/∈ {1, . . . ,−k + 1} if k  0 and n
p′
/∈ {1, . . . , k + 2} if k −1. (33)
Then, for each F in W−1,pk (Rn)n satisfying
∀(λ,μ) ∈ S−[−k+ n
p′ ], 〈F,λ〉W−1,pk (Rn)×W 1,p′−k (Rn) = 0, (34)
the problem
−U + ∇P = F in Rn, divU = 0 in Rn,
has a solution in W 1,pk (Rn)n ×W 0,pk (Rn). The solution is unique up to elements of S−[k+ np ].
4.1. The Stokes equations with an adhesion condition
Here we deal with the problem: find (u,p) such that
(S1)
⎧⎨
⎩
−u+ ∇p = f in Rn+,
divu = h, in Rn+,
u = g at xn = 0.
Define the corresponding null space as
S+,pk,n =
{
(w,q) ∈ W 1,p−k
(
Rn+
)n ×W 0,p−k (Rn+); −w + ∇q = 0, divw = 0, w = 0 at xn = 0}
for all k ∈ Z and p > 1. The following proposition (whose proof is postponed) gives a characterization of this null
space.
Proposition 4.2. The space S+,pk,n is formed of all the polynomial pairs (v, q) of the form
v = Φ − ∇Π(divΦ),
q = −divΦ, (35)
where Φ ∈ (A−[−k+ n ])n.
p
T.Z. Boulmezaoud, M. Medjden / J. Math. Anal. Appl. 342 (2008) 220–245 233The main result of this section is the following
Theorem 4.3. Let k ∈ Z and p > 1 such that
n
p
/∈ {1, . . . ,−k + 2} if k  1 and n
p′
/∈ {1, . . . , k + 2} if k −1. (36)
For any f ∈ W 0,pk+1(Rn+)n, h ∈ W 1,pk+1(Rn+) and g ∈ W
1+ 1
p′ ,p
k+1 (Rn−1)n, the Stokes problem (S1) admits a solution in
W
1,p
k (R
n+)×W 0,pk (Rn+) if and only if for each Φ ∈ (A−[ n
p′ −k]
)n,
(f − ∇h,Φ)+ 〈divf,Π(divΦ)〉+ (g, ∂nΦ)Σ = 0. (37)
When it exists, the solution is unique up to elements of S+,p−k,n, belongs to W 2,pk+1(Rn+)n ×W 1,pk+1(Rn+) and satisfies
inf
(λ,μ)∈S+,p−k,n
{‖u+ λ‖
W
2,p
k+1(Rn+)n
+ ‖p +μ‖
W
1,p
k+1(Rn+)
}
 ‖f ‖
W
0,p
k+1(Rn+)n
+ ‖h‖
W
1,p
k+1(Rn+)
+ ‖g‖
W
1+ 1
p′ ,p
k+1 (Rn−1)
.
Moreover,
• If f ∈ Wm−1,pm+k (Rn+)n, h ∈ Wm,pm+k(Rn+) and g ∈ W
m+ 1
p′ ,p
m+k (Rn−1)n with m ∈ N∗, then u ∈ Wm+1,pm+k (Rn+)n and p ∈
W
m,p
m+k(R
n+).
• If h = 0, g = 0 and divf ∈ W 0,pk+2(Rn+), then a solution is given by
u = v − ∇Π(divv),
p = −divv +ψ, (38)
where v = v⊥ + 12 (θ + xnψ)en. The functions v⊥ ∈ W 2,pk+1(Rn+)n−1, θ ∈ W 2,pk+1(Rn+) and ψ ∈ W 2,pk+2(Rn+) are solu-
tions of the Dirichlet–Poisson equations
θ = −2fn − xn divf in Rn+, θ = 0 at xn = 0, (39)
ψ = divf in Rn+, ψ = −∂nθ at xn = 0, (40)
−v⊥ = f⊥ − ∇⊥ψ in Rn+, v⊥ = 0 at xn = 0. (41)
Remark. As established inside the proof of this theorem, each one of the problems (39)–(41) admits at least one
solution. Indeed, the right-hand side of these equations satisfy the necessary conditions for existence of solutions (see
Theorem 3.6).
Remark. In expression (38) one should notice that necessarily divv ∈ A−[k+1+ n
p
]. Notice also that orthogonality
condition (37) is trivial if k < n
p
. Uniqueness in Theorem 4.3 holds if k > − n
p
.
Remark. If h = 0, then Theorem 4.3 remains valid even though n
p
= −k + 2 and k  1.
Proof of Theorem 4.3: Existence, uniqueness and regularity for the problem (S1). Firstly, using Green’s for-
mula (6), (8) and (9), one can prove that for any pairs (u,p) ∈ D(Rn+)n ×D(Rn+) and (v, q) ∈ D(Rn+)n ×D(Rn+), one
has the identity∫
Rn+
(−u+ ∇p).v dx =
∫
Rn+
(−v + ∇q).udx +
∫
Rn+
(q divu− p divv)dx
+
∫
(−pen + ∂nu).v dx⊥ −
∫
(−qen + ∂nv).udx⊥. (42)
Σ Σ
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′
−k+1(R
n+)∩ ˚W 1,p
′
−k (R
n+) and q ∈ W 1,p
′
−k+1(R
n+) the last identity writes
〈−u+ ∇p,v〉
W
−1,p
k (R
n+), ˚W
1,p′
−k (Rn+)
=
∫
Rn+
(−v + ∇q).udx +
∫
Rn+
(q divu− p divv)dx
−
∫
Σ
(−qen + ∂nv).udx⊥. (43)
With (u,p) solution of (S1) and (v, q) chosen in S+,pn,−k we get
〈f, v〉
W
−1,p
k (R
n+), ˚W
1,p′
−k (Rn+)
=
∫
Rn+
qhdx −
∫
Σ
(−qen + ∂nv).g dx⊥. (44)
Replacing the pair (v, q) by its expression given in Proposition 4.2 yields, after a few calculus, the compatibility
condition (37).
Conversely, assume that (37) is fulfilled and let us prove existence.
Suppose first that h = 0 and g = 0. Suppose also that divf ∈ W 0k+2(Rn+). We set
w = −2fn − xn divf ∈ W 0k+1
(
Rn+
)
, z = ∂w
∂xn
+ divf ∈ W−1k+1
(
Rn+
)
.
We start with the lemma
Lemma 4.4. The functions w and z verify
∀q ∈ A−[−k+ n
p′ ]
, 〈w,q〉 = 0, (45)
∀q ∈ A−[−k+ n
p′ ]+1
, 〈z, q〉 = 0. (46)
Proof. Let q be an element of A−[−k+ n
p′ ]
. Observing that Π(2∂nq) = xnq , we have
〈w,q〉 = −〈2fn + xn divf,q〉
= −2〈f,qen〉 − 2
〈
divf,Π
(
div(qen)
)〉
= 0.
Similarly, for each q in A−[−k+ n
p′ ]+1
,
〈z, q〉 = −
〈
w,
∂q
∂xn
〉
+ 〈divf,q〉
= 2
〈
fn,
∂q
∂xn
〉
+
〈
divf,xn
∂q
∂xn
+ q
〉
= 2
〈
f,
∂q
∂xn
en − ∇q
〉
+
〈
divf,xn
∂q
∂xn
− q
〉
= −2〈f,∇⊥q〉 − 2
〈
divf,Π
(
div(∇⊥q)
)〉
= 0,
where we used the following calculus:
2Π
(
div(∇⊥q)
)= 2Π(q − ∂2q
∂x2n
)
= −2Π
(
∂2q
∂x2n
)
= q − xn ∂q
∂xn
.
This ends the proof. 
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of the Poisson equations
θ = w, χ = z.
We put
ψ = χ − ∂nθ ∈ W 1,pk+1
(
Rn+
)
.
Then,
ψ = divf in D ′(Rn+).
Consider now a vector field v ∈ (W 1,pk (Rn+))n satisfying
−v = f − ∇ψ in Rn+, v = 0 at xn = 0.
This problem has at one solution since for any q in (A−[−k+ n
p′ ]
)n the right-hand side verifies
〈f − ∇ψ,q〉 = (f, q)+ (ψ,divq)
= (f, q)+ (ψ,π)
= (f, q)+ 〈ψ,π〉
= (f, q)+ 〈divf,π〉
= 0,
where π = Π divq . In addition, since
−(xnψ + θ) = 2fn − 2 ∂ψ
∂xn
,
we can prove easily that
vn = 12 (xnψ + θ)
up to an element of A−[k+ n
p
]. Without loss of generality we can suppose that this element is zero.
The pair (v,ψ) verifies
−v + ∇ψ = f in Rn+, v = 0 at xn = 0.
Furthermore, (divv) = 0 in D ′(Rn+) and divv = 0 at xn = 0. Hence, divv = s for some s ∈ A−[k+1+ n
p
]. Let
u = v − ∇Πs,
p = ψ − s.
The pair (u,p) is solution to (S1) and this is the desired result.
Let us now return to the more general case in which h and g are not necessarily equal to zero and divf ∈
W
−1,p
k+1 (R
n+). According to condition (37), we have
(h,1)+ (g.en,1)Σ = 0,
since the pair (0,1) belongs to S+,p
′
n,k . By virtue of Theorem 3.10, there exists a vector function u0 ∈ W 2,pk+1(R+)n such
that
divu0 = h in Rn+, u0 = g at xn = 0.
Moreover, from Lemma 3.8, there exists at least one function p0 ∈ W 1,pk+1(Rn+) such that
p0 = divf.
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and divf = 0.
Starting over the proof with f ∈ Wm−1,pm+k (Rn+)n, h ∈ Wm,pm+k(Rn+), g ∈ W
m+ 1
p′ ,p
m+k (Rn−1)n, m  1, and using Theo-
rem 3.6, one can deduce without difficulty that u ∈ Wm+1,pm+k (Rn+)n. 
Proof of Proposition 4.2: The null space of the Stokes equation with an adhesion condition. The proof rests on
the reflection principle. Let (v, q) be an element of S+,pk,n and set
θ = 2vn − xnq.
Then, one can verify that θ = q = 0 in Rn+ and θ ∈ A−[−k+ n
p
]. Next, consider the two distributions U and P
defined on Rn as
〈U,ϕ〉 =
∫
Rn+
[
2v⊥.ϕ−⊥ + 2vn.ϕ+n + θ
(
xn(divϕ)∗ − 2ϕ∗n
)]
dx, ∀ϕ ∈ D(Rn)n,
〈P,ϕ〉 = 2
∫
Rn+
qϕ− dx + 2
∫
Rn+
θ.∂nϕ
∗, ∀ϕ ∈ D(Rn). (47)
Observe that U and P extend v and q respectively to the whole space. More precisely, in the sense of distributions
one can write
U = v
P = q in R
n+,
U = −v∗ + 2xn∇v∗n + x2n∇q∗
P = q∗ + 2xn∂nq∗ + 4∂nv∗n
in Rn−. (48)
Notice also that U ∈ W−1−k−2(Rn)n and P ∈ W−1−k−1(Rn). We set
R = 2Un − xnP.
Then, R = θ in Rn+ and R = −θ∗ in Rn+. Thus, R ∈ W 0−k−1(Rn). A few calculations give
〈R,ϕ〉 = 2(θ,ϕ−) ∀ϕ ∈ D(Rn+). (49)
It follows that
〈R,ϕ〉 = 2(θ,ϕ−)
= 2(vn,ϕ−)− (q, xnϕ−)
= −2(∇vn,∇ϕ−)− (q,(xnϕ−))+ 2(q, en.∇ϕ−)
= 2(∇vn + qen,∇ϕ−)− (q,(xnϕ−))
= 0, (50)
since q is harmonic, ϕ− ∈ ˚W 1,p′k (Rn+) and xnϕ− ∈ ˚W 2,p
′
k (R
n+). We conclude that R is also harmonic, and since it is a
tempered distribution, it belongs to P−[−k+ n
p
]. In addition, R
∗ = −R, and this implies that R belongs to A−[−k+ n
p
].
Now, let ϕ be a vector function in D(Rn)n. Then,
〈−U + ∇P,ϕ〉 = −〈v,ϕ〉 − 〈P,divϕ〉
= −
∫
Rn+
[
2v⊥.ϕ−⊥ + 2vnϕ+n + θ
(
xn(divϕ)∗ − 2ϕ∗n
)]
dx
− 2
∫
Rn
q(divϕ)− dx − 2
∫
Rn
θ∂n(divϕ)∗ dx+ +
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∫
Rn+
(
2∇v⊥.∇ϕ−⊥ + 2θϕ∗n − 2q divϕ−⊥
)
dx − 2
∫
Rn+
vnϕ
+
n dx
− 2
∫
Rn+
q∂nϕ
+
n dx −
∫
Rn+
θ
(
xn(divϕ)∗
)
dx
=
∫
Rn+
(
2θϕ∗n − 2vnϕ+n
)
dx − 2
∫
Rn+
q∂nϕ
+
n dx −
∫
Rn+
θ
(
xn(divϕ)∗
)
dx.
Note that∫
Rn+
θ
(
xn(divϕ)∗
)
dx = 0,
since θ belongs to A−[−k+ n
p
]. On the other hand, one has∫
Rn+
θϕ∗n dx =
∫
Rn+
θϕ+n dx +
∫
Rn+
θϕ−n dx =
∫
Rn+
θϕ+n dx.
Thus,
〈−U + ∇P,ϕ〉 = 2
∫
Rn+
[
vnϕ
+
n − xnqϕ+n − q∂nϕ+n
]
dx
= 2
∫
Rn+
[
vnϕ
+
n − q div
(
xn∇ϕ+n
)]
dx.
In addition, since
(∇v,∇w)− (q,divw) = 0, ∀w ∈ ˚W 1,p′k
(
Rn+
)
,
we get
〈−U + ∇P,ϕ〉 = 2
∫
Rn+
[
vnϕ
+
n − ∇v.∇
(
xn∇ϕ+n
)]
dx
= 2
∫
Rn+
[
unϕ
+
n + v.
(
xn∇ϕ+n
)]
dx
= 2
∫
Rn+
[
v.∇(xnϕ+n )+ 2v.∇∂nϕ+n ]dx
= 0 (since divv = 0).
Finally, we obtain −U + ∇P = 0 in D ′(Rn). Similarly, one we prove that divU = 0. Thus, by virtue of Propo-
sition 4.1, U , P are polynomial functions and so are v and q . Further, v ∈ P−[−k+ n
p
] and q ∈ P−[−k+ n
p
]−1. In the
remaining of the proof we shall write v, q instead of U and P . From (48) we have also the identity
v = −v∗ + 2xn∇u∗n + x2n∇q∗ = −v∗ + xn∇R∗ − xnq∗en,
q = q∗ + 2xn∂nq∗ + 4∂nu∗n = −q∗ + 2∂nR∗.
Now, we set
v1 = v+ + v−n en, v2 = v− + v+n en.⊥ ⊥
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v1 = −12xn∇R
− + 1
2
R−en,
q+ = −∂nR−.
On the other hand, a decomposition of the system
−v + ∇q = 0,
divv = 0
into odd and even parts with respect to xn yields the two additional equations (the other resulting equations are
automatically fulfilled):
−v2 + ∇q− = 0,
divv2 = 0.
Setting π = Πq− ∈ P−[−k+ n
p
]+1, one deduces easily that the vector polynomial function κ = v2 − ∇π is harmonic
and, thus, belongs to (P−[−k+ n
p
])
n
. Since in addition π = ∂nπ = 0 at xn = 0, κ belongs to (A−[ n
p
−k])
n
. Furthermore
∂nκn = ∂nu+n − ∂2nπ = u+n +⊥π − q− = 0 at xn = 0,
since π = p−. Hence, κn ∈ A−[−k+ n
p
] ∩ M−[−k+ n
p
] = {0}. Necessarily κn = 0 and κ = κ ′. Moreover, since divκ =
−π , we deduce that π = −Π(div⊥ κ ′) and q− = −div⊥ κ ′. We conclude that v2 = κ ′ − ∇[Π div⊥ κ]. Proof of
Proposition 4.2 ends by setting Φ = 12κ ′ + 12R−en. 
4.2. The Stokes equations with slip conditions
Here, we deal with the Stokes system when slip conditions are set on the boundary: find (u,p) such that
(S2)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u+ ∇p = f in Rn+,
divu = h in Rn+,
un = g at xn = 0,
∂nu⊥ = w⊥ at xn = 0.
Before tackling with this problem, let us introduce the corresponding null space defined for all k ∈ Z and p > 1 as
S
+,p
k,n =
{
(v, q) ∈ W 1,p−k
(
Rn+
)n ×W 0,p−k (Rn+), −v + ∇q = 0, divv = 0, vn = 0 and ∂nv⊥ = 0 at xn = 0}.
The following proposition gives a characterization of this space:
Proposition 4.5. The space S +,pk,n is formed of all the polynomial pairs of the form
λ = Φ − ∇Π(divΦ),
μ = −divΦ, (51)
where Φ ∈ (M−[−k+ n
p
])
n−1 × A−[−k+ n
p
].
Now, we state the following
Theorem 4.6. Let be k ∈ Z and p > 1 satisfying (36). For any f ∈ W 0,pk+1(Rn+)n, h ∈ W 1,pk+1(Rn+), g ∈ W
1+ 1
p′ ,p
k+1 (Rn−1)
and w⊥ ∈ W
1
p′ ,p
k+1 (Rn−1)n−1, the problem (S2) admits a solution in W
2,p
k+1(R
n+)n × W 1,pk+1(Rn+) if and only if for any
Φ ∈ (M−[−k+ n′ ])
n−1 × A−[ n′ −k] one hasp p
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When it exists, the solution is unique up to elements of S +,p−k,n and depends continuously on the data. Moreover,
• if f ∈ Wm−1,pm+k (Rn+)n, h ∈ Wm,pm+k(R+), g ∈ W
m+1− 1
p
,p
m+k (Rn−1), and w⊥ ∈ W
m− 1
p
,p
m+k (Rn−1)n−1 where m 1 is an
integer, then u belongs to Wm+1,pm+k (R
n+)n ×Wm,pm+k(Rn+);
• if h = 0, g = 0, w⊥ = 0 and f ∈ W 1k+1(Rn+)n, then a solution (u, q) of (S2) is given by
q˙ = −1,divk,p f,
u = u⊥ + unen, (53)
where u⊥ and un are solutions of the Poisson problems
−u⊥ = f⊥ − ∇⊥q in Rn+, ∂nu⊥ = 0 at xn = 0, (54)
−un = f − ∂nq in Rn+, un = 0 at xn = 0. (55)
Remark. If h = 0, then Theorem 4.6 remains valid even though n
p
= −k + 2 and k  1.
Proof of Theorem 4.6: Existence, uniqueness and regularity for the problem (S2). Firstly, observe that compati-
bility condition (52) stems from a simple integration by parts (as in the proof of Theorem 4.3). Observe also that, by
virtue of Proposition 3.10 one can suppose without loss of generality that h = 0, g = 0 and w⊥ = 0.
The rest of the proof is based on the reflection principle (see, e.g., [19]). Let F ∈ W 0,pk+1(Rn)n be the extension of f
to the whole space defined as
F =
{
f in Rn+,
f ∗⊥ − f ∗n en in Rn−.
Now, notice that for any (λ,μ) ∈ S−[−k+n/p′], the pair (λ+⊥ + λ−n en,μ+) belongs to S+,p
′
k,n . Therefore,
(F,λ)Rn = 2
(
f⊥, λ+
)
Rn+
+ 2(fn,λ−n )Rn+ = 0.
According to Proposition 4.1, there exists a pair (U,P ) in W 2,pk+1(Rn)n ×W 1,pk+1(Rn) verifying
−U + ∇P = F in Rn, divU = 0 in Rn.
We set
u = 1
2
U+⊥ +
1
2
U−n en, p =
1
2
P+.
The pair (u,p) belongs to W 2,pk+1(R
n+)n × W 1,pk+1(Rn+). An elementary calculation shows that (u,p) is the solution
of (S2).
Another way for proving the existence of solution of (S2) consists to choose q such
q˙ = −1,divk,p f
and then to choose u⊥ and un solutions of the Poisson problems (54) and (55), respectively.
The regularity of solutions can be showed as in the proof of Theorem 4.3. 
Proof of Proposition 4.5: The null space of the Stokes operator with a slip condition. The proof of Proposition 4.5
is also based on the reflection principle. Let (λ,μ) ∈ S +,pk,n and set
U =
{
λ in Rn+,
λ∗ − λ∗e in Rn , P =
{
p in Rn+,
p∗ in Rn .⊥ n n − −
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polynomial. Moreover, necessarily
λ⊥(x) = λ∗⊥(x), λn = −λ∗n, p = p∗.
Thus, λ−⊥ = 0, λ+n = 0 and p− = 0. We set q = Πp+. Then, (−λ + ∇q) = 0. Thus λ = ∇q + Φ where Φ is
a harmonic polynomial. Necessarily Φ ∈ (M−[−k+ n
p
])
n−1 × A−[−k+ n
p
]. The proof of Proposition 4.5 is ended by
observing that divΦ = −q = −p since divλ = 0. 
5. The bilaplacian equation
Our task in this last section is to treat the biharmonic equation:
(B)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Find u solution of
2u = f in Rn+,
u = g at xn = 0,
∂nu = h at xn = 0.
(56)
Here g and h two functions given on the boundary. As for the Stokes problem, we start with a description of solutions
when the data is zero. Namely, for any integer k ∈ Z, we denote by B+,pk,n the space of all functions u in W 3,p−k+1(Rn+)
solution of
2u = 0 in Rn+, u = ∂nu = 0 at xn = 0. (57)
Proposition 5.1. Let k ∈ Z and p be a real with p > 1. The space B+,pk,n is composed of all the polynomial functions
of the form
w = Πμ, (58)
where μ ∈ P−[−k+ n
p
]−1. In particular, if k < np , then B
+,p
k,n = {0}.
We now state the theorem
Theorem 5.2. Let k be an integer in Z and p > 1 satisfying (36). Then, for any function f ∈ W−1,pk+1 (Rn+), g ∈
W
3− 1
p
,p
k+1 (Rn−1) and h ∈ W
2− 1
p
,p
k+1 (Rn−1), the problem (B) admits a solution in W
3,p
k+1(R
n+) if and only if
∀μ ∈ P−[−k+ n
p′ ]−1
, 〈f,Πμ〉Σ + (h,μ)Σ − (g, ∂nμ)Σ = 0. (59)
When it exists, the solution is unique in W 3,pk+1(R
n+)/B
+,p
−k,n and depends continuously on the data. Moreover,
• if f ∈ Wm−1,pm+k+1(Rn+), g ∈ W
m+3− 1
p
,p
m+k+1 (Rn−1) and h ∈ W
m+2− 1
p
,p
m+k+1 (Rn−1), where m  1 is an integer, then u be-
longs to Wm+3,pm+k+1(R
n+);
• if h = 0, g = 0 and f ∈ W 0,pk+2(Rn+), then u is of the form
u =
(
ψ3 − xn ∂ψ3
∂xn
)
+ xnψ4, (60)
where ψ3 ∈ W 3,pk+1(Rn+) and ψ4 ∈ W 2,pk+1(Rn+) are solutions of the Poisson problems
ψ3 =  in Rn+, ψ3 = 0 at xn = 0, (61)
ψ4 = ∂ in Rn+, ψ4 = 0 at xn = 0, (62)∂xn
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 = ψ2 − ∂ψ1
∂xn
,
with ψ1 ∈ W 2,pk+1(Rn+) and ψ2 ∈ W 1,pk+1(Rn+) solutions of the homogeneous Dirichlet–Poisson problems
ψ1 = xnf in Rn+, ψ1 = 0 at xn = 0, (63)
ψ1 = 2f + xn ∂f
∂xn
in Rn+, ψ1 = 0 at xn = 0. (64)
Proof of Proposition 5.1: Description of the biharmonic null space. Let w ∈ W 3,p−k+1(Rn+) be an element of B+,pk,n .
We set v = w ∈ W 1,p−k+1(Rn). Multiplying the identity v = 0 by r , r being an arbitrary element of A−[k+ n
p′ ]+1
, and
integrating by parts yields
∀r ∈ A−[k+ n
p′ ]+1
,
∫
Σ
v∂nr dx⊥ = 0.
Since the mapping r → ∂nr is one-to-one from A−[k+ n
p′ ]+1
into M−[k+ n
p′ ]
we deduce that
∀θ ∈ M−[k+ n
p′ ]
,
∫
Σ
v.θ dx⊥ = 0.
Hence, owing to Theorem 3.6 there exists a function q ∈ W 2,p−k+1(Rn+) solution of the Neumann problem
q = 0 in Rn+, ∂nq = v at xn = 0.
Thus
(−v + ∂nq) = 0 in Rn+, −v + ∂nq = 0 at xn = 0.
Hence, there exists a polynomial function  in A−[−k+ n
p
]−1 such that
−v + ∂nq = .
Setting vn = w +Π gives
−vn + ∂nq = 0.
On the other hand, let v⊥ ∈ W 3,pk+1(Rn+)n−1 be solution of the Dirichlet problem
v⊥ = ∇⊥q in Rn+, v⊥ = 0 at xn = 0.
The pair (v = v⊥ + vnen, q) verifies
−v + ∇q = 0 in Rn+.
Furthermore, we have (divv) = 0 in Rn+ and divv = 0 at xn = 0. It follows that divv ∈ A−[−k+ n
p
]. We set s = divv,
λ = v − ∇(Πs) and θ = q − s. The pair (λ, θ) belongs to S+,pk+1,n. Proposition 4.2 implies that there exists a function
Φ ∈ (A−[−k+ n
p
]+1)
n such that
λ = Φ − ∇Π(divΦ). (65)
Thus,
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= Φn − ∂nΠ(divΦ)+ ∂nΠs −Π
= Φn −Π(∂n div⊥ Φ)− 12∂n(xnΦn)+Π∂ns −Π
= 1
2
Φn − xn2 ∂nΦn −Π(∂n div⊥ Φ − ∂ns + )
= Π(−∂2nΦn − ∂n div⊥ Φ + ∂ns − ).
In the last calculus, use was made of property (2).
Setting μ = −∂2nΦn − ∂n div⊥ Φ + ∂ns −  completes the proof of Proposition 5.1. 
Proof of Theorem 5.2: Existence, uniqueness and regularity. Conditions (59) are obtained after a multiplication
of (B) by an arbitrary function v in B+,p
′
k,n and the use of Proposition 5.1. Let us prove existence. Firstly, without loss
of generality, we can suppose that g = 0 and h = 0.
According to Lemma 3.8, we can find a function  ∈ W 1,pk+1(Rn+) such
 = f.
Let us construct this function  explicitly when f ∈ W 0,pk+2(Rn+). Let q be an arbitrary function in A−[−k+ n
p′ ]
. Using
the identities
Π
(
∂q
∂xn
)
= 1
2
xnq, Π
(
∂2q
∂2xn
)
= 1
2
(
xn
∂q
∂xn
− q
)
,
and (59) we deduce that
〈xnf, q〉 = 0,
〈
2f + xn ∂f
∂xn
, q
〉
= 0.
Let ψ1 ∈ ˚W 1,pk (Rn+)∩W 2,pk+1(Rn+) and ψ2 ∈ ˚W 1,pk+1(Rn+) be solutions of the problem
ψ1 = xnf ∈ Rn+, ψ2 = 2f + xn
∂f
∂xn
.
We set
 = ψ2 − ∂nψ1.
Then,  ∈ W 1,pk+1(Rn+) and  = f .
Now, observe that necessarily  ∈ W 1,pk+1(Rn+) ⊥ A−[−k+ n
p′ ]−1
. Indeed, for each polynomial function q in
A−[−k+ n
p′ ]−1
one has
(, q) = (,Πq) = (f,Πq) = 0.
By the same we prove that ∂n ∈ W 0,pk+1(Rn+) ⊥ A−[−k+ n
p′ ]
. Hence, we can introduce two functions ψ3 ∈ ˚W 3,pk+1(Rn+)
and ψ4 ∈ W 2,pk+1(Rn+)∩ ˚W 1,pk (Rn+) such that
ψ3 =  and ψ4 = ∂n.
We set
u = xn(ψ4 − ∂nψ3)+ψ3 ∈ W 2,pk
(
Rn+
)
.
An elementary calculus shows that u is solution of (B). Moreover, u ∈ W 3,pk+1(Rn+) since u = + 2(∂nψ4 − ∂2nψ3) ∈
W
1,p
k+1(R
n+).
Starting over the proof with f ∈ Wm−1,pm+k+1(Rn+) for some integer m  1 and using the regularity result in Theo-
rems 3.6 and 3.7, one deduces easily that u belongs to Wm+2,pm+k+1(R
n+). 
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The main difficulty in approximating partial differential equations in the half-space is the endless of the domain.
Reviewing the available methods for solving PDEs in unbounded geometries, one can mainly distinguish three fami-
lies; boundary elements methods which rely on a integral representation of the problem (see [16,25,26,31] and [32]),
artificial boundary methods (see, e.g., [4,5]) and expansion methods which rely on a partial or a total development
of the solution into converging series (see [6,13,14,18] and [22,23]). In [12], the author introduced a new numerical
method, called inverted finite element method (IFEM). This method is based on an adequate discretization of the
weighted space to which the solution belongs. IFEM is without any use of artificial boundaries or conditions.
In the sections before, we proved that each one of the Stokes and the biharmonic systems studied here can be broken
down into of three or four Poisson-like equations. This splitting is of a great importance in computing solutions of
these problems since it reduces their approximation to the use of numerical solvers of the Poisson equation. The full
details of the solving of such an equation by IFEM are given in Boulmezaoud [12]. The approximation of the Stokes
equations is at the heart of a forthcoming paper (see Abada and Boulmezaoud [1]).
Let us discuss briefly the main ideas of the IFEM method. The typical problem we consider is the following:
Find u ∈ W such that a(u, v) = (v), ∀v ∈ W, (66)
where W is a weighted Sobolev space of functions defined on an unbounded domain Ω . In Boulmezaoud [12], it is
proven throughout several examples that Poisson equation as well as several other equations can be written into this
form when p = 2. The usual assumptions of Lax–Milgram theorem are in addition satisfied.
As in usual Galerkin methods, the discrete problem writes into the form
Find uh ∈ Wh such that a(uh, vh) = (vh), ∀vh ∈ Wh, (67)
where Wh is a finite dimensional space approximating the space W . Let us sketch the constructing of the space
Wh using the inverted elements method. Suppose first that Ω can be partitioned into a bounded domain Ω0 and
an unbounded domain Ω∞. We set Γ = Ω0 ∩ Ω∞. Let φ be a continuous bijection (typically an inversion) which
transforms Ω∞ into a bounded domain Ω∗ ⊂ Rn\Ω∞ such that
Ω∗ ∩Ω∞ = Ω0 ∩Ω∞ = Γ
and
∀x ∈ Γ, φ(x) = x.
Consider also a map Λφ which associates to each function u defined on Ω∞, the function Λφu defined on Ω∗ by
∀x ∈ Ω∗, Λφu(x) = ρ(x)u
(
φ(x)
)
,
where ρ is a fixed function, not depending on u.
Now, let
⋃
K∈T 0h K and
⋃
K∈T ∗h K be two triangulations of Ω0 and Ω∗, respectively. The space Wh is typically of
the form
Wh =
{
u ∈ W ∣∣ u|K ∈ PK, ∀K ∈ T 0h and (Λφu)|K ∈ P ∗K, ∀K ∈ T ∗h },
where for each element K , PK (respectively P ∗K ) is a finite dimensional space of polynomial functions defined on K .
Notice that P ∗K could have a special form when the origin belongs to K (since ψ maps ∞ into the origin).
In practice, the construction of the mapping φ is not trivial since the domains Ω0 and Ω∗ are often polygonal. The
reader can consult again [12] where polygonal inversions are introduced especially to overcome this difficulty. The
mathematical foundation, the convergence of the method and its efficiency are investigated in details in that paper.
Finally, it is worth noting that a mixed formulation of the Stokes problem of type Babuska–Brezzi is also possible,
and the use of inverted finite elements remain possible. We are planning to deal with this question in the near future.
Comments. The use of weighted Sobolev spaces combined with the reflection principle simplifies considerably the
study of the Stokes and the biharmonic systems in the half-space of Rn. It is worth noting that most of the results of
this paper can be extended easily to critical values of n/p and n/p′ (see conditions (13), (33) and (36)) by adding a
logarithmic weight in the definition of the spaces Wm,pk (R
n+) (see, e.g., Giroire [25] or Amrouche et al. [3]).
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Proof of Lemma 3.1. Let ψ ∈ D(Rn) such that ψ = 1 if 〈x〉 1, and ψ = 0 if 〈x〉 2. We define (ψk)k by ψk(x) =
ψ(x
k
). Let u = (u1, u2, . . . , un) ∈ Hpα (div;Rn) and set uk = Ψku = (uk,1, uk,2, . . . , uk,n). Then uk ∈ Hpα (div;Rn) and
‖uk − u‖p
H
p
α (div;Rn+) =
∥∥〈x〉α(uk − u)∥∥pLp(Rn+) + ∥∥〈x〉α+1 div(uk − u)∥∥pLp(Rn+)
= I (1)k (u)+ I (2)k (u),
where
I
(1)
k (u) =
n∑
i=1
∫
〈x〉k
〈x〉αp|ui |p dx +
∫
〈x〉k
〈x〉p(α+1)|divu|p dx,
I
(2)
k (u) =
n∑
i=1
∫
k〈x〉2k
〈x〉αp∣∣(ψk − 1)ui∣∣p dx +
∫
k〈x〉2k
〈x〉p(α+1)∣∣div((ψk − 1).u)∣∣p dx.
It is quite clear that limk→+∞ I (1)k (u) = 0. On the other hand, we have
I
(2)
k (u)
n∑
i=1
∫
k〈x〉2k
〈x〉αp|ui |p dx +
∫
k〈x〉2k
〈x〉p(α+1)|divu|p dx +
∫
k〈x〉2k
〈x〉(α+1)p|∇ψk.u|p dx

n∑
i=1
∫
k〈x〉2k
〈x〉pα|ui |p dx +
∫
k〈x〉2k
〈x〉p(α+1)|divu|p dx + 1
k
∫
k〈x〉2k
〈x〉p(α+1)|u|p dx

n∑
i=1
∫
k〈x〉2k
〈x〉αp|ui |p dx +
∫
k〈x〉2k
〈x〉p(α+1)|divu|p dx.
Hence, limk→+∞ I (2)k (u) = 0 and uk converges strongly to u in Hpα (div;Rn+). We conclude that the set of functions
with compact supports from the space Hpα (div;Rn) is dense in the space Hpα (div;Rn). In addition, if u ∈ Hpα (div;Rn)
and has a compact support, then there exists (ϕk)k in D(Rn) such that ‖ϕku‖Hpα (div;Rn) → 0 as k → +∞. This ends
the proof. 
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