We develop a new method for proving explicit approximation lower bounds for TSP problems with bounded metrics improving on the best up to now known bounds. They almost match the best known bounds for unbounded metric TSP problems. In particular, we prove the best known lower bound for TSP with bounded metrics for the metric bound equal to 4.
Introduction
We give first the basic definitions and an overview of the known results.
Traveling Salesperson (TSP) Problem
We are given a metric space (V, d) and the task consists of constructing a shortest tour visiting each vertex exactly once.
The TSP problem in metric spaces is one of the most fundamental NP-hard optimization problems. The decision version of this problem was shown early to be NP-complete by Karp [K72] . Christofides [C76] gave an algorithm approximating the TSP problem within 3 2, i.e., an algorithm that produces a tour with length being at most a factor 3 2 from the optimum.
As for lower bounds, a reduction due to Papadimitriou and Yannakakis [PY93] and the PCP Theorem [ALM + 98] together imply that there exists some constant, not better than 1 + 10 −6 , such that it is NP-hard to approximate the TSP problem with distances either one or two. For discussion of bounded metrics TSP, see also [T00] . This hardness result was improved by Engebretsen [E03] , who proved that it is NP-hard to approximate the TSP problem restricted to distances one and two with an approximation factor better than 5381 5380 (1.00018). Böckenhauer and Seibert [BS00] studied the TSP problem with distances one, two and three, and obtained an approximation lower bound of 3813 3812 (1.00026). Then, Papadimitriou and Vempala [PV06] showed that approximating the general problem with a constant approximation factor better than 220 219 (1.00456) is NP-hard. Recently, this bound was improved to 185 184 (1.00543) by Lampis [L12] .
The restricted version of the TSP problem, in which the distance function takes values in {1, . . . , B}, is referred to as the (1, B)-TSP problem.
The (1, 2)-TSP problem can be approximated in polynomial time with an approximation factor 8 7 due to Berman and Karpinski [BK06] .
On the other hand, Engebretsen and Karpinski [EK06] proved that it is NPhard to approximate the (1, B)-TSP problem with an approximation factor less than 741 740 (1.00135) for B = 2 and 389 388 (1.00257) for B = 8.
In this paper, we prove that the (1, 2)-TSP and the (1, 4)-TSP problem are NPhard to approximate with an approximation factor less than 535 534 and 337 336, respectively.
Asymmetric Traveling Salesperson (ATSP) Problem
We are given an asymmetric metric space (V, d), i.e., d is not necessarily symmetric, and we would like to construct a shortest tour visiting every vertex exactly once.
The best known algorithm for the ATSP problem approximates the solution within O( log n log log n), where n is the number of vertices in the metric space [AGM + 10] .
On the other hand, Papadimitriou and Vempala [PV06] proved that the ATSP problem is NP-hard to approximate with an approximation factor less than 117 116 (1.00862).
It is conceivable that the special cases with bounded metric are easier to approximate than the cases when the distance between two points grows with the size of the instance. Clearly, the (1, B)-ATSP problem, in which the distance function is taking values in the set {1, . . . , B}, can be approximated within B by just picking any tour as the solution.
When we restrict the problem to distances one and two, it can be approximated within 5 4 due to Bläser [B04] .
Furthermore, it is NP-hard to approximate this problem with an approximation factor better than 321 320 [BK06] .
For the case B = 8, Engebretsen and Karpinski [EK06] constructed a reduction yielding the approximation lower bound 135 134 for the (1, 8)-ATSP problem.
In this paper, we prove that it is NP-hard to approximate the (1, 2)-ATSP and the (1, 4)-ATSP problem with an approximation factor less than 207 206 and 141 140, respectively.
Maximum Asymmetric Traveling Salesperson (MAX-ATSP) Problem
We are given a complete directed graph G and a weight function w assigning each edge of G a nonnegative weight. The task is to find a tour of maximum weight visiting every vertex of G exactly once .
This problem is well-known and motivated by several applications (cf. [BGS02] ). A good approximation algorithm for the MAX-ATSP problem yields a good approximation algorithm for many other optimization problems such as the Shortest Superstring problem, the Maximum Compression problem and the (1, 2)-ATSP problem.
The MAX-(0, 1)-ATSP problem is the restricted version of the MAX-ATSP problem, in which the weight function w takes values in the set {0, 1}.
Vishwanathan [V92] constructed an approximation preserving reduction proving that any (1 α)-approximation algorithm for the MAX-(0, 1)-ATSP problem problem transforms in a (2−α)-approximation algorithm for the (1, 2)-ATSP problem. Due to this reduction, all negative results concerning the approximation of the (1, 2)-ATSP problem imply hardness results for the MAX-(0, 1)-ATSP problem.
Since the (1, 2)-ATSP problem is APX-hard [PY93] , there is little hope for polynomial time approximation algorithms with arbitrary good precision for the MAX-(0, 1)-ATSP problem. Due to the explicit approximation lower bound for the (1, 2)-ATSP problem given in [EK06] , it is NP-hard to approximate the MAX-(0, 1)-ATSP problem with an approximation factor less than 320 319.
The best known approximation algorithm for the restricted version of this problem is due to Bläser [B04] and achieves an approximation ratio 5 4.
For the general problem, Kaplan et al. [KLS + 05] designed an algorithm for the MAX-ATSP problem yielding the best known approximation upper bound of 3 2.
On the approximation hardness side, Karpinski and Schmied [KS11] constructed a reduction yielding the approximation lower bound 208 207 for the MAX-ATSP problem.
In this paper, we prove that approximating the MAX-(0, 1)-ATSP problem with an approximation ratio less than 206 205 is NP-hard.
Overview of Known Explicit Approximation Lower Bounds and Our Results
(1, 
Preliminaries
In this section, we define the abbreviations and notations used in this paper.
Given a natural number k and a finite set V , we use the abbreviation [k] for {1, . . . , k} and
In the remainder, we specify a tour
Given a tour σ in (V, d), the length of a tour ℓ(σ) is defined by
Analogously, given a metric space
In order to specify, an instance (V, d) of the (1, 2)-ATSP problem, it suffices to identify the arcs a ∈ V × V with weight one. The same instance is specified by a directed graph D = (V, A), where a ∈ A if and only if d(a) = 1. Analogously, in the (1, 2)-TSP problem, an instance is completely specified by a graph G = (V, E).
In the remainder, we refer to an arc and an edge with weight x ∈ N as a x-arc and x-edge, respectively.
Related Work

Hybrid Problem
Berman and Karpinski [BK99] , see also [BK01] and [BK03] introduced the following Hybrid problem and proved that this problem is NP-hard to approximate with some constant. (iii) It is NP-hard to decide which of the two cases in item (ii) above holds.
Definition 1 (Hybrid problem
The instances of the Hybrid problem produced in Theorem 1 have an even more special structure, which we are going to describe. The equations containing three variables are of the form x⊕y ⊕z = {0, 1}. These equations stem from the Theorem of Håstad [H01] dealing with the hardness of approximating equations with exactly three variables. We refer to it as the MAX-E3-LIN problem, which can be seen as a special instance of the Hybrid problem.
Theorem 2 (Håstad [H01] 
All variables in V x are connected by equations of the form x i ⊕ x i+1 = 0 with i ∈ [7t x − 1] and x 1 ⊕ x 7tx = 0. In addition to it, there exists equations of the form x i ⊕ x j = 0 with {i, j} ∈ M x , where M x defines a perfect matching on the set of checker variables. In the remainder, we refer to this construction as the circle C x containing the variables x ∈ V x . Let E 3 be an instance of the MAX-E3-LIN problem and H be its corresponding instance of the Hybrid problem. We denote by V (E 3 ) the set of variables which occur in the instance E 3 . Then, H can be represented graphically by V (E 3 ) circles C x with x ∈ V (E 3 ) containing the variables V (C x ) = {x 1 , . . . , x tx } as vertices.
The edges are identified by the equations included in H. The equations with exactly three variables are represented by hyperedges e with cardinality e = 3. The equations x i ⊕ x i+1 = 0 induce a cycle containing the vertices {x 1 , . . . , x tx } and the matching equations x i ⊕ x j = 0 with {i, j} ∈ M x induce a perfect matching on the set of checker variables. An example of an instance of the Hybrid problem is depicted in Figure 3 .
In summary, we notice that there are four type of equations in the Hybrid problem (i) the circle equations and (iv) equations with three variables of the form x ⊕ y ⊕ z = {0, 1}.
In the remainder, we may assume that equations with three variables are of the form x⊕y ⊕z = 0 orx⊕y ⊕z = 0 due to the transformationx⊕y ⊕z = 0 ≡ x⊕y ⊕z = 1.
Approximation Hardness of TSP Problems
Reducing the Hybrid Problem to the (1, 2)-(A)TSP Problem Engebretsen and Karpinski [EK06] constructed an approximation preserving reduction from the Hybrid problem to the (1, 2)-ATSP problem to prove explicit approximation lower bounds for the latter problem. They introduced graphs (gadgets), which simulate variables, equations with two variables and equations with three variables. In particular, the graphs corresponding to equations of the form x ⊕ y ⊕ z = 0 and to variables are displayed in Figure 4 For the graph corresponding to an equation with three variables, they proved the following statement.
Proposition 1 ([EK06]). There is a Hamiltonian path from s c to s c+1 in Figure 4 (a) if and only if an even number of ticked edges is traversed.
A similar reduction was constructed in order to prove explicit approximation lower bounds for the (1, 2)-TSP problem. The corresponding graphs are depicted in Figure 5 . The graph contained in the dashed box in Figure 5 (b) will play a crucial role in our reduction and we refer to it as parity graph. In particular, our variable gadget consists only of a parity graph.
In the reduction of the (1, 2)-TSP problem, the following statement was proved for the graph corresponding to equations of the form x ⊕ y ⊕ z = 0.
Proposition 2 ([EK06]
). There is a simple path from s c to s c+1 in Figure 5 The former mentioned reductions combined with Theorem 1 yield the following explicit approximation lower bounds.
Theorem 3 ([EK06]).
It is NP-hard to approximate the (1, 2)-ATSP and the (1, 2)-TSP problem with an approximation ratio less than 321 320 (1.00312) and 741 740 (1.00135), respectively.
Explicit Approximation Lower Bounds for the MAX-ATSP problem
By replacing all edges with weight two of an instance of the (1, 2)-ATSP problem by edges of weight zero, we obtain an instance of the MAX-(0, 1)-ATSP problem, which relates the (1, 2)-ATSP problem to the MAX-ATSP problem in the following sense. 
Our Contribution
We now formulate our main results. 
we can construct in polynomial time an assignment ψ σ to the variables of H that leaves at most u equations in H unsatisfied.
The former theorem can be used to derive an explicit approximation lower bound for the (1, 2)-ATSP problem by reducing instances of the Hybrid problem of the form described in Theorem 1 to the (1, 2)-ATSP problem.
Corollary 2. It is NP-hard to approximate the (1, 2)-ATSP problem with an approximation factor less than 207 206 (1.00485).
Proof. Let E 3 be an instance of the MAX-E3-LIN problem. We define k to be the minimum number of occurences of a variable in E 3 . According to Theorem 2, we may choose δ > 0 such that
206 − ǫ holds. Given an instance E 3 of the MAX-E3-LIN problem with δ ′ ∈ (0, δ), we generate the corresponding instance H of the Hybrid problem. Then, we construct the corresponding instance D H of the (1, 2)-ATSP problem with the properties described in Theorem 5. We conclude according to Theorem 1 that there exist a tour in D H with length at most
or the length of a tour in D H is bounded from below by
From Theorem 1, we know that the two cases above are NP-hard to distinguish. Hence, for every ǫ > 0, it is NP-hard to find a solution to the (1, 2)-ATSP problem with an approximation ratio
Analogously, we derive the following statement.
Corollary 3. It is NP-hard to approximate the (1, 4)-ATSP problem with an approximation factor less than 141 140 (1.00714).
For the symmetric version of the problems, we construct reductions from the Hybrid problem with similar properties. 
Analogously, we combine the former theorem with the explicit approximation lower bound for the Hybrid problem of the form described in Theorem 1 yielding the following approximation hardness result.
Corollary 4.
It is NP-hard to approximate the (1, 2)-TSP and the (1, 4)-TSP problem with an approximation factor less than 535 534 (1.00187) and 337 336 (1.00297), respectively.
From Theorem 4 and Corollary 2, we obtain the following explicit approximation lower bound.
Corollary 5. It is NP-hard to approximate the MAX-(0, 1)-ATSP problem with an approximation factor less than 206 205 (1.00487).
Approximation Hardness of the (1, 2)-ATSP problem
Before we proceed to the proof of Theorem 5 (i), we describe the reduction from a high-level view and try to build some intuition.
Main Ideas
As mentioned above, we prove our hardness results by a reduction from the Hybrid problem. Let E 3 be an instance of the MAX-E3-LIN problem and H the corresponding instance of the Hybrid problem. Every variable x l in the original instance E 3 introduces an associated circle C l in the instance H as illustrated in Figure 3 . c ≡ x ⊕ y ⊕ z = 0. These graphs are connected and build the outer loop of D H . The whole construction is illustrated in Figure 6 . The outer loop of the tour checks whether the 0 1-traversals of the parity graphs correspond to an satisfying assignment of the equations with three variables. If an underlying equation is not satisfied by the assignment defined via 0 1-traversal of the associated parity graph, it will be punished by using a costly 2-arc.
Constructing D H from a Hybrid Instance H
Given a instance of the Hybrid problem H, we are going to construct the corre-
For every type of equation in H, we will introduce a specific graph or a specific way to connect the so far constructed subgraphs. In particular, we will distinguish between graphs corresponding to circle equations, matching equations, circle border equations and equations with three variables. First of all, we introduce graphs corresponding to the variables in H.
Variable Graphs
Let H be an instance of the hybrid problem and C l a circle in H. For every variable x l i in the circle C l , we introduce the parity graph P 
Matching and Circle Equations
Let H be an instance of the hybrid problem, C l a circle in H and M l the associated perfect matching. Furthermore, let x l i ⊕ x l j = 0 with e = {i, j} ∈ M l and i < j be a matching equation. Due to the construction of H, the circle equations
= 0 are both contained in C l . Then, we introduce the associated parity . In addition to it, we connect the parity graphs
and P l e as depicted in Figure 8 . to b l+1 . Recall that x n also occurs in the equation g 3 c , which is an equation with three variables in H. This construction is illustrated in Figure 10 , where only a part of the corresponding graph D 3 c is depicted.
Graphs Corresponding to Equations with Three Variables
Let g 3 c ≡ x l i ⊕ xv l0 i v l i+1 v l1 i+1 v l0 i+1 v l1 i v k1 a v k0 a v k a v s1 b v s b v s0 b v 3 c v 1 c v 2 c Figure 9: The graph D 3 c corresponding to g 3 c ≡ x l i ⊕ x s j ⊕ x u k = 0 connected to graphs corresponding to x l i ⊕ x l i+1 = 0.
Graphs Corresponding to Circle Border Equations
Let C n be the last circle in H. Then, we set b n+1 = s 1 as s 1 is the starting vertex of the graph D 3 1 corresponding to the equation g 3 1 . This is the whole description of the graph D H .
Next, we are going to describe the associated tour σ φ in D H given an assignment to the variables in H.
Constructing the Tour σ φ from an Assignment φ
Let H be an instance of the Hybrid problem and D H = (V H , A H ) the corresponding instance of the (1, 2)-ATSP problem as defined in Section 5.2. Given an assignment φ ∶ V (H) → {1, 0} to the variables of H, we are going to construct the associated Hamiltonian tour σ φ in D H . In addition to it, we analyze the relation between the length of the tour σ φ and the number of satisfied equations by φ.
Let H be an instance of the Hybrid problem consisting of circles C 1 , C 2 , . . . , C m and equations with three variables g c , an even number of parity graphs has been traversed in the inner loop. In every situation, in which φ does not satisfy the underlying equation, the tour needs to use a 2-arc. This paths, consisting of 1-arcs, will be aligned by means of 2-arcs in order to build a Hamiltonian tour in D H . For each circle C l , we will have to use 2-arcs in order to obtain a Hamiltonian path from b l to b l+1 traversing all graphs associated with C l in some order except in the case when all variables in the circle have the same parity. Since we specify only a part of the tour σ φ we rather refer to a representative tour from a set of tours having the same length and the same specification.
In order to analyze the length of the tour in relation to the number of satisfied equation, we are going to examine the part of σ φ passing the graphs corresponding to the underlying equation and account the local length to the analyzed parts of the tour. Let us begin to describe σ φ passing through parity graphs associated to variables in H. 
Traversing Parity Graphs
Let x l i be a variable in H. Then, the tour σ φ traverses the parity graph P l i using the path v
. In the remainder, we call this part of the tour a φ(x l i )-traversal of the parity graph. In Figure 11 , we depicted the corresponding traversals of the graph P l i given the assignment φ(x l i ), where the traversed arcs are illustrated by thick arrows. In both cases, we associate the local length 2 with this part of the tour.
(a) (b)
Traversing Graphs Corresponding to Matching Equations
Let C l be a circle in H and
and the assignment φ, we are going to construct a tour through the corresponding parity graphs in dependence of φ. We begin with the case φ(x i )⊕φ(x i+1 ) = 0, φ(x i )⊕φ(x j ) = 0 and φ(x j )⊕φ(x j+1 ) = 0.
Case φ(x
In this case, we traverse the corresponding parity graphs as depicted in Figure 12 . In Figure 12 (a), we have φ(
In both cases, this part of the tour has local length 5.
The tour σ φ is pictured in Figure 13 (a) and (b) .
In the case φ( Figure 13 (a), we are forced to enter and leave the parity graph P l e via 2-arcs. So far, we associate the local length 6 with this part of the tour.
In Figure 13 (b), we have φ(
This part of the tour σ φ contains one 2-arc yielding the local length 6.
In dependence of φ, we traverse the corresponding parity graphs in the way as depicted in Figure 14 .
The situation, in which φ( Figure 14 (a) . On the other hand, if we have φ(x i ) = φ(x i+1 ) = 0 and φ(x j ) = 0 ≠ φ(x j+1 ), the tour is pictured in Figure 14 (b) . In both cases, we associate the local length 6. Figure 15 . In Figure 15 (a), we are given φ(
In both cases, we associate the local length 6 with this part of the tour.
In this case, we traverse the corresponding parity graphs as depicted in Figure 16 .
In Figure 16 (a), we notice that φ(
This part of the tour has local length 7.
In this case, we traverse the corresponding parity graphs as depicted in Figure 17 .
In Figure 17 (a), we have φ(
In this case, we traverse the corresponding parity graphs as depicted in Figure 18 . In Figure 18 (a), we have φ( 
local length 6.
In the final case, we traverse the corresponding parity graphs as depicted in Figure 19 . In Figure 19 (a), we notice that φ(
This part of the tour has local length 6.
Our analysis yields the following proposition. 
Traversing Graphs Corresponding to Equations with Three Variables
Let g 3 c ≡ x l i ⊕ x
Case φ(x
). Afterwards, the parity graph P l e will be traversed when the tour leads through the graph D 3 c . More precisely, it will use the path v 3 c → v l0 e → v l e → v l1 e → v 2 c . In Figure 22 , we illustrated this part of the tour.
In the other case φ(
i . Afterwards, the tour σ φ contains the arc (v 2 c , v 3 c ). In both cases, we associate the local length 1 with this part of the tour. Figure 23 . c . In both cases, we associate the local length 2 with this part of the tour.
We obtain the following proposition. 
Traversing Graphs Corresponding to Circle Border Equations
Let C l be a circle in H and x l 1 ⊕ x l n = 0 its circle border equation. Recall that the variable x l n is also included in an equation with three variables. We are going to describe the part of the tour passing through the graphs depicted in Figure 24 in dependence of the assigned values to the variables x l 1 and x l n . Let us start with the case φ( Figure 24 : Traversing Graphs Corresponding To Circle Border Equations. . Exemplary, we display the situation φ(x Figure 25 .
Case φ(x
In both cases, we associated the local length 2 with this part of the tour.
1 ). Due to the construction, we have to use 2-arcs to enter b l+1 and v l1 n as depicted in Figure 26 . In the other case, we have to use a 2-arc in order to leave the vertex b l . In addition, the tour contains the path
→ b l+1 . Hence, in both cases, we associate the local length 3 with this part of σ φ .
Constructing the Assignment ψ σ from a Tour σ
Let H be an instance of the Hybrid problem, D H = (V H , A H ) the associated instance of the (1, 2)-ATSP problem and σ a tour in D H . We are going to define the corresponding assignment ψ σ ∶ V (H) → {0, 1} to the variables in H. In addition to it, we establish a connection between the length of σ and the number of satisfied equations by ψ σ .
In order to define an assignment, we first introduce the notion of consistent tours in D H .
Definition 2 (Consistent Tour). Let H be an instance of the Hybrid problem and D H the associated instance of the (1, 2)-ATSP problem. A tour in D H is called consistent if the tour uses only 0 1-traversals of all in D H contained parity graphs.
Due to the following proposition, we may assume that the underlying tour is consistent.
Proposition 6. Let H be an instance of the Hybrid problem and D H the associated instance of the (1, 2)-ATSP problem. Any tour σ in D H can be transformed in polynomial time into a consistent tour σ ′ with ℓ(σ ′ ) ≤ ℓ(σ).
Proof. For every parity graph contained in D H , it can be seen by considering all possibilities exhaustively that any tour in D H that is not using the corresponding 0 1-traversals can be modified into a tour with at most the same number of 2-arcs. The less obvious cases are shown in Figure 51 (see 10. Figure Appendix) .
In the remainder, we assume that the underlying tour σ is consistent with all parity graphs in D H . Let us now define the corresponding assignment ψ σ given σ. 
We are going to analyze the local length of σ in dependence of the number of corresponding satisfied equations by ψ σ . In some cases, we will have to modify the underlying tour improving in this way on the number of satisfied equations by the corresponding assignment ψ σ . Let us start with the analysis.
Transforming σ in Graphs Corresponding to Matching Equations
Given the equations x i ⊕ x i+1 = 0, x i ⊕ x j = 0, x j ⊕ x j+1 = 0 and a tour σ, we are going to construct an assignment in dependence of σ. In particular, we analyze the relation between the length of the tour and the number of satisfied equations by ψ σ . 
Case
can be discussed analogously.
In both cases, we obtain the local length 5 for this part of σ while ψ σ satisfies all 3 equations.
we are able to transform the tour such that it uses the arcs (v l1 i , v l0 i+1 ) and (v l0 j+1 , v l1 j ). Due to the construction and our assumption, the tour cannot traverse the arcs (v
). Consequently, we have to use 2-arcs entering and leaving the parity graph P l e . The situation is displayed in Figure 28 (a). We associate only the cost of one 2-arc yielding the local length 6, which corresponds to the fact that ψ σ leaves the equation
Note that a similar situation holds in case of ψ σ ( Figure 28 (b) ). Figure 29 (a) . Due to the construction, we are able to transform σ such that it uses the arc (v . Hence, we are forced to use two 2-arcs increasing the cost by 2. All in all, we obtain the local length 6. ). This situation is depicted in Figure 30 (a). Notice that we are forced to use four 2-arcs in order to connect all vertices. Consequently, it yields the local length 7.
ψ σ (x i ) ⊕ ψ σ (x i+1 ) = 0, ψ σ (x i ) ⊕ ψ σ (x j ) = 0 and ψ σ (x j ) ⊕ ψ σ (x j+1 ) = 1: Let us start with the case ψ σ (x i ) = ψ σ (x i+1 ) = 1 and ψ σ (x j ) ≠ ψ σ (x j+1 ) = 0. The situation is displayed inThe case ψ σ (x i ) = ψ σ (x i+1 ) = 0 and ψ σ (x j ) ≠ ψ σ (x j+1 ) = 1 can be analyzed analo- gously (cf. Figure 29 (b)). A similar argumentation holds for ψ σ (x i ) ⊕ ψ σ (x i+1 ) = 1, ψ σ (x i ) ⊕ ψ σ (x j ) = 0 and ψ σ (x j ) ⊕ ψ σ (x j+1 ) = 0. 4. Case ψ σ (x i ) ⊕ ψ σ (x i+1 ) = 1, ψ σ (x i ) ⊕ ψ σ (x j ) = 0 and ψ σ (x j ) ⊕ ψ σ (x j+1 ) = 1: Given ψ σ (x i ) ≠ ψ σ (x i+1 ) = 0 and ψ σ (x j ) ≠ ψ σ (x j+1 ) = 0,
The case, in which
is displayed in Figure 30 (b) and can be discussed analogously.
Case
Then, we transform σ in such a way that we are able to use the arc (v
The corresponding situation is illustrated in Figure 31 (a) . In order to change the value of ψ σ (x j ), we transform the tour by traversing the parity graph P l j in the other direction and obtain ψ σ (x j ) = 1. This transformation induces a tour with at most the same cost. On the other hand, the corresponding assignment ψ σ satisfies at least 2 − 1 more equations since x l j ⊕ x l j−1 = 0 might get unsatisfied. In this case, we associate the local costs of 6 with σ.
In the other case, in which ψ σ ( 
holds, we may argue similarly. The transformation is depicted in Figure 32 (a) − (b).
we transform σ such that it traverses the parity graph P l j in the opposite direction meaning ψ σ (x j ) = 0 (cf. Figure 33 ). This transformation enables us to use the arc (v l0 j+1 , v l1 j ). Furthermore, it yields at least one more satisfied equation in H. In order to connect the remaining vertices, we are forced to use at least two 2-arcs. In summary, we associate the local length 7 with this situation in conformity with the at most 2 unsatisfied equations by ψ σ . 
If we are given a tour σ with ψ σ (x i ) ≠ ψ σ (x i+1 ) = 0 and ψ σ (x j ) ≠ ψ σ (x j+1 ) = 1, we obtain the situation displayed in Figure 34 (a) . By applying local transformations without increasing the length of the underlying tour, we achieve the scenario depicted in Figure 34 (b). We argue that the associated local length of the tour is 7. The case, in which
We obtain the following proposition. and v 1 c are connected via a 2-arc. We assign the local length 1 to this part of the tour.
Transforming σ in Graphs Corresponding to Equations With Three Variables
Let g 3 c ≡ x l i ⊕ x s j ⊕ x(a) v l0 i+1 v l1 i+1 v l0 i v l0 e v l e v l1 e v l i x 2 z 2 v l1 i v 2 c v 1 c v l i+1 (b) v l0 i+1 v l1 i+1 v l0 i v l0 e v l e v l1 e v l i x 2 v l1 i z 2 v 1 c v 2 c v l i+1 Figure 37: 3. Case ψ σ (x l i ) = 1, ψ σ (x l i+1 ) = 0 and ψ σ (x l i ) ⊕ ψ σ (x s j ) ⊕ ψ σ (x r k ) = 0 (a) v l e v l i+1 v l0 i v l1 e v l0 e v l i v l1 i v l0 i+1 x 2 v l1 i−1 2 y v 2 c v 1 c v l1 i+1 (b) v l e v l i+1 v l0 i v l1 e v l0 e v l i v l1 i v l0 i+1 x v l1 i−1 y 2 2 v 2 c v 1 c v l1 i+1 Figure 38: 3. Case ψ σ (x l i ) = 1, ψ σ (x l i+1 ) = 0 and ψ σ (x l i ) ⊕ ψ σ (x s j ) ⊕ ψ σ (x r k ) = 1.
Case ψ σ (x
Hence, it is possible to transform the tour such that it uses the path v 2 c → v l0 e → v l e → v l1 e → v 1 c and thus, the 0-traversal of the parity graph P l e as displayed in Figure 37 .
In the other case, namely
we will change the value of ψ σ (x l i ) achieving in this way at least 2 − 1 more satisfied equation. Let us examine the scenario in Figure 38 . The tour uses the 0-traversal of the parity graph P l e , which enables σ to pass the parity check in D 3 c . In both cases, we obtain the local length 2 in conformity with the at most one unsatisfied equation by ψ σ .
Case
k ) = 0 and the scenario depicted in Figure 39 (a), the tour will be modified such that the parity graphs P l i and P l e are traversed in the same direction. Since we have
we are able to uncouple the parity graph P l e from the tour through D 3 c without increasing its length. We display the transformed tour in Figure 39 (b) .
Assuming
k ) = 1 and the scenario depicted in Figure 40 (a), we transform σ such that the parity graph P l e is traversed when σ is passing through
c is a part of the tour. In addition,
we change the value of ψ σ (x l i ) yielding at least 2 − 1 more satisfied equations. The transformed tour is displayed in Figure 40 (b) .
In both cases, we associate the local length 2 with σ. On the other hand, ψ σ leaves at most one equation unsatisfied.
Transforming σ in Graphs Corresponding to Circle Border Equations
Let C l be a circle in H and x l 1 ⊕ x l n = 0 its circle border equation. Furthermore, let g 3 c ≡ x l n ⊕ x s j ⊕ x r k = 0 be an equation with three variables contained in H. We are going to transform a given tour σ passing through the graph corresponding to x l 1 ⊕ x l n = 0 such that it will have the local length 2 if x l 1 ⊕ x l n = 0 is satisfied by ψ σ and 3, otherwise. In each case, we modify σ such that it uses a ψ(x l n )-traversal of P l {1,n} . Afterwards, σ will be checked in D 3 c whether it passes the parity test. Let us begin with the analysis starting with the case ψ σ (x 1 ) = 0 and ψ σ (x n ) = 0.
Given this scenario, we may assume that (b l , v l1 n ) is contained in σ due to a simple modification. Then, we are going to analyze the situation depicted in Figure 42 (a). We transform σ in the way described in Figure 42 (b) . Afterwards, σ will be modified in D 3 c such that it uses a simple path in D 3 c failing the parity check.
The case, in which
, can be discussed similarly since σ passes the parity check by including the
→ v 2 c . In both cases, we associate the length 2 with this part of σ.
Case
→ v 2 c . Then, we transform the tour σ such that it contains the arc (v
n ) is included in the tour. Hence, σ contains a 2-arc to connect b l . The same holds for the vertex v l1 n . This situation is displayed in Figure 43 (a) .
We are going to invert the value of ψ σ (x l n ) such that ψ σ satisfies g 3 c and x l 1 ⊕x l n = 0. In this way, we gain at least 2 − 1 more satisfied equations. The corresponding transformation is pictured in Figure 43 (b) .
On the other hand, if we assume that Thus far, we are ready to give the proof of Theorem 5(i).
Proof of Theorem 5(i)
Let H be an instance of the Hybrid problem consisting of n circles C 1 , . . . , C n , m 2 equations with two variables and m 3 equations with three variables g 3 c with c ∈ [m 3 ]. Then, we construct in polynomial time the corresponding instance D H = (V (D H ), A(D H )) of the (1, 2)-ATSP problem as described in Section 5.2.
(a) Let φ be an assignment to the variables in H leaving u equations in H unsatisfied. According to Proposition 3 -5, it is possible to construct in polynomial time the tour σ φ with length ℓ(σ φ ) ≤ 3 ⋅ m 2 + (4 + 3 ⋅ 3) ⋅ m 3 + n + 1 + u.
(b) Let σ be a tour in D H with length ℓ(σ) = 3 ⋅ m 2 + 13 ⋅ m 3 + n + 1 + u. Due to Proposition 6 we may assume that σ uses only 0 1-traversals of every parity graph included in D H . According to Definition 3, we associate the corresponding assignment ψ σ with the underlying tour σ. Recall from Proposition 7 -9 that it is possible to convert σ in polynomial time into a tour σ ′ without increasing the length such that ψ σ ′ leaves at most u equations in H unsatisfied.
Approximation Hardness of the (1, 4)-ATSP Problem
In order to prove the claimed hardness results for the (1, 4)-ATSP problem, we use the same construction described in Section 5.2 with the difference that all arcs in parity graphs have weight 1, whereas all other arcs contained in the directed graph D H obtain the weight 2. The induced asymmetric metric space (V H , d H ) is given by V H = V (D H ) and distance function defined by the shortest path metric in D H bounded by the value 4. In other words, given x, y ∈ V H , the distance between x and y in V H is d H (x, y) = min{length of a shortest path from x to y in D H , 4}.
The only difficulty that remains is to prove that tours remain consistent. Thus, we have to prove that given a tour σ in V H , we are able to transform σ in polynomial time into a tour σ ′ , which uses only 0 1-traversals in parity graphs contained in D H , without increasing ℓ(σ). This statement can be proved by considering all possibilities exhaustively. Some cases are displayed in Figure 52 - Figure 54 .
We are ready to give the proof of Theorem 5 (ii).
Proof of Theorem 5 (ii)
Given H an instance of the Hybrid problem consisting of n circles C 1 , . . . , C n , m 2 equations with two variables and m 3 equations with three variables g 3 c with c ∈ [m 3 ], we construct in polynomial time the associated instance (V H , d) of the (1, 4)-ATSP problem. Given an assignment φ to the variables of H leaving u equations unsatisfied in H, then there exists a tour with length at most m 2 ⋅(2+2)+m 3 ⋅(3⋅4+2⋅4)+2⋅u+2(n+1). On the other hand, if we are given a tour σ in V H with length 4m 2 +20m 3 +2n+2+2⋅u, it is possible to transform σ in polynomial time into a tour σ ′ without increasing the length such that the associated assignment ψ σ ′ leaves at most u equations in H unsatisfied.
Approximation Hardness of the (1, 2)-TSP Problem
In order to prove Theorem 6 (i), we apply the reduction method used in Section 5 to the (1, 2)-TSP problem. As for the parity gadget, we use the graph depicted in Figure 45 with its corresponding traversals. The traversed edges are pictured by thick lines. Let H be an instance of the hybrid problem. Given a matching equation
On the other hand, if we are given a tour σ in G H with length 8 ⋅ m 2 + (3 ⋅ 8 + 3) ⋅ m 3 + 3n + 1, it is possible to transform σ in polynomial time into a tour σ ′ such that it uses 0 1-traversals of all contained parity graphs in G H without increasing the length. Some cases are displayed in Figure 50 . Moreover, we are able to construct in polynomial time an assignment to the variables of H, which leaves at most u equations in H unsatisfied.
Approximation Hardness of the (1, 4)-TSP Problem
In order to prove the claimed approximation hardness for the (1, 4)-TSP problem, we cannot use the same parity graphs as in the construction in the previous section since tours are not necessarily consistent in this metric. For this reason, we introduce the parity graph depicted in Figure 48 with the corresponding traversals. Figure 49 . In order to define the new instance of the (1, 4)-TSP problem, we replace all parity graphs in G H by graphs displayed in Figure 48 . In the remainder, we refer to this graph as H H . All edges contained in a parity graph have weight 1, whereas all other edges have weight 2. The remaining distances in the associated metric space V H are induced by the graphical metric in H H bounded by the value 4 meaning d H ({x, y}) = min{length of a shortest path from x to y in H H , 4}. 
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