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Abstract
We reduce the embedding problem for hypo SU(2) and SU(3)-structures to
the embedding problem for hypo G2-structures into parallel Spin(7)-manifolds.
The latter will be described in terms of gauge deformations. This description
involves the intrinsic torsion of the initial G2-structure and allows us to prove
that the evolution equations, for all of the above embedding problems, do not
admit non-trivial longtime solutions.
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Introduction
In [13] N.Hitchin introduced a flow equation for cocalibrated G2-structures on a
manifold M , whose solutions yield parallel Spin(7)-structures on I ×M , for some
interval I ⊂ R. In this sense, a solution of the flow equation embeds the initial G2-
structure into a manifold with a parallel Spin(7)-structure and is therefore called a
solution of the embedding problem for the initial structure. Similar equations are
1sstock@math.uni-koeln.de
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known for embedding SU(2)-structures in dimension five and SU(3)-structures in
dimension six into manifolds with a parallel SU(3) and G2-structure, respectively,
cf. [6],[7],[8],[9],[10]. The natural candidates for solving the embedding problem
are so-called hypo structures. In the Gray-Hervella classification these are the type
of structures induced on hypersurfaces of spaces with a parallel structure. Hypo
SU(3)-structures are also called half-flat structures, whereas hypo G2-structures
are often called cocalibrated structures. R.Bryant shows in [3] that in the real ana-
lytic category, the embedding problem for hypo SU(3) and G2-structures can be
solved. Bryant also provided counterexamples in the smooth category. The embed-
ding problem for SU(2)-structures in dimension five was solved by D. Conti and S.
Salamon in [7], cf. also [6].
The purpose of this article is to describe a unifying approach to all of the above
embedding problems. We reduce the SU(2) and SU(3) embedding problem to the
G2-case, which will be studied in terms of gauge deformations, i.e. automorphism
of the tangent bundle. Since the structure tensor ϕ ∈ Ω3(M) of a G2-structure is
stable, any smooth deformation ϕt can be described by a family of gauge deforma-
tions At ∈ C∞(Aut(TM)) via ϕt = Atϕ. It seems to be coincidence, that in the
G2-case, the intrinsic torsion T takes values in the G2-module gl(7) and therefore
can be regarded again as an (infinitesimal) gauge deformation. In Proposition 3.1
we show that the intrinsic torsion flow for G2-structures
A˙t = Tt ◦At
can be regarded as a generalization of Hitchin’s flow equation, and hence as a
generalization of the SU(2), SU(3) and G2-embedding problem. We describe the
evolution of the metric and the intrinsic torsion under the intrinsic torsion flow, cf.
Theorem 3.2. As a consequence of the Cheeger-Gromoll Splitting Theorem, we pro-
ve in Theorem 3.3 and Corollary 3.4 that there are no nontrivial longtime solutions
for the embedding problem.
In chapter 2 we develop a conservation law for certain integral curves in Fréchet
spaces, cf. Corollary 2.5. The basic idea stems from finite dimensional geometry: If
a vector field X is tangent to some submanifold N , then any integral curve of X ,
which lies initially in N , stays in N for all times. This does not hold for arbitrary
integral curves in Fréchet spaces, but the Cauchy-Kowalevski Theorem states -
beyond the existence - that the integral curves in question can be developed in
a (convergent) power series. This property allows us to prove that the intrinsic
torsion flow preserves certain compatibility conditions, which implies that for any
real analytic hypo SU(2), SU(3) and G2-structure on a compact manifold, the
embedding problem admits a unique real analytic solution. Moreover, the solution
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can be described by a family of gauge deformations
At =
∞∑
k=0
tk
k!
A
(k)
0 ,
where the series converges in the C∞-topology on C∞(End(TM)).
Our technique seems to be applicable to a wide class of evolution problems, where
the initial structure is real analytic. For instance, instead of embedding a certain
G-structure into a manifold with a parallel structure, one can ask for an embed-
ding into a space with a nearly parallel structure, cf. [6]. The Cauchy-Kowalevski
Theorem 2.12 ensures the existence of a solution for the corresponding evolution
equations. This solution has to satisfy certain (non linear) compatibility conditions.
Since Corollary 2.5 can be generalized to integral curves in Fréchet manifolds, it
suffices to show that the evolution equations define a vector field which is tangent
to the compatibility conditions.
1. The Embedding Problem for Special Geometries
A G-structure on a manifold M is a reduction of the structure group of the frame
bundle to a certain Lie subgroup G ⊂ GL(n). We are interested in the cases where
M =Mn is a compact oriented manifold of dimension n ∈ {5, 6, 7, 8} and
G ∈ {SU(2), SU(3), G2, Spin(7)}.
The above groups can be realized as the isotropy group of certain model forms
ϕ0 ∈ ΛkRn∗, under the natural action of GL+(n). The corresponding forms ϕ ∈
C∞(ΛkT ∗M) on M are called the structure tensors of the G-structure. A positive
basis of TpM , for which ϕ ∼= ϕ0, is called a Cayley frame for ϕ and we say that ϕ
is of type ϕ0. Since G ⊂ SO(n), the structure tensors induce a metric g = g(ϕ) on
M and we denote by ∇g the Levi-Civita connection of the metric. The structure
is called parallel if ∇gϕ = 0 holds. In the above cases, ∇gϕ = 0 can be translated
into the apparently weaker conditions dϕ = d ∗ ϕ = 0.
Example 1.1. A Spin(7)-structure on M8 can be described by a single 4-form Ψ
of type
Ψ0 = e
3456 + e3478 + e5678 − e2358 + e2468 − e2457 − e2367
+ e1357 − e1467 − e1458 − e1368 + e1234 + e1256 + e1278,
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where IsoGL(8)(Ψ0) = Spin(7) holds. A Spin(7)-structure is parallel if dΨ = 0 holds,
cf. [14].
Example 1.2. A G2-structure on M
7 can be described by a single 4-form ψ of
type
ψ0 = e
2345 + e2367 + e4567 − e1247 + e1357 − e1346 − e1256,
where IsoGL+(7)(ψ0) = G2 holds. Given an orientation [ε] for M
7, we can define a
positive volume element ε := ε(ψ) ∈ Λ7T ∗M7 and a metric g = g(ψ), cf. [13]. Then
the Hodge dual ϕ := ∗ψψ is of model type
ϕ0 = e
246 − e356 − e347 − e257 + e123 + e145 + e167.
A G2-structure is parallel if dϕ = dψ = 0 holds.
Example 1.3. A SU(3)-structure on M6 can be described by a 4-form σ and a
3-form ρ of type
σ0 = e
1234 + e1256 + e3456,
ρ0 = e
135 − e245 − e236 − e146,
where IsoGL+(6)(σ0, ρ0) = SU(3) holds. Given an orientation for M
6, we can define
positive volume elements ε := ε(σ) = ε(ρ) ∈ Λ6T ∗M6, cf. [13]. We consider σ as
an element σ ∈ Hom(Λ2TM6,Λ2T ∗M6) and define
ω :=
1
2
σ(ω∗) ∈ Λ2T ∗M6,
where ω∗ ∈ Λ2TM6 is defined by σ = ω∗ ⊗ ε(σ) ∈ Λ2TM6 ⊗ Λ6T ∗M6. Then ω is
of type ω0 = e
12 + e34 + e56 and
2α(I(ρ)X)ε := ρ ∧ (Xyρ) ∧ α,
ρ̂ := −I(ρ)yρ,
2g(X,Y )ε := (Xyρ) ∧ (Y yρ) ∧ ω,
(X,Y ∈ TM6, α ∈ Λ1T ∗M6) define tensors of type I0 = e1 ∧ e2 + .. + e5 ∧ e6,
ρ̂0 = e
136−e246+e235+e145 and g0 =
∑6
i=1 e
i⊗ei, respectively. A SU(3)-structure
is parallel if dω = dρ = dρ̂ = 0 holds.
Example 1.4. A SU(2)-structure on M5 can be described by a 2-form ω1 and
two 3-forms ρ2 and ρ3 of type
ω1 = e
23 + e45,
ρ2 = e
124 − e135,
ρ3 = e
125 + e134,
where IsoGL+(5)(ω1, ρ2, ρ3) = SU(2) holds, cf. Lemma 4.1. Given an orientation
for M5, we can define a positive volume element ε := ε(ω1, ρ2, ρ3) ∈ Λ5T ∗M5, see
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Lemma 4.2. Then
2α(X)ε := (Xyρ2) ∧ ρ2,
ω2(X,Y )ε := −(Xyω1) ∧ (Y yω1) ∧ ρ2,
ω3(X,Y )ε := −(Xyω1) ∧ (Y yω1) ∧ ρ3,
g(X,Y )ε := α(X)α(Y )ε+ α ∧ ω1 ∧ (Xyω2) ∧ (Y yω3),
(X,Y ∈ TM6) define tensors of type α0 = e1, ω2 = e24 − e35, ω3 = e25 + e34 and
g0 =
∑5
i=1 e
i ⊗ ei, respectively.
In the previous examples, the model tensors in dimension n+1 can be constructed
from the model tensors in dimension n. This is due to the fact that the inclusions
SU(2) ⊂ SU(3) ⊂ G2 ⊂ Spin(7)
can be realized as isotropy groups of certain unit vectors. In the following we will
consider families of structures on M which depend on a parameter t ∈ I ⊂ R
and evolve under certain evolution equations. These equations actually guarantee
that the induced structure on I ×M is parallel. For instance, consider a family of
G2-structures ψt on M
7, t ∈ I. Then
Ψ := ψt + dt ∧ ϕt
defines a Spin(7)-structure on M8 := I ×M7 and
d8Ψ = d7ψt + dt ∧ ψ˙t − dt ∧ d7ϕt = d7ψt + dt ∧ (ψ˙t − d7ϕt),
where d7, d8 denotes the exterior differential on M7, M8, respectively. Hence the
Spin(7)-structure is parallel if and only if d7ψt = 0 and ψ˙t = dϕt. The second equa-
tion can be regarded as an evolution equation for the initial structure ϕ := ϕt=0,
whereas G2-structures with dψt = 0 are called hypo structures. Note that the evolu-
tion equation preserves the hypo condition dψ = 0. In the following Proposition we
list the lifting maps for the SU(2), SU(3) and G2-case, the hypo condition for the
initial structure and the evolution equations to obtain parallel structures on I×Mn.
Proposition 1.5. LetMn be a manifold of dimension n ∈ {5, 6, 7}, equipped with
a family of
Gn :=

SU(2) , n = 5
SU(3) , n = 6
G2 , n = 7(
Spin(7) , n = 8
)
structures. Then the lift in the following table defines a Gn+1-structure onM
n+1 :=
I ×Mn:
5
n Lift Hypo Condition Evolution
5 ω := ω1 + dt ∧ α 0 = dω1 ω˙1 = dα
σ := 12ω
2
1 + dt ∧ α ∧ ω1 0 = dρ2 ρ˙2 = dω3
ρ := −ρ3 + dt ∧ ω2 0 = dρ3 ρ˙3 = −dω2
ρ̂ := ρ2 + dt ∧ ω3
6 ϕ := ρ+ dt ∧ ω 0 = dρ ρ˙ = dω
ψ := σ − dt ∧ ρ̂ 0 = dσ σ˙ = −dρ̂
7 Ψ := ψ + dt ∧ ϕ 0 = dψ ψ˙ = dϕ
(1) The structure on Mn+1 is parallel if and only if the initial structure is hypo
and evolves according to the evolution equations from the table.
(2) The metric of the Gn+1-structure on I ×Mn is given by g = dt2+ gt, where gt
is the family of metrics induced by the Gn-structures on M
n.
Proof: Choosing a Cayley frame (E1(t), .., En(t)) for the family of Gn-structures,
we obtain a Cayley frame for the lift by
(
d
dt
, E1(t), .., En(t)).
This proves that the lift actually defines a Gn+1-structure and that the metric is
given by the formula in (2). The proof of (1) is similar to the G2-case.

Definition 1.6. LetMn be a manifold of dimension n ∈ {5, 6, 7}, equipped with a
hypo Gn-structure. A family of Gn-structures which solves the evolution equations
from Proposition 1.5 and equals the initial structure at t = 0 is called a solution of
the embedding problem for the initial Gn-structure.
The lift from Proposition 1.5 does not preserve the hypo condition. This motivates
Definition 1.7. Let Mn be a manifold of dimension n ∈ {5, 6}, equipped with a
Gn-structure. We call
n = 5 n = 6
ω := ω3 + dθ ∧ α ϕ := −ρ̂+ dθ ∧ ω
σ := 12ω
2
3 + dθ ∧ ρ3 ψ := σ − dθ ∧ ρ
ρ := ρ2 − dθ ∧ ω1
ρ̂ := −α ∧ ω1 − dθ ∧ ω2
the hypo lift of the Gn-structure to S
1 ×Mn. Conversely, given a Gn+1-structure
on a manifold Mn+1, we obtain a Gn-structure on any oriented hypersurface i :
Mn →֒Mn+1 by
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n = 5 n = 6
ω1 := −i∗( ∂∂θyρ) ρ := −i∗( ∂∂θyψ)
ρ2 := i
∗ρ σ := i∗ψ
ρ3 := i
∗( ∂
∂θ
yσ)
where ∂
∂θ
is a global vector field along i : Mn →֒ Mn+1, which is orthonormal to
Mn. We call the Gn-structure the structure induced by the Gn+1-structure and
∂
∂θ
.
Note that we just applied the lifts from Proposition 1.5 to the structures
(α, ω3,−ω1,−ω2) = A(α, ω1, ω2, ω3),
respectively,
(ω,−ρ̂, ρ) = I(ω, ρ, ρ̂),
where A ∈ GL+(5) is defines by
A(e1, .., e5) := (e1, e3, e4, e2, e5).
Lemma 1.8. The hypo lift maps hypo structures to hypo structures.
Proof: In the SU(2)-case, we obtain dρ = 0 if dω1 = dρ2 = 0. The compatibility
condition ω23 = ω
2
1 and dρ3 = 0 imply dσ = 0. For a hypo SU(3)-structure we
obtain immediately dψ = dσ + dθ ∧ dρ = 0.

We will now study the compatibility of the hypo lift with the evolution equations
from Proposition 1.5.
Lemma 1.9. (1) Suppose ψ is a family of G2-structures on M
7 = S1×M6 which
is the hypo lift of some family of SU(3)-structure (ρ, σ) on M6. Then
ψ˙ = dϕ ⇔
{
ρ˙ = dω
σ˙ = −dρ̂
(2) Suppose (ρ, σ) is a family of SU(3)-structures on M6 = S1 ×M5 which is the
hypo lift of some family of SU(2)-structure (ω1, ρ2, ρ3) on M
5. Then
ρ˙ = dω
σ˙ = −dρ̂
}
⇔

ω˙1 = dα
ρ˙2 = dω3
ρ˙3 = −dω2
(12ω
2
3)
· = d(α ∧ ω1)
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Proof: By assumption we have ψ = σ − dθ ∧ ρ and ϕ = −ρ̂+ dθ ∧ ω. Hence
ψ˙ = σ˙ − dθ ∧ ρ˙ and dϕ = −dρ̂− dθ ∧ dω
and part (1) follows. Similarly for part (2),
ω = ω3 + dθ ∧ α, σ = 12ω23 + dθ ∧ ρ3,
ρ = ρ2 − dθ ∧ ω1, ρ̂ = −α ∧ ω1 − dθ ∧ ω2
gives
ρ˙ = ρ˙2 − dθ ∧ ω˙1,
dω = dω3 − dθ ∧ dα,
and
σ˙ = (
1
2
ω23)
· + dθ ∧ ρ˙3,
−dρ̂ = d(α ∧ ω1)− dθ ∧ dω2.

Lemma 1.10. Let ψ be a G2-structure on M
7 with metric g.
(1) If M7 = S1 ×M6, then ψ is the hypo lift of some SU(3)-structure on M6 if
and only if
L ∂
∂θ
ψ = 0,
∂
∂θ
⊥gTM6 and g( ∂
∂θ
,
∂
∂θ
) = 1.
(2) If M7 = S12 ×S11 ×M5, then ψ is the hypo lift of some SU(2)-structure on M5
if and only if
L ∂
∂θi
ψ = 0,
∂
∂θi
⊥gTM5 and g( ∂
∂θi
,
∂
∂θj
) = δij ,
for i, j = 1, 2.
Proof: If ψ is the hypo lift of some SU(2) or SU(3)-structure, we get L ∂
∂θi
ψ = 0
and the orthogonality condition on the S1-directions. Conversely, we define forms
σ and ρ on M7 by
ψ =
∂
∂θ
y(dθ ∧ ψ)︸ ︷︷ ︸
=:σ
+dθ ∧ ( ∂
∂θ
yψ)︸ ︷︷ ︸
=:−ρ
.
Since ∂
∂θ
is orthonormal to M6 and G2 acts transitively on S
6, we can find a Caley
frame for which σ and ρ are of model type. Hence (σ, ρ) defines a SU(3)-structure
on each hypersurface {eiθ} ×M6. Since
0 = L ∂
∂θ
σ − dθ ∧ L ∂
∂θ
ρ
implies L ∂
∂θ
σ = L ∂
∂θ
ρ = 0, we see that σ and ρ are actually constant along the flow
of ∂
∂θ
. Part (2) of the Lemma follows similarly, using that G2 acts transitively on
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pairs of orthonormal vectors.

2. Integral Curves in Fréchet Spaces and the
Cauchy-Kowalevski Theorem
Hamilton [12] gives an introduction to Fréchet manifolds which goes far beyond
of what we require for our purposes. Although Proposition 2.4 and Corollary 2.5
can be generalized to Fréchet manifolds, we focus on Fréchet spaces to keep the
technical effort at a minimum.
A locally convex topological vector space F is a vector space with a collection of
seminorms {‖.‖}n∈N , i.e. functions {‖.‖}n : F → R which satisfy
‖f‖ ≥ 0, ‖f + g‖ ≤ ‖f‖+ ‖g‖ and ‖λf‖ = |λ|‖f‖,
for all f, g ∈ F and scalars λ. Such a family defines a unique topology which is
metrizable if and only if N is countable. In this case the topology is characterized
by the property
lim
k→∞
fk = f ∈ F ⇔ lim
k→∞
‖fk − f‖n = 0 for all n ∈ N.
The topology is Hausdorff if and only if ‖f‖n = 0 for all n ∈ N , implies that f = 0.
The space is sequentially complete if every Cauchy sequence converges, where fk is
a Cauchy sequence if it is a Cauchy sequence for every seminorm ‖.‖n.
Definition 2.1. A Fréchet space is a locally convex topological vector space, which
is in addition metrizable, Hausdorff and complete.
Example 2.2. Suppose F → M is a vector bundle over a compact manifold M .
Then the vector space
F := C∞(F )
of smooth sections of F is a Fréchet space, where the collection of seminorms
‖f‖n :=
n∑
j=0
sup
p∈M
|(∇(j)f)(p)|
can be defined after choosing Riemannian metrics and connections on TM and F ,
cf. [12] Example 1.1.5. The induced topology is the C∞ topology on F .
Given an open subset U ⊂ F , we consider the subset of all sections in F , whose
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image lies in U ,
U := {f ∈ F | f(M) ⊂ U}.
For f ∈ U we can find ε > 0 such that
f ∈ B0ε (f) := {f˜ ∈ F | ‖f˜ − f‖0 < ε} ⊂ U .
Since B0ε (f) ⊂ F is open, U is an open subset of the Fréchet space F .
Smooth maps between Fréchet spaces can be defined as follows: Let U ⊂ F be an
open subset of a Fréchet space F and P : U → E a continuous and nonlinear map
into another Fréchet space E . We say that P is C1 on U if for every f ∈ U and
every v ∈ F the limit
DP (f)v := lim
t→0
1
t
(P (f + tv)− P (f))
exists and the map DP : U ×F → E is continuous. Consequently, we say that P is
Ck on U if P is Ck−1 and the limit
D(k)P (f){v1, .., vk} : =
lim
t→0
1
t
(
D(k−1)P (f + tvn){v1, .., vk−1} −D(k−1)P (f){v1, .., vk−1}
)
exists for all f ∈ U and v1, .., vk ∈ F , and the map D(k)P : U × F × ..× F → E is
continuous. We call P a smooth map on U if P is Ck for all k ∈ N. We summarize
Corollary 3.3.5 and Theorem 3.6.2 from [12] in the following
Theorem 2.3. (1) If P : U ⊂ F → E is C1 and c(t) ∈ U ⊂ F is a parametrized
C1 curve, then P ◦ c(t) is a parametrized C1 curve and
∂
∂t
(P ◦ c(t)) = DP (c(t))c˙(t).
(2) If P : U ⊂ F → E is Ck, then for every f ∈ U
D(k)P (f){v1, .., vk}
is completely symmetric and linear separately in v1, .., vk ∈ F .
In the following we will consider curves c(t) ∈ F in a Fréchet space F , which are
integral curves of a vector field that is tangent to some subspace E ⊂ F . In finite
dimension we would expect that any such integral curve with c(0) ∈ E actually
stays in the subspace for all times. This conclusion fails for Fréchet spaces, as was
pointed out to us by Christian Bär: Consider F := C∞[1, 2] and E := {0} ⊂ M.
Then
ct(x) :=
(4πt)−
1
2 exp(−x24t ), for t > 0
0, for t ≤ 0
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solves c˙t = ∆ct = ∂
2ct/∂x
2 and hence defines an integral curve of the vector field
X(c) := ∆c. Although X is tangent to E , i.e. X(0) = 0, and c0 = 0 ∈ E , the curve
doesn’t stay in E , since ct 6= 0, for t > 0. Note also that t 7→ ct(x) is not real
analytic in t = 0.
Proposition 2.4. Suppose E ⊂ F is a closed subspace of the Fréchet space F and
that X : U ⊂ F → F is a smooth map defined on some open subset U ⊂ F . Let
f ∈ F and assume that
X|U∩Ef : U ∩ Ef → E ,
where Ef := {f}+ E . If a smooth curve c : (−ε, ε)→ F satisfies
c(0) ∈ U ∩ Ef and X ◦ c(t) = c˙(t),
where c˙ : (−ε, ε)→ F is the derivative of c(t) by t, then for all k ≥ 1
c(k)(0) ∈ E ,
where c(k) : (−ε, ε)→ F is the kth derivative of c(t) by t.
Proof: First we prove by induction on k that the kth differential D(k)X of X :
F → F satisfies
(1) D(k)X|U∩Ef×E×..×E : U ∩ Ef × E × ..× E → E .
For k = 0 this is just the assumption X|U∩Ef : U ∩ Ef → E . For v0 ∈ U ∩ Ef and
v1, .., vk+1 ∈ E we have by definition
D(k+1)X(v0){v1, .., vk+1}
= lim
s→0
1
s
(D(k)X( v0 + svk+1︸ ︷︷ ︸
∈U∩Ef for s small
){v1, .., vk} −D(k)X(v0){v1, .., vk})
︸ ︷︷ ︸
∈E by induction hypothesis
and since E is closed, we conclude that (1) holds for k + 1. Next we show that for
k ≥ 0 and any choice of smooth curves t 7→ v0(t) ∈ U and t 7→ v1(t), .., vk(t) ∈ F
∂
∂t
D(k)X(v0(t)){v1(t), .., vk(t)} = D(k+1)X(v0(t)){v1(t), .., vk(t), v˙0(t)}
+
k∑
j=1
D(k)X(v0(t)){v1(t), .., v˙j(t), .., vk(t)}
(2)
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holds. Applying Theorem 2.3 (1) to the map D(k)X : U × F × ..×F → F , we get
∂
∂t
D(k)X(v0(t)){v1(t), .., vk(t)}
= D(D(k)X)(v0(t), .., vk(t)){v˙0(t), .., v˙k(t)}
= lim
s→0
1
s
(
D(k)X(v0(t) + sv˙0(t)){v1(t) + sv˙1(t), .., vk(t) + sv˙k(t)}
−D(k)X(v0(t)){v1(t), .., vk(t)}
)
and (2) follows, since D(k)X is linear in the arguments in {...}, cf. Theorem 2.3
(2). We will now show by induction on k that c(k)(0) ∈ E holds. For k = 1 we have
c˙(0) = X ◦c(0) ∈ E by assumption. Since c˙(t) = X ◦c(t) = D(0)X(c(t)) and c(t) ∈ U
for sufficiently small t, we can apply (2) to see that c(k+1)(t), again for sufficiently
small t, can be expressed as a linear combination of
D(j)X(c(t)){v1(t), .., vj(t)},
where j ∈ {1, .., k+1} and v1(t), .., vj(t) ∈ {c(l)(t) | 1 ≤ l ≤ k}. Since c(0) ∈ U ∩Ef ,
we get from c(1)(0), .., c(k)(0) ∈ E and (1)
D(j)X(c(0)){v1(0), .., vj(0)} ∈ E
and hence c(k+1)(0) ∈ E .

The following corollary can be regarded as a conservation law for certain integral
curves in Fréchet spaces.
Corollary 2.5. If the curve c : (−ε, ε)→ F from Proposition 2.4 satisfies for all
t ∈ (−ε, ε)
c(t) =
∞∑
k=0
tk
k!
c(k)(0) ∈ F ,
where the series converges w.r.t. the Fréchet topology in F , then
c(t)− c(0) ∈ E ,
for all t ∈ (−ε, ε).
Proof: From Proposition 2.4 we get c(k)(0) ∈ E for all k ≥ 1 and hence
c(t)− c(0) =
∞∑
k=1
tk
k!
c(k)(0) ∈ E ,
since E ⊂ F is closed and the series converges in F .

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A formal power series in X = (X1, .., Xn) with coefficients in R is an expression of
the form
S(X) =
∑
p∈Nn
apX
p,
where ap ∈ R and Xp := Xp11 · .. · Xpnn , for p = (p1, .., pn) ∈ Nn. Given a formal
power series S(X), we define
Γ := {r = (r1, .., rn) | ri ≥ 0 and
∑
p∈Nn
|ap| rp <∞}
and denote by ∆ the interior of Γ, called the domain of convergence of the series.
Hence the series
S(x) =
∑
p∈Nn
apx
p
is for every x = (x1, .., xn) ∈ Rn with |x| = (|x1|, .., |xn|) ∈ Γ absolute convergent.
We recall the following result:
Proposition 2.6. Suppose S(X) is a formal power series with domain of conver-
gence ∆. For x¯ = (x¯1, .., x¯n) ∈ Rn with |x¯| ∈ ∆ and r1, .., rn with 0 < ri < |x¯i|,
define
K := {(x1, .., xn) ∈ Rn | |xi| ≤ ri}.
(1) For any subset P ⊂ Nn, the series
SP (x) :=
∑
p∈P
apx
p
converges absolutely for all x ∈ K. In particular, the series S(x) := ∑p∈Nn apxp
converges absolutely for x ∈ K.
(2) Suppose that PN ⊂ Nn is a family of subsets, N ∈ N, such that limN→∞ PN =
Nn. Then
SN (x) :=
∑
p∈PN
apx
p
converges uniformly on K to the function S : K → R, x 7→ S(x).
Proof: Since |x¯| ∈ ∆ we can find C > 0 such that
|apx¯p| ≤ C, for all p ∈ Nn.
Hence for x ∈ K
|apxp| = |ap x¯p11 · .. · x¯pnn |
|xp11 · .. · xpnn |
|x¯p11 · .. · x¯pnn |
≤ C
(
r1
|x¯1|
)p1
· .. ·
(
rn
|x¯n|
)pn
.
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Since ri/|x¯i| < 1, we can apply the method of majorants to see that SP (x) converges
absolutely for x ∈ K. To prove uniform convergence consider
sup
x∈K
|S(x) − SN (x)| = sup
x∈K
|
∑
p∈Nn\PN
apx
p|
≤ C
∑
p∈Nn\PN
(
r1
|x¯1|
)p1
· .. ·
(
rn
|x¯n|
)pn
Given ε > 0, we can choose M large, so that
∑∞
pi=M+1
(
ri
|x¯i|
)pi ≤ ε
nCCi
, for i =
1, .., n, where
Ci :=
∑
(p1..pˆi..pn)
∈Nn−1
(
r1
|x¯1|
)p1
· .. ·
(̂
ri
|x¯i|
)p1
· .. ·
(
rn
|x¯n|
)pn
<∞ (geometric series).
The notation .̂ means that the corresponding factor is omitted. Since limN→∞ PN =
Nn, we can find N = N(M), such that {0, ..,M}n ⊂ PN . Hence
sup
x∈K
|S(x)− SN (x)| ≤ C
∑
p∈Nn\{0..M}n
(
r1
|x¯1|
)p1
· .. ·
(
rn
|x¯n|
)pn
≤ C
n∑
i=1
∞∑
pi=M+1
Ci
(
ri
|x¯i|
)pi
≤ ε.

Definition 2.7. Let U ⊂ Rn open and x0 ∈ U .
(1) A function f : U → R is called real analytic in x0 ∈ U if there exists a formal
power series S with
f(x) = S(x− x0),
for all x in a neighborhood of x0.
(2) A function f : U → R is called real analytic in U if f is real analytic for every
x0 ∈ U .
(3) A function F = (f1, .., fm) : U → Rm is called real analytic in U if each com-
ponent fi : U → R is real analytic in U .
Note that the coefficients of S can be computed in terms of partial derivatives,
which shows that S is uniquely determined by the condition f(x) = S(x − x0).
Moreover we have the following basic properties, cf. [5] p.123:
Lemma 2.8.
(1) If f : U → R is real analytic in x0 ∈ U , then it is differentiable in a
neighborhood of x0 and the derivatives are again real analytic functions
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in x0 ∈ U .
(2) If f and g are real analytic in x0, then the product fg is real analytic in x0.
(3) If f : U → R is real analytic, then 1/f is real analytic in all points x ∈ U ,
where f(x) 6= 0.
(4) Compositions of real analytic functions are again real analytic.
A manifold M is called real analytic if it admits an atlas with real analytic transi-
tion functions. Similarly to the smooth category one can define real analytic vector
bundles over M .
In the following we will develop a global version of the Cauchy-Kowalevski Theo-
rem, cf. [4], III. Theorem 2.1:
Theorem 2.9. Let t be a coordinate on R, x = (xi) be coordinates on R
n,
y = (yj) be coordinates on R
s and let z = (zji ) be coordinates on R
ns. Let D ⊂
R×Rn×Rs×Rns open, and letG : D → Rs be a real-analytic mapping. LetD0 ⊂ Rn
be open and f : D0 → Rs be a real-analytic mapping with Jacobian Df(x) ∈ Rns,
i.e. zji (Df(x)) = ∂f
j(x)/∂xi, so that {(t0, x, f(x), Df(x)) | x ∈ D0} ⊂ D for some
t0 ∈ R.
Then there exists an open neighborhood D1 ⊂ R × D0 of {t0} × D0 and a real-
analytic mapping F : D1 → Rs which satisfies∂F∂t (t, x) = G(t, x, F (t, x), ∂F∂x (t, x))F (t0, x) = f(x) for all x ∈ D0.
F is unique in the sense that any other real-analytic solution of the above initial
value problem agrees with F in some neighborhood of {t0} ×D0.
Remark 2.10. Since the solution F = (fi, .., fs) : D1 → Rs from Theorem 2.9 is
real analytic, we can develop each component in a convergent power series around
(t0, x0) = (0, 0) ∈ D1, i.e.
fi(t, x) =
∞∑
k=0
( ∑
p∈Nn
aikpx
p
)
tk =
∞∑
k=0
(
1
k!
f
(k)
i (0, x)
)
tk.
Applying Proposition 2.6 (2) with PN := {0, .., N} × Nn shows that
fNi (t, x) =
N∑
k=0
( ∑
p∈Nn
aikpx
p
)
tk =
N∑
k=0
tk
k!
f
(k)
i (0, x)
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converges locally uniformly to the function fi(t, x), for N → ∞. The partial deri-
vatives of a formal power series S(X) are defined by,
∂S
∂Xi
:=
∑
p∈Nn
piapX
p1
1 · ..Xpi−1i .. ·Xpnn .
The formal power series ∂S
∂Xi
has the same domain of convergence ∆ as the formal
power series S. Moreover, the function ∂S
∂Xi
: ∆ → R is the partial derivative
of the function S : ∆ → R w.r.t. xi, cf. Satz 3.2 in [5]. Hence we can apply
again Proposition 2.6 (2) to see that all partial derivatives of the function fNi (t, x)
converge locally uniformly to the corresponding partial derivative of fi(t, x). In
summary, the functions
FN (t, x) :=
N∑
k=0
tk
k!
F (k)(0, x)
converge, as N →∞, locally in C∞-topology to the solution F (t, x) from Theorem
2.9.
Definition 2.11. Suppose M is a real analytic manifold and π : V →M is a rank
s real analytic vector bundle. We call a map
X : C∞(V )→ C∞(V )
a real analytic first order differential operator if every point of M has a neigh-
borhood U ⊂ M , which is the domain of a real analytic chart u : U → Rn, and
there exists a real analytic trivialization (π, v) : V|U ∼= U ×Rs, together with a real
analytic function
G : D ⊂ Rn × Rs × Rns → Rs,
such that for every local section c : U ⊂M → V
v(X ◦ c) = G(u, v ◦ c, ∂ci
∂uj
)
holds, where ci is the i
th component of v ◦ c : U → Rs.
We can now prove the following global version of the Cauchy-Kowalevski Theorem,
Theorem 2.12. Suppose π : V →M is a real analytic rank s vector bundle over
a compact real analytic manifold M . Let X : C∞(V )→ C∞(V ) be a real analytic
first order differential operator and let c0 ∈ C∞(V ) be a real analytic section. Then
the initial value problem c˙(t) = X ◦ c(t)c(0) = c0
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has a unique real analytic solution c : (−ε, ε) → C∞(V ), i.e. c : (−ε, ε)×M → V
is real analytic. Moreover, the solution c(t) satisfies
c(t) =
∞∑
k=0
tk
k!
c
(k)
0 ,
where the series converges in the C∞ topology on C∞(V ).
Proof: We will first show that we can find local sections ct : U ⊂M → V , which
solve the initial value problem locally. Secondly, we prove that the compactness of
M ensures the existence of a global solution. Eventually we will use the uniqueness
part of the Cauchy-Kowalevski Theorem to prove the uniqueness statement of the
Theorem.
By Definition 2.11 we can find a real analytic chart u : U ⊂ M → Rn and a
trivialization (π, v) : V|U ∼= U×Rs, such that for each local section c : U ⊂M → V
(1) v(X ◦ c) = G(u, v ◦ c, ∂ci
∂uj
)
holds, where G : D ⊂ Rn × Rs × Rns → Rs is real analytic. The map
f : D0 := u(U) ⊂ Rn → Rs with f(x) := v ◦ c0 ◦ u−1(x)
is real analytic and hence we can find by the Cauchy-Kowalevski Theorem a real
analytic solution F : (−ε, ε)× D˜0 → Rs of∂F∂t (t, x) = G(x, F (t, x), ∂F∂x (t, x))F (t0, x) = f(x) for all x ∈ D0,
where D˜0 ⊂ D0 is open. Let U˜ := u−1(D˜0) ⊂ U and define for t ∈ (−ε, ε)
(2) c(t) : U˜ ⊂M → V by c(t, p) := v−1p ◦ F (t, u(p)),
where vp : Vp ∼= Rs is the isomorphism induced by the local trivialization (π, v). By
definition, the map c : (−ε, ε)× U˜ ⊂M → V is real analytic and satisfies
(3) c(0, p) = v−1p ◦ F (0, u(p)) = v−1p ◦ f(u(p)) = c0(p).
Now we have for i = 1, .., s and j = 1, .., n
∂(vi ◦ ct)
∂uj
(p) =
∂
∂uj
∣∣∣∣
p
· (vi ◦ ct) = (u−1∗
∂
∂xj
∣∣∣∣
u(p)
) · (vi ◦ ct)
=
∂
∂xj
∣∣∣∣
u(p)
· (vi ◦ ct ◦ u−1) = ∂
∂xj
∣∣∣∣
u(p)
· Fi(t, .)
=
∂Fi
∂xj
(t, u(p)).
(4)
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Since by definition v ◦ c(t, p) = F (t, u(p)) holds, we get from (1), applied to ct
c˙(t, p) = v−1p ◦G(u(p), F (t, u(p)),
∂F
∂x
(t, u(p)))
= v−1p ◦G(u(p), v ◦ ct(p),
∂(vi ◦ ct)
∂uj
(p))
= v−1p ◦ vp(X ◦ c(t, p)),
= X ◦ c(t, p).
i.e. ct is the desired local solution of the initial value problem. Moreover, we get by
Remark 2.10
c(t, p) = v−1p ◦ F (t, u(p)) = v−1p
(
lim
N→∞
N∑
k=0
tk
k!
F (k)(0, u(p))
)
= lim
N→∞
N∑
k=0
tk
k!
v−1p ◦ F (k)(0, u(p)) = lim
N→∞
N∑
k=0
tk
k!
c(k)(0, p),
i.e.
(5) ct =
∞∑
k=0
tk
k!
c
(k)
0 ,
where the series converges locally in C∞ topology.
Suppose now we apply the above construction to obtain two local sections
c1(t) : U1 ⊂M → V and c2(t) : U2 ⊂M → V,
where t ∈ (−ε, ε), ε := min{ε1, ε2} and U1 ∩U2 6= ∅. Since c1 and c2 both solve the
initial value problem c˙i(t) = X ◦ ci(t)ci(0) = c0,
i = 1, 2, we see that c1(0) = c2(0) and c˙1(0) = c˙2(0) on U1 ∩ U2. Differentiating
the equation c˙1(t) = X ◦ c1(t), shows that c(k+1)1 (t) can be expressed as a linear
combination of
D(j)X(c1(t)){v1(t), .., vj(t)},
where j ∈ {1, .., k + 1} and v1(t), .., vj(t) ∈ {c(l)1 (t) | 1 ≤ l ≤ k}, cf. the proof of
Proposition 2.4. Now we obtain by induction c
(k)
1 (0) = c
(k)
2 (0) on U1 ∩ U2, for all
k ∈ N. Hence (5) implies c1(t) = c2(t) on U1 ∩ U2. If M is compact, we can cover
M by finitely many domains U1, .., UN of local sections ci(t) : Ui ⊂M → V , which
yield a global section c(t) : M → V , where t ∈ (−ε, ε) and ε := min{ε1, .., εN}.
From (4) we get
c(t) =
∞∑
k=0
tk
k!
c
(k)
0 ,
and since M is compact, the series converges in C∞ topology.
To prove uniqueness, suppose that we have two real analytic solutions c1, c2 :
(−ε, ε) ×M → V of the initial value problem. By (1) we have for k = 1, 2 and
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x ∈ u(U) ⊂ Rn
v(X ◦ ck(t) ◦ u−1(x)) = G(x, v ◦ ck(t) ◦ u−1(x), ∂cki(t)
∂uj
◦ u−1(x)).
Now Fk(t, x) := v ◦ ck(t) ◦ u−1(x) satisfies
∂Fk
∂t
(t, x) = v ◦ c˙k(t) ◦ u−1(x) = v ◦X ◦ ck(t) ◦ u−1(x)
and by (4)
∂cki(t)
∂uj
◦ u−1(x) = ∂(vi ◦ ck(t))
∂uj
(u−1(x)) =
∂Fki
∂xj
(t, x),
for i = 1, .., s and j = 1, .., n. Hence we showed
∂Fk
∂t
(t, x) = G(x, Fk(t, x),
∂Fki
∂xj
(t, x)).
Since F1 and F2 are both real analytic and satisfy
F1(0, x) = v ◦ c1(0) ◦ u−1(x) = v ◦ c0 ◦ u−1(x) = v ◦ c2(0) ◦ u−1(x) = F2(0, x),
the uniqueness part of the Cauchy-Kowalevski Theorem yields F1(t, x) = F2(t, x),
i.e. c1(t) = c2(t).

3. The Model Case G2 ⊂ Spin(7)
Lemma 1.9 and 1.10 motivate the conjecture that the embedding problem for hypo
SU(2) and SU(3)-structures might be reduced to the embedding problem for G2-
structures. The reduction to the G2-case has the advantage that no compatibility
conditions are involved. To solve the embedding problem for hypo structures we
consequently focus on studying the evolution equation
ψ˙t = dϕt
on a compact seven dimensional manifold M . We will describe the solution ψt by
a family of gauge deformations, i.e.
ψt = Atψ,
where At ∈ C∞(Aut(TM)). Since the orbit of the model tensor ψ ∈ Λ4R7∗ is open,
it follows that any smooth deformation ψt of the initial structure ψ can be described
in such a way. The evolution equation ψ˙t = dϕt can be translated into an equation
for the family of gauge deformations. This description involves the intrinsic torsion
of the G2-structure ψt. The intrinsic torsion T ∈ End(TM) of a G2-structure ϕ is
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defined by
∇gXϕ = −T Xyψ,
where we used that
∇gϕ ∈ T ∗M ⊗ Λ37T ∗M
and
Λ37T
∗M := {α ∈ Λ3T ∗M | α = Xyψ, X ∈ TM},
cf. for instance [3]. From ψ = ∗ϕ it follows that dψ = 2prΛ2(T ) ∧ϕ holds. So hypo
G2-structures are characterized by T ∈ S2(TM) w.r.t. the metric g.
Proposition 3.1. Suppose ψt = Atψ is a family ofG2-structures onM
7, described
by a family of gauge deformationsAt ∈ C∞(Aut(TM7)). If Tt is the intrinsic torsion
of ψt, then
ψ˙t = dϕt ⇔ Dψt(A˙t ◦A−1t ) = Dψt(Tt),
where
Dψt : End(TM)→ Λ4T ∗M is defined by A 7→
d
ds
∣∣∣∣
s=0
exp(sA)ψt.
Proof: Since clearly ψ˙t = Dψt(A˙tA
−1
t ), it suffices to observe that
Dψt(Tt)(X1, .., X4) = −
4∑
i=1
ψt(X1, .., TtXj , .., X4)
=
4∑
i=1
(−1)iψt(TtXj , X1, .., Xˆj , .., X4)
=
4∑
i=1
(−1)i+1(∇gtXjϕt)(X1, .., Xˆj , .., X4)
= dϕt(X1, .., X4)
holds.

We can now compute the evolution of the metric and the torsion endomorphism.
Theorem 3.2. Let ψt be a family of hypo G2-structures on M
7, which evolves
under the flow ψ˙t = dϕt. Then the evolution of the underlying metric gt and the
torsion endomorphism Tt are given by
g˙t(X,Y ) = 2gt(TtX,Y ),
T˙tX = RictX − tr(Tt)TtX,
where Rict = Ric(gt) is the Ricci tensor of the metric gt.
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Proof: Writing ψt = Atψ, Proposition 3.1 yields Dψt(A˙t ◦ A−1t ) = Dψt(Tt).
Since the evolution ψ˙t = dϕt preserves the hypo condition dψt = 0, or equivalently
Tt ∈ S2 w.r.t. gt, we get
prS2(A˙t ◦A−1t ) = Tt,
since ker(Dψt) = g2. Then we compute for gt = Atg
g˙t(X,Y ) = 2gt(prS2(A˙t ◦A−1t )X,Y ) = 2gt(TtX,Y ).
The metric g = dt2 + gt on I ×M7 has holonomy contained in Spin(7) and hence
is Ricci flat. The Gauss equations and the Codazzi-Mainardi equations yield
g˙t(X,Y ) = 2gt(WtX,Y ),
gt(W˙tX,Y ) = rict(X,Y )− tr(Wt)gt(WtX,Y ),
where WtX := ∇gΦt∗X ddt is the Weingarten map and Φt is the flow of the vector
field d
dt
, cf. for instance [1]. So Wt = Tt and the Theorem follows.

We will now apply the Cheeger-Gromoll Splitting Theorem to prove that the flow
ψ˙ = dϕ does not admit nontrivial longtime solutions.
Theorem 3.3. Suppose ψ is a hypo G2-structures on a compact manifold M
7.
Then the flow ψ˙t = dϕt is defined for all times t ∈ R if and only if the initial
structure is already parallel.
Proof: The metric on the product M8 := R ×M7 has holonomy contained in
Spin(7) and hence is Ricci flat. Since g = dt2 + gt, the first factor actually defines
a line. Now we can apply the Cheeger-Gromoll Splitting Theorem and see that M8
splits as a Riemannian product. Note that the line, i.e. the first factor of M8, is
actually the one dimensional factor that splits off in the decomposition as a Rie-
mannian product, cf. Lemma 6.86 in [2]. Hence gt = g0 is constant and Theorem
3.2 yields Tt = 0.

In Lemma 1.9 (1) we showed that a longtime solution of the SU(3) embedding
problem would yield a longtime solution for the G2 embedding problem. Combi-
ning part (1) and (2) of Lemma 1.9, shows that a longtime solution of the SU(2)
embedding problem would also yield a longtime solution for the G2 embedding
problem if in addition the equation (12ω
2
3)
· = d(α ∧ ω1) is satisfied. If the initial
SU(2)-structure is hypo, we have dω1 = 0, for all times t. So
(
1
2
ω23)
· = (
1
2
ω21)
· = ω1 ∧ ω˙1 = ω1 ∧ dα = d(α ∧ ω1)
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and we obtain the following SU(2) and SU(3)-analogue of Theorem 3.3.
Corollary 3.4. There are no nontrivial longtime solutions for the hypo SU(2)
and SU(3) embedding problem on compact manifolds.

In view of Proposition 3.1, the following theorem yields solutions of the G2 embed-
ding problem.
Theorem 3.5. Let ψ be a real analytic hypoG2-structure on the compact manifold
M7. Then the intrinsic torsion flowA˙t = Tt ◦AtA0 = id
has a unique real analytic solution A : (−ε, ε) ×M → End(TM). Moreover, the
solution At is of the form
At =
∞∑
k=0
tk
k!
A
(k)
0 ,
where the series converges in the C∞-topology on C∞(End(TM)).
Proof: To apply Theorem 2.12 we have to show that the map
X : C∞(Aut(TM))→ C∞(End(TM)) with X ◦A := T (Aϕ) ◦A
is a real analytic first order differential operator in the sense of Definition 2.11. For
this choose local coordinates u : U ⊂ M → R7, for which ϕ is real-analytic. These
coordinates induce a local trivialization (π, v) of the bundle π : End(TM)→M via
v(A) := {akl}k,l=1..7, where A =
7∑
k,l=1
aklduk ⊗ ∂
∂ul
∈ End(TM).
For a fixed local section A =
∑
aklduk ⊗ ∂∂ul : U → Aut(TM) write
X ◦A = T (Aϕ) ◦A =
7∑
a,b=1
fabdua ⊗ ∂
∂ub
.
Now it suffices to find an expression
(1) fab = Gab(u, akl,
∂akl
∂uj
)
for the coefficients fab : U → R, where Gab : D ⊂ R7 × R49 × R343 → R is real
analytic. The formula
∇AgAϕ = −T (Aϕ)y(Aψ)
shows that the intrinsic torsion is a first order invariant of the G2-structure and
hence we can find an expression of the form (1) that is actually polynomial in akl
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and ∂akl
∂uj
, and real analytic in u, since the initial structure is real analytic.

Lemma 3.6. Suppose ψ is a G2-structure on M and F ∈ Diff(M). Then the
intrinsic torsion satisfies
T (F ∗ψ) = F ∗T (ψ) = F−1∗ T (ψ)F∗.
Proof: By Koszul’s formula we have F∗(∇F
∗g
X Y ) = ∇gF∗XF∗Y and hence
(∇F∗gX F ∗ϕ) = F ∗(∇gF∗Xϕ).
Since ∇gϕ = −T yψ, we get
T (F ∗ψ)XyF ∗ψ = −∇F∗gX F ∗ϕ = −F ∗(∇gF∗Xϕ)
= F ∗(T (ψ)F∗Xyψ) = F
−1
∗ T (ψ)F∗XyF ∗ψ
and the Lemma follows from the non-degeneracy of F ∗ψ.

Lemma 3.7. Suppose ψ is a G2-structure on M
7 = S1 × ..× S1 ×M7−k, which
is the hypo lift of some SU(4 − k)-structure on M7−k. Then the Ricci tensor Ric
of the metric g = g(ψ) satisfies for each S1-direction ∂
∂θ
L ∂
∂θ
Ric = Ric
∂
∂θ
= dθ ◦ Ric = 0.
The intrinsic torsion T satisfies
L ∂
∂θ
T = T ∂
∂θ
= 0
and dθ ◦ T = 0 if the structure is hypo.
Proof: If ψ is the hypo lift of some structure on M7−k, then g = dθ21 + ..+ dθ
2
k+
g7−k, for some metric g7−k on M
7−k. Hence the Ricci tensor satisfies Ric ∂
∂θ
= 0,
dθ ◦ Ric = g( ∂
∂θ
,Ric) = g(Ric
∂
∂θ
, .) = 0
and
L ∂
∂θ
Ric =
∂
∂s
∣∣∣∣
s=0
Φ∗sRic(g) =
∂
∂s
∣∣∣∣
s=0
Ric(Φ∗sg) =
∂
∂s
∣∣∣∣
s=0
Ric(g) = 0.
Since 0 = ∇g∂
∂θ
ϕ = −T ∂
∂θ
yψ, we get T ∂
∂θ
= 0 and similarly 0 = (L ∂
∂θ
T )yψ implies
L ∂
∂θ
T = 0. If the structure is hypo, i.e. T is symmetric, we get in addition
dθ ◦ T = g( ∂
∂θ
, T ) = g(T ∂
∂θ
, .) = 0.

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Lemma 3.8. Suppose ψ is a G2-structure on M
7 = S1× ..×S1×M7−k, which is
the hypo lift of some SU(4− k)-structure on M7−k. If A ∈ C∞(Aut(TM)) satisfies
A
∂
∂θi
=
∂
∂θi
, dθi ◦A = dθi and L ∂
∂θi
A = 0,
then Aψ is still the hypo lift of some SU(4− k)-structure.
Proof: By Lemma 1.10 we have L ∂
∂θi
(Aψ) = 0 and
(Ag)(
∂
∂θi
, X) = g(
∂
∂θi
, A−1X) = dθi(A
−1X) = dθi(X) = g(
∂
∂θi
, X).
Now the Lemma follows from Lemma 1.10.

We can now state the main result of this section,
Theorem 3.9. Suppose ψ is a real analytic hypo G2-structure on M = S
1 × ..×
S1×M7−k, which is the hypo lift of some SU(4− k)-structure on M7−k. Then the
solution At of the intrinsic torsion flow from Theorem 3.5 satisfies
At
∂
∂θi
=
∂
∂θi
, dθi ◦At = dθi and L ∂
∂θi
At = 0.
In particular, Atψ is the hypo lift of some family of SU(4−k)-structures on M7−k.
Proof: We apply Corollary 2.5 with the following dictionary,
(1) F := C∞(End(TM))× C∞(End(TM))
(2) U := C∞(Aut(TM))× C∞(End(TM))
(3) E := {(B, T ) ∈ F | 0 = L ∂
∂θi
B = L ∂
∂θi
T and
0 = B ∂
∂θi
= T ∂
∂θi
= dθi(B) = dθi(T )}
(4) X : U → F is defined w.r.t. the initial metric g,
X |(A,T ) :=
(T ◦A,Ric(Ag)− tr(T )T ).
(5) c(t) := (At, Tt).
Note that U ⊂ F is open by Example 2.2, and thatX is smooth and E ⊂ F is closed,
since differential operators are smooth by Example 3.6.6. in [12]. By Proposition
3.1, Theorem 3.2 and the definition of At, the curve c(t) is an integral curve of the
vector field X . From Lemma 3.7 we get c(0) = (id, T0) ∈ Ef , where f := (id, 0) ∈ F .
Now it suffices to show that X is tangent to U ∩ Ef , i.e.
X|U∩Ef : U ∩ Ef → E .
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For (A = id+B, T ) ∈ U ∩ Ef we have
A
∂
∂θi
=
∂
∂θi
, dθi ◦A = dθi and L ∂
∂θi
A = 0.
By Lemma 3.8 we see that Aψ is still the hypo lift of some SU(4−k)-structure and
Lemma 3.7 yields
L ∂
∂θi
Ric(Ag) = Ric(Ag)
∂
∂θi
= dθi ◦ Ric(Ag) = 0.
Now we can easily verify that X(A, T ) ∈ E ,
• L ∂
∂θi
(T ◦A) = 0 and L ∂
∂θi
(Ric(Ag)− tr(T )T ) = 0,
• T ◦A ∂
∂θi
= 0 and (Ric(Ag)− tr(T )T ) ∂
∂θi
= 0,
• dθi(T ◦A) = 0 and dθi(Ric(Ag)− tr(T )T ) = 0
and the Theorem follows.

Remark 3.10. The property L ∂
∂θ
At = 0 from Theorem 3.5 is a consequence of the
diffeomorphism invariance of the evolution equation A˙t = Tt ◦ At. In fact, Lemma
3.6 shows that Bt := Φ
∗
sAt also solves A˙t = Tt ◦ At, where Φs is the flow of ∂∂θ .
Since Φs is real analytic, the uniqueness part of Theorem 3.5 yields At = Φ
∗
sAt, i.e.
L ∂
∂θ
At = 0.
We can now solve the embedding problem for real analytic hypo SU(4−k)-structures
on M7−k by reducing it to the embedding problem for real analytic hypo G2-
structures on M = S1 × .. × S1 × M7−k. Namely, the hypo lift of the initial
SU(4− k)-structure yields a real analytic hypo G2-structures on M . Theorem 3.5
yields a solution At of the intrinsic torsion flow. By Theorem 3.9 the family of G2-
structures ψt = Atψ is still the hypo lift of some family of SU(4 − k)-structures.
Now Lemma 1.9 proves that the family of SU(4− k)-structures is a solution of the
embedding problem.
Corollary 3.11. For any real analytic hypo SU(2), SU(3) and G2-structure on a
compact manifold, the embedding problem admits a unique real analytic solution.
Moreover, the solution can be described by a family of gauge deformations
At =
∞∑
k=0
tk
k!
A
(k)
0 ,
where the series converges in the C∞-topology on C∞(End(TM)).
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Appendix: SU(2)-Structures in Dimension Five
Usually a SU(2)-structure on a five dimensional manifold is described by a quadru-
plet of forms (α, ω1, ω2, ω3), cf. for instance [7]. There is an alternative to the usual
definition, which is justified by the last equation in the next Lemma.
Lemma 4.1.
IsoGL(5)(α0) = {
(
1 0
x A
)
| A ∈ GL(4) and x ∈ R4}.
IsoGL(5)(ω1) = {
(
λ yT
0 A
)
| A ∈ Sp(4,R), y ∈ R4 and λ 6= 0}.
IsoGL(5)(α0, ω1, ω2, ω3) =
(
1 0
0 SU(2)
)
.
IsoGL+(5)(ω1, ρ2, ρ3) =
(
1 0
0 SU(2)
)
.
Proof: Write B ∈ GL(5) as
B =
(
λ yT
x A
)
,
where λ ∈ R, x, y ∈ R4 and A ∈ gl(4). Then α(Be1) = λ and α(Bej) = yT ej , for
j ∈ {2, .., 5}. Hence the stabilizer of the 1-form α0 := e1 ∈ Λ1R5∗ has the above
form.
For B ∈ IsoGL(5)(ω1) and i, j ∈ {2, .., 5} we get ω1(ei, ej) = ω1(Bei, Bej) =
ω1(Aei, Aej), i.e. A ∈ Sp(4,R). This yields
0 = ω1(Be1, Bej) = ω1(λe1 + x, (y
T ej)e1 +Aej) = ω1(x,Aej) = ω1(A
−1x, ej)
and the non-degeneracy of ω1, as a form on R
4, implies x = 0 and proves the second
equation of the lemma.
Now the third equation follows, since ω2 = Re(Φ0) and ω3 = Im(Φ0), where Φ0 =
(e2 + ie3) ∧ (e4 + ie5), and SU(2) = Sp(4,R) ∩ SL(2,C).
To obtain the last equation, we compute for B =
(
λ yT
0 A
)
∈ IsoGL(5)(ω1) ∩
IsoGL+(5)(α0 ∧ ω2) and i, j ∈ {2, .., 5}
ω2(ei, ej) = (α0 ∧ ω2)(e1, ei, ej) = (α0 ∧ ω2)(Be1, Bei, Bej)
= (α0 ∧ ω2)(λe1, (yT ei)e1 +Aei, (yT ej)e1 +Aej)
= (α0 ∧ ω2)(λe1, Aei, Aej)
= λω2(Aei, Aej).
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Since the volume element ε0 = e
2345 on R4 satisfies
ε0 =
1
2
ω21 =
1
2
ω22 =
1
2
ω23 ,
we obtain from A ∈ Sp(4,R) = IsoGL(4)(ω1)
det(A)ε0 = A
−1ε0 = A
−1 1
2
ω21 = ε0,
i.e. det(A) = 1. Now A−1ω2 = λ
−1ω2 yields
ε0 = A
−1 1
2
ω21 = λ
−2ε0
and since B ∈ GL+(5), we get λ = 1. Similarly we get Aω3 = ω3, which yields
A ∈ SU(2). Now
α0 ∧ ω2 = B−1(α0 ∧ ω2) = B−1α0 ∧B−1ω2
= B−1α0 ∧ A−1ω2, since e1yω2 = 0
= (α0(Be1)e
1 +
5∑
j=2
α0(Bej)e
j) ∧ ω2
= (α0 +
5∑
j=2
yje
j) ∧ ω2
yields
∑5
j=2 yje
j ∧ ω2 = 0, i.e. y = 0.

Since the GL+(5) stabilizer of the triple (ω1, ρ2, ρ3) is equal to {1} × SU(2), we
expect that, after fixing an orientation for R5, we can reconstruct the forms α0, ω2
and ω3 solely from the triple (ω1, ρ2, ρ3). The first step is to reconstruct the volume
element ε0. Then the forms α0, ω2 and ω3, as well as the metric g0, can be obtained
from the formulas in Example 1.4.
Lemma 4.2. After choosing an orientation for V := R5, there is a homomorphism
ε : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → Λ5V ∗ ⊕ iΛ5V ∗
of GL+(5)-modules, such that for the model tensors and the canonical orientation
[ε0] of R
5
ε(ω1, ρ2, ρ3) = ε0 ∈ Λ5V ∗ ⊂ Λ5V ∗ ⊕ iΛ5V ∗.
Proof: Given an orientation [ε+] for V , represented by an element ε+ ∈ Λ5V ∗,
we can define a GL+(5)-equivariant map
4
√
: Λ5V ∗ ⊗ Λ5V ∗ ⊗ Λ5V ∗ ⊗ Λ5V ∗ → Λ5V ∗ ⊕ iΛ5V ∗.
Now consider the GL(5)-equivariant map
K : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → (V ∗ ⊗ V )⊗ (V ∗ ⊗ V )⊗ Λ5V ∗ ⊗ Λ5V ∗
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defined by
K(ω1, ρ2, ρ3)(x, a, y, b) :=
(
ρ2 ∧ a ∧ b
)⊗ (ρ3 ∧ (xyω1) ∧ (yyω1)),
where x, y ∈ V and a, b ∈ V ∗. For the model tensors ω1, ρ2, ρ3 letK0 := K(ω1, ρ2, ρ3).
Then we compute
K0(x, a, y, b) = (a5b3 − a3b5 + a2b4 − a4b2)(−x3y4 + x4y3 − x2y5 + x5y2)⊗ ε20.
Taking the trace of the first factor V ∗ ⊗ V , we obtain a map
L = tr(K) : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → (V ∗ ⊗ V )⊗ Λ5V ∗ ⊗ Λ5V ∗
and for the model tensors we obtain
L0(y, b) := tr(K0)(y, b) = (−b4y5 + b5y4 − b2y3 + b3y2)⊗ ε20.
Identifying V ∗ ⊗ V = Hom(V, V ), we define
L2 : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → (V ∗ ⊗ V )⊗ (Λ5V ∗)4
and so
L20 =
(
0 0
0 −idR4
)
⊗ ε40.
Taking again the trace, we obtain a map
tr(L2) : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → (Λ5V ∗)4
with tr(L20) = −4ε40. Hence
ε :=
4
√
−1
4
tr(L2) : Λ2V ∗ ⊕ Λ3V ∗ ⊕ Λ3V ∗ → Λ5V ∗ ⊕ iΛ5V ∗
is the desired equivariant map.

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