Higher order approximations to p-values can be obtained from the log-likelihood function and a reparameterization that can be viewed as a canonical parameter in an exponential family approximation to the model. This approach clarifies the connection between Skovgaard (1996) and Fraser et al. (1999a) , and shows that the Skovgaard approximation can be obtained directly using the mean log-likelihood function.
INTRODUCTION
Parametric likelihood inference is often based on first order approximations to standard summary statistics from the likelihood, such as the likelihood ratio statistic or the standardized maximum likelihood estimate. For more accurate inference, refinements are needed to improve the first order approximations, to find the distribution of the relevant statistic, and to properly take account of nuisance parameters in the multi-parameter setting. A great many examples are available that illustrate the failure of first-order methods in models with large numbers of nuisance parameters, and there is a similar wealth of examples illustrating the accuracy of higher order approximations. Recent books include Barndorff-Nielsen & Cox (1994) , Severini (2000) , Butler (2007) and Brazzale et al. (2007) .
In this note we establish a simple connection between the higher order approximation due to Skovgaard (1996) and that of Fraser et al. (1999a) , and this in turn gives quite direct links to the approximations of Barndorff-Nielsen (1986) and Severini (1998) . This connection is established by emphasizing the role of exponential family models as approximations to the original model in obtaining higher order approximations for parametric inference.
CANONICAL PARAMETRIZATION
We assume a model f (y; θ) for the observation y = (y 1 , . . . , y n ), where θ ∈ R d , and θ = (ψ, λ) is typically partitioned into a parameter of interest ψ ∈ R d 1 and a nuisance parameter λ ∈ R d 0 . We further assume that the components of y are continuous and independent; extensions are discussed briefly in §5. The log-likelihood function is (θ; y) = log f (y; θ) with observed information function j(θ) = −∂ 2 (θ; y)/∂θ∂θ and maximum likelihood estimateθ assumed to be the solution of the score equation ∂ (θ; y)/∂θ = 0.
First consider the case of a full exponential family model, f (y; θ) = exp{ϕ 1 (θ)t 1 (y) + · · · + ϕ d (θ)t d (y) − c(θ) − h(y)}; the canonical variable t(y) is sufficient and has dimension d. Both the model f (y; θ) and the model for the marginal distribution of t(y) have the same observed log-likelihood function 0 (θ) = ϕ T (θ)t 0 − c(θ) and the same canonical parameter ϕ(θ), that is, the same up to affine transformations aϕ + b where a and b are constants. This canonical parameter can be obtained as the derivative of the log-likelihood function with respect to t at any point, say the observed data t 0 . It could also be obtained by differentiation with respect to y at y 0 in any d linearly independent directions not tangent to the maximum likelihood surfaceθ =θ 0 .
In more general models it is possible to find an approximating exponential family model, the tangent exponential model (Fraser, 1990) , which is an exponential family model that has the same observed log-likelihood function as the original model and the same first derivative with respect to the data at the observed data point. The tangent exponential model at the data point y 0 is defined from the model f (y; θ) as
where s is a nominal variable that can be viewed as a score variable s(y) = θ (θ 0 ; y), and (θ; y 0 ) and ϕ(θ; y 0 ) are defined from the original model as
In (2) the notation ;V denotes differentiation in the sample space in directions given by the columns of a matrix V : the construction of V is described below at (3). It is convenient to use the score variable in (1), so that s 0 = s(y 0 ) = 0, but s is simply the argument of the density, which is defined on R d . The tangent exponential model was developed for the derivation of accurate approximations to tail probabilities, which is discussed in the next section. For the moment we note that it is completely determined by the pair of functions { (θ), ϕ(θ)}. It follows from (1) that log f TEM (θ; s 0 ) = (θ; y 0 ) and (∂/∂s) log f TEM (θ; s 0 ) = ϕ(θ; y 0 ) T = ;V (θ; y 0 ). This shows that the tangent exponential model and the original model have the same log-likelihood function and the same sample space derivative of the log-likelihood function. The tangent exponential model implements conditioning on an approximately ancillary statistic, to construct an approximate model on R d from the original model on R n , so strictly should be written f TEM (s; θ | a). This conditioning is implemented through the choice of V . Subject to this choice, the tangent exponential model is unique up to and including terms of O(n −1 ).
Denote by z = (z 1 , . . . , z n ) a vector of pivotal statistics z i = z i (y i ; θ), which could be simply the vector of distribution functions F (y i ; θ). We use this vector of pivotals to define an n × d matrix V , with rows V i , by
where the final expression in (3) is the derivative of y for fixed pivotal z. Then in more detail, the canonical parameter in (1) is
It is shown in Fraser & Reid (1995) that there is a statistic a that is ancillary to O(n −1 ), that the subspace in R n determined by fixing the value of a = a 0 is spanned by the column vectors in V , and that f TEM (s; θ | a 0 ) approximates the exact distribution of f (s; θ | a) to O(n −1 ), in O(n −1/2 )-neighbourhoods ofθ and y 0 : details are summarized in the Appendix.
A different approach to higher order approximation was proposed by Skovgaard (1996) , who obtained estimates of the directions of conditioning. We show in §3 that Skovgaard's approximation to p-values can be obtained by using the exponential family model (1), but with a different canonical parameter. Let I(θ; θ 0 ) designate a mean log-likelihood function:
This function is related to the Kullback-Leibler distance, which is I(θ 0 ; θ 0 ) − I(θ; θ 0 ). It also arises in studies of the robustness of likelihood inference, where it is called the Fraser information (Kent, 1982) . A new version of ϕ, sayφ, of the canonical parameter for the model (1) is defined by differentiating the function I(θ;θ) instead of (θ; y);
The exponential family model with canonical parameterφ(θ) is an O(n −1 ) approximation to the tangent exponential model (1). Averaging the log-likelihood in the calculation ofφ eliminates dependence on the approximate ancillary, which in turn reduces the accuracy of tail area approximations based onφ, discussed in the next section. On the other hand for many models the calculation ofφ is simpler than the calculation of ϕ using (4). In linear exponential families, with log-
, where c (θ) is a d × d matrix, so that both ϕ andφ are equal to the canonical parameter of the model (up to an affine transformation). Outside this special setting, broadly speaking the the ϕ version is easier to compute in transformation families and theφ version is easier to compute in curved exponential families. Example 1. Suppose y i follows a one-parameter location model f 0 (y i − θ). A sample y 1 , . . . , y n admits an exact ancillary statistic, a = (a 1 , . . . , a n ) = (y 1 −θ, . . . , y n −θ), and the n × 1 vector V from the pivotal z i = y i − θ is simply a vector of 1's. Thus
showing as expected that I(θ; θ 0 ) = I 0 (θ − θ 0 ), say. Then
On dividing (7) and (8) by n we see that ϕ(θ) is the nonparametric bootstrap estimate of the expected value of g 0 (Y − θ) andφ(θ) is the parametric bootstrap estimate of the same quantity.
Example 2. If the density of y i is a (d, 1) curved exponential family
where t and α are d × 1 vectors, then writing t · = t(y i ), 
The calculation of ϕ requires a vector of pivotal statistics which could be taken as F (y i ; θ), the cumulative distribution function for the ith observation, giving ϕ(θ) = α(θ) Td , say, wherê
Depending on the particular exponential family model, one or the other may be easier to calculate analytically or numerically.
The exponential family models, using ϕ orφ as the canonical parameters, provide approximate conditional densities on R d and are related to the p * approximation of Barndorff-Nielsen (1986) , given by
for some exact or approximate ancillary statistic a. To use this formula requires details concerning the ancillary a, in particular what its contour a = a 0 looks like at y 0 . Let y = y 0 + V t be the first order Taylor series expansion of y given a(y) = a 0 in terms of coordinates t relative to tangents V to the surface a(y) = a 0 . Then the tangent exponential model (1) with (2) re-expresses (10) to first derivative at y 0 using the V determined by the ancillary a in (10). This first derivative approximation to (10) gives third order inference at y 0 : see the Appendix.
3. TAIL AREA APPROXIMATIONS Exponential family models are particularly useful for approximating tail areas, as saddlepoint approximation arguments presented in Daniels (1954) and Barndorff-Nielsen (1986) can be used to construct an approximate a p-value function for inference for a scalar parameter ψ with relative error O(n −3/2 ). The approximation depends only on the canonical parameter and the observed log-likelihood function. More generally, in any asymptotic model f (y; θ), where y and θ have the same dimension, an approximate p-value function for a scalar parameter of interest ψ can be obtained from the observed log-likelihood function (θ; y 0 ) and the derivative ϕ(θ) = ∂ (θ; y 0 )/∂y (Fraser, 1990) .
This saddlepoint argument applied to the tangent exponential model (1) leads to an approximate p-value function Φ(r * ), where Φ(·) is the standard normal distribution function, φ(·) is its density. The approximate pivot r * = r * (ψ; y), defined as
where
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In (12)θ ψ = (ψ,λ ψ ) is the constrained maximum likelihood estimator, andλ ψ is assumed to be the solution of ∂ (θ)/∂λ = 0. If θ is a scalar then r = ±[2{ (θ) − (θ)}] 1/2 . The approximate pivot r = r(ψ; y) is usually called the likelihood root, and to first order, i.e. with relative error O(n −1/2 ), follows a standard normal distribution. The nuisance parameter λ is accommodated in this approximate pivot by the simple expedient of maximization. In (13) ϕ(·) is a d × 1 vector, the matrix ϕ λ (·) is the last d − 1 columns of ϕ θ (·), the matrix of derivatives of ϕ with respect to θ, and j λλ (θ) is the submatrix of the observed Fisher information function corresponding to the nuisance parameter components λ. Conditioning on an approximate ancillary and adjusting for nuisance parameters are both incorporated in the approximate pivot q. A detailed discussion of the r * approximation and its numerical implementation in R ( R Development Core Team, 2007) , in the bundle hoa, is given in Brazzale & Davison (2008) . Brazzale et al. (2007, Ch. 9 ) describe an algorithm for implementing r * from (θ) and and a function to compute the vector array V ; the derivatives needed to compute r * are then obtained numerically. An important property of (11) is that it is completely determined by the pair of functions { (θ), ϕ(θ)}, and their derivatives with respect to θ and for this the original model can be replaced by the tangent exponential model f TEM (s; θ).
The original r * approximation of Barndorff-Nielsen (1986) was derived from the p * approximation to the conditional density of the maximum likelihood estimator assuming an explicit ancillary statistic was available. The corresponding expression for q is (13) with ϕ(θ) replaced by ;θ (θ) = ∂ (θ;θ, a)/∂θ:
The normal approximation to r * using this version of q also has relative error O(n −3/2 ), provided that a is a second order ancillary statistic. As noted by a reviewer, ϕ and ;θ are affinely equivalent if the vectors V in (3) are tangent to the ancillary a in (10), in which case q = q BN : see the Appendix and Fraser et al. (1999a, §2. 3). Skovgaard (1996) derived an approximation to (14) by showing that ;θ (θ;θ, a) − ;θ (θ ψ ;θ, a)
θ;θ (θ ψ )
where the covariance terms are evaluated before the first argument of (·; ·) is replaced: for example,
From the definition ofφ(θ) at (6) we see that Skovgaard's version of q is identical to (13) with ϕ replaced byφ, asφ
ϕ θ (θ) = i(θ), and θ;θ (θ) = j(θ). Skovgaard (1996) also noted that the determinant in the numerator of (13) can be expressed as
where the choice of the first component of the vector in square brackets assumes that ψ is the first component of θ. The tangent exponential model approximates the conditional density at y 0 to O(n −1 ), but when the pair of functions { (θ; y 0 ), ϕ(θ; y 0 )} from this model is used to derive the distribution function at y 0 , using (11), (12) and (13), the O(n −1 ) term vanishes, and the error in the tail area approximation is O(n −3/2 ) (Fraser & Reid, 1993; Andrews et al., 2005 ). Skovgaard's expressions do not require specification of the ancillary statistic a or its tangent vectors V ; the resulting r * approximation has relative error O(n −1 ), for moderate deviations, and O(n −1/2 ) for large deviations (Skovgaard, 1996) . The role of the ancillary conditioning on the relative error is outlined in the Appendix. Severini (1999) proposed using empirical estimates of the covariances in (17) and (18), although numerical work presented in Severini (2000, Ch. 7.5) suggests that this may be numerically rather unstable.
EXAMPLES
Example 3. Suppose (y 1i , y 2i ), i = 1, . . . , n follow independent exponential distributions with means 1/θ and θ, respectively. The pivotal functions for computing V using (3) are z 1i = y 1i θ and z 2i = y 2i /θ, giving V =θ −1 (−y 11 , . . . , −y 1n , y 21 , . . . , y 2n )
T and
since ϕ(θ) andφ(θ) differ only by a scalar multiple both give q = (na/2) 1/2 {(θ/θ) − (θ/θ)}, so that the r * approximation usingφ is in this case accurate to O(n −3/2 ). Using Skovgaard's original expressions (17) and (18), the numerator and denominator of (13) contain the scalar multiple a, which simply cancels, although ancillary information is incorporated into q through a scaling factor. Severini (2000, Ch. 6) shows thatφ and (14) give the same expression for q, which is expected as V is tangent to the curve a = a 0 atθ 0 .
Example 4. Suppose now that (y 1i , y 2i ) follow a bivariate normal distribution with means 0, variances 1, and covariance θ. This example was used in Reid (2003) to illustrate the construction of several approximate ancillary statistics, and in Reid (2005) to illustrate the accuracy of the r * approximation. The ancillary directions V are computed using the pivotal statistics z 1i = (y 1i + y 2i ) 2 /{2(1 + θ)} and z 2i = (y 1i − y 2i ) 2 /{2(1 − θ)}, leading to
where t = (y 2 1i + y 2 2i )/(2n) and s = (y 1i y 2i )/n. Using (5) givesφ(θ) = (nθ)/(1 − θ 2 ). An expression for (14) in this example requires explicit expression of (θ; y) as a function of θ and an approximately ancillary statistic. This can be obtained following Barndorff-Nielsen & Wood (1998) by embedding the model in a full exponential family, but the details are quite cumbersome. Example 5. We assume that we have n independent observations with y i = x i (β) + σ i , where x i (β) is a known nonlinear function of a d-dimensional parameter β and some known covariates, and i follows a standard normal distribution. The canonical parameter ϕ(θ) computed using (4) is given in Fraser et al. (1999b) as
is the standardized residual, and X i (β) = ∂x i (β)/∂β T . The canonical parameter obtained using (6) is
For more direct comparison the first component of ϕ(θ) is equal to
after replacing x i (β) − x i (β) by the first term of its Taylor series expansion, X i (β)(β − β). The vector that makes up the remaining components of ϕ is
so that ϕ(θ) andφ(θ) are affinely equivalent, exactly for the β components, and approximately for the σ component. More detailed formulas of for nonlinear regression are given in Brazzale et al. (2007, Ch. 8) , and the R package nlreg implements both the Skovgaard and the Fraser-Reid versions of q.
In linear and nonlinear regression models with non-normal error, the existence of an explicit pivotal statistic for computing the array V ensures that ϕ(θ) is relatively easy to compute; formulae are given in Brazzale et al. (2007, Ch. 8.6 ) and the linear regression case is implemented in the R package marg. The computation ofφ(θ) requires a multi-dimensional integral that can rarely be evaluated explicitly.
Example 6. On the other hand in mixed effects linear regression modelsφ(θ) is much easier to compute than ϕ(θ). We assume the marginal model is y ∼ N {Xβ, V (ρ))}, where ρ indexes the parameters in the covariance matrix. If this model is obtained by integrating over the mixed effects linear model y = Xβ + Zb + , the structure of V is V (ρ) = ZΩZ T + Σ, where Ω is the covariance matrix for the random effects b and Σ is the covariance matrix for the errors; ρ would then include the unknown parameters in both Ω and Σ. The information function I(θ; θ 0 ) is readily evaluated:
from which we have the β and ρ components ofφ(θ)
These agree with Lyons & Peters (2000) , who used the covariance versions (17) and (18). To construct ϕ(θ) using the sample space derivative ;V requires specifying the pivotal statistics z. In the dependent data setting it is not obvious how to do this, but one approach is to construct the residual for each component y i after regression on the preceding components (y i−1 , . . . , y 1 ); this is carried out in a University of Toronto dissertation by S. Iglesias-Gonzalez. Numerical investigation there confirms that the r * approximation using ϕ is indeed more accurate than Skovgaard's version. However, the calculation of V depends on the ordering of the components of y, which is a somewhat unsatisfactory aspect of the ϕ version in this setting.
DISCUSSION
The asymptotic theory underlying the r * approximation is most easily developed for independent and identically distributed observations, but extensions to regression settings are relatively straightforward, as long as the information function is proportional to the sample size: this will typically involve some conditions on the design matrix X for the regression. In the case of dependent observations, such as discussed in Example 4.4, detailed conditions on the nature of the dependence would be needed, to ensure that information continues to accumulate at a rate proportional to n. We are not aware of a thorough treatment of this case, but limited simulations in Lyons & Peters (2000) , Guolo et al. (2006) and in the dissertation of Iglesias-Gonzalez suggest that the approximations are still useful in these dependent data settings.
Theφ version of the approximating exponential model can be used in discrete models, whereas the derivation of ϕ depends on continuity. Davison et al. (2006) suggest an alternative to ϕ for discrete models obtained by replacing dy/dθ in (3) by dE(s)/dθ, where s is the score variable if the discrete model is a curved (or full) exponential family model, and is a locally defined score variable in more general settings. In the curved exponential family case, this leads to the same canonical parameter as that defined by using I(θ; θ 0 ), but in the more general setting the expressions are different.
In models where the analytical calculation of E θ 0 { (θ; y)} is not possible, it may be possible to use a bootstrap approximation to estimate this mean, not only at θ 0 but at enough values of θ to be able to use smoothing to get the derivatives numerically. This is very close to the approach taken by Severini (1999) , who estimated the derivatives empirically, but might have better numerical properties, as empirical estimates of means are usually more accurate than empirical estimates of covariances.
The simplicity of the expression forφ means it can easily be used with likelihood-like objects, such as partial likelihood or composite likelihood, although it is not clear what the asymptotic properties of this approach might be. Skovgaard (2001) extended his approach to obtain a higher order approximation for vector parameters, w * , by deriving a correction of the log-likelihood ratio statistic w(θ) = 2{ (θ) − (θ)}. This correction is a function of the likelihood ratio statistic, ofφ(θ) −φ(θ ψ ), and also of a standardized version of the score statistic ψ (θ ψ ). The derivative ∂I(θ; θ 0 )/∂θ gives the mean value of the score under θ 0 , which might lead to an equivalent version of w * . A quite different approach to the multivariate setting is to use a directional test; this can be derived from the pair { (θ),φ(θ)} along the lines of that developed in Skovgaard (1988) and Fraser & Massam (1988) . ACKNOWLEDGEMENTS We would like to thank the reviewers for helpful comments on an earlier draft. This work was partially supported by the Natural Sciences and Engineering Council of Canada. We are indebted to A. Chouldechova for the calculations presented in Table 1 .
APPENDIX
Ancillary conditioning in the tangent exponential model. The tangent exponential model is defined on R d , although it is computed from the original model on R n , through (2). Assume for the moment that we are able to find a one-to-one transformation y = y(s, a), where y = (y 1 , . . . , y n ), s = (s 1 , . . . , s d ) and a = (a 1 , . . . , a n−d ) is an exactly ancillary statistic, so that f (y; θ) = g 1 (s | a; θ)g 2 (a)|J(s, a)|. Fraser et al. (1999a, eq. (2.4 
where V = ∂y(s, a)/∂s| s=s 0 ,a=a 0 . Thus the sample space derivative used to define ϕ can be computed from the conditional model or more easily from the original model, provided the tangent directions can be determined. As noted by a reviewer, this shows that ;θ and ;V define the same tangent exponential model, where V is taken to be ∂y/∂θ for fixed a, although the derivative ;θ is not usually computable. In more detail, let V = (v 1 , . . . , v d ) be a linearly independent set of vectors tangent to the surface a(y) = a 0 atθ 0 ; and let W = (w 1 , . . . , w n−d ) be a linearly independent set of vectors orthogonal to the tangent plane y 0 + L(V ) to the ancillary contour. Then local coordinates near y 0 using these vectors as the basis are
where t gives coordinates with respect to V and u with respect to W . Denote by
the local d × d Jacobian for the change from t toθ given a = a 0 . We can write
and y is now expressed as a function oft and u. It follows that ∂ ∂θ (θ; y)
whereV is the array of tangent vectors to the ancillary at the data point y 0 relative to theθ coordinates. From (11) and (13), we see that the formulas are unaffected if the vectors V are replaced by any linearly equivalent V H −1 for non-singular H, so there is no gain in calculating derivatives with respect toθ coordinates. In fact in most cases a differentiation with respect toθ would need computation of ∂ (θ; y)/∂y i for individual coordinates as indicated in (2).
For the density approximations (1) and (10) we only require a to be ancillary to O(n −1 ). It is rare to be able to find an explicit expression even for such an approximate ancillary, but ;V (θ; y 0 ) can be computed without making the transformation from y to (s, a), using (3). It is shown in Fraser & Reid (1995, §5) for scalar θ and Fraser & Reid (2002, §6) for vector θ that there exists a statistic a which is ancillary to O(n −1 ). This statistic is obtained by constructing a location model approximation to f (y; θ); the ancillary statistic for this approximate model is directly available from the residuals, and the vectors V defined in (3) are tangent to the the surface defined by fixed a. This statistic is an exact first derivative ancillary, and thus is ancillary to O(n −1/2 ), but can be modified to be ancillary to O(n −1 ) without changing its tangent vectors V .
From tangent exponential models to p-values
The tangent exponential model approximates the original model to O(n −1 ), in moderate deviation neighbourhoods of y 0 . If θ is a scalar, the saddlepoint approximation applied to (1) gives the r * approximation with r as the signed log-likelihood root, and q as the standardized maximum likelihood estimator (φ − ϕ)ĵ 1/2 ϕϕ . If θ is a vector, and the parameter of interest is a scalar component of θ, then an additional step is needed to eliminate the nuisance parameters. This step is outlined Reid (2003, §3. 3), and it is very similar to the argument in Skovgaard (1996, §9.3) ; it requires integrating a density of what Skovgaard (2001, §5.4) calls "Laplace type".
Assume for notational simplicity that after conditioning on an approximate ancillary statistic, as described above, we have a model f (y; θ) on R and a scalar parameter θ. A more explicit expression for the tangent exponential model can be obtained from Taylor series expansion of the log-likelihood function, expanded in both θ and y. Andrews et al. (2005, eq.(2.6)) give the coefficients for this expansion, and show that it has a particularly simple structure, after both y and θ have been centered at y 0 andθ 0 respectively, scaled to have unit second derivatives, and transformed to variables of the form y + a 1 n −1/2 y 2 + a 2 n −1 y 3 , θ + b 1 n −1/2 θ 2 + b 2 n −1 θ 3 , where terms of O(n −3/2 ) are ignored. The resulting expansion for the log-density of the transformed variable y with transformed parameter ϑ, where y 0 = 0 and ϑ 0 = 0 is
where c is the normalizing constant,
is determined by requiring the density to integrate to 1, and
where α 3 and α 4 and γ are O(1). This model has the property that its cumulative distribution function, evaluated at 0, does not depend on γ, so for approximating the p-value to O(n −3/2 ) we can use the simpler version of (A1) c + P 1n (y) + P 2n (ϑ) + ϑy and this is the tangent exponential model with ϕ(ϑ) = ϑ and (ϑ) = P 2n (ϑ).
The role of the ancillary is suppressed in this argument, but the coefficients α 3 , α 4 and γ depend on the approximate ancillary statistic. Thus even though the tangent exponential model with ϕ replaced by Skovgaard's versionφ is also free of the non-exponential term γϑ 2 y 2 /(4n), it can only approximate the true conditional model to O(n −1 ), and hence give approximate conditional p-values to that order. It has been suggested by a reviewer that the unconditional p-values from Skovgaard's version might yet be accurate to O(n −3/2 ), but it is not clear to us how this might be established. However we now verify, for scalar θ, thatφ = ϕ{1 + O(n −1 )} via a Taylor series expansion, to O(n −1 ) only, of the joint model forθ and a. The dimension reduction from n to 1 in principle requires an ancillary statistic a of dimension n − 1, but it follows from §3 of Fraser & Reid (1995) that only a finite number of coordinates of a are needed for third order inference, and that the joint density can be approximated at (θ 0 , a 0 ) by an expansion of the form f (y; θ) = exp{− 1 2 (θ − ϑ) 2 + α 3 6n 1/2 (θ − ϑ) 3 + δ n 1/2 a(θ − ϑ) 2 − 1 2 a 2 + γ 6n 1/2 a 3 + O(n −1 )}.
(A2) In (A2) we assume the dimension of a is 1, although the general structure for a finite dimensional a is of the same form. We again use the notation ϑ in place of θ, but in (A2) the series expansion assumes that the original parameter θ has been reexpressed and standardized so that the model follows a location family form to second order, with observed Fisher information equal to 1. In (A1) the reexpression and standardization is to exponential family form. Both types of expansions are detailed in Andrews et al. (2005, §2) , although in the approximate location case they give only the conditional model given a.
From (A2) we obtain ϕ(ϑ; y 0 ) = ϕ(ϑ;θ 0 , a 0 ) as This also shows that ignoring terms of O(n −1 ) and higher, ϕ(ϑ, y 0 ) is free of the ancillary value a 0 . We now use (A2) to calculate I(ϑ; ϑ 0 ); for example
and henceφ
If we used a more accurate O(n −3/2 ) expansion in place of (A2) we would find dependence on a in the O(n −1 ) term for ϕ, whereasφ can of course only depend onθ. The extension to vector θ follows from expansions given in Cakmak et al. (1994) but the notation becomes rather cumbersome.
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