This paper is about vector autoregressive-moving average (VARMA) models with time-dependent coefficients to represent non-stationary time series. Contrarily to other papers in the univariate case, the coefficients depend on time but not on the length of the series n. Under appropriate assumptions, it is shown that a Gaussian quasi-maximum likelihood estimator is almost surely consistent and asymptotically normal. The theoretical results are illustrated by means of two examples of bivariate processes. It is shown that the assumptions underlying the theoretical results apply. In the second example the innovations are also marginally heteroscedastic with a correlation ranging from −0.8 to 0.8. In the two examples, the asymptotic information matrix is obtained in the Gaussian case. Finally, the finite-sample behaviour is checked via a Monte Carlo simulation study for n going from 25 to 400. The results confirm the validity of the asymptotic properties even for short series and reveal that the asymptotic information matrix deduced from the theory is correct.
Introduction
We consider multidimensional time series models, with particular emphasis on vector ARMA (VARMA) models, the multivariate extension of the ARMA models. The main difference between ARMA and VARMA models lies in the fact that the coefficients change from scalars to squared matrices. The main developments in the area of statistical inference of standard stationary VARMA models are due to Kohn (1978) , Hannan & Deistler (1988) , Francq & Raïssi (2007) and, quite recently, Boubacar Mainassara & Francq (2011) who study the consistency and asymptotic normality of quasi-maximum likelihood estimators for weak VARMA models. However, the field of time-dependent VARMA (tdVARMA) models with marginally heteroscedastic innovation covariance matrix remains largely unexplored. An exception is Dahlhaus (2000) using an entirely different approach and assuming that the coefficients depend on time t but also on the length of the series n trough their ratio t/n. Here we assume dependency on t only. Even if our theory is illustrated on pure VAR examples, it should be emphasized that it is valid for VMA and VARMA models, like in Dahlhaus (2000) . Note that Lütkepohl (2005, Chap. 14) treats tdVAR models by Gaussian maximum likelihood but does not discuss asymptotic properties in the general case.
Thus we want to fill in this gap in the literature by extending to the multivariate setting the methodology of Azrak & Mélard (2006) who, to the best of the authors' knowledge, were the first to obtain asymptotic properties of estimators for the general class of univariate time-dependent ARMA models by having recourse to quasimaximum likelihood estimation (QMLE) .
Like other QMLE approaches, the estimation method in Azrak & Mélard (2006) does not use the true, unknown, density of the observations but rather acts as if that density were Gaussian, thus using the Gaussian log-likelihood, which is an extension of the generalized least-squares method since it takes care of possible heteroscedasticity. There is no assumption of stationarity but, although it is not illustrated in our examples, there is an adjustment in the asymptotic theory for allowing non-normal observations. One major advantage of QMLE is that the Gaussian likelihood function can be computed exactly, with an efficient algorithm, Alj et al. (2015c) , and this is very important for short time series. The main task in the Azrak-Mélard approach, hence also in our extension, consists in checking conditions from two crucial theorems in Klimko & Nelson (1978) , which respectively ensure existence of an almost surely (a.s.) consistent estimator and prove asymptotic normality of that estimator, whilst providing the asymptotic covariance matrix. This is precisely what we are aiming at but, as we shall see in the rest of this paper, it is all but an easy task.
Let us briefly comment on two other univariate approaches, and explain why we have not opted for extending those.
-The Dahlhaus approach (Dahlhaus 1996a (Dahlhaus , b, c, 1997 ) has allowed to obtain asymptotic results for a class of locally stationary processes including heteroscedastic ARMA processes with time-dependent coefficients. Dahlhaus uses either a spectral-based or a maximum likelihood estimation method. His asymptotics are based on rescaling time, i.e. t/n; therefore this is not related to our approach where there is no such requirement. Moreover local stationarity implies that the coefficients are continuous functions of time (and even two time differentiable functions), which is not necessarily the case here. Azrak & Mélard (2011) show a univariate example where Azrak & Mélard (2006) 's theory holds but the assumptions of local stationarity are not valid. Note also that Dahlhaus (2000)'s theory for multivariate processes assumes a Gaussian process whereas we assume only existence of 8th-order moments.
-The Bibi-Francq approach (Bibi & Francq 2003) applies the quasi-least squares estimation method and gives asymptotic results for cyclical ARMA models with non constant periods. Although only 4th-order moments are needed, the theory was not developed for multivariate processes until now.
Another related approach, see for instance Tiao & Grupe (1980) or Basawa & Lund (2001) , consists in ARMA models with coefficients that vary as periodic functions of time, see also Hindrayanto et al. (2010) . If the period s is an integer, s consecutive variables can be stacked as a vector which satisfies a stationary VARMA model. Here we do not assume periodic coefficients although, to simplify the derivations, our two examples will have periodic coefficients or innovation covariance matrix, but with large or irrational periods. Therefore stacking the variables will be practically inoperative and standard asymptotic theory for stationary VARMA models will not apply.
Most of the technical lemmas used in the present paper and their proofs are given in a technical appendix denoted here 'TA', see Alj et al. (2015a) . The second part of this paper (Alj et al., 2015b) will deal with the more general case where the coefficients of the model depend on time t but also possibly on the number of observations n of the series. However, even in that case, the theory differs from Dahlhaus' approach in the sense that the coefficients do not need to be continuous functions of time. In the univariate case, an example is provided by Azrak & Mélard (2011) . The technical appendix, Alj et al. (2015a) , will be shared by Alj et al. (2015b) . The reason to separate the material in two parts is that while theorems related to martingale sequences are enough in the context of the present paper, the second part requires martingale arrays, although the technicalities are more or less the same.
Another aspect of the present paper is that it provides an alternative theory for the asymptotics of standard VARMA models that does not rely on stationarity or ergodicity arguments, although in the standard case, the assumptions will imply the usual conditions on the roots of the autoregressive and moving average polynomials in the lag operator. Our alternative theory also avoids spectral analysis.
The paper is organized as follows. In Section 2, we first develop asymptotics for quasi-maximum likelihood estimators in a general multivariate time series model which is not necessarily stationary. Then, in Section 3, we focus our attention on tdVARMA models: after setting the notations, we analyze pure VAR and pure VMA representations, with an illustration, before finally stating the main theorem for the tdVARMA case. We illustrate our theoretical findings by means of two examples in Section 4, and examine the finite-sample behavior of our estimators via a Monte Carlo simulation study in Section 5. Finally, Appendix A collects the main proofs and Appendix B contains a verification of the main assumptions for the two examples studied with a few nice mathematical derivations.
2 QMLE for a general multivariate time series model 2.1 Some preliminaries Let {x t : t ∈ N} be a stochastic process defined on a probability space (Ω, F, P θ ), taking values in R r , and whose distribution depends on a vector θ = (θ 1 , ..., θ m ) T of unknown parameters to be estimated, with θ lying in some open set Θ of a Euclidean space R m . Let E θ (.) and E θ (./.) denote expectation and conditional expectation under P θ , respectively. The true value of θ is denoted by θ 0 = (θ 0 1 , ..., θ 0 m ) T , assumed to be an interior point of Θ. Let {F t : t ∈ N} be an increasing sequence of sub-sigma algebras of F with F t generated by {x u : u = 1, 2, ..., t} with F 0 = {∅, Ω} such that, for each t,
x t is measurable with respect to F t . Given a set of observations {x t : t = 1, 2, ..., n}, we want to estimate θ by trying to minimize the general real-valued objective function Q n (θ) = Q n (θ; x 1 , ..., x n ) which depends on θ and the observations {x t : t = 1, 2, ..., n}.
Therefore we solve the system of equations
We suppose that the objective function Q n (θ) is twice continuously differentiable in Θ. Let θ n = ( θ 1 , ..., θ m )
T be a sequence of estimators indexed by n. Klimko & Nelson (1978) showed conditions for strong consistency and asymptotic normality of θ n , see also Hall & Heyde (1980, pp. 174-176) and Taniguchi & Kakizawa (2000, pp. 97-98) .
General theory of quasi-maximum likelihood estimation
for which obviously E θ (e t (θ)) = 0. We denote by
the conditional covariance matrix given F t−1 . The quasi-likelihood function L n (θ; x 1 , ..., x n ) computed as if the process were Gaussian is given by
We take the objective function
Then the QMLE of θ is defined as any measurable solution θ n of
In order to check the assumptions of the Klimko & Nelson (1978) theorems, we proceed like Azrak & Mélard (2006) and we make some additional assumptions as follows. Let the r-vector stochastic process {x t : t ∈ N} be such that E θ x t 2 < ∞ for all θ and e t (θ) and Σ t (θ) are almost surely twice continuously differentiable in Θ.
Henceforth, for simplicity, we denote [E θ {.(θ)}] θ=θ 0 by E θ 0 {.(θ)}. We suppose that there exist two positive constants C 1 and C 2 such that for all t ≥ 1:
Suppose further that
where V = (V ij ) 1≤i,j≤m is a strictly positive definite matrix of constants;
for i, j = 1, ..., m, where θ * is a point of the straight line joining θ 0 to every θ,
where . is the Euclidean norm.
The main notations and assumptions being settled, we are ready to state the two main theorems of the present paper. T such that θ n → θ 0 a.s. and, for any ǫ > 0, there exists an event E with P θ 0 (E) > 1 −ǫ and an n 0 such that on E, for any n > n 0 , {∂Q n (θ)/∂θ i } θ= θn = 0, for i = 1, 2, ..., m, and Q n (θ) attains a relative minimum at θ n .
The proof of Theorem 2.1 is given in Appendix A. 
For the proof of Theorem 2.2 we use the Central Limit Theorem for martingale differences of Basawa & Prakasa Rao (1980) .
3 VARMA models with time-dependent coefficients 3.1 tdVARMA models: definition and notations
The process {x t : t ∈ N} is called a zero mean r-vector mixed autoregressive-moving average process of order (p, q) with time-dependent coefficients, and is denoted by tdVARMA (p, q), if and only if it satisfies the equation
where p and q are integer constants, {ǫ t : t ∈ N} is an independent white noise process, consisting of independent random variables, not necessarily identically distributed, with zero mean, covariance matrix Σ which is invertible, and finite fourthorder moments, and where the coefficients A t1 , ..., A tp and B t1 , ..., B tq , as well as the r × r matrix g t , are deterministic functions of time t. The initial values x t , t < 1, and ǫ t , t < 1, are supposed to be equal to the zero vector. In the sequel, we will also use A t0 = B t0 = I r with I r the r-dimensional identity matrix and set to zero the coefficients A tk with k > p and B tk with k > q, for all t. Writing ⊗ the Kronecker product, we let
which depends on t, in general. For k, l ∈ N and k = l, we consider the matrix
which does not depend on t, k or l and where the r 2 ×r 2 matrix K r,r is the commutation matrix. See Kollo & von Rosen (2005, p. 79) or TA Lemma 4.2.
Let us now consider the parametric model corresponding to (3.1), namely
where the e t (θ) can be considered as the residuals of the model and are defined as in (2.1) and where A ti (θ), for i = 1, ..., p, and B tj (θ), for j = 1, ..., q, are the parametric coefficients. Furthermore the covariance matrix of e t (θ) is parametrized as
We assume that the m-dimensional vector θ contains all the parameters of interest to be estimated, those in the coefficients A t1 (θ), ..., A tp (θ), B t1 (θ), ..., B tq (θ) and g t (θ) but not the nuisance parameters in the scale factor matrix Σ which are estimated separately. In usual VARMA(p, q) models, the coefficients A 1 (θ), ..., A p (θ), B 1 (θ), ..., B q (θ) and g t (θ) do not depend on t, and the parameters are the coefficients themselves. Note that for a given θ we havê
According to the assumptions made about initial values, it is possible to write out properly the pure autoregressive and the pure moving average representation of the model (3.2), as we shall see in the next section.
3.2 The pure autoregressive and the pure moving average representations By using the assumption about initial values and using (3.2) recurrently, Mélard (1985) and Azrak & Mélard (2015) have established expressions for the pure autoregressive representation and the pure moving average representation of tdVARMA processes. In the univariate case these representations can be found in Azrak & Mélard (2006) . In our setting, for any θ the pure autoregressive representation corresponds to
where the coefficients π tk (θ) can be obtained from the autoregressive and moving average coefficients by using the following recurrences (see Mélard, 1985, pp. 43-45) :
3) we of course have e t (θ) = x t − t−1 k=1 π tk (θ)x t−k , and consequently its first three derivatives with respect to θ are given by
On the other hand, for the pure moving average representation we have
where the coefficients ψ tk (θ) = ψ
.., t − 1, can be obtained from the autoregressive and moving average coefficients by using the following recurrences (see Mélard, 1985, pp. 36-38) :
for each k = 1, ..., t − 1. Hence for θ = θ 0 we have
where we denote ψ tk = ψ tk (θ 0 ). Then, by using (3.5), e t (θ) and its first three derivatives in (3.4) can be written as a pure moving average in terms of the innovations process:
for i, j, l = 1, ..., m, where the coefficients
are obtained from the autoregressive and moving average coefficients by the following relations:
We denote
Remark 3.1 If the process were not started at time t = 1, it should be necessary to impose a causality and an invertibility condition, see for example Hallin & Ingenbleek (1983) and Hallin (1986) . Note that ψ t0k (θ 0 , θ 0 ) = 0, for k ≥ 1, and 1, for k = 0.
3.3 An illustration: tdVARMA(1, 1)
Let {x t : t ∈ N} be an r-vector time series satisfying
It is easy to see that the tdVARMA(1,1) model is considered as a special case of the model defined in (3.5) with p = 1 and q = 1. Now following Mélard (1985) and Azrak & Mélard (2015) , in this special case, the coefficients of the pure moving average representation are given by:
where a product for l = 0 to −1 is set to I r . The coefficients of the pure autoregressive form are
so, for i = 1, ..., m, their derivatives are given by
where
In the univariate case these results can be found in Azrak & Mélard (2015, Chapter 4) , correcting Azrak & Mélard (2006) .
QMLE of tdVARMA(p, q) models: asymptotic results
Let {x t : t = 1, 2, ..., n} be a partial realization of length n of the process {x t : t ∈ N} defined in (3.1). In the present section, we shall apply the general results of Section 2.2 to the tdVARMA(p, q) setting after formulating the minimal requirements for satisfying Assumptions H 2.1 −H 2.4 (resp., H 2.1 −H 2.5 ). The notations Q n (θ), α t (θ) as well as the QMLE solution (2.3) remain of course the same here.
Theorem 3.1 below establishes the strong consistency of the QMLE and further the asymptotic normality of this estimator. For convenience, we suppose that the parameters in A ti (θ) for i = 1, ..., p, in B tj (θ) for j = 1, ..., q, and in g t (θ) are functionally independent. Without loss of generality we suppose that the vector θ is composed of three sub-vectors A, B and g, more concretely θ = (A T , B T , g T ) T , A being the sub-vector of the parameters included in A ti (θ) for i = 1, ..., p, with dimension s 1 , B the sub-vector of the parameters included in B tj (θ) for j = 1, ..., q, with dimension s 2 and g the sub-vector of the parameters included in g t (θ) with dimension m − s 1 − s 2 . Let us define the following Schur or Frobenius matrix norm.
Definition 3.1 The Schur or Frobenius norm is a matrix norm of an
For further information about this matrix norm, see Golub & Van Loan (1996, p. 55) . We now introduce a set of assumptions that will allow us, as mentioned above, to use results from Section 2.2. We assume for all t ∈ N:
The matrices A ti (θ), B tj (θ) and g t (θ) are three times continuously differentiable with respect to θ, in an open set Θ which contains the true value θ 0 of θ.
H 3.2 : There exist positive constants N 1 , N 2 , N 3 , N 4 , N 5 and 0 < Φ < 1 such that, for ν = 1, ..., t − 1,
H 3.4 : There exist positive constants M 1 , M 2 , and M 3 such that
H 3.5 : There exist positive constants m 1 and m 2 such that
Furthermore, we suppose that
for i, j = 1, ..., m, where the matrix V = (V i,j ) 1≤i,j≤m is a strictly positive definite matrix;
and, for k
Remark 3.2 These assumptions are a generalization of those in Azrak & Mélard (2006) . Note however that their assumption about upper bounds of the 4th order moment of the process is not needed in their proof. It will also not be used here, hence it is left out.
With these assumptions in hand, we are able to show that the conditions for Theorems 2.1-2.2 hold (see Appendix A.1 for a sketch of the proof) and hence obtain the following result. 
, and for every ǫ > 0 there exists an event E with P θ 0 (E) > 1 − ǫ and an n 0 such that, for n > n 0 on E, Q n (θ) reaches a relative minimum at the point θ n ; 
Some examples
The two examples will show that the theory can be applied and that the assumptions can be verified.
4.1 Example 1: tdVAR(1) a generalization of Kwoun & Yajima (1986) In the following example we discuss a generalization of Kwoun & Yajima (1986) . To achieve this we consider the bivariate tdVAR(1) model
where the coefficients A ij t (θ) for i, j = 1, 2 are defined as
The unknown parameters A T .
The numerical example proposed by Kwoun & Yajima (1986) for r = 1 contains a process with periodic coefficients of period 4 because α ij = π/2. However, it is well known, see e.g. Tiao & Grupe (1980) and Azrak & Mélard (2006) , that an rdimensional autoregressive process with periodic coefficients of period s ∈ N can be embedded into an s-dimensional stationary autoregressive process. To avoid this simplification we consider coefficients A ij t (θ) either with distinct irrational periods or at least with large relatively prime periods. We check the assumptions of Theorem 3.1 in Appendix B.1 in the simplified case where we have 
Example 2: tdVAR(1) with heteroscedasticity
Let us re-consider the model defined in (4.1)-(4.3), except that A ′ 12 is no longer a parameter, with the added difficulty that the innovations are now g t ǫ t instead of ǫ t . Therefore we introduce a matrix g t (θ) and we have a bounded time-dependent covariance matrix Σ t (θ) = g t (θ)Σg T t (θ). We have extended the Kwoun & Yajima (1986) parametrization by taking g t (θ) := exp (−η 11 sin(ct)) 1 −1 exp (−η 22 sin(ct)) (4.6) with c ∈ R. Also we use a matrix Σ which is no longer the identity matrix: Σ := s 11 s 12 s 12 s 22 .
A close examination of Σ t (θ) shows that if g t (θ) were diagonal, then the correlation between the residuals would be constant, which is not very realistic for a time-dependent process. This is why we have put off-diagonal elements different from 0 in (4.6). Here, the vector θ reduces to
The assumptions of Theorem 3.1 are checked in Appendix B.2, and simulation results shown in Section 5.2.
5 Simulation results
Example 1: tdVAR(1) a generalization of Kwoun & Yajima (1986)
The simulation experiment is performed in Matlab by using the program, which we call AJM, described in Alj et al. (2015c) and based on a special case of tdVAR(1) process defined in (4.4)-(4.5), with A ′ 11 = 0.8 and A ′ 22 = −0.9 and (ǫ t1 , ǫ t2 ) T has a bivariate normal distribution with covariance matrix Σ = I 2 . A simulated series using these specifications is shown in Fig. 1 .
The true value of θ is
We take
as initial value of θ. The experiment was replicated 1000 times. The results are summarized in Table  1 . As the sample size becomes larger, we can see that
• the averages of the estimates become closer to their true value in accordance • the sample standard deviation on line (b) becomes also closer to the averages across simulations of estimated standard errors in line (c) showing that the standard errors are well estimated, and
• the percentage of rejecting the hypothesis H 0 is close to 5%.
We compare, for the sample size n = 400, a histogram of the 1000 replications of θ i to the normal probability curve with mean equal to θ 0 and standard deviation given 
Example 2: tdVAR(1) with heteroscedasticity
We keep the bivariate model defined by (4.1)-(4.3), with the same numerical values for a and b but without A ′ 12 (θ), with g t ǫ t instead of ǫ t and a covariance matrix Σ t (θ) = g t (θ)Σg T t (θ) bounded but time-dependent, where
with Σ 11 = Σ 22 = 1, Σ 12 = 0.5, c = 2π/25 and η 11 = 1, η 22 = −1 so that the innovation correlation coefficient varies between −0.8 and 0.8. Again, the number of replications is 1000. The results are presented in Table 2 . Moreover a program for computing the asymptotic information matrix on the basis of the formulae given in Appendix B.2 gave, for n = 50 for example, the standard errors 
Appendices A Proof of theorems
Since we proceed as in Azrak & Mélard (2006) , we just sketch the proof, at least in Section A.1. Lemmas preceeded by TA refer to the Technical Appendix, Alj et al. (2015a) .
A.1 Proof of Theorem 2.1 and of Theorem 2.2
As mentioned in Section 2.2, we check the following four assumptions of Klimko & Nelson (1978) for Q n (θ) defined by (2.2).
,j≤m is a strictly positive definite matrix of constants;
for i, j = 1, ..., m, where θ * is a point of the straight line joining θ 0 to θ, such that
is a strictly positive definite matrix. 
By TA Lemma 4.5, we have {∂
difference sequence. Then we can again use the Stout (1974) strong law of large numbers, by adapting (A.1), since H 2.2 implies the condition for it for p = 2. Hence
Then one half of the a.s. limit of the first term is n −1 ∂ 2 Q n (θ)/∂θ i ∂θ j for θ = θ 0 and defines V ij , by H 2.3 .
Up to now, all the assumptions of Theorem 2.1 are verified. To prove Theorem 2.2, there remains to check H 1.4 .
A.1.3 Proof of H 1.4
We proceed by using the Central Limit Theorem for martingale difference sequences of Basawa & Prakasa Rao (1980) . Using the Cramér-Rao device with any vector λ, this requires to prove that, for
This is done again using H 2.1 . Then, with W defined by H 2.5 , asymptotic normality follows with the stated covariance matrix.
A.2 Further preliminaries
In order to prove Theorem 3.1, we need the following Lemma, due to Hamdoune (1995) (see also Azrak & Mélard 2006) , and a strong law of large numbers for mixingale sequences.
Lemma A.1 Let {w t , t = 1, ..., n} be, for each n ∈ N, a scalar process with finite second-order moments, i.e.
Then, n −1 n t=1 w t converges a.s. to zero when n tends to infinity.
We also need a strong law of large numbers for mixingale sequences, e.g. Hall & Heyde Definition A.1 Let {w t , t ≥ 1} be square-integrable random variables on a probability space (Ω, F, P ) and {F t , −∞ < t < ∞} be an increasing sequence of σ-fields of F . Then {w t , F t } is a L 2 -mixingale sequence if for sequences of nonnegative constants ψ ν and c t where ψ ν → 0 as ν → ∞, we have i. E{E(w t |F t−ν ) 2 } ≤ ψ ν c t , and
A.3 Proof of Theorem 3.1
First of all, as shown in Section 3.2, assumption H 3.1 is used to define the ψ's used in H 3.2 and in the derivatives in the other assumptions. The idea is to check the five assumptions of Theorems 2.1 and 2.2. Then H 2.1 and H 2.2 are direct consequences of TA Lemma 2.1 (using TA Lemma 4.11) and TA Lemma 2.2 (using TA Lemma 4.12),
respectively. This makes use of assumptions H 3.2 , H 3.3 , H 3.4 and H 3.5 .
A.3.1 Proof of H 2.3
Let us consider the process Z tij defined by
By using TA Lemma 4.13 and assumptions H 3.2 , H 3.4 , H 3.5 and H 3.7 , the two assumptions i and ii of Lemma A.1 are fulfilled for Z tij , hence
when n → ∞. However, from TA Lemma 4.5, we have for i, j = 1, ..., m:
Then (A.2) implies that the a.s. limit of (A.3) for n → ∞ will be equal to
and this is V ij as defined in H 3.6 .
A.3.2 Proof of H 2.4
By using TA Lemma 2.3, it suffices to show that
As a consequence of TA Lemma 2.4, the expression on the left-hand side can be bounded byΦ
whereΦ 1 is shown in TA Lemma 4.14 (using assumptions H 3.3 and H 3.5 ) to be bounded, and the last four termsΦ 2t ,Ψ 1t ,Ψ 2t , andΨ 3t are briefly described now:
For i, j, l = 1, ..., m, let us define the following six sequences of random variables (Hall & Heyde, 1980, p. 41, Theorem 2.21) . This makes use of assumptions H 3.2 , H 3.3 , H 3.4 and H 3.5 . Hence Consequently, the proof is completed so that H 2.4 is checked. Then for every ǫ > 0, there exists an event E with P θ 0 (E) > 1 − ǫ and an n 0 such that, for n > n 0 on E, Q n (θ) reaches a relative minimum at the point θ n . Consequently, there exists In order check this hypothesis, we shall have recourse to the results of Section 3.2. In this example the coefficients of the pure moving average representation of (4.1) are given by
for k = 1, 2, ..., t − 1. The coefficients of the pure autoregressive form are
and π tk (θ) = 0 if k = 2, ..., t − 1. Then, by using (3.10)-(3.12), we can calculate ψ tik (θ, θ 0 ), ψ tijk (θ, θ 0 ) and
, and its (i, j) element
t,i,j , i, j = 1, 2, we have
3) for k = 1, 2, ..., t − 1, where A (0) t = I 2 . Obviously, checking the assumptions in the general setup happens to be a complicated and tedious task, hence, for the sake of simplification, we shall consider the model defined in (4.3). It can be shown by induction that
for k ≥ 2, where 6) and c lf = a and δ lf = 0, for l + f ≤ k − 1, and c lf = b and δ lf = 1, for l + f > k − 1. For example, for k = 4
, and using (B.4) we have
where a dash will always indicate an element that will not be used. By the same way
We define the constant
which is such that 0 < Φ < 1. Now by using (B.5)-(B.9) and bounding sines by 1, we can show that
and
Consequently, from (B.8) and (B.12),
where N 1 = 1/(1 − Φ). By the same way, from (B.7) and (B.10)-(B.11),
but this cannot be bounded by N 1 Φ ν−1 for some constant N 1 , independently of ν, so a more subtle upper bound needs to be found. Using (B.6), an upper bound of the element (1, 2) is equal to
(B.14)
It should be possible to adapt some results on products of sines (e.g., Freiman & Halberstam, 1988, and Janous & King, 2000) to the general case. More precisely, let Q k = max P ≥2 k t=1 sin(2πt/P ), then lim k→∞ (Q k ) 1/k = 0.6098579.... But it will be tricky given the specific form (B.14), and we will restrain the proof by assuming a sufficient (but not necessary) condition that a = 2π/P 1 and b = 2π/P 2 , for some strictly positive integers P 1 and P 2 . Then sin(a(t − f )) = 0, for t − f = g 1 P 1 , for g 1 ∈ Z, and sin(b(t−f −1)) = 0, for t−f −1 = g 2 P 2 , for g 2 ∈ Z. Letk = def P 1 +P 2 +1.
Then, for any given t, take the remainders g 1 and g 2 of the Euclidean divisions of t by P 1 and of t − 1 by P 2 , respectively. These remainders are between 0 and, respectively, P 1 −1 and P 2 −1, hence smaller thank −2. Hence for any k ≥k, there is some integer f , either t−g 1 P 1 , or t−1 −g 2 P 2 between 0 and k −2 such that either sin(a(t−f )) = 0 or sin(b(t − f − 1)) = 0 and finally each term of (B.14) vanishes. Hence, taking ν >k, the second term of (B.13) vanishes for all t and the Frobenius norm can be bounded by some expression N 1 Φ ν−1 for some N 1 . Note also that, under the conditions of integral periods, we have
By using (B.1)-(B.2)-(B.3) the other inequalities of this assumption are checked.
Trivial.
B.1.4 Assumption H 3.4
B.1.5 Assumption H 3.5
B.1.6 Assumption H 3.6
The second term in H 3.6 is equal to 0, so it remains to show that
for i, j = 1, 2, where the matrix V = (V i,j ) 1≤i,j≤2 is a strictly positive definite matrix. From (3.7) we have
entailing, since we have taken Σ = I 2 ,
The terms for k >k vanish, as explained above. The remaining terms are bounded by Φ k−1 , also as above, and the sum is strictly positive, at least for some t's. Therefore, taking the average for t = 1 to n gives a finite strictly positive limit V 11 when n → ∞. By the same method for i, j = 2
with a similar consequence to provide a finite strictly positive limit V 22 when n → ∞. Furthermore, it can easily be seen
Consequently, the matrix V = (V i,j ) 1≤i,j≤2 is strictly positive definite. For the first part of this assumption, since g t is bounded, it remains to show that
To simplify the proof we assume again that a = 2π/P 1 and b = 2π/P 2 , for some integers P 1 and P 2 and usek as defined above. Then (B.16) becomes a sum for k = 1 tok − d. x/(1 − x) 2 , provided |x| < 1. Dividing by n 2 thus gives O(1/n), as requested.
Applying the same method for i = 2, with again a sum for k = 1 tok but of A ≤ k 4 (Φ)n, with other constants k 3 (Φ) and k 4 (Φ) and reach the same final conclusion as for i = 1. For the second part of this assumption, since Ξ t (Σ), Σ ⊗ Σ and vec(Σ) vec(Σ)
T are finite constants, similarly to the first part we can show that the second part of assumption H 3.7 is fulfilled.
B.2 Example 4.2
The assumptions H 3.1 −H 3.5 are easily checked: H 3.1 is trivial, H 3.2 remains unchanged but requires the same conditions on integers P 1 , P 2 as for the previous example, and H 3.3 − H 3.5 are readily checked given boundedness of the sine function. It remains to discuss about H 3.6 and H 3.7 which we are going to check now. Note that from (4.4) the vector of the parameters is θ = (A T is its true value. Note that we assume again that Φ is of the form (B.9). Finally, we write s 11 , s 12 and s 22 the entries of the matrix Σ (without loss of generality, we could as well take Σ the identity matrix, as was done for the proof of the previous example).
B.2.1 Assumption H 3.6
We start by making an important observation, namely that the matrix V = (V i,j ) 1≤i,j≤4
is block-diagonal, with blocks for (i, j) ∈ {1, 2} and (i, j) ∈ {3, 4}, respectively. Regarding the second block, tedious calculations (therefore carried out with Mathematica) for θ 3 = η 11 yield tr Σ where V ij (t) is the term t in the sum defining V ij , i, j = 1, 2, 3, 4. Since Σ is an invertible matrix, s 11 s 22 −s 2 12 = det(Σ) > 0, hence this expression is clearly positive. Bounding the numerator is straightforward (since | sin(ct)| < 1), and 1/ 1 + e (η 11 +η 22 ) sin(ct) 2 can simply be bounded by 1. Hence, there exist a constant α not depending on t such that V 33 (t) ≤ α, consequently the entry V 33 is positive and finite. The same conclusion obviously holds for V 44 . Turning our attention towards V 34 , we obtain tr Σ = V 34 (t).
Again, it is a simple exercise to show that this term is bounded independently of t. Let us turn our attention towards the block (1, 2) now. From (3.7) we know that
Following Section B.1.6 for i, j = 1 with θ 1 = A ′ 11 , we obtain a generalized version of (B.15) as From (4.6) we have g t−k 2 F = 2 + e −2η 11 sin(ct) + e −2η 22 sin(ct)
