The importance of trade costs in segmenting product markets cannot be captured by considering aggregate prices or in the absence of information on the direction of trade. We address this problem by utilizing product-specific prices along with cross-sectional productivity measures and bilateral trade flows that allow us to identify the probable source of any one product. Our empirical approach is in line with the theoretical framework of Eaton and Kortum (2002) and the variation of this proposed in Anderson and van Wincoop (2004) . The data are shown to be consistent with this framework. In particular, trade costs in the form of transportation and distribution costs are important in determining international price differences and segmenting international markets.
International Price Dispersion and the Direction of Trade 1. Introduction Crucini, Telmer, and Zachariadis (2005) (CTZ) make the case that the Law-of-One-Price (LOP) and Purchasing Power Parity (PPP) are essentially about the cross-sectional distribution of international relative prices rather than about the time-series behavior of changes in these relative prices, and that "economic theory places much starker restrictions on LOP deviations than on their changes"; the implication being that the gap between theory and empirics can be bridged through the use of microeconomic price levels that enable exact comparisons across locations. Anderson and van Wincoop (2004) propose the use of price level data that are comparable across locations at a point in time as a promising route for inferring trade cost levels, arguing that "i t is hard to see how information can be extracted about the level of trade costs from evidence on changes in relative prices." They go on to suggest that in order to extract information about trade costs from price levels "a natural strategy would be to identify the source country for each product," noting that "unfortunately survey data often do not tell us which country produced the good."
In this paper, we consider microeconomic price levels along with information on the productivity of each country in each industry which we use in order to identify the most likely source for each product. This is consistent with the models of Kortum (2001, 2002) and Bernard, Eaton, Jensen, and Kortum (2003) where the most productive country for any one product is the sole source of that product to the rest of the world. As an alternative identification strategy, we use realized trade flows to determine the price of the product in the probable source as a weighted average price of an importing country's actual trading partners.
We consider a variation of the Eaton and Kortum (2002) model proposed in Anderson and van Wincoop (2004) . In this framework, international price dispersion is determined by transport costs, local trade (distribution) costs, taxes, good-specific characteristics, and differences in markups. As a measure of transport costs, we use geographic distance and an industry-specific tradeability measure. We account for local trade costs through income per capita differences as in Crucini, Telmer, and Zachariadis (2004) and also consider industry-specific features of local costs as captured by the non-traded factor input content measure used in CTZ and by real wage rates. Differences in taxes across goods are captured by group-specific dummies for classes of goods that are likely to face higher taxes and, where broadly available, by considering VAT levels for different goods and countries. Finally, we utilize population size to capture market size as an inverse measure of the markup, consistent with the assumption that larger markets tend to be more competitive with demand elasticities higher and markups lower there.
Transport costs and broader trade costs are of central importance in many macroeconomic models. 1 However, assessing these costs at the macroeconomic level has proved problematic. Anderson and van Wincoop (2004) argue persuasively that "average price dispersion measures are not very informative about trade costs." In general, the impact of trade costs in segmenting individual product markets will be underestimated when considering aggregate prices or the average (over products) of price deviations. When aggregate prices or mean price deviations are considered, it is likely that countries both export and import to and from each other some of the goods that go into the construction of the composite price. As a result, the impact of trade costs on price differences could wash out on average even if trade costs were important in segmenting markets as determinants of international price deviations for individual products. This is the "averaging-out property" put forth by Crucini, Telmer, and Zachariadis (2004) .
Even when prices of individual products are available across international locations, trade costs will be mismeasured in the absence of information regarding the source of the product being compared across locations. 2 Transport costs would be mismeasured since the distance between the two countries does not necessarily capture distance between exporter and importer. If trade between two countries does not occur for a certain product, then that price difference will lie between the no-arbitrage bounds and will be less than the trade cost. 3 On the other hand, if both countries export the product to each other, the overall impact of trade costs on that product's price difference between the two countries can be zero even if these costs are positive and large for each country.
A bilateral price difference truly reflects the size of trade costs when only one of any two countries being compared is the source of that product to the other.
In this paper, we aim to resolve the abovementioned problems by utilizing product-specific international price differences along with cross-sectional productivity indices and bilateral trade flows between countries to identify the likely source of any one product. Utilizing the unique -in terms of 1 For instance, Atkeson and Burstein (2004) consider a theoretical model where trade costs are essential in explaining the time series relation between international relative prices of tradeable goods and the real exchange rate.
2 This might be behind the finding in Anderson and Smith (2004) and elsewhere of a small or non-existent average impact of transport costs, captured by physical distance, on deviations from LOP. 3 Since the average trade cost between countries that do not trade with each other is likely to be greater than between those that do, the price gap is likely to be greater between locations that do not trade even though this falls within the bounds determined by trade costs.
breadth of the goods covered and their exact comparability across locations-microeconomic dataset of absolute prices across the European Union from CTZ along with information on the direction of trade, we identify economically meaningful measures of trade costs in general and transport costs in particular through their estimated impact on product-specific retail price differences between importing and source countries. 4 We find that country-specific aspects of transport costs measured by geographic distance, and distribution costs measured by real income per capita, are important in explaining deviations from the law of one price and absolute price dispersion. Industry-specific transport costs as measured by the extent to which a good is traded and industry-specific distribution costs as measured by the local cost content of final products, are shown to be important in determining absolute price dispersion across countries. In addition, market size appears to be an important explanation for international price dispersion. As long as demand elasticities are positively related to the size of the market, this latter finding is consistent with markups being higher in smaller less competitive markets. Finally, VAT rate differences have been very strong determinants of price differences across the European countries in the sample. However, the impact of these tax differences has been declining throughout the period from 1975 to 1990 as would be expected from the EU policy of tax harmonization. Overall, the data are consistent with models where transport costs and differences in distribution costs, market size, and retail taxes play important roles in the determination of international retail price differences.
Heterogeneity in trade costs and productivity and the interaction between these are central to the price implications of a number of recent papers. For example, in the model of Bergin, Glick, and Taylor (forthcoming) , heterogeneity in trade costs and productivity across goods may reverse the usual Balassa-Samuelson effect if the productivity advantage relates to goods with high trade costs. 5 We explore the issue of industry heterogeneity in transport costs and show that our estimates of the latter are consistent with common measures of tradeability. We also allow for productivity heterogeneity across industries. Our findings regarding TFP and the resulting 4 Trade across these European countries is less likely to be characterized by high policy-related and other unidentified trade barriers, enabling us to better capture transport costs via a geographic distance measure. However, to the extent that transport costs across these countries are relatively less important, our estimates of these are a lower bound for average transport costs characterizing world trade.
5 A similar implication arises in Benigno and Thoenissen (2003) that allow for home bias and market segmentation so that productivity advantage is consistent with lower domestic prices. This is so since domestically produced goods comprise a larger fraction of domestic consumption than foreign consumption. identification strategy we implement to identify the source, is consistent with lower product prices in countries that have higher productivity in the industry to which that product belongs.
The remainder of the paper is organized as follows. Section 2 describes the unique dataset of microeconomic prices from CTZ and the construction of cross-sectional TFP indices and tradeweighted relative prices. Section 3 offers the theoretical motivation behind our empirical application pursued there. Section 4 briefly concludes.
Data description
Let's denote p ij as the local currency price of good i in country j, p ik as the local price of the same good in country k, and e jk as the nominal exchange rate of country j in terms of currency units of country k. Then, we can define law-of-one-price deviations as
We use the same retail price data as CTZ. 6 A detailed description of the data is provided in the latter paper. 7 These data originates from Eurostat surveys conducted in different European cities Each good was assigned to a three-digit industry to be mapped into the industry-specific measures of the non traded input share, tradeability and the real wage rate, as well as to TFP and bilateral import flows the construction of which is discussed in the next few paragraphs. The 6 We take from CTZ the common currency prices with the outliers having being removed. CTZ remove the price entry for a good in a certain country when the price in that country differs by a factor of five from the average common currency price for that good across countries.
7 A comprehensive list of the goods is available at http://bertha.tepper.cmu.edu/eurostat. 8 In what CTZ call '1985,' for instance, the prices of most services were collected in September-October 1985, while prices of most clothing items were collected in December of 1984. The nominal exchange rate data with which prices were converted into a common currency takes explicit account of this timing, taking the form of averages of daily data over the relevant time intervals.
non-traded input share of the good is the ratio of non-traded input costs to total cost for each industry. Non-traded inputs are assumed to include: utilities, construction, distribution, hotels, catering, railways, road transport, sea transport, air transport, transport services, telecommunications, banking, finance, insurance, business services, education, health and other services. This measure is taken directly from CTZ who compute it using the 1988 input-output tables of the UK.
The tradeability for each industry is measured as the ratio of total industry trade between countries in the sample divided by total output of that industry across the same countries, as in CTZ. 9 We use three-year averages of tradeability using two preceding years along with the cross-sections sampling years in order to limit measurement error issues.
The distance measure utilized here is the greatest circle distance between the airports of the capital cities and is measured in kilometers. The capital city of each country is the sampling location of the price data for all countries but Germany for which the reported prices are an average from a number of cities within that country. Thus, for Germany, we use distance relative to Frankfurt, a geographic and economic center. Population and real GDP per capita are obtained from PWT 6.1 for each of the cross-sections. The latter measure is the constant price chain series GDP per capita with code name rgdpch.
We also use data on VAT rates for 23 different categories of goods and services for all countries in our sample in 1990 sample in . For 1975 sample in , 1980 sample in , and 1985 VAT is not observed for Greece which entered the European Community (EC) in 1980, and for Portugal, and Spain which entered the EC in 1985. This is the same VAT data as in CTZ, assembled from the European Commission publication "VAT rates applied in the member states of the European Community" (2002), the OECD publication "Taxing Consumption", and the Ernst and Young publication "Vat and Sales Taxes Worldwide: A Guide to Practice and Procedures in 61 Countries" (1996) . Data required for TFP calculation come from two World Bank sources: the Trade and Production Database and the Database on Investment and Capital for Agriculture and Manufacturing.
The Trade and Production Database collects production and trade information for 67 developing and developed countries from different sources and merges them into a common classification. The main sources for production data are the UNIDO and OECD joint collection program. We obtained from this database value added in current dollars and fixed capital formation, as well as wages and salaries and the number of employees for 28 three digit manufacturing industries. Depending on 9 Both shares are listed in detail in tables A1 and A2 in the data appendix in CTZ.
the country, the coverage of data is from the late '70s to late '90s. Value added in current dollars is deflated to obtain value added in constant dollars using price deflators from the OECD STAN database. 10 Wages in current dollars were deflated using the same price deflators from the OECD STAN database to obtain wages in constant dollars. The real wage rate utilized in the regressions was constructed as wages and salaries in constant dollars over the number of employees.
The Database on Investment and Capital for Agriculture and Manufacturing reports the total capital stock for the manufacturing sector. Using capital formation data for twenty-eight manufacturing industries from the Trade and Production Database, we also obtained total manufacturing sector investment. We then obtained each industry's share of total manufacturing for each country. Finally, we assume that the share of investment for the industry in total manufacturing for a specific year is equal to its share of the capital stock and then use the observed industry share and total manufacturing capital stock to calculate capital stock for each manufacturing industry. The data appendix provides additional details on the construction of the capital stock.
With the data at hand, and following Harrigan (1997) , under the assumption of a Cobb-Douglas production function, TFP between countries j and k for industry h can be described as
where Y denotes real value added, L is the number of employees, K is the capital stock for each industry and s is the average share of labor in total cost between j and k. In calculating TFP, we use three-year averages of the variables using the two preceding years along with each cross-section's sampling year. The data for constructing total factor productivity (TFP) is not available to us for 1975 and is only available for five of the above countries in 1980 limiting our ability to identify the source country. This is the reason we initially utilize price data for 1985 and 1990 for which TFP is available for an identical sample of eight countries: Austria, Denmark, Germany, Greece, Ireland, Italy, Portugal, and the UK. Moreover, throughout the paper, we consider manufacturing goods prices since we could not obtain the data for constructing TFP for services at a disaggregate level and because we are primarily interested in trade costs faced by traded goods. 11 The availability of 10 We obtain volumes expressed in US dollars as vol us =(VALUK*VALU 95 )/100, where VALUK is the volume index for value added and VALU95 is the base year figure for the current price variable. We then obtain the valued added deflator as VALU/vol us . Since 1990 is the base year for the capital stock of the manufacturing sector, we use the value added deflator for 1990.
11 Arbitrage models as in Lee (2004) show that price differences across countries will equal the trade costs for products that are traded while endowment or productivity differences will determine the exact degree of deviations the TFP measure across industries is reported in table A1 in the Data Appendix.
We utilize bilateral trade flows from the OECD International Trade by Commodity Statistics (ITCS) database, in order to identify the probability-weighted source for each good sold in each country of the Eurostat price dataset. We are now able to use the full sample of countries and years allowed by the CTZ price data, with the exception of Luxembourg, as the data requirements of TFP construction no longer constrain us. Utilizing this broader sample of countries is desirable since it also enhances our ability to assess the probable source for each product among a broader group of possible source countries.
The ITCS database includes annual bilateral flows in current $US between 269 international locations for 2581 goods categories for the period 1960-2000. We inspected this list of traded goods categories and came up with a list of 68 product categories chosen to best relate to the products from the Eurostat price data. These 68 categories which are described in the first column of table A2 in the Data Appendix, were then aggregated by ISIC code into 42 separate 4-digit categories of the manufacturing sector, shown in the second column of Table A2 , that are finally mapped onto the disaggregated product prices from the Eurostat data. 12 We end up with imports for each of 42 industries of each country in our sample from each other. 13 That is, we consider imports of country j from each of the other countries in our Eurostat price data for each industry h. For each importer j and industry h, the probability-weighted source price for a specific product is defined as the weighted average of the prices of exporters of that product with weights calculated using bilateral trade flows for each cross-section.
Denoting im h jkt as imports of country j from country k for industry h in cross-section t, the weight of exporter country k for importer j in industry h is defined as w h jkt = im h jkt / P n−1 k=1 im h jkt , where n is the number of countries in sample. However, some exporting countries have missing prices for some goods so that the sum of the above weights would not add up to one in these cases.
from the law of one price for products that are not traded in equilibrium.
12 There is a many to one mapping from goods for which we have prices to the 4-digit categories in the trade data. Ideally, future work should focus on more disaggregated trade data that can be closely matched to the products in the price surveys. However, this labor intensive task would face two inherent problems. First, for disaggregated products the problem of "empty cells" is a greater concern. Second, the measurement error is greater for highly disaggregated product categories relative to aggregates. 13 As we are constrained by the number of countries for which we have price data, we actually use eight countries for 1975, eleven for 1980, and twelve for 1985 and 1990 . We note that while in the price data, Belgium and Luxembourg prices are given seperately, the bilateral flows dataset includes the aggregate of Belgium and Luxembourg reducing the number of countries we can consider by one for each cross-section.
To cope with this, we re-scale the weights. 14 The price in the probability-weighted origin is then simply given by the weighted sum of exporting countries' observed prices:
where we have one probability-weighted source, κ, for each importer j in each industry h. We can then compare the price of each product sold in the importing location relative to this probabilityweighted source. The same weights are used in order to construct the real GDP per capita, the real wage rate, population and distance variables of the probability-weighted origin relative to which we compare the respective variables of the importing country.
Finally, we add the effect of domestic production of the importer country into the analysis. Domestically consumed production of country i for industry h is defined as the difference between total output and exports of country i for that industry. Total output and exports data were obtained from the Trade and Production Database at the 3-digit level of the manufacturing sector.
We treat domestically consumed production of country j for industry h in cross-section t as an import from itself and re-define the weight of exporter country k for importer j in industry h as
where n is the number of countries in sample including the importer country j itself. We then re-scale the weights as explained in the previous paragraph. The price in the probability-weighted origin is again given by the weighted sum of exporting countries' prices:
where the price of the importing country itself is now included in this calculation Again, real GDP per capita, the real wage rate, population, and distance for the probabilistic exporter are calculated by using these same weights. These weighted variables are then used to construct log differences relative to the importing country. To facilitate the construction of relative distance, distance from the importing country is defined as dist jj = (A j /π) 0.5 where A j is the surface area of importer country j in squared kilometers.
14 For each good, we consider only imports from countries for which the price is observed so that the new weights are given by multiplying w 
Motivation and Estimation
Theoretical Motivation Anderson and van Wincoop (2004) propose the use of actual price data comparable across locations at a point in time as a promising route of extracting information about trade cost levels.
They consider a framework where the price of a final good is determined by production costs, trade costs, markups, and taxes. Abstracting from markups and taxes they are able to impose arbitrage constraints and derive an inequality that constrains international relative prices. The assumption here is that if country i buys from country κ, then p i =c k τ iκ , where c κ is the cost of production in κ and τ iκ is the trade cost of transporting the good from κ to i. Moreover, country i will buy from κ if c κ τ iκ is the lowest among all potential sources. The inequality thus derived is
, where p i and p j are retail prices in country i and j, and z i and z j are the optimal sources for country i and j respectively. When countries i and j purchase the good from the same source, κ, then the above inequality is reduced to
, with the relative price now tied down by trade barriers. Finally, they conclude that "in the specific case where κ is one of the two countries, the relative price captures exactly what we intend to measure."
That is, once we identify the probable source country then we can capture the exact level of trade costs. 15 This is in line with what we do in this paper. Specifically, we use independent information on the productivity of each country in each industry to identify the most likely source for each product. Utilizing productivity to identify the source is consistent with the above framework where a country buys from the cheapest source, and with the models of Kortum (2001), Eaton and Kortum (2002) , and Bernard, Eaton, Jensen, and Kortum (2003) , where the most productive country for any one product is the sole source of that product. Alternatively, we consider actual trade flows to construct the price in the source, κ, as a weighted average of each country's withinsample trading partners.
Under the maintained assumptions above, the relative price thus obtained could be attributed to trade costs. However, controlling for a number of additional potentially important determinants of international price differences is necessary in practice if we are to best isolate the impact of trade costs. Our point of departure is the framework outlined in Anderson and van Wincoop (2004) , where final goods prices might differ internationally to the extent that transport costs, local trade costs, taxes, and markups exhibit variation across countries and goods.
Given the absence of direct measures of transportation costs for broad cross sections of goods and countries and the problems associated with cif/fob ratios in levels as discussed in Hummels and Lugovskyy (2003), we follow the usual practice of using physical distance between the capital cities of the countries in our sample to capture transportation costs. That is, once we identify the probable source for each product, we identify the size of transport costs by the estimated coefficient of distance from the source country. In addition, as suggested in Anderson and van Wincoop (2004) , we allow for industry-specific differences in transport costs, first through a measure of tradeability 16 as in CTZ and following that, through the use of industry-specific distance interaction effects.
We also account for the presence of local distribution costs through income per capita differences and by considering industry-specific features of these local costs as captured by the non-traded factor input content of each good. 17 Industry-specific features of local costs are also captured by domestic real wage rates. Differences in taxes across goods are captured by group-specific dummies for classes of goods that are likely to face higher taxes and where broadly available, by VAT differences across goods and countries.
Finally, we assume that larger markets are more competitive so that demand elasticities are higher and markups lower there, and use population size to capture market size. Larger markets are likely to have a greater number of exporters serving them -in the presence of some fixed cost component in trade costs-and are also more likely to have domestic production of close substitutes for imports -in the presence of some fixed cost component to production inducing economies of scale-both factors leading to a more elastic perceived demand for imports and lower prices in large markets. It might also be that potentially price-discriminating exporters value large foreign markets more than smaller ones thus exhibiting greater risk aversion for losing large markets, and are less likely to charge higher prices there in the presence of demand uncertainty. On the other hand, population size might capture scale economies that simply lower the average domestic cost of production leading to lower domestic prices. However, the scale of domestic producion 16 Since this industry-specific measure is based on realized trade flows, it might partly capture industry-specific trade costs other than tranport costs. Moreover industry-specific measures can only be considered as determinants of absolute price deviations, since actual price deviations are related to the direction of trade across countries and can only be explained by factors that have variation across countries. 17 We follow Anderson and van Wincoop (2004) in classifying transport costs and distribution costs as two categories of trade costs, the second of which is related to the local cost component of final prices. also depends on exports so that population size is less likely to capture scale economies from the production side and more likely to capture scale economies in the domestic distribution or retail sector. In any case, given the difficulty of capturing variation in markups across countries, an alternative starting assumption would be that markups exist but are similar across countries so that they do not impact on international price differences. This assumption is imposed in Crucini, Telmer, and Zachariadis (2004) and discussed in Anderson and van Wincoop (2004) . In that case, the coefficients of population size differences would be interpreted instead as measures of scale economies common across industries and specific to countries.
Estimation and results
Based on the above, we expect that the price difference between the importing location and the source country for a particular final product would be largely determined by transport costs and international differences in local distribution costs, taxes, and markups. Thus, we attempt to infer estimates of the impact of each potential determinant of international price differences by utilizing physical distance as a measure of the importance of transport costs, income per capita or domestic industry-specific real wage rates as measures of the local cost component comprising the price of final goods, and population size as capturing differences in markups, also allowing where possible for VAT differences across industries and countries. In addition, for the absolute price differences specifications we are able to consider product category-specific differences in taxes and industry-specific measures of tradeability and the non-traded factor input content to capture the importance of industry-specific transport costs and local distribution costs respectively.
As a first step, we consider the following regression equation for all possible unique bilateral price comparisons j-k
where q ijk is the log deviation from the Law of One Price (LOP) for good i between countries j and k, a 0 is a constant term 18 , and ε ijk is a random error 19 . Dist jk is the (log) distance separating the 18 All explanatory variables are demeaned so that the constant can be interpreted as the price deviation relative to source k at average levels of distance, real GDP per capita, and population size in the sample. 19 As shown in Crucini, Telmer, and Zachariadis (2000) , it is necessary to correct the standard errors for heteroskedasticity in this specific context, where we use aggregative values of the explanatory variable to explain a highly disaggregated dependent variable. This creates a heteroskedastic pattern in the variance of the regression term as shown in the earlier paper. This type of aggregation also makes goodness of fit measures difficult to interpret, so that the low R 2 's reported here should be taken with caution.
capital cities of the two countries and is meant as a proxy for transportation costs impeding trade and maintaining price differentials across j and k. The variable y jk is the log difference in real GDP per capita between j and k and captures the local cost component suggested by the theoretical framework from CTZ and Anderson and van Wincoop (2004) . That is, GDP per capita captures a "wage effect" whereby richer countries will have higher non-traded sector labor costs. 20 In this sense, GDP per capita is a measure of the local distribution costs discussed above. Finally, P op jk is the log difference in population size in 000's between countries j and k and is meant to capture the effect of domestic market size. The inclusion of population size is also consistent with gravity models used to assess international quantity flows.
In considering all possible unique bilateral price comparisons j-k, we compare each pair of countries once with each bilateral comparison made based on alphabetical order rather than relative to countries more likely to be a source for the product. This is then an arbitrary comparison using no information regarding the source of each product and renders the coefficient of geographic distance proxying for transport costs meaningless. This case will be a reference point with which to compare trade cost estimates obtained utilizing information on the probable source of each product.
Estimates and t-statistics from estimating the above specification (Model 1) with OLS and correcting standard errors for the inherent heteroskedasticity are presented in Table 3 .1. The distance coefficient is estimated to be negative and statistically indistinguishable from zero for 1985 and equal to 5.5 percent and significant in 1990. Considering all possible bilateral comparisons tends to average out around zero the impact of transportation costs on prices producing unreliable estimates. The estimated coefficient of distance is perhaps devoid of meaning here as distance between two arbitrary countries does not necessarily capture distance between exporter and importer. If trade between two countries does not occur for that product, then that price difference will lie between the no-arbitrage bounds and will be less than the trade cost. Moreover, when comparing two countries it is possible that both export some of the same products to each other. To the extent that this is the case, the final price for these products will incorporate a similar transportation cost in both countries so that there might be little or no impact of transportation costs on the price difference for these products between the two countries. 21 In general, in the absence of some 20 Crucini, Telmer, and Zachariadis (2004) explore the relation between distribution costs and GDP per capita. 21 It is also possible that k is the main exporter to j for some product i and does not import this product from j, and that j is the main exporter to k for some product i 0 and does not import this product from k. In the first case, this would induce the distance coefficient to be positive as transport costs increase the price in country j relative to k information regarding the source of each product and the direction of trade, the distance coefficient will not capture transport costs well in the context of "directional regressions" such us the one in Model 1.
GDP per capita and population enter in expected ways in Model 1. Per capita GDP shows a strong positive relation with price differences between countries. The price elasticity of real GDP per capita is 29.5 percent for 1985 and 28.3 percent for 1990, exhibiting remarkable stability over this five year period. Moreover, higher population is associated with lower prices in a country suggesting a potential role for markup differences across countries due to differences in demand elasticities that are positively related to the size of the market. In this case, the markup would be lower in larger markets as evident in the negative estimated coefficients for population size.
Alternatively, scale economies in distribution related to the domestic size of the market might be behind this finding.
while in the second case the distance coefficient would be negative. The overall result is a possible washing out of the average effect of transport costs across goods. This is related to the "averaging-out" property discussed in Crucini, Telmer, and Zachariadis (2004) and can be addressed by considering absolute price differences for each product across countries or an appropriate variance measure. We pursue this in Model 2 below.
Model 2 describes the relation between absolute price differences and the absolute values of the variables that are included in Model 1 as well as additional industry-specific variables like tradeability and the local factor input content of goods in each industry. Taking absolute values of the price differences serves three purposes. First, it allows us to use distance as a meaningful determinant of (absolute) price dispersion even in the absence of source country information. This is the case since it resolves the "averaging-out" problem, as pointed out by Crucini, Telmer, and Zachariadis (2004) . Second, it allows us to consider the two industry-specific variables from CTZ which are closely related to a theoretical model where final goods are produced by combining local inputs with traded inputs. We would expect goods characterized by a higher degree of tradeability to have smaller absolute price dispersion, and goods with higher local input content to have a higher degree of absolute price dispersion. In our empirical specification, these industry-specific variables enter along with the country-specific measures of transport costs and local distribution costs, where separate impact of industry and country-specific factors would suggest that these trade costs exhibit heterogeneity across both industries and countries. Finally, we can now introduce two dummy variables related to characteristics of categories of goods. These are intended to control for the degree of tax differences present for certain products where we have some a priori evidence (but no good-specific data) regarding particularly high differences across countries. We would expect such goods to be characterized by a higher degree of absolute price dispersion.
Thus, we estimate the following regression equation for Model 2:
where X h is a vector of industry-specific and category-specific variables capturing product characteristics as described above. The remaining variables are defined as in regression equation 3.1. The constant a 0 now captures price dispersion at mean distance, real GDP per capita, and population size in the sample. The results for Model 2 indicate that as distance between countries increases so does absolute price dispersion. For example, based on the 1985 estimates, a doubling in distance increases absolute price dispersion by ten percent. We also see that price differences are lower for goods that belong to more highly tradeable industries. To the extent that more tradeable goods face lower effective transportation costs this result suggests a role for transport costs in determining absolute price dispersion. Thus, both bilateral distance and industry-specific aspects of transport costs (tradeability) matter -about equally-for absolute price dispersion.
Furthermore, higher local input share implies higher absolute price dispersion as the model discussed earlier would predict. Moreover, income per capita differences enter as a positive determinant of price dispersion, suggesting that both country-specific and industry-specific aspects of distribution costs matter for absolute price dispersion. However, the estimated impact of income on absolute relative prices across countries is many times smaller than its impact on the actual level of relative prices. By considering absolute price differences we might be underestimating the importance of the local cost component in determining price levels. In this case, the gains made in terms of estimating the transport cost component of trade costs using absolute price dispersion in Model 2 would appear to be a loss in terms of our ability to estimate the distribution costs component of trade costs.
Finally, population coefficient estimates suggest absolute price dispersion increases with differences in population size, indicating a possible role for markup differences as determinants of international price dispersion. The dummies for large cars and vices also have positive and significant effects on absolute price deviations. If a good belongs to the group classified by one of these dummies, its price difference between countries will be larger, suggesting a role for tax differences in determining international price dispersion.
For Models 1 and 2, goodness-of fit measures are very low. Price data are more disaggregated than explanatory variables, therefore the R 2 is not meaningful for these models. As explained in CTZ, this type of aggregation makes goodness of fit measures difficult to interpret so that the low R 2 reported here should be taken with caution. In order to alleviate the problem, we follow CTZ and aggregate the data. Specifically, we use mean absolute price differences for each bilateral pair of countries in each three-digit industry and then run Model 2 again on the same explanatory variables as before. This is Model 3 for which results are reported in Table 3 .1. The goodness-of-fit increases substantially for both cross sections. The coefficient estimates for most of the variables are similar qualitatively to those reported for Model 2. The estimated coefficient for distance is positive and significant in both cross-sections for Model 3 as was the case in Model 2, while the estimated coefficients for local costs are generally higher than in Model 2. The estimated coefficient for category-specific taxes is about the same as in Model 2 in the case of vices. However, since in Model 3 we aggregate according to 3-digit ISIC category, the dummy for "large cars" has not been included in this regression since this product category is one of several in category 384 which includes all transport equipment. .061 * (7.41) .106 * (4.50)
.098 * (13.14)
.055 * (7.49) . As a robustness check and to account for broader local costs (including production costs), we reestimate Models 1, 2 and 3 utilizing information on industry-level real wage rates across countries.
Since countries with higher GDP per capita will typically have higher wage rates, we do not include both measures to avoid the inherent collinearity problem for these two variables. Industry-level real wage rates capture the local cost component attributed to labor but specific to each industry. The fact that our wage measure captures variation across both industries and countries is an advantage relative to country-specific measures of real GDP per capita. This exercuse also offers a robustness check for our coefficient estimates for distance, tradeability, and industry-specific local input costs.
We report results utilizing wage rates in Table 3 .2. We can see that the real wage rate has positive impact on price differences in Model 1 and on absolute price differences in Models 2 and 3. The wage impact on prices is about half the GDP impact for Model 1 but larger than the GDP impact for Model 2, and more robust than the GDP impact for Model 3. We also see that the coefficient estimates for the industry-specific measures of tradeability and the local factor input content are virtually unchanged. Finally, the estimates for the distance coefficient are qualitatively similar but smaller across the board for all three Models and both years relative to the specifications that include GDP per capita in Table 3 .1. This might suggest that real wage rates capture an aspect of local production costs that would otherwise be in part attributed to transport costs.
Utilizing information on relative productivity
Overall, the results for Models 2 and 3 summarized in Table 3 .1, indicate that there is a positive and significant relation between distance and absolute price dispersion. However, the interpretation of the coefficients related to transport costs can be problematic for the reasons outlined in the previous section and in the introduction. Moreover, as shown in Table 3 .1 for Model 1, the effect of distance on price differences is estimated to be statistically indistinguishable from zero for 1985
for instance, perhaps pointing to the argument put forth by Anderson and van Wincoop (2004) .
That is, without knowing the potential source for a good we cannot estimate the precise role of transportation costs in determining differences in the price levels for that good between countries. 22
One way to address the problem is to assume that the more productive among any two countries being compared will export the good to the other country. 23 A problem with this approach would be that given the measurement error associated with TFP construction, comparing countries with similar productivity is likely to often give the wrong ordering simply because of measurement error. A related and preferable method, is to consider price comparisons only relative to the most productive country in the data, to avoid an ordering based on comparisons among countries that are closer together in tems of productivity.
Thus, we first rank countries according to their productivity in each industry and then denote the most productive country to be the source or reference country for that specific industry. Under the assumption that the most productive country for a certain industry will be the main exporter of goods of that industry, we can then construct the good-specific log relative prices between each country j relative to the main exporter country κ for each industry h.
Admittedly, this approach does not fully resolve the problem of identifying the source country 22 One approach would be to just assume one of the countries to be the main exporter using a-priori information. This is unsatisfactory conceptually for obvious reasons and, as one would expect, this approach does not give reliable results. Table A3 in the appendix reports the estimation results for Germany or the U.K. used as reference countries in each case. The sign and significance of the distance coefficients are not robust across periods or reference countries.
23 Thus, one could consider adding to Model 1 an interaction term between the inverse of the productivity difference and distance across any two countries. This would capture the idea that for each bilateral comparison, the less productive country will be importing the product from the more productive country and thus have higher prices than the latter country according to the extent of transportation costs present. Implementing this, we obtain consistently positive but small estimated coefficients for this measure, with relatively large standard errors.
for each good in our price sample since our measure of productivity is at the three-digit level and suffers from an obvious aggregation bias. Moreover, for each destination country there might be more than one main exporter of goods in a certain industry and this exporter might or might not be among the countries in our sample. We begin to address these problems in the next section where we use bilateral imports among the countries in our sample to obtain the probability that a good sold in a certain location was imported from any of the countries in the sample, and by making use of the share of imports from non-EU countries to restrict the sample to goods that are more likely to be imported from the EU countries in our sample. However, as we show next, the current methodology goes some distance into identifying the source country and thus providing a meaningful measure of transport costs.
Before turning to estimation using price differences relative to the most productive country, we attempt to evaluate the hypothesis that productivity is inversely related to prices, consistent with productivity being a determinant of the direction of trade. We consider a specification similar to (3.1) adding now a term for productivity differences across countries: T F P hjk + ε ijk T F P hjk is the difference in total factor productivity across countries j and k for industry h, where industry h is a three-digit classification with a one-to-many mapping into individual goods i. Above, we report the estimates and t-statistics for the variables in this regression for 1985 and 1990. The estimates for TFP suggest a negative impact on prices. These estimates suggest the relevance of productivity in determining the direction of international trade and as a result international price differences. The negative impact of TFP is also consistent with the theoretical model of Benigno and Thoenissen (2003) and parameterizations of the model in Bergin, Glick, and Taylor (forthcoming).
Given that TFP is a determinant of the direction of price differences across countries, we now go ahead to consider the following regression equation:
where q ijκ is the log deviation from the Law of One Price (LOP) for good i between country j and κ, the most productive country in industry h assumed to be the main source for product i in country j.
To estimate equation (3.3) we utilize the industry-specific country ranking implied by cross-sectional TFP levels in constructing the dependent variable of prices relative to the most productive location.
Again, Pop jκ and y jκ are the population and real GDP per capita log differences between countries j and κ respectively, Dist jκ denotes the log distance between source κ and destination j, and ε ijκ is a random error. As the explanatory variables are demeaned, the constant a 0 captures the price deviation relative to source κ at average levels of distance, real GDP per capita, and population size in the sample. Regression equation (3.3) incorporates information regarding the direction of trade and can thus assist in inferring the overall level of trade costs and the level of the transport costs component of trade costs as the estimated coefficient for physical distance. Results from this estimation framework are summarized in Table 3 .3.
Model 1, the first specification of Table 3 .3, indicates that distance has a positive and significant impact on international price differences, suggesting a role for transportation costs as a determinant of these. Based on the 1990 estimates, a doubling in distance would lead to an increase in prices of 9 percent, substantially greater than the 5.5 percent increase for the specification with all unique bilateral price comparisons in Table 3 .1. The improvement in terms of the estimated distance coefficient is even more striking for 1985. Comparing Model 1 across Tables 3.1 and 3 .3, we see that the estimated coefficient of distance changes sign becoming positive and strongly significant once we account for the probable source of the traded products. When the most productive country for each industry is chosen as the reference location, distance consistently has a positive and significant effect on relative price levels. As the distance between source and destination country increases, transportation costs go up and so does the price of the good in the destination country. We conclude that our approach goes some distance in capturing the likely source country for each industry, even if the existence of multiple products within any industry creates aggregation bias that might still wash out the impact of distance and transport costs to a considerable degree.
In addition, local costs as captured by real GDP per capita appear to have a strong effect on price differences with elasticities equal to 28 percent for 1985 and 42 percent for 1990. Moreover, according to our estimate of the constant term, the importing country typically had prices which were 4.7 percent higher than the source at mean levels of the explanatory variables in 1990. Finally, population size has a negative effect on price differences with an estimated price elasticity of minus 5.6 percent in 1985 and minus 5 percent in 1990. This would suggest that markups are about 5 percent lower in larger countries.
Next, we utilize absolute law of one price deviations relative to the most productive country to estimate a specification similar to (3.2). This formulation allows us to consider the impact of good- specific variables that are common across countries and which help explain overall price dispersion.
Specifically, we consider tradeability and the non-traded factor component of goods as in Crucini, Telmer, and Zachariadis (2004) . This also allows aggregation into mean absolute price differences (in Model 3) which allows us to obtain more meaningful measures of the goodness of fit. We plot the bivariate relation between mean absolute price differences and distance for 1985 and 1990 in The estimates for Models 2 and 3 are reported in Table 3 .3. The distance coefficient always has a positive significant impact on absolute price differences. However, for Models 2 and 3, there appears to be little gain in terms of the effect of distance on absolute price differences relative to the estimates utilizing all unique bilateral price comparisons reported in Table 3 .1. This is in contrast to the significant gains achieved when we utilize the productivity information to identify the source in Model 1. Accounting for industry-specific productivity resolves some of the problems associated with the lack of information on the source of each product, so that considering absolute price deviations in Models 2 and 3 does not have as much of an additional impact on the distance coefficient in addition to the gains achieved in Model 1. The remaining parameter estimates are for the most part similar to those for Models 2 and 3 in Table 3 .1, with the exception of population which is now estimated to have a small negative impact on absolute price dispersion in Model 2 for 1990, and GDP per capita that is now statistically indistinguishable from zero for both Models and both cross-sections. The latter finding suggests that once we consider comparisons relative to the most productive country, higher income differences are no longer associated with higher price dispersion. That is, while richer countries tend to have substantially higher prices as shown in Model 1, it is not the case that absolute price dispersion increases as the income gap across two countries becomes wider. 24 Finally, the constant a 0 captures price dispersion relative to the source with average levels of distance, real GDP per capita, and population size in the sample. This is equal to 31 percent in 1985 and 29 percent in 1990.
In Table 3 .4, we re-estimate Models 1, 2, and 3 replacing GDP per capita by wage rates that vary both across industries and countries. In Model 1, wage differences are positively associated with price differences with price elasticities of 15 percent for 1985 and 20.9 percent for 1990. Moreover, according to the estimate of the constant term in Model 1, the importing country typically had prices which were 4.8 percent higher than the source at mean levels of the explanatory variables in 1990. The estimated coefficient for distance is now bigger than the coefficients estimated when GDP per capita is included instead of wage rates. The distance coefficient is now estimated to be ten percent for 1990 and seven percent for 1985, compared to nine and four percent respectively in the estimations presented in Table 3 .3 utilizing GDP per capita. Comparing these estimates of distance with the ones obtained using all unique bilateral comparisons in Table 3 .2, we see that these are now considerably larger. For 1990, the distance coefficient point estimate was equal to 3.5 percent while for 1985 this was negative and statistically indistinguishable from zero. The improvement in terms of estimating the distance coefficient using the most productive country comparisons, is thus even more pronounced when we include wage rates instead of GDP per capita.
Estimates of the variables in Models 2 and 3 in Table 3 .4 are qualitatively similar to those in Table 3 .3. Again, the population size coefficient is estimated to have the wrong negative sign in Model 2 for 1990. The coefficient estimates for the industry-specific measures of tradeability and the local factor input content are virtually unchanged relative to those reported in Table 3 .3.
However, for these absolute price comparisons the coefficient estimates for distance become smaller relative to the specification with GDP per capita. Finally, price dispersion relative to the source at average levels of distance, real GDP per capita, and population size in the sample is equal to 31.7 percent in 1985 and 27.6 percent in 1990 for Model 3, almost identical to the estimates of the constant term in Table 3 .3.
Finally, for 1990 for which we have VAT data for all countries in our sample, we reconsider Models 1 to 3 for the specification with all bilateral price differences and the one relative to the most productive country, adding now VAT log differences as an explanatory variable on the RHS.
VAT is not observed for Greece, Portugal, and Spain except in the 1990 sample. For this reason, we do not consider VAT for 1985 since this would reduce our small sample to just five countries, and further limit our ability to "guess" the probable source and destination countries for each industry. 25 We report results in Tables 3.5 and 3.6 utilizing GDP per capita and wage rates respectively. For
Model 1, the estimated coefficient for VAT differences is positive, very high, and strongly significant.
The remaining estimates we obtain are for the most part similar to those in Tables 3.1 to 3.4. For the specification using all bilateral comparisons, the distance coefficients for Model 1 are virtually unchanged at 5.2 and 3.4 percent relative to 5.5 and 3.5 percent in the specifications without the VAT variable reported in Tables 3.1 and 3 .2 for the specifications with GDP and wages respectively.
However, the estimated distance coefficient in Model 1 for the specification using price comparisons relative to the most productive country now falls to 6.4 percent in Table 3 .5 and to 7.7 percent in Table 3 .6, relative to 9.0 and 10.1 percent in Tables 3.3 . and 3.4. Although lower than prior to the inclusion of VAT differences, these estimates are still higher than those obtained using all bilateral comparisons. Finally, for Models 2 and 3, the distance coefficients before and after the inclusion of VAT differences are nearly unchanged and so are the coefficient estimates for tradeability and the local input content, while population size is again estimated to have the wrong negative sign for Model 2 in 1990.
Utilizing trade flows
Assuming the most productive country in an industry to be the sole exporter of goods of that industry to the countries in our sample does not completely resolve the problem of identifying the source. It is possible that a similar product is exported by more than one country. To cope with this, we use information about industry-specific bilateral trade flows across the countries in our .516 * (8.64) .310 (1.47) .820 * (7.32) .454 * (4.07)
.503
( Notes: * p-value <0.01, ** p-value<0.05, *** p value<0.10. In Model 2 we take absolute values for all variables. In Model 3 we use the mean of absolute LOP deviations. The eight EU countries considered here are: Austria, Denmark, Germany, Greece, Ireland, Italy, Portugal, and the UK.
sample so as to take into consideration that the same type of good can be exported by more than one country in the sample.
However, the goods could also be imports from countries other than the EU sample we have price data for. To the extent that this is the case, our within-sample import weights will not reflect the true probability that a good sold in one location is imported from an other location in the sample. For instance, in 1990, the share of imports from European Union (EU) countries for our sample is 84 percent for "furniture except metal industries" but only 51 percent for "tobacco and tobacco product industries." Moreover, the import share from the EU varies between countries for the same industry. For example, in 1990 the share of EU imports for France, Italy and Greece in "tobacco and tobacco product industries" is higher than 90 percent, whereas the share for Denmark is 11 percent and for Spain only 8 percent. This tells us that, for some countries and industries, important exporters are outside the EU sample we have price data for. In order to alleviate this problem, we consider 50 percent as a cutoff point for the fraction of imports from the EU by each country in each industry. That is, for each importer and industry, the ratio of imports from the EU over total imports is constructed and if this is lower than the 50 percent cutoff point, the good belonging to that industry is dropped from the dataset. This approach increases the likelihood that a certain good we consider in the price comparisons is actually imported from an EU country.
The advantage of this approach, is that for these goods we can better identify the source and thus estimate more precisely transport costs relevant to our sample of countries.
We proceed to utilize realized trade flows among the countries in our sample in order to determine the direction of trade and construct price comparisons for each product consumed in the importing country relative to countries that are likely to be a source for that product. The probability that a country in our sample is the exporter to a given destination for a good belonging to a given industry is constructed for each industry and destination as the ratio of imports from that country to the given destination over the total imports to that destination. For each destination country and industry, we construct a weighted price as the sum of weighted exporting country prices, where the weights are simply the ratios from above and as described in detail in the data section. Finally, the prices in the destination country are compared to this weighted sum.
Once again, we estimate an equation similar to equation (3.3) where source κ is now a weighted sum of probable exporters and these probabilities are obtained as described above. In Table 3 .7, we report estimates from this specification. The price data have already been cleansed of outliers Notes: * p-value <0.01, ** p-value<0.05, *** p value<0.10. The ten countries in the 1980 sample are: Denmark, France, Germany, Ireland, Italy, the Netherlands, the UK, Greece, Portugal and Spain. Austria is added starting in 1985. The Netherlands is not included in the 1985 cross-section because it's missing the wages data for many industries.
following CTZ. However, the trade quantities used here introduce an additional source of outliers given the well known measurement problems with measures of trade flows. Thus, in order to handle outliers, we minimize an absolute loss function and obtain the median estimator so that coefficients are estimated by minimizing absolute deviations from the median rather than squared deviations from the mean. Since as an estimate of central tendency the median is not as greatly affected by outliers as the mean, this alleviates the outliers problem. 26, 27 The estimated coefficients for distance reported in Table 3 .7 are estimated precisely and are always positive for 1975, 1980, 1985, and 1990 . The estimated price elasticity of distance is as high as 8.0 percent in 1975 but declines down to 4.4 percent by 1990. These estimates taken in their totality suggest that transport costs are important for the determination of international price differences. Moreover, these estimates -using actual realizations of trade flows across countriesoffer a clear improvement relative to those obtained using arbitrary comparisons in Table 3 .1, but are qualitatively similar to those obtained assuming the most productive country in an industry to be the exporter for products of that industry. 26 We also tried the Cook's D criterion to identify outliers which are then assigned smaller weights relative to other observations using iteratively reweighted least squares robust regressions. This method assigns a weight to each observation, with well behaved less influential observations assigned higher weights, and only very extreme outliers completely removed from the sample. Results were very similar to those in Table 3.7. 27 Similarly to demeaning explanatory variables in our OLS regressions previously, we now remove the median from all explanatory variables so that the constant is interpreted as the price deviation relative to the source at median levels of distance, real GDP per capita, and population size in the sample. The estimates for the impact of the local cost component of trade costs reported in Table 3.7 are positive and precisely estimated for each year in our sample, with a price elasticity ranging from about 29 percent in 1980 down to about 25 percent in 1990. The size of the population is consistently estimated to have a negative impact on prices with an estimated negative price elasticity, ranging between 2.5 percent in 1980 and 5.6 in 1985. Finally, the estimate of the constant term tells us that the importing country typically had prices which were 4.2 percent higher than the source at median levels of the explanatory variables in 1990.
As a robustness check to the use of GDP per capita, we utilize industry-specific real wage rates and report corresponding results in Table 3 .8. Here, we do not consider the 1975 cross-section since the wage measure is not available for that year. As expected, the real wage rate has a strong positive impact on prices while population enters negatively in all cross-sections. The estimated price elasticity of distance ranges from a high of 5.2 percent in 1980 down to 3.8 percent in 1990.
Finally, we consider VAT differences as an additional explanation of price differences across countries and report results for this specification in Table 3 .9. VAT differences have a strong but declining positive impact on price differences ranging from 112 percent in 1975 down to 61 percent in 1990 as tax rates become more homogeneous over the period. The estimated effect of distance ranges from a high of 7.5 percent in 1975 down to 3.1 percent in 1990. Similarly, the price elasticity When we use the real wage rate instead of real GDP per-capita, for Table 3 .10, VAT again has strong but declining positive effect on prices for all years, ranging from 89 percent in 1980 down to 61.5 percent in 1990. Similarly, the real wage rate has strong positive effect on price differences for all years. On the other hand, population enters negatively and significantly for 1985 and 1990 but positively and statistically insignificant for 1980. As usual, the effect of distance decreases monotonically by more than half, from 6.3 percent in 1980 down to 3.1 percent in 1990.
So far we have not accounted for consumption of domestic production. We now address this shortcoming of our analysis by allowing for the possibility that a product consumed at home can be an import or produced domestically. Domestically consumed production of country i for industry h is defined as the difference between total output of country i for industry h and exports of country i for that industry. As we did previously, in order to increase the likelihood that a certain good we consider in the price comparisons is actually imported from an EU country, we consider a within-sample import ratio of 50 percent as a cutoff point. Results are reported in Tables 3.11 to 3.14. 28 28 We cannot use the year 1975 since we do not have total output data for these countries. We also note that since As we can see in Table 3 .11, when domestic production is considered distance coefficients fall for all three cross-sections relative to what is reported in Table 3 .7, perhaps reflecting lower withincountry transport cots. For example, for 1985 the estimated distance coefficient decreases from 4.7 to 1.4 percent. Moreover, we can see again a tendency for a monotonically declining impact of distance over time as this falls from 1.6 in 1980 down to 1.1 in 1990. The domestic distribution cost as proxied by real GDP per capita, is similar to the specification without domestically consumed production for all three cross-sections. Finally, the price elasticity of population is estimated to be negative and significant for all cross sections.
In Table 3 .12, we report estimates obtained by replacing real GDP per capita with the real wage rate. Accounting for the effect of domestically consumed production, price elasticities for distance and the real wage rate are positive and significant in all three cross-sections while the price elasticity for population is always estimated to be negative and statistically significant. Again, we see a decline in the price elasticity with respect to distance from 1.4 percent in 1980 down to 0.9 percent in 1990.
Finally, we include VAT differences as an explanatory variable and report the results in Table   3 .13. VAT differences have positive and significant effects for all years. Similarly, the distance and domestic production is calculated at 3-digit aggregation, the weights are generated at that level when we run the regressions with domestic production. The estimates without domestic production were generated by using weights in 4 digits. For the sake of comparability we also run the regressions without domestic production by using weights in 3 digits and estimates were very close to the ones reported in Tables 3.7 to 3.10. .014 * (11.09) .011 * (6.87) VAT .085 * (6.92) .058 * (6.93) . GDP per capita coefficient are estimated to be positive and population negative and significant for all cross sections. Estimates for the specification with real wage rates and VAT differences as explanatory variables reported in Table 3 .14 are qualitatively similar to those in Table 3 .13, with all variables having expected signs and statistically significant. The coefficient estimate for distance ranges from 1.0 percent in 1980 to 0.7 percent in 1990. The impact of VAT on price differences falls from a high of 23 percent in 1980 down to 9.4 percent in 1990 as these rates become more homogenized across countries over the period.
Heterogeneity in transport costs across industries
We have shown that once we utilize information regarding the source of products sold in any two locations, transportation costs as measured by distance are estimated to be important in determining deviations from the law of one price for individual goods. Moreover, distance has been shown to have a positive significant and robust impact on absolute price dispersion in our sample of bilateral country comparisons. Here, we consider a specification with industry-specific distance coefficients that aims to explore the relative importance of transportation costs across different industries. This is again in line with Anderson and van Wincoop (2004) who consider heterogeneity in transport costs in their extension of Eaton and Kortum (2001) who assumed identical trade costs. As was the case with the measures of tradeability and local factor input content used in Model 2 previously, industry-specific factors are informative about the absolute level of price dispersion but not about whether a price is higher or lower in a certain geographic location. Thus, we consider the model with absolute price deviations as in Model 2, rather than the directional regressions from Model 1. Specifically, we consider a slightly modified version of Model 2 adding now industry-specific distance coefficients and excluding the industry-specific tradeability measure from CTZ. We implement this by utilizing information on the source of individual products to consider price comparisons relative to the most productive country in each industry. Notes: a : Ranking from more expensive to cheaper goods. b : Ranking from highly tradeable industries to low tradeability industries. c : Ranking of industry-specific distance coefficients from low to high estimated price impact. These coefficient estimates were based on price comparisons relative to the most productive country in each industry for 1985.
Once we obtain industry-specific distance coefficients, we then rank the industries according to how high the distance coefficient is estimated to be, with the industry with the lowest distance coefficient ranked first and the one with the highest coefficient ranked last. To see how this ranking relates to the other measures of the importance of transportation costs we also report the ranking of the industries according to (1) the average value of goods within that industry classification, and (2) the degree of tradeability characterizing a certain industry. To obtain the "value" of the typical good in each industry used for the ranking in Table 3 .15, we average the common currency prices of each good across countries and then aggregate this average price across all goods that fall in the same ISIC classification. Assuming a fixed component to transportation costs, then the per unit transportation cost attributed to this fixed component should decline with the value of the good considered in column (1) of Table 3 .15, with expensive goods having lower per unit costs.
Tradeability is constructed as described in the data section. As we have argued there, tradeability has a direct interpretation as an inverse measure of effective trade costs.
If the above reasoning is valid, and as long as our industry-specific distance coefficients capture the relative importance of transportation costs across industries, these estimates should be closely related to the measures of value and tradeability considered here. Indeed, the correlation between the value ranking in column (1) and the distance coefficient ranking in column (3) is of the right sign, at 59 percent, and statistically significant beyond the one percent level. Moreover, the correlation between tradeability ranking in column (2) and the distance coefficient ranking in column (3) is similar in value and again statistically significant beyond the one percent level. As a robustness check we run the regressions using wage rates in place of GDP per capita. In this case, the correlation between the value ranking and the distance coefficients ranking is 35 percent and that between the tradeability ranking and the distance coefficients ranking is 45 percent, both statistically significant at the five percent level.
Conclusion
Trade costs are important in a number of international macroeconomic models with implications for price deviations across countries. Transport costs are one component of trade costs that has received particular attention in the literature. While technological progress in the transport sector can be expected to reduce their absolute size over time, the relative importance of transport costs can be increasing as policy-related costs of trade decline over time. Moreover, progress in transport technologies might allow previously non traded goods with higher per unit transport costs to enter international trade. Thus, the relevance of transport costs in determining price wedges and international quantity flows might remain important even as technological progress lowers the level of transport costs for any one good.
To enable us to estimate the costs of trading a good internationally, we rank countries based on their productivity in individual industries and compute product-specific international price differences relative to the most productive location for each industry. We have also used information on realized trade flows to determine the probable source of each product as a weighted average of countries from which a destination country actually imports from. Identifying the source has made it possible to consider price comparisons relevant to the direction of trade and trade costs.
One commonly used measure for transport costs is physical distance from the origin. Here, distance relative to the most productive country has a precisely estimated positive impact on international deviations from LOP that is larger than the estimates obtained when arbitrarily assigning an equal probability of being the source to each country. Our estimates of the impact of transport costs using actual realizations of trade flows across countries are qualitatively similar to those obtained under the assumption that the most productive country in an industry is the sole exporter for products of that industry. This confirms that productivity is a strong predictor of the direction of trade and that the assumption of the most productive country in an industry being the main exporter for all products of that industry is not a bad first approximation.
An interesting feature that emerges is the falling importance of transport costs in absolute terms as witnessed in the declining estimated coefficient for the impact of physical distance on prices during the period from 1975 to 1990. This is consistent with economic intuition as transport technologies have been improving over time. It is also in accord with much of the literature documenting the declining importance of physical distance over time. Distribution costs are also important in determining international deviations from LOP, confirming the well-known fact that countries with higher income per capita -and thus a higher cost for the local inputs componenthave higher prices. Moreover, industry-specific measures of local input costs have a positive impact on absolute price dispersion. Overall, the data is consistent with models where transport costs, distribution costs, market size, and taxes play important roles in the determination of international price differences.
We conclude that utilizing relative productivity along with relative prices from survey data can help in identifying trade costs and their role in segmenting product markets. Future work should aspire to utilize microeconomic information on trade flows along with microeconomic relative prices in order to further improve our understanding of trade costs and the relative importance of determinants of international price differences. Construction of the capital stock for each industry
Data appendix
The Database on Investment and Capital for Agriculture and Manufacturing reports the total capital stock for the manufacturing sector (T K). In order to calculate capital stock for each manufacturing industry, we assume that the share of investment for the industry in total manufacturing for a specific year is equal to its share of the capital stock. We calculate total manufacturing sector investment by using capital formation data for twenty-eight manufacturing industries, and then obtain each industry's share of total manufacturing for each country. However, since some countries have missing observations for some industries the shares of the remaining industries are overestimated. In order to resolve this problem, we use the following approach for each crosssection: Let us denote I max as total investment in the manufacturing sector for countries that have no missing values. Then, the industries that have missing investment values for at least one country are excluded and the sum of capital formation for the remaining industries is denoted for each country as I j . We now define F raction = 1 N N P j=1 (I j /I max j ) where N is the number of countries that are used to calculate I max . We assume this fraction is the same for countries that have missing capital formation data for one or more industries. Then for each industry h and country j, we define weight hj = I hj N hj . If a country has missing data, then the share of the capital stock for each industry h is defined as Share hj = [T K j ] × [F raction] and its capital stock is now given by K hj = weight hj × share hj . If the country does not have missing data then we assume the share of investment for each industry is simply equal to its share in the capital stock given as share max hj = -.001 (-0.19) .008 (0.55) GDP-per-capita .835 * (11.68) .416 * (6.13) .260 (1.55) . -3.38) .040 (0.61) .042 (1.48) . -.043 (-1.36) .011 (0.85) -.015 (-0.69) Local inputs share .001 (0.67) .003 (0.68) . -.055 (-0.99) .215 (1.40) .278 * (9.26) .137 * (3.46) . .336 * (13.17) .199 * (3.24) .027 * * (2.32)
.297 * (15.20) . 
