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Povzetek
Naslov: Dolocˇanje berljivosti napisov na poljubnih ozadjih s pomocˇjo algo-
ritmov strojnega ucˇenja
Avtor: Elvisa Alibasˇic´
Pri izdelavi vizualnega gradiva je pomembno, da so napisi na slikah in videu
berljivi ne glede na ozadje. S tem problemom se srecˇujemo v sˇtevilnih dejav-
nostih, sˇe zlasti v oglasˇevalski in filmski industriji. Cilj diplomske naloge je
razviti in preizkusiti metodo dolocˇanja berljivosti napisov na poljubnih ozad-
jih. Ucˇno mnozˇico smo oblikovali s pomocˇjo anketiranja, in sicer tako, da smo
za vecˇjo mnozˇico slik anketirance povprasˇali, ali so berljive. Nato smo za-
jeli kljucˇne podatke (kontrast, svetloba ipd.). Pri tem smo uporabili barvna
modela RGB in HSL. Na osnovi zajetih podatkov smo zgradili linearni mo-
del. Odgovor na vprasˇanje berljivosti smo v okviru naloge obravnavali kot
dvojiˇski, zato smo model zgradili s pomocˇjo logisticˇne regresije. Zgrajeni mo-
del smo ovrednotili z metodami, kot sta AUC in precˇno preverjanje. Koncˇni
klasifikacijski model je bil pri napovedovanju berljivosti napisov natancˇen v
68 odstotkih. Na podlagi rezultatov bo lahko oglasˇevalec med samodejno
generiranimi oglasi izbral najbolj berljive.
Kljucˇne besede: strojno ucˇenje, oblikovanje, oglasi.

Abstract
Title: Determining the legibility of text on arbitrary backgrounds using
machine learning algorithms
Author: Elvisa Alibasˇic´
In visual media production (e.g., in marketing and film industry), it is impor-
tant that the text on images and video is legible regardless of the background.
The goal of the thesis is to develop and evaluate a method to determine the
legibility of text on arbitrary backgrounds. The dataset was created using
surveys. For a large dataset of photos, we asked the participants whether
they are legible or not. Subsequently, we gathered key features (contrast,
lightness etc.) by using the RGB and HSL color models. The gathered
data were employed to build a linear model. Because we perceive legibility
as binary, we used logistic regression. The model was evaluated using such
methods as AUC and cross validation. The final classification model is 68%
accurate at predicting legibility. Based on these results, advertisers can, from
a set of generated ads, select the most legible.
Keywords: machine learning, design, ads.

Poglavje 1
Uvod
V danasˇnjem svetu smo obkrozˇeni z multimedijskim gradivom. Povsod vi-
dimo oglase, panoje in slike v sˇtevilnih barvah in napisih. Vrednost industrije
zabave in multimedijskega oglasˇevanja je ocenjena na 2,6 bilijona ameriˇskih
dolarjev. Pri izdelavi oglasˇevalskih in drugih gradiv, ki predstavljajo osnovo
multimedijskega oglasˇevanja, je pomembno vprasˇanje, ali so berljiva. Ker
z multimedijskim gradivom skoraj vedno posredujemo uporabniku dolocˇeno
informacijo, si zˇelimo, da ta do njega prispe jasno in brez dvoumnosti, ki
jih lahko prinese napacˇno prebran napis. Vsaka napacˇna interpretacija pre-
branega gradiva lahko prinese ogromne izgube podjetju, ki je na ta nacˇin
oglasˇeval svoj izdelek.
Postavlja se vprasˇanje, kaj vse vpliva na berljivost. Teorija barv pravi, da
berljivost napisa temelji na razliki med svetlostjo barve besedila in svetlostjo
barve ozadja oziroma na kontrastu med napisom in ozadjem. Vecˇja raz-
lika pomeni vecˇja berljivost. Na podlagi tega opazˇanja in realnega zˇivljenja
lahko sklepamo, da cˇrn tekst na belem ozadju in bel tekst na cˇrnem ozadju
maksimizira berljivost. Pomembna je tudi nasicˇenost barve, saj je kontrast
med nasicˇenima barvama vecˇji. Tako je kombinacija nasicˇene rdecˇe in ze-
lene bolj berljiva kot recimo kombinacija nenasicˇene sive in bele. Po drugi
strani je toplo-hladni kontrast med dvema nasicˇenima barvama s podobno
nasicˇenostjo naporen za ocˇi, saj vidimo utripanje.
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Vprasˇanje berljivosti je klasifikacijsko, saj vhodne podatke deli na razrede.
Ob tem pa uposˇteva relevantne atribute, kot je barvni kontrast med napisom
in ozadjem.
Klasifikacija je zvrst strojnega ucˇenja, ki se ukvarja s pridobivanjem zna-
nja na podlagi izkusˇenj. Pri klasifikaciji s pomocˇjo ucˇenja gradimo napove-
dne modele. Ucˇni metodi podamo dovolj veliko mnozˇico podatkov, opisanih
s kljucˇnimi atributi in pripadnostjo klasifikacijskemu razredu. Preprost pri-
mer predstavlja model za napovedovanje ocene sˇtudenta racˇunalniˇstva pri
predmetu Programiranje 2. Kot atribut lahko zagotovo vzamemo oceno pri
predmetu Programiranje 1.
V okviru diplomske naloge se drzˇimo nacˇela, da obstajata le dva razreda
berljivosti: berljivo in neberljivo. Kljub temu je ocena berljivosti slike realna
vrednost, saj je tudi v primeru dveh berljivih slik lahko ena bolj berljiva
kot druga. Oceno berljivosti slike pridobimo s pomocˇjo klasifikacijskega mo-
dela. Sliko nato klasificiramo tako, da dolocˇimo prag na razponu vrednosti
ocene berljivosti in oceno berljivosti obravnavane slike primerjamo s pragom.
Pri takem nacˇinu klasifikacije smo lahko zelo strogi, kar pomeni, da zˇe pri
najmanjˇsi oviri pri branju presodimo, da je slika neberljiva. O strogosti pri
klasifikaciji govorimo tudi poglavju 5.
Cilj diplomske naloge je poiskati omenjene atribute berljivosti slike in z
njihovo pomocˇjo povedati, ali je slika berljiva. Izdelali smo klasifikacijski mo-
del, ki obvladuje navedeno problematiko. Na podlagi velike mnozˇice slik, ki
vsebujejo napise razlicˇnih pisav in barv na razlicˇnih ozadjih, smo tvorili ucˇno
mnozˇico. Pri tem smo uporabili razlicˇne tehnike predobdelave ucˇne mnozˇice.
Primer taksˇne tehnike je algoritem za zaznavo robov, saj postavljanje teksta
na robove objektov na sliki zmanjˇsa berljivost napisa. Da bi lahko slike cˇim
natancˇneje numericˇno opisali, smo jih predstavili v dveh barvnih modelih:
RGB in HSL. Da bi preprecˇili prilagajanje modela na ucˇne podatke, smo
model regularizirali.
Vecˇ o podrocˇju in sorodnih raziskavah bomo predstavili v 2. poglavju.
Podroben opis metodologije in priprave podatkov se nahaja v 3. poglavju.
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Najprej smo se lotili priprave podatkov, nato pa tvorbe ucˇne mnozˇice. Sle-
dijo opisi metod, namenjenih za obdelavo podatkov ucˇne mnozˇice, kot je
to algoritem za detekcijo robov. V 4. poglavju se bomo lotili ovrednote-
nja modela; zanimalo nas je, kako se zgrajeni ucˇni model obnese na novih,
sˇe ne videnih podatkih. Naprej bomo opisali metode za ovrednotenje, po-
tem pa bomo predstavili rezultate vseh metod in jih med seboj primerjali.
Uporabili smo osnovne metode ovrednotenja modela v strojnem ucˇenju, kot
so RMSE, precˇno preverjanje in AUC. Prikazali bomo uspesˇnost modela pri
vseh nasˇtetih metodah. V zakljucˇku bomo povzeli opravljeno delo in ponudili
mozˇnosti za nadgrajevanje.
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Poglavje 2
Podrocˇje in pregled povezanih
raziskav
V tem poglavju bomo pregledali raziskave, ki so pomagale odgovoriti na
vprasˇanje, kaj vse vpliva na berljivost. Na zacˇetku bomo govorili o atri-
butu, ki najbolj vpliva na berljivost napisa – kontrastu. Govorili bomo tudi
o stopnji kontrasta, tj. polarnosti. Posvetili se bomo tudi na prvi pogled
pomembnemu atributu berljivosti, velikosti napisa.
2.1 Vpliv kontrasta in polarnosti na berlji-
vost napisa
Raziskava o vplivu barvnih kombinacij na berljivost napisa spletne strani
na monitorjih CRT [2] je prinesla zanimive rezultate glede vpliva kontra-
sta. Skoraj petsto udelezˇencev je preizkusilo berljivost 56 barvnih kombina-
cij. Kot merilo berljivosti so uporabili sˇtevilo pravilno identificiranih znakov
za dolocˇeno barvno kombinacijo. Preucˇevali so vplive kombinacije barv,
svetlosti, kontrasta in polarnosti, ki predstavlja stopnjo kontrasta med
dvema vizualnima elementoma.
Rezultati raziskave so pokazali, da ima najvecˇji vpliv na berljivost kon-
trast med napisom in ozadjem, medtem ko ima svetilnost majhen vpliv. Ana-
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liza vpliva polarnosti na berljivost je pokazala, da v primeru velikega kontra-
sta med napisom in ozadjem negativna polarnost (temen napis na svetlem
ozadju) prinese vecˇjo berljivost. V primerih, ko nimamo velikega kontrasta
med barvami, recimo pri kombinaciji svetlomodre in temnomodre, bomo do-
bili vecˇjo berljivost, cˇe je napis svetlejˇse barve kot ozadje. Kot najboljˇse
kombinacije barv so se izkazale cˇrna na rumeni, rumena na cˇrni, turkizna
na cˇrni, bela na modri in bela na cˇrni. Po drugi strani so kombinacije cˇrne
in modre, rdecˇe in vijolicˇaste, zelene in turkizne ter rumene in bele prinesle
najslabsˇe rezultate. Do podobnih rezultatov je priˇsla raziskava [1] o vplivu
zunanje svetlobe na berljivost napisa. Medtem ko navedene raziskave ponu-
jajo smernice glede vpliva dolocˇenih atributov na berljivost, pa pri nasˇem
delu v okviru diplomske naloge za konkreten primer slike ponudimo konkre-
tno oceno berljivosti.
2.2 Vpliv velikosti pisave na berljivost napisa
Na prvi pogled je velikost napisa pomemben atribut njegove berljivosti, ven-
dar pa je v primeru slike z nejasnim napisom ta neberljiv, ne glede na to,
koliko ga povecˇamo. Raziskava[8] o vplivih na branje otrok je pokazala,
kako barve in velikost napisa vplivajo na njihovo hitrost branja in sˇtevilo na-
pak, ki jih pri tem storijo. Izkazalo se je, da so razlicˇnim otrokom ustrezale
razlicˇne barve, medtem ko velikost napisa ni imela nobenega vpliva na koncˇno
uspesˇnost otrokovega branja. O vplivu velikosti pisave na samo berljivost na-
pisa lahko govorimo edino v robnih pogojih, ko je napis tako majhen ali velik,
da je cˇlovesˇkemu ocˇesu nerazberljiv [6]. Raziskavi smo vzeli kot pripomocˇek
za iskanje relevantnih atributov, ki vplivajo na berljivost.
Poglavje 3
Metodologija
V tem poglavju bomo opisali pristop k resˇevanju problema. Zacˇeli bomo
z opisom nacˇina priprave podatkov, nato bomo razlozˇili njihovo obdelavo,
na koncu pa bomo opisali logisticˇno regresijo kot glavno metodo pri gradnji
modela.
3.1 Tvorba ucˇne mnozˇice
Proces tvorbe ucˇne mnozˇice se je zacˇel z iskanjem raznovrstnih slik. Tako
so se v zacˇetni mnozˇici znasˇle slike razlicˇnih barv in kontrastov. Izbrali smo
tiste, ki imajo veliko podrobnosti, in tudi tiste, ki jih skoraj nimajo. Cilj je bil
poiskati cˇim bolj raznolike slike, tako da bomo lahko videli obnasˇanje modela
v razlicˇnih “okoliˇscˇinah”. V zacˇetni mnozˇici se je tako nabralo 150 slik. Na
vsako od njih smo na 10 nakljucˇnih polozˇajih postavili napise razlicˇnih barv,
debeline cˇrk in pisave (slika 3.1). Napis je lahko bil cˇrne, temno sive, svetlo
sive ali bele barve. Debelina je definirana s pisavo; uporabili smo pisave
Helvetica normal, Helvetica bold in Helvetica light. Skratka, na nakljucˇnem
mestu na sliki smo preizkusili 12 razlicˇnih variacij napisa, kar pomeni, da smo
za vsako sliko od zacˇetnih 150 izdelali po 120 pravokotnih izsekov (slika 3.2)
in jih dodali v koncˇno mnozˇico slik za anketiranje. Ta mnozˇica potemtakem
vsebuje 18000 pravokotnih izsekov, ki prikazujejo napise razlicˇnih barv in
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Slika 3.1: Primer razlicˇnih pisav in debelin napisa pravokotnem izseku.
debeline na razlicˇnih ozadjih. Za vsakega od teh izsekov smo s pomocˇjo
ankete dolocˇili, ali je napis na njem berljiv glede na ozadje. V anketi so
sodelovali trije ljudje.
V nekaterih primerih, denimo pri napisu na sliki 3.3, so se ocenjevalci
popolnoma strinjali. Ne tako redko pa je priˇslo do nesoglasja (slika 3.4);v tem
primeru je bila odlocˇilna strogost ocenjevalca. Vecˇ o strogosti pri ocenjevanju
in nacˇinu, kako smo obravnavali podatke posameznih ocenjevalcev, bomo
povedali v poglavju 4.
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Slika 3.2: Slika z vsemi 120 izseki.
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Slika 3.3: Primer izseka, ki so ga vsi ocenjevalci oznacˇili kot berljivega.
Slika 3.4: Primer izseka, pri katerem je priˇslo do nesoglasja.
3.2 Numericˇna predstavitev podatkov
Ko smo za vse ucˇne slike dobili odgovor, ali so berljive, se je zacˇelo iska-
nje atributov, ki vplivajo na berljivost. Obenem smo morali poiskati nacˇin,
kako jih opisati s sˇtevilkami, ki jih je mogocˇe podati linearnemu modelu za
napovedovanje.
3.2.1 Predstavitev slik v barvnih modelih
Da bi lahko s slik izlusˇcˇili cˇim vecˇ uporabnih podatkov smo jih morali pred-
staviti v razlicˇnih modelih. Slike smo zapisali v modelih RGB in HSL.
Barvni model RGB
Pri barvnem modelu RGB dobimo posamezne barve z mesˇanjem treh osnov-
nih barv ali komponent: rdecˇe (R, angl. Red), zelene (G, angl. Green) in
modre (B, angl. Blue) [3]. Model lahko predstavimo v obliki kocke (slika
3.5). Vsaka od komponent R, G in B ima razpon vrednosti od 0 do 255.
Kot vidimo, imajo pri beli barvi vse komponente maksimalno vrednost (R =
G = B = 255), pri cˇrni pa minimalno vrednost (R = G = B = 0).
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Slika 3.5: Predstavitev modela RGB.
Ko sliko predstavimo v modelu RGB, lahko izracˇunamo sˇe druge nu-
mericˇne atribute. Tako smo v nasˇem primeru obravnavali standardno devi-
acijo in povprecˇno vrednost vseh treh barvnih kanalov. Izracˇunali smo tudi
sˇtevilo pikslov za vsak kanal, mediano kanalov ipd., vendar pa so se ti atri-
buti v kasnejˇsi obravnavi izkazali kot zˇe pokriti s standardno deviacijo ali
neuporabni. Standardna deviacija posameznih kanalov nam lahko pokazˇe
stopnjo raznolikosti na sliki. Recimo, cˇe imamo sliko, v kateri ima vsak od
kanalov nizko standardno deviacijo, sklepamo, da so slikovni elementi na sliki
podobne barve. V primeru nizke standardne deviacije, lahko velik kontrast
med barvo napisa in barvo ozadja zˇe sam po sebi pomeni, da je napis berljiv.
Barvni model HSL
Najvecˇ uporabnih podatkov pridobimo, ko sliko predstavimo v modelu HSL.
Barvni model HSL je alternativna predstavitev modela RGB in prav tako
vsebuje tri kanale: barvni odtenek (H, angl. hue), nasicˇenost (S, angl. sa-
turation) in svetlost (L, angl. lightness) [5]. Cilj tega modela je predstaviti,
kako cˇlovek dojema aditivno mesˇanje barv. Model lahko predstavimo kot
valj. Na osi barvnega odtenka se pri 0◦ zacˇne rdecˇa, pri 120◦ in 240◦ pa se
nahajata zelena in modra. Pri 360◦ se vrnemo na rdecˇo barvo. Na osre-
dnji navpicˇni osi se nahajajo akromatske barve oziroma odtenki sive. Ko je
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svetlost enaka 0, imamo cˇrno barvo, pri 1 pa belo.
Barvni model HSL je izpeljanka modela RGB. Sliko predstavimo v mo-
delu HSL tako, da izracˇunamo vrednosti H, S in L za vsak njen piksel.
Pretvorba iz modela RGB v model HSL
Pri pretvorbi barve piksla iz modela RGB v model HSL najprej normalizi-
ramo vrednosti R, G in B tako, da padejo v interval [0, 1].
R′ = R/255 (3.1)
G′ = G/255 (3.2)
B′ = B/255 (3.3)
Nato izracˇunamo:
Cmax = max (R
′, G′, B′) (3.4)
Cmin = min (R
′, G′, B′) (3.5)
4 = Cmax − Cmin (3.6)
Nazadnje izracˇunamo vrednosti:
H =

0◦, 4 = 0
60◦(G
′−B′
4 mod 6), Cmax = R’
60◦(B
′−R′
4 + 2), Cmax = G’
60◦(R
′−G′
4 + 4), Cmax = B’
(3.7)
S =
0, Cmax = 04
Cmax
, Cmax 6= 0
(3.8)
V = Cmax (3.9)
Tako dobimo tri predstavitvene kanale slike. Vsak od njih nam nekaj
pove o berljivosti. Recimo, pri nizki standardni deviaciji kanala L vemo, da
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Slika 3.6: Predstavitev modela HSL.
na sliki ni veliko barvnega odstopanja. Barva napisa je torej podobna barvi
ozadja, zato je napis neberljiv. Pri visoki standardni deviaciji kanala S vemo,
da se na sliki nahajajo tocˇke z izrazito barvo. Lahko sklepamo, da ima slika
izrazite podrobnosti. Napis na takih ozadjih je skoraj vedno neberljiv.
3.3 Vpeljava algoritma za detekcijo robov
Ko gledamo profesionalne fotografije, opazimo, da je ozadje zamegljeno. Za-
radi tega je objekt v prvem planu fotografije bolj poudarjen. Enako tudi velja,
cˇe je v prvem planu napis. Kot vidimo na primeru 3.9, zamegljeno ozadje
bistveno vpliva na berljivost, saj zmanjˇsa vpliv podrobnosti, ki cˇlovesˇkemu
ocˇesu jemljejo pozornost. Postavi se vprasˇanje, kako numericˇno opredeliti, v
koliksˇni meri je zamegljeno ozadje slike. Opazili smo, da objekti na zame-
gljenih slikah nimajo natancˇnega orisa. Barve se mesˇajo ena v drugo, prav
tako ni mocˇnih preskokov med barvami na nivoju pikslov. Torej, cˇe vemo,
koliko je robov na sliki oziroma kako mocˇno vidni so orisi, lahko recˇemo, ali
je ozadje zamegljeno.
14 Elvisa Alibasˇic´
5 7 6 4 152 148 149
Slika 3.7: Primer roba v liniji pikslov.
Algoritem za detekcijo robov je skupek matematicˇnih metod z namenom
iskanja orisov na slikah. Preden preidemo na algoritem, je pomembno vedeti,
kaj rob na sliki sploh je. Lahko recˇemo, da predstavlja dele orisa posameznih
objektov na sliki. Ta definicija cˇloveku pogosto zadostuje, za racˇunalnik pa
ni dovolj natancˇna. Zato rob opredelimo kot pojav, definiran z dovolj veliko
razliko v vrednosti barve sosednih pikslov.
Problem se zdi enostavno obvladljiv. To velja v primerih, ko je razlika v
vrednosti barve sosednih pikslov velika (slika 3.7). Tezˇave se pa pojavijo, ko
razlika ni velika. Takrat se tudi sprasˇujemo, cˇe rob sploh obstaja (slika 3.8).
Da bi dobili oceno intenzitete robov na sliki, smo uporabili Laplaceov
operator, ki temelji na Sobelovem operatorju [7]. Kaj algoritem pocˇne, je
vidno na sliki 3.10, v nadaljevanju pa ga bomo matematicˇno predstavili in s
tem pokazali, kako pride do koncˇnih rezultatov.
3.3.1 Sobelov operator
Cˇe si zamislimo, da imamo enodimenzionalno sliko in jo predstavimo kot
funkcijo intenzitete pikslov skozi cˇas, je rob predstavljen kot preskok v in-
tenziteti, kar je prikazano v prvem delu na sliki 3.11. Preskok postane
razlocˇnejˇsi, ko izracˇunamo prvi odvod funkcije. Kot vidimo na drugem delu
Diplomska naloga 15
5 7 6 41 113 148 149
Slika 3.8: Primer nedefiniranega roba v liniji pikslov.
Slika 3.9: Vpliv zamegljenega ozadja na berljivost.
Slika 3.10: Rezultat algoritma za detekcijo robov na podlagi Laplaceovega
operatorja.
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slike 3.11, se rob pokazˇe kot maksimum odvoda.
Sobelov operator temelji na konvoluciji med sliko in posebno matriko, ki
jo imenujemo jedro. Pri konvoluciji se za vsak piksel izracˇuna utezˇena vsota
tega piksla in njegovih sosedov, pri cˇemer so utezˇi dolocˇene z elementi jedra.
Recimo, da matrika S predstavlja nasˇo sliko po posamezih slikovnih elemen-
tih. Sobelov operator na sliki S uporabimo tako, da izracˇunamo matriko
vodoravnih (Gx) in navpicˇnih (Gy) sprememb. Za matriko vodoravnih
sprememb uporabimo jedro Cx, za matriko navpicˇnih sprememb pa jedro
Cy:
Gx = Cx ∗ S (3.10)
Gy = Cy ∗ S (3.11)
kjer
Cx =

−1 0 1
−2 0 +2
−1 0 1
 , Cy =

−1 −2 −1
0 0 0
1 2 1
 (3.12)
Matriki Gx in Gy izracˇunamo po formuli za konvolucijo matrik:

x11 x12 ... x1n
x21 x22 ... x2n
...
...
. . .
...
xm1 x32 ... xmn
∗

y11 y12 ... y1n
y21 y22 ... y2n
...
...
. . .
...
ym1 y32 ... ymn
 =
m−1∑
i=0
n−1∑
j=0
x(m−i)(n−j)y(1+i)(1+j)
(3.13)
Za vsak piksel izracˇunamo aproksimacijo gradienta G:
G =
√
G2x +G
2
y (3.14)
Sobelov operator je osnova za Laplaceov operator, ki izracˇuna priblizˇek
drugega odvoda funkcije intenzitete. Kot je prikazano na tretjem delu slike
3.11, se robovi pri drugem odvodu funkcije intenzitete pokazˇejo kot njegove
nicˇle.
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f”(t)
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t
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t
Slika 3.11: Prikaz enodimenzionalne slike in njen prvi in drugi odvod.
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3.3.2 Laplaceov operator
Laplaceov operator je v vektorskem racˇunu skalarni diferencialni operator
skalarne funkcije φ. Enak je vsoti vseh drugih parcialnih odvodov odvisne
spremenljivke. Zapiˇse se s simbolom 4.[9]
V enorazsezˇnih kartezicˇnih koordinatah je Laplaceov operator definiran
takole:
41 = δ
2
δx2
(3.15)
V dvorazsezˇnih pa je definiran takole:
42 = δ
2
δx2
+
δ2
δy2
(3.16)
Odvod izracˇunamo s pomocˇjo Sobelovega operatorja.
Cˇe zˇelimo na sliki uporabiti Laplaceov operator, je sliko pred tem treba
obdelati. Zmanjˇsati moramo prisotnost manjˇsih podrobnosti, t.i. sˇuma. To
naredimo s pomocˇjo Gaussovega filtra. Njegovo delovanje je prikazano na
sliki 3.12.
Gaussov filter je eden od linearnih filtrov. Najenostavnejˇsi linearni filter
je sicer povprecˇni filter, ki ga uporabimo tako, da vrednost vsakega piksla
originalne slike zamenjamo s povprecˇno vrednostjo pikslov v njegovi okolici.
Jedro velikosti 3× 3 za linearni filter izgleda takole:
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
 = 19

1 1 1
1 1 1
1 1 1
 (3.17)
Vsak piksel originalne slike torej z eno devetino svoje vrednosti prispeva
h koncˇnemu rezultatu.[4]
Gaussov filter se od povprecˇnega razlikuje v zgradbi jedra. To je defini-
rano tako, da imajo pri racˇunanju nove vrednosti piksla blizˇnji piksli vecˇjo
tezˇo kot bolj oddaljeni. Tako se po uporabi filtra ohrani rob.
Koeficienti jedra Gaussovega filtra torej dejansko predstavljajo diskretno
aproksimacijo dvodimenzionalne Gaussove funkcije [4]. Sledi primer jedra
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Slika 3.12: Primer Gaussovega glajenja pri velikosti jedra 13
velikosti 5× 5:
1
57

0 1 2 1 0
1 3 5 3 1
2 5 9 5 2
1 3 5 3 1
0 1 2 1 0

(3.18)
3.4 Atributi berljivosti
Slike smo po koncˇani obdelavi numericˇno opisali v obliki atributov, prikaza-
nih v tabeli 3.1. Ostane sˇe vprasˇanje, kateri od njih vplivajo na berljivost
slike. Odgovor je podan v poglavju 4.
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Atribut Zaloga vrednosti Opomba
Barva besedila [cˇrna, temno siva, svetlo siva, bela]
Pisava [bold, normal, thin] Uporabljena pisava Helvetica
Kazalec jakosti robov R Pridobljen na osnovi Laplaceovega operatorja
Standardna deviacija R kanala R
Standardna deviacija G kanala R
Standardna deviacija B kanala R
Minimum R kanala N Vrednost prestavlja globalni minimum
Minimum G kanala N Vrednost prestavlja globalni minimum
Minimum B kanala N Vrednost prestavlja globalni minimum
Maksimum R kanala N Vrednost prestavlja globalni maksimum
Maksimum G kanala N Vrednost prestavlja globalni maksimum
Maksimum B kanala N Vrednost prestavlja globalni maksimum
Sˇt. slikovnih elementov R kanala N
Sˇt. slikovnih elementov G kanala N
Sˇt. slikovnih elementov B kanala N
Mediana R kanala R
Mediana G kanala R
Mediana B kanala R
Povprecˇje R kanala R
Povprecˇje G kanala R
Povprecˇje B kanala R
Varianca R kanala R
Varianca G kanala R
Varianca B kanala R
RMSE R kanala R
RMSE G kanala R
RMSE B kanala R
Standardna deviacija H kanala R
Standardna deviacija S kanala R
Standardna deviacija L kanala R
Povprecˇje H kanala R
Povprecˇje S kanala R
Povprecˇje L kanala R
Tabela 3.1: Zacˇetni atributi modela
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3.5 Logisticˇna regresija
Napovedovanje je podrocˇje podatkovne znanosti, ki se ukvarja s pridobiva-
njem novih podatkov na podlagi zgodovinskih. Napovedujemo s pomocˇjo
napovednih modelov, ki jim kot vhod podamo diskretizirane zgodovinske po-
datke, kot izhod pa dobimo omenjene nove podatke oziroma napovedi. Glede
na to, kaj nam napoved pove in kaksˇne oblike je, razlikujemo klasifikacijo
in regresijo.
Logisticˇna regresija kljub varljivemu imenu spada med klasifikacijske me-
tode. Zaradi svoje enostavnosti je relativno priljubljena. Uporablja se pred-
vsem takrat, ko nas zanima odgovor na dvojiˇsko vprasˇanje, npr. “Ali bo jutri
dezˇevalo?”
Lastnost logisticˇne regresije je, da ne naredi dejanske klasifikacije, ampak
nam pove verjetnost pripadnosti pozitivnemu ali negativnemu razredu. To je
tudi ena od glavnih razlik med logisticˇno in linearno regresijo, ki napove vre-
dnost odvisne spremenljivke na podlagi vrednosti neodvisnih spremenljivk.
Pri logisticˇni regresiji zgradimo linearni model, torej utezˇeno vsoto vre-
dnosti atributov. Model je zasnovan na logisticˇni funkciji g, ki poljubno
realno sˇtevilo z preslika v interval [−1, 1]:
g(z) =
1
1 + ez
(3.19)
Zapiˇsimo sˇe koncˇni linearni klasifikacijski model h oziroma utezˇeno vsoto
vrednosti atributov. Vsoto bomo transformirali z logisticˇno funkcijo, tako da
bo vrednost modela izrazˇala verjetnost pripadnosti ciljnemu razredu:
hθ(X) = g(θ0 + θ1x1 + θ2x2 + ...+ θnxn) (3.20)
hθ(X) = g(θ
TX) (3.21)
hθ(X) =
1
1− e−θTX (3.22)
Pri tem je θ vektor utezˇi oziroma parametrov zgrajenega modela, X pa
je vektor vhodnih vrednosti.
22 Elvisa Alibasˇic´
0.8
0.6
0.4
0.2
0.0
-10 -5 0 5 10
1.0
Slika 3.13: Logisticˇna funkcija
Pri napovedovanju berljivosti napisov nam logisticˇna regresija ponuja od-
govore na vsa zastavljena vprasˇanja. S pridobljenimi verjetnostmi pripadno-
sti lahko preizkusˇamo razlicˇne pragove za dolocˇanje ciljnih razredov.
Poglavje 4
Ovrednotenje
Najprej bomo opisali metodologijo testiranja, nato pa sledi primerjava re-
zultatov razlicˇnih metod za ovrednotenje napovednih modelov v podatkovni
znanosti.
4.1 Metodologija testiranja
Ucˇna mnozˇica vsebuje vrednosti atributov za skoraj 18000 slikovnih izsekov.
Pricˇeli smo z vecˇjo mnozˇico atributov, kot so standardne deviacije posame-
znih kanalov, ekstremi kanalov ipd. Kasneje smo se lotili izlocˇevanja nepo-
trebnih atributov. Ti niso vplivali na klasifikacijsko tocˇnost modela. Kot
smo pricˇakovali, se je sˇtevilo pikslov posameznih kanalov izkazalo kot popol-
noma neuporabno. Pri ocenjevanju uporabnosti atributov smo si pomagali z
informacijskim prispevkom in Ginijevim indeksom atributa.
Vrednosti ciljne spremenljivke smo pridobili s pomocˇjo anketiranja. Po-
samezne izseke smo predstavili vecˇ osebam, ki so nato dolocˇile, ali so berljivi.
Velikost posamezne podmnozˇice je odvisna od cˇasovnih zmozˇnosti in volje
ocenjevalca.
Rezultati so precej variirali glede na ocenjevalca. Atributa, ki sta najbolj
vplivala na klasifikacijsko tocˇnost modela za posameznega ocenjevalca, sta
strogost pri ocenjevanju in kakovost racˇunalniˇskega zaslona, na katerem je
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opazoval posamezne izseke.
V nadaljevanju bomo predstavili primere rezultatov po posameznih oce-
njevalcih in koncˇne rezultate.
4.2 Podatkovna mnozˇica
Za vsak posamezen izsek smo izracˇunali vecˇ statisticˇnih atributov. Vsi atri-
buti so navedeni v tabeli 3.1. Po kasnejˇsi analizi so se nekateri izkazali kot
neuporabni ali pa so celo poslabsˇali klasifikacijsko tocˇnost. Pomagali smo
si z racˇunanjem informacijskega prispevka in Ginijevega indeksa posame-
znih atributov. Ginijev indeks je kazatelj statisticˇne razprsˇenosti atributa,
kar vkljucˇuje podatek o tem, koliko se vrednosti posameznih atributov po-
navljajo in koliksˇna je njihova medsebojna razlika. Informacijski prispevek
nam pove, za koliko se zmanjˇsa entropija po delitvi mnozˇice glede na dolocˇen
atribut.
Kot najvplivnejˇsi atributi so se pokazali sledecˇi (urejeni so po padajocˇem
vplivu):
• barva napisa
• standardna deviacija kanalov R, G in B
• varianca Laplaceove konvolucije - jakost robov
• standardna deviacija kanalov S in L
• debelina pisave
• RMSE kanalov R, G in B
• povprecˇje kanalov R, G in B
• povprecˇje kanalov S in L
Diplomska naloga 25
R
az
re
d
Napoved
TRUE FALSE
1 TP FN
0 FP TN
Tabela 4.1: Klasifikacijska matrika
4.3 Rezultati
Pri dvojiˇskem klasifikacijskem modelu, katerega ciljni razred je lahko poziti-
ven ali negativen, locˇimo naslednje klasifikacijske izide:
1. TP - resnicˇno pozitiven (angl. True Positive); ciljni razred primera,
napovedan s strani modela, in dejanski razred sta pozitivna. Model je
pravilno napovedal pripadnost primera pozitivnemu razredu.
2. FP - neresnicˇno pozitiven (angl. False Positive); ciljni razred primera,
napovedan s strani modela, je pozitiven, medtem ko je dejanski razred
negativen. Model je negativen primer oznacˇil kot pozitiven.
3. TN - resnicˇno negativen (angl. True Negative); ciljni razred primera,
napovedan s strani modela, in dejanski razred sta negativna. Model je
pravilno napovedal pripadnost primera negativnemu razredu.
4. FN - neresnicˇno negativen (angl. False Negative); ciljni razred primera,
napovedan s strani modela, je negativen, medtem ko je dejanski razred
pozitiven. Model je pozitiven primer oznacˇil kot negativen.
Kazalniki uspesˇnosti modela temeljijo na teh spremenljivkah. Poleg same
vrednosti spremenljivk nas zanima tudi razmerje med njimi. To razmerje
lahko prikazˇemo s klasifikacijsko matriko (angl. classification matrix ). Ma-
trika velikosti 2 × 2 nam pove sˇtevilo primerov za vsako od spremenljivk
(Tabela 4.1).
S pomocˇjo klasifikacijske matrike lahko izracˇunamo tudi druge metrike za
uspesˇnost modela. V okviru diplomske naloge smo se osredotocˇili na:
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Slika 4.1: Primer izseka, ki ga je ocenjevalec 1 oznacˇil kot neberljiv.
AUC (angl. Area Under the ROC Curve) oziroma plosˇcˇina pod
ROC krivuljo je ena izmed najpomembnejˇsih metod za vizualizacijo in ovre-
dnotenje uspesˇnosti klasifikacijskega modela. Krivulja ROC (angl. Receiver
Operating Characteristics) ima na osi x senzitivnost (angl. true positive rate),
na osi y pa (1−specificˇnost) (angl. false positive rate). Nariˇsemo jo tako, da
za vsako vrednost pragu t z intervala [0, 1] izracˇunamo TP (t), FP (t), TN(t)
in FN(t). Kot pozitivni se obravnavajo vsi primeri, pri katerih je vrednost, ki
jo dobimo na podlagi logisticˇnega modela, vecˇja od pragu. Na podlagi tega
izracˇunamo senzitivnost in specificˇnost, nato pa tocˇko (1 - specificˇnost(t),
senzitivnost(t)) prikazˇemo na koordinatnem sistemu.
Kazalnik nam pove, kako dobro model locˇi med pozitivnimi in negativnimi
primeri. Kot je razvidno v tabeli 4.2, je model najvecˇjo vrednost AUC dosegel
glede na ocenjevalca 1, in sicer 0,70, kar je razmeroma visoka vrednost. Treba
je tudi omeniti, da je ocenjevalec 1 ocenjeval strogo, saj je zˇe pri najmanjˇsi
oviri pri branju sliko oznacˇil kot neberljivo (slika 4.1). Ob taksˇnem nacˇinu
ocenjevanja je modelu lazˇje locˇiti med pozitivnimi in negativnimi primeri.
Pri poviˇsani vrednosti kazalnika intenzitete robov lahko namrecˇ skoraj takoj
klasificiramo sliko kot neberljivo. Krivulja ROC glede na ocenjevalca 1 je
prikazana na sliki 4.2.
CA (angl. Classification Accuracy) klasifikacijska tocˇnost nam pove,
kaksˇno je razmerje med resnicˇno pozitivnimi in resnicˇno negativnimi napo-
vedmi. O resnicˇno pozitivnih oziroma negativnih napovedih govorimo, ko sta
napovedani in dejanski ciljni razred enaka.
klasifikacijska tocˇnost =
TP + TN
TP + FP + TN + FN
(4.1)
Diplomska naloga 27
Slika 4.2: Krivulja ROC glede na ocenjevalca 1 z AUC vrednostjo 0,70
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Klasifikacijska tocˇnost modela, ki temelji na podatkih vseh ocenjevalcev, je
enaka 0,68 (tabela 4.3). Glede na stranske vplive, kot je npr. kakovost oce-
njevalcˇevega zaslona, je ta vrednost razmeroma visoka.
Natancˇnost (angl. precision) predstavlja razmerje med sˇtevilom re-
snicˇno pozitivnih primerov in vsoto resnicˇno pozitivnih in neresnicˇno pozi-
tivnih primerov. Natancˇnost nam torej pove, koliksˇen delezˇ izsekov, ki jih
model proglasi za berljive, je dejansko berljiv.
natancˇnost =
TP
TP + FP
(4.2)
Pri racˇunanju kazalnikov klasifikacijske uspesˇnosti smo uporabili 10-kratno
precˇno preverjanje. Celotno podatkovno mnozˇico smo razdelili na 10 pod-
mnozˇic. V vsaki iteraciji smo izvedli klasifikacijski poskus, v katerem smo eno
od podmnozˇic obravnavali kot testno, preostalih devet pa kot ucˇne mnozˇice.
Za vsak poskus smo izracˇunali uspesˇnost zgrajenega napovednega modela.
S tem smo se izognili prekomernemu prileganju modela podatkom, saj smo
zˇeleli vedeti, kako se model obnese na novih, sˇe nevidenih podatkih. Na-
tancˇnost modela znasˇa 0,62 in variira glede na ocenjevalca. Strogo ocenjeva-
nje je prineslo vecˇjo natancˇnost.
Senzitivnost - (angl. Sensitivity ali True Positive Rate) pred-
stavlja razmerje med sˇtevilom resnicˇno pozitivnih primerov in vsoto resnicˇno
pozitivnih in neresnicˇno negativnih primerov. Senzitivnost torej podaja delezˇ
berljivih izsekov, ki jih model proglasi za berljive.
senzitivnost =
TP
TP + FN
(4.3)
Vrednost je variirala glede na ocenjevalca. Na primer pri tretjem ocenje-
valcu znasˇa kar 0,94.
Specificˇnost (angl. Specificity ali True Negative Rate) predstavlja
razmerje med sˇtevilom resnicˇno negativnih in vsoto resnicˇno negativnih in
Diplomska naloga 29
Slika 4.3: Izsek, ki ga je model pravilno klasificiral kot neberljiv
Slika 4.4: Izsek, ki ga je model nepravilno klasificiral kot neberljiv
neresnicˇno pozitivnih. Specificˇnost torej podaja delezˇ neberljivih izsekov, ki
jih model proglasi za neberljive.
specificˇnost =
TN
TN + FP
(4.4)
Tako kot pri senzitivnosti so tudi tukaj rezultati odvisni od ocenjevalca.
Odklon vrednosti kazalnika po ocenjevalcih je visok, saj vrednosti znasˇajo od
0,11 do 0,91. Strozˇji nacˇin ocenjevanja je prinesel vecˇjo specificˇnost.
Na uspesˇnost klasifikacije je vplivala tudi velikost podatkovne mnozˇice,
saj je pri vecˇjih mnozˇicah zbranost ocenjevalcev padla. Na splosˇno je model
bolje identificiral neberljive izseke (Tabela 4.3).
AUC CA Natancˇnost Senzitivnost Specificˇnost
Ocenjevalec 1 0,70 0,73 0,61 0,31 0,91
Ocenjevalec 2 0,58 0,57 0,56 0,48 0,65
Ocenjevalec 3 0,60 0,63 0,64 0,94 0,11
Tabela 4.2: Klasifikacijska tocˇnost modelov, zgrajenih na podlagi izsekov, ki
so jih obravnavali posamezni ocenjevalci
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AUC CA Natancˇnost Senzitivnost Specificˇnost
0,67 0,68 0,62 0,58 0,59
Tabela 4.3: Klasifikacijska tocˇnost modela v povprecˇju
Poglavje 5
Zakljucˇek
V diplomski nalogi smo raziskali atribute, ki vplivajo na berljivost napisa,
pogledali, kako medsebojno vplivajo, in zgradili model za ocenjevanje ber-
ljivosti. Zacˇeli smo z velikim sˇtevilom atributov in jih potem sistematicˇno
eliminirali.
Ugotovili smo, da klasifikacijska tocˇnost zgrajenega modela precej variira
in je odvisna od ocenjevalcev. Na njihovo delo je vplivala zbranost, velikost
podatkovne mnozˇice in, najpomembneje, kakovost racˇunalniˇskega zaslona.
V prihodnje bi bilo smiselno te dejavnike izlocˇiti ali pa vsaj zmanjˇsati
njihov vpliv. To bi dosegli z uporabo istega kakovostnega racˇunalniˇskega
zaslona pri vseh ocenjevalcih. Prav tako bi bilo treba v cˇasu ocenjevanja
paziti, da je ocenjevalec zbran, a sprosˇcˇen.
Model je mogocˇe izboljˇsati tudi z uporabo barvnih napisov. Pri gradnji
modela bi morali fiksirati ostale atribute, saj bi pri vecˇjem sˇtevilu barv na-
pisov velikost podatkovne mnozˇice eksplodirala.
31
32 Elvisa Alibasˇic´
Literatura
[1] Jonathan Dobres, Nadine Chahine, and Bryan Reimer. Effects of ambient
illumination, contrast polarity, and letter size on text legibility under
glance-like reading. Applied Ergonomics, 60:68 – 73, 2017.
[2] Miro Gradisar, Iztok Humar, and Tomazˇ Turk. The legibility of colored
web page texts. pages 233 – 238, 07 2007.
[3] George H. Joblove and Donald Greenberg. Color spaces for computer
graphics. SIGGRAPH Comput. Graph., 12(3):20–25, August 1978.
[4] Alesˇ Hladnik; Tadeja Muck; Marko Krefti. 1 - osnove. In Alesˇ Hladnik;
Tadeja Muck; Marko Kreft, editor, Obdelava digitalnih slik v grafiki. na-
ravoslovnotehiˇska fakulteta, Oddelek za tekstilstvo, Boston, first edition
edition, 2012.
[5] H. Levkowitz and G.T. Herman. Glhs: A generalized lightness, hue, and
saturation color model. CVGIP: Graphical Models and Image Processing,
55(4):271 – 285, 1993.
[6] Hsuan Lin, Fong-Gong Wu, and Yune-Yu Cheng. Legibility and visual
fatigue affected by text direction, screen size and character size on color
LCD e-reader. Displays, 34(1):49 – 58, 2013.
[7] S. Peleg, P. Burt, R. Hingorani, and J. Bergen. A three-frame algori-
thm for estimating two-component image motion. IEEE Transactions on
Pattern Analysis Machine Intelligence, 29(09):886–896, sep 1992.
33
34 Elvisa Alibasˇic´
[8] Judit Veszeli and Alex J. Shepherd. A comparison of the effects of the
colour and size of coloured overlays on young children’s reading. Vision
Research, 156:73 – 83, 2019.
[9] Andrej Cˇadezˇ. Teorija gravitacije. DMFA - zalozˇniˇstvo, 2011.
