We give a bound on the mixing time of a uniformly ergodic, reversible Markov chain in terms of the spectral radius of the transition kernel. This bound has been established previously in finite state spaces, and is widely believed to hold in general state spaces, but a proof has not been provided to our knowledge.
Consider a uniformly ergodic Markov chain with transition kernel T on general (countably generated) state space X , with stationary distribution π. The distance of a Markov chain to stationarity is commonly measured using the total variation norm, defined for a signed measure µ as
where the supremum is over measurable sets A. The mixing time of the Markov chain is the number of iterations required for the total variation distance to stationarity to drop below a particular threshold ǫ ∈ (0, 1 2 ), for all initial states: Aldous, 1982) . For T uniformly ergodic we have τ ǫ < ∞ (Meyn and Tweedie 1993, Theorem 16.0.2) . For X finite, T reversible, and ǫ = (2e) −1 , Proposition 8(a) of Aldous (1982) provides a lower bound on τ ǫ in terms of the spectral radius of T . The extension to general ǫ is immediate, but the extension to general state spaces is not. We provide this extension in Theorem 1. Theorem 1. For a uniformly ergodic, reversible Markov chain T on countably generated state space X , the mixing time τ ǫ satisfies
When ρ is close to 1 we have − ln ρ ≈ 1 − ρ, so that one can obtain a corresponding lower bound on τ ǫ in terms of the inverse of the spectral gap (1 − ρ). In particular,
Proof of Theorem 1. Define Aldous (1982) shows at the beginning of his Proposition 8(a) that when X is finite and ǫ = (2e) −1 ,
However, his proof also holds for general state spaces and general ǫ. It relies on the submultiplicative property of 2∆ n , which is shown in general state spaces, for instance, as Proposition 3(e) of Roberts and Rosenthal (2004) . We will show that for all δ > 0, for all δ > 0, which implies τ ǫ ≥ −β ln(2ǫ) as desired. We prove (3) using the spectral representation of T n . Since T is geometrically ergodic with spectral radius ρ, for any probability measure µ ∈ L 2 (π) we have
where ξ is the spectral measure corresponding to T acting on L 2 (π) (Conway, 1985) . Additionally, for any δ > 0, either ξ((ρe −δ , ρ]) or ξ([−ρ, −ρe −δ )) is not the zero operator. Since T is reversible, one can then apply the approach in the proof of Theorem 2.1 in Roberts and Rosenthal (1997) to construct a signed measure ω ∈ L 2 (π) and a constant M > 0 such that ω(X ) = 0 and
Without loss of generality ω can be chosen to have ω T V ≤ 1. Using the triangle inequality, since ω T V ≤ 1 and ω(X ) = 0,
where the supremum is taken over probability measures µ ∈ L 2 (π). Finally, we will show that sup µ∈L 2 (π):µ(X )=1,µ≥0
Combining (4)- (6), we have that
To show (6), Proposition 3(b) of Roberts and Rosenthal (2004) implies that for any probability measure µ on X and any n, 
