MODEL AND ASSUMPTIONS
As known, multilevel models represent a comprehensive way to analyse data which are organized in a nesting structure: by this approach it is possible to take into account within-group as well as between-group relations (Snijders and Bosker (1999) ). Within this context, we consider a two-level hierarchical data structure which consists of J groups (level-two units) and n j units per group (level-one units or elementary units), j 1¡ ¢ ¢ ¢ ¡ J. A dependent variable and some explanatory variables for both level-one and level-two of the nesting structure are then considered. A convenient way to express the model is Laird and Ware's matrix formulation (Laird and Ware (1982) ), defined as follows:
where Y j is a random vector (r.v.) whose components are Y i j variables (i 1¡ ¢ ¢ ¢ ¡ n j ); vectors γ and U j contain, respectively, p fixed effects and q random effects; the n jdimensional vector ε j represents the model residuals; Z j and X j are the so called "design matrices" of dimensions, respectively, 
q 1), and residual (or level-one) variance σ 2 are called variance components. In order to estimate fixed effects and variance components, we refer to maximum likelihood approach, that is to both "full" maximum likelihood (ML) and "restricted" maximum likelihood (REML) estimation methods, which require distributional assumptions. Usually, it is assumed that the residuals ε j as well as the random effects U j are distributed according to a multivariate normal, i.e. ε j
J. In this study we assume that the random effects U j follow a Multivariate Exponential Power distribution law (MEP). The n-dimensional r.v. S is MEP n ¤ µ¡Σ¡κ¦ if its density function may be written in this form:
where µ R n , κ 0 and Σ, the so called "characteristic matrix", is positive-definite; E¤S¦ µ and V¤S¦ c¤κ¡n¦Σ, being c¤κ¡n¦ 2 2£κ Γ¤¤n
Furthermore, κ denotes the "non-normality" parameter as it represents kurtosis departure from multivariate normal distribution: for κ 2 we do obtain a multivariate normal distribution, while for κ 2 and for κ 2, respectively, leptokurtic and platikurtic distributions.
In what follows we shall then refer to this new assumption:
, while level-one residuals ε j will be still assumed normal, for j 1¡
For a more general discussion on the role of the distributional assumptions on the random part of the model refer to Ferrari and Solaro (2002) .
METHOD
Our aim is to examine the impact of misspecification of random effects distribution on maximum likelihood estimates for fixed effects and variance components. We study the behaviour of ML and REML estimates under the normal assumption when indeed random effects are MEP distributed.
Due to the complexity of the problem, we have applied MC simulation procedures based on generation of pseudo-observations y j under MEP distributed random effects. As MEP distributions belong to multivariate symmetric and elliptical Kotz type distributions (Fang et al. (1990) ), methods for generating MEP distributed random effects can be based on a stochastic representation (Johnson, (1987) ; Solaro and Ferrari (2003) ). We have implemented our algorithm in the package S-Plus (vs. 4.0) for generation of pseudo-observations y j . For the simulation study, multilevel model definition (1) has been specified for p 4 fixed effects and q 2 random effects; for semplicity, only balanced designs are considered (n j n for all j). So, the model we refer to is:
, where x i j and w j stand for generic values of, respectively, level-one X and level-two W explanatory variables.
For the purpose of the study we have conceived different simulation designs which represent our experimental conditions. Each of these is determined by different combinations of the elements in the tern As regards the departure of random effects distribution from multivariate normal, we have considered different values of parameter κ (κ 2 and κ 2), so that both leptokurtic (κ 1¡1¢5) and platikurtic distributions (κ 8¡14) have been taken into account. To test the computational efficiency of our algorithm, we have also considered generation from normal distribution (κ 2). In order to compare simulation results, pseudo-random effects u j have been randomly drawn from these different MEP distributions which however satisfy E Table 1 ; so the characteristic matrix Σ changes as κ changes. For both ML and REML estimation of fixed effects and variance components we have employed S-Plus library nlme by Pinheiro and Bates (2000) .
Here there are some of the quantities which synthetize the simulation results:
There, θ l denotes the parameter estimated byθ lk at k-th run, and Θ l is its corresponding ML or REML "simulated" estimator. M¤ Θ l ¦ andσ 2 denote, respectively, arithmetic mean and biased sample variance both taken over all K 1000 simulation runs.
SIMULATION RESULTS
For the sake of brevity, here we discuss only the "core" of simulation results related to J 10 groups. Such results concern both ML and REML estimation methods. For fixed effects estimation these two methods coincide from a theoretical point of view, though in practice some discrepancies might arise due to the iterative numerical computations involved. Hence, for fixed effects we shall present only results concerning REML estimates.
As regards relative bias, all the REML estimators for fixed effects, level-one and level-two variance components are substantially unbiased under the different experimental conditions. Therefore, we do not observe any prominent influence on those estimators by the original MEP distributed random effects. Residual variance σ 2 is unbiasedly estimated by REML method for greater sample sizes; for small samples (for instance, n 5¡10 with J 10) a clear tendency to underestimation is present. As regards ML estimators for both level-one and -two variance components, our results confirm those known in literature: under our experimental conditions, ML estimators tend to underestimate sistematically their corresponding parameters.
As to standard errors of the estimators, MEP distributions turns out to be irrelevant in both cases of fixed effects and residual variance σ 2 estimation. Instead, MEP assumption on random effects influences mainly standard errors of level-two variance components estimators. In particular, under the same ¤ n¡10¦-conditions, REML estimator for variance has a greater standard error under leptokurtic distributions (κ 1¡1¢5) than under the normal one, while in the latter case this estimator turns out to have a greater standard error than under platikurtic ones (κ 8¡14). A similar tendency arises for covariance.
Further considerations concern asymmetry of the empirical distributions of ML and REML estimators, whose study is based on β 1 index. The empirical distributions of fixed effects estimators are substantially symmetric with respect to their parameter real value and under each experimental condition ¤ n¡10¡κ¦. As expected, the distribution of the residual variance σ 2 estimator is characterized by positive asymmetry. Its degree, as measured by β 1 index, decreases as the sample size increases, while the role of the parameter κ of original MEP distributions appears to be negletable. As to level-two variance components, original MEP distributed random effects turn out to have a clear influence on the asymmetry of estimators empirical distribution. In fact, we note that as the parameter κ increases, the estimators empirical distribution is less and less asymmetric. Figure 1 reports boxplots of the simulated distributions of REML estimators for some parameters: γ 10 (fixed effect), σ 2 (level-one variance) and τ 11 (level-two variance) and for N 10n, with n 5 and n 30, and κ 1; 1¢5; 2; 8; 14.
CONCLUSIONS
In the frame of multilevel model related to a two-level hierarchical data structure, our aim was to examine the behaviour of maximum likelihood estimators which were obtained under normality assumption when indeed random effects were MEP distributed. This study was carried out through MC simulation procedures. Estimators robustness was evaluated with respect to unbiasedness, variability and shape distribution in presence of departures from normality.
Simulation results for fixed effects estimation revealed that their corresponding REML (ML) estimators are robust with respect to those characteristics. Similar properties are shared by REML estimator for residual variance σ 2 , that continues to be influenced by sample size.
The misspecification of random effects distribution has its main impact on ML and REML estimators for level-two variance components. Even if these ones remain substantially unbiased, their variability and distribution shape are apparently influenced. In brief, leptokurtic random effects produce estimators for level-two variance components with higher variance and with far more asymmetric distribution, while platikurtic random effects, with lower variance and with less asymmetric distribution, than ones produced by normal random effects.
