Using
a Humanoid Robot to Explore Human Behavior and Communication Christopher G. Atkeson*l*5, Josha G. Hale*2*5, Frank Pollick*3*5 and Marcia Riley*4*5 *1Robotics Institute , Carnegie Mellon University *2Univv of Glasgow *3Psychology Dept., Univ. of Glasgow *4College of Computing , Georgia Tech *5Cyberhuman Project, ATR This paper describes work done by the ATR CyberHuman Project, which has the goal of studying human behavior using humanoid robots. This project complements the Kawato Dynamic Brain Project described in other papers in this issue, and uses the same robot, DB, as a test bed. We have demonstrated several simple behaviors, including learning a folk dance by ob serving a human perform it [1], catching [2] , juggling 3 balls, and performing a Tai Chi exercise in contact with a human [3] . This paper reviews some of our work on learning from demonstration and human-humanoid interaction.
1.Learning from Demonstration
A major focus of our work with the humanoid robot is learning from demonstration. It typically takes a graduate student at least a year to program one of our anthropomorphic robots to do a task. How can we reduce the cost of programming complex systems? One way we program our fellow human beings is to show them how to do a task. It is amazing that such a complex sensory input is useful for learning. How does the learner know what is important or irrelevant in the demonstration?
How does the learner infer the goals of the performer?
How does the learner generalize to different situations?
Our hope is that human-like learning from demonstration will greatly reduce the cost of programming complex systems. In addition, we expect humanoid robots to be asked to perform tasks that people do, which typically involve human-like motions which can easily be demonstrated by a human. We implemented the first option (Fig.1) .It is clear that we should also consider the alternative approaches. We learned from this work that we need to develop algorithms that identify what is important to preserve in learning from a demonstration, and what is irrelevant or less important. For example, we have begun to implement catching based on learning from demonstration [2] ( Fig. 2) , where the learned movement must be adapted to new requirements, such as the ball trajectory [1] . For catching what is important is that the hand intercept the ball at the right place and time in space , and the joint angle trajectories are secondary.
We have begun to implement learning how to juggle three balls from demonstration on the humanoid robot. We have found that in this case actuator dynamics and constraints play a crucial role. Because the hydraulic actuators limit the joint velocities to values below that observed in human juggling, the robot needs to significantly modify the observed movements in order to juggle successfully. We have manually implemented several feasible juggling patterns, and one pattern is shown in Fig. 3 . Something more abstract than motion trajec tories needs to be transferred in learning from demonstration. The robot needs to be able to perceive the teacher's goals to perform the necessary abstraction. We are currently exploring alternative ways to do this.
Learning from Practice
After the robot has observed the teacher's demonstration, it still must practice the task, both to improve its performance and to estimate quantities not easily observable in the demonstration. In our approach to learning from demonstration the robot learns a reward function from the demonstration, which then allows it to learn from practice without further demonstrations [5] . The learned reward function rewards robot actions that look like the observed demonstration. This is a very simple reward function, and does not capture the true goals of actions, but works well for many tasks.
The robot also learns models of the task from the demonstration and from its repeated attempts to perform the task. Knowledge of the reward function and the task models allows the robot to compute an appropriate control mechanism. Using these methods our anthropomorphic robot arm was able to learn the balancing of a pole on a finger tip in a single trial. A harder task is to swing a pendulum up from hanging down to pointing up in the inverted configuration. Our   Fig. 3 The humanoid robot juggling 3 balls, using kitchen funnels for hands JRSJ Vol.19 No.5 The hand and pendulum motion during robot learning from demonstration using a nonparametric model Fig. 7 The pendulum configurations during a human swing up and a successful robot swing up after learning icy.
• This model-based planning process supports rapid learning.
• Both parametric and nonparametric models can be learned and used.
• Incorporating a task level direct learning component, which is non-model-based, in addition to the model-based planner, is useful in compensating for structural modeling errors and slow model learning. The work on sticky hands explored robot force control in contact with a human (Fig. 8) . This task involves the human and the robot moving together through varied and novel patterns while keeping the contact force low. Sometimes the human "leads" or determines the motion, sometimes the robot leads, and sometimes it is not clear who is leading. The humanoid robot learns the pattern of human movement in order to anticipate it more effectively.
We have noticed that when people interact with the humanoid robot. they expect rich and varied behavior from all parts of the body. For example, it is disconcerting if the robot does not exhibit human-like eye and head movements, or fails to appear to be attending to 
