Signless Laplacian Estrada index of a graph G, defined as SLEE(G) = n i=1 e q i , where q 1 , q 2 , · · · , q n are the eigenvalues of the matrix Q(G) = D(G) + A(G). We determine the unique graphs with maximum signless Laplacian Estrada indices among the set of graphs with given number of cut edges, pendent vertices, (vertex) connectivity and edge connectivity.
Introduction
Throughout this paper, each graph, say G, is simple with vertex set V (G) and edge set E(G), such that |V (G)| = n. Let A(G) and D(G) denote the adjacency matrix and diagonal matrix of vertex degrees of G, respectively. The (resp. signless) Laplacian matrix of G denoted by L(G) = D(G) − A(G) (resp. Q(G) = D(G) + A(G)),see [31, 6] .
We denote the eigenvalues of A(G), L(G) and Q(G) by λ 1 , λ 2 , · · · , λ n , µ 1 , µ 2 , · · · , µ n , and q 1 , q 2 , · · · , q n , respectively.
First time, Estrada [13] defined a graph-spectrum-based invariant, named Estrada index, as follows:
the concept of Estrada index has found successful applications in biochemistry and in complex network [13, 14, 15, 16, 17, 18, 19] . Furthermore, it has been immensely studied in mathematics: In some papers, estimaiting and finding good lower and uper bounds of Estrada index in terms of some parameters of graphs have been discussed [8, 23, 24, 28] , and in some other papers, the unique graphs having extremum Estrada index in several subcategories of graphs has been investigated [7, 9, 12, 33, 32] .
Fath-Tabar et al. [20] proposed the Laplacian Estrada index, in full analogy with estrada index as
Surving lower and uper bounds for LEE in terms of different parameters of graphs, and finding graphs with extremum values of LEE in subcategories of graphs, is a part of reaserches about Laplacian Estrada index. For details see [3, 20, 29, 30, 34] .
Ayyaswamy et al. [1] defined the signless Laplacian Estrada index as
They also established lower and upper bounds for SLEE in terms of the number of vertices and edges.
Note that the Laplacian and signlees Laplacian spectra of bipartite graphs coincide [21, 22] . Thus, for a bipartite graph G, SLEE(G) = LEE(G). Chemically, since the vast majority of molecular graphs are bipartite, we can use the provided statements in SLEE for LEE, and the interesting case is when SLEE and LEE differ, e.g., fullerences, fluoranthenes and other non-alternant conjugated species [2, 10, 25, 26, 27] .
The paper is organized as follows. In section 3, we provide some lemmas to compaire SLEE of trasformated graphs. In section 4 and 5, we charachterize the graphs with extremal signless Laplacian Estrada indices, including the unique graphs on n vertices with maximum SLEE among the set of all graphs with given number of cut edges, pendent vertices, (vertex) connectivity and edge connectivity.
Preliminaries
Denote by T k (G) the k-th signless Laplacian spectral moment of the graph G, i.e.,
. By use of the Taylor expansions of the function e x , we will given arise to the formula:
Moreover, by the following definition and theorem, we can easily compare the SLEE of a graph and another one. definition 2.1 [5] A semi-edge walk of length k in a graph G is an alternating sequence
and edges e 1 , e 2 , · · · , e k such that the vertices v i and v i+1 are end-vertices (not necessarily distinct) of edge e i , for any
, then we say W is a closed semi-edge walk.
Theorem 2.2 [5]
The signless Laplacian spectral moment T k is equal to the number of closed semi-edge walks of length k.
Let G and G ′ be two graphs, and x, y ∈ V (G), and x ′ , y ′ ∈ V (G ′ ). Denoting by SW k (G; x, y) the set of all semi-edge walks of length k in G, which are starting at vetex x, and ending to vertex y. For convenience, we may denote SW k (G; x, x) by SW k (G; x),
We use the notation (G;
, and there exists some k 0 such that
Indeed, by these notations, theorem 2.2 will change to the formula:
Lemmas
The next result immediately follows from eq. 1 and eq. 2.
Lemma 3.1 Let G be a graph. If e is an edge such that e ∈ E(G), Then SLEE(G) < SLEE(G + e). Proof. The case k = 0 is trivial. Let k > 1 and W = veW 1 ev ∈ SW k (G; v), where W 1 is a semi-edge walk of length k − 2 ≥ 0 in G. We may construct an injection
Note that if deg G (u) = 1, then G has an automorphism, interchanging u and v. Lemma 3.3 Let H 1 and H 2 be two graphs with u, v ∈ V (H 1 ) and w ∈ V (H 2 ). Let Proof. It is enough to show that
, for each k ≥ 0 and there exists a positive integer k 0 such that non-equality is strict.
, for each z ∈ {u, v}, we have:
where k r ≥ 0, and when 1 < i < r, we have k i > 0, and if i is even, then
Thus there is
Now, for any k ≥ 0, we can construct a map:
Indeed, we just replacing any semi-edge walk in H 1 by use of injections f k , and fixing another semi-edge walks which are in H 2 . The uniqueness of decomposation of W and W ′ , and being injection of f k , for any k ≥ 0, imply that g k is injective, for any k ≥ 0.
, and W r ∈ SW kr (H 2 ; v, y), where k r > 0, and when 1 < i < r, we have k i > 0, and if i is odd, then W i ∈ SW k i (H 2 ; v), and if i is even, then
For any k ≥ 0, we construct a map:
By the same reasons we said for g k , h k is an injective map, for any k ≥ 0, and
To complete the proof, note that for some integer k 0 we have
It implies that f k0 is not surjective map and therefore, there is a closed semi-edge walk W 0 in H 1 with length k 0 started at u which is not covered by f k0 (and
Lemma 3.4 Let G 1 and G 2 be two graphs with u ∈ V (G 1 ) and v ∈ V (G 2 ). Let G be the graph obtained from G 1 and G 2 , by attaching u to v by an edge, and G ′ be the graph obtained from G 1 and G 2 , by identifying u with v, and attaching a pendent vertex to Proof. Let H 1 be the graph obtained from G by removing the vertices different from v in G 2 , and H 2 be a copy of G 2 . By applying lemma 3.2 we obtained that (
Now, by applying lemma 3.3 on H 1 and H 2 , and assuming G as G v and G ′ as G u , we arrive to SLEE(G) < SLEE(G ′ ).
Lemma 3.5 Let G be a graph and v, u, w 1 , w 2 , · · · , w r ∈ V (G). suppose that E v = {e 1 = vw 1 , · · · , e r = vw r } and E u = {e
Proof. Since (G; v) ≺ s (G; u), there exists an injection
for each k ≥ 0. Similarly, (G; w i , v) s (G; w i , u) implies that there exists an injection for each i = 1, 2, · · · , r, and k ≥ 0. While |SW k (G, x, y)| = |SW k (G, y, x)| for any x, y ∈ V (G) (by reversing the semi-edge walk), there exists an injection
for each i = 1, 2, · · · , r, and k ≥ 0.
To prove the statement, it is enough to show that 
v). In this case we set h(W
Case 5. W i ∈ SW k i (G; w l , w j ), where l, j = 1, 2, · · · , r. here we set h(W i ) = W i . Now, we have one step more, to construct a well-defined injection h :
in G, which is in one of the above 5 cases. Set W ′′ = h(W ′ ). We can uniquely decompose
is a semi-edge walk of length k s+1 in G, started at x ∈ {u, w 1 , · · · , w r } and ended at x ′ , and W ′′ 1 is a semi-edge walk of length k 1 in G, started at x ′ and ended at y ∈ {u, w 1 , · · · , w r }.
Finally, it is easy to check that the map h k :
is an injection. Hence, for any
4 The graph with maximum SLEE with given number of cut edges, and number of pendent vertices Proof. susppose that u is a vertex of G which has at least one pendent neighbor.
Since G = G a+b,b there is another vertex v of G which has r ≥ 1 pendent neighbors w 1 , w 2 , · · · , w r . Let H 1 be the graph obtained from G by deleting w 1 , w 2 , · · · , w r , and H 2 be a copy of star S r+1 , and G ′ be the graph obtained from H 1 and H 2 by identifying u and the center of star H 2 . Note that G can be obtained from H 1 and H 2 by identifying v and the center of star H 2 .
It follows from lemma 4.1 that (
and
. By repeating this form of transformation opration, and attaching all pendent vertices to u, we may finally have SLEE(G) <
In a connected graph, a cut edge is an edge whose removal disconnect the graph. We denote the set of all connected graphs with n vertices and r cut edges, by G(n, r), where
with equality if and only if G = G n,r .
Proof. If r = 0, then by lemma 3.1, G n,0 = K n has maximum SLEE.
Let r > 1, and G be a graph in G(n, r) with maximum SLEE, and E be the set of cut edges in G. By lemma 3.1, G − E consists of r + 1 connected components, which are complete.
If there exists some edge e of E, attaching vertices u and v in G, where
2, then by applying lemma 3.4, we may get a graph in G(n, r) with a larger SLEE, a contradiction. Therefore, there is exactly one end-vertex with degree one for each of edges in E, i.e. every cut edge of G has a pendent vertex as an end-vertex. Thus G is a graph obtained from K n−r , by attaching r pendent vertices to some of it's vertices, which means G ∈ G(n − r, r). Now, if 2 ≤ r ≤ n − 3, then by lemma 4.2 we have G = G n,r . Finally, it is obvious that if r = 1, G = G n,1 . Now, we can easily find the unique graph with maximum SLEE among all graphs with r pendent vertices as follows:
Theorem 4.4 Let 0 ≤ r ≤ n − 1. Among all graphs on n vertices with r pendent vertices, G n,r is the unique graph which has maximum SLEE.
Proof. Let G be a graph with r pendent vertices, and have maximum SLEE. Let H be the graph obtained from G, by removing all pendent vertices. By lemma 3.1, H is complete graph on n − r vertices. Thus G ∈ G(n − r, r). The cases r = 0, 1 are trivial.
if n − r ≥ 3, the result follows by lemma 4.2.
If n − r ≤ 2, then H = P n−r . The case r = n − 1 is trivial. Let r = n − 2, and H = P 2 . In this case, the result follows by one time use of lemma 3.2, and lemma 3.3.
5 The Graph with maximum SLEE with given number of vertex connectivity, and edge connectivity
Let G ∪ H denote the vertext-disjoint union of graphs G and H, and G ∨ H be the graph obtained from G and H, by attaching any vertex of G to any vertex of H. Note
p ≥ q ≥ 1, and r ≥ 1.
Proof. Suppose that V (K p ) = {x 1 , x 2 , · · · , x p }, and V (K q ) = {y 1 , y 2 , · · · , y q }, and
Let H be the graph obtained from K (p,q)r by removing edges 
In a similar method, by changing the end of each semi-edge walk W ∈ SW k (y i , y 1 ) from y 1 to x 1 , we get that (H; y i , y 1 ) s (H; y i , x 1 ), for 2 ≤ i ≤ q.
Let E y 1 = {y 1 y i : 2 ≤ i ≤ q}, and E x 1 = {x 1 y i : 2 ≤ i ≤ q}, and G = H + E x 1 .
By lemma 3.5, SLEE(K (p,q)r ) = SLEE(H + E y 1 ) < SLEE(H + E x 1 ) = SLEE(G).
Note that, since p ≥ 2, G is a proper subgraph of K (p+q−1,1)r . Thus, by lemma 3.1,
By convention, we denote K n by K (0,1)(n−1) , and K n−1 ∪ K 1 by K (n−1,1)0 . Now, we can bring in the following results:
Theorem 5.2 Let G be a graph on n vertices, with vertex connectivity κ, where 0 ≤
Proof. The case κ = n − 1 is trivial, because K n is the unique graph with vertex (and edge) connectivity n − 1.
Let G have maximum SLEE. If κ = 0, then the graph is disconnected. By lemma 3.1, each of it's components must be complete. By repeating use of lemma 3.5 (in a similar method used in proof of lemma 5.1), we conclude that G has exactly two components K n−1 and K 1 . Thus G = K n−1 ∪ K 1 = K (n−1,1)0 . Now, let 2 ≤ κ ≤ n − 2. Suppose that S is a subset of V (G), where G − S is disconnected, and |S| = κ. By lemma 3.1, G − S is union of two complete components, say K p and K q , where p + q = n − κ. Again, by lemma 3.1, we have G ∼ = K (p,q)κ . If p, q ≥ 2, then lemma 5.1 implies that SLEE(G) < SLEE(K (p+q−1,1)κ ), a contradiction.
Hence, q = 1, and G ∼ = K (n−1−κ,1)κ .
Since vertex connectivity of K (n−1−κ,1)κ is κ, theorem 5.2 ensures that among all graphs with n vertices, K (n−1−κ,1)κ is the unique graph with maximum SLEE. The following proposition guarantees a similar statement about edge connectivity for K (n−1−κ ′ ,1)κ ′ . This completes the proof.
