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Majorana fermions are zero-energy excitations of topological superconductors which obey non-Abelian ex-
change statistics and are basic building blocks for topological quantum computation. In order to observe and
exploit their extraordinary properties, we need to be able to properly manipulate them, for instance, by braiding
a couple of them in real space. We propose a setup based on the helical edges of two-dimensional topological
insulators (2DTI) which allows for a high degree of tunability by only controlling a handful of superconducting
phases. In particular, our setup allows to move the Majoranas along a single edge as well as to move them across
two different edges coupled by a quantum point contact. Robustness against non-optimal control of the phases
is also discussed. This proposal constitutes an essential step forward towards realizing 2DTI-based architectures
capable of performing braiding of Majoranas in a feasible way.
I. INTRODUCTION
Topological superconductors have been predicted to sup-
port Majorana bound states (MBS), zero energy midgap
modes featuring non-Abelian braiding statistics. In addition
to the interest in a fundamentally new excitation, the enor-
mous potential of MBS as building blocks for topological
quantum computation has made their study one of the most
active research fields in condensed matter physics1–5. In this
respect, the most prominent experimental platform to engi-
neer MBS is represented by semiconducting nanowires with
strong spin-orbit coupling, proximitized by a conventional su-
perconductor, in presence of an external magnetic field6–8.
This setup has been tested in several ground-breaking exper-
iments, which provided strong evidence for the existence of
MBS by measuring zero-bias conductance peaks9–15.
Several interesting alternative setups have been proposed,
relying for example on magnetic adatoms16–19, vortices in
topological superconductors20–22, quantum dots23,24, or pla-
nar Josephson junctions25–31. In this respect, a promising sys-
tem which hosts MBS is based on the helical edge states of
quantum spin Hall insulators (QSHI)32–35. In this setup, MBS
emerge when parts of the edge are gapped out by supercon-
ducting and ferromagnetic barriers36–42. While being poten-
tially more robust against multi-mode and disorder effects,
the experimental quest for MBS in QSHI-based devices has
proven to be more challenging with respect to the nanowire-
based one. Nonetheless, superconductivity has been success-
fully proximity induced into QSHI and experiments based on
helical Josephson junction have provided first evidence for the
formation of MBS by inspecting (missing) Shapiro steps43.
Moreover, recent breakthroughs in the fabrication of QSHI-
based devices allow to couple different helical edges through
a quantum point contact (QPC)44.
Helical edge states are therefore likely to become a promis-
ing playground to study the emergence of MBS and their par-
ticular braiding properties, whose experimental observation
is still lacking. In order to inspect the latter, indeed, sys-
tems with a high degree of tunability are required: in general,
one has to deal with multiple couples of MBS, to tune their
couplings45, and/or to vary their positions46.
Seeking a realistic QSHI-based platform which provides
the desired tunability represents the main task of this pa-
per. The starting point is the well-known SFS architecture36,
where a single helical edge state is gapped by a finite ferro-
magnetic region (F) which lies in between two semi-infinite
superconducting barriers (S). In this system, a single couple
of MBS emerge and its hybridization can be tuned by acting
on the superconducting phases37,39. Remarkably, we demon-
strate that the insertion of an additional finite superconducting
region greatly enhances the versatility of the system, allowing
to physically move the MBS along the edge. Such a displace-
ment, which is again controlled exclusively by the supercon-
ducting phases, turns out to be independent of the degree of
hybridization.
More importantly, the proposed SSFS architecture repre-
sents the fundamental building block of a multi-edge setup,
where one can move several zero-energy MBS within the
whole system (i.e. even between distinct edges). In this pa-
per, we focus in particular on two edges of a 2DTI with SSFS
geometry, locally coupled by a QPC. While being experi-
mentally feasible, the proposed setup features great versatility
when it comes to the manipulation of Majoranas. In particu-
lar, it allows us to move one zero-energy MBS from one edge
to the other one by exploiting electron tunneling at the QPC,
while the second MBS is kept fixed. Such a straightforward
operation, performed by controlling only a handful of super-
conducting phases, clearly represent an essential step towards
physical braiding of Majoranas in 2DTI-based architectures.
II. MOVING MAJORANAS ALONG A SINGLE EDGE
At first, we focus on a single helical edge channel of a QSHI
gapped by both superconducting and ferromagnetic regions,
as shown in Fig. 1 (A). The system Hamiltonian can be con-
veniently expressed as H = 12
∫
dx Ψ†HBdGΨ with the well-
known Bogoliubov-de Gennes (BdG) Hamiltonian
HBdG(x) = pxσ3τ3 + ~m(x) · ~σ + ~∆(x) · ~τ − µ(x) τ3. (1)
and the Nambu spinor Ψ = (ψR↑, ψL↓, ψ†L↓,−ψ†R↑)T . The elec-
tron field operators ψr,s annihilate a right- (r = R) or left- (r =
ar
X
iv
:1
90
9.
06
28
0v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
13
 Se
p 2
01
9
2L) mover particle with spin s =↑, ↓ quantized along the z axis.
The Pauli matrices ~σ = (σ1, σ2, σ3) [ ~τ = (τ1, τ2, τ3)] act on
spin (particle-hole) space, px = −i∂x is the momentum opera-
tor, µ(x) is the chemical potential and we have set both ~ = 1
and the Fermi velocity vF = 1. The superconducting pair-
ing and the Zeeman coupling reads ~∆ = (∆ cos χ,∆ sin χ, 0)T
and ~m = (m cos φ,m sin φ,mz)T , respectively. As depicted in
Fig. 1, the system we are interested in consists of three nor-
mal gapless regions with m = ∆ = 0 which lie in between
regions gapped by either a finite paring potential ∆ , 0 (S)
or by a finite in-plane magnetization m , 0 (F). The semi-
infinite superconductors at the two ends x = ±L/2 lead to per-
fect Andreev reflections within the superconducting gap ∆0.
For the sake of simplicity, in the following we will consider
µ = mz = 0 everywhere. The results we find, however, hold
also in presence of finite chemical potential and/or magneti-
zation along the z direction [See Appendix C]. Moreover, we
assume all the parameters to be uniform within each region.
It is well known that solutions of the BdG equation
HBdG ϕ =  ϕ with energies || < ∆0 represent mid-gap
bound states, described by the Nambu wavefunction ϕ(x).
The built-in particle-hole symmetry of the BdG Hamiltonian
ensures that the bound states always come in pairs with op-
posite energies. Indeed, given an eigenstate ϕ , its charge-
conjugated partner Cϕ is still an eigenstate ofHBdG with op-
posite energy −. The operator C = Kσ2τ2 with K the com-
plex conjugation37. As a remarkable consequence, whenever
present, bound states at zero energy are always (at least) dou-
ble degenerate and represents Majorana fermions. Indeed, it
is always possible to describe the two states in terms of two
wavefunctions which are invariant under charge-conjugation,
i.e. Cϕ0, j = ϕ0, j with j = α, β37,47. In general, the degeneracy
can be lifted by acting on the system parameters. Then, the
two MBS hybridize and acquire finite energies ±Maj.
In the following, we argue that the SSFS system allows us
to selectively move the Majorana wavefunctions by control-
ling only two superconducting phases. Moreover, such ma-
nipulation can be performed without modifying Maj, in par-
ticular while keeping the MBS at zero energy. To properly
set the stage for our result, however, it is worth it to briefly
review the simpler SFS geometry36–39. It can be seen as a
limiting case of our setup for lS → 0. In this setup, the sys-
tem hosts a couple of zero-energy MBS for χR − χL = pi. By
acting on the superconducting phases, their energy splitting
can be tuned up to a maximum value Maj ∝ e−m lF reached
when χR−χL = 0. Unfortunately, the lack of additional knobs
does not allow to control the position of the Majorana wave-
functions, which are always localized on the two sides of the
ferromagnetic region37. Such a limitation can be nicely over-
come just by considering the presence of an additional super-
conductor with finite lS > 0.
In order to find the mid-gap bound states of the SSFS sys-
tem, depicted in Fig. 1 (A), we employ scattering theory. The
computations of the scattering matrices, lengthy but straight-
forward, are detailed in Appendices A and B. For clarity, we
only present a specific example which helps to understand the
physics of our proposed architecture. In particular, we fo-
cus on the left semi-infinite superconductor and on the super-
FIG. 1. (A) The SSFS setup, a single helical edge gapped by su-
perconductors (orange boxes) and ferromagnet (blue box). Elec-
trons (holes) are indicated by solid (dashed) lines, whose color re-
fer to their spin: red (blue) for spin up (down). Some scattering
processes, discussed in the main text, are depicted with gray dot-
ted lines. (B) Energy splitting Maj of the two Majoranas as a func-
tion of the superconducting phase differences, with ∆ = m = ∆0.
(C-E) Zero-energy Majorana wavefunctions |ϕ0, j(x)|2(x) along the
edges, for different values of the phase difference χ − χL = 0 (C),
0.9pi (D), pi (E). The left MBS (purple) moves along the edge while
the other one (green) remains fixed. The dotted black lines shows
(twice) the zero-energy lDOS 2A0(x). We choose m = 2.5∆ = 2.5∆0,
lS = lF = ξ = ∆−10 ,L = 7ξ, xF = −xS = 1.5ξ. Wavefunctions and
lDOS are plotted in units ξ−1.
conductor at x = xs, i.e. only on the left part of Fig. 1(A).
Since there are no ferromagnets under this assumption, right-
moving electrons (e) with spin-up can only be Andreev re-
flected into left-moving holes (h) with spin down and vice
versa. We can thus concentrate only on these two particle
species and exploit particle-hole symmetry to gain informa-
tion about the others. Focusing on the zero-energy limit, we
can show the relation between incoming and outgoing scatter-
ing amplitudes (depicted in Fig. 1)
(
bh
be
)
=
(−ieiχ tanh (∆ lS) sech(∆ lS)
sech(∆ lS) −ie−iχ tanh (∆ lS)
) (
ae
ah
)
, (2)
where ∆, lS and χ are the proximity induced pairing ampli-
tude, the length and the phase of the finite superconducting
region, respectively. The boundary with the semi-infinite su-
perconductor implies perfect Andreev reflection with ae =
−ie−iχLbh, where χL is the phase of the semi-infinite super-
conductor. The combined effect of the two superconductors
leads therefore to perfect Andreev reflection be = −ie−iχeffah
3with an effective phase shift
χeff(χL, χ,∆ lS) = χ − arg
[
eiχ + eiχL tanh(∆ lS)
eiχL + eiχ tanh(∆ lS)
]
. (3)
Hence, we conclude that our SSFS system supports zero-
energy MBS whenever the condition χeff − χR = pi is met.
Moreover, the ratio between the scattering amplitudes on both
sides of the finite superconductor reads
ρ =
∣∣∣∣∣beae
∣∣∣∣∣2 = cosh(2∆ lS) + sinh(2∆ lS) cos(χL − χ). (4)
As long as ∆ lS is large enough, we can hence trap a zero
energy mode either between the two superconductors (when
χL − χ = pi) or to the right of the finite one (χL − χ = 0).
Eqs. (3) and (4) nicely show the versatility of the SSFS
geometry: the phase difference χ − χL controls the position
of one MBS along the edge while the third superconducting
phase χR can be used to independently tune the Majorana hy-
bridization. This result is confirmed by the full numerical
study of the SSFS architecture. The hybridization is studied
in Fig. 1(B), where we plotted Maj as a function of the phase
differences χ − χL and χR − χL. The white dashed line cor-
responds to χeff − χR = pi and highlights points featuring an
exact zero-energy degeneracy. By contrast, the red regions in-
dicate a large hybridization, whose actual value exponentially
depends on the strength (m lF) of the ferromagnetic region, as
in the standard SFS geometry.
Regarding the localization of the MBS, their wavefunctions
are explicitly calculated based on scattering theory [see Ap-
pendix B] and plotted in Fig. 1(C-E). We focus on three pa-
rameter configurations which support zero-energy MBS while
featuring different values of χ − χL. As a function of this
phase difference, the wavefunction |ϕ0,α(x)|2 of the left Majo-
rana (purple) moves across the finite superconductors, while
the other one |ϕ0,β(x)|2 (green) is fixed to the right of the fer-
romagnetic region. Such a behavior directly affects the zero-
temperature local density of states (lDOS) of the system [see
Appendix E]
A(ω, x) =
∑

A(x)δ(ω − ), (5)
where the sum is taken over all the bound states energies.
Its zero-energy A0(x) component features indeed two peaks
which are centered over the MBS and which therefore move
accordingly, as shown in Fig. 1(C-E) with black dotted lines.
We note in passing that our system can be seen as an exam-
ple of an Andreev molecule48, where the bound states of each
gapless region hybridize with the ones of the neighbor gapless
regions.
III. MOVING MAJORANAS BETWEEN DIFFERENT
EDGES
The full manipulation of MBS offered by the SSFS archi-
tecture represents itself an important achievement. However, a
single couple of Majoranas constrained on a one-dimensional
edge with open boundaries is not enough to detect and exploit
their non-Abelian properties. It is thus necessary to consider
systems consisting of several couples of MBS, living on dif-
ferent helical edges which have to be coupled to each other.
In this respect, an intriguing and feasible possibility is repre-
sented by QPCs, which allow electron tunneling between the
edges44. Remarkably, we prove that QPCs can be used for
inter-edge MBS manipulation. Electron tunneling is indeed
sensitive to the lDOS, which we just demonstrate to be con-
trollable by moving the MBS along each edge within an SSFS
architecture. As a result, the inter-edge coupling provided by
the QPC can be effectively and efficiently tuned just by act-
ing on a handful of superconducting phases. We will focus,
in particular, on a simple double-edge configuration, which
might be realized in current QPC systems44.
The system we are considering is shown in Fig. 2(A) and
consists of two SSFS edges, coupled by a QPC located be-
tween the superconductors at x = xQPC. As detailed in Ap-
pendix D, its Hamiltonian reads49 (ϑR/L = ±1, operators are
evaluated at x = xQPC)
Ht = 2λsp
∑
σ=↑,↓
ψ†RσψLσ + 2λsf
∑
r=R,L
ϑrψ
†
r↑ψr↓ + H.c. (6)
and describes spin preserving (λsp) and spin flipping (λsp) tun-
neling between the channels of the upper edge (R↑ and L↓)
and the ones of the lower edge (R↓ and L↑). Starting from the
equation of motion, it is possible to derive the 8× 8 scattering
matrix SQPC associated with the QPC49 and use the machinery
developed in the previous sections in order to study the bound
states of the whole double-edge system. We mention in pass-
ing that the entire setup can be also viewed as a realization of
a multi-terminal Josephson junction50,51.
We are now able to describe a protocol which allows mov-
ing one zero-energy MBS from the upper edge to the lower
one. In particular, we start from a configuration which hosts
two zero-energy MBS on the upper edge [see Fig. 2 (C) top
left] and end with one zero-energy Majorana localized on each
edge [see Fig. 2 (C) bottom right]. Before presenting a quan-
titative (and numerical) description of the protocol, it is use-
ful to qualitatively show how the initial and final configura-
tion can be achieved by exploiting the QPC and the SSFS
architecture. To this end, we observe that when the whole
system is tuned such that the lDOS (almost) vanishes in the
QPC region, the two edges are effectively decoupled. We can
then fully hybridize the MBS on the lower edge ( j = 2), i.e.
χ
[ j=2]
R ' χeff(χ[2]L , χ[2]), while keeping the Majoranas on the
upper edge ( j = 1) at zero-energy, i.e. χ[1]R ' pi+χeff(χ[1]L , χ[1]).
This allows us to realize the initial configuration. As for the
final one, we tune the system such that the two edges would
host two couples of zero-energy MBS localized close to the
semi-infinite superconductors, i.e. χ[ j] − χ[ j]L ' pi. In such
configuration, the QPC effectively couples and hybridize the
two left Majoranas, leaving at zero energy only the ones to the
right of the ferromagnets.
In order to provide a quantitative description of the proto-
col, we parameterize it with a single parameter y which ramps
4from 0 to 1. It linearly interpolates between the initial and the
final configurations. During the protocol, four superconduct-
ing phases are tuned according to the following table
edge χ[ j]L χ
[ j] φ[ j] χ
[ j]
R
j = 1 0 y (0.9pi) 0 pi + χ[1]eff (y) + f (y)
j = 2 pi y (0.9pi) + pi pi y (pi + χ[2]eff (y)) + pi
The fixed pi phase difference between the two edges is essen-
tial in order for the QPC to effectively couple the MBS [see
Appendix D]. The continuous function f (y) provides a tiny
correction 0 ≤ f (y) . 0.07pi to ensure that two MBS are in-
deed exactly at zero energy [see Appendix F]. The numerical
computation of the bound states as a function of y is performed
by considering the QPC tunneling amplitudes λsp = 0.075 and
λsf = 0. The presence of spin-flipping processes does not
qualitatively affect the results.
In Fig. 2 (C), we plot the zero-energy MBS wavefunctions
|ϕ0, j(x)|2 ( j = α, β) for four different values of y. The pur-
ple Majorana clearly moves from the upper edge to the lower
one, while the green one sticks to the gapless region to the
right of the upper ferromagnet. As discussed for the single
edge system, the motion of the Majoranas directly affects the
lDOS at zero energy A0(x) (dotted black lines): one of its two
peaks indeed moves from one edge to the other one. In the
initial configuration y = 0, when the two edges are almost
completely decoupled, it is clear that the system hosts also a
couple of midgap bound states at finite energies ±Exc, result-
ing from the full hybridization of the MBS on the lower edge.
They give rise to a non-vanishing spectral weight in the lDOS
at finite energy AExc (x), which is plotted in Fig. 2 (C) with dot-
dashed red lines. These midgap states evolve as y is ramped
from 0 to 1 and eventually localize close to the QPC region, as
expected from the qualitative description of the final configu-
ration given above. The lDOS can be experimentally probed
by performing tunneling spectroscopy52, e.g. by exploiting an
additional QPC near pinch-off. In Fig. 2 (B) we plot in red
the energy Exc(y) > 0 as a function of the parameter y, in
order to show that the two additional bound states remain at
finite energy throughout the protocol and do not mix with the
zero-energy Majoranas.
Finally, we discuss the robustness of the proposed protocol
with respect to a finite accuracy in controlling the supercon-
ducting phases of the system. To this end, we add an uncor-
related Gaussian noise with standard deviation pi/100 to each
phase independently. By averaging over many realizations for
a given y, we compute the average energy splitting of the de-
generacy ˜Maj(y), which is plotted in Fig. 2 (B) with a black
dashed-dotted line. While the exact degeneracy between the
MBS is lost with a finite accuracy on the phases tuning, the
low energy Majoranas are still safely separated from the ex-
cited levels at Exc(y). It is still perfectly possible to control the
position of low-energy lDOS peaks and moving them across
the edges.
FIG. 2. (A) Two helical edges with SSFS geometry, coupled by a
QPC at x = xQPC. Orange (blue) boxes indicate superconducting (fer-
romagnetic) gapped regions. Red (blue) lines refers to electron chan-
nels with spin up (down). (B) Energies Exc (red) and ˜Ma j (black) as
a function of y. (C) Zero-energy Majorana wavefunctions |ϕ0,α(x)|2
(green) and |ϕ0,β(x)|2 (purple) on the two edges. As y ramps from 0
to 1, the purple Majorana moves from the upper edge to the lower
one while the green one remains fixed on the upper one. The black
dotted lines show (twice) the zero-energy lDOS, i.e. 2A0(x). The
thinner dash-dotted red lines show (four times) the lDOS associated
to the first excited state, i.e. 4AExc (x) with Exc > 0. We choose
m[1] = 2m[2], ∆ = m[2] = ∆0; the geometry is the same on both
edges: lS = ξ = ∆−10 , lF = 1.5ξ, L = 7ξ, xF = −xS = 1.5ξ, xQPC=−3ξ.
Wavefunctions and lDOS are plotted in units ξ−1.
IV. DISCUSSION AND CONCLUSIONS
The proposed SSFS geometry allows us to achieve a
promising tunability of a single couple of MBS on the heli-
cal edge of a 2DTI. In particular, we can independently move
the Majoranas along the edge and tune their hybridization.
While already interesting on its own, this architecture devel-
ops its full potential when implemented on multiple edges,
coupled via a QPC. The interplay between inter-edge electron
tunneling and intra-edge Majorana manipulation results in the
possibility to fully control the position of single MBS over
the whole system, just by tuning a handful of superconduct-
5ing phases. In particular, the present proposal deals with a
simple double-edge configuration, which might be realized in
current QPC systems on 2DTI. We invent a protocol which
allows us to move one MBS from the upper to the lower edge,
while leaving the other MBS untouched. This change in the
position of a MBS, controlled by tuning four superconducting
phase differences, directly affects the zero-energy lDOS of the
system. The combination of the SSFS geometry with the QPC
dramatically enhances the capabilities of 2DTI systems in ma-
nipulating MBS, paving the way for a feasible implementation
of braiding schemes which reveal the non-Abelian nature of
Majoranas.
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Appendix A: BdG Hamiltonian
We first analyze the Hamiltonian of a single helical edge, in
presence of superconducting and ferromagnetic regions. The
latter can be conveniently expressed as
H =
1
2
∫
dx Ψ† HBdGΨ, (A1)
with the Nambu spinor
Ψ = (ψ↑, ψ↓, ψ†↓,−ψ†↑)T (A2)
and the Bogoliubov-de Gennes Hamiltonian
HBdG(x) = ±pxσ3τ3 + ~m(x) · ~σ + ~∆(x) · ~τ − µ(x)τ3 (A3)
The sign in front of the momentum operator select the helicity
of the edge: a plus (minus) sign corresponds to right-moving
electrons with spin up (down) and vice-versa. The Pauli ma-
trices ~σ = (σ1, σ2, σ3) [ ~τ = (τ1, τ2, τ3)] act on spin (particle-
hole) space, px = −i∂x is the momentum operator, µ(x) the
chemical potential and we have set both ~ = 1 and the Fermi
velocity vF = 1. The superconducting and ferromagnetic re-
gions are described by non-vanishing
~∆ = (∆ cos χ,∆ sin χ, 0)T (A4)
~m = (m cos φ,m sin φ,mz)T , (A5)
respectively. The Hamiltonian can be diagonalized as
H =
∑
≥0
∑
j
γ†, jγ, j, (A6)
where the operators γ†n, j and γ, j create and annihilate a
fermionic quasiparticle with energy , respectively37. The in-
dex j takes into account possible degeneracies. The energy
of the groundstate(s) has been set to zero. The diagonalized
form (A6) is achieved by exploiting the ansatz on the Nambu
spinor
Ψ(x) =
∑
≥0
∑
j
ϕ, j(x)γ, j +
[
Cϕ, j
]
(x)γ†, j (A7)
where
ϕ, j =
(
u, j,↑, u, j,↓, v, j,↓, v, j,↑
)T
(A8)
is a solution of the BdG equation
HBdG ϕ, j = ϕ, j (A9)
and C = Kτ2σ2, with K the complex conjugation, is the
charge-conjugation operator37. The BdG Hamiltonian (A3)
features a built-in particle hole symmetry
CHBdGC−1 = −HBdG (A10)
which implies
HBdGϕ, j = ϕ, j ⇒ HBdG(Cϕ, j) = − (Cϕ, j). (A11)
When degeneracies are not present, one can suppress the in-
dex j and exploit the identity (up to a global phase)
u↑()
u↓()
v↓()
v↑()
 =

−v↑(−)∗
v↓(−)∗
u↓(−)∗
−u↑(−)∗
 (A12)
1. Bogoliubov equations
Solving the Bogoliubov-de Gennes equation, this allows us
to determine the expressions for the wavefunction components
u↑,↓(, x) and v↑,↓(, x) of the bound states. To this end, we
transform the equation
6± (−i∂x)

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1


u↑
u↓
v↓
v↑
 +

−µ −  + mz me−iφ ∆ e−iχ 0
meiφ −µ −  − mz 0 ∆ e−iχ
∆ eiχ 0 µ −  + mz me−iφ
0 ∆ eiχ meiφ µ −  − mz


u↑
u↓
v↓
v↑
 = 0 (A13)
distinguishing between the two helicities ±, as
Helicity + : (−i∂x)

u↑
−u↓
−v↓
v↑
 +

−µ −  + mz −me−iφ −∆ e−iχ 0
meiφ µ +  + mz 0 ∆ e−iχ
∆ eiχ 0 −µ +  − mz me−iφ
0 −∆ eiχ −meiφ µ −  − mz


u↑
−u↓
−v↓
v↑
 = 0 (A14)
Helicity − : (−i∂x)

u↓
−u↑
−v↑
v↓
 +

−µ −  − mz −me+iφ −∆ e−iχ 0
me−iφ µ +  − mz 0 ∆ e−iχ
∆ eiχ 0 −µ +  + mz meiφ
0 −∆ eiχ −me−iφ µ −  + mz


u↓
−u↑
−v↑
v↓
 = 0. (A15)
FIG. 3. A generic scattering region (gray) in between two semi-
infinite superconductors (orange). Solid (dashed) lines refer to elec-
tron (hole) channels. Different colors refer to opposite spin polariza-
tions. The scattering amplitudes are labeled in the following way: a
is the amplitude associated with electrons (e) or holes (h) incoming
from the left (L) or from the right (R) of the gray area. Analogously,
b is the amplitude associated with electrons (e) or holes (h) outgoing
to the left (L) or to the right (R).
Hence, we further analyze only one helicity, say the + one,
since the solutions for the other one can be easily obtained by
implementing the transformation
mz ↔ −mz (A16)
φ↔ −φ (A17)
↑ ↔ ↓ (A18)
Appendix B: Scattering matrices
In order to identify the presence of mid-gap bound states
and to study their wavefunction, we employ scattering theory.
To this end, we have to associate a scattering matrix to each
ferromagnetic and superconducting region.
1. Ferromagnetic gapped region
Let us first consider a ferromagnetic gapped region, cen-
tered in x0 with width l. We set ∆ = 0 and focus only on states
within the gap, i.e. with energies |m| > | + µ|. The BdG equa-
tion (A13) is then block diagonal and we can focus at first on
the electronic sector
(−i∂x)
 u↑−u↓
 + −µ −  + mz −me−iφ
meiφ µ +  + mz
  u↑−u↓
 = 0. (B1)
It admits exponential solutions at a given energy  which read
u↑ = e−imzx−iφ
[
(−iκ − ( + µ))A1e−xκ + (iκ − ( + µ))A2exκ] ,
(B2)
u↓ = −me−imzx [A1e−xκ + A2exκ] , (B3)
with generic complex parameters Ai and κ =
√
m2 − ( + µ)2.
By contrast, in a gapless region with no in-plane magnetiza-
tion m = 0, the plane wave solutions reads
u↑ = C1 ei(µ˜+−m˜z)x, (B4)
u↓ = C2 e−i(µ˜++m˜z)x. (B5)
For the sake of generality, we consider non-vanishing chemi-
cal potential (µ˜) and magnetization along z (m˜z), even outside
the ferromagnetic region. By matching these solutions on the
boundary of the ferromagnetic region, we can construct the
scattering matrix S which describes it. The latter relates the
incoming scattering amplitudes ~a with the outgoing ones ~b
(see Fig. 3) 
beL
beR
bhL
bhR

= S

aeL
aeR
ahL
ahR

. (B6)
In particular, the continuity constraint for an electronic scat-
tering from the left reads
7
u↑(x0 − l/2) = e+i(µ˜+−m˜z)(x0−l/2) = e−imz(x0−l/2)−iφ
[
(−iκ − ( + µ))A1Le−(x0−l/2)κ + (iκ − ( + µ))A2Le+(x0−l/2)κ
]
u↓(x0 − l/2) = reLe−i(µ˜++m˜z)(x0−l/2) = − me−imz(x0−l/2)
[
A1Le
−(x0−l/2)κ + A2Le+(x0−l/2)κ
]
u↑(x0 + l/2) = teLe
+i(µ˜+−m˜z)(x0+l/2) = e−imz(x0+l/2)−iφ
[
(−iκ − ( + µ))A1Le−(x0+l/2)κ + (iκ − ( + µ))A2Le+(x0+l/2)κ
]
u↓(x0 + l/2) = 0 = −me−imz(x0+l/2)
[
A1Le
−(x0+l/2)κ + A2Le+(x0+l/2)κ
]
.
(B7)
An electrinic scattering from the right is instead described by
u↑(x0 − l/2) = 0 = e−imz(x0−l/2)−iφ
[
(−iκ − ( + µ))A1Re−(x0−l/2)κ + (iκ − ( + µ))A2Re+(x0−l/2)κ
]
u↓(x0 − l/2) = teRe−i(µ˜++m˜z)(x0−l/2) = − me−imz(x0−l/2)
[
A1Re
−(x0−l/2)κ + A2Re+(x0−l/2)κ
]
u↑(x0 + l/2) = reRe
+i(µ˜+−m˜z)(x0+l/2) = e−imz(x0+l/2)−iφ
[
(−iκ − ( + µ))A1Re−(x0+l/2)κ + (iκ − ( + µ))A2Re+(x0+l/2)κ
]
u↓(x0 + l/2) = e−i(µ˜++m˜z)(x0+l/2) = −me−imz(x0+l/2)
[
A1Re
−(x0+l/2)κ + A2Re+(x0+l/2)κ
] (B8)
By solving these systems, we obtain
reL = me
−i(l−2x0)(+µ˜)e+iφ
(
e2lκ − 1
)
Ξ−1 (B9)
teL = 2iκe
−il(+µ˜)e−il(mz−m˜z) elκ Ξ−1 (B10)
reR = me
−i(l+2x0)(+µ˜)e−iφ
(
e2lκ − 1
)
Ξ−1 (B11)
teR = 2iκe
−il(+µ˜)e+il(mz−m˜z) elκ Ξ−1 (B12)
with
Ξ = ( + µ)(e2lκ − 1) + iκ(1 + e2lκ). (B13)
Inside the gapped region, the wavefunction is described by
A1L = − exp
[
iφ + 2κl + (x0 − l/2)(κ + i( + µ˜ + mz − m˜z))] Ξ−1 (B14)
A2L = −A1L exp [−κ(2x0 + l)] (B15)
A1R = −A2R exp [−κ(2x0 − l)] ( + u + iκ)( + u − iκ)−1 (B16)
A2R = −( + µ + iκ)m−1 exp
[−i(x0 + l/2)( + µ˜ − mz + m˜z)) − x0κ + 3lκ/2] Ξ−1 (B17)
These results allow us to construct the full scattering matrix
by exploiting the particle-hole symmetry of the Hamiltonian
(in particular Eq. (A12))
SF() =

reL() t
e
R() 0 0
teL() r
e
R() 0 0
0 0 −reL(−)∗ teR(−)∗
0 0 teL(−)∗ −reR(−)∗
 (B18)
2. Superconducting gapped region
Here we consider a superconducting region, with m = mz =
0, centered in x0 and with width l. The BdG can be cast in a
block diagonal form and we can thus focus again only on two
variables
(−i∂x)
 u↑−v↓
+ −µ −  + mz −∆ e−iχ
∆ eiχ −µ +  − mz
  u↑−v↓
 = 0. (B19)
Such an equation is equivalent to the one for the ferromagnet
provided that the following identifications are made
Ferromagnet Superconductor
m ↔ ∆
φ ↔ χ
mz ↔ −µ
µ ↔ 0
m˜z ↔ −µ˜
µ˜ ↔ −m˜z
u↓ ↔ v↓
We can thus immediately obtain the results
r(1)L = ∆e
−i(l−2x0)(−m˜z)e+iχ
(
e2lν − 1
)
Θ−1 (B20)
t(1)L = 2iνe
−il(−m˜z)eil(µ−µ˜) elν Θ−1 (B21)
r(1)R = ∆e
−i(l+2x0)(−m˜z)e−iχ
(
e2lν − 1
)
Θ−1 (B22)
t(1)R = 2iνe
−il(−m˜z)e−il(µ−µ˜) elν Θ−1 (B23)
with
Θ = (e2lν − 1) + iν(1 + e2lν). (B24)
8and ν =
√
∆2 − 2. Again, we are only considering states
within the gap || < |∆|. The tilde quantities µ˜ and m˜z refer
to chemical potential and magnetization along z in the gap-
less regions. By exploiting particle-hole symmetry, we get the
scattering matrix
SS() =

0 t(1)R (−)∗ −r(1)L (−)∗ 0
t(1)L () 0 0 r
(1)
R ()
r(1)L () 0 0 t
(1)
R ()
0 −r(1)R (−)∗ t(1)L (−)∗ 0
 . (B25)
3. Multiple scattering regions: transfer matrices
In order to deal with multiple scattering barriers, it is nec-
essary to work with transfer matrices T , which relate the left
scattering amplitudes with the right ones. For example, refer-
ring to the situation depicted in Fig. 3, we would have
beR
aeR
bhR
ahR

= T

aeL
beL
ahL
bhL

. (B26)
In presence of subsequent scattering regions 1 and 2, the com-
bined transfer matrix is just the product of the individual trans-
fer matrices Tres = T2T1. Transfer matrices are univocally
related to scattering matrices.
4. Semi-infinite superconductors
We next discuss the properties of semi-infinite supercon-
ductors, i.e. with a width l→ ∞, as sketched in Fig. 3. Let us
focus at first on the left one, with pairing potential ∆0, phase
χL, and spatial extension −∞ < x < −L/2. According to
Eqs. (B20 - B23), particles impinging from the right are com-
pletely Andreev reflected back since t(1)R → 0 and |r(1)R | → 1.
In particular, for the + helicity, one has
u↑ = r(1)R () v↓ = e
iL(−m˜z) e−iχL
∆0
 + i
√
∆20 − 2
v↓ = eiL exp
[
−iχL − iLm˜z − i arccos
(

∆0
)]
v↓ (B27)
v↑ = −r(1)R (−)∗ u↓ = −eiL exp
[
+iχL + iLm˜z + i arccos
(−
∆0
)]
u↓ (B28)
The same reasoning applies to the semi-infinite superconductor which extends from L/2 < x < ∞ with superconducting phase
χR. Then, the perfect Andreev reflection takes the form
v↓ = r(1)L () u↑ = e
iL exp
[
+iχR − iLm˜z − i arccos
(

∆0
)]
u↑ (B29)
u↓ = −r(1)L (−)∗ v↑ = − eiL exp
[
−iχR + iLm˜z + i arccos
(−
∆0
)]
v↑. (B30)
Results for the opposite helicity are simply obtained by exchanging ↑ ↔ ↓ and by changing the signs of m˜z.
If the generic scattering region, depicted in gray in Fig. 3, is described by the scattering matrix Sin, which relates
beL
beR
bhL
bhR

= Sin

aeL
aeR
ahL
ahR

, (B31)
we can model the perfect Andreev reflections at x = ±L/2 with the matrix SAnd which reads
aeL
aeR
ahL
ahR

= SAnd

beL
beR
bhL
bhR

= eiLe
−i arccos
(

∆0
) 
0 0 e−i(χL+Lm˜z) 0
0 0 0 e−i(χR−Lm˜z)
ei(χL+Lm˜z) 0 0 0
0 ei(χR−Lm˜z) 0 0


beL
beR
bhL
bhR

. (B32)
Taking into account the scattering in the inner gray region as
well as the Andreev reflections at x = ±L/2, one can derive
the well-known compatibility condition37 for the existence of
9bound states with energy 
det [1 − SAnd()Sin()] = 0. (B33)
Note that the presence of magnetization along z in the gapless
region m˜z , 0 is harmless since it only corresponds to a shift
of the two superconducting phases.
Appendix C: Effects of finite chemical potential and/or
perpendicular magnetization
For the sake of simplicity, in the main text we focus only
on configurations with vanishing chemical potential and zero
magnetization along z. Importantly, we argue that their pres-
ence does not qualitatively modify the zero-energy physics of
the system. To this end, it is useful to understand how Eqs.
(2-4) of the main text are modified. In the presence of non-
vanishing chemical potential and/or magnetization along z,
the finite superconductor acts as
bhL
beR
 = −ieiχ exp [im˜z(l − 2x0)] tanh (∆ lS) exp [il(m˜z − µ + µ˜)] sech(∆ lS)
exp
[
il(m˜z + µ − µ˜)] sech(∆ lS) −ie−iχ exp [im˜z(l + 2x0)] tanh (∆ lS)
 aeL
ahR
 . (C1)
The perfect Andreev reflection at x = −L/2 relates
aeL = −ie−iχL−Lm˜zbhL. (C2)
The combined effect of the two superconductors leads to the relation beR = −ie−iχ˜effahR, with
χ˜eff(χL, χ,∆ lS) = χ − arg
[
exp[iχ + i2lSm˜z] + exp[iχL + im˜z(L + lS + 2x0)] tanh(∆ lS)
exp[iχL + im˜zL] + exp [iχ + im˜z(lS − 2x0)] tanh(∆ lS)
]
= χ − (lS + 2x0)m˜z − arg
[
exp[iχ + im˜z(lS − 2x0 − L)] + exp[iχL] tanh(∆ lS)
exp[iχL] + exp [iχ + im˜z(lS − 2x0 − L)] tanh(∆ lS)
] (C3)
Using the known result for the SFS geometry37, we conclude
that the system host zero-energy modes whenever
χR = χ˜eff + Lm˜z + 2lF(mz − m˜z) + pi. (C4)
The validity of this relation is nicely verified in Fig. 4 where
we plot the energy splitting Maj as a function of the phase
differences χR − χL and χ − χL, in presence of finite chemical
potentials and magnetizations along z. As for the localization
of the Majoranas, we find
ρ =
∣∣∣∣∣beae
∣∣∣∣∣2
= cosh(2∆ lS) + sinh(2∆ lS) cos(χL − χ − m˜z(lS − L − 2x0)).
(C5)
We observe that both the localization of Majoranas and the
condition to have zero-energy modes depends on the parame-
ter χ − χL + m˜z(lS − L − 2x0).
We can, therefore, conclude that the presence of finite
chemical potentials and/or magnetizations along the z axis do
not significantly affect the behavior of the zero-energy MBS.
Indeed, the latter have proved to be insensitive to variations
of the chemical potential while the presence of non-vanishing
magnetization along z, both in the ferromagnetic and gapless
regions, merely corresponds to shifts in the superconducting
phases. This particular behavior, which is related to the topo-
logical origin of the MBS in our system37, justifies to safely
consider only the m˜z = µ˜ = µ = 0 case in the main text.
Appendix D: The quantum point contact
Let us now consider a QPC between two helical edges with
opposite helicity. We choose the the upper one to have “+” he-
licity, i.e. right-movers electrons have spin-up, and the lower
one to have “−” helicity. At first, we focus on two gapless
edges, without considering ferromagnets or superconductors.
The free Hamiltonian simply reads
H0 =
∑
σ=↑,↓
∑
r=R,L
∫
dx ϑr ψ†rσ(x)(−i∂x)ψrσ(x) (D1)
with ϑR/L = ±1. A QPC located at x = x¯ is described by the
Hamiltonian
HQPC =
∑
σ=↑,↓
(
2λsp ψ
†
Rσ(x¯)ψLσ(x¯)
)
+
∑
r=R,L
(
2ϑrλs f ψ
†
r↑(x¯)ψr↓(x¯)
)
+ h.c.
(D2)
where λsp (λs f ) is the spin-preserving (spin-flipping) tunnel-
ing amplitude49. The Heisenberg equation of motion
i∂tψrσ =
[
ψrσ,HQPC + H0]
]
(D3)
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FIG. 4. Energy splitting Maj (units ∆0) of the two Majoranas as a
function of the superconducting phase differences. The white dashed
line corresponds to the condition in Eq. (C4) and nicely highlights
the presence of zero-energy MBS. In the left panel, the ferromagnet
features a non-vanishing perpendicular magnetization mz = 0.2 ∆0
while all the gapless regions feature m˜z = 0.15 ∆0. In the right panel,
we add non vanishing chemical potentials: µS = 4 ∆0, µF = 0.5 ∆0,
µ˜ = 0.3 ∆0 within the superconductor, the ferromagnet and the gap-
less regions, respectively. The behavior of the system at zero-energy
is not affected by the chemical potential. As for the remaining pa-
rameters, in analogy with Fig. 1 (B) of the main text, we choose
∆ = m = ∆0 and lS = lF = ξ = ∆−10 ,L = 7ξ, xF = −xS = 1.5ξ.
gives us the following set of differential equations
i (∂t + ∂x)ψR↑ = 2δ(x − x¯)
[
λspψL↑ + λs fψR↓
]
, (D4)
i (∂t + ∂x)ψR↓ = 2δ(x − x¯)
[
λspψL↓ + λ∗s fψR↑
]
, (D5)
i (∂t − ∂x)ψL↑ = 2δ(x − x¯)
[
λ∗spψR↑ − λs fψL↓
]
, (D6)
i (∂t − ∂x)ψL↓ = 2δ(x − x¯)
[
λ∗spψR↓ − λ∗s fψL↑
]
. (D7)
The plane-wave ansatz allows us to solve these equations of
motions (by integrating them over an infinitesimal interval
around x = x¯). The incoming (αrσ) and outgoing (βrσ) am-
plitudes satisfy the following set of equations
i(βR↑ − αR↑) = λsp(αL↑ + βL↑) exp(−2i x¯)
+ λs f (αR↓ + βR↓), (D8)
i(βR↓ − αR↓) = λsp(αL↓ + βL↓) exp(−2i x¯)
+ λ∗s f (αR↑ + βR↑), (D9)
exp(−2i x¯) i(βL↑ − αL↑) = λ∗sp(αR↑ + βR↑)
− λs f (αL↓ + βL↓) exp(−2i x¯), (D10)
exp(−2i x¯) i(βL↓ − αL↓) = λ∗sp(αR↓ + βR↓)
− λ∗s f (αL↑ + βL↑) exp(−2i x¯), (D11)
which can be recast as
be[1]L
be[1]R
be[2]L
be[2]R

=

βL↓
βR↑
βL↑
βR↓

= S(e)QPC

ae[1]L
ae[1]R
ae[2]L
ae[2]R

= S(e)QPC

αR↑
αL↓
αR↓
αL↑

(D12)
where the scattering matrix associated with the QPC reads
S(e)QPC =

0 Λp f −Λ∗pb −Λ∗f f
Λp f 0 − Λ f f Λpb
−Λ∗pb Λ f f 0 Λp f
Λ∗f f Λpb Λp f 0
 (D13)
and
Λpb = exp(−2i x¯) −2iλsp1 + |λsp|2 + |λs f |2 (D14)
Λ f f =
2iλs f
1 + |λsp|2 + |λs f |2 (D15)
Λp f =
1 − |λsp|2 − |λs f |2
1 + |λsp|2 + |λs f |2 (D16)
A remark on the notation: ae[1]L is the incoming amplitude (a)
from the left (L) of the QPC for electrons (e) on the upper
edge (1); the same applies for the other amplitudes.
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FIG. 5. (A) Sketch of spin-preserving tunnelings between the two edges. We focus only on the left-most gapless regions of the system, depicted
in Fig. 2 of the main text. Red (blue) lines refer to spin-up electron (spin-down hole) channels. (B) Plot of the correction phase f (y) (in units
of pi). As in the main text, we choose m[1] = 2m[2], ∆ = m[2] = ∆0; the geometry is the same on both edges: lS = ξ = ∆−10 , lF = 1.5ξ, L = 7ξ,
xF = −xS = 1.5ξ, xQPC=−3ξ.
1. Scattering matrix in Nambu space
In order to take into account the presence of superconducting and ferromagnetic gapped regions on the edges, it is useful
to express the QPC scattering matrix taking also into account tunneling of holes. We thus introduce 8-dimensional vectors of
incoming and outgoing scattering amplitudes, ~a8 and ~b8 respectively
~a8 =

ae[1]L
ae[1]R
ah[1]L
ah[1]R
ae[2]L
ae[2]R
ah[2]L
ah[2]R

, ~b8 =

be[1]L
be[1]R
bh[1]L
bh[1]R
be[2]L
be[2]R
bh[2]L
bh[2]R

(D17)
By exploiting the particle-hole symmetry of the system, we can obtain the expression for the 8-dimensional QPC scattering
matrix
SQPC =

0 Λp f −Λ∗pb() −Λ∗f f
Λp f 0 −Λ f f Λpb()
0 Λp f Λpb(−) − Λ f f
Λp f 0 −Λ∗f f −Λ∗pb(−)
−Λ∗pb() Λ f f 0 Λp f
Λ∗f f Λpb() Λp f 0
Λpb(−) Λ∗f f 0 Λp f
Λ f f −Λ∗pb(−) Λp f 0

(D18)
which relates ~b8 = SQPC ~a8. Note that the 8-dimensional
scattering matrix associated with regions where no inter-edge
processes are present is block diagonal.
2. Coupling MBS with a QPC
we now address in more detail the effect of electron tun-
neling at the QPC. While it definitely induces some coupling
between the two edges, it is not obvious that it can lead to
the hybridization of two zero-energy MBS located on different
edges. Indeed, given two generic Majorana operators γ and η,
they can only be coupled by an imaginary hopping amplitude
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Hhop = i ηγ. As a result, one has to carefully implement phase
differences between the two edges.
In order to develop some intuition, it is useful to focus on
the simple example depicted in Fig. 5 (A). We focus only on
the left-most gapless regions of the two edges, assuming that
they host zero-energy MBS. We study the effect of a weak
spin-preserving tunneling of electrons (holes) with spin up
(down). The existence of MBS at zero energy requires
ae[1]L
ah[1]R
ae[2]R
ah[2]L
 = −i

e−iχ
[1]
L 0 0 0
0 eiχ
[1]
L +ipi 0 0
0 0 eiχ
[2]
L 0
0 0 0 e−iχ
[2]
L +ipi


bh[1]L
be[1]R
bh[2]R
be[2]L
 . (D19)
The spin-preserving tunneling at zero-energy is described by
the (reduced) scattering matrix
bh[1]L
be[1]R
bh[2]R
be[2]L
 = S¯QPC

ae[1]L
ah[1]R
ae[2]R
ah[2]L
 =

0 Λf 0 Λb
Λf 0 Λb 0
0 −Λ∗b 0 Λf
−Λ∗b 0 Λf 0


ae[1]L
ah[1]R
ae[2]R
ah[2]L
 (D20)
with forward (f) and backscattering (b) entries
Λf =
1 − |λsp|2
1 + |λsp|2 , Λb =
−2iλsp
1 + |λsp|2 . (D21)
We can now inspect the effects of the QPC by considering the
fate of a right moving electron with spin up, which has just
emerged from the left superconductor on the upper edge. It
can follows two trajectories: it can remain on the upper edge
being Andreev reflected (i); or it can tunnel on the other edge,
being Andreev reflected by the left superconductor, and tunnel
back (ii). Depending on the trajectory, it eventually reemerges
as an electron on the upper edge with corresponding prefactors
ξ(i) = Λf(−ieiχ[1]L +ipi)Λf(−ie−iχ[1]L ) = 1 − |Λb|2, (D22)
ξ(ii) = −Λ∗p(−ieiχ
[2]
L )Λp(−ie−iχ[1]L ) = ei(χ[1]L −χ[2]L )|Λb|2. (D23)
This clearly shows that, if no phase difference between the
edges is considered χ[1]L − χ[2]L = 0, spin-preserving tunneling
of electrons is ineffective in coupling zero-energy MBS.
Appendix E: Local density of states
Our goal is to compute the equilibrium zero-temperature lo-
cal density of states (lDOS) on a given edge. This observable
is defined as
A(x, ω) = −1
pi
Im
[
Tr GRee(x, x, ω)]
]
= −1
pi
∑
σ=↑,↓
Im
∫
dτ eiωτ−0
+τ θ(τ)
[
−i
〈{
ψσ(x, t), ψ†σ(x, t − τ)
}〉
0
]
=
1
2pi
∑
σ=↑,↓
∫
dτ eiωτ−0
+ |τ| 〈{ψσ(x, t), ψ†σ(x, t − τ)}〉0
(E1)
where 〈. . . 〉0 is the average with respect to the groundstate.
By using Eqs. (A2) and (A7), the fermionic fields ψσ(x) can
be expressed as (σ = ↑, ↓= ±)
ψσ(x, t) =
∑

∑
j
[
uσ, j(, x)γ, j(t) − σvσ, j(, x)∗γ†, j(t)
]
.
(E2)
Given the system Hamiltonian (A6), it is straightforward to
compute the groundstate averages in the non-degenerate case〈{
ψσ(x, t), ψ†σ(x, t − τ)
}〉
0
=
=
∑
,′≥0
(
uσ(, x)uσ(′, x)∗e−it+i
′(t−τ)
+ vσ(, x)vσ(′, x)∗e+it−i
′(t−τ)) 〈γγ†′〉0
=
∑
≥0
(
|uσ(, x)|2e−iτ + |vσ(, x)|2e+iτ
)
.
(E3)
The lDOS can be expressed as a sum of δ-functions centered
on the energies of the bound states. By exploiting Eq. (A12),
we get
A(x, ω) =
∑

∑
σ
|uσ(, x)|2δ(ω + ) =
∑

A(x) δ(ω + )
(E4)
In presence of zero-energy Majoranas, the groundstate is de-
generate. In order to deal with this subtlety, we numerically
introduce a tiny perturbation in one of the phases, so that the
degeneracy is lifted by a very small amount (ζ . 10−8∆0) and
we computed |uσ(±ζ, x)|2. The zero-energy lDOS plotted in
the main text is then given by
A0(x) '
∑
σ
|uσ(ζ, x)|2 + |uσ(−ζ, x)|2 (E5)
Appendix F: Existence of zero-energy modes
1. A generic result
We first discuss a generic property of helical systems
connected to semi-infinite superconductors. In particular, we
consider one semi-infinite superconductor located at x ≥ L/2,
i.e. to the right of the helical system (see Fig. 3). Moreover,
we make two assumptions regarding what happens to the left
of the gapless helical system: (i) all the amplitudes going to
the left (ahR and a
e
R) are completely reflected back, i.e. the
system obeys some kind of open boundary conditions; (ii) the
whole system is particle-hole symmetric. Our goal is to argue
that it is always possible to tune the phase χR of the right
semi-infinite superconductor in order for the whole system to
support zero-energy bound states.
The first assumption assures that the matrix U()beR()
bhR()
 = U() ahR()
aeR()
 (F1)
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is unitary. The second one, by using Eq. (A12), leads to
−
bhR(−)∗
beR(−)∗
 = U() aeR(−)∗
ahR(−)∗

⇒ −
bhR()
beR()
 = −U(−)∗ aeR()
ahR().
 (F2)
At zero energy, the unitary matrix U(0) therefore obeys
U(0) = eiϕ
 sin(θ)eiα cos(θ)eiβ− cos(θ)e−iβ sin(θ)e−iα

= −
0 1
1 0
U(0)∗ 0 1
1 0
 (F3)
which poses constraints on the parameters α, β, θ and ϕ. In
particular, there are only two possibilities: either θ = 0 and
ϕ = 0, pi or θ = pi/2 and ϕ = pi/2, 3pi/2. As for the right semi-
infinite superconductor, at zero energy, it Andreev reflects the
incoming wavefunction according to Eq. (B32)
ahR
aeR
 = −i eiχR 0
0 e−iχR
 beR
bhR
 . (F4)
The whole system admits bound states at zero-energy if it is
possible to solve
beR
bhR
 = eiϕ  sin(θ)eiα cos(θ)eiβ− cos(θ)e−iβ sin(θ)e−iα
 −ieiχR 0
0 −ie−iχR
 beR
bhR

= eiϕ−i
pi
2
 sin(θ)eiαeiχR cos(θ)eiβe−iχR− cos(θ)e−iβeiχR sin(θ)e−iαe−iχR
 beR
bhR

(F5)
which is equivalent to require
det
1 − eiϕ−i pi2  sin(θ)eiαeiχR cos(θ)eiβe−iχR− cos(θ)e−iβeiχR sin(θ)e−iαe−iχR
 = 0
⇒ sin(θ) cos(α + χR) − sin(ϕ) = 0
(F6)
In the θ = 0 case, there is therefore always a solution at zero
energy regardless of the values of β and χR. In the θ = pi/2
case, it is possible to tune χR = ϕ − pi/2 − α which results in
zero-energy bound states.
2. Zero-energy modes in the protocol discussed in the main
text
We are now in a position to comment on the tiny correction
f (y) which appears in the protocol that moves Majoranas from
one edge to the other one. Without implementing such a cor-
rection, the protocol turns out to be qualitatively correct but it
fails in keeping the MBS exactly at zero-energy. This has to
be expected since the protocol has been designed by exploit-
ing the exact knowledge of the single-edge SSFS architectures
supplemented with an approximate and qualitative description
of the QPC.
Interestingly, it turns out that this subtlety can be straight-
forwardly fixed. The general result discussed above ensures
that, for each value of y, one can force the MBS to be at zero
energy just by adding a proper correction f (y) to one phase,
say χ[1]R . The function f (y) can be easily computed by numer-
ically requiring the MBS to be at zero energy and the result
is plotted in Fig. 5 (right panel). Remarkably enough, it turns
out to be a smooth function which features only small values
(0 ≤ f (y) ≤ 0.07pi) and therefore does not qualitatively affect
the protocol.
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