Technological advances have made large-scale data collection and storage increasingly practical. The problems we face today can often be reduced to deducing a pattern of relationships in data, in science and elsewhere. However, super-exponential combinatorial growth in the number of possible relationships as the size of a datum increases hampers our ability to find relationships in large datasets. Thus, the development of new techniques for the discovery of relationships is critical to progress.
Technological advances have made large-scale data collection and storage increasingly practical. The problems we face today can often be reduced to deducing a pattern of relationships in data, in science and elsewhere. However, super-exponential combinatorial growth in the number of possible relationships as the size of a datum increases hampers our ability to find relationships in large datasets. Thus, the development of new techniques for the discovery of relationships is critical to progress.
Here we propose a framework based on physical heuristics to overcome this barrier to finding the set of fundamental interactions in the data, which we call a pattern. Physical intuitions in computation have an illustrious history. Thirty years ago, simulated annealing revolutionized optimization [1] . More recently, quantum computation has taken center stage [2] . Statistical physics has been applied to data analysis but usually in the form of approximations [3] . The data itself has unknown relationships and approximations such as high temperature expansions, weak-coupling expansions, mean field theory, and similar techniques [5] introduce further uncontrolled uncertainties.
We sought an exact solution for finding patterns in data without presuming anything about the presence of patterns. Without any loss of generality, we consider datasets consisting of families of sequences of symbols and model such families with the traditional weight matrices where p iB is the probability of symbol B at sequence position i. Datasets that contain a pattern have a non-random weight matrix. Specifically, we wanted to directly compute the relationships between sequence positions and the common deformations that relate different sequences in a family, which we define as the landscape of the pattern. We developed an approach, Bayesian Skepticism (BS), grounded in quantum field theory [4] that leads to an exact solution of such pattern landscapes. Our derivation stands on three conceptual legs:
1. A skeptical approach to modeling the data with a model prior probability distribution exp(M K(p|M )) favoring random models. This is analogous to a null hypothesis, but with a continuous degree of skepticism M in this assumption. This analytic continuation is similar to dimensional regularization in quantum field theory [4] .
2.
A reversal of Bayesian model selection: For a given random model, is there a weighting of data points that would make data frequencies consistent with model probabilities? 3. A method that solves the maximization of model and data likelihoods exactly, giving the weight of each datum and simultaneously uncovering the most likely model for the dataset.
The end result of our derivation [19] is a simple iteration of elementary algebraic steps: With M × K(p|M ) the skeptical prior log probability of p iA , the observed weighted frequencies are updated as
where (n) is the iteration count, and σ i,A (sequence) is 1 if the sequence has symbol A at position i and 0 otherwise, and the constant ensures that the weights over all sequences sum to 1.
Since we have been able to express the iterative update using simple algebra, it is easy to find the fixed point [19] . We can then find the probability that a given string of symbols belongs to this family [19] , and thus find the allowed deformations of the family. These are the correlated symbol probability changes such that the probability of the altered model does not change significantly from that of the fixed point model. These deformations are the flat directions in the pattern landscape.
We applied these concepts to the MNIST hand-written digit database [6] . This database consists of 60,000 gray-scale images of numbers 0 through 9. We reduced these 28 × 28 pixel format images to an unordered sequence of symbols by associating symbols with each of the 16 possible combinations of black and white pixels in a 2 × 2 square (Fig. 1A) . Each digit was thus associated with a family of about 6000 strings of symbols, each string of length 729 symbols (Fig. 1B,C) Our skepticism assumption, that the symbols occur randomly, suggests that the prior probability of a model of such sequences should be the generalization of the binomial coin-tossing probability distribution to a 16-sided coin toss independently for each position.
The multinomial distribution at each position i,
gives the probability that the 16 symbols A will appear M × p iA times at position i in a series of M coin-tosses. We analytically continued this formula to small non-integer positive values of M using the properties of the Gamma function. Typically, we will set M = 0.005 in this paper, and keep only sequence positions with less than 95% conservation. Qualitative results do not depend on either M changed to 0.007 or conservation cutoff changed to 99% [19] . q A is the frequency of symbol A over all positions in the sequences corresponding to a digit. We turn now to sequences of symbols that do come with a particular order, the aminoacid sequences of families of proteins. First, we show how pattern landscapes can be used to distinguish functionally different subclasses of homologous proteins. The NTPase Maf Ham1 domain is shared by two subfamilies of proteins with a structurally similar nucleotide binding cleft but altered conserved residue location and nature [15] . The landscape computed from a subset of Subfamily 1 assigned a lower probability to sequences of Subfamily 2 compared to a test set of Subfamily 1( Fig. 3A) and vice versa. Similar results are found in the case of digits.
Next, we demonstrate a relation between pattern landscapes and structural properties. The intimin/invasin family of virulence factors are produced by Gram-negative bacteria. The structure of these proteins was recently solved [16] , and we computed the landscape from 146 aligned sequences. The actual landscape is much flatter than the landscape of column-wise randomly permuted sequences (Fig. 3B) , as a small eigenvalue corresponds to a larger radius of curvature around the most likely model. Following steps analogous to the digit example, we computed the entropy changes induced by the most significant deformation ( Fig. 3 C-E), revealing that this deformation corresponds to specializing either the side chains projecting towards the outside of the barrel or those projecting towards the inside. Investigating PII between sequence positions ( Fig. 3F ) as we lower the threshold for PII, we find disconnected sets of clusters that coalesce into a connected graph (Fig. 3G ). We mapped this minimal single cluster of PII interacting residues on the structure revealing juxtaposition suggesting allostery as well as predicting longer range interactions (Fig. 3H ).
More subtle structural features in proteins can also be detected in the landscapes of sequence alignments. The dihydrofolate reductase (DHFR) enzyme has been studied for its conformational changes related to catalytic activity [18] . We computed PII for the sequences [20] (Fig. 4E) and the deformations in the landscape. Fig. 4 B-D shows the structural elements that are detected by these deformations. The interacting cluster for DHFR deduced from PII is the whole protein ( Fig. 4F ) with the strongest interactions around the folate binding pocket. [13] derived a residue-residue interaction matrix by computing side-chain folding-unfolding dynamics for the E. coli DHFR protein. This matrix is similar to the PII matrix ( Fig. 4E ) computed from sequences produced by evolutionary dynamics indicating that evolutionary history has tested side-chain compatibility.
A pioneering approach to detecting structural features in DHFR and some other proteins from sequence data, based on random matrix theory [7, 8, 9] and analogies with finance, weights a binary approximation to the residue-residue correlation matrix with the derivative of the large M limit of the binomial distribution. Eigenvectors of the absolute values of this weighted matrix have been associated with allosteric interactions [8] . The features we find capture regions of structural variation consistent with function as shown by mapping them to known protein structures ( Fig. 4B -D,G) and the positioning suggests allostery as well.
Explicit statistical physics-type energy models of residue interactions that have been extensively studied in various approximations [10, 11, 12] . These works compute contact maps for proteins with the help of additional secondary structure predictions. The major distinction is that BS is exact and has a consistent expansion to all orders in interactions [19] , with a geometric interpretation in terms of the curvature of the landscape around the most likely model. The use of a skeptical model prior in BS is the key to these properties. While high PII values are likely to be associated with residue pairs that are spatially close, tertiary structure proximity is not necessarily the case. In the two-dimensional digit examples (Fig. 2) , PII links between positions with high enough symbol entropy are geometrically meaningful but do not imply twodimensional proximity. Understanding protein structure through clusters in graphs has been considered[14] though the graphs had a different origin.
Our method is applicable to a wide spectrum of dataset sizes. We used about 6000 sequences for each digit, but for the intimin/invasin and the two subfamilies of the Maf Ham1 proteins we computed landscapes with only 146, 67 and 70 sequences, respectively. Our results are robust to choices of sequences. For DHFR, while we used 1382 sequences from OrthoDB [21] without any curation in our analysis, we also obtained the 417 sequences used in [7, 8] and found that,
for the positions present in both alignments, there were no striking differences between PII computed from the two alignments.
To compare and contrast BS with common Bayesian approaches, Expectation Maximization (EM) [22] is an iterative algorithm for finding the maximum likelihood parameters of model or latent variables that maximize the probability of the dataset. EM requires no model prior for its interleaving of expectation and maximization steps. Maximum Entropy (MaxEnt) model priors attempt to be maximally unbiased or uninformative. BS has no maximization step in its iteration and cannot work without the skeptical model prior that explicitly precludes correlations, thus going beyond MaxEnt. Crucially, BS is self-limiting in how large the skepticism parameter M can become because, by construction, the pattern landscape is convex [19] . A smaller dataset begets a more restricted landscape. This is evidenced in the reduced radius of curvature associated with larger eigenvalues (Fig. 4A) for DHFR for the alignment used in [7, 8] compared to [20] .
In summary, BS provides a simple exact solution to computing patterns in data. It is conceptually transparent with an explicit derivation and a venerable interpretation [4] and are difficult to model with atomic-scale MD [17] . The discovery of structural elements in protein structures from sequence alignments using BS may help overcome some of these difficulties in MD by suggesting structural elements capable of independent motion [17] . Further, BS can directly extract networks of interactions from data exploring the role of heterogeneity and variation in biological systems [23] . The protean character of BS is well-suited to diverse applications in science. shown on the structure, colored according to their strongest PII link. As in the digit examples (Fig. 2) , the graph is not restricted to tertiary structure proximity. The junction between the α4 helix and the β6 sheet is associated with the third flat direction.
B,C,D Insets: Top to bottom: Specific structural changes in E. coli, chicken and human DHFR associated with these flat directions. E. PII heat map for DHFR. F. Graph of correlated residues.
For DHFR, all residues appear in the graph, consistent with known conformation changes as- We define W as the connected correlation function generating functional:
By taking derivatives with respect to J, one computes connected normalized correlation functions in quantum field theory. We have introduced M as a free parameter here that will be 
where f iA is the weighted frequency of symbol A at position i. As
the frequencies are the expectation values of σ iA . The effective potential defined in this manner Γ is a function of f iA , and the symmetry of the Legendre transform gives
Note that A f iA = 1 so J at each position is only determined up to an additive constant, which can be subtracted, allowing us to normalize J by demanding A J iA = 0. exp(−M Γ(f )) gives the probability of observing frequencies f iA by an appropriate choice of weights exp(M J · σ)
for sequences. Equating model probabilities p with observed weighted frequencies f, we can ask for the model that is most likely given our skeptical multinomial prior
which explicitly assumes that there is no correlation between the symbols that appear at different positions in the sequence. Following standard Bayesian inference, we want to maximize K −Γ :
Combining eq. 4 and eq. 6 relating J, Γ and K, we find
at the most likely model. This is the crucial step because the solution of eq. 3 can now be written as an explicitly computable exact fixed point iteration:
Once we find the fixed point values p E , we know the exact weights of the sequences through knowing J(p E ). This lets us use standard results on the Legendre transform to compute exact two and higher point connected correlation functions. Thus
This evaluation of the second (and higher) derivatives of Γ lets us expand the probability Γ in a
Taylor series for any model p iA :
This expansion can be used to compute the probability of any symbol probability distribution.
In particular, it can be used to compute the probability of any specific sequence, as a sequence corresponds to a probability distribution with frequencies taking values 0 or 1 at each position.
To gain an intuition for the fixed point equation, recall that for small x the Gamma function is given by
It follows that the fixed point values of f iA are the solution to
for each j, B for small enough M.
We define the pairwise interaction information (PII) between two positions i and j in the sequence as the log mutual information computed from the probability of deviating from the fixed point model by altering the frequencies of symbols only at these two positions. To be explicit,
Pr(iA, jB) ln(Pr(iA, jB)/Pr(iA, j * )Pr(i * , jB))
where
and δ iA is a unit change in the probability of symbols at position i, increasing the probability of symbol A and decreasing the probability of all other symbols at that position appropriately to maintain unit probability. We normalize the probability Pr before computing PII.
The eigenvectors of the small eigenvalues of ∂ 2 Γ/∂p 2 (p E ) correspond to flatter directions in the landscape [4] . We computed the entropy flow in the direction of any of these eigenvectors as follows: If v iA is an eigenvector of ∂ 2 Γ/∂p 2 (p E ), we compute the derivative of the position-wise Shannon entropy in the direction of v iA as
where n i (t) = B (p iB + tv iB ) in order to keep probabilities normalized. 
Implementation
We implemented this iteration and computation in C++. The matrix manipulations were performed using NumPy in the Enthought Python Distribution (www.enthought.com). The connected correlation function matrices have null eigenvalues corresponding to the obvious constraints on the frequencies A f iA = 1 for each position i. These are trivially projected out and we inverted the matrices on the non-null subspace. When the number of sequences N is less than R × (G − 1) the non-zero eigenvalues are obviously reduced to N. The number of nonzero eigenvalues cannot exceed the number of binary sequence vectors! For sequences that are closely related, we found that the numerically stable range of eigenvalues can be less than N and is easily detected by inspection of the range of values of the matrix elements of the inverted matrix.
The figures in the paper all consider sequence positions with less than 95% conservation.
Changing from 95% to 99% conservation did not change any qualitative features (e.g. Suppl. 
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