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nBSTRACT 
The eigenvalues of a graph are the eigenvalues of its adjacency matrix. In this paper 
regular connected graphs with four eigenvalues, the least of which is - 2, are examined. 
Many line graphs are of this type and it is shown that, with only a finite number 
of exceptions, all graphs of this type are line graphs of strongly regular graphs, 
symmetric balanced incomplete block designs, or complete bipartite graphs. Certain 
of these graphs are characterized by their spectra among all graphs with the same 
number of vertices. We show that if the number of vertices is large enough, the 
existence of a graph with the same spectrum and number of vertices as the line graph 
of a complete bipartite graph and which is not isomorphic to it is equivalent to the 
existence of a symmetric Hadamard matrix with constant diagonal. Finally, we 
give some necessary and sufficient conditions for the line graph of a complete bipartite 
graph to be characterized by its spectrum and number of vertices. 
1. INTRODUCTION 
For any graph with n vertices, no loops, and no multiple edges, the 
adjacency matrix of G, A(G), is a square 0 - 1 matrix of order n whose 
rows and columns correspond to the vertices of G, and whose (i, i) entry 
is 1 if and only if vertex i and vertex j are adjacent. The eigenvalues of 
a graph are then defined to be the eigenvalues of its adjacency matrix. 
The relationships between a graph and its eigenvalues have been investigat- 
ed fruitfully for the past few years, particularly the question of whether 
or not a graph is characterized by its spectrum (cf. Hoffman and Ray- 
Chaudhuri [5, 61 and Hoffman [Z-4]). 
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For a given graph G, the line graph of G, L(G), is the graph whose 
vertices correspond to the edges of G with two vertices in L(G) adjacent 
if and only if the corresponding edges in G have exactly one end point 
in common. A graph H such that H = L(G) for some G is called a line 
graph. The introduction or deletion of isolated vertices in G in no way 
affects L(G), so we shall assume, without loss of generality, that G has 
no isolated vertices. The minimum possible eigenvalue for a line graph 
is - 2, and this value is in fact attained if, for example, the graph has 
more edges than vertices. With this in mind we define G(k, - 2) to be 
the set of all regular, connected graphs with K distinct eigenvalues, the 
smallest of which is - 2. G(l, - 2) and G(2, - 2) are empty, and G(3, - 2) 
has been completely described by Seidel [lo]. In this paper we wish 
to investigate the structure of G(4, - 2). We shall see that, with only 
a finite number of exceptions, if HE G(4, - 2), then H = L(G) where G 
satisfies exactly one of the following three conditions: 
(1) G is the graph of a symmetric balanced incomplete block design. 
(2) G is strongly regular. 
(3) G = Km,, with M # n where K,,, is the complete bipartite 
graph on m by PZ vertices. 
Hoffman and Ray-Chaudhuri have shown that when condition (1) 
is the case, H is characterized by its spectrum among all graphs in G(4, - 2) 
with the same number of vertices unless H has 4, 2, 0, and - 2 as eigen- 
values and in this case there is exactly one exception [6]. 
We shall consider the corresponding question for (3), and in the 
process shall answer the question for (2) in certain cases. In case (3) we 
shall see that if the number of vertices is sufficiently large then H is 
characterized by its spectrum among all graphs in G(4, - 2) with mn 
vertices unless (yn, n) = (2t2 + t, 2t2 - t) and there exists a symmetric 
Hadamard matrix with constant diagonal of order m + n. Conversely 
if there exists a symmetric Hadamard matrix with constant diagonal, 
then it is of order 4t2 and L(K,,,) IS not characterized by its spectrum 
where M = 2t2 + t and n = 2t2 - t. Thus, if the number of vertices is 
large enough, the question of characterization by eigenvalues in case 
(3) is reduced to the question of the existence of symmetric Hadamard 
with constant diagonal. In the proof we shall construct a graph satisfying 
condition (2) and thus will have an infinite class of graphs satisfying 
(2) in which no graph is characterized by its spectrum. 
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We shall also look at some necessary and sufficient conditions for 
a graph satisfying condition (3) to be characterized by its spectrum with 
no minimum bound on the number of vertices. We shall see that if H 
has the same spectrum as L(K,,J and mn vertices then either one of 
the following is necessary and sufficient for H to be isomorphic to L(K,.,) : 
(1) H contains an m-clique. 
(2) Every pair of nonadjacent vertices is joined by at least two 
paths of length two. 
In conclusion we shall see that L(K,,,) is characterized by its spectrum if: 
(1) n=2 or 
(2) n=m-1 or 
(3) nz + n > 18 and (nz, n) f (2t2 + t, 2t2 - t). 
2. THE STRUCTURE OF G(4,- 2) 
Our purpose in this section is, first, to show, with the aid of a theorem 
of Hoffman and Ray-Chaudhuri, that all but a finite number of graphs 
in G(4, - 2) are line graphs. Next we show that if H c~G(4, - 2) and 
H = L(G) then G is regular or bipartite or both. From this we shall then 
show that G is respectively a strongly regular graph, K,,, with m # N, 
or the graph of a symmetric balanced incomplete block design. 
Hoffman and Ray-Chaudhuri [7] have proved the following theorem: 
If HE G(h, - 2) and H has valence d > 16 then H is a line graph or H 
is the complement of a ladder graph (cf. Seidel [lo]). In the latter case 
H has three eigenvalues, so if H E G(4, - 2) and d > 16, H = L(G) for 
some G. For any regular connected graph with four eigenvalues, there 
exists a polynomial p(x) of degree three such that $(A) = J, the matrix 
with 1 in every entry [2]. Since (A”)ij is equal to the number of paths 
of length PZ from i to i, every pair of points is joined by a path of length 
three or less. Since His regular with valence d, the total number of vertices 
in H is at most 1 + d + d(d - 1) + d(d - 1)2 and hence there are only 
a finite number of graphs with four eigenvalues and valence d. Thus 
there are only a finite number of graphs with four eigenvalues and valence 
d < 16. Hence we have shown the following: 
THEOREM 2.1. All but a finite number of gyafihs in G(4, - 2) are 
lilze graphs. 
Linear Algebra and Its Applicatzons 8(1970), 461-481" 
464 M. DOOH 
In light of Theorem 2.1, we shall look at line graphs in G(4, - 2) for 
this section and Section 3. In Section 4 we shall consider all of the graphs 
in G(4, - 2) again. 
d, 
FIG. 1 
Suppose H = L(G) is a regular connected graph, and e, is an arbitrary 
edge of G whose end points have valence d, and d,. Then the vertex in 
H corresponding to e, has valence d, + d, - 2. Now suppose edge e2 
has one end point in common with ei in G, say the vertex with valence di. 
Then if the other vertex which is an end point of e2 has valence da, the 
vertex in H corresponding to e2 has valence d, + d, - 2, and since H 
is regular, d, + d, - 2 = dl + d2 - 2 or d, = da. Since H is connected, 
G is also and by iterating the above argument we see that every edge in 
G has one end point with valence d, and one end point with valence d,. 
If dl = d,, then G is regular. If d, f dz th en the vertices of G can be 
partitioned into those of valence d, and those of de. Since each edge has 
one end point of valence dl and one end point of valence da, then graph 
G is bipartite. 
THEOREA~ 2.3. If H eG(4, - 2), H = L(G), then G is regular OY 
bipartite OY both. 
We now wish to investigate the relationship between the eigenvalues 
of a regular graph G and the eigenvalues of L(G). This relationship has 
essentially been shown by Hoffman (51 and the spirit of the argument 
goes as follows: Let K be the incidence matrix of G, that is, a 0 - 1 
matrix whose columns correspond to the edges of G and whose rows 
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correspond to the vertices of G with Kij = 1 if and only if edge j has vertex 
i as end point. Then, if d is the valence of G, 
and 
KKT=dI+A(G) 
KTK = 2If A(L(G)). 
Since KKT and KTK have the same nonzero eigenvalues, if u # - 2 
is an eigenvalue of A(L(G)), then cc + 2 - d is an eigenvalue of A(G). 
In addition - d is an eigenvalue of A(G) if and only if G is bipartite [5], 
that is, G is bipartite if and only if zero is an eigenvalue of KK’. Thus 
we see 
THEOREM 2.4. If G is a regular graph with valence d, and L(G) has 
eigenvalues al, ug, ag, and - 2, then G has eigenvalues a1 + 2 - d, a2 + 
2 - d, a3 + 2 - d. In addition if G is bipartite, then it has one more 
eigenvalues equal to - d, and these are all the eigenvalues of G. 
Xow let us suppose that G is regular but not bipartite. Then, by 
Theorem 2.4, G has three distinct eigenvalues and thus there exists a 
polynomial p(x) of degree 2 such that p(A) = J, or 
aA2+bA +cl= J with a # 0. 
Thus if Aij = 1, Afj = (1 - b)/a. If Aij = 0 and i # i, At = l/a. 
In other words G is a strongly regular graph. 
PROPOSITION 2.5. If L(G) = HE G(4, - 2) and G is regular but not 
bipartite, then G is strongly regular. 
Now suppose that G is a bipartite graph. Then 
0 B 
A(G) = q BT 0 
and A2 = BBT @ BTB. 
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Thus if il is an eigenvalue of A, then A2 is an eigenvalue of BBT or 
BTB. Since bipartite graphs can be characterized as graphs for which 
A being an eigenvalue implies that - 1 is also an eigenvalue, with the 
same multiplicity, A is an eigenvalue of A if and only if A2 is an eigenvalue 
of BB’ or B’B. 
Now suppose that L(G) = HE G(4, - 2) where G is regular and 
bipartite. By Theorem 2.4 and the previous remarks, G has eigenvalues 
f d and & 1. Thus BBT and BTB have d2 and A2 as eigenvalues. Since 
d is a simple eigenvalue of G, so is - d, and d2 is an eigenvalue of A2 of 
multiplicity two. Since d # 0, d is an eigenvalue of both B*B and BBT. 
Thus we can say that d is a simple eigenvalue of BBT. Since JBBT = 
d2J = BBTJ, we can find a polynomial p(x) of degree one such that 
$(BBT) = J. (The proof of this fact in [2] is restricted to adjacency 
matrices, but the proof can be extended straightforwardly to any real 
symmetric matrix whose largest eigenvalue is simple which commutes 
with J.) Thus, for some a # 0, 
aBB’+bI= J or BBT _ f J __~;.I, 
Thus B is the incidence matrix of a balanced incomplete block design 
(cf. Hall [l, p. 104]), and since G is regular, B must be square and the 
design is symmetric. 
PROPOSITION 2.6. If L(G) = NE G(4, - 2) and G is regular and 
bipartite, theta G is the graph of a symmetric balanced incomplete block 
design. 
w vertices with valence d, 
m 
vuI/ v 
n vertices with valence d, 
FIG. 2 
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Now suppose L(G) = HE G(4, - 2) where G is not regular. Then, 
as we did in the proof of Theorem 2.3, we can partition the vertices into 
those of valence dr and those of valence dz. Since G is not regular, we 
can assume that da > d,. Let m be the number of vertices with valence 
d, and n the number of vertices with valence &. Then if lEl is the number 
of edges in G, 
drm = (El = d,n, and, in particular, m > n. 
Defining K, the incidence matrix of G, as in Theorem 2.4, we have 
KTK = 2I+ A (L(G)) 
and 
KKT = 
where B is order n x m. Now suppose KKTz = pz. Then by letting 
z = (x, y) where x is the first n coordinates and y the last m coordinates, 
dJx + By = px 
and 
BTx + d,y = py. 
Thus p is an eigenvalue of KKT if and only if By = (p - dz)x and B’x = 
(p - dl)y. We can now look at the following two cases: 
Case A : x = 0. Since y # 0, 0 = BTx = (p - d,)y implies that 
p = d,. 
Case B: x # 0. BB’(x) = B(p - dz)y = (p - dl)(p - dZ)x. 
Thus if p is an eigenvalue of KKT, then p = d, or (p - d,)(p - d2) is an 
eigenvalue of BB*. But, in fact, the converse is true also. Since B has more 
columns than rows, there exists a y # 0 such that B(y) = 0. By setting 
z = (0, y), we see that dr is always an eigenvalue of KKT. Now suppose 
(p - dl)(p - d,) is an eigenvalue of BBT with eigenvector x. Then 
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define y = BT(x)/(p - di). Then By = (p - di)y and B(y) = 
B@(x)i(p - dl) = (P - G‘)x. Thus p is an eigenvalue of KKT and we 
can say: 
LEMMA 2.8. If L(G) = HE G(4, - 2), and G is bipartite, not regular, 
and has incidence matrix K, then p is an eigenvalue of KKT o p = d, OY 
(p - d,)(p - d2) is an eigenvalue of BBT. 
Nowletzt=(l,l,..., 1). Then BBTu = dldzu. Thus by Lemma 2.8 
p = 0 and p = d, + d2 are eigenvalues of KKT. 
Suppose ,u # dldz is an eigenvalue of BBT. Then the two solutions 
of (p - d,)(p - d,) = ,u must be distinct. For if not, 
1u = - (di --dA2 < o 
4 
which is impossible since BBT is positive semidefinite. Since KTK has 
three nonzero eigenvalues, KKT does also. Thus there is one unknown 
eigenvalue pa, that is, not equal to 0, di, or dl + d,. Since p0 # d,, 
(P,, - dl)(po - d2) = PO is an eigenvalue of BB’. But since (p - d,) . 
(p - d,) = ,u has distinct roots, one of our known eigenvalues must 
also be a solution of (p - d,)(p - d,) = ,uo. It cannot be d, + d2 or 0 
since p. is a new eigenvalue. Thus d, solves (p - d,)(p - d2) = po, or 
,u~ = 0. Thus p. = d2. 
LEMMA 2.9. The spectrum of KKT is (0, d,, d2, d, + d,}. The spectrum 
of BBT is (0, dld2). 
We now wish to show that d,d, is a simple eigenvalue of B 
it were not. Then, since BBT is symmetric, it is reducible 
Mint [8, p. 122]), that is, * 0 
BBT = l-l- 0 * 
B T. Suppose 
(Marcus and 
where the nonzero blocks are square. 
The n rows of BBT correspond to the n vertices of valence d,. Since 
the graph is connected, there is a path from the vertex that corresponds 
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to the first row to the vertex corresponding to the last row. In particular 
there is a path of length two from vertex vi corresponding to row i which 
is nonzero in the upper block to vi which corresponds to row j which is 
nonzero in the lower block. Thus At = (BBT)ij > 0. But the 
reducibility implies that BB,; = 0. Hence did, is a simple eigenvalue. 
(BBT),, = Azk = ds, k = 1,. . .,n. 
Thus tr BBT = nd,. But since 0 and d,dz are the only eigenvalues and 
d,d8 is simple, nd, = tr BB’ = dldz. Thus ti = di. This implies that 
the bipartite graph is in fact a complete bipartite graph (see Fig. 2). 
If n = 1, L(K,+,) is a clique which is not in G(4, - 2), and hence 
n > 2. 
PROPOSITION 2.10. If L(G) = HE G(4, - 2), where G is bipartite and 
not regular, then G = K,,, with m > n >, 2. 
We can now combine Propositions 2.5, 2.6, and 2.10 into the following 
theorem : 
THEOREM 2.11. If L(G) = H E G(4, - 2), then exactly one of the 
following holds : 
(1) G is strongly regular. 
(2) G is the graph of a symmetric balanced incomplete block design. 
(3) G = K,,,, with nz>n>2. 
Since by Theorem 2.1 all but a finite number of graphs in G(4, - 2) 
are line graphs, with only a finite number of exceptions, the graphs in 
G(4, - 2) are line graphs of the three types of graphs in the conclusion 
of Theorem 2.11. 
3. THE CHARACTERIZATION OF GRAPHS IN G(4, - 2) BY THEIR EIGENVALUES 
The question of whether or not a graph in G(4, - 2) can be characterized 
by its eigenvalues among all other graphs with the same number of vertices 
has been partially answered by Hoffman and Ray-Chaudhuri [6]. They 
have shown that if G is the graph of a symmetric balanced incomplete 
block design, then L(G), which is in G(4, - 2), is characterized by its 
spectrum among all graphs with the same number of vertices unless 
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the eigenvalues are 4, 2, 0, and - 2, and in this case there is exactly 
one exception. We now wish to ask the same question for the other 
graphs in G(4, - 2). As we found out in the last section, with only a 
finite number of exceptions all the other graphs in G(4, - 2) are line 
graphs of strongly regular graphs or line graphs of K,,, with m > $2 > 2. 
If G = K,,,, by Lemma 2.9, the eigenvalues of KKT are 0, dl, d,, and 
d, + d,. Thus the nonzero eigenvalues of KTK are d,, dz, and dl + dz. 
Since n >, 2, L(G) has more edges than vertices, and hence KTK has 0 
as an eigenvalue also. Since dl = n and dz = m (see Fig. 2) we can say: 
THEOREMS. 1. The spectrum of L(K,,,) is {m + n - 2, m - 2, n - 2, 
and - 2). 
COROLLARY 3.2. L(K,,,) and L(K,,J have the same spectra if and 
only if m = 7% and n = +i. 
Suppose L(G) and L(K,,,) have the same spectra and the same number 
of vertices. Can G be the graph of a symmetric balanced incomplete 
block design ? It cannot since, as stated above, the graph of a symmetric 
balanced incomplete block design is characterized by its spectrum unless 
the eigenvalues are 4, 2, 0, and - 2. This one exceptional graph has been 
exhibited, and it is not L(K,,,) since it has 12 vertices. Thus in light of 
Theorem 2.11 and Corollary 3.2 we know: 
PROPOSITION 3.3. If L(G) has spectrum {m + n - 2, m - 2, n - 2, 
- 2) and mn vertices with m > n >, 2, then G = L(K,,,) OY G is strongly 
regular. 
Now suppose G is strongly regular and satisfies the hypothesis of 
Theorem 3.3. Since L(G) is regular, its valence is its largest eigenvalue, 
that is, m + n - 2. Since G is regular with valence d, 
Zd-Z=m+n-2 
(see Fig. l), or 
d = +(m + n). 
By Theorem 2.4, the eigenvalues of G are &(m + n), 4(rn - fz), and 
$(n - m). Since JE(G) ( = (V(L(G))( = mn and (V(G) Id = Z(E(G) 1, 
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Thus 
P(x) = & (x - &(m - n))(x - $(n - m)) 
is such that 
or 
P(A) = JT 
A2 = f(m + n)J + #z - n)V. (3.4) 
A:, = d = g(m + a) for all k since G is regular. Thus reading the diagonal 
of Eq. (3.4) we see that 
or 
+dm + n) = t(m + n) + t(m - nJ2, 
9% + n = (m - n)“. 
Since the valence of G is an integer, m + n = 0 mod 2. Thus m - n E 
0 mod 2 or m - n = 2t. Then m + n = (m - +z)s = 4t2. Thus m = 
2t2 + t and n = 2t2 - t. Now Eq. (3.4) becomes A2 = t21 + PJ. 
Let us define Z? = J - 2A. Note that I? is symmetric, has + 1 on 
the diagonal, and has all entries equal to f 1. Further, 
Afir = (J - 2A)2 
= (4t2 - 1)J - 4(2t2) J + 4(t21 + t2J) 
= 4t21 - J. 
Now if we define 
then HHT = 4t21; tha .t is, H is an Hadamard matrix. 
Linear Algebra and Its Aflplications 3(1970), 461-482 
472 X. DOOR 
THEOREM 3.5. L(K,,,) is characterized by its spectrum among all 
line graphs in G(4, - 2) udh mn vertices unless 
m = 2P + t, 
n = 22 - t, 
and there exists a symmetric Hadamard matrix 7&h constant diagonal of 
order 4t2. 
Now, conversely, suppose there exists a symmetric Hadamard matrix 
with constant diagonal of order 4t2, t > 1. We may assume without loss of 
generality that each diagonal entry is + 1. We can normalize the matrix 
by multiplying each row and column by its first entry, that is, if U is 
the matrix such that 
H 1.3 
Uij-( 
if i = i, 
0 otherwise. 
Then UHU is a symmetric Hadamard matrix with first row, first column, 
and diagonal all equal to + 1. 
1 1 a’* 1 
1 
UHU= 
a 
A 
1 
A2 = fiAT = - J + 4t21. 
Since A2 and J are commuting, symmetric, real matrices, they have 
a common set of eigenvectors. In particular u = (1, 1,. . . , 1) is one of 
them, so if @x = Ax, x # u, then J(x) = 0 or A2 = 4t2. Since flu = 
- lu the only possible eigenvalues of I? are - 1, 2t, and - 2t. 
If we define A = t(J - I?), then A is a symmetric 0 - 1 matrix 
with zeros on the diagonal, so A is the adjacency matrix of some graph G. 
By using the same common set of eigenvectors of fi and J we see that 
the only possible eigenvalues for A are 2t2, t, and - t. Further since u = 
(1,. . . , 1) is a simple eigenvalue of J, 2t2 is a simple eigenvalue of A. 
Thus G is regular and connected. G is not a clique, so 2t2, t, and - t are 
all eigenvalues. Thus, since the valence of G = 2t2 > 2, L(G) has more 
edges than vertices, and, essentially by Theorem 2.4, the spectrum of 
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L(G) is (4P - 2, 2t2 + t - 2, 2t2 - t - 2, - 2). Also 1 V(L(G)) 1 = 
jE(G)j = (V(G)jt2 = (4t2 - l)t2. Now if we define +n = 2t2 + t and n = 
2t2 - t, we have 
4t2 - 2 = m + n - 2, 
2t2 + 2t - 2 = m - 2, 
2t2-2t-2=n-2, 
and 
wan = (2t2 - t)(2t2 + t) = t2(2t - 1)(2t + 1) = t2(4t2 - 1) 
Thus L(G) and L(K,,,) have the same eigenvalues and number of 
vertices. L(K,,,) and L(G) are nonisomorphic since L(G) cannot have 
a clique of order greater than 2t 2, the valence of G, while L(K,,,) has a 
clique of order m = 2t2 + t. 
THEOREM 3.6. L(K,,,) is not characterized by its spectrum among 
all graphs with mn vertices if and only if 
m = 2t2 + t 
n = 2t2 - t 
and there exists a symmetric Hadamard matrix with constant diagonal of 
order m + n. 
All that remains to be shown is that every symmetric Hadamard 
matrix with constant diagonal is of order 4t2. Every Hadamard matrix 
with more than two rows is such that HH?‘ = 4eI where e is an integer. 
Since H is symmetric, H2 = 4eI, and H has f 2e112 as eigenvalues. Let 
ml and m2 be the multiplicities of 2erlz and - 2e112 respectively. Then 
m,+mz=4erOmod2; 
thus 
ml -m2 rOmod2 or m, - m2 = 2t. 
Since 4e = tr H = (ml - m2)2e1f2, 
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thus 
Thus 
e = P. 
H2 = 4t21 
and hence L(K,,,) is characterized by its spectrum among all line graphs 
with the same number of vertices if and only if there does not exist a 
symmetric Hadamard matrix with constant diagonal of order m + n, 
where m = 2t2 + t and n = 2t2 - t. 
4. OTHER SUFFICIENT CONDITIONS UNDER WHICH L(Km,,) IS CHARACTERIZED 
BY ITS SPECTRUM 
In the last section we found a necessary and sufficient condition for 
characterizing L(K,,,) among line graphs. We now wish to look at some 
sufficient conditions for L(K,,,) to be characterized among all graphs 
in G(4, - 2) with mn vertices. As we noted in the proof of Theorem 2.1, 
if a graph in G(4, - 2) has more than 16 vertices, then it is a line graph. 
Thus if m + n > 18, Theorem 3.6 gives us a necessary and sufficient 
condition for L(K,,,) to be characterized by its spectrum among all 
graphs with the same number of vertices. From the same theorem we 
know that if (m, S) = (10, 6), L(K,,,) is not characterized by its spectrum. 
In this section we shall show that in 20 of the remaining 55 cases L(K,,,) 
is characterized by its spectrum; the methods used are general enough 
to be applied to the remaining cases for which the question of characteriza- 
tion by eigenvalues is still unanswered. 
We shall now ask the following question: If the eigenvalues of a 
graph in G(4, - 2) with mn vertices are m + n - 2, m - 2, n - 2, and 
- 2, is the graph necessarily L(K,,,,) ? We shall show that the question 
can be answered affirmatively if any one of the following conditions 
hold : 
(1) m+n>lS, (m,n)#(2t2+t,2t2-t). 
(2) n = 2. 
(3) m=n+l. 
(4) Every pair of nonadjacent vertices is joined by at least two 
paths of length two. 
(5) H contains an m-clique. 
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Conditions (4) and (5) are necessary and sufficient conditions for 
L(K,,,) to be characterized by its spectrum among all graphs in G(4, - 2) 
with the same number of vertices. Condition (1) is a straightforward 
application of Theorem 3.6. 
Now let us define B by the equation 
(m - n)B = (A - (n - 2)I)(A + 21) - 2J, 
where A is the adjacency matrix of a graph with mrt vertices and eigen- 
values m + n - 2, m - 2, n - 2, and - 2, m > n > 2. From the 
polynomial of the graph (Hoffman [2]) we know that 
(A - (n - 2)1) (A - (m - 2)1) (A + 21) = (m + n) J. 
Thus ((m - n) B + 2 J)(A - (m - 2)1) = (m + n) J, and since 
JA = (m + ?a - 2) J and m # n, 
we have 
or 
BA-(m-2)B= J, 
B(A - (m - 2)I) = J. 
Since A and J commute, they have a common set of eigenvectors. 
We can let the vector zt = (1, 1,. ., 1) be one of them so that for any 
other eigenvector x f U, J(x) = 0. Since 
mnu = J(u) = B(A - (m - 2)I)u = B(nu) = nBu, 
Bu = mu. 
For any other eigenvector x # u, if Ax = Ix, 
B(A - (m - 2)1)x = (2 - (m - 2))Bx = J(x) = 0. 
Thus if Ax=h, lfm-2 and il#m+n-2, then Bx=O. If 
1 = m - 2, then from the definition 
or 
(m - n)B(x) = (m - n)mx 
Bx = mx. 
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Thus B has two eigenvalues, namely 0 and m, so that B2 - mB = 0, 
and B is positive semidefinite. Thus the determinant of any principal 
submatrix is nonnegative. 
Since A& = m + n - 2 for all K, directly from the definition of B 
we have that B,, = 1 for all R. If Sij is the principal submatrix determined 
by rows and columns a’ and j then 
0 < det Sij = 1 - BZ, 
Thus 
Again if we look at the definition of B we can see that since Bij < 1, 
Aij = 1 implies that AZ < m - 2. 
If we define the matrix C by the equation 
(n - m)C = (A - (m - 2)I)(A + 21) - 2J, 
then C is positive semidefinite, - 1 < Cij < 1, and C,, = 1 for all k. 
From this we find that Aij = 1 implies that n - 2 < A& 
In summation we can say the following: 
LEMMA 4.1. If H has mn vertices and s$ectrum {m + n - 2, m - 2, 
n - 2, - 2) aszd (m - n)B = (A - (n - 2)I)(A + 21) - 2J then 
(1) AB - (m - 2)B = J. 
(2) -l<BBij<l. 
(3) B,, = 1 for all k. 
(4) If Aij=l, then n-2<Afj<m-2. 
(5) If Aij = 1, then 0 < Bij < 1. 
(6) B2 =mB. 
PROPOSITION 4.2. If H is as in Lemma 4.1 and 
(1) H has mlz vertices, 
(2) H is of valence m + n - 2, 
(3) Aij = 1 implies AZ = m - 2 OY AFj = n - 2, 
(4) Aij = 0, i # j, implies AZ = 2, 
then H = L(K,,,). 
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These conditions are equivalent, respectively, to 
(I) B is of order m-n, 
(2) B,, = 1 for all k, 
(9) Aij = 1 implies that Bii = 1 or Bij = 0, 
(4) Aij = 0, i # j, implies that Bij = 0. 
Since Bu = mu, u = (1, 1,. . , l), 
m = (Bu)~ = z Bki = 1 + 2 B,, = 1 + ({k 1 Akj = 1 and Bkj = l}i. 
k=l k=l 
k#j 
Thus for each vertex j, there are (m - 1) other vertices adjacent to j 
such that AZ = m - 2. Hence the remaining (n - 1) vertices adjacent 
to j are such that Azj = n - 2. It easily follows from Moon [9] and 
Hoffman [4] that these conditions imply that H = L(K,,,). 
If H has mn vertices and eigenvalues m + n - 2, m - 2, n - 2, and 
- 2, then conditions (1) and (2) of Proposition 4.2 are true by definition. 
Thus His L(K,,,) if Bij = 0 when Aij = 0, i # j, and Bii = 0 or Bij = 1 
when Aij = 1. Actually, the final two conditions in Proposition 4.2 can 
be reduced to the following simpler condition: if i # j and Aij = 0, then 
Bij 3 0. We can see this by considering the diagonal of (J - A - I)B. 
The matrix J - A - I is, of course, a 0 - 1 matrix which has one in 
the entries where Aij = 0, i # j. 
(J - A - I)B = JB - AB - B = (m - l)(J - B) 
by Lemma 4.1. 
Thus, since B is symmetric 
0 = (J - A - I)B,, = c (J - A - I),jB,, = 2 Bij > 0. 
i {jlAij=O,i#j) 
Hence our simpler condition implies that Bij = 0 if Aij = 0 and 
i # j. Thus from Lemma 4.1, 0 < Bij 6 1 for all i and j, and (Bij)” < 
Bij. 
m = mBii = (B2)ii = 2 (Bij)2 < c Bij = (Bu)~ = m. 
i j 
Hence the inequality is actually equality, that is, (Bij)2 = Bij, or 
Bij = 0 or 1. Proposition 4.2 now tells us that H = L(K,,,). Our 
sufficient condition implies, by the definition of B, the following. 
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THECJKEM 4.3. If fi leas mn vertices and eigenvakes m + n - 2, 
m - 2, n - 2, and - 2, then a necessary and sufficient condition for 
H = L(K,,,) is the following: If i and j are nonadjacent vertices, then 
there are at least two paths of length two from i to j. 
PR~EQSTION 4.4. l'f H has mn vertices and eigenvalges m + n - 2, 
m - 2, n - 2, attd - 2, and B has integers for every entry, then H = 
LVGa.?J. 
In this case (BiJ2 2 B,$, and 
and hence Bij = (BiJ2, or B is a 0 - 1 matrix. But then we can apply 
Theorem 4.3. 
COROLLARY 4.4. If H has mn vertices and spectrum (m + n - 2, 
m - 2, n - 2, and - 21, and m = n + 1, then H = L(K,,,). 
In this case B, by definition, has integral entries. 
A subgraph of G determined by vertices vi,. . . , vk consists of the 
vertices ZIP,. . . , vk with two vertices adjacent in the subgraph if and only if 
they are adjacent in the original graph. Clearly any subgraph of agivengraph, 
G, is a graph whose adjacency matrix is a principal submatrix of A(G). 
Thus the following graph, whose least eigenvalue is less than - 2, cannot 
be a subgraph of any graph whose least eigenvahre is - 2 (cf. [6]): 
FIG. 3 
We would now like to show that if H contains an m-clique, then 
H = LfK,,,J. Suppose that the vertices (I, 2,. . . , m> form an m-clique. 
Define V’i = (V / 21 a vertex adjacent to i, zt + k, K # 1,. . ., ~6). Then 
the following are true: 
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(I) ViflVj=4 for all i#i. Suppose x~V~flV~; then i and j 
are mutually adjacent to at least m - 1 vertices, namely the other m - 2 
vertices in the m-clique and x. Thus AFj > m - 1, contradicting Lemma 
4.1. 
(2) V’i is an n - 1 clique. IViJ = m + n - 2 - (m - 1) = 12 - 1 
and hence the number of vertices is correct. Let x E I’,. Since x and i 
are adjacent, there are at least n - 2 vertices mutually adjacent to x 
and i. But x cannot be adjacent to i E (1,. . . , m} if i # i since x would 
then be in Vi and Vj. The only n - 2 remaining vertices adjacent to 
i are those in Vi and so x must be adjacent to all of them. Since x was 
arbitrary, Vi is a clique. 
(3) V(G)={1,2,...,m}UI/,UV,U...U~i,. Since V,flVj=$, 
I{‘> 2,. . .> m}UV,UV,U~~* u V,[ = na + m(n - 1) = mn. 
(4) If x E Vi and i # i then there is a y in V’j such that x and y 
are adjacent. Suppose y and z are in Vj and x is adjacent to both. 
Then the subgraph generated by (z, y, z, i, i} is 
which is impossible. Thus x is adjacent to at most one vertex in Vj if 
j # i. Since x is adjacent to the n - 2 other vertices in Vi, and to i 
itself, x is adjacent to m - 1 other vertices. As we saw before, x is adjacent 
to no other vertices in the m-clique, so the remaining vertices adjacent 
to i are in the Vi, y’ = 1,. . ., m, y’ # i. Since x is not adjacent to two 
vertices in the same Vj if i # i, x must be adjacent to exactly one vertex in 
each Vj. 
Now suppose that x and y are arbitrary nonadjacent vertices. Obviously 
at most one of them can be in the m-clique, so there are just two possible 
cases. 
Case A. One of the two vertices is in the m-clique, that is, x E Vi and 
y = j for some j # i. In this case, if z is the vertex in Vj that is adjacent 
to x, then xzy and xiy are two paths from x to y. 
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Case B. Neither of the two vertices are in the m-clique, that is, 
x E Vi and y E V, i # i. In this case there is a vertex u in Vj such that 
IA and x are adjacent and a vertex u = Vi such that v and y are adjacent. 
Then xuy and x~y are two paths of length two joining x and y. 
Thus for any pair of nonadjacent vertices, there are at least two 
paths of length two joining them. Thus by Theorem 4.3 H = L(K,,,). 
THEOREM 4.5. If H has mn vertices and spectrum {m + n - 2, m - 2, 
n - 2, - 2) then a necessary and sufficient condition for H = L(K,,,) is 
that H contains an m-clique. 
Now suppose n = 2, and H has 2m vertices and spectrum {m, m - 2, 0, 
- 2}. Then the complementary graph of H is the graph with adjacency 
matrix J - A - I. If u = (1, 1,. ., 1) = (J - A - I)u = (m - l)u, 
that is, the complementary graph has valence (m - 1). Let x be an eigen- 
vector of A corresponding to the eigenvalue m - 2. Then J(x) = 0 and 
(J - A - I)x = - (m - 1)x. Th’ IS implies that the complementary 
graph of H is bipartite [2] and the vertices can be partitioned into two 
sets such that no two vertices in the same set are adjacent. Thus, since 
the complementary graph has 2m vertices, there are wz of them such 
that they are pairwise nonadjacent. But then these m vertices form a 
clique in H and H = L(K,,,) by Theorem 4.5. 
COROLLARY 4.6. If H has mn vertices and spectrum (m + n - 2, m - 2, 
n - 2, and - 21, and n = 2, then H = L(Km,n). 
5. A COMMENT ON THE NUMBER OF VERTICES OF A GRAPH WITH A GIVEN 
SPECTRUM 
Throughout this paper we have been asking whether a graph is char- 
acterized in G(4, - 2) among all graphs with the same number of vertices. 
In G(3, - 2) this qualification is not necessary; if a graph G in G(3, - 2) 
has eigenvalues d, M, and - 2, then from the diagonal of the polynomial 
equation of a graph we see that 
v = Cd - 4(d + 2) 
d - 2cr 
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In G(4, - 2), however, this qualification is necessary. Hoffman and 
Ray-Chaudhuri [S] have shown that the eigenvalues of a line graph of 
a symmetric balanced incomplete block design with parameters (21, k, A) 
are 2k - 2, k - 2 & (k - A)1/2, and - 2, and that any such graph is 
characterized by its spectrum among all graphs in G(4, - 2) with the 
same number of vertices if il # 2. If we consider the symmetric block 
design with parameters (k + 1, k, k - 1) and Ii,,, where m = k + 1 
and n = k - 1, the line graphs have the same spectrum, that is, 
2k-2==m+n-2, 
k - 2 i_ (k - a)l’z = k - 1 = 92 2, - 
k - 2 - (k - A)“2 = k - 3 = 92 - 2, 
-2=-2. 
In fact both Iine graphs are characterized by their spectra and number 
of vertices for all k # 3, 5, 6, 7, 8, 9, even though their spectra are identical. 
The line graph of the block design has kZ + k vertices while the line graph 
of the complete bipartite graph has K2 - 1 vertices. 
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