The numerical solution of 3D linear elasticity equations is considered. The problem is described by a coupled system of second-order elliptic partial differential equations. This system is discretized by trilinear brick finite elements. The PCG iterative method is used for solving the large-scale linear algebraic systems arising after the FEM discretization of the problem. Displacement decomposition technique is applied at the first step to construct a preconditioner using the decoupled block-diagonal part of the original matrix. Then circulant block-factorization is used for preconditioning of the obtained block-diagonal matrix.
Introduction
When a 3D elasticity system is discretized using the finite element method (FEM), the problem is reduced to a linear system Kx f. Here, the stiffness matrix K is large sparse and symmetric positive definite. The conjugate gradient (CG) type methods are recognized as the most cost-effective way to solve problems of this type [1] . To accelerate the iteration convergence a preconditioner M is combined with the CG algorithm. The theory of the preconditioned CG (PCG) method says that M is considered
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ÐÐÐÐas a good preconditioner if it reduces significantly the condition number M À1 K, and at the same time, if the inverse matrix vector product M À1 v can be efficiently computed for a given vector v. A third important aspect should be added to the above two, namely, the requirement for efficient implementation of the PCG algorithm on recent parallel computer systems.
A new high performance and parallel efficient PCG algorithm for 3D linear elasticity problems, implementing displacement decomposition circulant block factorization (DD CBF), is proposed and studied in this paper. The message passing interface (MPI) [9, 10] standard is used to develop a portable parallel code. The paper is organized as follows. Section 2 is devoted to a brief description of the elasticity equations as well as of the benchmark problem under consideration. In Section 3, we focus on the construction of the DD CBF preconditioner. The parallel complexity of the algorithm is analyzed in the Section 4. Parallel numerical tests on SGI Origin 2000, SUN SPARCstation 10 and SUN Enterprise 3000 can be found in Section 5. Concluding remarks and some outlook about the parallel performance of the developed MPI FEM code are given in Section 6.
Elasticity equations and the benchmark problem
Let B be an elastic body occupying a bounded polyhedral domain &R , the stress tensor by 'u ' ij u and the strain tensor by u ij u. Without any restrictions we could assume that the Dirichlet boundary conditions are homogeneous. Then the following variational formulation of the problem holds:
n o is the standard Sobolev space), such that:
The Lame coefficients ! and " depend on the Young's modulus E and on the Poisson ratio #. The bilinear form a (u,v) is symmetric and coercive. Then the related discrete variational problem is: find
In this study V h () is the FEM space of piecewise trilinear functions. The latter problem is equivalent to the linear system:
where x x i T is the vector of the nodal unknowns
The PCG method is used to solve Eq. (1) .
In what follows, we restrict our considerations to the case 0Y x
, where the boundary conditions on each of the sides of are of a fixed type. The benchmark problem from [4] is used in the reported numerical tests. This benchmark represents the model of a single pile in a homogeneous sandy clay soil layer (see Fig. 1 ). An uniform grid is used with n 1 , n 2 and n 3 grid points along the coordinate directions. Then the stiffness matrix K can be written in a 3Â3 block form where the blocks K ij are sparse block-tridiagonal matrices of a size n 1 n 2 n 3 Na3.
DD CBF preconditioning
First, let us recall that a mÂm circulant matrix C has the form C kYj c jÀkmod m . Each circulant matrix can be factorized as C FÃF Ã , where Ã is a diagonal matrix of the eigenvalues of C, and F is the Fourier matrix F 1a m p fe 2%jkami g 0 jYk mÀ1 . Here i stands for the imaginary unit.
A displacement decomposition-based preconditioner
There are a lot of works dealing with preconditioning iterative solution methods for the FEM elasticity systems. Axelsson and Gustafson [2] constructed their preconditioners based on the point-ILU factorization of the displacement decoupled block-diagonal part of the original matrix. This approach is known as displacement decomposition (see, e.g., [3] ). To define the displacement decomposition preconditioner M DD of the matrix K, we introduce the auxiliary Laplace equation Àu x 1 x 1 À u x 2 x 2 À u x 3 x 3 f , with boundary conditions corresponding to the considered coupled elasticity problem. Let us primarily assume, that this Laplace equation is discretized by the same brick finite elements as the original problem, and let K 0 be the obtained stiffness matrix.
The following Korn's inequality gives the theoretical background of the displacement decomposition methods [2] :
where # max max # and
The next step in our construction is to substitute in Eq. (3), K 0 by A 0 , where A 0 stands for the Laplace stiffness matrix corresponding to linear finite elements or, which is equivalent in the case under consideration, to a seven point finite difference stencil. This step is motivated by the more simple/ sparse structure of A 0 as well as by the spectral equivalence
Circulant block factorization
The CBF preconditioning technique (see [7] ) incorporates the circulant approximation into the framework of the LU block factorization. It was recently introduced and analyzed in [5] for the model Dirichlet boundary value problem:
. Let us assume (as in the previous section) that is discretized by a uniform grid with n 1 , n 2 and n 3 grid points along the coordinate directions, and that a standard (for such a problem) seven-point finite difference (FEM) approximation is used. The related stiffness matrix
iYi is a block-tridiagonal matrix corresponding to the ith x 1 -plane, and the off-diagonal blocks are diagonal matrices. Now, CBF preconditioner M CBF is defined as follows:
Here C iYj BCA d iYj is a block-circulant approximation of the corresponding block A d iYj . The relative condition number of the CBF preconditioner for the model (Laplace) 3D problem is studied in [5] for n 1 n 2 n 3 n, where the following estimate is derived:
Now, let us denote by M 0 the CBF preconditioner for A 0 , the matrix introduced in the previous subsection. At the last step of our construction we substitute in Eq. (3), K 0 by M 0 , and get the DD CBF preconditioner defined by:
The estimate of the condition number of the preconditioned matrix:
follows straightforwardly from Eqs. (2), (4) and (6).
Remark 1.
We have observed in the performed numerical tests that a diagonal scaling of K improves the convergence rate of the iterative method in the case of problems with jumping coefficients.
Analysis of the parallel complexity
We assume that the computations and communications are not overlapped and therefore, the execution time of the parallel implementation is the sum of the computation time and the communication time. We shall use in our analysis standard models for the arithmetic and communication times [8] . First, assuming no arithmetic vectorization, the execution of M arithmetic operations on one processor takes time T a M Â t a , where t a is the average unit time to perform one arithmetic operation on one processor. Second, the local communication time to transfer M data from one processor to its neighbor is approximated by T local t s M Â t c , where t s is the start-up time and t c is the incremental time necessary for each of all M words to be sent. Finally, we consider the following two quantities, which are of special interest for various computer architectures, namely: b(p): broadcasting a number from one processor to all others, where there are p processors in the computer system; g(M,p): gathering p data packets, each packet with M/p words, in one processor from all others.
We discuss three distributed memory architecture models: ring, square grid and hypercube, and shared memory model. The shared memory architecture is interpreted assuming that each two processors in the system can be considered as neighbors. The corresponding broadcasting and gathering times are given in the table below:
We consider broadcasting from the processor in the center of the square grid to obtain an optimal time. This is not essential for the algorithm itself.
We can now estimate the total execution time T PCG for one PCG iteration with the described DD CBF preconditioner. Each iteration consists of one matrix vector multiplication with the matrix K, solution To analyze the relative speedup S p and the relative efficiency E p , where S p T1aTp p and E p S p ap 1, we apply Eq. (8) and obtain: S p % 3103 10 log n 2p 2 an 3 t s at a 61 À 1apt c at a 3103 10 log n pX
Obviously, for the DD CBF preconditioner, lim n3I S p p and lim n3I E p 1, i.e., the algorithm is asymptotically optimal. More precisely, if log n ) p 2 an 3 t s at a t c at a , then E p is close to 1. Unfortunately, the start-up time t s is usually much larger than t a , and for relatively small n the first term of the denominator in Eq. (9) is dominating. In such case the efficiency could be much smaller than 1.
Parallel tests of the DD CBF preconditioning FEM code
The developed parallel MPI C code was tested on three parallel machines. We report here the elapsed time T p on p processors, the speedup S p T 1 aT p , and the parallel efficiency E p S p ap. The benchmark problem was already described in Section 2.
We show in Table 1 results obtained on SGI Origin 2000 machine with two 188 MHz processors and 128 Mb main memory. From the machines we have tested our code on, this one has the fastest processors. The idea of this set of numerical data is to see what is the behavior of the algorithm on a very coarse-grain system where the influence of the communications is minimal. The parallel efficiency is above 90% which confirms our general expectations.
The results in Table 1 In Table 1 (SUN Enterprise 3000), we present results of experiments executed on SUN UltraEnterprise Symmetric Multiprocessor with eight 167 MHz processors and 1 Gb main memory. The size of the main memory of this machine allows to get results for finer meshes. As expected, the parallel efficiency increases with the size of the discrete problems.
Remark 2. There exist at least two more reasons for the high efficiency reported above: (a) the network parameters start-up time and time for transferring of single word are relatively small for the multiprocessor machines; (b) there is also some overlapping between the computations and the communications in the algorithm.
Conclusions
The DD CBF preconditioning algorithm, presented in this paper, possesses strongly expressed parallel structure with well-balanced local communications. The performed numerical tests clearly demonstrate the high level of parallel efficiency of the developed parallel code obtained on different models of symmetric multiprocessors with up to eight processors. The speedup and the parallel efficiency increase with the size of the discrete problem. As it was shown above, the achieved parallel efficiency is above 80% for the considered real-life large-scale discrete problems.
The use of the MPI standard is a key component in the development of concurrent computing environment in which applications and tools can be transparently ported between different computers. The reported new MPI code is portable on both distributed and shared memory systems, as well as on clusters of workstations.
The DD CBF code provides new effective tools for computer simulation of real-life engineering problems with 10 5
±10
6 unknowns in realistic time on a class of coarse-grain parallel computer systems with currently increasing cost-efficiency.
Remark 3. The reported code enables possibility to solve very large-scale problems on distributed memory parallel computers. The decomposition strategy allows to treat efficiently such problems, where the size is only limited by the total sum of the distributed memory. This has been already confirmed (see [6] ) by the performed tests with our CBF code for 2D elliptic problems.
