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Dedicated to Professor David Shoikhet on the occasion of his 60th birthday
Abstract. A simple example of an n-dimensional admissible com-
plex of planes is given for the overdetermined k-plane transform
in Rn. For the corresponding restricted k-plane transform sharp
existence conditions are obtained and explicit inversion formulas
are discussed in the general context of Lp functions. Similar ques-
tions are studied for overdetermined Radon type transforms on the
sphere and the hyperbolic space. A theorem describing the range of
the restricted k-plane transform on the space of rapidly decreasing
smooth functions is proved.
1. Introduction
The k-plane Radon-John transform of a function f on Rn is a map-
ping
(1.1) Rk : f(x)→ ϕ(τ) =
∫
τ
f(x) dτx,
where τ is a k-dimensional plane in Rn, 1 ≤ k ≤ n− 1, and dτx is the
Euclidean volume element on τ ; see, e.g., [12, 11, 25, 26]. We denote
by Πn,k the manifold of all non-oriented k-dimensional planes in R
n.
Since dimΠn,k = (k + 1)(n − k) is greater than n if k < n − 1, then
the inversion problem for Rk is overdetermined if we use information
about (Rkf)(τ) for all τ ∈ Πn,k. The celebrated Gel’fand’s question is
how to reduce this overdeterminedness or, more precisely, how to define
an n-dimensional subset Π˜n,k of Πn,k so that f(x) could be recovered,
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knowing ϕ(τ) only for τ ∈ Π˜n,k; see, e.g., [9]. We call the subsets Π˜n,k
admissible complexes of k-planes.
The background of the theory related to this question was developed
in Gel’fand’s school; see, e.g., [10, 11, 13, 14, 15, 16, 17, 18, 20,
27, 29]. The construction of the admissible complexes in these works is
usually given in topological terms, and the relevant inversion formulas
rely on the fundamental concepts of the kappa-operator (for k even)
and the Crofton operator (for k odd, when the inversion formulas are
nonlocal). An alternate approach to nonlocal inversion formulas, which
employs the Fourier integral operators, was suggested by Greenleaf and
Uhlmann [23]. In all aforementioned works the Radon type transforms
are studied mainly on smooth rapidly decreasing functions.
Our interest to the problem is motivated by the following.
1. Is it possible to construct an easily visualizable admissible com-
plex Π˜n,k using relatively simple tools and derive the relevant explicit
inversion formulas for Rkf? A progress in this direction might be
helpful in convex geometry, where geometrically transparent analytic
constructions are crucial; see, e.g., [8, 40].
2. It is known [42, 43, 39] that for f ∈ Lp(Rn), (Rkf)(τ) is finite
for almost all τ ∈ Πn,k provided that 1 ≤ p < n/k, and this condition
is sharp. However, Π˜n,k has measure zero in Πn,k. Thus, what can one
say about the existence of the restricted transform
(1.2) (R˜kf)(τ) = (Rkf)(τ)|τ∈Π˜n,k
on functions f ∈ Lp(Rn)?
3. How to describe the range R˜k(X) where X = S(R
n) is the
Schwartz space of rapidly decreasing smooth functions or any other
reasonable function space?
Similar questions can be posed in other contexts of integral geom-
etry, for instance, in the elliptic or hyperbolic space.
All these questions are in the spirit of [9] and related publications,
however, the settings are not identical, e.g., in the part related to the
Lp theory. Our tools are also different. In Section 2 we define the ad-
missible complex Π˜n,k as a set of all k-dimensional planes in R
n which
are parallel to a fixed (k + 1)-dimensional subspace, for instance, a
(k + 1)-dimensional coordinate plane. We establish sharp conditions
for the existence of the corresponding restricted k-plane transform R˜k
on Lp functions. The explicit inversion formulas for R˜k are simple con-
sequences of the known inversion formulas for the case of hyperplanes of
codimension 1. The case of smooth functions is also included. Similar
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questions are studied in Sections 3 and 4 for geodesic Radon trans-
forms on the sphere and the hyperbolic space. Here we use the same
idea adapted for the corresponding group of motions.
Section 5 conceptually pertains to Section 2. We have put it at the
end of the paper in order not to overload the reader with technicalities.
Here the main result is Theorem 5.4 which describes the range of the
restricted k-plane transform on the space S(Rn) of rapidly decreasing
smooth functions. The classical Helgason theorem for k = n − 1 [25,
p. 5] stating that the Radon transform is a bijective map from S(Rn)
onto the corresponding space SH(S
n−1× R), arises as a particular case
of our result. The proof Theorem 5.4 follows the same scheme as in
[25], but it is more detailed and, probably, simplified (here we employ
some ideas from Carton-Lebrun [7]). Moreover, our proof gives not
only the bijectivity, but also the continuity of R˜k and its inverse in the
respective topologies.
It is worth mentioning that in the case of the overdetermined k-plane
transform on S(Rn), different range characterizations can be found in
[21, 22, 24, 28, 31, 32, 33, 34].
It might be of interest to describe the ranges of the restricted trans-
forms from Sections 3 and 4 by making use of the relevant tools of
harmonic analysis. This topic can be addressed in future publications.
Some notation. The following notation will be used throughout
the paper. We fix an orthonormal basis e1, . . . , en in R
n+1; Sn is the n-
dimensional unit sphere in Rn+1. If θ ∈ Sn is the variable of integration,
then dθ stands for the O(n + 1)-invariant measure on Sn and σn =∫
Sn
dθ = 2πn+1/Γ((n + 1)/2) is the surface area of Sn. We write
d∗θ = σ
−1
n dθ for the corresponding normalized measure.
2. The k-plane transform on Rn
2.1. Definitions. In this section we denote
(2.1) Rk+1 = Re1 ⊕ · · · ⊕ Rek+1, R
n−k−1 = Rek+2 ⊕ · · · ⊕ Ren.
Let Π˜n,k be the manifold of all k-planes in R
n which are parallel to Rk+1.
We write x ∈ Rn as x = (x′, x′′) where x′ ∈ Rk+1, x′′ ∈ Rn−k−1. Every
plane τ ∈ Π˜n,k is parametrized by the triple (θ, s; x
′′) ∈ Sk×R×Rn−k−1,
where Sk is the unit sphere in Rk+1. Specifically,
τ ≡ τ(θ, s; x′′) = τ0 + x
′′, τ0 = {x
′ ∈ Rk+1 : θ · x′ = s}.
We denote Z˜n,k = S
k×R×Rn−k−1 and equip this set with the measure
d˜τ = d∗θdsdx
′′. Clearly, dim Π˜n,k = n and
(2.2) τ(θ, s; x′′) = τ(−θ,−s; x′′) ∀ (θ, s; x′′) ∈ Z˜n,k.
4 B. RUBIN
The k-plane transform (1.1) restricted to Π˜n,k has the form
(2.3) (R˜kf)(θ, s; x
′′) =
∫
θ⊥∩Rk+1
f(sθ + u, x′′) dθu,
where dθu is the volume element of θ
⊥ ∩ Rk+1. We shall also write
(2.4) (R˜kf)(θ, s; x
′′) = (Rfx′′)(θ, s), fx′′(·) = f(·, x
′′),
where R is the usual hyperplane Radon transform in Rk+1 of a function
fx′′(·); cf. [25]. Thus, R˜kf is actually a “partial” Radon transform of
f in the x′-variable, so that many properties of R can be transferred
to R˜k. Below we review some of them.
2.2. Existence on Lp-functions.
Theorem 2.1. The integral R˜kf is finite a.e. on Z˜n,k if f is locally
integrable on Rn \ {x : x′ = 0} and
(2.5)
∫
|x′′|<a
dx′′
∫
|x′|>1
|f(x′, x′′)|
|x′|
dx′ <∞ for any a > 0 .
This statement follows immediately from [41, Theorem 3.2].
Corollary 2.2. If f ∈ Lp(Rn), 1≤p<(k+1)/k, then (R˜kf)(τ) is
finite for almost all planes τ ∈ Π˜n,k. If p ≥ (k+1)/k, then there is a
function f0 ∈ L
p(Rn) for which (R˜kf0)(τ) ≡ ∞ on Π˜n,k.
Proof. The first statement follows from (2.5) by Ho¨lder’s inequal-
ity. For the second statement we can take, e.g.,
(2.6) f0(x)=
(2 + |x′|)−(k+1)/p e−|x
′′|2
log1/p+δ(2 + |x′|)
, 0<δ<1/p′, 1/p+1/p′=1.

Open problem. The condition p < (k+1)/k differs from p < n/k
for the nonrestricted k-plane transform. It would be interesting to
investigate restrictions on p for other known admissible complexes; see
references in Introduction.
2.3. Inversion formulas. Let 1 ≤ p < (k + 1)/k. Suppose that
(2.7)
∫
|x′′|<a
dx′′
∫
Rk+1
|f(x′, x′′)|p dx′<∞ for all a > 0 .
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Then ϕ = R˜kf is well-defined by Theorem 2.1 and the function fx′′(x
′) ≡
f(x′, x′′) belongs to Lp(Rk+1) for almost all x′′ ∈ Rn−k−1. Furthermore,
the function ϕx′′(θ, s) ≡ ϕ(θ, s; x
′′) has the form
(2.8) ϕx′′(θ, s) = (Rfx′′)(θ, s)
where R is the usual hyperplane Radon transform in Rk+1. Hence,
inverting R by any known method (see, e.g., [39, 41]), we reconstruct
fx′′(x
′) ≡ f(x). For example, if k = 1 and f ∈ Lp(Rn), 1 ≤ p ≤ 2,
then, by the formula (5.12) from [39] we have
(2.9) f(x) =
1
π
∞∫
0
(R∗ϕx′′)(x
′)− (R∗tϕx′′)(x
′)
t2
dt.
Here x′ ∈ R2, x′′ ∈ Rn−2,
(R∗tϕx′′)(x
′) =
∫
Sk
ϕx′′(θ, x
′ · θ+ t) d∗θ, (R
∗ϕx′′)(x
′) = (R∗tϕx′′)(x
′)
∣∣
t=0
.
The integral
∫∞
0
(·) is understood as lim
ε→0
∫∞
ε
(·) for almost all x = (x′, x′′)
in Rn or in the Lp(R2)-norm for almost all x′′ ∈ Rn−2.
3. The Elliptic Case
3.1. Definitions. The n-dimensional elliptic space can be inter-
preted as the n-dimensional unit sphere Sn with identified antipodal
points. According to this interpretation, we assume all functions on Sn
to be even. The Funk transform F integrates a function f on Sn over
(n−1)-dimensional totally geodesic submanifolds of Sn (great circles,
if n = 2). For any 1 ≤ k ≤ n − 1, the corresponding transform Fk
is similarly defined by integration over k-dimensional totally geodesic
submanifolds of Sn. It can be realized as an integral
(3.1) (Fkf)(ξ) =
∫
Sn∩ξ
f(θ) dξθ, ξ ∈ Gn+1,k+1,
where Gn+1,k+1 is the Grassmann manifold of (k+1)-dimensional linear
subspaces of Rn+1 and dξθ denotes the O(n + 1)-invariant probability
measure on Sn ∩ ξ.
Suppose k < n−1. Then dimGn+1,k+1 = (k+1)(n−k) > n and the
inversion problem for Fkf is overdetermined. Our aim is to define an
n-dimensional admissible complex G˜n in Gn+1,k+1, so that f could be
explicitly reconstructed from (Fkf)(ξ), ξ ∈ G˜n. We will be using the
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same idea as in the Euclidean case, but translations will be replaced
by orthogonal transformations. Let
(3.2) Rn−k = Re1 ⊕ · · · ⊕ Ren−k, R
k+1 = Ren−k+1 ⊕ · · · ⊕ Ren+1,
Sn−k−1 = Sn ∩ Rn−k.
Fix a point v ∈ Sn−k−1 and denote
(3.3) Rk+2v = Rv ⊕ R
k+1, Sk+1v = S
n ∩ Rk+2v .
Clearly, every point θ = (θ1, . . . , θn+1) ∈ S
n belongs to some Sk+1v .
Specifically, if θ′ = (θ1, . . . , θn−k) 6= 0, then v = θ
′/|θ′|. If θ′ = 0 then
θ ∈ Sk+1v for all v ∈ S
n−k−1. We define
(3.4) G˜n = {ξ ∈ Gn+1,k+1 : ξ ⊂ R
k+2
v for some v ∈ S
n−k−1},
which is a fiber bundle over Sn−k−1 with fibers isomorphic to the Grass-
mannian Gk+2,k+1. It will be shown that G˜n is an admissible complex
for Fk.
Clearly, dim G˜n = n. Furthermore, every ξ ∈ G˜n can be parametrized
as ξ = ξ(v, w) where v ∈ Sn−k−1, w ∈ Sk+1v , w ⊥ ξ, so that ξ(v, w) =
ξ(±v,±w) with any combination of pluses and minuses. We denote
(3.5) S˜n = {(v, w) : v ∈ S
n−k−1, w ∈ Sk+1v }.
and equip S˜n with the product measure d∗vd∗w where d∗v and d∗w
stand for the corresponding probability measures on Sn−k−1 and Sk+1v ,
respectively. The transformation (3.1) restricted to G˜n can be realized
as
(3.6) (F˜kf)(v, w) =
∫
{θ∈Sk+1v : θ·w=0}
f(θ) dv,wθ, (v, w) ∈ S˜n,
which is the usual Funk transform on Sk+1v with the relevant normalized
surface measure dv,wθ. Clearly, (F˜kf)(v, w) = (F˜kf)(±v,±w).
3.2. Existence on Lp-functions. Fix any v ∈ Sn−k−1 and choose
an orthogonal transformation γv in the coordinate plane R
n−k, so that
γven−k = v. Let
(3.7) γ˜v =
[
γv 0
0 Ik+1
]
∈ O(n+ 1).
Then
(3.8) (F˜kf)(v, γ˜vζ) = (Ffv)(ζ), fv(η) = f(γ˜vη),
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where
(3.9) (Ffv)(ζ)≡
∫
η·ζ=0
fv(η) dζη
is the usual Funk transform on the sphere Sk+1 defined by
(3.10) Sk+1 = Sn ∩ Rk+2, Rk+2 = Ren−k ⊕ · · · ⊕ Ren+1.
Thus, the existence of F˜kf is equivalent to the existence of the Funk
transform (3.9). The latter is well-defined whenever fv ∈ L
1(Sk+1) and
may not exist otherwise (take, e.g., fv(η) = |ηn+1|
−1 /∈ L1(Sk+1), for
which (Ffv)(ζ) ≡ ∞; cf. [37, formula (2.12)]). This observation yields
the following.
Theorem 3.1. Let 1 ≤ k ≤ n− 1,
(3.11)
∫
Sn
|f(θ)|
d∗θ
|θ′|n−k−1
<∞,
where θ′ = (θ1, . . . , θn−k) is the orthogonal projection of θ onto the
coordinate plane Rn−k = Re1 ⊕ · · · ⊕ Ren−k. Then
(3.12)
∫
S˜n
(F˜kf)(v, w) d∗vd∗w =
2 σn
σk+1σn−k−1
∫
Sn
f(θ)
d∗θ
|θ′|n−k−1
.
Proof. If k = n− 1, then (3.12) is a particular case of the duality
for Radon-type transforms [25]. Denote the left-hand side of (3.12) by
I. Since ∫
Sk+1
(Ffv)(ζ) d∗ζ =
∫
Sk+1
fv(η) d∗η, fv(η) = f(γ˜vη),
then, by (3.8),
I=
∫
Sn−k−1
d∗v
∫
Sk+1v
(F˜kf)(v, w)d∗w=
∫
Sn−k−1
d∗v
∫
Sk+1
(Ffv)(ζ) d∗ζ
=
∫
Sn−k−1
d∗v
∫
Sk+1
fv(η) d∗η =
1
σk+1
∫
Sn−k−1
d∗v
∫
Sk+1
f(γ˜vη) dη(3.13)
=
1
σk+1
∫
Sn−k−1
d∗v
pi∫
0
sink ψ dψ
∫
Sk
f(v cosψ + ω sinψ) dω.
Using the bi-spherical coordinates [44, pp. 12, 22]
(3.14) θ = v cosψ + ω sinψ, dθ = sink ψ cosn−k−1 ψ dψdvdω,
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v ∈ Sn−k−1 ⊂ Rn−k, ω ∈ Sk ⊂ Rk+1, 0 ≤ ψ ≤ π/2,
and noting that cosψ = |θ′|, we continue:
I =
2
σk+1σn−k−1
pi/2∫
0
sink ψ dψ
∫
Sn−k−1
dv
∫
Sk
f(v cosψ + ω sinψ) dω
=
2 σn
σk+1σn−k−1
∫
Sn
f(θ)
d∗θ
|θ′|n−k−1
,
as desired. 
Corollary 3.2. Let 1 ≤ k < n− 1, f ∈ Lp(Sn), n− k < p ≤ ∞.
Then (F˜kf)(v, w) is finite for almost all (v, w) ∈ S˜n and the operator
F˜k is bounded from L
p(Sn) to L1(S˜n). If p ≤ n − k, then there is a
function f˜ ∈ Lp(Sn) for which (F˜kf˜)(v, w) =∞. Specifically,
f˜(θ) = |θ′|−1(1− log |θ′|)−1, θ′ = (θ1, . . . , θn−k).
Proof. The first statement follows from (3.12) by Ho¨lder’s in-
equality, because the integral
∫
Sn
d∗θ
|θ′|(n−k−1)p′
= σk σn−k−1
pi/2∫
0
sink ψ cos(n−k−1)(1−p
′) ψ dψ,
1
p
+
1
p′
= 1,
is finite if n− k < p. To prove the second statement, we have,
∫
Sn
|f˜(θ)|p dθ = σk σn−k−1
pi/2∫
0
(1− log(cosψ))−p sink ψ cosn−k−1−p ψ dψ
= σk σn−k−1
1∫
0
(1− log s)−p(1− s2)(k−1)/2 sn−k−1−p ds.
This integral is finite if p ≤ n− k, 1 ≤ k < n− 1.
Let us show that (F˜kf˜)(v, w) = ∞. By (3.8), it suffices to prove
that (F f˜v)(ζ) = ∞. For η = (ηn−k, . . . , ηn+1) ∈ S
k+1 ⊂ Rk+2 (see
(3.10)), we have f˜v(η) = |ηn−k|
−1 (1 − log |ηn−k|)
−1. Let rζ be an or-
thogonal transformation in Rk+2 such that rζen−k = ζ , and let S
k be
the unit sphere in the plane Rk+1 = Ren−k+1 ⊕ · · · ⊕ Ren+1. Setting
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η = rζu, we have
(F f˜v)(ζ) =
∫
η·ζ=0
|ηn−k|
−1 (1− log |ηn−k|)
−1 dζη
=
∫
Sk
|rζu · en−k|
−1 (1− log |rζu · en−k|)
−1 du,
where
|rζu · en−k| = |u · r
−1
ζ en−k| = |u · PrRk+1(r
−1
ζ en−k)| = h |u · σ|,
h = |PrRk+1(r
−1
ζ en−k)|, σ = PrRk+1(r
−1
ζ en−k)/h ∈ S
k.
Hence,
(F f˜v)(ζ) =
∫
Sk
(h |u · σ|)−1 (1− log(h |u · σ|))−1 du
=
2σk−1
h
1∫
0
(1− t2)k/2−1
t (1− log(th))
dt ≥
ck
h
1/2∫
0
dt
t (1− log(th))
,
ck = const. The last integral diverges. 
3.3. Inversion formulas. To reconstruct f from F˜kf , it suffices
to invert the usual Funk transform F in (3.8) by any known method;
see, e.g., [12, 25, 30, 35, 36, 37, 41]. Let ϕ(v, w) = (F˜kf)(v, w),
ϕv(ζ) = ϕ(v, γ˜vζ), where γ˜v has the form (3.7). Then
(3.15) fv(η) ≡ f(γ˜vη) = (F
−1ϕv)(η).
If f is a continuous function, its value at a point θ ∈ Sn can be found
as follows. Interpret θ as a column vector θ = (θ1, . . . , θn+1)
T and set
θ′ = (θ1, . . . , θn−k)
T ∈ Rn−k, θ′′ = (θn−k+1, . . . , θn+1)
T ∈ Rk+1,
(3.16) v = θ′/|θ′| ∈ Sn−k−1 ⊂ Rn−k,
(3.17) η = (0, . . . , 0, |θ′|, θ′′)T ∈ Sk+1 ⊂ Rk+2.
If θ′ 6= 0, then γ˜vη = θ and we get
(3.18) f(θ) = (F−1ϕv)(η), ϕv(ζ) = ϕ(v, γ˜vζ).
If θ′ = 0, then f(θ) can be reconstructed by continuity.
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If f is an arbitrary function satisfying (3.11), for instance, f ∈
Lp(Sn), n− k < p ≤ ∞, then the integral∫
Sn−k−1
d∗v
∫
Sk+1
|fv(η)| d∗η
is finite; see calculations after (3.13). Hence, by (3.15), f can be ex-
plicitly reconstructed at almost all points on almost all spheres Sk+1v
by making use of known inversion formulas for the Funk transform on
this class of functions; see, e.g., [36, 37, 41].
4. The Hyperbolic Case
The hyperbolic totally geodesic Radon transform assigns to each
sufficiently good function f on the real hyperbolic space Hn the collec-
tion of integrals of f over k-dimensional totally geodesic submanifolds
of Hn. If k < n− 1, the inversion problem for this transform is overde-
termined and we shall construct the corresponding admissible complex,
using the same idea as in the spherical case. Realization of this idea
relies on the geometry of Hn.
4.1. Preliminaries. We recall basic facts. More details can be
found in [4, 5, 38, 44]; see also [12, 19]. Let En,1 ∼ Rn+1, n ≥ 2, be
the real pseudo-Euclidean space of points x = (x1, . . . , xn+1) with the
inner product
(4.1) [x, y] = −x1y1 − · · · − xnyn + xn+1yn+1.
The n-dimensional real hyperbolic space Hn will be realized as the
“upper” sheet of the two-sheeted hyperboloid
(4.2) Hn = {x ∈ En,1 : [x, x] = 1, xn+1 > 0};
dist(x, y) = cosh−1[x, y] is the geodesic distance between the points
x and y in Hn. The hyperbolic coordinates θ1, . . . , θn−1, r of a point
x ∈ Hn are defined by
(4.3)


x1 = sinhr sin θn−1 . . . sin θ2 sin θ1,
x2 = sinhr sin θn−1 . . . sin θ2 cos θ1,
......................................................
xn = sinhr cos θn−1,
xn+1 = coshr,
where 0 ≤ θ1 < 2π; 0 ≤ θj < π, 1 < j ≤ n − 1; 0 ≤ r < ∞. Every
x ∈ Hn is representable as
(4.4) x = θ sinh r + en+1 cosh r
OVERDETERMINED TRANSFORMS IN INTEGRAL GEOMETRY 11
where θ is a point of the unit sphere Sn−1 in Rn = Re1 ⊕ · · · ⊕ Ren
with Euler’s angles θ1, . . . , θn−1. We denote by SO0(n, 1) the con-
nected group of pseudo-rotations of En,1 which preserve the bilinear
form (4.1); SO(n) is the rotation group in Rn which is identified with
the subgroup of all pseudo-rotations leaving en+1 fixed. The SO(n)-
invariant measure dθ on Sn−1 is defined by
(4.5) dθ=J(θ) dθ1 . . . dθn−1, J(θ)=sin
n−2 θn−1 sin
n−3 θn−2 . . . sin θ2,
so that σn−1 =
∫
Sn−1
dθ = 2πn/2/Γ(n/2). The SO0(n, 1)-invariant
measure dx on Hn can be defined by
(4.6) dx = sinhn−1r dθdr
where dθ has the form (4.5). Then
(4.7)
∫
Hn
f(x) dx =
∞∫
0
sinhn−1r dr
∫
Sn−1
f(θ sinh r + en+1 cosh r) dθ.
We will need a generalization of (4.4) of the form
(4.8) x = v sinh r + u cosh r,
v ∈ Sn−k−1⊂Rn−k, u∈Hk⊂Ek,1∼Rk+1, 0≤r<∞, 0≤k<n,
where Rn−k and Rk+1 have the same meaning as in (3.2). Then
(4.9) dx = dv du dν(r), dν(r) = sinhn−k−1 r coshk r dr,
dv and du being the Riemannian measures on Sn−k−1 and Hk, respec-
tively; see [44, pp. 12, 23]. Owing to (4.8),
(4.10)
∫
Hn
f(x) dx =
∞∫
0
dν(r)
∫
Sn−k−1
dv
∫
Hk
f(v sinh r + u cosh r) du.
The case k = 0 agrees with (4.7). If k = n− 1, then (4.10) yields
(4.11)
∫
Hn
f(x) dx =
∞∫
−∞
coshn−1r dr
∫
Hn−1
f(e1 sinh r + u cosh r) du.
We will also need the one-sheeted hyperboloid
(4.12)
∗
H
n = {y ∈ En,1 : [y, y] = −1}.
Every point y ∈
∗
H
n is representable as y = σ cosh ρ+ en+1 sinh ρ where
−∞ < ρ < ∞ and σ ∈ Sn−1. In this notation the SO0(n, 1)-invariant
measure dy on
∗
H
n has the form
(4.13) dy = coshn−1ρ dσdρ.
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The hyperbolic Radon transform of a sufficiently good function f
on Hn is defined as a function on
∗
H
n by the formula
(4.14) (Hf)(y) =
∫
ξy
f(x) dyx, ξy={x∈H
n : [x, y]=0}, y ∈
∗
H
n,
where the measure dyx is the image of the standard measure on the
(n − 1)-dimensional hyperboloid ξen = {x ∈ H
n : xn = 0} under the
transformation ωy ∈ SO0(n, 1) satisfying ωyξen = ξy.
Theorem 4.1. [4, Corollaries 3.7, 3.8] The integral (4.14) is finite
for almost all y ∈
∗
H
n whenever
(4.15)
∫
Hn
|f(x)|
dx
xn+1
<∞.
In particular, (4.14) is finite a.e. if f ∈ Lp(Hn),
(4.16) 1 ≤ p < (n− 1)/(n− 2).
The condition (4.16) is sharp. Moreover, for every σ ∈ Sn−1,
(4.17)
∞∫
−∞
(Hf)(σ cosh ρ+ en+1 sinh ρ)
dρ
cosh ρ
=
∫
Hn
f(x)
dx
xn+1
and this expression does not exceed c ||f ||p, c = const.
Explicit inversion formulas for Hf and other properties of this
transform can be found in [1, 2, 3, 4, 25, 36, 38, 43].
4.2. Radon transform over k-geodesics in Hn. We denote by
Ξk the set of all k-dimensional totally geodesic submanifolds ξ of H
n,
1 ≤ k ≤ n− 1. The corresponding Radon transform has the form
(4.18) (Hkf)(ξ) =
∫
{x∈Hn: d(x,ξ)=0}
f(x) dξx, ξ ∈ Ξk,
where dξx is the volume element on ξ. To give this formula precise
meaning, we set En,1 = Rn−k × Ek,1 where
(4.19) Rn−k=Re1⊕ . . .⊕Ren−k, E
k,1∼Rk+1=Ren−k+1⊕ . . .⊕Ren+1,
and let rξ ∈ SO0(n, 1) be a pseudo-rotation which takes the k-dimensional
hyperboloid Hk = Hn ∩ Rk+1 to ξ. Then
(4.20) (Hkf)(ξ) =
∫
Hk
f(rξx) dHkx
OVERDETERMINED TRANSFORMS IN INTEGRAL GEOMETRY 13
where the measure dHkx on H
k is defined in a standard way. If f ∈
Lp(Hn), this integral is finite for almost all ξ ∈ Ξk provided that
(4.21) 1 ≤ p < (n− 1)/(k − 1),
and this condition is sharp, [5, 43].
Suppose k < n−1 and define an n-dimensional admissible complex
Ξ˜n in Ξk, so that f can be explicitly reconstructed from (Hkf)(ξ),
ξ ∈ Ξ˜n. We fix a point v ∈ S
n−k−1 ⊂ Rn−k (see (4.19)) and denote
R
k+2
v =Rv ⊕ R
k+1, Hk+1v = H
n ∩ Rk+2v ;
cf. (3.3). Then we set
(4.22) Ξ˜n = {ξ ∈ Ξk : ξ ⊂ H
k+1
v for some v ∈ S
n−k−1};
cf. (3.4). Clearly, dim Ξ˜n = n. Every k-geodesic ξ ∈ Ξ˜n can be indexed
by the pair (v, y) where v ∈ Sn−k−1 and y is a point of the one-sheeted
hyperboloid
∗
H
k+1
v =
∗
H
n ∩ Rk+2v . We denote
(4.23) H˜n = {(v, w) : v ∈ S
n−k−1, w ∈
∗
H
k+1
v }
and equip this set with the product measure dvdw, where dv and dw
are canonical measures on Sn−k−1 and
∗
H
k+1
v , respectively; cf. (4.5),
(4.13). The Radon transform (4.20) restricted to Ξ˜n can be realized as
(4.24) (H˜kf)(v, w) =
∫
{x∈Hk+1v : [x,w]=0}
f(x) dv,wx, (v, w) ∈ H˜n,
where the measure dv,wx is defined as the image of the corresponding
canonical measure on Hk. Clearly, (4.24) is the usual hyperbolic Radon
transform on the (k + 1)-dimensional hyperboloid Hk+1v ; cf. (4.14).
4.3. Existence on Lp-functions. Fix v ∈ Sn−k−1 and choose an
arbitrary rotation γv in R
n−k, so that γven−k = v. As in (3.7), let
(4.25) γ˜v =
[
γv 0
0 Ik+1
]
and change variables in (4.24) by setting x = γ˜vη, w = γ˜vζ . Then
η ∈ Hk+1, ζ ∈
∗
H
k+1,
(4.26) Hk+1 = Hn ∩ Rk+2, Rk+2 = Ren−k ⊕ · · · ⊕ Ren+1.
We get
(4.27) (H˜kf)(v, γ˜vζ) = (Hfv)(ζ), fv(η) = f(γ˜vη),
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where
(4.28) (Hfv)(ζ)≡
∫
{η∈Hk+1: [η,ζ]=0}
fv(η) dζη
is the usual hyperbolic Radon transform on Hk+1. Thus, the existence
of H˜kf is equivalent to the existence of (Hfv)(ζ). The latter is charac-
terized by Theorem 4.1 which should be applied to fv. To reformulate
the conditions of that theorem in terms of f , we need the following
Lemma 4.2. The equality
(4.29)
∫
Sn−k−1
dv
∫
Hk+1
fv(η) dη=2
∫
Hn
f(x)
|x′|n−k−1
dx, x′=(x1, . . . , xn−k),
holds provided that either side of it is finite when f is replaced by |f |.
Proof. Let η = ηn−k en−k + η˜, η˜ = (ηn−k+1, . . . ηn+1). Then γ˜vη =
v ηn−k + η˜ and (4.11) yields
l.h.s =
∫
Sn−k−1
dv
∫
Hk+1
f(v ηn−k + η˜) dη
=
∫
Sn−k−1
dv
∞∫
−∞
coshkr dr
∫
Hk
f(v sinh r + u cosh r) du
= 2
∞∫
0
dν(r)
sinhn−k−1r
∫
Sn−k−1
dv
∫
Hk
f(v sinh r + u cosh r) du,
dν(r) = sinhn−k−1 r coshk r dr. By (4.10), the result follows. 
Theorem 4.3. Let 1 ≤ k ≤ n− 1. The integral (4.24) is finite for
almost all (v, w) ∈ H˜n provided that
(4.30)
∫
Hn
|f(x)|p
dx
|x′|n−k−1
<∞, 1 ≤ p < k/(k − 1).
Proof. If f satisfies (4.30), then, by (4.29), fv ∈ L
p(Hk+1). Hence,
by Theorem 4.1 and (4.27), (H˜kf)(v, γ˜vζ) = (Hfv)(ζ) is finite for al-
most all v ∈ Sn−k−1 and ζ ∈
∗
H
k+1. It follows that (H˜kf)(v, w) is finite
for almost all v ∈ Sn−k−1 and w ∈
∗
H
k+1
v . 
Remark 4.4. The restriction 1 ≤ p < k/(k − 1) is sharp, as in
Theorem 4.1, and the bound k/(k − 1) is smaller than (n− 1)/(k − 1)
if k < n− 1; cf. (4.21).
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4.4. Inversion formulas. To reconstruct an arbitrary function f
satisfying (4.30) from ϕ(v, w) = (H˜kf)(v, w), it suffices to invert the
usual hyperbolic Radon transform (Hfv)(ζ) from (4.28). Specifically,
fix v ∈ Sn−k−1 and let ϕv(ζ) = ϕ(v, γ˜vζ). Using any known inversion
formula for H (see, e.g., [4, 25, 36, 38]), we get
(4.31) fv(η) ≡ f(γ˜vη) = (H
−1ϕv)(η).
Since fv ∈ L
p(Hk+1), 1 ≤ p < k/(k − 1), then it can be evaluated at
almost all points of almost all hyperboloids Hk+1v . If, in addition to
(4.30), f is continuous, then, to find the value of f at a point x ∈ Hn,
we regard x as a column vector x = (x1, . . . , xn+1)
T and set
x′ = (x1, . . . , xn−k)
T ∈ Rn−k, x′′ = (xn−k+1, . . . , xn+1)
T ∈ Rk+1,
(4.32) v = x′/|x′| ∈ Sn−k−1 ⊂ Rn−k,
(4.33) η = (0, . . . , 0, |x′|, x′′)T ∈ Hk+1 ⊂ Rk+2.
Then x = γ˜vη and we get f(x) = (H
−1ϕv)(η).
5. The Range of the Restricted k-plane Transform
5.1. Definitions and the main result. We will be using the
same notation as in Section 2. In the following Z+ = {0, 1, 2, . . .},
Z
n
+ = Z+ × · · · × Z+ (n times). The Schwartz space S(R
n) is defined in
a standard way with the topology generated by the sequence of norms
||f ||m = sup
|α|≤m
(1 + |x|)m|(∂αf)(x)|, m = 0, 1, 2, . . . .
The Fourier transform of f ∈ S(Rn) has the form
(5.1) (Ff)(y) ≡ fˆ(y) =
∫
Rn
f(x) eix·y dx.
The corresponding inverse Fourier transform will be denoted by fˇ .
Definition 5.1. A function g on the sphere Sk ⊂ Rk+1 is called
differentiable if the homogeneous function g˜(x) = g(x/|x|) is differen-
tiable in the usual sense on Rk+1 \ {0}. The derivatives of g will be
defined as restrictions to Sk of the corresponding derivatives of g˜(x):
(5.2) (∂αθ g)(θ) = (∂
αg˜)(x)
∣∣
x=θ
, α ∈ Zk+1+ , θ ∈ S
k.
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Definition 5.2. We denote by Se(Z˜n,k) the space of functions
ϕ(θ, s; x′′) on Z˜n,k = S
k × R × Rn−k−1, which are infinitely differen-
tiable in θ, s and x′′, rapidly decreasing as |s| + |x′′| → ∞ together
with all derivatives, and satisfy
(5.3) ϕ(−θ,−s; x′′) = ϕ(θ, s; x′′) ∀ (θ, s; x′′) ∈ Z˜n,k.
The topology in Se(Z˜n,k) is defined by the sequence of norms
(5.4) ||ϕ||m = sup
|µ|+j+|γ|≤m
sup
θ,s,x′′
(1+|s|+|x′′|)m|(∂µθ ∂
j
s∂
γ
x′′ϕ)(θ, s; x
′′)|.
The space Se(Zn) of rapidly decreasing even smooth functions ϕ˜(θ, s)
on Zn = S
n−1 × R is defined similarly.
Definition 5.3. Let SH(Z˜n,k) denote the subspace of all functions
ϕ ∈ Se(Z˜n,k) satisfying the moment condition: For every m ∈ Z+
there exists a homogeneous polynomial
Pm(θ, x
′′) =
∑
|α|=m
cα(x
′′) θα
with coefficients cα(x
′′) in S(Rn−k−1) such that
(5.5)
∫
R
ϕ(θ, s; x′′) sm ds = Pm(θ, x
′′).
We equip SH(Z˜n,k) with the induced topology of Se(Z˜n,k).
The main result of this section is the following
Theorem 5.4. The restricted k-plane transform R˜k acts as an iso-
morphism from S(Rn) onto SH(Z˜n,k).
5.2. Auxiliary statements.
Lemma 5.5.
(i) If f ∈ Ck(Rn), t ∈ R, then for |α| ≤ k and j ≤ k,
(5.6) ∂αx [f(tx/|x|)] = |x|
−|α|
|α|∑
|γ|=1
t|γ| hα,γ(x/|x|) (∂
γf)(tx/|x|),
(5.7)
∂j
∂tj
[f(tx/|x|)] =
∑
|γ|=j
hγ(x/|x|) (∂
γf)(tx/|x|),
where hα,γ and hγ are homogeneous polynomials independent of f .
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(ii) If g ∈ Ck(R+), R+ = (0,∞), then for 1 ≤ |β| ≤ k and x 6= 0,
(5.8) ∂βx [g(|x|)] =
|β|∑
k=1
|x|k−|β| hβ,k(x/|x|) g
(k)(|x|),
where hβ,k are homogeneous polynomials independent of g.
Proof. We proceed by induction. Let |α| = 1, that is, ∂αx = ∂/∂xj
for some j ∈ {1, 2, . . . , n}. Then
∂
∂xj
[f(tx/|x|)] = t
n∑
k=1
(∂kf)(tx/|x|) pj,k(x),
pj,k(x) =
∂
∂xj
[
xk
|x|
]
=
1
|x|


−
xkxj
|x|2
if j 6= k,
1−
x2k
|x|2
if j = k.
This gives (5.6) for |α| = 1. Now the routine calculation shows that if
(5.6) holds for any |α| = ℓ, then it is true for |α| = ℓ+ 1.
The proof of (5.7) is easier. For j = 1,
∂
∂t
[f(tx/|x|)] =
n∑
k=1
(∂kf)(tx/|x|)
xk
|x|
.
The general case follows by iteration. The proof of (5.8) is straightfor-
ward by induction. 
Corollary 5.6. Let f ∈ S(Rn), f˜(θ, t) = f(tθ), where t ∈ R,
θ ∈ Sn−1. Then for any m ∈ Z+ there exist N ∈ Z+ and a constant
cm,N independent of f such that
||f˜ ||m ≡ sup
|α|+j≤m
sup
θ,t
|(1 + |t|)m|(∂αθ ∂
j
t f˜)(θ, t)|
≤ cm,N ||f ||N ≡ cm,N sup
|γ|≤N
sup
y
(1 + |y|)N |(∂γf)(y)|.
In other words, f → f˜ is a continuous mapping from S(Rn) to Se(Zn).
Corollary 5.7. The map F1, which assigns to a function w(θ, t) ∈
Se(Zn) its Fourier transform in the t-variable, is an automorphism of
the space Se(Zn).
5.3. Proof of Theorem 5.4. We split the proof in several steps.
Proposition 5.8. If f ∈ S(Rn), then R˜kf ∈ SH(Z˜n,k) and the map
f → R˜kf is continuous.
18 B. RUBIN
Proof. By (2.3) and (2.8), the function
(5.9) ϕ(θ, s; x′′) =
∫
θ⊥∩Rk+1
f(sθ + u, x′′) dθu = (Rfx′′)(θ, s),
is the usual hyperplane Radon transform in Rk+1 of fx′′(x
′) = f(x′, x′′).
Hence, (5.5) follows from the equalities∫
R
ϕ(θ, s; x′′) sm ds =
∫
R
(Rfx′′)(θ, s) s
m ds =
∫
Rk+1
f(x′, x′′)(x′ · θ)k dx′.
The evenness property (5.3) is a consequence of (5.9). Furthermore, by
the Projection-Slice Theorem,
[ϕ(θ, ·; x′′)]∧(η) = [(Rfx′′)(θ, ·)]
∧(η) = [f(·, x′′)]∧(ηθ).
Hence, A : f → ϕ= R˜kf is a composition of three mappings, specifi-
cally, A=A3A2A1, where
A1 : f(x) → [f(·, x
′′)]∧(ξ′) ≡ g(ξ′, x′′);
A2 : g(ξ
′, x′′) → g(θη, x′′) ≡ w(θ, η; x′′);
A3 : w(θ, η; x
′′) → [w(θ, ·; x′′)]∨(s) ≡ ϕ(θ, s; x′′).
The continuity of the operators
A1 : S(R
n)→S(Rk+1 × Rn−k−1), A3 : Se(Z˜n,k)→ Se(Z˜n,k)
is a consequence of the isomorphism property of the Fourier transform.
The continuity of A2 from S(R
k+1 × Rn−k−1) to Se(Z˜n,k) follows from
Corollary 5.6 applied in the ξ′-variable. This gives the result. 
The next proposition is the most technical.
Proposition 5.9. If ϕ ∈ SH(Z˜n,k), then the function
(5.10) ψ(x) ≡ ψ(x′, x′′) =
∫
R
ϕ(x′/|x′|, s; x′′) eis|x
′| ds
belongs to S(Rn) and the map ϕ→ ψ is continuous.
Proof. We have to show that for every m ∈ Z+ there exist M =
M(m) ∈ Z+ and a constant Cm > 0 independent of ϕ such that ||ψ||m ≤
Cm ||ϕ||M . To this end, it suffices to prove the following inequalities:
(5.11) sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m |∂px′∂
γ
x′′ψ(x
′, x′′)| ≤ Cm ||ϕ||M ,
(5.12) sup
|p|+|γ|≤m
sup
|x′|>1
sup
x′′
(1+|x′|+|x′′|)m |∂px′∂
γ
x′′ψ(x
′, x′′)| ≤ Cm ||ϕ||M .
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In the following the letters c and C with subscripts stand for con-
stants which are not necessarily the same in any two occurrences.
STEP 1 (proof of (5.11). Fix any q ∈ N. By Taylor’s formula,
(5.13) ez =
q−1∑
ν=0
zν
ν!
+ eq(z), eq(z) =
∞∑
ν=q
zν
ν!
.
Putting z = is|x′|, we have
ψ(x′, x′′) =
q−1∑
ν=0
(i|x′|)ν
ν!
∫
R
ϕ(x′/|x′|, s; x′′) sν ds
+
∫
R
ϕ(x′/|x′|, s; x′′) eq(is|x
′|) ds.
By (5.5),
(i|x′|)ν
∫
R
ϕ(x′/|x′|, s; x′′) sν ds = (i|x′|)νPν(x
′/|x′|, x′′)
where Pν(θ, x
′′) =
∑
|α|=ν cα(x
′′) θα, cα(x
′′)∈ S(Rn−k−1), or, by the ho-
mogeneity,
(5.14) (i|x′|)ν
∫
R
ϕ(x′/|x′|, s; x′′) sν ds = Pν(ix
′, x′′).
Hence, for γ ∈ Zn−k−1+ , we may write
(5.15) ∂γx′′ψ(x
′, x′′) =
q−1∑
ν=0
Pν,γ(ix
′, x′′)
ν!
+ Ψq,γ(x
′, x′′),
Pν,γ(ix
′, x′′) = (i|x′|)ν
∫
R
(∂γx′′ϕ)(x
′/|x′|, s; x′′) sν ds(5.16)
=
∑
|α|=ν
(∂γcα)(x
′′)(ix′)α,(5.17)
(5.18) Ψq,γ(x
′, x′′) =
∫
R
(∂γx′′ϕ)(x
′/|x′|, s; x′′) eq(is|x
′|) ds.
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Let us estimate the derivatives (∂px′′Ψq,γ)(x
′, x′′), assuming 0 ≤ |p| < q.
For |x′| > 0 we have
∂px′ [(∂
γ
x′′ϕ)(x
′/|x′|, s; x′′) eq(is|x
′|)]
=
∑
α+β=p
cα,β ∂
α
x′[(∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)] ∂βx′[eq(is|x
′|)].(5.19)
By (5.6),
∂αx′[(∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)]= |x′|−|α|
|α|∑
|µ|=1
hα,µ(x
′/|x′|) (∂γx′′∂
µ
x′ϕ0)(x
′/|x′|, s; x′′)
where ϕ0(x
′, s; x′′) = ϕ(x′/|x′|, s; x′′) and hα,µ are homogeneous poly-
nomials independent of ϕ. Thus, by (5.2),
|∂αx′[(∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)]|(5.20)
≤ cp |x
′|−|α|
|α|∑
|µ|=1
sup
θ
|(∂γx′′∂
µ
θϕ)(θ, s; x
′′)|.
To estimate ∂βx′ [eq(is|x
′|)], we consider the cases β 6= 0 and β = 0
separately. If β 6= 0, then, by (5.8),
(5.21) |∂βx′[eq(is|x
′|)]| ≤
|β|∑
j=1
|x′|j−|β| |hβ,j(x
′/|x′|)| |s|j |e(j)q (is|x
′|)|
where hβ,j are homogeneous polynomials. Since e
(j)
q (z) = eq−j(z) for
any 0 ≤ j ≤ q, the function
e
(j)
q (z)
zq−j
=
eq−j(z)
zq−j
=
1
zq−j
(
ez −
q−j−1∑
ν=0
zν
ν!
)
, z ∈ C,
is bounded (check the cases |z| ≤ 1 and |z| > 1 separately). Hence, the
expression (is|x′|)j−q e
(j)
q (is|x′|) is bounded uniformly in s and x′, and
(5.21) yields
|∂βx′[eq(is|x
′|)]| ≤ cβ,q
|β|∑
j=1
|x′|j−|β| |s|j |sx′|q−j.
This gives
(5.22) |∂βx′[eq(is|x
′|)]| ≤ cq |x
′|q−|β|(1+|s|)q.
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The last estimate extends to β = 0, but the proof in this case is easier.
Combining (5.20), (5.22) and (5.19), and keeping in mind that |p| < q,
we obtain
|∂px′[∂
γ
x′′ϕ(x
′/|x′|, s; x′′) eq(is|x
′|)]|
≤ cq(1+|s|)
q
( q∑
|µ|=1
sup
θ
|(∂µθ ∂
γ
x′′ϕ)(θ, s; x
′′)|
) ∑
α+β=p
|x′|q−|β|−|α|
≤
c˜q
(1+|s|)2
|x′|q−|p| sup
|µ|≤q
sup
θ,s
(1+|s|)q+2|(∂µθ ∂
γ
x′′ϕ)(θ, s; x
′′)|.(5.23)
Since q, γ and |p| < q are arbitrary, the latter means that we can dif-
ferentiate under the sign of integration in (5.18) infinitely many times.
Moreover, if we fix any m ∈ Z+ and any q > m, then, by (5.23), we
obtain
sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m |∂px′Ψq,γ)(x
′, x′′)|
≤ sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m
∫
R
|∂px′[∂
γ
x′′ϕ(x
′/|x′|, s; x′′) eq(is|x
′|)]| ds
≤ Cq sup
|p|+|γ|≤m
sup
|x′|<1
|x′|q−|p| sup
x′′
(1+|x′′|)m
× sup
|µ|≤q
sup
θ,s
(1+|s|)q+2|(∂µθ ∂
γ
x′′ϕ)(θ, s; x
′′)|
≤ Cq sup
|p|+|γ|≤m
sup
|x′|<1
|x′|q−|p| sup
|µ|+|γ|≤m+q+2
× sup
θ,s,x′′
(1+|s|+|x′′|)m+q+2|(∂µθ ∂
γ
x′′ϕ)(θ, s; x
′′)|
≤ Cq sup
|p|+|γ|≤m
sup
|x′|<1
|x′|q−|p| ||ϕ||m+q+2.
Setting q = m+ 1, we get
(5.24) sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m |∂px′Ψm+1,γ)(x
′, x′′)| ≤ Cm ||ϕ||2m+3.
Let us estimate the derivatives of the first term in (5.15). By (5.16)
and (5.17),
(∂px′Pν,γ)(ix
′, x′′) = ∂px′
[
(i|x′|)ν
∫
R
(∂γx′′ϕ)(x
′/|x′|, s; x′′) sν ds
]
=
∑
|α|=ν
(∂γcα)(x
′′) ∂px′ [(ix
′)α], ν ≤ q − 1.
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Hence, if |p| > ν, then (∂px′Pν,γ)(ix
′, x′′) = 0. Suppose |p| ≤ ν. Then
sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m |(∂px′Pν,γ)(ix
′, x′′)|
≤ cp sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m
×
∑
α+β=p
|∂βx′ [(i|x
′|)ν ]|
∣∣∣ ∫
R
∂αx′[∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)] sν ds
∣∣∣.
By (5.8) and (5.20), the last expression does not exceed the following:
cp,ν sup
|p|+|γ|≤m
sup
|x′|<1
∑
α+β=p
|x′|ν−|β|−|α| sup
x′′
(1+|x′′|)m
×
∫
R
[ |α|∑
|µ|=1
sup
θ
|(∂γx′′∂
µ
θϕ)(θ, s; x
′′)|
]
sν ds
≤ c˜p,ν sup
|p|+|γ|≤m
sup
|x′|<1
|x′|ν−|p| sup
s,x′′
(1+|x′′|+|s|)m+ν+2
×
|α|∑
|µ|=1
sup
θ
|(∂γx′′∂
µ
θ ϕ)(θ, s; x
′′)|
≤ Cp,ν sup
|p|+|γ|≤m
sup
|x′|<1
|x′|ν−|p| sup
|µ|+|γ|+j≤|p|+m+ν
× sup
θ,s,x′′
(1+|x′′|+|s|)m+ν+2+|p|| (∂γx′′∂
µ
θ ∂
j
sϕ)(θ, s; x
′′)|
≤ Cp,ν sup
|p|+|γ|≤m
sup
|x′|<1
|x′|ν−|p| ||ϕ||m+ν+2+|p|
≤ Cp,ν ||ϕ||2m+ν+2 ≤ Cm,q ||ϕ||2m+q+1 = Cm ||ϕ||3m+2;
here we choose q = m+ 1, as in (5.24).
Combining the last estimate with (5.15) and (5.24), we obtain
sup
|p|+|γ|≤m
sup
|x′|<1
sup
x′′
(1+|x′′|)m |∂px′∂
γ
x′′ψ(x
′, x′′)| ≤ Cm (||ϕ||2m+3+||ϕ||3m+2).
This gives the first required inequality (5.11).
STEP 2. Let us prove (5.12). Fix any m ∈ Z+. Then integration
by parts yields
[ϕ(θ, ·; x′′)]∧(η) = (−iη)−m
∫
R
(∂ms ϕ)(θ, s; x
′′) eisη ds.
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For arbitrary multi-indices γ ∈ Zn−k−1+ and p ∈ Z
k+1
+ satisfying |p| +
|γ| ≤ m, we have
(∂px′∂
γ
x′′ψ)(x
′, x′′) = ∂px′ [(−i|x
′|)−mψm,γ(x
′, x′′)],
ψm,γ(x
′, x′′) =
∫
R
(∂ms ∂
γ
x′′ϕ)(x
′/|x′|, s; x′′) eis|x
′| ds,
and therefore,
(5.25) |(∂px′∂
γ
x′′ψ)(x
′, x′′)| ≤ cp
∑
u+v=p
|∂ux′[|x
′|−m]| |(∂vx′ψm,γ)(x
′, x′′)|.
By (5.8),
(5.26) |∂ux′[|x
′|−m]| ≤ cm,u |x
′|−m−|u|.
To estimate |(∂vx′ψm,γ)(x
′, x′′)|, as in STEP 1, we have
∂vx′ [(∂
m
s ∂
γ
x′′ϕ)(x
′/|x′|, s; x′′) eis|x
′|]
=
∑
α+β=v
cα,β ∂
α
x′ [(∂
m
s ∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)] ∂βx′[e
is|x′|],(5.27)
where
|∂αx′ [(∂
m
s ∂
γ
x′′ϕ)(x
′/|x′|, s; x′′)]|(5.28)
≤ cv |x
′|−|α|
|α|∑
|µ|=1
sup
θ
|(∂µθ ∂
m
s ∂
γ
x′′ϕ˜)(θ, s; x
′′)|;
cf. (5.20). Furthermore, by (5.8), for β 6= 0 we have
∂βx′ [e
is|x′|] =
|β|∑
j=1
|x′|j−|β| hβ,j(x
′/|x′|) (is)j eis|x
′|,
where hβ,j are homogeneous polynomials. Hence, since |x
′| > 1,
(5.29) |∂βx′[e
is|x′|]| ≤ cβ
|β|∑
j=1
|x′|j−|β||s|j ≤ c˜β (1+|s|)
|β|.
This estimate obviously holds if β = 0. Combining (5.27), (5.28), and
(5.29), for |v| ≤ |p| we obtain
|∂vx′[(∂
m
s ∂
γ
x′′ϕ)(x
′/|x′|, s; x′′) eis|x
′|]|
≤ cv (1+|s|)
|v|
|v|∑
|µ|=1
sup
θ
|(∂µθ ∂
m
s ∂
γ
x′′ϕ)(θ, s; x
′′)|
≤
cp
(1+|s|)2
sup
|µ|+j+|γ|≤2m+2
sup
θ,s
(1+|s|+|x′′|)2m+2|(∂µθ ∂
j
s∂
γ
x′′ϕ)(θ, s; x
′′)|.
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Hence, we can differentiate under the sign of integration in ψm,γ(x
′, x′′)
and get
|(∂vx′ψm,γ)(x
′, x′′)|(5.30)
≤ c˜p sup
|µ|+j+|γ|≤2m+2
sup
θ,s
(1+|s|+|x′′|)2m+2|(∂µθ ∂
j
s∂
γ
x′′ϕ)(θ, s; x
′′)|.
Thus, (5.25), (5.26), and (5.30) yield
sup
|p|+|γ|≤m
sup
|x′|>1
sup
x′′
(1+|x′|+|x′′|)m |∂px′∂
γ
x′′ψ(x
′, x′′)|(5.31)
≤ cm sup
|p|+|γ|≤m
sup
|x′|>1
sup
x′′
(1+|x′|+|x′′|)m
∑
u+v=p
|x′|−m−|u|
× sup
|µ|+j+|γ|≤2m+2
sup
θ,s
(1+|s|+|x′′|)2m+2|(∂µθ ∂
j
s∂
γ
x′′ϕ)(θ, s; x
′′)|.
Since for |x′| > 1,
1 + |x′|+ |x′′|
|x′|
= 1 +
1 + |x′′|
|x′|
< 2 + |x′′|,
then the expression in (5.31) does not exceed
Cm sup
|µ|+j+|γ|≤3m+2
sup
θ,s,x′′
(1+|s|+|x′′|)3m+2 |(∂µθ ∂
j
s∂
γ
x′′ϕ)(θ, s; x
′′)|,
which is Cm ||ϕ||3m+2. This completes the proof of Proposition 5.9. 
5.3.1. The end of the proof of Theorem 5.4. In view of Proposition
5.8, it remains to prove that any ϕ ∈ SH(Z˜n,k) is uniquely represented
as ϕ = R˜kf for some f ∈ S(R
n) and the map ϕ → f is continuous in
the topology of the corresponding Schwartz spaces. In the following,
dealing with a function of x = (x′, x′′) on Rn = Rk+1 × Rn−k−1, we
denote by F1[·](y
′) and F2[·](y
′′) the Fourier transform of this function
in the first and the second variable, respectively. The corresponding n-
dimensional Fourier transform will be denoted by Fn[·](y), y = (y
′, y′′).
If ϕ ∈ SH(Z˜n,k), then the function ψ(y
′, x′′) = [ϕ(y′/|y′|, ·; x′′)]∧(|y′|)
belongs to S(Rk+1 × Rn−k−1) = S(Rn); see Proposition 5.9. We define
a new function
ψ1(y) ≡ ψ1(y
′, y′′) = F2[ψ(y
′, ·)](y′′).
Putting y′ = ηθ, η ∈ R, θ ∈ Sk, according to (5.10) and (5.3), we have
(5.32) F−12 [ψ1(ηθ, ·)](x
′′) = ψ(ηθ, x′′) = [ϕ(θ, ·; x′′)]∧(η).
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Now, let f ∈ S(Rn) be the inverse n-dimensional Fourier transform
of ψ1, i.e.,f = F
−1
n ψ1 = F
−1
1 F
−1
2 ψ1. Then by (2.4) and the Projection-
Slice Theorem,
[(R˜kf)(θ, ·; x
′′)]∧(η) = [(Rfx′′)(θ, ·)]
∧(η) = [f(·; x′′)]∧(ηθ)
= [(F−11 F
−1
2 ψ1)(·; x
′′)]∧(ηθ)
= [F−12 [ψ1(ηθ, ·)](x
′′) (use (5.32))
= [ϕ(θ, ·; x′′)]∧(η).
It follows that R˜kf = ϕ. Moreover, the map ϕ → f is continuous
thanks to the continuity of the mappings
ϕ −→ ψ −→ ψ1 −→ F
−1
n ψ1 = f
in the corresponding Schwartz spaces.
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