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Introduzione
Uno dei pilastri della Programmazione lineare é costituito dal cosidetto
“Teorema fondamentale della programmazione lineare” nel quale si prova che ogni proble-
ma di programmazione lineare compatibile e inferiormente limitato é dotato di minimo.
Qui vengono esposte varie generalizzazioni di questo importante risultato dovute a vari
Autori [1], [2], [4], [7].
Nel capitolo 1 viene presentato il problema generale di programmazione vincolata nelle
sue varie definizioni e vengono richiamati alcuni risultati sulle funzioni inferiormente se-
micontinue, indispensabili per il seguito.
Nel capitolo 2 vengono introdotte alcune definizioni relative al comportamento all’infinito
di insiemi e funzioni e successivamente viene esposto il nostro teorema fondamentale, dal
quale seguiranno tutti gli altri teoremi di esistenza del minimo che intendiamo esporre.
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Capitolo 1
Condizioni di ottimalitá globale
1.1 Problema di ottimizzazione vincolata
Dal punto di vista matematico si definisce il problema dell’ ottimizzazione globale in
Rn come:
f0(x) → min, (1.1)
fi(x) ≤ 0, i = 1, .., r.
dove f0 : R
n →]−∞,∞], é la nostra funzione obiettivo,
fi : R
n → (−∞,∞], i = 1, .., r sono le funzioni che vincolano il problema.
L’insieme S = {x ∈ Rn : fi(x) ≤ 0, i = 1, .., r} é detto regione ammissibile.
Il nostro problema (1.1) é chiamato problema di ottimizzazione vincolata su S ⊂ Rn.
Casi particolari del problema (1.1) sono i seguenti:
• Se la funzione f0 é convessa, e l’insieme S é convesso, allora si avrá un problema
di programmazione convessa.
• Se l’ insieme S é un poliedro e la funzione f0(x) é affine, allora il problema é detto
problema di programmazione lineare.
• Se la funzione f0 é quadratica e i vincoli fi(x) sono funzioni affini, allora si avrá
un problema di programmazione quadratica. In questo caso il problema assume la
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forma:
min{cT x + 1
2
xT Qx|x ∈ Rn, Ax ≤ b}
dove Q ∈ Rn×n é una matrice simmetrica, A ∈ Rm×n é una matrice assegnata e
b ∈ Rm, c ∈ Rn.
1.2 Problemi di esistenza
Partiamo con un risultato base dell’analisi matematica il quale esprime una condi-
zione sufficiente (ma non necessaria) per l’esistenza del minimo globale: il teorema di
Weiestrass, che nel campo dell’ottimizzazione é fondamentale.
Teorema 1.2.1 (Teorema di Weierstrass). Sia S ⊆ Rn insieme compatto e non vuoto e
sia f : S → R funzione continua. Allora esiste almeno un punto di minimo globale di f
in S.
Questo teorema puó essere esteso alle funzioni f inferiormente semicontinue.
1.2.1 Funzioni semicontinue inferiormente
Introduciamo il concetto di funzione semicontinua inferiormente, che risulterá fonda-
mentale nei capitoli successivi.
Sia T uno spazio metrico e R̄ =]−∞, +∞]. Poniamo
dom(f) = {x ∈ T |f(x) ∈ R}
La funzione si dice propria se dom(f) 6= 0.
Definizione 1.1 ( Funzioni semicontinue inferiormente (s.c.i) ). Siano x0 ∈ T e
f : T → R̄ =]−∞, +∞].
1.2 Problemi di esistenza 3
(a) Diciamo che f é semicontinua inferiormente (s.c.i) nel punto x0 se
∀ α ∈ R con α < f(x0) ∃ U intorno di x0 :
α < f(x) per ogni x ∈ U.
(b) Diciamo che f é semicontinua superiormente (s.c.s) in x0 se
∀α ∈ R con f(x0) < α, ∃U intorno di x0 :
f(x) < α per ogni x ∈ U.
Osservazione. Osserviamo che f é s.c.s in x0 se e solo se (−f) é s.c.i in x0. Possiamo,
quindi limitarci a studiare soltanto funzioni semicontinue inferiormente.
Ricordiamo che :
lim inf
x→x0
f(x) = sup
U∈U(x0)
inf
x∈U\{x0}
f(x),
dove U(x0) denota l’insieme degli intorni del punto x0.
(É facile vedere che la definizione non cambia se al posto di U(x0) sostituiamo una
qualsiasi base di intorni di x0).
Proposizione 1.2.2. Una funzione f : T → R̄ é s.c.i in un punto x0 ∈ T se e solo se
f(x0) ≤ lim inf
x→x0
f(x0).
Naturalmente, diciamo che una funzione é s.c.i su T se é s.c.i in ogni punto di T.
Nel teorema seguente abbiamo raccolto alcune caratterizzazioni delle funzioni s.c.i su T.
Teorema 1.2.3. Per una funzione f : T → R̄ , le seguenti affermazioni sono equivalenti:
(i) f é s.c.i su T;
(ii) f(x0) ≤ lim infx→x0 f(x) per ogni x0 ∈ T ;
(iii) per ogni α ∈ R, l’insieme {x ∈ T : f(x) ≤ α} é chiuso in T;
(iv) per ogni α ∈ R, l’insieme {x ∈ T : f(x) > α} é aperto in T;
(v) l’epigrafo epi(f) = {(x, r) ∈ T ×R : f(x) ≤ r} é chiuso in T ×R.
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Dimostrazione. L’equivalenza (i) ⇔ (ii) segue dalla Proposizione 1.2.2, mentre
(iii) ⇔ (iv) é ovvia e (iv)⇒ (i) si vede facilmente.
(ii)⇒ (v) : se supponiamo valida (ii), se (xn, rn) ∈ epi(f) e (xn, rn) → (x, r), allora
f(x) ≤ lim inf
t→x
f(t) ≤ lim inf
n→∞
f(xn) ≤ lim inf
n→+∞
rn = r,
per cui (x, r) ∈ epi(f).
(v) ⇒ (iii) : supponiamo (v) e dimostriamo (iii) per α ∈ R. Sia
f(xn) ≤ α, xn → x.
Allora (xn, α) ∈ epi(f) e (xn, α) → (x, α) e quindi (x, α) ∈ epi(f), cioé f(x) ≤ α.
Segue una proprietá importante per le applicazioni.
Teorema 1.2.4. Sia T uno spazion metrico compatto e f : T → R̄ una funzione s.c.i su
T. Allora f assume il suo minimo su T.
( cioé ∃x0 ∈ T : f(x0) ≤ f(x) per ogni x ∈ T ).
Dimostrazione. Se f é costante, il teorema risulta evidente. Se, invece, f non é costante
si avrá
r := inf f(T ) ∈ [−∞, +∞[
e quindi esiste una successione strettamente decrescente {rn} in ]r, +∞[ tale che rn ↘ r.
Allora
f−1(r) = {x : f(x) ≤ r} =
+∞⋂
n=1
{x : f(x) ≤ rn}.
Poiché questi insiemi sono chiusi e non vuoti, la loro intersezione é non vuota per la
compattezza di T.
Riprendiamo il nostro problema (1.1) e supponiamo che le funzioni siano semicontinue
inferiormente. Ora grazie al teorema appena dimostrato possiamo dire che l’esistenza
del minimo globale é garantita su ogni sottinsieme limitato, chiuso e non vuoto di Rn.
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1.2.2 Insiemi di livello
Sia f : S → R̄
Definizione 1.2 (Insieme di livello). Definiamo insieme di livello della funzione f ogni
insieme:
levf (α) := {x ∈ S : f(x) ≤ α}, α ∈ R.
Dal Teorema 1.2.3 si ottiene il seguente:
Teorema 1.2.5. Sia f : Rn → R̄ una funzione s.c.i. Se esiste un insieme di livello
levf (α) di f non vuoto e compatto, allora f possiede almeno un punto di minimo globale
in Rn.
1.2.3 Funzione coerciva
Un’altra condizione di esistenza del minimo globale in Rn puó essere stabilita quando
la funzione obiettivo del nostro problema iniziale (1.1) é coerciva. Presentiamo ora la
definizione.
Definizione 1.3 (funzione coerciva). Un funzione
f : Rn → R̄ si dice coerciva , se :
lim
‖x‖→∞
f(x) = +∞
.
Come proprietá di queste funzioni si puó dimostrare il seguente teorema.
Teorema 1.2.6. Sia f : Rn → R̄ una funzione semicontinua inferiormente, continua e
coerciva. Allora f possiede almeno un punto di minimo globale in Rn.
Dimostrazione. Sia x0 ∈ Rn, per la coercivitá di f esiste una costante M > 0 tale che,
∀x ∈ Rn con ‖x‖ > M, sia f(x) ≥ f(x0). Allora il problema originale
min
x∈Rn
f(x)
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si riduce al problema
min
x∈S
f(x)
dove S = {x : ‖x‖ ≤ M} ⊂ Rn é compatto. Per il Teorema 1.2.1 di Weierstrass, f ha
almeno un punto di minimo globale in S, dunque anche in Rn.
Capitolo 2
Principali risultati di esistenza
2.1 Definizioni
Riprendiamo il problema di programmazione vincolata descritto nel capitolo prece-
dente:
(P)
f0(x) → min,
fi(x) ≤ 0, i = 1, .., r, .
(2.1)
e supponiamo che le fi : R
n →] − ∞,∞], i = 0, 1, ..r, siano funzioni semicontinue
inferiormente.
Prima di iniziare la trattazione diamo alcune definizioni di concetti che verranno utilizzati
in seguito.
Definiamo l’insieme ammissibile con
D = dom(f0) ∩ C;
Ci = {x|fi(x) ≤ 0}, i = 0, 1, .., r;
C = Rn, se r = 0; C =
r⋂
i=1
Ci, se r > 0;
e con
dom(fi) = {x|fi(x) < ∞} 6= ∅, per 0 ≤ i ≤ r.
Poniamo inoltre:
L(γ) = {x ∈ Rn|f0(x) ≤ γ} ∩ C.
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Si definiscono poi:
• Vettore colonna: xT , dove x = (x1, .., xn) vettore riga;
• Prodotto scalare tra vettori: xT y;
• 2-norma di un vettore: ‖x‖ = (xT x)1/2;
• ∞− norm : ‖x‖∞ = maxi|xi|,
dove xi indica la componente i-esima del vettore x ;
• Per ogni γ ∈ R e f : Rn →]−∞,∞]. si definisce
levf (γ) = {x|f(x) ≤ γ};
• γk ↓ 0 : successione decrescente, che tende a zero ;
• Cono asintotico : per S ⊂ Rn poniamo
S∞ = {d ∈ Rn |∃xk ∈ S, tk →∞ :
xk
tk
→ d}
chiamiamo S∞ cono asintotico di S.
Nel caso di S convesso vale la seguente proposizione.
Proposizione 2.1.1. Sia d ∈ Rn, S un insieme non vuoto, convesso e chiuso in
Rn. Sono equivalenti le seguenti affermazioni:
(a) d ∈ S∞ ;
(b) esiste x̄ ∈ S tale che
x̄ + αd ∈ S, ∀α ≥ 0;
(c) S + αd ⊂ S, ∀α ≥ 0 ;
e inoltre S∞ é convesso e si ha:
se esiste x̄ ∈ S tale che
x̄ + αd ∈ S, ∀α ∈ R,
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allora si ha anche
d ∈ S∞, −d ∈ S∞
e
x + αd ∈ S, ∀x ∈ S, ∀α ∈ R.
Per la dimostrazione di questa proposizione si rimanda a [11].
• Direzione di recessione: per ogni funzione f : Rn →]−∞,∞], poniamo
f∞(d) = lim inf
h→d,
t→∞
f
(th)
t
.
Chiamiamo d ∈ Rn direzione di recessione di f se f∞(d) ≤ 0;
• Cono di recessione di f : Rf = {d|f∞(d) ≤ 0}.
Nel caso di f convessa vale la seguente proposizione.
Proposizione 2.1.2. Sia d ∈ Rn e sia
f : Rn →]−∞, +∞]
convessa, s.c.i e con dom(f) 6= ∅. Allora si ha:
f∞(d) = lim
t→∞
f(x + td)− f(x)
t
, ∀x ∈ dom(f)
f∞(d) = sup
t>0
f(x + td)− f(x)
t
, ∀x ∈ dom(f)
f∞(d) = sup
f(x)<∞
[f(x + d)− f(x)],
f∞(d) = lim
t→∞
f(td)
t
Inoltre sono equivalenti le affermazioni su µ ∈ R
(a) f(x + td) = f(x) + tµ, ∀x ∈ dom(f), ∀t ∈ R
(b) −f∞(−d) = µ = f∞(d)
É sufficiente che valga (a) per qualche x̄ ∈ dom(f) perché valga anche (b).
Per la dimostrazione di questa proposizione si rimanda a [11].
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2.2 Principale risultato di esistenza
L’esistenza del minimo globale é strettamente legata al comportamento all’infinito
delle funzioni fi. Piú precisamente utilizzeremo i seguenti insiemi.
Rec(f, S) := {d ∈ Rn|∀x ∈ S,∃ᾱ ≥ 0,∀α ≥ ᾱ : f(x + αd) ≤ 0}
AND(f) := {d ∈ Rn|∃xk ∈ dom(f) : ‖xk‖ → +∞, x
k
‖xk‖
→ d, lim sup
k→∞
f(xk) ≤ 0}
Diremo la successione xk associata a d se verifica le condizioni della definizione di
AND(f).
Retr(f, d) := {S ⊂ domf | per ogni xk ∈ S, tale che
‖xk‖ → ∞, x
k
‖xk‖
→ d,
si ha per un certo k̄ ≥ 1,
f(xk − d) ≤ max{0, f(xk)},∀k ≥ k̄}
Retr str(f, d) := {S ⊂ domf | per ogni xk ∈ S, tale che
‖xk‖ → ∞, x
k
‖xk‖
→ d,
si ha per un certo k̄ ≥ 1,
f(xk − d) ≤ f(xk),∀k ≥ k̄}
Per f convessa vale la seguente proposizione.
Proposizione 2.2.1. Sia d ∈ Rn con ‖d‖ = 1 e
f : Rn →]−∞,∞]
convessa, s.c.i, con dom(f) 6= ∅ e con infx∈Rn f(x) ≤ 0. Allora si ha
d ∈ Rf ⇔ d ∈ AND(f)
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Dimostrazione. Se d ∈ AND(f) e (xk) é associata a d, si ha per ogni ε > 0 fissato
‖xk‖ → ∞,
xk
‖xk‖
→ d,
f(xk) ≤ ε, per k ≥ k̄ ⇒
1
‖xk‖
f(‖xk‖
xk
‖xk‖
) ≤ ε
‖xk‖
⇒
f∞(d) ≤ lim inf
k→∞
[
1
‖xk‖
f(‖xk‖
xk
‖xk‖
)] ≤ lim inf
k→∞
ε
‖xk‖
= 0
e quindi d ∈ Rf , anche in assenza di convessitá di f.
Supponiamo ora d ∈ Rf . Osserviamo che esiste yk ∈ Rn tale che
lim
k→∞
f(yk) = inf
x∈Rn
f(x) ≤ 0.
Poniamo
tk = ‖yk‖2 + k,
xk = yk + tkd
Si verifica che
‖yk‖
tk
−−−→
k→∞
0,
‖xk‖ → ∞,
xk
‖xk‖
→ d
e dalla convessitá e s.c.i di f segue
f(yk + tkd) ≤ f(yk), per k ≥ 1 ⇒
lim sup
k→∞
f(xk) ≤ lim sup
k→∞
f(yk) ≤ 0
Ne segue che d ∈ AND(f).
Partendo da questi dati passiamo a trattare la questione dell’esistenza del minimo
globale. Iniziamo con la seguente condizione.
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( A1 ) Sia 0 ≤ i ≤ r, d ∈ AND(fi). Allora valgono le seguenti affermazioni:
(a) d ∈ Rec(fi, dom(fi))
oppure [dom(fi) ∈ Retr(fi, d) e inoltre d ∈ Rec(fi, Ci) se r ≥ 1];
(b) r ≥ 1 ⇒ C0 ⊂ dom(fi).
Il nostro risultato principale é il seguente.
Teorema 2.2.2 (Esistenza del minimo globale). Se le funzioni fi : R
n →]−∞,∞],
i = 0, 1, .., r, del problema (P) soddisfano la condizione ( A1 ) e se L(γ) 6= ∅,
∀γ > 0, allora si ha L(0) 6= ∅.
Dal teorema segue che quando f0, f1, .., fr soddisfano la condizione ( A1 ), allora esi-
ste il minimo globale del problema (P), se é inferiormente limitato.
Dimostrazione. Proviamo il teorema per induzione su r. Per questo basta provare che
per r=0 il teorema é vero e che dall’ipotesi che sia vero per problemi con un numero
di vincoli minore di r, si deduce che é vero anche nel caso di r vincoli. Prendiamo una
qualunque successione di scalari γk ↓ 0; per ipotesi L(γk) 6= ∅ per ogni k. Poiché fi é
inferiormente semicontinua per tutti gli i, L(γk) é chiuso. Quindi esiste
xk ∈ argmin{‖x‖|x ∈ L(γk)}
Se xk ha una sottosuccessione convergente, allora il punto limite di questa successione
deve essere in L(0), poiché le fi sono tutte inferiormente semicontinue. Cośı é sufficiente
considerare il caso di ‖xk‖ → ∞. Siccome xk/‖xk‖ é limitata , essa ha una sottosucces-
sione convergente a qualche limite d 6= 0. Passando eventualmente ad una sottosucces-
sione, possiamo supporre che xk/‖xk‖ → d, per k → ∞ . Poiché f0(xk) ≤ γk mentre
fi(x
k) ≤ 0, per i = 1, .., r, questo implica che d ∈ AND(fi), i = 0, .., r. Allora, per l’ipo-
tesi (A1)(a) , per ciascun i, d ∈ Rec(fi, dom(fi)) oppure dom(fi) ∈ Retr(fi, d), inoltre
se r 6= 0, allora d ∈ Rec(fi, Ci). Se d ∈ Rec(f0, dom(f0)) allora per ogni x̄ ∈ D 6= ∅,
abbiamo x̄ ∈ dom(f0) cośı che f0(x̄ + αd) ≤ 0 per ogni α abbastanza grande. Nel
caso r 6= 0, per ogni i ∈ (1, .., r) abbiamo x̄ ∈ Ci e quindi fi(x̄ + αd) ≤ 0 per ogni α
abbastanza grande. Cośı sará x̄ + αd ∈ L(0) per tutti gli α abbastanza grandi, e quindi
2.2 Principale risultato di esistenza 13
L(0) 6= ∅.
Pertanto rimane da considerare il caso di dom(f0) ∈ Retr(f0, d).
Se dom(fi) ∈ Retr(fi, d) per ogni i=1,..,r, allora per ogni i ∈ (0, 1, .., r) esiste k̄i tale che
xk − d ∈ levfi(γk,i), ∀k ≥ k̄i,
dove γk,0 = γk e γk,i = 0 per i = 1, .., r.. Quindi per ogni k ≥ k̄i, i = 0, 1, .., r,
x̃k = xk − d,
soddisferá la condizione x̃k ∈ L(γk). Allora dalla convergenza xk/‖xk‖ → d, noi abbiamo
dT xk/‖xk‖ → ‖d‖2 = 1, ció implica dT xk → ∞, e quindi 2dT xk > 1 per k abbastanza
grande e quindi anche
‖x̃k‖2 = ‖xk‖2 − 2dT xk + 1 < ‖xk‖2,
per tutti i k abbastanza grandi, Questo contraddice il fatto che xk ∈ L(γk) ha norma
minima. Cośı si ha L(0) 6= ∅ oppure
r ≥ 1 e d ∈ Rec(fī, dom(fī)) per qualche
ī ∈ {1, .., r}. Quanto provato sopra dimostra che il teorema é vero quando r = 0.
Per il problema
˜(P )
f0(x) → min
f(x) ≤ 0, per 0 ≤ i ≤ r, i 6= ī
continua a valere la condizione (A1) e si ha per
L̃(γ) = {x ∈ Rn | f0(x) ≤ γ, fi(x) ≤ 0, per 1 ≤ i ≤ r, i 6= ī}
L̃(γ) ⊃ L(γ) 6= ∅, ∀γ > 0
L’ipotesi di induzione assicura che L̃(0) 6= ∅. Per ogni x̃ ∈ L̃(0), siccome d ∈ Rec(fi, Ci),
per tutti gli i 6= ī abbiamo x̃+αd ∈ L̃(0), ∀α abbastanza grandi. Di piú l’ipotesi (A1)(b)
implica x̃ ∈ C0 ⊆ dom(fī), e quindi da d ∈ Rec(fī, dom(fī)) segue fī(x̃ + αd) ≤ 0,
∀α abbastanza grande e questo fornisce x̃ + αid ∈ L(0)
Il teorema mostra che quando f0, f1, ..fr soddisfano l’ipotesi (A1) e l’estremo inferiore
del problema (P) é finito, che noi supponiamo senza perdita di generalitá che sia zero,
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esiste il minimo globale di (P). Facciamo alcune considerazioni su questo teorema e sulle
ipotesi in maggior dettaglio qui di seguito.
Osservazione 1. Si puó vedere dalla dimostrazione che il teorema vale ancora se noi ri-
lassiamo l’ipotesi (A1)(b) in modo tale che C0 ⊆ dom(fi) solo gli i ∈ {0, 1, ..r}, per i quali
esiste qualche d ∈ AND(fi) tale che dom(fi) 6∈ Retr(fi, d).Per esempio se ogni vincolo
fi é di tipo affine, allora si puó dimostrare che per ogni d ∈ AND(fi) si ha dom(fi) ∈
Retr(fi, d) e quindi la (A1)(b) puó essere cancellata del tutto.
In generale l’ipotesi (A1)(b) non puó essere cancellata come dimostreremo nell’Esempio
2.1.
Osservazione 2. Il teorema vale ancora se noi rilassiamo l’ipotesi su f0 nella condizione
(A1)(a) nel seguente modo:
per ogni d ∈ AND(f0) esiste F ⊂ dom(f0) tale che:
a) d ∈ Rec(f0, dom(f0)\F ),
b) F ∈ Retr(f0, d),
c) Nel caso r 6= 0, d ∈ Rec(f0, C0).
( L’ ipotesi su f0 nella condizione (A1)(a) corrisponde al caso di F = ∅ oppure F =
dom(f0)). La validitá di questa osservazione é dovuta al fatto che, come nella dimostra-
zione del teorema, noi possiamo distinguere i seguenti casi:
i) Se D\F 6= ∅ allora per ogni x̄ ∈ D\F noi abbiamo f0(x̄) + αd ≤ 0
per α sufficientemente grande,
ii) d ∈ F e allora possiamo procedere come prima.
Questa non é una mera generalizzazione tecnica del teorema. Noi lo applicheremo nelle
sezioni 2.4 e 2.5.
Il seguente esempio mostra che le ipotesi sui vincoli f1, f2, ..fr, non possono essere
rilassate alla stessa maniera di f0.
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Esempio 2.1. Poniamo
f0(x, y) =

1/(|y|+ 1)− 1/2, se |y| < 1 e x ≥ 0,
0, se |y| ≥ 1 e x ≥ 0,
∞, altrimenti
f1(x, y) =

0, se |y| ≤ 1− e−k e x ≥ 0,
1, se |y| > 1− e−k e x ≥ 0,
∞, altrimenti
Allora sia f0 che f1 sono proprie e inferiormente semicontinue. Ogni d con
‖d‖ = 1 e d1 ≥ 0 appartiene a AND(f0). Si puó vedere che per ogni d ∈ AND(f0),
dom(f0) ∈ Retr(f0, d) e anche d ∈ Rec(f0, C0) . L’unico d ∈ AND(f1) é
d = (0, 1) e f1 6∈ Rec(f1, dom(f1)). Di piú la successione {(k, 1− e−k)} é una successione
associata a d = (0, 1), e dom(f1) 6∈ Retr(f1, d). Ma f1 soddisfa la seguente ipotesi
rilassata (che é analoga all’ipotesi rilassata su f0). Sia
F1 = {(x, y)|x ≥ 0, |y| ≥ 1}.
allora
d ∈ Rec(f1, dom(f1\F1),
F1 ∈ Retr(f1, d),
d ∈ Rec(f1, C0).
D’altra parte per il punto
(xk, yk) = (k, 1− e−k)
si ha
f1(x
k, yk) = 0 e f0(x
k, yk) → 0,
ma non c’é nessuna soluzione al sistema
f1(x, y) ≤ 0
f0(x, y) ≤ 0,
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Osservazione 3. Se per ogni i= 1,..,r e ciascun d ∈ AND(fi) si ha dom(fi) ∈ Retr(fi, d) e
d ∈ Rec(f, Ci) allora il teorema vale ancora se in (A1) la condizione ’nel caso r 6= 0,
d ∈ Rec(f0, C0)’ é cancellata. Infatti in questo caso il nostro problema (P) puó essere
ridotto al caso di r = 0, lavorando con la seguente funzione obiettivo:
f̃0(x) =
{
f0(x), se x ∈ D,
∞, altrimenti.
Si puó vedere che per questo problema equivalente l’ipotesi (A1)(a) é soddisfatta.
Un altro controesempio é dato dal seguente
Esempio 2.2. Sia
f0(x, y) =
{
1/(|y|+ 1), se x > 0 e |y| < 2
√
x,
0, altrimenti
f1(x, y) =
{
0, sex ≥ 1 e |y| ≤
√
x,
1, altrimenti
Allora sia f0 che f1 sono proprie e inferiormente semicontinue; di piú per ogni d con
‖d‖ = 1, si ha d ∈ AND(f0) e dom(f0) ∈ Retr(f0, d). Il solo d ∈ AND(f1), é d=(1,0) e
d ∈ Rec(f1, dom(f1)). Il punto
xk = k, yk =
√
k
soddisfa
f1(x
k, yk) = 0 e f0(x
k, yk) = 1/(
√
k + 1) → 0
Tuttavia non c’é nessuna soluzione a
f1(x, y) ≤ 0
f0(x, y) ≤ 0.
Il problema é che d = (1, 0) 6∈ Rec(f0, C0).
Un altro teorema di esistenza del minimo globale di (P) é il seguente.
Teorema 2.2.3. Consideriamo il problema (P) e supponiamo che D 6= ∅ e, per ciascuna
direzione d ∈ AND(fi), i = 0, 1, .., r abbiamo che dom(f0) ∈ Retr str(f0, d) e
dom(fi) ∈ Retr(fi, d) per i=1,..r. Allora (P) ha un punto di minimo globale.
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Dimostrazione. Sia γ∗ l’estremo inferiore del problema (P) che noi assumiamo senza
perdita di generalitá essere 0 oppure −∞. Allora per ogni successione γk ↓ γ∗, si ha
L(γk) 6= ∅ per ogni k. Sia xk un elemento di L(γk) di 2-norma minima. Noi affermiamo
che xk ha una qualche sottosuccessione convergente e che il limite di queste sottosuc-
cessioni é un punto di minimo globale per (P). Ragioniamo per assurdo e supponiamo
che ‖xk‖ → ∞. Passando ad una sottosuccesione, se necessario, possiamo assumere
che xk/‖xk‖ converga a qualche d. Allora d ∈ AND(fi), per i = 0, 1, .., r e siccome
dom(f0) ∈ Retr str(f0, d) si ha
f0(x
k − d) ≤ f0(xk) ≤ γk,
per tutti i k. Per ogni i = 1, .., r, siccome dom(fi) ∈ Retr(fi, d) e xk ∈ Ci, si ha anche
fi(x
k − d) ≤ max{0, fi(xk)} ≤ 0,
per ogni k sufficientemente grande, di modo che xk−d ∈ L(γk) per ogni k, ma come prima
‖xk − d‖2 < ‖xk‖2, per ogni k sufficientemente grande, e questa é una contraddizione
come si é visto nella dimostrazione del Teorema 2.2.2.
2.3 Funzioni a recessione lineare
In questa sezione introduciamo una importante classe di funzioni, che soddisfano la
proprietá (A1)(a). Diciamo che f recede linearmente secondo d se esiste θ ∈ R (dipen-
dente da d) tale che θ ≤ 0 e
f(x + αd) = f(x) + αθ per ogni α ∈ R, x ∈ domf (2.2)
.
Diciamo che f é costante lungo d, se possiamo prendere θ = 0 nella precedente espres-
sione.
Consideriamo la seguente ipotesi sulla funzione f : Rn →]−∞,∞] :
(A2) Per ogni d ∈ AND(f), f recede linearmente secondo d.
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L’ipotesi (A2) ci dice che f é affine su ciascuna linea che interseca dom(f) ed é parallela
ad una d ∈ AND(f)
Il seguente lemma mostra che é sufficiente verificare l’ipotesi (A2) per ciascuna fi in
luogo dell’ipotesi (A1)(a).
Lemma 2.3.1. Se le funzioni f0, f1, .., fr sono tali che ciascuna soddisfa l’ipotesi (A2),
allora queste soddisfano l’ipotesi (A1)(a).
Dimostrazione. Consideriamo f : Rn →] −∞,∞] che soddisfa l’ipotesi (A2) e fissiamo
d ∈ AND(f). Per l’ipotesi (A2), f recede linearmente lungo d, cioé esiste θ ∈ R con θ ≤ 0
che verifica (2.2). Se θ < 0 allora per ogni x ∈ dom(f), abbiamo da (2.2)
f(x + αd) → −∞ per α →∞.
Ne segue che d ∈ Rec(f, dom(f)). Se θ = 0 allora per ogni x ∈ domf, abbiamo da (2.2)
che
f(x− αd) = f(x), per ogni α ∈ R.
Ne segue che dom(f) ∈ Retr(f, d) e che d ∈ Rec(f, levf (0)). Applicando il risultato
precedente a f0, f1, .., fr vediamo che tali funzioni soddisfano l’ipotesi (A1)(a)
Usando il Lemma 2.3.1 noi diamo un esempio che prova che il Teorema 2.2.2 é falso
se la condizione (A1)(b) non é soddisfatta.
Esempio 2.3. Poniamo
φ(t) =
{
− log t− log(1− t), se 0 < t < 1,
∞, altrimenti,
f0(x1, x2) = x1,
f1(x1, x2) = φ(x1)− x2.
Allora f0 é lineare, e quindi f0 soddisfa l’ipotesi (A2). Siccome φ é inferiormente se-
micontinua, allora f1 é inferiormente semicontinua e convessa. Siccome φ ha supporto
limitato, ne segue che per ogni d ∈ AND(f1), noi abbiamo d1 = 0 e d2 ≥ 0 . Allora
f1 recede linearmente secondo d. Cośı f0, f1 soddisfano l’ipotesi (A2). E per il Lemma
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2.3.1 soddisfano l’ipotesi (A1)(a).
Per x1 → 0+ e ponendo x2 = φ(x1), noi abbiamo che
f0(x1, x2) → 0 e f1(x1, x2) ≤ 0.
Tuttavia non c’é nessun x ∈ R2 che soddisfa le condizioni f0(x) = 0 e f1(x) ≤ 0. ( poiché
f1(x) ≤ 0 implica x1 > 0). Qui il problema é che il dom(f1) non contiene C0 e cośı é
violata l’ipotesi (A1)(b).
Diamo ora un esempio di funzioni che soddisfano l’ipotesi (A2).
Consideriamo la seguente ipotesi su f :
(A3) f(x) = h(Ax) + bT x + c,
dove A ∈ Rm×n, b ∈ Rn, c ∈ R e h : Rm →]−∞,∞]
é una funzione tale che h∞(d) > −∞,∀d ∈ Rn. e vale una delle condizioni
seguenti:
(i) b = 0, lim‖y‖→∞ h(y) = ∞, oppure
(ii) b 6= 0, lim‖y‖→∞ h(y)/‖y‖ = ∞.
Mostriamo che l’ipotesi (A3) implica l’ipotesi (A2).
Lemma 2.3.2. Sia f : Rn →]−∞,∞] una funzione semicontinua inferiormente propria
che soddisfa l’ipotesi (A3). Allora f soddisfa l’ipotesi (A2).
Dimostrazione. Proviamo dapprima che
d ∈ AND(f) ⇒ Ad = 0, bT d ≤ 0. (2.3)
Per provarlo fissiamo d ∈ AND(f) e una successione xk associata a d
Se b=0, allora f(xk) = h(Axk)+ c é limitata superiormente, e quindi ‖Axk‖ é limitata.
Pertanto ‖Axk‖/‖xk‖ → 0, e quindi Ad = 0. Siccome b=0, abbiamo anche bT d ≤ 0.
Se invece b 6= 0, abbiamo
lim
k→∞
sup [h(Axk)/‖xk‖+ (bT xk + c)/‖xk‖] = lim
k→∞
sup f(xk)/‖xk‖ ≤ 0.
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Ne segue che h(Axk)/‖xk‖ é limitata superiormente. Se ‖Axk‖ → ∞ secondo una
sottosuccessione di xk allora la limitatezza superiore di
h(Axk)/‖xk‖ = [h(Axk)/‖Axk‖][‖Axk‖/‖xk‖]
e h(Axk)/‖Axk‖ → ∞ implica
‖Axk‖/‖xk‖ → 0 secondo questa sottosuccessione. Se ‖Axk‖ é limitata secondo una
sottosuccessione allora ‖xk‖ → ∞ implica ‖Axk‖/‖xk‖ → 0 lungo la stessa sottosucces-
sione. In ogni caso ‖Axk‖/‖xk‖ → 0 e quindi Ad = 0. Inoltre noi abbiamo da f(xk)
funzione limitata superiormente ( per esempio da κ )
bT xk/‖xk‖ ≤ −h(Axk)/‖xk‖+ (κ− c)/‖xk‖,
che insieme con
lim
k→∞
inf h(Axk)/‖xk‖ ≥ 0,
fornisce
lim
k→∞
sup bT xk/‖xk‖ ≤ 0,
in modo che bT d ≤ 0, e pertanto d verifica le condizioni Ad = 0, bT d ≤ 0. Segue da
f(x) = h(Ax) + bT x + c
e da (2.3) che f soddisfa l’ipotesi (A2).
Pertanto se ciascuna di f0, f1, ..fr soddisfa l’ipotesi (A3), allora soddisfa l’ipotesi
(A2) e per il Lemma 2.3.1 esse collettivamente soddisfano l’ipotesi (A1)(a) e quindi se
in aggiunta esse soddisfano anche l’ipotesi (A1)(b), allora dal Teorema 2.2.2 segue che il
problema (P) ha minimo globale ogni qual volta il suo estremo inferiore é finito.
Dunque vale la seguente proposizione.
Proposizione 2.3.3. Se il problema (P) é inferiormente limitato, se vale la condizione
(A1)(b) e se ciascuna funzione fi per 0 ≤ i ≤ r, verifica la condizione (A3), allora esiste
il minimo globale per (P).
Definizione 2.1. Un insieme X si dice asintoticamente multipoliedrale se si puó rappre-
sentare come:
X = S + K,
dove S é compatto in Rn e K = ∪lj=1Kj dove ciascun Kj é un cono poliedrico.
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Consideriamo il seguente problema:
g(x) → min, x ∈ X, (2.4)
dove X é un insieme asintoticamente multipoliedrale in Rn e
g : Rn →]−∞,∞] é una funzione inferiormente semicontinua propria.
Proposizione 2.3.4. Consideriamo il problema (2.4) e supponiamo che valga la seguente
condizione:
dom(g) ∩X 6= ∅, g∞(d) ≥ 0, ∀d ∈ X∞, (2.5)
e supponiamo inoltre che g verifichi una delle seguenti condizioni:
(i) g recede linearmente lungo ciascun d ∈ X∞ ∩Rg
(ii) epi(g) é un insieme asintoticamente multipoliedrale.
Allora il problema (2.4) ha un minimo globale tutte le volte che é inferiormente limitato.
Dimostrazione. Supponiamo che g receda linearmente lungo ciascun d ∈ X∞ ∩ Rg.
Siccome X é asintoticamente multipoliedrale lo si puó scrivere:
X = S + K,
dove S é compatto in Rn e K = ∪lj=1Kj dove ciascun Kj é un cono poliedrico.
Allora il problema (2.4) é equivalente al seguente problema:
f0(x1, x2) → min,
f1(x1, x2) ≤ 0,
essendo
f0(x1, x2) =
{
g(x1 + x2), se x1 ∈ S,
∞ altrimenti,
f1(x1, x2) =
{
0, se x2 ∈ K,
∞ altrimenti,
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Osserviamo che f0, f1 sono funzioni proprie, inferiormente semicontinue. Ora verifichia-
mo che questo problema soddisfa le ipotesi del Teorema 2.2.3 e pertanto che ha minimo
globale. Da (2.5) si ha che dom(g) ∩X 6= ∅ e quindi D = dom(f0) ∩ C1 6= ∅. Fissiamo
(d1, d2) ∈ AND(f0) ∩ AND(f1), questa é una direzione di recessione di fi , cioé si ha
(fi)∞(d1, d2) ≤ 0, per i = 1, 2.
Si verifica che
(f0)∞(d1, d2) =
{
g∞(d2) se d1 = 0,
∞ altrimenti,
(f1)∞(d1, d2) =
{
0 se d2 ∈ K,
∞ altrimenti,
Questo implica
d1 = 0, d2 ∈ K, e g∞(d2) ≤ 0.
Ne segue che d2 ∈ X∞ ∩Rg e la nostra condizione (2.5) su g implica g∞(d2) ≥ 0 e che g
recede linearmente lungo d2. Ne segue che esiste θ ≤ 0 tale che
g(x + αd2) = g(x) + αθ, ∀α ∈ R, ∀x ∈ dom(g).
Siccome g∞(d2) ≥ 0, deve essere θ = 0. Questo fatto e d1 = 0 implica che f0 é costante
lungo la direzione (d1, d2) e quindi dom(f0) ∈ Retr str(f0, (d1, d2)), inoltre usando il fatto
che d2 ∈ K e K é l’unione di coni poliedrali, ne segue che dom(f1) ∈ Retr(f1, (d1, d2)).
Questo dimostra quanto richiesto nel caso (i). Supponiamo ora che epi(g) sia un insieme
asintoticamente multipoliedrale. Allora il problema (2.4) é equivalente a
h(x, µ) → min
(x, µ) ∈ Y,
dove
h(x, µ) = µ e Y = epi(g) ∩ (X ×R).
L’ipotesi (2.5) implica che
dom(h) ∩ Y 6= ∅ e h∞(d, δ) = δ ≥ 0, ∀(d, δ) ∈ Y∞.
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Inoltre δ ≤ 0, ∀(d, δ) ∈ Rh, implica δ = 0 e quindi che h é costante lungo la direzione
(d, δ). Si puó vedere che l’intersezione di due insiemi asintoticamente multipoliedrali
é ancora asintoticamente multipoliedrale. Con questo il caso (ii) é ricondotto al caso
(i).
2.4 Funzioni polinomiali quasi convesse su insiemi
poliedrici
Diremo che una funzione f : Rn →] − ∞,∞] é quasi convessa su X se levf (γ) é
convesso per ogni γ. Consideriamo la seguente ipotesi di tipo polinomiale su f.
(A4)
f(x) =
{
g(x), se x ∈ X
∞, in caso contrario
ove g : Rn → R é una funzione polinomiale e
X = {x|Bx ≤ b} 6= ∅,
per qualche B ∈ Rm×n, b ∈ Rm. Inoltre si suppone che g sia quasiconvessa su X.
Ogni funzione polinomiale f convessa soddisfa questa ipotesi.
Un esempio di funzione non convessa é dato da
g(x1, x2) = x1x2, X = [0,∞[×]−∞, 0].
Il lemma seguente prova che f soddisfa l’ipotesi rilassata dell’Osservazione 2, del Teorema
2.2.2.
Lemma 2.4.1. Sia f : Rn →] − ∞,∞] una funzione che soddisfa la proprietá (A4).
Allora per ogni d ∈ AND(f) esiste F ⊆ X tale che:
(i) d ∈ Rec(f, X\F ),
(ii) dom(f) ∈ Retr(F, d),
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(iii) d ∈ Rec(f, levf (0)).
Dimostrazione. Fissata d ∈ AND(f), sia xk una successione associata a d e sia
γk = sup
l≥k
max[0, f(xl)],∀k.
Allora {γk} ↓ 0 e , per ogni k, xl ∈ levf (γk) per ogni l ≥ k. Poiché g é una funzione
semicontinua inferiormente quasiconvessa su X, gli insiemi levf (γ
k) sono chiusi e convessi.
e xl/‖xl‖ → d, di conseguenza d ∈ [levf (γk)]∞. Cośı γ é nell’intersezione di tutti gli
insiemi [levf (γ
k)]∞. Poiché la successione γ
k é monotona questo implica che
d ∈ [levf (γ)]∞ per ogni γ > 0. Fissiamo x ∈ X. Allora x ∈ levf (γ) per qualche
γ > 0, quindi x + αd ∈ levf (γ) per tutti gli α ≥ 0. Dunque
B(x + αd) ≤ c e g(x + αd) ≤ γ, per tutti gli α ≥ 0.
La prima condizione implica Bd ≤ 0 cioé d ∈ X∞.Poiché g(x + αd) é un polinomio in α
la seconda affermazione implica una delle due affermazioni seguenti
g(x + αd) → −∞, per α →∞ (2.6)
g(x + αd) = g(x), per ogni α ∈ R. (2.7)
Definiamo
F = {x ∈ X|g(x + αd) = g(x), per ogni α ∈ R}.
Allora per ogni x ∈ X\F, noi abbiamo da Bd ≤ 0 che
x + αd ∈ X, per ogni α ≥ 0
in modo che (2.6), (2.7) fornisce
f(x + αd) = g(x + αd) → −∞, per α →∞.
Di qui segue che d ∈ Rec(f, X\F ). Fissiamo ora una successione illimitata xk associata
a d. Per ciascun i ∈ {1, ..,m}, Bi e bi denotano la i-esima riga di B e b. Se Bid = 0,
allora
Bi(x
k − d) = Bixk ≤ bi,∀k.
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Se Bid < 0, allora si ha Bix
k/‖xk‖ → Bid e ‖xk‖ → ∞, e quindi esiste un k̄i, tale
che
Bi(x
k − d) < bi, per ogni k ≥ k̄i.
Sia
k̄ = max
{i|Bid<0}
k̄i.
Siccome xk ∈ F, ne segue
f(xk − d) = g(xk − d) = g(xk) = f(xk), per ogni k ≥ k̄,
questo implica che F ∈ Retr(f, d). Dalla condizione Bd ≤ 0 e da (2.6), (2.7) per ogni
x ∈ levf (0) esiste ᾱ ≥ 0
x + αd ∈ X, g(x + αd) ≤ g(x) ≤ 0 per ogni α ≥ ᾱ.
Quindi
f(x + αd) ≤ 0, per tutti gli α ≥ ᾱ,
e ció significa che d ∈ Rec(f, levf (0)).
Nel caso speciale in cui f é un polinomio convesso su Rn il Lemma 2.4.1 puó essere
migliorato come segue.
Lemma 2.4.2. Sia f : Rn → R una funzione polinomiale convessa. Allora per ogni
d ∈ AND(f) si verifica una delle due affermazioni seguenti:
(i) d ∈ Rec(f, Rn)
(ii) Rn ∈ Retr(f, d) e inoltre d ∈ Rec(f, levf (0)).
Dimostrazione. Fissiamo d ∈ AND(f). Allora d é una direzione di recessione di f.
Siccome f é convessa ció implica che , per ogni x ∈ Rn,
f(x + αd) ≤ f(x),∀α ≥ 0,
Poiché f(x + αd) é un polinomio in α, questo implica che vale una delle affermazioni
seguenti:
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1. limα→∞ f(x + αd) = −∞
2. f(x + αd) = f(x),∀α ∈ R.
Se
lim
α→∞
= −∞,∀x ∈ Rn,
allora d ∈ Rec(f, Rn) Cośı resta da considerare il caso in cui, per qualche x̄ ∈ Rn
f(x̄ + αd) = f(x̄),∀α ∈ R.
Poiché f é convessa , questo implica che d ∈ Rf ∩ (−Rf ) e quindi che per x ∈ Rn
f(x + αd) = f(x), per ogni α ∈ R.
Quindi Rn ∈ Retr(f, d). Inoltre d ∈ Rec(f, levf (0)).
Proposizione 2.4.3. Supponiamo che f0 verifichi l’ipotesi (A4) e che ciascuna delle
funzioni f1, .., fr verifichi l’ipotesi (A3), allora se é soddisfatta anche l’ipotesi (A1)(b) il
problema (P) ammette una soluzione, tutte le volte che é inferiormente limitato.
La dimostrazione di questa proposizione si ottiene osservando che, per il Lemma 2.3.1,
f0 soddisfa l’ipotesi rilassata nell’Osservazione 2 che segue il Teorema 2.2.2, dal Lemma
2.3.2 e dal Lemma 2.3.1 f0, f1, .., fr soddisfano l’ipotesi (A1)(a), modificata mediante
l’Osservazione 2, allora questo basta per provare la nostra proposizione.
Proposizione 2.4.4. Supponiamo che f0 soddisfi l’ipotesi del Lemma 2.4.2 e che f1, .., fr
siano polinomi convessi su Rn. Se il problema (P), é inferiormente limitato, ha un
minimo globale.
Questo é il risultato fondamentale contenuto in [5].
La dimostrazione si basa sul fatto che per il Lemma 2.3.1 f0 soddisfa l’ipotesi rilassata
nell’Osservazione 2 che segue il Teorema 2.2.2 e per il Lemma 2.3.2 f0, f1, ..fr soddisfano
l’ipotesi (A1) soggetta a questa modifica. Cośı dal Teorema 2.2.2 e dall’Osservazione 2,
segue che il problema (P), supposto inferiormente limitato, ha un minimo globale.
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2.5 Teorema di Frank-Wolfe
In questa sezione noi assumiamo che f0 sia una funzione quadratica su un poliedro,
caso studiato da Frank - Wolfe ( Cf.[7]) e poi da molti altri. Consideriamo l’ipotesi
(A5) f(x) =
{
g(x), se x ∈ X
∞, altrimenti
dove g(x) = (1/2)xT Qx + qT x,
per qualche Q ∈ Rn×nsimmetrica e q ∈ Rn, e
X = {x|Bx ≤ b} per B ∈ Rm×n e b ∈ Rm.
Il lemma che segue mostra che f0 soddisfa l’Osservazione 2, che segue il Teorema
2.2.2, per il caso r = 0.
Lemma 2.5.1. Sia f : Rn →] − ∞,∞] che soddisfa l’ipotesi (A5). Allora per ogni
d ∈ AND(f) esiste F ⊆ X tale che
(i) d ∈ Rec(f, X\F )
(ii) F ∈ Retr(f, d)
Dimostrazione. Fissiamo d ∈ AND(f) e xk una successione associata a d. É immediato
verificare che dT Qd ≤ 0 e d ∈ X∞.
( Si puó procedere come nella dimostrazione del Lemma 2.3.1).
Poniamo
F = {x ∈ X| 5 g(x)T d ≥ 0}.
Da dT Qd ≤ 0 e d ∈ X∞ segue che d ∈ Rec(f, X\F ). Inoltre se {xk} ⊆ F , allora
f(xk − d) ≤ f(xk),
per tutti i k sufficientemente grandi, di modo che F ∈ Retr(f, d)
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Proposizione 2.5.2. Supponiamo che f0 soddisfi l’ipotesi (A5) e r = 0. Se (P) é
inferiormente limitato allora esiste il minimo globale.
La dimostrazione si ottiene dal Lemma 2.5.1 che prova che f0 soddisfa l’Osservazione
2, che segue il Teorema 2.2.2. Questo é il classico teorema di Frank-Wolfe (Cf. [7]).
In Ref.[4] si afferma che il teorema di Frank-Wolfe é stato esteso al caso di f0 polinomio
di terzo grado su un poliedro.
Il seguente esempio prova che l’estensione non si puó fare per i polinomi di quarto grado.
Esempio 2.4.
x21 + (x1, x2 − 1)2 → min
(x1, x2) ∈ R2
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