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Abst ract - -A  combination of analytical and numerical methods is proposed to deal with the Hopf bi- 
fu r~t ion  in a reaction-dlffusion system modeled by the Fitz-Hugh-Nagumo (FHN) equations. Finite- 
differencing is applied to the diffusion term to transform the FHN equations into an autonomous 
ODE system. Perturbation techniques based on Poinca~ normal form and center manifold theory 
are used to trace a bifurcate periodic solution branch, from the onset up to a reasonable xtent. 
Fourier spectral method and continuation techniques are used to trace the subsequent development 
of this branch. The capability of this approach is demonstrated by examples in which the pursued 
periodic solution becomes highly unstable, and with period tending towards infinity. 
1. INTRODUCTION 
A reaction-diffusion system modeled by the Fitz-Hugh-Nagumo (FHN) equations i considered as 
a simplified model of the Hodgkin-Huxley system governing the condition of electrical impulses 
in a nerve axon, and has attracted both mathematicians and theoretical biologists for several 
years. 
The FHN equations can be written as 
u, = u .~ +/ (u )  - v, f (u )  = -u  (u - a )  (u - 1), 
v, = B(Ou-v ) ,  (x,t) C [ -L ,L]  x [0,co), 
where a,/~, 0 and L are positive parameters such that 0 < a < 1/2; 
i "  b 
f (u ) -0u  has three real roots 0 < a < b, and / ( f (u ) -Ou)du  > O. 
J0 
(1) 
(2) 
(3) 
Note that if {u(x,t),v(z,~)} is a solution of (1) and (2), so is {u(-z,t), v(-x,t)}. Therefore, for 
the simplicity of our discussion, the symmetry conditions 
u(-x,¢)  -- u(x,¢) and v( -x , t )  = v(z,t), (4) 
together with the homogeneous Dirichlet boundary conditions 
u(+L,O - O, fo r ,  >_ O, (5) 
are imposed on the solutions of (1) and (2). In the following discussion, we will refer to (1)-(5) 
as an FHN system. 
As far as steady state solutions are concerned, Conley & Smoller [1] have shown by topological 
techniques that, for fixed a and 0, there exists a number L* such that a FHN system has only 
u =- 0 as a solution if L < L* ; has exactly one nontrivial solution if L = L* ; and has precisely 
two nontrivial solutions if L > L*. 
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Numerically speaking, this type of bifurcation of steady state solutions can be simulated with- 
out difficulty by finite-differencing the diffusion term u~ and then transforming a FHN system 
into an autonomous ODE system. The verification of the global bifurcation diagram as depicted 
above, however, is not our concern in the present ODE simulation. 
Let L > L*. Conley and Smoller [1] also discussed the stability of the two nontrivial steady 
states under the condition/~ > 0. The stability properties they obtained for a FHN system 
are redisplayed in our ODE simulation. By virtue of such a simulation, we further find that the 
stability problem is closely related to the location of a "boundary" layer, if L >> 1. 
If the condition fl > /9 is violated, the existence of a Hopf bifurcation with ~ and 0, respectively, 
as the control and bifurcation parameters was also proved in [1]. Our purpose in this paper is 
to show that, when the roles of fl and 0 are interchanged, a Hopf bifurcation also occurs in 
the simulated ODE system, and is handled by the following approach. Perturbation techniques 
based on Poincar6 normal form and center manifold theory are used to trace a bifurcate periodic 
solution branch, from the onset up to a reasonable extent. Fourier spectral method and pseudo- 
arc-length continuation techniques are used to trace the subsequent development of this branch. 
The capability of this approach is demonstrated by examples in which the pursued periodic 
solution becomes highly unstable, and with period tending towards infinity. 
2. ODE APPROXIMATION TO AN FHN SYSTEM 
An FHN system can be rewritten as 
Ut ~2 = u~x + f (u ) -v ,  e -1 /L ,  
v, =  (ou - v), (x , t )  c [ -1 ,0 ]  x [0,oo), 
u(-1,t )  _= O, and u~(O,t ) -O,  fort >__ O. 
(o) 
(7) 
(8) 
If the parameter e is small enough, it is known physically that the diffusion term becomes 
important only in a small region around the end point where the Dirichlet condition is specified. 
To take account of this boundary layer phenomenon, the x-variable is rescaled as follows: 
x = A(~¢- 1) + (1 -A)  tanhB(~-  1) 
tanh B 
, ~ E [0,1], 0 <A_< 1, B > 0. (9) 
By virtue of (9), a uniform ~-grid is mapped into a non-uniform z-grid with concentration at 
x = -1 ,  controllable by the parameters A and B which are fixed for a certain range of e. For 
time-dependent problems uch as those encountered in Hopf bifurcation, this set-up provides an 
efficient spatial discretization for forming the simulated ODE system. 
Let C -- dx[d~ and D = d 2 x/d~2; according to (9), we have 
(9 2 1 {(9 2 D(9}  (10) 
ox2 = c " 
Apply centered-differencing to the ~-differentiations appearing in (10), and take the boundary 
conditions (8) into account. We then transform a FHN system into an autonomous ODE system 
as follows: 
ut = e ~ M u + f (u )  - v, 
v~ = ~(Ou-  v),  t >0,  
(11) 
(12) 
where M is a tridiagonal matrix; u and v are vectors. The vector f (u)  is understood by applying 
the one-variable function f defined in (1) to each component of u. 
Clearly, steady state solutions of (11) and (12) are determined by those u which satisfy the 
system of nonlinear algebraic equations given below: 
e2 Mu + f(u)  - Ou = 0. (13) 
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For small e, a nontrivial solution of (13) can be found with ease by a damped Newton method [2], 
in which a good initial guess is provided by applying the following iteration scheme several times: 
{e2M - diag[(8 + a)u0 + U.+l + (1 + a)u  = 0, n > 0; (14) 
uo -- (1,1,...,1). (15) 
Note that the explicit form of f(u) is used in (14), and the vector u~ is also formed componentwise. 
Furthermore, condition (3) is the key to the success of finding a nontrivial solution in the above 
way. 
Starting with a thus obtained solution point in the (u, e)-space, a solution curve of (13) can 
be traced out by pseudo-arc-length continuation techniques [3], embodied by an Euler-Newton 
predictor-corrector procedure. With v -- 8u along this curve, we get an one-parameter family 
of steady state solutions of (11) and (12). For a fixed e, the stability of a corresponding steady 
state (u, v) is determined by the eigenvalues of the matrix 
_i) St -  ' 
where N~ - e2M + diag(f'(u)) and I is the identity matrix. Let A and ~ denote the generic 
eigenvalues of S~ and N~, respectively. We have 
_ _ + 4 0,-o) A (16) 
2 
Some typical observations in the above ODE approximation to a FHN system are stated below, 
and accompanied by the illustration of Figures 1 and 2, in which a = 0.35 and 8 - 0.05. Figure 1 
plots the value of u at z = 0 against he length parameter L (= l/e). Along the curve shown in 
this figure, we find that there exists a "turning" point where the corresponding critical value of 
L is denoted by L*, and that the eigenvalues of each N~ arising from the ODE approximation 
are all real and negative, generally with one positive exception. Denote the maximum eigenvalue 
of N~ by ~e. In view of (16) and the above property of N~, a given steady state is stable, i.e., 
ReA < 0 for all A, if and only i f~  < min(/~, 0). Otherwise, there exists exactly one 2 with 
nonnegative r al part. 
If j3 >_ 0, we find that this turning point is also a separation point of stability in that ~ < 8 
along the upper part of the curve plotted in Figure 1, while ~ > 8 along the lower part of 
this curve. To distinguish these two ~'s ,  we mark the former by ~.  These observations on 
stability coincide with the topological results of Conley and Smoller [1]. As is shown in Figure 2, 
we further find that the stable state tends to have a boundary layer occuring at the end point 
associated with the Dirichlet condition, while the unstable one tends to have a boundary layer 
occuring at the end point associated with the Neumann condition. 
Let a and 8 satisfy (3). A value of L > L*, with ~I > 0, is picked and fixed. With respect o 
the stable steady state, we are then interested in the problem of Hopf bifurcation with bifurcation 
parameter fl violating the condition fl > 8. 
3. METHOD FOR HOPF BIFURCATION 
Let p = fl = fl* - ~ .  In view of (16) and the fact that ~ < 0, we then have A --- 
4-~/fl* (fl* - 0) and c9A/c9~ = ½[-1 4- (fl* - 0)/~/fl* (fl* - 8)]. The first expression i dicates a
conjugate pair of purely imaginary complex numbers, and the second expression indicates a pair 
in which the common real part is strictly negative. For p other than ~,  the related A's have 
strictly negative real parts, since p < 0. Therefore, by the Hopf bifurcation theorem [4], fl* is a 
Hopf bifurcation point, and periodic solutions bifurcate in the direction of decreasing ft. 
Having found a Hopf bifurcation point, we proceed to discuss how to trace the bifurcate pe- 
riodic solution branch. In the initial stage of this branch, difficulties such as the selection of 
an appropriate "anchor" equation to take account of the unknown period, encounters with the 
singularity of Jacobian matrices appearing in the Newton method, and the input of a good initial 
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guess are common to Fourier spectral, multiple shooting and finite-difference methods. There- 
fore, perturbation techniques based on Poincard normal form and center manifold theory are used 
instead. These techniques are well-demonstrated in the notes written by Hassatd et al. [4], for 
example. For the problems encountered here, perturbations up to the fourth order are needed, 
and the manipulation of these techniques becomes tedious and error-prone. We therefore do this 
job with the aid of Mathematica [5], a symbolic manipulation package. Apart from this formal 
complexity, the sought Hopf bifurcation can be clearly traced from the onset up to the extent 
that the subsequent development can be traced without difficulty by the Fourier spectral method 
given below. 
As far as periodic solutions of period 2rT are concerned, (11) and (12) can be rewritten as 
ut -- T[e 2 M u + f (u )  - v], (17) 
v, = T[f l(Ou - v)], t e [0,2r]. (18) 
By the Fourier spectral method, we seek a solution of (17) and (18) with 
K 
u(t) -- ~_, P~ cos(kt) -t- Qk sin(kt), (19) 
k=O 
where Pt and Qk each are coefficient vectors of the same dimension as u, with Q0 = 0, for 
convenience. By (18), we then have 
K 
v(t) = 0 Z(pk  Pk - qk Qk) cos(kQ + (qk Pk + pk Qk) sin(kt) 
k=O 
(20) 
where p0 - 1, qo - 0 and 
(ZT/k) ~ / r f /k  
pt  = 1 + (~T I I )  2' qt = 1 + ( JT Ik )  2 for k > 1. (21) 
Substituting (19) and (20) into (17) and then equating the Fourier modes on both sides, we 
have, for 0 _< m _< K, 
mQm 
T 
- -  = e2 ~fm,m M Pm - a 6m,m Prn - 0 6m,m (PmPm - qraQm) 
K + i÷~ 
~ [(%-k,.~ + ~+k,m)PjP~ + (~f/-k,m - %+k,m)OiOk] 
/,k=O 
1 K 
- ~ ~ (6~_k,,_~ + e~-k,,+~ +e~+k,,_~ + 6~+k,,+~)~PkP, 
j,k,l=O 
3 r 
- "4 Z (6 j -~ j -m + 6j-k,~+rn - 6j+kJ-,n - 6j+k,~+,n) QjQkPI  (22) 
j,k,/=0 
-mPm = e2 MQrn _ aQ.~ - O(qmPm + pmQm) 
T 
K 
+ (1 +c~) ~-~ (6m-j,k - 6rn+j,k) QjP~ 
j,k=O 
1 K 
- -~ ~_, (6j_~,,,_,,, - $j_,,,+,,, - 6j+k,,_,, + 61+kj+,,, ) Q iQ .Qz  
j,k,l=O 
3 r 
- i ~ (6i-k,,-~ - 6;-k,,+~ + ~+k,,-~ - 6i+~,,+,,,)~e~O,, (2a) 
~,k,l=O 
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where 
2, i f j=k=O,  
~j,k - 1, if [j[ = [k[ ¢ 0, 
0, otherwise. 
To take the unknown T into account, we need to add one more equation to (22) and (23). 
This so called anchor equation, as to be shown later, has a significant influence on the solvability 
of the whole system. After trial and error, this equation is given as follows: 
K 
Z k (qkPk -{- PkQk I (0,0, . . . ,0,1))  = 0, (24) 
k=0 
where (.[.) stands for the inner product of two vectors. The validity of (24) is guaranteed by 
Rolle's theorem which states that the derivative of a smooth periodic scalar function is zero-valued 
somewhere within one period. 
The nonlinear system composed of (22)-(24) is to be solved by a damped Newton method [2]. 
To make this Fourier-Newton scheme computationally efficient, data structure and the count 
of arithmetic operations are two important factors. With careful programming, the Jacobian 
matrices encountered in the Newton method are of block-tridiagonal form, bordered by a column 
corresponding to the T-derivative, and the count of arithmetic operations needed to evaluate the 
right hand sides of (22) and (23) is O(K2), rather than O(K3). 
Since the aim is to trace as far as possible a branch of periodic solutions varying with /~, 
we appeal to the technique of pseudo-arc-length continuation [3], according to which the above 
Fourier-Newton scheme is further bordered by another "continuation" equation. Notice that, 
within the framework of this technique, K is fixed throughout the continuation process. However, 
as /~ decreases across /~*, the value of K sufficient o determine an accurate solution of (17) 
and (18) often varies widely along the continuation, from K .~ 4 to K --~ 80 as experienced 
in the present work. At the start of this continuation process, the initial guess provided by 
the aforementioned perturbation techniques i good for the Newton method only when K .-~ 4. 
Therefore, for K >> 1, this initial guess is improved through another continuation process, 
namely by solving (22)-(24) repeatedly over a gradually increasing sequence of intermediate K's. 
The success of such an improvement depends to a large extent on the selection of the anchor 
equation (24), in that (24) effectively alleviates the ill-conditionedness of the resulting Jacobian 
matrices encountered in the Newton method. It performs badly, for example, if the following 
simplified, albeit still legitimate, equation is used instead of (24): 
(Qk ] (0,0, . . . ,0 ,  1)) = 0, for k = K. 
Another feature of (24) is its self-containedness, in the sense that it does not depend on previously 
traced solutions, as compared with other approaches [6]. 
Having traced out a branch of periodic solutions, we proceed to study their stability. Linearizing 
the ODE system composed of (17) and (18) around a given 2~r-periodic solution (u(t), v(t)) 
located on the traced branch, it gives 
~, = T [g ,  (t) a - ~], 
~, = T [Z (O a - ~)], 
NE(t) -- e 2 M + diag(f'(u(t))), 
~>0.  
According to the Floquet theory [7], the stability of (u(t), v(t)) is determined by the spectrum 
of the Floquet matrix obtained through integrating (25) and (26) from ~ = 0 to t = 2~r, with the 
identity matrix I as the initial matrix. Note that this integration task is separated from, rather 
than coupled with, the task of finding (u, v) itself. One benefit from such a decoupling is to relax 
the efficiency requirement on the pursued integrator; see the next section for further discussions. 
In the rest of this section, we make some remarks on the numerical aspect of this integration. 
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Due to the presence of the diffusion part (e 2 M), the system composed of (25) and (26) is a stiff 
system. Due to the second, or reaction part of Ne(t), the matrices 
T (Ne($) - I  ~oi -~i) 
possess eigenvalues with positive real part along the integration. An effective numerical integrator 
taking account of these two observations, namely stability and accuracy, is the implicit mid-point 
scheme with end-point smoothing [8], in which the time increment is fixed and small enough; the 
Richardson extrapolation technique may be used as well. Finally, when T is considerably large, 
the roundoff error also becomes a serious issue. One way to reduce this error is to partition the 
whole integration process into a few stages, and then apply the idea of reorthogonalization [2]to 
each intermediate stage. Nonetheless, arithmetic operations with high precision are still required. 
For example, the present work was done in double precision arithmetics on a 32-bit machine, 
namely a SUN/SPARCI+ computer. 
4. WORKED EXAMPLE AND CONCLUSION 
The capability of the proposed Center manifold-Fourier spectral-Pseudo-arc-length continua- 
tion (CFP) method is demonstrated by applying it to a FHN system with a = 0.35, 0 = 0.05 
and L -- 20. Along with the demonstration we also make some remarks on multiple shooting 
and global finite-difference methods [21, since these two conventional approaches to two-point 
boundary value problems are usually adapted for use in dealing with the Hopf bifurcation. 
In the ODE approximation to (6)-(8), a non-uniform spatial discretization is done through (9) 
with .4 = 0.4, B = 3. Then, in (11) and (12), u and v each are J-dimensional vectors with J = 20. 
A nontrivial steady state is obtained through (14) and (15), which is profiled (in solid line) in 
Figure 2, and is stable if/~ >_ 6. Let /~ decrease to violate this condition, a Hopf bifurcation 
point/~* is found according to the discussion presented at the beginning of Section 3. The initial 
stage of this bifurcate periodic solution path is then traced by means of perturbations guided by 
center manifold theory, and the result will be shown later. Apart from the early stage, K = 80 
is fixed in (22)-(24) throughout the tracing process. Therefore, in the kernel of the CFP  method 
we have to solve systems of nonlinear algebraic equations of dimension 2 J (K  -f i) q- 1 -- 3241. 
As a solver to these huge systems of equations, the damped Newton method used here do display 
its quadratic convergence property, thanks partly to the good initial guess provided by the Euler 
predictor stage within the pseudo-arc-length continuation, and partly to the help of the anchor 
equation (24). Such a well-chosen equation is also important to multiple shooting and finite- 
difference methods [6,9,10]. 
In Figure 3, the periods of the traced periodic solutions are plotted against the bifurcation 
parameter/~. Also plotted in this figure with mark "o" are the data obtainable from the center 
manifold theory. Prior to its breaking down due to complex-valued output for ~ less than some 
critical value, the center manifold theory (4th order perturbation) predicts the periods with ac- 
curacy higher than 97%, but it is not so impressive in the solutions themselves. At the end of our 
tracing, where/~ = 2.5046 x 10 -2, we have 21rT - 835 and dT/d~ - -1.8 x 10 v. It appears 
that the period will tend to infinity as/3 tends, from the right, to some critical /~+ > 2.5 x 10 -2 . 
This blow-up phenomenon shows the benefit of using the pseudo-arc-length, rather than /~, as 
the continuation parameter. 
As far as the stability is concerned, there exists only one Floquet exponent of importance to 
each traced periodic solution. This is plotted in Figure 4. In view of Figures 3 and 4, the blow- 
up of periods is accompanied with high instability. This twofold singularity, together with the 
stiffness of the underlying ODE system (25) and (26), lead us to make a great effort to integrate 
the Floquet matrix ~ accurately. If the multiple shooting method is employed instead of the 
Fourier spectral method, a factorized version of ft, usually modified by reorthogonalization after 
each intermediate stage, is needed in connection with the Newton method. In other words, the 
evaluation of the Jacobian in this connection is expensive, and may not be cost-effective (see [2] 
for the discussions on solving the resulting system of linear equations). On the other hand, such 
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an evaluation within the Fourier-Newton method is analytic: It contains nothing more than the 
calculation of polynomials of degree two. 
Figures 5-7 show the detailed transition, from stable to unstable, of the traced periodic so- 
lutions with decreasing /~. Two observations are made below. The first one is the additional 
effect of the anchor equation (24): To a certain extent, it leads the profiles of u and v, respec- 
tively, to be in phase after normalization by T throughout the continuation process. Second, let 
$1, $2,  respectively, denote the u-profiles of the stable and unstable steady states as depicted 
in Figure 2, and S denote the instantaneous -profile of a given periodic solution. Express S 
in terms of $1 and $2, namely S ~ Wl $1 + w2 $2 through least squares fitting. We find that 
0 <~ wl,lw21 ~_ 1.2 and 0.925 < Wl + w2 _~ 1.275. And the proportion such that wl > Iw21 
during one period decreases from 1 in the stable cases (Figure 5) down to -,, ½ in the unstable 
cases (Figure 7). Through such a projection, we gain an insight into the transition of stability. 
Looking at a highly unstable case, such as that shown in Figure 7, the presence of steep 
gradients do raise some difficulties to fix the periodic solution. Within the Fourier spectral 
method, the difficulty is associated with the slow decay of Fourier coefficients, and hence with 
K :>~> 1 in (22)-(24). However, apart from the natural increase in memory storage and CPU 
time, the proposed CFP method still works well in such cases. For other global methods uch 
as finite-difference methods based on the trapezoidal rule, these steep gradients force one to 
provide a temporal mesh which is fine enough to suppress the unwanted oscillations oecuring in 
the deferred correction stage. To gain efficiency, a non-uniform esh is preferable. However, 
the structure of this non-uniformity generally is not known in advance, and hence is constructed 
through some complex solution-adaptive procedure [2,11]. 
When a traced periodic solution is unstable, we find experimentally that the trivial solution 
(u, v) _ (0, 0) becomes the only attractor. An example is shown in Figure 8. In this example, 
we try to reproduce the periodic solution presented in Figure 7 by integrating (11) and (12) with 
the implicit midpoint method. Within this integration, the initial value is supported by the CFP 
method, and the time increment is considerably small, namely ~ 10 -3. We see that, subject o 
Hopf bifurcation 97 
the perturbation of truncation and roundoff errors, it eventually dies out in just few cycles of 
evolution. 
By virtue of this worked example, the proposed CFP method is shown to be quite suitable for 
studying Hopf bifurcation in a FHN system. 
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