Abstract-Packet switches with optical fabrics can potentially scale to higher capacities. It is also potentially possible to improve their reliability, and reduce both their footprint and power consumption. A well-known alternative for implementing hardwired switches is Arrayed Waveguide Grating (AWG). Ideally, AWG insertion losses do not depend on the number of input-output ports, meaning that scalability is theoretically infinite. However, accurate second-order assessment has demonstrated that in-band crosstalk exponentially increases the power penalty, limiting the realistic useful size of AWG commercial devices to about 10-15 ports (13-18 dB) [1]. On the other hand, the in-band crosstalk at AWG outputs depends on the connection pattern set by the scheduling algorithm and this port count limitation is calculated for worst-case scenarios. In this paper, we show that distributed schedulers with predetermined connection patterns can be used to avoid these harmful arrangements. We also show that the probability of worst-case patterns is very low, allowing us to set a more realistic port limit for general centralized schedulers and very small losses. With these results, we calculate more realistic port count limits for both scheduler types.
I. INTRODUCTION
Although packet switches with aggregate bandwidth of over several Terabits per second are currently commercially available, the number of backplane interconnections and power and information densities are reaching physical limits. Because these constraints make it more difficult to integrate a packet switch into compact equipment, optical links are used to interconnect line cards with the switching fabric. Packet switches with optical fabrics, especially those with passive fabric cores, potentially scale better to high capacities, improving reliability, and, at the same time, significantly reducing system costs, footprint and power consumption [2] .
A well-known alternative for implementing hardwired switches is the N ×N Arrayed Waveguide Grating (AWG) [2] . The AWG is a passive optical device that routes a given input packet to an output that depends on the input port and the input wavelength of that packet. Although other wavelength assignments are possible, we assume with no loss of generality that in an N × N cyclic AWG, a packet at input port i with wavelength λ k is routed to output port j = (k + i) mod N . The Wavelength Routing (WR) architecture ( Figure 1 ) is based on a WDM (Wavelength Division Multiplexing) alloptical data path that interconnects N line cards. Each line card is equipped with a wavelength-tunable transmitter and a receiver. The inherent cyclic behavior of the AWG allows the routing of packets by tuning the transmitter to an appropriate wavelength. While the optical fabric interconnects line cards it does not include active switching elements, meaning that packet switching is actually controlled by line cards. By means of fast tunable lasers, each packet is sent on a specific wavelength, such that after traversing the optical fabric, the destination receiver is reached.
The scheduling schema guarantees that a single packet at most is routed to the same output (i.e., to the same receiver) in each time slot. Packet scheduling can be implemented in a centralized fashion as in most current packet switches. In this case, an electronic scheduler is required. Once the scheduler receives status information from the line cards, it decides a new permutation, i.e., an input-output port connection pattern for each timeslot. Centralized scheduling algorithms such as iSLIP [4] offer excellent performance in terms of throughput, but the electronic complexity of their implementation limits actual performance [3] . Centralized arbitration schemes require signaling bandwidth to collect status information and to distribute scheduling decisions, and they introduce latency due to the time needed to propagate such information and to execute the scheduling algorithm. In this context, a fully decoupled architecture such as a load-balanced Birkhoff-von Neumann (LB-BvN) switch [5] is desirable. This architecture has two identical stages with a deterministic evolution. The crossbar fabrics in the stages set connection patterns following periodic sequences, e.g., circular shifts. Every input is thus connected to a given output exactly once every N time slots, regardless of the arriving traffic pattern. Packets are routed to the appropriate output in a second stage by waiting in virtual output queues (VOQs) until the pattern sequence connects the inputs to the desired outputs. More sophisticated two-stage switches outperform LB-BvN ones and maintain packet order, for a deterministic evolution of the fabric [6] - [9] .
Insertion losses in WR architectures should ideally be independent of the number of input-output ports, in which case scalability would theoretically be infinite. Nevertheless, the excellent analysis presented in [1] and reproduced in section II of this paper demonstrated that first-order scalability assessment based on theoretical insertion loss values yields unrealistic results. An accurate second-order assessment, in contrast, demonstrated that in-band crosstalk exponentially increases the power penalty, meaning that port count is limited to fewer than 20 ports for all bit rates. Nevertheless, in-band crosstalk at AWG outputs depends on the current connection pattern of the scheduling algorithm and port count limitation is calculated for worst-case scenarios. In section III, we prove that distributed schedulers that rely on predetermined connection patterns can be used to avoid these harmful arrangements; we also calculate the best permutation patterns taking into account in-band crosstalk limitations to achieve the largest possible switch size. In section IV, we calculate the probability of each connection pattern occurring taking into account in-band crosstalk penalty. This allows us to dimension centralized scheduling switches (assuming very small losses) by discarding connection patterns with probabilities far below the target Bit Error Rate (BER). In section V we present our conclusions.
II. BACKGROUND A more accurate second-order assessment of WR architectures has to take into account important effects other than insertion losses that characterize commercial devices, such as polarization dependence losses (PDLs), excess loss contributions to insertion losses (ILs), channel uniformity (U), and crosstalk in particular. Despite their different natures, all these effects can be expressed as an input-output equivalent power penalty that accounts for actual physical power loss and an equivalent power penalty introduced by other secondorder transmissions impairments. When considering a signal at a WDM demultiplexing port, there is always a contribution to useful power due to other channels passing through the device. This effect is generally referred as crosstalk, and it is usually classified as out-of-band or in-band crosstalk [10] . In general, contribution to crosstalk from adjacent channels X A is high (typically X A = −25dB), while that from nonadjacent channels X N is lower (typically X N = −30dB), although it grows with the number of ports. Overall crosstalk, thus, expressed in dimensionless linear units, is given by the contribution of the two adjacent channels plus the contribution of non-adjacent ports:
In-band, or coherent, crosstalk (IX) is due to interference from other channels working on the same wavelength as the channel under consideration. This type of crosstalk is particularly relevant for WR architectures, since the same wavelength can simultaneously enter all input ports. The impact of this crosstalk is typically high, given its in-band characteristics. If Q is the target quality factor in linear units that determines the target BER (typically Q = 7 for BER= 10 −12 ), the equivalent IX power penalty (in dB) for an optimized decision-threshold in the receiver can be estimated [11] by: Figure 2 shows the power penalties that AWGs introduce as a function of the number of ports N (L(N )). It reproduces the study described in [1] that collected reasonable values for realistic devices from commercial datasheets [12] and applied regression methods to estimate unknown parameter values. We assume an average transmitted power P T X of 3 dBm and a target BER of 10 −12 for the receiver. Nowadays, the best 10 Gbps receivers have a typical reference sensitivity P S of around -26 dBm. Following the model presented in [13] , receiver sensitivity at other bit rates R B , such as 2.5 Gbps and 40 Gbps, can be estimated as -34.13 dBm and -17.87 dBm, respectively. For a given N , the received power P RX must satisfy
where μ is a power margin of 3 dB that includes other possible effects, such as component aging. Thus, we can estimate the maximum total power penalty L(N ) ≤ P T X + P S (R B ) − μ for different bit rates R B to achieve the target BER=10 −12 . The horizontal lines show the maximum values of L(N ) for R B of 2.5 Gbps, 10 Gbps, and 40 Gbps.
Ideally, the power penalty in AWG devices should be independent of the number of ports due to the wavelength routing property. However, ILs and PDLs inferred from the datasheets show a dependency on port numbers that contributes logarithmically to the power penalty. Moreover, crosstalk has a significant impact on the power penalty in an AWG device, since the presence of in-band crosstalk exponentially increases the power penalty, limiting the realistic useful size of the device to N < 20 for all bit rates. Note that these results contrast with those of many studies on switching architectures that state that AWGs are very promising components for the design of large optical switches. The in-band crosstalk present at AWG outputs depends on the current connection pattern set by the scheduling algorithm. A packet received at an output with wavelength λ k is only affected by in-band crosstalk from transmitters using the same wavelength λ k . The limit is calculated for a worst-case scenario, in which all transmitters are using the same wavelength and in-band crosstalk is at its maximum level. Transmitters that do not use wavelength λ k are not included in equation (1) . In the extreme case in which each transmitter uses a different wavelength, in-band crosstalk is X(N ) = 0 and thus the power penalty is also zero, IX(N ) = 0. In principle, the system has to be designed with a wide-enough margin to handle worst-case scenarios, such as a situation in which a series of lasers are all transmitting at the same wavelength at the same time. Nonetheless, as suggested in [2] , it may be possible to incorporate scheduling rules to avoid worst-case connection patterns. Most distributed schedulers use predetermined connection patterns, and since these connection patterns are known in advance, harmful arrangements can be avoided. Moreover, the number of worst-case connection patterns is very small, meaning that centralized schedulers usually select highly disparate wavelengths and typically the IX penalty is far from the maximum.
III. DISTRIBUTED SCHEDULERS
Most distributed schedulers (such as those described in [6] - [9] ) use predetermined input-output connection patterns that are known in advance. In this section, we calculate the permutation sequence with minimum in-band crosstalk for those schedulers, i.e., the permutation sequence that connects each input port to each output port exactly once every N time slots with minimum wavelength overlapping. Due to the intrinsic properties of AWG, if there exists a single connection pattern with given wavelength overlapping, it is possible to find a set of N connection patterns with the same overlapping by rotating the former cyclically: k t+1 = (k t + 1) mod N . Each set of input ports using the same λ k will employ the next one, with index (k + 1) mod N , and wavelength overlapping is maintained. Meanwhile, the connection pattern evolves by connecting each input port to the next output port
First of all, we have to determine if there is a bestcase connection pattern (i.e., a pattern that employs a different wavelength for every transmitter, meaning no in-band crosstalk). Because of the properties of AWG, an input packet in input port i = 0, . . . , N − 1 with wavelength λ ki is routed to output port j i = (λ ki + i) mod N . If we add term by term (module N ) the N equations for all the input ports i, we get:
If the connection pattern is valid (each input port is connected to a different output port), each j i = 0, . . . , N − 1 in the summation is different. If each input transmitter uses a different wavelength, then each k i = 0, . . . , N − 1 is also different. Thus, we can calculate the summation and obtain the following necessary condition for the connection pattern:
Let us study two cases separately: N is odd and N is even.
A. N is odd
is an integer. If we replace l in (4), the necessary condition becomes:
and the condition is always true. In this case, it might be possible to find a connection pattern in which all wavelengths are different. In fact, if we take j i = (−i) mod N , all the input wavelengths are different. Figure 3(a1) shows an example for when N = 3. The corresponding pattern sequence, j = (t − i) mod N , is represented in Figure 3(a2) .
B. N is even
If N is even, l = N 2 is an integer. If we replace l in (4), the necessary condition becomes:
and the condition is always false. Thus, it is not possible to find a connection pattern in which all the wavelengths are different. We can only try to find a connection pattern that uses each wavelength twice at most in non-adjacent positions (crosstalk contribution is higher in adjacent positions). In fact, if we take j i = (−i) mod N , each wavelength used is repeated just once, in non-adjacent positions (if N > 2). Figure 3(b1) shows an example for when N = 4. The corresponding pattern sequence, j i = t − i mod N , is represented in Figure 3(b2) . We now analyze achievable switch sizes (in number of ports) for both cases (even and odd values of N ). We have seen that when N is odd, the connection pattern has no inband crosstalk (X(N ) = 0). As we have demonstrated, this is not possible when N is even, but in this case each wavelength is used twice at most, in non-adjacent positions (if N > 2) and in-band crosstalk is IX(N ) = X N . In-band coherent crosstalk, therefore, is eliminated in practice for distributed schedulers. Figure 4 shows the power penalties and achievable switch sizes for the distributed schedulers. We can see that inband crosstalk does not depend on switch size, and that size limits are imposed by other parameters. The maximum switch size at 40 Gbps is N =95. Although they are out of scale in the figure for the sake of clarity, the total penalty cut points for 10 Gbps and 2.5 Gbps are N =165 and N =235, respectively. The result directly applies not only to the schedulers described in [8] , [9] which employ the proposed permutation pattern j = (−i) mod N , but also to others such as those described in [5] - [7] which have the j = i mod N pattern. In this case, it suffices to reconnect the output ports properly to the receivers, j = (−j) mod N . Internally, the AWG performs a minimum in-band crosstalk penalty permutation and externally the input line cards are connected to the output line cards following the scheduler permutation. In general, the result holds with appropriate port remapping for distributed schedulers that update their connection patterns cyclically.
IV. CENTRALIZED SCHEDULERS
The IX power penalty described in section I is calculated for a worst-case scenario in which every packet uses the same wavelength. Nevertheless, this scenario is highly unlikely. There are N ! connection patterns in total and only in N of these all the transmitters use the same wavelength (one pattern per wavelength). If N = 32 and the scheduler selects every connection pattern with the same probability, one of those connection patterns is selected with probability N/N ! = 1/(N − 1)! = 1.21 · 10 −34 . In the centralized scheduling case, the connection patterns are unknown a priori and we assume that each has the same probability 1/N ! of being selected. In this section, we calculate the probability that C transmitters use the same wavelength in the same time slot, which we hereinafter refer to as C-overlapping. This will allow us to discard connection patterns with joint probability far below the target BER when dimensioning the switch.
A. Exact calculation
We now calculate the probability P r(C − Trans.) that a packet is sent with a wavelength used by C −1 other packets in the same time slot. P r(C − Trans.) is thus the probability that a packet is sent with C-overlapping. We assume a 100% load, which is restrictive because if every transmitter sends a packet, the number of overlappings and the in-band crosstalk penalty IX(N ) grow. We are interested in cases where many packets are sent using the same wavelength, so we consider wavelength overlappings where C > N/2. This way, there is at most one C-overlapping per permutation, simplifying calculations, but the results are only valid if C > N/2. In C-overlapping, there are C packets transmitted with the same wavelength and N −C packets transmitted with other wavelengths (which may differ or not but in any case the overlapping will be lower than N/2 since N − C < N/2). The probability that C ports use the same wavelength λ k is calculated by dividing the number of permutations with C-overlapping, N C , by the total number of permutations N !. Thus, the probability P r(C − Trans.) is:
We have to consider N C to calculate the expression. For each of the N wavelengths, we can choose N C groups of C different input ports. In the example in Figure 5 , we can make ports do not use wavelength λ k (if x of these N − C ports also use wavelength λ k , there would be (x + C)-overlapping). Let us consider the case in which one port of the remaining subset with N − C ports (the three last transmitters in Figure  5 ) is ordered if it uses wavelength λ k . Thus, the number of permutations in which none of those N − C ports uses λ k is the number of disordered permutations of size N − C, i.e., the number of N − C derangements. A permutation π(i) is a derangement when all of the elements change their position, i.e., π(i) = i, ∀i. The number of derangements D n of n elements is [14] :
In the example in Figure 5 , there are 3!q(3) = 2 permutations, such that the three last transmitters do not use wavelength λ 0 . So, N C is:
If we replace (9) in (7), we get:
A packet is sent with an overlapping exceeding than C with probability:
B. Approximation
If N is small, the wavelength selections of the input transmitters are tightly correlated (i.e., if N = 2 and one transmitter uses λ 0 the other one will also use λ 0 necessarily), but if N is large we can assume they are independent. In such a case, each port will randomly choose a wavelength λ k from among the available N wavelengths with a probability 1 N . Thus, the T k transmitters using λ k are binomially distributed, Bin (   1   N , N) . The probability of C ports using a wavelength λ k , P (T k = C) is:
The probability that a packet is transmitted with an overlapping rate of higher than C is the number of packets that are transmitted with an overlapping rate of higher than C in a wavelength λ k : N j=C+1 j(T k = j) divided by the total number of packets transmitted using wavelength λ k , i.e., the expected value of a Bin( 
C. Achievable switch size
Expressions (11) and (13) allow us to find the value of C such that the probability that a packet is transmitted with a wavelength used by more than C ports is far below the target BER P (i − Trans., i > C) = <<BER. We can consider that, assuming negligible losses, a maximum of C ports will use the same wavelength, allowing us to set a more realistic limit for in-band crosstalk when designing the switch. Table I is calculated for a maximum in-band crosstalk loss of 10 −13 , where 10 −13 is one order of magnitude lower than the target BER (10 −12 ). Packet transmission for more severe overlappings has a joint probability of less than 10 −13 . Note that the value 10 −13 is very restrictive since for BER= 10
and a typical packet length of 10 4 , packet loss probability is 1−(1−10 −12 )
In such a case, a maximum of one in every 10,000 packet losses is due to a switch permutation with a high in-band crosstalk penalty. Note that we are considering that a packet is lost if it is transmitted with a high crosstalk permutation. But this is not necessarily true. In such a case, the packets will simply have a BER that is higher than the guaranteed one. The probability of C + 1-overlapping is much lower than that of C-overlapping. For example, if N = 32 the probability of transmitting a packet with 16 or more overlappings is 3 · 10 −13 , and the probability of transmitting a packet with exactly 16 overlappings is 2.81·10 −13 . Thus, if we design the switch to achieve a target BER of a maximum of 15 overlappings, 94.33% of the undesirable higher overlappings will be just 16 overlappings, meaning that the target BER will practically be met. Moreover, we have assumed a 100% load. Approximation  10  10  10  15  15  13  30  16  15  60  -15  90  -15 TABLE I MIN C SUCH THAT P (i − TRANS., i > C) < 10 −13 For lower loads, the overlapping probability would decrease significantly. Table I shows that the maximum number of transmitters C using the same wavelength with a significant probability is practically constant when the switch grows. This is because more input transmitters can use a given wavelength, increasing overlapping probability. However, at the same time, there are more wavelengths, and the probability of choosing the same is lower, thus the probability of overlapping also decreases. We can see that approximate and exact values are very similar. Above N = 31, we only report approximate values because the C > N/2 assumption does not hold. Figure 6 shows the WR architecture power penalty and achievable sizes for a switch designed to handle a maximum C-overlapping, where C is given by Table I . We therefore assume maximum in-band crosstalk losses of 10 −13 . We consider a worst-case overlapping scenario where two adjacent ports use the same wavelength. In this case, the in-band crosstalk is given by X(N ) = 2X A + (C − 3)X N . Above N = 31, we only plot approximate values since the C > N/2 assumption does not hold for a maximum crosstalk loss probability of 10 −13 . When N is small, it is quite probable that all the transmitters will use the same wavelength (Noverlapping). However, since it is not possible that exactly N − 1 ports will use the same wavelength (the remaining transmitter will also use the same wavelength) when the probability of all transmitters using the same wavelength drops below the threshold (10 −13 in this case), the next probable wavelength overlapping will be N − 2. That is the reason for the penalty valley at N = 17. The maximum switch sizes at 40 and 10 Gbps are 14 (exact) and 80 (approximate), respectively. The maximum size for 2.5 Gbps is 151 (approximate).
V. CONCLUSIONS
We have demonstrated that by using appropriate permutation patterns, in-band crosstalk can be practically eliminated in switches with distributed schedulers. We have also shown that the probability of large wavelength overlappings in centralized scheduler permutations is far lower than that defined by typical BERs, and that the in-band crosstalk penalty is, in practice, almost independent of switch size. Thus, in both distributed and centralized schedulers, the practical limits due to in-band crosstalk are overcome, and much larger switches than those predicted by worst-case analyses can be implemented.
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