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Abstract  
Collective behaviours can be observed in both 
natural and man-made systems composed of a large 
number of elemental subsystems. Typically, each 
elemental subsystem has its own dynamics but, when- 
ever interaction between individuals occurs, the indi- 
vidual behaviours tend to be relaxed, and collective 
behaviours emerge. In this paper, the collective be- 
haviour of a large-scale system composed of several 
coupled elemental particles is analysed. The dynamics 
of the particles are governed by the same type of equa- 
tions but having different parameter values and initial 
conditions. Coupling between particles is based on sta- 
tistical feedback, which means that each particle is af- 
fected by the average behaviour of its neighbours. It is 
shown that the global system may unveil several types 
of collective behaviours, corresponding to partial syn- 
chronisation, characterised by the existence of several 
clusters of synchronised subsystems, and global syn- 
chronisation between particles, where all the elemen- 
tal particles synchronise completely. 
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1 Introduction 
 
A large-scale dynamical system is composed of a large 
number of identical individual subsystems that may in- 
teract with each other. Each elemental system has its 
own dynamics but, when interaction exists, the indi- 
vidual behaviour tends to be relaxed, and a collective 
behaviour emerges. Such kind of phenomenon is com- 
mon in nature as well as in man-made systems [5, 
6, 9, 19, 32]. For example, it is well known that col- 
lective behaviours emerge in colonies of birds, fish, 
and bees, where each individual adapts its own mo- 
tion to a common pattern. In man-made transportation 
systems, as vehicles travelling on a highway, drivers 
often use social information, such as the driving be- 
haviour of others, and adjust their own behaviours. Al- 
most the same is observed in pedestrians to judge a 
safe gap in traffic. Pedestrians seem to use social in- 
formation, such as the crossing behaviour of others, 
and follow others across the road [10]. Collective be- 
haviours can also be observed in physical systems at 
thermodynamic equilibrium. For example, it is well 
known that above the Curie temperature, neighbouring 
magnetic spins in a paramagnetic material display a 
completely disordered state. At the Curie temperature, 
they suddenly align to each other, pointing toward the 
  
same direction, and the material becomes ferromag- 
netic [9]. 
Synchronisation is a particular collective behaviour 
that may arise in large-scale dynamical systems and 
has received considerable attention recently [3, 4,  7, 
12, 22, 26, 28, 38, 39]. Synchronisation may be inter- 
preted as a process by which individual systems ad- 
just a given property of their motion to a common be- 
haviour [3]. Study of synchronisation started in the 
17th century with Huygens observations. He found 
that two weakly coupled pendulum clocks,  hanging 
at the same beam, become phase synchronised. Syn- 
chronisation phenomena occur widely in nature  and 
in biology. For example, populations of fireflies syn- 
chronise their flashing [29], and several intercellular 
coupling mechanisms lead to synchronised oscillators 
that govern fundamental physiological processes, such 
as cardiac function, respiration and circadian rhythms 
[7, 8, 15]. In engineering and technology, synchronisa- 
tion plays an important role in secure communication 
systems [14, 18, 21], electric power systems [33] and 
robotics [16, 23], just to mention a few. 
Synchronisation has been widely studied in the 
context of chaotic dynamical systems  [1,  2,  4,   11– 
13, 17, 20, 24–28, 35–39], mainly involving pairs of 
identical chaotic oscillators. In this context, synchro- 
nisation control, stability analysis, and synchronisa- 
tion characterisation have been addressed by several 
authors [4, 12, 28]. It has been observed that differ- 
ent synchronisation levels may be achieved between 
interacting dynamical systems [3]. In complete (or 
identical) synchronisation, trajectories of equivalent 
state variables are coincident [17, 36]. This kind of 
synchronisation was firstly shown for two identical 
chaotic systems unidirectionally coupled [26]. Gen- 
eralised synchronisation refers to synchronisation be- 
tween non-identical interacting systems [20, 35]. Usu- 
ally, in this case,  complete  synchronisation cannot 
be entirely achieved and, therefore, generalised syn- 
chronisation usually denotes a weaker synchronisa- 
tion regime. In phase synchronisation, phase lock is 
achieved, whereas the amplitudes of equivalent trajec- 
tories remain uncorrelated [1, 25]. In lag synchroni- 
sation, both the phases and the amplitudes of equiv- 
alent trajectories are locked, but a time  lag exists. 
This means that lag synchronisation is some state be- 
tween complete and phase synchronisation [27]. In- 
termittent lag synchronisation is observed when the 
synchronising systems are generally lag synchronised, 
however, during some time periods, intermittent non- 
synchronous behaviour may occur [2, 27]. Imperfect 
phase synchronisation can be characterised by phase 
slips during phase synchronisation regimes [37]. Fi- 
nally, in almost synchronisation, the errors between 
trajectories of a subset of equivalent state variables are 
asymptotically bounded [11]. 
Two main coupling configurations have been con- 
sidered in the literature, namely, unidirectional (or 
master-slave) and bidirectional [3]. In the former, con- 
sidering a two dynamical systems case, the master in- 
fluences (drives) the slave, but its motion is not af- 
fected by it. In the latter case, both systems influence 
each other and adjust their motions accordingly. 
With respect to large-scale systems composed of 
identical subsystems the two main types of synchro- 
nised behaviours are global and cluster synchronisa- 
tion [34]. Global synchronisation can be considered as 
a generalisation of complete synchronisation. Systems 
composed of non-identical subsystems might show all 
types of generalised synchronisation observed in pairs 
of coupled oscillators. 
In this paper a large-scale system constituted by 
several coupled subsystems, or particles, is consid- 
ered. The particles are located randomly in space. 
Moreover, they are identical to each other, that is, 
they are described by the same differential equations, 
but present, possibly, different dynamic parameters 
and initial conditions [30, 31]. Coupling between a 
large-number of particles based on statistical feed- 
back, which means that each particle is affected by 
the average behaviour of its neighbours, and several 
measures for analysing global and partial synchroni- 
sation are proposed. It is shown that the global system 
may unveil several collective behaviours, correspond- 
ing to partial synchronisation, characterised by the ex- 
istence of several clusters of synchronised oscillators, 
and global synchronisation between particles, where 
all the elemental particles synchronise completely. 
Bearing these ideas in mind, this paper is organised 
as follows. Section 2 formulates the system dynamics. 
Section 3 presents simulation results and analyses the 
system behaviour. Conclusions are drawn in Section 4. 
 
 
2 System dynamics 
 
A system consisting of n identical components, or el- 
emental particles, located on a two-dimensional space 
  
is considered. The location of each elemental particle   
T   
i, i = 1 ,...,  n, is given by the vector xpi = [xpi  ypi ] 
and the corresponding dynamics is represented by 
 
 
  
 3 System simulation and behaviour analysis 
 
For the system simulation, it is considered that the 
where x1i and x2i represent the particle’s state vari- 
ables and Mi, Ki are particles’ parameters, respec- 
tively. 
The overall system dynamics may the  described 
by 2n state variables, corresponding to the state vari- 
ables of all elemental particles. Nevertheless, as we are 
mainly interested in the collective behaviour of the el- 
emental components, two new variables are defined, 
namely x1sist and x2sist, according to (2) and (3), rep- 
resenting the average values of the particles’ first and 
second state variables, respectively. 
overall system consists of n = 100 elemental particles. 
They are randomly located on the xy space, accord- 
ing to a uniform probability distribution (9), where 
0 ≤ rnd ≤ 1 is a random number generator. 
 
 
The particles are characterised by different dynami- 
cal parameters and initialised with distinct conditions. 
The particles have the same parameter, Mi  = 1,   but 
1  
n 
   
   
Ki is random, according to a uniform probability dis- 
tribution, in the interval 1 × 106 ≤ Ki ≤ 4 × 106. 
This means that the elemental particles can   oscillate 
n 3 
√  
    at an angular frequency 1 × 10 ≤ ωi = Ki /Mi ≤ 
   2 × 103 rad/s, in the absence of interaction. The parti- 
cles’ initial state, x1i(0) and x2i(0), is also  generated 
Each particle, i, interacts with neighbour particles, j , 
that are closer to i than a limit threshold, r . For dis- 
tance between particles i and j, dij , we adopted the 
Euclidean measure. Interaction is given by expression 
(4), 
 
 
 
 
 
 
 
where av1 and av2 represent the average values of 
the first and second state variables of particles j (the 
neighbours of i), respectively, given by 
randomly, following a uniform distribution in the in- 
tervals, −2 ≤ x1i(0) ≤ 2 and −5 ≤ x2i(0) ≤ 5, respec- 
tively. Coupling gain is established as G = 104. 
The motion of the elemental particles is calculated 
by means of a Runge–Kutta Fourth order numerical in- 
tegration algorithm, with fixed step size, dt = 10−4 s, 
for a simulation time window, Tw = 2 s. 
For a given distribution of particles, in the xy plane, 
and a given distance threshold, r , there is a certain 
number of particles’ interaction clusters. Each interac- 
tion cluster consists of particles that interact between 
themselves. Particles belonging to different interac- 
tion clusters do not have any type of interaction. The 
clusters are computed using agglomerative  hierarchi- 
cal clustering analysis. Firstly, the Euclidean distance 
 
 
  
  
 
 
  
between each pair of particles is computed. In a sec- 
ond step, based on that metric, the single linkage crite- 
rion is used to create the hierarchical cluster tree and, 
for a given threshold value measured by the Euclidean 
distance, the cluster tree is pruned and the clusters cre- 
and |S| represents the cardinal number of set S, given 
by  (7).  The  constant  G  represents  the   interaction 
strength or gain. 
ated. 
Figure 1 represents a particular random distribution 
of n = 100 particles on the plane, according to (9). 
  
 
 
  
 
          
    
 
  
Fig. 1  A given random distribution of n = 100 particles on the 
xy plane 
Fig. 3 Maximum and minimum size of the interaction clusters 
as a function of the threshold r 
 
 
The cluster size also depends on the particles’ spa- 
tial distribution and threshold r . Figure 3 depicts the 
maximum and minimum size of the interaction clus- 
ters, for the particles’ distribution of Fig. 1, as a func- 
tion of the threshold r . It can be observed that for 
r ≥ 17, as there is only one interaction cluster, the 
maximum and minimum cluster size is identical and 
matches the number of existing elemental particles. 
In order to analyse the system’s behaviour, we com- 
pute the discrete Fourier transform (DFT) of the sig- 
nals x1sist and x2sist, previously defined in (2) and (3). 
The DFTs’ magnitude is given by 
 
  
 
 
Fig. 2 Number of particles’ interaction clusters as a function of the threshold r 
Figure 2 depicts the corresponding number of parti- 
cles’ interaction clusters as a function of the    thresh- 
   
  
old r . It can be seen that, for r ≥ 17, there is only one 
interaction cluster, which means that all particles in- 
teract with each other. 
In such a system, we cannot expect synchronisa- 
tion between particles that do not interact. Therefore, 
at most, the system may achieve cluster synchronisa- 
tion, which means that all particles belonging to the 
same cluster synchronise. If there is a single cluster, 
then all particles interact with each other and, conse- 
quently, cluster and global synchronisation are equiv- 
alent. Global synchronisation can only be expected for 
this case. 
where  N = Tw /dt  represents the length of   signals 
x1sist and x2sist, sampled with a period dt, ωk = 
k2π/(N · dt), tq = q · dt, k = 0 , .. .,N − 1,q = 
0 ,.. .,N − 1. 
Figure 4 shows the DFTs’ magnitude as a function 
of the angular frequency, ωk , and threshold, r , for the 
signals x1sist and x2sist, respectively. It is clear in Fig. 4 
that, for larger values of r , there exist a single synchro- 
nisation cluster. That is, all elemental particles interact 
with each other and oscillate at the same frequency. 
Figure 5 shows contour plots that complement the 
previous conclusion. For a threshold distance, r < 17, 
     
     
     
     
     
     
     
     
     
     
 
          
          
          
          
          
          
          
          
          
          
 
  
 
 
 
Fig. 4  Magnitude of the DFT of the signal (a) x1sist and (b) x2sist , as a function of the frequency, ωk , and the distance threshold, r 
 
 
 
Fig. 5 Contour plot of the magnitude of the DFTs for the signal (a) x1sist and (b) x2sist , as a function of the frequency, ωk , and the 
distance threshold, r 
 
 
we notice the appearance of several distinct synchro- 
nisation clusters, oscillating synchronously. In each 
case, the cluster synchronous frequency is given by the 
arithmetic average of the frequencies that the elemen- 
tal particles belonging to the cluster would have if they 
had an independent dynamics. Moreover, it can be no- 
ticed that close to the global synchronisation   thresh- 
old, r = 17, the particles’ amplitude of oscillation   is 
smaller. This means that the global system is dissipa- 
tive and that, near to the global synchronisation thresh- 
old, a minimum energy state is observed. 
Synchronisation can also be perceived if we anal- 
yse the time evolution of the particles’ state variables. 
 
Hence, Figs. 6, 7 and 8 depict illustrative results con- 
cerning to variables x1i . An identical behaviour is ob- 
served for x2i . Considering that our system is    com- 
posed of n = 100 particles and the interaction gain is 
G = 10000, the results obtained for three distinct val- 
ues of the threshold distance, r , are discussed. In Fig. 6 
the threshold is r = 15, which means that there are 
three interaction clusters, as described in Fig. 2. There- 
fore, cluster synchronisation occurs, as illustrated by 
the three curves depicted in Fig. 6b. For r = 25   and 
r = 50 a single cluster exists, as discussed before. Fig- 
ure 7 illustrates these two cases. The single curve that 
is observed underlines the existence of global synchro- 
  
 
 
 
 
  
 
Fig. 6  Time evolution of the particles’ state variables x1i (threshold r = 15, number of particles n = 100, interaction gain G = 10000); 
(a) time interval 0–0.01 s; (b) time interval 1–1.01 s 
 
 
 
 
 
  
Fig. 7   Time evolution of the particles’ state variables x1i  (number of particles n = 100, interaction gain G = 10000); (a)  threshold 
r = 25; (b) threshold r = 50 
 
nisation in both cases. Moreover, faster synchronisa- 
tion is possible if r is larger. Choosing the threshold 
distance r = 50 and varying the interaction gain,  the 
results of Fig. 8 are obtained. Namely, faster synchro- 
nisation is achieved for higher values of the interaction 
gain. 
Additional experiments also revealed that the for- 
mation of synchronisation clusters is almost indepen- 
dent of the interaction gain. This means that if all 
 
if smaller gains are used. This is also illustrated in 
Fig. 8. 
The DFTs’ magnitudes yield only information 
about the frequency. Therefore, two additional mea- 
sures are introduced and analysed, in order to better 
characterise the global system. Firstly, the root mean 
square distances between particles’ state variables, E1 
and E2, respectively, are defined: 
    
 
conditions are unchanged, identical interaction clus- 
ters are obtained, independently of the gain. The main 
     
 
difference is on the larger synchronisation time needed 
 
 
  
· 
 
 
 
 
  
 
Fig. 8  Time evolution of the particles’ state variables x1i  (threshold r = 50, number of particles n = 100); (a) interaction gain 
G = 1000; (b) interaction gain G = 2000 
 
 
 
 
 
 
  
 
Fig. 9  Magnitude of the distances (a) E1 and (b) E2 , as a function of the threshold, r 
  
 
  only a certain number of distances will be zero. Math- 
 ematically, these distances, defined for particles’ state 
  ·    
 
 
variables, are given by 
 
 
  
Secondly, the distances between the state variables for 
 
  
all P  pairs of elemental particles, at a given time   in- 
  
stant, tk , are considered. If global synchronisation ex- 
ists at that time instant, the distances between the cor- 
responding state variables of all pairs of elemental par- 
ticles are zero, as all particles are in the same state. On 
the other hand, if cluster synchronisation is   verified, 
  
Figure 9 shows the distances, E1 and E2, as a function 
of the threshold, r . It can be seen that the distances de- 
crease with the threshold and almost vanish at r = 17, 
          
          
          
          
          
          
          
          
          
          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          
          
          
          
          
          
 
  
 
 
 
 
  
 
 
 
 
  
 
Fig. 10  Normalised histograms of the distances D1 , at instant tk = 1 s, for (a) r = 0, (b) r = 10, (c) r = 15, and (d) r = 20 
 
 
which means that global synchronisation is achieved. 
This complements the results of Figs. 4 and 5. In fact 
the analysis of E1 and E2 lead to the conclusion that, 
not only frequency synchronisation can be achieved, 
but also global synchronisation is possible. 
Normalised histograms of distance D1, at time in- 
stant tk = 1 s, for r = 0,r = 10,r = 15 and r = 20 
are represented in Fig. 10. The chosen tk  is enough 
to allow synchronisation and the four increasing val- 
ues of r represent different interaction conditions. For 
each case, D1 was calculated and the available results 
were binned into several equally spaced containers. At 
r = 0, that is, for no interaction between particles, the 
non-zero distances between pairs of particles are  sig- 
nificant and spread along a large interval (a). As   the 
 
threshold, r , decreases, the distances concentrate at 
lower values (b and c) and, at r = 20, all distances 
have values near zero (d). These results   demonstrate 
that global synchronisation was achieved. Identical re- 
sults can be found for distances D2, corresponding to 
the second state variable. 
In order to have a deeper understanding of the sys- 
tem behaviour, the distances E1 and E2 are analysed 
with respect to the number of elemental particles in the 
global system, n, and the interaction gain G (Figs. 11 
and 12). In the former case, n varies from 0 to 100 par- 
ticles and the threshold distance, r , varies between 0 
and 50 (as in previous simulations). Analysing the re- 
sults plotted in Fig. 11, it can be noticed that for higher 
values of n the limit threshold required to achieve dis- 
  
 
 
 
Fig. 11  Magnitude of the distances (a) E1 and (b) E2 , as a function of the threshold, r , and the number of particles, n 
 
 
 
Fig. 12  Magnitude of the distances (a) E1 and (b) E2 , as a function of the threshold, r , and the interaction gain, G 
 
 
tances E1  and E2  close to zero and, consequently,  to 
 
      2 
 
attain global synchronisation, is lower. In the latter 
case, varying the interaction gain, G, between 5 × 103 
  
 
and 104, it can be observed that the distances E1   and 
E2  became higher for lower values of G (Fig. 12). 
To complement the analysis of the system be- 
haviour, the energy of the signals, x1sist and x2sist, that 
represent the first and second state variables’ averages, 
is analysed. The energy is defined by: 
 
where X1sist  and X2sist  represent the DFT of the   sig- 
nals x1sist  and x2sist. 
Figures 13 and 14 show the energies W 1sist   and 
W 2sist as a function of the threshold distance, r , re- 
spectively. It can be observed that close to the global 
synchronisation threshold, r = 17, the system energy 
is close to zero. This means that the global system is 
dissipative and a minimum energy state is observed 
near to the global synchronisation condition. 
       
 2 
 The energies W1 and W2 are also analysed with re- 
 
   
spect to the number of elemental particles, n, and inter- 
  
 
 
 
 
  
 
  
 
  
 
Fig. 13  Energies (a) W1sist and (b) W2sist , as a function of the threshold, r 
 
 
 
Fig. 14  Energies (a) W1sist and (b) W2sist , as a function of the threshold, r , and the number of particles, n 
 
 
action gain, G. Several results are plotted in Figs. 14 
and 15. From Fig. 13, it can be seen that, for a very 
 
  
small number of particles, the system energy is some- 
what noisy. Then, as the number of particles grows 
higher,  meaning  that  the  interaction  gets  stronger, 
  
  
more dissipative the system becomes. On the other 
hand, analysing Fig. 15, it can be noticed that the en- 
ergy increases with the interaction gain, G. 
Finally, the time evolution of the total mechanical 
energy of the system, EKP(t ), is computed and anal- 
ysed. The total mechanical energy is the sum of the ki- 
netic, EK (t ), and the potential, EP (t ), energies, given 
by: 
The results of the analysis for a given number of el- 
emental particles, n = 100, and interaction gain, G = 
104, are depicted in Fig. 16. It can be seen that the en- 
ergy, EKP(t ), decreases in time whenever synchronisa- 
tion occurs. Starting with small distance thresholds, r , 
cluster synchronisation is achieved, and the energy di- 
minishes slightly with time. Then, as the threshold ap- 
proaches the global synchronisation condition, the en- 
 
 
 
 
 
 
   
   
   
   
   
 
 
 
 
 
 
 
   
   
   
   
   
 
  
 
 
 
Fig. 15  Energies (a) W1sist and (b) W2sist , as a function of the threshold, r , and the interaction gain, G 
 
 
 
 
Fig. 16 System energy: (a) kinetic, EK (t ), (b) potential, EP (t ), and (c) total mechanical, EKP(t ), as a function of the threshold, r , 
and time, t 
  
ergy diminishes significantly, drastically falling down 
when the condition is met. Afterwards, dissipation gets 
weaker. Similar results are obtained for distinct values 
of n and G. 
 
 
4 Conclusion 
 
Dynamical systems, assembled by  a  large  number 
of interacting elements, often exhibit collective be- 
haviours. Synchronisation is a particular collective be- 
haviour that may be interpreted as a process by which 
the individual elements adjust a given property of their 
motion to a common pattern. Synchronisation phe- 
nomena occur widely in nature and in biology. In engi- 
neering and technology, synchronisation plays an im- 
portant role in several areas, namely, secure communi- 
cation systems, electric power systems and robotics. 
In this paper, we study a large-scale dynamical sys- 
tem, constituted by several identical particles that in- 
teract with their neighbours. Each particle is a simple 
linear oscillator and the interaction is given by a sta- 
tistical feedback law. It is shown that the global sys- 
tem exhibits two main collective behaviours, namely, 
partial synchronisation, characterised by the exis- 
tence of several clusters of synchronised particles, and 
global synchronisation, where all the elemental parti- 
cles completely synchronise. Moreover, we show that 
the system becomes dissipative whenever any type of 
synchronisation occurs. 
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