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Abstract
We prove that ifφ : R2 →R1+2 is a smooth, proper, timelike immersion with vanishing mean cur-
vature, then necessarily φ is an embedding, and every compact subset of φ(R2) is a graph. It follows
that if one evolves a smooth, self-intersecting curve so as to trace a timelike surface of vanishing
mean curvature in R1+2, then the surface will either fail to remain timelike, or it will fail to remain
smooth. We show that even allowing for null points, the Cauchy evolution for a self-intersecting
curve will be C 2 inextendible beyond some singular time. In addition we study the continuity of
the unit tangent for the evolution of a self-intersecting curve in isothermal gauge, which defines an
evolution beyond singular time.
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1 Introduction
The study of minimal surfaces in Euclidean space R3 has a long history, and many examples are known
which exhibit a variety of topological and geometrical structures. Moreover, many beautiful theorems
have demonstrated the rigidity of minimal surfaces, such as Bernstein’s theorem which states that any
complete minimal surface in R3 which is a graph, must be a plane. In this article we will be concerned
with timelike maximal surfaces in Minkowski space R1+2, where the picture is quite different.
By solving a Cauchy problem for a timelike maximal surface with initial data sufficiently close to that
of a timelike plane, it is known that one may construct smooth, graphical timelike maximal surfaces
in R1+2 close to a plane, see Lindblad [10]. This clearly contrasts with Bernstein’s theorem in R3. For
more stability results in higher dimensions and higher codimensions see Allen, Anderson & Isenberg
[1], Brendle [3], Donninger, Krieger, Szeftel & Wong [6], as well as [10]. On the other hand, given suitably
“large” data, the Cauchy evolution for a timelike maximal surface will develop singularity in finite time,
see e.g. Beletini, Hoppe, Novaga & Orlandi [2], Eggers & Hoppe [7], Kibble & Turok [9], and Nguyen &
Tian [11], see also Wong [14] for results in higher dimension. A form of rigidity result was established
in [11], where it was proved: there exists no smooth, proper, timelike immersion φ : S1×R→R1+2 with
vanishing mean curvature.
In this article we will consider spatially non-compact timelike maximal surfaces. Our first result is:
Theorem 1.1. Let φ : R2 → R1+2 be a smooth, proper, timelike immersion with vanishing mean curva-
ture. Then φ is an embedding. Moreover, for each compact subset K ⊆ φ(R2), there is a timelike plane
P ⊆R1+2 such that K is a smooth graph over P.
Remark 1.2. The restriction to compact subsets in Theorem 1.1 cannot be relaxed in general, and we
will give examples later of smooth, proper, timelike embeddings φ : R2 → R1+2 with vanishing mean
curvature such that φ(R2) is not a graph.
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To prove Theorem 1.1, we adapt an argument from Belletini, Hoppe, Novaga & Orlandi [2] to construct
a global system of isothermal coordinates (another derivation of isothermal coordinates on a maxi-
mal surface is given in [13, Chap. 7]). The existence of global isothermal coordinates together with
Theorem 1.1 shows that any smooth properly immersed timelike maximal surface in R1+2 is smoothly
conformally equivalent to R1+1. In contrast with the Riemannian setting, the conformal structures of
simply connected Lorentzian surfaces may be quite complex, see Kulkarni [12].
In terms of a spacelike unit normal
N : φ(R2)→ S1+1 = {(sinhϕ,cosϑcoshϕ, sinϑcoshϕ) ∈R1+2 : (ϑ,ϕ) ∈R2} ,
Theorem 1.1 says that, for every compact subset K ⊆ φ(R2), N (K ) is contained in the open hemi-
hyperboloid
S1+1+ =
{
(sinhϕ,cosϑcoshϕ, sinϑcoshϕ) ∈R1+2 : (ϑ,ϕ) ∈ (ϑ0− pi
2
,ϑ0+ pi
2
)×R
}
for some ϑ0 ∈R (which is a hemi-sphere with respect to the Minkowski metric). The image of N ◦φwill
be a single point if Im(φ) is a plane, and there are many easy examples where it is a set of non-empty
interior, see Subsection 3.2. This may be compared with the counterpart in the Riemannian setting. For
example, it is well-known that for any complete minimal surface in R3, the image of the unit normal
vector is either a single point, or it omits at most 4 points in the sphere S2.
The coordinate x0 on R1+2 is a time-function, and we now turn to the Cauchy problem for timelike
maximal surfaces in R1+2. Let C : R → {x0 = 0} ⊆ R1+2 be a smooth, proper immersion and let V
be a smooth, future-directed, timelike vector field along C . We say φ : R× [−T,T ] → R1+2, φ(s, t ) =
(t ,γ1(s, t ),γ2(s, t )), is a smooth, timelike Cauchy evolution for (C ,V ) if φ is a smooth, proper, timelike
immersion with vanishing mean curvature such thatφ(·,0)=C and V is tangent to Im(φ) alongC . For
a given smooth initial data (C ,V ), let
T∗ = sup{T ≥ 0: there exists a smooth, timelike Cauchy evolutionφ : R× [−T,T ]→R1+2 for (C ,V )}.
It may be shown that T∗ > 0 under mild assumptions on the initial data (C ,V ) (see e.g. Corollary 5.10)
and from Theorem 1.1 it may be seen to follow that if the image U0(C ) of the unit tangent vector U0
along C contains a closed semi-circle (for example, if C is a self-intersecting curve) then T∗ <∞. Our
proof of Theorem 1.1 is by contradiction, and so does not shed any light upon the nature of singularity
at time T∗. In fact, it is known that singular behaviour will necessarily involve the surface failing to re-
main timelike at some point on the final curve (i.e. the hyperbolicity degenerates), see Jerrard, Novaga
& Orlandi [8, Theorem 3.1]. Given that the Cauchy evolution fails to remain timelike, it is natural to ask
whether one may define a smooth, or C k for some k, extension of the surface beyond singular time by
allowing for null points. We prove:
Theorem 1.3. Let ε> 0, (s0, t0) ∈ R2, and φ : (s0−ε, s0+ε)× (t0−ε, t0]→ R1+2 be a C 1 immersion of the
form φ(s, t ) = (t ,γ1(s, t ),γ2(s, t )), such that φ|(s0−ε,s0+ε)×(t0−ε,t0) is C 2 and timelike with bounded mean
curvature. Suppose that φ is null at the point (s0, t0), i.e. Im(dφ(s0,t0)) is a null plane in R
1+2. Then the
curvature of the (planar) curves γ(·, t ) blows up as t ↗ t0, and φ is not C 2.
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Theorem 1.3 rules out the possibility of a C 2 causal extension of the Cauchy evolution beyond singular
time, however one may still ask whether there exists a C 1 causal extension. A complete answer to this
question (independent of gauge) is currently out of our reach. Nonetheless, we proceed to consider one
well-known extension beyond singular time: by solving the maximal surface equations in isothermal
gauge (a construction analagous to the Weierstrass representation for minimal surfaces in R3), [13,
Chap. 8], [15, Chap. 7].
We will briefly recall the method of isothermal gauge. Since we are now concerned with the prospect
of less regular maximal surfaces, it is natural to consider less regular initial data (C ,V ). We note that
other weak notions of solution have been considered by Brenier [4]. LetC : R→ {x0 = 0}⊆R1+2 be a C k ,
proper immersion, k ≥ 1 and let V be a C k−1, future-directed, timelike vector field along C . One may
construct a proper, C k map φ : R2 → R1+2, of the form φ(s, t ) = (t ,γ1(s, t ),γ2(s, t )), where γ = (γ1,γ2)
satisfies (in the weak sense if k = 1) the system of equations 〈γs ,γt 〉 = 0, |γs |2+ |γt |2 = 1, γt t −γss = 0,
such that Im(φ(·,0))= Im(C ), and Σ=φ(R2) is tangent to V along C . φ defines a C k timelike maximal
immersion on R2 \Ksing, whereKsing = {(s, t ) : γs(s, t )= 0}, and Σ gives a C k timelike maximal surface
away from Σsing =φ(Ksing). For every p ∈ Σsing, either Σ fails to be a C 1 surface in a neighbourhood of
p, or Σ is a C 1 surface in a neighbourhood of p but is null at p. See Section 5.1 for more details.
From Theorems 1.1 and 1.3, it follows that if U0(C ) contains a closed semi-circle, then Σ cannot be a
C 2 immersed surface (see Corollary 5.5). In Example 5.11, we construct a curve C for which U0(C )
is exactly a closed semi-circle, and show that an evolution by isothermal gauge of C yields a C 1 em-
bedded surface, which is a smooth timelike maximal surface away from a pair of null half-lines. This
surface contains non-graphical compact sets (the spacelike unit normal is contained in a closed hemi-
hyperboloid), which may be compared with Theorem 1.1. One might ask whether it is possible to select
initial data for which the evolution by isothermal gauge yields a C 1 immersed surface which is not em-
bedded. With this in mind, we prove:
Theorem 1.4. Let φ : R2 → R1+2, φ(s, t )= (t ,γ(s, t )), be a C 1 evolution for a maximal surface by isother-
mal gauge, as described above, and write U0 : R→ S1 for the unit tangent vector along the initial curve
γ(·,0). Suppose that Im(U0) contains an arc of length>pi (for example, if γ(·,0) is self-intersecting). Then
there exists a time t∗ ∈R such that: either Im(γ(·, t∗)) is not a C 1 immersed curve; or Im(γ(·, t∗)) is a C 1 im-
mersed curve, but the spatial unit tangent U (·, t∗)= γs (·,t∗)/|γs (·,t∗)| (defined only on the set {s : γs(s, t∗) 6= 0})
admits no extension to a continuous unit tangent vector field along γ(·, t∗).
In most cases, the discontinuity of the spatial tangent corresponds to the curve γ(·, t∗) failing to be C 1.
Eggers & Hoppe [7] introduced the swallowtail singularity, whereby a cusp of order 4/3 forms, before
immediately splitting off into a twin pair of travelling, ordinary cusps. This picture was shown to be (in
some sense) generic, for sufficiently regular initial data, by Nguyen & Tian [11, Section 3]. There are,
however, degenerate cases whereby the discontinuity of the unit tangent does not imply a regular cusp,
and it is possible that the unit-tangent admits no continuous extension along γ(·, t∗), whilst Im(γ(·, t∗))
is a C 1 immersed curve, see Example 5.16. Although we have no example where such a degenerate
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situation occurs whilst the surface φ(R2) remains C 1, we don’t rule this out.
Finally, we note that Theorem 1.1 fails for timelike maximal surfaces in R1+n for n ≥ 3. Nguyen & Tian
gave an example of a smooth, proper, timelike maximal immersion φ : S1×R→ R1+3 [11, appendix],
and it was conjectured that generic closed curves do not evolve to singularities in higher codimension.
This conjecture was confirmed by Jerrard, Novaga & Orlandi in [8], where it was shown that when n ≥ 4,
generic closed curves with generic initial velocity will evolve to a globally regular surface, whilst in the
borderline case n = 3 there are distinct, non-empty open sets of initial data leading to both regular
surfaces and singular surfaces respectively. It is simple to see how the example of [11, appendix] may
be adapted to give a smooth, self-intersecting, proper, timelike maximal immersion φ : R2 →R1+3, and
it would be of interest to obtain similar results to [8] for open curves.
The rest of the paper is structured as follows. In Section 2 we introduce the maximal surface equations,
and give a construction of global isothermal coordinates (Lemma 2.2). In Section 3 we prove Theorem
1.1 and give examples of graphical and non-graphical timelike maximal surfaces. In Section 4 we prove
Theorem 1.3, and we discuss the case of the shrinking circle where the rate of curvature blow-up can be
computed explicitly in Lp,q norms. Section 5 is devoted to analysis in isothermal gauge and the proof
of Theorem 1.4. We present local and global existence results which are notable in that they require
no decay on the initial data at infinity (Corollary 5.10 and Lemma 5.7) and we give localized singularity
statements to complement Theorem 1.1 (Proposition 5.3 and Corollary 5.5). We also give examples il-
lustrating various possible singular behaviours, including examples of C 1 properly embedded surfaces
containing non-graphical compact sets which are smooth timelike maximal surfaces away from a pair
of null half-lines (Example 5.11).
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2 Preliminaries
In this section we start by giving a brief recap of the maximal surface equations. We then present a
straightforward adaptation of the construction of global isothermal coordinates which was given by
Belletini, Hoppe, Novaga & Orlandi in [2] for spatially compact timelike maximal surfaces to the spa-
tially non-compact case. We note that another construction of global isothermal coordinates is given
in [13, Chapter 7].
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2.1 Maximal surface equations
Let x = (x0, x1, x2) denote standard (i.e. inertial) coordinates on R1+2, so that the Minkowskian metric
is η = −(d x0)2+ (d x1)2+ (d x2)2. Let Ω ⊆ R2 be an open subset and φ : Ω→ R1+2 be a C 1 immersion.
We write φα = xα ◦φ for the expression of φ in coordinates, α = 0,1,2, and denote the image of φ by
Σ = Im(φ). The metric g induced by φ is the bilinear form gp : TpR2×TpR2 → R given by gp (X ,Y ) =
η(dφp (X ),dφp (Y )).
For each p ∈ R2, recall that φ is timelike at p if det(gp ) < 0, φ is null at p if det(gp ) = 0, φ is spacelike
if det(gp ) > 0, and φ is causal at p if φ is either timelike or null at p. We say that φ is timelike (resp.
causal) if it is timelike (resp. causal) at every point p. In the case that φ is timelike at p, there exists a
choice of unit spacelike normal vector N (p), and we have a direct sum decomposition of the tangent
space which is orthogonal with respect to η,
Tφ(p)R
1+2 = span{N (p)}⊕Tφ(p)Σ.
Let (s, t ) denote coodinates onΩ⊆R2. For every compact subset V ⊆Ω, define the area of φ(V ) as
A
[
φ;V
]= ∫
V
√
|det(g (s, t ))|d sd t .
The area of φ(V ) is independent of the choice of coordinates (s, t ) on V . The Euler-Lagrange equations
associated to the area functionalA are
1√|det g |∂i
(√
|det g |g i j∂ jφα
)
= 0, (1)
having adopted the summation convention. We say that a C 1 immersion φ is maximal if it satisfies (1)
in the weak sense. When φ is a C 2 timelike immersion, (1) is equivalent to H(φ) = 0, where H is the
mean-curvature vector of φ(Ω).
(1) is independent of the choice of coordinates, so if φ is a smooth solution to (1) and ψ : R2 → R2 is a
smooth diffeomorphism, then φ′ =φ◦ψ solves (1). (1) is also invariant under rescaling of R1+2, as well
as the isometries ofR1+2. For a timelike immersion, with respect to a system of isothermal coordinates,
(1) reduces to the wave equation
φt t −φss = 0.
2.2 Construction of isothermal coordinates
Lemma 2.1. Let φ : R2 → R1+2 be a smooth, proper, timelike immersion. Then there exists a smooth
diffeomorphism ψ : R2 → R2 such that φ′ = φ ◦ψ is of the form φ′(s, t ) = (t ,γ1(s, t ),γ2(s, t )) where γ =
(γ1,γ2) satisfies |γs |2 = 1.
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Lemma2.2 (Existence of global isothermal coordinates). Letφ : R2 →R1+2 be a smooth, proper, timelike
immersion with vanishing mean curvature. Then there exists a smooth diffeomorphismψ : R2 →R2 such
that φ′ =φ◦ψ is of the form φ′(s, t )= (t ,γ1(s, t ),γ2(s, t )) where γ= (γ1,γ2) satisfies
〈γs ,γt 〉 = 0 (2)
|γs |2+|γt |2 = 1 (3)
γt t −γss = 0. (4)
Proof of Lemma 2.1. The proof is a standard argument exploiting the fact that φ0 is a time-function.
Let φ : R2 →R1+2 be a smooth, proper, timelike immersion. For each t ∈ Im(φ0) write
Ct = {(y1, y2) ∈R2 : φ0(y1, y2)= t }.
Since φ is timelike, φ0 can have no critical points. Thus Ct is a smooth submanifold of R2 for all t ∈
Im(φ0) by the implicit function theorem.
Let g = φ∗η be the induced Lorentzian metric on R2, and let X = ∇gφ0, which is a smooth, nowhere-
vanishing vector field onR2. φ(Ct )= Im(φ)∩{x0 = t } is spacelike, so with respect to g , the submanifolds
Ct are spacelike, and thus X is a timelike vector field orthogonal to the submanifolds Ct .
Define T = 1g (X ,X ) X , and consider the flow of T . Let p ∈ R2, and let ξp : (a,b) → R2, be the smooth,
inextendible integral curve of T through p, so
dξp
d s (s) = T (ξp (s)) and ξp (0) = p. Then dd s
(
φ0(ξp (s))
) =
(dφ0)ξp (s)(T (ξp (s)))= 1 and so
φ0(ξp (s))=φ0(p)+ s. (5)
We claim that b =∞ and a =−∞. Indeed, suppose we had b <∞. Since the curve ξp is timelike, and
by (5), then φ(ξp ([0,b))) would lie in the intersection of the time slab 0≤ t ≤ b with the future-directed
light cone with vertex at the point φ(p), i.e. those points (x0, x1, x2) ∈R3 such that
(x1−φ1(p))2+ (x2−φ2(p))2 ≤ (x0−φ0(p))2
φ0(p)≤ x0 ≤φ0(p)+b,
which is a compact set. Since φ is a proper map, it would follow that the curve ξp ([0,b)) would lie in a
compact set. As T is smooth, it would then follow that ξp could then be smoothly extended up to s = b,
contradicting inextendibility of ξp . So b =∞ and similarly a =−∞.
From (5), it is seen that the flow p 7→ ξp (t ) maps C0 diffeomorphically onto Ct for each t , thus we
have shown Im(φ0) = R, and we have a foliation of R2 given by smooth curves Ct for t ∈ R. We claim
that each Ct is connected. Indeed, for p, q ∈C0, let ω : [0,1]→ R2 be a continuous path with ω(0) = p,
ω(1) = q . Define ωˆ(s) = ξω(s)(−φ0(ω(s))), so ωˆ(s) ∈C0 for all s ∈ [0,1] by (5), and ωˆ is a continous path
with ωˆ(0)= p and ωˆ(1)= q . Thus C0 and hence each Ct is connected.
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Let C0 be given some parametrization as C0(s) for s ∈ (−∞,∞), and define ψ : R2 →R2 by
ψ(s, t )= ξC0(s)(t ).
By the group property of of the flow, it is seen that ψ gives a bijection. Standard results on smooth
dependence on initial conditions for ODE show that ψ gives a smooth map, and since T is nowhere
vanishing and orthogonal to C0 we have det(dψ)(s,0) 6= 0 and so it follows det(dψ)(s, t ) 6= 0 for all (s, t ) ∈
R2, see eg. [5, Chapter 1]. Thus ψ is a diffeomorphism, and we have φ′ = ψ ◦φ satisfies φ′(s, t ) =
(t ,γ1(s, t ),γ2(s, t )). Finally, sinceφ is proper, it follows necessarily that |γ(s, t )|2 →∞ as s →±∞ for each
t . Thus we may pass to an arclength reparametrization for each t to ensure the condition |γs(s, t )|2 =
1.
Proof of Lemma 2.2. By applying Lemma 2.1, we may assume that φ is of the form
φ(s, t )= (t ,γ1(s, t ),γ2(s, t ))
where |γs |2 = 1. Since φ is timelike, we have the bound |γt |2 < 1.
Now, let s′ = s′(s, t ), t ′ = t denote a smooth coordinate change, with ∂s′∂s > 0, and set γ′(s′, t ′) = γ(s, t ).
We will choose these new coordinates so that
〈γ′s′ ,γ′t ′〉 = 0. (6)
By the chain rule:
γ′s′ =
(
∂s′
∂s
)−1
γs (7)
γ′t ′ =−
(
∂s′
∂s
)−1 (
∂s′
∂t
)
γs +γt . (8)
Substituting these expressions, and observing |γs |2 = 1, we see that (6) will be satisfied provided
∂s′
∂t
−〈γs ,γt 〉∂s
′
∂s
= 0. (9)
This is a linear transport equation, and can be solved by the method of characteristics. The solution s′
is constant along characteristic curves (s(t ), t ), where the s(t ) are solutions to
s˙(t )=−〈γs(s(t ), t ),γt (s(t ), t )〉. (10)
Since the right hand side of (10) is smooth, and since we have the a-priori bound
|〈γs ,γt 〉| < 1, (11)
smooth solutions to (10) exist for all t ∈ R, and for each (s0, t0), there exists a unique characteristic
through (s0, t0) which crosses through the line {t = 0} precisely once. Thus for any smooth function
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ρ : R→ R, there is a unique smooth solution s′ to (9) satisfying the Cauchy data s′(s,0) = ρ(s). The
choice of Cauchy data ρ will be made later.
It is readily seen that the condition ∂s
′
∂s > 0 is equivalent to ρ˙(s) > 0. Moreover, by the uniform bound
on the characteristic speed (11), we have s′(s, t ) →±∞ as s →±∞ for each t provided ρ(s) →±∞ as
s →±∞. A smooth diffeomorphism ψ : R2 → R2 is then well defined by ψ−1(s, t )= (s′(s, t ), t ). We have
now verified (6) (which is (2) in the (s′, t ′) coordinates).
We procede to show that ρ may be selected so as to ensure (3) and (4). From (1), the maximal surface
equations read
∂i (
√
|det(g )|g i 2)= 0 (12)
∂i (
√
|det(g )|g i j∂ jγ)= 0. (13)
Since the metric in the new coordinates is
g (s′, t ′)= |γ′s′ |2d s′2+ (−1+|γ′t ′ |2)d t ′2
the first of these reads
∂t ′
√√√√ |γ′s′ |2
1−|γ′t ′ |2
= 0
which is equivalent to |γ′s′(s′, t ′)|2 =K (s′)2(1−|γ′t ′(s′, t ′)|2). Thus the condition
|γ′s′ |2+|γt ′ |2 = 1
will follow provided ρ(s) is chosen such that |γ′s′(s′,0)|2+|γ′t ′(s′,0)|2 = 1 (i.e K (s′)2 = 1). From (7), (8) and
(9) we have
|γ′s′(s′,0)|2+|γ′t ′(s′,0)|2 = |ρ˙(s)−1γs(s,0)|2+|−〈γs(s,0),γt (s,0)〉γs(s,0)+γt (s,0)|2
= ρ˙(s)−2+|γt (s,0)|2−〈γs(s,0),γt (s,0)〉2
which equals 1 provided
ρ˙(s)= (1−|γt (s,0)|2+〈γs(s,0),γt (s,0)〉2)−1/2
= |det(g (s,0))|−1/2.
Since φ is timelike, this ensures that ρ˙(s)> 0 and moreover by the bound 0< |det(g (s, t ))| ≤ 1 we see
ρ(s)=
∫ s
∗
(|det(g (s,0))|)−1/2 d s →±∞
as s →±∞. So we have ensured (2) and (3). Finally, the metric now reads
g (s′, t ′)= |γ′s′(s′, t ′)|2
(
d s′2−d t ′2)
and the equation γ′t ′t ′ −γ′s′s′ = 0 follows from (13). This completes the proof.
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3 Embeddedness of maximal surfaces
In this section we give the proof of Theorem 1.1, as well as examples of both graphical and non-
graphical timelike maximal surfaces. The latter examples show that the restriction to compact subsets
in Theorem 1.1 cannot be relaxed in general.
3.1 Proof of Theorem 1.1
In light of Lemma 2.2, consider a smooth, proper, timelike immersion φ : R2 →R1+2 of the form
φ(s, t )= (t ,γ1(s, t ),γ2(s, t )) (14)
where γ= (γ1,γ2) satisfies
〈γs ,γt 〉 = 0 (15)
|γs |2+|γt |2 = 1 (16)
γt t −γss = 0. (17)
Define
a±(s)= γt (s,0)±γs(s,0), (18)
so that |a±(s)|2 = 1 by (15), (16). a± give the spatial directions of the outgoing and incoming null tan-
gent vectors to φ(R2) along the initial curve φ(·,0). The following Lemma shows that the images of
the outgoing and incoming null directions must be disjoint for a smooth, timelike, properly immersed
maximal surface.
Lemma3.1. Letφ : R2 →R1+2 be a smooth, proper, timelike immersion of the form (14), where γ satisfies
(15)–(17) and define a± by (18). Then a+(ξ) 6= a−(η) for all ξ,η ∈R.
Proof. Since γ satisfies the wave equation (17), we have d’Alemberts formula
γ(s, t )= 1
2
(
γ(s+ t ,0)+γ(s− t ,0)+
∫ s+t
s−t
γt (ξ,0)dξ
)
. (19)
Differentiating gives
γs(s, t )= 1
2
(
γs(s+ t ,0)+γs(s− t ,0)+γt (s+ t ,0)−γt (s− t ,0)
)= 1
2
(a+(s+ t )−a−(s− t )) . (20)
Since φ is an immersion, γs(s, t ) 6= 0 for all (s, t ) ∈R2, and thus a+(ξ) 6= a−(η) for all ξ,η ∈R.
Lemma 3.2. Let M > 0 and let a± : [−M , M ]→ R2 be smooth functions satisfying |a±|2 = 1 and a+(ξ) 6=
a−(η) for all ξ,η ∈ [−M , M ]. Then there exists ω0 ∈R2, |ω0|2 = 1, such that
〈a+(ξ)−a−(η),ω0〉 > 0 (21)
for all ξ,η ∈ [−M , M ].
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Proof. A = Im(a+) is a non-empty, connected, closed, proper subset of S1, so we may write
A = {(cosα, sinα) : α ∈ [α1,α2]}.
Defining ω0 = (cos α1+α22 , sin α1+α22 ), it follows from trigonometry that 〈a,ω0〉 > 〈b,ω0〉 for all a ∈ A,
b ∈ S1 \ A. Since it is assumed Im(a−)⊆ S1 \ A, the claim is proved.
We now have the tools to hand to prove Theorem 1.1.
Proof of Theorem 1.1. Let φ : R2 →R1+2 be a smooth, proper, timelike immersion with vanishing mean
curvature. By Lemma 2.2, we may takeφ to be of the formφ(s, t )= (t ,γ(s, t )) where γ satisfies (15)–(17).
For M > 0 we define the characteristic diamond
DM = {(s, t ) : |s|+ |t | ≤M }⊆R2. (22)
We will show thatφ|DM is injective andφ(DM ) is a smooth graph over a timelike plane P = PM . Since M
is arbitrary, from this it will follow that φ is injective, and thus an embedding. Since φ is proper, given
any compact subset K ⊆ φ(R2), one may choose M sufficiently large such that K ⊆ φ(DM ), so it will
follow that K will be a smooth graph over the plane P . Thus this will suffice to prove the theorem.
Defining a± as in (18), by Lemma 3.1 we have that a+(ξ) 6= a−(η) for all ξ,η ∈ R. So by Lemma 3.2 there
exists ω0 =ω0(M) ∈R2, |ω0|2 = 1, such that
〈a+(ξ)−a−(η),ω0〉 > 0
for all ξ,η ∈ [−M , M ]. From (20), it follows
〈γs(s, t ),ω0〉 = 1
2
〈a+(s+ t )−a−(s− t ),ω0〉 > 0 (23)
for all (s, t ) ∈DM .
From (23) it is now routine to show that φ|DM is an embedding and there is a timelike plane P ⊆ R1+2
such that φ(DM ) is a smooth graph over P , but we will go through the argument for completeness.
Rotating coordinates as necessary, we may assume for convenience that ω0 = (1,0). Then, in the new
coordinates, keeping the same notation for the parametrization, (23) reads
γ1s (s, t )> 0 (24)
for all (s, t ) ∈DM . Let P be the x0–x1 plane in these new coordinates.
Write D ′M = {(t ,γ1(s, t )) : (s, t ) ∈DM } ⊆ R2, and let F : DM →D ′M be given by F (s, t ) = (t ,γ1(s, t )). From
(24) it follows by monotonicity that F is bijective, and moreover by the inverse function theorem that F
is a smooth diffeomorphism. Inverting F as F−1(x0, x1)= (s(x0, x1), t (x0, x1)) gives
φ(DM )=φ◦F−1(D ′M )=
{(
x0, x1,γ2(s(x0, x1), t (x0, x1))
)
: (x0, x1) ∈D ′M
}
(25)
so we have shown φ(DM ) is a smooth graph over the x0–x1 plane. Moreover, it follows from (25) that
φ◦F−1 : D ′M →R1+2 is injective, so φ|DM is injective. This completes the proof.
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3.2 Examples of graphical and non-graphical smooth properly embedded time-
likemaximal surfaces
Example 3.3 (Smooth, properly embedded, graphical timelike maximal surfaces). Let f : R→R be any
smooth function, and let G = {(u, f (u)) : u ∈ R} ⊆ R2 be the graph of f . Let c : R→ R2 be a smooth
parametrisation of G by arclength, so that Im(c) = G and |c˙(s)| = 1. Let φ : R2 → R1+2 be defined by
φ(s, t )= (t ,γ(s, t )), where
γ(s, t )= 1
2
(c(s+ t )+ c(s− t )) . (26)
It may be checked that φ defines a smooth, proper, timelike embedding with vanishing mean curva-
ture, and φ(R2) is a smooth graph over the x0–x1 plane.
Example 3.4 (Doubly periodic timelike maximal surfaces). Let f : R→ R be a smooth function such
that f (0) = 0, and f (u) = f (u + 1) for all u ∈ R, (i.e. f is periodic). As in Example 3.3, let c : R→ R2
parametrize the graph of f by arclength, and let φ : R2 →R1+2 be given by φ(s, t )= (t ,γ(s, t )), where γ is
as in (26).
Note that c(s+L)= c(s)+(1,0), where L is the length of one period of f . Necessarily L ≥ 1 with equality if
and only if f ≡ 0 (i.e. if and only if the graph of f is a straight line). Then observe thatφ(s+L, t )=φ(s, t )+
(0,1,0), and φ(s, t +L)=φ(s, t )+ (L,0,0). Thus defining T : R1+2 →R1+2 by T (x0, x1, x2)= (x0+L, x1, x2)
for a translation in time, and R : R1+2 → R1+2 by R(x0, x1, x2)= (x0, x1+1, x2) for a translation in space,
we see Im(R2) is invariant under both T and R. Thus Im(R2) is periodic in the direction (1,0,0) with
period L, and periodic in the direction (0,1,0) with period 1.
By acting on φ(R2) by a combination of a rescaling and a Lorentz tranformation, it may be seen that,
for any timelike vector V ∈ R1+2, and spacelike vector W ∈ R1+2 orthogonal to V , and for any pair of
numbers (a,b) with a > b, one may obtain smooth, non-planar, graphical timelike maximal surfaces
which are periodic in the direction V with period a, and periodic in the direction W with period b.
Example 3.5 (Non-graphical, smooth, properly embedded, timelike maximal surfaces.). Construct
some smooth curve c : R→R2, parametrized by arclength, such that the following hold:
1. c(s)= (0,−s), for s ∈ (−∞,−1],
2. c˙1(s)> 0 for s ∈ (−1,∞),
3. as s →∞, c˙(s)→ (0,1).
See Figure 1 for a rough illustration of such a curve. Every compact subset K of Im(c) is a smooth graph,
but Im(c) is not a smooth graph.
Define φ : R2 → R1+2, φ(s, t ) = (t ,γ(s, t )) where γ(s, t ) = 12 (c(s+ t )+ c(s− t )) as in (26). Then φ defines
a smooth, proper, timelike embedding with vanishing mean curvature. For every compact subset K ⊆
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Figure 1: A smooth planar curve which is not a graph, for which every compact subset is a
graph.
φ(R2), there is a timelike plane P ⊆ R1+2 such that K is a smooth graph over P , which is consistent
with Theorem 1.1. We now claim that there exists no choice of inertial coordinate system on R1+2 with
respect to whichφ(R2) is a smooth graph (i.e.φ(R2) is not a smooth graph over any timelike or spacelike
plane).
Suppose first that there exists a timelike plane P ⊆ R1+2 such that φ(R2) is a smooth graph over P ,
which is to say, suppose there exists an inertial coordinate system (x ′0, x ′1, x ′2) on R1+2, related to the
original coordinates (x0, x1, x2) by a Lorentz transformation, so that P = {x ′2 = 0} and φ(R2) is given by
x ′2 = u(x ′0, x ′1) for some smooth function u. Then it is seen that a spacelike unit normal N toφ(R2) will
be given by
N (φ)= 1√
1−u2
x ′0 +u2x ′1
(
ux ′0 ,−ux ′1 ,1
)
in the (x ′0, x ′1, x ′2) coordinates. It follows that there exists a fixed spacelike vector W (given as W =
(0,0,1) in the coordinates (x ′0, x ′1, x ′2)) such that
η(N (φ(p)),W )> 0 (27)
for all p ∈R2, where η denotes the Minkowski metric. Since γ(s, t )= γ(s,−t ), we see thatφ(R2) is invari-
ant under reflexion in the {x0 = 0} plane, and so N (φ(·,0)) is contained in the plane {x0 = 0}. Fixing the
choice of sign for N , we see that N (φ(s,0))= (0,1,0) for s ≤−1, and N (φ(s,0))→ (0,−1,0) as s →∞. But
this is clearly inconsistent with (27), giving a contradiction. Suppose next that φ(R2) is a smooth graph
over a spacelike plane P ⊆ R1+2. Then there exists a timelike vector V such that η(N (φ(p)),V ) > 0 for
all p ∈R2, which is equally inconsistent.
Thus we have shown that there exists no inertial coordinate system on R1+2 in which φ(R2) is a graph.
Note that, in this example, the image of the unit normal N (φ(R2)) is not contained in any open hemi-
hyperboloid, but is contained in the union of an open hemi-hyperboloid with one connected compo-
nent of its boundary.
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4 C 2 inextendibility: Proof of Theorem 1.3
For the rest of the paper, we will be concerned with the question of whether it is possible to relax the
notion of a maximal surface, either by allowing for surfaces which are C k for some k ≥ 1, or by allowing
for null points (i.e. degenerate hyperbolicity), in such a way as to continue beyond singular time in a
Cauchy evolution.
Our first result in this direction will be that, if the evolution fails to remain timelike, then the maximal
surface must fail to be C 2 immersed. In fact, we will deduce this from a broader observation which
holds for more general evolutions of surfaces of only bounded mean curvature.
Proposition 4.1. LetΩ⊆R2 be an open bounded set such that for some ε> 0, and some (s0, t0) ∈R2, one
has {s0}× [t0−ε, t0) ⊆Ω and (s0, t0) ∈ ∂Ω. Let φ : sΩ→ R1+2 be a C 1 map such that φ|Ω is a C 2 timelike
immersion, and such that φ is of the form φ(s, t )= (t ,γ(s, t )), where γ satisfies 〈γs(s0, t ),γt (s0, t )〉 = 0 for
t ∈ [t0− ε, t0). Write h for the mean curvature scalar of φ, and k(·, t ) for the curvature of the (planar)
curves γ(·, t ). Suppose |h(s, t )| ≤ C for (s, t ) ∈ Ω, and |γt (s0, t0)|2 = 1 (so if φ is an immersion, then φ is
null at (s0, t0)). Then ∫ t0
t0−ε
|k(s0, t )|d t =∞. (28)
In particular, limsupt↗t0 |k(s0, t )| =∞.
Proof. By taking ε sufficiently small, we may ensure that |γt (s, t )|2 > 0 for (s, t ) ∈Ω∩Bε(s0, t0). It may
then be seen that a spacelike unit normal vector N to φ(Ω∩Bε(s0, t0)) is given along {s0}× [t0−ε, t0) by
N (s0, t )= 1
(1−|γt (s0, t )|2)1/2
(
|γt (s0, t )|
n(s0, t )
)
,
where
n(s0, t )= γt (s0,t )/|γt (s0,t )|
is a unit normal to the planar curve γ(·, t ) at the point s = s0.
The curvature of the cross sections γ(·, t ) is given at s = s0 by
k(s0, t )= 〈γss(s0, t ),n(s0, t )〉|γs(s0, t )|2
.
Along {s0}×[t0−ε, t0), the components of the first fundamental form E(s, t )d s2+2F (s, t )d sd t+G(s, t )d t 2
are calculated as
E(s0, t )= |γs(s0, t )|2; F (s0, t )= 〈γs(s0, t ),γt (s0, t )〉 = 0; G(s0, t )=−1+|γt (s0, t )|2,
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and the components of the second fundamental form e(s, t )d s2+2 f (s, t )d sd t + g (s, t )d t 2 are
e(s0, t )=−〈γss(s0, t ),n(s0, t )〉
(1−|γt (s0, t )|2)1/2
; f (s0, t )=−〈γst (s0, t ),n(s0, t )〉
(1−|γt (s0, t )|2)1/2
; g (s0, t )=−〈γt t (s0, t ),n(s0, t )〉
(1−|γt (s0, t )|2)1/2
.
The mean curvature scalar is
h(s0, t )= e(s0, t )
E(s0, t )
+ g (s0, t )
G(s0, t )
=− 〈γss(s0, t ),n(s0, t )〉|γs(s0, t )|2(1−|γt (s0, t )|2)1/2
+ 〈γt t (s0, t ),n(s0, t )〉
(1−|γt (s0, t )|2)3/2
, (29)
and rearranging (29) gives the identity
(1−|γt (s0, t )|2)1/2h(s0, t )+k(s0, t )= 〈γt t (s0, t ),n(s0, t )〉
1−|γt (s0, t )|2
. (30)
Next we claim that ∫ t0
t0−ε
〈γt t (s0, t ),n(s0, t )〉
1−|γt (s0, t )|2
=∞. (31)
To show (31), write µ(t )= |γt (s0, t )|2, so that
〈γt t (s0, t ),n(s0, t )〉
1−|γt (s0, t )|2
= 〈γt t (s0, t ),γt (s0, t )〉|γt (s0, t )|(1−|γt (s0, t )|2)
=
1
2 µ˙(t )
µ(t )1/2(1−µ(t ))
and we have by assumption µ(t )↗ 1 as t ↗ t0. Now∫ t0
t0−ε
µ˙(t )
1−µ(t )d t =
∫ t0
t0−ε
− d
d t
(log(1−µ(t )))d t =∞
from which (31) follows. Thus as |h(s, t )| ≤ C , (28) follows from (30) and (31) and the Proposition is
proved.
Example 4.2 (Shrinking circle). Define φ : S1× (−pi2 , pi2 )→R1+2 by φ(s, t )= (t ,γ(s, t )), where
γ(s, t )= (cos t cos s,cos t sin s).
Then one may compute h(s, t ) = 0, and φ is a timelike maximal immersion. In addition, 〈γs ,γt 〉 =
0 (the parametrization is orthogonal) and |γt (s, t )|2 ↗ 1 as t ↗ pi2 . Observe |k(s, t )| = |cos t |−1, and∫ pi
2
0 |k(s, t )|d t =∞ for all s, which is consistent with (28).
For this example, we may study the rate of blow-up in more detail. The element of arclength along
γ(·, t ) is dσ(s)= |cos t |d s, thus for p, q ∈ (1,∞), one has
‖k‖Lq ((0,pi2 );Lp (S1)) =
(∫ pi
2
0
(∫ 2pi
0
|k(s, t )|p dσ(s)
) q
p
d t
) 1
q
= (2pi) 1p
(∫ pi
2
0
|cos t |
q(1−p)
p d t
) 1
q
and
‖k‖Lq ((0,pi2 );Lp (S1)) <∞ if and only if
1
p
+ 1
q
> 1.
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The shrinking circle is C 1 inextendible beyond the singular time pi2 . In Subsection 5.3, we will see ex-
amples where the evolution is C 2 inextendible, but C 1 extendible.
Proof of Theorem 1.3. : Let φ : (s0 − ε, s0 + ε)× (t0 − ε, t0] → R1+2, φ(s, t ) = (t ,γ1(s, t ),γ2(s, t )), be a C 1
immersion which is a C 2 timelike immersion with bounded mean curvature on (s0−ε, s0+ε)×(t0−ε, t0),
and which is null at the point (s0, t0). For a sufficiently small ε0 ∈ (0,ε), let r : [t0−ε0, t0]→Rbe a solution
to the terminal value problem
r˙ (t )=−〈γs(r (t ), t ),γt (r (t ), t )〉|γs(r (t ), t )|2
; r (t0)= s0,
which exists by the Peano existence theorem, and satisfies |r (t )− s0| < ε2 for all t ∈ [t0−ε0, t0]. We have
r ∈C 2([t0−ε0, t0))∩C 1([t0−ε0, t0]).
DefineΩ= (−ε0,ε0)×(t0−ε0, t0). Letφ′ : sΩ→R1+2,φ′(s′, t ′)= (t ′,γ′1(s′, t ′),γ′2(s′, t ′)) where γ′ = (γ′1,γ′2)
is given by γ′(s′, t ′)= γ(r (t ′)+ s′, t ′). Then φ′ is a C 1 immersion which is a C 2 timelike immersion with
bounded mean curvature onΩ, and φ′(0, t0)=φ(s0, t0). By the chain rule,
〈γ′s′(s′, t ′),γ′t ′(s′, t ′)〉 = r˙ (t ′)|γs(r (t ′)+ s′, t ′)|2+〈γs(r (t ′)+ s′, t ′),γt (r (t ′)+ s′, t ′)〉
so by construction we have
〈γ′s′(0, t ′),γ′t ′(0, t ′)〉 = 0
for t ′ ∈ (t0−ε0, t0). As φ′ is null at (0, t0), it may be seen that |γ′t ′(0, t0)|2 = 1. So since |h(s′, t ′)| ≤ C for
(s′, t ′) ∈Ω, we see φ′ satisfies the conditions for Proposition 4.1, so
limsup
t ′↗t0
|k(0, t ′)| =∞ (32)
where k(·, t ′) is the curvature of the planar cross sections γ′(·, t ′). Thus the curvatures of the curves
γ(·, t ) are not uniformly bounded for t ∈ [t0−ε, t0], so φ cannot be C 2.
5 Evolution beyond singular time by isothermal gauge
As is well documented in the physics literature, see e.g. [15], one global notion of Cauchy evolution,
which defines a timelike maximal surface away from some possible singular set, may be given for arbi-
trary initial data by solving the maximal surface equations in isothermal gauge. In fact, we have already
encountered this construction in Examples 3.3–3.5 and 4.2.
In Subsection 5.1 we recall how to evolve by isothermal gauge. In Subsection 5.2 we prove some results
on bounds for the singular set, including a criterion (in terms of only the initial curve) for determining
whether the singular set is non-empty in some localized patch, as well as a result of short-time exis-
tence. In Subsection 5.3, we present some examples whereby the evolution by isothermal gauge yields
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C 1 embedded surfaces which are non-graphical (these examples are interesting in light of Theorem
1.1). Finally, in Subsection 5.4, we address the question of for which initial data sets the isothermal
gauge yields a C 1 immersed surface, and prove Theorem 1.4 which demonstrates an obstruction to
constructing C 1 immersed surfaces by isothermal gauge which are not embedded.
5.1 Evolution by isothermal gauge
Let C : R→R1+2, be a C k , k ≥ 1, proper immersion of the form
C (s)= (0,c(s)) (33)
and let V be a C k−1, future-directed, timelike vector field along C . We refer to the pair (C ,V ) as the
initial data.
We will construct a surface Σ⊆R1+2 containing Im(C ), with V tangent to Σ along Im(C ), which is a C k
immersed timelike maximal surface away from some (possibly empty) singular set.
The prescription of the initial data (C ,V ) is equivalent to a prescription of a curveC and a continuous
distribution of timelike tangent planes along C . By changing basis as necessary, we may thus assume
V is of the form
V (s)= (1, v(s)) (34)
where
〈c˙(s), v(s)〉 = 0 (35)
(c = (c1,c2), v = (v1, v2)). Since V is timelike implies |v(s)| < 1, we may then reparametrize the curve
C (s) to ensure the additional constraint
|c˙(s)|2+|v(s)|2 = 1 (36)
holds. The pair (C˙ (s),V (s)) gives an orthonormal frame along the initial data, and the timelike planes
TC (s)Σ= span{C˙ (s),V (s)} are spanned by the null vectors
A±(s)=V (s)± C˙ (s)= (1, v(s)± c˙(s))= (1, a±(s)). (37)
Next, define a C k mapφ : R2 →R1+2 byφ(s, t )= (t ,γ1(s, t ),γ2(s, t )) whereγ= (γ1,γ2) is given by d’Alembert’s
formula
γ(s, t )= 1
2
(
c(s+ t )+ c(s− t )+
∫ s+t
s−t
v(ζ)dζ
)
. (38)
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(38) implies that
γt t −γss = 0 (39)
γ(s,0)= c(s); γt (s,0)= v(s) (40)
with (39) understood in the weak sense when γ is not C 2. The isothermal gauge conditions
〈γs(s, t ),γt (s, t )〉 = 0 (41)
|γs(s, t )|2+|γt (s, t )|2 = 1 (42)
are satisfied for all (s, t ) ∈ R2 by (38). We will call φ : R2 → R1+2 the evolution of (C ,V ) by isothermal
gauge.
Write
Σ=φ(R2)
and define the closed (possibly empty) singular set by
Ksing = {(s, t ) ∈R2 : γs(s, t )= 0} (43)
so that φ gives a C k immersion on R2 \Ksing. Then from (39), (41), (42) we see that on R2 \Ksing, φ
defines a timelike, maximal immersion. Write
Σsing =φ(Ksing). (44)
By construction Σ \Σsing gives a C k timelike maximal immersed surface containing C and tangent to
the velocity field V along C .
The following simple topological result shows that this is a global evolution.
Lemma 5.1. Let φ : R2 → R1+2, φ(s, t ) = (t ,γ(s, t )) be an evolution by isothermal gauge for a C 1 ×C 0
initial data (C ,V ), where C = γ(·,0) is a proper immersion, so that |γ(s,0)| → ∞ as s → ±∞. Then
|γ(s, t )|→∞ as s →∞ for all t , so that each map γ(·, t ) is proper, and thus φ is proper.
Proof. For each t ∈R, since |γt | ≤ 1, |γ(s, t )| ≥ |γ(s,0)|−
∫ t
0 |γt (s, t˜ )|d t˜ ≥ |γ(s,0)|− t →∞ as s →±∞.
We will now show that Σsing is singular, at least in the sense that it consists of null points. Recalling that
a±(s)= v(s)± c˙(s)= γt (s,0)±γs(s,0) give the spatial parts of the null vectors A±(s)= (1, a±(s)) along the
inital tangent planes, with |a±(s)|2 = 1, from (38) we see
γs(s, t )= 1
2
(c˙(s+ t )+ c˙(s− t )+ v(s+ t )− v(s− t ))= 1
2
(a+(s+ t )−a−(s− t )) (45)
so
Ksing =
{
(s, t ) ∈R2 : a+(s+ t )= a−(s− t )
}
. (46)
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For each point (s, t ) ∉Ksing, the tangent space Tφ(s,t )Σ to the surface Σ = Im(φ) at φ(s, t ) is a timelike
plane spanned by two distinct null vectors φs(s, t )+φt (s, t ) = A+(s + t ) = (1, a+(s + t )), and φs(s, t )−
φt (s, t ) = A−(s − t ) = (1, a−(s − t )). For (s∗, t∗) ∈ ∂Ksing, suppose that Σ is a C 1 embedded surface in
some neighbourhood of φ(s∗, t∗). Then as (s, t ) ∈ R2 \Ksing → (s∗, t∗), since a+(s∗, t∗) = a−(s∗, t∗), the
lines along which Tφ(s,t )Σ intersects the light cone converge. So Tφ(s∗,t∗)Σ= lim(s,t )→(s∗,t∗) Tφ(s,t )Σmust
be a null plane. Thus we have arrived at the following result which was observed, as part of a broader
context, in [8, Theorem 3.1].
Lemma 5.2. Let φ : R2 →R1+2 be an evolution by isothermal gauge for a C 1×C 0 initial data (C ,V ), and
supposeKsing as defined in (43) is non-empty. Suppose for some neighbourhood U of a point q ∈ ∂Ksing,
that φ(U ) is a C 1 embedded surface. Then φ(U ) is null at φ(q).
5.2 Some analysis of the singular set
LetC : R→R1+2, be a C k immersion, k ≥ 1, of the formC (s)= (0,c(s)), and let V (s)= (1, v(s)) be a C k−1
timelike vector field along C where c, v satisfy (35), (36). Write
U0(s)= c˙(s)|c˙(s)| (47)
for the unit tangent map along C . Let ϑ : R→R be a lift of U0 : R→ S1, so that
U0(s)= (cosϑ(s),sinϑ(s)). (48)
If C is C 2, then ϑ may be related to the curvature k of C by the formula∫ s2
s1
k(s)dσ(s)=ϑ(s2)−ϑ(s1) (49)
where dσ(s)= |c˙(s)|d s is the element of arclength.
By (35), we may define a function µ : R→ (−1,1) such that
v(s)=µ(s)U0(s)⊥ =µ(s)(−sinϑ(s),cosϑ(s)). (50)
Next recall from (37) that a±(s)= v(s)± c˙(s). By trigonometric identities, it may be seen that the quan-
tities
α+(s)=ϑ(s)+arcsin(µ(s)) (51)
α−(s)=ϑ(s)−arcsin(µ(s))−pi (52)
define a pair of lifts for a±, so that
a±(s)= (cosα±(s),sinα±(s)).
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Figure 2: The isothermal frame in angular coordinates.
See Figure 2.
The function µ defined by (50) may be given a geometric interpretation as follows. Defining ϕ(s) =
arctanhµ(s), we see that
N (s)= (sinhϕ(s),−coshϕ(s)sinϑ(s),coshϕ(s)cosϑ(s))
defines a spacelike unit normal to TC (s)Σ = span{C˙ (s),V (s)}. So (ϑ,ϕ) are longitude-latitude coordi-
nates on the 1-sheeted hyperboloid S1+1 = {(x0, x1, x2) ∈R1+2 : − (x0)2+ (x1)2+ (x2)2 = 1}.
Denote the characteristic diamond associated to the interval [s1, s2] by
D(s1, s2)=
{
(s, t ) ∈R2 : s1+|t | ≤ s ≤ s2−|t |
}
. (53)
Proposition 5.3. Let φ : R2 →R1+2 be an evolution by isothermal gauge for a C 1×C 0 initial data (C ,V ).
Writing U0 for the unit tangent alongC as in (47), suppose that Im(U0) contains a closed semi-circle, i.e.
suppose there exist s1 < s2 such that
|ϑ(s2)−ϑ(s1)| ≥pi, (54)
where ϑ is as in (48). Then, withKsing as in (43) and D(s1, s2) as in (53) , it follows
Ksing∩D(s1, s2) 6= ;. (55)
Remark 5.4. The same conclusion cannot be reached if Im(U0) contains only a half-closed semi-circle.
Indeed, in Example 3.5, we had Im(ϑ)= [−pi2 , pi2 ), whilstKsing =;.
Proof: Identities (51) and (52) give
|(α+(s2)−α+(s1))+ (α−(s2)−α−(s1))| = 2 |ϑ(s2)−ϑ(s1)| ≥ 2pi. (56)
It follows that a+([s1, s2]) and a−([s1, s2]) cannot form disjoint subsets of S1. So there exist ξ,η ∈ [s1, s2]
such that a+(ξ)= a−(η). SinceKsing is characterized by (46), the Proposition follows.
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We observe the following consequence of Propositions 5.3 and 4.1 (compare with Theorem 1.1).
Corollary 5.5. Let φ : R2 → R1+2 be an evolution by isothermal gauge for a C 2×C 1 initial data (C ,V ),
and let U0 be the unit tangent along C as in (47). Suppose that Im(U0) contains a closed semi-circle.
Then Σ= Im(φ) is not a C 2 immersed surface.
Proof. By Proposition 5.3,
Ksing∩D(s1, s2) 6= ;.
By continuity, for some ε> 0 we have
Ksing∩D(s1, s2)∩ {(s, t ) : |t | < ε}=;,
so let T ∈ (0, s2−s12 ] be the largest time such thatKsing∩D(s1, s2)∩ {(s, t ) : |t | < T }=; holds.
Supposing (s0, t0) ∈ Ksing ∩D(s1, s2)∩ {(s, t ) : t = T }, then the conditions for Proposition 4.1 are sat-
isfied on Ω = D(s1, s2)∩ {(s, t ) : |t | < T }, so the curvature k(·, t ) of the cross sections γ(·, t ) satisfies
limsupt↗t0 k(s0, t )=∞. For the case (s0, t0) ∈Ksing∩D(s1, s2)∩ {(s, t ) : t =−T }, a symmetric argument
shows limsupt↘t0 k(s0, t0)=∞.
If Σwere C 2 immersed, then Σwould be a causal surface, so x0|Σ would have no critical points, and by
the implicit function theorem the cross sections γ(·, t ) would have locally uniformly bounded curva-
tures. This would amount to a contradiction, thus Σ is not C 2.
In particular, Proposition 5.3 and Corollary 5.5 apply to the case of a self-intersecting curve C , thanks
to the following elementary result.
Lemma 5.6. Suppose c : R→R2 is a C 1 immersion with a point of self-intersection, i.e. there exist r1 < r2
such that c(r1) = c(r2). Let U0 denote the unit tangent along c as in (47). Then U0([r1,r2]) contains an
arc of length >pi, i.e. there exist s1, s2 ∈ [r1,r2] such that
ϑ(s2)−ϑ(s1)>pi (57)
where ϑ denotes the angle swept out between U0 and the x1 axis as in (48).
Proof. Since c(r1)= c(r2), for every ω ∈R2 we have∫ r2
r1
〈c˙(s),ω〉d s = 0.
But if U0([r1,r2]) is contained in a closed semi-circle, then there exists ω0 ∈R2 such that∫ r2
r1
〈c˙(s),ω0〉d s > 0,
a contradiction. We conclude that U0([r1,r2]) contains an arc of length >pi as claimed.
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Proposition 5.3 gives a sufficient condition in terms of ϑ forKsing∩D(s1, s2) to be non-empty. We can
also give a sufficient condition for no singularity in terms of ϑ and the initial velocity v .
Lemma 5.7. Let φ : R2 → R1+2 be an evolution by isothermal gauge for a C 1 ×C 0 initial data (C ,V ).
Writing ϑ and v as in (48) and (34), suppose that
sup
r1,r2∈[s1,s2]
|ϑ(r2)−ϑ(r1)|2+ sup
r∈[s1,s2]
|v(r )|2 < 1. (58)
Then, withKsing as in (43) and D(s1, s2) as in (53), it follows
Ksing∩D(s1, s2)=;. (59)
Remark 5.8. If the initial data (C ,V ) satisfies the estimate (58) on [s1, s2] = R, then by Lemma 5.7
the evolution by isothermal gauge parametrizes a properly immersed timelike maximal surface which
contains C and is tangent to V along C . This global existence result is notable as it does not require
any decay of the initial data at infinity.
Proof of Lemma 5.7. Writing a± as in (18), it follows easily from (58) and trigonometric identities that
a+(ξ) 6= a−(η) for ξ,η ∈ [s1, s2] (see Figure 2). AsKsing is characterised by (46), the claim follows.
Corollary 5.9. Let C : R→ R1+2 be given as C (s) = (0, s,0) (i.e. Im(C ) is a straight line) and let V be
any smooth timelike velocity along C . Let φ : R2 → R1+2 be the evolution of (C ,V ) by isothermal gauge.
Then Im(φ) is a smooth properly immersed timelike maximal surface containing Im(C ) and tangent to
V along C .
Proof. Since ϑ ≡ 0 and V is timelike, estimate (59) holds on the interval [s1, s2] = R. So Ksing = ; by
Lemma 5.7 and the claim follows.
From Lemma 5.7, we obtain the following short-time existence result, which does not require any decay
of the initial data at infinity.
Corollary 5.10 (Short-time existence). Let φ : R2 → R1+2 be an evolution by isothermal gauge for a
C k×C k−1 initial data (C ,V ), k ≥ 1, and let U0 denote the unit tangent vector alongC as in (47). Suppose
V is uniformly timelike, i.e. with V = (1, v) we have sups∈R |v(s)| < 1, and suppose U0 is uniformly con-
tinuous. Then there exists T > 0, depending only on sups∈R 11−|v(s)| and the modulus of continuity of U0,
such that Im(φ)∩ {(x0, x1, x2) : |x0| ≤ T } is a C k immersed timelike maximal surface containing Im(C )
and tangent to V along C .
Proof. Take ε > 0 so that sups∈R |v(s)|2 ≤ 1− ε. Since U0 is uniformly continuous, there exists δ > 0,
depending on ε and the modulus of continuity of U0, such that |ϑ(r2)−ϑ(r1)|2 < ε provided |r1−r2| ≤ δ.
Defining sk = δk2 for all k ∈Z gives
sup
r1,r2∈[sk ,sk+2]
|ϑ(r2)−ϑ(r1)|2+ sup
r∈[sk ,sk+2]
|v(r )|2 < 1,
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soKsing∩D(sk , sk+2)=; for all k ∈Z by Lemma 5.7. With T = δ4 , the set {(s, t ) ∈R2 : |t | ≤ T } is contained
in ∪k∈ZD(sk , sk+2), soKsing∩ {(s, t ) ∈R2 : |t | ≤ T }=;, and the claim follows.
5.3 Examples ofC 1 embedded surfaces obtainedby evolutionby isothermal gauge
Example 5.11 (C 1 embedded maximal surfaces which are smooth away from a pair of null lines and
contain non-graphical compact sets). Let l1 and l2 be the parallel half lines which take their endpoints
at (−12 ,0) and ( 12 ,0) and which are obtained as left and right translations by a distance 12 of the upper
x2-axis respectively. Let f be a smooth segment of embedded curve of length 2L > 0, which smoothly
joins l1 and l2 at their endpoints, such that the unit tangent along f has non-vanishing x1 component
everywhere except at the endpoints. See Figure 3(a). Let c : R→R2 be a parametrization of l1∪l2∪ f by
arclength,
c(s)=

(−12 ,−s−L) for s ∈ (−∞,−L](
f 1(s), f 2(s)
)
for s ∈ (−L,L)(1
2 , s−L
)
for s ∈ [L,∞).
Writing c˙(s)= (cosϑ(s),sinϑ(s)), and we see Im(ϑ)= [−pi2 , pi2 ]. Moreover, ϑ(s) ∈ (−pi2 , pi2 ) for s ∈ (−L,L).
The evolution of C (s) = (0,c1(s),c2(s)) with initial velocity V = (1,0,0) by isothermal gauge is φ(s, t ) =
(t ,γ(s, t )), where γ(s, t ) = 12 (c(s+ t )+ c(s− t )). By Proposition 5.3, it follows that Ksing, as defined in
(43), is non-empty. We will now computeKsing explicitly. Since c˙(s+t )=−c˙(s−t ) if and only if s−t ≤−L
whilst s+ t ≥ L or s− t ≥ L whilst s+ t ≤−L, it followsKsing =K +sing∪K −sing where
K +sing = {(s, t ) : t ≥ L, L− t ≤ s ≤ t −L} , K −sing = {(s, t ) : t ≤−L, t +L ≤ s ≤−t −L} .
We then see Σsing =Σ+sing∪Σ−sing, where
Σ+sing = {(t ,0, t −L) : t ≥ L} , Σ−sing = {(t ,0,−t −L) : t ≤−L} .
i.e. Σsing consists of a pair of null half-lines, one emanating towards the future from the point (L,0,0)
and one emanating towards the past from the point (−L,0,0). Σ\Σsing is a smooth, immersed timelike
maximal surface.
Note that the unit tangent c˙(s) is always confined to a closed semi-circle as c˙1(s)≥ 0. Writing U (s, t )=
γs (s,t )
|γs (s,t )| =
c˙(s+t )+c˙(s−t )
|c˙(s+t )+c˙(s−t )| for the spatial unit tangent, defined a priori for (s, t ) ∈ R2 \Ksing, it is easy to see
that lim(s,t )→Ksing U (s, t )= (1,0). Thus U (s, t ) extends continuously to a unit tangent vector field along
γ(s, t ). It is then easy to see that Σ is a C 1 immersed causal surface. See Figure 3(b).
We will now show that for each point p ∈ Σsing, Σ is not a C 2 immersed surface in any neighbourhood
of p. By applying Proposition 4.1, we see that the curvature of the cross sections γ(·, t ) blows up as
t ↗ L, so Σ is not a C 2-immersed surface in any neighbourhood of φ(0,L). For a point p ∈ Σ+sing with
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p0 > L, we cannot apply Proposition 4.1 with respect to the parametrization φ, since the spatial unit
tangent toΣ at p (i.e. the tangent direction (0,1,0)) is orthogonal to the null lineΣ+sing, but we may argue
as follows. Let S : R1+2 → R1+2 be an isometry given by a non-trivial Lorentz boost in the x1 direction.
Then S(Σ \Σsing) is a smooth timelike maximal surface. As the null line S(Σ+sing) is not orthogonal to
the spatial unit tangent (0,1,0), it is clear how to obtain a system of coordinates about S(p) in which
to apply Proposition 4.1, and thus we conclude that S(Σ) is not a C 2 surface in any neighbourhood
of S(p), so Σ is not a C 2 surface in any neighbourhood of p. Since γ(s, t ) = γ(s,−t ), we see that Σ is
invariant under a reflexion through the {x0 = 0} plane, and so Σ is not a C 2 immersed surface in any
neighbourhood of any point p ∈Σ−sing.
It is easy to find a compact subset K ⊆ Σ which is not a graph. The image of the spacelike unit normal
(defined on Σ\Σsing) is contained in a closed hemi-hyperboloid.
(a) (b)
Figure 3: (a) A cigar curve which contains a compact subset which is not a graph. (b) Evolu-
tion of (a) by isothermal gauge to a C 1 embedded maximal surface Σwhich is null along null
lines Σsing shown in red. There is a compact subset K ⊆Σwhich is not a graph.
Example 5.12 (C 1 embedded doubly-periodic maximal surfaces which are smooth away from isolated
null points situated on a rectangular lattice). Let f = ( f 1, f 2) : [0,L] → R2, parametrize a section of
curve by arclength, so that f (0) = (−1,0), f (L) = (1,0), f˙ 1(s) > 0 for s ∈ (0,L), f˙ 1(0) = f˙ 1(L) = 0 and
d k f 2
d sk
(0)= d k f 2
d sk
(L)= 0 for k ≥ 2. Now extend f periodically to a smooth immersion c : R→R2 by
c(s)=

(
f 1(s), f 2(s)
)
for s ∈ [0,L](
2+ f 1(s),− f 2(s)) for s ∈ (L,2L)
(4n,0)+ c(s−2nL) for s ∈ [2nL,2(n+1)L),n ∈Z\ {0}.
It may be seen that Im(c) defines a graph over the x1 axis, but not a C 1 graph. See Figure 4(a).
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As c is parametrized by arclength, the evolution by isothermal gauge φ(s, t ) = (t ,γ(s, t )) of the curve
C (s)= (0,c1(s),c2(s)) with initial velocity V = (1,0,0) is given by γ(s, t )= 12 (c(s+ t )+ c(s− t )). Note that
(s, t ) ∈Ksing if s+tL is an odd integer and s−tL is an even integer or vise-versa. From this we deduce that
Ksing =
{(
mL
2
,
nL
2
)
: m and n are odd integers
}
and since c( nL2 )= (n−1,0) for all n ∈Z, we have
Σsing =
{(
nL
2
,k,0
)
: n is an odd integer and k is an even integer
}
which is a rectangular lattice of isolated points.
Σ is a smooth, timelike immersed surface away from Σsing, and again we observe that c˙1(s)≥ 0, and so
lim(s,t )→Ksing U (s, t )= (1,0), and thus Σ is a C 1 immersed surface. By Theorem 1.3 we see that Σ is not a
C 2 immersed surface in any neighbourhood of a point in Σsing. Σ is a graph over the x0–x1 plane, but
not a C 1 graph. See Figure 4(b).
(a) (b)
Figure 4: (a) A periodic wedge of hemi-circles which is a graph, but not a C 1 graph. (b)
Evolution of (a) to a C 1, periodic maximal surface with null points Σsing on a rectangular
lattice shown in red. Σ is a graph over the x0–x1 plane, but not a C 1 graph.
5.4 Discontinuity of the spatial unit tangent: proof of Theorem 1.4
The surfaces constructed by isothermal gauge in Example 5.11 are C 1 embedded, are smooth timelike
maximal surfaces away from a pair of null lines, and contain compact subsets which are non-graphical
(compare with Theorem 1.1). These surfaces self-intersect “at infinity”. Note that in Example 5.11, the
image of the tangent vector U0 along the initial curve C is exactly a closed semi-circle.
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In this section we prove Theorem 1.4 which states that: if φ : R2 → R1+2 is an evolution by isothermal
gauge for a C 1×C 0 initial data (C ,V ), and if the image of the unit tangent vector along C contains an
arc of length >pi, i.e. if there exist s1, s2 ∈R so that
ϑ(s2)−ϑ(s1)>pi, (60)
where ϑ is as in (48), then the spatial unit tangent (defined along φ|R2\Ksing ) admits no extension to a
continuous unit tangent vector field along φ.
When C is a closed curve, the discontinuity of the spatial unit tangent was proved by Nguyen & Tian
[11, Prop. 2.9 & Prop. 2.11] (for C 2×C 1 initial data) and by Jerrard, Novaga and Orlandi in [8, Theorem
5.1] (for C 1×C 0 initial data). The proof of Theorem 1.4 extends the argument of those authors to the
spatially non-compact case. (Note that if C is closed, then (60) is satified by Lemma 5.6).
Let φ : R2 →R1+2, φ(s, t )= (t ,γ(s, t )) be an evolution by isothermal gauge. As in Section 5.2, we write
a±(s)= γt (s,0)±γs(s,0),
so that |a±(s)|2 = 1. Recall from (51), (52) that a±(s)= (cosα±(s),sinα±(s)), where
α+(s)=ϑ(s)+arcsin
(
µ(s)
)
α−(s)=ϑ(s)−arcsin
(
µ(s)
)−pi,
where ϑ and µ are defined by (48) and (50).
Let us now introduce
β(s, t )=α+(s+ t )−α−(s− t ). (61)
We have
β(s,0)=α+(s)−α−(s)= 2arcsin(tanh(ϕ(s)))+pi ∈ (0,2pi) for all s ∈R. (62)
The proof of Theorem 1.4 is via a study of the spatial unit tangent map
U (s, t )= γs(s, t )|γs(s, t )|
,
which is well defined for (s, t ) ∈R2 \Ksing. By explicit computation,
U (s, t )= sgn
(
sin
α+(s+ t )−α−(s− t )
2
)(
−sin α+(s+ t )+α−(s− t )
2
,cos
α+(s+ t )+α−(s− t )
2
)
= sgn
(
sin
β(s, t )
2
)
e(s, t )
(63)
where
e(s, t )=
(
−sin α+(s+ t )+α−(s− t )
2
,cos
α+(s+ t )+α−(s− t )
2
)
(64)
26
is a continuous unit vector field along γ(s, t ) (note that e(s, t ) does not necessarily define a unit tangent
vector field along γ(s, t )).
We have (s, t ) ∈Ksing precisely when β(s, t ) ∈ 2piZ. From formula (63), it is apparent that to understand
when U becomes discontinuous requires a study of when sin
(
β
2
)
changes sign.
Lemma 5.13. Let φ : R2 → R1+2 be an evolution by isothermal gauge for a C 1×C 0 initial data (C ,V ).
With U0 denoting the unit tangent alongC as in (47), suppose that Im(U0) contains an arc of length>pi,
i.e. suppose there exist s1, s2 ∈R such that
ϑ(s2)−ϑ(s1)>pi,
where ϑ is as in (48). Then, with β as in (61), there exists (s0, t0) such that β(s0, t0) ∉ [0,2pi]. Furthermore,
ifC : R→ {x0 = 0}⊆R1+2 is a proper immersion, then there exists a time t∗ ∈R such that sin
(
β(·,t∗)
2
)
takes
both positive and negative values.
Proof. By identities (51) and (52), we have(
α+(s2)−α−(s1)
)− (α+(s1)−α−(s2))= 2(ϑ(s2)−ϑ(s1))> 2pi
and so, setting s0 = 12 (s1+ s2) and t0 = 12 (s1− s2) gives
β(s0,−t0)−β(s0, t0)=
(
α+(s0− t0)−α−(s0+ t0)
)− (α+(s0+ t0)−α−(s0− t0))> 2pi.
It follows that one ofβ(s0,−t0)> 2pi orβ(s0, t0)< 0 holds, soβ(s0, t0) ∉ [0,2pi] for some (s0, t0) as claimed.
Now suppose C is proper, and suppose for a contradiction that there exists no time t∗ such that
sin
(
β(·,t∗)
2
)
takes both positive and negative values. Write A = {t ∈ R : sin β(s,t )2 ≥ 0 for all s ∈ R}, B =
{t ∈R : sin β(s,t )2 ≤ 0 for all s ∈R}. Then A and B are closed sets, and we are supposing that A∪B =R.
Note that A is non-empty by (62), whilst β(s0, t0) ∉ [0,2pi] implies that B is non-empty, and so by
connectedness of R, A∩B must be non-empty. Taking t1 ∈ A∩B gives β(·, t1) ≡ 2kpi, which implies
γs(·, t1)≡ 0 so Im(γ(·, t1)) consists of a single point. But since C is proper, this contradicts Lemma 5.1.
Thus the lemma is proved.
We will deduce Theorem 1.4 from Lemma 5.13 together with the following
Lemma 5.14. Let φ : R2 → R1+2, φ(s, t ) = (t ,γ(s, t )) be an evolution by isothermal gauge for a C 1×C 0
initial data (C ,V ), and let β be as in (61). Suppose there exists t∗ ∈ R such that sin
(
β(·,t∗)
2
)
takes both
positive and negative values on an interval [s1, s2]. Then for any ζ > 0, there is an open interval I ⊆
(t∗−ζ, t∗+ζ), such that for all t ∈ I , either γ([s1, s2], t ) is not a C 1 immersed curve, or γ([s1, s2], t ) is a C 1
immersed curve but U (·, t ) = γs (·,t )/|γs (·,t )| admits no continuous extension to a unit tangent vector field
along γ(·, t ) on [s1, s2].
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Proof. We follow the proof of [8, Theorem 5.1(iii)].
We assume that [s1, s2] is such that β(s1, t∗)< 0 and β(s2, t∗)> 0, as other cases may be treated similarly.
By continuity there exists δ0 ∈ (0,ζ] such that β(s1, t )< 0 and β(s2, t )> 0 for all t ∈ (t∗−δ0, t∗+δ0).
Suppose for some t0 ∈ (t∗−δ0, t∗+δ0), we have that γ([s1, s2], t0) is a C 1 immersed curve and U (·, t0)
extends to a continuous unit vector field Uˆ (·, t0) along γ(·, t0) on the interval [s1, s2] (we will see such a
situation in Example 5.15). Define
r2 = sup{sˆ ∈ [s1, s2] : β(s, t0)≤ 0 for all s ∈ [s1, sˆ]}
r1 = inf{sˆ ∈ [s1,r2] : β(s, t0)= 0 for all s ∈ [sˆ,r2]},
(65)
then
β(s, t0)= 0 for all s ∈ [r1,r2] (66)
and β takes both positive and negative values in every neighbourhood of [r1,r2].
Figure 5: The terms in the proof of Lemma 5.14.
We claim that
α+(r1+ t0)=α+(r2+ t0)+mpi for some odd integer m. (67)
To show (67), note that since γ(s, t0)= γ(r1, t0) for all s ∈ [r1,r2], it follows that Uˆ (r1, t0)= Uˆ (r2, t0). Take
sequences {xn} and {yn} with xn → r1, β(xn , t0) < 0, and yn → r2, β(yn , t0) > 0 (which is possible from
the definitions of r1 and r2). Then from (63)
Uˆ (r1, t0)= lim
xn→r1
{
sgn
(
sin
β(xn , t0)
2
)}
e(r1, t0)
Uˆ (r2, t0)= lim
yn→r2
{
sgn
(
sin
β(yn , t0)
2
)}
e(r2, t0)=− lim
xn→r1
{
sgn
(
sin
β(xn , t0)
2
)}
e(r2, t0),
so e(r1, t∗)=−e(r2, t∗) from which (67) follows from (64) and (66).
Geometrically, (66) and (67) amount to the statement that α+(s + t0) and α−(s − t0) (which we recall
represent the null directions along the initial curve) are identically equal for s ∈ [r1,r2], and undergo
a rotation by a non-trivial multiple of pi as s varies from r1 to r2. We will now show that this situation
will be lost after a small perturbation of t0. More precisely, we will show that for any ε > 0, there is an
open interval I , either of the form I = (t0, t0+δ) or I = (t0−δ, t0) for some δ> 0, such that for each t ∈ I ,
there is an interval J = J (t ) ⊆ [s1, s2] such that β(·, t ) takes both positive and negative values on J and
|α+(w1+ t )−α+(w2+ t )| < ε for all w1, w2 ∈ J . Taking ε smaller than pi, this will imply that condition
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(67) with t0 replaced by t cannot hold for any r1,r2 ∈ J , so we will conclude that for each t ∈ I , the unit
tangent U (·, t ) admits no continuous extension to a unit tangent map, from which the conclusion of
the lemma will follow.
Fix ε> 0. By (65) and continuity of α+ there exists r3 ∈ [s1,r1) such that β(r3, t0)< 0 and
|α+(s+ t0)−α+(r1+ t0)| < ε
4
for s ∈ [r3,r1]. (68)
Take δ> 0 so that
β(r3, t )< 0 for t ∈ [t0−δ, t0+δ]. (69)
By the uniform continuity of α+ on compact sets, by refining δ > 0 to a smaller number as necessary,
we may ensure
|α+(s+ t )−α+(s+ t0)| < ε
4
for s ∈ [s1, s2], t ∈ [t0−δ, t0+δ]. (70)
By (67), we can define
r4 = inf
{
s ∈ [r1,r2] : |α+(s+ t0)−α+(r1+ t0)| = ε
4
}
. (71)
We will first treat the case whereα+(r4+t0)=α+(r1+t0)+ ε4 . By refining δ> 0 to be smaller as neccesary,
we may assume that α+(w2+ t0) > α+(w1+ t0) provided w1 ∈ [r1,r1+δ] and w2 ∈ [r4−δ,r4]. Then for
each τ ∈ (0,δ], we have∫ r4−τ
r1
(α+(s+τ+ t0)−α+(s+ t0))d s =
∫ r4
r4−τ
α+(s+ t0)d s−
∫ r1+τ
r1
α+(s+ t0)d s > 0
which shows that there exists an s(τ) ∈ [r1,r4−τ] such that α+(s(τ)+τ+ t0)>α+(s(τ)+ t0). We then see
β
(
s(τ)+ τ
2
, t0+ τ
2
)
=α+(s(τ)+τ+ t0)−α+(s(τ)− t0)
>α+(s(τ)+ t0)−α+(s(τ)− t0)=β(s(τ), t0) (66)= 0.
(72)
Now, then for all τ ∈ (0,δ], by (69) and (72) β(·, t0+ τ2 ) takes both positive and negative values on J =
J (t0+ τ2 ) := [r3, s(τ)+ τ2 ]. On the other hand, for all ω1,ω2 ∈ J we have
|α+(ω1+ t0+ τ
2
)−α+(ω2+ t0+ τ
2
)| ≤ |α+(ω1+ t0+ τ
2
)−α+(ω1+ t0)|+ |α+(ω2+ t0+ τ
2
)−α+(ω2+ t0)|
+ |α+(ω1+ t0)−α+(r1+ t0)|+ |α+(ω2+ t0)−α+(r1+ t0)|
and since the first two terms on the right hand side of the above expression are bounded by (70) and
each of the last two terms is bounded by (68) and (71), this gives |α+(ω1+ t0+ τ2 )−α+(ω2+ t0+ τ2 )| < ε
which is what we set out to show.
Next we treat the case where α+(r4+ t0) = α+(r1+ t0)− ε4 by a similar argument. Choose δ > 0 so that
α+(w1+t0)>α+(w2+t0) provided w1 ∈ [r1,r1+δ] and w2 ∈ [r4−δ,r4]. Then, for all τ ∈ (0,δ] there exists
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s(τ) ∈ [r1+τ,r4] such that α+(s(τ)−τ+ t0)>α+(s(τ)+ t0). In this case,
β
(
s(τ)− τ
2
, t0− τ
2
)
=α+(s(τ)−τ+ t0)−α−(s(τ)− t0)
>α+(s(τ)+ t0)−α−(s(τ)− t0)=β(s(τ), t0) (66)= 0.
(73)
Then for all τ ∈ (0,δ], by (69) and (73)β(·, t0− τ2 ) takes both positive and negative values on J = [r3, s(τ)−
τ
2 ], whilst for all w1, w2 ∈ J , arguing as above by (68), (70) and (71) we have |α+(w1+ t0− τ2 )−α+(w2+
t0− τ2 )| < ε which is what we set out to show. This completes the proof.
Whilst interval I in Lemma 5.14 may be chosen to be contained in any neighbourhood of the time
t∗, it is not always possible to choose an interval I containing t∗. Indeed, it is possible that sin
(
β(·,t∗)
2
)
takes both positive and negative values on an interval [s1, s2] whilst γ([s1, s2], t∗) is a C 1 immersed curve
and U (·, t∗) admits a continuous extension to a unit tangent vector field along γ(·, t∗), as the following
example illustrates.
Example 5.15. Consider the C 1 initial curve defined by
c(s)=

(s,−1) for s ∈ (−∞,0]
(sin s,−cos s) for s ∈ (0,2pi](1
2 sin2s,
−1
2 (1+cos2s)
)
for s ∈ (2pi, 9pi4 ](1
2 ,−12 + s− pi4
)
for s ∈ ( 9pi4 ,∞).
See Figure 6(a). Let φ(s, t )= (t ,γ(s, t )) be the evolution by isothermal gauge of the curve C = (0,c) with
initial velocity V = (1,0,0). We have β(s, pi2 ) < 0 for s ∈ [pi2 − ε, pi2 ) and β(s, pi2 ) > 0 for s ∈ ( 3pi2 , 3pi2 + ε] for
some ε> 0, whilst β(s, pi2 )= 0 for s ∈ [pi2 , 3pi2 ]. Moreover, lims→pi2 −U (s,
pi
2 )= lims→ 3pi2 +U (s,
pi
2 )= (0,1). Thus
γ([pi2 −ε, 3pi2 +ε], pi2 ) is a C 1 immersed curve. See Figure 6(b). The numerical plot reveals some interesting
geometry at the time t∗ = pi2 . We see that at this moment in time a cusp instantaneously reverses the
direction of its axis, so that the spatial cross section is C 1 at φ(pi2 ,
pi
2 ). Although the spatial cross-section
is regular at this point, the surface is not, and looks locally like a cone, with a pair of cusps tracing two
“cuts” running down to the vertex. (One should be reminded that in this example pi2 is not the first time
of singularity for the Cauchy evolution of (C ,V )).
Proof of Theorem 1.4: Lettingφ(s, t )= (t ,γ(s, t )) be an evolution by isothermal gauge for a C 1×C 0 initial
data (C ,V ), we are supposing that the image of the unit tangent alongC contains an arc of length >pi,
i.e. there exist s1, s2 ∈R for which (60) holds. By Lemma 5.13 there exists a time t∗ ∈R such that sin β(·,t∗)2
takes both positive and negative values. By Lemma 5.14 there exists an open interval I such that for
each t ∈ I , either Im(γ(·, t )) is not a C 1 immersed curve or Im(γ(·, t )) is a C 1 immersed curve but U (·, t )
does not admit an extension to a continuous unit tangent vector field along γ(·, t ). Theorem 1.4 is
proved.
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(a) (b)
Figure 6: (a) The initial curve of Example 5.15. (b) The evolution φ(s, t ) of the curve in (a) by
isothermal gauge, plotted for values s ∈ [−2,10], t ∈ [−pi,pi].
We conclude this section with an example where the set γ([s1, s2], t∗) is a C 1 immersed curve, whilst
U (·, t∗) admits no extension to a continuous unit tangent vector field along γ(·, t∗) on [s1, s2] (thus
γ(·, t∗) admits no monotone reparametrization to a C 1 immersion).
Example 5.16 (Degenerate cusp singularities). Consider the C 1 initial curve defined by
c(s)=

(−s,−1) for s ∈ (−∞,0]
(−sin s,−cos s) for s ∈ (0, pi2 ](−2+cos(s− pi2 ),−sin(s− pi2 )) for s ∈ (pi2 ,pi]
(−2− sin(s−pi),2−cos(s−pi)) for s ∈ (pi,2pi](−2+2sin s−2pi2 ,1+2cos s−2pi2 ) for s ∈ (2pi,3pi]
(1−cos(s−3pi),1− sin(s−3pi)) for s ∈ (3pi, 7pi2 ](
1+ sin(s− 7pi2 ),−1+cos(s− 7pi2 )
)
for s ∈ ( 7pi2 ,4pi]
(2,−1− (s−4pi)) for s ∈ (4pi,∞).
See Figure 7(a). Letφ(s, t )= (t ,γ(s, t )) be the evolution ofC (s)= (0,c(s)) with initial velocity V = (1,0,0).
It may be shown that the curve γ(s, 3pi2 )= c(s+ 3pi2 )+ c(s− 3pi2 ) will backtrack and retrace its steps twice,
so that the map s 7→U (s, 3pi2 ) = γs (s, 3pi2 )/|γs (s, 3pi2 )| is discontinuous, whilst the image γ([ 3pi2 , 5pi2 ], 3pi2 ) is a C 1
curve. This phenomenon is illustrated in Figure 7(b). In this example, the degenerate behaviour is
sandwiched between a pair of ordinary cusps which travel along t =−s+2pi, t >pi and t = s− 3pi2 , t > 5pi4 ,
and the surface Σ is not C 1.
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(a) (b)
Figure 7: (a) The initial curve of Example 5.16. (b) The evolution φ(s, t ) of the curve in (a) by
isothermal gauge, plotted for values s ∈ [1.4pi,2.6pi], t ∈ [1.4pi,1.6pi].
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