Sequences with small correlation by Schmidt, Kai-Uwe
ar
X
iv
:1
60
2.
03
72
2v
1 
 [c
s.I
T]
  1
1 F
eb
 20
16
SEQUENCES WITH SMALL CORRELATION
KAI-UWE SCHMIDT
Abstract. The extent to which a sequence of finite length differs from a shifted ver-
sion of itself is measured by its aperiodic autocorrelations. Of particular interest are
sequences whose entries are 1 or −1, called binary sequences, and sequences whose en-
tries are complex numbers of unit magnitude, called unimodular sequences. Since the
1950s, there is sustained interest in sequences with small aperiodic autocorrelations
relative to the sequence length. One of the main motivations is that a sequence with
small aperiodic autocorrelations is intrinsically suited for the separation of signals
from noise, and therefore has natural applications in digital communications. This
survey reviews the state of knowledge concerning the two central problems in this
area: How small can the aperiodic autocorrelations of a binary or a unimodular se-
quence collectively be and how can we efficiently find the best such sequences? Since
the analysis and construction of sequences with small aperiodic autocorrelations is
closely tied to the (often much easier) analysis of periodic autocorrelation properties,
several fundamental results on corresponding problems in the periodic setting are also
reviewed.
1. Introduction
By a sequence of length n we mean an element of Cn. For a sequence A of length n,
we denote by A(k) the k-th entry in A (starting with k = 0). It is convenient to allow k
to be an arbitrary integer and reduce k modulo n if necessary. It is desirable from a
practical viewpoint and appealing from a theoretical viewpoint to restrict the entries of
a sequence to a small set. The most interesting case occurs when the entries are just
−1 or 1, in which case we call the sequence binary.
Let A be a sequence of length n. For an integer u with 0 ≤ u < n, let
Cu(A) =
∑
0≤k,k+u<n
A(k)A(k + u)
be the aperiodic autocorrelation of A at shift u. We call C0(A), the sum of squared
magnitudes of entries of A, the trivial aperiodic autocorrelation of A and the values
of Cu(A) for all nonzero u the nontrivial aperiodic autocorrelations of A.
There is sustained interest in sequences with restricted entries such that their non-
trivial aperiodic autocorrelations are small with respect to some measure. For example,
Turyn [107] asked for binary sequences having the ideal property that all nontrivial ape-
riodic autocorrelations are in the set {−1, 0, 1}. Such sequences are now called Barker
sequences, since a related problem was studied earlier by Barker [5]. The problem as
to whether there exist infinitely many Barker sequences is still open, although there is
overwhelming evidence that there is no Barker sequence of length greater than 13. Many
of the problems discussed in this survey are motivated by the apparent nonexistence
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of long Barker sequences. The most natural question is to ask for binary sequences
for which the magnitudes of the nontrivial aperiodic autocorrelations are collectively as
small as possible. This problem will be discussed in Section 3.
For a sequence A of length n and an integer u, let
Ru(A) =
n−1∑
k=0
A(k)A(k + u)
be the periodic autocorrelation of A at shift u. Again, we call R0(A) the trivial pe-
riodic autocorrelation of A and the values of Ru(A) for all nonzero u the nontrivial
periodic autocorrelations of A. The relationship between the aperiodic and periodic
autocorrelations of a sequence A of length n is given by
(1.1) Ru(A) = Cu(A) +Cn−u(A) for 0 < u < n.
The periodic autocorrelations are usually much easier to study than their aperiodic
counterparts. Indeed, a typical attempt to obtain sequences with good aperiodic au-
tocorrelations is to identify sequences with good periodic autocorrelations and then
examine their aperiodic autocorrelations. We shall see that this approach often works
well. Periodic autocorrelations also arise in settling the existence question for Barker
sequences since a putative Barker sequence of length greater than 13 must have all of its
nontrivial periodic autocorrelations equal to zero; such a sequence is called perfect. The
existence of infinitely many perfect binary sequences is also still unsettled, although like-
wise there is overwhelming evidence that there is no perfect binary sequence of length
greater than 4. While the study of periodic autocorrelations is historically at least
partly motivated by questions involving aperiodic autocorrelations, many challenging
problems have since arisen in the periodic case and the field has become a very active
research area. Some fundamental topics will be discussed in Section 2.
The apparent nonexistence of long Barker sequences has led researchers to study
alternative objects by relaxing various constraints. One possibility, discussed in Sec-
tion 4, is to consider H-phase sequences, namely sequences whose entries are H-th roots
of unity, and unimodular sequences, namely sequences whose entries have unit magni-
tude. Another possibility, discussed in Section 5, is to consider Golay pairs, namely
pairs of sequences whose aperiodic autocorrelations sum to zero for each nonzero shift.
There are several other works that survey topics involving correlations of sequences.
Like the present survey, most of them focus on particular aspects. Some recommended
articles that also helped me in preparing the present survey are: Turyn [112], which cov-
ers the essential knowledge until 1968; Jungnickel and Pott [59] and Cai and Ding [16],
which concentrate on optimal binary sequences and cyclic difference sets; Helleseth and
Kumar [47] and Golomb and Gong [41], whose focus is on periodic correlations; Jed-
wab [53], whose focus is on aperiodic autocorrelations; and Jedwab [52] and Høholdt [48],
which survey results on the merit factor problem for binary sequences until 2006. For
the interested reader, I also recommend Borwein [9], which covers some material of this
survey and exhibits many interesting connections to analysis and number theory.
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2. Periodic autocorrelation of binary sequences
2.1. Bounds and constructions
In this section we are interested in binary sequences for which the nontrivial periodic
autocorrelations are as small as possible in magnitude. From this viewpoint, an ideal
binary sequence has all nontrivial periodic autocorrelations equal to zero. Such a se-
quence is called perfect. However, the only length n > 1 for which a perfect sequence is
known is n = 4. For example, (+ + +−) is a perfect sequence (writing + for 1 and −
for −1). In Section 2.3 we shall discuss some results establishing the nonexistence of
perfect sequences.
A simple necessary condition for the existence of a perfect binary sequence is con-
tained in the following lemma, which follows from a simple parity argument.
Lemma 2.1.1. All periodic autocorrelations of a binary sequence of length n are con-
gruent to n modulo 4.
Lemma 2.1.1 implies that every binary sequence A of length n > 1 satisfies
(2.1) max
0<u<n
|Ru(A)| ≥


0 for n ≡ 0 (mod 4)
1 for n ≡ 1 or 3 (mod 4)
2 for n ≡ 2 (mod 4)
and so perfect binary sequences can exist only when the length is divisible by 4. Indeed
since
(2.2)
n−1∑
u=0
Ru(A) =
∣∣∣∣∣
n−1∑
k=0
A(k)
∣∣∣∣∣
2
,
the length of a perfect binary sequence must be an even square. We call a binary
sequence A optimal if equality holds in (2.1). We shall see below that there are infinitely
many lengths congruent to 2 or 3 modulo 4 for which optimal binary sequences exist.
However, if n ≡ 1 (mod 4), then optimal binary sequences are known only for n = 5
or 13. For example,
(2.3) (+ + +−+) and (+ + +++−−++−+−+)
are optimal binary sequences of length 5 and 13, respectively. Some nonexistence results
will be discussed in Section 2.3.
Sometimes, applications require balanced binary sequences, by which we mean binary
sequences A of length n satisfying ∣∣∣∣∣
n−1∑
k=0
A(k)
∣∣∣∣∣ ≤ 1.
It follows from Lemma 2.1.1 and the identity (2.2) that an optimal binary sequence A
of length n cannot be balanced if n is congruent to 0 or 1 modulo 4. Therefore, every
balanced binary sequence A of length n > 1 satisfies
(2.4) max
0<u<n
|Ru(A)| ≥


1 for n ≡ 3 (mod 4)
2 for n ≡ 2 (mod 4)
3 for n ≡ 1 (mod 4)
4 for n ≡ 0 (mod 4).
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If A is a balanced binary sequence of length n > 1 for which equality holds in (2.4),
then we say that A is optimal balanced.
We now show that optimal balanced binary sequences exist for infinitely many lengths
of every congruence class modulo 4.
Definition 2.1.2 (Legendre sequences). For an odd prime p, a Legendre sequence A of
length p is defined by
A(k) =
{
1 for p | k or k a square modulo p
−1 otherwise.
The following result is classical (see [90], for example).
Theorem 2.1.3. Legendre sequences are optimal balanced. In particular, the nontrivial
periodic autocorrelations of a Legendre sequence of length p are equal to −1 if p ≡ 3
(mod 4) and are in the set {1,−3} if p ≡ 1 (mod 4).
Therefore there exist optimal balanced binary sequences for all odd prime lengths.
To obtain optimal balanced binary sequences of even length, we require the following
definition.
Definition 2.1.4 (Sidelnikov sequences). Let q be an odd prime power and let θ be a
primitive element of Fq. Define a sequence A of length q − 1 by
A(k) =
{
1 if θk + 1 is zero or a square in Fq
−1 otherwise.
It is customary to call the above defined sequences Sidelnikov sequences. However,
to my knowledge, they were first considered by Turyn [112, p. 208-209] and were later
studied independently by Sidelnikov [104] and Lempel, Cohn, and Eastman [62].
Theorem 2.1.5 ([104], [62]). Sidelnikov sequences are optimal balanced. In particular,
the nontrivial periodic autocorrelations of a Sidelnikov sequence of length n are in the
set {−2, 2} if n ≡ 2 (mod 4) and are in the set {0,−4} if n ≡ 0 (mod 4).
Several other constructions of optimal balanced binary sequences are known, as sur-
veyed in detail by Cai and Ding [16]. The currently known constructions in the case
that n is congruent to 3 modulo 4 will be reviewed in Section 2.2. For now, we con-
sider one more important class of binary sequences, namely the Galois sequences, which
are also known as m-sequences. Recall that the absolute trace function on F2m is the
mapping Tr : F2m → F2 given by
Tr(y) =
m−1∑
j=0
y2
j
.
Definition 2.1.6 (Galois sequences). Let θ be a primitive element of F2m and let
a ∈ F2m be nonzero. A Galois sequence A of length 2m − 1 is defined by
A(k) =
{
1 for Tr(aθk) = 0
−1 for Tr(aθk) = 1.
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Note that the cyclic shifts of a Galois sequence are also Galois sequences. Galois
sequences can be equivalently defined (and efficiently generated) using linear feedback
shift registers [40].
The following result is an immediate consequence of elementary properties of the
trace function.
Theorem 2.1.7. Galois sequences are optimal balanced. In particular, the nontrivial
periodic autocorrelations of a Galois sequence are equal to −1.
In fact, Galois sequences have a stronger property than balancedness. If A is a Galois
sequence of length 2m − 1 and k takes on all values in the set {0, 1, . . . , 2m − 2}, then
the m-tuples
(A(k), A(k + 1), . . . , A(k +m− 1))
range through all 2m − 1 possible binary sequences of length m, except for the all-ones
sequence (see [40] or [41], for example).
2.2. Cyclic difference sets
In this section we consider binary sequences whose nontrivial periodic autocorrela-
tions are all equal, say to γ. Such sequences are said to possess a two-level periodic
autocorrelation (with one level being the trivial periodic autocorrelation) and are equiv-
alent to cyclic difference sets.
A difference set with parameters (n, k, λ) is a k-subset D of a finite group G of order n
such that every non-identity element g of G has exactly λ representations g = xy−1 for
x, y ∈ G (so that k(k − 1) = λ(n − 1)). If G is a cyclic group, then we say that the
difference set is cyclic. Note that the complement of a difference set is also a difference
set, so we may assume that k ≤ n/2.
Let G be a cyclic group of order n and fix a generator ω of G. Given a subset D
of G, we associate with D a binary sequence A of length n via
A(k) =
{
−1 for ωk ∈ D
1 for ωk 6∈ D.
We call A the characteristic sequence of D (with respect to ω). The following result is
classical and readily verified.
Proposition 2.2.1. Let D be a subset of a cyclic group. Then the characteristic se-
quence of D has two-level periodic autocorrelation if and only if D is a difference set.
Moreover, if D is a difference set with parameters (n, k, λ), then the nontrivial periodic
autocorrelations of its characteristic sequence equal n− 4(k − λ).
In the case n 6≡ 2 (mod 4), an optimal binary sequence is equivalent to a cyclic
difference set with parameters(
n,
n−√n
2
,
n− 2√n
4
)
for n ≡ 0 (mod 4),(2.5) (
n,
n−√2n− 1
2
,
n+ 1− 2√2n− 1
4
)
for n ≡ 1 (mod 4),(2.6) (
n,
n− 1
2
,
n− 3
4
)
for n ≡ 3 (mod 4).(2.7)
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As mentioned previously, there are only finitely many known cyclic difference sets
with parameters (2.5) or (2.6). All known cyclic difference sets with parameters (2.7)
occur when n is either a prime number, a product of twin primes, or a Mersenne number.
Examples are given by Legendre sequences of length p satisfying p ≡ 3 (mod 4) and by
Galois sequences, in which cases the sets are called Paley and Singer difference sets,
respectively, since related structures were first studied by Paley [90] and Singer [105].
There are several other constructions of such difference sets, or equivalently optimal
binary sequences of length n ≡ 3 (mod 4), which we shall review briefly.
The twin-prime construction [14]. Let p and p+ 2 be prime numbers and let X and Y
be Legendre sequences of length p and p + 2, respectively. The sequence A of length
p(p+ 2) given by
A(k) =


X(k)Y (k) for p ∤ k and p+ 2 ∤ k
1 for p | k and p+ 2 ∤ k
−1 for p+ 2 | k
is the characteristic sequence of a difference set with parameters (2.7).
The Hall construction [45]. Let p be a prime number of the form 4x2 + 27 for x ∈ Z
and let θ be a primitive root modulo p. Let Ck be the set of numbers a ∈ Z for which
the congruence x6θk ≡ a (mod p) has a solution x ∈ Z. Let D be either C0 ∪ C1 ∪ C3
or C0 ∪ C3 ∪ C5, depending on whether 3 is contained in C1 or C5, respectively. (By
quadratic and cubic reciprocity laws we always have 3 ∈ C1 ∪ C5.) The sequence A of
length p given by
A(k) =
{
−1 for k ∈ D
1 otherwise
is the characteristic sequence of a difference set with parameters (2.7), called a Hall
difference set.
The Maschietti construction [72]. Let θ be a primitive element of F2m and let t be an
integer coprime to 2m−1 such that the mapping from F2m to F2m , given by x 7→ xt+x,
is 2-to-1. The sequence A of length 2m − 1 given by
A(k) =
{
−1 if yt + y = θk has a solution y ∈ F2m
1 otherwise
is the characteristic sequence of a difference set with parameters (2.7). This construction
was first given by Maschietti [72] by establishing a link to monomial hyperovals in finite
projective planes. The above description follows Evans, Hollmann, Krattenthaler, and
Xiang [27]. Up to equivalences, the only known choices for t are t = 2i for gcd(i,m) = 1
(in which case we obtain Galois sequences again), t = 6 for odd m, t = 3 · 2(m+1)/2 + 4
for odd m, t = 2(m+1)/2 +2(3m+1)/4 for m ≡ 1 (mod 4), and t = 2(m+1)/2 +2(m+1)/4 for
m ≡ 3 (mod 4).
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The Dillon-Dobbertin construction [19]. Let θ be a primitive element of F2m , let t be an
integer coprime to m satisfying 0 < t < m/2, and write d = 4t−2t+1. The sequence A
of length 2m − 1 given by
A(k) =
{
−1 if (y + 1)d + yd + 1 = θk has a solution y ∈ F2m
1 otherwise
is the characteristic sequence of a difference set with parameters (2.7).
The No-Chung-Yun construction [19]. Let m be an integer that is not divisible by 3,
write t = (m ± 1)/3 depending on the congruence class of m modulo 3 (so that t is
integral), and write d = 4t − 2t + 1. The sequence A of length 2m − 1 given by
A(k) =
{
−1 if (y + 1)d + yd = θk has a solution y ∈ F2m
1 otherwise
is the characteristic sequence of a difference set. For even m, this difference set has
parameters (2.7). For odd m, its complement has parameters (2.7). This construction
was given by No, Chung, and Yun [85] and the autocorrelation properties were proved
by Dillon and Dobbertin [19].
The Gordon-Mills-Welch construction [43]. This construction produces new cyclic dif-
ference sets from known ones. Let s and m be integers with 1 < s < m and s | m. Let D
be a difference set in F∗2s with parameters (2
s − 1, 2s−1, 2s−2) (so that its complement
has parameters (2.7)). Let C be the set of elements c ∈ F2m with Tr2m/2s(c) = 1, where
Tr2m/2s is the relative trace from F2m to F2s , given by
Tr2m/2s(y) =
m/s−1∑
j=0
y2
sj
.
Then {cd : c ∈ C, d ∈ D} is a difference set in F∗2m with parameters (2m−1, 2m−1, 2m−2).
This construction is a rich source of cyclic difference sets because we do not require
any further information about D. In particular, the construction can be iterated. If D
is a Singer difference set, then the characteristic sequence of the new difference set is
sometimes called a GMW sequence [102].
2.3. Nonexistence results
We have seen that there are infinite families of optimal binary sequences whose lengths
are congruent to either 2 or 3 modulo 4. In this section, we review nonexistence results
for optimal binary sequences whose lengths are congruent to either 0 or 1 modulo 4. In
these cases the sequences are in one-to-one correspondence with cyclic difference sets.
It is customary and convenient to identify the parameters of an (n, k, λ) difference set
with the tuple (n, k, λ,m), where m = k − λ.
Our main focus is on the case n ≡ 0 (mod 4), in which case the difference sets have
parameters
(4u2, 2u2 − u, u2 − u, u2)
and are called cyclic Hadamard difference sets. Some comments on the case n ≡ 1
(mod 4) will be given at the end of this section.
There is a well known relationship between perfect binary sequences and Hadamard
matrices; a square matrix H of order n is a Hadamard matrix
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−1 or 1 and HHT = nI, where I is the n × n identity matrix. It is readily verified
that the circulant matrix of order n corresponding to a binary sequence of length n is
a Hadamard matrix if and only if the sequence is perfect. For example, writing + for 1
and − for −1, the perfect binary sequence (+ + +−) gives the circulant Hadamard
matrix 

+ + + −
− + + +
+ − + +
+ + − +

 .
An old conjecture due to Ryser [93, p. 134] asserts that there are no circulant Hadamard
matrices of order greater than 4. Equivalently, we have the following.
Conjecture 2.3.1 ([93]). There is no perfect binary sequence of length n > 4.
This conjecture is still open. However strong partial results are known and the most
important methods will be reviewed below. It should be emphasised that most of these
methods can be applied to difference sets that are not necessarily cyclic and sometimes
even to more general combinatorial objects. However, we will restrict ourselves to the
case of cyclic difference sets.
We have seen that the length of a perfect binary sequence must be an even square.
Turyn [111, p. 336] proved the much deeper result that the length must actually be 4
times an odd square.
Theorem 2.3.2 ([111]). If there exists a perfect binary sequence of length n ≥ 4, then
n = 4u2 for an odd integer u.
We proceed with a classical result due to Turyn [111], for which we require the
following definition. For integers a and w > 0, we say that a is semiprimitive modulo
w if there exists an integer t such that at ≡ −1 (mod w) and we say that a is self-
conjugate modulo w if each prime divisor p of a is semiprimitive modulo wp, where wp
is the largest divisor of w that is not divisible by p.
The following result is [111, Corollary 1] specialised to cyclic difference sets.
Theorem 2.3.3 ([111]). Suppose that there exists a cyclic difference set with parameters
(n, k, λ,m). Suppose further that there are positive integers c and d satisfying gcd(c, d) >
1 such that d | n and c2 | m and such that c is self-conjugate modulo d. Let r be the
number of distinct prime divisors of gcd(c, d). Then cd ≤ 2r−1n.
For convenience, we state Theorem 2.3.3 for perfect binary sequences.
Corollary 2.3.4. Suppose that there exists a perfect binary sequence of length n = 4u2.
Suppose further that there are positive integers c and d satisfying gcd(c, d) > 1 such
that d | n and c | u and such that c is self-conjugate modulo d. Let r be the number of
distinct prime divisors of gcd(c, d). Then cd ≤ 2r−1n.
Corollary 2.3.4 is particularly useful if u has a relatively large odd prime factor.
Indeed, if p is an odd prime such that u = pav for positive integers a and v, then take
c = pa and d = 2p2a in Corollary 2.3.4 to conclude that no perfect binary sequence of
length 4u2 exists if pa > 2v2. In particular, taking v = 1, we see that there is no perfect
binary sequence whose length is four times an odd prime power.
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Corollary 2.3.4 proves the nonexistence of perfect binary sequences of length 4u2 for
all u satisfying 1 < u < 55, except for u = 39. However, this last case was also ruled
out by Turyn [112, p. 202].
It took more than thirty years until the next open case u = 55 was disqualified
by B. Schmidt [95], [96] with the invention of a powerful method, known as the “Field
Descent Method”. This method was subsequently refined by Leung and B. Schmidt [64],
[65]. The results involve a rather technical function F (n,m), which we define below (our
definition is taken from [64] and is equivalent to the original definition of [95] modulo
a slight inaccuracy). Recall the following standard notation. For integers a and w > 0,
the number ordw(a) is the smallest positive integer t such that a
t ≡ 1 (mod w). For
positive integers r and b, the number νr(b) is the largest integer t such that r
t divides b.
Definition 2.3.5. For an integer k, denote by D(k) the set of prime divisors of k. Let n
and m be integers greater than 1. For q ∈ D(m), write
n(q) =


∏
p∈D(n)\{q}
p if n is odd or q = 2,
4
∏
p∈D(n)\{2,q}
p otherwise.
Put
b(r, n,m) =


max
q∈D(m)\{2}
{
ν2(q
2 − 1) + ν2(ordn(q)(q))− 1
}
for r = 2,
max
q∈D(m)\{r}
{
νr(q
r−1 − 1) + νr(ordn(q)(q))
}
for r > 2
with the convention that b(2, n,m) = 2 if D(m) = {2} and b(r, n,m) = 1 if D(m) = {r}
and r > 2. We define
F (n,m) = gcd
(
n,
∏
p∈D(n)
pb(p,n,m)
)
.
Elementary number theory implies the useful fact that, if n andm are integers greater
than 1, then every prime divisor of n is also a divisor of F (n,m).
The following result is the cyclic group case of [64, Theorem 4.3], which generalises
[95, Theorem 5.3]. We denote by φ(n) Euler’s totient function.
Theorem 2.3.6 ([64]). Let G = A ×H be a cyclic group such that gcd(|A|, |H|) = 1.
If G contains an (n, k, λ,m) difference set with gcd(m, |H|) = 1, then
m ≤ |H|F
2
4φ(F )
,
where F = gcd(|A|, F (n,m)).
In the case of cyclic Hadamard difference sets, we have n = 4u2 for u odd by Theo-
rem 2.3.2, so that we can always take |H| = 4 in Theorem 2.3.6. It can be shown that
this is always a better choice than |H| = 1. Application of Theorem 2.3.6 with |H| = 4
to cyclic Hadamard difference sets gives the following result (see [64, Corollary 4.5]).
Corollary 2.3.7 ([64]). If there exists a perfect binary sequence of length 4u2, then
uφ(u) ≤ F (u2, u).
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A combination of Corollaries 2.3.4 and 2.3.7 implies that there is no perfect binary
sequence of length 4u2 for 1 < u < 11 715 [64, Corollary 4.5]. Hence we have the
following result.
Corollary 2.3.8 ([64]). There is no perfect binary sequence of length n for 4 < n <
548 964 900.
We illustrate the application of Corollary 2.3.7 for perfect binary sequences of length
12 100, which is the first case where Turyn’s results [111] are insufficient to prove nonex-
istence.
Example 2.3.9. Take n = 4u2 for u = 55, so that n = 12100. To apply Corollary 2.3.7,
we require the value of F (552, 55). We have ordn(5)(5) = ord11(5) = 5 and ordn(11)(11) =
ord5(11) = 1 and therefore
b(5, 552, 55) = ν5(11
4 − 1) + ν5(1) = 1
b(11, 552, 55) = ν11(5
10 − 1) + ν11(5) = 1,
from which we conclude that
F (552, 55) = gcd(552, 51 · 111) = 55.
Since φ(55) = 40, by Corollary 2.3.7 the existence of a perfect binary sequence of length
12 100 implies 55·40 ≤ 55, a contradiction. Therefore there is no perfect binary sequence
of length 12 100.
Mossinghoff [78], Borwein and Mossinghoff [12], and Logan and Mossinghoff [71] pro-
posed clever methods in order to identify numbers n for which Corollary 2.3.7 does not
prove nonexistence of a perfect binary sequence of length n. For many of these numbers,
nonexistence follows from Corollary 2.3.4 or some further nonexistence results by Le-
ung and Schmidt [65], which also involve self-conjugacy arguments and the field descent
method. Most notably, Leung and Schmidt [66] recently developed a new method, which
they call the “Anti-Field-Descent Method”, which provides further strong, albeit rather
technical, nonexistence results. However, the smallest length for which the existence of
a perfect binary sequences has not been decided so far is still 548 964 900.
We close this section with some comments on optimal binary sequences of length n for
n ≡ 1 (mod 4). Such sequences are in one-to-one correspondence with cyclic difference
sets having parameters
(2.8) (2u2 + 2u+ 1, u2, 12u(u− 1), 12u(u+ 1))
for a positive integer u. The cases u = 1 and u = 2 correspond to the binary se-
quences (2.3). Turyn [112, p. 199] reports nonexistence of these difference sets for
3 ≤ u ≤ 11. Eliahou and Kervaire [23] used the following result due to Lander [61,
Theorem 4.5] to obtain further nonexistence results.
Theorem 2.3.10 ([61]). Suppose that there exists a cyclic difference set with parameters
(n, k, λ,m). Let d be a divisor of n with d > 1 and let p be a prime. If p is semiprimitive
modulo d, then p does not divide the square-free part of m. Moreover, if d = n, then p
does not divide n itself.
Theorem 2.3.10 implies the nonexistence of cyclic difference sets with parameters (2.8)
for all u satisfying 3 ≤ u ≤ 100, except for u ∈ {9, 49, 50, 82} (see [23, Table I] for
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details). The latter four cases can be ruled out [23], [15] using multiplier theory. Hence
there is no optimal binary sequence of length n for n ≡ 1 (mod 4) and 13 < n < 20605.
Of course these results suggest a conjecture, which, to my knowledge, has not been
stated explicitly in the literature.
Conjecture 2.3.11. There is no optimal binary sequence of length n > 13 for n ≡ 1
(mod 4). Equivalently there is no cyclic difference set with parameters (2.8) for u > 2.
3. Aperiodic autocorrelation of binary sequences
3.1. Barker sequences
For every binary sequence A of length n, the aperiodic autocorrelation Cu(A) is an
integer with parity n−u. A Barker sequence is a binary sequence with the ideal property
that all nontrivial aperiodic autocorrelations are either 0 or 1 in magnitude. (Barker’s
original definition [5] requires that all nontrivial aperiodic autocorrelations are either 0
or −1, but it has become customary to impose our slightly less restrictive condition.)
Notice that for fixed a, b ∈ {0, 1}, the transformation A(k) 7→ A(k)(−1)a+bk preserves
the Barker property. We can therefore assume without loss of generality that a Barker
sequence A satisfies A(1) = A(2) = 1. The only known Barker sequences with this
property are (writing + for 1 and − for −1)
n = 2 : (++),
n = 3 : (+ +−),
n = 4 : (+ + +−), (+ +−+),
n = 5 : (+ + +−+),
n = 7 : (+ + +−−+−),
n = 11: (+ + +−−−+−−+−),
n = 13: (+ + +++−−++−+−+).
Indeed, it has been conjectured since at least 1960 [107] that there are no other lengths
for which Barker sequences exist.
Conjecture 3.1.1 ([107]). There is no Barker sequence of length greater than 13.
This conjecture is known to be true for sequences of odd length, as proven by Turyn
and Storer [110]. A simpler proof was recently given by Schmidt and Willms [101].
Theorem 3.1.2 ([110], [101]). There is no Barker sequence of odd length greater
than 13.
Indeed, the case that the length is odd in Conjecture 3.1.1 appears to be considerably
easier than the case of even length for the following reason. Since exactly one of u or
n−u is odd for odd n, it follows from (1.1) and Lemma 2.1.1 that a Barker sequence A
of odd length n satisfies
Cu(A) =
{
0 for even u > 0
(−1)(n−1)/2 for odd u.
This fixes all aperiodic autocorrelations of a Barker sequence of odd length, which is
the key to prove Theorem 3.1.2. A similar reasoning implies that a Barker sequence
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of even length greater than 2 must have length a multiple of 4 and all of its nontrivial
periodic autocorrelations equal to zero. Hence we have the following.
Proposition 3.1.3. Every Barker sequence of even length greater than 2 is a perfect
binary sequence.
In view of Proposition 3.1.3 and Theorem 3.1.2, Turyn’s Conjecture 3.1.1 is implied
by Ryser’s Conjecture 2.3.1 and all nonexistence results for perfect binary sequences
immediately provide nonexistence results for Barker sequences. In particular, by The-
orem 2.3.2, the length of a Barker sequence of even length greater than 2 is four times
an odd square and, by Corollary 2.3.8, there is no Barker sequence of even length n for
4 < n < 548 964 900. The only known nonexistence result for Barker sequences of even
length that is not implied by results for perfect binary sequences is the following result
due to Eliahou, Kervaire, and Saffari [25] (which as explained in [25] follows from the
forthcoming Proposition 5.2.6).
Theorem 3.1.4 ([25]). If a Barker sequence of even length n exists, then every odd
prime divisor of n is congruent to 3 modulo 4.
As shown by Mossinghoff [78], the combination of Corollaries 2.3.4 and 2.3.7 and
Theorem 3.1.4 implies that there is no Barker sequence of even length n for
4 < n < 189 260 468 001 034 441 522 766 781 604.
Refined methods by Borwein and Mossinghoff [12] and Leung and Schmidt [65], [66]
imply the following slightly stronger result.
Proposition 3.1.5. There is no Barker sequence of even length n for 4 < n ≤ 4 · 1033.
As noted by Leung and Schmidt [66], there are currently 8125 known numbers n
up to 10100 for which the known methods fail to settle the nonexistence of a Barker
sequence of length n. The smallest of these numbers is larger than 1051, namely 4u2 for
u = 30109 · 1128713 · 2167849 · 268813277. However it is not clear whether these known
open cases are exhaustive for n ≤ 10100.
3.2. Measures of smallness of aperiodic autocorrelations
In response to the presumed nonexistence of long Barker sequences, several authors
have studied different measures for the collective smallness of the aperiodic autocorre-
lations of sequences. For a sequence A of length n and a real number r > 0, define
Mr(A) =
( ∑
0<u<n
|Cu(A)|r
)1/r
and
M(A) = max
0<u<n
|Cu(A)|,
which equals the limit of Mr(A) as r → ∞. We are interested in minimising these
functions over the set of binary sequences of a given length. Accordingly, we define the
arithmetic functions
(3.1) mr(n) = min
A∈Bn
Mr(A)
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and
(3.2) m(n) = min
A∈Bn
M(A),
where Bn is the set of binary sequences of length n. The principal problem is to
understand the behaviour of these functions as n tends to infinity.
Two measures have received particular attention: M(A), called the peak sidelobe level
of A, and M2(A), which is essentially the sum of squares of the nontrivial aperiodic
autocorrelations of A.
In Section 3.3, we shall see how probabilistic methods help to understand the as-
ymptotic behaviour of the functions m(n) and mr(n). In Sections 3.4 and 3.5, we
study the measures M(A) and M2(A), respectively, where our focus is in particular on
constructive results.
3.3. Random binary sequences
In this section our goal is to obtain information on the growth rate of the functions
m(n) and mr(n) using probabilistic methods. As before, Bn denotes the set of binary
sequences of length n and, throughout this section, An is drawn at random from Bn,
equipped with the uniform probability measure. In other words, each of the n entries
in An is drawn independently from {−1, 1} with Pr(−1) = Pr(1) = 1/2. By E(X) we
denote the expectation of a random variable X.
We are interested in the asymptotic behaviour, as n → ∞, of M(A) and Mr(A) for
most binary sequences A of length n. This problem was first studied by Moon and
Moser [77] for the peak sidelobe level M(A). In particular, they asked for arithmetic
functions L(n) and U(n) such that
lim
n→∞
Pr
[
L(n) ≤M(An) ≤ U(n)
]
= 1.
This implies in particular that m(n) grows not faster than U(n).
Some nontrivial results for such functions L(n) and U(n) were given by Moon and
Moser [77], which were later improved by Mercer [75] and Alon, Litsyn, and Shpunt [1].
Further improvements by the author [100] show that we can in fact take
L(n) = (1− ǫ)
√
2n log n and U(n) = (1 + ǫ)
√
2n log n
for an arbitrary ǫ > 0. To state the result slightly more formally, recall that a sequence
of random variables X1,X2, . . . converges in probability to a constant c if
Pr[|Xn − c| > ǫ]→ 0
as n→∞ for all ǫ > 0.
Theorem 3.3.1 ([100]). Let An be drawn at random fromBn, equipped with the uniform
probability measure. Then, as n→∞,
M(An)√
n log n
→
√
2 in probability
and
E(M(An))√
n log n
→
√
2.
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In [98], the following complementary result for Mr(An) was proved, in which Γ(z) =∫∞
0 e
−ttz−1 dt denotes the gamma function, satisfying Γ(p+1) = p! when p is a nonneg-
ative integer.
Theorem 3.3.2. [98] Let An be drawn at random from Bn, equipped with the uniform
probability measure, and let r be a positive real number. Then, as n→∞,
Mr(An)
n1/2+1/r
→
(
Γ(r + 1)
2r/2 Γ(r/2 + 2)
)1/r
in probability
and
(3.3)
E(Mr(An)
r)
nr/2+1
→ Γ(r + 1)
2r/2 Γ(r/2 + 2)
.
Moreover, for r ≥ 1, as n→∞,
E(Mr(An))
n1/2+1/r
→
(
Γ(r + 1)
2r/2 Γ(r/2 + 2)
)1/r
.
Theorems 3.3.1 and 3.3.2 provide upper bounds for the growth rate of the functions
m(n) and mr(n), namely
(3.4) lim sup
n→∞
m(n)√
n log n
≤
√
2
and
(3.5) lim sup
n→∞
mr(n)
n1/2+1/r
≤
(
Γ(r + 1)
2r/2 Γ(r/2 + 2)
)1/r
.
In Section 3.4, we provide an explicit construction, which shows that (3.4) can be
improved to
m(n) ≤
√
2n log(2n) for all n > 1.
For finite r 6= 2, nothing stronger than (3.5) is known, and for r = 2, the best known
result is
lim sup
n→∞
m2(n)/n ≤ c,
where c < 25/89 is strictly smaller than 1/
√
2 (see the forthcoming Corollary 3.5.6).
When r is a positive integer, the exact values of E(Mr(An)
r) are known. Since a
random variable cannot always exceed its expected value, such values give bounds for
mr(n) for integral r and specific values of n. Mercer [75] showed that, when r is an even
positive integer, then E(Mr(An)
r) is a polynomial of degree r/2 + 1 in n. By (3.3), the
leading coefficient of this polynomial is
r!
2r/2 (r/2 + 1)!
.
For example,
E(M2(An)
2) = 12(n
2 − n),(3.6)
E(M4(An)
4) = 12(2n
3 − 5n2 + 3n).
The author showed [98] that, when r is an odd positive integer, then
4n(2n
n
) E(Mr(A2n)r) and 4n(2n
n
) E(Mr(A2n+1)r)
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are polynomials of degree (r+3)/2 in n. It can be deduced from (3.3) that the leading
term of these polynomials is
2r+2 ( r−12 )!
r + 2
.
For example,
E(M1(A2n)) =
(
2n
n
)
8n2 − 2n
3 · 4n ,
E(M1(A2n+1)) =
(
2n
n
)
8n2 + 4n
3 · 4n ,
E(M3(A2n)
3) =
(
2n
n
)
96n3 − 68n2 + 2n
15 · 4n ,
E(M3(A2n+1)
3) =
(
2n
n
)
96n3 + 52n2 + 2n
15 · 4n .
3.4. The peak sidelobe level of binary sequences
In this section we continue to study the function m(n), defined in (3.2). We are
in particular interested in constructive existence results. The value of m(n) has been
determined via exhaustive search for all n ≤ 80 (see [63] for the latest results). Many
authors have put considerable computational effort in finding binary sequences with
small peak sidelobe level (see Nunn and Coxson [87], for example), showing that the
function m(n) satisfies
m(n) ≤ 1 for each n ≤ 5,
m(n) ≤ 2 for each n ≤ 21,
m(n) ≤ 3 for each n ≤ 48,(3.7)
m(n) ≤ 4 for each n ≤ 82,
m(n) ≤ 5 for each n ≤ 105.
Turyn conjectured [108], [112, p. 198] that the infimum limit of m(n) is infinite. Ein-
Dor, Kanter, and Kinzel [22] used a heuristic argument to obtain an “educated guess”
about the growth of the function m(n). We summarise their results in the following
form.
Conjecture 3.4.1. As n→∞, we have
m(n)√
n
→ d, where d = 0.435 . . . .
If An is drawn from the set of binary sequences of length n, equipped with the uniform
probability measure, then there are dependencies among the random variables
(3.8)
C1(An)√
n− 1 ,
C2(An)√
n− 2 , . . . ,
Cn−1(An)√
1
.
The underlying heuristic assumption leading to the conclusion of Conjecture 3.4.1 is to
treat (3.8) as mutually independent standard normal random variables. The normality
is partly justified by the central limit theorem. The independence is also partly justified:
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The methods used to prove [98, Proposition 7] can be used to show that, for a fixed
positive integer v, the random vector(
C1(An)√
n− 1 ,
C2(An)√
n− 2 , . . . ,
Cv(An)√
n− v
)
converges in distribution to a multivariate normal distribution with identity covariance
matrix. The known values of m(n) also lend evidence in favour of Conjecture 3.4.1.
Writing f(x) = 0.435
√
x, then f(x)−1 changes sign for x ∈ (5, 6), f(x)−2 changes sign
for x ∈ (21, 22), and f(x) − 3 changes sign for x ∈ (47, 48). This should be compared
with the data in (3.7).
In the remainder of this section, we discuss constructive results. In [97] the author
gives a construction for a binary sequence of length n with peak sidelobe level at most√
2n log(2n) for every n > 1, thus showing that
m(n) ≤
√
2n log(2n).
The construction is inspired by a method in probabilistic combinatorics, known as
derandomisation.
Construction 3.4.2 ([97]). Let n be a positive integer and construct a binary sequence
Bn of length n recursively by
Bn(k) = − sign
[
k−1∑
u=1
Bn(k − u) sinh
(√
2 log(2n)
n
k−u−1∑
j=0
Bn(j)Bn(j + u)
)]
,
where, by convention, sign(0) = −1.
As shown in [97], the sequence Bn can be efficiently constructed with O(n
2) multi-
plications and additions.
Theorem 3.4.3 ([97]). The binary sequence Bn of length n > 1 obtained under Con-
struction 3.4.2 satisfies M(Bn) ≤
√
2n log(2n).
Theorem 3.4.3 gives the currently best known upper bound for infinitely many values
of m(n), although it guarantees only a peak sidelobe level of roughly the same as that
of a typical binary sequence (see Theorem 3.3.1). Numerical results [97] however lend
evidence to the following conjecture.
Conjecture 3.4.4 ([97]). Let Bn be the binary sequence of length n obtained under
Construction 3.4.2. Then there exist positive constants c1 and c2 such that, for all n > 1,
c1
√
n log log n ≤M(Bn) ≤ c2
√
n log log n.
Some examples for small n reveal that, if c2 in Conjecture 3.4.4 exists, then c2 must
be strictly greater than 1. It is however conceivable that
lim sup
n→∞
M(Bn)√
n log log n
≤ 1.
The correctness of Conjecture 3.4.4 implies that the sequences Bn are exceptional in the
sense that their peak sidelobe level grows strictly more slowly than that of most binary
sequences, as given in Theorem 3.3.1.
Further candidates of families of binary sequences whose peak sidelobe grows more
slowly than that of most binary sequences are Legendre sequences and Galois sequences
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(see Section 2.1), although the currently known proven results are not as strong as those
in Theorem 3.4.3.
A cyclic shift by r elements of a sequence A of length n is the sequence of length n
whose k-th entry is A(k+ r), where as usual the index is reduced modulo n. Note that,
while the periodic autocorrelations remain unchanged for all cyclic shifts of a sequence,
the aperiodic autocorrelations can vary considerably over the cyclic shifts of a sequence.
For Legendre sequences, the following result was proved by Mauduit and Sa´rko¨zy [73].
Theorem 3.4.5 ([73]). The peak sidelobe level of every cyclic shift of a Legendre se-
quence of (prime) length p is at most 1 + 18
√
p log p.
Numerical investigations by Boehmer [8], Turyn [112, p. 203], and in particular by
Jedwab and Yoshida [57] suggest that the bound of Theorem 3.4.5 can be improved,
perhaps to a small constant times
√
p log p.
For Galois sequences, the following result was proved by Sarwate [94].
Theorem 3.4.6 ([94]). The peak sidelobe level of a Galois sequence of length n = 2m−1
is at most 1 + (2/π)
√
n+ 1 log(4n/π).
Note that every cyclic shift of a Galois sequence is also a Galois sequence, so Theo-
rem 3.4.6 also applies to all cyclic shifts of a Galois sequence.
We shall see in Theorem 3.5.7 that the asymptotic behaviour of M2(A) is known for
Galois sequences. A combination with the standard norm inequality
M(A)n1/2 ≥M2(A),
valid for arbitrary sequences A of length n > 1, implies the following asymptotic lower
bound.
Theorem 3.4.7. Let n take values only in the set of Mersenne numbers and let Yn be
a Galois sequence of length n. Then
lim inf
n→∞
M(Yn)
n1/2
≥ 1√
6
.
A similar result can also be established for Legendre sequences. Theorems 3.4.6
and 3.4.7 determine the asymptotic behaviour of the peak sidelobe level of Galois se-
quences up to a factor of roughly log n. Numerical results suggest that the upper bound
in Theorem 3.4.6 can be improved. In particular, extensive numerical investigations by
Dmitriev and Jedwab [21] give evidence supporting the following conjecture.
Conjecture 3.4.8. The peak sidelobe level of a Galois sequence of length n = 2m − 1
is at most C
√
n log log n for some absolute constant C.
The correctness of Conjecture 3.4.8 implies that Galois sequences are exceptional in
the sense that their peak sidelobe level grows strictly more slowly than that of most
binary sequences.
Even more striking observations can be obtained from a numerical analysis of random
Galois sequences. It is well known that there are exactly nφ(n)/m Galois sequences of
length n = 2m − 1, where φ(n) is Euler’s totient function. Numerical investigations by
Dmitriev and Jedwab [21] lend strong evidence to the following conjecture.
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Conjecture 3.4.9. Let n take values only in the set of Mersenne numbers. Let Yn be
drawn from the set of Galois sequences of length n, equipped with the uniform probability
measure, and let W (Yn) be the maximum peak sidelobe level over all cyclic shifts of Yn.
Then the limit
lim
n→∞
E(W (Yn))√
n
exists and is finite.
Indeed it has been verified in [21] that, with the notation as in Conjecture 3.4.9,
the value E(W (Yn))/
√
n lies within 3% of 1.31 for all values of m between 13 and 25.
The correctness of Conjectures 3.4.1 and 3.4.9 would imply that the family of Galois
sequences contains a subfamily whose peak sidelobe level is nearly optimal.
3.5. The merit factor of binary sequences
In this section we are interested in the measure M2(A) for binary sequences A, or
equivalently, in the sum of squares of the nontrivial aperiodic autocorrelations of binary
sequences. For a sequence A of length n, it is customary to study the normalised
measure
F (A) =
C0(A)
2
2
∑
0<u<n
|Cu(A)|2
(provided that the denominator is nonzero), which Golay [38] called the merit factor
of A. A large merit factor means that the sum of squares of the nontrivial autocor-
relations is small when compared to the squared trivial autocorrelation (which always
equals n2 for binary sequences of length n).
The determination of the largest possible merit factor of long binary sequences is
of considerable importance in various contexts. In digital communications, binary se-
quences with large merit factor correspond to signals whose energy is very uniformly
distributed over frequency [6]. In theoretical physics, binary sequences achieving the
largest merit factor for their length correspond to the ground states of Bernasconi’s Ising
spin model [7]. The growth rate of the optimal merit factor of binary sequences, as the
sequence length increases, is related to classical conjectures due to Littlewood [69], [70]
and Erdo˝s [26], [84] on the asymptotic behaviour of norms of polynomials on the unit
circle.
This latter relationship arises because, when a sequence A of length n is represented
as a polynomial fA(z) =
∑n−1
k=0 A(k)z
k, its merit factor F (A) satisfies
F (A) =
‖fA‖42
‖fA‖44 − ‖fA‖42
,
where, for 1 ≤ α <∞,
‖fA‖α =
(
1
2π
∫ 2pi
0
∣∣fA(eiφ)∣∣α dφ
)1/α
is the Lα norm on the unit circle of the polynomial fA(z). Note that ‖fA‖2 =
√
n if A
is a unimodular sequence of length n. There is an extensive body of research dealing
with extremal problems for such norms (see [9] for a survey of selected problems).
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Define
ϕ(n) = max
A∈Bn
F (A),
where Bn is the set of binary sequences of length n. This function is related to the
function m2(n), defined in (3.1), via 2ϕ(n) = (n/m2(n))
2. It follows from (3.6) that,
when A is drawn uniformly at random from Bn, then E(1/F (A)) = 1−1/n, which gives
a lower bound for ϕ(n). Various conjectures on the asymptotic behaviour of ϕ(n) have
appeared in the literature. We mention in particular two contradicting conjectures by
Golay [39] and Littlewood [69].
Conjecture 3.5.1 ([39]). limn→∞ ϕ(n) exists and equals 12.32 . . . .
Conjecture 3.5.2 ([69]). lim supn→∞ ϕ(n) =∞.
Conjecture 3.5.1 uses the same heuristic reasoning as that leading to Conjecture 3.4.1
for the minimum peak sidelobe level. Apparently, Conjecture 3.5.2 is based solely on
(very limited) numerical data.
In view of the above conjectures, it is interesting that Fredman, Saffari, and Smith [34]
proved that symmetric binary sequences have bounded merit factor. In particular, [34]
contains the following more precise result.
Theorem 3.5.3 ([34]). Let A be a unimodular sequence of length n satisfying A(n −
1− k) = A(k) for 0 ≤ k < n. Then
1
F (A)
≥ sup
λ>0
1
cosh (2λ)
(
(sinhλ)2
λ2
− 1
)
.
In particular, F (A) < 9.55.
The strongest existence result that Littlewood was able to prove [70] arises from a
construction due to Shapiro [103], [92]. Take A0 = B0 = (1) and construct binary
sequences Am and Bm of length 2
m recursively with the rule
(3.9) Am+1 = (Am, Bm) and Bm+1 = (Am, −Bm).
The sequences Am and Bm are called the Shapiro sequences of length 2
m.
Theorem 3.5.4 ([70]). Let Am be either Shapiro sequence of length 2
m. Then
F (Am) =
3
1− (−1/2)m .
In particular, the asymptotic merit factor as m→∞ of Shapiro sequences equals 3.
Theorem 3.5.4 was first proved by Littlewood [70, Chapter III, Problem 19], but was
later obtained independently by Høholdt, Jensen, and Justesen [50] and Newman and
Byrnes [84]. Merit factors of generalisations of Shapiro sequences have also been studied
in [50] and [11].
The result of Theorem 3.5.4 was subsequently improved by Høholdt and Jensen [49]
and by Jedwab, Katz, and Schmidt [55] (see also [54]) using Legendre sequences. In
order to state the results, we require the following notation. Let A be a sequence of
length n. Let r and t be integers that can depend on n, where t > 0, and define the
sequence Ar,t to be the sequence of length t whose k-th entry is A(k+r), where as usual
the index in A(k + r) is reduced modulo n. Informally, the sequence Ar,t is obtained
from A by cyclically permuting (shifting) the sequence elements through r positions,
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and then truncating when t < n or periodically extending (appending) when t > n. For
example, if A = (1, 1,−1), then A1,4 = (1,−1, 1, 1).
Define the function g : R× R+ → R by
1
g(R,T )
= 1− 4T
3
+ 4
∑
m∈N
max
(
0, 1 − m
T
)2
+
∑
m∈Z
max
(
0, 1 −
∣∣∣∣1 + 2R −mT
∣∣∣∣
)2
,
where N is the set of positive integers.
Theorem 3.5.5 ([55]). Let Xp be the Legendre sequence of length p and let R and
T > 0 be real. If r/p→ R and t/p→ T as p→∞, then F (Xr,tp )→ g(R,T ) as p→∞.
The case T = 1 of Theorem 3.5.5 implies that Xr,pp has asymptotic merit factor
g(R, 1) if r/p→ R as p→∞. Since
1
g(R, 1)
=
1
6
+ 8
(
|R| − 1
4
)2
for |R| ≤ 1
2
,
the maximum asymptotic merit factor that can be attained in this way is g(1/4, 1) = 6.
This recovers the result by Høholdt and Jensen [49], which was mentioned above.
The function g satisfies g(R,T ) = g(R + 1/2, T ) on its entire domain. As shown
in [55, Corollary 3.2], the global maximum of g(R,T ) exists and equals
(3.10) 6.342061 . . . , the largest root of 29x3 − 249x2 + 417x − 27.
The global maximum is unique for R ∈ [0, 1/2), and is attained when T = 1.057827 . . .
is the middle root of 4x3 − 30x + 27 and R = 3/4 − T/2. We therefore obtain the
following consequence of Theorem 3.5.5.
Corollary 3.5.6 ([55]). There exist binary sequences B1, B2, . . . of strictly increasing
length satisfying F (Bn)→ F as n→∞, where F is given in (3.10).
Corollary 3.5.6 gives the currently best known result on the asymptotic merit factor of
binary sequences. However, some numerical experiments by Baden [4] suggest strongly
that (3.10) is not the value of lim supn→∞ ϕ(n).
Theorem 3.5.5 has been generalised in various ways. First, [54, Theorem 2.1] estab-
lishes that certain binary sequences of length 2p and 4p constructed from a Legendre
sequence of length p have essentially the same asymptotic merit factor as Legendre se-
quences. Second, [54, Theorem 2.3] generalises Theorem 3.5.5 in the sense that one can
include also binary sequences of composite lengths whose entries are derived from the
Jacobi symbol. The third generalisation is [44, Theorem 2.3] and more far-reaching.
This result considers the characteristic sequences of subsets of Fp obtained by join-
ing m/2 of the m cyclotomic classes in F∗p of (even) order m, where p satisfies p ≡ 1
(mod m). For m = 2, we can obtain Legendre sequences, but several other popular se-
quence families also arise in this way [45], [3], [20], including the characteristic sequences
of Hall difference sets. The asymptotic merit factor of these sequences is determined
in [44] subject to a condition involving the asymptotic behaviour of their periodic au-
tocorrelations. This condition can be checked using cyclotomic numbers and usually
imposes restrictions on the underlying prime numbers.
The asymptotic behaviour of the merit factor of sequences related to Galois and
Sidelnikov sequences is also known. To state the results, we require the function h :
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R+ → R given by
1
h(T )
= 1− 2T
3
+ 4
∑
m∈N
max
(
0, 1− m
T
)2
.
Theorem 3.5.7 ([54], [44]). Let q take values only in the set of prime powers. Let Yq
be either a Sidelnikov or a Galois sequence of length q − 1 (depending on whether q is
odd or even). Let T > 0 be real. If t/q → T as q →∞, then F (Y r,tq )→ h(T ) as q →∞.
The case T = 1 of Theorem 3.5.7 implies that Y r,q−1q has asymptotic merit factor
h(1) = 3, which was already proved by Jensen, Jensen, and Høholdt [58] for Galois
sequences. The general result was first obtained by Jedwab, Katz, and Schmidt [54]
for Galois sequences and by Gu¨nther and Schmidt [44] for Sidelnikov sequences. It was
also shown in [44] that the conclusion of Theorem 3.5.7 remains true if Galois sequences
are replaced by the characteristic sequences of cyclic difference sets obtained using the
Gordon-Mills-Welch construction (see Section 2.2).
As shown in [54], the global maximum of h(T ) exists and equals
3.342065 . . . , the largest root of 7x3 − 33x2 + 33x− 3.
The global maximum is unique and is attained for T = 1.115749 . . . , which is the middle
root of x3 − 12x+ 12.
4. Autocorrelation of nonbinary sequences
In this section we study properties of periodic and aperiodic autocorrelations of H-
phase sequences, which are sequences whose entries are H-th roots of unity, and more
generally of unimodular sequences, which are sequences whose entries have unit magni-
tude.
4.1. Periodic autocorrelation of nonbinary sequences
We have seen in Section 2.3 that it seems unlikely that there is a perfect binary
sequence of length greater than 4. This prompts the question as to whether there
are perfect H-phase sequences, namely H-phase sequences whose nontrivial periodic
autocorrelations are all zero, for larger lengths and some H > 2. We shall see that
perfect H-phase sequences do exist for all lengths if we allow H to grow with the
length.
Indeed, Mow [79] proposed the following generalisation of Conjecture 2.3.1.
Conjecture 4.1.1 ([79]). Let n be an integer with n > 1 and square-free part r. Then
a perfect H-phase sequence of length n exists if and only if H is divisible by{
2
√
rn for n ≡ 2 (mod 4)
√
rn otherwise.
A perfect n-phase sequence of length n is equivalent to a so-called generalised bent
function on Zn, as studied extensively by Kumar, Scholtz, and Welch [60]. In particular,
some partial proofs for both directions of Conjecture 4.1.1 are given in [60]. Most
notably, [60, Property 6] shows that no perfect n-phase sequence of length n exists for
n ≡ 2 (mod 4) when 2 is semiprimitive modulo n/2 (see Section 2.3 for the definition
of semiprimitivity). Mow [79] has proved the “if” direction of Conjecture 4.1.1. Here
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we proceed in a way that is slightly different from Mow’s treatment [79] and first show
that it is sufficient to take n to be a prime power.
Let A and B be sequences of length n1 and n2, respectively. We define A⊗B to be
the sequence C of length n1n2 defined by
C(k) = A(k)B(k).
Note that, if A is an H1-phase sequence and B is an H2-phase sequence, then A ⊗ B
is an H-phase sequence, where H = lcm(H1,H2). The following result is an immediate
consequence of the Chinese Remainder Theorem.
Lemma 4.1.2. Let A and B be sequences of length n1 and n2 with gcd(n1, n2) = 1.
Then
Ru(A⊗B) = Ru(A)Ru(B)
for every u. In particular, if A and B are perfect sequences, then A ⊗ B is a perfect
sequence of length n1n2.
We now consider perfect sequences whose length is a power of an integer (which
is not necessarily prime). We distinguish the cases that the power is even or odd.
For even powers, the length is a square, in which case we take a construction due to
Heimiller [46] (who considered the special case where the length is p2 for prime p) and
Frank and Zadoff [32]. For some reason, it is customary to call these sequences Frank
sequences.
Definition 4.1.3 (Frank sequences). Let m be a positive integer. A Frank sequence A
of length m2 is defined by
A(j + km) = exp
(
2πijk
m
)
,
where j and k are integers satisfying 0 ≤ j, k < m.
We can think of a Frank sequence of length m2 as the concatenation of the rows of
the m×m matrix with entries e2piijk/m at positions (k, j).
Theorem 4.1.4 ([46], [32]). A Frank sequence of length m2 is a perfect m-phase se-
quence.
For lengths that are odd powers of an integer, we take a construction due to Milewski
[76], building on earlier results due to Chu [17].
Definition 4.1.5 (Milewski and Chu sequences). Let m be a positive integer and let h
be a nonnegative integer. A Milewski sequence A of length m2h+1 is defined by
A(j + kmh) =


exp
(
piik(2j+kmh)
mh+1
)
for even m
exp
(
piik(2j+(k+1)mh)
mh+1
)
for odd m,
where j and k are integers satisfying 0 ≤ j < mh and 0 ≤ k < mh+1. For h = 0, we
obtain a sequence of length m, which is also called a Chu sequence of length m.
We can think of a Milewski sequence of length m2h+1 as the concatenation of the
rows of the mh+1 ×mh matrix with entries
C(k) exp
(
2πijk
mh+1
)
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at positions (k, j), where C is a Chu sequence of length m.
Theorem 4.1.6 ([76]). A Milewski sequence of length n = m2h+1 is a perfect H-phase
sequence, where
H =
{
2m for n ≡ 2 (mod 4)
mh+1 otherwise.
As a consequence of Lemma 4.1.2 and Theorems 4.1.4 and 4.1.6, we obtain the fol-
lowing result, which proves the “if” part of Conjecture 4.1.1.
Theorem 4.1.7. Let n be an integer with n > 1 and square-free part r. Let
n = ph11 p
h2
2 · · · phss
be the prime power factorisation of n. For each k ∈ {1, 2, . . . , s}, let Ak be either a
Frank or a Milewski sequence of length phkk , depending on whether hk is even or odd,
respectively. Then A1 ⊗A2 ⊗ · · · ⊗As is a perfect H-phase sequence of length n, where
H =
{
2
√
rn for n ≡ 2 (mod 4)√
rn otherwise.
Theorem 4.1.7 is essentially due to Mow [79]. We also refer to Mow [79], [80] and the
references therein for more general constructions of perfect H-phase sequences.
4.2. Aperiodic autocorrelation of nonbinary sequences
Let A be a sequence of length n > 1. As in Section 3.2, the peak sidelobe level of A is
M(A) = max
0<u<n
|Cu(A)|.
Note that, if A is a unimodular sequence, then |Cn−1(A)| = 1, and so M(A) ≥ 1.
Accordingly, following Golomb and Scholtz [42], we define a unimodular Barker sequence
to be a unimodular sequence A of length at least 2 with M(A) = 1. We also define
an H-phase Barker sequence analogously. Then a 2-phase Barker sequence is a Barker
sequence in the usual sense, discussed in Section 3.1. It should be noted that it is
possible to distinguish H-phase Barker sequences according to other measures for the
collective smallness of the aperiodic autocorrelations (see Jedwab [53, § 7] for a detailed
discussion).
For fixed H, the existence problem of H-phase Barker sequences seems to be parallel
to that for ordinary Barker sequences. While H-phase Barker sequences exist for small
lengths (see [53, Table 1] for H ∈ {2, 3, 4, 6, 8}), Jedwab [53] reports the nonexistence
of H-phase Barker sequences of length n for H = 3 and 10 ≤ n ≤ 76, for H = 4 and
16 ≤ n ≤ 60, for H = 6 and 19 ≤ n ≤ 29, and for H = 8 and 17 ≤ n ≤ 25. These data
suggest the conjecture that, for fixed H, there are only finitely many H-phase Barker
sequences.
The situation seems to be completely different if we allow H to grow with n. Indeed,
using the same heuristic reasoning as that leading to Conjecture 3.4.1, Ein-Dor, Kanter,
and Kinzel [22] proposed a conjecture, which we summarise as follows.
Conjecture 4.2.1 ([22]). Let mH(n) be the minimum peak sidelobe level over all H-
phase sequences of length n. Then
lim
n→∞
mn(n) = 1.
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On the other hand, using clever optimisation methods, the following is known (see
Nunn and Coxson [88] for latest results).
Proposition 4.2.2. There exist unimodular Barker sequences for all lengths n ≤ 70
and for n ∈ {72, 76, 77}.
It seems likely that Proposition 4.2.2 will be improved with the availability of more
computing power. Indeed it seems plausible that unimodular Barker sequences exist for
all lengths.
Question 4.2.3. Is there a unimodular Barker sequence for every length?
We now consider the aperiodic autocorrelations of specific families of unimodular se-
quences, namely Frank and Chu sequences (see Definitions 4.1.3 and 4.1.5). Turyn [109]
calculated the peak sidelobe level of Frank sequences.
Theorem 4.2.4 ([109]). Let An be a Frank sequence of length n = m
2. Then
M(An) =


1/ sin
(
pi
m
)
for even m
2/ sin
(
pi
2m ) for odd m.
In particular,
lim
n→∞
M(An)
n1/2
=
1
π
= 0.31830 . . . .
Theorem 4.2.4 shows that there exists an infinite family of unimodular sequences of
length n whose peak sidelobe level grows like a constant times
√
n. So far, this has not
been proven for binary sequences (see Section 3.4).
The asymptotic behaviour of the peak sidelobe level of Chu sequences is similar to
that of Frank sequences, as shown by Mow and Li [81], although the leading constant
is slightly larger.
Theorem 4.2.5 ([81]). Let An be a Chu sequence of length n. Then
lim
n→∞
M(An)
n1/2
=
sinσ√
πσ
= 0.48026 . . . ,
where σ = 1.16556 . . . is the smallest positive root of tan x = 2x.
Mow and Li [81] also give an upper bound for the peak sidelobe level of Chu sequences
of length n that holds for each n ≥ 2.
We conclude this section with some results on the merit factor of families of uni-
modular sequences. Recall from Section 3.5 that the merit factor of a sequence A of
length n is
F (A) =
C0(A)
2
2
∑
0<u<n
|Cu(A)|2
,
provided that the denominator is nonzero.
The merit factor of Chu sequences has been studied since at least 1961 by complex
analysts, including Littlewood [67], [68], [69], [70] and Newman [83]. Independently,
the problem was studied in the engineering literature [2], [106], [74]. However the exact
asymptotic behaviour of the merit factor of Chu sequences has only been established
recently by the author [99], correcting a false calculation by Littlewood [69].
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Theorem 4.2.6 ([99]). Let An be a Chu sequence of length n. Then
lim
n→∞
F (An)
n1/2
=
π
2
= 1.57079 . . . .
A stronger version of Theorem 4.2.6 has been suggested previously by Borwein and
Choi [10].
Conjecture 4.2.7 ([10]). Let An be a Chu sequence of length n. Then
n1/2
F (An)
=
2
π
+
δn
3n
+O(n−2),
where δn = −2 for n ≡ 0, 1 (mod 4) and δn = 1 for n ≡ 2, 3 (mod 4).
The asymptotic behaviour of the merit factor of Frank sequences is also known,
showing that Frank sequences are slightly better than Chu sequences with respect to
the asymptotic merit factor.
Theorem 4.2.8 ([99]). Let An be a Frank sequence of square length n. Then
lim
n→∞
F (An)
n1/2
=
π2
4
= 2.46740 . . . .
Theorem 4.2.6 and 4.2.8 show that the merit factor of unimodular sequences can grow
without bound, which has not been proven so far for binary sequences.
It should be noted that the asymptotic behaviour of the peak sidelobe level and the
merit factor of general Milewski sequences is currently unknown.
5. Golay pairs
5.1. Definitions and a recursive construction
In this section we study pairs of sequences (A,B) of equal length n with the property
Cu(A) + Cu(B) = 0 for all 0 < u < n.
Such a pair is called a Golay (complementary) pair. An nontrivial example of a Golay
pair is given by the two sequences
(1, 1, 1,−1) and (1, 1,−1, 1).
Golay introduced these objects in 1951 [36] for applications in spectrometry and stud-
ied them more systematically in 1961 [37]. Since then, Golay pairs have found many
other applications, including coded aperture imaging [89] (where Golay pairs have been
rediscovered and called pinhole codes), optical time domain reflectometry [82], medical
ultrasound [86], and multicarrier communications [91], [18]. In particular, the latter
application has revived the interest in Golay pairs in the last 15 years.
The central question concerning Golay pairs is: For which lengths do Golay pairs
consisting of sequences with entries from a given set exist? We shall study this problem
for the most important cases of H-phase Golay pairs, by which we mean that the two
sequences in the pair are H-phase sequences. As usual, 2-phase Golay pairs are also
called binary Golay pairs. For applications in multicarrier communications it is also
important to know how many Golay pairs exist for a given length with entries from a
given set, but we do not consider this problem here.
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It is surprisingly easy to construct Golay pairs, even binary Golay pairs, for infinitely
many lengths. Turyn [113, Lemma 5] provided a simple recursive construction that
produces a Golay pair of length mn from two Golay pairs of length m and n.
Theorem 5.1.1 ([113]). Let ⊗ be the Kronecker product and, for a sequence A, write
A∗ for the sequence obtained by reading A backwards. Let (A,B) be a Golay pair of
length n and let (X,Y ) be a binary Golay pair of length m. Then the two sequences
A⊗
(X + Y
2
)
+B ⊗
(X − Y
2
)
and A⊗
(X∗ − Y ∗
2
)
−B ⊗
(X∗ + Y ∗
2
)
form a Golay pair of length mn.
The special case that X = (1, 1) and Y = (1,−1) in Theorem 5.1.1 was previously
recognised by Golay [36], [37]. In this case, Theorem 5.1.1 produces the Golay pair
consisting of the sequences
(A,B) and (A,−B).
This is reminiscent of the recursion (3.9) that generates the Shapiro sequences. The
Shapiro sequences can indeed be recovered by applying Theorem 5.1.1 iteratively to
A = B = (1). It should also be noted that Theorem 5.1.1 has several variations [29], all
of which can be generalised to an array construction, which gives further Golay pairs (of
the same lengths as those produced by Theorem 5.1.1) via a three-stage construction
process [30].
In the next two sections we summarise the knowledge on the existence question for
binary and H-phase Golay pairs.
5.2. Binary Golay pairs
Binary Golay pairs are known for lengths 2, 10, and 26, for example:
n = 2 :
(++)
(+−)
n = 10 :
(+ +−+−+−−++)
(+ +−+++++−−)
n = 26 :
(+ + ++−++−−+−+−+−−+−+++−−+++)
(+ + ++−++−−+−+++++−+−−−++−−−)
Interestingly, as shown by Jedwab and Parker [56], these Golay pairs can be obtained
from Barker sequences of odd length. By applying Theorem 5.1.1 to these pairs, we
obtain the following result.
Corollary 5.2.1. There exist binary Golay pairs for all lengths of the form 2a10b26c,
where a, b, and c are nonnegative integers.
There is a particularly nice construction by Davis and Jedwab [18, Theorem 3] for
binary Golay pairs of length a power of 2.
Theorem 5.2.2 ([18]). Letm be a positive integer, let π be a permutation of {1, 2, . . . ,m},
and let e, e′, e1, . . . , em ∈ {0, 1}. Define the sequences A and B of length 2m by
A(j1 + 2j2 + · · ·+ 2m−1jm) = (−1)
∑m−1
k=1 jpi(k)jpi(k+1)+
∑m
k=1 ekjk+e
B(j1 + 2j2 + · · ·+ 2m−1jm) = (−1)jpi(1)+e′A(j1 + 2j2 + · · ·+ 2m−1jm),
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where j1, . . . , jm ∈ {0, 1}. Then (A,B) is a binary Golay pair.
In the case that π sends k to m + 1 − k in Theorem 5.2.2, we can again obtain the
Shapiro sequences. Theorem 5.2.2 implies the following result [18, Corollary 5].
Corollary 5.2.3 ([18]). There exist at least 2m+2m! ordered binary Golay pairs of
length 2m.
No binary Golay pair is known whose length is not of the form 2a10b26c and no such
Golay pair exists for lengths up to 100, as shown by Borwein and Ferguson [13] using
clever exhaustive search methods.
Question 5.2.4. Is there a binary Golay pair whose length is not of the form 2a10b26c
for some nonnegative integers a, b, c?
It seems unlikely that Question 5.2.4 has a positive answer. Only two general re-
sults on the nonexistence of binary Golay pairs are known. The first is due to Golay
himself [37] and the second is due to Eliahou, Kervaire, and Saffari [24].
Proposition 5.2.5 ([37]). If there exists a binary Golay sequence pair of length n > 1,
then n is even.
Proposition 5.2.6 ([24]). If there exists a binary Golay sequence pair of length n > 1,
then n has no prime factor congruent to 3 modulo 4.
A considerably simpler proof of Proposition 5.2.6 was later provided by Eliahou,
Kervaire, and Saffari [25]. In fact, [25, Lemma 1.5] contains the following more general
result, from which Proposition 5.2.6 follows immediately.
Theorem 5.2.7 ([25]). Let p be an odd prime and suppose that A,B ∈ Z[z] are poly-
nomials satisfying
A(z)A(z−1) +B(z)B(z−1) ≡ 0 (mod p)
in Z[z, z−1]. Then p is congruent to 1 modulo 4.
5.3. Nonbinary Golay pairs
We now summarise results on the existence pattern of H-phase Golay pairs. Since
no two H-th roots of unity can sum to zero when H is odd, we see that H-phase Golay
pairs can only exist for even H. There exist 4-phase Golay pairs of length 3, 5, 11,
and 13 [33], [51]. As shown by Gibson and Jedwab [35], these can also be obtained from
Barker sequences of odd length. It then follows from Theorem 5.1.1 and Corollary 5.2.1
that there exist 4-phase Golay pairs for all lengths of the form
(5.1) 2a10b26cm, where a, b, c ≥ 0 are integers and m ∈ {1, 3, 5, 11, 13}.
No H-phase Golay pair is known whose length is not of the form (5.1), although there
are 6-phase Golay pairs of length a multiple of 10 [28] or a multiple of 16 [31], [28] that
are not (and cannot be trivially obtained from) binary Golay pairs. The smallest natural
numbers not of the form (5.1) are 7, 9, 14, and 15, and indeed, it has been verified with
a computer [28] that there is no H-phase Golay pair of length n for n ∈ {7, 9} and all
H ≤ 36 and for n ∈ {14, 15} and all H ≤ 10.
Question 5.3.1. Is there an H-phase Golay pair whose length is not of the form (5.1)?
In particular, is there an H-phase Golay pair of odd length n > 13?
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From Proposition 5.2.5 we know that there is no binary Golay pair of odd length
n > 1. Fiedler [28, Conjecture 1] conjectured the more general assertion that there is
no H-phase Golay pair of odd length n > 1 whenever H ≡ 2 (mod 4).
Conjecture 5.3.2 ([28]). If H ≡ 2 (mod 4), then there is no H-phase Golay pair of
odd length n > 1.
Conjecture 5.3.2 holds for values of H having a small odd prime divisor, which can
be deduced from the following result [28, Corollary 5.2].
Proposition 5.3.3 ([28]). Let H > 2 be an integer satisfying H ≡ 2 (mod 4) and let p
be the smallest odd prime factor of H. If there exists an H-phase Golay pair of odd
length n, then n < 2p.
For example, there is no 6-phase Golay pair of odd length greater than 6. The nonex-
istence of 6-phase Golay pairs of length 3 and 5 is easily established, so the assertion of
Conjecture 5.3.2 is true for H = 6. Similarly, the assertion of Conjecture 5.3.2 is true
for all H ≤ 36 [28].
Fiedler [28] also proved the following result, which crucially relies on Theorem 5.2.7
and complements Proposition 5.2.6.
Proposition 5.3.4 ([28]). Let p be an odd prime congruent to 3 modulo 4 and let H be
twice a power of p. If there exists an H-phase Golay pair of length n, then p does not
divide n.
For example, there are no 6-phase Golay pairs of lengths 3, 6, 9, 12, . . . .
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