ABSTRACT For the purpose of monitoring large-scale distributed processes, a double layer fault detection method based on hierarchical multi-block decomposition is proposed. The process variables are first divided into multiple blocks using mutual information-based hierarchical decomposition. The Gaussian and nonGaussian information in each block are divided into two layers using the partial least squares and a nonGaussian regression method, respectively. The corresponding monitoring statistics constructed for both the Gaussian and non-Gaussian components are then integrated using the support vector data description. The performance of the proposed method is demonstrated by the application studies to a numerical example and the Tennessee Eastman (TE) benchmark process. The results show that the superiority of the proposed method over conventional methods.
I. INTRODUCTION
Process monitoring has attracted increasing attention in the past few decades. It provides an efficient approach to react to abnormal changes incipiently, which greatly reduces the probabilities that the production processes are exposed to high risk of process condition mismatch. For the purpose of process monitoring, various methods have been proposed in recent years [1] , [2] . Due to the rapid development of the computer and sensor technology, a large amount of process data can be measured and stored in industrial systems, leading to successful application of a large number of data driven methods [3] - [5] . Among these method, multivariate statistical process control (MSPC) have seen great success in a series of applications such as chemical engineering, metallurgy, bioengineering and pharmaceutical industry [6] - [8] .
Classical MSPC methods such as principal component analysis (PCA) and partial least squares (PLS) try to develop in-statistical-control regions for process monitoring purpose. The faults are then detected and indicated by the corresponding control limits derived from the latent space. Despite the successful application of these methods [9] - [11] , they may get into trouble when used for monitoring large scale
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plant-wide processes due to the high dimensionality and complex characteristics [12] , [13] .
In recent years, large scale plant-wide process monitoring has become a hot topic in the field of process monitoring [10] , [12] - [14] . A plant-wide system usually consists of different kinds of equipment, operating units, workshops, or even factories at different areas. A typical plant-wide process involves a large amount of variables, using a single process monitoring model may suffer from the curse of dimensionality and complicate the subsequent fault diagnosis. In order to reduce the scale of process monitoring model, a divide-and-conquer approach is generally adopted by dividing the process variable set into several blocks/subsets according to correlation between variables. For example, Kourti et al. [15] proposed a multi-block projection method, which designs a series of fault detection diagrams for each sub-block. Cherry et al. [16] defined a distributed monitoring strategy which introduced the concept of block and variable contribution for the T 2 and Q statistics. Kohonen et al. [17] showed that the multi-block PLS is superior and more accurate than a global PLS for continuous chemical process monitoring. Zhang et al. [18] proposed a kernel based multi-block independent component analysis method for non-Gaussian process monitoring. Ge and Song proposed a distributed PCA method for fault detection where different kinds of process characteristics in each sub-block are considered [19] .
As is shown in the above references, the first step for plantwide process monitoring is to decompose the whole variable set into several blocks to reduce the dimensionality of the process. Several kinds of techniques have been developed for block decomposition. For example, Jiang and Yan [20] proposed a multi-block PCA (MBPCA) to monitor highdimension processes, which used mutual information(MI) to measure the similarity between process variables. Liu et al. proposed a data-driven multi-block concurrent projection to latent structures (CPLS) method for fault monitoring of largescale production lines [21] . Ge and Song [22] proposed a novel two-level multi-block independent component analysis and principal component analysis (MBICA-PCA) method. The approach integrates block information into a higher level of global process monitoring. In this method, sub-blocks are divided according to process knowledge, which is often difficult to obtain for complex industrial processes.
Once the variable set is decomposed, monitoring statistics should be constructed to check whether the variables in the data block are in-statistical-control. Traditional methods like PCA and PLS mainly focus on low-order information while high-order information is often neglected. However, considering the sophisticated characteristics of the large scale plantwide processes, low order statistics cannot fully capture and describe the behavior of the whole process. Therefore, methods using higher order information like ICA, MI based similarity and their variants are considered [23] , [24] . To combine both high order and low order information, Ge and Song [22] proposed a two-step method where ICA and PCA are both employed.In [22] , the original data are first projected into high order subspace using ICA while PCA is adopted for monitoring of the residual components.
In many industrial processes, it is essential to monitor the quality/status of some key quality variables, which reflect operating condition of the quality of final products. As a result, quality-related process fault detection has become a hot topic in recent years. Sun and Hou [25] proposed an improved PLS model where the process data are divided into two subspaces indicating quality-related and qualityunrelated information. Peng et al. [26] developed a qualityrelated prediction and monitoring method for multi-mode processes. A new probabilistic fault detection index is created for quality-related monitoring purpose. To achieve orthogonality of the PLS decomposition, a modified orthogonal projections to latent structure (MOPLS) method is proposed [27] , in which undesired variations are removed from the process variables subspace to reduce the computation load. In order to consider both high order information and input-output relationship, Westad et al. [28] proposed a method where the PLS model is employed at first and the ICA is then introduced to obtain the weight matrix of the PLS model for input variables x. Alternatively, Westad et al. [28] proposed a hierarchical approach where the input variables x are separated into common and specific subspaces according to the relationship between y. However, this method becomes invalid when no common information is shared by x and y. In order to deal with the this problem, a dualobjective cost function was considered by Zhao et al. [29] . The cost function includes two parts, i.e., the negentropy and the expectation of input output relationship. Nevertheless, the relationship between x -y is still represented by the second order form of covariance, which is inadequate for the description of x -y correlation. Recently, Zeng et al. [24] proposed a non-Gaussian regression (NGR) method by considering a dual-objective function with the combination of negentropy and mutual information (MI). The algorithm takes fully advantage of available datasets while the high order information in x and y are both considered. In NGR, both the negentropy in x and y are introduced in the objective function to balance the influence of negentropy and mutual information in the IC construction.
In this paper, a novel multi-block fault detection method is proposed for large-scale distributed process monitoring. The process variables are decomposed into a hierarchical tree structure, where each variable is considered as a node in the tree. Each pair of nodes is connected according to the corresponding MI value. Multiple blocks can be derived from the tree structure by pruning. In each block, a two-layer non-Gaussian fault detection method is introduced where both Gaussian and non-Gaussian part are monitored in each subspace, respectively. Finally, in order to evaluate the monitoring results in all blocks, a unified statistic is designed based on support vector data description (SVDD).
The remainder of this paper is as follows. In Section 2, some preliminaries are briefly introduced including MI, NGR, PLS, and SVDD. Section 3 introduces the double layer process monitoring method in detail. On the basis of Section 3, the multi-block extension of the double layer monitoring method is designed in Section 4 to suit for distributed process. The superiority of the proposed method is demonstrated by a numerical case and the TE benchmark in Section 5. Finally, concluding summaries are presented in Section 6.
II. PRELIMINARIES
In this section, to better understand the proposed method, we briefly introduce some basic methods including MI, PLS, non-Gaussian regression (NGR), and support vector data description (SVDD).
A. MUTUAL INFORMATION
The mutual information between variable sets x 1 and x 2 can be described as follows [30] :
where p(x 1 , x 2 ) represents the joint probability density function, and p(x 1 ), p(x 2 ) are the corresponding marginal probability density functions. It should be noted that x 1 , x 2 do not need to have the same dimension. Since MI considers the probabilistic relationship between two variables, it considers both low-order and high-order statistical information and is more suitable to describe similarities. The complex relationship among variables can be fully captured and quantified through mutual information. If the relationship between x 1 and x 2 is closer, the value of I (x 1 , x 2 ) will be greater. For estimation of MI values between two variable sets, interested readers can refer to [31] .
B. NGR
For variables x and y, corresponding independent score variable t and u can be expressed as follows [24] :
where z and d are the whitened data matrices of x and y. w and r are the weight vectors and can be obtained as follows [24] :
where ν is a random variable with Gaussian distribution that has the same variance as
is the joint entropy of w T i z and r T i d. The parameters α ≤ 1, β ≤ 1, γ ≥ 0 with the constrain of α + β + γ = 1 and can be determined using cross validation.
C. PLS
The latent space of PLS can be constructed by maximizing the covariance between the latent score vectors of X (X ∈ n×m ) and Y ( Y ∈ n×p ), where n, m, p represent the corresponding number of samples variables, respectively. The input matrix X and output matrix Y can be decomposed into the following forms:
where T, U, P, Q, E and F are the corresponding scoring matrixes, load matrixes, and residual matrixes, respectively.
D. SVDD
SVDD maps the original data into high-dimensional inner product space through a nonlinear mapping function . A hypersphere is developed to envelop all available training samples in the SVDD method. If a data point falls into the hypersphere, it belongs to this class. Otherwise, it is considered as a faulty point. The hypersphere can be derived by solving the following problem [32] , [33] : where a and R represent the center and radius of the hypersphere, respectively. C is the tuning variable and while ζ i is the slack variable [32] , [33] .
III. DOUBLE-LAYER NON-GAUSSIAN FAULT MONITORING ALGORITHM
Due to complicated process characteristics, industrial process data not only include low order information such as variance and covariance, but also high order statistics which cannot be captured using traditional MSPC models. Besides, the relationship between input X and quality variable Y should also be considered in quality-related process monitoring. Therefore, a supervised non-Gaussian fault detection algorithm is expected. In this section, a fault detection framework is developed for large-scale plantwide process monitoring. The information extraction and monitoring framework are performed in a double-layer structure. The non-Gaussian part is described by the NGM while the residuals will be explained using PLS. The schematic of the proposed double-layer algorithm is shown in Figure 1 . In the double layer method, the latent space of the data and corresponding weight vectors w i and r i (i = 1, 2, . . .) in the non-Gaussian subspace can be obtained using Eq.(3). Then the non-Gaussian latent structure can be derived as follows:
where
Y with x and y to be corresponding whitening matrices indicate the scores matrices of non-Gaussian information, respectively. W = [w 1 , w 2 , . . .] and R = [r 1 , r 2 , . . .] are the corresponding weight matrices of X and Y. E NG and F NG are the residual matrices of non-Gaussian latent model which has the similar form with PLS. Compared with PLS, the novel latent space captures more high order information in the principal components subspace. Meanwhile, although the high order information is extracted from the original data space, the residual part still contains a large amount of low order information which follows Gaussian distribution, which is modeled using PLS. In this way, modeling of non-Gaussian and Gaussian components is constructed through a two-layer structure where each layer contains a supervised structure for data components containing different order information. Now, the latent structure in Eq.(6) can be rewritten as follows
where T G and U G are the score matrices of Gaussian distributed data in X and Y, respectively. E and F are the residual matrices. P NG , Q NG , P G , Q G are the corresponding loading matrices. Compared with other non-Gaussian models, both high order information and low order information are extracted in one framework. The original data is divided into three parts each of which is characterized by corresponding loading matrix. The process will then be monitored in each subspace to give a full view about process condition. Fault detection will be performed to subspaces with different order information. It should be noted that the proposed doublelayer monitoring method can be characterized by a series of loading matrices P NG , P G , Q NG and Q G . When a new sample {x new , y new } is available, corresponding score vectors t NG,new and t G,new can be derived by projecting x new onto the loading matrices P NG and P G , respectively.
where t NG,new reflects the non-Gaussian components. In order to construct a proper statistics, the I 2 statistic can be represented as follows
where NG indicates the diagonal element matrix of T T NG T NG . After the I 2 index is obtained, a control limit should be designed for the novel index. Intuitively, KDE is considered as one of the most efficient method for control limit estimation of unknown-distributed data. Suppose that I 2 i (i = 1, 2 . . . , n) represents the I 2 index for the ith sample. Then the control limit of the I 2 statistic can be described as follows
where K is the kernel function andh is a smoothing parameter. Kh(
h ) indicates the corresponding scaled kernel. Fault alarms will be triggered once the corresponding I 2 i statistic is above the control limit. The Gaussian component will be monitored using traditional PLS with I 2 i and Q statistics which are defined as follows where F α (A, n − A) is the F-distribution at the confidence level of α, G is the diagonal element matrix of
b is the degree of freedom for Q statistic, a and b are the estimated mean and variance respectively. The Q statistic is used to monitor the residual components. In the next section, the original data will be separated into several subsets, within each of which the double-layer monitoring method will be applied. The main steps of the proposed double-layer monitoring method are summarized in Table 1 .
IV. MULTI-BLOCK DOUBLE LAYER NON-GAUSSIAN MONITORING METHOD A. HIERARCHICAL BLOCK DECOMPOSITION
For large scale plant-wide process, a single monitoring method is generally not sufficient to capture process characteristics. In addition, using a single monitoring model will make fault isolation extremely difficult. Hence it is important to divide the process variable set into several blocks according to their similarity. In this paper, a hierarchical block decomposition method is proposed; the method is purely data based and does not require a priori process knowledge. Figure 2 presents the tree structure of a 6 variable example obtained through hierarchical decomposition.
Assume there is a training data set X = [x 1 , x 2 , . . . , x m ] ∈ R n×m , which has already been normalized. For the purpose of variable decomposition, the correlation between each pair of variables is estimated and quantified by mutual information and an MI matrix can be obtained based on Eq.(1). In order to decompose all variables into several blocks, the dissimilarity between each pair of nodes can be defined as follows
The dissimilarity reduces when the corresponding MI value increases. As shown in Figure 2 , a tree structure is constructed by considering each variable as a leaf node, so that there are totally m leaf nodes and m(m − 1)/2 MI values in the dataset. The pairs of variables with the smallest DIS values are divided into the same block, so that variables x 1 and x 2 are connected and partitioned into the same block. After that, the node that has the smallest DIS value with variable set x 1 and x 2 , which is x 3 in this case, is connected and merged into the same block. In the meantime, it is found that
, hence variables x 4 and x 5 are partitioned into a new block. Next, variable x 6 is partitioned into variable set x 4 and x 5 as it has smaller DIS value. For process with more variables, the procedure continues until all variables are merged into one block and a tree structure is obtained.
After the tree structure is obtained, the next step is to determine how many blocks should be divided. A simple way is to cut the tree by a horizontal line. As is shown in Figure 2 , the red horizontal line cut the tree into two blocks, with the first block consisting of variables x 1 , x 2 and x 3 , the second block consisting of variables x 4 , x 5 and x 6 . The position of this line will greatly affect the final partitioning results. In this paper, the y-axis of this line is set to be ς TD where TD represents the greatest dissimilarity value in the whole tree ς is a slack variable. The value of ς indicates the position of the horizontal line with respect to the top of the hierarchical structure and should be selected carefully. A too small ς may result in too many blocks while large ς may lead to inadequate variable decomposition. For convenience, ς is empirically set to 0.5 in this paper. The main steps of hierarchical block decomposition are shown in Table 2 .
B. MULTI-BLOCK DOUBLE LAYER MONITORING
The variables can be decomposed into several blocks according to the procedures listed in Table 2 . After the block decomposition, the double layer monitoring method in Section 3 can be used to perform process monitoring and the schematic of the process monitoring is shown in Figure 3 . Suppose that the process variables have been divided into a total of B blocks using the hierarchical structure and the training data can be expressed as:
where X 1 X 2 . . . X B are the data set corresponding to the B blocks. Based on the division, a new sampling point z new obtained online can be partitioned as follows:
For each block b = 1, 2 . . . , B, three statistics can be constructed as I 2 b , T 2 b and Q b , respectively. If anyone of these statistics exceeds the control limit, the process is faulty. However, inspecting a total of 3B statistics is not that convenient in practice. Hence, we integrate these statistics as
. The statistic set ID is then monitored by SVDD. The radius of hypersphere of the training data is denoted as R ITQ . When the statistic set of a new sample ID new is derived, the distance between ID new and the center of the hypersphere can be computed as follows: (15) where ID i is the ith sample point. K 2 (y i , y j ) ≤ (y i ), (y j ) > is a kernel function and α i represents a Lagrange multiplier. For the purpose of fault detection, a DR statistic can be defined as: Once DR > 1, the online sample is considered as faulty and the alarm is triggered. Otherwise, the sample is considered as a normal sample.
V. CASE STUDIES
In this section, the proposed multi-block double layer method for monitoring of large scale distributed process is tested on a numerical system and TE process. For comparison, the global double-layer monitoring method, multi-block PLS(MBPLS), multi-block PCA(MBPCA) and multi-block kernel PCA(MBKPCA) are also tested.
A. CASE STUDY ON A NUMERICAL SYSTEM
In order to simulate the complex industrial production process, the following numerical system is constructed: T are white noise with standard deviation of 0.2. Based on the above setting, 400 normal samples are generated as training data and another 400 samples are generated as faulty samples. In order to reduce the scale of the problem, the hierarchical block division strategy proposed in Section 4 is considered and the result is shown in Figure 4 . According to Figure 4 , the 12 input variables are divided into two blocks: block 1:[x 1 x 2 x 3 x 4 x 9 x 10 ] and block 2: [x 5 x 6 x 7 x 8 x 11 x 12 ]:
The block partitioning results of the numerical system are shown in Table 3 .
In order to demonstrate fault detection performance, two faults are introduced. five methods are shown in Figure 5 . As is shown in Figure 5 , plenty of missing alarms are observed for MBPLS, MBPCA and MBKPCA. In contrast, the double-layer monitoring methods and the proposed method can detect most of the faulty samples. However, compared to the proposed method, the double-layer method is not as sensitive as the proposed method. Therefore, the monitoring performance of the proposed method is better than the other methods.
Similarly, fault 2 is tested using the above methods and the monitoring results are shown in Figure 6 . As can be seen from Figure 6 , the monitoring performance of the proposed method is significantly superior to all the other four methods. Compared with the proposed methods, many missing alarms and false alarms are observed when using the other methods. For a more clear comparison, the false alarm and missing alarm rates of the five methods for fault 1 and 2 are listed in Table 4 and Table 5 respectively. Table 4 and Table 5 confirm the previous findings. It is shown that the smallest missing alarm rates are observed for the proposed method, being 0.4 and 0 for fault 1 and fault 2. Also the smallest false alarm rates are observed using the proposed method, being 0 and 0.16 for fault 1 and fault 2. This is in sharp contrast with the other methods. This is because that the double-layer method considered both the non-Gaussian and Gaussian components of the data, and the hierarchical division scheme is more suitable for large-scale distributed processes. 
B. CASE STUDY ON THE TE PROCESS
The Tennessee Eastman process (TEP) is a simulation of the actual chemical process proposed by Downs and Vogel from the Tennessee Eastman chemical company in the United States. It has been widely used in the study of process control technology [34] . In this process, the nonlinear relationship among device, material and energy is described. The TE process consists of five main units: a reactor, a product condenser, a gas-liquid separator, a circulating compressor and a stripping tower. The process of TE contains four gas raw materials A, C, D and E, two liquid products G and H, as well as byproducts F and inert gas B. The irreversible exothermic chemical reaction is as follows:
TE process has 41 measurement variables and 12 control variables [35] . In this paper, 31 process variables and one quality variable were selected when determining process monitoring variables, as shown in Table 9 and Table 10 . In addition, 21 process faults were simulated as shown in Table 11 . The first 160 points of each fault data were normal samples, and the failure was introduced from 161 sample points. At the same time, the normal process data set with 500 samples was collected as the training data set to build the model. In order to divide 31 process variables into multiple sub-blocks, the hierarchical division process proposed in Section 4.1 was used and the DIS values are calculated. The block division results are shown in Figure 7 . As can be seen from the Figure 7 , 31 process variables are divided into 6 sub-blocks. The block partitioning results of the TE process are shown in the Table 6 . Similar to the simulation example, we used five methods to monitor the 21 faults in the TE process and obtained the monitoring results in turn. Among them, the monitoring results of the fault 5,10 and 13 is relatively intuitive, so the three faults are shown and analyzed below. Fault 5 involves a step change in the temperature at the inlet of the cooling water of the condenser. The monitoring results of MBPLS, MBPCA, MBKPCA, double layer monitoring and proposed method are shown in Figure 8 . As can be seen from Figure 8 , the proposed method can detect the fault earlier at an earlier stage. It can also be seen that after sample 350, the monitoring statistics gradually get closer to the control limit, as the control system automatically repaired the fault. But the temperature at the inlet of the cooling water of the condenser did not return to normal, so that the fault can still detected. In contrast, all the other four methods do not capture this trend, as most of monitoring statistics after the 350th sample get back to normal. In this respect, the proposed method outperforms all other methods. Fault 10 is a random change in the feed temperature of C. monitoring results of the five methods. As can be seen from the figure, the MB-DL-NGM has a better monitoring effect. Most of the first 160 normal data points are below the control limit, with less error detection. The detection result of later fault is also better than the other two methods. It can be seen from the near of the first arrows in the figure that the error detection of the MB-DL-NGM method is less. As can be seen from the second and three arrows in the figure, the MB-DL-NGM method can detect more failures then other methods. To further test the performance of the proposed method, the false alarm rates of the five methods for the normal data of TE process and the missing alarm rates of 21 faults are listed in Table 7 and Table 8 respectively, in which the smallest values are highlighted in bold.
As can be seen from Table 7 and Table 8 , most of the smallest false alarm and missing alarm rates are observed for the proposed method, which shows the superiority of our method to competitive methods. This further confirms the validity of our method.
VI. CONCLUSIONS
In this paper, a new fault detection method based on hierarchical multi block division is proposed for large-scale distributed process. In order to reduce the scale of the problem, the variable set is divided using a hierarchical division based on mutual information, so that correlated variables are grouped into the same block. After the block partitioning, a double layer monitoring method combining PLS and NGM is proposed to deal with the Gaussian and non-Gaussian components in each block. The monitoring statistics in each block are then combined into one single index using SVDD. Case studies to a numerical study and the TE process verified the effectiveness of the proposed method. It is shown that compared to other competitive methods, the proposed method has lower false alarm rates and missing alarm rates.
