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ABSTRACT 
We have reported nanometer-scale three-dimensional studies of brain networks of 
schizophrenia cases and found that their neurites are thin and tortuous compared to healthy 
controls. This suggests that connections between distal neurons are impaired in microcircuits of 
the schizophrenia cases. In this study, we applied this biological findings to designing 
schizophrenia-mimicking artificial neural network to simulate the connection impairment in the 
disorder. Neural networks having the schizophrenia connection layer in place of fully connected 
layer were subjected to image classification tasks using MNIST and CIFAR-10 datasets. The 
obtained results revealed that the schizophrenia connection layer is tolerant to overfitting and 
outperforms fully connected layer. Schizophrenia-mimicking convolution layer was also tested 
with the VGG configuration, showing that 60% of kernel weights of the last convolution layer 
can be eliminated while keeping competitive performance. Schizophrenia-mimicking layers can 
be used instead of fully-connected or convolution layers without any change in the network 
configuration and training procedures, hence the outperformance of the schizophrenia- 
mimicking layer is easily incorporated in neural networks. The results of this study indicate that 
the connection impairment in schizophrenia is not a burden to the brain, but has some functional 
roles to attain a better brain performance. We suggest that the seemingly neuropathological 
alterations observed in schizophrenia have been rationally implemented in our brain during the 
process of biological evolution.  
 
INTRODUCTION 
Artificial neural network was originally designed by modelling information 
processing of brain (Rosenblatt, 1958), which is subdivided into functionally-different 
areas, such as visual cortex of the occipital lobe or auditory cortex of the temporary lobe 
(Brodmann, 1909; Amunts & Zilles, 2015). Studies on the visual cortex (Hubel & Wiesel, 
1959) have led to the inspiration of convolutional neural network (Fukushima, 1980) 
that now evolved into wide varieties of network configurations (Simonyan & Zisserman, 
2014; He et al., 2016). Therefore, structural analysis of real brain network and 
incorporation of resultant biological knowledges into artificial intelligence algorithms 
should have a potential to further improve the performance of machine learning.  
Analysis of not only healthy control cases but also psychiatric disorder cases can 
provide a clue to invent an unprecedented design of artificial neural network. It has been 
reported that polygenic risk scores for schizophrenia and bipolar disorder were 
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associated with artistic society membership or creative profession (Power et al., 2015). 
A higher incidence of psychiatric disorders was found for geniuses and their families 
than for the average population (Juda, 1949). Possible distinguishing feature of neuronal 
networks of the psychiatric cases can be applied to designing an unconventional 
architecture of artificial intelligence.  
We have recently reported nanometer-scale three-dimensional studies of neuronal 
network of the anterior cingulate cortex and the superior temporal gyrus of 
schizophrenia cases and age/gender-matched controls by using synchrotron radiation 
nanotomography or nano-CT (Mizutani et al., 2019; Mizutani et al., 2020). The results 
indicated that neurites of the schizophrenia cases are thin and tortuous, while that of the 
control cases are thick and straight. The nano-CT analysis also revealed that the neurite 
diameter is proportional to the diameter of dendritic spines which form synaptic 
connections between neurons. It has been reported that thinning of neurites or spines 
attenuates firing efficiency of neurons (Spruston, 2008), and hence affects the activity of 
their belonging areas.  
In this study, we implemented these biological findings to artificial neural networks 
to delineate 1) how much the brain can persist structural alteration of neurons observed 
in schizophrenia and 2) how we can incorporate those findings to artificial neural 
network to improve its performance. The analyses were performed by using newly 
designed layers that mimic the connection impairment in schizophrenia. The obtained 
results indicated that schizophrenia-mimicking layers tolerate parameter reduction up to 
80% of weights and outperform conventional neural network layers.  
 
METHODS 
The etiology of schizophrenia has been discussed from neurodegenerative and 
neurodevelopmental standpoints (Allin & Murray, 2002; Gupta & Kulhara, 2010). The 
neurodegenerative hypothesis claims that schizophrenia is a disorder due to the 
degeneration in the brain. Another neurodevelopmental hypothesis proposes that the 
brain network is formed abnormally during the developmental process. The etiology of 
schizophrenia has also been discussed on the basis of two-hit hypothesis (Maynard et al., 
2001), of which "first hit" during early development primes the pathogenic response and 
"second hit" later in the life causes the disorder. Diverse symptomatic aspects of 
schizophrenia have been classified into two types by taking into account of the two-hit 
hypothesis (Crow, 1985). Type I is characterized with positive symptoms such as 
hallucinations and delusions and accompanies no intellectual impairment, while Type II 
shows affective flattening and has been considered to be a "defect state" (Crow, 1980).   
In this study, we translated these disorder classifications into two working models of 
artificial neural network. The first one is disorganized model. This model mimics 
neurodegeneration after the formation of cerebral neuronal network. This can be 
simulated by using artificial neural networks that are trained as normal first, and then 
disorganized next, so that the posteriori disorganization simulates neurodegeneration 
after the formation of neuronal network. Another working model is a developmental 
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model, in which we assume concurrent progress of neuropathological changes and brain 
development. This developmental model can be simulated by implementing a 
connection-impaired layer into the neural network, which is trained under the 
impairment. Resultant performance of these models should reveal their relevance to the 
disorder types. 
The thinning of neurites in schizophrenia (Mizutani et al., 2019, 2020) should hinder 
transmission of input potentials depending on neurite lengths from soma (Spruston, 
2008). Therefore, distal synaptic connections should be deteriorated worse than 
proximal connections. This can be reproduced in the artificial neural network by 
defining a distance measure between nodes and by damping connection parameters 
depending on the distance measure. Here we assume one-dimensional arrangement of 
nodes and define distance dij of a connection between input node ix and output node jy 
with 𝑑௜௝ ൌ ห𝑟 ∙ 𝑖௫ െ 𝑖௬ห √𝑟ଶ ൅ 1⁄ , where 𝑟 ൌ 𝑛௬ 𝑛௫⁄  is the ratio of number of nodes between the target and the preceding layers. This distance measure is equal to a 
Euclidean distance from the diagonal in the weight matrix. Window matrix was 
prepared by using the distance measure to modify weight matrix. Figure 1 shows 
examples of window matrix having identical numbers of inputs and outputs. Diagonal 
connection impairment (Figure 1b) is performed by zeroing weight parameters if their 
distances from the diagonal are larger than a threshold. This can be implemented by 
masking the weight matrix with a window matrix F ൌ ൫𝑓௜௝൯, where elements fij distal to the diagonal are set to 0 and elements fij proximal to the diagonal are set to 1. Gaussian 
window (Figure 1c) uses matrix elements fij of a Gaussian form: 𝑓௜௝ ൌ exp൫െ𝑑௜௝ଶ 2𝜎ଶ⁄ ൯, where σ represents the window width. Other window variations (Figure 1d–f) designed 
aside from the abovementioned distance idea are also shown in Figure 1. The random 
window does not depend on the matrix geometry, hence can be applied to convolution 
layers. Parameter reduction ratio was defined with the ratio between the sum of window 
elements ∑ 𝑓௜௝௜௝  and the total number of weights. The weight matrix was multiplied by the window matrix in an element-by-element manner, and then normalized with the 
parameter reduction ratio so as to keep the sum of weights unchanged.  
 
 
Figure 1. Schematic drawings of weight window. These drawings assume 5 × 5 square matrix 
of the weight. Each tiny box indicates element of the matrix. Window values are represented 
with gray scale from 0 (white) to 1 (black). (a) Fully connected network. (b) A diagonal window 
representing connection impairment in schizophrenia. Weight elements indicated with black 
boxes were used for training and/or evaluation. Elements of open boxes were set to zero, and 
were not used in the training and/or evaluation. (c) Gaussian window mimics 
distance-dependent gradual decrease in the real neuronal connection. (d) Stripe window. (e) 
Centered window. (f) Random window.  
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Influences of these connection impairments on the neural network were examined 
using the MNIST handwritten digits dataset (LeCun et al., 1998) and the CIFAR-10 
picture dataset (Krizhevsky, 2009). Hereafter we call fully-connected layer masked with 
schizophrenia window as "schizophrenia connection layer", and convolution layer with 
schizophrenia window as "schizophrenia convolution layer". Network configurations 
used for the image classification tasks are summarized in Table 1 and fully described in 
Supplementary Table 1. Simple 3- and 4-layer configurations (Table 1, networks A and 
B) were used for MNIST classification tasks. Network A with one schizophrenia 
connection layer as a hidden layer was used for the analysis of developmental model, in 
which the connection impairment was incorporated in the training and the evaluation. 
Network B was used for the analysis of disorganized model, in which the connection 
impairment was incorporated only in the evaluation step. In network B, a pair of 
fully-connected layer and schizophrenia connection layer with identical numbers of 
nodes were used as hidden layers to prepare different size of square weight matrixes, 
which were used to analyze the effect of weight matrix dimension on the connection 
impairment. Convolutional networks C–E (Table 1) were used for classification tasks of 
the CIFAR-10 dataset. The configuration of networks C and D was taken from the 
Keras example code and used for testing schizophrenia connection layer as top layers. 
Network C was used for the analysis of developmental model and D for disorganized 
model. Network E was used for testing schizophrenia convolution layer in the VGG 
configuration (Simonyan & Zisserman, 2014). Convolutional blocks of network E were 
taken from the VGG16 network, while batch normalization (Ioffe & Szegedy, 2015) 
and dropout (Srivastava et al., 2014) layers were incorporated (Supplementary Table 1e). 
Kernel weights in the schizophrenia convolution layer were randomly masked with the 
window. Biases were enabled in all layers, except for schizophrenia-mimicking layers 
in the disorganized model. This is because bias values can be refined in the 
developmental model but cannot be modified according to the inter-node distance in the 
evaluation step. The ReLU activation function (Glorot et al., 2011) was used for all 
hidden layers, and softmax function for output layers. Hidden layers were initialized 
with He's method (He et al., 2015). Networks A, B and E were trained using the Adam 
algorithm (Kingma & Ba, 2014). Network A and B were trained with a learning rate of 
1 × 10-3. Network E were trained with a learning rate of 5 × 10-4 first, and then with 1 × 
10-4 after 150 epochs. Network C and D were trained using the RMSprorp algorithm 
(Tieleman & Hinton, 2012) with a learning rate of 1 × 10-4 and its decay of 1 × 10-6. 
Batch sizes were set to 32 for networks A–D, and 200 for network E. Data 
augmentation (Wong et al., 2016) were introduced in the training of network E.  
Training and evaluation of the networks were conducted using Tensorflow 2.3.0 and 
Keras 2.4.0 running on c5a.xlarge (4 vCPUs of AMD EPYC processors operated at 2.8 
GHz) or c5a.2xlarge (8 vCPUs) instance of Amazon Web Service. CPU time required 
for training and evaluation of networks using schizophrenia-mimicking layers was 
slightly shorter than those using normal layers, though the incorporation of Gaussian 
window required additional time to initialize its window elements. Python codes used in 
this study are available from our GitHub repository (https://mizutanilab.github.io). 
Statistical analyses were conducted using R 3.4.3. Significance was defined as p < 0.05.  
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Table 1. Network configuration. Number in parenthesis represents number of nodes or number 
of filters. Sz, schizophrenia connection layer; FC, fully connected layer; FC-Sz, trained as fully 
connected layer and evaluated using schizophrenia window; Conv, 2-dimensional convolution 
layer with kernel size of 3 × 3; VGG16Conv3, the first 3 convolutional blocks of the VGG16 
network; SzConv, 2-dimensional schizophrenia convolution layer with kernel size of 3 × 3. 
*Dimensions of these hidden layers were set equal to each other and varied to examine its effect 
on the connection impairment.   
A B C D E 
Input  
(28 × 28) 
Input  
(28 × 28) 
Input  
(32 × 32 RGB)
Input  
(32 × 32 RGB)
Input  
(32 × 32 RGB)
Sz (512) FC (64–1024)* Conv (32) Conv (32) VGG16Conv3
Output (10) FC-Sz (64–1024)* Conv (32) Conv (32) SzConv (512)
 Output (10) Maxpool Maxpool SzConv (512)
  Conv (64) Conv (64) SzConv (512)
  Conv (64) Conv (64) Maxpool 
  Maxpool Maxpool FC (4096) 
  Sz (512) FC-Sz (512) FC (4096) 
  Output (10) Output (10) FC (1024) 
  Output (10)
RESULTS 
Figure 2 summarizes relationships between the connection impairment and the 
classification error in the disorganized model, in which training precedes the 
impairment. Figure 2a shows the dependence on window shape in the MNIST 
classification tasks, which were conducted using a 4-layer network (Table 1, B). Weight 
parameters between two hidden layers of identical numbers of nodes were modified 
after training to mimic neurodegeneration after the formation of neuronal network. The 
resultant modified network was subjected to the evaluation using validation dataset. The 
obtained results indicated that the network of this configuration can persist parameter 
reduction up to approximately 60% of connections between the hidden layers (Figure 
2a). The profiles showed little dependence on window shape except for centered 
window, indicating that the contribution of each weight element to the entire network 
performance is equivalent independently of their position in the weight matrix. Hence, 
we mainly used diagonal window (Figure 1b) in the following analyses.  
Figure 2b shows the dependence on the number of epochs in the disorganized model 
of MNIST tasks. The results indicated that the network became slightly more sensitive 
as the training became longer, suggesting that the redundancy of weight matrix elements 
decreased after the long duration of training. Figure 2c shows the relation between the 
number of nodes and the persistence against the connection impairment. Network 
having 64 or 128 nodes in the hidden layers was prone to error increase due to the 
parameter reduction, while networks having 256 nodes or more in the hidden layers 
persisted parameter reduction up to 60–80% of weights. These results indicate that the 
number of parameters of networks having 256 nodes or more is sufficient to store the 
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trained information. In contrast, CIFAR-10 classification task using network D (Table 
1) showed error increase nearly proportional to the parameter reduction (Figure 2d). 
This indicates that the information acquired with training is uniformly but not 
redundantly distributed in the top layer, resulting in a low persistence of the network 
against the parameter reduction.  
 
(a)       (b) 
 (c)       (d) 
 
Figure 2. Relationship between the classification error and the parameter reduction in 
disorganized model. Networks were trained first and then weights of target layers were masked 
with window in the evaluation. The left intercept corresponds to a network with fully connected 
layers. Panels a–c show results of MNIST classification. Unless otherwise stated, network B 
having 512 nodes in two hidden layers was trained for 20 epochs and then its schizophrenia 
connection layer was masked using a diagonal window in the evaluation. The training and 
evaluation were repeated for 100 sessions and their mean errors were plotted. (a) Effect of 
window shape. (b) Dependence on training duration. (c) Dependence on hidden layer 
dimensions. (d) Result of CIFAR-10 classification. Network D was trained for 100 epochs and 
its top layer was masked using a diagonal window. The training and evaluation was repeated for 
30 sessions and their mean errors were plotted.  
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Another model called developmental model showed distinct features that were not 
observed for the disorganized models. Figure 3a shows training progress of CIFAR-10 
classification tasks of the developmental model, in which weights of top layer were 
masked with a diagonal window throughout the training and the evaluation. The task 
was performed using network C consisted of 2 blocks of convolution layers and one 
schizophrenia-connection top layer. A network with the same configuration but having 
a fully-connected top layer was used as a control. The obtained results revealed 
outperformance of the schizophrenia network. The control network showed overfitting 
approximately after 75 epochs of training, whereas the schizophrenia network showed 
continuous error decline down to 200 epochs. The classification error of the 
schizophrenia network was significantly lower than that of the control even before the 
overfitting (p = 0.014 at 75 epochs, and p = 1.1 × 10-5 at 200 epochs, two-sided 
Wilcoxon test, n1 = n2 = 10).  
The connection impairment of schizophrenia was also introduced into convolution 
layers by masking kernel weights with the random window. The schizophrenia 
convolution layer was implemented in the VGG configuration to perform CIFAR-10 
classification tasks. Figure 3b shows their training progresses. A schizophrenia network 
with 60% reduction of kernel weights of the last convolution layer showed a slightly 
better performance compared to the control network. Another schizophrenia network 
with 60% parameter reduction in the last 3 convolution layers showed a performance 
comparable to the network without the parameter reduction. These results indicate that 
the convolution layers of this network contain parameter redundancy that can be 
eliminated by using the schizophrenia convolution layer.  
 
(a)       (b) 
 
Figure 3. Training progress of CIFAR-10 classification tasks. (a) Network C with a 
schizophrenia connection layer was trained for 10 sessions and resultant errors are plotted in red. 
Parameter reduction in the schizophrenia connection layer was set to 50%. Errors of control 
network with the same configuration but having a fully connected layer are plotted in black. (b) 
VGG networks with schizophrenia convolution layers (network E) were trained and resultant 
errors are plotted. A network with 60% parameter reduction in the last convolution layer is 
drawn in red, and that with 60% reduction in the last 3 convolution layers in orange. A control 
network without the parameter reduction is drawn in black. 
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Relation between the performance and the parameter reduction ratio in the 
developmental model were also examined. Figure 4a shows results of MNIST 
classification tasks using a 3-layered network (Table 1, A). Classification error of the 
schizophrenia network gradually decreased and outperformed control network as the 
parameter reduction was increased up to 70%. Profiles obtained using diagonal and 
Gaussian windows were almost the same, though the Gaussian window showed a better 
persistence against the parameter reduction than the diagonal window. This better 
persistence of the Gaussian window suggests that bilateral tails of Gaussian function 
allowed weak connections between distal nodes and mitigated weight masking with the 
window. Figure 4b shows results of CIFAR-10 classification tasks using network C. 
Relationship between the error and the parameter reduction was similar to that observed 
for the MNIST tasks. The profiles shifted toward lower-right with the longer duration of 
training, indicating that the schizophrenia connection layer with a higher parameter 
reduction exhibits better performance by training longer.   
 
 (a)       (b) 
 
Figure 4. Relationship between the error and the parameter reduction in the developmental 
model, in which weights of schizophrenia connection layers were masked with window 
throughout the training and evaluation. The left intercepts correspond to a network with fully 
connected layers. (a) MNIST classification using network A. Training and evaluation were 
repeated for 100 sessions and their mean classification errors were plotted. Errors after 10 
epochs are plotted with broken lines and errors after 50 epochs with solid lines. (b) CIFAR-10 
classification using network C. Training and evaluation were repeated for 10 sessions and their 
mean errors were plotted. A diagonal window was used in this task. Errors after 50 epochs are 
plotted with broken lines and errors after 75 epochs with solid lines. 
 
RELATED WORKS 
Neural network was first developed by incorporating biological findings, although 
structural aspects of neurons of psychiatric disorder cases have not been introduced into 
the artificial intelligence. This is probably because neuropathology of psychiatric 
disorders has not been three-dimensionally delineated (Itokawa et al., 2020) before our 
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reports regarding the nanometer-scale structure of neurons of schizophrenia cases 
(Mizutani et al., 2019, 2020). A method called "optimal brain damage" (Le Cun et al, 
1990) has been proposed to remove unimportant weights to reduce the number of 
parameters, although its relation to biological findings such as those regarding brain 
injury has not been explicitly described.  
Parameter reduction and network pruning have been suggested as strategies to 
simplify the network. It has been reported that simultaneous regularization during 
training can reduce network connections while keeping competitive performances 
(Scardapane et al., 2017). A method to regularize the network structure including filter 
shapes and layer depth has been reported to allow the network to learn more compact 
structures without accuracy loss (Wen et al., 2016). A study on network pruning 
suggested that careful evaluations of the structured pruning method are needed (Liu et 
al., 2018). Elimination of zero weights after training has been proposed as a method to 
simplify the network (Yaguchi et al., 2018). Improvements of accuracy have been 
reported for the regularized networks (Scardapane et al., 2017; Yaguchi et al., 2018), 
though dedicated algorithms or procedures are required to remove parameters during 
training in these parameter reduction methods.  
 
DISCUSSION 
Parameter reduction in schizophrenia-mimicking layers can be regarded as enforced 
and predefined L1 regularization. Different weight windows gave almost the same 
results (Figure 2a and 4a), indicating that weight matrix elements are equivalent each 
other independently of their position in the matrix. Training of schizophrenia- 
mimicking network requires no modification of optimization algorithm, since its 
parameter reduction is arbitrarily configured a priori. Schizophrenia-mimicking layers 
can be used instead of conventional layers without any changes in the network 
configuration and training procedures. The outperformance of the schizophrenia 
connection layer therefore can be incorporated just by replacing fully connected layers 
of any kind of neural networks with the schizophrenia connection layer.  
The structure of window matrix of schizophrenia-mimicking layer indicates the 
importance of connecting all nodes but at the same time dividing them into groups so 
that each group can process information independently and integratively. Results shown 
in Figure 4 indicate that the performance optimum of the schizophrenia connection layer 
situates nearer to the division than to the integration. We recommend 50–70% 
parameter reduction as a first choice in order to obtain a presumably best result.  
Neurite thinning in cerebral tissues of the anterior cingulate cortex and the superior 
temporal gyrus of schizophrenia cases (Mizutani et al., 2019, 2020) suggested that 
connection impairments observed in these brain areas should have relationship to 
psychiatric symptoms of schizophrenia. However, simulation results of the present 
study indicated that the connection impairment can improve the performance of network 
as a whole. Although meta-analysis studies indicated that schizophrenia is associated 
with intellectual deficits (Aylward et al., 1984; Khandaker et al., 2011), it has also been 
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reported that creativity and psychosis share common genetic roots (Power et al., 2015) 
and that geniuses and their families show a higher incidence of psychiatric disorders 
than the average population (Juda, 1949). The outstanding talents of the psychiatric 
disorder patients are not contradictory to the outperformance of the schizophrenia 
connection layer. Although the improvement in each network was subtle, the difference 
should become remarkable if the entire brain operate with the outperformance observed 
in this study.  
The schizophrenia connection layer surpassed the fully connected layer in the 
developmental model, which assumes brain development under the connection 
impairment. In contrast, no performance improvements were observed in the 
disorganized model, which assumes neurodegeneration after the network formation. 
Crow proposed a classification of schizophrenia cases into two types (Crow, 1980, 
1985), of which type I shows positive symptoms with relatively benign prognosis, while 
type II shows negative symptoms and progresses irreversibly. We suggest that positive 
symptoms of type I can be regarded as hyperactivity of cerebral cortex due to its 
outperformance. In contrast, negative symptoms of type II is ascribable to the network 
malfunction due to the excess impairment observed as profile surges in Figures 2 and 4.  
N-methyl-D-aspartate (NMDA) receptor antagonists including phencyclidine cause 
schizophrenia-like symptoms (Coyle, 2012). Morphological changes of cortical neurons 
such as vacuole formation (Olney et al., 1989) and corkscrew deformity of dendrites 
(Wozniak et al., 1998) have been reported for animal models of the NMDA 
hypofunction. These structural burdens on neurons should suppress active potentials 
originating from distal dendrites rather than those from proximal dendrites, since the 
cable theory claims that input potentials are attenuated depending on the distance. 
Therefore, we suggest that the present results are consistent with observations in the 
NMDA hypofunction models.  
The neural networks of this study use only thousands of nodes per model and cannot 
represent the entire network of human brain. Therefore, relation between the connection 
impairment applied to schizophrenia-mimicking layer and the white matter 
dysconnectivity revealed from diffusion tensor imaging (Son et al., 2015) should further 
be investigated. Another limitation of this study is that the present model cannot provide 
any suggestion regarding other psychiatric disorders including autism, since the present 
study is based only on the structure of schizophrenia brain tissues.    
The profiles shown in Figure 4 illustrated that the outperformance lies side-by-side 
with the malfunction. The evolutionary process should have scanned or be scanning this 
profile to find a best performance of the brain, while not to deteriorate its function. The 
results of this study along with the abovementioned relationship between creativity and 
psychosis (Power et al., 2015) suggest that the connection impairment during network 
development is not a burden to the brain, but has some functional roles in the cortical 
microcircuit performance. We suggest that the connection impairment found in 
schizophrenia cases (Mizutani et al., 2019, 2020) is rationally implemented in our brain 
in the process of human being evolution.  
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Supplementary Table 1. (a) Configuration of network A. Sz, schizophrenia connection 
layer. Number-of-parameters column shows number of trainable parameters before the 
parameter reduction.  
Layer Output size Number of parameters Options 
Input 28 × 28 
Sz 512 401,920 Parameter reduction: 0–97.5% 
Output 10 5,130
 
Supplementary Table 1. (b) Configuration of network B. FC-Sz, trained as fully 
connected layer and evaluated using schizophrenia window. Number-of-parameters 
column shows number of trainable parameters before the parameter reduction. 
*Dimensions of these hidden layers were set equal to each other and varied to examine 
its effect on the connection impairment. 
Layer Output size Number of parameters Options 
Input 28 × 28  
Fully connected 64 –1024* 
50,240 
–803,840
 
FC-Sz 64 
–1024* 
4,096 
–1,048,576
Bias vector was disabled. 
Output 10 650 
–10,250
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Supplementary Table 1. (c) Configuration of network C. Sz, schizophrenia connection 
layer; Conv, 2-dimensional convolution layer with kernel size of 3 × 3. 
Number-of-parameters column shows number of trainable parameters before the 
parameter reduction. 
Layer Output size Filter size Number of parameters Options 
Input 32 × 32 RGB   
Conv 32 × 32 × 32 32 896 Zero padding 
Conv 30 × 30 × 32 32 9,248 No padding 
Maxpool 15 × 15 × 32  Pooling 2 × 2, dropout: 25%
Conv 15 × 15 × 64 64 18,496 Zero padding 
Conv 13 × 13 × 64 64 36,928 No padding 
Maxpool 6 × 6 × 64 
(= 2304) 
 Pooling 2 × 2, dropout: 25%
Sz 512  1,180,160 Parameter reduction: 0–95%
Output 10  5,130
 
Supplementary Table 1. (d) Configuration of network D. FC-Sz, trained as fully 
connected layer and evaluated using schizophrenia window. Conv, 2-dimensional 
convolution layer with kernel size of 3 × 3. Number-of-parameters column shows 
number of trainable parameters before the parameter reduction. 
Layer Output size Filter size Number of parameters
Options 
Input 32 × 32 RGB    
Conv 32 × 32 × 32 32 896 Zero padding 
Conv 30 × 30 × 32 32 9,248 No padding 
Maxpool 15 × 15 × 32 Pooling 2 × 2, dropout: 25%
Conv 15 × 15 × 64 64 18,496 Zero padding 
Conv 13 × 13 × 64 64 36,928 No padding 
Maxpool 6 × 6 × 64 
(= 2304) 
 Pooling 2 × 2, dropout: 25%
FC-Sz 512 1,179,648 Bias vector was disabled. 
Output 10 5,130
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Supplementary Table 1. (e) Configuration of network E. Conv, 2-dimensional 
convolution layer; SzConv, 2-dimensional schizophrenia convolution layer; FC, fully 
connected layer. Kernel size of 3 x 3 was used for all the convolution layers. 
Number-of-parameters column shows number of trainable parameters before the 
parameter reduction.  
Layer Output size Filter size Number of parameters Options 
Input 32 × 32 RGB 
Conv 32 × 32 × 64 64 1,792 Zero padding
Batch norm.  256
Conv 32 × 32 × 64 64 36,928 Zero padding
Maxpool 16 × 16 × 64 Pooling 2 × 2, dropout: 25% 
Conv 16 × 16 × 128 128 73,856 Zero padding
Batch norm.  512
Conv 16 × 16 × 128 128 147,584 Zero padding
Maxpool 8 × 8 × 128 Pooling 2 × 2, dropout: 25% 
Conv 8 × 8 × 256 256 295,168 Zero padding
Batch norm.  1,024
Conv 8 × 8 × 256 256 590,080 Zero padding
Batch norm.  1,024
Conv 8 × 8 × 256 256 590,080 Zero padding
Maxpool 4 × 4 × 256 Pooling 2 × 2
Conv 4 × 4 × 512 512 1,180,160 Zero padding
Batch norm.  2,048
Conv 4 × 4 × 512 512 2,359,808 Zero padding
Batch norm.  2,048
Conv 4 × 4 × 512 512 2,359,808 Zero padding
Maxpool 2 × 2 × 512 Pooling 2 × 2
SzConv 2 × 2 × 512 512 2,359,808 Zero padding 
Parameter reduction: 0 or 60%
Batch norm.  2,048
SzConv 2 × 2 × 512 512 2,359,808 Zero padding 
Parameter reduction: 0 or 60%
Batch norm.  2,048
SzConv 2 × 2 × 512 512 2,359,808 Zero padding  
Parameter reduction: 0 or 60%
Maxpool 1 × 1 × 512 Pooling 2 × 2
FC 4096 2,101,248
FC 4096 16,781,312
FC 1024 4,195,328
Output 10 10,250
 
