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Simulation models for moisture transfer in building materials are highly incongruent with respect to the moisture potential
used. Often the relatively better numerical efficiency and accuracy of a certain moisture potential is put forward as motivation.
Various claims are made in that respect, but factual evidence is typically lacking. This paper aims at providing such support
by assessing simulation efficiency and accuracy for capillary pressure, relative humidity and -log(-capillary pressure). To that
goal, a suite of benchmark simulations are performed with those three potentials and performances are compared, based on
deviations from reference solutions and on numbers of iterations required. The study initially reveals mixed results, showing
no consistent advantages for either potential. Further analysis uncovers though that -log(-capillary pressure) suffers from a
strongly nonlinear moisture capacity near saturation. This finally results in a decision in favour of capillary pressure and
relative humidity, at least for general-purpose moisture transfer simulation.
Keywords: numerical simulation; moisture transfer; moisture potential; capillary pressure; relative humidity; logarithm
1. Introduction
Moisture transfer in building materials plays a decisive
role in the health and comfort of building occupants and
in the durability and sustainability of built structures. Two
exemplary illustrations are mould formation on interior fin-
ishes due to excessive interior humidity levels and concrete
rebar corrosion owing to chloride ingress via the porewater.
Numbers for the USA point out that the proportion of cur-
rent US asthma cases attributable to dampness and mould in
buildings is just over 20% (Mudarri and Fisk 2007), and that
around one out of four US bridges is structurally deficient,
often the result of reinforcement corrosion (AASHO 2008).
Reliable assessment of moisture transfer in building mate-
rials is hence crucial, necessitating efficient numerical tools
for moisture transfer in building materials (Clarke 2013).
This article aims at contributing to that development, by
assessing the simulation efficiency and accuracy of different
potentials for moisture transfer in building materials.
Over the last few decades, the numerical simulation of
moisture transfer in building materials has taken a high
flight. It is becoming increasingly more common in engi-
neering practice and research, as several simulation pack-
ages are now available for practitioners (Delphin, WUFI,
etc.), and many more are being applied by researchers.
Delgado et al. (2013) report on more than 50 tools for
hygrothermal simulation of building materials and building
components, and Woloszyn and Rode (2008) put for-
ward more than 15 tools for hygrothermal simulation of
whole buildings. Numerical simulation of moisture and
∗Email: hans.janssen@bwk.kuleuven.be
heat transfer in building materials has moreover recently
undergone standardization (EN15026 2007), and a comple-
mentary quality assessment methodology is also available
(Hagentoft et al. 2004). In spite of these unification efforts
though,much disparity still exists onwhichmoisture poten-
tial is best applied in numerical simulation of moisture
transfer in building materials.
In heat transfer, the temperature is commonly accepted
as the governing potential and all simulation packages
hence single out temperatures as the unknown vari-
ables to solve (Kreith, Manglik, and Bohn 2011). In soil
physics, matric head – closely related to capillary pres-
sure – is just as widely recognized as governing potential
and unknown variable for simulations of unsaturated soil
moisture transfer (Marshall, Holmes, and Rose 2006).
For moisture transfer in building materials, such unified
state has not been accomplished yet: models use cap-
illary pressure (Janssen, Blocken, and Carmeliet 2007),
logarithm of capillary pressure (van Schijndel 2011), vol-
umetric moisture content (Mendes, Philippi, and Lamb-
erts 2002), water chemical potential (Matsumoto and
Tanaka 1991), water vapour pressure (Janssens 2001),
water vapour fraction (Steeman et al. 2009), water vapour
content (Qin et al. 2009) and relative humidity (Tariku,
Kumaran, and Fazio 2010). The stated references are to
be considered as mere illustrations, more examples can be
found in Delgado et al. (2013). Most prevalent currently
are capillary pressure (Janssen, Blocken, and Carmeliet
2007; Langmans et al. 2012; Piaia et al. 2013), logarithm
© 2013 International Building Performance Simulation Association (IBPSA)
D
ow
nl
oa
de
d 
by
 [K
U 
Le
uv
en
 U
niv
ers
ity
 L
ibr
ary
] a
t 0
0:5
9 1
7 F
eb
ru
ary
 20
14
 
380 H. Janssen
of capillary pressure (Pedersen 1992; van Schijndel 2011;
Rode and Juhl 2013) and relative humidity (Künzel, Kara-
giozis, and Holm 2001; Tariku, Kumaran, and Fazio 2010).
In earlier days, much of this moisture potential dis-
parity probably stemmed from variations in the phys-
ical description of moisture transfer: different authors
introduced differing models for moisture transfer, based
on different moisture transfer potentials, which were
then preserved in the numerical implementation. It has
by now been firmly established, however, that capil-
lary pressure and vapour pressure are the true transfer
potentials for liquid and vapour, respectively (Funk and
Wakili 2008; Janssen 2011). In recent days, the mois-
ture potential disparity mainly stems from claims in
relation to numerical efficiency and/or accuracy. Owing
to the commonly wide range of pore radii present in
building materials, the capillary pressure varies over
multiple orders of magnitude between dry and wet
states. Simultaneously, the moisture permeability simi-
larly changes over several orders of magnitude between
dry and wet states. Williams Portal, van Aarle, and
van Schijndel (2011) and Rode and Juhl (2013) both
assert such results in strong instabilities and nonlineari-
ties. They therefore recommend to use the logarithm of
the capillary pressure instead, as this reduces the ranges
of moisture potential and moisture permeability; simi-
lar arguments can à propos be put forward for relative
humidity. Williams Portal, van Aarle, and van Schijndel
(2011) show both to be viable potentials but do not judge
the efficiencies.Rode and Juhl (2013) put forward some sup-
port for the logarithm of capillary pressure, based, however,
on a single and simple example.
All in all hence no comprehensive corroboration for the
simulation efficiency and accuracy of the different possible
moisture potentials is available in the literature. This paper,
therefore, aims at providing such substantiation, to allow a
more judicious choice of the moisture potential in current
and futuremodels and tools. The paper is thus built up as fol-
lows. In the subsequent sections, the numerical model and
four benchmark simulations are introduced. These bench-
marks are then executed with the three different moisture
potentials, and their efficiency and accuracy are compared
via the number of required iterations and the deviation from
the reference solution. The primary observations from that
assessment are discussed next, to finally bring the paper
to an end with the conclusions. These gravitate towards a
preference for capillary pressure and relative humidity for
general-purpose moisture transfer simulation.
2. Numerical model
2.1. Moisture transfer
As the previously mentioned efficiency and accuracy
claims mainly refer to the numerical difficulty of the
moisture transfer equation, all benchmark simulations con-
cern isothermal moisture transfer. The basic physical model
for isothermal moisture transfer can be described as
∂w
∂t
= −∇(g + gv) = ∇(k∇pc + δv∇pv) (1)
with w (kgm−3) the volumetric moisture content, t (s) the
time, g and gv (kgm−2 s−1) the liquid and vapour flux, k
and δv (kgm−1 s−1 Pa−1) the liquid and vapour permeabil-
ity, and pc and pv (Pa) the capillary and vapour pressure.
In this analysis, three potentials are examined: capillary
pressure pc, relative humidity ϕ (−) and − log10(capillary
pressure) lpc [log10(Pa)]. The logarithm is negated here,
to obtain a positive definite system of equations after the
spatial and temporal discretization. In isothermal condi-
tions, relative humidity is proportional to water vapour
pressure/fraction/content, while capillary pressure is cor-
responding to water chemical potential, hence bringing the
actual number of studied potentials to seven. The volumet-
ric moisture content is not included here, since it is not
a true potential given its discontinuity at material inter-
faces. Equation (1) thus transforms into three versions, for,
respectively pc, ϕ, lpc:
∂w
∂pc
∂pc
∂t
= ∇
[(
k + δvpv,sat ∂ϕ
∂pc
)
∇pc
]
(2a)
∂w
∂pc
∂pc
∂ϕ
∂ϕ
∂t
= ∇
[(
k
∂pc
∂ϕ
+ δvpv,sat
)
∇ϕ
]
(2b)
− pc · ln(10) · ∂w
∂pc
∂lpc
∂t
= ∇
[
−pc · ln(10) ·
(
k + δvpv,sat ∂ϕ
∂pc
)
∇lpc
]
(2c)
with pv,sat (Pa) the saturation vapour pressure, and in which
the derivatives from pc toϕ and vice versa can be calculated
from Kelvin’s law. In general Equations (2a)–(2c) can be
presented as
c
∂u
∂t
− ∇(k∇u) = 0 (3)
with u, c and k , respectively, the moisture potential,
moisture capacity and moisture permeability.
2.2. Numerical solution
The moisture transfer equation (5) is discretized spatially
with finite elements as well as control volumes, as both are
popular for the numerical simulation of moisture transfer in
building materials. For the temporal discretization, a back-
ward Euler scheme is applied, which is likewise prevalent
in moisture transfer simulation tools, here enhanced though
with a mass-conservative scheme (Janssen, Blocken, and
Carmeliet 2007). In the finite-element model, discretization
errors resulting from the highly nonlinear moisture capac-
ity and permeability are minimized by adaptive numerical
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integration (Janssen 2010) of all element matrices. In
the control-volume model, intravolume moisture capaci-
ties are computed at the centres of the volumes, while
the intervolume moisture permeabilities are calculated via
integral averaging (Kalagasidis, Bednar, and Hagentoft
2004). The latter is, however, similarly improved with
adaptive integration to minimize the number of required
integration points for the averaging.
These discretizations transform Equation (5) into a
system of algebraic equations:
(C t+t,i + tK t+t,i)U t+t,i+1
= tFt+t,i + C t+t,iU t+t,i + S t+t,i − S t (4)
with C and K the capacity and permeability matrices, U ,
F and S, respectively, the potential, load and saturation
vectors, t (s) the time step and i (−) the iteration num-
ber. The resultant system of equations is linearized by
means of the Picard andNewton–Raphson iterative scheme,
for, respectively, the material properties and the boundary
conditions, and finally solved via RTR Cholesky decom-
position and back-substitution. The algorithm employs a
two-pronged convergence criterion for the iterative pro-
cess, judging residuals of moisture potentials and moisture
contents:
min
⎛
⎜⎜⎜⎝
‖ U t+t,i+1 − U t+t,i ‖
‖ U t+t,i+1 ‖ ,
‖ S t+t,i+1 − S t+t,i ‖
‖ S t+t,i+1 ‖
⎞
⎟⎟⎟⎠ ≤ 10−6. (5)
Such global criterion is preferred to avoid any overly
strong impact of incidental local numerical deviations. The
algorithm, furthermore, applies a heuristic time-step adap-
tation scheme, based on the number of iterations used to
reach convergence in the preceding time step:
tj+1 = tj · min
[
max
(
imax
2ij
, 0.5
)
, 2
]
(6)
with tj and tj+1 (s) the preceding and next time
step, ij (-) the number of iterations done in time step
tj and imax (–) the maximum number of allowed iter-
ations (30 in this study). Additional implementations to
deal with output moments and divergent steps are also in
place. More information on the specific numerical meth-
ods can be found in Janssen, Blocken, and Carmeliet
(2007) and Janssen (2010).
3. Benchmark simulations
3.1. Benchmark selection
Four benchmark simulations are selected: isothermal dry-
ing, hygroscopic adsorption, driving rain and capillary
absorption. These benchmarks are all typical cases of mois-
ture transfer in building materials, and they represent a
broad range of moisture transfer occurrences, albeit in a
dissected form. They are simulated for two strongly dif-
ferent materials: ceramic brick and cement mortar. The
ceramic brick is an example of a non-hygroscopic but fairly
permeable material, while the cement mortar is far more
hygroscopic but a lot less permeable. Thisway, awide range
of possible building materials are represented. The hygric
properties –moisture retention curve and totalmoisture per-
meability – of ceramic brick and cement mortar are given
in Figure 1.
The calculation domain for all benchmarks is a 10 cm
slab of material at a certain initial condition, exposed to a
boundary condition at one side while being impermeable at
the other side. For isothermal drying, hygroscopic adsorp-
tion, driving rain and capillary absorption, respectively,
these initial and boundary conditions are
t < 0 s and x ∈ [0.0; 0.1]m :
pc = −103 Pa and T = 20◦C
t ≥ 0 s and x = 0.0m :
gv,s = 10−7 · pv,sat · (0.5 − φs) k g/m2s (7)
Figure 1. Moisture retention curve (left) and total moisture permeability (right) for the ceramic brick and cement mortar; the right-hand
side of Equation (2a) defines the total permeability.
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382 H. Janssen
t < 0 s and x ∈ [0.0; 0.1]m :
φ = 0.5 and T = 20◦C
t ≥ 0 s and x = 0.0m :
gv,s = 10−7 · pv,sat · (0.97 − φs) kg/m2s (8)
t < 0 s and x ∈ [0.0; 0.1]m :
φ = 0.5 and T = 20◦C
t ≥ 0 s and x = 0.0m : (9)
g,s = 2 · 10−5 kg/m2s
t < 0 s and x ∈ [0.0; 0.1]m :
φ = 0.5 and T = 20◦C
t ≥ 0 s and x = 0.0m : (10)
pc,s = −103 Pa
with x (m) the coordinate and subscript s referring to the
surface value. For the ceramic brick and cement mortar
cases, respectively, simulation intervals are 1 × 106 s and
5 × 107 s for isothermal drying, 5 × 105 s and 1 × 107 s for
hygroscopic adsorption, 1 × 105 s and 1 × 105 s for driving
rain and 5 × 103 s and 2.5 × 104 s for capillary absorption.
These are such that simulations are halted before a final
equilibrium situation is attained. Outputs are requested at
50 equally spaced time points in the simulation interval, and
all simulations start with a suitably small initial time step.
3.2. Spatial discretizations
The benchmark simulations are performed with different
spatial discretizations. For all cases concerned, themoisture
potential profiles become progressively smoother deeper
in the material, suggesting that coarsening discretizations
are more appropriate than equidistant ones. All the dis-
cretizations are developed based on a grid factor A, which
determines the initial internode distance and the internode
distance growth factor. Increasing A will, therefore, result
in a coarser spatial discretization. Concretely all discretiza-
tions are developed from discrete values for A taken from
the [100;1000] interval:
x1 = 10−6 · A
xj+1 = min(xj · (1 + 10−3 · A), 0.01) (11)
with xj the internode distance (m) between node j and
j + 1. For A equal to 100, for instance, x1 is 1 × 10−4 m,
x2 is 1.1 × 10−4 m, etc. placing the first three nodes at
0, 1 × 10−4 and 2.1 × 10−4 m. The finest grid (A = 100)
consists of 49 nodes, the roughest (A = 1000) comprises
13 nodes. For the finite-element model, these nodes are
grouped into quadratic line elements, with three nodes per
element. For the control-volume model, a volume is centred
on each node, except for the edge nodes, which connect to
a half-volume. For two control-volume discretizations, the
one-but-last node must be shifted slightly to obtain correct
volumes near the rear edge; for three others, that one-but-
last node is eliminated for that reason. As that rear edge is
left virtually untouched by the benchmarks, the impact of
these modifications is assumed negligible.
3.3. Performance criteria
The numerical efficiency of the various moisture potentials
is evaluated by comparison of the total number of itera-
tions required for the full simulation. These, in combination
with the relatively constant number of operations necessary
for the matrix (de)compositions per iteration, determine the
computational cost of the numerical simulation and can thus
be used to judge the numerical efficiency. The assessment,
furthermore, needs to take the numerical accuracy of the
simulation results into consideration, as efficient but inac-
curate simulations are not desired. The numerical accuracy
is evaluated by comparing the simulation results with ref-
erence solutions obtained with a fine temporal and spatial
discretization. Here mass error E is used, which is the aver-
age relative deviation from the reference mass evolution
(Janssen 2010):
E =
√∑n
j=1((mj − mj,ref )/mj,ref )2
n
(12)
with mj and mj,ref the total moisture mass (kgm−2) in
the domain in the actual and reference solution at output
moment j, and n (−) the total number of output moments
in the interval.
4. Presentation of results
The entire analysis comprises 2 materials, 3 potentials, 4
benchmarks and 22 discretizations (11 separate grids for
both finite elements and control volumes), yielding 528
simulations to be presented. The results are presented in
Figures 2–5 for isothermal drying, hygroscopic adsorp-
tion, driving rain and capillary absorption, respectively, by
means of their iteration counts and mass errors.
In these figures the results for the finite-element and
control-volume models are shown in the two left and two
right graphs, respectively. Within each couple, ceramic
brick is presented at the top and cement mortar at the bot-
tom. The full markers give the iteration counts, on the left
axis, and the hollowmarkers indicate themass errors, on the
right axis. One should moreover be aware that (1) the ver-
tical axes are often scaled differently between benchmarks,
(2) the 0-levels of the left axes are raised slightly to lessen
the overlap between the full and hollow markers and (5) the
numbers of nodes are presented in decreasing order from
left to right.
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Figure 2. Iteration counts and mass errors for all ‘isothermal drying’ simulations.
Figure 3. Iteration counts and mass errors for all ‘hygroscopic adsorption’ simulations.
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384 H. Janssen
Figure 4. Iteration counts and mass errors for all ‘driving rain’ simulations.
Figure 5. Iteration counts and mass errors for all ‘capillary absorption’ simulations.
D
ow
nl
oa
de
d 
by
 [K
U 
Le
uv
en
 U
niv
ers
ity
 L
ibr
ary
] a
t 0
0:5
9 1
7 F
eb
ru
ary
 20
14
 
Journal of Building Performance Simulation 385
5. Discussion of results
5.1. Introductory observations
Some introductory observations are to be made first. For
most cases, the resulting mass errors rise when the num-
bers of nodes fall. Such mass errors can stem from three
causes: convergence scheme errors, temporal discretiza-
tion errors and spatial discretization errors. Repetition of
all simulations with a more strict convergence tolerance
(Equation (7)), which concurrently reduces the lengths of
the time steps (Equation (8)), yields virtually the same mass
errors, therefore indicating that spatial discretization errors
dominate the mass errors E. The rising mass errors with
decreasing number of nodes are thus logical, indicating the
effects of the coarsening discretization.
Furthermore, the number of iterations mostly decreases
when the number of nodes decreases. Such link has
been observed in earlier publications (Kavetski, Binning,
and Sloan 2002; Janssen 2010; Rode and Juhl 2013),
but no straightforward explanation is available. It is
probably a result of the complex interaction between spatial
discretization, temporal discretization, convergence criteria
and boundary conditions, all affecting the numerical sta-
bility of the iterative procedure. This last comment also
applies to all coming assessments of numerical efficiencies
of the different potentials: while differences are observed,
they are not always simple to explain in full. For that rea-
son, the investigation reported here remains at least partially
empirical.
Finally, all in all, the efficiency and accuracy estimates
for the finite-element and control-volume models agree
fairly well: for most cases, the iteration counts and mass
errors are quite alike – remember though that our control-
volume model employs integral averaging (Kalagasidis,
Bednar, and Hagentoft 2004) combined with adaptive inte-
gration (Janssen 2010), an implementation which exceeds
common practice. Disagreements are found for driving rain
and capillary absorptionwith control volumes. Theminimal
mass errors for the former exhibit the mass-conservative
nature of the control-volume model for such constant-
inflowsituation. In the latter, appreciablymore iterations are
required for the lpc potential; more on that below however.
5.2. Performance assessment
Introductorily, it should be noted that the considered poten-
tials all appear to be viable potentials, at least for the
benchmark simulations employed here. For each potential,
satisfactory results havebeenobtained,with iteration counts
that are by and large of similar magnitudes.
This invalidates the instability claim in relation to cap-
illary pressure by Williams Portal, van Aarle, and van
Schijndel (2011) and Rode and Juhl (2013), who stated that
the multiple-order-of-magnitude variations of the capillary-
pressure-based potential and permeability could hamper the
simulation efficiency of that particular potential.
For isothermal drying, hygroscopic adsorption and driv-
ing rain, it can be noted that use of lpc is most efficient:
compared with pc and ϕ, lpc requires on average only
half the number of iterations. This is by the way in
line with the results from Rode and Juhl (2013), whose
Hamstad benchmark is comparable to our isothermal drying
benchmark: they equally observe that the use of lpc as mois-
ture potential requires less iterations than when applying pc.
That superior efficiency often comes at a price in accuracy
though: in most simulations the mass errors are largest for
lpc as moisture potential. As was noted earlier, the mass
errors are dominated by spatial discretization errors and
these larger errors for lpc should thus not be attributed
to the longer time steps that are common in the lpc sim-
ulations. For most cases, these differences are minor, and
in other cases, they go up to one order of magnitude. It
should be noted, however, that the mass errors for isother-
mal drying, hygroscopic adsorption and driving rain mostly
remain limited to a few percent, which is negligible for
many applications. For capillary absorption, on the other
hand, the outcomes are inversed. The lpc mass errors are
smaller than (finite elements) or equal to (control volumes)
these for pc and ϕ, while the lpc iteration counts are close to
(finite elements) or larger than (control volumes) those of pc
and ϕ. It should be noted again though that the mass errors
remain fairly small, except for the coarsest discretizations.
This ambiguity demonstrates the need for assessing a suite
of benchmarks instead of the single example examined by
Williams Portal, van Aarle, and van Schijndel (2011) or by
Rode and Juhl (2013).
5.3. Physical explanation
We are hence confronted with ambiguous observations. For
isothermal drying, hygroscopic adsorption and driving rain,
numerical efficiency is best for lpc, medium forϕ, andworst
for pc, whereas numerical accuracy is best for pc and ϕ and
worst for lpc. For capillary absorption, on the other hand,
numerical accuracy is best for lpc and worst for pc and ϕ,
while numerical efficiency is best for pc and ϕ and worst for
lpc. This ambiguity can (most likely) be related to a different
moisture potential magnitude for isothermal drying, hygro-
scopic adsorption, driving rain versus capillary absorption.
Figure 6 illustrates capillary pressure profiles resulting from
the considered benchmarks. In the former, three capillary
pressures generally remain below the −105 Pa level, while
in the latter the pc levels go up to −103 Pa. With regard
to these capillary absorption profiles, it should be borne in
mind that, even though only smaller sections of the profiles
show pc’s higher than −105 Pa, (relatively) many nodes are
located in those sections. In comparison with isothermal
drying, hygroscopic adsorption and driving rain hence, cap-
illary absorption gives higher values and wider ranges for
the moisture potential.
The difference in moisture potential values and ranges
has significant implications for the relative nonlinearity
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386 H. Janssen
of the three potentials, which explains the distinction in
relation to efficiencies for isothermal drying, hygroscopic
adsorption, driving rain versus capillary absorption.
Figure 7 depicts the cement mortar’s moisture capacity
and permeability for the three potentials (see Equations (2)–
(4)). In the −108 to −105 Pa range, the variation of capacity
and permeability is lowest for lpc, medium for ϕ and largest
for pc, and consequently, the nonlinearity is lowest for lpc,
medium for ϕ and largest for pc. Such is no longer valid
for the −108 to −103 Pa range, where a critically increased
variation of lpc’s moisture capacity amplifies its nonlinear-
ity. Table 1 translates this into numbers via the ratios of the
largest over the smallest c- and k-values in the considered
pc intervals. Table 1 confirms that c- and k-variations are
smallest for lpc overϕ over pc in the−108 to−105 Pa range.
For the −108 to −103 Pa range, on the other hand, lpc’s c-
ratio rises to some four orders of magnitude. This stems
from the decreasing moisture capacity magnitude with the
decreasing capillary pressure magnitude, due to a multipli-
cation with capillary pressure, as shown by the left-hand
side of Equation (4).
These relative nonlinearities are undoubtedly parallel to
the relative efficiencies, within each benchmark and among
different benchmarks. For isothermal drying, hygroscopic
adsorption and driving rain, lpc needs the smallest num-
ber of iterations, followed first by ϕ and then by pc. This
order is in line with the relative nonlinearities in the −108 to
−105 Pa range, where these benchmarks operate. For capil-
lary absorption, on the other hand, the efficiencies of ϕ and
pc are similar, equivalent to their nonlinearities in the −108
to −103 Pa range. For lpc, relative to pc or ϕ, the nonlin-
earity is bigger for c and smaller for k , rendering it more
complex to judge. But it can cautiously be deduced that
the nonlinearity of lpc becomes more similar to that of pc
and ϕ, being reflected in lpc ‘losing its edge’ over pc and ϕ
in the capillary absorption benchmark. That distinction in
moisture potential values and ranges also yields an expla-
nation concerning the distinct accuracy for isothermal dry-
ing, hygroscopic adsorption, driving rain versus capillary
Table 1. Nonlinearities of moisture capacity and perme-
ability for cement mortar, for the three studied potentials, in
the −108 to −105 Pa and −108 to −103 Pa ranges.
−108 to −105 Pa −108 to −103 Pa
c-ratio k-ratio c-ratio k-ratio
pc 2.0 × 102 1.5 × 106 2.0 × 102 1.8 × 106
ϕ 8.1 × 101 6.2 × 105 1.5 × 102 7.4 × 105
lpc 2.4 × 101 3.1 × 103 2.7 × 105 3.1 × 103
absorption. Solely for the larger moisture potential range in
capillary absorption does lpc benefit from its ‘smoothing’
nature, reflected in of lpc’s relatively better accuracy in that
benchmark in contrast to the three other benchmarks. The
global impact of such smoothing nature is not to be valued
too much though, since it is visible in the finite-element
model but not so in the control-volume model.
5.4. Additional simulations
To corroborate such parallel between efficiency and non-
linearity, additional capillary absorption simulations are
performed for cement mortar. Therein, −101, −102, −104,
−105 Pa are used as surface pc, instead of the original
−103 Pa (Equation (9)). The outcomes – iteration counts
and mass errors – of these simulations are very similar
to the original results, with the exception of the lpc iter-
ation counts. The latter are, therefore, depicted in Figure 8.
This figure deviates from the earlier version: it solely con-
tains the iteration counts for the lpc potential, which are
presented on a logarithmic scale. The cross markers indi-
cate the original results, for pc,s equal to −103 Pa, as they
appeared previously in Figure 5 (bottom two graphs).
Figure 8 demonstrates that the lpc iteration counts grow
exponentially when the imposed pc,s values close in on sat-
uration. On the contrary, the pc and ϕ iteration counts do
Figure 6. Capillary pressure profiles for the four benchmarks using cement mortar as material, taken at the 1st, 5th, 15th, 30th and 50th
output moments.
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Figure 7. Moisture capacity and moisture permeability for cement mortar, for pc, ϕ and lpc.
Figure 8. lpc iteration counts for capillary absorption for cement mortar, with different values for the surface pc, for finite elements (left)
and control volumes (right).
not alter substantially when other pc,s values are imposed.
Figure 7 does actually suggest that the nonlinearity for pc
and ϕ does not change much in the −108 to −105...1 Pa
range. For lpc in contrast, Figure 7 indicates that the
nonlinearity of themoisture capacity increases dramatically
when pc,s nears saturation, due to the formerly mentioned
multiplication with pc in that capacity (see Equation (4)).
This intensifying nonlinearity is obviously reflected in the
escalating iteration count. A detailed study of these iteration
counts, moreover, indicates that progressively more non-
converging iteration sequences are present, which implies
a deteriorating stability of the lpc-based moisture transfer
equation when closing in on saturation. These observations
thus confirm the previously established relations between
the magnitude of the moisture potential, the nonlinearity of
the moisture properties and the efficiency of the moisture
simulations. In conclusion,while Sections 5.3 and5.4 solely
focused on cement mortar, it can be established that simi-
lar outcomes arise for ceramic brick. The core difference is
that, in the additional capillary absorption simulations, nei-
ther the finite-element model nor the control-volume model
is able to reach solutions for pc,s equal to −102 or −101 Pa,
due to persistent instabilities.
5.5. Synthesis of findings
In relation to numerical accuracy, the findings remain
ambiguous. For the isothermal drying, hygroscopic adsorp-
tion and driving rain benchmarks, lpc performs a tad worse
than pc and ϕ, for the capillary absorption benchmark, on
the other hand, lpc attains similar or better accuracy. All
in all though, the accuracy assessment tilts to a recom-
mendation of lpc, as this potential outperforms pc and ϕ
in finite-element simulations of capillary absorption while
being fairly comparable to pc and ϕ in most other cases.
This recommendation has to be applied cautiously though,
given the reservations concerning the numerical efficiency
of lpc below.
In relation to numerical efficiency, lpc does better than
pc and ϕ for the isothermal drying, hygroscopic adsorp-
tion and driving rain benchmarks, while lpc loses that edge
over pc and ϕ in the capillary absorption benchmark. The
additional capillary absorption simulations do show though
that the intense nonlinearity of lpc’s moisture capacity near
saturation deals a strong blow to its efficiency. For cap-
illary absorption with cement mortar, the iteration counts
inflate exponentially when the imposed surface capillary
pressure closes in on saturation. For capillary absorption
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with ceramic brick, acceptable solutions could no longer
be reached for these cases. In conclusion, hence, lpc per-
forms slightlymore efficiently than pc andϕ for hygroscopic
moisture transfer cases, whereas pc and ϕ strongly outper-
form lpc for near-saturation conditions. The former is in line
with the conclusions of Rode and Juhl (2013), whose single
benchmark is limited to such hygroscopicmoisture transfer.
In general simulations of moisture transfer in building
materials, however, such near-saturation conditions cannot
be precluded. Selected examples are the occurrence of inter-
stitial condensation (Ramos et al. 2009) or surface runoff
(Van den Brande, Blocken, and Roels 2013).
Based on these grounds, pc and ϕ emerge as the most
efficient moisture potentials for general-purpose moisture
transfer simulation. Solely when the moisture transfer is
limited to mere hygroscopic situations can the use of lpc be
advocated.
5.6. Generality of findings
One should keep in mind though that the suite of bench-
marks applied in this study is also limited, given that
only
• isothermal simulations are considered;
• constant values are used in boundary conditions;
• single-material simulation domains are taken into
account;
• a particular simulation environment is employed in
this investigation.
Additional simulations and logical arguments do, however,
allow to transcend these limitations. With respect to the
isothermality of the benchmarks, selected ‘non-isothermal
drying’ simulations are executed with a model for cou-
pled heat and moisture transfer applying both thermal and
hygric boundary conditions. Their results support the orig-
inal conclusions, as the relative performances of the three
potentials remain parallel. In relation to the constant val-
ues in the boundary conditions, further ‘isothermal drying’
and ‘hygroscopic adsorption’ simulations with time-variant
boundary conditions do neither challenge these original
conclusions.
Pertaining to the single-material simulation domains, it
can be put forward that the relative efficiencies of the dif-
ferent potentials are related to the relative nonlinearities of
their moisture properties. This distinction remains similar
whengoing fromsingle-material tomulti-material domains,
and the conclusions can thus be taken valid for layered con-
structions as well. A similar reasoning can be established
regarding hysteresis: (not) considering this phenomenon
does not significantly modify the relative nonlinearities of
the different potentials.
Finally, with regard to the particular simulation envi-
ronment applied, it can be stated that this tool applies the
most common numerical methods for simulation of mois-
ture transfer in building materials: backward Euler for the
temporal discretization, and finite elements and control
volumes for spatial discretization. The numerical models
referred to in Section 1 typically use these same techniques.
The temporal and spatial discretization methods are though
enhanced by, respectively, a mass-conservative scheme and
adaptive numerical integration, techniques which are not
commonplace yet. Both of these do, however, augment the
accuracy and efficiency of moisture transfer simulations
(Janssen, Blocken, and Carmeliet 2007; Janssen 2010) and
are thus strongly recommended with respect to the objec-
tives of this study. Concerning the time-step heuristics and
convergence criteria, most specific to the numerical tool, it
can also be concluded that these do not have an overriding
influence. Stricter convergence criteria and reduced time
steps were investigated already in Section 5.1, with once
more no significant influence on the relative performances
of the different potentials. In the end, the explanation for
the observed performances is based on the resulting nonlin-
earity of the respective moisture properties, an issue that is
to be tackled by each simulation tool for moisture transfer.
The results of Rode and Juhl (2013) illustrate that point: the
‘Hamstad #2’ benchmark used there is comparable to the
‘isothermal drying’ benchmark used here, and both find lpc
to be slightly more efficient than pc.
6. Conclusions
This paper has assessed the simulation efficiency and accu-
racy of three moisture potentials – capillary pressure, rela-
tive humidity and –log(–capillary pressure) – to put an end
to the current disparity on this topic. Therefore, a set of four
benchmark simulations have been performed with those
three potentials, and their performance has been compared
based on numbers of iterations required and deviations from
reference solutions. The study initially revealed ambigu-
ous results, showing no consistent advantages for any of
the three potentials. These ambiguities for isothermal dry-
ing, hygroscopic adsorption, driving rain versus capillary
absorption were related to the different moisture potential
ranges that were activated by the respective benchmarks
and the resultant nonlinearity of the moisture capacities
and permeabilities in those ranges. An additional analy-
sis inspired by these ambiguities did, however, reveal that
-log(-capillary pressure) suffers from a strongly nonlinear
moisture capacity near saturation, which severely abates its
efficiency. In conclusion thus, lpc performs slightly more
efficiently than pc and ϕ for hygroscopic moisture transfer
cases, whereas pc and ϕ strongly outperform lpc for near-
saturation conditions. Only when the moisture transfer is
restricted to mere hygroscopic situations can the use of lpc
be advocated. For all general-purpose moisture simulation
on the other hand, pc and ϕ emerge as the most efficient
moisture potentials.
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Between the latter, the straightforward integration of
gravity and oversaturation finally propel the capillary pres-
sure pc as most preferred potential for the numerical simu-
lation of moisture transfer in building materials. This is, by
theway, also the dominant choice for simulation ofmoisture
transfer in soil science.
References
AASHO (American Association of State Highway and Trans-
portation Officials). 2008. Bridging the Gap: Restoring
and Rebuilding the Nation’s Bridges. Washington, DC:
AASHO.
Clarke, J. 2013. “Moisture Flow Modelling Within the ESP-r Inte-
gratedBuilding Performance Simulation System.” Journal of
Building Performance Simulation 6 (5): 385–399.
Delgado, J. M. P. Q., E. Barreira, N. M. M. Ramos, and V. P.
de Freitas. 2013. Hygrothermal Numerical Simulation Tools
Applied to Building Physics. Berlin: Springer-Verlag.
EN 15026. 2007. Hygrothermal Performance of Building Com-
ponents and Building Elements – Assessment of Moisture
Transfer by Numerical Simulation. Geneva: International
Organization for Standardization.
Funk, M., and K. G. Wakili. 2008. “Driving Potentials of Heat and
Mass Transport in Porous Building Materials: A Comparison
Between General Linear, Thermodynamic and Microme-
chanical Derivation Schemes.” Transport in Porous Media
72 (3): 273–294.
Hagentoft, C.-E., A. S. Kalagasidis, B. Adl-Zarrabi, S. Roels,
J. Carmeliet, H.Hens, J. Grunewald, et al. 2004. “Assessment
Method of Numerical Prediction Models for Combined Heat,
Air and Moisture Transfer in Building Components: Bench-
marks for One-Dimensional Cases.” Journal of Thermal
Envelope and Building Science 27 (4): 327–352.
Janssen, H. 2010. “Adaptive Kronrod-Patterson Integration of
Non-linear Finite-Element Matrices.” International Journal
for Numerical Methods in Engineering 81 (11): 1455–1474.
Janssen, H. 2011. “Thermal Diffusion of Water Vapour in Porous
Materials: Fact or Fiction?” International Journal of Heat
and Mass Transfer 54 (7–8): 1548–1562.
Janssen, H., B. Blocken, and J. Carmeliet. 2007. “Conservative
Modelling of the Moisture and Heat Transfer in Building
Components Under Atmospheric Excitation.” International
Journal of Heat and Mass Transfer 50 (5–6): 1128–1140.
Janssens, A. 2001. “Advanced Numerical Models for Hygrother-
mal Research: 2DHAV Model Description.” In Moisture
Analysis and Condensation Control in Building Envelopes,
edited by H. R. Trechsel, 177–178 (Appendix 1). West
Conshohocken, PA: ASTM International.
Kalagasidis, A. S., T. Bednar, and C.-E. Hagentoft. 2004. “The
Evaluation of the Interface Moisture Conductivity Between
Control Volumes: Comparison Between Linear, Harmonic
and Integral Averaging.” Proceedings of the 9th international
conferenceonperformanceof the exterior envelopes ofwhole
buildings, Clearwater Beach, FL.
Kavetski, D., P. Binning, and S. W. Sloan. 2002. “Adaptive Back-
ward Euler Time Stepping with Truncation Error Control for
Numerical Modelling of Unsaturated Fluid Flow.” Interna-
tional Journal for Numerical Methods in Engineering 53 (6):
1301–1322.
Kreith, F., R. M. Manglik, and M. S. Bohn. 2011. Principles of
Heat Transfer – Seventh Edition SI. Stamford, CT: Cengage
Learning.
Künzel, H. M., A. N. Karagiozis, and A. Holm. 2001. “A
Hygrothermal Design Tool for Architects and Engineers.”
In Moisture Analysis and Condensation Control in Building
Envelopes, edited by H. R. Trechsel, Chapter 9, 136–151.
West Conshohocken, PA: ASTM International.
Langmans, J., A. Nicolai, R. Klein, and S. Roels. 2012. “A Quasi-
steady State Implementation ofAir Convection in a Transient
Heat and Moisture Building Component Model.” Building
and Environment 58: 208–218.
Marshall, T. J., J. W. Holmes, and C. W. Rose. 2006. Soil Physics.
3rd ed. Cambridge: Cambridge University Press.
Matsumoto, M., and Y. Tanaka. 1991. “A Numerical Analysis
of Moisture Behavior in a Porous Wall by Quasilinearized
Equations.” Energy and Buildings 16 (3–4): 861–874.
Mendes, N., P. C. Philippi, and R. Lamberts. 2002. “A New Math-
ematical Method to Solve Highly Coupled Equations of Heat
and Mass Transfer in Porous Media.” International Journal
of Heat and Mass Transfer, 45 (3): 509–518.
Mudarri, D., and W. J. Fisk. 2007. “Public Health and Eco-
nomic Impact of Dampness and Mold.” Indoor Air 17 (4):
226–235.
Pedersen, C.R. 1992. “Prediction ofMoisture Transfer inBuilding
Constructions.” Building and Environment 27 (3): 387–397.
Piaia, J. C. Z., M. Cheriaf, J. C. Rocha, and N. L. Muste-
lier. 2013. “Measurements of Water Penetration and
Leakage in Masonry Wall: Experimental Results and
Numerical Simulation.” Building and Environment 61:
18–26.
Qin, M., R. Belarbi, A. Aït-Mokhtar, and L.-O. Nilsson. 2009.
“CoupledHeat andMoistureTransfer inMulti-layerBuilding
Materials.”Construction andBuildingMaterials 23 (2): 967–
975.
Ramos, N. M., J. M. P. Q. Delgado, E. Barreira, and V. P. de Fre-
itas. 2009. “Hygrothermal Properties Applied in Numerical
Simulation: Interstitial Condensation Analysis.” Journal of
Building Appraisal 5 (2): 161–170.
Rode, C., and L. Juhl. 2013. “On the Use of the Logarithmic of
the Capillary Pressure for Numerical Simulation of Moisture
Flow.” Proceedings of 2nd Central European symposium on
building physics, Vienna, Austria.
van Schijndel, A. W. M. 2011. “Multiphysics Modeling of Build-
ing Physical Constructions.” Building Simulation 4 (1):
49–60.
Steeman, H.-J., M. Van Belleghem, A. Janssens, and M. De Paepe.
2009. “Coupled Simulation of Heat and Moisture Transport
in Air and Porous Materials for the Assessment of Moisture
Related Damage.” Building and Environment 44 (10): 2176–
2184.
Tariku, F., K. Kumaran, and P. Fazio. 2010. “Transient Model for
Coupled Heat, Air and Moisture Transfer Through Multilay-
ered Porous Media.” International Journal of Heat andMass
Transfer 53 (15–16): 3035–3044.
Van den Brande, T., B. Blocken, and S. Roels. 2013. “Rain
Water Runoff from Porous Building Facades: Implementa-
tion and Application of a First-Order Runoff Model Cou-
pled to a HAM Model.” Building and Environment 64:
177–186.
Williams Portal, N. L., M. A. P. van Aarle, and A. W. M. van
Schijndel. 2011. “Simulation and Verification of Coupled
Heat and Moisture Modeling.” Proceedings of the European
Comsol conference 2011, Stuttgart, Germany.
Woloszyn, M., and C. Rode. 2008. “Tools for Performance Sim-
ulation of Heat, Air and Moisture Conditions of Whole
Buildings.” Building Simulation 1 (1): 5–24.
D
ow
nl
oa
de
d 
by
 [K
U 
Le
uv
en
 U
niv
ers
ity
 L
ibr
ary
] a
t 0
0:5
9 1
7 F
eb
ru
ary
 20
14
 
