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Abstract 
In this paper, we examine the application of Henrici’s transformation to a sequence of vectors generated by 
a simultaneous iteration method for computing the partial derivatives of eigenvalues and eigenvectors of parameter- 
dependent matrices. Numerical results support our theoretical analysis and indicate that Henrici’s method compares 
favorably with other vector sequence transformation methods. 
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1. Introduction 
Recently [16], the authors proposed a method based on simultaneous iteration for the computa- 
tion of partial derivatives of eigenvalues and eigenvectors of parameter-dependent matrices. These 
are required in a number of applications in engineering and are the subject of a substantial 
literature. (See [3,11,15,17,18] for some references.) It was shown in [16] that application of the 
vector or topological s-algorithm to the sequence generated by this method yields exact values of 
these derivatives in the absence of roundoff errors. In this paper it is shown that similar accuracy 
can be achieved with approximately half the number of iterations by using Henrici’s transforma- 
tion instead of the s-algorithms. Numerical examples using randomly generated matrices of 
moderate sizes and varying degrees of sparsity confirm the viability of the methods advocated here 
in the presence of roundoff. Our numerical tests are less restricted to very small matrices than those 
reported in [16]. 
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Two different implementations of Henrici’s transformation were studied in [12]. One (called 
HQR in [12]) is based on the Gram-Schmidt QR factorization and the other is a recursive 
algorithm (due to Brezinski [S, 91) known as the H-algorithm. We examine only the H-algorithm, 
described below. This is because in the calculations we did using HQR, as in [12, Example 23, the 
H-algorithm generally performed better than HQR. The H-algorithm can be generated using the 
progressive forms which have been illustrated to be numerically more stable than the normal forms. 
(See [7, S] for more details.) 
2. Henrici’s transformation 
Let {sk} be a vector sequence in C” with limit s. Henrici [lo, p. 1161 proposed the following 
transformation for accelerating the convergence of Sk: 
where 
h&.) = Sk - A&(A2&)-1&. 
Here, AS, and A’S, are n x n matrices defined by 
As, = [ASk,ASk+1,...,~k+n-11 
and 
A2& = [A2Sk,d2Skfl, . . . ,A2Sk+,,-1], 
where A denotes the forward difference OperatOr, bk = Sk+ I - Sk. 
The H-algorithm. 
Let 
jy’k’ = &+j 
0 k> gc’i = gitk), k=0,1,2 ,..., i=1,2 ,..., 
H~‘=H~‘,-g~‘,,, AHck! m 1 
As:‘d 
k=0,1,2 ,..., m=1,2 ,..., 
(k) (k) (k) 
Sm,i = Sm-l,i - Sm-1,m 
AgZ)l,i 
Ad?- ot’ 
k=0,1,2 ,..., m=1,2 ,..., i>m, 
(1) 
(2) 
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where A operates on the superscript. If gi(k) = (&k)i (the ith component of Ask) for i = 1,2, . . . , n, 
then Hik’ = h&k) defined by (l), and h,&) has the following determinantal representation [12]: 
Sk Sk+1 Sk+2 ‘.. Skfn 
g1(k) SIG + 1) SIP + 2) *** Sl(k + 4 
g,(k) g2(k + 1) s2(k + 2) ... g2(k + 4 
h&k) = 
g,(k) gn(k + 1) gn(k + 2) -.a gn(k + 4 1 
1 1 . . . 1 
3 
s,(k) s,(k + 1) a.. s,(k + 4 
s,(k) gn(k + 1) -.+ gn(k + 4 
(3) 
where the determinant in the numerator denotes the vector obtained by formally expanding with 
respect to its first row by using the classical rule for the expansion of a determinant. An excellent 
review of extrapolation methods for vector sequences is contained in [S], which includes (p. 239) 
a comparison of the H-algorithm with alternative methods and also (pp. 336-338) a brief 
discussion of the use of extrapolation methods for computing derivatives of eigensystems. 
3. Derivatives of eigenvalues and eigenvectors 
Let A be an yt x IZ matrix which depends smoothly on p real parameters, P1 , P2, . . . , Pp. We are 
interested in the numerical computation of partial derivatives Ai,j and Xi,j of eigenvalues iii and 
corresponding eigenvectors xi of A, where, throughout this paper, the subscript “, j” denotes partial 
diferentiation with respect to Pj. The eigenvectors xi are normalized so that 
X*Xi = 1, i = 1,2 ,..., IZ, 
where the asterisk denotes the complex conjugate transpose. (Alternative normalizations are 
discussed in a more general context in [3] which also considers some multiple eigenvalues.) Let the 
eigenvalues Ai be labelled so that 
For simple eigenvalues, Rudisill and Chu [ 1 l] suggested computing successive approximations, 
p(k) and u(k), to /li,j and xi,j, respectively, by 
p(k) = XTA,jXi +X*(/d - AiI)u(k), (5) 
u(k + 1) = { (A,j - p(k)I)xi + Au(k)}/&. (6) 
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(Recall that A,j is the partial derivative of A with respect to Pj.) Later, the authors [16] suggested 
a more efficient and stable subspace iteration algorithm based on the following recurrence relation 
from [l]: 
M(k) := (X*X)-ix* [A, jX + AU(k) - U(k)A], (7) 
U(k+ l):=[A,jX+AU(k)-XM(L)]n-‘, k=0,1,2,..., (8) 
where A := diag(;ll, . . . . A,) and X is the n x r matrix whose i th column is xi. The case r = 1 reduces 
to the simple iterative scheme of (5) and (6). (We take this opportunity to point out that, in [16, 
Eq. (19)], “ # ” should be “-“.) 
Several extrapolation schemes have been shown to improve dramatically the efficiency of (5), (6) 
([13-151 and the references therein), and it was shown in [16] that similar improvement can be 
obtained with (7),(8). We show here that the H-algorithm compares favorably with extrapolation 
methods previously used for this problem. We suggest the following algorithm which is a modifica- 
tion of [16, Algorithm 21. 
Algorithm 1. 
Step 1: If an approximation Y to X,j is known, set U(0) = Y, otherwise set U(0) = 0. 
Step 2: Compute M(k), U(k + 1) successively from (7),(8) for k = 0, 1, . . . , n - r + 1. 
Step 3: For i = 1, . . . , r, compute the HE’ up to Hc,, from (2) with Sk = u;(k), the ith column of 
U(k), and gi(k) = (&k)i for i = 1,2, .,. , n. Henceforth the notation bi denotes the value of Hz, so 
obtained, and B denotes the n x r matrix whose ith column is bi. 
Step 4: ComputeM:= (X*X)-‘X*(A,jX + AB - BA). The computed values of mll, . . . ,mrr are 
the accepted approximations of A,,j, . . . , l,,j. 
Step 5: If the derivatives of eigenvectors are not required, stop. Otherwise, for each i = 1, . . . , r 
for which 1i is simple, compute qi := (qli, . . . , qpi)T, where 
qsi(k) := 
m,i(k)/(& - Ai) if s # i, 
o if s = i. 
Compute Zi := bi - Xqi. Compute wi := Zi - (Xrzi)xi. Then wi is the accepted approximation of xi,j. 
Theorem 3 below shows that, in the absence of roundoff errors, Algorithm 1 gives exact values of 
li,j and xi,j. Its proof uses the following lemma, which is proved by induction on t and which 
generalizes [14, Theorem 2.11. As a corollary, Lemma 2 shows that the extrapolation scheme 
suggested in [14] can also be used with (7),(8) (although, unlike Algorithm 1, it requires accurate 
estimates of all eigenvalues, even when only a few 1i.j and xi,j are required). Lemma 2 also provides 
an easier method of proving [13, Theorem 2.21. Since the sequences considered in Lemma 2 often 
arise in the iterative solution of linear equations, the result is relevant to a wider class of problems 
than that considered here. 
Lemma 2. Let Sk = s + I;= 1 apkvp for all k E N, where the scalars cP and the vectors up are 
independent of k, and 0 # cP # 1 for p = 1,. . . , N. Let 
yt(k) .=Yt-dk + 1) - m-l(k) 
1 - CJt 
, t= 1,2 ,..., N, 
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with ye(k) = sk, k = 0, 1,2, . . . . Then for 0 d t d N, there exist vectors ept and scalars copt satisfying 
i oJpt = 1 
p=o 
and 
N 
aptSk+p = y,(k) = S + 1 ‘$ept, 
p=o p=t+ 1 
(10) 
(11) 
where crzN+ 1 is interpreted as zero. 
Theorem 3. Let A be nonsingular and nondefective and let A,j, A,j, X,j, (&)- ’ and (A2sk)- ’ exist. 
Also let i < r and let the eigenvalue /Ii be simple and nonzero. Then, with exact computation, mii, bi and 
wi defined by Algorithm 1 satisfy 
(12) 
bi = Xi,j + i Cipxp, 
p=l 
(13) 
for some scalars cipy and 
Wi = Xi, j* (14) 
Proof. It was proved in [16] that, under the conditions of the theorem, 
u,(k) =xi,j + i cipxp + i (Ap/2i)kdip, 
p=l p=r+l 
(15) 
for some scalars tip and vectors dip independent of k. It follows from Lemma 2 with t = N = n - r 
that there exist scalars CB O,...,~,_,~@ such that c;;bo, = 1 and 
n-r 
= [ 
up ui(k + P) - 
( 
xi,j + i CipXp = 0. (16) 
p o p=l >I 
Hence (13) follows from [12, Theorem 31. The argument used to prove [16, Eqs. (7) and (9)] shows 
that (12) and (14) follow from (13) and the definitions of mii and wi. 0 
Algorithm 1 is readily modified to deal with singular A. In this case, Step 2 need only be taken as 
far as k = y - r + 1 where y := rank(A) and Hi_‘, in Step 3 is replaced by HF,. Theorem 3 is 
readily generalized to this case by replacing n by y in the proof. Numerically, a matrix sufficiently 
close to a matrix of rank y < n gives results similar to those for a matrix of rank y. In practice, these 
nearly rank deficient matrices will reveal themselves by making 11 HF’, - HF-T” (( extremely small 
compared with jlH$!!,I). When this occurs, HF‘, should be taken as bi in Step 3. The assumption 
that (A’S,))’ exist is required by (1). See the discussion in [lo, pp. 115-1181, [12]. 
The preceding results are readily generalized to the case in which the columns of X are chosen to 
be any linearly independent eigenvectors ofA and the diagonal elements of A are the corresponding 
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eigenvalues. There may be cases when the resulting generalization of Algorithm 1 is to be preferred 
to the form given here if eigenvectors whose derivatives are required correspond to eigenvalues in 
the middle of the spectrum. However the analysis of [16] shows that the choice of X and n made 
here will produce the most stable algorithm as it is precisely in this case that the sequence U(k) is 
convergent. 
If only J.1.j and xi,j are required, it will sometimes be better to apply the H-algorithm to the 
sequence u(k) produced by (5), (6) (with i = 1) rather than using the more general method described 
here. Again, in the absence of roundoff, exact values of ili,j and xi,j will be produced. The analysis 
is exactly analogous to that given here for (7),(8), and indeed somewhat simpler as Step 5 of 
Algorithm 1 is not required (cf. [13]). However if there are Y eigenvalues (1 < r<< n) whose 
magnitudes are much greater than those of the rest, then (15) shows that, in the presence of 
roundoff errors, Algorithm 1 has advantages even when only 1i.j and xi,j are required because of 
the more rapid convergence of ui (k) in this case. The algorithm proposed here can also be extended 
to compute higher-order derivatives of eigenvalues and eigenvectors [ 171 which are of considerable 
interest in engineering. 
The essential property of the H-algorithm used in the proof of Theorem 3 is that proved in [ 12, 
Theorem 31, which, by Lemma 2, shows that it gives exact results for any vector sequence in which 
the error in the kth approximation has the form ‘J$= I oiup. Indeed, Theorem 3 of this paper and 
Theorem 3.2 of [ 161 are both special cases of a more general result, proved in exactly the same way, 
that every extrapolation method that produces exact results (in the absence of roundoff) for 
sequences with the above property will do so for the sequence generated by (7), (8). Moreover, since 
(5),(6) is simply the special case r = 1 of (7),(8), this general result also includes, as special cases, 
several results proved in [13-151 and some of the references given there. The H-algorithm is 
important because it requires fewer iterations than the s-algorithms and does not have the 
disadvantages of the MPE and RRE methods noted in [15]. 
4. Numerical examples 
Numerical testing in [13-151 involved only very small matrices for which exact solutions are 
available. A somewhat larger randomly generated example was considered in [16], but, as 
discussed in [16], and in more detail in [2], that example gives atypically good results for Ar,j and 
X 1.j. We tested Algorithm 1 with r = 3 and U(0) = 0 on all these matrices and also on several 
randomly generated matrices which, unlike that used in [16], have many eigenvalues with moduli 
close to 13Li 1, thus providing a more severe test of the iterative method. 
We chose randomly generated matrices of each three types: (i) dense complex matrices with real 
and imaginary parts selected independently from a uniform distribution on (--a,+); (ii) real 
tridiagonal matrices; (iii) real matrices with random sparsity pattern with 3n nonzero elements. 
The nonzero elements in (ii) and (iii) were chosen from the uniform distribution on (0,l). For each 
of the three types, several matrices were tested in each of the three cases n = 30, n = 50 and n = 100. 
In each case, A,j was taken as a different randomly generated matrix of the same type. In all cases, 
J.i,j andxi,j were calculated using (a) Algorithm 1 of this paper, (b) Algorithm 2 of [16] which uses 
the vector or topological s-algorithm instead of the H-algorithm and (c) the direct method of [ 111. 
Results obtained by the three methods showed good agreement. Using 386-MATLAB they 
R.C.E. Tan, A.L. Andrew/Journal of Computational and Applied Mathematics 59 (1995) 1-8 7 
generally agreed to about 13, 10 and 8 decimal places for II = 30, 50 and 100, respectively, for the 
dense matrices, with closer agreement for the sparse matrices. For the small examples of [13-151, in 
which closed form solutions are available, we found the accuracy of the results obtained using 
Algorithm 1 to be similar to that obtained using the s-algorithms and reported in [16], with 
a difference of at most two significant digits. For each method there were some examples in which it 
performed better than the others, but typical results were those of [13, Example 21 with r = 2 and 
parameters cr = 1.0, /I = 1.25, in which case Algorithm 1 gives 14 significant digits accuracy 
whereas the vector and topological s-algorithms give 15 and 13 significant digits, respectively. 
Since, as Theorem 3 shows, roundoff is the only source of error, higher accuracy could, if required, 
be obtained by all of the methods by using higher precision. Thus accuracy does not seem to be 
a critical issue in choosing between the three extrapolation methods. However, Algorithm 1 re- 
quires only n + 1 - r iterations, whereas the s-algorithms require 2(n - r), i.e., nearly twice as 
many. Also Step 3 of Algorithm 1 requires less computation than the corresponding step of [16, 
Algorithm 21. For sufficiently small matrices, direct methods require still less calculations. How- 
ever, as the order of the matrix increased we found the efficiency of Algorithm 1 relative to that of 
direct methods to increase significantly. The relative efficiency of Algorithm 1 was greatest for the 
matrices with random sparsity pattern and least for the dense matrices. This suggests that for 
sufficiently large sparse matrices Algorithm 1 is likely to be the best of the three methods. The use of 
iterative methods for this problem has also been advocated by Ting [18]. Iterative methods have 
also achieved some success with this problem in the important but relatively difficult case of 
repeated or close eigenvalues [17]. The theory of this case will be fully explored in a forthcoming 
work [4]. 
As with the s-algorithms (see [15, 161 for more details), if modest accuracy is required, we may 
use the H-algorithm merely as an accelerating device rather than an exact method for the problem 
studied here. That is, instead of computing Hr,, we implement partial use of the H-algorithm by 
computing Hi” (m < IZ - r). This seems quite effective in accelerating convergence especially when 
1 A, I/ 1 A, 1 is small. A refinement procedure suggested for the s-algorithms in [ 161 may also be used 
for the method implemented here if increased accuracy is required. 
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