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Tato práce se zab˝vá smÏrováním v softwarovÏ definovan˝ch sítích, které umoæÚuje smÏro-
vání podle obsahu p¯enáπen˝ch paket˘. Pro ¯eπení práce bylo nutné vytvo¯it detekËní me-
chanizmus, kter˝ v rámci operaËního systému vyhledává spojení vyæadující prioritní zpra-
cování. Nová spojení jsou odesílána smÏrovací aplikaci bÏæící na SDN kontroléru POX.
Kontrolér rozdÏluje aplikace podle dvou kritérií: aplikace vyæadující nejvÏtπí πí¯ku pásma
a aplikace vyæadující nejrychlejπí cestu. Byly navrhnuty a implementovány Ëty¯i algoritmy
pro smÏrování dat v závislosti na poæadavcích aplikací. Navrhnuté aplikace byly implemen-
továny v jazyce Python a otestovány emulaËním nástrojem Mininet.
Abstract
This work’s main point of focus is routing in software defined networks, which allow routing
based on transfered packets. For accomplishing this task it was necessary to create a de-
tection mechanism, that finds the connection within the OS which needs priority handling.
New connections are sent via a routing aplication which is running on the SDN controller
POX. The controller divides applications based on two criteria: the application requiring
the largest bandwidth and the application requiring the fastest route. For this purpose four
algorithms for routing data based on application preferences were designed and implemen-
ted. The applications were implemented in the Python language and they were tested in
the simulation tool Mininet.
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Jednou z charakteristick˝ch vlastností moderní spoleËnosti je vyuæití poËítaË˘ ve vπech sfé-
rách lidského æivota. PoËítaËe uæ delπí dobu obsazují místo naπich permanentních pomoc-
ník˘ ve vyhledávání a vymÏÚovaní jak˝chkoli informací. Takovou moænost vyuæití poËítaË˘
nám poskytují poËítaËové sítÏ, které tvo¯í základ komunikace pro cel˝ svÏt. Slouæí nám
k dorozumívání na velké vzdálenosti a k p¯enosu informací. SouËasn˝ obrovsk˝ rozmach
poËítaËov˝ch sítí vyæaduje jejich maximální soulad s rostoucími poæadavky (vÏtπí πí¯ka p¯e-
nosového pásma, rychlost komunikace, odezva sítÏ, bezpeËnost, správa a údræba).
Neustálé zvyπování nárok˘ na poËítaËové sítÏ se stalo d˘vodem hledání nov˝ch ¯eπení
a pohled˘ na vyuæívání síªové infrastruktury. D˘leæit˝m poæadavkem souËasn˝ch sítí je
zlepπení míry spokojenosti uæivatel˘ s kvalitou poskytovan˝ch sluæeb (Quality of Experience
- QoE). V souËasné dobÏ témÏ¯ kterákoli aplikace vyuæívá poËítaËové sítÏ pro svou plnou
a konkurenËní funkcionalitu (nap¯. Skype, Seafile, TeamViewer atd.). Kaædá aplikace je
odliπná v tom k Ëemu slouæí a jak funguje. To definuje specifické poæadavky aplikací na
síª a to velkou πí¯ku pásma, nízké zpoædÏní nebo obojí naráz. VyhovÏní síªov˝m nárok˘m
aplikaci je jednou zmoæností zlepπení QoE.
Na zaËátku 20. století zaËaly se objevovat tzv. sítÏ nové generace (Next Generation
Networks - NGN), které se snaæí zamÏ¯ovat na efektivní vyuæití, automatizaci síªov˝ch
za¯ízení, inteligentní smÏrování dat a dalπí aspekty, které by pomohly vyhovÏt aktuálním
poæadavk˘m. Jedním z p¯edstavitel˘ sítÏ nové generace jsou SoftwarovÏ definované sítÏ
(SDN). Jejich princip je zaloæen na nové architektu¯e oddÏlující ¯ídící a datovou vrstvu sítÏ.
Podobná separace umoæÚuje vÏtπí p¯ehled, kontrolu, správu a údræbu síªov˝ch infrastruktur.
Jednou z pozitivních a vylepπen˝ch vlastností SDN je smÏrování, které se provádí na zá-
kladÏ tabulky tok˘. Tabulka tok˘ obsahuje dodateËné informace pro zefektivnÏní smÏrování
a spravuje se speciálním síªov˝m prvkem - kontrolerem. V˝hodou takového smÏrování je
pouæití nejen cílové adresy a portu pro doruËení dat p¯íjemci, ale i jiná kritéria. SDN
smÏrování umoæÚuje smÏrovat data v síti zohledem na poæadavky uæivatelsk˝ch aplikaci.
Nap¯íklad p¯i existenci rychlé cesty nebo cesty s velkou πí¯kou pásma by nám takové smÏro-
vání umoænilo vybrat tu nejvhodnÏjπí cestu pro p¯edávání dat konkrétního typu aplikace,
coæ by urËitÏ mÏlo pozitivní vliv na kvalitu poskytovan˝ch sluæeb uæivateli.
Hlavním cílem této práce bylo navrhnout algoritmus smÏrování v sítích SDN, kter˝ zo-
hledÚuje poæadavky aplikací v sítích. Proto byly aplikace rozdÏleny podle dvou kritérií, a to
πí¯ky pásma a zpoædÏní. SouËástí práce bylo vytvo¯ení detekËního mechanizmu na koncovém
za¯ízení pro zjiπtÏní, kter˝m aplikacím pat¯í síªové toky v síti.
Práce je rozdÏlená do 8 kapitol. Kapitola 2 vysvÏtluje základní principy architektury
softwarovÏ definovan˝ch sítí a také principy tradiËní architektury. Kapitola 3 se zab˝vá
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programováním SDN sítí prost¯ednictvím severního a jiæního rozhraní kontroleru. V kapitole
4 je popsána detekce aplikací vyuæívajících síªové toky pomocí systémové utility instalované
na koncov˝ch stanicích. Kapitola 5 se vÏnuje smÏrování jak v tradiËních sítích, tak i v sítích
SDN. Popisuje také návrh aplikace bÏæící na kontroleru, která ¯ídí smÏrování síªov˝ch tok˘
s ohledem na poæadavky síªov˝ch aplikací. 6. kapitola popisuje propojení detekËního skriptu
pro koncové stanice a implementaci aplikace pro ¯ízení sítÏ bÏæící na kontroleru. Kapitola




SoftwarovÏ definované sítÏ (SDN z angl. Software-Defined Networking) p¯edstavují novou
architekturu poËítaËov˝ch sítí, která má ¯ídící Ëást sítÏ oddÏlenou od datové [1]. SouËástí
této kapitoly je popis tradiËní architektury sítÏ a SDN architektury. Rozebrány jsou v˝hody
nové architektury, které nám p¯inesl tento nov˝ pohled na sítÏ.
2.1 TradiËní architektura sítÏ
TradiËní architektura je nejvíce rozπí¯ená a stále se pouæívá jako hlavní. Kaædé síªové za¯í-
zení (smÏrovaË, p¯epínaË) se skládá zdatové a ¯ídící Ëásti:
• Datová Ëást (data plane) Slouæí k p¯eposílání paket˘ z jednoho rozhraní na jiné.
Tato Ëást je schopna vykonávat také jednoduché funkce: validace kontrolního souËtu
dat (Checksum), modifikaci TTL (Time To Live), nebo zahození paketu [13]. Ope-
race datové Ëásti se provádí nad kaæd˝m paketem, coæ vyæaduje vysokou v˝konnost
v reálném Ëase. Z toho d˘vodu je datová Ëást typicky implementována v hardwaru[2].
• ÿídící Ëást (controle plane) je softwarová Ëást zahrnující operaËní systém pro
správu sítÏ a ¯ídící logiku jejího chování [13]. Na rozdíl od datové Ëásti nejsou funkce
¯ídící Ëásti provádÏny nad kaæd˝m paketem a nejsou tak striktnÏ omezeny Ëasem jak
funkce datové vrstvy, proto jsou implementovány softwarovÏ [2].
ObÏ Ëásti, jak je vidÏt na obrázku 2.1, se nachází na jednom síªovém za¯ízení a fyzicky
nejsou od sebe oddÏlitelné. Síªová za¯ízení v klasické architektu¯e jsou závislá na operaËním
systému, kter˝ je dán v˝robcem. Podobné systémy jsou obvykle uzav¯ené a podporují pouze
funkcionalitu, kterou v˝robce pevnÏ specifikoval. Vzhledem k vysoké integraci obou Ëástí je
nelze vyvíjet nezávisle, protoæe p¯idání funkcionality jedné Ëásti vyæaduje buÔ aktualizaci,
nebo celkovou zmÏnu Ëásti druhé. Takov˝ stav Ëiní síªové prvky uzav¯ené kinovacím. Z toho
vypl˝vá, æe nemáme moænost p¯ímo p¯idat nebo zmÏnit funkcionalitu klasického síªového
za¯ízení, ale musíme si vystaËit pouze s funkcionalitou nabízenou v˝robcem.
V p¯ípadÏ, æe je pot¯eba p¯idat nÏjakou funkcionalitu, souËasná architektura nám u-
moæÚuje jen dvÏ ¯eπení. První je samostatnÏ ji naimplementovat a Ëekat na schválení stan-
dardizaËními institucemi, coæ vÏtπinou není jednoduché, vyæaduje hodnÏ Ëasu a v˘bec ne-
garantuje pozitivní v˝sledek. Druhé ¯eπení je, æe danou inovaci, Ëasto za vysokou finanËní
kompenzaci, naimplementuje nÏjak˝ v˝robce (nap¯. Cisco). Zavedení nové funkcionality je
tak hodnÏ ËasovÏ a finanËnÏ nároËné a prakticky nedostupné pro vÏtπinu správc˘ sítí. Proto
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Obrázek 2.1: Architektura klasického síªového za¯ízení.
zavádÏní nov˝ch protokol˘ a sluæeb (a dokonce i nové verze stávajících protokol˘) není
vhodné [4].
Konfigurace klasick˝ch síªov˝ch za¯ízení probíhá prost¯ednictvím zabezpeËeného komu-
nikaËního protokolu SSH (z angl. Secure Shell). Správce sítÏ se pro dan˝ úËel musí p¯ipojovat
na kaædé za¯ízení zvláπª, coæ m˘æe b˝t pomÏrnÏ nároËné vp¯ípadÏ konfigurace sítÏ s vÏtπím
poËtem síªov˝ch za¯ízení. Samotná konfigurace je iterativní zadání konfiguraËních p¯íkaz˘
vrámci kaædého síªového prvku. Nev˝hodou konfiguraËních p¯íkaz˘ je, æe se liπí nejen od v˝-
robce k v˝robci, ale i v rámci jednoho v˝robce (nap¯. dvÏ r˘zné verze p¯epínaË˘ od firmy
Cisco).
2.2 Architektura softwarovÏ definovan˝ch síti
BÏhem pouæití a s rostoucími poæadavky síªov˝ch administrátor˘ a aplikací se stále zjiπªuje,
jaké má tradiËní architektura nev˝hody. SoftwarovÏ definované sítÏ p¯edstavují architek-
turu, která se snaæí vy¯eπit problémy tradiËní architektury. Architektura SDN se skládá
ze t¯í Ëástí: datové, ¯ídící a aplikaËní. Kaædá Ëást je spojená snásledující specifick˝m roz-
hraním, tato budou popsána v Ëásti 2.3.1. Hlavním rysem nové architektury, která je zobra-
zena na obrázku 2.2, je separace ¯ídící Ëásti v softwaru od datové v hardwaru. Hlavní Ëásti
architektury SDN jsou definované jako:
• Datová Ëást (data plane) je vrstva, která má stejnou funkcionalitu, ale jinou ar-
chitekturu, neæ datová Ëást v tradiËní architektu¯e. Z hlediska architektury m˘æe b˝t
SDN p¯epínaË jednoho z dvou typu: klasick˝ SDN p¯epínaË nebo hybridní p¯epínaË.
Klasick˝ softwarovÏ definovan˝ p¯epínaË podporuje architekturu SDN. V˝hoda tako-
vého p¯epínaËe je v tom, æe p¯epínaË podporující jen jednu architekturu je jednoduππí
a levnÏjπí. Hybridní p¯epínaË podporuje jak tradiËní architekturu sítÏ, tak i SDN
architekturu. Existují dvÏ moænosti, jak se toho dá dosáhnout.
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Obrázek 2.2: Architektura softwarov`ı denovan˝ch sítí.
– První varianta je rozdÏlení port˘ p¯epínaËe na porty s SDN funkcionalitou a porty
s funkcionalitou, kterou mají p¯epínaËe v klasické architektu¯e. RozdÏlení archi-
tektur podle port˘ je z hlediska hardwaru jednoduππí moænost.
– Druhou variantou v˝bÏru architektury je podle libovolného atributu nebo mnoæi-
ny atribut˘ zpracovávaného paketu (nap¯. IP adresy, porty, síªov˝ identifikátor).
V˝bÏr architektury podle atribut˘ paketu poskytuje ¯ídící Ëásti, resp. správci
sítÏ, vÏtπí kontrolu p¯eposílacího procesu (nap¯. vπechny pakety s cílov˝m portem
80 se zpracují jako v klasické architektu¯e). Na druhou stranu ne kaæd˝ hardware
tuto variantu podporuje.
• ÿídící Ëást (controle plane) má moænost b˝t p¯emístÏna na jiné za¯ízení naz˝va-
ného kontroler, coæ ale není nutné. P¯emístÏní ¯ídící Ëásti na jiné za¯ízení umoæÚuje
centralizaci ¯ízení, kdy nÏkolik p¯epínaË˘ má spoleËné ¯ízení na nÏjakém serveru. Je
to v˝hoda, kterou m˘æeme, ale nemusíme vyuæít. Kontroler sv˝mi rozhodnutími de-
finuje chování buÔ celé sítÏ, nebo jenom té Ëásti, za kterou je zodpovÏdn .˝ ÿídící Ëást
poskytuje pro aplikaËní vrstvu abstraktní pohled na síª [11].
• AplikaËní Ëást (application plane) je vrstva, která se obvykle nachází nad ¯ídící
vrstvou a je tvo¯ena r˘zn˝mi aplikacemi. Vzhledem k separaci ¯ídící a datové Ëásti je
moæné tvo¯it aplikace pro lepπí správu sítÏ (nap¯. bezpeËnost nebo sledování síªového
provozu). Aplikace dané vrstvy ¯ídí chování sítÏ p¯es kontroler, se kter˝m komunikuje
p¯es speciální rozhraní [17, 18].
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2.3 Základní síªové prvky v SDN
V této Ëásti budou popsány základní síªové prvky softwarovÏ definovan˝ch sítí. T¯i základní
elementy v SDN jsou kontroler, síªové za¯ízení a komunikaËní kanál, tyto jsou znázornÏny
na obrázku 2.3.
Obrázek 2.3: Architektura programovacích rozhraní v SDN sítích
Síªové za¯ízení
V SDN je síªové za¯ízení komponenta, která komunikuje s kontrolerem, p¯ijímá jeho p¯íkazy
a na základÏ toho manipuluje s pakety. Takové za¯ízení je abstrahováno od specifiËnosti
smÏrovaËe, p¯epínaËe, load-balancera nebo firewallu. V SDN se tomuto za¯ízení ¯íká SDN
p¯epínaË, kter˝ v hardwaru implementuje rychlé p¯eposílání paket˘ a v softwaru komunikaci
s kontrolerem. SDN p¯epínaË je moæné nakonfigurovat tak, aby mohl samostatnÏ dÏlat
rozhodnutí a reagovat na p¯ípadn˝ v˝padek sítÏ nebo dodateËnÏ mohl poskytovat takové
funkce jako prevence smyËek (protokol STP) nebo zpracovaní protokolu.
SDN kontroler
SDN kontroler se fyzicky nachází mezi aplikaËní a datovou vrstvou sítÏ a p¯edstavuje pro-
st¯edníka mezi uæivatelem a síªovou infrastrukturou. Je to software, kter˝ provádí ¯ízení jed-
notliv˝ch datov˝ch Ëástí. M˘æe b˝t implementován jako nÏkolik programov˝ch Ëástí, které
si udræují synchronizovan˝ a konzistentní pohled na stav a topologii celé sítÏ. Jeho hlavními
úlohami jsou konfigurace za¯ízení, zjiπªování topologie, smÏrování, správa sítÏ a p¯ípadná
synchronizace s ostatními kontrolery.
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V SDN se Ëasto pouæívají centralizované kontrolery, coæ ¯eπí ¯adu problém˘, které jsou
charakteristické pro distribuované ¯ídící Ëásti:
• Odezva linky nebo síªového uzlu po selhání je rychlejπí, protoæe informace o selhání
nemusí b˝t p¯edána p¯es násobné mnoæství dalπích uzl˘.
• Vyvarování se smyËkám by mÏlo b˝t jednoduππí, jelikoæ kontroler má úpln˝ p¯ehled
o celé síti.
Pouæití centralizovaného kontroleru má nejen své v˝hody, ale také nev˝hody:
• Kaæd˝ jeden kontroler p¯edstavuje jeden bod, kter˝ m˘æe zp˘sobit selhání celé sítÏ.
Tudíæ musí existovat moænost Ëetné redundance a synchronizace ostatních kontroler˘
v p¯ípadÏ v˝padku nÏkterého z nich.
• Centralizovan˝ kontroler je lákav˝ cíl pro útok - jestliæe útoËník získá kontrolu nad kon-
trolerem, má pln˝ p¯ístup k síti.
• Aktualizace smÏrovacích pravidel p¯epínaËe z kontroleru m˘æe zp˘sobit p¯ípad doËasné
nekonzistence smÏrování a následné vytvo¯ení mikrosmyËek. Geografická vzdálenost
d˘sledky tohoto problému jeπtÏ zhorπuje.
Hlavním cílem vπech SDN kontroler˘ je umoænit uæivatel˘m nebo síªov˝m administrátor˘m
psát vlastní aplikace, které pouæívají kontroler buÔ jako prost¯edníka, nebo jako vrstvu
abstrakce mezi síªov˝mi aplikacemi a síªov˝mi za¯ízeními.
KomunikaËní kanál
KomunikaËní kanál je rozhraní, které propojuje síªové za¯ízení a kontroler. Slouæí pro ko-
munikaci mezi tÏmito dvÏma komponentami a p¯eposílání ¯ídících a autentizaËních dat
a paket˘ mezi nimi.
2.3.1 Rozhraní v architektu¯e SDN
Veπkerá komunikace ¯ídící vrstvy s ostatními Ëástmi SDN architektury probíhá prost¯ednic-
tvím speciálních rozhraní. Rozhraní spojující aplikaËní Ëást s kontrolerem se naz˝vá severní.
Jiæní rozhraní spojuje kontroler s datovou vrstvou. PodrobnÏjπí popis obou rozhraní z pro-
gramovacího hlediska bude uveden vdalπí kapitole.
Jiæní rozhraní (southbound interface)
Hlavní úlohou jiæního programovacího rozhraní je umoænit komunikaci mezi SDN kontrole-
rem a síªov˝mi uzly (fyzické i virtuální p¯epínaËe), aby kontroler mohl zjistit topologii sítÏ,
definovat síªové toky a realizovat p¯enos poæadavk˘ p¯es severní programovací rozhraní.
Jiæní rozhraní usnadÚuje a zefektivÚuje kontrolu nad sítí a umoæÚuje kontroleru dynamicky
provádÏt zmÏny v síti za bÏhu podle aktuálních poæadavk˘ a pot¯eb [14]. Toto rozhraní má
svoje problémy a omezení, mezi které pat¯í [5]:
• nízká úroveÚ abstrakce - programování sloæitÏjπích funkcionalit sítÏ je velmi nároËné;
• nároËné pro vykonávání nÏkolika nezávisl˝ch úloh souËasnÏ (QoS, smÏrování a load-
balancer);
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• soubÏænost - operace SouthBound API se musí provádÏt ve správném po¯adí.
Jiæní rozhraní m˘æe b˝t jak proprietární (OnePK), tak i standardizované (OpenFlow).
V souËasné dobÏ je protokol OpenFlow pr˘myslov˝m standardem pro jiæní rozhraní, kter˝
definuje zp˘sob komunikace SDN kontroleru a datové Ëásti architektury [15].
Severní rozhraní (northbound interface)
Severní programovací rozhraní vytvá¯í kontroler pro zjednoduπení tvorby aplikaci pro správu
sítÏ a také implementaci sloæitÏjπích síªov˝ch funkcí. Prost¯ednictvím kontroleru se zapouz-
d¯uje nízká úroveÚ p¯íkaz˘ jiæního rozhraní. Existence daného rozhraní a schopnost kontro-
leru abstrahovat a normalizovat Ëásti SDN architektury, umoænila i bÏæn˝m programátor˘m
rychlou úpravu nebo p¯izp˘sobení chování sítÏ zadan˝m poæadavk˘m prost¯ednictvím vy-
ππích programovacích jazyk˘ (nap¯. Javy, Pythonu, Ruby) [8].
Prost¯ednictvím severního rozhraní je mnohem jednoduππí implementovat síªové funkce,
nap¯. v˝poËet cesty, vyh˝bání se smyËkám, smÏrování, zabezpeËení a mnoho dalπích úkol˘.
Dané rozhraní umoæÚují také integrace systém˘, jak˝mi jsou OpenStack Quantum nebo
VMware vCloud Director pro správu síªov˝ch sluæeb v cloudu [11, 14].
Severní rozhraní oproti jiænímu není standardizováno, a tudíæ v souËasné dobÏ je do-
stupn˝ch p¯es 20 r˘zn˝ch SDN kontroler˘, p¯iËemæ kaæd˝ nabízí svoje vlastní proprietární
rozhraní. Variace daného rozhraní je pro zaËátek t¯eba prozkoumat a zjistit, jaké jsou
p¯íËiny jejich vzniku a odliπnosti. SDN sítÏ jsou nové, takæe momentálnÏ se pouze zkoumá,
jaké v˝hody a nev˝hody nám severní rozhraní m˘æe nabídnout. Proto je vÏtπina p¯edních
síªovÏ zamÏ¯en˝ch organizací pevnÏ p¯esvÏdËená, æe na vedení diskuzí ohlednÏ standardizace
severního rozhraní je jeπtÏ pomÏrnÏ brzy [8].
2.4 V˝hody SDN
SoftwarovÏ definované sítÏ nám p¯inesly celou ¯adu v˝hod oproti architektu¯e tradiËních
sítí. Navzdory veπker˝m v˝hodám je t¯eba poznamenat, æe funkcionalita se nijak nenavyπuje
a ani se ne¯eπí problémy spojené s p¯enáπením dat, jako, nap¯íklad, problémy s TCP/IP
síªov˝m modelem. Mezi hlavní v˝hody sítí SDN pat¯i[9]:
• Pohodlná konfigurace obsáhlé sítÏ - p¯ítomnost kontroleru nám dovoluje nakonfi-
gurovat nebo modifikovat pomÏrnÏ obsáhlou datovou síª pomocí úpravy Ëi konfigurace
chování jednoho centralizovaného kontroleru. Z toho vypl˝vá, æe jeden síªov˝ admi-
nistrátor stihne udÏlat více práce. Tím pádem staËí menπí mnoæství administrátor˘.
Umoæní to vÏtπí úsporu financí p¯i správÏ sítÏ.
• Komplexní pohled na síª - kontroler má p¯ehled o topologii celé sítÏ, za kterou je
zodpovÏdn .˝ Díky této vlastnosti m˘æe lépe p¯edvídat moæné konfliktní situace v síti
i rychleji a kvalitnÏji ¯eπit problémy, které jiæ nastaly. Tím pádem se sniæuje moænost
vzniku mikrosmyËek a Ëern˝ch dÏr, a také se redukuje jejich poËet. Pro udræení pro-
vozu odpadává pot¯eba vytvo¯ení a pouæití takov˝ch algoritm˘ pro obcházení, jako je
Fast Reroute (FRR) nebo Loop-Free Alternates (LFA), bÏhem obnovení ¯ídící vrstvy
linky nebo uzlu po selhání.
• Redukce a v˝hodné nahrazování síªov˝ch prvk˘ - s mnohem efektivnÏjπí ¯ídící
logikou síªov˝ch za¯ízení je moæné zredukovat poËet a typ samotn˝ch za¯ízení. Na-
p¯íklad pro pot¯eby pouæití firewallu nebude nutné samotné za¯ízení kupovat. Bude
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moæné si vystaËit pouze s SDN p¯epínaËem, kter˝ po vhodném naprogramování bude
schopn˝ pracovat jako firewall. Tím pádem dokáæeme nahradit i jiné síªové za¯ízení
p¯epínaËem SDN. Dalπí v˝hodou je moænost uπet¯it náklady na elekt¯inu, nap¯íklad
vypnutím redundantních p¯epínaË˘ bÏhem nízkého zatíæení (nap¯íklad v noci).
• Snazπí testování nov˝ch funkcí - p¯epínaË je moæné rozdÏlit na nÏkolik Ëástí, kde
kaædá bude vyuæívat jinou Ëást jeho datové vrstvy (slicing). Nap¯íklad p¯idáme nov˝
modul do programu ¯ídící vrstvy kontroleru, kter˝ bude s jednou polovinou port˘
na p¯epínaËi pracovat jinak neæ s druhou. Takové rozdÏlení nám dává moænost otesto-
vat nové funkce uvnit¯ produkËní sítÏ tím, æe se pro testování vyuæijí pouze vybrané
porty (nap¯íklad nov˝ smÏrovací algoritmus). Dalπí v˝hodou je postupné zavádÏní
nové funkcionality postupn˝m p¯esunem provozu z jedné oddÏlené Ëásti do dalπích.
• Sníæení náklad˘ na síªové za¯ízení - separace ¯ídící Ëásti (softwarové) od datové
(hardwarové) sníæila sloæitost síªov˝ch za¯ízení a jejich v˝robní náklady. Uæ se nemusí
provádÏt drah˝ návrh, implementace a testování obou Ëástí souËasnÏ p¯i modifikaci
jedné z nich.
• Nezávislost na v˝robci - pomocí speciálního rozhraní mezi kontrolerem a síªov˝m
za¯ízením SDN sjednotilo r˘zné typy operaËních systém˘ a rozhraní pro konfiguraci
za¯ízení. Tento krok odstranil závislost na v˝robcích a standardizaËních institucí, coæ
dovolilo rychlejπí inovace.
• Lepπí virtualizace - SDN lépe virtualizuje síª. Kontroler je schopn˝ abstrahovat
p¯epínaËe, Ëímæ pro aplikace dokáæe celou síª zobrazit jako jeden virtuální, obrovsk˝
p¯epínaË. V této situaci ¯ídící aplikace nemusí brát v úvahu podrobnosti topologie,
coæ znamená, æe nám virtualizace sítí povoluje fyzickou zmÏnu topologie beze zmÏn
pro aplikace.
• Zv˝πená spolehlivost - p¯ímá interakce ËlovÏka se sítí je Ëasto hlavním d˘vodem
síªov˝ch v˝padk˘. Také pravdÏpodobnost konfiguraËních chyb nar˘stá p¯ímo s r˘stem
poËtu za¯ízení. Kontroler automatizuje nÏkteré z tÏchto interakcí a ¯eπí konzistenci
konfigurace. Z toho vypl˝vá, æe SDN je schopné redukovat poËet síªov˝ch politik
a procedur, které slouæí pro interakci ËlovÏka se sítí. Taková redukce má pozitivní vliv





Síªová za¯ízení jsou konfigurována kontrolerem p¯es programové jiæní programovací roz-
hraní. Jak jiæ bylo zmínÏno d¯íve, nad tímto rozhraním m˘æe b˝t implementován kontroler,
kter˝ umoæÚuje spravovat za¯ízení p¯es severní rozhraní. V rámci SDN se vyuæívají jiæní
a severní rozhraní. V této kapitole budou tato rozhraní popsána podrobnÏji z hlediska
programátora. SouËástí kapitoly je popis kontroleru POX, kter˝ se v této práci pouæívá.
3.1 Jiæní programovací rozhraní
Jiæní rozhraní se dá rozdÏlit na dvÏ Ëásti. První Ëást popisuje komunikaËní rozhraní mezi
p¯epínaËem a kontrolerem (nap¯. formu dat). Druhá Ëást popisuje vnit¯ní strukturu p¯epí-
naËe pomoci speciálního protokolu (nap¯. OpenFlow, NetConf, OnePK od firmy CISCO),
nebo teoreticky si dokáæeme vystaËit i s p¯ístupem ke konzoli pomocí telnetu nebo SSH.
3.1.1 OpenFlow
OpenFlow (OF) je první a nejznámÏjπí standard jiæního SDN rozhraní, kter˝ je veden orga-
nizaci Open Networking Foundation. Jedná se o souhrn protokol˘, programov˝ch rozhraní
a jeden z moæn˝ch pohled˘ na softwarovÏ definované sítÏ. AktuálnÏ nejnovÏjπí verze proto-
kolu je 1.5.1. Architektura OpenFlow je znázornÏna na obrázku 3.1.
P¯epínaË, kter˝ protokol OpenFlow podporuje se naz˝vá OpenFlow p¯epínaË. Prost¯ed-
nictvím tohoto rozhraní, SDN kontroler propaguje zmÏny, urËené správcem sítí, dol˘ do ta-
bulky tok˘ p¯epínaËe. Daná funkce umoæÚuje správci sítÏ dÏlení provozu Ëi kontrolních tok˘
pro optimalizace v˝konu, lepπí a lehËí testování nov˝ch konfiguraci a aplikací[16].
OpenFlow definuje:
• mnoæinu instrukcí, které kontrolují chování p¯eposílání na p¯epínaËi;
• mnoæinu zpráv, které p¯epínaË m˘æe posílat kontroleru pro informování o zmÏnách,
které by mohly ovlivnit p¯esmÏrování;
• formát pro uloæení pravidel na p¯epínaËi;
• protokol pro odesílání a p¯ijímání zpráv mezi kontrolerem a p¯epínaËem.
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Obrázek 3.1: Architektura OpenFlow.
3.1.2 Protokoly v OpenFlow
Protokoly v OpenFlow se dÏlí na síªov˝ protokol (OpenFlow) a konfiguraËní protokol
(OpenFlow-Config). Oba dva tyto protokoly byli vyvinuty organizací Open Networking
Foundation.
KonfiguraËní protokol
OpenFlow-Config je protokol, pouæívan˝ pro konfiguraci síªov˝ch za¯ízení. NemÏní Ëást,
která se zab˝vá p¯eposíláním paket˘ (datová Ëást). P¯íkladem pouæití protokolu je nasta-
vování IP adres a port˘ rozhraní nebo zapnutí/vypnutí vybraného rozhraní.
Síªov˝ protokol
Tato Ëást OpenFlow protokolu se vyuæívá pro rychlou zmÏnu stavu síªového za¯ízení. Jeho
úlohou je komunikace mezi kontrolerem a p¯epínaËem a následná modifikace datové Ëásti
za¯ízení. OpenFlow p¯epínaË vyuæívá koncept datov˝ch tok˘ k identifikaci síªového provozu
na základÏ kontrolerem definovan˝ch pravidel, která z nÏj byly naprogramována. P¯epínaË
se skládá z následujících poloæek:
• Rozhraní zabezpeËeného komunikaËního kanálu, které odpovídá definici jiæního roz-
hraní;
• Tabulky tok˘, která obsahuje soubor záznam˘ o datov˝ch tocích.
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3.1.3 Tabulka tok˘
Tabulka tok˘ (Flow table) je jednou ze základních struktur OpenFlow p¯epínaËe (obrá-
zek 3.2). Obsahuje záznamy datov˝ch tok˘, které se skládají z polí hlaviËek, mnoæiny akcí,
a poËítadel pro statistiky[9].
Vyhledávaní v tabulce tok˘ probíhá shora dol˘ pravidly podle priorit (od nejvÏtπí
po nejmenπí). Kdyæ se bÏhem vyhledávání najde nÏjaké pravidlo (záznam), které se ve vπech
poloækách shoduje s porovnávan˝m záznamem, vyhledávání se povaæuje za úspÏπné a skonËí.
Podle pot¯eby m˘æe b˝t na kaædou z poloæek pravidla aplikován zástupn˝ znak typu
”
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Obrázek 3.2: Tabulka tokú v OpenFlow p¯epínaËích.
• Pole hlaviËek (Header fields) je vyuæíváno pro porovnání záznamu s p¯íchozími
pakety v tabulce tok˘. Ve verzi OpenFlow 1.0 je datov˝ tok 10-tice, která se skládá
ze vstupního portu, VLAN ID, zdrojové a cílové MAC adresy, typu ethernetového
rámce, zdrojové a cílové IP adresy, IP protokolu, zdrojového a cílového TCP/UDP
portu. KromÏ moænosti pouæiti zástupného znaku typu
”
*“ pro agregaci jakéhokoliv
políËka je moæné zadat rozsah adres (adresu sítÏ) pro IP adresy.
• PoËítadla (Counters) - do této Ëásti tabulky se ukládají statistiky o toku, které se
aktualizují s kaæd˝m p¯ijat˝m paketem, pro kter˝ byl nalezen záznam v tabulce tok˘.
• Akce (Actions/Instructions) se vyuæívají pro definování chování p¯epínaËe pro
pakety, pro které byl nalezen záznam v tabulce tok˘. OpenFlow definuje povinné akce:
p¯eposílání a zahození. P¯i vykonání akce p¯eposílání je nutnÏ specifikovat fyzick ,˝
virtuální nebo nÏkter˝ z rezervovan˝ch port˘:
• ALL - rozeslání paketu na vπechny porty kromÏ p¯íchozího;
• CONTROLLER - odeslání paketu na kontroler;
• LOCAL - odeslání paketu na stack p¯epínaËe pro zpracování operaËním sys-
témem (pouze u hybridních p¯epínaË˘).
• TABLE - provedení instrukce z tabulky pravidel;
• IN PORT - odeslání paketu zpÏt na vstupní port.
Dále OF definuje volitelné akce: za¯azení do fronty, modifikace polí (moænost modifikovat
jakoukoli poloæku, podle které se dále porovnává vrámci tabulky tok˘), sníæení, resp. zv˝πení
TTL nebo vloæení, resp. odstranÏní tagu (VLAN, MPLS atd.).
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V podstatÏ tabulka tok˘ pracuje následovnÏ (obrázek 3.3): Pro vπechny p¯ijaté pakety
se vyhledává p¯ísluπn˝ záznam v tabulce tok˘. Pokud je v tabulce odpovídající záznam
nalezen, p¯epínaË provede vπechny akce, které jsou pro dan˝ tok specifikovány. Pokud pro
paket nebyla nalezena shoda, je p¯eposlán p¯es zabezpeËen˝ kanál do kontroleru. Kontroler
pak pomocí p¯idávání, upravování a odstraÚování záznam˘ v tabulce tok˘ rozhodne, jak se
budou takové pakety zpracovávat.
Obrázek 3.3: Funkce tabulky tok˘.
3.2 Severní programovací rozhraní
Severní aplikaËní rozhraní je programovací rozhraní, které komunikuje s kontrolerem a je
prost¯edníkem mezi ním a aplikaËní Ëásti. Aplikace vyuæívají severní programovací rozhraní
pro konfiguraci kontroleru. Kontroler na základÏ konfigurace, kterou mu posílá aplikaËní
Ëást, ¯ídí a modifikuje síª. Z hlediska programování toto rozhraní abstrahuje nízkou úroveÚ
instrukcí jiæního rozhraní a samotn˝ kontroler, Ëímæ umoæÚuje programování sloæitÏjπích
síªov˝ch funkcí[9].
3.2.1 Moænosti instalování pravidel do tabulky tok˘
AplikaËní Ëást definuje síªovou politiku kontroleru na základÏ aktuálního stavu a topologie
sítÏ p¯es severní rozhraní. NásledovnÏ p¯evádí tuto politiku na sadu OpenFlow pravidel,
které prost¯ednictvím jiæního programovacího rozhraní instaluje do tabulky tok˘ síªov˝ch
za¯ízení. OpaËn˝ tok dat zaËíná odesíláním události zjiæního rozhraní na kontroler, kde
se zpracovávají, a následnÏ jsou p¯ístupné aplikacím p¯es severní rozhraní. Existují dvÏ
moænosti instalování pravidel do tabulky tok˘, a to reaktivní a proaktivní.
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Reaktivní zp˘sob
Reaktivní zp˘sob je zaloæen na tom, æe neznám˝ paket, kter˝ p¯ijde do jakéhokoliv p¯epí-
naËe se p¯eposílá na kontroler. Kontroler vytvo¯í poæadované pravidlo pro dan˝ tok a poπle
ho do tabulek tok˘ kaædého p¯epínaËe v síti. Vzhledem k tomu, æe vπechny neznámé pakety
se posílají na kontroler, získává kontroler detailnÏjπí p¯ehled o dÏní na síti, které je moæné
vyuæít pro ¯ízení sítÏ. Nev˝hodou reaktivního chování je zpoædÏní vzniklé odesláním nezná-
m˝ch paket˘ kontroleru, vytvo¯ením p¯ísluπn˝ch pravidel a jejich nainstalování na síªová
za¯ízení. Aæ po nainstalování pravidel jsou vπechny dalπí pakety rovnÏæ odeslány na kont-
roler. S rostoucím poËtem odesílan˝ch paket˘ na kontroler se vytíæení p¯epínaËe z d˘vodu
zatíæení komunikaËního kanálu zvyπuje.
Proaktivní zp˘sob
Oproti reaktivnímu chování je proaktivní zaloæeno na tom, æe kontroler je p¯edem infor-
mován o oËekávan˝ch tocích. Z informací o nich kontroler p¯edinstaluje pot¯ebná pravidla
do tabulky tok˘ p¯epínaË˘. V p¯ípadÏ p¯íchodu neznámého toku budou jeho pakety zaho-
zeny kontrolerem.
V˝hodou proaktivního zp˘sobu je sníæení poËtu p¯enáπen˝ch paket˘ na kontroler, p¯i-
Ëemæ je moæné p¯eposílání paket˘ na kontroler úplnÏ eliminovat. Vzhledem k tomu, æe
vπechna pravidla se jiæ nachází na síªov˝ch prvcích, zpoædÏní zp˘sobené instalací pravi-
dla nevzniká. Nev˝hodou je sloæité zjiπtÏní p¯edem, jaké toky mají b˝t nainstalovány, coæ
v nÏkter˝ch aplikacích nemusí b˝t moæné. Z d˘vodu omezené kapacity tabulky tok˘ jsou
vyuæívána agregaËní pravidla, Ëímæ se zmenπují moænosti monitorování sítÏ podle statistik
jednotliv˝ch pravidel.
3.2.2 Kontroler POX
Jedním z p¯íklad˘ OpenFlow kontroler˘ je POX1. POX je open source kontroler implemen-
tovan˝ v Pythonu, kter˝ vychází z kontroleru NOX. POX kontroler poskytuje asynchronní,
událostmi ¯ízené programové rozhraní. Obsahuje pomocné metody, frameworky a API pro
interakci s dalπími SDN p¯epínaËi, debuggování a síªové virtualizace. Obsahuje znovupou-
æitelné komponenty pro v˝bÏr cesty nebo zjiπªování topologie. Podporuje podobné GUI
a virtualizaËní nástroje, jako NOX. Ve srovnání s ostatními kontrolery je pomalejπí a ménÏ
v˝konn .˝ V souËasné dobÏ POX podporuje komunikaËní protokol OpenFlow verze 1.0[10].
Z programovacího hlediska je POX dodáván s ¯adou komponent implementujících zá-
kladní funkcionalitu (L2 p¯epínaË, firewall). V˝vojá¯i dokáæou rozπi¯ovat funkcionalitu kon-





P¯i spuπtÏní kontroleru je moæné specifikovat vícero komponent, které budou bÏæet spoleËnÏ.
Moduly kontroleru POX mezi sebou mohou spolupracovat. Bohuæel ne vπechny komponenty
dokáæou dob¯e pracovat v kombinaci s dalπími komponentami nebo aplikacemi, a navíc
nÏkteré moduly jsou závislé na ostatních komponentách. V p¯ípadÏ pouæití nÏkolika modul˘
souËasnÏ se kontroler musí rozhodnout, kter˝ z nich se aplikuje jako první. ÿeπením daného
problému je priorita modul˘ od nejvyππí do nejniæπí. Nap¯íklad máme kontroler, na kterém
souËasnÏ bÏæí komponenty implementující smÏrování a firewall. Kaæd˝ z tÏchto modul˘ má
nastavenou prioritu, p¯iËemæ priorita komponenty firewall je vyππí. To znamená, æe kdyæ
dojde nov˝ paket, jako první ho získá modul firewall. NáslednÏ se firewall rozhodne, zda je
t¯eba dan˝ paket p¯eposlat dalπímu modulu na zpracování nebo ho zahodit. P¯i zahození
paketu jak˝mkoliv modulem nejsou o p¯ijetí paketu dalπí moduly v˘bec informovány.
Severní rozhraní POXu má formu obsluæn˝ch procedur, které se spouπtÏjí událostmi vy-
volan˝mi kontrolerem, nap¯. p¯ipojení/odpojení p¯epínaËe, zapnutí/vypnutí portu, p¯ijmutí
paket˘ na kontroleru apod. V rámci kaædého modulu programátor implementuje vybrané





V oblasti poËítaËov˝ch sítí existuje celá ¯ada detekËních mechanizm˘. Jejich hlavním cí-
lem je zjiπtÏní p¯ísluπnosti paket˘, resp. datov˝ch tok˘ k aplikacím. Znalosti, které nám
detekËní mechanizmy poskytují, mají πiroké vyuæití pro zlepπení bezpeËnosti nebo ¯ízení
v poËítaËov˝ch sítích. Existuje vícero moæností zjiπtÏní, které aplikaci pat¯í nÏjak˝ paket
síªového toku. Jednou z tÏchto moæností je pouæití kombinací utilit operaËního systému.
V rámci této práce se informace získané navrhnut˝m detekËním mechanizmem pouæijí pro
zlepπení smÏrování v SDN sítí.
4.1 DetekËní mechanizmy a moænosti jich pouæiti
DetekËní mechanizmy slouæí hlavnÏ k mapování paket˘ na aplikace, které je zpracovávají.
Dalπí vyuæití je zjiπªování, co je to za poËítaË (identifikace, IP a MAC adresy) a jaké je
jeho vytíæení. Na základÏ dané informace chceme v rámci této práce zefektivnit ¯ízení sítÏ,
konkrétnÏ smÏrování. V takovém p¯ípadÏ by kaædé síªové za¯ízení v rámci SDN sítÏ vÏdÏlo,
jaké aplikace jsou zodpovÏdné za p¯icházející pakety, a jak se s nimi mají zacházet. Získané
znalosti se vyuæívají nap¯íklad pro úËtování mobilních datov˝ch tarif˘, odchytávání dat
urËitého toku ze sítÏ (zákonné odposlechy) atd.
Obrázek 4.1: Firemní firewall, kter˝ zahazuje pakety aplikace Seafile, smÏ¯ujících do inter-
netu a propouπtí pakety aplikace Firefox.
P¯íklad vyuæití znalostí aplikací p¯i ¯ízení sítÏ je zobrazen na obrázku 4.1. Obrázek zná-
zorÚuje firemní firewall, kter˝ je schopen podle paketu zjistit název aplikace zpracovávající
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p¯ísluπn˝ síªov˝ tok a na základÏ toho se rozhodnout, zda paket zahodí nebo poπle dále
po síti. Obrázek znázorÚuje p¯íklad, kdy by aplikace pro zálohování firemních dat (Sea-
file) nemÏla mít moænost p¯enáπet data z, resp. do, internetu a tyto pakety jsou zahozeny.
Na druhou stranu webov˝ prohlíæeË (Firefox) by p¯ístup k internetu mít mÏl.
4.1.1 SouËasné moænosti detekce
Existuje nÏkolik zp˘sob˘, p¯i¯azování paket˘ k aplikacím. Vπechny zp˘soby lze rozdÏlit
do dvou kategorií: detekce na koncov˝ch za¯ízeních a detekce v rámci sítÏ. Následuje popis
moænosti detekce spolu s jejich v˝hodami a nev˝hodami.
Porty
Síªov˝ administrátor definuje, na kter˝ch portech bÏæí konkrétní aplikace. Na základÏ da-
ného nastavení budou pracovat síªová za¯ízení (firewall, p¯epínaË, kontroler). Nap¯íklad
podle nastaveni administrátora bude Firefox vyuæívat port 80. Pro síªové za¯ízení to zna-
mená, æe libovoln˝ paket s cílov˝m portem 80 pat¯í aplikaci webov˝ prohlíæeË. V˝hodou
dané moænosti detekce je nenároËnost na implementaci a také fakt, æe odpadá nutnost
úpravy koncov˝ch stanic Ëi aplikací. Nev˝hodou je, æe na vybraném portÏ mohou bÏæet
i jiné aplikace.
Hloubková anal˝za paket˘
Hloubková anal˝za paket˘ (Deep packet inspection) je jedna z forem inspekce paket˘ v poËí-
taËov˝ch sítích, která analyzuje nejen hlaviËku, ale i obsah paketu p¯i jeho pr˘chodu kont-
rolním bodem (síªov˝m za¯ízením) v síti. P¯i hloubkové anal˝ze paket˘ se zjiπªuje, o jak˝
protokol se jedná, a na základÏ Ëeho se p¯i¯azuje dan˝ síªov˝ tok k aplikaci, které prav-
dÏpodobnÏ tok pat¯í. Nap¯íklad se p¯i anal˝ze dat zjistí, æe se jedná o protokol HTTP.
Ze zjiπtÏné informace se dá odvodit, æe síªov˝ tok, ke kterému pat¯í prohledávaní paket˘,
nejpravdÏpodobnÏji pat¯í aplikaci webov˝ prohlíæeË. V˝hodou hloubkové anal˝zy paket˘ je
absence nutnosti úpravy koncov˝ch stanic neboli aplikací. Dalπí v˝hodou je skuteËnost, æe
aplikace nemusí bÏæet na pevnÏ daném portu, oproti p¯edchozímu zp˘sobu. Nev˝hodou je,
æe hloubková anal˝za je nároËná a nedokáæe zjistit pot¯ebné informace v p¯ípadÏ πifrovaného
provozu.
Integrace v aplikacích
V souËasné dobÏ existují aplikace, které mají p¯ímo v sobÏ integrované ohlaπovaní sv˝ch
datov˝ch tok˘ aplikacím pro správu sítÏ. Jedním z p¯íklad˘ také aplikace je VLC media
player. V˝hodou ¯eπení je, æe oproti hloubkové anal˝ze paket˘ je moæné detekovat i πifrovan˝
provoz a také nezatÏæuje síªová za¯ízení. Nev˝hoda je ale v tom, æe aplikace musí b˝t
upravené, coæ jeπtÏ neproniklo do πirokého pouæití, a modifikace aplikací ve vlastní reæii je
drahá a nÏkdy i nedostupná záleæitost.
Detekce prost¯ednictvím operaËním systému
Dalπí moæností je detekce aplikací v rámci operaËního systému (OS). Taková detekce fun-
guje na základÏ systémov˝ch utilit, které jsou vÏtπinou dostupné jiæ od v˝robce. V˝hodou
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tohoto zp˘sobu je fakt, æe dané ¯eπení nevyæaduje úpravy aplikace, nezatÏæuje síªová za-
¯ízení a funguje i pro πifrovan˝ provoz. Nev˝hodou této detekce je nutnost mít v systému
nainstalovan˝ modul, coæ u nÏkter˝ch za¯ízení (nap¯. tiskárna) m˘æe b˝t problém.
4.2 DetekËní mechanizmus pro ¯ízení sítÏ s vyuæitím pro-
st¯edk˘ OS
V rámci této práce na základÏ detekce prost¯ednictvím utilit OS byl navrhnout detekËní
skript, bÏæící na r˘zn˝ch OS vjazyce Python. Systémové utility vyuæité tímto detekËním
mechanizmem zjiπªují nová síªová spojení pomocí tabulky aktivních spojení. Tabulka ak-
tivních spojení se kontroluje kaæd˝ p¯edem urËen˝ Ëasov˝ úsek (¯ádovÏ sekundy). Pro nová
spojení se na základÏ identifikaËního Ëísla procesu vyhledávají jména aplikací. Aby skript
zbyteËnÏ neohlaπoval vπechna spojení, byl implementován filtr. Filtr urËuje názvy aplikací,
jejichæ spojení ohlaπuje ¯ídící aplikaci.
4.2.1 Propojení detekËního skriptu s kontrolerem
Pro aplikování detekovan˝ch aplikací v ¯ízení sítÏ je nutné propojit detekËní mechani-
zmus s kontrolerem. K tomuto úËelu byl navræen komunikaËní protokol, kter˝ je p¯enáπen
prost¯ednictvím protokolu TCP. TCP spojení je vytvo¯eno ihned po spuπtÏní detekËního
skriptu a je udræováno bÏhem celého procesu komunikace. KomunikaËní protokol obsahuje
následující správy:
Pcinfo – obsahuje základní informace o koncové stanici (nap¯. název operaËního sys-
tému, jméno uæivatele a poËítaËe). Zpráva se odesílá na kontroler pouze jednou, a to p¯i
navázaní spojení. Daná funkcionalita je v rámci práce implementována pro vyuæití moæn˝ch
rozπí¯ení;
Appname – obsahuje pÏtici popisující novÏ detekovan˝ síªov˝ tok spolu s názvem
aplikace, která tok zpracovává.
Konfigurace – pomocí této zprávy kontroler po navázaní spojení konfiguruje detekËní
skript. Zpráva se skladá z poloæek:
• reæim skriptu – poloæka urËující reæim ohlaπování novÏ detekovan˝ch aplikaci. V sou-
Ëasné verzi skript podporuje pouze reæim
”
push”.
• Ëasov˝ interval v sekundách – pouæívá se pouze p¯i reæimu
”
push“. UrËuje interval,
ve kterém jsou nová spojení pravidelnÏ odesílána kontroleru.
• seznam aplikací – poloæka obsahující seznam jmen aplikací. Pouze spojení pat¯ící







push“ je zobrazen na obrázku 4.2, kde je vidÏt, jak pro-
bíhá komunikace kontroleru a detekËního mechanizmu. Po navázání spojení s kontrolerem
detekËní mechanizmus ihned odesílá zprávu Pcinfo. Kontroler po navázání spojení posílá
na koncovou stanici zprávu Konfigurace. Podle p¯ijaté konfigurace bude detekËní mechani-




SmÏrování je proces v˝bÏru nejlepπí cesty od zdroje k cíli pro doruËení paket˘ v síªovém
prost¯edí. P¯eposílání paket˘ od zdroji k cíli probíhá p¯es síªové uzly, kter˝mi jsou nap¯íklad
smÏrovaË, firewall a p¯epínaË. Tato kapitola se zab˝vá smÏrováním v poËítaËov˝ch sítích
a popisem smÏrování v tradiËní a SDN architektu¯e. SmÏrování v sítích SDN usnadÚuje
smÏrování podle obsahu, které je spolu s návrhem programu pro smÏrování popsáno na konci
kapitoly.
5.1 SmÏrování v tradiËních sítích
SmÏrování v tradiËních sítích zajiπªuje síªová vrstva modelu ISO/OSI. Na kaædém za¯ízení
bÏæí smÏrovací algoritmus, kter˝ prost¯ednictvím komunikace s jin˝mi za¯ízeními naplÚuje
svou smÏrovací tabulku. Na kaædém síªovém za¯ízení smÏrujícím pakety bÏæí nezávisl˝
smÏrovací proces, kter˝ komunikuje s ostatními procesy pomocí v˝mÏny zpráv. Za¯ízení
si pomocí zpráv vymÏÚují znalosti o topologii sítÏ, na základÏ které naplánují smÏrovací
tabulku[6].
5.1.1 SmÏrovací tabulka
SmÏrovací tabulka je datová struktura, která se nachází v ¯ídící Ëásti síªového za¯ízení. Ob-
sahuje záznamy sítí, metriky (vzdálenosti) spojené s tÏmito cestami a slouæí pro smÏrování
paket˘ p¯echázejících síªov˝mi za¯ízeními. Podle informací ve smÏrovací tabulce se systém
rozhoduje, jak naloæit s p¯ijat˝mi nebo odesílan˝mi pakety1.
Kaæd˝ paket obsahuje informace o jeho zdroji a cíli (zdrojov˝/cílov˝ port, zdrojová/cí-
lová IP adresa, zdrojová/cílová MAC adresa atd.). Kdyæ síªové za¯ízení p¯ijme paket, zaËne
jej zpracovávat. P¯i zpracování paketu probíhá vyhledávání shody jeho cílové adresy s po-
loækami záznam˘ v smÏrovací tabulce podle algoritmu nejdelπího shodného prefixu (longest
prefix match algoritmus). P¯i nalezení shody je paket zpracován, nebo je poslán dalπímu
síªovému za¯ízení spolu s dekrementací jeho TTL nebo se zahodí [3].
Existují dva zp˘soby naplnÏní smÏrovacích tabulek, a to staticky a dynamicky. Statické
naplnÏní tabulky manuálnÏ provádí správce sítí, kter˝ jako jedin˝ m˘æe modifikovat obsah
tabulky. Nev˝hodou je to, æe dan˝ zp˘sob není pouæiteln˝ p¯i pouæití rozsáhlejπích sítí.
Dynamické naplnÏní smÏrovací tabulky probíhá prost¯ednictvím smÏrovacích protokol˘,




5.1.2 Dynamické smÏrovací protokoly
SmÏrovací protokol je proces bÏæící na smÏrovaËi pro urËení nejvhodnÏjπí cesty, po které by
se mÏly p¯eposílat pakety k jejich cíl˘m. Procesy mezi sebou neustále komunikují pomocí
v˝mÏny zpráv. P¯enáπené zprávy zahrnují informace o aktuální topologii sítÏ a zapojen˝ch
sítí. Na základÏ zjiπtÏné topologie smÏrovací protokoly vytvá¯ejí záznamy, které mají b˝t
vloæené do smÏrovacích tabulek síªov˝ch za¯ízení.
Obrázek 5.1: RozdÏlení dynamick˝ch smÏrovacích protokol˘.
Na obrázku 5.1 je znázornÏno rozdÏlení dynamick˝ch smÏrovacích protokol˘. Podle pou-
æití se protokoly dÏlí na protokoly v rámci autonomního systému a protokoly mezi více
autonomními systémy. Za autonomní systém se povaæuje síª, která se nachází pod správou
jedné organizace. Protokoly v rámci autonomního systému se dÏlí na dvÏ t¯ídy: Link-State
protokoly a Distance Vector protokoly.
• Link-State protokoly nap¯íklad OSPF, IS-IS. Protokoly si vymÏÚují informace
o vπech smÏrovaËích a linkách v rámci své oblasti, kterou znají. KromÏ toho jsou
mezi oblastmi p¯enáπena struËná data pro umoænÏní komunikace do vzdálenÏjπích ob-
lastí. Kaæd˝ smÏrovaË tak má k dispozici topologii sítÏ, ze které vypoËítává optimální
hodnoty do smÏrovací tabulky. ObecnÏ jsou tyto protokoly komplexnÏjπí, vyæadují
ËlenÏní do oblasti a mají lepπí konvergenci neæ distanËní protokoly[7].
• Distance Vector protokoly nap¯íklad RIP, EIGRP. ObecnÏ je tato t¯ída protokol˘
v˝poËetnÏ ménÏ nároËná, neæ t¯ída linkov˝ch protokol˘. SmÏrovaËe p¯ijímají od sou-
sedních smÏrovaË˘ informace jak daleko (metrika) a kudy (rozhraní) je to do konkrét-
ních Ëástí sítí[12].
22
K t¯ídÏ protokol˘ mezi autonomními systémy pat¯í Path Vector Protocol.
• Path Vector protokol (nap¯. BGP) je t¯ída, která vznikla rozπí¯ením t¯idy dista-
nËních protokol˘. Základní myπlenka obou t¯íd je stejná aæ na ten rozdíl, æe uzly
vytvá¯ejí smÏrovací tabulky a propagují je do dalπích uzl˘ v sousedních autonomních
systémech. Kaæd˝ jeden takov˝ uzel autonomního systému jedná jménem celého au-
tonomního systému.
Protokoly jsou urËené pro velké sítÏ, sËímæ t¯ídy protokol˘ vrámci autonomního sys-
tému mají problémy. Protokol BGP poskytuje vÏtπí flexibilitu p¯i v˝bÏru cest, avπak
konvergence je velmi pomalá3.
5.2 SmÏrování SDN
KlíËov˝m rozdílem SDN smÏrování od tradiËního smÏrování je, æe smÏrování v takov˝ch
sítích ¯eπí kontroler. Kontroler má celkov˝ p¯ehled o topologii, coæ sniæuje pravdÏpodob-
nost v˝padk˘ nebo konflikt˘, které mohou v síti nastat, a také umoæÚuje jejich operativní
vy¯eπení. Oproti tradiËnímu je SDN smÏrování centralizované. Centralizace poskytuje moæ-
nost vytvo¯ení pravidel pro smÏrování a jejích následující distribuci do p¯epínaË˘ z jednoho
místa v síti. Dan˝ SDN p¯ístup je jednoduππí, rychlejπí a ménÏ nároËn˝ na reæii neæ tradiËní
p¯ístup, kde jsou pravidla vytvá¯ena a synchronizována kaæd˝m síªov˝m za¯ízením[9].
Dalπím rozdílem v SDN je pouæití p¯epínání namísto smÏrování paket˘. P¯epínání pa-
ket˘ probíhá na základÏ záznam˘ v tabulce tok˘, kterou prost¯ednictvím kontroleru plní
a spravují aplikace. Po p¯ijetí paketu síªov˝m za¯ízením zaËne jeho zpracovávání pro ná-
sledné p¯epínání. Záznamy pro pakety jsou vyhledávané sekvenËnÏ dle priority záznam˘
(viz. podsekce 3.1.3). Vzhledem k principu fungování tabulky tok˘ je moæné p¯epínání
paket˘ nejen podle cílové IP adresy, ale podle libovolného atributu.
5.2.1 SmÏrování podle obsahu
Jednou z v˝hod SDN smÏrování je, æe umoæÚuje smÏrovat netradiËnÏ, nap¯íklad podle
obsahu p¯enáπen˝ch paket˘. Zp˘sob vytvá¯ení p¯epínacích pravidel definuje, podle Ëeho
se smÏruje (nap¯. p¯i vytvá¯ení pravidel podle znalosti aplikaci, v síti se smÏruje podle
aplikace).
Kaædá aplikace má svoje poæadavky na p¯enos dat, které by p¯i návrhu smÏrovacích
algoritm˘ mÏly b˝t zohlednÏny. Pro umoænÏní zohlednÏní dan˝ch pot¯eb se aplikace v rámci
této práce rozdÏlují podle dvou kritérií. Prvním kritériem je maximální poæadovaná πí¯ka
pásma. Druh˝m kritériem je nízké zpoædÏní, které se urËuje poËtem síªov˝ch za¯ízení, resp.
p¯epínaË˘, mezi odesilatelem a p¯íjemcem. Na základÏ tÏchto dvou kritérií byly navrhnuty
4 smÏrovací algoritmy, které jsou zobrazeny na obrázku 5.2.
5.2.2 SmÏrovací algoritmy
Vπechny nové datové toky aplikací jsou stále smÏrované podle v˝chozích pravidel. Dané
smÏrování trvá, dokud detekËní skript nedetekuje tok od prioritní aplikace. Po nalezení se
tok posílá na kontroler ve formÏ pÏtice spolu s názvem aplikace. PÏtice se skládá z pro-
tokolu L4 vrstvy, zdrojové/cílové IP adresy a zdrojového/cílového portu. Kontroler na zá-
kladÏ poæadavk˘ aplikace zvolí vhodn˝ smÏrovací algoritmus pro urËení nejvhodnÏjπí cesty.
3 https://tools.ietf.org/html/rfc1322
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Obrázek 5.2: RozdÏlení aplikací podle jejich poæadavk˘ na p¯enos dat.
Pro prioritní aplikace byly navrhnuty 3 algoritmy (obrázek 5.3), které se pouæijí pro zjiπtÏní
optimální cesty a dalπího smÏrování prioritních dat. Podle zvolené cesty se nahrají pravidla
¯ídící p¯enos dat dané pÏtice na kaæd˝ z p¯epínaË˘, Ëímæ se umoæní smÏrování podle obsahu.
V˝chozí algoritmus se pouæívá nejen pro smÏrování datov˝ch tok˘ nov˝ch spojení, ale
také pro smÏrování dat aplikaci, které nevyæadují prioritní zpracování. Dan˝ algoritmus
funguje na zakladÏ generování proaktivních pravidel pro kaæd˝ p¯epínaË. Nejvyππí moæná
rychlost linky se zde bere bez zohlednÏní její aktuální zátÏæe. SmÏrování probíhá na základÏ
cílové IP adresy paket˘.
Algoritmy pro prioritní smÏrování:
1. algoritmus urËen˝ pro smÏrování dat aplikace poæadující co nejvÏtπí πí¯ku pásma.
Algoritmus vyhledává cestu s nejvÏtπí kapacitou podle aktuální vytíæenosti linek;
2. algoritmus urËen˝ pro smÏrování dat aplikacím, kter˝m nezaleæí na πí¯ce pásma,
ale na nejrychlejπí cestÏ. Algoritmus vyhledává nejkratπí cestu k p¯íjemci bez ohledu
na maximální rychlost a vytíæenost linek;
3. algoritmus urËen˝ pro smÏrování dat aplikacím, které pot¯ebují k p¯enosu jak mi-
nimální zpozdÏní, tak urËitou πí¯ku pásma. Algoritmus hledá nejkratπí cestu mezi
linkami s minimální dostateËnou rychlostí pro p¯enos dat, kterou definuje síªov˝ ad-
ministrátor. V p¯ípadÏ, æe æádná cesta splÚující tuto podmínku neexistuje, zaËne se
hledat cesta i s linkami nevyhovujícími zadanému kritériu.
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Obrázek 5.3: P¯íklad algoritmu pro v˝bÏru nejlepπí cesty mezi odesilatelem a p¯íjemcem
dat pro r˘zné typy prioritních aplikací.
5.3 Návrh aplikace
Celá aplikace má fungovat takov˝m zp˘sobem, æe detekËní skripty na koncov˝ch za¯ízeních
budou zjiπªovat, jestli není nÏjak˝ nov˝ proces, kter˝ zaËal bÏæet a pot¯eboval by p¯istupo-
vat k síti. Kdyæ se zjistí, æe se takov˝ proces objevil, koncové za¯ízení poπle tuto informaci
kontroleru, kter˝ podle toho za¯ídí smÏrování paket˘, které nesou data dané aplikace/pro-
cesu podle toho, zda je a nebo není prioritní a jestli lépe vyhovuje pro p¯eposlání paket˘
rychlá/drahá nebo pomalá/levná linka. Seznam prioritních aplikaci bude nastavován síªo-





V této kapitole bude popsána implementace praktické Ëásti bakalá¯ské práce. Praktická
Ëást se skládá z detekËního skriptu pro koncové stanice a aplikace pro kontroler. V rámci
detekËního skriptu budou popsány vyuæité utility OS pro zjiπtÏní nov˝ch datov˝ch tok˘
a jejich dalπí zpracování p¯ed odesláním na kontroler. SouËástí kapitoly je podrobn˝ po-
pis implementace v˝sledné smÏrovací aplikace, kter˝ se skládá z v˝Ëtu implementovan˝ch
události, smÏrovacích algoritm˘ atd.
6.1 DetekËní mechanizmus
DetekËní mechanizmus byl implementován jako multiplatformní skript v jazyce Python,
kter˝ podporuje operaËní systémy Windows, GNU Linux a FreeBSD. Skript je zaloæen
na systémov˝ch utilitách, které se pouæívají pro zjiπtÏní informaci o síªov˝ch tocích na kon-
cové stanici.
DetekËní skript se spouπtí s dvÏma parametry, a to IP adresou a portem vzdáleného
kontrolera, na TCP socket kterého, má b˝t napojen. Po navázaní spojení zaËíná komunikace
skriptu a kontrolera. Komunikace probíhá v˝mÏnou zpráv, serializovan˝ch pomoci knihovny
JSON.
První zprávu, kterou posílá skript, je
”
Pcinfo“. Kontroler ihned po zjiπtÏní, æe se napojil




Konfigurace“ je první zpráva, kte-




push“ reæimu implementuje funkce handle push request, která v cyklu
v pravideln˝ch Ëasov˝ch intervalech zjiπªuje aktivní spojení pomocí systémov˝ch utilit.
Utility se liπí podle typu operaËního systému a proto se pouæívají jiné na kaædém z nich.
Po získání tabulky aktivních spojeni jednou z nich, se v˝sledek Ëistí a parsuje do tvaru
tabulky. NáslednÏ se daná tabulka filtruje, aby v tabulce nov˝ch spojení, jeæ se poπle na
kontroler, byla jen ta, která se povaæují za prioritní. V dalπím kroku cyklu je tabulka
star˝ch aktivních spojení obnovena novou. V p¯ípadÏ, æe se æádné nové spojení neobjevilo,
na kontroler se poπle pouze prázdná zpráva, která funguje jako identifikátor pro zjiπtÏní,
zda je spojení s kontrolerem aktivní, anebo se má skript pokusit napojit na kontroler znovu.
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PortStatsReceived Informování o p¯eneseném poËtu bajt˘ na vybraném rozhraní.
ConnectionUp P¯ipojení nového p¯epínaËe na kontroler. SouËástí je seznam port˘ na p¯epínaËi.
ConnectionDown Odpojení p¯epínaËe od kontroleru. SouËástí je seznam port˘ na p¯epínaËi.
PortStatus Vypnutí rozhraní na p¯epínaËi.
LinkEvent Detekování p¯ipojení/odpojení linky mezi dvÏma p¯epínaËi.
FlowRemoved Informování o odstranÏní pravidla z OpenFlow tabulky
HostEvent Detekování nové IP adresy v síti.
Tabulka 6.1: Seznam zpracováván˝ch a odchytáván˝ch událostí.
6.2 ÿídící aplikace pro smÏrování dat
Hlavním cílem této práce je vytvo¯ení skriptu pro ¯ízení sítÏ SDN, kter˝ implementuje
smÏrování datov˝ch tok˘ dle poæadavk˘ síªov˝ch aplikací. BÏh aplikace je rozdÏlen do t¯í
vláken: TCP server (funkce tcp server), Statistiky (funkce stats thread) a Obsluha fronty
(funkce handle queue). KromÏ vláken obsahuje aplikace implementaci obsluæn˝ch funkcí,
které jsou volány kontrolerem p¯i v˝skytu externích událostí. Stav celé topologie je uloæen
v t¯ídÏ Topology, která je prost¯ednictvím zámk˘ zabezpeËena pro mezivláknovou komuni-
kaci. RozdÏlení aplikace je zobrazeno na obrázku 6.1. Následující text popisuje jednotlivé
Ëásti aplikace.
Obrázek 6.1: Architektura implementované aplikace.
6.2.1 Implementace severního rozhraní
Aplikace pro ¯ízení sítÏ implementují severní rozhraní kontroleru, jejichæ forma je defino-
vaná obsluæn˝mi funkcemi. Obsluæné funkce reagují na asynchronní události vyvolané kon-
trolerem. Následující tabulka popisuje seznam událostí, které v˝sledná aplikace odchytává
a zpracovává:
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Zpracování jednotliv˝ch událostí je implementováno následovnÏ:
PortStatsReceived
Na kaæd˝ p¯epínaË v síti se odesílá dotaz, kter˝ zjiπªuje sumy odeslan˝ch bajt˘ pro vπechna
jeho rozhraní. Na tyto dotazy p¯epínaË odpovídá vygenerováním zprávy. P¯ijetí zprávy
kontroler oznamuje vyvoláním dané události. Vyuæití port˘ na p¯epínaËi se vypoËítává
podle sumy p¯enesen˝ch bajt˘.
ConnectionUp
Ve chvíli, kdy p¯epínaË navazuje spojení s kontrolerem, se vygeneruje událost. Tato událost
obsahuje seznam port˘ na p¯epínaËi spolu s jejich parametry. Jedním z parametr˘ je ma-
ximální rychlost linky. Znalost tohoto parametru se vyæaduje pro správnou funkcionalitu
smÏrovacích algoritm˘.
ConnectionDown
Po ukonËení spojení mezi p¯epínaËem a kontrolerem jsou odstranÏny vπechny prioritní toky,
které protékaly dan˝m p¯epínaËem a také vπechny cesty v˝chozího smÏrování. Po odstranÏní
star˝ch v˝chozích cest se vytvo¯í nové, které budou nahrány na p¯epínaËe.
PortStatus
Po vypnutí portu na p¯epínaËi se zjistí, jaká IP adresa byla na daném portu p¯ipojena.
Vπechna smÏrovací pravidla pro danou IP adresu se odstraní ze vπech p¯epínaË˘ v síti.
LinkEvent
Událost vyvolává POX modul openflow.discovery, kter˝ se pouæívá na detekci linek mezi
p¯epínaËi. Dan˝ modul vyuæívá zprávy LLDP, které stále odesílá na vπechny porty a ná-
slednÏ Ëeká na jejich p¯íjem. Po detekci nové linky, nebo odpojení stávající, se vπechny
v˝chozí cesty vymaæou a vytvo¯í se nové.
FlowRemoved
OpenFlow záznamy pro prioritní aplikace mají na p¯epínaËích nastaven ËasovaË (300 sekund.
Pokud v rámci nastaveného ËasovaËe nebude p¯ijat æádn˝ paket, kter˝ by mohl b˝t zpraco-
ván dan˝m pravidlem, bude pravidlo odstranÏno. Po jeho smazání bude zároveÚ odstranÏna
informace o existenci daného pravidla na kontroleru.
HostEvent
Událost vyvolává POX modul host tracker, kter˝ anal˝zou ARP paket˘ vytvá¯í mapování
mezi IP adresou, MAC adresou a portem (umístnÏní) v síti. Po detekci p¯ipojení nové
IP adresy modul vyvolá událost. Na základÏ této události se vytvo¯í v˝chozí pravidla pro
smÏrování paket˘, která budou odeslána na novou IP adresu.
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6.2.2 ZjiπtÏní vytíæení linek
Protokol OpenFlow verze 1.0 neumoæÚuje p¯ímo zjistit vytíæení linek, resp. port˘ na p¯epí-
naËích. Informaci o vytíæení linek je vπak nutné získat pro správné fungování smÏrovacích
algoritm˘. Pro zjiπtÏní vytíæenosti se pouæívá atribut, kter˝ udává poËet odeslan˝ch bajt˘
na fyzickém portu síªového p¯epínaËe. Na kontroleru bÏæí samostatné vlákno, které se kaæ-
d˝ch 5 sekund dotazuje na statistiky vπech port˘ p¯epínaËe v síti.
Zpráva s poËtem odeslan˝ch bajt˘ se zpracovává pomocí obsluæné funkce PortStatsRe-
ceived(). Funkce vypoËítá rozdíl poËtu p¯enesen˝ch bajt˘ od posledního nahláπeného údaje.
Po vydÏlení vypoËteného rozdílu Ëasem (5 sekund), ubÏhlého od posledního údaje, se získá
pr˘mÏrná p¯enosová rychlost.
6.2.3 Integrace detekËních skript˘
Obsluha detekËních skript˘ je na kontroleru realizována pomocí samostatného vlákna s ná-
zvem tcp server(). Toto vlákno vytvo¯í serverov˝ TCP socket, na kter˝ se p¯ipojují skripty.
Po p¯ipojení detekËního skriptu na TCP socket a následné v˝mÏnÏ poËáteËních zpráv (jak
bylo popsáno v podsekci 4.2.1), se zaËnou odesílat síªové toky vybran˝ch aplikací na kont-
roler. Kontroler vπechna p¯ijatá data ze socketu ukládá do pomocného ¯etÏzce. Vyhledávaní
jednotliv˝ch zpráv v daném ¯etÏzci probíhá pomocí funkce find message(). P¯ijaté zprávy
jsou zakódovány ve formátu JSON.
Po dekódování zprávy z formátu JSON se ve zprávÏ vyhledá identifikátor toku (pÏtice)
spolu s názvem aplikace, které dan˝ tok pat¯í. Získané údaje se uloæí do fronty q, která
umoæÚuje bezpeËnou komunikaci mezi vlákna.
6.2.4 Spracování novÏ detekovan˝ch tok˘
Pro zabránÏní neustálého nahrávání nov˝ch pravidel na síªové p¯epínaËe, jsou pravidla
pro novÏ detekované toky vytvá¯eny po balících a to v pravideln˝ch intervalech. Vlákno
handle queue() kaædou sekundu kontroluje frontu q, která obsahuje novÏ detekované pÏtice
s názvem aplikace. Pro kaæd˝ tok se vyhledají nejlepπí cesta mezi odesílatelem a p¯íjemcem
síªového toku, pomocí vhodného algoritmu. Podle nalezené cesty se vytvo¯í a nainstalují
p¯ísluπná OpenFlow pravidla.
6.2.5 Uloæení dat
Vπechny informace, které skript ke své Ëinnosti pot¯ebuje, jsou uloæeny ve slovnících t¯ídy
Topology. Jedná se o slovníky:
• links - seznam linek mezi p¯epínaËi. Obsahuje maximální πí¯ku pásma, aktuální volnou
πí¯ku pásma a údaje pot¯ebné k v˝poËtu dostupné πí¯ce pásma.
• ip addresses - seznam detekovan˝ch IP adres spolu s jejich polohou v síti.
• switches - seznam vπech p¯ipojen˝ch p¯epínaË˘, objekt spojení k p¯epínaËi, seznam
port˘ na p¯epínaËi spolu s informací, kam porty vedou a seznam nainstalovan˝ch
OpenFlow pravidel.
• speed - seznam vπech port˘ v síti a jejich maximální dostupná kapacita.
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6.2.6 SmÏrovací algoritmy
Algoritmus pro nalezení cesty s nejvÏtπí kapacitou (funkce algorithm ban-
dwidth)
Vπechny linky v síti se se¯adí od nejvÏtπí kapacity po nejmenπí podle maximální kapacity
nebo aktuální volné kapacity linky. Z linek s nejvÏtπí kapacitou se vytvo¯í graf, ve kterém se
vyhledá nejkratπí cesta mezi p¯epínaËi, v nichæ jsou zapojeny odesílatel a p¯íjemce zprávy.
V p¯ípadÏ, æe cesta není nalezena, se do grafu postupnÏ p¯idávají linky s niæπími rychlostmi,
jak zobrazuje obrázek 6.2.
Obrázek 6.2: Ukázka algoritmu pro nalezení cesty s nejvÏtπí kapacitou.
Algoritmus pro nalezení nejkratπí cesty (funkce algorithm delay)
Ze vπech linek v síti, bez ohledu na jejich kapacitu, se vytvo¯í graf, ve kterém se hledá cesta
s nejmenπím poËtem vyuæit˝ch linek.
Algoritmus pro nalezení nejkratπí cesty s dostateËnou kapacitou (algorithm
both)
Vπechny linky v síti se se¯adí od nejvÏtπí kapacity po nejmenπí podle aktuální volné kapacity
linky. Z linek s kapacitou vÏtπí, neæ aplikace vyæaduje, se vytvo¯í graf. Pokud se v grafu
nenajde nejkratπí cesta mezi odesílali a p¯íjemcem, zaËnou se do grafu p¯idávat linky s menπí
kapacitou (stejnÏ jak u algoritmu algorithm bandwidth).
6.2.7 P¯eposílaní ARP zpráv
Vytvo¯ené smÏrovací algoritmy ¯eπí p¯eposílání paket˘ mezi zdrojovou a cílovou IP adre-
sou. Pro umoænÏní jakékoli komunikace mezi adresami musí obÏ stanice znát cílovou MAC
adresu, která se pouæije p¯i vytvá¯ení Ethernetové hlaviËky. Tuto adresu stanice získávají
protokolem ARP1. Pomocí daného protokolu se stanice musí umÏt domluvit. Pouæit˝ POX
1https://tools.ietf.org/html/rfc826
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modul arp responder implementuje smÏrování ARP zpráv prost¯ednictvím jejich odesílání
na vπechna síªová rozhraní. Protoæe v síªové topologii m˘æe existovat smyËka, je takové
chování bez dodateËného oπet¯ení neæádoucí. Pro odstranÏní tohoto problému byl vytvo¯en
algoritmus odstranÏní smyËky v topologii.
Algoritmus pro odstranÏní smyËek (arp stp()) vytvo¯í z aktuální topologie pomocí algo-
ritmu STP strom. Algoritmus STP je implementován pomocí funkce minimum spanning tree()
knihovny networkx. Po vytvo¯ení stromu sítÏ se vyhledají ty linky topologie, které nejsou
ve stromu. Pro tyto linky se vytvo¯í pravidla, která zahodí vπechny p¯íchozí ARP zprávy.
Pomocí pravidel vytvo¯en˝ch takov˝m zp˘sobem, se odstraní vπechny moæné smyËky pro-
tokolu ARP.
6.2.8 Vyuæití vestavÏn˝ch POX modul˘
Implementovaná ¯ídící aplikace pro správn˝ chod vyæaduje spuπtÏní více vestavÏn˝ch POX
modul˘. Aplikace s ostatními moduly p¯ímo nekomunikuje, ale zpracovává události, které
moduly generují. Popis pouæit˝ch vestavÏn˝ch modul˘ je následující:
• openflow.discovery - Detekce linek mezi p¯epínaËi. Pomocí znalostí p¯epínaË˘ a li-
nek mezi p¯epínaËi je skript schopen vytvo¯it topologii sítÏ.
• host tracker - Detekce zapojen˝ch IP adres v síti pomocí které se do topologie sítÏ
p¯idají koncová za¯ízení.
• proto.arp responder - Modul obsluhující ARP zprávy, které p¯eposílá v síti. Pomocí
tohoto modulu jsou koncové stanice schopny komunikovat protokolem ARP.
VestavÏn˝ modul host tracker z neznám˝ch p¯íËin obËas neohlásil IP adresu pro novÏ
detekovány stanice, ale pouze jejich polohu a MAC adresu. Modul byl upraven p¯idáním
nÏkolika ¯ádk˘ kódu.
Architektura v˝sledného ¯eπeni zobrazující detekËní skripty na koncov˝ch stanicích a apli-
kace pro smÏrování bÏæící na kontroleru je zobrazena na obrázku 6.3.
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Testování implementovan˝ch aplikací probíhalo ve virtualizovaném prost¯edí Mininet. Mi-
ninet umoæÚuje vytvo¯it libovolnou topologii obsahující OpenFlow p¯epínaËe. Do vytvo¯ené
topologie byly zapojeny virtuální poËítaËe, na kter˝ch bÏæel operaËní systém Windows 10
a Ubuntu 16.04. Na obou poËítaËích byl nainstalován detekËní skript pro ohlaπování no-
v˝ch síªov˝ch tok˘. SouËástí topologie byl kontroler POX, kter˝ kromÏ ¯ídícího spojení
s p¯epínaËi musel mít také spojení s koncov˝mi stanicemi. Testovací topologie je zobrazena
na obrázku 7.1.
Obrázek 7.1: Testovací topologie.
Po vytvo¯ení topologie byl spuπtÏn kontroler POX, na kter˝ se postupnÏ zaËaly p¯ipo-
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jovat vytvo¯ené p¯epínaËe. Kontroler POX byl spustÏn s parametry:
sudo python pox.py log.level –WARNING openflow.discovery penflow.topology host tracker
samples.bp proto.arp responder
Po p¯ipojení vπech p¯epínaË˘ ke kontroleru se zaËala spouπtÏt koncová za¯ízení. Vπechna
koncová za¯ízení mÏla nastavenou statickou IP adresu podle obrázku 7.2. DetekËní skripty
na poËítaËích A a B byly nakonfigurovány, aby se p¯ipojovaly k IP adrese 192.168.1.3.
Pro jednoduππí testování byla rychlost vπech linek mezi p¯epínaËi omezena na 10Mbps.
Linky ke koncov˝m za¯ízením z˘staly ve v˝chozím nastavení poskytujícím rychlost 10Gbps.
P¯ed zahájením test˘ mÏ¯ících rychlost p¯enosu dat byla otestována vzájemná konektivita
koncov˝ch stanic pomocí nástroje Ping. Vzhledem k úspeπnému testu se mohlo p¯ejít k hlav-
ním test˘m.
7.1 Test 1
Cílem testu je otestovat v˝bÏr pouæité linky pro aplikaci nevyæadující prioritní zpracování.
BÏhem testu je linka mezi p¯epínaËem 1 a 5 zatíæena p¯enosem rychlostí 8Mbps. I p¯i
nastavení maximální rychlosti linek 10Mbps nebylo moæné dosáhnout vÏtπí rychlost jako
8Mbps. Obrázek 7.2 zobrazuje smÏr toku dat s p¯enosovou rychlostí.
Obrázek 7.2: Schéma prvního testu.
Popis testu:
1. Z poËítaËe A se spustilo kopírování velkého souboru z poËítaËe B (B ! A), Ëímæ
vzniklo vytíæení linky mezi p¯epínaËi 1 a 5 poËas celé doby testu.Linka 1 – 5 byla vy-
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tíæena, protoæe v˝chozí smÏrovací pravidla pro p¯enos dat mezi IP adresami 192.168.1.1
a 192.168.1.2 smÏrují p¯enos cestou 192.168.1.1 – 1 – 5 – 192.168.1.2.testu:
2. Na poËítaËi A se spustí aplikace FileZilla, pomocí které je zahájen p¯enos dalπího
souboru z poËítaËe B ve smÏru B ! A.
3. Rychlost p¯enosu souboru se pohybuje kolem 379,2kbps.
4. Analyzováním OpenFlow tabulek bylo zjiπtÏno, æe p¯enos druhého souboru aplikací
FileZilla vyuæívá jiæ vytíæenou linku 1 – 5.
7.2 Test 2
Jedná se o zopakování testu Ë. 1, avπak s vyuæitím detekËního skriptu pro nalezení pri-
oritního síªového toku. Nastavením poæadavku pro maximální rychlost p¯enosu aplikaci
FileZilla se oËekává zrychlení p¯enosu souboru z poËítaËe B poËítaËi A.
1. Z poËítaËe A se spustilo kopírování velkého souboru z poËítaËe B (B ! A), Ëímæ
vzniklo vytíæení linky mezi p¯epínaËi 1 a 5 behÏm celé doby testu. Linka 1 – 5
byla vytíæena, protoæe v˝chozí smÏrovací pravidla pro p¯enos dat mezi IP adresami
192.168.1.1 a 192.168.1.2 smÏrují p¯enos cestou 192.168.1.2 > 1 - 5 > 192.168.1.1.
2. Na poËítaËi A se spustí aplikace FileZilla, pomocí které je zahájen p¯enos dalπího
souboru z poËítaËe B ve smÏru B ! A.
3. Rychlost p¯enosu souboru se znovu pohybuje kolem 354,8kbps.
4. Po pár vte¯inách se zaËne rychlost p¯enosu zvyπovat, aæ dosáhne hodnotu 8104kbps.
5. P¯enos souboru probíhá cestou 192.168.1.2 > 2-5 > 1-2 > 192.168.1.1, která sice není
nejkratπí, ale poskytuje nejvyππí moænou p¯enosovou rychlost.
D˘vodem nízké rychlosti v kroku Ëíslo 3 je, æe detekce prioritního síªového toku a ná-
sledné vytvo¯ení OpenFlow pravidel trvá aæ nÏkolik vte¯in. Na obrázku 7.3 je tato situace
zobrazena prost¯ednictvím dvou cest p¯enosu dat. P¯ed detekováním aplikace se vyuæívá
cesta znázornÏná p¯eruπovanou Ëarou poskytující rychlost p¯enosu 354,8kbps. Po nalezení
optimálnÏjπí cesty se pouæije cesta znázornÏná plnou Ëarou. Po p¯epnutí smÏrovací cesty
optimálními linkami se p¯enosová rychlost zv˝πila na 8104kbps.
7.3 Test 3
P¯i tomto testu je kromÏ linky 1-5 vytíæená linka mezi p¯epínaËi 2 a 5. Linka 2-5 je vy-
tíæena rychlostí 5Mbps, takæe je moæné p¯es linku p¯enést dalπí 3Mbps. Poæadavky aplikace
FileZilla byli zmÏny na nejkratπí cestu s minimální rychlostí 2Mbps.
1. Linka 1-5 je maximálnÏ vytíæená s volnou kapacitou 0kbps. Linka 2-5 je ËásteËnÏ
vytíæená, umoæÚující p¯enos dat rychlostí p¯ibliænÏ 3Mbps. Vπechny ostatní linky jsou
nevytíæené, umoæÚující p¯enos dat rychlostí 8Mbps.
2. Na poËítaËi A se spustí aplikace FileZilla, pomocí které je zahájen p¯enos dalπího
souboru z poËítaËe B ve smÏru B ! A.
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Obrázek 7.3: Schéma druh˝ho testu.
3. Rychlost p¯enosu se po krátkém Ëase ustálí na hodnotÏ 2871kbps.
4. Anal˝zou OpenFlow tabulek byla nalezena pouæitá cesta pro p¯enos dat. Jednalo se
o cestu 192.168.1.2 > 1 - 5 > 192.168.1.1.
Obrázek 7.4 zobrazuje v˝slednou zvolenou cestu, která není nejkratπí a ani nejrychlejπí
cestou. Jedná se o kombinaci obou parametr˘. Byla pouæita nejkratπí moæná cesta s volnou
kapacitou alespoÚ 2Mbps pro p¯enos.
Cílem test˘ bylo proukázat v˝hody smÏrování dle typu p¯enáπené aplikace. P¯i nezna-
losti typu aplikace, byla zvolena smÏrovací cesta, která ne vædy odpovídala nejoptimálnÏjπí
variantÏ. Kdyæ byla aplikace FileZilla nastavena, jako aplikace vyæadující maximální rych-
lost p¯enosu dat, rychlost p¯enosu se v˝raznÏ zv˝πila. Na základÏ proveden˝ch test˘ lze
v˝sledné aplikace oznaËit jako úspÏπné.
36




V rámci své bakalá¯ské práce jsem se seznámila s principem softwarovÏ definovan˝ch sítí
a moænostmi, které nabízejí pro zefektivnÏní a zlepπení smÏrování dat v síti. Cílem mojí
práce bylo navrhnout a naimplementovat smÏrovací algoritmus pro SDN kontroler a také
detekËní mechanizmus pro koncové stanice. Pro implementaci smÏrovací aplikace byl zvolen
kontroler POX pro svou jednoduchost v rozπí¯ení a testování nov˝ch funkcí. ObÏ aplikace
byly implementovány v jazyce Python.
V˝πe zmínÏné aplikace byly funkcionálnÏ a logicky propojené, naimplementované a ná-
slednÏ otestované v emulaËním nástroji Mininet.
V˝sledkem práce jsou dvÏ aplikace. Pro smÏrovací aplikaci na kontroler byly navrhnuty
a naimplementovány celkem Ëty¯i smÏrovací algoritmy. Jeden algoritmus jako defaultní
pro smÏrování vπech neznám˝ch tok˘ a také tok˘ neprioritních aplikací. Seznam prioritních
aplikací byl definován síªov˝m administrátorem na kontroleru a následnÏ odeslán jako jeden
z parametr˘ konfiguraËní zprávy pro detekËní skript. Ostatní t¯i algoritmy berou své základy
z defaultního algoritmusu a jsou urËené pro smÏrování dat prioritních aplikací nejlepπí
moænou cestou s ohledem na poæadavky aplikací na síª (πí¯ka pásma, zpoædÏní).
DetekËní skript byl navrhnut a naimplementován jako démon skript, kter˝ m˘æe bÏæet
na pozadí koncové stanice a sbírat informace o síªov˝ch tocích. Pro získávání dané informace
jsou nová spojení odfiltrovaná na jen prioritní a odeslané na kontroler.
Chování aplikací, které je popsané v˝πe, bylo demonstrováno experimenty, jejichæ v˝-
sledky dokazují, æe aplikace fungují správn˝m zp˘sobem. Pro aplikace je moæné navrhnout
rozπí¯ení ve formÏ dalπích reæim˘ detekËního skriptu. Jedním z tak˝ch rozπí¯ení m˘æe byt
reæim
”
pull“. Princip jeho fungování lze popsat takto: v p¯ípadÏ, æe na kontroler bude p¯e-
poslán paket z neznámého toku dat, kontroler se optá detekËních skript˘, zda dan˝ datov˝
tok (ve formÏ pÏtice) nepoznají. V p¯ípadÏ kladné odpovÏdi detekËní skript vyhledá jméno
aplikace, která spravuje dan˝ tok, p¯ipojí ho k pÏtici a odeπle zpátky na kontroler. V˝hodou
daného rozπí¯ení by bylo menπí zatíæení kontroleru p¯i smÏrování neznám˝ch paket˘.
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