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Abstract
Key words : condition spectrum, vector valued analytic maps, maximum modu-
lus principle, upper and lower hemicontinuous correspondence, (p, q)−− pseudo
spectrum.
For 0 <  < 1 and a Banach algebra element a, this thesis aims to establish
the results related to continuity of condition spectrum and its level set correspon-
dence at (, a). Here we propose a method of study to achieve the continuity. We
first identify the Banach algebras at which the interior of the level set of condition
spectrum is empty and then we obtain the continuity results.
This thesis consists of four chapters. Chapter 1 contains all the prerequisites
which are crucial for the development of the thesis. In particular, this chapter
has a quick review of the basic properties of spectrum, condition spectrum, upper
and lower hemicontiuous correspondences. We also concentrate on analytic vector
valued maps and generalized maximum modulus theorem for them.
For an element a inA, Chapter 2 has the results related to interior of the level of
set of the condition spectrum of a. At first, we focus on 1− level set of the condition
spectrum and we prove that it has empty interior for any Banach algebra element
a. In later portion, for 0 <  < 1, we show that the interior of − level set of
condition spectrum of a is empty in the unbounded component of resolvent of
a. For any operator T ∈ B(X) where X is complex uniformly convex or X∗ is
complex uniformly convex, we prove −condition spectrum of T has an empty
interior.
Contents in Chapter 3 has the study of upper, lower hemicontinuity and joint
continuity of the condition spectrum correspondence and its level set maps, in
the appropriate settings. For 0 <  < 1, we demonstrate the significant role
of the empty interior of the − level set of condition spectrum at a given point
(, a) ∈ (0, 1) × A where the continuity of the required maps are sought after. We
establish the uniform continuity of the condition spectrum in the domain of nor-
mal matrices. Using the fact that 1− level set of condition spectrum is empty, we
study the nature of − condition spectrum of an element when  approaches to 1.
For the elements a, p in A such that p2 = p and  > 0, Chapter 4 is devoted to
discuss some analytical and geometrical properties of (p, e−p)− pseudo spectrum
of a and its level sets. The efforts in the first subsection make the essential tools to
show the non emptiness of (p, e− p)−  pseudo spectrum of a. Second subsection
of this chapter deals with the level sets. We show the interior of the level set of
(p, e−p)− pseudo spectrum of a is empty in the unbounded component of (p, e−p)
vii
resolvent set of a. An illustration is framed to show that the condition unbounded
component can not be ignored in general.
Mathematics subject classifications : 46H05, 47A10, 15A09.
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Chapter 1
Prerequisites
The study of eigenvalues rooted in the literature of mathematics in the early 18th
century while solving the differential equations. A brief survey about application
of eigenvalues in different areas of science is given in the first chapter of the book
[47]. In the beginning of 20th century, Hilbert concentrated on eigenvalues of inte-
gral operators by viewing the operators as infinite matrices which are included in
more general notion called spectral values. Eigenvalues are also called characteris-
tic values. In this report we use the notion spectral value. Set of all spectral values
of an operator is called as the spectrum of the given operator.
The study of spectrum can be done more generally in a Banach algebra set-
ting. In our context we give priority to discuss some important topological prop-
erties of a variant of the spectrum. Some of the generalized notions of spectrum
are Exponential spectrum, Pseudo Spectrum and Condition spectrum. Detailed
information for Exponential spectrum can be found in [38]. Pseudo spectra of a
Banach algebra element is the union of all limited perturbed spectral values of the
given element. The book [47] written by Trefethen and Embree consists exhaustive
material about the pesudo spectra of matrices and operators defined on a Banach
space. Article [28] discusses the pseudo spectra of an element in a Banach algebra.
The concept of condition spectrum is introduced in [29]. The goal of this thesis
is to find necessary and sufficient condition for the condition spectrum map to be
continuous, under appropriate domain space and range space. Final part of this
thesis devoted to (p, q) outer generalized pseudo spectrum of a Banach algebra ele-
ment defined with respect to the idempotents p and q. The (p, q) outer generalized
inverse of a Banach algebra element is the generalization of the weighted outer
generalized inverses of an operator defined on a Banach space (see [17] and [12]).
Definition of (p, q) outer generalized pseudo spectrum first appeared in [25]. This
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portion has the study of interior of level sets of (p, q) outer generalized pseudo
spectrum and its applications.
The main aim of this chapter is to give a brief and rapid review of some basic
definitions, notions and related results which are necessary for the rest of develop-
ment of the thesis.
1.1 Basic definitions and notions
We begin our study with the definition of an Algebra
Definition 1.1.1 ([7], 14 in Lecture 3). Let A be a vector space over C. We say A is an
algebra over C if there is a rule for multiplication on A that satisfies the four conditions
1. a(bc) = (ab)c,
2. a(b+ c) = ab+ ac,
3. (a+ b)c = ac+ bc,
4. λ(ab) = (λa)b = a(λb),
for all a, b, c in A and for all scalars λ.
Our, next definition is about Banach algebras. Most of our results are derived
for an element in a complex unital Banach Algebra. The concept of Banach Algebra
originated in the early twentieth century. Gelfand noticed the central role of max-
imal ideals and using them he constructed the modern theory of Banach algebras
(see [41]). The corresponding results were appeared in [20]. The book by Naimark
with title ”Normed Rings” [36] is the one which carried the Banach Algebra theory
much widen further.
Definition 1.1.2 ([7], 14 in Lecture 3). Let A be an algebra over C. A norm ‖.‖ on A
satisfying
‖ab‖ ≤ ‖a‖‖b‖, for all a, b ∈ A,
is called an algebra norm and (A, ‖.‖) is called a normed algebra. A complete normed
algebra is called a complex Banach algebra. If there is an element e ∈ A such that
ea = ae = a for all a ∈ A
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and ‖e‖ = 1 then A is called a complex unital Banach algebra. A is called commutative
Banach algebra if
ab = ba for all a, b ∈ A.
Since most of our results in this thesis are trivial for the elements which are
scalar multiple of unity, we denote all non scalar multiple element by A \ Ce.
The examples furnished below helps us to have a clear picture about the vari-
ous kinds of Banach algebras. It is to be noted that these particular examples have
a crucial role in the theory of Banach and C∗− algebras.
Example 1.1.3. 1. The complex field C with ‖z‖ = |z| is a Complex unital Banach
Algebra.
2. Let K be a compact Hausdroff space and C(K) be the set of all complex valued
continuous functions on K. If f, g ∈ C(K) then addition and multiplication are
defined as
(f + g)(x) = f(x) + g(x), (fg)(x) = f(x)g(x)
for all x ∈ K. If f ∈ C(K) then
‖f‖∞ = sup
x∈K
|f(x)| .
C(K) is a commutative complex unital Banach algebra with respect to the above
norm. The map
e : K → C defined by e(x) = 1 (x ∈ K)
is the unit element in C(K).
3. LetX be a complex Banach space andB(X) be the set of all bounded linear operators
defined on X . If T1, T2 ∈ B(X) then we define the addition as,
(T1 + T2) (x) = T1(x) + T2(x) (x ∈ X),
multiplication is defined as,
(T1 • T2) (x) = T1 (T2(x)) (x ∈ X).
and the operator norm of T ∈ B(X) is defined as
‖T‖ = sup
x∈X,‖x‖=1
‖T (x)‖.
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With the above defined norm B(X) is a non commutative complex Banach algebra
with unit e ∈ B(X) where e(x) = x for all x ∈ X .
4. Let Mn(C) be the set of all n × n complex matrices. Mn(C) forms a Banach alge-
bra with usual matrix addition, matrix multiplication and with respect the one of
following norms
‖A‖∞ = max
1≤i≤n
{
n∑
j=1
|aij|
}
, ‖A‖2 = smax(A) (1.1)
where A ∈ Mn(C), aij ∈ C be the (i, j)th entry element in A and smax(A) is the
maximum singular values of A. Singular value of A is nothing but the positive
square root of the spectral values (see Definition 1.1.4) of the matrix A∗A where A∗
denotes the conjugate transpose of A.
5. G be a group and let l1(G) denote the set of mapping f of G into C such that∑
s∈G
|f(s)| < ∞. With pointwise addition and scalar multiplication, with convo-
lution
(f ∗ g) (s) =
∑
t∈G
f(t)g
(
t−1s
)
(s ∈ G)
as product and with the norm ‖f‖ =
∑
s∈G
|f(s)|. l1(G) is a Banach algebra called the
discrete group algebra of G.
In this thesis, we explore some topological properties of some generalized spec-
trum. Since, we will be using the notion of spectrum and relevant elementary facts
regularly, we turn our attention to the theory of spectrum.
The nature of an element in a Banach algebra can be elegantly studied by spec-
trum. The word spectrum was first coined by David Hilbert (see historical notes
on page number 191 in [38]). The spectrum of an element is a proper subset of com-
plex numbers which is a kind of shadow of the element. In particular, the study of
spectrum facilitates a way to understand the phenomenon of invertiblity.
Definition 1.1.4 ([14], Definition 3.1). Let A be a complex unital Banach Algebra with
identity and a ∈ A. The spectrum of a is defined as
σ(a) := {λ ∈ C : (a− λ) is not invertible in A} .
The complement of σ(a) is called the resolvent set of a. We denote it by ρ(a)
4
In the above definition λ denotes λ · e where e is the unit element in A.
Definition 1.1.5 deals with spectral radius. Spectral radius is nothing but the
maximum of absolute value of spectrum elements and hence this number is the
radius of the smallest closed ball centered at zero which contains all spectral ele-
ments. We will be using some fundamental facts of spectral radius in certain parts
of our later work.
Definition 1.1.5 ([14], Definition 3.7). Let A be a complex unital Banach Algebra with
identity and a ∈ A, the spectral radius of a, r(a) is defined by
r(a) := sup {|λ| : λ ∈ σ(a)} .
Theorem 1.1.6 explains some significant relationship between the spectral ra-
dius and the norm of an element.
Theorem 1.1.6 ([14], Theorem 3.6, Proposition 3.8). Let A be a complex Banach Alge-
bra with an identity, then for each a ∈ A
1. σ(a) is a nonempty compact subset of C.
2. (Spectral mapping theorem) σ(p(a)) = p(σ(a)) = {p(λ) : λ ∈ σ(a)} where p(x) is
a complex polynomial.
3. r(a) = lim
n→∞
‖an‖ 1n .
4. r(a) ≤ ‖a‖.
In future, we observe some of the interesting results for an element in B(H).
It has additional C∗ algebra structure. At first we study for B(H) ( where H is a
Hilbert space) and later using GNS construction we extend these to an element in
C∗− algebras.
Definition 1.1.7 ([49], Definition 8.1). A Banach algebra A together with a mapping
(involution) x 7→ x∗ on A satisfying the following conditions is called a C∗ algebra.
• (x∗)∗ = x for all x ∈ A.
• (ax+ by)∗ = ax∗ + by∗ for all x, y ∈ A and a, b ∈ C.
• (xy)∗ = y∗x∗ for all x, y ∈ A.
• ‖x∗x‖ = ‖x‖2 for all x ∈ A (C∗ algebra condition).
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C∗ algebra with unity e is called unital C∗ algebra with e∗ = e.
It is already pointed out that the need of GNS construction in our work. GNS
construction is completely relying on C∗− homomorphisms. In this regard, we
now have a look into C∗− homomorphisms.
Definition 1.1.8 ([49], Definition 9.1). LetA and B are unitalC∗− algebras. A mapping
φ : A → B is said to be a C∗−homomorphism if x, y ∈ A and a, b ∈ C then
1. φ (ax+ by) = aφ(x) + bφ(y) ( linear ).
2. φ (xy) = φ(x)φ(y) ( multiplicative ).
3. φ (x∗) = φ(x)∗.
4. φ maps the unit of A into the unit of B.
If φ is one to one, we say that φ is a C∗−isomorphism.
Theorem 1.1.9 ([49], Theorem 14.4 (GNS)). For every C∗− algebra A there exists a
Hilbert space H such that A is C∗− isomorphic to a C∗−subalgebra of B(H).
We end this section by stating of the spectrum of an element a in C∗− algebra
A when the A is enlarged in its size. The result says the invertiblty of a in C∗−
algebra A is same in the invertiblty of a in the enlarged C∗− algebra.
Theorem 1.1.10 ([49], Corollary 9.11). Let B be a unital C∗− algebra with unit element
e. If A is a C∗− subalgebra of B which contians e and a ∈ B, then σ (a,A) = σ (a,B),
where
σ (a,A) = {λ ∈ C : (a− λ) is not invertible in A}
and
σ (a,B) = {λ ∈ C : (a− λ) is not invertible in B} .
1.2 Two genralization of spectrum
This section is devoted to some generalized spectrum concepts. It is known that
spectrum of an element assists us to know the nature of the corresponding element.
To understand spectrum of an element we need some better tool. One way is the
concept of generalization of spectrum.
There are many generalizations available for the spectrum in the literature.
These generalizations enhances the study of spectrum in many ways. Among the
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many generalized spectrum, we focus about pseudo spectrum and condition spec-
trum because they give some better bounds to the spectrum.
1.2.1 Pseudo spectrum
Let H be a finite dimensional Hilbert space. If T is normal (Definition 2.11 in
[14]) in B(H) then T is unitarily diagonalizable. This is not the case with non
normal operators. The study of pseudo spectrum is originated to understand the
non normal operators and its spectral values. Pseudo spectra has rich application
in many field of science and engineering. Our intention about the discussion for
pseudo spectrum and related results is just to give the analogy between existed
results in pseudo spectra and the results we prove in this thesis.
It is advisable to go through the book [47] to have a deep understanding about
pseudo spectrum. At first the research article [28] intensely analyzed the pseudo
spectra for a Banach algebra element.
Definition 1.2.1 ([28], Definition 2.1 ). For a ∈ A and  > 0, the − pseudo spectrum
is defined as
Λ(a) =
{
λ ∈ C : ∥∥(a− λ)−1∥∥ ≥ 1

}
.
with the convention that ‖(a− λ)−1‖ =∞ when (a− λ) is not invertible.
Theorem 1.2.2 ([28], Theorem 2.3). Let a, b ∈ A and  > 0. Then
1. σ(a) = ∩>0Λ(a).
2. If 0 < 1 < 2 then Λ1(a) ⊆ Λ2(a).
3. Λ(a+ λ) = λ+ Λ(a) (λ ∈ C).
4. Λ(λa) = λΛ |λ| (a) (λ ∈ C \ {0}).
5. Λ(a) is a nonempty compact subset of C.
6. Λ(a+ b) ⊆ Λ+‖b‖(a).
1.2.2 Condition spectrum
Consider the system of linear equation Ax = b where A ∈ B (Cn) , x and b ∈ Cn.
Here Cn denotes the n−dimensional Euclidean space. The condition number of
A measures the amount of change in the output with respect to the change in the
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input. Similar to this, there is an associated and more general approach available
to know the sensitivity of solution of the equations (A− λ)x = b where λ ∈ C. The
qualitative and quantitative behaviour of ‖a− λ‖‖(a− λ)−1‖ for a Banach algebra
element a ∈ A and λ ∈ C is answered by the study of condition spectrum. That is
the scheme of this thesis.
Condition spectrum was rooted from Ransford spectrum (See [40]). By appro-
priately setting a Ransford open set the condition spectrum is formed in [29]. Con-
dition spectrum is very efficiently applicable in numerical analysis of matrix equa-
tions both finite and infinite.
There are many interesting characteristics about condition spectrum, that were
realized by various researchers. In [31] the authors tried to find out the condition
spectra of some block Toeplitz operators with continuous symbols. The articles
[30], [6] and [39] deals with preserver problem in terms of the condition spectrum.
The spectral mapping theorem for condition spectrum appeared in [26]. One can
see the component wise spectral mapping theorem and approximation of condi-
tion spectrum in [27]. Article [15], compared the properties of pseudo spectrum
and condition spectrum for matrices.
Definition 1.2.3. ([29], Definition 2.5) Let 0 <  < 1. The -condition spectrum of a ∈ A
is defined as
σ(a) =
{
λ ∈ C : ‖(a− λ)‖∥∥(a− λ)−1∥∥ ≥ 1

}
,
with the convention that ‖(a− λ)‖ ‖(a− λ)−1‖ =∞ if (a− λ) is not invertible.
In chapter 2, we check the possible Banach algebras in which the interior of
level sets of the condition spectrum of an element is empty. Consequently, we
attempt to see the continuity of the condition spectrum. For establishing the results
in these chapters, here we list out some fundamental facts of condition spectrum.
Theorem 1.2.4 ([29], Theorem 2.7, 2.9, 3.1, Corollary 3.2, 3.4 and 3.5). Let  ∈ (0, 1).
Then
1. σ(0) = {0} and σ(e) = {1}.
2. If 0 < 1 < 2 < 1 then σ1(a) ⊆ σ2(a).
3. σ(a) ⊆ σ(a) for every a ∈ A. In fact σ(a) =
⋂
0<<1
σ(a).
4. σ(a) is a nonempty compact subset of C.
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5. σ(α + βa) = α + βσ(a) for all α, β ∈ C.
6. For any a ∈ A \ Ce the condition spectrum σ(a) has no isolated points.
7. Let λ ∈ C. σ(a) = {λ} if and only if a = λ.
8. Let a ∈ A \ Ce. If λ ∈ C then there exists r > 0 such that
B(λ, r) := {µ ∈ C : |µ− λ| < r} ( σ(a).
9. sup {|λ| : λ ∈ σ(a)} ≤ 1+1−‖a‖
1.3 Maximum modulus theorem for analytic vector val-
ued maps
For given  ∈ (0, 1) and a ∈ A, the inequalities involved in Definition 1.2.3 indicate
us that the set of the form{
λ ∈ C : ‖(a− λ)‖‖(a− λ)−1‖ = 1

}
(1.2)
will aid us to figure out the condition spectrum. Specifically, the empty interior of
the set (1.2) assures about detecting boundary of the condition spectrum easily. It is
surprising that, the question “Does the set (1.2) has interior empty?” can be settled
down by proving a form of maximum modulus theorem for product of analytic
vector valued functions. Because of this, we allocate this section for classical max-
imum modulus theorem (MMT) and its considerable generalization to the vector
valued mappings.
Definition 1.3.1 ([42], Theorem 10.24 (MMT)). Let Ω be an open connected subsets of
C. If f : Ω → C is analytic, then |f | has no local maximum at any point in Ω unless f is
constant in Ω.
Definition 1.3.2. (see [33], Definition 3.3) Let Ω be an open connected subsets of C. A
function f : Ω→ A is said to be differentiable at the point µ ∈ Ω if there exists an element
f ′(µ) ∈ A such that
lim
λ→µ
∥∥∥∥f(λ)− f(µ)λ− µ − f ′(µ)
∥∥∥∥ = 0.
If f is differentiable at every point in Ω then f is said to be analytic in Ω.
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Roughly speaking, MMT does not hold for general Banach algebra set up. We
construct a simple example to demonstrate the failure of MMT.
Example 1.3.3. Consider the Banach algebra M4(C) with norm ‖.‖∞ and fix α ∈ C
Define
ψ : C→M4(C) by ψ(λ) = α

λ 0 0 0
0 λ 0 0
0 0 1 0
0 0 0 1
 .
For any µ ∈ C, we prove that the derivative of ψ at µ is α

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
.
Now, lim
λ→µ
∥∥∥∥∥∥∥∥∥∥
ψ(λ)− ψ(µ)
λ− µ − α

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

∥∥∥∥∥∥∥∥∥∥
∞
= lim
λ→µ
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
α

λ 0 0 0
0 λ 0 0
0 0 1 0
0 0 0 1
− α

µ 0 0 0
0 µ 0 0
0 0 1 0
0 0 0 1

λ− µ − α

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
∞
= lim
λ→µ
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

α(λ− µ) 0 0 0
0 α(λ− µ) 0 0
0 0 0 0
0 0 0 0

λ− µ − α

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
∞
= 0.
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Thus ψ is analytic in C. Moreover
‖ψ(λ)‖∞ =
|α| if |λ| ≤ 1|αλ| if |λ| > 1.
ψ attains local maximum at 0 but still ψ is not constant.
Thorp and Whitely in [46] realized the strong form of MMT for Banach space
valued analytic functions by keeping some additional assumptions on the un-
derlying Banach space. Though many complex Banach spaces admits the strong
version of MMT, it does not fit for some special Banach spaces like C∗−algebras
(see [24]). Theory of norm constant operator valued analytic function defined on
Hilbert spaces and more general Banach spaces lie in [24] and [22].
The mapR : ρ(a)→ A defined by R(λ) = (a−λ)−1 is called resolvent map. The
resolvent map is an analytic Banach algebra valued map (see Theorem 3.6 in [14]).
Globevnik in [23] investigated the MMT for the resolvent map. His question
was “At which open set the the resolvent map does not attain local maximum?”.
He sensed the norm of the resolvent map is not constant in any open subset of the
unbounded component of the resolvent. The same follows for any open subset
of ρ(T ) of any element T in Banach algebra B(X) where the underlying space is
complex uniformly convex (see definition(2.3.5)). The question about the state of
norm of resolvent map for any element a ∈ A in a bounded component of ρ(a) was
open for long time. One can find, the history of this particular problem and some
more answers related to this problem in [9], [10] and [11]. In [43] (Theorem 3.1),
Shargorodsky proved, there exists an invertible bounded operator T acting on the
Banach space
`∞(Z) :=
{
x = (. . . , x−2, x−1, x0, x1, x2, . . . )
∣∣∣∣ sup−∞≤i≤∞ |xi| <∞ and xi ∈ C
}
with norm ‖x‖∗ = sup
k 6=0
|xk|+|x0| such that ‖(T − λ)−1‖ is constant in a neighborhood
of λ = 0. This says that MMT fails for a particular resolvent map. Refer [16], for
the results related to the level sets of resolvent norm of the linear operators.
We wind up this subsection by stating a version of maximum modulus theorem
for analytic vector valued maps. This theorem is very useful in chapter 4
Theorem 1.3.4. Let Ω0 be a connected open subset of C and X be a complex Banach space.
Suppose F : Ω0 → X is an analytic vector valued function, ‖F (λ)‖ ≤ M for all λ in an
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open subset of Ω ⊆ Ω0 and ‖F (µ)‖ < M for some µ ∈ Ω0. Then ‖F (λ)‖ < M for all
λ ∈ Ω.
1.4 Set valued maps and continuity
1.4.1 Introduction
Chapter 3 of this thesis provides the study of the continuity of condition spectrum
map and its level set. The corresponding maps that we study, fits into the frame
work of correspondence between two topological spaces.
Definition 1.4.1 (Definition 17.1 in [1]). A correspondence φ from a set X to a set Y
assigns to each x in X a subset φ(x) of Y . We denote a correspondence φ from X to Y by
φ : X  Y .
1.4.2 Upper and lower hemicontinuous maps
The continuity concept of a correspondence is not directly extendable from the
continuity concept of a map between two topological spaces. There are specific
approaches like hemicontinuity and demicontinuity of a correspondence are avail-
able to get the continuity. In our case, the upper and lower hemicontinuity paves
a way to get the continuity of the appropriate correspondences of condition spec-
trum. Thus the prime objective of this subsection is to provide definitions and
results which are related to upper and lower hemicontinuity of a correspondence.
For the comprehensive details about various topological properties of the corre-
spondence, we prefer the book [1].
We start with the definition of a neighborhood of a subset of a topological space.
Definition 1.4.2 (page 558 in [1]). Let X be a topological space. A neighborhood of a
subset A of X is any subset B for which there is an open subset V satisfying A ⊆ V ⊆ B.
Definition 1.4.3 (Definition 17.2 in [1]). A correspondence φ : X  Y between topo-
logical spaces is :
1. upper hemicontinuous at the point x ∈ X if for every neighborhood U of φ(x), there
is a neighborhood V of x such that z ∈ V implies φ(z) ⊆ U
2. lower hemicontinuous at x ∈ X if for every open set U with U ∩ φ(x) 6= ∅, there is
a neighborhood V of x such that z ∈ V implies φ(z) ∩ U 6= ∅.
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3. continuous at x ∈ X if it is both upper and lower hemicontinuous at x.
The following correspondences illustrate the definitions.
Example 1.4.4. 1. Define φ : [0, 2] [0, 3] by φ(x) =
{0} if x < 2[0, 2] if x = 2. The map φ
is upper hemicontinuous for all x ∈ [0, 2]. Consider the open set V = (3
2
, 5
2
)
in [0, 3]
such that φ(2) ∩ V 6= ∅ but for any open set U around 2 in [0, 2], φ(x) ∩ V = ∅ for
all x ∈ U \ {2}. Thus φ is not lower hemicontinuous at x = 2
2. Define ψ : [0, 2]  [0, 3] by ψ(x) =
[0, 2] if x < 2{0} if x = 2. The map φ is lower hemi-
continuous for all x ∈ [0, 2]. Consider the open set V = [0, 3
2
)
in [0, 3] such that
ψ(2) ⊂ V 6= ∅ but for any open setU around 2 in [0, 2], ψ(x) 6⊂ V for all x ∈ U\{2}.
Thus φ is not upper hemicontinuous at x = 2
3. Define χ : [0, 2] [0, 3] by χ(x) = [0, x]. Then χ is continuous.
The notions defined above can also be characterized using the graph of a cor-
respondence. These equivalent characterization will have high impact on many of
our results. The following is the definition of the closed graph of a correspondence.
Definition 1.4.5 (Definition 17.9 in [1]). A correspondence φ : X  Y between two
topological space is closed or has closed graph, if its graph
Grφ = {(x, y) ∈ X × Y : y ∈ φ(x)}
is a closed subset of X × Y .
Theorem 1.4.6 (Theorem 17.20 in [1]). Assume that the topological space X is first
countable and that Y is metrizable. Then for a correspondence φ : X  Y and a point
x ∈ X the following statements are equivalent.
1. The correspondence φ is upper hemicontinuous at x and φ(x) is compact.
2. If a sequence {(xn, yn)} in the graph of φ satisfies xn → x, then the sequence {yn}
has a limit point in φ(x).
Theorem 1.4.7 (Theorem 17.21 in [1]). Assume that the topological space X is first
countable and that Y is metrizable. Then for a correspondence φ : X  Y and a point
x ∈ X the following statements are equivalent.
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1. The correspondence φ is lower hemicontinuous at x.
2. If a sequence xn → x then for each y ∈ φ(x) there exists a subsequence {xnk} of
{xn} and elements yk ∈ φ (xnk) for each k such that yk → y.
In the later portion an individual attention will be given to the continuity of
the level set of condition spectrum map. This will be achieved by subcorrespon-
dence notion and its properties. Theorem 1.4.9, shows that with some further as-
sumptions, the upper hemicontinuity of the correspondence impose the same to
the subcorrespondence
Definition 1.4.8 (page 564 in [1]). Let φ, ψ : X  Y correspondences between the
topological spaces X and Y . If ψ(x) ⊆ φ(x) for each x ∈ X , then we say that ψ is a
subcorrespondence of φ.
Theorem 1.4.9 (Corollary 17.18 in [1]). Let φ, ψ : X  Y correspondences between the
topological spaces X and Y such that φ is compact valued and ψ is a closed subcorrespon-
dence of φ. If φ is upper hemicontinuous at x ∈ X then ψ is also upper hemicontinuous at
x.
Definition 1.4.10. Let K(C) denotes the set of all compact subsets of C. If E,G ∈ K(C)
then Hausdorff distance between E and G is defined as
H(E,G) = max
{
sup
s∈E
d(s,G), sup
t∈G
d(t, E)
}
. (1.3)
We can view the condition spectrum maps  7→ σ(a) and a 7→ σ(a) as the map
between (0, 1) to K(C) and between A to K(C). So, the continuity of these maps
can be discussed with this metric. The next theorem asserts that the continuity of
a compact valued correspondence between topological spaces X and Y is equiv-
alent to the continuity of a set valued map from X to K(Y ) where K(Y ) denotes
the space of nonempty compact subsets of Y endowed with its Hausdorff metric
topology (Hausdroff metric in K(Y ) be defined in the same way as in Equation
(1.3)).
Theorem 1.4.11 (Theorem 17.15 in [1]). Let φ : X  Y between topological space be a
nonempty compact-valued correspondence from a topological space into a metrizable space.
Then the function f : X → K(Y ) defined by f(x) = φ(x) is continuous at a ∈ X if and
only if the correspondence φ is continuous a ∈ X .
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In some portion of our work we concentrate on the limiting nature of the −condition
spectrum sets as → 1. The following is the definition of limit superior, limit infe-
rior and limit concepts involved in sequence of sets.
Definition 1.4.12 (Definition 1.1.1 in [3]). Let (Kn)n∈N be a sequence of subsets of a
metric space X . We say that the subset
lim sup
n→∞
Kn :=
{
x ∈ X : lim inf
n→∞
d (x,Kn) = 0
}
is the upper limit of the sequence Kn and that the subset
lim inf
n→∞
Kn :=
{
x ∈ X : lim
n→∞
d (x,Kn) = 0
}
is its lower limit. A subset K is said to be the limit or the set limit of the sequence Kn if
K = lim sup
n→∞
Kn = lim inf
n→∞
Kn =: lim
n→∞
Kn.
Note 1.4.13. [page 18 in [3]] It is clear from the definition that
lim inf
n→∞
Kn ⊆ lim sup
n→∞
Kn. (1.4)
Note 1.4.14. [page 18 in [3]] If the sequence {Kn} is decreasing, then lim
n→∞
Kn exists and
lim
n→∞
Kn =
⋂
n≥0
Kn. (1.5)
where Kn denotes the closure of Kn.
The following example illustrates the above definitions.
Example 1.4.15. Consider the topological space R × R (take usual metric on R) and the
sequence of sets Kn =

{
1
n
}× [0, 1] if n is even{
1
n
}× [−1, 0] if n is odd. .
It follows that lim inf
n→∞
Kn = {0} × {0} and lim sup
n→∞
Kn = {0} × [−1,+1].
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Chapter 2
Level sets of condition spectrum
Our objective in this chapter is to discuss the interior of the level of set of the condi-
tion spectrum. This chapter contains three sections. The material in the first section
centers around few topological properties of level sets of the condition spectrum.
The subject of the second section is 1-level set of the condition spectrum. Examples
are given to illustrate the topological property of 1-level set and its variance from
− level set. Mainly, we observe that 1-level set has empty interior for any Banach
algebra element. In the last section we study the interior property of − level set
of condition spectrum.
2.1 Preliminaries
In this section, for  ∈ (0, 1], we introduce the terminology − level set of condition
spectrum and consequently we derive some fundamental facts of the same by ap-
plying the ideas of condition spectrum. We start by recollecting the definition of
− condition spectrum.
Definition 2.1.1. ([29], Definition 2.5) Let 0 <  < 1. The -condition spectrum of a ∈ A
is defined as
σ(a) :=
{
λ ∈ C : ‖(a− λ)‖∥∥(a− λ)−1∥∥ ≥ 1

}
,
with the convention that ‖(a− λ)‖ ‖(a− λ)−1‖ =∞ if (a− λ) is not invertible.
The definition of the level sets of condition spectrum is the following:
Definition 2.1.2. Let 0 <  ≤ 1. The − level set of condition spectrum of a ∈ A is
16
defined as
L(a) :=
{
λ ∈ C : ‖(a− λ)‖‖(a− λ)−1‖ = 1

}
Note 2.1.3. For 0 <  < 1, L(a) ⊂ σ(a) for any a ∈ A. If a = µ for some µ ∈ C then
L(a) = ∅ and so the interior of L(a) = ∅.
Proposition 2.1.4. Let a ∈ A and µ ∈ C. L1(a) = C \ {µ} if and only if a = µ. In
particular if a = µ then the interior of L1(a) is non empty.
Proof. If a = µ then by direct calculations of the 1−level set, we see that L1(a) = C\
{µ}. Conversely, assume that L1(a) = C \ {µ} then σ(a) = {µ} for every 0 <  < 1.
Since, σ(a) 6= ∅ and σ(a) ⊆ σ(a) for every  ∈ (0, 1), we have σ(a) = σ(a) = {µ}.
By Theorem 1.2.4 (7), a = µ. It is now obvious that if a = µ then interior of L1(a) is
non empty.
Consider the Banach algebra M2(C) with norm ‖.‖2. Explicit form for − level
set of condition spectrum of an upper triangular 2×2 matrix is calculated in Propo-
sition 2.1.5.
Proposition 2.1.5. Let 0 <  < 1 and A =
(
a b
0 c
)
∈M2(C). Then
L(A) =
µ ∈ C :
(√
(|µ− a|+ |µ− c|)2 + |b|2 +
√
(|µ− a| − |µ− c|)2 + |b|2
)2
4|µ− a||µ− c| =
1


(2.1)
Proof. Let µ ∈ C. The matrix
(A− µ)∗(A− µ) =
(
a− µ 0
b c− µ
)(
a− µ b
0 c− µ
)
=
(
|a− µ|2 b(a− µ)
b(a− µ) |b|2 + |c− µ|2
)
For A ∈M2(C) with 2-norm, we have the following
‖A− µ‖ = smax(A− µ) and
∥∥(A− µ)−1∥∥ = 1
smin(A− µ) .
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where smin(A− µ) denotes the minimum singular value of A− µ. Hence
L(A) =
{
µ ∈ C : smax(A− µ)
smin(A− µ) =
1

}
.
Since, (A−µ)∗(A−µ) has only two spectral values and their product is determinant
of (A− µ)∗(A− µ), we have that
smax(A− µ)smin(A− µ) =
√
det(A− µ)∗(A− µ)
=
√√√√det( |a− µ|2 b(a− µ)
b(a− µ) |b|2 + |c− µ|2
)
=
√
|a− µ|2|c− µ|2
= |a− µ||c− µ|. (2.2)
Sum of the spectral values of (A− µ)∗(A− µ) is the trace of (A− µ)∗(A− µ). Thus
[smax(A− µ)]2 + [smin(A− µ)]2 = trace[(A− µ)∗(A− µ)]
= |µ− a|2 + |µ− c|2 + |b|2 (2.3)
From Equation (2.2) and Equation (2.3), we get
[smax(A− µ)± smin(A− µ)]2
= [smax(A− µ)]2 + [smin(A− µ)]2 ± 2smax(A− µ)smin(A− µ)
= |µ− a|2 + |µ− c|2 + |b|2 ± 2|a− µ||c− µ|.
= (|µ− a| ± |µ− c|)2 + |b|2.
After simplification, we see L(a) is as given in Equation (2.1)
Note 2.1.6. Since any matrix A ∈ M2(C) is unitarly similar to an upper triangular
matrix, the corresponding level set is also of the form given in Proposition 2.1.5.
In order to develop the theory further, one needs to know the non emptiness of
L(a) where 0 <  < 1 and a ∈ A \ Ce. This will be achieved in two steps, the first
one is the non emptiness of boundary of σ(a) and the other one is boundary is a
subset of the level set.
Theorem 2.1.7. Boundary of σ(a) is nonempty for every a ∈ A \ Ce.
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Proof. Suppose, boundary of σ(a) is empty, then
σ(a) ∩ σ(a)c = ∅.
Since σ(a) is compact,
σ(a) ∩ σ(a)c = ∅.
We get
σ(a)
c = σ(a)
c.
Hence σ(a)
c is a nonempty closed set by the above equation and by Theorem 1.2.4
(4) it is also an open set. This is a contradiction to the fact that C is connected.
Theorem 2.1.8. Let 0 <  < 1. If a ∈ A \ Ce then boundary of σ(a) is a subset of L(a)
and hence L(a) is nonempty.
Proof. Let λ0 be a point in the boundary of σ(a) (existence of such a point is possi-
ble by Proposition (2.1.7)). then
λ0 ∈ σ(a) ∩ σ(a)c.
By Theorem 1.2.4 (4), λ0 ∈ σ(a) and hence ‖(a− λ0)‖ ‖(a− λ0)−1‖ ≥ 1 . We prove
that ‖(a− λ0)‖ ‖(a− λ0)−1‖ = 1 . Suppose, ‖(a− λ0)‖ ‖(a− λ0)−1‖ > 1 . Since λ0 ∈
σ(a)
c, there exists a sequence {λn} ∈ σ(a)c such that λn → λ0 as n→∞. Define
φ : σ(a)
c → R by φ(λ) = ‖(a− λ)‖∥∥(a− λ)−1∥∥ .
Clearly φ(λn) 9 φ(λ0) as n → ∞. By Theorem 1.2.4 (8), no point in σ(a) is a limit
point for σ(a)
c and so (a − λ)−1 exists for each λ ∈ σ(a)c, thus φ is well defined.
The function φ is also continuous because the functions a 7→ ‖a‖, λ 7→ (a − λ)
and λ 7→ (a − λ)−1 are all continuous. This is a contradiction to φ(λn) 9 φ(λ0) as
n→∞.
Following example shows that every element of L(a) need not come from
boundary of σ(a).
Example 2.1.9. Consider the Banach space `∞(Z) with norm
‖x‖∗ = |x0|+ sup
n6=0
|xn|
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where x =
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
, the box represents the zeroth coordinate of an
element in `∞(Z).
Take an operator A ∈ B (`∞(Z)) such that
A
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
=
(
· · · , x−2, x−1, x0, x1
5
, x2, x3, · · ·
)
.
For  =
1
6
, we prove that the scalar 0 belongs to L(A) but not in the boundary of σ(A).
By Theorem 3.1 in [43],
∥∥(A− λ)−1∥∥ = 5 for λ ∈ B(0, 1
5
)
. (2.4)
For any x ∈ `∞(Z),
‖Ax‖∗ =
∣∣∣x1
5
∣∣∣+ sup
n 6=1
|xn|
≤ 1
5
sup
n 6=0
|xn|+ sup
n6=1
|xn|
≤ 1
5
‖x‖∗ + ‖x‖∗
=
6
5
‖x‖∗. (2.5)
Take the unit norm element y = (yk)∞k=−∞ such that yk =
1, for k = 1, 20, otherwise .
It is easy to see ‖Ay‖∗ = 6
5
, thus ‖A‖ = 6
5
. Equation(2.4) and the fact ‖A‖ = 6
5
together
implies ‖A‖‖A−1‖ = 6. Hence 0 ∈ L(A). Consider the unit norm element y = (yk)∞k=−∞
such that
yk =

1, for k = 1, 4
−λ for k = 3
0, otherwise.
where λ ∈ B
(
0,
1
5
)
\ {0}. Then
‖(A− λ)y‖∗ =
∥∥∥∥(· · · , y−1 − λy−2, y0 − λy−1, y15 − λy0 , y2 − λy1, y3 − λy2, · · ·
)∥∥∥∥
∗
=
∣∣∣y1
5
− λy0
∣∣∣+ sup
n 6=0
|yn+1 − λyn| > 6
5
.
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Hence
‖A− λ‖ > 6
5
, for λ ∈ B
(
0,
1
5
)
\ {0}. (2.6)
From Equation (2.4) and Equation (2.6), we get
‖A− λ‖‖(A− λ)−1‖ > 6, for λ ∈ B
(
0,
1
5
)
\ {0}.
Thus B
(
0,
1
5
)
⊂ σ(A), and this clearly tells us 0 is not a boundary point of σ(A).
The same example can be done with any  = 1
k
, k ∈ N, k ≥ 2.
Note 2.1.10. From Theorem 3.1 in [29], we know that σ(a) is a perfect set, for any a ∈
A \ Ce. But from the last example, we observe L(a) need not to be a perfect set. Whereas
the following proposition shows that L(a) is an uncountable compact set.
Proposition 2.1.11. Let 0 <  < 1. If a ∈ A \ Ce then L(a) is a compact subset of C
with uncountable number of elements.
Proof. For a ∈ A \ Ce, We know L(a) is a nonempty subset of σ(a) for each a ∈
A \ Ce. Define the map
φ : C \ σ(a)→ R defined by φ(λ) = ‖(a− λ)‖∥∥(a− λ)−1∥∥ .
It is clear that φ is continuous, because the function λ 7→ (a − λ) and λ 7→ (a −
λ)−1 are continuous. Consequently, φ−1
({
1

})
is closed. Hence L(a) is a closed
subset of σ(a).
Suppose L(a) has countable number of elements then C \ L(a) is connected.
We note the following,
C\L(a) =
{
λ ∈ C : ‖(a− λ)‖∥∥(a− λ)−1∥∥ < 1

}
∪
{
λ ∈ C : ‖(a− λ)‖∥∥(a− λ)−1∥∥ > 1

}
.
(2.7)
The right hand side sets of the above Equation (2.7) are non empty open sets in C.
This leads to a contradiction to the fact C \ L(a) is connected.
2.2 Interior of 1-level set of condition spectrum
Recall that, the notion condition spectrum is not defined for  = 1. But in the study
of level sets the case  = 1 is also taken into account. This indicate us that, 1− level
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set is not the subset of condition spectrum and so to deal its interior property, a
different treatment is essential.
By calculating the number of elements and the geometric picture of 1−level
set of condition spectrum, we conclude that the interior of 1−level set is always
empty (see Theorem 2.2.5 and Theorem 2.2.8). Examples in the beginning of this
subsection aid us to find the contrast behavior of 1− level set. These examples
mainly target on the size of the 1− level sets.
Example 2.2.1. Let n ∈ N and n ≥ 1. The set
Cn[a, b] = {f ∈ C ([a, b]) | f is n times continuously differentiable }
forms a complex unital Banach algebra with respect to pointwise addition, pointwise mul-
tiplication and with the norm
‖f‖ =
n∑
k=0
sup
t∈[a,b]
∣∣f (k)(t)∣∣
where f (k)(t) denotes the kth derivative of f at the point t ∈ [a, b]. If f is non-constant
invertible element in Cn[a, b] then sup
t∈[a,b]
∣∣f (1)(t)∣∣ 6= 0.
‖f‖‖f−1‖ ≥ sup
t∈[a,b]
∣∣f (0)(t)∣∣ sup
t∈[a,b]
∣∣∣(f−1)(0) (t)∣∣∣+ sup
t∈[a,b]
∣∣∣(f−1)(0) (t)∣∣∣ sup
t∈[a,b]
∣∣f (1)(t)∣∣
> 1.
Thus L1(f) = ∅ for every non scalar invertible element f ∈ D.
Example 2.2.2. Consider the complex Hilbert space
`2(N) :=
{
x = (x1, x2, x3, x4, . . . )
∣∣∣∣ ∞∑
i=1
|xi|2 <∞ and xi ∈ C
}
with norm
‖x‖2 =
( ∞∑
i=1
|xi|2
) 1
2
.
For some fixed n ∈ N with n ≥ 2, consider an operator T in B (`2(N)) defined as
T (ei) =
2e(n+1)−i, for 1 ≤ i ≤ n2ei, for all i ≥ n+ 1.
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where the e′is form the standard orthonormal basis for `2(N). It is easy to see that T = T ∗
and σ(T ) = {−2, 2}. For any λ ∈ ρ(T ) the operators T − λ and (T − λ)−1 are normal
and so their norms are equal to its spectral radius. We have
‖T − λ‖ = max {|λ− 2|, |λ+ 2|} and ∥∥(T − λ)−1∥∥ = max{ 1|λ− 2| , 1|λ+ 2|
}
.
Hence
L1(T ) =
{
λ :
|λ− 2|
|λ+ 2| = 1
}⋃{
λ :
|λ+ 2|
|λ− 2| = 1
}
= {λ : |λ− 2| = |λ+ 2|} .
This shows that L1(T ) is unbounded.
Example 2.2.3. For n ≥ 2, consider Banach spaceCn with infinity norm. Take an operator
S ∈ B(Cn) such that S(ei) = e(n+1)−i+3ei where ei is the standard basis of Cn. It is clear
that ‖S‖ = 4 and σ(S) = {2, 4}. For any λ ∈ ρ(S), we observe the following
(S − λ)(ei) = (3− λ) ei + e(n+1)−i with ‖(S − λ)‖ = 1 + |3− λ|.
and
(S−λ)−1(ei) = 1
(3− λ)2 − 1
(
(3− λ) ei + e(n+1)−i
)
with ‖(S−λ)−1‖ = 1 + |3− λ|| (3− λ)2 − 1| .
It is easy to verify that L1(S) = {3}.
Lemma 2.2.4. Let a ∈ A \ Ce. Fix n ∈ N, consider the following set
E =
{
µ ∈ C : ‖ (a− µ)n ‖‖(a− µ)−n‖ = 1} .
If E is nonempty then for each µ ∈ E
‖ (a− µ)n ‖ = |(λ− µ)n| and ‖(a− µ)−n‖ = 1|(λ− µ)n| for all λ ∈ σ(a).
Proof. Let µ ∈ E and λ ∈ σ(a). By Theorem 1.1.6 (2), it is clear that
(λ− µ) ∈ σ(a− µ), (λ− µ)n ∈ σ ((a− µ)n) and 1
(λ− µ)n ∈ σ
(
(a− µ)−n) .
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We observe the following,
‖ (a− µ)n ‖ ≥ |(λ− µ)n|
=
1
1
|(λ−µ)n|
≥ 1‖(a− µ)−n‖
= ‖ (a− µ)n ‖.
Hence, |λ− µ|n = ‖ (a− µ)n ‖ and 1|λ− µ|n = ‖(a− µ)
−n‖ for all λ ∈ σ(a).
Theorem 2.2.5. Let a ∈ A \ Ce. If σ(a) has more than two element then L1(a) has at
most one element.
Proof. Let λ1, λ2, λ3 ∈ σ(a) with λ1 6= λ2 6= λ3. Suppose L1(a) has two distinct
elements z1 and z2 then by Lemma 2.2.4,
|z1 − λ1| = |z1 − λ2| = |z1 − λ3| = ‖a− z1‖,
and
|z2 − λ1| = |z2 − λ2| = |z2 − λ3| = ‖a− z2‖.
The above two equations imply that two circles with distinct centers intersect in
three distinct points. This is a contradiction.
Theorem 2.2.6. Let a ∈ A \ Ce such that σ(a) has more than one element. Then the
interior of L1(a) is empty.
Proof. Let b ∈ A. Suppose interior of L1(b) is nonempty, then there exists η0 ∈ L1(b)
and r > 0 such that B (η0, r) ⊆ L1(b). Define
a :=
b− η0
r
.
It is clear that a ∈ A. For any µ ∈ 4 := {λ ∈ C : |λ| < 1},
‖(a− µ)‖∥∥(a− µ)−1∥∥ = ∥∥∥∥(b− η0r − µ
)∥∥∥∥
∥∥∥∥∥
(
b− η0
r
− µ
)−1∥∥∥∥∥
=
∥∥∥∥(b− (η0 − rµ)r
)∥∥∥∥
∥∥∥∥∥
(
b− (η0 − rµ)
r
)−1∥∥∥∥∥
= ‖(b− (η0 − rµ))‖
∥∥(b− (η0 − rµ))−1∥∥ (2.8)
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Since |η0 − (η0 − rµ) | = |rµ| < r, η0 − rµ ∈ B (η0, r), we get
‖(b− (η0 − rµ))‖
∥∥(b− (η0 − rµ))−1∥∥ = 1
By Equation (2.8), we must have
‖(a− µ)‖∥∥(a− µ)−1∥∥ = 1.
Hence 4 ⊆ L1(a) and L1(a) has nonempty interior. Apply Lemma 2.2.4 to a ∈ A,
to the scalar 0 ∈ L1(a) and for n = 1, we get
|λ| = ‖a‖ for all λ ∈ σ(a). (2.9)
Consider two different points µ1, µ2 in σ(b) (existence of such two points is possible
by our assumption). By Theorem 1.1.6 (2), the scalars
λ1 =
µ1 − η0
r
, λ2 =
µ2 − η0
r
are in σ(a).
It is clear that λ1 6= λ2. Let
µ ∈ {(1− t)λ1 : t ∈ (0, 1)} ∩ 4.
Take |µ| = δ. Since the scalars 0, λ1 and µ are collinear and by Equation (2.9), we
have
|λ1 − µ| = ‖a‖ − δ.
By Lemma 2.2.4, |λ− µ| is constant for all λ ∈ σ(a), we must have
|λ1 − µ| = |λ2 − µ| = ‖a‖ − δ. (2.10)
We achieve contradiction in the following two cases
case : 1 Suppose λ2 /∈ {(1− t)λ1 : t ∈ (0, 1)} ∩ 4.
By triangular inequality, we have
|λ2| < |µ|+ |µ− λ2|
By Equation (2.9), the above equation becomes
‖a‖ < ‖a‖.
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Which is a contradiction.
case : 2 Suppose λ2 ∈ {(1− t)λ1 : t ∈ (0, 1)} ∩ 4.
Then there exists t0 ∈ (0, 1) such that
λ2 = (1− t0)λ1. (2.11)
Now
|λ2| = (1− t0) |λ1|
By Equation (2.9), we have
‖a‖ = (1− t0) ‖a‖
1 = (1− t0)
Hence t0 = 0 and by Equation (2.11), we get λ1 = λ2. This is a contradiction.
The above result is true only if the number of elements in the spectrum is more
than one. If a ∈ A and spectrum of a is containing only one element then by
Theorem 2.2.7 we analyze the nature of 1−level set.
For T ∈ B(X), the following question is the classical one in the field operator
theory
”If σ(T ) = {1} then can we conclude T = I?”
We suggest the article [48] for complete survey about this problem. Theorem 2.2.7,
gives a sufficient condition to answer this question for a general Banach algebra
element. A different perspective of this problem in terms of the condition spectrum
is discussed in Corollary 3.5 of [29].
Theorem 2.2.7 ([2], Theorem 1.1). Let a ∈ A. If σ(a) = {1} and a is doubly power
bound element of A, which means sup{‖an‖ : n ∈ Z} <∞, then a = e.
Theorem 2.2.8. Let a ∈ A \ Ce with σ(a) = {λ}. For any k ∈ N, the set
E =
{
µ ∈ C : ‖ (a− µ)k ‖‖(a− µ)−k‖ = 1
}
.
is empty and in particular the interior of E is also empty.
Proof. Suppose E 6= ∅, then there exists µ ∈ E such that by Lemma 2.2.4, we have
‖(a− µ)k‖ = ∣∣(µ− λ)k∣∣ . (2.12)
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Consider the element
b :=
(a− µ)
λ− µ .
It is clear that b ∈ A and from Equation (2.12), we get ‖b‖ = 1. We have that
σ(a) = {λ} and by Theorem 1.1.6 (2), we get σ(b) = {1}. For all positive integers n,
‖bn‖ ≤ ‖b‖n ≤ 1.
By Lemma 2.2.4, ‖(a− µ)−1‖ = 1|λ− µ| . Now
∥∥b−1∥∥ = ∥∥∥∥∥
(
a− µ
λ− µ
)−1∥∥∥∥∥ = 1.
For any negative integer n
‖bn‖ ≤ ‖b−1‖−n = 1.
Thus ‖bn‖ ≤ 1 for all n ∈ Z. Hence by Theorem 2.2.7, we conclude that b = e. Thus
a = λ, which is a contradiction.
Corollary 2.2.9. Let a ∈ A \ Ce. If σ(a) = {λ} then L1(a) is empty and in particular
interior of L1(a) is empty.
Proof. Follows from Theorem 2.2.8, by taking k = 1.
For a ∈ A \ Ce, Corollary 2.2.9 insists that σ(a) contains more than one ele-
ment if L1(a) is non empty. By example 2.2.1, it is notable that the converse of this
statement is false.
The following Theorem and Example 2.2.1 proves that L1(a) = ∅ for some ele-
ments of every Banach algebra and every element of some Banach algebra.
Theorem 2.2.10. For any complex unital Banach algebra A, there always exists an a ∈
A \ Ce such that L1(a) = ∅.
Proof. Suppose there exists a ∈ A \ Ce such that σ(a) = {λ} then by Corollary
2.2.9, L1(a) = ∅. If there exists a ∈ A \ Ce such that σ(a) = {λ1, λ2} with λ1 6= λ2,
then by Proposition 9 in §7 of [19], there exists idempotents e1 and e2 such that
σ (ae1) = {λ1}, σ (ae2) = {λ2} and a = ae1+ae2. We must have either ae1 ∈ A\Ce or
ae2 ∈ A\Ce, otherwise a /∈ A\Ce. Hence by Corollary 2.2.9, we get L1(ae1) = ∅ or
L1(ae2) = ∅. If there exists a ∈ A\Ce such that {λ1, λ2, λ3} ⊆ σ(a) with λ1 6= λ2 6= λ3
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then consider the following polynomial
p(z) =
(z − λ2) (z − λ3)
(λ1 − λ2) (λ1 − λ3) −
(z − λ1) (z − λ3)
(λ2 − λ1) (λ2 − λ3) .
Clearly {−1, 0, 1} ⊆ σ(p(a)). We prove L1(p(a)) = ∅. Suppose λ ∈ L1(p(a)), then
Lemma 2.2.4
|λ− 1| = |λ| = |λ+ 1|.
We know
|λ− 1|2 + |λ+ 1|2 = 2|λ|2 + 2.
Apply |λ − 1| = |λ| and |λ + 1| = |λ| in the above equation, we get 0 = 2. This is
absurd. Hence L1(p(a)) = ∅.
Corollary 2.2.9 is fully depending the doubly power bound property of the ele-
ment a ∈ A \ Ce. Now, we can think of its converse statement: If a ∈ A \ Ce with
L1(a) empty then a is a doubly power bounded element. The following illustration
is framed to show the converse is no longer true.
Example 2.2.11. Consider the Banach algebra C[0, 1] and element g ∈ C[0, 1] such that
g(x) = 2x. We know that σ(g) = [0, 2]. We prove that L1(g) = ∅. If λ ∈ L1(g) then by
Lemma 2.2.4
|λ− µ| for all µ ∈ [0, 2]
In particular
|λ− 1| = |λ| = |λ− 2|
We have the following,
|(λ− 1) + 1|2 + |(λ− 1)− 1|2 = 2|λ− 1|2 + 2
Apply |λ| = |λ − 1| and |λ − 2| = |λ − 1|. We get 0 = 2. This has no sense. Hence
L1(g) = ∅. We also have ‖gn‖∞ → ∞ as n → ∞. Thus g is not a doubly power bound
element.
2.3 Interior of − level set of condition spectrum
In the previous subsection we proved that the 1−level set of condition spectrum
has empty interior for all non scalar elements of a Banach algebra. For 0 <  < 1,
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in this subsection we establish the same for − level set of condition spectrum in
the appropriate settings.
We first develop a tool which is a version of maximum modulus Theorem for
product of n analytic vector valued functions (where n ∈ N) to get the required
results. This proof is similar to the proof of Theorem 1.3.4 which is available in
[43].
Lemma 2.3.1. Let Ω0 be a connected open subset of C, let Ω be an open subset of Ω0 and
let X be a complex Banach space and k ∈ N. For i = 1, · · · , n, suppose that we have the
following:
1. ψi : Ω0 → X are analytic vector valued functions.
2.
n∏
i=1
(‖ψi(λ)‖)k ≤M for all λ ∈ Ω.
3.
n∏
i=1
(‖ψi(µ)‖)k < M for some µ ∈ Ω0
Then
n∏
i=1
(‖ψi(λ)‖)k < M for all λ ∈ Ω.
Proof. Suppose there exists λ0 ∈ Ω such that
n∏
i=1
(‖ψi(λ0)‖)k = M
then by the Hahn-Banach Theorem for each ψi(λ0) there exists gi ∈ X∗ such that
‖gi‖ = 1 and
gi (ψi(λ0)) = ‖ψi(λ0)‖ . (2.13)
Consider the function
φ : Ω0 → C defined by φ(λ) =
n∏
i=1
(gi(ψi(λ)))
k .
φ is analytic because gi(ψi) is analytic on Ω0 for each i. By assumption (2)
|φ(λ)| =
∣∣∣∣∣
n∏
i=1
(gi(ψi(λ)))
k
∣∣∣∣∣
≤
n∏
i=1
‖gi‖k‖ψi(λ)‖k ≤M for all λ ∈ Ω.
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Particularly for λ0 ∈ Ω and from Equation (2.13), we get
|φ(λ0)| =
∣∣∣∣∣∣
(
n∏
i=1
gi(ψi(λ0))
)k∣∣∣∣∣∣ =
(
n∏
i=1
|gi(ψi(λ0))|
)k
=
n∏
i=1
‖ψi(λ0)‖k = M,
Thus |φ| attains local maximum at λ0. Since Ω0 is connected by Maximum modulus
Theorem φ is constant and φ ≡ M . On the other hand, by assumption (3) and by
the definition of all gi, we have
M = |φ(µ)| =
∣∣∣∣∣
n∏
i=1
(gi(ψi(µ)))
k
∣∣∣∣∣
≤
n∏
i=1
‖gi‖k‖ψi(µ)‖k =
n∏
i=1
‖ψi(µ)‖k
< M.
This is a contradiction.
Theorem 2.3.2 ([35], Theorem 25.3). A topological space X is locally connected if and
only if each component of an open subset is open in X.
Theorem 2.3.3. Let M > 1, a ∈ A \ Ce and Ω be an open subset in the unbounded
component of ρ(a). If
‖(a− λ)‖∥∥(a− λ)−1∥∥ ≤M for all λ ∈ Ω
then
‖(a− λ)‖∥∥(a− λ)−1∥∥ < M for all λ ∈ Ω.
Proof. Let the unbounded component of ρ(a) be Ω0. By Theorem 2.3.2, Ω0 is open.
By our assumption, Ω ⊂ Ω0 and
‖(a− λ)‖∥∥(a− λ)−1∥∥ ≤M, for all λ ∈ Ω.
Since M > 1, there exists δ > 0 such that M − δ > 1. Choose µ ∈ Ω0 such that
|µ| > ‖a‖
(
1 +
1
M − δ
)(
1− 1
M − δ
)−1
(It is possible to choose such a µ from Ω0, since Ω0 is unbounded). We observe the
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following
|µ| > ‖a‖
(
1 +
1
M − δ
)(
1− 1
M − δ
)−1
⇐⇒ |µ|
(
1− 1
M − δ
)
> ‖a‖
(
1 +
1
M − δ
)
⇐⇒ |µ| − |µ|
M − δ > ‖a‖+
‖a‖
M − δ
⇐⇒ |µ| > ‖a‖+ ‖a‖
M − δ +
|µ|
M − δ
⇐⇒ |µ| > ‖a‖+ ‖a‖+ |µ|
M − δ (2.14)
Since |µ| > ‖a‖, (a− µ)−1 exists and
∥∥(a− µ)−1∥∥ = ∥∥∥∥∥−1µ
∞∑
n=0
(
a
µ
)n∥∥∥∥∥
≤ 1|µ|
( |µ|
|µ| − ‖a‖
)
=
1
|µ| − ‖a‖
From Equation (2.14), we have
1
|µ| − ‖a‖ <
M − δ
‖a‖+ |µ| . Substitute this value in the
previous equation, we get
∥∥(a− µ)−1∥∥ < M − δ|µ|+ ‖a‖ ≤ M − δ‖a− µ‖ .
Thus we have
∥∥(a− µ)−1∥∥ < M − δ‖a− µ‖ =⇒ ‖(a− µ)‖∥∥(a− µ)−1∥∥ < M.
Apply Theorem 2.3.1 to the analytic functions
ψ1 : Ω0 → A defined by ψ1(λ) = (a− λ)
and
ψ2 : Ω0 → A defined by ψ2(λ) = (a− λ)−1 ,
to get ‖(a− λ)‖ ‖(a− λ)−1‖ < M for all λ ∈ Ω. This proves the theorem.
Corollary 2.3.4. Let a ∈ A \ Ce and 0 <  < 1. Then L(a) has empty interior in the
unbounded component of ρ(a). In particular interior of L(a) is empty if ρ(a) is connected.
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Proof. Immediate from Theorem 2.3.3.
Now it is clear that, the left over part of our problem in our concern is looking
the nature of − level set in the bounded component of the resolvent set. Here,
we partially answer this problem by focusing into a particular Banach algebra. For
T ∈ B(X) where X is a complex uniformly convex Banach space then we prove
that interior of L(T ) is empty for 0 <  < 1. We first see the notion of complex
uniformly convex Banach space and some important remarks related to them.
Definition 2.3.5 ([21], Definition 2.4 (ii)). A complex Banach space X is said to be
complex uniformly convex (uniformly convex) if for every  > 0, there exists δ > 0 such
that
x, y ∈ X, ‖y‖ ≥  and ‖x+ ζy‖ ≤ 1, ∀ζ ∈ C (ζ ∈ R) , with |ζ| ≤ 1⇒ ‖x‖ ≤ 1− δ.
There are many typical Banach spaces, those turns out to be complex uniformly
convex Banach spaces. In [21], Theorem 1, Globevnik showed L1 space is complex
uniformly convex. From the definition it follows that every uniformly convex Ba-
nach space is complex uniformly convex space. It is proved in [13] that Hilbert
spaces and Lp (with 1 < p < ∞) spaces are uniformly convex Banach spaces and
hence they are all complex uniformly convex Banach spaces. An example of the Ba-
nach space which is not complex uniformly convex is L∞. It is to be noted that the
dual space L∗∞ is isometrically isomorphic to a space of bounded finitely additive
set functions (see [18], Chapter IV, section 8, Theorem 16 and Chapter III, section
1, Lemma 5). The space of bounded finitely additive set functions are complex
uniformly convex space is proved in Proposition 1.1 in [32] and so L∗∞ is complex
uniformly convex.
Definition 2.3.6 ([21], Remark). Consider a complex Banach space X and δ > 0. We
define ωc(δ) as follows
ωc(δ) = sup {‖y‖ : x, y ∈ X with ‖x‖ = 1, ‖x+ ζy‖ ≤ 1 + δ, (ζ ∈ B(0, 1))}
Remark 2.3.7. ([21], Remark) Let X be a complex Banach space. Then X is complex
uniformly convex if and only if lim
δ→0
ωc(δ) = 0.
Proof of the following theorem is similar to the proof of Proposition 2 in [23].
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Theorem 2.3.8. Let X be a complex uniformly convex Banach space and M > 1. If
T ∈ B(X) with
‖T − λ‖∥∥(T − λ)−1∥∥ ≤M for all λ ∈ 4
then
‖T − λ‖∥∥(T − λ)−1∥∥ < M for all λ ∈ 4.
We use the following lemma to prove Theorem 2.3.8.
Lemma 2.3.9 ([21], Theorem 2). Let X be a complex Banach space and ψ : 4 → X be
an analytic function, satisfying ‖ψ(λ)‖ ≤ 1, for all λ ∈ 4. Then
‖ψ(λ)− ψ(0)‖ ≤
(
2|λ|
1− |λ|
)
ωc(1− ‖ψ(0)‖)
for all λ ∈ 4.
Proof of Theorem 2.3.8. Suppose, there exists λ0 ∈ 4 such that
‖T − λ0‖
∥∥(T − λ0)−1∥∥ = M. (2.15)
We arrive at a contradiction in four steps.
Step 1: In this step, we show that ‖ (T − λ) ‖ ‖(T − λ)−1‖ = M, forall λ ∈ 4
By the Hahn-Banach Theorem there exists g1, g2 ∈ B(X)∗ having the property that
g1 (T − λ0) = ‖T − λ0‖, g2
(
(T − λ0)−1
)
=
∥∥(T − λ0)−1∥∥ with ‖g1‖ = ‖g2‖ = 1.
We define the following function
φ : 4→ C by φ(λ) = g1 (T − λ) g2
(
(T − λ)−1)
Since the function λ 7→ T − λ and λ 7→ (T − λ)−1 are analytic, it follows that φ is
analytic. For all λ ∈ 4 \ {λ0}, we observe the following
|φ(λ)| = ∣∣g1 (T − λ) g2 ((T − λ)−1)∣∣
≤ ‖g1‖‖ (T − λ) ‖‖g2‖
∥∥(T − λ)−1∥∥
= ‖ (T − λ) ‖ ∥∥(T − λ)−1∥∥
= M.
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In particular, for λ0 ∈ 4, by the choice of g1, g2 and by Equation (2.15), we get
|φ(λ0)| =
∣∣g1 (T − λ0) g2 ((T − λ0)−1)∣∣ = ‖T − λ0‖∥∥(T − λ0)−1∥∥ = M.
Hence
|φ(λ)| ≤M for all λ ∈ 4 (2.16)
Also |φ| attains local maximum in4. By Maximum modulus theorem, φ is constant
and φ ≡M . For any λ ∈ 4 by Equation (2.16), we have
M = |φ(λ)| ≤ ‖ (T − λ) ‖∥∥(T − λ)−1∥∥ ≤M
Thus,
‖ (T − λ) ‖ ∥∥(T − λ)−1∥∥ = M for all λ ∈ 4. (2.17)
Step 2: In this step we define sequence of function ψn from 4 to X for each n ∈
N and using step 1, we prove that each ψn is a bounded analytic vector valued
function.
We know that there exists a sequence {xn}with ‖xn‖ = 1 such that
lim
n→∞
∥∥T−1(xn)∥∥ = ∥∥T−1∥∥ .
By the Hahn-Banach theorem, there exists g ∈ B(X)∗ such that g(T ) = ‖T‖ with
‖g‖ = 1. For each xn, we define the following function
ψn : 4→ X by ψn(λ) = [g(T − λ)] (T − λ)
−1 xn
‖T‖‖T−1‖ .
We prove that ψn is an analytic bounded vector valued function on 4 in 4 claims.
Claim 1 : We prove ψn is bounded.
‖ψn(λ)‖ =
∥∥∥∥∥ [g(T − λ)] (T − λ)−1 xn‖T‖‖T−1‖
∥∥∥∥∥
≤ ‖g‖‖T − λ‖ ‖(T − λ)
−1‖ ‖xn‖
‖T‖‖T−1‖ (2.18)
By the choice of g and by Equations (2.17), (2.18), we get
‖ψn(λ)‖ ≤ 1. (2.19)
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Claim 2: We write ψn as sum of two functions which are defined on4.
Apply g(T ) = ‖T‖ and ‖T‖‖T−1‖ = M in the definition of ψn, we get
ψn(λ) =
[g(T − λ)] (T − λ)−1 xn
‖T‖‖T−1‖
=
[g(T ) + λg(−I)] (T − λ)−1 xn
M
=
[‖T‖+ λg(−I)] (T − λ)−1 xn
M
=
‖T‖ (T − λ)−1 xn
M
+
g(−I)λ (T − λ)−1 xn
M
Denote R(λ) = (T − λ)−1 and define the following functions
nχ1 : 4→ X defined by nχ1(λ) = ‖T‖R(λ)xn
M
and
nχ2 : 4→ X defined by nχ2(λ) = g(−I)λR(λ)xn
M
.
Since ψn = nχ1 + nχ2, if we prove that nχ1 and nχ2 are analytic, then it will imply
that ψn be analytic.
Claim 3 : We prove nχ1 is analytic.
For any λ, µ ∈ 4, we observe that∥∥∥∥nχ1(λ)− nχ1(µ)λ− µ − ‖T‖ (−R(λ)2)xnM
∥∥∥∥ ≤ ‖T‖M
∥∥∥∥R(λ)−R(µ)λ− µ − (−R(λ)2)
∥∥∥∥ ‖xn‖
=
‖T‖
M
∥∥∥∥R(λ)−R(µ)λ− µ − (−R(λ)2)
∥∥∥∥
By the resolvent identity [see 7 of Lecture 16 in [7]], we have
lim
λ→µ
∥∥∥∥nχ1(λ)− nχ1(µ)λ− µ − ‖T‖ (−R(λ)2)xnM
∥∥∥∥ = 0 (2.20)
Hence nχ1 is analytic.
Claim 4 : We show that nχ2 is analytic.
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For every λ, µ ∈ 4, we observe the following
nχ2(λ)− nχ2(µ)
λ− µ =
(
g(−I)
M
)(
λR(λ)xn − µR(µ)xn
λ− µ
)
=
(
g(−I)
M
)(
R(λ) [λ(T − µ)− µ(T − λ)]R(µ)xn
λ− µ
)
=
(
g(−I)
M
)
R(λ)TR(µ)xn.
Now,
∥∥∥∥nχ2(λ)− nχ2(µ)λ− µ −
(
g(−I)
M
)
R(µ)TR(µ)xn
∥∥∥∥
=
∣∣∣∣g(I)M
∣∣∣∣ ‖R(λ)TR(µ)xn −R(µ)TR(µ)xn‖
≤
∣∣∣∣g(I)M
∣∣∣∣ ‖R(λ)−R(µ)‖ ‖T‖‖R(µ)‖‖xn‖
The map λ 7→ R(λ) is analytic and so it continuous. Thus, λ → µ we get R(λ) →
R(µ). We get
lim
λ→µ
∥∥∥∥nχ2(λ)− nχ2(µ)λ− µ −
(
g(−I)
M
)
R(µ)TR(µ)xn
∥∥∥∥ = 0. (2.21)
Hence we conclude that ψn is an analytic bounded vector valued map.
Step 3 : In this step we apply Lemma 2.3.9 to the functions ψn and we will see the
consequence.
Applying Lemma 2.3.9 to the function ψn, we get
‖ψn(λ)− ψn(0)‖ ≤
(
2|λ|
1− |λ|
)
wc (1− ‖ψn(0)‖) for all λ ∈ 4.
By applying the corresponding values for ψn, we get∥∥∥∥∥ [g(T − λ)] (T − λ)−1 xn‖T‖‖T−1‖ − g(T )T−1xn‖T‖‖T−1‖
∥∥∥∥∥ ≤
(
2|λ|
1− |λ|
)
wc
(
1−
∥∥∥∥g(T )T−1xn‖T‖‖T−1‖
∥∥∥∥)
Apply g(T ) = ‖T‖ to the right side of the above inequality, we get∥∥∥∥∥ [g(T − λ)] (T − λ)−1 xn‖T‖‖T−1‖ − g(T )T−1xn‖T‖‖T−1‖
∥∥∥∥∥ ≤
(
2|λ|
1− |λ|
)
wc
(
1− ‖T
−1xn‖
‖T−1‖
)
.
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Using Remark (2.3.7) and the fact 1− ‖T
−1xn‖
‖T−1‖ → 0, we observe that
lim
n→∞
∥∥∥∥∥ [g(T − λ)] (T − λ)−1 xn‖T‖‖T−1‖ − g(T )T−1xn‖T‖‖T−1‖
∥∥∥∥∥ = 0
The above equation implies
lim
n→∞
∥∥[g(T − λ)] (T − λ)−1 xn − g(T )T−1xn∥∥ = 0. (2.22)
Now,
T−1 = T−1(T − λ)(T − λ)−1
= (T − λ)−1 − λT−1(T − λ)−1
(T − λ)−1 = T−1 + λT−1(T − λ)−1 (2.23)
We substitute this value to simplify the expression [g(T −λ)] (T − λ)−1− g(T )T−1].
Now, [g(T − λ)] (T − λ)−1 − g(T )T−1
= g(T ) (T − λ)−1 − λg(I) (T − λ)−1 − g(T )T−1
= g(T )
[
T−1 + λT−1 (T − λ)−1]− λg(I) (T − λ)−1 − g(T )T−1
= g(T )
[
T−1 + λT−1 (T − λ)−1 − T−1]− λg(I) (T − λ)−1
= λ
[
g(T )T−1 − g(I)] (T − λ)−1 . (2.24)
For any λ ∈ 4, from Equation (2.22) and Equation (2.24), we get,
lim
n→∞
∥∥[g(T )T−1 − g(I)] (T − λ)−1 xn∥∥ = 0. (2.25)
and
lim
n→∞
∥∥[g(T )− g(I)T ] (T − λ)−1 xn∥∥ = 0. (2.26)
Step 4 : In this step, we get the required contradiction by applying the appropriate
value for g(I) to the Equation (2.25) and the Equation (2.26).
Case 1 : g(I) = 0 Equation (2.26) becomes,
lim
n→∞
∥∥g(T ) (T − λ)−1 xn∥∥ = 0.
Since the operator T −λ is continuous for any λ ∈ 4, and so by previous equation,
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we get
lim
n→∞
‖xn‖ = 0
Which is a contradiction to ‖xn‖ = 1.
Case 2 : |g(I)| ≤ 1
From Equation (2.25), we get
lim
n→∞
∥∥(T − λ) [g(T )T−1 − g(I)] (T − λ)−1 xn∥∥ = 0. (2.27)
Since the operators (T − λ) and T−1 commutes, we have
lim
n→∞
∥∥(g(T )T−1 − g(I))xn∥∥ = 0.
By the triangular inequality we have that
lim
n→∞
(‖g(T )T−1xn‖ − ‖g(I)xn‖) = 0.
The above equation implies,
lim
n→∞
‖T‖∥∥T−1xn∥∥ = |g(I)|.
Thus
lim
n→∞
∥∥T−1xn∥∥ = |g(I)|‖T‖ .
We also know that lim
n→∞
∥∥T−1xn∥∥ = ∥∥T−1∥∥. Hence ‖T‖ ‖T−1‖ = |g(I)| ≤ 1. But in
Step 1, we observed that ‖T‖ ‖T−1‖ = M. This is a contradiction to M > 1. Hence
we have proved the theorem.
Note 2.3.10. The above result holds for any open ball in the resolvent set of T . Suppose,
we have ‖T − λ‖‖ (T − λ)−1 ‖ ≤ M for all λ ∈ B(µ, r), and M > 1. We know that
B(µ, r) = µ+ rB(0, 1). Define the operator
S :=
T − µ
r
∈ B(X).
Then S ∈ B(X) and
‖S − λ‖ ∥∥(S − λ)−1∥∥ ≤M for all λ ∈ 4.
We apply Theorem (2.3.8) to the operator S to get the required result.
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Corollary 2.3.11. LetX be a complex Banach space such that the dual spaceX∗ is complex
uniformly convex and M > 1. Suppose T ∈ B(X) with
‖T − λ‖∥∥(T − λ)−1∥∥ ≤M for all λ ∈ B(0, 1),
then
‖T − λ‖∥∥(T − λ)−1∥∥ < M for all λ ∈ B(0, 1).
Proof. Consider the transpose linear map T ∗ ∈ B(X∗). For any λ ∈ C, by Proposi-
tion 1.4 in [14], we get
‖T − λ‖ = ‖(T − λ)∗‖ = ‖T ∗ − λ‖ (2.28)
and if T − λ is invertible, then
∥∥(T − λ)−1∥∥ = ∥∥((T − λ)−1)∗∥∥ = ∥∥((T − λ)∗)−1∥∥ = ∥∥(T ∗ − λ)−1∥∥ (2.29)
By Proposition 6.1 in [14], we also have
σ(T ∗) = σ(T ) (2.30)
From Equations (2.28), (2.29) and (2.30), we get
‖(T − λ)‖∥∥(T − λ)−1∥∥ = ‖(T ∗ − λ)‖∥∥(T ∗ − λ)−1∥∥ for all λ ∈ 4
Now, we apply the Theorem (2.3.8) to the operator T ∗ and the Banach space X∗.
This completes the proof.
Corollary 2.3.12. Let X be a complex Banach space, T ∈ B(X) and 0 <  < 1. If either
X (or) X∗ is complex uniformly convex then L(T ) has empty interior in the resolvent set
of T .
Proof. Immediate consequence of Theorem 2.3.8 and Corollary 2.3.11.
Corollary 2.3.13. Let 0 <  < 1 and A be a unital C∗ algebra. If a ∈ A \ Ce then the
interior of L(a) is empty.
Proof. We know that there exists a C∗ isomorphism ψ form A to C∗ subalgebra
of B(H) for some Hilbert space H. For any a ∈ A, we have σ(a) = σ(ψ(a)) and
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‖a‖ = ‖ψ(a)‖. These imply that,
L(a) = L(ψ(a)).
Since, the Hilbert space H is complex uniformly convex and by the Theorem 2.3.8,
we get interior of L(ψ(a)) is empty. Hence the interior of L(a) is empty.
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Chapter 3
Continuity of condition spectrum and
its level sets
This chapter is devoted to continuity of condition spectrum and its level set cor-
respondences. In chapter 2 we classified the Banach algebras and identified the
appropriate components of the spectrum of an element in which the interior of
the level set of condition spectrum is empty. We noticed that the empty interior
of level set of condition spectrum at given (, a) plays an essential role to discuss
the continuity of the required correspondences at (, a) . Hence, we can feel the
derived results in this chapter are application of results in chapter 2. Further in the
domain of normal matrices, we get more than continuity namely uniform continu-
ity of the condition spectrum correspondences . With the aid of the fact interior of
1− level set of condition spectrum is empty, we show that − condition spectrum
of an element grows to C as  approaches to 1.
3.1 Continuity of the condition spectrum correspon-
dence
Let 0 <  < 1 and a ∈ A. The following correspondence evolves from the definition
of −condition spectrum of a
C : (0, 1)×A C defined by C(, a) = σ(a).
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where ((0, 1)×A) is a metric space with the following metric
d ((1, a1) , (2, a2)) = |1 − 2|+ ‖a1 − a2‖. (3.1)
We obtain two more correspondences from C. They are as follows, fix a ∈ A, then
Ca : (0, 1) C defined by Ca() = σ(a).
Fix  ∈ (0, 1), then
C : A C defined by C(a) = σ(a)
The prime of this section is to study the continuity of C.
It is showed that the map Ca is upper hemicontinuous (Theorem 3.1.3). We ob-
serve emptiness of the interior of L(a) at given  and a turns out to be a necessary
and sufficient condition for the lower hemicontinuity of Ca (Theorem 3.1.4). By
assuming Ca is continuous, we conclude that C and C are continuous (Theorem
3.1.11). By proving a characterization for normal matrices in terms of − condition
spectrum (Theorem 3.1.17), it is found that C is uniformly continuous on the set
of normal matrices (Theorem 3.1.18). Finally, we observe − condition spectrum
grows to C when  approaches 1.
We prove some of our results for the maps C,Ca and C for some fixed a ∈ A and
 ∈ (0, 1). These maps are defined from (0, 1)×A to the metric spaceK(C) (see Note
1.4.10). In particular these are not correspondences. But by using theorem 1.4.11
we can get the desired results for conditions spectrum correspondences. Hence,
we emphasize the reader to have a careful attention regarding the notation used in
the following subsection.
3.1.1 Continuity of the correspondence Ca
First, we establish a lemma which says that the graph of C is closed. This lemma
will be applied in almost all the results in the rest of the section. We prove the
results of these correspondences using the methods given in introduction chapter
subsection 1.4
Lemma 3.1.1. The graph of the correspondence C is closed. Further the correspondences
C and Ca are closed for fixed  ∈ (0, 1) and fixed a ∈ A.
Proof. Consider the sequence {(n, an) , λn} inGr (C) and ((0, a) , λ) ∈ ((0, 1)×A)×
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C where ((0, 1)×A)× C is a metric space with the following metric
d (((1, a1) , λ) , ((2, a2) , µ)) = |1 − 2|+ ‖a1 − a2‖+ |λ− µ| . (3.2)
Suppose, ((n, an) , λn)→ ((0, a) , λ) as n→∞ then n → 0, an → a and λn → λ as
n → ∞. We need to prove λ ∈ σ0(a). If λ ∈ σ(a) then λ ∈ σ0(a). If λ /∈ σ(a), for
1∥∥(a− λ)−1∥∥ , there exists n0 ∈ N such that
‖(an − λn)− (a− λ)‖ < 1∥∥(a− λ)−1∥∥ for all n ≥ n0.
Hence (an − λn) is invertible for n ≥ n0. Consequently, there exists a subsequence
{ank − λnk} of {an − λn} such that (ank − λnk)−1 → (a− λ)−1 as k →∞. Since,
‖(ank − λnk)‖
∥∥(ank − λnk)−1∥∥ ≥ 1nk
and
∥∥(ank − λnk)−1∥∥→ ∥∥(a− λ)−1∥∥ , ‖(ank − λnk)‖ → ‖(a− λ)‖ , 1nk → 10 as k →∞.
Hence, we have λ ∈ σ0(a). In the similar fashion, we can prove the correspon-
dences C and Ca are closed.
In the next few results we discuss the upper, lower hemicontinuity and conti-
nuity of Ca for fixed a ∈ A \ Ce at given  ∈ (0, 1). The following notes briefly
explains about the results for elements which are scalar multiple of the identity.
Note 3.1.2. The continuity of C for any scalar element a ∈ A and  ∈ (0, 1) follows
Theorem 3.1.8. From that the upper and lower hemicontinuity of Ca and C at a are also
assured. Due to this reason, we prove the continuity of Ca only for non scalar a ∈ A.
Theorem 3.1.3. Let a ∈ A \ Ce. If 0 ∈ (0, 1) then Ca is upper hemicontinuous at 0.
Proof. Let n ∈ (0, 1) and λn ∈ σn(a) such that n → 0. If there exists a subsequence
{nk} such that nk < 0 then λnk ∈ σ0(a). Since σ0(a) is compact, λn has a limit
point λ ∈ σ0(a). By Theorem 1.4.6, Ca is upper hemicontinuous at 0.
Suppose there are only finitely many n < 0, then there exists a decreasing
subsequence {nk} with nk > 0. Fix n1, clearly λnk ∈ σn1 (a) for all nk ≥ n1. Since
σn1 (a) is compact, λnk has a limit point λ in σn1 (a). We prove that λ ∈ σ0(a). If
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λ ∈ σ(a) then λ ∈ σ0(a). If λnk ’s are not from σ(a) and λ /∈ σ(a), then by our
assumption λnk ∈ σnk (a) and
‖a− λnk‖
∥∥(a− λnk)−1∥∥ ≥ 1nk for all nk ≥ n1.
By Lemma 3.1.1, graph of Ca is closed and we have, (nk , λnk) → (0, λ) as k → ∞.
Hence λ ∈ σ0(a). By Theorem 1.4.6, Ca is upper hemicontinuous at 0.
From the above theorem, it is evident that the upper hemicontinuity of Ca at
0 follows without any additional assumptions. Unlike the upper hemicontinuity,
the lower hemicontinuous of Ca at given 0 needs an extra assumption. Theorem
3.1.4 reveals that the assumption is nothing but emptiness of interior of L0(a). The
intuition to think about the level set of condition spectrum in the continuity of the
condition spectrum arise from the article [28].
Theorem 3.1.4. Let a ∈ A\Ce. The map Ca is lower hemicontinuous at 0 ∈ (0, 1) if and
only if the interior of L0(a) is empty.
Proof. Assume that the interior of L0(a) is empty. Let V be a nonempty open
subset in C such that σ0(a)∩V 6= ∅. For any  > 0, by Theorem 1.2.4, σ(a)∩V 6= ∅.
If there exists  ∈ (0, 1) with  < 0 such that σ(a) ∩ V 6= ∅, then choose δ =
0 − 
2
. By Theorem 1.2.4, σ(a) ∩ V 6= ∅ for all  ∈ (0 − δ, 0 + δ), this yields the
lower hemicontinuity of Ca at 0.
Suppose, for every  < 0, we have
σ(a) ∩ V = ∅. (3.3)
Now for any µ ∈ σ0(a) ∩ V ,
1
0
≤ ‖a− µ‖∥∥(a− µ)−1∥∥ < 1
0 − 1m
for all m >
1
0
.
This gives us, µ ∈ L0(a). There exists r > 0 such that B (µ, r) ⊆ V . By Equation
(3.3)
‖a− λ‖∥∥(a− λ)−1∥∥ ≤ 1
0
for all λ ∈ B (µ, r) .
Since, interior of L0(a) is empty, there exists λ0 ∈ B (µ, r) such that
‖a− λ0‖
∥∥(a− λ0)−1∥∥ < 1
0
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Take Ω = Ω0 = B (µ, r) and apply Lemma 2.3.1, to the analytic vector valued maps
ψ1 : Ω0 → A defined by ψ1 (λ) = (a− λ)
and
ψ2 : Ω0 → A defined by ψ2 (λ) = (a− λ)−1.
We get µ /∈ L0(a) which is a contradiction.
Conversely, we assume that Ca is lower hemicontinuous at 0, we prove that
the interior of L0(a) is empty. Suppose if interior of L0(a) is nonempty, then there
exists µ ∈ L0(a) and r > 0 such that B (µ, r) ( L0(a) ⊆ σ0(a). Clearly B (µ, r) ∩
σ(a) = ∅ for all 0 <  < 0. This is a contradiction to Ca is lower hemicontinuous at
0.
Theorem 3.1.5. Let a ∈ A\Ce. The correspondence Ca is continuous at 0 ∈ (0, 1) if and
only if the interior of L0(a) is empty.
Proof. Immediate from Theorem 3.1.3 and Theorem 3.1.4.
Corollary 3.1.6. Let a ∈ A \ Ce. The map Ca : (0, 1)→ K(C) defined by Ca() = σ(a)
is continuous at 0 ∈ (0, 1) if and only if the interior of L0(a) is empty.
Proof. Immediate from Theorem 3.1.5 and Theorem 1.4.11.
3.1.2 Continuity of the correspondences C and C
We start this subsection by recollecting the upper hemicontinuity of the map C.
The following is the corresponding result.
Theorem 3.1.7 (Theorem 2.7(5) in [29]). The correspondence C is upper hemicontinuous
at a ∈ A.
Theorem 3.1.8. The function C : (0, 1) × A → K(C) defined by C(, b) = σ(b) is
continuous at (0, λ) ∈ (0, 1)×A where λ ∈ C.
Proof. Consider a sequence {(n, an)}where an ∈ A and n ∈ (0, 1) such that
(n, an) → (0, λ) as n → ∞. This implies an → λ, n →  as n → ∞. We claim
that σn (an) → σ (λ) as n → ∞ in the Hausdroff metric on K (C). We first prove
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this theorem for λ = 0. If λ = 0 then σ (λ) = {0} for all  ∈ (0, 1). We observe the
following,
H (σn (an) , σ (λ)) = H (σn (an) , {0}) .
= max
{
sup
λ∈σn (an)
d (λ, {0}) , sup
µ∈{0}
d (µ, σn (an))
}
.
= max
{
sup
λ∈σn (an)
inf |λ|, sup
µ∈{0}
inf
λ∈σn
|µ− λ|
}
= sup {|µ| : µ ∈ σn (an)} .
By Property 9 of Theorem 1.2.4
sup {|µ| : µ ∈ σn (an)} ≤
1 + n
1− n‖an‖.
Since ‖an‖ → 0 and the sequence
{
1 + n
1− n
}
is bounded, we have
H (σn (an) , σ (λ))→ 0 as n→∞.
Suppose λ 6= 0, then we consider the sequence, bn = an − λ. By our assumption
bn → 0 and by the above argument the proof of this theorem follows.
Corollary 3.1.9. Let a ∈ A such that a = λ for some λ ∈ C and 0 ∈ (0, 1). The
correspondence C is continuous at (0, a) ∈ (0, 1) × A. Furthermore, Ca is continuous at
0.
Proof. Follows from Theorem 3.1.8 and Theorem 1.4.11.
The following lemma is crucial in proving the joint continuity of condition spec-
trum map. This gives an upper bound for certain perturbed condition spectrum.
Proof of this lemma is similar to the proof of Theorem 2.3 (7) in [28].
Lemma 3.1.10. Let a ∈ A \ Ce with η := inf {‖µ− a‖ : µ ∈ C} and  ∈ (0, 1). Let
n0 ∈ N such that n0η > 2. If b ∈ A such that ‖b‖ < min
{
1− 
n0
, η
}
then σ(a + b) ⊆
σ+n0‖b‖(a).
Proof. If b = 0 then the result is immediate. Assume b 6= 0. Suppose λ /∈ σ+n0‖b‖(a),
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then ‖a− λ‖∥∥(a− λ)−1∥∥ < 1
+ n0‖b‖ . It follows that
∥∥(a− λ)−1∥∥ < 1
(+ n0‖b‖) ‖a− λ‖ . (3.4)
We observe the following,
‖(a+ b− λ)− (a− λ)‖ = ‖b‖
< (+ n0‖b‖) η
≤ (+ n0‖b‖) ‖a− λ‖ .
By Equation (3.4), ‖(a+ b− λ)− (a− λ)‖ < 1∥∥(a− λ)−1∥∥ . Hence, λ /∈ σ(a+b). Next∥∥(a+ b− λ)−1 − (a− λ)−1∥∥ = ∥∥(a+ b− λ)−1 ((a− λ)− (a+ b− λ)) (a− λ)−1∥∥
≤ ∥∥(a+ b− λ)−1∥∥ ‖b‖∥∥(a− λ)−1∥∥ .
By Equation (3.4),
∥∥(a+ b− λ)−1 − (a− λ)−1∥∥ < ‖(a+ b− λ)−1‖ ‖b‖
(+ n0‖b‖) ‖a− λ‖ .
Now,
∥∥(a+ b− λ)−1∥∥ ‖(a+ b− λ)‖
= ‖(a+ b− λ)‖∥∥(a+ b− λ)−1 − (a− λ)−1 + (a− λ)−1∥∥
< ‖(a+ b− λ)‖ ‖(a+ b− λ)
−1‖ ‖b‖
(+ n0‖b‖) ‖a− λ‖ +
‖(a+ b− λ)‖
(+ n0‖b‖) ‖a− λ‖ .
From the above inequality, it follows that
∥∥(a+ b− λ)−1∥∥ ‖(a+ b− λ)‖(1− ‖b‖
(+ n0‖b‖) ‖a− λ‖
)
<
‖(a+ b− λ)‖
(+ n0‖b‖) ‖a− λ‖ .
After simplification,
∥∥(a+ b− λ)−1∥∥ ‖(a+ b− λ)‖ < ‖(a+ b− λ)‖
(+ n0‖b‖) ‖a− λ‖ − ‖b‖ .
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Since,
(+ n0‖b‖) ‖a− λ‖ − ‖b‖ =  ‖a− λ‖+ n0‖b‖ ‖a− λ‖ − ‖b‖.
≥  ‖a− λ‖+ n0η‖b‖ − ‖b‖.
=  ‖a− λ‖+ (n0η − 1) ‖b‖.
≥  ‖a− λ‖+ ‖b‖.
>  ‖a− λ‖+ ‖b‖.
≥  ‖a+ b− λ‖ .
Hence, λ /∈ σ(a+ b).
Next, we establish the continuity of C and C (which are defined in Theorem
3.1.11) whose range space K(C) with Hausdroff metric by assuming Ca (defined in
Theorem 3.1.11) is continuous for all a ∈ A. The central ideal of the proof can be
found in Theorem 4.3 of [28].
Theorem 3.1.11. Suppose the map
Ca : (0, 1)→ K(C) defined by Ca() = σ(a)
is continuous at 0 for every a ∈ A, then the map
C0 : A → K(C) defined by C0 = σ0(a)
is continuous at a with respect to the norm on A and the map
C : (0, 1)×A → K(C) defined by C(, a) = σ(a)
is continuous at (0, a) with respect to the metric defined in 3.2.
Proof. Suppose a = λ for some λ ∈ C, then conclusion follows from Theorem 3.1.8.
Assume that a ∈ A \ Ce and 0 ∈ (0, 1). For r > 0, consider the open ball
B (σ0(a), r) := {E ⊆ C : H (σ0(a), E) < r} .
Since Ca is continuous at 0, there exists δ ∈ (0, 1) with 0 − δ > 0 and 0 + δ < 1
such that,
σ(a) ∈ B
(
σ0(a),
r
2
)
for all  ∈ (0 − δ, 0 + δ). (3.5)
49
Take
η := inf {‖µ− a‖ : µ ∈ C} .
Note that η > 0 and for any b ∈ B
(
a,
η
2
)
and λ ∈ C,
‖b− λ‖ = ‖b− a+ a− λ‖ ≥ ‖a− λ‖ − ‖b− a‖
≥ η
2
.
Hence
inf
b∈B(a, η2 )
{inf {‖b− λ‖ : λ ∈ C}} ≥ η
2
. (3.6)
Let n0 ∈ N such that n0η
2
> 2. Choose ν > 0 such that
ν < min
{
0
4n0
,
δ
4n0
,
1− 0
4n0
,
0η
4
}
.
We claim that, if (, b) ∈ B((0, a), ν) then σ(b) ∈ B (σ0(a), r). Let (, b) ∈ B((0, a), ν))
We calculate H(σ0(a), σ(b)). Take c = b− a, we observe the following,
0 − ν − n0‖c‖ ≥ 0 − 0
4n0
− n0 0
2n0
≥ 0
2
− 0
4n0
≥ 0
2
(
1− 1
2n0
)
> 0. (3.7)
0 + ν + n0‖c‖ ≤ 0 + 1− 0
4n0
+ n0
1− 0
4n0
≤ 0 + 1− 0
4
+
1− 0
4
< 0 + 1− 0
< 1. (3.8)
0 − ν + ‖c‖ < 0 − ν + ν − |− 0|
= 0 − |− 0|
≤ 0 + (− 0).
=  < 1. (3.9)
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and
+ ‖c‖ < + ν − |− 0|
< + ν + (0 − )
< 1.
By Equation (3.7) and Equation (3.8) the sets σ0−ν−n0‖c‖(a) and σ0+ν+n0‖c‖(a) are
well defined.
Now, we prove the following inclusion,
σ0−ν−n0‖c‖(b− c) ⊆ σ0−ν(b).
Take η0 = inf {‖b− λ‖ : λ ∈ C}. By our choice of b, we have η0 ≥ η2 . Since n0 η2 > 2,
we must have n0η0 > 2. Now
1− 
n0
=
1− (0 − ν − n0‖c‖)
n0
=
1− 0
n0
+
ν
n0
+ ‖c‖
> ‖c‖.
and
(0 − ν − n0‖c‖) η0 >
(
0 − 0
4
− n0 0
4n0
)
η0
=
0
2
η0
≥ 0η
4
> ν
> ‖c‖.
Hence ‖c‖ < min
{
1−
n0
, η0
}
.Apply Lemma 3.1.10 for a = b, b = −c, η0 = inf {‖b− λ‖ : λ ∈ C}
and  = 0 − ν − n0‖c‖we have
σ0−ν−n0‖c‖(b− c) ⊆ σ0−ν(b).
Next, we prove the following inclusion,
σ(a+ c) ⊆ σ+n0‖c‖(a). (3.10)
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We observe that,
1− 
n0
>
1− (0 + ν − ‖c‖)
n0
=
1− 0
n0
− ν
n0
+
‖c‖
n0
> 3
1− 0
4n0
+
‖c‖
n0
> 3ν +
‖c‖
n0
> ‖c‖.
and
η > (0 − ν + ‖c‖)η
> (0 − 0
4
+ ‖c‖)η =
(
30
4
+ ‖c‖
)
η
> 3ν + ‖c‖η > ‖c‖.
Hence ‖c‖ < min
{
1−
n0
, η
}
. Apply Lemma 3.1.10 for a = a, b = c, η = inf {‖a− λ‖ : λ ∈ C}
and  ∈ (0, 1) such that |− 0| < ν, we have
σ(a+ c) ⊆ σ+n0‖c‖(a).
Now,
σ0−ν−n0‖c‖(a) = σ0−ν−n0‖c‖(a− b+ b).
= σ0−ν−n0‖c‖(b− c) [ by assumption c = b− a]
⊆ σ0−ν−n0‖c‖+n0‖c‖(b) [ by Lemma 3.1.10 by Equation (3.6)] .
⊆ σ0−ν+‖c‖(b) [ by Theorem 1.2.4]
⊆ σ(b) [ by Equation (3.9) and by Theorem 1.2.4] .
= σ(a+ c) [ by assumption c = b− a] .
⊆ σ+n0‖c‖(a) [ by Lemma 3.1.10]
⊆ σ0+ν+n0‖c‖(a) [ by Equation (3.10) and by Theorem 1.2.4] .
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From the above calculations, we got
σ0−ν−n0‖c‖(a) ⊆ σ(b) ⊆ σ0+ν+n0‖c‖(a).
Now, H(σ0(a), σ(b))
= max
{
sup
λ∈σ0 (a)
d (λ, σ(b)) , sup
µ∈σ(b)
d (µ, σ0(a))
}
.
≤ max
{
sup
λ∈σ0 (a)
d
(
λ, σ0−ν−n0‖c‖(a)
)
, sup
µ∈σ0+ν+n0‖c‖(a)
d (µ, σ0(a))
}
.
≤ max{H (σ0(a), σ0−ν−n0‖c‖(a)) , H (σ0+ν+n0‖c‖(a), σ0(a))} . (3.11)
We observe the following,
|0 − (0 − ν − n0‖c‖)| = ν + n0‖c‖ < (n0 + 1) ν ≤ (2n0) ν < (2n0) δ
4n0
=
δ
2
.
Similarly, |0 − (0 + ν + n0‖c‖)| = ν + n0‖c‖ < δ
2
. By Equation (3.5),
H
(
σ0(a), σ0−ν−n0‖c‖(a)
) ≤ r
2
and H
(
σ0(a), σ0+ν+n0‖c‖(a)
) ≤ r
2
.
By Equation (3.11), H(σ0(a), σ(b)) < r. This proves the theorem.
Corollary 3.1.12. Suppose Ca is continuous at 0 ∈ (0, 1) then C0 is continuous at a ∈ A
with respect to the norm on A. Further, the correspondence C is jointly continuous at
(0, a).
Proof. Theorem follows from Theorem 3.1.11 and Theorem 1.4.11.
Remark 3.1.13. The assumption Ca and Ca are continuous for all a ∈ A can be replaced
by interior of L(a) is empty for given  and a. After replacement, proof of Theorem 3.1.11
and Corollary 3.1.12 follows from Corollary 3.1.6 and Theorem 3.1.5.
Following lemma gives a fine picture about the growth of the condition spec-
trum when the value of  approaches 1. With the aid of this lemma we look at the
limiting behaviour of σ(a) as → 1.
Lemma 3.1.14. Let a ∈ A \ Ce. If K ( C is compact with K ∩ L1(a) = ∅ then there
exists an  ∈ (0, 1) such that K ( σ(a).
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Proof. Take λ ∈ K. We first prove that there exists δ′ ∈ (0, 1) such that λ ∈ σδ′(a). If
λ ∈ σ(a) then λ ∈ σδ′(a) for all 0 < δ′ < 1. If λ /∈ σ(a) then
‖a− λ‖∥∥(a− λ)−1∥∥ = M
for some M > 1 (Since K ∩ L1(a) = ∅). Take δ′ = 1M . It follows that λ ∈ σ 1M (a).
Since for any 0 < δ′ < δ < 1,
‖a− λ‖∥∥(a− λ)−1∥∥ > 1
δ
.
Hence, λ is an interior point of σδ(a). There exists an rλ > 0 such that B (λ, rλ) (
σδ(a). Thus the collection {B (λ, rλ) : λ ∈ K} is an open cover for K. Since K is
compact, we have K ⊆
n⋃
i=1
B (λi, rλi). Since each B (λi, rλi) ( σδi(a), by taking
 = max {δi : i = 1 to n}, we get K ( σ(a).
Note 3.1.15. For any fixed a ∈ A, by Theorem 1.2.4 and note 1.4.14, we have lim
→0
σ(a) =
σ(a).
Theorem 3.1.16. Let a ∈ A \ Ce and consider the sequence {n} where n ∈ (0, 1). If
lim
n→∞
n = 1 then lim
n→∞
σn(a) = C.
Proof. Let λ ∈ C \ L1(a). There exists a compact set K such that λ ∈ K and K ∩
L1(a) = ∅. By Lemma 3.1.14, K ⊂ σ(a) for some  ∈ (0, 1). Consequently, there
exists n0 such that σ(a) ⊆ σn0 (a). Hence
d (λ, σn(a)) = 0 for all n ≥ n0.
and so, λ ∈ lim inf
n→∞
σn(a). If λ ∈ L1(a) then by Lemma 3.1.14, there exists a sequence
{λk} and a subsequence {nk} of {n} such that λk ∈ σnk (a) and |λ− λk| <
1
nk
.
From this, it follows that lim
k→∞
d
(
λ, σnk (a)
)
= 0. For given δ > 0 there exists nk > 0
such that
1
nk
< δ. By Theorem 1.2.4, for any n which satisfies nk ≤ n such that
d (λ, σn(a)) ≤ d
(
λ, σnk (a)
)
<
1
nk
< δ. This gives λ ∈ lim inf
n→∞
σn(a). By note 1.4.13,
proof of the Theorem follows.
Next, we prove the uniform continuity of condition spectrum map defined on
set of all normal matrices for a fixed  ∈ (0, 1). Due to this, Theorem 3.1.17 identifies
the condition spectrum set for the given normal matrix. The uniform continuity is
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discussed in Theorem 3.1.18. In the following two resultsMn (C) denote the the set
of all n× n complex matrices with 2−norm (see example 1.1.3 (4) in chapter 1).
Theorem 3.1.17. Suppose A ∈Mn (C) is normal and σ(A) = {λ1, λ2, · · · , λk} then
σ(A) =
⋃
i,j∈k
B
(
λi − 2λj
1− 2 ,

1− 2 |λi − λj|
)
. (3.12)
where k = {1, 2, · · · , k}.
Proof. Assume that A is normal and σ(A) = {λ1, λ2, · · · , λk}. Since A is normal,
it is unitarily diagonalizable, and note that the 2-norm is unitarily invariant, we
observe the following,
λ ∈ σ(A) \ σ(A) ⇔ ‖(A− λ)‖
∥∥(A− λ)−1∥∥ ≥ 1

⇔ maxi∈k |λ− λi|
minj∈k |λ− λj| ≥
1

.
⇔ |λ− λm||λ− λl| ≥
1

( for some l,m ∈ k).
Consider the following inequality
 |λ− λm| ≥ |λ− λl|
Apply λ = x+ iy, λm = ar + iai and λl = br + ibi and square both sides. We get,
2
[
(x− ar)2 + (y − ai)2
] ≥ (x− br)2 + (y − bi)2
Rearrange and expand to get
(1− 2)x2 + (1− 2)y2 − 2(br − 2ar)x− 2(bi − 2ai)y + |λl|2 − 2|λm|2 ≤ 0.
Now complete the square.
(1− 2)
(
x− br − 
2ar
1− 2
)2
+ (1− 2)
(
y − bi − 
2ai
1− 2
)2
≤ (br − 
2ar)
2 + (bi − 2ai)2
(1− 2) − (|λl|
2 − 2|λm|2)
=
2
(1− 2) |λm − λl|
2.
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From here, ∣∣∣∣λ− λl − 2λm1− 2
∣∣∣∣ ≤ 1− 2 |λm − λl|
Hence, λ ∈ σ(A) \ σ(A) if and only if λ ∈
⋃
i,j∈k,i 6=j
B
(
λi − 2λj
1− 2 ,

1− 2 |λi − λj|
)
.
Since σ(A) has no isolated points, we have
σ(A) =
⋃
i,j∈k
B
(
λi − 2λj
1− 2 ,

1− 2 |λi − λj|
)
.
Theorem 3.1.18. Let A and B are two normal matrices. If  ∈ (0, 1) then
H (σ(A), σ(B)) ≤ 1 + 
1− ‖A−B‖.
Proof. By Theorem 17, Lecture 18 of [7],
H(σ(A), σ(B)) ≤ ‖A−B‖.
Let µ ∈ σ(A). Since, A and B are normal, by Equation (3.12) µ = µi − 
2µj
1− 2 + δ1 for
some δ1 ≤ 
1− 2 |µi − µj| for some µi, µj ∈ σ(A). For any λk, λl ∈ σ(B), consider
the following scalar
λ =
λk − 2λl
1− 2 +

1− 2 |λk − λl|
Clearly, λ ∈ σ(B) and
|λ− µ| =
∣∣∣∣(µi − 2µj1− 2 − λk − 2λl1− 2
)
+ δ1 − 
1− 2 |λk − λl|
∣∣∣∣
≤
∣∣∣∣µi − 2µj1− 2 − λk − 2λl1− 2
∣∣∣∣+ 1− 2 (|µi − µj| − |λk − λl|)
≤
∣∣∣∣(µi − λk) + 2 (λl − µj)1− 2
∣∣∣∣+ 1− 2 (|µi − λk|+ |µj − λl|)
≤ (1 + )
2‖A−B‖
1− 2 (By Theorem Theorem 17 in Lecture 18 of [7])
=
1 + 
1− ‖A−B‖.
Hence the proof.
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3.2 Continuity of the correspondencesLC,LCa andLC
This section deals with the results for continuity of level sets of − condition spec-
trum and role of empty interior of level sets in continuity. Since, the level set is
compact proper subset of the condition spectrum, using the sub correspondence
concept ( see 1.4.8) we derive many of our results.
For 0 <  < 1 and a ∈ A the following level set correspondence arise naturally
LC : (0, 1)×A C defined by LC(, a) = L(a).
where ((0, 1)×A) is a metric space with the metric defined in 3.2. We get two more
correspondences from C. They are as follows, fix a ∈ A, then
LCa : (0, 1) C defined by LCa() = L(a).
Fix  ∈ (0, 1), then
LC : A C defined by LC(a) = L(a).
Note that, if a = λ for some λ ∈ C then L(a) = ∅ for any  ∈ (0, 1). Thus it is
trivial that the correspondence LCa,LC and LC are continuous at a and at given
 ∈ (0, 1). Because of this reason, we concentrate only on the non scalar elements
in A.
Lemma 3.2.1. The graph of the correspondence LC is closed.
Proof. Consider the sequence {(n, an) , λn} inGr (LC) and ((0, a) , λ) ∈ ((0, 1)×A)×
C. Suppose, ((n, an) , λn)→ ((0, a) , λ) as n→∞ then n → 0, an → a and λn → λ
as n→∞. Clearly ∥∥(an − λn)−1∥∥ = 1
n ‖(an − λn)‖
and n ‖(an − λn)‖ → 0 ‖a− λ‖. If we take bn = (ank − λnk) and b = a − λ then by
Lemma 5 in [37], a−λ is invertible. Since ∥∥(an − λn)−1∥∥→ ‖(a− λ)−1‖, λ ∈ L0(a).
Hence, the Graph of LC is closed.
Remark 3.2.2. For  ∈ (0, 1) and a ∈ A\Ce, it is evident that L(a) ( σ(a). By Lemma
3.2.1, we understand that the correspondence LCa,LC and LC are closed subcorrespon-
dences of Ca, C and C respectively.
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Theorem 3.2.3. Let a ∈ A \ Ce and 0 ∈ (0, 1). The map LCa is upper hemicontinuous
at 0 and LC0 is upper hemicontinuous at a.
Proof. Follows from Remark 3.2.2, Theorem 1.4.9, Theorem 3.1.3 and Theorem 3.1.7.
In general the correspondence LCa and LC need not to be lower hemicontin-
uous even though the interior of L(a) is empty for given a and . By looking
at a particular Banach algebra A and an appropriate element a ∈ A, we furnish
an example to show the correspondence  7→ L(a) is not lower hemicontinuous
at some 0 and for a fixed 0 ∈ (0, 1) the correspondence b 7→ L(b) is not lower
hemicontinuous at a.
Example 3.2.4. Consider the Banach space `∞(Z) with norm
‖x‖∗ = |x0|+ sup
n6=0
|xn| where x =
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
,
where the box represents the zeroth coordinate of an element in `∞(Z). ForM > 2, consider
an operator A ∈ B (`∞(Z)) such that
A
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
=
(
· · · , x−2, x−1, x0, x1
M
,x2, x3, · · ·
)
.
We first show that interior of L0(A) is empty for 0 =
1
M + 1
.
It is proved in Theorem 3.1 of [44] that
∥∥(A− λ)−1∥∥ = M for |λ| < min{ 1
M
,
1
2
− 1
M
}
. (3.13)
Take r = min
{
1
M
,
1
2
− 1
M
}
. From Example 4.9 in [28], we have
σ(A) = {z ∈ C : |z| = 1}
and ∥∥(A− λ)−1∥∥ ≥M for |λ| < 1. (3.14)
It is easy to see, with unit vectors y = (yk)∞k=−∞ such that
yk =
1, for k = 1, 20, otherwise
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and z = (zk)∞k=−∞ such that zk =

1, for k = 1, 4
−λ for k = 3
0, otherwise.
where 0 < |λ| < 1 that
‖A‖ = 1
M
+ 1 and ‖A− λ‖ ≥ 1
M
+ 1 + |λ|2 for 0 < |λ| < 1. (3.15)
By Equation(3.13) and Equation(3.15), we get ‖A‖‖A−1‖ = M+1 and by Equation(3.14)
and Equation(3.15) we have
‖A− λ‖∥∥(A− λ)−1∥∥ ≥M + 1 +M |λ|2 > M + 1 for 0 < |λ| < 1. (3.16)
Thus B (0, 1) ∩ L0(A) = {0}. Hence interior of L0(A) is empty in the set B (0, 1). By
Corollary 4.3 in [45], interior of L0(A) is empty in the set {λ ∈ C : |λ| > 1}.
Now, we show that the correspondence  7→ L(A) is not lower hemicontinuous at 0.
For any  >
1
M + 1
, it is clear that L(A)∩B (0, r) = ∅ but L0(A)∩B (0, r) 6= ∅. Hence
the correspondence LCA is not lower hemicontinuous at 0.
Next, we prove the correspondence LC0 is not lower hemicontinuous at A.
Let δ > 0 and consider the set {S ∈ B (`∞(Z)) : ‖A− S‖ < δ} . Choose N ∈ N such that
N > M > 2 and
1
M
− 1
N
< δ. Take B ∈ B (`∞(Z)) such that
B
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
=
(
· · · , x−2, x−1, x0, x1
N
, x2, x3, · · ·
)
.
By Example 4.9 in [28], σ(B) = {z ∈ C : |z| = 1}. Apply A = B and M = N in
Equations (3.13), (3.14),(3.15) and (3.16), we get
∥∥(B − λ)−1∥∥ = N for |λ| < min{ 1
N
,
1
2
− 1
N
}
and
‖B − λ‖∥∥(B − λ)−1∥∥ ≥ N + 1 > M + 1 for 0 ≤ |λ| < 1.
Thus L0(B) ∩ B(0, r) = ∅ but ‖A − B‖ < δ and L0(A) ∩ B(0, r) 6= ∅. Hence the
correspondence LC0 is not lower hemicontinuous at A.
Next, we pay our attention to continuity of map LC. We show that empty inte-
rior of L(a) is sufficient condition for the continuity.
Theorem 3.2.5. Let (0, a) in (0, 1)×A. If interior of L0(a) is empty then LC is jointly
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upper hemicontinuous at (0, a).
Proof. Assume a ∈ A \ Ce. Consider the sequence (n, an) in (0, 1) × A such that
(n, an)→ (0, a) and the sequence {λn} in Ln(an). Since λn ∈ σn(an), by Theorem
3.1.8, the sequence {λn} has a limit point λ ∈ σ0(a). Consequently there exists a
subsequence {λnk} such that λnk → λ
Clearly ∥∥(ank − λnk)−1∥∥ = 1nk ‖(ank − λnk)‖
and nk ‖(ank − λnk)‖ → 0 ‖a− λ‖. If we take bn = (ank − λnk) and b = a − λ then
by Lemma 5 in [37], a− λ is invertible. By Lemma 3.2.1, λ ∈ L0(a).
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Chapter 4
(p, q) outer generalized pseudo
spectrum
The theme of this chapter is to understand the (p, q) outer generalized pseudo spec-
trum by studying the interior of its level sets. For  > 0 and a ∈ A, the − pseudo
spectrum is defined as
Λ(a) :=
{
λ ∈ C : ∥∥(a− λ)−1∥∥ ≥ 1

}
.
It is clear from the definition that, while computing the pseudo spectrum, if we
assure that the set {
λ ∈ C : ∥∥(a− λ)−1∥∥ = 1

}
. (4.1)
does not have any interior point then it is easy to trace it out. Problems and an-
swers related to interior of level set of pseudo spectrum can be seen in [23], [28],[43]
and [44].
In this chapter we study the elementary properties of a more generalized pseudo
spectra and the interior of its level sets. Hence, the established results in this chap-
ter are more general as compared with the results in [23], [28] and [43]. The objects
in this chapter are independent of the first two chapters but with a common base
idea .
The concept of generalized inverses arise in the history of mathematics while
solving the system of linear equation Ax = b when A is rectangular or non in-
vertible. It is well known that there are more than one generalized inverse of A.
Among them the outer generalized inverse is also one. Let A be an m × n matrix.
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If there exists a n×m matrix B such that
BAB = B
then we say B is the outer generalized inverse of A. We denote B as A(2). See [5]
for more details of all kinds of generalized inverses and its applications.
For a given m × n matrix A, the outer generalized inverse B with prescribed
range space P and null space Q is discussed in [5]. In this case, we denote the B
as A(2)P,Q. This expected weighted outer generalized inverse assures the uniqueness
but not the existence. outer generalized inverse with prescribed range space and
null space for a given operator T defined on a Banach spaceX is given in [12]. This
can be extended to Banach algebras.
Consider two idempotent elements p, q ∈ A i.e. p2 = p and q2 = q.
Definition 4.0.6. ([25], Definition 1.1) Let a ∈ A. An element b ∈ A satisfying,
bab = b, ba = p and e− ab = q
will be called a (p, q) outer generalized inverse of a and it is denoted by a(2)p,q.
In [25], Kolundzˇija introduced the concept of the (p, q)− -pseudo spectrum of
a in A. Let  > 0 and a ∈ A. The (p, q)− -pseudo spectrum is defined as
Λ
(2)
(p,q)−(a) :=
{
λ ∈ C : (a− λ)(2)p,q does not exist or
∥∥(a− λ)(2)p,q∥∥ ≥ 1
}
.
In the same paper, Kolundzˇija studied about (p, q) − -pseudo spectrum of ele-
ments of the Banach algebra which are in the block matrix form. For the geometric
understanding of (p, q)−-pseudo spectrum, because of the inequalities in (p, q)−-
pseudo spectrum and in order to understand it, one has to know more about its
boundary set. It is clear that the boundary sets are subsets of the set (see Theorem
4.1.15),
L
(2)
(p,q)−(a) =
{
λ ∈ C : ∥∥(a− λ)(2)p,q∥∥ = 1
}
.
The above set is called level set of (p, q) −  pseudo spectrum. In computational
point of view, if we are sure that the level sets do not contain any interior point
then it can help us to trace out the boundary sets of Λ(2)(p,q)−(a). Because of the
reasons so far discussed, here we study about the interior property of L(2)(p,e−p)−(a)
for given a ∈ A.
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Preliminary subsection concentrates on the non emptiness of Λ(2)(p,e−p)−(a) and
the analyticity of (p, e−p) resolvent map. Second subsection focuses on the interior
property of the level set of (p, e− p)−  pseudo spectrum set. Theorems which are
in this section ( Theorem 4.2.3, Theorem 4.2.6 ) are extended version of the results
of Globevnik. Using these results we prove (p, q) −  pseudo spectrum has finite
number of components and each component has nonempty intersection with (p, q)
spectrum (Theorem 4.2.9). Example is constructed to show that L(2)(p,e−p)−(a) may
have nonempty interior ( Example 4.2.10 ) for some Banach algebra A and a ∈ A.
4.1 Elementary topological properties
The main aim of this subsection is to prove the non-emptiness of (p, e − p) − 
pseudo spectrum. In order to achieve this, we first introduce some terminologies
and establish basic results regarding the (p, e− p) resolvent set.
Definition 4.1.1. For an element a ∈ A, the (p, q)-resolvent set is defined as
ρ(2)p,q(a) :=
{
λ ∈ C : (a− λ)(2)p,q exists
}
.
The complement of the set ρ(2)p,q(a) is called (p, q)-spectrum and it is denoted by σ(2)p,q(a). The
map λ 7→ (a− λ)(2)p,q defined from ρ(2)p,q(a) to A is called the (p, q)- resolvent map.
From now onwards, we consider the idempotent p 6= 0 and p 6= e and we fix the
idempotent element q := e− p. If λ ∈ ρ(2)p,q(a) then we denote the element (a− λ)(2)p,q
by Ra(λ).
Note 4.1.2. For a given a ∈ A, if Ra(λ) exists for some λ ∈ C then from Definition 4.0.6,
[Ra(λ)] (a− λ) = p and (a− λ) [Ra(λ)] = p. (4.2)
By equation (4.2), ap = pa. Consequently, if ap 6= pa then σ(2)p,q(a) = C. Because of this
reason, in the rest of this chapter, we assume ap = pa for given a ∈ A.
Note 4.1.3. If Ra(λ) exists for some λ ∈ C then by equation (4.2), Ra(λ) and a commutes
and [(a− λ)n](2)p,q exists for any n ∈ N. Moreover, [(a− λ)n](2)p,q = [Ra(λ)]n.
Note 4.1.4. If λ ∈ σ(2)p,q(a) then we assume that ‖Ra(λ)‖ =∞.
The following lemma and theorem is an analog of the well known result that
ρ(a) is nonempty open subset of C for any a ∈ A.
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Lemma 4.1.5. Let a ∈ A. If λ ∈ ρ(a) then λ ∈ ρ(2)p,q(a)
Proof. It is easy to see that Ra(λ) = p(a− λ)−1 for any λ ∈ ρ(a)
Theorem 4.1.6. The set ρ(2)p,q(a) is a nonempty open subset of C, for any a ∈ A.
Proof. By Lemma 4.1.5, ρ(2)p,q(a) is nonempty. Take µ ∈ ρ(2)p,q(a), for any λ ∈ C satisfies
|µ− λ| < 1‖Ra(µ)‖
we have e+ [Ra(µ)] ((a− λ)− (a− µ)) is invertible. From equation (4.2),
(a− λ) [Ra(µ)] (a− µ) = (a− µ) [Ra(µ)] (a− λ).
Hence by Theorem 4.1 in [17], λ ∈ ρ(2)p,q(a).
If λ ∈ C is from the (p, q) spectrum set then Corollary 4.1.7 explains the nature
of (p, q) resolvent norm in a neighborhood of λ.
Corollary 4.1.7. Let {λn} be a sequence from ρ(2)p,q(a). If λn → λ for some λ ∈ σ(2)p,q(a)
then ‖Ra (λn) ‖ → ∞.
Proof. Suppose ‖Ra (λn) ‖ ≤ M for some M ∈ R then 1‖Ra (λn) ‖ ≥
1
M
. Since
λn → λ, for the real number 1
M + 1
, there exists n0 ∈ N such that
|λ− λn| < 1
M + 1
<
1
M
≤ 1‖Ra(λn)‖ for all n ≥ n0.
By Theorem 4.1.6, λ ∈ ρ(2)p,q(a). This is a contradiction.
Theorem 4.1.8. The map f : ρ(2)p,q(a)→ A defined by f(λ) = [Ra(λ)]n is analytic for each
n ∈ N.
Proof. We first prove this theorem for n = 1. For any λ, µ ∈ ρ(2)p,q(a), by Theorem 4.2
(a) in [17],
[Ra(λ)]− [Ra(µ)] = (λ− µ) [Ra(λ)] [Ra(µ)] . (4.3)
Fix µ ∈ ρ(2)p,q(a) and consider the open set B
(
µ,
1
‖Ra(µ)‖
)
. By Theorem 4.1.6,
B
(
µ,
1
‖Ra(µ)‖
)
is a subset of ρ(2)p,q(a). Since e − [Ra(µ)] (λ − µ) is invertible for
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any λ ∈ B
(
µ,
1
‖Ra(µ)‖
)
and from Equation (4.3),
Ra(λ) =
∞∑
n=0
(λ− µ)n [Ra(µ)]n+1 .
Hence the map λ 7→ Ra(λ) is analytic. The map λ 7→ [Ra(λ)]n is also analytic
because it is the product of n analytic functions of the form λ 7→ [Ra(λ)].
The following are some examples of (p, q)-resolvent set and (p, q)-spectrum for
given a ∈ A and p ∈ A.
Example 4.1.9. Let a = λ for some λ ∈ C. It is easy to see, ρ(2)p,q(a) = C \ {λ} and
σ
(2)
p,q(a) = {λ}.
Our next example shows that ρ(2)p,q(a) may have multiple components.
Example 4.1.10. Consider the set E = {z ∈ C : 4 ≤ |z| ≤ 5} ∪ {z ∈ C : 6 ≤ |z| ≤ 7}.
Take the operator T ∈ B (`2(N)) with,
T (e2i−1) = rie2i−1 and T (e2i) = qie2i for all i ∈ N
where {ei : i ∈ N} is the standard orthonormal basis for `2(N), {ri ∈ C : i ∈ N} is
countable dense subsets of {z ∈ C : 4 ≤ |z| ≤ 5} and {qi ∈ C : i ∈ N} is a countable
dense subset of {z ∈ C : 6 ≤ |z| ≤ 7}. Take the projection operator P ∈ B (`2(N))
P (e2i−1) = e2i−1 and P (e2i) = 0 for all i ∈ N
Take Q = I − P . It is evident that PT = TP and σ(T ) = E. By Lemma 4.1.5,
{z ∈ C : |z| > 7} ∪ {z ∈ C : 5 < |z| < 6} ∪ {z ∈ C : |z| < 4} ⊂ ρ(2)(P,Q)(T ).
We prove, {z ∈ C : 4 ≤ |z| ≤ 5} ⊆ σ(2)(P,Q)(T ). Suppose RT (ri) exists for some ri, then
from the equation [RT (ri)] (T − ri) = P ,
Ker(T − ri) ∩Ran(P ) = {0}.
where Ker(T − ri) denotes the null space of T − ri and Ran(P ) denotes the range space
of P . But for every i ∈ N,
e2i−1 ∈ Ker(T − ri) ∩Ran(P )
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which is a contradiction. Hence {ri ∈ C : i ∈ N} ⊂ σ(2)(P,Q)(T ). Since {ri ∈ C : i ∈ N} is
dense in {z ∈ C : 4 ≤ |z| ≤ 5} and ρ(2)(P,Q)(T ) is open,
{z ∈ C : 4 ≤ |z| ≤ 5} ⊆ σ(2)(P,Q)(T )
From this we also conclude, ρ(2)(P,Q)(T ) has more than one component.
Next, we prove our major goal of this subsection (p, q) −  pseudo spectrum is
non empty. This can be settled by the help of the results we proved so far.
Definition 4.1.11 ([25], Definition 3.3). Let  > 0. The (p, q) − − pseudospectrum of
an element a ∈ A is defined as
Λ
(2)
(p,q)−(a) =
{
λ ∈ C : (a− λ)(2)p,q does not exist (or)
∥∥(a− λ)(2)p,q∥∥ ≥ 1
}
.
In the following example, we find the (p, q)−  pseudo spectrum explicitly.
Example 4.1.12. Consider the Banach algebra B (Cn) where Cn is the Euclidean space.
Let T ∈ B (Cn) such that T (ei) = αiei for some αi ∈ C and the projection operator
P ∈ B (Cn) defined as P (e1) = e1 and P (ei) = 0 for all i = 2 to n. For any λ ∈ C \ {α1},
we define the operator S(λ) ∈ B (Cn) by
[S(λ)] (ei) =
 1α1−λe1 for i = 10 otherwise .
It is easy to see, R(2)(P,I−P )(λ) = S(λ) for any λ ∈ C \ {α1}. Hence
Λ
(2)
(P,I−P )−(T ) =
{
λ ∈ C : |λ− α1| ≤ 1

}
.
Theorem 4.1.13. The set Λ(2)(p,q)−(a) is a compact subset of C.
Proof. We know, Λ(2)(p,q)−(a) = σ
(2)
p,q(a) ∪
{
λ ∈ C | ‖Ra(λ)‖ ≥ 1
}
. By Theorem 4.1.6,
σ
(2)
p,q(a) is closed. The set
{
λ ∈ C : ‖Ra(λ)‖ ≥ 1
}
is closed, because the map λ 7→
‖Ra(λ)‖ is continuous. By Lemma 4.1.5, for any λ ∈ ρ(a)∩Λ(2)(p,q)−(a) with |λ| > ‖a‖,
we have
 ≤ ‖Ra(λ)‖ = ‖p(a− λ)−1‖ ≤ ‖p‖ 1|λ| − ‖a‖ .
The above equation implies, |λ| ≤ ‖p‖

+ ‖a‖. Hence Λ(2)(p,q)−(a) is compact.
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Theorem 4.1.14. The set σ(2)p,q(a) is a nonempty subset of C. In particular, Λ(2)(p,q)−(a) is a
nonempty subset of C.
Proof. Suppose σ(2)p,q(a) = ∅ then Λ(2)(p,q)−(a) =
{
λ ∈ ρ(2)p,q(a) : ‖Ra(λ)‖ ≥ 1
}
. Since
Λ
(2)
(p,q)−(a) is compact, there exists M > 0 such that ‖Ra(λ)‖ ≤ M for all λ ∈
Λ
(2)
(p,q)−(a). Consequently,
‖Ra(λ)‖ ≤M for every λ ∈ C. (4.4)
Since ρ(2)p,q(a) = C and the map λ 7→ Ra(λ) is analytic and bounded on C, by Theo-
rem 19.1 in [4], there exists a constant K such that
‖Ra(λ)‖ ≡ K for all λ ∈ C.
If K = 0 then Ra(λ) = 0, this implies p = 0, which is a contradiction to our
assumption p 6= 0. IfK > 0 then Λ(2)(p,q)−K(a) is unbounded, which is a contradiction
to Theorem 4.1.13. Hence σ(2)p,q(a) 6= ∅. By Definition 4.1.11, σ(2)p,q(a) ⊆ Λ(2)(p,q)−(a).
Thus Λ(2)(p,q)−(a) 6= ∅.
Theorem 4.1.15. Let a ∈ A and  > 0. Then Λ(2)(p,q)−(a) has no isolated points.
Proof. Every point in σ(2)(p,q) (a) is an interior point of Λ
(2)
(p,q)−(a). Otherwise, there
exists a sequence {λn}with λn ∈ ρ(2)(p,q) (a) and ‖Ra(λn)‖ < 1 such that λn → λ. This
is a contradiction to Corollary 4.1.7. Since the map λ 7→ ‖Ra(λ)‖ is continuous, the
set {
λ ∈ ρ(2)(p,q) (a) : ‖Ra(λ)‖ >
1

}
(4.5)
is open and hence every λ which satisfies ‖Ra(λ)‖ > 1 is an interior point of
Λ
(2)
(p,q)−(a). Next, we consider a point µ ∈ Λ(2)(p,q)−(a) such that ‖Ra(µ)‖ = 1 . If
µ is an isolated point then there exists an r > 0 such that ‖Ra(λ)‖ < 1 for every
λ ∈ B(µ, r).Take Ω0 = Ω = B(µ, r) define the following map
F : Ω0 → A defined by F (λ) = Ra (λ) .
We apply Theorem 1.3.4 and it gives us ‖Ra (µ)‖ < 1 , which is a contradiction.
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4.2 Level sets of (p, q)- outer generalized pseudo spec-
trum
This subsection is devoted to the interior property of L(2)(p,q)−(a). With the aid of the
maximum modulus principle (see Theorem 4.2.3) to the (p, q) resolvent map, we
establish the result L(2)(p,q)−(a) has empty interior in the unbounded component of
ρ
(2)
p,q(a). We prove a similar set of results to any non scalar operator T acting on the
complex uniformly convex Banach space X irrespective of the size of component
of ρ(2)p,q(T ). Finally, we prove Λ
(2)
(p,q)−(a) has finite number of components in the
appropriate settings (see Theorem 4.2.9).
Note 4.2.1. The set L(2)(p,q)−(a) is non empty. Otherwise Λ
(2)
(p,q)−(a) is a nonempty open as
well as closed subset of C. This is a contradiction to the fact C is connected.
Note 4.2.2. Let µ be a point of the boundary of Λ(2)(p,q)−(a). By Theorem, 4.1.13 ‖Ra(µ)‖ ≥
1

. Suppose ‖Ra(µ)‖ > 1 , then by Theorem 4.1.15, µ is an interior point of Λ(2)(p,q)−(a).
This is a contradiction to the fact that µ is a boundary point. Hence µ ∈ L(2)(p,q)−(a).
Consequently, boundary set of Λ(2)(p,q)−(a) is a subset of L
(2)
(p,q)−(a).
The following is a form of maximum modulus principle to the map λ 7→ [Ra(λ)]n.
Theorem 4.2.3. Let a ∈ A, Ω be an open subset in the unbounded component of ρ(2)(p,q)(a)
and n ∈ N. For some M > 0, suppose
∥∥∥[(a− λ)n](2)p,q∥∥∥ ≤ M for all λ ∈ Ω, then∥∥∥[(a− λ)n](2)p,q∥∥∥ < M for all λ ∈ Ω.
Proof. Let us take the unbounded component of ρ(2)(p,q)(a) be Ω0. By note 4.1.3, for
any n ∈ N, [(a− λ)n](2)p,q = [Ra(λ)]n for all λ ∈ Ω0. We note the following,
{λ ∈ C : ‖[Ra(λ)]n‖ ≥M} ⊆
{
λ ∈ C : ‖Ra(λ)‖ ≥M 1n
}
.
By Theorem 4.1.13,
{
λ ∈ C : ‖Ra(λ)‖ ≥M 1n
}
is bounded and hence
{λ ∈ C : ‖[Ra(λ)]n‖ < M} ∩ Ω0 6= ∅.
Take µ ∈ {λ ∈ C : ‖[Ra(λ)]n‖ < M} ∩ Ω0. Proof follows by applying Theorem 1.3.4
to the analytic function λ 7→ [Ra(λ)]n defined from Ω0 to A, the open set Ω and to
the point µ.
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Corollary 4.2.4. Let a ∈ A and  > 0. Then L(2)(p,q)−(a) has empty interior in the un-
bounded component of ρ(2)(p,q)(a)
Proof. Follows from Theorem 4.2.3, by applying n = 1.
Next, we concentrate on interior of L(2)(p,q)−(T ) where T ∈ B(X) and X is com-
plex uniformly convex Banach space ( see Definition 2.3.5). We prove that, if
‖[RT (λ)]n‖ is constant in an open set of ρ(2)p,q(T ) then it is the global minimum of
‖[RT (λ)]n‖ for all λ ∈ ρ(2)p,q(T ).
Lemma 4.2.5. ( [24], Lemma 1.1) Let λ 7→ f(λ) = a0 + a1λ + a2λ2 + · · · be a function
with values in a complex Banach space X , defined and analytic in a neighbourhood of the
point 0 in the complex plane. If ‖f(λ)‖ ≡ ‖a0‖ in a neighbourhood of the point 0, then for
each ai (i = 1, 2, · · · ) an ri > 0 exists such that ‖a0 + λai‖ ≤ ‖a0‖ (|λ| ≤ ri).
Proof of the following theorem goes similar to the proof of the Theorem 3.4 in
[8].
Theorem 4.2.6. Let T ∈ B(X) whereX be a complex uniformly convex Banach space and
n ∈ N. If
∥∥∥[(T − λ)n](2)p,q∥∥∥ = 1 in an open subset U of ρ(2)p,q(T ) then ∥∥∥[(T − λ)n](2)p,q∥∥∥ ≥ 1 for
all λ ∈ ρ(2)p,q(T ).
Proof. We know, [(T − λ)n](2)p,q = [RT (λ)]n. By Theorem 4.1.8, for every fixed λ0 ∈ U ,
there exists an r > 0 such that the map,
f : B(0, r)→ B(X) defined by f(λ) = [RT (λ+ λ0)]n
is analytic at 0. Moreover, for any λ ∈ B(0, r),
[RT (λ+ λ0)]
n =
[ ∞∑
i=0
[RT (λ0)]
i+1 λi
]n
= [RT (λ0)]
n + n [RT (λ0)]
n+1 λ+O(λ2).
Take a0 = [RT (λ0)]
n and a1 = n [RT (λ0)]
n+1. Since ‖f(λ)‖ = ‖a0‖, by Lemma 4.2.5,
there exists r1 > 0 such that∥∥[RT (λ0)]n + λn [RT (λ0)]n+1∥∥ ≤ 1 for all |λ| ≤ r1.
Hence for any λ ∈ B(0, 1),
∥∥[RT (λ0)]n + r1λn [RT (λ0)]n+1∥∥ ≤ 1. (4.6)
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There exists a sequence {ek} from X with ‖ek‖ = 1, such that
lim
k→∞
‖[RT (λ0)]n (ek)‖ = ‖[RT (λ0)]n‖ = 1. (4.7)
Equation (4.6) implies,
∥∥[RT (λ0)]n (ek) + r1λn [RT (λ0)]n+1 (ek)∥∥ ≤ 1. (4.8)
Take xk = [RT (λ0)]
n (ek) and yk = r1n [RT (λ0)]
n+1 (ek). We claim that lim
k→∞
‖yk‖ = 0.
Suppose ‖yk‖ ≥  for some  > 0 then by Equation (4.8),
‖xk + λyk‖ ≤ 1 for all λ ∈ B(0, 1). (4.9)
From the definition of complex uniformly convex Banach space, there exists δ > 0
such that
‖xk‖ ≤ 1− δ.
This is a contradiction to Equation (4.7). Hence,
lim
k→∞
‖yk‖ = lim
k→∞
∥∥r1n [RT (λ0)]n+1 (ek)∥∥ = 0.
Therefore,
lim
k→∞
∥∥[RT (λ0)]n+1 (ek)∥∥ = 0. (4.10)
For any λ ∈ ρ(2)p,q(a), by Theorem 4.2 (a) in [17]
RT (λ)−RT (λ0) = (λ−λ0) [RT (λ)] [RT (λ0)] = (λ−λ0) [I + (λ− λ0) [RT (λ)]] [RT (λ0)]2 .
(4.11)
where I denotes the identity operator on B(X). From Equation (4.11), it is easy to
see,
[RT (λ)]
n − [RT (λ0)]n = Bn [RT (λ0)]n+1 (4.12)
where Bn :=
n−1∑
j=0
(
n
j + 1
)
(λ − λ0)j+1 (I + (λ− λ0)RT (λ))j+1 (RT (λ0))j . Since the
operator Bn is bounded and from the Equation (4.7), Equation (4.10),
lim
k→∞
‖[RT (λ)]n (ek)‖ ≥ lim
k→∞
‖[RT (λ0)]n (ek)‖ − lim
k→∞
∥∥Bn [RT (λ0)]n+1 (ek)∥∥
≥ lim
k→∞
‖[RT (λ0)]n (ek)‖ − ‖Bn‖ lim
k→∞
∥∥[RT (λ0)]n+1 (ek)∥∥
= 1.
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Hence the theorem follows.
Corollary 4.2.7. Let M > 0, T ∈ B(X) where X be a complex uniformly convex Ba-
nach space and n ∈ N. If
∥∥∥[(T − λ)n](2)p,q∥∥∥ = M in an open subset U of ρ(2)p,q(T ) then∥∥∥[(T − λ)n](2)p,q∥∥∥ ≥M for all λ ∈ ρ(2)p,q(T ).
Proof. Suppose
∥∥∥[(T − λ)n](2)p,q∥∥∥ = M in an open subset U of ρ(2)p,q(T ), then∥∥∥∥[(M 1nT −M 1nλ)n](2)
p,q
∥∥∥∥ = 1 for all λ ∈ U. (4.13)
Consider the operator S := M
1
nT . From Equation (4.13), for each µ ∈ M 1nU , we
obtain
∥∥∥[(S − µ)n](2)p,q∥∥∥ = 1. By Theorem 4.2.6, ∥∥∥[(S − µ)n](2)p,q∥∥∥ ≥ 1 for all µ ∈ ρ(2)p,q(S).
Thus
∥∥∥[(T − λ)n](2)p,q∥∥∥ ≥M for all λ ∈ ρ(2)p,q(T ).
Corollary 4.2.8. Let X be a complex uniformly convex Banach space. If T ∈ B(X) then
L
(2)
(p,q)−(T ) has empty interior in ρ
(2)
(p,q)(T ).
Proof. Immediate from Corollary 4.2.7 by applying n = 1.
Theorem 4.2.9. Let X be a complex uniformly convex Banach space, T ∈ B(X). Then
Λ
(2)
(p,q)−(T ) has finite number of components and every component of Λ
(2)
(p,q)−(T ) contains
an element from σ(2)p,q(T ).
Proof. Let E be a component of Λ(2)(p,q)−(T ). We first prove the following,
if E ∩
{
λ ∈ C : ‖RT (λ)‖ > 1

}
6= ∅ then E ∩ σ(2)p,q(T ) 6= ∅.
Assume to the contrary that E is a component and E ∩ {λ ∈ C : ‖RT (λ)‖ > 1} 6= ∅
but E ∩ σ(2)p,q(T ) = ∅. Consider the set
G := E \
(
L
(2)
(p,q)−(T )
)
= E ∩
(
L
(2)
(p,q)−(T )
)c
.
Note that, G ⊆ {λ ∈ C : ‖RT (λ)‖ > 1} ⊆ (L(2)(p,q)−(T ))c. We prove that G is open
in C. Let µ ∈ G. Since {λ ∈ C : ‖RT (λ)‖ > 1} is open, there exists rµ > 0 such that
B (µ, rµ) ⊆
{
λ ∈ C : ‖RT (λ)‖ > 1

}
⊆
(
L
(2)
(p,q)−(T )
)c
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Since E is a component, µ ∈ E and B (µ, rµ) is connected, we have B (µ, rµ) ⊆ E.
By the definition of G, B (µ, rµ) ⊆ G, it follows that G is open in C. Let µ ∈ G,
hence there exists F ∈ B(X)∗ such that F (RT (µ)) = ‖RT (µ)‖. Define
ψ : G→ C by ψ(λ) = F (RT (λ)) .
Clearly ψ is well defined, analytic and also continuous on G ( closure of G ). For
any boundary point λ of G we have ‖RT (λ)‖ = 1 , hence |ψ (λ) | ≤ 1 but at the
point µ, we have |ψ(µ)| = |F (RT (µ))| = ‖RT (µ)‖ > 1 . This is a contradiction to
Maximum Modulus Theorem.
By Corollary 4.1.7, for each λ ∈ σ(2)p,q(T ), there exists rλ > 0 with B (λ, rλ) ⊆
Λ
(2)
(p,q)−(T ) and
{
B (λ, rλ) : λ ∈ σ(2)p,q(T )
}
is an open cover for σ(2)p,q(T ). Since σ
(2)
p,q(T )
is compact, there exists {λ1, λ2, · · · , λn} such that σ(2)p,q(T ) ⊆
n⋃
i=1
B (λi, rλi). Conse-
quently, there exists components C1, C2, · · · , Cm of Λ(2)(p,q)−(T ) with m ≤ n and each
Ci contains at least one B (λi, rλi) such that
σ(2)p,q(T ) ⊆
n⋃
i=1
B (λi, rλi) ⊆
m⋃
i=1
Ci.
We claim that
{
λ ∈ C : ‖RT (λ)‖ > 1

}
⊆
m⋃
i=1
Ci. For µ ∈
{
λ ∈ C : ‖RT (λ)‖ > 1
}
,
there exists r > 0 such that B (µ, r) ⊆ {λ ∈ C : ‖RT (λ)‖ > 1} hence B (µ, r) ⊆ E
for some connected component E of Λ(2)(p,q)−(T ). We proved that E ∩ σ(2)p,q(T ) 6= ∅, it
follows that E ⊆
m⋃
i=1
Ci. Thus
{
λ ∈ C : ‖RT (λ)‖ > 1

}
⊆
m⋃
i=1
Ci.
Since each Ci is closed in C and by Theorem 4.1.15, Corollary 4.2.8, we have{
λ ∈ C : ‖RT (λ)‖ > 1

}
= Λ
(2)
(p,q)−(T ) =
m⋃
i=1
Ci.
Hence the theorem follows.
The following is an example for interior of L(2)(p,q)−(a) can be nonempty in the
bounded component of ρ(2)p,q(a).
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Example 4.2.10. Consider the Banach space `∞(Z) with norm
‖x‖∗ = |x0|+ sup
n6=0
|xn| where x =
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
,
and the box represents the zeroth coordinate of an element in `∞(Z). For M > 2, take an
operator A ∈ B (`∞(Z)) such that
A
(
· · · , x−2, x−1, x0 , x1, x2, · · ·
)
=
(
· · · , x−2, x−1, x0, x1
M
,x2, x3, · · ·
)
. (4.14)
Take R := min
{
1
M
,
1
2
− 1
M
}
and from Theorem 3.1 in [43], we know that
∥∥(A− λ)−1∥∥ = ∥∥(A− λ)−1 (e0)∥∥∗ = M (4.15)
where e0 =
(
· · · , 0, 0, 1 , 0, 0, · · ·
)
and λ ∈ C such that |λ| < R. Consider the Banach
space X = `∞(Z) ⊕ `∞(Z) with norm ‖(x, y)‖ =
(‖x‖2∗ + ‖y‖2∗) 12 . By Theorem 1.8.6 in
[34], X is a Banach space. We take the following operators
T : X → X defined by T (x, y) = (A(x), A(y))
where A is an operator defined in Equation (4.14) and
P : X → X defined by P (x, y) = (x, 0).
It is easy to see that P 2 = P and PT = TP . By Theorem 1.8.12 in [34], σ(T ) = σ(A)
and so we get,
RT (λ) = (T − λ)−1 P for all λ ∈ {λ ∈ C : |λ| < R}
For any (x, y) ∈ X with ‖(x, y)‖ = 1, we have
∥∥(T − λ)−1 P (x, y)∥∥ = ∥∥(T − λ)−1 (x, 0)∥∥ = ∥∥(A− λ)−1 (x)∥∥∗ ≤M‖x‖∗ ≤M‖(x, y)‖.
(4.16)
and particularly for the unit vector (e0, 0) ∈ X , we have∥∥(T − λ)−1 P (e0, 0)∥∥ = ∥∥(T − λ)−1 (e0, 0)∥∥ = ∥∥(A− λ)−1 (e0)∥∥∗ = M = M‖ (e0, 0) ‖.
(4.17)
From Equation (4.16) and Equation (4.17), we get
∥∥(T − λ)−1 P∥∥ = M for each λ in
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{λ ∈ C : |λ| < R}. Thus interior of {λ ∈ C : ‖RT (λ)‖ = M} is non empty.
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Conclusion and Future work
We briefly summarize the results obtained in this thesis
Summary
The following results are proved
1. Let a ∈ A \ Ce. We obtained that the interior of 1− level set of condition
spectrum is empty. If a = µ for some µ ∈ C then 1− level set of condition
spectrum is the set C \ {µ} and for 0 <  < 1, − level set of condition
spectrum is the empty set.
2. Let 0 <  < 1. If a ∈ A\Ce then interior of − level set of condition spectrum
is empty in the unbounded component of resolvent set of a
3. Let X be a complex Banach space, T ∈ B(X) and 0 <  < 1. If either X or X∗
is complex uniformly convex then L(T ) has empty interior in the resolvent
set of T .
4. Fix a ∈ A \ Ce. The correspondence
Ca : (0, 1) C defined by Ca() = σ(a).
is continuous at 0 ∈ (0, 1) if and only if interior of − level set of condition
spectrum for a is empty.
5. Suppose the correspondence
Ca : (0, 1) C defined by Ca() = σ(a)
is continuous at 0 for every a ∈ A, then the map
C0 : A C defined by C0 = σ0(a)
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is continuous at a with respect to the norm on A and the map
C : (0, 1)×A C defined by C(, a) = σ(a)
is continuous at at (0, a)
6. All the level set correspondence are upper hemicontinuous but not lower
hemicontinuous.
7. Let a ∈ A and  > 0. (p, q)−  level set of outer generalized pseudo spectrum
has empty interior in the unbounded component of (p, q) resolvent set of a.
8. Let X be a complex uniformly convex Banach space. If T ∈ B(X) then
(p, q) −  level set of outer generalized pseudo spectrum has empty interior
has empty interior in (p, q) resolvent set of T .
Future work
The following are some of the problems which we are interested to work in the
near future.
1. Example of a Banach algebra and an element such that its − level set of
condition spectrum has non empty interior (or) Example of a discontinuous
condition spectrum map.
2. Explicit form of the condition spectrum for various types of operators de-
fined on a Banach space.
3. Continuity of (p, e− p)− −pseudo spectrum maps.
4. Discuss about the the interior of the level set of (p, e− p)− −condition spec-
trum
5. Continuity of the (p, e− p)− −condition spectrum maps.
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