Abstract
Introduction
The ongoing rapid expansion of the world-wide-web and e-commerce has led to a serious problem of information overload: the customers are difficult to choose the right product without wasting too much time. Recommender systems have emerged in response to this problem [1] . Many electronic commerce sites already benefit from novel opportunities of personalized marketing leverage offered by these information systems [2, 3] . For example, Amazon asserted 35% of the sales were from the system recommendation [4] , and Netflix claimed about 60% of the rental business was from the recommender system [5] .
Thus far, a great many recommendation algorithms have been proposed such as collaborative filtering (CF) [6] [7] [8] [9] , content-based analysis [10] [11] [12] [13] , matrix factorization [14, 15] and so on. In recent years, the bipartite networks have catched lots of attentions [16] . Zhang, et al. , have successfully applied the classical physical processes, such as the heat conduction and mass diffusion, to deal with the personalized recommendation problem [17] [18] [19] . Network based recommendation approaches have been demonstrated to be both more efficient and of lower computational complexity than collaborative filtering methods [20] .
Network based Recommendation Algorithms
Up to now, there exists many network based Recommendation algorithms. Most of them are based on the original resource-allocation process (Probability Spreading, refer to as Probs) or heat-conduction analogous process (Heat Spreading, refer to as Heats) on a bipartite network. Generally, a recommender system could be demonstrated by a bipartite network, in which there are two kinds of nodes: users U and objects O. Supposing there are m objects O = {o 1 ,o 2 , . . . ,o m } and n users U ={u 1 ,u 2 , . . . ,u n }, the system can be fully described by an adjacency matrix A ={ 
is assigned on those objects already collected by u i . In the later two steps, the resource is distributed to its neighbors according to the different method. For ProbS, the method is to distribute evenly the resource to its neighbors; while in HeatS, the resource is redistributed via an averaging procedure, with users receiving a level of resource equal to the mean amount possessed by their neighboring objects, and objects then receiving back the mean of their neighboring users' resource levels [36] . The resource reallocation process for each user in the network-based recommendation algorithms can be expressed using the following equation:
where W is is the resource reallocation matrix, and
is the final resource configuration on objects.
In this paper, we select five typical network based recommendation algorithms including MD algorithm, Hybrid algorithm, MF algorithm, BHC algorithm and PD algorithm. These algorithms are briefly described below.
(1)MD: The massive diffusion (MD) algorithm [18] starts by assigning one unit of resource to each item collected by the target user i. That is to say, If an object is collected by the user i, its initial resource is assigned to be 1, otherwise, to be 0. The transformation matrix in MD is which is a column-normalized probability matrix representing the diffusion process, and where k  is the degree of o  and i k is the degree of i u . This method has been demonstrated to be more accurate than the classical CF algorithm, with lower computational complexity. However, it has difficulty in generating diverse recommendations. Figure 1 is an example of the resource reallocation process on the bipartite user-object network. Figure 1 (a) and Figure 1 (b) is for ProbS and Heats, respectively. In Figure 1 (a), at first, one unit of resource is assigned to the object No. 1 and No. 5, which have been collected by the target user with the shaded circle. Secondly, after one step diffusion from object side to user side according to evenly redistributed rule, the three users respectively obtain 1, 1/2, and 1/2 units of resource. The last step is the diffusion from user side to object side, and the five objects are assigned 3/4,1/6,1/6,1/4,2/3 units of resource, respectively. For HeatS in Figure 1(b) , so is the same with Probs at first step. The later two steps are to redistribute the resource via an averaging procedure. Finally, the five objects are assigned 3/4,1/3,1/3,1/2,2/3 units of resource, respectively.
(2)Hybrid: In order to solve the apparent accuracy-diversity dilemma of recommender systems, a hybrid algorithm by integrating MD and HC [19] was proposed in [18] , which combines these two algorithms as follows:
where  is a tunable parameter to control the relative weight between the two algorithms. When  increases from 0 to 1, the Hybrid algorithm changes gradually from HC to MD. The numerical results of such hybrid algorithm indicate that both of the accuracy and diversity could be increased at the optimal case. Since the pure mass diffusion algorithm enjoys high recommendation accuracy while the heat conduction algorithm is very outstanding in recommendation diversity. Fusing these two algorithms can gain high performance in both aspects. (3)MF: One way to improve the recommendation accuracy of MD recommendation algorithm is to assign a heterogeneity initial resource configuration. The correspondence algorithm (MF) is proposed by Zhou, et al., [37] . The initial resource of object
, where  is a negative parameter. (4)BHC: The biased heat conduction algorithm (BHC) [38] could greatly improve the accuracy of the standard HC algorithm by decreasing the temperatures of small degree objects. In this case, the resource transfer matrix reads
In order to enhance the algorithm's ability to find unpopular and niche objects, a preferential diffusion (PD) method is proposed in [28] . The resource transfer matrix in the algorithm is 
Attack Models
An attack against a collaborative filtering recommender system cons ists of a set of attack profiles, each contained biased rating data associated with a fictitious user identity, and including a target item, the item that the attacker wishes the system to recommend more highly (a push attack), or wishes to prevent the sys tem from recommending (a nuke attack) [39] .
An attack model is an approach to constructing attack profiles based on knowledge of the recommender system, its rating database, its products, and/or its users [38] . Shilling attacks can be classified as push and nuke attacks according to their intent. Push attacks try to make one or more target items recommended to more users, while nuke attacks try to cause them less likely to be recommended. Shilling attacks can be classified as push and nuke attacks according to their intent. Push attacks try to make one or more target items recommended to more users, while nuke attacks try to cause them less likely to be recommended. An attack against a recommender system consists of a set of attack profiles. An attack profile consists of an m-dimensional vector of ratings, where m is the total number of items in the system. It is partitioned in three parts. Firstly, the unrated items partitions are those items with no ratings in the profile. Secondly, the target items will be given a rating designed to bias its recommendations, generally they will be either the maximum (push attack) or minimum (nuke attack) rating depending on the attack type. Finally, the set of filler items represent a group of selected items in the database which are assigned ratings within the attack profile, they will be given a rating according to the attack strategy [40] . Many attack types such as random attack, average attack, bandwagon attack, probe attack, segmented attack, love/hate attack, reverse bandwagon attack etc., has been identified in recent years [22] . Different attack may require different level of knowledge about the items. In this paper, we select the following two types of attack models which are easy to execute because of minimum knowledge.
(1)Random attack: Lam, et al., [17] originally introduced an attack model in which the filler items are assigned values generated randomly within the rating scale with a distribution centered on the mean for overall ratings. The knowledge required to mount such an attack is quite minimal, but the attack is not particularly effective.
(2)Bandwagon attack [41] : The bandwagon attack takes advantage of the Zipf's law distribution of popularity in consumer markets to build attack profiles, which contain those items that have high visibility. This information is easy to obtain and not systemdependent. Such profiles will have a good probability of being similar to a large number of users, since the high visibility items are those that many users have rated. Figure 2 is an example of the resource reallocation process on the bipartite userobject network after an attack profile was injected. Suppose object B and object C are the target item and the popular item, respectively. User A is a forged user. For the bandwagon attack, he has collected object B and object C. Thus, as shown in Figure 2 , after two step diffusion from object side to user side and from user side to object side, the final resources have changed after the attack profile injected. Table 1 and Table 2 are the comparison of the rank of the target item before and after one attack profile injected for Probs and Heats, respectively. Table 1 tells us clearly that the rank of the target item changes from No. 4 to No. 3 after one attack profile was injected. Although the rank of the target item in Table 2 doesn't change after one attack profile was injected, the predict score increases by 1/6.Therefore, injecting the attack profiles into network based recommender system can influence the recommendation results. 
Experimental Evaluation

Dataset and Metrics
In our experiments we have used the publicly-available Movie Lens (http://www.grouplens.org/) 100K dataset. This dataset consists of 100,000 ratings on 1682 movies by 943 users. Ratings are discrete-valued between 1 and 5. Profile sizes vary from 18 to 706 with an average size 105.
In order to examine how effective an attack is in accomplishing its goal, we use the hit ratio [42] metric to measure the number of times that a target item appears in top -N recommended lists. A customer is only interested in top N recommendations, so not all prediction shifts are of equal importance in effect. For instance, on a 5 -point rating scale, causing a prediction to change from 2 to 3 is far less meaningful than moving it from 4 to 5. Therefore, hit ratio is defined as the sum of the occurrence number of all target items in a top-N recommendation list across all test users divided by the nu mber of pushed items. Therefore, the hit ratio for a pushed item i over all the test users, i H itR a tio , can be computed as:
where H ui denotes the value of a recommendation hit on item i for user u.
, and H ui = 0 otherwise. U t denotes the set of the test users. The hit ratio of the recommender system is defined as follows:
H i t R a t i o H i t R a t i o I
   where I t is the set of the target items.
Attack Experimental Design
This paper focuses on empirical analysis of the robustness of the random and bandwagon attack against the five network based recommendation algorithms including MD, BHC, Hybrid, MF and PD (the preferential diffusion algorithm at third step). The full dataset is divided into training and test sets. The test set contains a sample of 50 user profiles that mirror the overall distribution of users in terms of number of movies seen and ratings provided. We argued that unscrupulous producers were more willing to promote those items that have been liked by some users, therefore, 30 items among the movies which degree is more than 60 were selected manually for the target items set; this selection of items represents range of popularity (number of ratings) and likability (mean rating).The remainder of user profiles after removing the test set is designated as the training set.
We set the filler size (the number of filler ratings given to a specific attack profile measured as a percentage of the total number of movies) =25%. To evaluate the sensitivity of attack size and top-N value, we have tested 5%, 10%, 15%, 20%, 25%,30% attack size and 10, 20, 30, 40,50 top-N value on each attack type. The parameters for the parameter-dependent algorithms are set as the ones corresponding to the lowest ranking scores [for Hybrid, λopt = 0.20; for BHC, λopt = 0.85; for PD, εopt=-0.85; for MF, θopt = -0.8].
For the bandwagon attack, we selected the top n greatest degree items as the popular items, and use the number of popular items to denote filler size.
Results and Discussion
The efficiency of the random attack and the bandwagon attack against the five network based algorithms were examined in the beginning. Figure 3 presents the hit ratios of the random attack in different attack size at 15% filler size(the recommendation list L = 30), and Figure 4 presents the hit ratios of the bandwagon attack in different attack size with 20 popular items. Clearly, both the two attack types can affect the recommendation result at different degree, and the bandwagon attack has a stronger attacking effect than the random attack. When attack size varies from 0 to 30%, the hit ratio of the random attack against all the five algorithm is smaller than 0.2, but the biggest hit ratio of the bandwagon attack against PD algorithm and HBC algorithm are more than 0.6. Another phenomenon is the biggest hit ratio of the bandwagon attack against MF is smaller than 0.1. MF algorithm is taking into account the object degree effect in the first diffusion step. It help the target user distributes more resource to those who co-collected unpopular objects than co-collected popular objects. However, both PD algorithm and HBC algorithm directly punish the popular object by assigning more resource to the low-degree objects at the last diffusion step. This will enhance the rank of the target items by decreasing the rank of the popular items. The next aspect we examine is the impact on hit ratio with different filler size value. Figure 5 and Figure 6 present the hit ratios of the random attack and the bandwagon attack in different filler size at 15% attack size respectively. We can find that the hit ratios of the random attack become big when the filler size is small, then they are not sensitive to the filler size. For the bandwagon attack, the hit ratio becomes smaller after it reaches the top value when popular items size varies from 10 to 50.
Conclusion and Future Work
Significant vulnerabilities have been identified in recommender systems. In this paper, we have conducted a serious of experiments to examine the robustness of network based recommendation algorithms. The two attack models, including a limited knowledge bandwagon attack that requires only that the attacker identify a small number of very popular items and the random attack being implemented very easily, were employed in the experiments to attack the five network based recommendation algorithms: the massd diffusion algorithm, the biased heat conduction algorithm, the hybrid algorithm by integrating MD and HC, the preferential diffusion algorithm at first step and the preferential diffusion algorithm at third step.
Our experiments have shown that these two attack models can be successful against network based recommendation algorithms, but the bandwagon attack has a very stronger effect against the network based algorithms than the random attack. Among the five network based recommendation algorithms, the two algorithms taking into account the object degree effect in the third diffusion step respond very stronger than the standard diffusion algorithm; On the contrary, MF algorithm can relieve the attack effect according to considering the object degree effect in the first diffusion step, therefore, we can use this method to improve the ability of network based algorithms to decrease the efficiency of the bandwagon attack.
Considering the overall performance in accuracy and robustness, future work wil l focus on how to detect the shilling attack, especially the bandwagon attack, in a network based recommender system.
