Deductive verification provides a powerful tool to show functional properties of a given program. However, in practice, many properties of interest link several program calls. This is for instance the case for non-interference, continuity and monotony. Other examples relate sequences of function calls, for instance to show that decrypting an encrypted message with the appropriate key gives back the original one message. Such properties cannot be expressed directly in the traditional setting used by modular deductive verification, but are amenable to verification through self-composition. This paper presents a verification tool dedicated to relational properties, in the form of a Frama-C plug-in called RPP and based on self-composition. It supports functions with side effects and recursive functions. Our initial experiments on existing benchmarks confirm that RPP is useful to prove relational properties.
Introduction
Context. Deductive verification techniques provide powerful methods for formal verification of properties expressed in Hoare Logic [11, 12] . In this formalisation, also known as axiomatic semantics, a program is seen as a predicate transformer, where each instruction S executed on a state verifying a property P leads to a state verifying another property Q, which is summarized in the form of Hoare triples as {P }S{Q}. In this setting logic, P and Q refer to states before and after a single execution of a program S. It is possible in Q to refer to the initial state of the program, for instance to specify that S has increased the value stored in variable x, but one cannot express properties that refer to distinct executions of S, even less properties relating executions of distinct programs S 1 and S 2 . As will be seen in the next sections, such properties, that we call relational properties in this paper, occur quite regularly in practice. Hence, it is desirable to provide an easy way to specify them and to verify that implementations are conforming to such properties.
Several theories and techniques exist for handling these properties. First, Relational Hoare Logic [6] is mainly used to show the correctness of program transformations, i.e. the fact that new versions preserve the original semantics of the code. Then, Cartesian Hoare Logic [16] allows for the verification of k-safety properties, that is properties over k calls of a function. The DESCARTS tool is based on Cartesian Hoare Logic and has been used to verify anti-symmetry, transitivity and extensionality of various comparison functions written in Java. A decomposition technique using abstract interpretation is presented in [1] for verification of k-safety properties . The method is implemented in a tool called BLAZER and used for verification of non-interference and absence of timing channel attacks. Finally, Self-composition [3] and its refinement Program Products [2] propose theoretical approaches to prove relational properties by reducing the verification of relational properties to a standard deductive verification problem.
Motivation. In the context of the ACSL specification language [5] and the deductive verification plugin WP of FRAMA-C [13] , the necessity to deal with relational properties has been faced in various verification projects. For example, we can extract the following quote from a work on verification of continuous monotonic functions in an industrial case study on smart sensor software [7] (emphasis ours):
After reviewing around twenty possible code analysis tools, we decided to use FRAMA-C, which fulfilled all our requirements (apart from the specifications involving the comparison of function calls).
The authors attempt to prove monotonicity on function (e.g., x ≤ y ⇒ f (x) ≤ f (y)) using FRAMA-C/WP plugin. To address the absence of support for relational properties in ACSL and WP, [7] performed a manual transformation consisting in writing an additional function simulating the call to the related functions in the property. Broadly speaking, this amounts to manually perform self-composition. This technique is indeed quite simple and expressive enough to be used on many relational properties. However, applying it manually is relatively tedious, error-prone, and does not provide a completely automated link between three key components: (i) the specification of the property, (ii) the proof that the implementation satisfies the property, and (iii) the ability to use the property as hypothesis in other proofs (of relational as well as non-relational properties). Thus, the lack of support for relational properties can be a major obstacle to a wider application of deductive verification in academic and industrial projects.
Contributions.
To address the absence of support for expressing relational properties in ACSL and for verifying such properties in the FRAMA-C platform, we implemented a new plug-in called RPP. This plug-in allows the specification and verification of properties invoking any (finite) number of calls of possibly dissimilar functions with possibly nested calls, and to use the proved properties as hypotheses in other proofs. A preliminary version of RPP has been described in [8] . However, it suffered from major limitations. Notably, it could only handle pure, side-effect free functions, which in the context of the C programming language is an extremely severe constraint. Finally, the original syntax devised to express relational properties proved to require some additional constructs, in particular in conjunction with the handling of side-effects. The current paper will thus focus on the extensions that have been made to the original RPP design and implementation, and notably on: The remainder of this paper is organized as follows. First (Section 2) we briefly recall the general idea of relational property verification with RPP in the case of pure functions using Self-Composition. Then, in Section 3, we show how to extend this technique to the verification of relational properties over functions with side effect (access to global variables and pointer dereference). Another extension, described in Section 4 allows to consider recursive functions. Finally, we demonstrate the capacities of RPP by using it on the adaptation to C of the benchmark proposed for Java in [16] and our own set of test examples.
Context and Main Principles
RPP (Relational Property Prover) is a solution designed and implemented on top of FRAMA-C [13] , a framework for analysis of C code primarily developed at CEA List. FRAMA-C offers a specification language, called ACSL [5] , and a deductive verification plugin, WP [4] , that allow the user to specify the desired program properties as function contracts and to prove them. A typical ACSL function contract may include a precondition (requires clause stating a property that must hold each time the function is called) and a postcondition (ensures clause that must hold when the function returns), as well as a frame rule (assigns clause indicating which parts of the global program state the function is allowed to modify). assigns clauses may be refined by \from directives, indicating for each memory location l potentially modified by the function the list of memory locations that are read in order to compute the new value of l. Finally, an assertion (assert clause) can also specify a local property at any function statement.
WP is based on Hoare logic and generates Proof Obligations (POs) using Weakest Pre-conditions calculus: given a property Q that is supposed to hold after the execution of code f , it is possible to compute the minimal (weakest) condition P such that {P }f {Q} is a valid Hoare triple. In this context, POs are formulas expressing that the pre-condition of f 's contract implies the weakest condition necessary for the postcondition or the assertion to hold after executing f . POs can then be discharged either automatically by automatic theorem provers (e.g. Alt-Ergo, CVC4, Z3 3 ) or with some help from the user via a proof assistant (e.g. in Coq 4 ).
Function contracts allow to specify the behavior of a single function call, that is properties of the form "If P (s) is verified when calling f in state s, Q(s ′ ) will be verified when f returns with state s ′ ". However, it is not possible to specify relational properties, that relate several function calls. Examples of such properties include mono- property, it generates a new function together with plain ACSL annotations whose proof (using the standard WP process) implies that the relational property holds for the original code.
Original Relational Specification Language
To specify a relational property, we propose an extension of ACSL specification language with a new clause, relational. For technical FRAMA-C-related reasons, these clauses must be attached to a function contract. Thus, a property relating calls of different functions, such as R3 in Figure 1a , must appear in the contract of the last function involved in the property, i.e. when all relevant functions are in scope. To refer to several function calls in such a property, we have introduced a new construct \call(f,<args>) used to indicate the value returned by the call f(<args>) to f with arguments <args>. \call can be used recursively, i.e. a parameter of a called function can be the result of another function call. In Figure 1 , properties R1 and R2 at lines 2-3 and 10-11 specify monotonicity of functions f1 and f2 respectively, while property R3 at lines 12-13 indicates that f1(x) is always less than f2(x).
Note however that the \call construct only allows to speak about the return value of a C function. If the function has some side effects, there is no way to express a relation between the values of memory locations that are modified by distinct calls. Section 3 describes the improvements that have been made to the initial version of the relational specification language in order support side effects.
Preprocessing of a Relational Property
Since this new syntax is not supported by classic deductive verification tools, we have designed a code transformation, inspired by self-composition, allowing the user to prove the property with one of these verification tools.
We illustrate the transformation on the proof of property R1 over function f1 as seen in Figure 1a . The transformation result ( Figure 1b ) consists of three parts. First, a new function, called wrapper, is generated. The wrapper function is inspired by the workaround proposed in [7] and self-composition [3] . Self-composition allow verification of relational properties by linking all related function in one single function that can be used by standard verification tool. This unique function is composed of the sequential execution of each related function. To guarantee no interference between the memories of each function, variables appearing in the bodies are carefully renamed. So function wrapper inline the function calls occurring in the relational property, records their results in local variables, rename all local variables to ensures memory separation and states an assertion equivalent to the relational property (lines 1-7 in Figure 1b ). The proof of such an assertion is possible with a classic deductive verification tool (WP with Alt-ergo as a back-end in our case).
However, a wrapper function is not sufficient for using the relational property as a hypothesis in other proofs (relational or not) and to make their support fully automatic and transparent for the user. For this purpose, we generate an ACSL axiomatic definition (cf. axiomatic section at lines 9-14) to give a logical reformulation of the relational property as a lemma (cf. lines 11-12) over an otherwise unspecified logic function f1_acsl. Furthermore, a new post-condition of f1 (see line 18) is that its returned value is equal to the result of f1_acsl applied to the same argument. With this setting, POs over functions calling f1 twice will have the lemma in their environment and thus will be able to take advantage of the fact that f1 is monotone. Note that the correspondence between f1 and f1_acsl can only be done because f1 does not access global memory (neither for writing nor for reading). Indeed, since f1_acsl is a pure logic function, it has no side effect and its result only depends on its parameters. Again, we explain in section 3 how to extend this setting for functions accessing the global memory.
To make the proposed solution as transparent as possible for the user and to ensure automatic propagation of proof statuses in the FRAMA-C property database [9] , two additional rules are necessary. First, the postconditions making the link between C functions and their associated logic counterparts are always supposed valid (so the clause of line 18 is declared as valid). Second, the logic reformulation of a relational property in a lemma (lines 11-12) is declared valid as soon as the assertion (line 6) at the end of the wrapper function is proved. More technically, a local "Valid" status is emitted with a dependency on the validity of the assert of line 6, leading to the "Valid under hypotheses" consolidated status in FRAMA-C's database, pending a proof of the assert using for instance WP.
To show how relational properties can be used in another proof, consider properties Rg,Rh of Figure 2a for slightly more complex functions (inspired by [7] ) whose proof needs to use properties R1,R2. Thanks to their reformulation as lemmas and to the link between logic and C functions (cf. lines 11-12, 18 of Figure 1b for f1), WP automatically proves the assertion at line 6 of Figure 2b and validates property Rg as proven. The proof for Rh is similar. for an arbitrary predicate P invoking N ≥ 1 calls of non-recursive functions without side effects. In the context of the C programming language, this is a major limitation. We thus propose an extension of both the specification language and the transformation technique in order to let RPP tackle a wider, more representative, class of C functions.
New Grammar for Relational Properties
Relational properties over functions with side effects are introduced by a relational clause inside an ACSL contract. However, since we might now refer to memory locations in either the pre-or the post-state of any call implied in the relational property, we need to be able to make explicit references to these states. To achieve this, we introduce the grammar shown in Figure 4 .
For example, if we want to specify monotony with this new syntax on a function f, we can write the relational property R1 shown in Figure 3 , lines 2-5. A relational clause is composed of three parts. First, we declare a set of universally quantified variables, that will be used to express the arguments of the calls that are related by the clause. Then, we specify the set of calls on which we will work in the relational-def part. As shown in Figure 4a , each call is then associated to an identifier call-id. In the case of function f, two function calls are explicitly specified in the \callset construct and not directly in the predicate. Each call has its own identifier (id1 and id2 respectively).Finally, 1 / * @ assigns \result \from x; 2 @ relational R1: (f,x1,id1),\call(f,x2,id2) the relational property itself is given as an ACSL predicate in the relational-pred part.
As described in Figure 4a , in addition to standard ACSL constructs, three new terms can be used. First, \callpure can be used to indicate the value returned by a pure function as was done with the \call built-in in the original version of RPP. This allows to specify relational properties over pure functions without the overhead needed to properly specify side-effects. In addition, nested \callpure are allowed as before. Second, \callresult, which takes a call-id as parameter, refers to the value returned by the corresponding call in relational-def. This construct is used in the case of function f Figure 3 to refer to the result of each function call. Finally, each such call-id gives rise to two logic labels that can be used in the ACSL term \at(e,L) that indicates that the term e is to be evaluated in the context of a particular program state tied to label L. In our setting, Pre_call-id refers to the pre-state of the corresponding call, and Post_call-id to its post-state. How to use \at(e,L) is show in the next section.
Support of Global Variables
As said before, the new syntax for relational properties enables us to speak about the value of global variables at various states of the execution, thanks to the newly defined logic labels bound to each call involved in the \callset of the property. This is for instance the case in the relational property of Figure 5a , which indicates that h is monotonic with respect to y, in the sense that if a first call to h is done in a state Pre_id1 where the value of y is strictly less than in the pre-state Pre_id2 of a second call, this will also be the case in the respective post-states Post_id1 and Post_id2.
The generation of the wrapper function is also more complicated in presence of side-effects. As presented in [3] , each function call requires to operate on its own memory state, separated from the other calls in order for self-composition to work. In presence of global variables, we thus create as many duplicates as needed such that each part of the wrapper uses a distinct set of copies. However, to avoid useless copies and renaming, RPP requires that each function involved in a relational property has been equipped with a proper frame rule, including \from clauses. This constraint is similar to what is proposed in [10] , and ensures that only the parts of the global state that are accessed (either for writing or for reading) by the functions under analysis are subject to duplication. As an example, the wrapper function corresponding to our h function of Figure 5a is shown in lines 26-37 of Figure 5b .
Finally, the axiomatic definiton generated for using the relational property as hypothesis in other POs must also be modified. In the initial transformation, we used a logic function that was supposed to return the same \result as the C function. However, for C functions with side effect, we cannot use this mechanism, as it does not allow to characterize these side effects in the logic world. Instead, we declare a predicate that takes as parameters not only the returned value (at least for non-void functions) and the formals of the C function, but also the relevant parts of the program states that are involved in the property. As for the wrapper function, these additional parameters are inferred from the assigns ... \from ... clauses of the corresponding C functions. In the case of the example shown in Figure 5a , lines 4-5, we have two such parameters, to examine the value of y in the state before and after a call to h. The link between the ACSL predicate and the C function, again materialized by an ensures clause (lines 18-19), now indicates that the pre-and post-states of a call to the function do respect the predicate. The lemma defining the ACSL predicate is more complex too, since we have to quantify over the values of all the global variables at all relevant program states. In the example, this is shown on lines 7-13: h_acsl_1(y_id1_pre, y_id1_post) (respectively h_acsl_1(y_id2_pre, y_id2_post)) indicates that y_id1_pre (resp. y_id2_pre) and y_id1_post (resp. y_id2_post) represent values of y before and after a first (resp. second) call to h.
Support of Pointers
In the previous section, we have shown how to specify relational properties in presence of side effects over global variables, and how the transformations for both proving 1 int y; and using a property are performed. However, support of pointer dereference is more complicated. Again, as proven in [3] Self-composition works if the memory footprint of each call is separated from the others. Thus, in order to adapt our method, we must ensure that pointers that are accessed during two distinct calls point to different memory locations. Again, such accesses are given by assigns ... \from ... clauses in the contract of the corresponding C functions. An example of a relational property on a function k using pointers (monotonicity with respect to the content of a pointer) is given in Figure 6a , where k is specified to assign * y using only its initial content.
Memory separation is enforced using ACSL's built-in predicate \separated. For the wrapper function, we add a requires clause stating the appropriate \separated locations. This can be seen on Figure 6b , line 28, where we request that the copies of pointer y used for the inlining of both calls to k points to two separated area in the memory. Similarly, in the axiomatic part, the lemma adds separation constraints over the universally quantified provers (line 11 in the example).
In addition we need to refine again the declaration of the predicate in presence of pointer accesses in the corresponding C function. First, the predicate now needs to explicitely take as parameters the pre-and post-states of the C function. In ACSL, this is done by specifying logic labels as special parameters, surrounded by braces, as shown in line 5 of the example. Second, a reads clause allows one to specify the footprint of the predicate, that is, the set of memory accesses that the validity of the predicate depends on (line 6). Similarly, the lemma on lines 8-16 takes 4 logic labels as parameters, since it relates two calls to k, each of them having a pre-and a post-state. 1 int * y; pre_id1, post_id1}: 10 \forall int * y_id2, int * y_id1; 11 \separated(y_id1,y_id2) 12 ==> k_acsl_1{pre_id2, post_id2}(y_id2) 13 ==> k_acsl_1{pre_id1, post_id1}(y_id1) 14 ==> \at( * y_id1,pre_id1) < \at( * y_id2,pre_id2) 15 ==> \at( * y_id1,post_id1) < \at( * y_id2,post_id2); 16 } * / 17 / * @ assigns * y \from * y; It should be noted that the memory separation request limits the tool to verify relational properties without pointer aliasing. Support of properties with pointer aliasing is left as future work.
Support of Recursive Functions
We have shown in the previous section how we provide support for functions with side effects. In this section we focus on another class of functions, namely recursive functions. Support for recursive functions in RPP is interesting because most properties over this kind of functions can be written in a relational way. For example, a naive specification of a fact function computing the factorial of an integer can be written as
The corresponding relational properties are given in Figure 7a . The proof of the Induction property requires a modification to the generation of the wrapper function, that can be observed in Figure 7b . Indeed, we do not want to inline the second call to fact(x1) on line 12, in order to take advantage of the fact that, since fact is a pure function that does not read anything from the global environment, this call returns the same value as the one of line 9, obtained by inlining the call to fact(x1+1). This is why, as was indicated on Figure 4 , there is an optional argument to the \callpure and \call constructs, that indicates the maximal depth that the inlining can reach in the wrapper. The default value of 1, which is also used explicitly in our example for the first call, on line 9 of Figure 7a , means that we inline the body of the function once (i.e. if the function calls other functions, including itself, these calls themselves will not be inlined). When this parameter is set to 0, as is the case for the second call in our example (line 10), we keep the call as such in the wrapper. Figure 8 , we give another implementation of the factorial, whose result is this time recorded in a global variable r. The corresponding relational properties (lines 5-9) are similar to the pure case.
llustrative Examples
We have shown in the previous sections that RPP use an expressive specification language for relational properties over a large class of C functions. Furthermore, it can 1 int r; (fact,x1,id2), \call(fact,x1-1,id3) ) 9 ==> x1 > 1 ==> \at(r,Post_id2) == x1 * \at(r,Post_id3); 10 * / 11 void fact(int x) { generate the C code and plain ACSL specifications for proving and using these properties through a standard WP process. To check that this approach works in practice, we have tested our tool on different benchmarks. These tests aim at confirming:
the ability to specify various relational properties; the capacity to prove and use such properties using the generated transformation; the support of a large range of function implementations
The first subsection will present our own benchmark composed of a mix of different types of relational properties. This benchmark is mainly designed to validate the two first items. The second subsection will show how RPP has performed on the benchmark proposed in [16] . This will confirm the second and third points.
Internal Examples.
As stated previously, we have tested RPP on a series of relational properties extracted from real case studies. This includes in particular monotonicity properties as presented in sections 2 and 3 or the factorial of section 4, but also cryptographic examples, such as row 5 in table 1 indicating that decrypting an encrypted message with the appropriate key gives back the original text or properties found in map/reduce, as the one in row 6, stating that the choice of the partitioning for the initial set of data should not play a role in the final result. The benchmark is also composed of more academic examples like linear algebraic properties over functions containing loops (rows 7 and 8), or the property of row 10, that states the symmetry of the median of three numbers.
The assortement of properties allows to checking the expressiveness of the specification language and whether these properties can be verified and used. Table 1 summarizes the results obtained on a relevant selection of such properties. The first three columns indicate respectively whether the corresponding property could be specified and the corresponding code transformation generated, proved and used as an hypothesis in other proofs. The last three columns show what kind of C constructs are used in the implementation of the functions under analysis, namely side effects, presence of loops (which are always difficult for WP-related verification techniques, due to the need for loop invariants), and presence of recursive functions.
RP
Specified / Generated Verified Used Side effect Loop Recursive 
Comparator functions
We also evaluated RPP on the benchmarks proposed in [16] . The benchmark is composed of a collection of buggy and correct implementations of comparators over a variety of data types written in Java, inspired from a collection of Stackoverflow 5 questions. Translating the Java code into C was straightforward and fully preserved the semantics 5 https://stackoverflow.com of the functions. We focused on the same properties as [16] , that is anti-symmetry (P1), transitivity (P2) and extensionality (P3). Mathematically, these properties can be expressed as such:
Results are depicted on the table below. For each comparator, we indicate whether the properties P1, P2 and P3 hold according to RPP. We get the same results as [16] , with the exception of PokerHand, for which the generated wrapper function seems currently out of reach for WP. However, by rewriting the function in a more modular way, WP was able to handle the example. We have also been able to find counter examples for the properties that do not hold, thanks to the use of another FRAMA-C plug-in, StaDy [15, 14] . StaDy is a test case generator that can take advantage of ACSL specifications. In particular, StaDy can try to find an input vector that will falsify an ACSL annotation for which WP could not decide whether it holds, thereby proving that the code is not conforming to the specification.
Conclusion and Future Work
We presented in this paper a major extension to our existing verification technique for relational properties, implemented in the FRAMA-C plugin RPP. The extension adds support for function with side effect (access to global variables and pointer dereferences) and recursive functions. RPP relies on FRAMA-C/WP, for automatic or interactive proof of the relational properties and offers the ability to use them as hypothesis in other proofs. We also showed that our implementation can handle a wide variety of properties and code. However, there are still some limitations, inherent to our use of sequential Self-Composition. First, in the case of relational properties linking functions with large bodies or a large number of functions, the size of the generated wrapper function may explode, leading to POs that cannot be handled by automated theorem provers. A first solution for this problem is to use the modularity of the approach to reduce the size of the function and prove sub-properties. However, it is not always possible to modify an existing implementation. Alternative methods, based on a generalization of the technique proposed in [10] for verifying \from clauses, and that do not rely on the generation of a wrapper function seem thus desirable. In addition, treatment of loops needs to be improved. In particular, it is not possible yet to specify "relational invariants" that would allow to relate the behavior of a loop in two different contexts, while this is often necessary to complete the proof of a relational property. Solutions based on Program Products [2] look promising. Finally, as already mentioned, we need to extend our technique to handle potential aliases across the executions involved in a relational property.
