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  RFID	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  in	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Introduc<on/Background	   Objec<ve	  
Mo<va<on:	  Big	  data	  impact	  on	  business	  
Many	  industries	  that	  have	  been	  collecBng	  digital	  data	  are	  having	  diﬃculBes	  in	  
scaling	  up	  their	  systems	  because	  of	  the	  large	  size	  of	  the	  data.	  	  Since	  a	  collecBon	  
of	  data	  sets	  is	  so	  large	  and	  complex,	  it	  becomes	  diﬃcult	  and	  expensive	  to	  
process	  using	  available	  database	  management	  tools	  or	  tradiBonal	  data	  
processing	  applicaBons.	  The	  challenge	  for	  large	  data	  sets	  is	  because	  most	  of	  
relaBonal	  database	  management	  systems	  do	  not	  scale	  to	  meet	  the	  needs.	  	  
Working	  in	  a	  cloud	  parallel	  systems	  running	  on	  clusters	  of	  commodity	  servers,	  
big	  data	  can	  be	  analyzed	  much	  quicker	  and	  more	  eﬃciently.	  
	  
Object	  Tracking	  Using	  RFID	  (Radio	  Frequency	  Iden<ﬁca<on)	  
Technology	  
•  Prevalent	  tool	  in	  tracking	  commodiBes	  in	  supply	  chain	  management	  systems.	  	  	  
•  Major	  retailers	  use	  RFID	  systems	  to	  track	  the	  movement	  of	  products	  from	  
suppliers	  to	  warehouses,	  store	  backrooms	  and	  eventually	  to	  points	  of	  sale.	  	  
•  Enormous	  amount	  of	  informaBon	  generated	  since	  each	  individual	  item	  (a	  
pallet,	  a	  box,	  or	  a	  SKU)	  will	  leave	  a	  trail	  of	  data	  as	  it	  moves	  through	  diﬀerent	  
locaBons.	  	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
Data	  Warehousing	  
•  Data	  warehousing	  provides	  architectures	  and	  tools	  for	  business	  execuBves	  to	  
systemaBcally	  organize,	  understand,	  and	  use	  their	  data	  to	  make	  strategic	  
decisions.	  	  	  
•  Warehousing	  and	  mining	  massive	  RFID	  datasets	  is	  an	  essenBal	  problem	  with	  
great	  potenBal	  beneﬁts	  for	  inventory	  management,	  object	  tracking,	  and	  
product	  procurement	  process.	  
•  Design	  RFID	  data	  warehouse	  schemas	  that	  can	  be	  scalable	  with	  large	  data	  sets	  and	  can	  be	  
distributed	  in	  a	  cloud	  compuBng	  environment.	  	  
•  Find	  an	  eﬃcient	  RFID	  data	  warehouse	  design	  in	  cloud	  compuBng	  environment	  to	  answer	  
quesBons	  related	  on	  OLAP	  query,	  path	  query,	  and	  data	  mining	  query.	  
Interes<ng	  OLAP	  Ques<ons	  
Type	  A:	  Average	  Bme	  stayed	  
What	  is	  the	  average	  Bme	  it	  took	  a	  product	  type	  ‘A’	  to	  be	  shipped	  from	  Warehouse	  A	  in	  
January	  2015	  to	  be	  sold?	  
Type	  B:	  LocaBon/Paths	  
1.  What	  locaBons	  are	  in	  the	  shipment	  path	  for	  product	  epc	  ‘EPCXYZ123’?	  
2.  Of	  all	  the	  product	  type	  ‘B’	  that	  was	  scrapped	  because	  of	  ‘scratch’,	  what	  are	  the	  most	  
common	  shared	  locaBons	  where	  the	  product	  type	  ‘B’	  stayed?	  
Type	  C:	  CorrelaBon	  
What	  is	  the	  correlaBon	  between	  Bme	  spent	  in	  a	  given	  locaBon	  and	  product	  type	  ‘C	  scrapped?	  
Results/Discussion	  
Future	  Work	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•  ORC	  (OpBmized	  Row	  Columnar	  –	  a	  new	  table	  storage	  format	  to	  store	  Hive	  data)	  
ﬁle,	  can	  (1)load	  data	  faster,	  (2)process	  query	  faster,	  and	  (3)uBlize	  storage	  space	  
highly	  eﬃciently.	  It	  takes	  much	  less	  Bme	  compare	  to	  original	  Text	  ﬁle	  format.	  	  
•  ORC	  ﬁle	  format	  stores	  billions	  of	  rows	  compact	  and	  enables	  skipping	  over	  
irrelevant	  parts	  without	  the	  need	  for	  large,	  complex,	  or	  manually	  maintained	  
indices.	  
•  Version3	  (Denormalized	  DB)	  schema	  is	  faster	  to	  answer	  diﬀerent	  types	  of	  OLAP	  
quesBons	  since	  there	  is	  no	  joins.	  However	  Version2	  (Normalized	  DB)	  can	  greatly	  
reduce	  the	  redundant	  data	  and	  it	  is	  easier	  to	  update	  a	  record	  without	  tracking	  all	  
the	  related	  data.	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  [Figure	  3]	  Data	  Warehouse	  	  
Architecture	  &	  Process	  
[Figure	  1]	  RFID	  Systems	  
[Figure	  2]	  Raw	  RFID	  Records	  
Version1	  shows	  
the	  raw	  RFID	  
Reading	  records.	  
Version2	  uses	  
snowﬂake	  data	  
warehouse	  design.	  
InteresBng	  tables	  
are	  skid	  and	  box	  
table.	  It	  has	  ‘array’	  
type	  to	  hold	  boxed	  
and	  items.	  It	  is	  
designed	  to	  track	  
items	  that	  move	  
together.	  
Version3	  
denormalized	  all	  
the	  tables	  from	  
Version2	  to	  
increase	  the	  
database	  
performance.	  	  
[Graph	  1]	  ORC	  vs.	  Text	  File	  Format	  
Performance	  Measure	  
[Graph	  2]	  Version2	  vs.	  Version3	  
Schema	  Performance	  Measure	  
[Figure	  5]	  Diﬀerent	  Test	  Case	  
Environment	  (Test1	  to	  Test5)	  
	  
•  Grey	  shade	  indicates	  what	  
currently	  done.	  
•  Using	  AWS	  (Amazon	  Web	  
Services),	  diﬀerent	  numbers	  
of	  clusters	  can	  be	  tested.	  
Methods	  
[Figure	  4]	  Normalized	  and	  Denormalized	  Data	  Warehouse	  Design	  
