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Complete WKB asymptotics of high frequency vibrations
in a stiff problem∗†
Natalia Babych and Yuri Golovaty
Abstract
Asymptotic behaviour of eigenvalues and eigenfunctions of a stiff problem is de-
scribed in the case of the fourth-order ordinary differential operator. Considering the
stiffness coefficient that depends on a small parameter ε and vanishes as ε → 0 on a
subinterval, we prove the existence of low and high frequency resonance vibrations.
The low frequency vibrations admit the power series expansions on ε but this method
is not applicable to the description of high frequency vibrations. However, the non-
classical asymptotics on ε of the high frequency vibrations were constructed using the
WKB method.
MSC: Primary 34E20; Secondary 74K10
Introduction and main results.
Stiff vibrating systems belong to a class of systems with singularly perturbed potential
energy. Stiff problems are known in particular as boundary value problems for differential
equations with very contrasting values of coefficients in different sub-domains. They relate
to modelling vibrations of elastic systems consisting of two (or more) materials with one of
them being very stiff with respect to the other. For the first time the stiff problems were
investigated by J. L. Lions [1].
However, it is also of interest to describe the asymptotic behaviour of spectral properties
for the stiff problems. These system has two types of eigenvibrations, namely low frequency
vibrations and high frequency ones. From a physical viewpoint we can postulate that two
kinds of eigenvibrations can appear: one for the stiffer structure and the other for the
softer structure. Different aspects of the spectral stiff problems are considered in [2]–[10]
with the best general reference being [8]. The asymptotic behaviour of the low frequency
vibrations has been widely studied with different techniques [2], [3], [7] and [9].
In this paper, following [10] we consider the phenomenon of high frequency vibrations.
The leading terms of high frequency vibrations for different problems were constructed
in [7-9]. Information on the behaviour of high frequency vibrations was also provided in
[10]. Studying the stiff problem for the forth-order differential operator, we construct the
complete asymptotic expansions of high frequency vibrations using the WKB technique.
∗Published in Mat. Stud. 14, no.1 (2001): 59–72
†English is improved in 2008
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Why do high frequency vibrations appear? On the one hand, the spectrum {λεi}
∞
i=1
of the stiff problem is asymptotically dense in [0,∞) as ε → 0 (see [10]). On the other
hand, for fixed i the asymptotic expansions of an eigenvalue λεi and the corresponding
eigenfunction uεi are nonuniform with respect to i. Hence the sequences u
ε
i(ε) with i(ε) →∞
can support stable forms of vibration as ε→ 0. In addition, the corresponding sequencies
of eigenvalues λεi converge to some positive limit points (see Fig. 1, 2). It is also shown
that the approximation of the limit form of vibrations by sequence {uεi} has the discrete
character. Therefore we construct and justify the asymptotics for a family of discrete sets
of a small parameter.
Fig. 1 Fig. 2
Moreover, such approximation is ambiguously determined. Then we introduce a defor-
mation parameter δ in the asymptotics. Consequently, for each δ we construct expansions
of uε, though they are asymptotically equivalent when ε→ 0.
1 Problem statement
Let an interval (a, b) ⊂ R contains the origin. Let us consider the eigenvalue problem
d2
dx2
(
kε(x)
d2uε
dx2
)
− λεuε(x) = 0, x ∈ (a, b), (1)
uε(a) = u
′
ε(a) = 0, uε(b) = u
′
ε(b) = 0, (2)
uε(−0) = uε(+0), u
′
ε(−0) = u
′
ε(+0), (3)
(k0(x)u
′′
ε)(−0) = ε
4(k1(x)u
′′
ε )(+0), (k0(x)u
′′
ε)
′(−0) = ε4(k1(x)u′′ε)′(+0). (4)
Here ε is a small positive parameter and a function
kε(x) =
{
k0(x), a < x < 0
ε4k1(x), 0 < x < b
is smooth and strictly positive in (a, 0) ∪ (0, b). We study the asymptotic behaviour of the
eigenvalues λε and the eigenfunctions uε of (1)–(4) as ε→ 0.
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The problem models eigenvibrations of a non-homogeneous rod. The rod consists of
two components with the same density of mass and strongly different elastic properties.
The fourth power of ε in the definition of kε is suitable for the next consideration (see
Section 4).
Let us introduce the Sobolev space H20 (a, b) as the closure of set C
∞
0 (a, b) with respect
to the norm
‖u‖ =
(∫ b
a
|u′′|2 dx
)1/2
,
and bilinear forms in H20 (a, b)
a0(ϕ,ψ) =
∫ 0
a
k0ϕ
′′ψ′′ dx, a1(ϕ,ψ) =
∫ b
0
k1ϕ
′′ψ′′ dx, aε = a0 + ε4a1.
For each ε > 0 we note by ‖ · ‖ε the norm in H
2
0 (a, b) associated with the form aε(·, ·). It
is known as an energetic norm associated with the elastic-like energy.
Let us consider a variational formulation of (1)–(4) that is to find λε and uε ∈ H
2
0 (a, b)
such that
aε(uε, ϕ)− λε(uε, ϕ)L2(a,b) = 0, ϕ ∈ H
2
0 (a, b). (5)
Problem (5) is a standard eigenvalue problem with a real discrete spectrum. For each fixed
ε let us consider an eigenvalue sequence
0 < λε1 < λ
ε
2 < · · · < λ
ε
i < . . . , where λ
ε
i →∞ as i→∞.
Note that each eigenvalue is simple. Let the corresponding eigenfunctions {uεi}
∞
i=1 form an
orthonormal basis in L2(a, b).
2 Asymptotic expansions of low frequency vibrations
We investigate the asymptotic behaviour of eigenvalues λεi and eigenfunctions u
ε
i for a fixed
number i.
Lemma 2.1. Each eigenvalue λεi is a continuous function with respect to the parameter ε,
ε ∈ (0, 1). Moreover,
λεi 6 Ciε
4,
where constant Ci is independent of ε.
Proof. The continuity of eigenvalues follows from the variational principle
λεi = sup
P
inf
f∈P⊥\{0}
a0(f, f) + ε
4a1(f, f)
‖f‖2L2(a,b)
, (6)
where P is a (i−1)-dimensional subspace ofH20 (a, b) and P
⊥ is the orthonormal complement
of P.
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Suppose that the supremum in (6) is achieved on a subspace Pi. Since Pi is finite
dimensional, we choose a function fi ∈ P
⊥
i \ {0} that vanishes in (a, 0). Then
λεi = inf
f∈P⊥i \{0}
a0(f, f) + ε
4a1(f, f)
‖f‖2
L2(a,b)
6
a0(fi, fi) + ε
4a1(fi, fi)
‖fi‖
2
L2(a,b)
= ε4
a1(fi, fi)
‖fi‖
2
L2(0,b)
= Ciε
4,
since a1(fi, fi) 6= 0. 
We postulate the expansions of the eigenvalue λε = λ
ε
i and the eigenfunction uε = u
ε
i
for given i ∈ N:
λε ∼ ε
4(λ0 + ε
4λ1 + . . . ),
uε(x) ∼
{
ε4(u0(x) + ε
4u1(x) + . . . ), x ∈ (a, 0),
v0(x) + ε
4v1(x) + . . . , x ∈ (0, b).
(7)
Substituting (7) into (1)–(4) we deduce that λ0 is an eigenvalue and v0 is an eigenfunction
of the problem
(k1v
′′
0 )
′′(x)− λ0v0(x) = 0, x ∈ (0, b),
v0(0) = v
′
0(0) = 0, v0(b) = v
′
0(b) = 0.
(8)
Note that all eigenvalues of the problem are simple.
Then the function u0 is a solution of the boundary value problem
(k0u
′′
0)
′′(x) = 0, x ∈ (a, 0),
u0(a) = u
′
0(a) = 0, k0(0)u
′′
0(0) = k1(0)v
′′
0 (0), (k0u
′′
0)
′(0) = (k1v′′0 )
′(0).
Let us define next terms of expansions (7). The function v1 satisfies
(k1v
′′
1 )
′′(x)− λ0v1(x) = λ1v0(x), x ∈ (0, b),
v1(0) = u0(0), v
′
1(0) = u0(0), v1(b) = v
′
1(b) = 0.
Since λ0 is an eigenvalue of (8), such problem has a solution under the condition
λ1 = ‖v0‖
−1
L2(0,b)
((k1v
′′
0 )
′u0 − k1v′′0u
′
0)
∣∣∣
x=0
.
Further, the function u1 is a solution of
(k0u
′′
1)
′′(x) = λ0u0(x), x ∈ (a, 0),
u1(a) = u
′
1(a) = 0, k0(0)u
′′
1(0) = k1(0)v
′′
1 (0), (k0u
′′
1)
′(0) = (k1v′′1 )
′(0).
The general terms of (7) can be found in the same way. The asymptotic expansions
are justified by classical methods [14, 2].
The vibrations described above are corresponding to the low levels of potential energy,
since aε(uε, uε) = o(ε
2) as ε→ 0. Naturally we have vibrations of the soft part of a system
4
only. The soft part is clamped at x = 0 by the immovable stiffer structure. Note that the
leading terms of expansions (7) are determined by the soft part. Since every eigenfunction
uεi converges to an eigenfunction v0 of (8) extended by zero to (a, b), the set {u
ε
i}
∞
i=1 is not
a basis in L2(a, b) for ε = 0. In other words, the “low frequency” region does not provide
a good insight on the vibration problem over all (a, b). Therefore we consider here another
kind of vibrations, namely, vibrations with ”finite non-vanishing energy”.
3 High frequency vibrations
On the one hand the asymptotics of λεi and u
ε
i are nonuniform with respect to i, on the
other hand the spectrum of (1)–(4) is asymptotically dense in the positive spectral semi-
axis (see Lemma 2). On account of the above remarks, we can find stabile vibrations uεi(ε)
associated with certain sequences of eigenvalues λεi(ε) with i(ε) →∞.
Let us denote by E the set of all pairs (ε, λ(ε)), where λ(ε) is an eigenvalue of (1)–(4)
for some ε ∈ (0, 1).
Lemma 3.1. The closure of the set E includes semi-axis {(ε, λ) : ε = 0, λ > 0}. That is
to say each positive λ can be approximated by a sequence of eigenvalues λ(ε).
Proof. Suppose that for a certain λ > 0 there exists a neighborhood U of the point (0, λ)
such that U ∩E = ∅. Let us choose ε∗ > 0 small enough for (ε∗, λ) ∈ U . Recall that λi(ε)
is a continuous function with respect to ε and λi(ε) → 0 as ε → 0 (see Fig. 1). Since the
neighborhood U by definition does not contain points (ε∗, λi(ε∗)) then λi(ε∗) 6 λ for all
i ∈ N that is impossible. 
Let us consider a sequence of pairs (εi, λi) ∈ E that converges in R
2 to (0, ω4) with
ω > 0 as i → ∞. Let ui be an eigenfunction of (1)–(4), being normalized in L2(a, b) and
associated with λi.
Definition 3.1. We say that the eigenfunction sequence {ui}
∞
i=1 supports high frequency
vibrations as i→∞, if the sequence of restrictions ui|(a,0) has a nonzero limit v in H
2(a, 0).
Then ω is referred to as the limit frequency and v as the limit form of these vibrations.
Remark 3.1. It will be shown that the functions ui have strongly oscillatory character in
(0, b). Moreover, the vibrations ui have the “energy” close to ω
4 as i→∞.
Theorem 3.1. If a sequence {ui}
∞
i=1 supports high frequency vibrations with a limit fre-
quency ω and a limit form v, then ω4 is an eigenvalue and v is an eigenfunction of the
problem (
k0(x)v
′′)′′ − ω4v = 0, x ∈ (a, 0),
v(a) = v′(a) = 0, v′′(0) = v′′′(0) = 0.
(9)
and restrictions ui|(0,b) converge to zero in the weak topology of L2(0, b).
Proof. From (5) we have ‖ui‖ε = λi‖ui‖L2(a,b) = λi. Then
ε2i a1(ui, ϕ) 6 ε
2
i a
1/2
1 (ui, ui)a
1/2
1 (ϕ,ϕ) 6 ‖ui‖εia
1/2
1 (ϕ,ϕ) 6 λia
1/2
1 (ϕ,ϕ) (10)
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for any ϕ ∈ H20 (a, b). Let us consider identity (5) for test functions ϕ ∈ C
∞
0 (0, b)
(ui, ϕ)L2(0,b) = ε
4
i λ
−1
i a1(ui, ϕ).
Using (10) we obtain
|(ui, ϕ)L2(0,b)| 6 ε
2
i a
1/2
1 (ϕ,ϕ).
It follows immediately that ui → 0 in L2(0, b) weakly.
Throughout the proof, Ha denotes the space {v ∈ H
2(a, 0) : v(a) = v′(a) = 0}. Passing
to the limit as εi → 0 in (5) we obtain
a0(v, ϕ) − λ(v, ϕ)L2(a,0) = 0, ϕ ∈ H
2
0 (a, b). (11)
Since the restriction ϕ|(0,a) is an element of Ha, the identity (11) corresponds to the eigen-
value problem (9). This finishes the proof, because v is a nonzero function. 
Consequently, the limit frequencies ω are generated by means of stiffer part of a vibrat-
ing system.
4 Asymptotic expansions of high frequency vibrations. The
leading terms
By ωε we denote an eigenfrequency λ
1/4
ε of vibrating system (1)–(4). We search for ωε with
the asymptotic expansion
ωε ∼
∞∑
k=0
εkωk, ω0 6= 0. (12)
Let us consider a one-parameter family of the following vector-functions
N(κ, x) =
(
cosκS(x), sinκS(x), e−κS(x), eκ(S(x)−S(b))
)
, x ∈ (0, b), κ ∈ R,
where
S(x) = ω0
∫ x
0
k
−1/4
1 (t) dt.
Let < ·, · > be an inner product in R4. We postulate the expansions of uε in the form
uε(x) ∼


∞∑
k=0
εkvk(x), x ∈ (a, 0),
∞∑
k=0
εk < fk(x), N
(
ε−1, x
)
>, x ∈ (0, b),
(13)
with fk : (0, b) → R
4.
Remark 4.1. On the interval (0, b) we have the equation
ε4
d2
dx2
(
k1
d2uε
dx2
)
− ω4εuε = 0
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with a small parameter at the highest order derivative. Thus the construction of expansions
(13) on the interval (0, b) was motivated by [13] with the method of WKB-approximations,
which are also known as short-wave approximations. Hence, we can find a solution uε in
the form
e−
S(x)
ε
∞∑
k=0
εkak(x),
where function S(x) has to satisfy the eikonal equation k1(x)S
′(x)4 − ω40 = 0. Since there
exist 4 different solutions of the eikonal equation with respect to S′, we have introduced the
function N(κ, ·) combining in it’s components a fundamental set of solutions.
Substituting (13) for uε in conditions (4), we obtain
k0(0) v
′′
0 (0) + . . . ∼ ε
2 k1(0)S
′(0)2 < f0(0), T 2N
(
ε−1, 0
)
> + . . . , (14)
(k0v
′′
0 )
′(0) + . . . ∼ ε k1(0)S′(0)3 < f0(0), T 3N
(
ε−1, 0
)
> + . . . . (15)
Above we take into account the equality
d
dx
N
(
ε−1, x
)
= ε−1S′(x)TN
(
ε−1, x
)
with an orthonormal matrix
T =
(
T1 0
0 T2
)
, where T1 =
(
0 −1
1 0
)
, T2 =
(
−1 0
0 1
)
.
By (14) and (15), we obtain v′′0 (0) = 0 v
′′′
0 (0) = 0. Substituting expansions (12), (13)
for ωε and uε in equation (1) and boundary value conditions (2), we have the eigenvalue
problem
d2
dx2
(
k0(x)
d2v0
dx2
)
− ω40 v0(x) = 0, x ∈ (a, 0),
v0(a) = v
′
0(a) = 0, v
′′
0 (0) = v
′′′(0) = 0.
(16)
Let ω0 and v0 be an eigenfrequency and an eigenfunction of the problem (compare with
Th.1). Note that every eigenvalue ω0 is simple. Suppose that the function v0 satisfies
condition ‖v0‖L2(a,0) = 1.
In order to find the leading term f0 of expansion (13), we substitute the second of series
(13) in equation (1). In particular, we obtain
(k1S
′4 − ω40)f0 = 0, (17)
4k1S
′3Tf ′0 + (2k
′
1S
′3T + 6k1S′
2S′′T − 4ω30ω1I)f0 = −(k1S
′4 − ω40)f1. (18)
Since the function S satisfies the eikonal equation k1S
′4 − ω40 = 0 then (17) holds.
Hence (18) is a homogeneous system of linear differential equations with respect to the
function f0.
Taking into account conditions (3) and boundary value conditions (2) at x = b, we can
write
f ′0 = A(x)f0, x ∈ (0, b),
〈f0(0), N(ε
−1, 0)〉 = v0(0), 〈f0(0), TN(ε−1, 0)〉 = 0, (19)
〈f0(b), N(ε
−1, b)〉 = 0, 〈f0(b), TN(ε−1, b)〉 = 0.
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with a matrix
A =


−
k′1
8k1
ω1
4√k1 0 0
− ω14√k1 −
k′1
8k1
0 0
0 0 −
k′1
8k1
− ω14√k1 0
0 0 0 −
k′1
8k1
+ ω14√k1

 .
Note that the matrix A depends on a parameter ω1. We shall define ω1 below.
On the one hand problem (19) depends on ε by means of the boundary value conditions,
on the other hand that one is an ill-posed problem. To resolve both these problems, we
consider a discrete set of small parameter ε. We shall choose below a specific sequence
εp → 0 of a small parameter and asymptotic expansions will have a discrete character with
respect to ε. That agrees with a discrete phenomenon of high frequency vibrations.
Lemma 4.1. Let w : (0, b) → R4 be a smooth vector-function and σ be a vector in R4.
There exists a infinitely small sequence {εp}
∞
p=1 such that the problem
y′(ε, x) = A(x)y(ε, x) + w(x), x ∈ (0, b), (20)
〈y(ε, 0), N(ε−1, 0)〉 = σ1, 〈y(ε, 0), TN(ε−1, 0)〉 = σ2, (21)
〈y(ε, b), N(ε−1, b)〉 = σ3, 〈y(ε, b), TN(ε−1, b)〉 = σ4, (22)
has a unique solution y(εp, ·) for p ∈ N. The family of solutions {y(εp, ·)}
∞
p=1 holds the
inequality
‖y(εp, ·) − y∗‖C1 6 Ce
−M
εp
for a smooth function y∗ : [0, b] → R4. The constants C and M are independent of
parameter ε.
Proof. The fundamental matrix of (20) is
Φ(x) = k
−1/8
1 (x)


cos ω1ω0S(x) sin
ω1
ω0
S(x) 0 0
− sin ω1ω0S(x) cos
ω1
ω0
S(x) 0 0
0 0 e
−ω1
ω0
S(x)
0
0 0 0 e
ω1
ω0
(S(x)−S(b))

 .
Therefore we have a representation of the general solution
y(x) = Φ(x)(β + h(x)),
where β is a constant vector and h(x) =
∫ x
0 Φ
−1(t)w(t) dt. Suppose a vector-function
y(ε, x) = Φ(x)(βε + h(x)) is a solution of (20)–(22). Seting γε = ε
−1 + ω1ω−10 , it is easy to
check that
Φt(x)N(ε−1, x) = k−1/81 (x)N(γε, x), (23)
where Φt is a transposed matrix. Then
< y(ε, x), N(ε−1, x) >= k−1/81 (x) < βε + h(x), N(γε, x) >,
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and we can write (21), (22) in the form
〈βε, N(γε, 0)〉 = m0σ1,
〈βε, TN(γε, 0)〉 = m0σ2,
〈βε, N(γε, b)〉 = m1σ3− < h(b), N(γε, b))〉,
〈βε, TN(γε, b)〉 = m1σ4 − 〈h(b), TN(γε, b))〉,
(24)
where m0 = k
1/8
1 (0) and m1 = k
1/8
1 (b). Note that the matrix Φ
t commutes with T and,
moreover, h(0) = 0.
Hence, the vector βε is a solution of a linear algebraic system with a matrix
G(γε) =


1 0 1 e−γεS(b)
0 1 −1 e−γεS(b)
cos γεS(b) sin γεS(b) e
−γεS(b) 1
− sin γεS(b) cos γεS(b) −e
−γεS(b) 1

 .
Since S(b) 6= 0, the determinant
detG(γε) = −2 cos γεS(b) + 2e
−γεS(b)(2− e−γεS(b) cos γεS(b))
does not vanish for all ε > 0.
Let us fix δ ∈ [0, 2pi) and choose a sequence εp from the set of conditions γεpS(b) =
δ + 2pip for p = 1, 2, . . . . Namely, let
εp =
ω0S(b)
ω0(δ + 2pip)− ω1S(b)
(25)
for all p > p0. Here p0 is the smallest natural number such that the denominator of (25)
is positive. Without restriction of generality we set p0 = 1. We denote γp = γεp . Since
γp →∞ as εp → 0, the matrix G(γp) is an exponentially small perturbation of a matrix
G0 =


1 0 1 0
0 1 −1 0
cos δ sin δ 0 1
− sin δ cos δ 0 1

 .
Since N(γp, b) =
(
cos δ, sin δ, e−γpS(b), 1
)
then the right-hand side of (24) is an exponen-
tially small perturbation of vector
g = (m0σ1, m0σ2, m1σ3 − 〈h(b), Nδ〉, m1σ4 − 〈h(b), TNδ〉),
where Nδ differs from vector N(γp, b) by the third component only.
Let us suppose that δ is not equal to pi/2 and 3pi/2. Then the matrix G0 is non-
degenerate. From the theory of finite-dimensional perturbations we obtain
‖βεp − β∗‖R4 6 Ce
−γpS(b),
where β∗ is a solution of G0β = g. Let y∗(x) = Φ(x)(β∗ + h(x)), then
‖y(εp, ·)− y∗‖C1 6 ‖Φ‖C1‖βεp − β∗‖R4 , (26)
where ‖Φ‖C1 = max
x∈(0,b)
(‖Φ(x)‖ + ‖Φ′(x)‖). Note that γε > coε−1 with a positive constant
c0, which proves the Lemma. 
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Remark 4.2. From now on, we say that y∗ is a solution of (20)–(22) with neglect of
exponentially small terms. However the choice of a sequence εp is non-unique and depends
on δ and ω1. We shall define ω1 at the next step but, on the other hand, we shall keep the
dependence on δ, which will be a deformation parameter. The approximation of the limit
function v0 by eigenfunctions u
ε
n(ε) is ambiguously determined. Hence we can not define
δ uniquely. Consequently, for each δ we construct the expansions of uε, though they are
asymptotically equivalent as ε→ 0.
Let us return to the study of problem (19), that is a sub-case of (20)–(22) with the
right-hand side w = 0 and σ = (v0(0), 0, 0, 0). Since (19) is a homogeneous system, we
obtain f0 = Φβ0, where β0 =
1
2k
1/8
1 (0)v0(0)
(
1− tan δ, 1 + tan δ, 1 + tan δ,−
1
cos δ
)
is a
solution of the corresponding system with matrix G0.
In order to calculate the first-order correction ω1, we consider the problem for v1
d2
dx2
(
k0(x)
d2v1
dx2
)
− ω40v1 = 4ω1ω
3
0v0, x ∈ (a, 0),
v1(a) = v
′
1(a) = 0, v
′′
1 (0) = 0, v
′′′
1 (0) = −
k
1/4
1 (0)
k0(0)
ω30v0(0)(1 + tan δ).
(27)
Since ω40 is a simple eigenvalue of (16), there exists a solution of (27) under the condition
ω1 = −
1
4k
1/4
1 (0)v
2
0(0)(1 + tan δ). Let us choose a solution v1 such that (v1, v0)L2(a,0) = 0.
Now by (25), it follows that
εp(δ) =
4ω0S(b)
4ω0(δ + 2pip) + k
1/4
1 (0)v
2
0(0)S(b)(1 + tan δ)
, (28)
where δ ∈ [0, 2pi)\{pi/2, 3pi/2}. Let us denote by Eδ the sequence (28) for fixed δ. We shall
construct the asymptotic expansions only for ε ∈ Eδ. Hence, we have just found ω0, v0, f0,
tgcorrections ω1, v1 and the sequence Eδ. Recall that f0, ω1 and v1 depend on δ.
5 Complete asymptotics of high frequency vibrations
Let us find the general terms fk, ωk+1 and vk+1 of expansions (12), (13) for k > 1. In the
same way as for the vector f0, we obtain the boundary value problem for fk. With neglect
of the exponentially small terms in the boundary conditions, we can write the problem in
the form
f ′k = A(x)fk + wk, x ∈ (0, b),
〈fk(0), N(ε
−1, 0)〉 = vk(0), 〈fk(b), N(ε−1, b)〉 = 0,
〈fk(0), TN(ε
−1, 0)〉 = ω−10 (k
1/4
1 (0)v
′
k−1(0) − k
1/8
1 (0)〈Φ
−1(0)f ′k−1(0), N0〉),
〈fk(b), TN(ε
−1, b)〉 = −ω−10 k
1/8
1 (b)〈Φ
−1(b)f ′k−1(b), Nδ〉,
(29)
where N0 = (1, 0, 1, 0) and the Nδ is defined in the proof of Lemma 3.
For each k the right-hand side wk of (29) is a smooth function, namely,
wk =
1
4k1S′3
( k−1∑
m=0
λk−mT 3fm − S′T 2Pk −
d
dx
(k′1(S
′)2Tfk−1+
3k1S
′S′′Tfk−1 + 3k1(S′)2Tf ′k−1 + T
3Pk−1)
)
,
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where Pl = k1S
′T 3f ′′l−1+
d
dx(2k1S
′T 3f ′l−1+k1S
′′T 3fl−1+k1f ′′l−2). The proof is by induction
on k. According to Lemma 3 there exists a solution of (29) for ε ∈ Eδ.
Now we can find ωk+1 and vk+1:
d2
dx2
(
k0(x)
d2vk+1
dx2
)
− ω40vk+1 =
k+1∑
m=1
λmvk−m+1, x ∈ (a, 0),
vk+1(a) = 0, v
′
k+1(a) = 0,
(k0v
′′
k+1)(0) = 〈Φ
−1(ω20k
3/8
1 T
2fk−1 + k
−1/8
1 Qk−2), N0〉
∣∣∣
x=0
,
(k0v
′′
k+1)
′(0) = 〈Φ−1(ω30k
1/8
1 Tfk + k
−1/8
1 Rk−1), N0〉
∣∣∣
x=0
,
(30)
where
Qk = k1
d
dx
(S′T 3fk + f ′k−1) + S
′T 3f ′k,
Rk = S
′T 3Qk−1 +
d
dx
(ω20k
1/2
1 T
2fk +Qk−1)
and λm =
∑
ωiωjωlωs with i+ j + l+ s = m. Since ω
4
0 is an eigenvalue of (16), boundary
value problem (30) has no solution for an arbitrary right-hand side. We can write the
existence condition in the form
ωk+1 =
1
4ω30
< v0Φ
−1(ω20k
3/8
1 T
2fk−1 + k
−1/8
1 Qk−2)−
v′0Φ
−1(ω30k
1/8
1 Tfk + k
−1/8
1 Rk−1), N0 >
∣∣∣
x=0
.
Let us choose a solution vk+1 of (30) such that (vk+1, v0)L2(a,0) = 0.
Hence, the algorithm scheme of asymptotics (12), (13) is
ω0 → v0 → f0 → ω1 → Eδ → v1 → · · · → fk → ωk+1 → vk+1 → . . . .
Note that all terms, except for ω0 and v0, depend on parameter δ.
6 Justification of asymptotics
The nonstandard object of investigation, namely, the sequences of eigenfunctions uεi(ε),
changes the classical scheme of justification. Note that in Sections 4 and 5 we have con-
structed series (12), (13), however we have not defined the object that is approximated by
ones yet.
Only by using the formal series (12) we shall define a sequence uεk(ε) that supports the
high frequency vibrations with the limit frequency ω0 and the limit form v0.
Let us fix n ∈ N and introduce a sequence of real numbers {λ
(n)
ε }ε∈Eδ and sequence of
functions {u
(n)
ε }ε∈Eδ in H
2(a, b). Namely, for each ε ∈ Eδ we set
λ(n)ε = λ0 + ελ1 + . . . ε
nλn, λs =
∑
i+j+k+l=s
ωiωjωkωl, (31)
u(n)ε (x) =


v0(x) + εv1(x) + · · ·+ ε
nvn(x), x ∈ (a, 0),
n∑
i=0
εi < fi(x), N(ε
−1, x) >, x ∈ (0, b), (32)
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where the numbers ωk, the functions vk, the vectors fk and the set Eδ are defined in Sections
4 and 5.
Lemma 6.1. There exists a sequence {λε}ε∈Eδ of eigenvalues for (1)–(4) such that
|λ(n)ε − λ
ε| 6 Cnε
n+1, ε ∈ Eδ. (33)
Proof. Denoting by Hε the space H
2
0 (a, b) with the inner product aε(·, ·), let us introduce
an operator Aε such that
aε(Aεu, v) = (u, v)L2(a,b), v ∈ Hε.
Note that Aε is self-adjoint and compact for all ε > 0. Then we can write problem (1)–(4)
in the form
Aεuε − (λ
ε)−1uε = 0.
Substituting sequences (31), (32) in problem (1)–(4), we obtain
d2
dx2
(
kε(x)
d2
dx2
u(n)ε
)
− λ(n)ε u
(n)
ε = Fn(ε, x), x ∈ (a, b),
u(n)ε (a) = 0,
d
dx
u(n)ε (a) = 0, u
(n)
ε (b) = g
(1)
n (ε),
d
dx
u(n)ε (b) = g
(2)
n (ε),[
u(n)ε
]
0
= g(3)n (ε),
[
d
dx
u(n)ε
]
0
= hn(ε),[
kε
d2
dx2
u(n)ε
]
0
= z(1)n (ε),
[
d
dx
(kε
d2
dx2
u(n)ε )
]
0
= z(2)n (ε),
(34)
where [f ]0 is a jump of a function f at x = 0. The right-hand sides of problem (34) satisfy
the inequalities
‖Fn(ε, x)‖C0(a,b) 6 Cnε
n+1, |g(i)n (ε)| 6 Cne
−M
ε , i = 1, 2, 3,
|hn(ε)| 6 Cnε
n, |z(i)n (ε)| 6 Cnε
n+1, i = 1, 2.
(35)
The function u
(n)
ε does not belong to the space Hε, because it has a point of discontinuity
at x = 0. Taking into account (35) we can choose a function ϕ
(n)
ε such that u
(n)
ε +ϕ
(n)
ε ∈ Hε
and
max
x∈(a,b)
(∣∣∣ϕ(n)ε ∣∣∣+
∣∣∣∣ ddxϕ(n)ε
∣∣∣∣+
∣∣∣∣k1/2ε d2dx2ϕ(n)ε
∣∣∣∣
)
6 Cnε
n. (36)
Let V
(n)
ε = κε(u
(n)
ε +ϕ
(n)
ε ), where κε is a normalizing constant such that ‖V
(n)
ε ‖Hε = 1. It
is easy to check that κε > κ0 > 0. It follows from (35), (36) that∥∥∥(Aε − (λ(n)ε )−1I)V (n)ε ∥∥∥
ε
6 Knε
n, ε ∈ Eδ, (37)
where Kn is a constant independent of ε. Hence, according to the Vishik-Lusternik lemma
[14] there exists the eigenvalue (λε)−1 of the operator Aε such that∣∣∣∣∣ 1λε − 1λ(n)ε
∣∣∣∣∣ 6 Knεn.
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Applying this inequality for the value n+ 1 instead of n, we obtain
|λε − λ(n)ε | 6 Cnε
n+1, ε ∈ Eδ.

Lemma 6.2. There exists a positive number d such that for each ε ∈ Eδ the interval Iε =
(λ
(n)
ε − dε, λ
(n)
ε + dε) contains exactly one eigenvalue λεk(ε) of problem (1)–(4). Moreover,
the eigenvalue number k(ε) satisfies the inequality
a0ε
−1
6 k(ε) 6 a1ε
−1, (38)
where a0, a1 are constants independent of ε.
Proof. According to Section 2, we have
λεm = ε
4µm(1 + αm(ε)), ε→ 0,
where µm is an eigenvalue of (8) and αm(ε) = o(1) as ε → 0. Moreover, the following
asymptotics hold
µm = m
4(c0 + τ(m)) with τ(m) = o(1) as m→∞.
Then
λεm = (εm)
4(c0 + τ(m))(1 + αm(ε)). (39)
By Lemma 4, for each ε ∈ Eδ there exists a number k = k(ε) such that
λ0 − b0ε 6 λ
ε
k(ε) 6 λ0 + b0ε
with b0 > 0. We conclude from (39) that
λ0 − b0ε 6 (εk)
4(c0 + τ(k))(1 + αk(ε)) 6 λ0 + b0ε,
and finally (38) holds. According to (39) we have
λεk(ε) = c0ε
4k(ε)4 + o(ε4), Eδ ∋ ε→ 0.
Then the distance between the two neighboring eigenvalues that are the closest to the point
λ0 admits the estimate
|λεk(ε)+1 − λ
ε
k(ε)| = 4c0ε
4k(ε)3 + o(ε4), Eδ ∋ ε→ 0. (40)
Taking into account the asymptotic behaviour of k(ε), we obtain the existence of the
interval Iε of the length 2dε such that exactly one eigenvalue λ
ε of problem (1)–(4) belongs
to it. The case of the point λ
(n)
ε being a midpoint of Iε is impossible since this contradicts
(33) and (40). 
Now we can introduce the object that is approximated by formal series (13) constructed
in Sections 4 and 5. Let {λεk(ε)}ε∈Eδ be the sequence which is defined in Lemma 5, where
λεk(ε) is the nearest eigenvalue to the value λ
(n)
ε . Let {uεk(ε)}ε∈Eδ be the sequence of the
corresponding eigenfunctions, ‖uεk(ε)‖Hε = 1.
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Theorem 6.1. As Eδ ∋ ε→ 0 the sequence {u
ε
k(ε)}ε∈Eδ supports the high frequency vibra-
tions with the limit frequency ω0 and the limit form v0. Moreover,
‖uεk(ε) − V
(n)
ε ‖ε 6 Cnε
n+1, ε ∈ Eδ, (41)
for n = 0, 1, . . . . In particular, the following inequalities hold∥∥∥uεk(ε)(x)− κε∑nk=0vk(x)εk
∥∥∥
C1(a,0)
6 Cnε
n+1,∥∥∥uεk(ε)(x)− κε∑nk=0〈fk(x), N(ε−1, x)〉εk
∥∥∥
C1(0,b)
6 Cnε
n−1,
(42)
where κε = ‖V
(n)
ε ‖−1ε is a normalizing constant and κε > κ0 > 0.
Proof. By Lemma 7, we choose d0 > 0 such that d0ε-neighborhood of the point (λ
(n)
ε )−1
contains exactly one eigenvalue (λεk(ε))
−1 of the operator Aε. From inequality (37), we
obtain (see [14])
‖uε − V
(n)
ε ‖ε 6 Knd
−1
0 ε
n−1, (43)
where uε is a normalized eigenfunction of Aε associated with the eigenvalue (λ
ε
k(ε))
−1.
Hence, uε = ±u
ε
k(ε). There is no loss of generality in assumption that (43) holds for the
function uεk(ε). Taking into account that the terms of series (13) are bounded in Hε-norm,
from (43) for the number n+ 2, we obtain (41).
In addition, by (36) and the definition of norm, we obtain
‖uεk(ε) − κεu
(n)
ε ‖H2(a,0) 6 Cnε
n+1, ‖uεk(ε) − κεu
(n)
ε ‖H2(0,b) 6 Cnε
n−1.
Estimate (42) follows from the Sobolev embedding theorem.
It is easy to check that the constant κε has a nonzero limit as ε → 0. Then sequence
{uεk(ε)}ε∈Eδ converges to the eigenfunction κv0 of problem (8) in (a, 0), namely, this se-
quence supports the high frequency vibrations. 
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