By buying cheap and selling dear, risk-neutral commodity speculators can smooth commodity prices and induce serial dependence in price even when none would exist under a simple process of supply and demand. Commodity prices are variable and strongly positively correlated from one year to the next. The variability is often explained by supply factors, and the autocorrelation by the activities of speculators. We show that this explanation is not consistent with the evidence. Speculation can substantially increase autocorrelation for prices that are weakly autocorrelated in its absence, but not to the high levels that are observed in the data.
model with autoregressive shocks and storage nests the simple price autoregression that fits better than the competitive storage model with i.i.d. shocks. From this starting point, we fit the competitive storage model with autoregressive shocks to the price data.
For most of the commodities, the results offer a substantial improvement in fit over both the i.i.d. storage model and the simple AR(1) without storage in which all serial correlation is attributed to the driving process. However, the best-fitting models are not those in which mildly autocorrelated harvests are filtered by competitive storage into a more strongly autocorrelated price process. Instead, we find that we can explain the autocorrelation in the price process only by building it into the driving process, so that storage plays little role in accounting for price autocorrelation. When, in the absence of storage, prices are highly autocorrelated and when storage is costly, there is little scope for speculative storage to smooth prices over time. Price swings are so large and so long-lived that their effective smoothing requires that large stocks be held for long periods, an activity that is typically neither profitable nor socially desirable. Even so, and even with high autocorrelation in prices, some stock will be transferred from periods of low prices to periods of high prices, an activity that limits the variability of prices when prices are low. This heteroskedasticity appears to be a feature of the data, and it accounts for the superior fit of the storage model over the simple autoregression without storage. Since weather-driven harvest processes are unlikely to be highly autocorrelated and since our results suggest that the source of the autocorrelation in prices should be located in the driving process rather than in the mediation of speculative markets, it would seem likely that demand shocks are a more plausible source of price fluctuations than has usually been supposed in the literature.
The paper is arranged as follows. Section II first summarizes the simple storage model in a way that allows for the possibility that the driving variable (the harvest) is serially dependent. Section III is concerned with the storage model when harvests are i.i.d. It discusses the data, the econometric procedures, and the empirical results. Section IV contains the corresponding material for the case in which the harvest follows a first-order autoregression. Estimation is complicated by the fact that the matching of the model to the data to calculate a measure of fit requires the prior computation of a nonlinear policy function. In the autoregressive case, matters are made more difficult by the fact that the policy function has two state variables, one of which is unobserved. Given the substantive focus of the current paper, we do not dwell in detail on the technical issues; they are separately reported in a companion paper (Deaton and Laroque 1995) .
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Given the technical difficulties, the results from the estimation of the autoregressive storage model are necessarily more speculative than those from the simpler case with i.i.d. harvests.
II. A Simple Model of a Commodity Price
The basic model of a commodity price is one in which there are profit-maximizing, risk-neutral stockholders who modify what would otherwise be the outcome of a simple process of supply and demand. It is convenient to start with the specification of prices in the absence of storage, and then to bring in the speculators and the storage technology.
Suppose that, in the absence of stocks, there is a price Pt and a stochastic shock zt such that Pt = P(zt).
()
In the simplest case, z, is an inelastically supplied harvest and (1) is the (inverse) demand function; with reference to this interpretation, we shall often refer to zt as the "harvest." Alternatively, both supply and demand could be linear functions of current price, with shocks in both schedules, so that zt would be an amalgam of shocks to both supply and demand. The stochastic process is assumed to be stationary and first-order Markov, with transition probabilities characterized by the conditional cumulative distribution function 4F(z, Z), where 4F(z, Z) = Pr(zt+1 ' Ztt = z).
In the empirical analysis in the paper, we use the linear inverse demand function P(zt) = a + bzt,
where a and b < 0 are parameters. For the driving process zt we consider two cases. In the first, zt is independently and identically distributed with mean [L and variance c2, so that, in the absence of any other factors and given the linear demand function (3), prices will also be independently and identically distributed with mean a + bp, and variance b2cr2. For future reference, note that in this case, if only price is observed, a is not identified separately from pL, nor b from cr. In our second case, the harvest follows a linear autoregressive process
where p is an autoregressive parameter, and the shocks -t have compact support and are normalized so that E (t+ I I zt) = 0 and V(Et+ 1 I zt) = 1. Under the interpretation of zt as a harvest, positive autocorrela-COMPETITIVE STORAGE 901 tion could occur in the tree crop case, where damage to the trees reduces crops for several periods, or in the case of annuals if farmers use previous profits to improve their land or capital; negative autocorrelation might occur if bumper harvests remove nutrients from the soil, negatively affecting its future productivity. Under (3) and (4), prices will also follow a linear first-order autoregression, and once again a is not identified separately from pu, nor b from c. To introduce storage into the general model, suppose only that (1) and (2) hold and that at the end of period t, stockholders hold a nonnegative amount of inventory I,; the market cannot hold negative stocks since commodities cannot be consumed before they exist. There is a constant real rate of interest r, and stocks physically deteriorate at rate 8, so that an inventory of I, units of stocks yields (1 -8)It units one period later. If prices are expected to fall or to rise by less than carrying costs, inventories are zero; for positive inventories, the expected price next period must be the current price plus carrying costs. Hence, in the presence of risk-neutral speculators, price must satisfy Pt = max[l + 6 EPt+ I, P(Z + (1 -8)It-)] ( 
5)
The first term on the right-hand side is the expected value of holding one unit of the good into the next period, after allowing for deterioration and interest costs, conditional on information held by the speculators. If inventories are being held, this expectation net of costs must equal the current price. The second term is the value of the current price if no stocks are taken into t + 1, with the current harvest zt and surviving inventories (1 -8) It_ 1 sold for what they can fetch. If this latter price is larger than the former, speculators will be unwilling to hold inventories, and it is the latter that will set the market price. However, if selling everything would drive the price lower than the future price less costs, stocks will be held, and the price arbitraged up to the first term in the brackets.
Define the state variable xt, the "amount on hand," by Xt = (1 -8)It_ I + zt.
Under appropriate assumptions-the most important of which are that the speculators know the current harvest and the amount on hand, that r + 8 > 0, and that zt has compact support-there exists Once the function is calculated, the price is given by (7), and the state variable zt is updated according to
By (9), inventories in t are the amount on hand less consumption, given by inserting price f(xt, zt) into the demand function P-(p).
To get next period's amount on hand, they are multiplied by the depreciation factor 1 -8 and augmented by the new harvest zt+1. The harvest process is updated according to the transition probabilities embodied in FD(z, Z), so that, given (7), the vector of amount on hand and harvests (xt, zt) follows a bivariate first-order Markov process. We shall assume that this process has a unique invariant limit distribution. The price function f(x, z) is monotone decreasing in the amount on hand, so that the greater the current availability of the commodity, the lower its price. The dependency on the second argument z comes from the fact that the current harvest carries information about future harvests, the size of which is important in calculating expected future prices and, thus, the demand for current inventories. Chambers and Bailey (1994; 1996, theorem 3) have shown that if a higher harvest now shifts upward the distribution of next period's harvest, so that z' > z implies 'D(z', Z) < 'D(z, Z) for all Z, then f(x, z) is decreasing in z for all x. Note that the linear autoregression (4) satisfies the condition provided that the autocorrelation coefficient p is positive. These results make good intuitive sense: if a good harvest today means good harvests next year and therefore also in the further future, then there is less need to stockpile now or in the future, more can be consumed, and prices should be lower. When a good harvest today shifts downward the distribution of tomorrow's harvest, it is unclear how prices vary with the harvest; while more today means less next year, there will be more again the year after, and so on. We suspect that in the special case in which the harvest follows the linear autoregression (4) with i.i.d. innovations and with p < 0, good harvests will increase the current price conditional on current availability; however, we have made no progress in proving this conjecture, even under relatively restrictive conditions. Deaton and Laroque ( Deaton and Laroque (1992) also show that, provided that P(x) is convex, the conditional variance V(pt+llpt) is monotone increasing in the conditioning price. The higher current prices are, the smaller the inventories that are carried from the current into the next period. Since it is these inventories that buffer next period's prices against poor harvests, the lower the buffer, the higher the expected variance of prices. Our method of estimation chooses parameters so as to maximize the closeness of the first two theoretical and empirical conditional moments E(pt+1IPt) and V(pt+IIpt). In the next two sections we shall discuss how these theoretical magnitudes can be calculated, but it is worth briefly considering the nature of these expressions, especially in the case of time dependence. In the i.i.d. case, there is a single state variable xt, of which the observed price is a monotone decreasing function. In this case, (9) shows that xt follows a first-order Markov process, so that price also follows a first-order process, from which the conditional means and variances are readily defined. With time dependence, we still have a first-order Markov process, but it is a bivariate process in (xt, zt), neither element of which is observed. In such circumstances, we can no longer characterize the behavior of future prices by knowledge of the current price. This does not prevent us from computing the conditional moments E(pt+lIpt) and V(pt+ 1I Pt), provided that we know the distribution of the underlying bivariate (xe, zt) process, which we can compute if we assume that the process has settled down on its invariant limit distribution. For each Pt we can associate a set S(pt) of elements (xt, zt) that satisfy Pt = f(xt, Zt). We then calculate the transition probability of each element of S(pt) to each (xt+1, zt+1) and the associated pricePt+I = f(xt+I, Zt+ ).
These prices are then weighted together according to the probabilities associated with each member of S (Pt) in the invariant distribution. In this way, we move from the transition probabilities associated with the equilibrium bivariate distribution to the probabilities for prices conditional on prices one period earlier, and thus to the conditional moments that we require for the estimation. Note that this is not the only way of proceeding in the serially dependent case. In particular, we could use the limit distribution to calculate the expectation and variance of Pt+ I conditional on several earlier prices. In the i.i.d. case, this would add nothing, since the conditional distribution of Pt+ 1 is characterized by the value of current price, but this is not true once the shocks are serially dependent.
The empirical analysis in this paper assumes that the inverse demand function is linear, equation (3), in which case it is possible to be a good deal more specific about the nature of the functions f(xt, Zt) and I(xt, zt). To explain these new results, it is useful to begin from the case in which there is no storage and the harvests are i.i.d. with mean zero and unit variance; since the z's will sometimes be negative, they are best thought of as excess supply shocks, the harvest less the demand shock. Given the linear price function (3), prices will also be i.i.d. with mean a and variance b2. Imagine a second economy, with an identical history of excess supply shocks, except that the mean and variance are now pu and c&. With the same inverse demand function (3), prices in this second economy will be the same as prices in the first economy, but with the mean shifted to a + bpy and the variance (irb)2. If, instead of (3), the second economy's inverse demand function had been
then the differences in means and variances would be offset, and the sequence of prices would be identical in the two economies. If only prices are observed, it is also clear that the four parameters a, b, L,, and cr cannot be separately identified and that, in this case, there would be no loss in generality in assuming that the shocks have mean zero and unit variance. As is to be expected, the result readily extends to the case of dependent shocks, but more surprisingly, it also holds in the presence of optimal speculative storage, although the reasoning is more complex. Optimal storage provides a stationary buffer stock that shields consumption against variations in the harvest, transferring the commodity from periods in which it is less valued to periods in which it is more valued. With linear demand functions, it is reasonable to conjecture that an increase in the mean of the harvest will simply reduce prices by the appropriate amount, without changing storage behavior. Inventories follow a stationary process, and the increase in mean supply must eventually be passed through into the same increase in consumption. By contrast, changes in the variability of the harvest will produce more opportunities for speculative storage, since the spread between today's price and tomorrow's expected price that is required to induce storage will now occur more often. Once again, it might reasonably be conjectured that the amount of storage is proportional to the standard deviation of the harvest, and we show in the Appendix that these conjectures are correct when the demand function is linear. From this, it is easy to see that the result of the previous paragraph continues to hold in the presence of storage. At all times, the second economy will have Cr times as much storage as the first economy, so that in any period t, if the amount on hand in the second economy is *9, we have 9t = (I -8)1t_1 + it = c(I -8)(It-I + zt) + >L = crxt + AL, (13) where the quantities without tildes refer to the first, baseline economy. Hence, just as the harvest is subject to a linear transformation in the no-storage case, so is the amount on hand in the storage case. The effect on prices is the same.
We state this formally in the following proposition and prove it in the Appendix. For the purposes of the current analysis, the result is important because it prevents us from attempting to estimate an underidentified model and allows us to reduce the number of parameters to be estimated. We can arbitrarily set the mean and standard deviation of the driving process to be zero and one, respectively, and estimate only the four parameters a, b, r, and 8 plus the autoregressive parameter rather than the original six parameters plus the autoregressive parameter. This should be regarded as an arbitrary normalization without economic significance. The reduction in the dimensionality of the estimation problem is an important advantage of the linear demand function. It is clear that, in general, we cannot expect the distribution of prices alone to identify both the harvest process and the demand function, and our specification recognizes this general lack of identification in an explicit and transparent manner.
III. Storage Models When the Harvest Is
Independently and Identically Distributed
A. Data
The data used in this study come from the commodity division of the World Bank and are the prices of 12 commodities from 1900 to 1987; apart from the omission of bananas, for which we can obtain no sensible results, the data are identical to the data used in Deaton and Laroque (1992 and it is at best unclear whether the analogy with agricultural crops is valid. That excess demand shocks should be i.i.d. is hard to credit, especially for the metals and the tree crops, but we start with the i.i.d. case, partly because it has been the standard model in the previous literature, partly to establish a baseline, and partly because the technical difficulties make us less confident about the results from the autocorrelated models that will be presented in Section IV.
B. Estimation in the i.i.d. Case
Our estimation strategy is discussed in some detail in Deaton and Laroque (1995), and our presentation here is designed only to make the current paper self-contained. Although the calculations are somewhat more involved than usual, the basic outline is a familiar one. We begin from the parameters of the model, in this case the intercept and slope of the price function, a and b; the parameters of the storage technology, r and 6; and the parameters of the distribution of excess demands (harvests). From these we compute the value of a pseudo-likelihood function that is to be maximized by choice of the parameters. In order to match actual prices with their predictions, we need to be able to go from the inverse demand function, the harvest distribution, and the storage technology to the price function. In the i.i.d. case, price is a function of a single variable, the amount on hand, and the price function is given by the solution to the simplified version of (8) 
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The procedure is begun by substituting this into the right-hand side of (14) and then using the resulting left-hand side as the next trial function, and so on until convergence. Each function is evaluated over an equally spaced grid of points, with interpolation between grid points done using cubic splines. The smallest value on the grid is the minimum value of x, which is the minimum harvest -1.755. When the depreciation rate 8 is positive, the largest value of x is finite and is equal to the maximum harvest 1.755 divided by 8; this value would be attained if the harvest were at its maximum value indefinitely and consumption were zero. Of course, such a grid is practical only if we have some idea of the size of the parameter estimate so that we can construct a grid before estimation. Doing this required some trial and error for a few of the commodities, though in all cases we found at least a local maximum of the pseudo-likelihood function at a positive value of 8 that was larger than that used to construct the grid. (1992) and was estimated directly from the same data using GMM applied to eq. (11). Col. 5 shows the actual first-order autocorrelation coefficients in the data, and col. 6 the autocorrelation coefficients predicted by the storage model using the parameters in cols. 1-3. destroys some of the commodity, and the mean price must rise; indeed, the sample means (not shown) are greater than the estimates of a for eight of the 12 commodities. For the other four goods, the difference has the wrong sign, but this could reflect sampling variability of the parameter estimate and the mean, as well as possible inadequacies in the model. Table 1 also presents the estimates of (1 + r)/(l -8) from Deaton and Laroque (1992). These estimates were obtained by noting that, when harvests are i.i.d., the cutoff (no-storage) price p*(z) is a constant p * = E (f(z)) independent of z, so that the autoregression function (11) takes the form ) + r E(ptjpt_ 1) = f _^,min(p*, pt-). The parameters (1 + r)/(l -8) and p* in equation (22) can be estimated directly by GMM, and the estimates of the former are shown in the table. They should be thought of as direct measures of (one plus) the expected growth rate of prices when prices are below the cutoff p* and storage is positive. For the estimation in the current paper, we took the real interest rate to be 5 percent, so that these numbers should be compared with the numbers in the previous column plus 1.05. Clearly, the expected rate of growth of prices conditional on pt ' p* is much greater when computed from the parameter estimates of the model, that is, from the values of 8 in column 3, than when it is computed from GMM. The GMM estimates come directly from the data and do not impose all the restrictions of the theoretical model. The discrepancies are in the same direction for all 12 commodities and are large relative to the standard errors. When prices are low, they do not rise as quickly as the model predicts.
C. Results

The econometric methods of the previous section allow us to estimate all the parameters of the storage model, so that in contrast to
There is a more direct (and more robust) way of making the same point. In this speculative storage model with i.i.d. harvests, it is the behavior of profit-maximizing, risk-neutral speculators that generates autocorrelation in prices. If, in the absence of storage, prices would be abnormally low, the demand for speculative storage will bid up the price, and the release of stocks when prices are high will moderate what would otherwise be even higher prices. Adjacent prices are therefore brought into closer conformity than would be the case without the speculators. If this mechanism is to account for the high levels of autocorrelation in the data, stocks must normally be held, and on average it must be profitable (or at least not loss making) for speculators to hold them. In fact, given the actual data, it is hard to simultaneously reconcile profitable speculation and infrequent stock-outs.
Consider a speculator whose strategy is to buy one unit of the commodity whenever its price is below some critical level and to resell it in the next period. When harvests are i.i.d., we know that the expected profit associated with this strategy is zero whenever the critical price is below p* and becomes negative when the critical price is above p*. If the model is true, prices can be expected to rise to cover the cost of holding inventories whenever prices are below p*, so that if we calculate average profits on the basis of observed prices below a range of different cutoffs, profits should be zero for low prices and should be negative as soon as our cutoff is higher than p*. If the autocorrelation is to be explained, the losses should not start until the cutoff is at a relatively high point in the actual distribution of prices, since losses are not compatible with stocks and autocorrelation is not compatible with stock-outs. In fact, if the cutoff price is set at the sample median price for each commodity, there will be stock-outs at half the sample points; yet if the total cost of storage is no less In the simulations reported in Deaton and Laroque (1992), we noted that, although the storage model could reproduce several features of the data, none of the parameter values that we selected generated autocorrelation coefficients as high as those in the data. Of course, it is impossible to run simulations for all possible parameters, so we were unable to conclude that the storage model was incapable of explaining highly autocorrelated prices. Table 1 provides the missing evidence. The best-fitting storage models can account for year to year price autocorrelations of 0.3 or 0.4, but they cannot account for the actual autocorrelations, which are never less than 0.6. Figure 1 shows how the storage model fails for cotton; much the same phenomena are apparent for the other commodities. The figure shows the actual price together with the one-step-ahead predictions from an AR(1) and from the storage model with parameters as estimated in table 1. The AR(1) fits the data badly and cannot match the fact that prices come off their peaks quickly, so that its prediction is not well synchronized with the actual data. Clearly, the data contain more complex dynamics than are allowed for by this simple specification. However, even the AR(1) does much better than the predictions of the storage model, which do not track the data whenever prices are high. According to (22), the one-period-ahead price predictions are constant and independent of current price whenever the current price is above the critical level p*. These upper limits on the price forecasts are apparent in the graph and are contradicted by elementary inspection of the data. Note that this failure is fundamental to the storage model when harvests are independently and identically 
IV. Storage Models When the Harvest Is Autocorrelated
If speculative storage is not the sole cause of the autocorrelation in commodity prices, perhaps it is a contributory cause. Even in the absence of storage and even if the fluctuations in prices were driven by supply shocks, we should expect autocorrelation, at least for some commodities. Tree crops are the obvious examples. Bad weather, pests, and diseases can damage trees, so that i.i.d. shocks can be transformed into outputs that are positively autocorrelated. Autocorrela-tion without storage can also readily be explained by appeal to an autocorrelated demand process, although most accounts of price fluctuations by market commentators identify supply shocks as the main source of instability. But most supply processes are unlikely to generate autocorrelation as high as that observed in the actual prices-not all the world's orchards are destroyed by a single frost, and trees can be replanted and replaced within a few years-so that an obvious question of interest is whether a mildly autocorrelated supply process can be filtered by speculative storage to yield the degree of serial correlation that we see in the data. That speculation can supplement harvest autocorrelation is demonstrated by the following experiment. We generated an autocorrelated discrete harvest process corresponding to the 10-point discrete harvest discussed in Section IIIB above. This process is a first-order It is typically the case that the activity of the speculators increases the autocorrelation and that it does so by more the lower the cost of carrying inventories. When harvest autocorrelations are low, the speculation can have a large effect on the autocorrelation of prices; for the lowest values of 8 in the figure, the autocorrelation is increased from zero to more than 0.5. But as the autocorrelation of the harvest increases, the modulating effect of the speculators is less, so that although prices are still usually more autocorrelated than the harvests, the increment is smaller the higher the initial autocorrelation. These effects do not result from any decrease in storage at higher levels of autocorrelation; indeed, for all the cases shown in the figure, mean storage increases as one moves from left to right. However, the storage has less and less effect in increasing the autocorrelation of prices.
How much autocorrelation comes from the shocks and how much from speculation can be settled only by estimating the full model. The estimation follows the procedures in the i.i.d. case, at least in principle. For each price in the data, we calculate the expectation and variance of next period's price, feeding the results into the pseudolikelihood function (17), which is then used as a guide to choose the parameters a, b, 8, and p. The calculation of the price function is more complex because it contains two arguments, the current harvest in addition to the amount on hand, but the approximation of the harvest process by a discrete Markov chain removes any serious difficulty. The hardest technical issue comes from the fact that, when the price function contains two arguments, we cannot solve back from the observed price to the amount on hand, but only to a set of combinations of amount on hand and harvest. In order to integrate over the various possibilities, we have to assume that prices have settled onto their invariant distribution, which has to be calculated and the results used to combine the price forecasts for the various combinations of harvest and amount on hand. Although straightforward enough in conception, the implementation has presented a number of difficulties that are described in the technical paper (Deaton and Laroque 1995) .
The evaluation of the pseudo-likelihood function requires the first two moments of prices conditional on lagged price, and the calculation of these moments is illustrated in figure 3 (the conditional expectation) and figure 4 (the conditional variance). They are calculated for hypothetical parameters; note that the autocorrelation of the harvest process is taken to be 0.5, which is lower than the values that we shall obtain in the estimation. The three nonbold lines in figure 3 show Note also that the nonlinearity of the price series under the model is affected by the value of the autocorrelation parameter p. The relevant case in our empirical results is the one in which p is large. Thus the bold line in figure 3 has a lower slope at low p and a higher slope at high p, so that its curvature is reduced and the conditional expectation is closer to the linear form of an AR(1). In consequence, an estimated storage model with a (highly) positively autocorrelated harvest is closer to the linear autoregression than the simpler storage model without autocorrelation.
High autocorrelation also exacerbates the technical and computational problems. For the current substantive purposes, these difficulties mean that the estimates here are presented only as those that generate the highest pseudo-likelihood values that we have been able to locate, albeit after a thorough and extensive search over a relatively small (four-) dimensional space. Furthermore, we have not been able to calculate useful estimates of standard errors. In spite of these problems, the Monte Carlo experiments reported in the companion paper show that the estimation procedure has reasonable success in recovering the parameters when the model is correct, and that it does so with some precision even for sample sizes like those used here. The greatest difficulty is in the estimate of p, which was quite variable in our experiments; with the true p set at 0.5, the mean estimate over 100 replications was 0.40 with a standard deviation of 0.25. Tables 2 and 3 present our results. Table 2 contains values of the  log pseudo-likelihoods for a number of specifications, and table 3 When interpreting the numbers in table 2, note that log pseudolikelihood values do not behave like log likelihood values; in particular, twice the differences in log pseudo-likelihood values do not have asymptotic x2 distributions even when we are dealing with nested models. Nevertheless, the pseudo-likelihood values are useful as descriptive statistics of model fit; from (17), the pseudo-likelihood function penalizes variance, and it penalizes deviations from the one-stepahead predictions and does so by more when a high variance is not predicted.
The parameter estimates for the storage model with autocorrelated shocks are listed in table 3. For comparison, we also include the corresponding parameter estimates from a linear first-order autoregression fitted to the prices. Given our normalization of the harvest, the parameter a of the storage model corresponds to the estimated mean of the AR(1), that is, the estimated constant in the autoregression divided by 1 -p, and the storage model parameter b to the variance of the innovation in the AR(1). By the same argument as in Section 111, the truth of the model would imply that the estimated a parameters should be less than mean prices or, equivalently, than the means of the estimated autoregressions. This condition fails for nine of the 12 commodities.
The pseudo-likelihood values for the AR(1) model with storage in column 3 of table 2 are larger than those for the restricted model, as they must be, by large margins for all commodities except tea, tin, and wheat. However, for three other goods, copper, maize, and palm oil, the estimates of the depreciation parameter 8 have been forced to or close to its lower bound of -0.05; see equation (20) . While such estimates are substantively absurd, their effect is to drive to zero the cost of holding inventories, thus permitting large or infinite inventories that can be used to smooth prices in spite of the autocorrelation in the driving process. For these three goods, the estimates of the standard deviation in the absence of storage (b) are a good deal larger than the corresponding estimates from the AR(1) in column 4. For the other nine commodities, the best-fitting estimates show a marked similarity to those from the simple autoregression.
Given the similarity of the parameter estimates, why does the AR(1) model with storage yield higher pseudo-likelihood values than those from the autoregression without storage? Certainly, if we plot actual prices against one-period-ahead forecasts for the two models, there is little or no difference that is perceptible to the naked eye. A clue can be found by examining simulations of prices with and without storage. The differences between such price series come at low levels of prices, where the speculators enter the market and bid up prices by taking commodity into store for later resale. Because the optimal purchases are modest and resales are spread over the long subsequent boom, there is no perceptible effect in lowering prices when they are high. The effect of storage on prices is quite modest when the autocorrelation of the driving process is so large, as was also seen in the simulations in figure 2. However, the existence of storage has an effect not only on the mean of next period's price, but also on its variance. It is this effect that accounts for most of the improvement in the likelihood between column 3 and columns 1 and 2 of table 2. Column 4 of table 2 documents this by calculating the log pseudolikelihood according to (17) but with the variances s(pt) replaced by their average value, a change that brings the likelihood most of the way back to that for the best of the other two models.
We find these results almost as disappointing as those for the storage model with i.i.d. harvests. We began our research from the relatively favorable results in Deaton and Laroque (1992) and with a reasonable expectation that the behavior of speculators could filter i.i.d. prices into the highly autocorrelated prices that we see in the data. Not only is that expectation disappointed, but so is the more limited ambition of attributing the autocorrelation partly to the driving processes of supply and demand and partly to the activities of the speculators. Instead, we are forced to attribute effectively all of it to the underlying processes. Although speculation is capable of increasing the autocorrelation that would otherwise exist in an unmoderated price series, it cannot raise it to the levels that we observe.
