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ON THE CRITICAL MASS PATLAK-KELLER-SEGEL SYSTEM FOR
MULTI-SPECIES POPULATIONS: GLOBAL EXISTENCE AND
INFINITE TIME AGGREGATION
DEBABRATA KARMAKAR AND GERSHON WOLANSKY
Abstract. We study the global in time existence and long time asymptotic of solutions
to the parabolic-elliptic Patlak-Keller-Segel system for the multi-species populations in
the whole Euclidean space R2. We prove that at the borderline case of critical mass there
exists a global free energy solution subject to initial data with finite entropy and second
moment. Moreover, we show that as time t approaches to infinity, all the components
of the solutions concentrate in the form of a Dirac measure at a single point. Our ap-
proach utilizes the gradient flow structure in Wasserstein space in the spirit of De Giorgi’s
minimizing movement or the JKO-schemes. Due to the critical mass, the minimization
problem in JKO-schemes may not admit a solution in general. We find a necessary and
sufficient criterion for which any minimizing sequence remains uniformly bounded in an
appropriate topology to ensure the existence of a minimizer.
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1. Introduction
In this article, we study the global in time existence of solutions to the parabolic-elliptic
Patlak-Keller-Segel system (henceforth abbreviated PKS-system) for the multi-species pop-
ulations at the critical mass regime (to be defined in a moment). Multi-species PKS-system
models the evolution of cells (a phenomenon called chemotaxis in biology) interacting via a
self-produced sensitivity agent (called chemoattractant) and their natural habitat domain is
the two-dimensional Euclidean space R2. Both the cells and the sensitivity agents are also
subject to independent diffusive fluctuations. The n-component multi-species PKS-system
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governed by the following system of equations:

∂tρi(x, t) = ∆xρi(x, t)−
∑n
j=1 aij∇x · (ρi(x, t)∇xuj(x, t)) , in R2 × (0,∞),
−∆xui(x, t) = ρi(x, t), in R2 × (0,∞),
ρi(x, 0) = ρ
0
i , i = 1, . . . , n,
(1.1)
where ρi(x, t) denotes the cell density of the i-th population, ui(x, t) denotes the concen-
tration of the chemoattractant, produced by the i-th population and ρ0i is the initial cell
distribution of the i-th population. The constants aij measures the sensitivity of the i-th
population towards the chemical gradient produced by the j-th population. If aij > 0
(respectively, aij < 0) then i-th population is attracted (respectively, repelled) by the j-th
population known as positive (respectively, negative) chemotaxis. In this article, we assume
the sensitivity matrix (aij) is symmetric with non-negative entries aij ≥ 0, for all i, j,
termed in the literature the conflict free case.
Since the solutions to the Poisson equation −∆u = ρ is unique up to a harmonic function,
we define concentration of the chemoattractant ui by the Newtonian potential of ρi
ui(x, t) = − 1
2π
∫
R2
ln |x− y|ρi(y, t) dy, i = 1, . . . , n. (1.2)
There have been several prototype models for chemotaxis in the literature. The first
of its kind has been proposed by Patlak [Pat53] in 1953 and Keller and Segel [KS70] in
1970. The original model of [KS70] consists of a coupled parabolic-parabolic equation and
comprehends the single species chemotaxis n = 1. The parabolic-elliptic model is the
quasi-equilibrium state of the chemoattractant and when the time scale of observation is
a lot smaller compared to the speed at which the chemoattractant degrades. Over the last
four decades PKS-system (1.1) for n = 1( and a11 = a > 0) has been widely studied in the
literature, see [CP81, NS98, SS02, SS04, Suz05, BKLN06a, BKLN06b, BDP06, BCM08,
BDEF10, BCC12, CD14, FM16] and the references therein.
One of the main reasons for so many interests in the mathematical community is that
the system adores a critical mass β :=
∫
R2
ρ0(x) dx. In other words, the parameter β
solely determines the dichotomy between the global in time existence and the chemotactic
collapse (or finite time blow up): if the initial number of bacteria is smaller than the
critical threshold β ≤ 8π/a, then there exists a global in time solution [BDP06, BCM08,
BKLN06b]. However, if it crosses the critical threshold, i.e. β > 8π/a, then all the
solutions blow-up in finite time. Thus completing the whole picture of the existence vs
non-existence expedition. The above mentioned existence vs non-existence phenomena
renders us to define the sub-critical regime i.e. aβ < 8π, and the critical regime i.e.
aβ = 8π. Moreover, in the critical case, if the second moment of the initial data is finite,
then the solutions do blow up in the form of a Dirac delta measure as time t goes to infinity
[BCM08].
Chemotaxis for the multi-species population is quite prevalent, see for instance [Hor11]
for biologigal motivations. The congregation of different species of bacterias and chemicals
interacting with each other in a habitat domain affect an individual species as well as
the total population. Equation (1.1) serves as an attempt to understand the underlying
complex biological mechanism. The model (1.1) has been proposed by the second author
in [Wol02] and subsequently further expanded in [Hor03, Hor11]. The existence vs non-
existence phenomena is also quite expected in the multi-species systems, because of the
two opposing forces of equal order are competing against each other. The smoothing effect
diffusion term ∆ρi and the weighted cumulative drift induced by the chemical gradients∑n
j=1 aij∇uj , which is assisting the cells to accumulate are competing. However, the
notion of sub-critical and critical mass is a lot more involved quantities (see Definition
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1.2). For two species model, Espejo et. al. [CEV11, EVC13] found the curve in R2
which provides fair analogue of critical mass as in the single species model. Moreover,
the existence of global solutions have been obtained in the sub-critical case (i.e., masses
which lie strictly below the curve). For masses lying strictly above the mentioned curve,
finite time blow-up of solutions have also been observed (see Remark 1.4 below). However,
the global existence for masses lying on the curve was left open. We refer the readers
to [EASV09, EASV10, CEV11, BG12, EVC13] for related works in 2-species model. In
[KW19] we obtained global in time solutions in the sub-critical regime (see also [HT19])
for n-species. Moreover, if the mass crosses the critical zone, then the chemotactic collapse
is inevitable.
The main focus of this article is to study the global existence and large time asymptotic
of solutions at the critical mass and for any n-number of populations. The set of all critical
mass contained in a (n − 1)-dimensional ellipsoidal domain. Also, quite surprisingly we
found that, at the critical mass regime, all the components of the solutions do concentrate
in the form of a Dirac delta measure at the same point when the time approaches infinity.
1.1. Mathematical analysis of PKS-system. A solution ρ := (ρ1, . . . , ρn) to the PKS-
system (1.1), at least formally, satisfies the following identities:
• Conservation of mass:∫
R2
ρ(x, t) dx =
∫
R2
ρ0(x) dx = β, for all t > 0. (1.3)
• Conservation of the center of mass:
n∑
i=1
∫
R2
xρi(x, t) dx =
n∑
i=1
∫
R2
xρ0i (x) dx.
• Free energy dissipation or the free energy identity:
F(ρ(·, t)) +
∫ t
0
DF (ρ(·, s)) ds = F(ρ0),
where the free energy F is defined by
F(ρ) =
n∑
i=1
∫
R2
ρi(x) ln ρi(x) dx+
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
ρi(x) ln |x− y|ρj(y) dxdy, (1.4)
and the dissipation of free energy DF is defined by
DF (ρ) =
n∑
i=1
∫
R2
∣∣∣∣∣∣
∇ρi(x)
ρi(x)
−
n∑
j=1
aij∇uj(x)
∣∣∣∣∣∣
2
ρi(x) dx. (1.5)
• If the second moment of the initial condition M2(ρ0) :=
∑n
i=1
∫
R2
|x|2ρ0i (x) dx is finite
then formally
M2(ρ(·, t)) = ΛI(β)
2π
t+M2(ρ
0), (1.6)
where I = {1, . . . , n} and ΛI(β) is a quadratic polynomial in β defined by
ΛJ(β) :=
∑
i∈J
βi

8π −∑
j∈J
aijβj

 , for all ∅ 6= J ⊂ I. (1.7)
As a consequence of (1.6), if ΛI(β) < 0, then a solution can not exists globally. If T
∗
is the maximal time of existence then necessarily T ∗ ≤ −2πM2(ρ0)ΛI(β) . On the other hand, if
ΛI(β) = 0, then the second moment is preserved throughout the time.
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• Moreover, We observe formally that the system (1.1) can be written as
∂tρi = ∇ ·
(
ρi∇δF
δρi
(ρ)
)
, i = 1, . . . , n. (1.8)
As a consequence, the dissipation of energy (1.5) can be expressed by
DF (ρ(·, t)) =
n∑
i=1
∫
R2
∣∣∣∇δF(ρ)
δρi
∣∣∣2ρi(x, t) dx.
Equation (1.8) is the formal structure of a gradient flow of the free energy F in the
space Pβ12 (R2) × · · · × Pβn2 (R2) equipped with the 2-Wasserstein distance dw (see section
2 for definition), where Pβi2 (R2) denotes the space of non-negative Borel measures on
R2 with total mass βi and finite second moment and
δF
δρi
denotes the first variation of
the functional F with respect to the variable ρi. The functional F on the product space
Pβ12 (R2)× · · · × Pβn2 (R2) is defined by F(ρ) if ρ ∈ Γβ, where
Γβ =
{
ρ = (ρi)
n
i=1| ρi ∈ L1+(R2),
∫
R2
ρi(x) ln ρi(x) dx < +∞,
∫
R2
ρi(x) dx = βi,∫
R2
ρi(x) ln(1 + |x|2) dx < +∞
}
and +∞ elsewhere.
Before proceeding further let us first introduce the appropriate notion of a weak so-
lution to the PKS-system (1.1). Throughout this article, we use the notation H(ρ) :=∑n
i=1
∫
R2
ρi ln ρi to denote the entropy of the solutions and H+(ρ) :=
∑n
i=1
∫
R2
ρi(ln ρi)+
is the positive part of the entropy.
Definition 1.1. For any initial data ρ0 in Γβ ∩ {ρ | M2(ρ) <∞} and T ∗ > 0 we say that
a non-negative vector valued function ρ ∈ (C([0, T ∗);D′(R2)))n satisfying
AT (ρ) := sup
t∈[0,T ]
(
H+(ρ(t)) +M2(ρ(t))
)
+
∫ T
0
DF (ρ(t)) dt < +∞, ∀ T ∈ (0, T ∗)
is a weak solution to the PKS-system (1.1) on the time interval (0, T ∗) associated to the
initial condition ρ0 if ρ satisfies (1.3) and∫ T ∗
0
∫
R2
∂tξ(x, t)ρi(x, t) dxdt+
∫
R2
ξ(x, 0)ρ0i (x) dx
−
∫ T ∗
0
∫
R2
ρi(x, t)

∇xρi(x, t)
ρi(x, t)
−
n∑
j=1
aij∇xuj(x, t)

 · ∇xξ(x, t) dxdt = 0
for all ξ ∈ C2c ([0, T ∗)×R2) and for all i = 1, . . . , n. If T ∗ = +∞ we say ρ is a global weak
solution of the system.
Note that thanks to the finite dissipation assumption and Cauchy-Schwartz inequality,
all the terms in the weak formulation makes sense.
For the convenience of the readers, let us write down our set of assumptions:
Assumption 1. The initial condition satisfies ρ0 ∈ Γβ2 where
Γβ2 :=
{
ρ ∈ Γβ | M2(ρ) :=
n∑
i=1
∫
R2
|x|2ρi dx < +∞,
n∑
i=1
∫
R2
xρi(x) dx = 0
}
,
Note that the equation is translation invariant so the center of mass is conserved through-
out the time.
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Assumption 2. We also assume
• A = (aij)n×n symmetric and non-negative matrix satisfying aii > 0 for all
i ∈ I := {1, . . . , n}.
• The initial mass β is critical i.e.,
ΛI(β) = 0, ΛJ(β) > 0, for all ∅ 6= J ( I. (1.9)
1.2. Our approach and major difficulties. There is an illuminating theory devoted
to the gradient flows in Wasserstein-space in their book by Ambrosio, Gigli and Savare´
[AGS05]. However, the functional F fails to satisfy the necessary convexity assumption
in [AGS05] to have a complete well-posed theory. On the positive side, we can rely upon
the PDE based approach of Wasserstein gradient flow. In precise, we could utilize De
Giorgi’s generalized minimizing movements [DG93], to study the PDE (1.1). Such connec-
tions first discovered by Otto [Ott98, Ott01] and subsequently, Jordan, Kinderlehrer and
Otto [JKO98] implemented this idea for the class of Fokker-Plank equation and the heat
equation. In the literature, this approach now referred to minimizing movement scheme or
the JKO-scheme: for a time step τ > 0, we define recursively
ρkτ ∈ arg min
ρ∈Γβ2
(
F(ρ) + 1
2τ
d2w(ρ,ρ
k−1
τ )
)
, k ≥ 1 (1.10)
with ρ0τ = ρ
0, provided all the minimizers exist. The goal is to show that an appropriate
interpolation of the minimizers converge to a solution in the sense of Definition 1.1.
The sharp conditions under which the functional involved are bounded below have been
well studied in the literature. Indeed, it follows from the results of [CSW97, SW05] that the
bound from below of F and, in particular, the functional ρ 7−→ Gη(ρ) := F(ρ)+ 12τ d2w(ρ,η)
depends on the the following relations of β and the interaction matrix A:{
ΛJ(β) ≥ 0, for all ∅ 6= J ⊂ {1, . . . , n},
if for some J, ΛJ(β) = 0, then aii + ΛJ\{i}(β) > 0, ∀i ∈ J,
(1.11)
where ΛJ(β) is defined by (1.7). In particular, it is shown in [CSW97, SW05] that ΛI(β) =
0 and (1.11) is necessary and sufficient condition for the bound from below of F over Γβ2 .
Needless to say, if aii > 0 for all i ∈ I, then ΛI(β) = 0 and ΛJ(β) ≥ 0 for J 6= I is
necessary and sufficient condition for the bound from below for F . In addition, in [SW05]
the authors showed that F admits a minimizer in Γβ if and only if (1.9) is satisfied, which
allows us to define the notion of critical mass.
Definition 1.2. Given a symmetric non-negative matrix A.
• β is said to be sub-critical if
ΛJ(β) > 0, for all ∅ 6= J ⊂ I.
• β is said to be critical if
ΛI(β) = 0, and ΛJ(β) > 0, for all ∅ 6= J ( I.
The criterion for existence of minimizers in (1.10) drastically differs from that of F .
Indeed, for sub-critical mass β there always exists a minimizer in (1.10). And the global
existence of solutions to (1.1) has also been dealt with in [KW19]. In the sub-critical case,
the sharp condition on β for the bound from below of F gives us the uniform entropy
bound on any minimizing sequence (the readers can consult [BCC08, KW18]). However,
the arguments of the sub-critical regime do not work in the critical case, and apparently,
one can not rule out the possibilities of concentration of minimizing sequences.
There are two major difficulties: first of all, it is not clear that the MM-scheme (1.10) is
well defined for critical β. In section 5, we study this delicate point and obtain a sufficient
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criterion for the existence of minimizers. Indeed, we derive a necessary and sufficient
criterion (Theorem 5.2) for which any minimizing sequence satisfy uniform entropy bound.
In particular, we show that, given an initial datum ρ0, there exists a τ∗ ∈ (0, 1) such that
for every τ ∈ (0, τ∗), the MM-scheme is well defined.
The next hurdle is to obtain uniform estimates on the minimizers obtained in (1.10).
In particular, obtaining uniform entropy estimates is dealt with in section 6. This follows
from a slight modification of the proof of existence theorem established in section 5 (see
Remark 5.3) together with a gain of integrability result Lemma 4.4.
Using the Euler-Lagrange equation (Theorem 4.1), we obtain a discrete version of the
second moment conservation identity (Lemma 4.3). As a consequence, if the interpolates
concentrates at the origin, in the limit we would get M2(ρ
0) = 0, contradicting ρ0 ∈ Γβ2 .
In passing to the limit in the discrete second moment identity we must obtain uniform
integrability on the family M2(ρ
k
τ ), kτ ≤ T. A very classical result due to de la Velle´e
Poussin’s (see Lemma 6.2 below) states that a family Z of L1 measurable functions with
respect to a measure µ is uniformly integrable if and only if there exists a convex super-
linear function at infinity Υ satisfying supg∈Z
∫
Υ(g)dµ <∞. In precise, we need to find a
convex function Υ satisfying certain growth assumptions such that the L1-norm of Υ(|x|2)
with respect to ρkτ remains uniformly bounded. This estimate implies the uniform bound
on higher moments in terms of the bound on the initial datum (see Lemma 4.4 below).
1.3. Main results. The main results of this article are as follows:
Theorem 1.3. Assume ρ0 ∈ Γβ2 and β is critical. Further assume that the interaction
matrix (aij) have strictly positive diagonal entries. Then the PKS-system (1.1) admits
a global weak solution ρ in the sense of Definition 1.1 with initial data ρ0. Moreover, ρ
satisfies for every T > 0
(a) ρ ∈ (L2((0, T ) × R2))n ∩ (L1(0, T ;W 1,1(R2)))n , and Fischer information bound:
n∑
i=1
∫ T
0
∫
R2
∣∣∣∣∇ρi(x, t)ρi(x, t)
∣∣∣∣
2
ρi(x, t) dxdt < +∞.
(b) Free energy inequality:
n∑
i=1
∫ T
0
∫
R2
∣∣∣∣∣∣
∇ρi(x, t)
ρi(x, t)
−
n∑
j=1
aij∇uj(x, t)
∣∣∣∣∣∣
2
ρi(x, t) dxdt+ F(ρ(T )) ≤ F(ρ0).
Remark 1.4. The following two species model has been studied in [CEV11, EVC13]:

∂tρ˜1(x, t) = ∆xρ˜1(x, t)− χ1∇x · (ρ˜1(x, t)∇xu˜(x, t))
∂tρ˜2(x, t) = ∆xρ˜1(x, t)− χ2∇x · (ρ˜2(x, t)∇xu˜(x, t))
∆xu˜(x, t) = ρ˜1(x, t) + ρ˜2(x, t),
(1.12)
in R2 × (0,∞). It has been shown [CEV11, EVC13] that provided the masses β˜i =
∫
R2
ρ˜i
satisfy
8π
χ1
> β˜1,
8π
χ2
> β˜2, and 8π
(
β˜1
χ1
+
β˜2
χ2
)
− (β˜1 + β˜2)2 > 0, (1.13)
there exists a global in time solution. Moreover, it was observed that if one of the inequality
> is replaced by < then the global existence may fail.
Note that for a solution (ρ1, ρ2) to (1.1) corresponding to the interaction matrix a11 =
χ21, a12 = a21 = χ1χ2, a22 = χ
2
2, if we define ρ˜i = χiρi, u˜ = χ1u1 + χ2u2 then (ρ˜1, ρ˜2, u˜)
PATLAK-KELLER-SEGEL SYSTEM 7
solves (1.12) and our criterion (Assumption 2) for global existence translates into 8π
χ1
>
β˜1,
8π
χ2
> β˜2 and
8π
(
β˜1
χ1
+
β˜2
χ2
)
− (β˜1 + β˜2)2 ≥ 0. (1.14)
In particular, if χ1
χ2
∈ (12 , 2) then the lines β˜i = 8πχi does not intersect the curve (1.14) and
hence (1.14) is necessary and sufficient criterion for the global existence of solutions to
(1.12). In this special case, the curve (1.14) truly represents the analogue of critical mass
as in the single species model.
A solution to (1.1) satisfying (a) and (b) of Theorem 1.3 is called free energy solution.
By now it is well known that free energy solutions are of class C∞ in both space and
in time away from t = 0. Moreover, such solutions found to be unique. The proof of
smoothness and uniqueness relies on the a posteriori estimates and depends on the novel
ideas of DiPerna and Lions renormalized solutions. We refer the interested readers to
[FM16] for more details, where the authors proved smoothness and uniqueness for single
species population (see [HT19] for multi-species counterpart).
Our second main result deals with the asymptotic behaviour of the solutions as time
t→∞.
Theorem 1.5. Assume A and β satisfy the assumptions of Theorem 1.3 and ρ0 ∈ Γβ2 .
Then for any free energy solution ρ to (1.1)
lim
t→∞
ρ(·, t) = βδ0,
in the weak* convergence of measures.
The organization of this article are as follows: in section 2, we recalled necessary defi-
nitions and known results, that are essential in this article. The topic of section 3 focuses
on the description of the MM-scheme and their regularity results. Section 4 devoted to
the Euler-Lagrange equations for the minimizers obtained through MM-scheme, and as a
consequence, we derived several moment estimates. We proved, in section 5, the necessary
and sufficient criterion for the boundedness of every minimizing sequences for the func-
tionals Gη(ρ) at the critical mass regime, which ensures the existence of a minimizer and
the well-definedness of the MM-scheme. In section 6, we established the a priori estimates
of the minimizers obtained by MM-scheme. Section 7 devoted to the proof of convergence
of the scheme, providing the existence of a global weak solution satisfying the free energy
inequality. Finally, in section 8, we proved the aggregation to the Dirac measure as time t
approaches to infinity. At the end, we have an appendix section where we give a proof of
Lemma 4.4 and recalled a well known compactness of vector fields lemma.
2. Notations and Preliminaries
In this section we have listed the main notations used in this article and also some of
the well known results about the Wasserstein distance and the free energy functional F .
Any bold letters will be used to denote n-vectors or n-vector valued functions. For
example ρ = (ρ1, . . . , ρn) ∈ (L1+(R2))n, β = (β1, . . . , βn) ∈ (R+)n and so on. The entropy
of a scalar function ρ ∈ L1+(R2) will be denoted by H(ρ) :=
∫
R2
ρ(x) ln ρ(x) dx. For the
vector valued functions ρ ∈ (L1+(R2))n the entropy is also denoted by H(ρ) and is defined
by
H(ρ) =
n∑
i=1
H(ρi).
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We will use similar definitions for the second moment:
M2(ρ) =
n∑
i=1
M2(ρi) :=
n∑
i=1
∫
R2
|x|2ρi(x) dx.
Let P(R2) be the space of all Borel probability measures on R2, P2(R2) denotes the
subset of P(R2) having finite second moments and Pac,2(R2) denotes the subset of P2(R2)
which are absolutely continuous with respect to the Lebesgue measure on R2.
Given two elements µ, ν of P(R2) and a Borel map T : R2 → R2, we say T pushes
forward µ to ν, denoted by T#µ = ν, if for every Borel measurable subset U of R2,
ν(U) = µ(T−1(U)). Equivalently,∫
R2
ψ(x)dν(x) =
∫
R2
ψ(T (x))dµ(x), for every ψ ∈ L1(R2, dν). (2.1)
2.1. Wasserstein distance. Our main sources for the optimal transportation problems
and Wasserstein distances are the first book of Villani [Vil03], the comprehensive lecture
notes on the subject of gradient flows in Wasserstein spaces written by Ambrosio, Gigli
and Savare´ [AGS05] and the recent book by Santambrogio [San15]. The results we are
going to recall in this subsection are very classical and can be found in any of these text
books.
2.1.1. 2-Wasserstein distance. On P2(R2) we can define a distance dw, using the Monge-
Kantorovich transportation problem with quadratic cost function c(x, y) = |x− y|2. More
precisely, given µ, ν ∈ P2(R2) define
d2w(µ, ν) := inf
π∈Π(µ,ν)
[∫
R2
∫
R2
|x− y|2 dπ(x, y)
]
, (2.2)
where
Π(µ, ν) := {π ∈ P(R2 × R2)| (P1)#π = µ, (P2)#π = ν},
is the set of transport plans and Pi : R
2 × R2 → R2 denotes the canonical projections on
the i-th factor.
A well known theorem of Brenier [Bre91] asserts that: if µ ∈ Pac,2(R2) then there exists
a unique (up to additive constants) convex, lower semi continuous function ϕ such that
∇ϕ#µ = ν and the optimal transference plan πˆ on the right hand side of (2.2) is given by
πˆ = (I,∇ϕ)#µ, where I : R2 → R2 is the identity mapping (see [McC95], [Vil03, Theorem
2.12]). As a consequence, we have
d2w(µ, ν) =
∫
R2
|x−∇ϕ(x)|2dµ(x), where ∇ϕ#µ = ν. (2.3)
If µ, ν are two non-negative measures on R2 (not necessarily probability measures) sat-
isfying the total mass compatibility condition µ(R2) = ν(R2)(= β > 0), then we define the
2-Wasserstein distance between them as follows:
dw(µ, ν) = β
1
2dw
(
µ
β
,
ν
β
)
. (2.4)
We will denote by Pβ(R2) the space of non-negative Borel measures with total mass β and
Pβ2 (R2) and Pβac,2(R2) are defined analogously. We will also use the bold β notation in
Pβ(R2) to denote the product space Pβ1(R2)× · · · × Pβn(R2).
PATLAK-KELLER-SEGEL SYSTEM 9
One advantage of defining the Wasserstein distance on Pβ(R2) by (2.4) is that, if µ is
absolutely continuous with respect to the Lebesgue measure and if ∇ϕ is the gradient of a
convex function pushing µ/β forward to ν/β then ∇ϕ#µ = ν and
d2w(µ, ν) =
∫
R2
|x−∇ϕ(x)|2dµ(x),
where note that dw(µ, ν) is defined by (2.4).
2.1.2. Kantorovich-Rubinstein distance. If the cost function c(x, y) is the Euclidean dis-
tance |x− y|, then
dw1(µ, ν) = β
1
2dw1
(
µ
β
,
ν
β
)
= β
1
2 inf
π∈Π(µ
β
, ν
β
)
∫
R2
∫
R2
|x− y| π(dxdy), (2.5)
also defines a distance on Pβ2 (R2) and is called the 1-Wasserstein distance. The constant
β
1
2 on the right hand side of (2.5) does not really matter for this article. We defined
it in order to be consistent with our definition of 2-Wasserstein distance on Pβ2 (R2). On
unbounded domains, such as our case R2, dw1 is weaker than dw in the sense that dw1(·, ·) ≤
dw(·, ·). There is however a sharp distinctive feature of the 1-Wasserstein distance, it is the
pinning property: dw1(µ, ν) depends only on the difference µ − ν. This is manifested by
the alternative dual formulation of dw1 :
dw1(µ, ν) = β
− 1
2 sup
{∫
R2
φ(x)d(µ − ν)(x)| ||φ||Lip ≤ 1
}
(2.6)
where ||φ||Lip := supx 6=y(φ(x)−φ(y))/|x− y|. Under fairly reasonable assumptions on µ, ν,
such as both µ and ν are absolutely continuous with respect to the Lebesgue measure, one
can impose additional assumption that φ ∈ C1c in the supremum (2.6).
We define the Wasserstein distance for vector valued functions ρ,η ∈ Pβ(R2) as follows:
dw(ρ,η) :=
[
n∑
i=1
d2w(ρi, ηi)
] 1
2
; dw1(ρ,η) :=
n∑
i=1
dw1(ρi, ηi).
We end this subsection with a result regarding the weak* lower semi-continuity of the
2-Wasserstein distance: a sequence of measures µm ∈ Pβ(R2) is said to converge to µ ∈
Pβ(R2) in the weak* topology of measures if
lim
m→∞
∫
R2
g(x) dµm(x) =
∫
R2
g(x) dµ(x)
for every g ∈ Cb(R2), where Cb(R2) denotes the space of all bounded continuous functions
in R2.
Lemma 2.1 (Weak* lower semi-continuity of dw). Let {µm}, {νm} be a sequence in Pβ2 (R2)
converging to µ, ν ∈ Pβ2 (R2), respectively, in the weak* topology of measures. Further
assume that the second moments M2(µ
m),M2(ν
m) are uniformly bounded by some constant
C <∞ independent of m. Then
dw(µ, ν) ≤ lim inf
m→∞
dw(µ
m, νm).
2.2. Properties of the free energy functional. We recall a few properties of the free
energy functional F whose proof can be found in [SW05, KW18].
Proposition 2.2. The followings hold:
(a) F is bounded from below on Γβ2 if and only if β satisfies
ΛI(β) = 0 and (1.11).
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(b) For any n-numbers αi > 0, the functional
Fα(ρ) := F(ρ) +
n∑
i=1
αiM2(ρi)
is bounded from below on Γβ2 if and only if β satisfies (1.11).
(c) The functionals F and Fα are sequentially lower semi-continuous with respect to
the weak topology of L1(R2).
(d) If β if sub-critical and mini∈I αi > 0, then all the sub-level sets {Fα ≤ C} are
sequentially precompact with respect to the weak topology of L1(R2).
In this sequel we will be using a slight variant of the functional F and the sharp conditions
for bound from below as stated in Proposition 2.2(a). Naturally, it follows form a simple
scaling argument. Since we assumed aii > 0 for all i ∈ I, let us only state a weaker version
of it, which is enough for our purpose. Let A = (aij) be as before satisfying aii > 0 for all
i ∈ I, then for any n-numbers bi > 0 the functional
n∑
i=1
bi
∫
R2
ρi ln ρi +
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
ρi(x) ln |x− y|ρj(y) (2.7)
is bounded from below over Γβ2 if and only if ΛI(β; b) = 0 and ΛJ(β; b) ≥ 0 for all
∅ 6= J ( I, where ΛJ(β; b) is defined by
ΛJ (β; b) := 8π
∑
i∈J
biβi −
∑
i∈J
∑
j∈J
aijβiβj , for all ∅ 6= J ⊂ I. (2.8)
Remark 2.3. The same conclusions of Proposition 2.2 hold true for the functional (2.7)
as well, of course, one needs to frame the conditions in terms of ΛJ(β; b). The smallest
lower bound of the functional F or (2.7), whenever it is finite, will always be denoted by
CLHLS(β).
Proposition 2.4. (a) Assume β satisfies (1.11) and fix η ∈ Γβ2 and τ > 0. Then the
functional Gη : Γβ2 → R defined by
Gη(ρ) := F(ρ) + 1
2τ
d
2
w(ρ,η)
is bounded from below on Γβ2 . Moreover, Gη is sequentially lower semicontinuous
with respect to the weak topology of L1(R2).
(b) If β is sub-critical then all the sub-level sets {Gη ≤ C} are sequentially precompact
with respect to the weak topology of L1(R2). In particular, the minimization problem
inf
ρ∈Γ
β
2
Gη(ρ) admits a solution.
(c) For any β satisfying (1.11), let {ρm} be a minimizing sequence for inf
ρ∈Γ
β
2
Gη(ρ).
If the entropy H(ρm) and the second moment M2(ρm) are uniformly bounded above
by some constant C, independent of m, then up to a subsequence ρm converges, in
the weak topology of L1(R2), to a minimizer ρ˜ ∈ Γβ2 .
Remark 2.5. The proof of Proposition 2.4(a) (b) follows from Proposition 2.2, the weak*
lower semi-continuity of dw and the inequality
M2(ρ) ≤ 2d2w(ρ,η) + 2M2(η). (2.9)
The conclusion (c) is just a restatement of (a) phrased in a different way and follows form
Dunford-Pettis theorem. From the entropy and second moment bound it follows that the
measures ρm are tight and converges to ρ˜ in the weak* convergence of measures having
a density with respect to the Lebesgue measure. This is enough to improve the weak*
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convergence of measures to the weak convergence in L1(R2). We refer to [KW18] for a
proof in this framework.
3. Minimizing Movement Scheme
Given two elements ρ,η ∈ Pβ2 (R2), recall that the Wasserstein distance between them
is defined by
dw(ρ,η) =
[
n∑
i=1
d2w(ρi, ηi)
] 1
2
,
where dw is defined as in (2.4). Further recall that we are interested in the case β-critical.
3.1. Minimizing Movement Scheme (MM-scheme): Given ρ0 ∈ Γβ2 and a time step
τ ∈ (0, 1) sufficiently small, we set ρ0τ = ρ0 and define recursively
ρkτ ∈ arg min
ρ∈Γβ2
{
F(ρ) + 1
2τ
d2w(ρ,ρ
k−1
τ )
}
, k ∈ N. (3.1)
It is not yet clear that the scheme is well defined. We will prove in section 5 (Theorem 5.2)
a sufficient condition for the existence of minimizers. In particular, if the initial datum
ρ0 = ρ0τ satisfies
F(ρ0τ ) < inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(ρ
0
τ ), (3.2)
then there exists a solution ρ1τ to the minimization problem minρ∈Γβ2
(F(ρ)+ 12τ d2w(ρ,ρ0τ ))
and moreover, ρ1τ satisfies
F(ρ1τ ) < inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(ρ
1
τ ). (3.3)
Evidently, (3.2) is satisfied if τ is small enough. For the rest of this article we will always
assume τ ∈ (0, τ∗), where τ∗ is small enough such that the initial condition ρ0 satisfies
(3.2) with τ replaced by τ∗.
Similarly, as a consequence of (3.3) and Theorem 5.2, ρ2τ exists and satisfies (3.3) with
ρ1τ replaced by ρ
2
τ . By induction, we conclude that the minimizing movement scheme (3.1)
is well defined for every τ ∈ (0, τ∗).
In section 7, we will prove that a suitable interpolation of these minimizers converge
to a weak solution to (1.1). As mentioned in the introduction that there are two major
difficulties to obtain global existence: (a) well definedness of the MM -scheme and (b)
uniform estimates on the entropy and the second moment. If we carefully trace back the
existing literature on the PKS-system (in particular, the gradient flow approach), one can
easily understand that the remaining analysis leading to the global existence depends only
on these two issues.
The first one of these results (Lemma 3.1 below) deals with the regularity of the mini-
mizers. These regularity results have been proved rigorously in our earlier article [KW19],
Lemma 4.3], which relies on the flow interchange technique introduced by Matthes-McCann
and Savare´ [MMS09].
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3.2. Regularity of the minimizers.
Lemma 3.1. Let τ ∈ (0, τ∗) and let ρkτ be a sequence obtained using the MM-scheme (3.1)
satisfying
n∑
i=1
∫
R2
ρkτ,i| ln ρkτ,i| dx+M2(ρkτ ) ≤ Θ, (3.4)
for some constant Θ > 0. Then ρkτ,i ∈W 1,1(R2),
∇ρkτ,i
ρkτ,i
∈ L2(R2, ρkτ,i) for all i ∈ I.
Moreover, there exists a constant C(Θ) such that
n∑
i=1
∫
R2
∣∣∣∣∣∇ρ
k
τ,i(x)
ρkτ,i(x)
∣∣∣∣∣
2
ρkτ,i(x) dx ≤
2
τ
[
H(ρk−1τ )−H(ρkτ )
]
+ C(Θ). (3.5)
These regularity results, in particular, the W 1,1-regularity is necessary in persuasion of
the Euler-Lagrange equations (see section 4) satisfied by the minimizers. Interested readers
can also consult [CS18, MS19] for related regularity results in this context.
4. The Euler-Lagrange equations and moment estimates
In this section we will derive several auxiliary results, assuming that a minimizer exists.
Our main focus will be on the situation of critical β. However, most of these results hold
true irrespective of β, as long as a minimizer exists. We begin by recalling the Euler-
Lagrange equation satisfied by a minimizer.
Lemma 4.1. Let η ∈ Γβ2 and τ > 0 be given and assume that ̺ be a minimizer of
inf
ρ∈Γβ2
Gη(ρ). Let ∇ϕi denotes the map transporting ηi to ̺i then
(a) The Euler-Lagrange equation:
1
τ
∫
R2
(∇ϕi(x)− x) · ζ(∇ϕi(x))ηi(x)dx =−
∫
R2
ζ(x) · ∇̺i(x)dx
+
n∑
j=1
aij
∫
R2
ζ(x) · ∇uj(x)̺i(x)dx, (4.1)
holds for all i = 1, . . . , n and any ζ ∈ C∞c (R2;R2), where
uj(x) := − 1
2π
∫
R2
ln |x− y|̺i(y) dy.
(b) Free energy production term: the following identity holds
1
τ2
d2w(̺i, ηi) =
∫
R2
∣∣∣∇̺i(x)
̺i(x)
−
n∑
j=1
aij∇uj(x)
∣∣∣2̺i(x)dx. (4.2)
(c) The consequent approximate weak solution is satisfied∣∣∣∣
∫
R2
ψ(x) (̺i(x)− ηi(x)) + τ
∫
R2
∇ψ(x) · ∇̺i
−τ
n∑
j=1
aij
∫
R2
∇ψ(x) · ∇uj(x)̺i(x)dx
∣∣∣∣∣∣ = O
(||D2ψ||L∞) d2w(̺i, ηi), (4.3)
for all ψ ∈ C∞c (R2).
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(d) In particular, for all ψ ∈ C∞c (R2)
1
τ
n∑
i=1
∫
R2
(∇ϕi(x)− x) · ∇ψ(∇ϕi(x))ηi(x)dx =
n∑
i=1
∫
R2
∆ψ(x)̺i(x)dx
−
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
(∇ψ(x)−∇ψ(y)) · (x− y)
|x− y|2 ̺i(x)̺j(y)dx.
A proof of Lemma 4.1 can be found in [KW19, Lemma 5.1]. The proof is obtained by
pursuing the main ideas of the seminal work by Jordan-Kinderlehrer and Otto [JKO98]
with necessary modifications. See also [BCC08, Theorem 3.4] for the Euler-Lagrange
equation related to the PKS-system of single population. Note that by the regular-
ity results of Lemma 3.1, ̺i ∈ W 1,1(R2) and hence all the terms in (4.1) makes sense.
The conclusion (d) is a particular case of (a) and follows by plugging ζ = ∇ψ and
∇ui(x) = − 12π
∫
R2
x−y
|x−y|2
̺i(y) dy in (4.1) and summing over all i = 1, . . . , n.
4.1. Consequences of the Euler Lagrange equation. We introduce the following cut
off function: Let Ψ be a non-negative smooth function such that Ψ ≡ 1 in B(0, 1) and
vanishes outside B(0, 2). We set ΨR(x) := Ψ(
x
R
) where R > 0. Then
|∇ΨR(x)| = O
(
1
R
)
, |D2ΨR(x)| = O
(
1
R2
)
(4.4)
uniformly in x ∈ R2.
4.1.1. Center of mass preservation and discrete second moment identity.
Lemma 4.2. Let η ∈ Γβ2 and τ > 0 be given and assume that ̺ be a minimizer of
inf
ρ∈Γβ2
Gη(ρ). Then
n∑
i=1
∫
R2
x̺i(x) dx =
n∑
i=1
∫
R2
xηi(x) dx = 0.
Proof. Fix v ∈ R2. We will approximate the linear functional x · v by smooth compactly
supported functions. We use ψR(x) := (x·v)ΨR(x) as a test function in the Euler-Lagrange
equation Lemma 4.1(d). Let us estimate one by one: the l.h.s of Lemma 4.1(d) is given by∫
R2
(∇ϕi(x)− x) · ∇ψR(∇ϕi(x))ηi(x)dx
=
∫
R2
x · ∇ψR(x)̺i(x)dx−
∫
R2
x · ∇ψR(∇ϕi(x))ηi(x)dx
=
∫
R2
(x · v)ΨR(x)̺i(x)dx −
∫
R2
(x · v)ΨR(∇ϕi(x))ηi(x)dx+O
(
1
R
)
=
∫
R2
(x · v)̺i(x)dx−
∫
R2
(x · v)ηi(x)dx+ o(1) as R→∞.
On the other hand, the r.h.s of Lemma 4.1(d) can be computed using the estimates
|∆ψR(x)| = O
( |x|
R
)
+O
( 1
R
)
,
(∇ψR(x)−∇ψR(y)) · (x− y)
|x− y|2 =
1
|x− y|2
[
v · (x− y)(ΨR(x)−ΨR(y))
+
(
(x− y) · v)((x− y) · ∇ΨR(x))+ (y · v)(∇ΨR(x)−∇ΨR(y)) · (x− y)] = O
(
1
R
)
.
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Plugging ψR in Lemma 4.1(d) and letting R→∞ we obtain( n∑
i=1
∫
R2
x̺i(x) dx−
n∑
i=1
∫
R2
xηi(x) dx
)
· v = 0
for any v ∈ R2. 
Lemma 4.3. Let η ∈ Γβ2 and τ > 0 be given and assume that ̺ be a minimizer of
inf
ρ∈Γβ2
Gη(ρ). If β is critical then
d
2
w(̺,η) =M2(η)−M2(̺).
Proof. Here we will approximate |x|2 by smooth compactly supported functions. For that
matter we choose ψR(x) = |x|2ΨR(x) in Lemma 4.1(d). A straight forward computation
gives
∆ψR(x) = 4ΨR(x) +O
( |x|
R
+
|x|2
R2
)
,
(∇ψR(x)−∇ψR(y)) · (x− y)
|x− y|2 =
1
|x− y|2
[
2|x− y|2ΨR(x)− 2y · (x− y)(ΨR(x)−ΨR(y))
+ |x|2(x− y) · (∇ΨR(x)−∇ΨR(y)) + (|x|2 − |y|2)(x− y) · ∇ΨR(y)
]
= 2ΨR(x) +O
( |y|
R
)
+O
( |x|2
R2
)
+O
( |x|+ |y|
R
)
.
As a consequence, we see that
n∑
i=1
∫
R2
∆ψR(x)̺i(x)dx−
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
(∇ψR(x)−∇ψR(y)) · (x− y)
|x− y|2 ̺i(x)̺j(y)dx
= 4
n∑
i=1
∫
R2
ΨR(x)̺i(x)−
n∑
i=1
n∑
j=1
aij
2π
∫
R2
∫
R2
ΨR(x)̺i(x)̺j(y) +O
( 1
R
)
=
ΛI(β)
2π
+ o(1), as R→∞.
On the other hand∫
R2
(∇ϕi(x)− x) · ∇ψR(∇ϕi(x))ηi(x)dx
= 2
∫
R2
|x|2ΨR(x)̺i(x)dx+
∫
R2
x · ∇ΨR(x)|x|2̺i(x)dx
− 2
∫
R2
x · ∇ϕi(x)ΨR(∇ϕi(x))ηi(x)dx−
∫
R2
x · ∇ΨR(∇ϕi(x))|∇ϕi(x)|2ηi(x)dx.
Note that as ΨR vanishes outside B(0, 2R), the quantity |y∇ΨR(y)| remains uniformly
bounded for all y ∈ R2 and converges point wise to 0 as R → ∞. It follows that the
second and forth terms of the above expression decay to zero as R → ∞. Indeed, |x|2̺j
is integrable by assumption so the second term vanish as R → ∞ by the dominated
convergence theorem. As for the forth term, we may estimate∫
R2
x · ∇ΨR(∇ϕi))|∇ϕi|2ηi(x)dx ≤ C
∫
R2
|x||∇ϕi(x)|ηi(x)dx
≤ C
2
(∫
R2
|x|2ηi(x)dx+
∫
R2
|y|2̺i(y)dy
)
.
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By the assumed criticality of β and Lemma 4.1-(d) we conclude
n∑
i=1
∫
R2
|x|2̺i(x)dx =
n∑
i=1
∫
R2
x · ∇ϕi(x)ηi(x)dx. (4.5)
Using (4.5) and the definition of the Wasserstein distance we get
d2w(̺,η) =
n∑
i=1
∫
R2
|x−∇ϕi(x)|2ηi(x) dx
=M2(η) +M2(̺)− 2
n∑
i=1
∫
R2
x · ∇ϕi(x)ηi(x)dx
=M2(η)−M2(̺) .

4.1.2. Higher moment estimates. For the next Lemma, we introduce the de la Valle´e
Poussin convex function. Let Υ ∈ C∞([0,∞); [0,∞)) be a convex function satisfying
the growth conditions:{
Υ(0) = Υ′(0) = 0, r 7→ Υ′(r) is concave, Υ(r) ≤ rΥ′(r) ≤ 2Υ(r) for r > 0,
r 7→ r−1Υ(r) is concave, limr→∞ Υ(r)r = limr→∞Υ′(r) =∞.
(4.6)
We like to give a special emphasize to the convex function Υ and all its properties. It is
one of the key step in obtaining uniform bound on the entropy of the iterates obtained
through minimizing movement scheme (see section 3 for the definition).
Lemma 4.4. Let η ∈ Γβ2 and assume that
∑n
i=1Υ(|x|2)ηi ∈ L1(R2) where Υ is a convex
function satisfying all the properties in (4.6). Then there exists a τ0 > 0 such that for any
τ ∈ (0, τ0) if the minimization problem infρ∈Γβ2 Gη(ρ) admits a solution and the minimizer
̺ satisfies
∑n
i=1Υ(|x|2)̺i ∈ L1(R2) then
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx ≤ (1 + C0τ)
n∑
i=1
∫
R2
Υ(|x|2)ηi(x) dx+ C0τ,
where C0 is a constant depending only on A,β and τ0.
The proof of Lemma 4.4 is rather technically cumbersome. For the moment the validity
of the lemma is taken for granted. We will give a proof in the appendix. We emphasize on
the fact that the constant C0 does not depend on the L
1 norm of
∑n
i=1Υ(|x|2)(̺i + ηi).
5. The critical case: Existence of minimizers and blow-up behaviour
At this present section, we are going to establish a sufficient criterion for the existence
of minimizers of Gη(ρ) at the critical mass regime. We found that there are only two
possibilities for a minimizing sequence. Either they converge to a minimizer, or, if they
were to blow-up, they must concentrate in the form of a Dirac delta measure at a common
point.
Our starting point is the following functional inequality, which turns out to be very
crucial in the analysis to come.
Lemma 5.1. Assume β is critical, then
inf
ρ∈Γβ2
Gη(ρ) ≤ inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η). (5.1)
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Proof. Let {ρm} ⊂ Γβ2 be a minimizing sequence for infρ∈Γβ2 F(ρ). Choose a sequence
Rm → ∞ and let ρ˜m(x) := (Rm)2ρm(Rmx). It follows that M2(ρ˜m) → 0. Since β is
critical, F(ρ˜m) = F(ρm), so is also a minimizing sequence.
The proof follows from the straightforward inequality
inf
ρ∈Γβ2
Gη(ρ) ≤ Gη(ρ˜m) = F(ρ˜m) + 1
2τ
d2w(ρ˜
m,η)
= inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η) + o(1), as m→∞.

Next we state the main result of this section.
Theorem 5.2. Assume A and β satisfies Assumption 2 and η ∈ Γβ2 . Then either one of
the following alternative holds:
(a) equality holds in (5.1),
(b) for every minimizing sequence {ρm} to inf
ρ∈Γβ2
Gη(ρ), the entropy H(ρm) is uni-
formly bounded.
In particular, if F(η) < inf
ρ∈Γβ2
F(ρ)+ 12τM2(η) then the minimization problem infρ∈Γβ2 Gη(ρ)
admits a solution ̺ ∈ Γβ2 . Moreover, the minimizer ̺ ∈ Γβ2 satisfies
F(̺) < inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(̺).
Proof. The proof of the theorem is divided into several steps.
Step 1: Let {ρm} be a minimizing sequence for inf
ρ∈Γβ2
Gη(ρ). By Proposition 2.2(b)
and (2.9), the second moment of ρm : M2(ρ
m) remains uniformly bounded and hence the
measures ρm are tight. By Prokhorov’s theorem, ρm
∗
⇀ ρ∗ in the weak ∗ topology of
measures. In the following we will prove that either all the components of ρm concentrates
in the form of a Dirac delta measure at a common point v0 or, the entropy H(ρm) remains
uniformly bounded. In other words, either ρ∗i = βiδv0 for every i ∈ I, or, H(ρm) ≤ C
for some constant independent of m. The concentration property of ρm together with the
lower semi-continuity of dw will give the conclusion (a).
Step 2: If at least one component does not concentrate then no component concentrate
at all.
With out loss of generality we can assume ρ∗n is not a Dirac mass and 0 ∈ supp(ρ∗n). If
0 6∈ supp(ρ∗n) we can work with any point within the support of ρ∗n and the same argument
can be carried over. We define
α∗n(r) :=
∫
Br
dρ∗n.
Then limr→∞ α
∗
n(r) = βn and ρ
∗
n is not a Dirac mass is equivalent to saying limr→0+ α
∗
n(r) <
βn. Since α
∗
n is monotone, the points of discontinuities of α
∗
n is at most countable. We can
choose a point r1 small enough such that 0 < α
∗
n(r1) < βn and r1 is a point of continuity
of α∗n.
We choose δ > 0 small so that 0 < α∗n(r1) − δ < α∗n(r1) + δ < βn. Later we will make
further smallness assumption on δ. By continuity of α∗n at r1 and monotonicity, we can
choose r0 < r1 < r2 such that
0 < α∗n(r1)− δ < α∗n(r0) ≤ α∗n(r1) ≤ α∗n(r2) < α∗n(r1) + δ < βn.
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Since ρmn
∗
⇀ ρ∗n, for large enough m we have
α∗n(r1)− δ ≤
∫
Br0
ρmn (x) dx, βn − α∗n(r1)− δ ≤
∫
Bcr2
ρmn (x) dx,∫
Br2\Br0
ρmn (x) dx ≤ 2δ.
Applying logarithmic HLS inequality in three regions Br0+ǫ, B
c
r2−ǫ and Br2\Br0 and pro-
ceeding as in [BCM08, Lemma 3.1] we conclude that
κmn
∫
R2
ρmn (x) ln ρ
m
n (x) + 2
∫
R2
∫
R2
ρmn (x) ln |x− y|ρmn (y) dxdy ≥ C, (5.2)
where κmn = max{am1 + am2 , am2 + am3 }, ǫ = 13(r2 − r0) and
am1 =
∫
Br0+ǫ
ρmn (x) dx, a
m
2 =
∫
Br2\Br0
ρmn (x) dx, a
m
3 =
∫
Bcr2−ǫ
ρmn (x) dx.
By choosing δ < 16 min{α∗n(r1), βn − α∗n(r1)} we see that κmn < βn − δ for sufficiently large
m.
Step 3: Uniform boundedness on the entropy.
Since ρm is a minimizing sequence, for sufficiently large m
n∑
i=1
∫
R2
ρmi ln ρ
m
i dx+
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy ≤ F(η) + 1. (5.3)
Multiplying (5.2) by ann8π and subtracting from (5.3) we get
n∑
i=1
bi
∫
R2
ρmi ln ρ
m
i dx+
n∑
i=1
n∑
j=1
a˜ij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy ≤ C, (5.4)
where
bi =
{
1, if i 6= n,
(1− annκmn8π ), if i = n,
a˜ij =
{
0, if i = j = n,
aij, otherwise.
Now we claim that the mass β is sub-critical with respect to b and the interaction matrix
(a˜ij), i.e., ΛJ(β; b) ≥ ε¯ > 0 for all J ⊂ I and for some ε¯ (see (2.8)). Let J ⊂ I be any
subset. If n /∈ J then there is nothing to prove, because, in that case ΛJ(β; b) = ΛJ(β) > 0,
according to our assumption. If n ∈ J then
ΛJ(β; b) = 8π
∑
i∈J
biβi −
∑
i∈J
∑
j∈J
a˜ijβiβj
= ΛJ\{n}(β)− 2
∑
i∈J\{n}
ainβiβn + 8πbnβn. (5.5)
By our assumption ΛJ(β) > 0 if J 6= I and equal to zero if J = I. In either case the
condition ΛJ (β) ≥ 0 can be rewritten as
ΛJ\{n}(β)− 2
∑
i∈J\{n}
ainβiβn ≥ annβ2n − 8πβn. (5.6)
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Using (5.6) in (5.5) we get
ΛJ(β, b) ≥ annβ2n − 8πβn + 8π
(
1− annκ
m
n
8π
)
βn
= annβn(βn − κmn ) ≥ annδβn > 0
provided ann > 0 which is valid owing to our assumption. According to Proposition 2.2(d)
and Remark 2.3 and the uniform second moment bound we deduce from (5.4) that the
entropy H(ρm) is uniformly bounded.
At this stage we know that if at least one component does not concentrate then we have
uniform bound on the entropy. As a consequence of Proposition 2.4(c), the existence of a
minimizer follows.
Next we will deal with the case when concentration does happen. Assume ρ∗i = βiδvi for
some points vi ∈ R2.
Step 4: v1 = · · · = vn = 0.
Let I1 ⊂ I be the set of all indices such that vi = v1 for all i ∈ I1. It is enough to show
that I1 = I. We set I2 = I\I1. Let us take i ∈ I1 and j ∈ I2. We claim that for any ι > 0
small, we can estimate∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy ≥ −αmj
∫
R2
ρmi ln ρ
m
j − αmi
∫
R2
ρmj ln ρ
m
j − C, (5.7)
for m large enough and where max{αmi , αmj } < ι. To do so, we set ǫ = min{ 110 |vi − vj|, 1}
and decompose the integral
∫
R2
∫
R2
ρmi (x) ln |x − y|ρmj (y) dxdy into three pieces A,B and
C: where
A :=
∫ ∫
{|x−y|<ǫ}
· , B :=
∫ ∫
{ǫ≤|x−y|<R}
· , C :=
∫ ∫
{|x−y|>R}
·
and R > 1 is large. The integral B is easy to estimate by the L1 bound of ρmi , ρ
m
j . The
integral C is estimated by the bound on M2(ρ
m).
To estimate the integral A we see that the region {|x− y| < ǫ} is contained in the union
of {|x − y| < ǫ} ∩ {x ∈ Bǫ(vi)c} and {|x − y| < ǫ} ∩ {y ∈ Bǫ(vj)c}. Indeed, if x ∈ Bǫ(vi)
and y ∈ Bǫ(vj) then |x − y| ≥ |vi − vj | − |x − vi| − |x − vj| ≥ 8ǫ. We only estimate the
region {|x− y| < ǫ} ∩ {y ∈ Bǫ(vj)c}, the other being verbatim copy with the role of i and
j interchanged. Choose α < 1, then using the inequality ab ≤ b ln b+ ea, we deduce∣∣∣∣∣
∫ ∫
{|x−y|<ǫ}∩{y∈Bǫ(vj )c}
ρmi (x) ln |x− y|ρmj (y) dxdy
∣∣∣∣∣
=
∫ ∫
{|x−y|<ǫ}∩{y∈Bǫ(vj )c}
(α−1ρmi (x))
(
α ln
1
|x− y|
)
ρmj (y) dxdy
≤
∫ ∫
{|x−y|<ǫ}∩{y∈Bǫ(vj)c}
ρmj (y)
[
α−1ρmi (x) ln ρ
m
i (x) +
1
|x− y|α
]
dxdy
≤ α−1
(∫
Bǫ(vj )c
ρmj (x) dx
)∫
R2
ρmi (x)| ln ρmi (x)| dx+ C
≤ α−1
(∫
Bǫ(vj )c
ρmj (x) dx
)∫
R2
ρmi (x) ln ρ
m
i (x) + C,
where in the last line we have used the inequality [BDP06, Lemma 2.6]:∫
R2
ρ(x)| ln ρ(x)| dx ≤
∫
R2
ρ(x) ln ρ(x) +M2(ρ) + 2 ln(2π)
∫
R2
ρ(x) dx+
2
e
.
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Taking into account the integrals A,B and C we conclude that (5.7) holds with αml =
α−1
∫
Bǫ(vl)c
ρml (x) dx. Since ρ
m
l
∗
⇀ βlδvl , for lagre enough m we can make α
m
l < ι.
We can rewrite the upper bound condition F(ρm) ≤ C in the following way:∑
i∈I1
∫
R2
ρmi ln ρ
m
i dx+
∑
i∈I1
∑
j∈I1
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy
+
∑
i∈I2
∫
R2
ρmi ln ρ
m
i dx+
∑
i∈I2
∑
j∈I2
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy
+
∑
i∈I1
∑
j∈I2
aij
2π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy ≤ C. (5.8)
Using (5.7) in (5.8) we conclude that
∑
i∈I1
(1− bmi )
∫
R2
ρmi ln ρ
m
i dx+
∑
i∈I1
∑
j∈I1
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy


+

∑
i∈I2
(1− bmi )
∫
R2
ρmi ln ρ
m
i dx+
∑
i∈I2
∑
j∈I2
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy

 ≤ C.
where bmi =
∑
j∈I2
aijα
m
j
2π if i ∈ I1 and when i ∈ I2, bmi =
∑
j∈I1
aijα
m
j
2π . At least one of the
quantities within the brackets must be bounded above. We assume∑
i∈I1
(1− bmi )
∫
R2
ρmi ln ρ
m
i dx+
∑
i∈I1
∑
j∈I1
aij
4π
∫
R2
∫
R2
ρmi (x) ln |x− y|ρmj (y) dxdy ≤ C.
Since ΛJ(β) > 0, for all J ⊂ I1 and bmi can be made as small as one desires, by Remark 2.3
we obtain uniform bound on the entropy of ρmi for all i ∈ I1. This contradicts that ρ∗ is a
Dirac measure. Hence I = I1 and we denote the common blow-up point by v0. By second
moment bound we conclude
(
n∑
i=1
βi)v0 = lim
m→∞
n∑
i=1
∫
R2
xρmi (x) dx = 0.
Step 5: Concentration implies equality holds in the functional inequality.
Since ρmi
∗
⇀ βiδ0 for all i ∈ I, by lower semi-continuity Lemma 2.1 we conclude that
inf
ρ∈Γβ2
Gη(ρ) = lim
m→∞
(
F(ρm) + 1
2τ
d2w(ρ
m,η)
)
≥ inf
ρ∈Γβ2
F(ρ) + 1
2τ
lim inf
m→∞
d2w(ρ
m,η)
≥ inf
ρ∈Γβ2
F(ρ) + 1
2τ
d2w(βδ0,η)
= inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η).
Using Lemma 5.1 we obtain the equality in the functional inequality.
Step 6: If equality in (5.1) holds, then there exists a blowing up minimizing sequence.
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Let {ρm} ⊂ Γβ2 be a minimizing sequence for F and ρ˜m be defined as in the proof of
Lemma 5.1. It is easy to see that H(ρ˜m)→∞ as m→∞. Then
inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η) = inf
ρ∈Γβ2
Gη(ρ) ≤ Gη(ρ˜m) = inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η) + o(1),
as m→∞. Hence, ρ˜m is a concentrating minimizing sequence.
Step 7: Concluding the proof of the theorem.
In view of the first part of the theorem, if η satisfies F(η) < inf
ρ∈Γβ2
F(ρ) + 12τM2(η)
then there exists a minimizer of inf
ρ∈Γβ2
Gη(ρ), and let us denote the minimizer by ̺.
Utilizing Lemma 4.3, the obtained minimizer satisfies
F(̺) = Gη(̺)− 1
2τ
d2w(̺,η) ≤ F(η)−
1
2τ
d2w(̺,η)
< inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(η)− 1
2τ
(
M2(η)−M2(̺)
)
= inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(̺).
This completes the proof of the theorem. 
Remark 5.3. A careful tracing back of the proof of Theorem 5.2, in particular, step 2 to
step 4 confirms that: suppose we have a sequence {ρm} ⊂ Γβ2 such that the energy F(ρm)
and the second moment M2(ρ
m) are uniformly bounded above then one of the following
alternative holds
• either the entropy is uniformly bounded, or
• all the components of ρm concentrates at the origin in the form of a Dirac delta
measure.
This observation will be useful in the next section while trying to obtain uniform entropy
estimates.
6. A priori Estimates
In this section we will obtain uniform estimates on the interpolates ρkτ , k ∈ N obtained
by the MM-scheme (3.1). Recall that if τ ∈ (0, τ∗) then MM-scheme is well defined.
6.1. Uniform bound on the second moment and the Wasserstein distance.
Lemma 6.1. For any τ ∈ (0, τ∗) and any positive integer k there holds
M2(ρ
k
τ ) +
1
2τ
k∑
l=1
d
2
w(ρ
l
τ ,ρ
l−1
τ ) ≤ F(ρ0)− CLHLS(β) +M2(ρ0). (6.1)
Proof. For every l ∈ {1, . . . , k}, the minimizing property of ρlτ gives
F(ρlτ ) +
1
2τ
d2w(ρ
l
τ ,ρ
l−1
τ ) ≤ F(ρl−1τ ).
Summing over l ∈ {1, . . . , k} we obtain
F(ρkτ ) +
1
2τ
k∑
l=1
d2w(ρ
l
τ ,ρ
l−1
τ ) ≤ F(ρ0). (6.2)
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Since β is critical, F(ρkτ ) ≥ CLHLS(β), and hence
1
2τ
k∑
l=1
d2w(ρ
l
τ ,ρ
l−1
τ ) ≤ F(ρ0)− CLHLS(β). (6.3)
On the other hand, by Lemma 4.3
M2(ρ
k
τ ) ≤M2(ρk−1τ ) ≤ · · · ≤M2(ρ0τ ) =M2(ρ0),
completing the proof. 
6.2. Uniform bound on the entropy. To obtain uniform bound on the entropy, we are
going to use a refined version of de la Velle´e Poussin’s lemma on the gain on integrability.
Let us first recall the lemma
Lemma 6.2 (de la Velle´e Poussin). Let µ be a non-negative measure on R2 and Z ⊂
L1(R2;µ). The set Z is uniformly integrable in L1(R2;µ) if and only if Z is uniformly
bounded in L1(R2;µ) and there exists a convex function Υ ∈ C∞([0,∞); [0,∞)) satisfying
all the properties listed in (4.6) and
sup
g∈Z
∫
R2
Υ(g(x)) dµ(x) < +∞.
Such gain of integrability result was first implemented by de la Valle´e Poussin [DLVP15]
in the context of L1-weak compactness of a family of functions, but with out the regularity
and concavity of Υ′. We refer to [Le77, GTW95, LM02, Lau15] concerning the regularity
and the other mentioned properties of Υ.
We are going to apply de la Velle´e Poussin lemma for a suitably constructed measure
µ and to the family Z containing only one element g(x) = |x|2. We remark that it is, in
general, impossible to iterate the higher integrability information on the initial data to the
sequence ρkτ obtained by the MM-scheme. In particular, if we know
∑n
i=1Υ(| · |2)ρ0τ,i(·) ∈
L1(R2), then it is not evident that
∑n
i=1Υ(| · |2)ρ1τ,i(·) will also be uniformly integrable.
Lemma 6.3. For every T ∈ (0,∞) there exists a constant Cap(T ) such that for each
τ ∈ (0, τ∗) and positive integers k satisfying kτ ≤ T there holds
n∑
i=1
∫
R2
ρkτ,i| ln ρkτ,i| dx ≤ Cap(T ).
Proof. Fix T, and assume that the claim is false. Then there exists a sequence τm → 0+
as m→∞, and km ∈ N such that kmτm ≤ T and H(ρkmτm )→∞. By (6.2) we know that
F(ρkmτm ) ≤ F(ρ0), for all m.
Moreover, recall that by Lemma 4.2 each ρkmτm satisfies zero center mass condition i.e.,∑n
i=1
∫
R2
xρkmτm,i(x)dx = 0. Proceeding as in the proof of Theorem 5.2 (and heeding Remark
5.3) we conclude that ρkmτm,i
∗
⇀ βiδ0 in the weak*-topology of measures. Next we are going
to obtain uniform integrability of the second moment of ρkmτm . We set
µ =
∞∑
m=1
1
(km + 1)2m+1
km∑
l=0
n∑
i=1
ρlτm,i.
Then taking into account Lemma 6.1, we obtain
M2(µ) =
∞∑
m=1
1
(km + 1)2m+1
km∑
l=0
M2(ρ
l
τm
) ≤ 2M2(ρ0).
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For the above choice of the measure µ, we apply de la Velle´e Poussin lemma to g(x) = |x|2.
There exists a smooth convex function Υ satisfying all the properties enumerated in (4.6)
such that
∫
R2
Υ(|x|2) dµ(x) = C0 < +∞. As a consequence we obtain
n∑
i=1
∫
R2
Υ(|x|2)ρlτm,i dx ≤ (km + 1)2m+1C0, for all l ∈ {0, . . . , km}.
Now we use Lemma 4.4 to obtain uniform estimates on
∑n
i=1
∫
R2
Υ(|x|2)ρkmτm,i(x) dx. Ap-
plying Lemma 4.4 with ̺ = ρkmτm and η = ρ
km−1
τm
we see that
n∑
i=1
∫
R2
Υ(|x|2)ρkmτm,i(x) dx ≤ (1 + C0τm)
n∑
i=1
∫
R2
Υ(|x|2)ρkm−1τm,i (x) dx+ C0τm.
Iterating this process km times we obtain
n∑
i=1
∫
R2
Υ(|x|2)ρkmτm,i(x) dx ≤(1 + C0τm)km
n∑
i=1
∫
R2
Υ(|x|2)ρ0τm,i(x) dx
+ C0τmkm(1 + C0τm)
km . (6.4)
Since kmτm ≤ T, and ρ0τm,i = ρ0i we deduce from (6.4)
n∑
i=1
∫
R2
Υ(|x|2)ρkmτm,i(x) dx ≤ eC0T
n∑
i=1
∫
R2
Υ(|x|2)ρ0i (x) dx+C0TeC0T . (6.5)
Taking into account (6.5) and the the weak* convergence to the Dirac measure we
conclude M2(ρ
km
τm
)→ 0 as m→∞. On the other hand, by Lemma 4.3
M2(ρ
km−1
τm
)−M2(ρkmτm ) = d2w(ρkmτm ,ρkm−1τm )
...
M2(ρ
0
τm
)−M2(ρ1τm) = d2w(ρ1τm ,ρ0τm). (6.6)
Adding all the terms in (6.6) and using ρ0τm = ρ
0 and Lemma 6.1 we get
M2(ρ
0) =M2(ρ
km
τm
) +
km∑
l=1
d2w(ρ
l
τm
,ρl−1τm ) =M2(ρ
km
τm
) +O(τm)→ 0
as m → ∞, contradicting ρ0 ∈ Γβ2 . This contradiction appeared because we assumed the
entropy is not uniformly bounded. Hence, our assumption was wrong and the lemma is
proved. 
6.3. A priori estimates on the time interpolation.
6.3.1. Time interpolation. We define the piece wise constant time dependent interpolation
ρτ (t) = ρ
k
τ , if t ∈ ((k − 1)τ, kτ ], k ≥ 1.
Recall that the Newtonian potential of ρkτ,i is defined by
ukτ,i(x) = −
1
2π
∫
R2
ln |x− y|ρkτ,i(y)dy, for i = 1, . . . , n. (6.7)
By definition of ρτ (t), we have uτ,i(t) = u
k
τ,i(t) for all t ∈ ((k − 1)τ, kτ ], k ≥ 1.
As a consequence of the a priori estimates obtained in Lemma 6.1, Lemma 6.3 and the
regularity estimates stated in Lemma 3.1 we obtain the following:
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Lemma 6.4. For every T > 0, there exists a finite constant C(T ) = C(T,ρ0) > 0, de-
pending only on the time T and the initial data ρ0, such that for every τ ∈ (0, τ∗) we
have
(a) uniform entropy and second moment bound
sup
t∈[0,T ],τ∈(0,τ∗)
n∑
i=1
(∫
R2
ρτ,i(t)| ln ρτ,i(t)|+M2(ρτ,i(t))
)
≤ C(T ).
(b) Fisher information bound
n∑
i=1
∫ T
0
∫
R2
(ρτ,i(t))
2 dxdt+
n∑
i=1
∫ T
0
∫
R2
∣∣∣∣∇ρτ,i(t)ρτ,i(t)
∣∣∣∣
2
ρτ,i(t) dxdt ≤ C(T ).
(c) Continuity in time bound: there exists C such that
dw(ρτ,i(t), ρτ,i(s)) ≤ C
(√
|t− s|+√τ
)
, s, t ∈ [0,∞) and i = 1, . . . , n.
The Newtonian potentials uτ,i(t), t ∈ [0, T ] satisfy the following uniform H1loc and L2 −
H2loc estimate:
(d) For each R > 0, there exists a constant C(R,T ) depending only on R and C(T )
such that
n∑
i=1
||uτ,i(t)||H1(BR) +
n∑
i=1
∫ T
0
||uτ,i(t)||2H2(BR) dt ≤ C(R,T ).
We again emphasize on the fact that once we have the uniform entropy and second
moment bound, the remaining estimates stated in the above theorem can be obtained
proceeding as in the case of sub-critical β. The proof of (a) follows from the a priori
estimates already obtained in the previous two subsections. For a proof of (b), (c) and (d)
we refer to our earlier work [KW19] (see Lemma 6.1 and Lemma 6.2 for details).
7. Global in time existence and free energy inequality
7.1. Convergence of MM-scheme. Thanks to Lemma 6.4(a) and (c) we can apply
the refined Arzela`-Ascoli theorem ([AGS05, Proposition 3.3.1]) to the family {ρτ (t)| t ∈
[0, T ], τ ∈ (0, τ∗)} to obtain a curve ρ(t) : [0, T ] → (L1(R2))n and a monotone decreasing
sequence τm → 0+ such that
(C1) ρτm,i(t)⇀ ρi(t) weakly in L
1(R2) for every t ∈ [0, T ], for all i = 1, . . . , n.
The continuity in time estimate Lemma 6.4(c) also ensures that the limiting curve is
Ho¨lder continuous in time with respect to dw i.e., dw(ρi(t), ρi(s)) ≤ C|t − s| 12 for all i.
Moreover, from the L2((0, T ) × R2) bound of Lemma 6.4(b) we infer that
(C2) ρτm,i ⇀ ρi weakly in L
2((0, T ) × R2) for all i = 1, . . . , n.
On the other hand, thanks to the Fisher information bound of Lemma 6.4(b) and the
compactness of vector fields Lemma A (see appendix) applied to the measures dµm =
(Tβi)
−1ρτm,idxdt, and the vector fields v˜m = (∇xρτm,i/ρτm,i, 1) = (vm, 1), we obtain the
existence of a vector field vi ∈ L2((0, T ) × R2, ρi ;R2) such that
lim
m→∞
∫ T
0
∫
R2
ζ · vmρτm,i dxdt =
∫ T
0
∫
R2
ζ · vρi dxdt, for all ζ ∈ C∞c ((0, T ) × R2;R2).
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Moreover, since vρi ∈ L1((0, T ) × R2;R2) we can identify vi = ∇ρiρi through the following
identity
(C3) lim
m→∞
∫ T
0
∫
R2
ζ · vmρτm,i = lim
m→∞
−
∫ T
0
∫
R2
(∇x · ζ)ρτm,i = −
∫ T
0
∫
R2
(∇x · ζ)ρi,
which also ensures that ρi ∈ L1((0, T );W 1,1(R2)). By lower semicontinuity (Lemma A
equation (9.6)) and Lemma 6.4(b)∫ T
0
∫
R2
∣∣∣∣∇ρi(t)ρi(t)
∣∣∣∣
2
ρi(t) dxdt <∞, (7.1)
proving that ∇ρi
ρi
∈ L2((0, T ) × R2, ρi ;R2) for all i ∈ {1, . . . , n}.
In addition, using the H1loc estimates of Lemma 6.4(d), and proceeding as in [KW19,
Lemma 7.1] we get up to a subsequence uτm,i → ui strongly in L2((0, T );L2loc(R2)), where
ui is the Newtonian potential of the limiting curve ρi. This together with the L
2 − H2loc
estimate of Lemma 6.4(d) and Simon’s compactness results [Sim87, Lemma 9] ensures
(C4) uτm,i → ui strongly in L2((0, T );H1loc(R2)).
7.2. Global in time existence of solutions. For any time dependent test function
ξ ∈ C∞c ([0, T )×R2), we apply Lemma 4.1(c) with the choices: ̺i = ρkτm,i, ηi = ρk−1τm,i, ψ(·) =
ξ(·, (k − 1)τm), where k is such that kτm ≤ T. Summing over all k satisfying kτm ≤ T we
obtain the following time discrete formulation of the system (1.1)
−
∫ T
0
∫
R2
∂tξρτm,i −
∫
R2
ξ(0)ρ0i +
∫ T
0
∫
R2
∇ξ · ∇ρτm,i
−
n∑
j=1
aij
∫ T
0
∫
R2
∇ξ · ∇uτm,jρτm,idx = O(τ
1
2
m), (7.2)
for all i = 1, . . . , n. Now it is easy to pass the limit in (7.2) using the convergence results
(C1) - (C4). For the first term we use (C2), for the third term we use (C3) and finally
for the last term we use (C2), (C4) and the duality relation. The limiting equation is the
weak formulation of (1.1) stated in Definition 1.1. Since T is arbitrary, we conclude the
proof of global existence.
So far we have proved Theorem 1.3 (a). The proof of (b) is the content of the next
subsection.
7.3. The free energy inequality. As in the sub-critical case, we show using De Giorgi
variational interpolation, that the obtained solution satisfies the free energy inequality.
Define for τ ∈ (0, τ∗)
ρ˜τ (t) := arg min
ρ∈Γβ2
{
F(ρ) + 1
2(t− (k − 1)τ)d
2
w(ρ,ρ
k−1
τ )
}
, t ∈ ((k − 1)τ, kτ ]. (7.3)
With out loss of generality we can assume that ρ˜τ (kτ) = ρ
k
τ . Note that since 0 < t− (k −
1)τ ≤ τ < τ∗ and ρk−1τ satisfies the inequality
F(ρk−1τ ) < inf
ρ∈Γβ2
F(ρ) + 1
2τ
M2(ρ
k−1
τ ) ≤ inf
ρ∈Γβ2
F(ρ) + 1
2(t− (k − 1)τ)M2(ρ
k−1
τ ),
the De Giorgi’s interpolation (7.3) is well defined. Moreover, combining [AGS05, Theorem
3.1.4 and Lemma 3.3.2] together with Lemma 4.1(b) we get the discrete energy identity
stated below.
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Lemma 7.1 (Discrete energy identity). For every k ∈ N and τ ∈ (0, τ∗) the De-Giorgi
interpolation defined by (7.3) satisfies the following energy identity:
n∑
i=1
1
2
∫ kτ
0
∫
R2
∣∣∣∣∣∣
∇ρτ,i
ρτ,i
−
n∑
j=1
aij∇uτ,j
∣∣∣∣∣∣
2
ρτ,i dxdt
+
n∑
i=1
1
2
∫ kτ
0
∫
R2
∣∣∣∣∣∣
∇ρ˜τ,i
ρ˜τ,i
−
n∑
j=1
aij∇u˜τ,j
∣∣∣∣∣∣
2
ρ˜τ,i dxdt+ F(ρτ (kτ)) = F(ρ0),
where u˜τ,j is the Newtonian potential associated to ρ˜τ,j.
Furthermore, for every T > 0 there exists a constant C(T ) > 0 such that
dw(ρτ (t), ρ˜τ (t)) ≤ C(T )τ, for all t ∈ [0, T ]. (7.4)
As a consequence of (7.4) we infer that ρτm and ρ˜τm enjoys the same convergence
properties stated in the previous section (C1)-(C4), provided we establish the entropy,
second moment and the Fisher information bound (Lemma 6.4(a,b)). Here τm is the same
monotone decreasing sequence used in the proof of global in time existence. Moreover, both
ρτm and ρ˜τm converge to the same limit ρ. The finite Fisher information bound follows
from Lemma 7.1 and the inequality
1
2
n∑
i=1
∫
R2
|∇ρ˜τ,i(t)|2
ρ˜τ,i(t)
dx ≤
n∑
i=1
∫
R2
∣∣∣∣∣∣
∇ρ˜τ,i(t)
ρ˜τ,i(t)
−
n∑
j=1
aij∇u˜τ,j(t)
∣∣∣∣∣∣
2
ρ˜τ,i(t) dx
+ 4n(max
i,j∈I
aij)C0
n∑
i=1
βi, for all t ∈ [0, T ], (7.5)
where C0 is a constant independent of the interpolates. A proof of this inequality can be
found in [FM16, Lemma 2.2] (see also [KW19, Lemma 8.3] in this setting). It remains to
show that
sup
m
sup
t∈[0,T ]
[
n∑
i=1
∫
R2
ρ˜τm,i(t)| ln ρ˜τm,i(t)| dx+M2(ρ˜τm(t))
]
<∞.
Recall that we have all the estimates on the interpolates ρτm given by Lemma 6.4. In this
sequel, any uniform constant will be denoted by C.
Second moment bound: Let t ∈ [0, T ] and k ∈ N be such that t ∈ ((k − 1)τm, kτm]. Then
by (7.4) and Lemma 6.1 we obtain the required bound:
d2w(ρ˜τm(t),ρ
k−1
τm
) ≤ Cτm, M2(ρ˜τm(t)) ≤ C. (7.6)
Entropy bound: Assume by contradiction, there exists a sequence tm ∈ [0, T ] such that
H(ρ˜τm(tm)) → ∞. Let km ∈ N be such that tm ∈ ((km − 1)τm, kmτm]. Since the energy
of the interpolates F(ρ˜τm(tm)) ≤ F(ρkm−1τm ) are uniformly bounded, by Theorem 5.2 and
Remark 5.3 we have limm→∞ ρ˜τm(tm) = βδ0 in the weak* topology of measures. In view
of Lemma 4.3 we get
M2(ρ
km−1
τm )−M2(ρ˜τm(tm)) = d2w(ρ˜τm(tm),ρkm−1τm )
M2(ρ
km−2
τm
)−M2(ρkm−1τm ) = d2w(ρkm−1τm ,ρkm−2τm )
...
M2(ρ
0
τm
)−M2(ρ1τm) = d2w(ρ1τm ,ρ0τm).
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Adding all the terms and using (7.6), Lemma 6.1 we see that
M2(ρ
0) =M2(ρ˜τm(tm)) +O(τm). (7.7)
On the other hand, invoking Lemma 6.2 to the measure
µ =
n∑
i=1
ρ˜τm,i(tm) +
∞∑
m=1
1
km2m+1
km−1∑
l=0
n∑
i=1
ρlτm,i
we obtain the existence of a convex function Υ satisfying the all the properties (4.6) and
such that
∫
R2
Υ(|x|2)dµ <∞. Using Lemma 4.4 and iterating the process to the interpolates
ρ˜τm(tm),ρ
km−1
τm
,ρkm−2τm , . . . ,ρ
0
τm
we get
n∑
i=1
∫
R2
Υ(|x|2)ρ˜τm,i(tm) dx ≤ eC0T
n∑
i=1
∫
R2
Υ(|x|2)ρ0i dx+ C0TeC0T . (7.8)
In view of (7.7), (7.8) and the convergence to the Dirac mass we get a contradiction. This
establishes the uniform entropy bound.
One more application of Lemma A with the measures µm = (Tβi)
−1ρτm,idxdt and the
vector fields (vm, 1) where
vm =
∇ρτm,i
ρτm,i
−
n∑
j=1
aij∇uτm,j,
and using the semi-continuity (9.6) we obtain
∫ T
0
∫
R2
∣∣∣∣∣∣
∇ρi(t)
ρi(t)
−
n∑
j=1
aij∇uj(t)
∣∣∣∣∣∣
2
ρi(t) dxdt
≤ lim inf
m→+∞
∫ T
0
∫
R2
∣∣∣∣∣∣
∇ρτm,i(t)
ρτm,i(t)
−
n∑
j=1
aij∇uτm,j(t)
∣∣∣∣∣∣
2
ρτm,i(t) dxdt. (7.9)
ρ˜τm being converge to the same limit as ρτm , the inequality (7.9) holds for ρ˜τm as well.
Passing to the limit in the discrete energy identity (Lemma 7.1) and using the lower semi-
continuity of F with respect to the weak L1 convergence we get
n∑
i=1
∫ T
0
∫
R2
∣∣∣∣∣∣
∇ρi(t)
ρi(t)
−
n∑
j=1
aij∇uj(t)
∣∣∣∣∣∣
2
ρi(t) dxdt+ F(ρ(T )) ≤ F(ρ0).
This completes the proof of Theorem 1.3(b).
8. Concentration does occur as time tր∞
This section divulges the behavior of the obtained solution ρ(·, t) as time tր∞. Recall
that ρ(·, t) satisfies the free energy inequality
F(ρ(·, t)) +
∫ t
0
DF (ρ(·, s)) ds ≤ F(ρ0),
for all t ∈ [0,∞) and consequently, the energy F(ρ(·, t)) is bounded above by F(ρ0) for
all t ∈ [0,∞). Moreover, it follows from the weak formulation (Definition 1.1) that the
second moment is conserved in time. Notice that the obtained solution in the previous
section already satisfies the conservation of second moment. Indeed, applying de la Vellee´
Poussin’s lemma, we confirm that |x|2ρτm(t) are equi-integrable, and hence the second
moment is conserved: M2(ρ(t)) =M2(ρ
0). By Theorem 5.2 (and remark 5.3), as tm ր∞
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either ρ(·, tm) converges to βδ0 or the entropy H(ρ(·, tm)) remains uniformly bounded. In
the following, we will show that the later situation is inconceivable.
Lemma 8.1. Assume A and β satisfies the Assumption 2 and ρ0 ∈ Γβ2 . Given any free
energy solution ρ to (1.1) we have
lim
t→∞
ρ(·, t) = βδ0,
where the convergence is in the sense of weak* convergence of measures.
Proof. Assume by contradiction that there exists a sequence tm ր∞ as m→∞ such that
sup
m∈N
H(ρ(·, tm)) <∞. (8.1)
Passing to a subsequence we may assume that tm+1 − tm > 1 for all m. In the proof, we
may have to pass to a further subsequence quite often, and for the simplicity of notations,
we will not distinguish between the original sequence and its subsequences. Since in the
critical case the second moment is conserved in time, the measures ρ(·, tm) are tight.
Moreover, since the entropy is also uniformly bounded, by Dunford-Pettis theorem there
exists ρ∞ ∈ Γβ2 such that ρ(·, tm)⇀ ρ∞(·) weakly in (L1(R2))n. In addition, we have
0 < M2(ρ
∞) ≤ lim inf
m→∞
M2(ρ(·, tm)) =M2(ρ0) <∞. (8.2)
Let us set
ρm(x, t) = ρ(x, tm + t), for x ∈ R2 and t ∈ [0, 1].
In the following we will show that ρm converges, in some sense, to a steady state of
(1.1) having finite second moment. To do that we need to obtain uniform estimates on
entropy and the Fisher information of ρm all over again. Because all the estimates obtained
earlier are local in time. Most importantly, we need to obtain uniform Ho¨lder estimates
in time. We know that for the solution obtained in subsection 7.2, t 7→ ρ(·, t) is 12 -Ho¨lder
continuous with respect to the 2-Wasserstein distance. Since we are considering any free
energy solution (and we did not prove the uniqueness) we can not avail that information.
However, in the next few steps, we will show that if we replace the 2-Wasserstein distance
by 1-Wasserstein distance then we have a global Ho¨lder estimate. We divide the proof into
several steps. Any universal constant independent of m will be denoted by C.
Step 1: Uniform L2 and Fisher information bound:
n∑
i=1
∫ 1
0
∫
R2
(ρmi (x, t))
2 dxdt+
n∑
i=1
∫ 1
0
∫
R2
|∇ρmi (x, t)|2
ρmi (x, t)
dxdt ≤ C.
Since β is critical F(ρ(·, t)) is bounded from below uniformly with respect to t. Using the
free energy inequality we conclude that the dissipation of the free energy is integrable, i.e.,
lim
t→∞
∫ t
0
DF (ρ(·, s)) ds ≤ F(ρ0)− lim inf
t→∞
F(ρ(·, t)) ≤ C. (8.3)
As a consequence of (8.3) and the assumption tm+1 − tm > 1 for all m we deduce
lim
m→∞
∫ tm+1
tm
DF (ρ(·, s)) ds = lim
m→∞
∫ 1
0
DF (ρm(·, s)) ds = 0. (8.4)
The inequality (8.4) together with (7.5) establishes the Fisher information bound
n∑
i=1
∫ 1
0
∫
R2
|∇ρmi (x, t)|2
ρmi (x, t)
dxdt ≤ C.
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By [FM16, Lemma 2.1] any Lp-norm can be controlled by the Fisher information and in
particular
n∑
i=1
∫ 1
0
∫
R2
(ρmi (x, t))
2 dxdt ≤ C.
Step 2. Uniform Ho¨lder estimate: dw1(ρ(·, t0),ρ(·, t1)) ≤ C|t0−t1| 12 , for all t0, t1 ∈ [0,∞).
Fix t0 < t1. For simplicity of presentation we abbreviate the equation (1.1) as ∂tρi =
∇ · (ρi∇∂F(ρ(·,t))∂ρi ). So that the weak formulation can be reformulated as∫ t1
t0
∫
R2
∂tξρi =
∫ t1
t0
∫
R2
∇xξ ·
(
∇x∂F(ρ(·, t))
∂ρi
)
ρi. (8.5)
for every ξ ∈ C1c ((t0, t1) × R2). We apply test functions of the form ξ(x, t) = h(t)ψ(x) in
(8.5), where h ∈ C1c (t0, t1) and ψ ∈ C1c (R2) and set fi(t) =
∫
R2
ψ(x)ρi(x, t) dx. Then we
can rewrite (8.5)∫ t1
t0
h′(t)fi(t) dt =
∫ t1
t0
h(t)
∫
R2
∇xψ ·
(
∇x∂F(ρ(·, t))
∂ρi
)
ρi.
Hence f ′i(t) = −
∫
R2
∇xψ ·
(
∇x ∂F(ρ(·,t))∂ρi
)
ρi and moreover, L
2-norm of f ′i can be estimated
as ∫ t1
t0
|f ′i(t)|2 dt =
∫ t1
t0
(∫
R2
∇xψ ·
(
∇x∂F(ρ(·, t))
∂ρi
)
ρi
)2
dt
≤ ||∇ψ||2L∞
∫ t1
t0
(∫
R2
∣∣∣∣∇∂F(ρ(·, t))∂ρi
∣∣∣∣
2
ρi
)(∫
R2
ρi
)
dt
≤ βi||∇ψ||2L∞
(∫ ∞
0
DF (ρ(·, t)) dt
)
≤ C||∇ψ||2L∞ .
Since ρi ∈ L2loc((0,∞);L2(R2)), we also deduce that fi ∈ L2(t0, t1) and hence fi ∈
W 1,2(t0, t1). As a consequence, fi are absolutely continuous and by fundamental theorem
of calculus
|fi(t0)− fi(t1)| ≤
∫ t1
t0
|f ′i(t)| dt ≤ ||f ′i ||L2(t0,t1)|t0 − t1|
1
2 ≤ C||∇ψ||L∞ |t0 − t1|
1
2 . (8.6)
Taking the supremum in (8.6) over all ψ ∈ C1c (R2) satisfying ||∇ψ||∞ ≤ 1 and using
Kantorovich duality (2.6) we get the desired result:
dw1(ρi(·, t0), ρi(·, t1)) = β−
1
2
i sup
||∇ψ||L∞≤1
|fi(t0)− fi(t1)| ≤ C|t0 − t1|
1
2 .
Applying step 2 to the sequence ρm we obtain dw1(ρ
m(·, t),ρm(·, s)) ≤ C|t− s| 12 for all
s, t ∈ [0, 1].
Step 3: Uniform entropy bound: supt∈[0,1]H(ρm(·, t)) ≤ C.
We evaluate the time derivative of the entropy
dH(ρmi (·, t))
dt
=
∫
R2
(1 + ln ρmi )∂tρ
m
i dx
= −
∫
R2
∇ρmi ·
(
∇∂F(ρ
m(·, t))
∂ρi
)
dx
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≤ 1
2
∫
R2
|∇ρmi |2
ρmi
+
1
2
∫
R2
∣∣∣∣∇∂F(ρm(·, t))∂ρi
∣∣∣∣
2
ρmi .
For t ∈ [0, 1] integrating the above inequality from 0 to t we get
H(ρmi (·, t)) ≤ H(ρmi (·, 0)) +
1
2
∫ 1
0
∫
R2
|∇ρmi |2
ρmi
dxds +
1
2
∫ ∞
0
DF (ρ(·, s)) ds ≤ C.
In the last inequality we have used the hypothesis (8.1) and step 1.
In view of step 1 and step 3 we also have
Step 4: For any R > 0 the Newtonian potential umi (x, t) := − 12π ln | · | ⋆ ρmi (·, t) satisfies
sup
t∈[0,1]
||umi (·, t)||H1(BR) +
∫ 1
0
||umi (·, t)||2H2(BR) dt ≤ C, for all i ∈ I.
It is essentially Lemma 4.4 and Lemma 6.1 of [KW19]. We skip the proof and refer the
reader to [KW19] for details.
Step 5: Identifying the limit.
We define µmi = β
−1
i ρ
m
i (x, t)dxdt and v
m
i (x, t) =
∇ρmi (x,t)
ρmi
−∑nj=1 aij∇umj (x, t) for x ∈
R2, t ∈ [0, 1] and v˜mi = (vmi , 1). By step 1, supm ||v˜mi ||L2((0,1)×R2,µmi ;R3) <∞ and moreover,
using (8.4) we see that
||vmi ||L2((0,1)×R2,µmi ;R2) → 0, as m→∞. (8.7)
In view of step 1 - step 4, we can invoke refined Arzela´-Ascoli’s lemma [AGS05, Proposi-
tion 3.3.1] and the arguments used in section 7, to conclude that ρmi (·, t)⇀ ρ∞i (·, t) weakly
in L1(R2) for every t ∈ [0, 1], ρmi ⇀ ρ∞i weakly in L2((0, 1) × R2) and umi → u∞i strongly
in L2((0, 1);H1loc(R
2)). Applying Lemma A to µmi and v
m
i we find the existence of a vector
field v∞i ∈ L2((0, 1) × R2, ρ∞i ;R2) such that∫ 1
0
∫
R2
ζ · vmi ρmi dxdt→
∫ 1
0
∫
R2
ζ · v∞i ρ∞i dxdt, for all ζ ∈ C∞c ((0, 1) × R2).
Taking into account the convergence results mentioned above, we can identify the vector
fields v∞i through∫ 1
0
∫
R2
ζ · v∞i ρ∞i = lim
m→+∞
∫ 1
0
∫
R2
ζ · vmi ρmi =
∫ 1
0
∫
R2
ζ ·

∇ρ∞i − n∑
j=1
aij∇u∞j ρ∞i

 .
(8.8)
On the other hand, as a consequence of (8.7) v∞i ≡ 0 and hence from (8.8) we conclude∫ 1
0
∫
R2
ζ ·

∇ρ∞i − n∑
j=1
aij∇u∞j ρ∞i

 = 0, for all ζ ∈ C∞c ((0, 1) × R2). (8.9)
Step 6: Concluding the proof.
The equation (8.9) is equivalent to saying ρ∞i (x, t) =
βie
∑n
j=1 aiju
∞
j (x,t)
∫
R2 e
∑n
j=1
aiju
∞
j
(z,t)
dz
and u∞i satisfies
the Liouville system
−∆xu∞i (x, t) =
βie
∑n
j=1 aiju
∞
j (x,t)∫
R2
e
∑n
j=1 aiju
∞
j (z,t) dz
in R2.
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It follows from a result of Chipot, Shafrir and the second author [CSW97, Lemma 3.1,
Proposition 3.1] that u∞i has the asymptotic behaviour∣∣∣∣∣∣
n∑
j=1
aiju
∞
j (x, t) +
1
2π
n∑
j=1
aijβj ln |x|
∣∣∣∣∣∣ = O(1) if |x| > R is large.
As a result ∫
R2
|x|2ρ∞i (x, 0) dx =
∫
R2
|x|2 βie
∑n
j=1 aiju
∞
j (x,0)∫
R2
e
∑n
j=1 aiju
∞
j (z,0) dz
dx
≥ eO(1)
∫
{|x|≥R}
|x|(2− 12π
∑n
i=1 aijβj) dx.
Since, by (8.2), the second moment is finite, we must have 2 − 12π
∑n
i=1 aijβj < −2 i.e.,∑n
j=1 aijβj > 8π for all i ∈ I. But according to our assumption
0 = ΛI(β) =
n∑
i=1
βi(8π −
n∑
j=1
aijβj) < 0.
This contradiction assures (8.1) is not possible. In view of the energy bound and Theorem
5.2, remark 5.3, ρm must concentrate, and hence the proof of the theorem is completed. 
9. Appendix
This last section has been devoted to the proof of Lemma 4.4, and further we recall a
compactness result which has been used frequently in this article. Recall that ΨR is the
smooth cut off function introduced in (4.4) and Υ is the de la Velle´e Poussin convex function
satisfying all the properties in (4.6). Furthermore, we have the following estimates: the
concavity of Υ′ and Υ′(0) = 0 implies
rΥ′′(r) ≤ Υ(r)
r
.
By smoothness of Υ, it is not difficult to see that
Υ′(r) ≤ 2Υ(r)
r
≤ 2 (c1Υ(r) + c2) .
In the proof we are going to use these estimates frequently. Any universal constant will be
denoted by C1, C2.
Proof of Lemma 4.4:
Proof. As before the central idea is to use the test function ψR(x) = Υ(|x|2)ΨR(x) in the
Euler-Lagrange equation Lemma 4.1(d). We estimate one by one:
∇ψR(x) = 2xΥ′(|x|2)ΨR(x) + Υ(|x|2)∇ΨR(x),
∆ψR(x) = 4Υ
′(|x|2)ΨR(x) + 4|x|2Υ′′(|x|2)ΨR(x)
+ 4Υ′(|x|2)(x · ∇ΨR(x)) + Υ(|x|2)∆ΨR(x).
It follows from the properties of Υ mentioned above and that supx |x∇ΨR(x)| = O(1)
|∆ψR(x)| ≤ C1Υ(|x|2) + C2.
As a result ∣∣∣ n∑
i=1
∫
R2
∆ψR(x)̺i(x)
∣∣∣ ≤ C1 n∑
i=1
∫
R2
Υ(|x|2)̺i + C2.
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Now we can write∫
R2
∫
R2
(∇ψR(x)−∇ψR(y)) · (x− y)
|x− y|2 ̺i(x)̺j(j) dxdy = I1 + I2 + I3 + I4
where
I1 =
∫
R2
∫
R2
2
(
xΥ′(|x|2)− yΥ′(|y|2)) · (x− y)
|x− y|2 ΨR(x)̺i(x)̺j(y) dxdy,
I2 =
∫
R2
∫
R2
2y · (x− y)
|x− y|2 Υ
′(|y|2)(ΨR(x)−ΨR(y))̺i(x)̺j(y) dxdy,
I3 =
∫
R2
∫
R2
(∇ΨR(x)−∇ΨR(y)) · (x− y)
|x− y|2 Υ(|x|
2)̺i(x)̺j(y) dxdy,
I4 =
∫
R2
∫
R2
(x− y) · ∇ΨR(y)
|x− y|2 (Υ(|x|
2)−Υ(|y|2))̺i(x)̺j(y) dxdy.
The integrals I2 and I3 are easy to estimate:
|I2 + I3| ≤ C1
n∑
i=1
∫
R2
Υ(|x|2)̺i + C2.
To estimate I4 we use the following
|Υ(|x|2)−Υ(|y|2)| = |
∫ 1
0
d
ds
Υ(|sx+ (1− s)y|2)| ds
≤ 2|x− y|
∫ 1
0
|sx+ (1− s)y|Υ′(|sx+ (1− s)y|2) ds.
As a result
|I4| ≤ 2
∫
R2
∫
R2
∫ 1
0
|sx+ (1− s)y|Υ′(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dsdxdy
≤ 2
∫ 1
0
∫ ∫
{|sx+(1−s)y|≤1}
|sx+ (1− s)y|Υ′(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dxdyds
+ 2
∫ 1
0
∫ ∫
{|sx+(1−s)y|>1}
|sx+ (1− s)y|Υ′(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dxdyds
≤ 2
∫ 1
0
∫
R2
∫
R2
Υ′(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dxdyds
+ 4
∫ 1
0
∫ ∫
{|sx+(1−s)y|>1}
Υ(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dxdyds
≤ C1
∫ 1
0
∫
R2
∫
R2
Υ(|sx+ (1− s)y|2)|∇ΨR(y)|̺i(x)̺j(y) dxdyds + C2
≤ C1
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx+ C2.
In the third inequality we have used sΥ′(s2) ≤ 2sΥ(s2)
s2
≤ 2Υ(s2) provided s > 1. The last
inequality follows from the convexity of |x|2 and Υ and the monotonicity of Υ. Finally, to
estimate I1 we use the following(
xΥ′(|x|2)− yΥ′(|y|2)) · (x− y) = 1
2
|x− y|2(Υ′(|x|2) + Υ′(|y|2))
+
1
2
(|x|2 − |y|2) (Υ′(|x|2)−Υ′(|y|2))
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≥ 1
2
|x− y|2(Υ′(|x|2) + Υ′(|y|2)),
where in the second line we used the convexity of Υ. Using ψR as a test function, the right
hand side of the Euler-Lagrange equation Lemma 4.1(d) can be estimated as follows:
n∑
i=1
∫
R2
∆ψR(x)̺i(x)dx−
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
(∇ψR(x)−∇ψR(y)) · (x− y)
|x− y|2 ̺i(x)̺j(y)dxdy
≤ C1
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx+ C2
−
n∑
i=1
n∑
j=1
aij
4π
∫
R2
∫
R2
1
2
(Υ′(|x|2) + Υ′(|y|2))ΨR(x)̺i(x)̺j(y) dxdy
≤ C1
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx+ C2
While the left hand side of Lemma 4.1(d) can be written as
1
τ
n∑
i=1
∫
R2
(∇ϕi(x)− x) · ∇ψR(∇ϕi(x))ηi(x)dx
=
1
τ
[
n∑
i=1
∫
R2
(x · ∇ψR(x))̺i(x) dx−
n∑
i=1
∫
R2
(x · ∇ψR(∇ϕi(x))ηi(x) dx
]
=
2
τ
[
n∑
i=1
∫
R2
|x|2Υ′(|x|2)ΨR(x)̺i(x) dx
−
n∑
i=1
∫
R2
(x · ∇ϕi(x))Υ′(|∇ϕi(x)|2)ΨR(∇ϕi(x))ηi(x) dx
]
+
1
τ
[
n∑
i=1
∫
R2
(x · ∇ΨR(x))Υ(|x|2)̺i(x) dx
−
n∑
i=1
∫
R2
(x · ∇ΨR(∇ϕi(x))Υ(|∇ϕi(x)|2)ηi(x) dx
]
=
2
τ
[
n∑
i=1
∫
R2
|x|2Υ′(|x|2)̺i(x) dx−
n∑
i=1
∫
R2
(x · ∇ϕi(x))Υ′(|∇ϕi(x)|2)ηi(x) dx
]
+ o(1)
(9.1)
as R → ∞. In the last line we have used the integrability assumption ∑ni=1Υ(| · |2)(ηi +
̺i) ∈ L1(R2) and the dominated convergence theorem. The justification of passing to
the limit will be clear in a moment (see (9.3), (9.4) below). For the time being note
that |(x · ∇ϕi(x))Υ′(|∇ϕi(x)|2)ΨR(∇ϕi(x))| ≤ |x||∇ϕi(x)|2|∇ΨR(∇ϕi(x))|Υ(|∇ϕi(x)|
2)
|∇ϕi(x)|2
=
O(|x||∇ϕi(x)|Υ′(|∇ϕi(x)|2)). As a consequence, we deduce from the Euler-Lagrange equa-
tion with ψR as a test function
2
n∑
i=1
∫
R2
|x|2Υ′(|x|2)̺i(x) dx ≤ 2
∫
R2
(x · ∇ϕi(x))Υ′(|∇ϕi(x)|2)ηi(x) dx
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+ τ
(
C1
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx+ C2
)
(9.2)
Using the inequality 2a · b ≤ |a|2 + |b|2 we can estimate the first term on the right hand
side of (9.2) as follows:
2
∫
R2
(x · ∇ϕi(x))Υ′(|∇ϕi(x)|2)ηi(x) dx ≤
n∑
i=1
∫
R2
|∇ϕi(x)|2Υ′(|∇ϕi(x)|2)ηi(x) dx
+
n∑
i=1
∫
R2
|x|2Υ′(|∇ϕi(x)|2)ηi(x) dx.
=
n∑
i=1
∫
R2
|x|2Υ′(|x|2)̺i(x) dx
+
n∑
i=1
∫
R2
|x|2Υ′(|∇ϕi(x)|2)ηi(x) dx. (9.3)
Let Υ∗ be the conjugate convex function to Υ. Then the last term in (9.3) can be bound
from above by
n∑
i=1
∫
R2
|x|2Υ′(|∇ϕi(x)|2)ηi(x) dx
≤
n∑
i=1
∫
R2
Υ(|x|2)ηi(x) dx+
n∑
i=1
∫
R2
Υ∗(Υ′(|∇ϕi(x)|2))ηi(x) dx
=
n∑
i=1
∫
R2
Υ(|x|2)ηi(x) dx+
n∑
i=1
∫
R2
Υ∗(Υ′(|x|2))̺i(x) dx (9.4)
The properties mentioned in (4.6) ensures that Υ∗(Υ′(r)) ≤ Υ(r) for every r > 0 (see
[LM02, Lemma B.1]). As a result, all the terms in (9.4) are finite, which also justifies the
passing to the limit in (9.1). Plugging (9.3) and (9.4) into (9.2) we get
n∑
i=1
∫
R2
[|x|2Υ′(|x|2)−Υ∗(Υ′(|x|2))] ̺i(x) dx ≤ n∑
i=1
∫
R2
Υ(|x|2)ηi(x) dx
+ τ
(
C1
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx+ C2
)
(9.5)
Using the properties of Υ mentioned in (4.6) it can also be shown that rΥ′(r)−Υ∗(Υ′(r)) =
Υ(r) (see [LM02, Lemma B.1]). Thus we obtain from (9.5)
(1− C1τ)
n∑
i=1
∫
R2
Υ(|x|2)̺i(x) dx ≤
n∑
i=1
∫
R2
Υ(|x|2)ηi(x) dx+ C2τ,
which is equivalent to the result claimed in the lemma. 
We have used the following compactness of vector fields result whose proof can be found
in [AGS05, Theorem 5.4.4]:
Lemma A (Compactness of vector fields). Let Ω be an open set in RN . If {µm}m is a
sequence of probability measures in Ω converging to µ in the weak * topology of measures
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and {vm}m is a sequence of vector fields in L2(Ω, µm;RN ) satisfying
sup
m
||vm||L2(Ω,µm;RN ) < +∞,
then there exists a vector field v ∈ L2(Ω, µ;RN ) such that
lim
m→∞
∫
Ω
ζ · vm dµm =
∫
Ω
ζ · v dµ, for all ζ ∈ C∞c (Ω;RN )
and satisfy
||v||L2(Ω,µ;RN ) ≤ lim inf
m→∞
||vm||L2(Ω,µm;RN ). (9.6)
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