Soil creeps imperceptibly downhill, but also fails catastrophically to create landslides. Despite the importance of these processes as hazards and in sculpting landscapes, there is no agreed upon model that captures the full range of behavior. Here we examine the granular origins of hillslope soil transport by Discrete Element Method simulations, and re-analysis of measurements in natural landscapes. We find creep for slopes below a critical gradient, where average particle velocity (sediment flux) increases exponentially with friction coefficient (gradient). At critical there is a continuous transition to a dense-granular flow rheology.
sionalized) shear rate. We note, however, that most of these studies assume that granular piles are jammed below the angle of repose; i.e., they do not examine sub-critical creep dynamics (for an exception see [37] ). Creep involves grain-scale rearrangement -due to structural and mechanical disorder in the pack [31, 38] -that induces exponentially small but finite particle velocities below threshold [39] . Although creep has been recognized for some time [15] , only recently have researchers begun probing the nature of the creep to fluid transition in granular heap flows.
Experiments performed with an inclined granular layer show localized and isolated eventsmicrofailures -in the bulk at inclinations below the bulk angle of repose. As the inclination increases, microfailures occur more frequently until they coalesce to form an avalanche [40] . It has been suggested that this change from creeping to flowing states is a dynamical phase transition [41] , that is phenomenologically similar to a liquid-glass transition [40, 42, 43] . In the athermal granular system, the transition occurs in the vicinity of a critical force (instead of the critical temperature for thermal glasses). One way to probe this transition is to define an order parameter, that describes a dynamical quantity that changes dramatically across the phase transition. Recent simulations have considered the particular case of the onset of erosion of a single layer of monodisperse grains on a substrate; Yan et al. [44] and Aussillous et al. [45] showed that this can be mapped to a plastic depinning transition, a generic phase transition associated with irreversible strain and disorder [42] . In their work, sediment flux (current) works as an order parameter that goes sharply to zero at a critical driving force below which flow does not occur [44, 45] . In the presence of additional noise, however -which may take the form of internal disorder, sidewalls/boundary effects, or external perturbations -localized flow may occur below the critical force in amorphous systems [34, [46] [47] [48] . Experiments have demonstrated that the onset of erosion in 3-dimensional (3D) granular flows is indeed continuous, accompanied by subcritical flow and creep [16] and exhibits dynamics qualitatively consistent with a liquid-glass transition [40] ; however, the dynamical nature of this transition has not yet been examined in such systems. In this paper we conduct 3D numerical experiments of granular heap flows to first document sub-threshold creep, and then demonstrate that the creep to landslide transition is continuous and is quantitatively consistent with a plastic depinning transition. We then present evidence of such glassy dynamics in the soil transport rates and topographic profiles of real hillslopes in nature.
GRANULAR HILLSLOPE MODEL
Building on the work described above, and recent success in linking idealized granular-physics models to sediment transport [49] , we examine the granular origins of a creep transport equation and the transition to landsliding by developing a granular hillslope model using the Discrete Element Method (DEM) (Fig. 2) . Simulations are performed with LAMMPS (http: //lammps.sandia.gov). In typical soil-mantled hillslopes there is a meters-deep, mobile surface layer composed of mostly unbonded particles that are sand-sized and smaller; it is underlain by weathered bedrock (saprolite) composed of increasingly more bonded particles and larger rock fragments, and eventually by unaltered bedrock [50] (Fig. 1) . The surface layer may flow as a sheet or as a channel, depending on confinement and material factors. We model an idealized representation of this mobile surface soil; a layer of polydisperse spheres with diameter range d = [0.0026 : 0.0042] m, average diameter d mean = 0.0033 m and depth h = 45d mean , over-riding an immobile and frictional bottom boundary (Fig. 2) ; more details of the model implementation are available in Supplementary Information (SI). The system is inclined at various gradients θ r = 24 to 29
• that are below, near and above the bulk angle of repose (θ r = 24.6
• ; see Methods).
From instantaneous particle motions, we compute vertical profiles of time-and horizontal-(x) averaged downslope grain velocity, u x (z), over the duration of each model run (see SI for averaging procedure).
In order to study the dynamical behavior of our model hillslope in the phase transition framework described above, we calculate the per-grain friction coefficient µ = σ xz /σ n , where σ xz is the per-grain stress tensor in the x − z plane and σ n = 1 3
(σ xx + σ yy + σ zz ) is the average confining/normal stress (see SI). Similar to velocity, we perform time-and horizontal-averaging to produce vertical profiles of the local friction coefficient for each run; since only the values averaged over time and x-direction are reported, we retain the notation µ to emphasize that measured friction is local in that it changes with depth. Our simulations show two distinct phenomenological behaviors for inclinations below and above θ r = 24.6
• . Below θ r = 24.6 • we observe slow particle velocities, a slow decay rate of the downslope particle velocity (u x (z)) with depth, and hot spots of intermittent and localized motion [51] . We interpret this regime as creep ( Fig. 2A) , where similar dynamics have been reported in experiments [15, 16, 40] . As θ crosses θ r we observe the abrupt emergence of a fast and continuous surface layer flowing over the creeping regime, whose velocity and thickness increase with increasing θ above critical (Fig. 2) . The rapid decay of u x (z) with depth, and the continuous nature of the particle motions, are consistent with the dense granular flow regime [15, 16] . We verified that the DEM simulations reproduce the rheology observed in heap-flow experiments that are similar to our model setup (see SI, Fig. S3 ). The transition from dense-granular flow to creep is associated with a kink in the mean velocity profile, which is used to define a critical depth (z c ) and critical particle velocity (u x (z c )) for each inclination modeled (Fig. 2D) . We also observe a kink in the profile of friction coefficient µ with depth, which occurs at the same critical depth; we infer the associated value as the critical friction associated with the creep transition, µ c (Fig. 2E) , and compute this also for each inclination. We emphasize here that creeping and dense flow regimes can take place in the same column of soil, with dense flow at the top and creep at the bottom. The variation of downslope particle velocity (u x (z)) versus friction coefficient µ is qualitatively similar for four different inclinations, below and above the bulk angle of repose (Fig. 3A) . These observations, and previous work [44] , suggest the possibility of a generalized relation between particle velocity and local friction. Comparison of normalized average grain velocity, u x /u x (z c ), versus normalized local friction coefficient, µ/µ(z c ), for all inclinations confirms this notion and reveals a striking pattern (Fig. 3B ). [39] that the pinned to sliding transition is a second-order phase transition in which the order parameter obeys power-law scaling close to the critical point.
A similar depinning transition with an exponential law relation at a low driving force and a power law relation above a critical threshold has been also reported in failure of inhomogeneous brittle materials [53] . For a plastic depinning transition it is expected that the critical exponent β > 1
[42], consistent with our simulation results. A precise value for the exponent cannot be determined from numerical results alone. Moreover, finite-size effects and dimensionality of our system may influence the value of the critical exponent. Nevertheless, a representative value β = 5/2, shown for illustration purposes (Fig. 3B) , is in the general range reported for colloidal and granular systems near the critical point [16, 54, 55] .
HILLSLOPE EVOLUTION AS A DEPINNING TRANSITION: FIELD EVIDENCE
We acknowledge that our highly idealized simulations may not translate to downslope movement of heterogeneous soil in the complex natural environment. The above findings indicate, however, that hillslope soil movement may be governed -at least in part -by generic glassy dynamics associated with disordered granular systems. To search for signatures of this behavior in the field, we have collected observations of sediment flux (q s ) as a function of local hillslope gradient from five different published sources with different climatic and uplift conditions, as well as different soil types and material properties (Table S1 ). Unfortunately, data collection methods and their associated timescales differ among these studies, potentially contributing to noise and limiting our ability to directly compare among these different field sites. The data presented by Yoo et al. (2007) [56] are from Frog's Hollow, a semiarid eucalyptus grassland savannah hillslope located about 80 km south?southeast from Canberra, New South Wales, Australia. They calculated sediment transport rates by taking soil samples along a hillslope transect, measuring the soil mass production rate and the elemental chemistry of soils and saprolite, and then using an iterative modeling process inte- grating over the timescales of chemical weathering. Data presented by Gabet (2003) [57] are from the Santa Ynez Valley in the tectonically active transverse ranges near Santa Barbara, U.S. state of California, with a semiarid Mediterranean climate. The measurements were carried out over annual timescales using sediment traps installed on hillslopes. Data by Martin & Church (1997) [58] and Martin (2000) [59] are from the Queen Charlotte Islands, off the coast of British Columbia in Canada, with an oceanic climate and extremely frequent precipitation. The original datasets in these studies are from reports by Rood (1984) [60] and Rood (1989) [61] , which are landslide inventories completed by identifying landslides on aerial photographs in the region. For the case of studies by Martin (2000) and Martin & Church (1997) , the values of sediment flux
and their errorbars at slopes smaller than 20
• are calculated based on the estimates presented in Table 1 in Martin & Church (1997) .
For each study we observe a kink in the relation between flux and slope, which allows us to determine critical values of q sc and S c for each field site by eye from inflection points in the plots (Table S1). These critical values are illustrated with arrows in Figs 
Hillslope gradient is also related to friction coefficient; assuming a naive hydrostatic and 1D behavior for a depth-averaged earth flow, σ xz = µ soil σ n → ρghS = µ soil ρgh → S ∼ µ soil , where g is acceleration due to gravity. Thus, data plots of normalized flux and slope for the field data are equivalent to normalized velocity and friction presented from numerical simulations.
The critical values for slope and flux likely encode climatic, tectonic and soil properties unique to each site [62] . Plotting normalized values from all field sites as q s /q sc against S/S c , however, collapses the data and results in a pattern that is similar to our model results of u x /u x (z c ) against µ/µ(z c ) (Fig. 4E) . We take this similarity as strong evidence for a generic depinning transition, where field data are consistent with an exponential flux relation for gradients below critical and a power-law relation for larger gradients. Moreover, the values inferred for critical slopes at each field site are physically meaningful; they correspond to a reasonable range of reported values for the angle of repose (or friction coefficient) of soils (Table S1 ) [63, 64] . The scatter in the data, especially above the critical gradient, can be due to several factors including: (i) limited sediment availability on natural hillslopes, because high slopes transport soil faster than it can be produced from weathered bedrock; (ii) different measurement methods used in different studies, including variations in the detection limits for transport.
Some additional features of the data warrant mention, in terms of their physical interpretation. Hillslope creep velocities (fluxes) are measured over years to decades, and thus average over event-based and seasonal fluctuations in flow speed that often occur due to precipitation and temperature effects [7, 58] , bioturbation [14] and other disturbances. The timescales associated with measured velocities (fluxes) for above-critical flows are also longer than that of the individual landslides that (presumably) occur. Thus, the reported velocities (fluxes) of soil motion should be understood as the long-term average of episodic and relatively fast events, and intervening periods of relatively slow motion. This is not unlike mountain uplift that results from repeated fault slip; average uplift rates are not representative of slip events, but are nonetheless meaningful for considering landscape erosion that occurs over geologic timescales [65] . Another notable feature is that fluxes vary widely for slopes slightly to moderately larger than critical (1 < S/S c < 1.5). We speculate that flows within this slope range may occur as either creep or landslides, depending on environmental forcing (e.g., pore pressure [2] ), supply (or availability) of material, and soil thickness. As a result, the creep-to-landsliding transition in natural landscapes is much more variable than in a constant forcing situation such as our model. We suspect that averaging over suitably large (geologic) timescales, if possible, would recover a flux-slope relation that is similar to model expectations but with a more diffuse flow transition. Such an idea may be tested by examining the topographic hillslope profile produced by erosion and rock uplift over geologic timescales [10] .
MODELING LANDSCAPE EVOLUTION WITH A "GLASSY FLUX MODEL"
We propose a bi-partite "glassy flux model" to represent hillslope soil transport, that joins the exponential and power-law relations associated with creep and landsliding regimes, respectively:
where H is the Heaviside step function that acts to blend the two transport regimes across the transition [39] , and A is a constant associated with a particular field site. This equation implicitly assumes steady flow, and therefore is only applicable for long timescales that integrate over very many flow events (see SI). The flux equation (1) is related to hillslope erosion through conservation of mass:
where ρ s and ρ r are the bulk densities of sediment and rock, respectively, ∂z/∂t is the rate of landscape elevation change, and C o is the rock uplift rate. We use equations (1) and (2) Hillslope gradient profiles show a clear kink at the critical slope value S c ≈ 0.5 derived from the glassy flux model (Fig. 5C) ; the corresponding angle of 26 degrees represents a reasonable value for the transition from creep to landsliding. The explicit incorporation of landslide (dense-granular flow) dynamics allows the glassy flux model to reproduce the flattening out of hillslope profiles as they lengthen; this flattening has been previously reported, and cannot be reproduced with diffusion-like flux equations [68] (Fig. S8) . We also verified that the model reproduces observed hillslope topography in a different climatic and geologic setting in California (see Fig. S7 ).
DISCUSSION
We have developed a model for hillslope soil transport that, for the first time, describes behaviors from creep and slow-earthflow to landsliding and fast-flow regimes. Although the DEM simulations are highly idealized, we suggest that the underlying dynamics are general. While soil creep on hillsides has been viewed as the result of external perturbations [1, 10, 14] , model results show that this is not necessary. We found that the addition of perturbations, through random noise added hillslope (2) hillslope (2) hillslope (1) Elevation ( to the locations of some grains, increased the flux magnitude in the creeping regime but did not change the functional form of the flux-slope relation (Fig. S2) . Noise had little influence on the fast flow regime (Fig. S2) . We also confirmed that changing grain shape does not change the qualitative behavior in simulations, by replacing spheres with elongated particles having a 3:1 aspect ratio (Fig. S4 ). More broadly, observations provide strong evidence that the creep-landslide transition exhibits glassy dynamics, that may be modeled as a plastic depinning transition at a critical normalized force. The sub-critical exponential relation, and the super-critical power-law scaling (equ. 2), are expected behaviors based on theoretical and experimental studies of amorphous systems [42] . In other words, such behavior is the generic consequence of dynamical phase transitions in disordered materials. A dimensionless number, local normalized friction coefficient in the numerical model, µ/µ c , is calculated in terms of the effective tangential and normal stresses.
Although the current model does not account for changes in fluid pore pressure that are known to influence downslope flow velocity [2] , we suggest this effect might be viewed as a perturbation to the effective pressure terms that could be combined in the future with the framework we propose.
The effective critical friction coefficients determined for the different field settings examined here fall in the range expected for soil mixtures [63, 69] .
These results show how recent advances in the physics of disordered materials can be used to explain the evolution of natural landscapes over geologic timecales. The functional form of the flux equation q = f (µ) used in this work is a specific case of a more general form q = f (µ, η), where η represents mechanical internal and external noise [48] . We suggest that creep, and its associated slow subcritical flow, takes place in our numerical system and in natural hillslopes due to:
(i) internal disorder of the particulate packing; and (ii) bedrock and saprolite boundary layers that surround the mobile regolith, which continuously inject disorder that may induce creep through non-local effects [34, 46, 47] . It is an open question for soil-mantled hillslopes whether, and under what conditions, the injection of porosity and noise from external perturbations (plants/animals, freeze/thaw/swell, etc.) produces distinctly different dynamics from the sources of disorder considered here.
Finally, we note that one of the hallmarks of granular and amorphous materials is the emergence of rate weakening in the vicinity of their dynamical phase transition [31, 70] . Although the fundamental mechanisms of this phenomenon remain to be explored, we believe the picture provided here can help to understand the origins of rate-and state-dependent friction behavior that has recently been proposed to characterize slow and fast landslides [71, 72] .
Description of supplementary materials Details of the implementation of the DEM model are described in SI section 1 and Table S2 , and the protocol for calculation of velocity and stress Grain density and contact Young's modulus are chosen equal to properties of glass beads (Table   S2 ). The model domain (Fig. 2) is rectangular with a periodic boundary condition applied in the downslope (x) direction. The size of the system in each direction is L x = 5L y = 2L z = 90 d mean .
The system is initially prepared by randomly inserting and raining (under gravity) grains in the simulation box with a desired initial packing fraction, ν ∼ 0.4. The system is then allowed to relax for 500 million time-steps (35 s) and to achieve a packing fraction of ν = 0.5, before inclining it at various gradients below, near and above the bulk angle of repose of the granular system (θ r = 24.6
• ;). The restitution coefficient is chosen to be very small (e n = 0.01 for Stokes number < 1 , ref. [73] ) such that collisions are highly damped (Table S2) 
where the first term is total normal force, F n , and the second term is total tangential force,
, k n and k t are normal and tangential stiffness respectively, δ is the overlap between grains, γ n is the normal damping, v is the relative grain velocity, n ij is the normal vector at grain contact, t ij is the tangential vector at grain contact, and γ t is the tangential damping. The full model implementation is available on the LAMMPS webpage and several references [77] [78] [79] .
The DEM model system is frictional, meaning that the coefficient of friction, µ, is the upper limit of the tangential force through the Coulomb criterion F t = µF n . The tangential force between two grains grows according to non-linear Hertz-Mindlin contact law until F t /F n = µ and is then held at F t = µF n until the grains lose contact. The damping coefficients γ n and γ t are determined within the implementation of LAMMPS from the chosen value for the restitution coefficient, e n .
CALCULATION OF VELOCITY AND STRESS PROFILES IN DEM
The grain horizontal velocity is measured by tracking individual particles for the full duration of each simulation, and also accounting for the periodic boundary condition in the horizontal We checked the influences of the duration of simulations on the dynamics of the system by running simulations -at three inclinations, below and above the bulk angle of repose -for ten times longer (total duration ∼10 minutes ∼9 billion time-steps) than those reported in the main paper. The velocity profiles for those simulations, also time-averaged during the final 1 million timesteps at each run, are shown in Fig. S1 and are indicative of no qualitative change in the dynamics of the system as time goes on.
The per-grain stress tensor was computed using the general Virial function [80] . We computed friction coefficient profiles for each run using the same time-and horizontal-averaging procedure as was done for velocity profiles.
INFLUENCE OF PERTURBATIONS
We run perturbed simulations to explore the influence of external disturbances on slow and fast flow dynamics. In simulations with external perturbations, they are applied for the full duration Figure S2 , we compare the variation of normalized local horizontal velocity
) as a function of normalized local friction coefficient ( 
whereγ is the granular shear rate, d mean is the average grain diameter, σ n is the confining (normal) pressure, and ρ is the grain density. The information needed to calculate local inertial number is readily available from previously described calculations of the velocity and stress profiles in the simulations. In the experiments, the measurements of local shear and normal stresses and local longitudinal velocity have been performed by Richard et al. [31] . 
IMPLEMENTATION OF THE LANDSCAPE EVOLUTION MODEL
We model the transient evolution of hillslope topography by iteratively solving the mass continuity equation for the duration of uplift. Mass continuity/conservation can be written as:
where ρ s and ρ r are the bulk densities of sediment and rock, respectively, ∂z/∂t is the rate of landscape elevation change, C o is the uplift rate, and q s is the volumetric sediment flux. Equation (3) is solved using a finite volume numerical scheme developed originally in the CHILD landscape evolution model [81] . The full domain size (length of hillslope) is divided into evenly spaced discrete parcels/cells. We use 40 cells for all simulations. The time step size is defined based on a form of linearization using the Courant condition [82] . The left boundary condition of the model hillslope is no flux, representing a drainage divide, and the right boundary condition is a fixed elevation that represents base level.
MEASURING HILLSLOPE PROFILES FROM LIDAR DATA
For the analysis of hillslope topography in the Oregon Coast Range (OCR) presented in Figure   5 and Figure S8 , we used the airborne lidar data collected through an NCALM Seed grant (PI:
Kristin Sweeney) that is available via opentopoID: OTLAS.052014.26910.3 on the opentopography platform. We used the Triangulated Irregular Network (TIN) generated DEM images (GeoTiff) directly processed on the opentopography platform. The default grid resolution of 1 meter
and maximum triangle size of 50 units have been used for processing purposes. The hilleslope profiles are then measured from DEM images using the Quantum GIS open-source package [83] .
The measurements are averaged over ten equally-spaced profiles for each hillslope.
COLLECTIONS OF SEDIMENT FLUX AND HILLSLOPE SURFACE GRADIENT IN THE STUDY BY ROERING ET AL. (1999)
The data presented by Roering et al. (1999) [10] belong to the Oregon Coastal Range in the U.S.
state of Oregon, with a mild maritime climate. These data are not actually measurements of flux but rather are modeled from inversions of topography assuming that erosion balances uplift. This study originally reported estimates of volumetric sediment flux and included data for five basins in one region. However, we could only obtain data for one of the basins from one of the authors (J. Roering) (Fig. S5) , and the other basins data were not accessible. For this study, we found the is used. respectively, of a hillslope measured in OCR [84] . The black data points in panels (B) and (C) are field measurements; black line shows prediction from the widely used non-linear hillslope diffusion equation [10] , and blue line is our proposed "glassy" flux model for the same hillslope For this small hillslope, both models perform well, although the glassy law is marginally better and predicts a flattening out of the hillslope at gradients larger than critical. For longer hillslopes as shown in Figure S8 , the nonlinear diffusion law deviates substantially more. Here, we model the transient evolution of hillslope topography by iteratively solving equations
(1) and (2) starting from a flat initial condition with constant uplift rate C o = 0.5 mm/yr for this region [85] . The profile is evolved for 25,000 years, roughly the time needed to reach present relief [85] . Additionally, about 16500 years BP, the Santa Barbara region emerged from the latest glacial maximum [86] , rainfall diminished significantly, and channel incision in the region no longer had the capacity to remove sediment brought down from the hillslopes and keep up with the uplift rate.
We therefore stop uplift/incision and run the model for another 16500 years following the first 25000 years uplift/incision simulation. These simulation steps and configurations are identical to the conditions implemented by Gabet (2000) [14] for predictions of the same hillslope profiles in this region using linear (that includes gopher bioturbation effects) and nonlinear flux laws. Even with this complex geologic history, the glassy flux model reproduces the overall shape and relief of the hillslope reasonably well. range of diffusion coefficients and critical slopes estimated for OCR [3] . The blue dashed line is the prediction of glassy flux model with S c = 0.5, β = 5/2. For these longer hillslopes (compared to Fig. S6) , we see the glassy flux model is a better match to the data while the nonlinear law overpredicts hillslope gradients.
