Abstract Frequent pattern mining has been a focused theme in data mining research for over a decade. Abundant literature has been dedicated to this research and tremendous progress has been made, ranging from efficient and scalable algorithms for frequent itemset mining in transaction databases to numerous research frontiers, such as sequential pattern mining, structured pattern mining, correlation mining, associative classification, and frequent pattern-based clustering, as well as their broad applications. In this article, we provide a brief overview of the current status of frequent pattern mining and discuss a few promising research directions. We believe that frequent pattern mining research has substantially broadened the scope of data analysis and will have deep impact on data mining methodologies and applications in the long run. However, there are still some challenging research issues that need to be solved before frequent pattern mining can claim a cornerstone approach in data mining applications.
Introduction
Frequent patterns are itemsets, subsequences, or substructures that appear in a data set with frequency no less than a user-specified threshold. For example, a set of items, such as milk and bread, that appear frequently together in a transaction data set, is a frequent itemset. A subsequence, such as buying first a PC, then a digital camera, and then a memory card, if it occurs frequently in a shopping history database, is a (frequent) sequential pattern. A substructure can refer to different structural forms, such as subgraphs, subtrees, or sublattices, which may be combined with itemsets or subsequences. If a substructure occurs frequently in a graph database, it is called a (frequent) structural pattern. Finding frequent patterns plays an essential role in mining associations, correlations, and many other interesting relationships among data. Moreover, it helps in data indexing, classification, clustering, and other data mining tasks as well. Thus, frequent pattern mining has become an important data mining task and a focused theme in data mining research.
Frequent pattern mining was first proposed by Agrawal et al. (1993) for market basket analysis in the form of association rule mining. It analyses customer buying habits by finding associations between the different items that customers place in their "shopping baskets". For instance, if customers are buying milk, how likely are they going to also buy cereal (and what kind of cereal) on the same trip to the supermarket? Such information can lead to increased sales by helping retailers do selective marketing and arrange their shelf space.
Since the first proposal of this new data mining task and its associated efficient mining algorithms, there have been hundreds of follow-up research publications, on various kinds of extensions and applications, ranging from scalable data mining methodologies, to handling a wide diversity of data types, various extended mining tasks, and a variety of new applications. With over a decade of substantial and fruitful research, it is time to perform an overview of this flourishing field and examine what more to be done in order to turn this technology a cornerstone approach in data mining applications.
In this article, we perform a high-level overview of frequent pattern mining methods, extensions and applications. With a rich body of literature on this theme, we organize our discussion into the following five themes: (1) efficient and scalable methods for mining frequent patterns, (2) mining interesting frequent patterns, (3) impact to data analysis and mining applications, (4) applications of frequent patterns, and (5) research directions. The remaining of the article is also organized in the corresponding five sections (Sects. 2 to 6), and we conclude our study in Sect. 7.
Efficient and scalable methods for mining frequent patterns
The concept of frequent itemset was first introduced for mining transaction databases (Agrawal et al. 1993) . Let I = {i 1 , i 2 , . . . , i n } be a set of all items. A k-itemset α, which consists of k items from I, is frequent if α occurs in a transaction database D no lower than θ |D| times, where θ is a user-specified minimum support threshold (called min_sup in our text), and |D| is the total number of transactions in D.
In Sect. 2.1, three basic frequent itemset mining methodologies: Apriori, FP-growth and Eclat, and their extensions, are introduced. In Sect. 2.2, multilevel, multidimensional, and quantitative association rule mining is discussed. In Sect. 2.3, the concepts of closed and maximal frequent itemsets and their related algorithms, are examined. Techniques for mining closed frequent itemsets from very high dimensional data sets and mining very long patterns (thus called colossal patterns) are presented in Sect. 2.4. Complex pattern mining such as sequential pattern mining and structural pattern mining is described in Sect. 2.5 and 2.6.
Basic mining methodologies: apriori, FP-growth and eclat

Apriori principle, apriori algorithm and its extensions
Since there are usually a large number of distinct single items in a typical transaction database, and their combinations may form a very huge number of itemsets, it is challenging to develop scalable methods for mining frequent itemsets in a large transaction database. Agrawal and Srikant (1994) observed an interesting downward closure property, called Apriori, among frequent kitemsets: A k-itemset is frequent only if all of its sub-itemsets are frequent. This implies that frequent itemsets can be mined by first scanning the database to find the frequent 1-itemsets, then using the frequent 1-itemsets to generate candidate frequent 2-itemsets, and check against the database to obtain the frequent 2-itemsets. This process iterates until no more frequent k-itemsets can be generated for some k. This is the essence of the Apriori algorithm (Agrawal and Srikant 1994) and its alternative (Mannila et al. 1994) .
Since the Apriori algorithm was proposed, there have been extensive studies on the improvements or extensions of Apriori, e.g., hashing technique , partitioning technique (Savasere et al. 1995) , sampling approach (Toivonen 1996) , dynamic itemset counting , incremental mining , parallel and distributed mining Agrawal and Shafer 1996; Zaki et al. 1997) , and integrating mining with relational database systems (Sarawagi et al. 1998) . Geerts et al. (2001) derived a tight upper bound of the number of candidate patterns that can be generated in the level-wise mining approach. This result is effective at reducing the number of database scans.
Mining frequent itemsets without candidate generation
In many cases, the Apriori algorithm significantly reduces the size of candidate sets using the Apriori principle. However, it can suffer from two-nontrivial costs:
(1) generating a huge number of candidate sets, and (2) repeatedly scanning the database and checking the candidates by pattern matching. Han et al. (2000) devised an FP-growth method that mines the complete set of frequent itemsets without candidate generation.
FP-growth works in a divide-and-conquer way. The first scan of the database derives a list of frequent items in which items are ordered by frequencydescending order. According to the frequency-descending list, the database is compressed into a frequent-pattern tree, or FP-tree, which retains the itemset association information. The FP-tree is mined by starting from each frequent length-1 pattern (as an initial suffix pattern), constructing its conditional pattern base (a "subdatabase", which consists of the set of prefix paths in the FP-tree co-occurring with the suffix pattern), then constructing its conditional FP-tree, and performing mining recursively on such a tree. The pattern growth is achieved by the concatenation of the suffix pattern with the frequent patterns generated from a conditional FP-tree.
The FP-growth algorithm transforms the problem of finding long frequent patterns to searching for shorter ones recursively and then concatenating the suffix. It uses the least frequent items as a suffix, offering good selectivity. Performance studies demonstrate that the method substantially reduces search time.
There are many alternatives and extensions to the FP-growth approach, including depth-first generation of frequent itemsets by Agarwal et al. (2001) ; H-Mine, by which explores a hyper-structure mining of frequent patterns; building alternative trees; exploring top-down and bottom-up traversal of such trees in pattern-growth mining by Liu et al. (2002; 2003) ; and an array-based implementation of prefix-tree-structure for efficient pattern growth mining by Grahne and Zhu (2003) .
Mining frequent itemsets using vertical data format
Both the Apriori and FP-growth methods mine frequent patterns from a set of transactions in horizontal data format (i.e., {TID: itemset}), where TID is a transaction-id and itemset is the set of items bought in transaction TID. Alternatively, mining can also be performed with data presented in vertical data format (i.e., {item: TID_set}). Zaki (2000) proposed Equivalence CLASS Transformation (Eclat) algorithm by exploring the vertical data format. The first scan of the database builds the TID_set of each single item. Starting with a single item (k = 1), the frequent (k + 1)-itemsets grown from a previous k-itemset can be generated according to the Apriori property, with a depth-first computation order similar to FP-growth . The computation is done by intersection of the TID_sets of the frequent k-itemsets to compute the TID_sets of the corresponding (k + 1)-itemsets. This process repeats, until no frequent itemsets or no candidate itemsets can be found.
Besides taking advantage of the Apriori property in the generation of candidate (k + 1)-itemset from frequent k-itemsets, another merit of this method is that there is no need to scan the database to find the support of (k + 1)-itemsets (for k ≥ 1). This is because the TID_set of each k-itemset carries the complete information required for counting such support.
Another related work which mines the frequent itemsets with the vertical data format is (Holsheimer et al. 1995) . This work demonstrated that, though impressive results have been achieved for some data mining problems using highly specialized and clever data structures, one could also explore the potential of solving data mining problems using the general purpose database management systems (dbms).
Mining multilevel, multidimensional, and quantitative association rules
Since data items and transactions are (conceptually) organized in multilevel and/or multidimensional space, it is natural to extend mining frequent itemsets and their corresponding association rules to multi-level and multidimensional space. Multilevel association rules involve concepts at different levels of abstraction, whereas multidimensional association rules involve more than one dimension or predicate.
In many applications, it is difficult to find strong associations among data items at low or primitive levels of abstraction due to the sparsity of data at those levels. On the other hand, strong associations discovered at high levels of abstraction may represent commonsense knowledge. Therefore, multilevel association rules provide sufficient flexibility for mining and traversal at multiple levels of abstraction. Multilevel association rules can be mined efficiently using concept hierarchies under a support-confidence framework. For example, if the min_sup threshold is uniform across multi-levels, one can first mine higher-level frequent itemsets and then mine only those itemsets whose corresponding high-level itemsets are frequent Han and Fu 1995) . Moreover, redundant rules can be filtered out if the lower-level rules can essentially be derived based on higher-level rules and the corresponding item distributions . Efficient mining can also be derived if min_sup varies at different levels (Han and Kamber 2006) . Such methodology can be extended to mining multidimensional association rules when the data or transactions are located in multidimensional space, such as in a relational database or data warehouse (Kamber et al. 1997) .
Our previously discussed frequent patterns and association rules are on discrete items, such as item name, product category, and location. However, one may like to find frequent patterns and associations for numerical attributes, such as salary, age, and scores. For numerical attributes, quantitative association rules can be mined, with a few alternative methods, including exploring the notion of partial completeness, by Srikant and Agrawal (1996) ; mining binned intervals and then clustering mined quantitative association rules for concise representation as in the ARCS system, by Lent et al. (1997) ; based on x-monotone and rectilinear regions by Fukuda et al. (1996) and Yoda et al. (1997) , or using distance-based (clustering) method over interval data, by Miller and Yang (1997) . Mining quantitative association rules based on a statistical theory to present only those that deviate substantially from normal data was studied by Aumann and Lindell (1999) . considered mining statistical quantitative rules. Statistical quantitative rules are quantitative rules in which the right hand side of a rule can be any statistic that is computed for the segment satisfying the left hand side of the rule.
Mining closed and maximal frequent itemsets
A major challenge in mining frequent patterns from a large data set is the fact that such mining often generates a huge number of patterns satisfying the min_sup threshold, especially when min_sup is set low. This is because if a pattern is frequent, each of its subpatterns is frequent as well. A large pattern will contain an exponential number of smaller, frequent sub-patterns. To overcome this problem, closed frequent pattern mining and maximal frequent pattern mining were proposed.
A pattern α is a closed frequent pattern in a data set D if α is frequent in D and there exists no proper super-pattern β such that β has the same support as α in D. A pattern α is a maximal frequent pattern (or max-pattern) in set D if α is frequent, and there exists no super-pattern β such that α ⊂ β and β is frequent in D. For the same min_sup threshold, the set of closed frequent patterns contains the complete information regarding to its corresponding frequent patterns; whereas the set of max-patterns, though more compact, usually does not contain the complete support information regarding to its corresponding frequent patterns.
The mining of frequent closed itemsets was proposed by Pasquier et al. (1999) , where an Apriori-based algorithm called A-Close for such mining was presented. Other closed pattern mining algorithms include CLOSET , CHARM (Zaki and Hsiao 2002) , CLOSET+ , FPClose (Grahne and Zhu 2003) and AFOPT (Liu et al. 2003) . The main challenge in closed (maximal) frequent pattern mining is to check whether a pattern is closed (maximal). There are two strategies to approach this issue: (1) to keep track of the TID list of a pattern and index the pattern by hashing its TID values. This method is used by CHARM which maintains a compact TID list called a diffset; and (2) to maintain the discovered patterns in a pattern-tree similar to FP-tree. This method is exploited by CLOSET+, AFOPT and FPClose. A Frequent Itemset Mining Implementation (FIMI) workshop dedicated to the implementation methods of frequent itemset mining was reported by Goethals and Zaki (2003) . Mining closed itemsets provides an interesting and important alternative to mining frequent itemsets since it inherits the same analytical power but generates a much smaller set of results. Better scalability and interpretability is achieved with closed itemset mining.
Mining max-patterns was first studied by Bayardo (1998) , where MaxMiner (Bayardo 1998), an Apriori-based, level-wise, breadth-first search method was proposed to find max-itemset by performing superset frequency pruning and subset infrequency pruning for search space reduction. Another efficient method MAFIA, proposed by Burdick et al. (2001) , uses vertical bitmaps to compress the transaction id list, thus improving the counting efficiency. Yang (2004) provided theoretical analysis of the (worst-case) complexity of mining max-patterns. The complexity of enumerating maximal itemsets is shown to be NP-hard. Ramesh et al. (2003) characterized the length distribution of frequent and maximal frequent itemset collections. The conditions are also characterized under which one can embed such distributions in a database.
Mining high-dimensional datasets and mining colossal patterns
The growth of bioinformatics has resulted in datasets with new characteristics. Microarray and mass spectrometry technologies, which are used for measuring gene expression level and cancer research respectively, typically generate only tens or hundreds of very high-dimensional data (e.g., in 10,000 -100,000 columns). If we take each sample as a row (or TID) and each gene as a column (or item), the table becomes extremely wide in comparison with a typical business transaction table. Such datasets pose a great challenge for existing (closed) frequent itemset mining algorithms, since they have an exponential number of combinations of items with respect to the row length. Pan et al. (2003) proposed CARPENTER, a method for finding closed patterns in high-dimensional biological datasets, which integrates the advantages of vertical data formats and pattern growth methods. By converting data into vertical data format {item: TID_set}, the TID_set can be viewed as rowset and the FP-tree so constructed can be viewed as a row enumeration tree. CARPENTER conducts a depth-first traversal of the row enumeration tree, and checks each rowset corresponding to the node visited to see whether it is frequent and closed. Pan et al. (2004) proposed COBBLER, to find frequent closed itemset by integrating row enumeration with column enumeration. Its efficiency has been demonstrated in experiments on a data set with high dimension and a relatively large number of rows. proposed TD-Close to find the complete set of frequent closed patterns in high dimensional data. It exploits a new search strategy, top-down mining, by starting from the maximal rowset, integrated with a novel row enumeration tree, which makes full use of the pruning power of the min_sup threshold to cut down the search space. Furthermore, an effective closeness-checking method is also developed that avoids scanning the dataset multiple times.
Even with various kinds of enhancements, the above frequent, closed and maximal pattern mining algorithms still encounter challenges at mining rather large (called colossal) patterns, since the process will need to generate an explosive number of smaller frequent patterns. Colossal patterns are critical to many applications, especially in domains like bioinformatics. Zhu et al. (2007) investigated a novel mining approach, called Pattern-Fusion, to efficiently find a good approximation to colossal patterns. With Pattern-Fusion, a colossal pattern is discovered by fusing its small fragments in one step, whereas the incremental pattern-growth mining strategies, such as those adopted in Apriori and FP-growth, have to examine a large number of mid-sized ones. This property distinguishes Pattern-Fusion from existing frequent pattern mining approaches and draws a new mining methodology. Further extensions on this methodology are currently under investigation.
Mining sequential patterns
A sequence database consists of ordered elements or events, recorded with or without a concrete notion of time. There are many applications involving sequence data, such as customer shopping sequences, Web clickstreams, and biological sequences. Sequential pattern mining, the mining of frequently occurring ordered events or subsequences as patterns, was first introduced by Agrawal and Srikant (1995) , and has become an important problem in data mining. We first introduce the preliminary concept about sequential patterns.
Let
is an ordered list. Each itemset in a sequence represents a set of events occurring at the same timestamp, while different itemsets occur at different times. For example, a customer shopping sequence could be buying several products on one trip to the store and making several subsequent purchases, e.g., buying a PC and some software tools, followed by buying a digital camera and a memory card, and finally buying a printer and some books.
Without loss of generality, we assume that the items in each itemset are sorted in certain order (such as alphabetic order).
. . , and a m ⊆ b i m . We also call β a supersequence of α, and β contains α. Given a sequence database D = {s 1 , s 2 , . . . , s n }, the support of a sequence α is the number of sequences in D which contain α. If the support of a sequence α satisfies a pre-specified min_sup threshold, α is a frequent sequential pattern.
Generalized Sequential Patterns (GSP), a representative Apriori-based sequential pattern mining algorithm, proposed by Srikant and Agrawal (1996) , uses the downward-closure property of sequential patterns and adopts a multiplepass, candidate generate-and-test approach. GSP also generalized their earlier notion in Agrawal and Srikant (1995) to include time constraints, a sliding time window, and user-defined taxonomies.
Zaki (2001) developed a vertical format-based sequential pattern mining method called SPADE, which is an extension of vertical format-based frequent itemset mining methods, like Eclat and CHARM (Zaki 1998; Zaki and Hsiao 2002) . In vertical data format, the database becomes a set of tuples of the form itemset : (sequence_ID, event_ID) . The set of ID pairs for a given itemset forms the ID_list of the itemset. To discover the length-k sequence, SPADE joins the ID_lists of any two of its length-(k − 1) subsequences. The length of the resulting ID_list is equal to the support of the length-k sequence. The procedure stops when no frequent sequences can be found or no sequences can be formed by such joins. The use of vertical data format reduces scans of the sequence database. The ID_lists carry the information necessary to compute the support of candidates. However, the basic search methodology of SPADE and GSP is breadth-first search and Apriori pruning. Both algorithms have to generate large sets of candidates in order to grow longer sequences.
PrefixSpan, a pattern-growth approach to sequential pattern mining, was developed by Pei et al. ( , 2004 . PrefixSpan works in a divide-and-conquer way. The first scan of the database derives the set of length-1 sequential patterns. Each sequential pattern is treated as a prefix and the complete set of sequential patterns can be partitioned into different subsets according to different prefixes. To mine the subsets of sequential patterns, corresponding projected databases are constructed and mined recursively.
A performance comparison of GSP, SPADE, and PrefixSpan shows that PrefixSpan has the best overall performance . SPADE, although weaker than PrefixSpan in most cases, outperforms GSP. The comparison also found that when there is a large number of frequent subsequences, all three algorithms run slowly. The problem can be partially solved by closed sequential pattern mining, where closed subsequences are those sequential patterns containing no supersequence with the same support.
The CloSpan algorithm for mining closed sequential patterns was proposed by . The method is based on a property of sequence databases, called equivalence of projected databases, stated as follows: Two projected sequence databases, S| α = S| β , α β, are equivalent if and only if the total number of items in S| α is equal to the total number of items in S| β , where S| α is the projected database with respect to the prefix α. Based on this property, CloSpan can prune the non-closed sequences from further consideration during the mining process. A later algorithm called BIDE, a bidirectional search for mining frequent closed sequences was developed by Wang and Han (2004) , which can further optimize this process by projecting sequence datasets in two directions.
The studies of sequential pattern mining have been extended in several different ways. Mannila et al. (1997) consider frequent episodes in sequences, where episodes are essentially acyclic graphs of events whose edges specify the temporal before-and-after relationship but without timing-interval restrictions. Sequence pattern mining for plan failures was proposed in Zaki et al. (1998) . Garofalakis et al. (1999) proposed the use of regular expressions as a flexible constraint specification tool that enables user-controlled focus to be incorporated into the sequential pattern mining process. The embedding of multidimensional, multilevel information into a transformed sequence database for sequential pattern mining was proposed by Pinto et al. (2001) . studied issues regarding constraint-based sequential pattern mining. CLUSEQ is a sequence clustering algorithm, developed by . An incremental sequential pattern mining algorithm, IncSpan, was proposed by Cheng et al. (2004) . SeqIndex, efficient sequence indexing by frequent and discriminative analysis of sequential patterns, was studied by Cheng et al. (2005) . A method for parallel mining of closed sequential patterns was proposed by . A method, MSPX, for mining maximal sequential patterns by using multiple samples, was proposed by Luo and Chung (2005) .
Data mining for periodicity analysis has been an interesting theme in data mining. Özden et al. (1998) studied methods for mining periodic or cyclic association rules. Lu et al. (1998) proposed intertransaction association rules, which are implication rules whose two sides are totally ordered episodes with tim-ing-interval restrictions (on the events in the episodes and on the two sides). Bettini et al. (1998) consider a generalization of intertransaction association rules. The notion of mining partial periodicity was first proposed by Han, Dong, and Yin, together with a max-subpattern hit set method ). Ma and Hellerstein (2001) proposed a method for mining partially periodic event patterns with unknown periods. studied mining asynchronous periodic patterns in time-series data. Mining partial order from unordered 0-1 data was studied by Gionis et al. (2003) and Ukkonen et al. (2005) . Pei et al. (2005) proposed an algorithm for mining frequent closed partial orders from string sequences.
2.6 Mining structural patterns: graphs, trees and lattices Many scientific and commercial applications need patterns that are more complicated than frequent itemsets and sequential patterns. Such sophisticated patterns go beyond sets and sequences, toward trees, lattices, and graphs. As a general data structure, graphs have become increasingly important in modeling sophisticated structures and their interactions, with broad applications including chemical informatics, bioinformatics, computer vision, video indexing, text retrieval, and Web analysis.
Among the various kinds of graph patterns, frequent substructures are the very basic patterns that can be discovered in a collection of graphs. Recent studies have developed several frequent substructure mining methods. Washio and Motoda (2003) conducted a survey on graph-based data mining. Holder et al. (1994) proposed SUBDUE to do approximate substructure pattern discovery based on minimum description length and background knowledge. Dehaspe et al. (1998) applied inductive logic programming to predict chemical carcinogenicity by mining frequent substructures. Besides these studies, there are two basic approaches to the frequent substructure mining problem: an Apriori-based approach and a pattern-growth approach.
Apriori-based approach
Apriori-based frequent substructure mining algorithms share similar characteristics with Apriori-based frequent itemset mining algorithms. The search for frequent graphs starts with graphs of small "size", and proceeds in a bottom-up manner. At each iteration, the size of newly discovered frequent substructures is increased by one. These new substructures are first generated by joining two similar but slightly different frequent subgraphs that were discovered already. The frequency of the newly formed graphs is then checked.
Typical Apriori-based frequent substructure mining algorithms include AGM by Inokuchi et al. (1998) , FSG by Kuramochi and Karypis (2001) , and an edgedisjoint path-join algorithm by Vanetik et al. (2002) .
The AGM algorithm uses a vertex-based candidate generation method that increases the substructure size by one vertex at each iteration. Two size-k frequent graphs are joined only when the two graphs have the same size-(k − 1) Here, graph size means the number of vertices in a graph. The newly formed candidate includes the common size-(k − 1) subgraph and the additional two vertices from the two size-k patterns. Because it is undetermined that whether there is an edge connecting the additional two vertices, AGM actually can form two candidates. Figure 1 depicts the two subgraphs joined by two chains.
The FSG algorithm adopts an edge-based candidate generation strategy that increases the substructure size by one edge in each iteration. Two size-k patterns are merged if and only if they share the same subgraph having k-1 edges. In the edge-disjoint path method, graphs are classified by the number of disjoint paths they have, and two paths are edge-disjoint if they do not share any common edge. A substructure pattern with k+1 disjoint paths is generated by joining substructures with k disjoint paths.
The Apriori-based algorithms mentioned above have considerable overhead when two size-k frequent substructures are joined to generate size-(k + 1) graph candidates. In order to avoid such overhead, non-Apriori-based algorithms have been developed, most of which adopt the pattern-growth methodology, as discussed below.
Pattern-growth approach
Pattern-growth-based graph pattern mining algorithms include gSpan by Yan and Han (2002) , MoFa by Borgelt and Berthold (2002) , FFSM by Huan et al. (2003) , SPIN by , and Gaston by Nijssen and Kok (2004) . These algorithms are inspired by PrefixSpan , TreeMinerV (Zaki 2002) , and FREQT (Asai et al. 2002) at mining sequences and trees, respectively.
The pattern-growth mining algorithm extends a frequent graph by adding a new edge, in every possible position. A potential problem with the edge extension is that the same graph can be discovered many times. The gSpan algorithm solves this problem by introducing a right-most extension technique, where the only extensions take place on the right-most path. A right-most path is the straight path from the starting vertex v 0 to the last vertex v n , according to a depth-first search on the graph.
Besides the frequent substructure mining algorithms, constraint-based substructure mining algorithms have also been proposed. Mining closed graph patterns was studied by with the proposal of the algorithm, CloseGraph, as an extension of gSpan and CloSpan . Mining coherent subgraphs was studied by . For mining relational graphs, proposed two algorithms, CloseCut and Splat, to discover exact dense frequent substructures in a set of relational graphs. For large-scale graph database mining, a disk-based frequent graph mining method was proposed by . proposed an algo-rithm, TSMiner, for mining frequent large-scale structures (defined as topological structures) from graph datasets. Techniques are developed for pushing constraints and specifying approximate matches. Kuramochi and Karypis (2004) proposed an algorithm, GREW, for finding patterns corresponding to connected subgraphs that have a large number of vertex-disjoint embeddings from a large graph. Ting and Bailey (2006) proposed an algorithm for mining the minimal contrast subgraph which is able to capture the structural differences between any two collections of graphs.
Mining interesting frequent patterns
Although numerous scalable methods have been developed for mining frequent patterns and closed (maximal) patterns, such mining often generates a huge number of frequent patterns. People would like to see or use only interesting ones. What are interesting patterns and how to mine them efficiently? To answer such questions, many recent studies have contributed to mining interesting patterns or rules, including constraint-based mining, mining incomplete or compressed patterns, and interestingness measure and correlation analysis. These will be covered in this section.
Constraint-based mining
Although a data mining process may uncover thousands of patterns from a given set of data, a particular user is interested in only a small subset of them, satisfying some user-specified constraints. Efficient mining only the patterns that satisfy user-specified constraints is called constraint-based mining.
Studies have found that constraints can be categorized into several categories according to their interaction with the mining process. For example, succinct constraints can be pushed into the initial data selection process at the start of mining, anti-monotonic can be pushed deep to restrain pattern growth during mining, and monotonic constraints can be checked, and once satisfied, not to do more constraint checking at their further pattern growth (Ng et al. 1998; Lakshmanan et al. 1999) ; the push of monotonic constraints for mining correlated frequent itemsets was studied in the context of Grahne et al. (2000) . The push of convertible constraints, such as avg() ≥ v, can be performed by sorting items in each transaction in their value ascending or descending order for constrained pattern growth . Since many commonly used constraints belong to one of the above categories, they can be pushed deeply into the mining process. A dual mining approach was proposed by Bucila et al. (2003) . An algorithm, ExAnte, was proposed by Bonchi et al. (2003) to further prune the data search space with the imposed monotone constraints. Gade et al. (2004) proposed a block constraint which determines the significance of an itemset by considering the dense block formed by the pattern's items and transactions. An efficient algorithm is developed to mine the closed itemsets that satisfy the block constraints. Bonchi and Lucchese (2004) proposed an algorithm for mining closed constrained patterns by pushing deep monotonic constraints as well. Yun and Leggett (2005) proposed a weighted frequent itemset mining algorithm with the aim of pushing the weight constraint into the mining while maintaining the downward closure property. Constraint-based mining has also been explored in the context of sequential pattern mining (Garofalakis et al. 1999; , as mentioned in Sect. 2.5.
Mining compressed or approximate patterns
To reduce the huge set of frequent patterns generated in data mining while maintain the high quality of patterns, recent studies have been focusing on mining a compressed or approximate set of frequent patterns. In general, pattern compression can be divided into two categories: lossless compression and lossy compression, in terms of the information that the result set contains, compared with the whole set of frequent patterns.
Mining closed patterns, described in Sect . 2.3, is a lossless compression of frequent patterns. Mining all non-derivable frequent sets proposed by Calders and Goethals (2002) belongs to this category as well since the set of result patterns and their support information generated from these methods can be used to derive the whole set of frequent patterns. A depth-first algorithm, based on Eclat, was proposed by Calders and Goethals (2005) for mining the non-derivable itemsets. proposed to use a positive border with frequent generators to form a lossless representation. Lossy compression is adopted in most other compressed patterns, such as maximal patterns by Bayardo (1998) , top-k most frequent closed patterns by , condensed pattern bases by , k-summarized patterns or pattern profiles by Afrati et al. (2004) and , and clustering-based compression by Xin et al. (2005) .
For mining top-k most frequent closed patterns, a TFP algorithm ) is proposed to discover top-k closed frequent patterns of length no less than min_l. TFP gradually raises the support threshold during the mining and prunes the FP-tree both during and after the tree construction phase.
Due to the uneven frequency distribution among itemsets, the top-k most frequent patterns usually do not represent the most representative k patterns. Another branch of the compression work takes a "summarization" approach where the aim is to derive k representatives which cover the whole set of (closed) frequent itemsets. The k representatives provide compact compression over the collection of frequent patterns, making it easier to interpret and use. Afrati et al. (2004) proposed using k itemsets to approximate a collection of frequent itemsets. The measure of approximating a collection of frequent itemsets with k itemsets is defined to be the size of the collection covered by the k itemsets. proposed a profile-based approach to summarize a set of (closed) frequent itemsets into k representatives. A "profile" over a set of similar itemsets is defined as a union of these itemsets, as well as item probability distribution in the supporting transactions. The highlight of profile-based approach is its ability in restoration of individual itemsets and their supports with small error.
Clustering-based compression views frequent patterns as a set of patterns grouped together based on their pattern similarity and frequency support. The condensed pattern-base approach partitions patterns based on their support and then finds the most representative pattern in each group. The representative pattern approach by Xin et al. (2005) clusters the set of frequent itemsets based on both pattern similarity and frequency with a tightness measure δ (called δ-cluster). A representative pattern can be selected for each cluster. Siebes et al. (2006) proposed a formulation with the MDL principle -the best set of frequent itemsets is the set that compresses the database best. Heuristic algorithms are developed for finding the subset of frequent itemsets that compresses the database.
Since real data is typically subject to noise and measurement error, it is demonstrated through theoretical results that, in the presence of even low levels of noise, large frequent itemsets are broken into fragments of logarithmic size; thus the itemsets cannot be recovered by a routine application of frequent itemset mining. Yang et al. (2001) proposed two error-tolerant models, termed weak error-tolerant itemsets (ETI) and strong ETI. The support envelope proposed by Steinbach et al. (2004) is a tool for exploration and visualization of the high-level structures of association patterns. A symmetric ETI model is proposed such that the same fraction of errors are allowed in both rows and columns. Seppänen and Mannila (2004) proposed to mine the dense itemsets in the presence of noise where the dense itemsets are the itemsets with a sufficiently large submatrix that exceeds a given density threshold of attributes present. developed a general model for mining approximate frequent itemsets (AFI) which controls errors of two directions in matrices formed by transactions and items.
From frequent patterns to interestingness and correlation analysis
Frequent itemset mining naturally leads to the discovery of associations and correlations among items in large transaction data sets. The discovery of interesting association or correlation relationships can help in many business decision-making processes, such as catalog design, cross-marketing, and customer shopping behavior analysis.
The concept of association rule was introduced together with that of frequent pattern (Agrawal et al. 1993) . Let I = {i 1 , i 2 , . . . , i m } be a set of items. An association rule takes the form of α ⇒ β, where α ⊂ I, β ⊂ I, and α ∩ β = φ, and support and confidence are two measures of rule interestingness. An association rule is considered interesting if it satisfies both a min_sup threshold and a min_conf threshold.
Based on the definition of association rule, most studies take frequent pattern mining as the first and the essential step in association rule mining. However, not all the association rules so generated are interesting, especially when mining at a low support threshold or mining for long patterns. To mine interesting rules, a correlation measure has been used to augment the support-confidence framework of association rules. This leads to the correlation rules of the form α ⇒ β [support, confidence, correlation] . There are various correlation measures including lift, χ 2 , cosine and all_confidence.
The problem of rule interestingness has been studied by many researchers. Piatetski-Shapiro proposed the statistical independence of rules as an interestingness measure (Piatetsky-Shapiro 1991). proposed lift and χ 2 as correlation measures and developed an efficient mining method. Aggarwal and Yu (1998) studied the weakness of the support-confidence framework and proposed the strongly collective itemset model for association rule generation. Other alternatives to the support-confidence framework for assessing the interestingness of association rules are proposed in and Ahmed et al. (2000) . Silverstein et al. (1998) studied the problem of mining causal structures over transaction databases. Some comparative studies of different interestingness measures were done by Hilderman and Hamilton (2001) and Tan et al. (2002) . Since the probability of an item appearing in a particular transaction is usually very low, it is desirable that a correlation measure should not be influenced by null-transactions, i.e., the transactions that do not contain any of the items in the rule being examined. Tan et al. (2002) , Omiecinski (2003) , and Lee et al. (2003) found that all_confidence, coherence, and cosine are null-invariant and are thus good measures for mining correlation rules in transaction databases. Shekar and Natarajan (2004) proposed a data-driven approach for assessing the interestingness of association rules, which is evaluated by using relatedness based on relationships between item pairs. Blanchard et al. (2005) designed a rule interestingness measure, Directed Information Ratio, based on information theory. This measure could filter out the rules whose antecedent and consequent are negatively correlated and the rules which have more counter examples than examples. Gionis et al. (2006) recently proposed a new significance assessment that not only depends on the specific attributes, but also on the dataset as a whole, which is often missed by many existing methods such as χ 2 tests.
Studies were also conducted on mining interesting or unexpected patterns compared with user's prior knowledge. ) defined a preference model which captures the notion of unexpectedness. An algorithm was proposed for mining all unexpected rules which satisfy user-specified minimum "unexpectedness significance" and "unexpectedness strength". In Scheffer (2004, 2005 ), user's prior knowledge is expressed by a Bayesian network. The interestingness of an itemset is defined as the absolute difference between its support estimated from the data and from the Bayesian network. User's feedback on interestingness could also guide the discovery of interesting patterns .
Impact to data analysis and mining tasks
Frequent patterns discovered via mining processes not only themselves are interesting, but also useful to other data analysis and mining tasks, including (1) associative classification (Sect. 4.1), (2) 
Frequent pattern-based classification
Frequent itemsets have been demonstrated to be useful for classification, where association rules are generated and analyzed for use in classification (Liu et al. 1998; Dong and Li 1999; Li et al. 2000; Li et al. 2001; Yin and Han 2003; Wang and Karypis 2005) . The general idea is that strong associations between frequent patterns and class labels can be discovered. Then the association rules are used for prediction. In many studies, associative classification has been found to be more accurate than some traditional classification methods, such as C4.5.
The CBA algorithm for associative classification was proposed by Liu et al. (1998) . A classifier, using emerging patterns, was proposed by Dong and Li (1999) and Li et al. (2000) . Classification based on Multiple Association Rules (CMAR) was presented in Li et al. (2001) . Classification based on Predictive Association Rules (CPAR) was proposed in Yin and Han (2003) .
A recent work on top-k rule mining proposed by discovers top-k covering rule groups for each row of gene expression profiles. It uses a row enumeration technique and introduces several pruning strategies to make the rule mining process very efficient. A classifier RCBT is constructed from the top-k covering rule groups. Prediction is based on a classification score which combines the support and confidence measures of the rules.
Another recent work, HARMONY, by Wang and Karypis (2005) is a rulebased classifier which directly mines the final set of classification rules. It uses an instance-centric rule-generation approach and assures for each training instance, one of the highest-confidence rules covering the instance is included in the final rule set. It also introduces several search and pruning strategies to make HARMONY more efficient and scalable than previous rule-based classifiers. Cheng et al. (2007) conducted a systematic study and provided solid reasoning to support the methodology of frequent pattern-based classification. By building a connection between pattern frequency and discriminative measures, such as information gain and fisher score, it is shown that discriminative frequent patterns are essential for classification, whereas inclusion of infrequent patterns may not improve the classification accuracy due to their limited predictive power. A strategy is also proposed to set minimum support in frequent pattern mining for generating useful patterns. With this strategy, coupled with a proposed feature selection algorithm, discriminative frequent patterns can be generated for building high quality classifiers. Empirical studies demonstrate that the frequent pattern-based classification framework can achieve both high accuracy and good scalability in classifying large datasets.
In graph classification, Deshpande et al. (2003) used frequent subgraphs as features and built classification models based on them.
Frequent pattern-based cluster analysis
Cluster analysis in high-dimensional space is a challenging problem. Since it is easy to compute frequent patterns in subsets of high dimensions, it provides a promising direction for high-dimensional and subspace clustering.
For high-dimensional clustering, an Apriori-based dimension-growth subspace clustering algorithm called CLIQUE was proposed by Agrawal et al. (1998) . It integrates density-based and grid-based clustering methods. The Apriori property is used to find clusterable subspaces and dense units are identified. The algorithm then finds adjacent dense grid units in the selected subspaces using a depth first search. Clusters are formed by combining these units using a greedy growth scheme.
An entropy-based subspace clustering algorithm for mining numerical data, called ENCLUS, was proposed by Cheng et al. (1999) . ENCLUS uses the same Apriori property to mine interesting subspaces, as CLIQUE. However, this algorithm uses entropy as the basic measure. It is based on the observation that a subspace with clusters typically has lower entropy than a subspace without clusters.
Text mining based on key-words clustering and microarray data clustering are naturally high-dimensional clustering problem, and the frequent patternbased approach starts to demonstrate its power and promise. Beil et al. (2002) proposed a method for frequent term-based text clustering. proposed pCluster, a pattern similarity-based clustering method for microarray data analysis, and demonstrated its effectiveness and efficiency for finding subspace clusters in high-dimensional space.
Frequent pattern analysis versus cube computation
Frequent pattern analysis and data cube computation share many similarities because both need to orderly compute a large number of itemsets. The former computes such itemsets by "joining" frequent k-itemsets for some lower k, whereas the latter computes such itemset by teaming up the corresponding items from the involving dimensions. A direct link of frequent pattern to data cube is the iceberg cube which consists of only the cells whose measure (usually count) is no lower than a user-specified threshold.
Algorithms for iceberg cube computation also share similar principles of frequent pattern mining. The first algorithm to compute iceberg cubes which also exploits the Apriori property is BUC (Beyer and Ramakrishnan 1999) , proposed by Beyer and Ramakrishnan. The algorithm starts by reading the first dimension and partitioning it based on its distinct values. Then for each partition in the first dimension, it recursively computes the remaining dimensions until the size of the remaining partition is less than the minimum support. This bottom-up computation order facilitates Apriori-based pruning.
Several iceberg cube computation methods are derived from the FP-growth framework. The H-Cubing ) method, proposed by Han et al., uses a hyper-tree structure, called HTree, to facilitate cube computation, which can be viewed as an extension of FP-growth to (iceberg) cube computation.
The Star-Cubing algorithm (Xin et al. 2003) , proposed by Xin et al., modifies the HTree structure and uses an integrated computation order to exploit computational share and iceberg pruning at the same time.
Similar to closed frequent pattern, closed cube was introduced as a lossless compression of a full data cube. A formal study of the closed representation of data cube was conducted by Lakshmanan et al. (2002) . Condensed Cube and Dwarf Cube (Sismanis et al. 2002) were also introduced to reduce the cube size by exploiting the closure semantics. The C-Cubing method , developed by Xin et al., facilitates the closed cube computation by a closeness measure and has shown its effectiveness.
Gradient mining and discriminant analysis
Many data analysis tasks can be viewed as searching or mining in a multidimensional space. Besides traditional multidimensional analysis and data mining tasks, one interesting task is to find notable changes and comparative differences. This leads to gradient mining and discriminant analysis.
Gradient mining is to mine notable changes in multidimensional space. An interesting notion, called cubegrade was introduced by Imielinski et al. (2002) , which focuses on the notable changes in measures in the context of data cube by comparing a cube cell (referred as probe cell) with its gradient cells, namely, its ancestors, descendants, and siblings. A constrained gradient is a pair of probe cell and its gradient cell whose measures have notable difference. To mine the constrained gradients, an efficient algorithm, called LiveSet-Driven (Dong et al. 2004) , was proposed by Dong et al. which finds all good gradient-probe cell pairs in one search pass. It utilizes measure-value analysis and dimension-match analysis in a set-oriented manner, to achieve bidirectional pruning between the sets of hopeful probe cells and of hopeful gradient cells.
Methods for discriminative analysis over sequence data have also been proposed. Ji et al. (2005) studied the mining of minimal distinguishing subsequence that occurs frequently in one class of sequences and infrequently in sequences of another class. Extracting strong and succinct contrast information between two sequential datasets can be useful in applications like protein comparison, document comparison, and construction of sequential classification models. An efficient algorithm, called ConSGapMiner, is developed in (Ji et al. 2005) to find all distinguishing subsequences by first generating candidates, then computing their frequency support, testing the gap satisfaction, and finally using post processing to remove all non-minimal answers.
Applications
Frequent patterns, reflecting strong associations among multiple items or objects, capture the underlying semantics in data. They were successfully applied to inter-disciplinary domains beyond data mining. With limited space, we are focused in this section only on a small number of successful applications: (1) indexing and similarity search of complex structured data (Sect. 5.1), (2) spatio-temporal and multimedia data mining (Sect. 5.2), (3) stream data mining (Sect. 5.3), (4) web mining (Sect. 5.4), and (5) software bug mining and page-fetch prediction (Sect. 5.5).
Indexing and similarity search of complex structured data
Complex objects such as transaction sequence, event logs, proteins and images are widely used in many fields. Efficient search of these objects becomes a critical problem for many applications. Due to the large volume of data, it is inefficient to perform a sequential scan on the whole database and examine objects one by one. High performance indexing mechanisms thus are in heavy demand in filtering objects that obviously violate the query requirement.
gIndex ) proposes a discriminative frequent pattern-based approach to index structures and graphs. A fundamental problem arises: if only frequent patterns are indexed, how to find those queries which only have infrequent patterns? gIndex ) solved this problem by replacing the uniform support constraint with a size-increasing support function, which has very low support for small patterns but high support for large patterns. The concept developed in gIndex can also be applied to indexing sequences, trees, and other complicated structures as well. SeqIndex is one example using frequent pattern-based approach to index sequences. Taking frequent patterns as features, new strategies to perform structural similarity search were developed such as Grafil and PIS (Yan et al. 2006 ).
Spatiotemporal and multimedia data mining
A spatial database stores a large amount of space-related data, such as maps, preprocessed remote sensing or medical imaging data, and VLSI chip layout data. A spatiotemporal database stores time-related spatial data, such as weather dynamics, moving objects, or regional developments. Spatial data mining refers to the extraction of knowledge, spatial relationships, or other interesting patterns from spatial data. Similarly, spatiotemporal data mining is to find spatiotemporal knowledge and patterns.
Due to the complexity of spatiotemporal data objects and their relationships as well as their associated high computational cost, it is costly to mine spatiotemporal frequent patterns in spatiotemporal data. One important methodology that may substantially reduce the computational cost is progressive refinement (Koperski and Han 1995) , which performs rough computation at a coarse resolution and refines the results only for those promising candidates at finer resolutions. Koperski and Han (1995) proposed such a methodology at mining spatial association rules (or frequent patterns). At the coarse level of resolution, one may use rough spatial approximation such as minimum bounding rectangles to estimate the frequent pattern candidates. Only those frequent pairs will need to be re-examined at finer levels of resolution using more refined but expensive spatial computation. Similar methodology has been used in mining co-location patterns, by Xiong et al. (2004) and , where fur-ther optimization is performed by considering the spatial co-location property, i.e., the spatially closely located objects usually have more interesting and closer relationships than the objects located far apart. Such optimization ideas can be extended to mining spatiotemporal sequential patterns as well, as shown in Cao et al. (2005) . Moreover, show that even for mining outliers in massive moving object data sets, one can find movement fragment patterns by spatial overlay, and such movement fragments can be taken as motifs for further identification of outliers by motif-based classification.
A multimedia database system stores and manages a large collection of multimedia data, such as audio, video, image, graphics, speech, text, document, and hypertext data. Multimedia data mining is finding patterns and knowledge from multimedia data.
Frequent pattern analysis in multimedia data plays a similar important role in multimedia data mining. To mine frequent patterns in multimedia data, each image object can be treated as a transaction and frequently occurring patterns among different images can be discovered. Notice that an image may contain multiple objects, each with many features such as color, shape, texture, keyword, and spatial location, so there could be many possible associations. Moreover, since a picture containing multiple recurrent objects is an important feature in image analysis, recurrence of the same object should be considered as important in frequent pattern analysis. Furthermore, spatial relationships among different objects in an image are also considered crucial in image analysis. Thus all these factors will be considered in multimedia frequent pattern mining. Zaïane et al. (2000) takes those factors into consideration and developed a progressive refinement algorithm for mining multimedia associations.
Mining data streams
Tremendous and potentially infinite volumes of data streams are often generated by real-time surveillance systems, communication networks, Internet traffic, online transactions in the financial market or retail industry, electric power grids, industry production processes, scientific and engineering experiments, remote sensors, and other dynamic environments. Unlike traditional data sets, stream data flow in and out of a computer system continuously and with varying update rates. It may be impossible to store an entire data stream or to scan through it multiple times due to its tremendous volume. To discover knowledge or patterns from data streams, it is necessary to develop single-scan and on-line mining methods.
For mining frequent items and itemsets on stream data, Manku and Motwani proposed sticky sampling and lossy counting algorithms for approximate frequency counts over data streams (Manku and Motwani 2002) . Karp et al., proposed a counting algorithm for finding frequent elements in data streams (Karp et al. 2003) . Chang and Lee (2003) proposed an algorithm for finding recent frequent itemsets adaptively over an online data stream by decaying the effect of old transactions. Yu et al. (2004) proposed an FDPM algorithm for mining frequent itemsets over data streams with a false-negative oriented approach. It is argued in Yu et al. (2004) that, compared with the false-positive mining approach (e.g., lossy counting), the false-negative approach can effectively mine frequent itemsets with a bound of memory consumption, while in the false-positive approach, the number of false-positive frequent itemsets could increase exponentially, which makes the mining intractable. Chi et al. (2004) proposed an algorithm for mining closed frequent itemsets over a sliding window. A synopsis data structure is designed to monitor the transactions in the sliding window and a compact data structure -a closed enumeration tree is used to maintain a dynamically selected set of itemsets. Metwally et al. proposed a method for computing frequent and top-k elements in data streams by carefully using buffer space (Metwally et al. 2005) . Jin and Agarwal (2005) proposed a one pass algorithm for frequent itemset mining which has deterministic bound on the accuracy and does not require any out-of-core summary structure. Lin et al. (2005) proposed an algorithm for mining frequent itemsets from data streams based on a time-sensitive sliding window.
Web mining
Web mining is the application of data mining techniques to discover patterns and knowledge from the Web (Kosala and Blockeel 2000; Srivastava et al. 2000) . There are three different types of web mining: web content mining, web structure mining, and web usage mining. Web content mining is a knowledge discovery task of finding information within web pages, while web structure mining aims to discover knowledge hidden in the structures linking web pages. Web usage mining is focused on the analysis of users' activities when they browse and navigate through the Web. Classical examples of web usage mining include, but not limited to, user grouping (users that often visit the same set of pages), page association (pages that are visited together), and sequential clickthrough analysis (the same browse and navigation orders that are followed by many users).
Association rules discovered for pages that are often visited together can reveal user groups (Eirinaki and Vazirgiannis 2003) and cluster web pages. Web access patterns via association rule mining in web logs were proposed by (Chen et al. 1996; Srivastava et al. 2000; Punin and Krishnamoorthy 2001) . Sequential pattern mining in web logs could find browse and navigation orders (i.e., pages that are accessed immediately after another), which might be used to refine cache design and web site design. More complicated patterns such as frequent tree-like traversal patterns were examined by (Chen et al. 1996; Nanopoulos and Manolopoulos 2001) .
Software bug mining and system caching
Analyzing the executions of a buggy software program is essentially a data mining process. It is interesting to observe that frequent pattern mining has started playing an important role in software bug detection and analysis.
Many interesting methods have been developed to trace crashing bugs, such as memory violation and core dumps in various aspects. However, it is still difficult to analyze non-crashing bugs such as logical errors. Liu et al. (2005) developed a novel method to classify the structured traces of program executions using software behavior graphs. The classification framework is built on an integration of frequent graph mining and SVM classification. Suspicious buggy regions are identified through the capture of the classification accuracy change, which is measured incrementally during program execution.
CP-Miner , relying on pattern mining techniques, is able to identify copy-pasted code for bug isolation. PR-Miner (Li and Zhou 2005) uses frequent pattern mining to extract application-specific programming rules from source code. A violation of these rules might indicate a potential software bug.
Frequent pattern mining has also been successfully applied for mining block correlations in storage systems. Based on CloSpan an algorithm called C-Miner, by , was proposed to mine frequent sequential patterns of correlated blocks from block access traces. It is built based on the observation that block correlations are common semantic patterns in storage systems. These correlations can be exploited for improving the effectiveness of storage caching, prefetching, data layout, and disk scheduling. In addition to storage system, frequent XML query patterns are also used to improve the caching performance of XML management systems .
Research directions
With abundant literature published in research into frequent pattern mining, one may wonder whether we have solved most of the critical problems related to frequent pattern mining so that the solutions provided are good enough for most of the data mining tasks. However, based on our view, there are still several critical research problems that need to be solved before frequent pattern mining can become a cornerstone approach in data mining applications.
First, the most focused and extensively studied topic in frequent pattern mining is perhaps scalable mining methods. Have we exhausted our search for efficient mining methodologies so that one can readily derive desired pattern sets with satisfactory performance? The answer, to many's surprise, is probably negative. We feel the bottleneck of frequent pattern mining is not on whether we can derive the complete set of frequent patterns under certain constraints efficiently but on whether we can derive a compact but high quality set of patterns that are most useful in applications. The set of frequent patterns derived by most of the current pattern mining methods is too huge for effective usage. There are proposals on reduction of such a huge set, including closed patterns, maximal patterns, approximate patterns, condensed pattern bases, representative patterns, clustered patterns, and discriminative frequent patterns, as introduced in the previous sections. However, it is still not clear what kind of patterns will give us satisfactory pattern sets in both compactness and representative quality for a particular application, and whether we can mine such patterns directly and efficiently. Much research is still needed to substantially reduce the size of derived pattern sets and enhance the quality of retained patterns.
Second, although we have efficient methods for mining precise and complete set of frequent patterns, approximate frequent patterns could be the best choice in many applications. For example, in the analysis of DNA or protein sequences, one would like to find long sequence patterns that approximately match the sequences in biological entities, similar to BLAST. Can we mine such patterns effectively? Much research is still needed to make such mining more effective than the currently available tools in bioinformatics.
Third, to make frequent pattern mining an essential task in data mining, much research is needed to further develop pattern-based mining methods. For example, classification is an essential task in data mining. Can we construct better classification models using frequent patterns than most other classification methods? What kind of frequent patterns are more effective than other frequent patterns. Can we mine such pattern directly from data? These questions need to be answered before frequent patterns can play an essential role in several major data mining tasks, such as classification.
Fourth, we need mechanisms for deep understanding and interpretation of patterns, e.g., semantic annotation for frequent patterns, and contextual analysis of frequent patterns. The main research work on pattern analysis has been focused on pattern composition (e.g., the set of items in item-set patterns) and frequency. The semantic of a frequent pattern includes deeper information: what is the meaning of the pattern; what are the synonym patterns; and what are the typical transactions that this pattern resides? In many cases, frequent patterns are mined from certain data sets which also contain structural information. For example, the shopping transaction data is normally tagged with time and location. Some text data (e.g., research papers) has associated attributes (e.g., authors, journals, or conferences). A contextual analysis of frequent patterns over the structural information can help respond questions like "why this pattern is frequent?" An example answer could be "this pattern is frequent because it happens heavily during time T 1 to T 2 ". We believe the deep understanding of frequent patterns is essential to improve the interpretability and the usability of frequent patterns. One initial study in this direction is done by Mei et al. (2006) .
Finally, applications often raise new research issues and bring deep insight on the strength and weakness of an existing solution. This is also true for frequent pattern mining. On one side, it is important to go to the core part of pattern mining algorithms, and analyze the theoretical properties of different solutions. On the other side, although we only cover a small subset of applications in this article, frequent pattern mining has claimed a broad spectrum of applications and demonstrated its strength at solving some problems. Much work is needed to explore new applications of frequent pattern mining. For example, bioinformatics has raised a lot of challenging problems, and we believe frequent pattern mining may contribute a good deal to it with further research efforts.
Conclusions
In this article, we present a brief overview of the current status and future directions of frequent pattern mining. With over a decade of extensive research, there have been hundreds of research publications and tremendous research, development and application activities in this domain. It is impossible for us to give a complete coverage on this topic with limited space and our limited knowledge. Hopefully, this short overview may provide a rough outline of the recent work and give people a general view of the field. In general, we feel that as a young research field in data mining, frequent pattern mining has achieved tremendous progress and claimed a good set of applications. However, in-depth research is still needed on several critical issues so that the field may have its long lasting and deep impact in data mining applications.
