Some new properties of Confluent Hypergeometric Functions by Luo, Xu-Dan & Lin, Wei-Chuan
ar
X
iv
:1
50
9.
06
46
5v
1 
 [m
ath
.C
V]
  2
2 S
ep
 20
15
SOME NEW PROPERTIES OF CONFLUENT
HYPERGEOMETRIC FUNCTIONS
XU-DAN LUO AND WEI-CHUAN LIN
Abstract. The confluent hypergeometric functions (the Kummer functions)
defined by 1F1(α; γ; z) :=
∑∞
n=0
(α)n
n!(γ)n
zn (γ 6= 0,−1,−2, · · · ), which are of
many properties and great applications in statistics, mathematical physics,
engineering and so on, have been given. In this paper, we investigate some
new properties of 1F1(α; γ; z) from the perspective of value distribution the-
ory. Specifically, two different growth orders are obtained for α ∈ Z≤0 and
α 6∈ Z≤0, which are corresponding to the reduced case and non-degenerated
case of 1F1(α; γ; z). Moreover, we get an asymptotic estimation of character-
istic function T (r, 1F1(α; γ; z)) and a more precise result of m
(
r, 1
F ′1(α;γ;z)
1F1(α;γ;z)
)
,
compared with the Logarithmic Derivative Lemma. Besides, the distribution of
zeros of the confluent hypergeometric functions is discussed. Finally, we show
how a confluent hypergeometric function and an entire function are uniquely
determined by their c-values.
1. Introduction
1.1. Background. It is a well-known fact that some special functions are the so-
lutions of second-order differential equations, whose standard form is
(1.1)
d2y
dz2
+ p(z)
dy
dz
+ q(z)y(z) = 0,
where p(z) and q(z) are given complex-valued functions.
The singularities of (1.1) may be those of solutions, and solutions are analytic
at the ordinary points of (1.1).
Definition 1.1. If z = z0 is a singularity of (1.1), then z = z0 is a regular singu-
larity of (1.1) if and only if
(1.2) (z − z0) · p(z), (z − z0)2 · q(z)
are analytic in {z : |z − z0| < R}, where R is a positive real number.
Definition 1.2. A class of equations with n regular singularities is called Fuchsian
type equations, where n is a positive integer.
When n = 3, the Fuchsian type equation
(1.3) z(1− z)d
2y
dz2
+ [γ − (α+ β + 1) z] dy
dz
− αβy(z) = 0
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is called the Gauss hypergeometric equation, which has three regular singularities
{0, 1,∞}.
(1.4) 2F1 (α, β; γ; z) :=
∞∑
n=0
(α)n(β)n
n!(γ)n
zn (γ 6= 0,−1,−2, · · · )
satisfies (1.3) and is convergent in D(0, 1) := {z : |z| < 1}. When γ 6∈ Z,
z1−γ2F1(α − γ + 1, β − γ + 1; 2 − γ; z) is linearly independent of (1.4) and con-
vergent in D(0, 1), where (α)n := α(α + 1) · · · (α+ n− 1) = Γ(α+n)Γ(α) is called rising
factorial of length n.
Moreover, each equation with three regular singularities can be transferred into
the Gauss hypergeometric equation, whose solutions are related to the hypergeo-
metric functions 2F1 (α, β; γ; z).
If we replace z by zb in the Gauss hypergeometric equation (1.3), let b = β →∞,
then (1.3) will be reduced into the confluent hypergeometric equation
(1.5) z
d2y
dz2
+ (γ − z)dy
dz
− αy(z) = 0.
It is easy to see that z = 0 is still a regular singularity, but z = ∞ becomes an
irregular singularity. Around the origin,
(1.6) 1F1(α; γ; z) :=
∞∑
n=0
(α)n
n!(γ)n
zn (γ 6= 0,−1,−2, · · · )
is one solution of (1.5), which is entire, called the confluent hypergeometric function
(the Kummer function). In particular, when α = −n = 0,−1,−2, · · · , 1F1(−n; γ; z)
is a polynomial.
On the other hand, from the viewpoint of physics (see [14], Chapter 1), physicists
started to focus on the confluent hypergeometric functions when they tried to solve
equations of the type
(1.7) ▽2 ψ + 8π
2M
h2
(
E +
µ
r
)
ψ = 0,
where ▽2 = ∂2∂x2 + ∂
2
∂y2 +
∂2
∂z2 , ψ is a function of the spherical coordinates r, θ and
φ.
Then ψ = α(r)β(θ)γ(φ), where γ(φ) = emiφ, β(θ) = Pml (cos θ), a Legendre
polynomial, and α(r) is a function satisfies a second-order differential equation
(1.8) r2α′′(r) + 2rα′(r) + (ar2 + br)R(r) = c,
whose solutions are related to the confluent hypergeometric functions.
1.2. The general solutions of confluent hypergeometric equations near
the origin. (see [2]) If we put z = λξ, y = zρ ·ehz ·η, the confluent hypergeometric
equation (1.5) transforms into
ξ
d2η
dξ2
+ [γ + 2ρ− (1− 2h)λξ] dη
dξ
+
[
ρ(ρ+ γ − 1)
ξ
− λ(α − hγ + ρ− 2hρ) + λ2h(h− 1)ξ
]
η = 0.
(1.9)
This equation will have the same form of (1.5) if ρ = 0 or ρ = 1−γ, h = 0 or h = 1,
λ(1− 2h) = 1.
3Since one solution of (1.5) is
(1.10) y1 = 1F1(α; γ; z),
and the transformations give three further solutions,
(1.11) y2 = z
1−γ
1F1(α− γ + 1; 2− γ; z),
(1.12) y3 = e
z
1F1(γ − α; γ;−z),
(1.13) y4 = z
1−γez1F1(1− α; 2 − γ;−z).
From their behavior at the origin, it follows that y1 and y2 are linearly independent
if γ 6∈ Z so that (in this case) the general solution of (1.5) may be written as
y = Ay1 +By2, where A and B are constants.
Note that both y1 and y3 are solutions of (1.5) and regular at the origin, having
the value unity there. If γ 6∈ Z, differential equation (1.5) cannot have more than
one such solution, then we must have y1 = y3, i.e.,
(1.14) 1F1(α; γ; z) = e
z
1F1(γ − α; γ;−z),
which is known as Kummer’s transformation. Similarly, y2 = y4 can be obtained
by Kummer’s transformation also.
1.3. Some properties of the confluent hypergeometric functions. (see [2]
and [14]) For each confluent hypergeometric function 1F1(α; γ; z), there exist four
functions
(1.15) 1F1(α+ 1; γ; z), 1F1(α− 1; γ; z), 1F1(α; γ + 1; z), 1F1(α; γ − 1; z)
contiguous to it are linearly connected. They form the following recurrence rela-
tions.
(1.16) (γ − α)1F1(α− 1; γ; z) + (2α− γ + z)1F1(α; γ; z)− α1F1(α+ 1; γ; z) = 0,
(1.17) γ(γ−1)1F1(α; γ−1; z)−γ(γ−1+z)1F1(α; γ; z)+z(γ−α)1F1(α; γ+1; z) = 0,
(1.18) (α − γ + 1)1F1(α; γ; z)− α1F1(α+ 1; γ; z) + (γ − 1)1F1(α; γ − 1; z) = 0,
(1.19) γ1F1(α; γ; z)− γ1F1(α− 1; γ; z)− z1F1(α; γ + 1; z) = 0,
(1.20) γ(α+ z)1F1(α; γ; z) + z(α− γ)1F1(α; γ + 1; z)− αγ1F1(α + 1; γ; z) = 0,
(1.21) (α−1+z)1F1(α; γ; z)+(γ−α)1F1(α−1; γ; z)+(1−γ)1F1(α; γ−1; z) = 0.
These relations are not all independent. If we choose two of them suitably, all the
others follow by simple operations.
Any function 1F1(α +m; γ + n; z), m, n integers, is said to be associated with
1F1(α; γ; z). By repeated application of the relations between contiguous func-
tions, any three associated functions are connected by a homogeneous linear relation
whose coefficients are polynomials in z. Moreover,
(1.22)
dn
dzn
1F1(α; γ; z) =
(α)n
(γ)n
1F1(α+ n; γ + n; z).
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1.4. Integral representations of the confluent hypergeometric functions.
(see [2] and [16]) It is known that homogeneous linear differential equations whose
coefficients are linear functions of the independent variable can be integrated by
Laplace integrals. Then
(1.23) 1F1(α; γ; z) =
Γ(γ)
Γ(α)Γ(γ − α)
∫ 1
0
ezuuα−1(1− u)γ−α−1du,
where ℜγ > ℜα > 0, arg u = arg(1− u) = 0.
Another type of integral representation uses Mellin-Barnes integrals, thus
(1.24) 1F1(α; γ; z) =
1
2πi
· Γ(γ)
Γ(α)
·
∫ i∞
−i∞
Γ(α+ s)Γ(−s)
Γ(γ + s)
(−z)sds,
where α 6= 0,−1,−2, · · · , | arg(−z)| < π2 .
Besides,
(1.25)
1F1(α; γ; z) =
1
(2πi)2
·e−iπγΓ(1−α)Γ(γ)Γ(1+α−γ)
∫ (1+,0+,1−,0−)
ezttα−1(1−t)γ−α−1dt,
where the contour of integration is a double loop starting at a point A between 0
and 1 on the real t axis, with arg t = arg(1 − t) = 0 at A, encircling first t = 1 in
the positive sense, then t = 0 in the positive sense, then t = 1 in the negative sense,
and finally t = 0 in the negative sense, returning to A.
(1.26) 1F1(α; γ; z) =
1
2πi
· Γ(γ)Γ(α− γ + 1)
Γ(α)
∫ (1+)
0
ezttα−1(t− 1)γ−α−1dt,
where ℜα > 0, the contour is a loop starting (and ending) at t = 0 and encircling
1 once in the positive sense.
(1.27) 1F1(α; γ; z) = − 1
2πi
· Γ(γ)Γ(1 − α)
Γ(γ − α)
∫ (0+)
1
ezttα−1(1 − t)γ−α−1dt,
where ℜ(γ − α) > 0, the contour is the above one by interchanging the roles of 0
and 1.
1.5. Asymptotic behavior. (see [2]) The asymptotic behavior of confluent hy-
pergeometric functions is different according as the large quantity is the variable,
one of the parameters, or two or all three of these quantities.
Asymptotic behavior for large |z| is
1F1(α; γ; z) =
Γ(γ)
Γ(γ − α)
(
eiπǫ
z
)α M∑
n=0
(α)n(α− γ + 1)n
n!
(−z)−n +O(|z|−α−M−1)
+
Γ(γ)
Γ(α)
ezzα−γ
N∑
n=0
(γ − α)n(1− α)n
n!
z−n +O(
∣∣ezzα−γ−N−1∣∣),
(1.28)
where M,N = 0, 1, 2, · · · , ǫ = 1 if ℑz > 0, ǫ = −1 if ℑz < 0, z →∞, −π < arg z <
π.
5In particular, as ℜz →∞,
(1.29) 1F1(α; γ; z) =
Γ(γ)
Γ(α)
ezzα−γ
[
1 + O(|z|−1)] ,
and as ℜz → −∞,
(1.30) 1F1(α; γ; z) =
Γ(γ)
Γ(γ − α) (−z)
−α [1 +O(|z|−1)] .
Moreover, if α and z are bounded, γ →∞,
(1.31) 1F1(α; γ; z) = 1 +O(|γ|−1).
If γ − α and z are bounded, γ →∞,
(1.32) 1F1(α; γ; z) = e
z
[
1 +O(|γ|−1)] .
1.6. The generalized Laguerre polynomials. (see [2], [9] and [16]) Laguerre’s
equation
(1.33) z
d2y
dz2
+ (µ+ 1− z)dy
dz
+ ny = 0 (n = 0, 1, 2, · · · )
is a special case of the confluent hypergeometric equation
(1.34) z
d2y
dz2
+ (µ+ 1− z)dy
dz
− αy = 0
by choosing α = −n = 0,−1,−2, · · · . Then the polynomial 1F1(−n;µ + 1; z) is a
solution of this equation for µ 6∈ Z<0. In particular, when µ = 0,
(1.35) 1F1(−n; 1; z) = e
z
n!
· d
n
dzn
(
e−zzn
)
=
1
n!
(
d
dz
− 1
)n
zn,
which is the Rodrigues formula. The polynomial F (−n; 1; z) is called the Laguerre
polynomial.
Definition 1.3. The generalized Laguerre polynomials (The Sonine polynomials)
are defined by
(1.36) Lµn(z) =
z−µez
n!
· d
n
dzn
(
e−zzn+µ
)
,
where µ 6∈ Z<0.
Then
(1.37) Lµn(z) =
z−µ
n!
·
(
d
dz
− 1
)n
zn+µ =
Γ(µ+ 1 + n)
n! · Γ(µ+ 1) 1F1(−n;µ+ 1; z).
Obviously, Lµn(z) is a polynomial of degree n, and L
0
n(z) = 1F1(−n; 1; z).
The Laguerre’s equation is equivalent to the statement that Lµn(z) is the eigen-
function with respect to eigenvalue n of the second-order differential operator
(1.38) L = −z d
2
dz2
+ (z − µ− 1) d
dz
.
Then the operator is self-adjoint with respect to the inner product
(1.39) 〈f, g〉 =
∫ ∞
0
f(z)g(z)ω(z)dz,
where ω(z) is weight function, i.e.,
(1.40) 〈Lf, g〉 = 〈f,Lg〉.
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Based on the integral representations of confluent hypergeometric functions, one
can get the degenerated cases for α ∈ Z≤0, the basic one is
(1.41) Lµn(z) =
(−1)n
2πi
∫ (0+)
ezt(1− t)µ+nt−n−1dt,
where the contour encircles t = 0 in the positive sense, and t = 1 is outside the
contour, | arg(1− t)| < π.
Set t = 1− vz in the above equality, then
Lµn(z) = e
zz−µ
1
2πi
∫ (z+) e−vvµ+n
(v − z)n+1 dv
=
ezz−µ
n!
· d
n
dzn
(
zµ+ne−z
)
,
(1.42)
which implies a differentiation formula
(1.43) Lmn (z) = (−1)m
dm
dzm
L0m+n(z),
where n and m are nonnegative integers.
From the integral representation, one can get
(1.44)
∞∑
n=0
Lµn(z)t
n =
e−
zt
1−t
(1− t)µ+1 (|t| < 1),
the function of right hand side is called a generating function of Lµn(z).
Besides, if we consider a collection of generalized Laguerre polynomials {Lµn(z)},
n = 0, 1, 2, · · · , then
(1.45)
∫ ∞
0
zµe−zLµn(z)L
µ
n′(z)dz =
Γ(µ+ n+ 1)
n!
δnn′ ,
which is the orthogonality of the generalized Laguerre polynomials.
1.7. Applications. In statistics, 1F1(α; γ; z) with integral and half integral values
of the parameters α and γ, occurs in the distributions of many important statistics,
such as F-statistics and D2-statistics (see [11]). Moreover, it is well-known that
Error function and Incomplete function appear in statistics commonly, which can
be represented by the confluent hypergeometric functions, i.e.,
(1.46) erfx =
2√
π
∫ x
0
e−t
2
dt =
2x√
π
e−x
2
1F1
(
1;
3
2
;x2
)
,
(1.47) Γx(n) =
∫ x
0
e−ttn−1dt =
1
n
e−xxn1F1(1;n+ 1;x).
7The normal distribution function with mean m and standard deviation σ is given
by
1
σ
√
2π
∫ x
−∞
e−(t−m)
2/(2σ2)dt
=
1
2
erfc
(
m− x
σ
√
2
)
=
1
2
[
1− erf
(
m− x
σ
√
2
)]
=
1
2
1− 2
(
m−x
σ
√
2
)
√
π
e
−
(
m−x
σ
√
2
)2
1F1
(
1;
3
2
;
(
m− x
σ
√
2
)2) .
(1.48)
The Poisson-Charlier polynomials, arising in the calculus of probability, can be
expressed by means of generalized Laguerre polynomials as
(1.49) Cn(x;µ) =2 F0
(
−n,−x;− 1
µ
)
= (−1)n · n! · L−1−xn
(
− 1
µ
)
.
In quantum mechanics, the study of almost all physical systems allowing exact
solutions for Schro¨dinger equation (e.g., the harmonic oscillator, the hydrogen atom,
the Morse, Po¨schl-Teller, Wood-Saxon, Hulthe´n or Eckart potentials) is reduced to
the analysis of either hypergeometric or confluent hypergeometric equations (see
[12] and [13]). Besides, for the two-dimensional Coulomb potential, each physical
normalized eigenfunction associated to a bounded state can be described in two
ways by means of the confluent hypergeometric functions.
What is more, the confluent hypergeometric equations are related to some equa-
tions owning one regular singularity and one irregular singularity, such as the Whit-
taker equation, the Bessel equation and the Coulomb wave equation. Specifically,
the Bessel equation
(1.50)
d2f
dz2
+
1
z
df
dz
+
(
1− ν
2
z2
)
f(z) = 0
can be viewed as a special case of the confluent hypergeometric equation under the
transformation
(1.51) f(z) = zνe−
ξ
2 y(z), ξ = 2iz,
where y(ξ) satisfies the confluent hypergeometric equation
(1.52) ξ
d2y
dξ2
+ (2ν + 1− ξ)dy
dξ
−
(
ν +
1
2
)
y(ξ) = 0
with α = ν + 12 , γ = 2ν + 1 = 2α in (1.5).
The Whittaker equation
(1.53)
d2ω
dz2
+
(
−1
4
+
k
z
+
1
4 −m2
z2
)
ω = 0,
which is the normal form of confluent hypergeometric equation (1.5) via the sub-
stitutions y(z) = e
z
2 z−
γ
2 ω(z), k = γ2 −α and m = γ−12 . It has a regular singularity
at the origin with exponents 12 ±m, and an irregular singularity at infinity of rank
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one. If 2m is not an integer, then the two linearly independent solutions at origin
are
(1.54) Mk,m(z) = e
− z2 z
γ
2 F (α; γ; z) = e−
z
2 z
1
2+m1F1
(
1
2
+m− k; 1 + 2m; z
)
and
(1.55)
Mk,−m(z) = e−
z
2 z1−
γ
2 F (α−γ+1; 2−γ; z) = e− z2 z 12−m1F1
(
1
2
−m− k; 1− 2m; z
)
.
Moreover, the confluent hypergeometric functions are connected with represen-
tations of the group of third-order triangular matrices (see [15]). The elements of
this group are of the form
(1.56)
 1 α β0 γ δ
0 0 1
 ,
where α, β, γ, δ are real numbers, and γ > 0. Vilenkin (see [15]) constructs irre-
ducible representations of this group, in which the diagonal matrices correspond to
operators of multiplication by an exponential function. The other group elements
correspond to integral operators whose kernels can be expressed in terms of Whit-
taker functions. The identification can be used to obtain various properties of the
Whittaker functions, including recurrence relations and derivatives.
In this paper, we will use Nevanlinna’s value distribution theory and Wiman-
Valiron theory to describe some new properties of confluent hypergeometric func-
tions. For the convenience of readers, we list the following standard notations and
results in Nevanlinna theory (see [4]).
Let f be a nonconstant meromorphic function in the complex plane. Then the
proximity function m(r, f), counting function N(r, f), reduced counting function
N(r, f), characteristic function T (r, f) and order σ(f) are defined by
(1.57) m(r, f) =
1
2π
∫ 2π
0
log+ |f(reiθ)|dθ,
(1.58) N(r, f) =
∫ r
0
n(t, f)− n(0, f)
t
dt+ n(0, f) log r,
(1.59) N(r, f) =
∫ r
0
n(t, f)− n(0, f)
t
dt+ n(0, f) log r,
(1.60) T (r, f) = m(r, f) +N(r, f),
(1.61) σ(f) = lim sup
r→∞
log+ T (r, f)
log r
,
respectively, where log+ x = max{logx, 0} for all x ≥ 0, n(t, f) denotes the number
of poles of f in the closed disc D(0, t) = {z : |z| ≤ t}, counting multiplicities and
n(t, f) denotes the number of poles of f in D(0, t), ignoring multiplicities.
We recall the following results:
(i) The arithmetic properties of T (r, f) and m(r, f):
(1.62) T (r, fg) ≤ T (r, f) + T (r, g),
9(1.63) T (r, f + g) ≤ T (r, f) + T (r, g) +O(1).
The same inequalities hold for m(r, f).
(ii) T (r, f) is an increasing function with respect to r. Moreover, f is a rational
function if and only if
(1.64) T (r, f) = O(log r).
(iii)Nevanlinna’s First Main Theorem:
(1.65) T (r, f) = T
(
r,
1
f
)
+O(1).
(iv) The Logarithmic Derivative Lemma: If f is of finite order, then
(1.66) m
(
r,
f ′
f
)
= O(log r).
If f is of infinite order, then
(1.67) m
(
r,
f ′
f
)
= O(log rT (r, f)),
outside of a possible exceptional set of finite linear measure.
(v) Nevanlinna’s Second Main Theorem:
(1.68) (q − 2)T (r, f) ≤
q∑
j=1
N
(
r,
1
f − aj
)
+ S(r, f),
where a1, a2, · · · , aq are distinct complex numbers in Cˆ = C
⋃{∞} and S(r, f)
denotes a quantity satisfying S(r, f) = O(log(rT (r, f))), outside of a possible ex-
ceptional set of finite linear measure. If f is of finite order, then S(r, f) = O(log r).
2. Some Lemmas
In order to prove our main results in Section 3-5, we need the following lemmas.
Lemma 2.1 ([8]). If f is an entire function of order σ, then
(2.1) σ = lim sup
r→∞
log+ νf (r)
log r
= lim sup
r→∞
log+ log+ µf (r)
log r
,
where µf (r) and νf (r) are the maximum term and central index of f(z) respectively.
Lemma 2.2 ([8]). Let f be a transcendental entire function, let 0 < δ < 14 and z
be such that |z| = r and that
(2.2) |f(z)| > M(r, f)νf (r)− 14+δ
holds. Then there exists a set F ⊂ R+ of finite logarithmic measure, i.e.,
∫
F
dt
t <
+∞, such that
(2.3) f (m)(z) =
(
νf (r)
z
)m
(1 + o(1))f(z)
holds for all m ≥ 0 and all r 6∈ F .
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Lemma 2.3 ([4]). Let f(z) be a nonconstant entire function and M(r, f) :=
max|z|=r |f(z)|, then
(2.4) T (r, f) ≤ log+M(r, f) ≤ R+ r
R− rT (R, f)
for 0 ≤ r < R <∞.
Lemma 2.4 ([4]). Let h(z) be a nonconstant entire function and f(z) = eh(z), σ
and µ be the order and the lower order of f(z).
(i) If h(z) is a polynomial of degree p, then σ = µ = p.
(ii) If h(z) is a transcendental entire function, then σ = µ =∞.
3. Nevanlinna Characteristic Of 1F1(α, γ; z)
As we know, around the origin, 1F1(α; γ; z) is one solution of z
d2y
dz2 +(γ− z)dydz −
αy(z) = 0, which is an entire function. In this section, we shall discuss the rate
of growth of the function by showing estimates of maximum modulus function
M(r, 1F1(α; γ; z)) and Nevanlinna characteristic function T (r, 1F1(α; γ; z)), com-
puting the order σ(1F1(α; γ; z)), and providing a better estimation ofm
(
r, 1
F ′1(α;γ;z)
1F1(α;γ;z)
)
,
which are our main results.
Theorem 3.1. Let 1F1(α; γ; z) be a confluent hypergeometric function, where γ 6=
0,−1,−2, · · · . Then T (r, 1F1(α; γ; z)) = O(r) for α 6∈ Z≤0, T (r, 1F1(α; γ; z)) =
O(log r) for α ∈ Z≤0.
Proof. Since the confluent hypergeometric function
(3.1) 1F1(α; γ; z) =
∞∑
n=0
(α)n
n!(γ)n
zn (γ 6= 0,−1,−2, · · · ),
then
m (r, 1F1(α; γ; z))
=
1
2π
∫ 2π
0
log+ |1F1(α, γ; reiθ)|dθ
=
1
2π
∫ 2π
0
log+
∣∣∣∣∣
∞∑
n=0
(α)n
n!(γ)n
(
reiθ
)n∣∣∣∣∣ dθ
=
1
2π
∫ 2π
0
log+
∣∣∣∣∣
∞∑
n=0
(α)n
n!(γ)n
rneinθ
∣∣∣∣∣ dθ
≤ 1
2π
∫ 2π
0
log+
∞∑
n=0
∣∣∣∣ (α)nn!(γ)n rneinθ
∣∣∣∣ dθ
=
1
2π
∫ 2π
0
log+
∞∑
n=0
∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rndθ
= log+
∞∑
n=0
∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rn.
(3.2)
Next, we will distinguish three cases to discuss for α 6∈ Z≤0.
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Case 1. If ℜα < ℜγ, then we can find a smallest j ∈ Z+ such that ℜα+ j > 0 and
|α+ j| < |γ + j|. Denote
(3.3) C(α, γ) = 1 + max
1≤i≤j
∣∣∣∣ (α)i(γ)i
∣∣∣∣ .
Thus,
(3.4)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≤ C(α, γ)
whenever 0 ≤ n ≤ j.
Since
∣∣∣α+kγ+k ∣∣∣ < 1 for k ≥ j, we have
(3.5)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ = ∣∣∣∣ (α)j(γ)j · (α+ j)n−j(γ + j)n−j
∣∣∣∣ ≤ C(α, γ) · ∣∣∣∣ (α+ j)n−j(γ + j)n−j
∣∣∣∣ < C(α, γ)
whenever j < n. So
(3.6)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≤ C(α, γ)
for n ≥ 0. It implies that
(3.7) m (r, 1F1(α; γ; z)) ≤ log+
(
C(α, γ)
∞∑
n=0
rn
n!
)
= log+ (C(α, γ)er) = O(r).
Case 2. If ℜα > ℜγ, then we can find a smallest j˜ ∈ Z+ such that ℜγ + j˜ > 0
and |α + j˜| > |γ + j˜|. Thus, there exists a positive integer β ≥ 2 such that
β|γ + j˜| > |α+ j˜|. Similarly, we denote
(3.8) C˜(α, γ) = 1 + max
1≤i≤j˜
∣∣∣∣ (α)i(γ)i
∣∣∣∣ .
Then
(3.9)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≤ C˜(α, γ)
whenever 0 ≤ n ≤ j˜.
Note that
∣∣∣α+kγ+k ∣∣∣ > 1 for k ≥ j˜ and ∣∣∣α+kγ+k ∣∣∣ is decreasing with respect to k, owning
lower bound 1. So we can obtain that∣∣∣∣ (α)n(γ)n
∣∣∣∣ =
∣∣∣∣∣ (α)j˜(γ)j˜ · (α+ j˜)n−j˜(γ + j˜)n−j˜
∣∣∣∣∣
≤ C˜(α, γ) ·
∣∣∣∣∣(α + j˜)n−j˜(γ + j˜)n−j˜
∣∣∣∣∣
= C˜(α, γ) ·
∣∣∣∣∣ (α+ j˜)n−j˜βn · (γ + j˜)n−j˜
∣∣∣∣∣ · βn
≤ C˜(α, γ) · βn
(3.10)
whenever j˜ < n. Then
(3.11)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≤ C˜(α, γ) · βn
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for n ≥ 0. Hence,
(3.12)
m (r, 1F1(α; γ; z)) ≤ log+
(
C˜(α, γ)
∞∑
n=0
(βr)n
n!
)
= log+
(
C˜(α, γ)eβr
)
= O(r).
Case 3. If ℜα = ℜγ, then there exists a smallest ĵ ∈ Z+ such that ℜα + ĵ =
ℜγ + ĵ > 0. Next, we can follow Case 1 and Case 2 for |α + ĵ| ≤ |γ + ĵ| and
|α+ ĵ| > |γ + ĵ| respectively.
Since the confluent hypergeometric function 1F1(α; γ; z) is an entire function,
combining the above three cases, we get
(3.13) T (r, 1F1(α; γ; z)) = O(r).
Obviously, when α = −n = 0,−1,−2, · · · , 1F1(−n; γ; z) is a polynomial of degree
n, then
(3.14) T (r, 1F1(−n; γ; z)) = n log r +O(1).
This completes the proof. 
Theorem 3.1 shows two different growth levels for the characteristic functions
of degenerated and non-degenerated confluent hypergeometric functions. From
Lemma 2.3 and the proof of Theorem 3.1, we can get a similar situation occurs in
their corresponding maximum modulus functions M(r, 1F1(α; γ; z)) immediately.
Theorem 3.2. Let 1F1(α; γ; z) be a confluent hypergeometric function, where γ 6=
0,−1,−2, · · · . Then M(r, 1F1(α; γ; z)) = O(er) for α 6∈ Z≤0, M (r, 1F1(α; γ; z)) =
O(r−α) for α ∈ Z≤0.
The following theorem shows that, making use of the notion of order, these two
growth levels can be distinguished by two different numbers simply.
Theorem 3.3. Let 1F1(α; γ; z) be a confluent hypergeometric function, where γ 6=
0,−1,−2, · · · . Then σ (1F1(α; γ; z)) = 1 for α 6∈ Z≤0, σ (1F1(α; γ; z)) = 0 for
α ∈ Z≤0, where σ (1F1(α; γ; z)) is the order of 1F1(α; γ; z).
Proof. From the proof of Theorem 3.1, by the definition of order, we can get
σ (1F1(α; γ; z)) ≤ 1 for α 6∈ Z≤0.
In order to verify σ (1F1(α; γ; z)) ≥ 1, we will consider three different cases for
α 6∈ Z≤0.
Case 1. If ℜα < ℜγ, then we can find a smallest j ∈ Z+ such that ℜα+ j > 0 and
|α+ j| < |γ + j|. Denote
(3.15) D(α, γ) = min
1≤i≤j
∣∣∣∣(α)i(γ)i
∣∣∣∣ .
Thus,
(3.16)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≥ D(α, γ) > 0
whenever 1 ≤ n ≤ j.
Note that
∣∣∣α+kγ+k ∣∣∣ < 1 for k ≥ j and ∣∣∣α+kγ+k ∣∣∣ is increasing with respect to k, having
upper bound 1. We define
(3.17) δ :=
∣∣∣∣α+ jγ + j
∣∣∣∣ ,
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then
(3.18)∣∣∣∣ (α)n(γ)n
∣∣∣∣ = ∣∣∣∣(α)j(γ)j · (α+ j)n−j(γ + j)n−j
∣∣∣∣ ≥ D(α, γ)·∣∣∣∣ (α+ j)n−j(γ + j)n−j
∣∣∣∣ ≥ D(α, γ)·δn−j ≥ D(α, γ)·δn
whenever j < n. Hence,
(3.19)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ ≥ D(α, γ) · δn
for n ≥ 1. It implies that
(3.20)
∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rn ≥ D(α, γ) · (δr)nn!
for n ≥ 1.
Set f(z) = D(α, γ)eδz − D(α, γ) + 1 = 1 + D(α, γ) ·∑∞n=1 (δz)nn! , there exists
r0 > 0 such that
(3.21) D(α, γ) · δr > 1
whenever r > r0, then
µf(z)(r)
= max
n≥1
{
D(α, γ) · δ
n
n!
· rn
}
= D(α, γ) · δ
νf(z)(r)
νf(z)(r)!
· rνf(z)(r)
≤
∣∣∣∣∣ (α)νf(z)(r)νf(z)(r)!(γ)νf(z)(r)
∣∣∣∣∣ rνf(z)(r)
≤ max
n≥0
{∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rn}
= µ
1F1(α;γ;z)(r)
(3.22)
whenever r > r0, where νf(z)(r) = max
{
m,µf(z)(r) = D(α, γ) · δ
m
m! · rm
}
. Hence,
by Lemma 2.1 and Lemma 2.4, we have
σ(1F1(α; γ; z))
= lim sup
r→∞
log+ log+ µ
1F1(α;γ;z)(r)
log r
≥ lim sup
r→∞
log+ log+ µf(z)(r)
log r
= σ(f(z))
= 1.
(3.23)
Case 2. If ℜα > ℜγ, then we can find a smallest j˜ ∈ Z+ such that ℜγ+ j˜ > 0 and
|α+ j˜| > |γ + j˜|. Similarly, we denote
(3.24) D˜(α, γ) = min
1≤i≤j˜
∣∣∣∣(α)i(γ)i
∣∣∣∣ .
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Then
(3.25)
∣∣∣∣(α)n(γ)n
∣∣∣∣ ≥ D˜(α, γ)
whenever 1 ≤ n ≤ j˜.
Since
∣∣∣α+kγ+k ∣∣∣ > 1 for k ≥ j˜, we have
(3.26)
∣∣∣∣ (α)n(γ)n
∣∣∣∣ =
∣∣∣∣∣ (α)j˜(γ)j˜ ·
(α+ j˜)n−j˜
(γ + j˜)n−j˜
∣∣∣∣∣ ≥ D˜(α, γ) ·
∣∣∣∣∣ (α+ j˜)n−j˜(γ + j˜)n−j˜
∣∣∣∣∣ > D˜(α, γ)
whenever j˜ < n. So
(3.27)
∣∣∣∣(α)n(γ)n
∣∣∣∣ ≥ D˜(α, γ)
for n ≥ 1. It implies that
(3.28)
∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rn ≥ D˜(α, γ)n! · rn
for n ≥ 1.
Set g(z) = D˜(α, γ)ez − D˜(α, γ) + 1 = 1+ D˜(α, γ) ·∑∞n=1 znn! , there exists r˜0 > 0
such that
(3.29) D˜(α, γ) · r > 1
whenever r > r˜0, then
µg(z)(r)
= max
n≥1
{
D˜(α, γ)
n!
· rn
}
= D˜(α, γ) · δ
νg(z)(r)
νg(z)(r)!
· rνg(z)(r)
≤
∣∣∣∣∣ (α)νg(z)(r)νg(z)(r)!(γ)νg(z)(r)
∣∣∣∣∣ rνg(z)(r)
≤ max
n≥0
{∣∣∣∣ (α)nn!(γ)n
∣∣∣∣ rn}
= µ
1F1(α;γ;z)(r)
(3.30)
whenever r > r˜0, where νg(z)(r) = max
{
m,µg(z)(r) =
D˜(α,γ)
m! · rm
}
. Hence, by
Lemma 2.1 and Lemma 2.4, we have
σ(1F1(α; γ; z))
= lim sup
r→∞
log+ log+ µ
1F1(α,γ;z)(r)
log r
≥ lim sup
r→∞
log+ log+ µg(z)(r)
log r
= σ(g(z))
= 1.
(3.31)
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Case 3. If ℜα = ℜγ, then there exists a smallest ĵ ∈ Z+ such that ℜα + ĵ =
ℜγ + ĵ > 0. Next, we can follow Case 1 and Case 2 for |α + ĵ| ≤ |γ + ĵ| and
|α+ ĵ| > |γ + ĵ| respectively.
It is easy to see that σ(1F1(α; γ; z)) = 0 when α ∈ Z≤0.
This completes the proof. 
Let f be a meromorphic function, it is well-known that the following logarithmic
derivative estimate
(3.32) m
(
r,
f ′(z)
f(z)
)
= O(log rT (r, f)) = S(r, f),
holds outside a possible set of finite linear measure, where the notation S(r, f)
means that the expression is of o(T (r, f)). It shows that the proximity function
of the logarithmic derivative of f(z) grows much slower than the characteristic
function of f(z). By Theorem 3.3, we have known that 1F1(α; γ; z) is of finite
order, then the growth of m
(
r, 1
F ′1(α;γ;z)
1F1(α;γ;z)
)
is not exceeded O(log r). Next, we will
provide a more precise estimation for m
(
r, 1
F ′1(α;γ;z)
1F1(α;γ;z)
)
.
Theorem 3.4. Let 1F1(α; γ; z) be a confluent hypergeometric function, where γ 6=
0,−1,−2, · · · . Then m
(
r, 1
F ′1(α;γ;z)
1F1(α;γ;z)
)
= O(1), outside a possible set of finite loga-
rithmic measure.
Proof. Note that 1F1(α; γ; z) is an entire function, by Lemma 2.2, we have
(3.33)
1F
′′
1 (α; γ; z)
1F1(α; γ; z)
=
(
ν
1F1(α;γ;z)(r)
z
)2
(1 + o(1))
and
(3.34)
1F
′
1(α; γ; z)
1F1(α; γ; z)
=
ν
1F1(α;γ;z)(r)
z
(1 + o(1))
holding for r = |z| 6∈ E, where E ⊂ R+ is a set of finite logarithmic measure, and
z is chosen such that |1F1(α; γ; z)| =M(r, 1F1(α; γ; z)) := max|z|=r |1F1(α; γ; z)|.
Since 1F1(α; γ; z) is a solution of (1.5) around the origin, we can deduce
(3.35)
(
ν
1F1(α;γ;z)(r)
)2
(1 + o(1)) + (γ − z)ν
1F1(α;γ;z)(r)(1 + o(1))− αz = 0.
Then
(3.36) ν
1F1(α;γ;z)(r) ∼
∣∣∣∣∣−(γ − z)±
√
(γ − z)2 + 4α
2
∣∣∣∣∣ ≤ ar,
r 6∈ E, where a is a positive real constant.
It implies that
(3.37) m
(
r,
1F
′
1(α; γ; z)
1F1(α; γ; z)
)
= O(1),
outside a possible set of finite logarithmic measure.
This completes the proof. 
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4. Zeros distribution of 1F1(α; γ; z)
Many problems in mathematical physics can be solved with the help of the
distribution of zeros of confluent hypergeometric functions. If α 6∈ Z≤0 and γ−α 6∈
Z≤0, then 1F1(α; γ; z) has infinitely many zeros in C. Naturally, it is desirable to
explore the distribution of these zeros. These are many known results about it for
real parameters (see [14]).
When α, γ, z ∈ R, since
(4.1) 1F1(α; γ; z) =
Γ(γ)
Γ(α)
ezzα−γ
[
1 +O(|z|−1)] 6= 0
as z → +∞, and
(4.2) 1F1(α; γ; z) =
Γ(γ)
Γ(γ − α) (−z)
−α [1 +O(|z|−1)] 6= 0
as z → −∞, then 1F1(α; γ; z) has finitely many real zeros. Specifically, let n+(α, γ)
be the number of positive zeros, then
(4.3) n+(α, γ) = ⌈−α⌉
when α < 0 and γ ≥ 0,
(4.4) n+(α, γ) = 0
when α ≥ 0 and γ ≥ 0,
(4.5) n+(α, γ) = 1
when α ≥ 0 and −1 < γ < 0,
(4.6) n+(α, γ) =
⌊
−γ
2
⌋
−
⌊
−γ + 1
2
⌋
when α ≥ 0 and γ ≤ 1,
(4.7) n+(α, γ) = ⌈−α⌉ − ⌈−γ⌉
when ⌈−α⌉ ≥ ⌈−γ⌉, α < 0 and γ < 0,
(4.8) n+(α, γ) =
⌊
1
2
(⌈−γ⌉ − ⌈−α⌉+ 1)
⌋
−
⌊
1
2
(⌈−γ⌉ − ⌈−α⌉)
⌋
when ⌈−γ⌉ > ⌈−α⌉ > 0. Here, the notations ⌈x⌉ and ⌊x⌋ stand for the integer such
that x ≤ ⌈x⌉ < x + 1, and that for which x − 1 < ⌊x⌋ ≤ x respectively, where x is
real. Besides, the number of negative zeros n−(α, γ) is given by
(4.9) n−(α, γ) = n+(γ − α, γ).
Definitely, we want to find a ’measure’ for the quantity expression of complex zeros.
Next, we will use the ’language’ of value distribution theory to do it.
Definition 4.1. Let f(z) be transcendental meromorphic function, whose nonzero
zeros are z1, z2, · · · , zn, · · · , counting multiplicities. Let |zn| = rn, then r1 ≤
r2 ≤ · · · ≤ rn ≤ · · · . We define the infimum of positive number τ for which
∑
r−τn
converges as the exponent of convergence of zero-sequence, and write it as λ(f).
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Let n(r) be the number of nonzero zeros of f(z) in D(0, r) := {z : |z| ≤ r}, as
counting functions defined in Section 1, one can denote
(4.10) N(r) =
∫ r
0
n(t)
t
dt.
It is easy to check that
(4.11) n
(
r,
1
f
)
= n(r) + n
(
0,
1
f
)
and
(4.12) N
(
r,
1
f
)
= N(r) + n
(
0,
1
f
)
log r.
Lemma 4.2 ([4]). Let f(z) be transcendental meromorphic function, then
(4.13) lim sup
r→∞
log+N(r)
log r
= lim sup
r→∞
log+ n(r)
log r
= λ(f),
and λ(f) ≤ σ(f).
By Theorem 3.3 and Lemma 4.2, we can get the following result immediately.
Theorem 4.3. Let 1F1(α; γ; z) be a confluent hypergeometric function, where γ 6=
0,−1,−2, · · · . If α 6∈ Z≤0 and γ−α 6∈ Z≤0, then ∀ǫ > 0, n
(
r, 1f
)
= n(r) = O(r1+ǫ)
when r is sufficiently large.
5. Uniqueness of 1F1(α; γ; z)
In this section, as applications of Theorem 3.1 and Theorem 3.3, we shall provide
some uniqueness theorems for confluent hypergeometric functions.
Two meromorphic functions f and g are said to share a value a ∈ Cˆ = C⋃{∞}
CM (counting multiplicities) if Ef (a) = Eg(a). Here, Ef (a) := {z ∈ C : f(z)− a =
0} denotes the preimage of a under f , where a zero of f − a with multiplicity m
countsm times in Ef (a). Moreover, f and g are said to share a value a IM (ignoring
multiplicities) if Ef (a) = Eg(a). Here Ef (a) denotes the set of the distinct elements
in Ef (a), which is called the simplified preimage of a under f . In terms of sharing
values, two nonconstant meromorphic functions in C must be identically equal if
they share five values IM, and one must be a Mo¨bius transform of the other if they
share four values CM, the numbers five and four are the best possible, as shown by
Nevanlinna (see [4]).
Theorem 5.1. Let f(z) be an entire function with f(0) = 1, and let g(z) :=
1F1(α; γ; z) be a confluent hypergeometric function. If f(z) and g(z) share 0 CM ,
and there exists a finite nonzero complex number a such that Ef (a) ⊆ Eg(a), and
f ′(0) = g′(0), then f(z) ≡ g(z).
Proof. By Nevanlinna’s Second Main Theorem and Theorem 3.3, we have
T (r, f) ≤ N
(
r,
1
f
)
+N
(
r,
1
f − a
)
+ S(r, f)
≤ N
(
r,
1
g
)
+N
(
r,
1
g − a
)
+ S(r, f)
≤ 2T (r, g) + S(r, f),
(5.1)
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which implies that σ(f) ≤ σ(g) = 1.
Since f and g share 0 CM and both are entire, by Lemma 2.4, we have
(5.2)
f(z)
g(z)
= eAz+B,
i.e., f(z) = eAz+B · g(z), where A and B are constants.
Note that f(0) = g(0) = F (α; γ; 0) = 1, we can get B = 2kπi, k ∈ Z. So
f(z) = eAz · g(z). Taking derivative on both sides, we obtain that
(5.3) f ′(z) = AeAz · g(z) + eAz · g′(z).
Thus, f ′(0) = A · g(0) + g′(0) = A+ g′(0). By f ′(0) = g′(0), we can deduce A = 0.
Hence, f(z) ≡ g(z).

The following example shows that the condition ’f ′(0) = g′(0)’ in Theorem 5.1
is necessary.
Example 5.2. Let f(z) = e−z, g(z) := 1F1(α; γ; z) be a confluent hypergeometric
function with α = γ, then g(z) = ez. It is easy to see that f(z) and g(z) share 0
CM , f(0) = 1 and Ef (−1) ⊆ Eg(−1), but f(z) 6≡ g(z).
Next examples given illustrate that the condition ’f(0) = 1’ in Theorem 5.1 is
needful.
Example 5.3. Let f(z) = 2e
z
2 , g(z) := 1F1(α; γ; z) be a confluent hypergeometric
function with α = γ, i.e., g(z) = ez. Then f(z) and g(z) share 0 CM , Ef (4) ⊆
Eg(4) and f
′(0) = g′(0), but f(z) 6≡ g(z).
Example 5.4. Let f(z) = −e−z, g(z) := 1F1(α; γ; z) be a confluent hypergeometric
function with α = γ, i.e., g(z) = ez. Then f(z) and g(z) share 0 CM and f ′(0) =
g′(0). Furthermore, we have Ef (i) = Eg(i), but f(z) 6≡ g(z).
We proceed to showing the following uniqueness result according to the roots of
the equation f ′(z) = a additionally.
Theorem 5.5. Let f(z) be an entire function with f(0) = 1, and let g(z) :=
1F1(α; γ; z) be a confluent hypergeometric function. If f(z) and g(z) share 0 CM ,
and Ef ′(
α
γ ) ⊆ Eg′(αγ ), then f(z) ≡ g(z).
Proof. We distinguish two cases to discuss as follows.
Case I. α = 0. It is obvious that g is a constant function, by the assumption of
the theorem, we obtain that f ≡ g.
Case II. α 6= 0.
Since
(5.4)
α
γ
f
=
f ′
f
−
f ′ − αγ
f ′′
f ′′
f
,
then
(5.5) m
(
r,
1
f
)
≤ m
(
r,
f ′
f
)
+m
(
r,
f ′ − αγ
f ′′
)
+m
(
r,
f ′′
f
)
+O(1).
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By the Logarithmic Derivative Lemma and Nevanlinna’s first main theorem, we
have
T (r, f)−N
(
r,
1
f
)
≤ m
(
r,
f ′ − αγ
f ′′
)
+ S(r, f)
≤ m
(
r,
f ′′
f ′ − αγ
)
+N
(
r,
f ′′
f ′ − αγ
)
−N
(
r,
f ′ − αγ
f ′′
)
+ S(r, f)
≤ N
(
r,
f ′′
f ′ − αγ
)
−N
(
r,
f ′ − αγ
f ′′
)
+ S(r, f)
≤ N(r, f ′′) +N
(
r,
1
f ′ − αγ
)
−N
(
r,
1
f ′′
)
−N
(
r, f ′ − α
γ
)
+ S(r, f).
(5.6)
Since f is an entire function such that f and g share 0 CM , and Ef ′(
α
γ ) ⊆ Eg′(αγ ),
we obtain
T (r, f) ≤ N
(
r,
1
f
)
+N
(
r,
1
f ′ − αγ
)
−N
(
r,
1
f ′′
)
+ S(r, f)
≤ N
(
r,
1
f
)
+N
(
r,
1
f ′ − αγ
)
−N
(
r,
1
(f ′ − αγ )′
)
+ S(r, f)
≤ N
(
r,
1
f
)
+N
(
r,
1
f ′ − αγ
)
+ S(r, f)
≤ N
(
r,
1
g
)
+N
(
r,
1
g′ − αγ
)
+ S(r, f).
(5.7)
Note that m(r, g′) ≤ m
(
r, g
′
g
)
+m(r, g), by Theorem 3.3, we have
T (r, f) ≤ m(r, g) +m(r, g′) + S(r, f)
≤ 2T (r, g) + S(r, g) + S(r, f),(5.8)
which implies that σ(f) ≤ σ(g) = 1.
According to the conditions of the theorem, by Lemma 2.4, we get
(5.9)
f(z)
g(z)
= eAz+B,
i.e., f(z) = eAz+B · g(z), where A and B are constants.
Note that g(0) = F (α; γ; 0) = 1 and f(0) = 1, then B = 2kπi, k ∈ Z. It follows
that
f(z) = eAz · g(z).
Taking derivative on both sides, we obtain that
(5.10) f ′(z) = AeAz · g(z) + eAz · g′(z).
Thus, f ′(0) = A · g(0) + g′(0) = A + g′(0). By f ′(0) = g′(0) = αγ , we can deduce
A = 0. Hence, f(z) ≡ g(z).
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The following two examples provided show that some conditions given in Theo-
rem 5.5 are reasonable.
Example 5.6. Let f(z) = ez
2
, g(z) := 1F1(α; γ; z) be a confluent hypergeometric
function with α = γ, then g(z) = ez. It is easy to check that f(z) and g(z) share
0 CM and f(0) = 1, but f(z) 6≡ g(z). So the condition ’Ef ′(αγ ) ⊆ Eg′ (αγ )’ cannot
be deleted.
Example 5.7. Let f(z) = −e−z, g(z) := 1F1(α; γ; z) be a confluent hypergeometric
function with α = γ, i.e., g(z) = ez. Then f(z) and g(z) share 0 CM and Ef ′(1) ⊆
Eg′(1). Obviously, f(z) 6≡ g(z), so the condition ’f(0) = 1’ is necessary.
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