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Abstract
The results of J. F. Qian et al. [5] on (1 − γ)-constacyclic codes
over finite chain rings of nilpotency index 2 are extended to (1 − γe)-
constacyclic codes over finite chain rings of arbitrary nilpotency index
e+1. The Gray map is introduced for this type of rings. We prove that
the Gray image of a linear (1− γe)-constacyclic code over a finite chain
ring is a distance-invariant quasi-cyclic code over its residue field. When
the length of codes and the characteristic of a ring are relatively prime,
the Gray images of a linear cyclic code and a linear (1+γe)-constacyclic
code are permutatively to quasi-cyclic codes over its residue field.
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1 Introduction
Recently, J. F. Qian et al. [5] introduced a (1 − γ)-constacyclic code over a
finite chain ring R of nilpotency index 2. They defined the Gray map from
Rn to Fp
kn
pk
and proved that the Gray image of a linear (1 − γ)-constacyclic
code over R is a distance invariant quasi-cyclic code over Fpk , the residue field
of R. In particular, the Gray image of a cyclic code of length n over R is
permutation-equivalent to a quasi-cyclic code over Fpk when gcd(n, p) = 1.
Motivated by their work, we generalize their results to the case of (1−γe)-
constacyclic codes, cyclic codes and (1+γe)-constacyclic codes over finite chain
rings of any nilpotency index e + 1, where e ≥ 2.
We introduce a (1− γe)-constacyclic code and a (1+ γe)-constacyclic code
and characterize them in terms of corresponding polynomial representation in
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Section 2. In section 3, the Gray map on a finite chain ring R is defined and
the Gray images of a (1 − γe)-constacyclic code is investigated. The special
case when the length of codes and the characteristic of the ring are relatively
prime is treated in section 4.
2 Preliminaries
A finite commutative ring with identity 1 6= 0 is called a finite chain ring if
its ideals are linearly ordered by inclusion. It is easily seen that a finite chain
ring has a unique maximal ideal. Both the characteristic and the cardinality
of a finite chain ring were shown, in [1], to be powers of the characteristic of
its residue field. The nilpotency index of a finite chain ring is defined to be
the smallest positive integer s such that γs = 0 where γ is a generator of its
maximal ideal. This γ plays a role of basis of the ring in the following sense:
Lemma 2.1 ([4]). Let R be a finite chain ring of nilpotency index e + 1,
γ a generator of its maximal ideal and {0} ⊆ V ⊆ R a set of representatives
for the equivalence classes of R under congruence modulo γ. Assume that the
residue field R/〈γ〉 is Fpk where p is a prime. Then
1. for each r ∈ R there are unique a0(r), a1(r), . . . ae(r) ∈ V such that
r = a0(r) + a1(r)γ + · · ·+ ae(r)γ
e,
2. |V | = pk,
3. |〈γj〉| = pk(e+1−j) for 0 ≤ j ≤ e.
As a consequence of Lemma 2.1, an element r ∈ Rn can be written uniquely as
r = a0(r) + a1(r)γ + · · ·+ ae(r)γ
e,
where ai(r) = (ri,0, ri,1, . . . , ri,n−1) ∈ V
n, for each 0 ≤ i ≤ e. We denote
a˜i(r) = (r˜i,0, r˜i,1, . . . , r˜i,n−1)
where ˜ : R → Fn
pk
is the canonical map.
A code of length n over a ring R is a nonempty subset of Rn. A code C is
said to be linear if C is a submodule of the R-module Rn. A code C over R is
called a cyclic code if (c0, c1, . . . , cn−1) ∈ C implies (cn−1, c0, . . . , cn−2) ∈ C.
Let R be a finite chain ring of nilpotency index e+1. Define ν : Rn → Rn by
ν((r0, r1, . . . , rn−1)) = ((1− γ
e)rn−1, r0, . . . , rn−2).
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A code C over R is called a (1− γe)-cyclic code if ν(C) = C. A (1+ γe)-cyclic
code over R is defined in a similar fashion.
Let σ⊗p
ke−1
: Fp
ken
pk
→ Fp
ken
pk
be defined by
(a(0) | a(1) | · · · | a(p
ke−1
−1)) 7→ (σ(a(0)) | σ(a(1)) | . . . , σ(a(p
ke−1
−1))),
where a(i) ∈ Fpn
pk
, | is a vector concatenation and σ : Fpn
pk
→ Fpn
pk
denotes the
cyclic shift
σ((c0, c1, . . . , cpn−1)) = (cpn−1, c0, . . . , cpn−2).
A code C˜ of length pken over Fpk satisfying σ
⊗pke−1(C˜) = C˜ is called a quasi-
cyclic code of index pke−1.
A linear cyclic code C over a ring is characterized in terms of corresponding
polynomial representation,
P (C) =
{
c0 + c1X + · · ·+ cn−1X
n−1 | (c0, c1, . . . , cn−1) ∈ C
}
.
Proposition 2.2. A code C of length n over a finite chain ring R is a linear
cyclic code if and only if P (C) is an ideal in the quotient ring R[X ]/〈Xn− 1〉.
Analogously, the polynomial representations of (1 − γe)-constacyclic code
and (1 + γe)-constacyclic code are ideals of rings R[X ]/〈Xn − (1 − γe)〉 and
R[X ]/〈Xn − (1 + γe)〉, respectively.
Proposition 2.3. A code C of length n over a finite chain ring R of
nilpotency index e + 1 is a linear (1 − γe)-constacyclic code if and only if
P (C) is an ideal in the quotient ring R[X ]/〈Xn − (1− γe)〉.
Proposition 2.4. A code C of length n over a finite chain ring R of
nilpotency index e + 1 is a linear (1 + γe)-constacyclic code if and only if
P (C) is an ideal in the quotient ring R[X ]/〈Xn − (1 + γe)〉.
In this paper, we work over finite chain rings. Throughout, R denotes a
finite chain ring of nilpotency index e + 1 where e ≥ 2 and the maximal ideal
of R is generated by γ. The residue field R/〈γ〉 is regarded as Fpk where p is
a prime.
A homogeneous distance on Rn is defined, in [2], in terms of the weight
function whom(r) defined as follows:
whom(r) =
n−1∑
i=0
whom(ri)
for all r = (r0, r1, . . . , rn−1) ∈ R
n, where
whom(r) =


pk(e−1)(pk − 1) if r ∈ R \Rγe,
pke if r ∈ Rγe \ {0},
0 otherwise.
The homogeneous distance dhom(r, s) between vectors r, s in R
n is defined to
be whom(r− s).
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3 Gray Images of (1− γe)-constacyclic Codes
The Gray maps, which are defined in each case, have been used as tools to
linked codes over rings and codes over finite fields. For a finite chain ring R,
we define the Gay map from Rn to Fp
ken
pk
as the following:
In order to defined the Gray map from Rn to Fp
ken
pk
, recall that each element
r ∈ Rn can be written uniquely as
r = a0(r) + a1(r)γ + · · ·+ ae(r)γ
e,
where ai(r) = (ri,0, ri,1, . . . , ri,n−1) ∈ V
n, for every 0 ≤ i ≤ e.
Let α be a fixed primitive element of Fpk . An element αǫ ∈ Fpk corresponding
to ǫ ∈ Zpk is given by
αǫ := ξ0(ǫ) + ξ1(ǫ)α + · · ·+ ξk−1(ǫ)α
k−1,
if the p-adic representation of ǫ is
ǫ = ξ0(ǫ) + ξ1(ǫ)p+ · · ·+ ξk−1(ǫ)p
k−1,
where ξi(ǫ) ∈ {0, 1, . . . , p− 1}.
Likewise, each ω ∈ Zpke is viewed uniquely as the p
k-adic representation
ω = ξ0(ω) + ξ1(ω)p
k + · · ·+ ξe−1(ω)p
k(e−1),
where ξi(ω) ∈ {0, 1, . . . , p
k − 1}, for every 0 ≤ i ≤ e− 1.
Define the Gray map Φ : Rn → Fp
ken
pk
by
Φ(r) = (b0,b1, . . . ,bpke−1)
for all r = a0(r) + a1(r)γ + · · ·+ ae(r)γ
e ∈ Rn, where
bωpk+ǫ = αǫa˜0(r) +
e−1∑
l=1
αξl−1(ω)a˜l(r) + a˜e(r), (1)
for all 0 ≤ ω ≤ pk(e−1) − 1 and 0 ≤ ǫ ≤ pk − 1.
Notice that the Gray map Φ defined above is clearly injective. The distance-
preserving property is shown in the next proposition.
Proposition 3.1. The Gray map Φ defined above is an isometry from
(Rn, dhom) to (F
pken
pk
, dH), where dH denotes the Hamming distance on F
pken
pk
.
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Proof. It suffices to show that whom(r−s) = wH(Φ(r)−Φ(s)) for all r 6= s ∈ R,
where wH the Hamming weight. We observe that
Φ(rγe) = (a˜0(r), a˜0(r), . . . , a˜0(r)) (2)
Φ(r + sγe) = Φ(r) + Φ(sγe). (3)
First, consider the case r− s ∈ Rγe \ {0}. Then r− s = tγe for some t ∈ R. It
follows from (3) that Φ(r)−Φ(s) = Φ(tγe). Hence, by (2), wH(Φ(r)−Φ(s)) =
wH(Φ(tγ
e)) = pke = whom(r − s).
Next, assume that r−s ∈ R\Rγe. Write r = s+ tγm, where 0 ≤ m ≤ e−1
and t ∈ R\Rγ. In order to find wH(Φ(r)−Φ(s)), we need to count the number
of 0 ≤ ω ≤ pk(e−1) − 1 and 0 ≤ ǫ ≤ pk − 1 such that
0 = αǫ
(
a˜0(r)− a˜0(s)
)
+
e−1∑
l=1
αξl−1(ω)
(
a˜l(r)− a˜l(s)
)
+
(
a˜e(r)− a˜e(s)
)
. (4)
Since ai(tγ
m) = 0 for all 0 ≤ i ≤ m − 1, we have ai(r) = ai(s) for all
0 ≤ i ≤ m−1 and the representative of am(r)−am(s) modulo γ is am(tγ
m). It
follows from am(tγ
m) 6= 0 that a˜m(r)− a˜m(s) 6= 0. Consequently, equation (4)
is a linear equation in the e variables αǫ and αξl(ω) (0 ≤ l ≤ e− 2). Hence the
number of distinct solutions (ω, ǫ) is pk(e−1). Therefore, wH(Φ(r) − Φ(s)) =
pke − pk(e−1) = pk(e−1)(pk − 1) = whom(r − s).
Next theorem is a main key to characterize (1−γe)-constacyclic codes over R.
Theorem 3.2. Φ ◦ ν = σ⊗p
ke−1
◦ Φ.
Proof. It is more convenient, in this argument, to consider an element r as
n-tuple r = (r0, r1, . . . , rn−1), where ri = r0,i + r1,iγ + · · · + re,iγ
e ∈ R for
0 ≤ i ≤ n− 1 and to view Φ(r) as Φ(r) = (b0, b1, . . . , bpken−1), where
b(ωpk+ǫ)n+j = αǫr˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j,
for all 0 ≤ ω ≤ pk(e−1) − 1, 0 ≤ ǫ ≤ pk − 1 and 0 ≤ j ≤ n− 1.
Let (c0, c1, . . . , cpken−1) = σ
⊗pke−1 ◦Φ(r). Then for each 0 ≤ ω ≤ pk(e−1)−1,
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0 ≤ ǫ ≤ pk − 1 and 0 ≤ j ≤ n− 1,
c(ωpk+ǫ)n+j =


αǫr˜0,j−1 +
e−1∑
l=1
αξl−1(ω)r˜l,j−1 + r˜e,j−1 if j 6= 0,
(
k−1∑
i=0
ξi(ǫ)α
i − 1)r˜0,n−1 +
e−1∑
l=1
αξl−1(ω)r˜l,n−1
+ r˜k,n−1 if j = 0 and ξ0(ǫ) 6= 0,
(
k−1∑
i=0
ξi(ǫ)α
i + p− 1)r˜0,n−1 +
k−1∑
l=1
αξl−1(ω)r˜l,n−1
+ r˜e,n−1 if j = 0 and ξ0(ǫ) = 0.
On the other hand, observe that
ν(r) = (r0,n−1 + a1,n−1γ + · · ·+ (re,n−1 − r0,n−1)γ
e,
r0,0 + a1,0γ + · · ·+ re,0γ
e, . . . , r0,n−2 + r1,n−2γ + · · ·+ re,n−2γ
e).
Let (d0, d1, . . . , dpken−1) = Φ ◦ ν(r). Then for each 0 ≤ ω ≤ p
k(e−1) − 1,
0 ≤ ǫ ≤ pk − 1 and 0 ≤ j ≤ n− 1,
d(ωpk+ǫ)n+j =


αǫr˜0,j−1 +
e−1∑
l=1
αξl−1(ω)r˜l,j−1 + r˜e,j−1 if j 6= 0,
(αǫ − 1)r˜0,n−1 +
e−1∑
l=1
αξl−1(ω)r˜l,n−1 + r˜e,n−1 if j = 0,
=


αǫr˜0,j−1 +
e−1∑
l=1
αξl−1(ω)r˜l,j−1 + r˜e,j−1 if j 6= 0,
(
k−1∑
i=0
ξi(ǫ)α
i − 1)r˜0,n−1 +
e−1∑
l=1
αξl−1(ω)r˜l,n−1
+ r˜e,n−1 if j = 0 and ξ0(ǫ) 6= 0,
(
k−1∑
i=0
ξi(ǫ)α
i + p− 1)r˜0,n−1 +
e−1∑
l=1
αξl−1(ω)r˜l,n−1
+ r˜e,n−1 if j = 0 and ξ0(ǫ) = 0,
Then the result follows.
The following theorem gives a characterization of (1−γe)-constacyclic codes
over R in terms of quasi-cyclic code over Fpk , the residue field of R.
Theorem 3.3. A code C of length n over R is a (1 − γe)-constacyclic if
and only if Φ(C) is a quasi-cyclic code of index pke−1 and length pken over
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Fpk . In particular, if C is a linear (1 − γ
e)-constacyclic code, then Φ(C) is a
distance-invariant quasi-cyclic code of index pke−1 and length pken.
Proof. The necessary part follows directly from Theorem 3.2:
σ⊗p
ke−1
◦ Φ(C) = Φ ◦ ν(C) = Φ(C).
For the sufficient part, note that if Φ(C) is quasi-cyclic, then
Φ(C) = σ⊗p
ke−1
◦ Φ(C) = Φ ◦ ν(C).
The injectivity of Φ implies ν(C) = C, that is C is (1− γe)-constacyclic.
The distance-invariant part for a linear code follows from Proposition 3.1.
4 Gray Images of Linear Cyclic Codes and
Linear (1 + γe)-constacyclic Codes
Following [3], J. F. Qian et al. proved in [5] that the Gray image of a linear
cyclic code over R is quasi-cyclic under the Nechaev permutation if the code
length is relatively prime to the characteristic of R. Here, we generalize this
result over a finite chain ring R of nilpotency index greater than 2. Moreover,
we give a description of the Gray image of a linear (1 + γe)-constacyclic code
over R.
Throughout, assume that the characteristic of R is relatively prime to n,
the length of codes. Since the characteristic of R is a power of p for some
prime p, gcd(n, p) = 1. Then there exists n′ ∈ {0, 1, . . . , p − 1} such that
nn′ ≡ 1(mod p). Let β = 1+n′γe. Then βj = (1+n′γe)j = 1+ jn′γe ∈ R, for
all j ∈ Z. In particular, βn = 1 + γe and β−n = 1− γe.
Let µ be the map defined on the polynomial ring R[X ] by p(X) 7→ p(βX).
Then µ induces isomorphisms from R[X ]/〈Xn − 1〉 to R[X ]/〈Xn − (1 − γe)〉
and from R[X ]/〈Xn−(1+γe)〉 to R[X ]/〈Xn−1〉. Hence R[X ]/〈Xn−(1+γe)〉
is isomorphic to R[X ]/〈Xn − (1 − γe)〉 via the map µ2. These isomorphisms
give one-to-one correspondences between the ideals of these rings.
As H. Q. Dinh et al. showed, in [1], that R[X ]/〈Xn−1〉 is a principal ideal
ring, R[X ]/〈Xn − (1− γe)〉 and R[X ]/〈Xn + (1− γe)〉 are also principal ideal
rings.
Let µ : Rn → Rn be a module automorphism defined by
(r0, r1, . . . , rn−1) 7→ (r0, βr1, . . . , β
n−1rn−1).
Consequently, µ¯2 = µ¯ ◦ µ¯ is a module automorphism on Rn.
Proposition 4.1 follows from Propositions 2.2-2.3 and the definitions of µ
and µ.
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Proposition 4.1. A code C ⊆ Rn is a linear cyclic code if and only if µ(C)
is a linear (1− γe)-constacyclic code.
Similarly, Proposition 4.2 follows directly from Propositions 2.2, 2.4 and
the definitions of µ2 and µ2.
Proposition 4.2. A code C ⊆ Rn is a linear (1 + γe)-constacyclic code if
and only if µ2(C) is a linear (1 + γe)-constacyclic code.
In order to characterize the Gray image of a linear cyclic code over R, the
Nechaev permutation referred in [5] is extended to be the permutation τ on
{0, 1, . . . , pn− 1} defined by
τ(mn + j) = (m+ jn′)pn + j,
where 0 ≤ m ≤ p − 1, 0 ≤ j ≤ n − 1, and (m + jn′)p is the least residue
of m + jn′ modulo p. The permutation τ is used to define π : Fpn
pk
→ Fpn
pk
as
follows:
π((c0, c1, . . . , cpn−1)) = (cτ(0), cτ(1), . . . , cτ(pn−1)).
The map π is then extended to π⊗p
ke−1
: Fp
ken
pk
→ Fp
ken
pk
by
(a(p
0) | · · · | a(p
ke−1)) 7→ (π(a(p
0)) | · · · | π(a(p
ke−1))),
where a(i) ∈ Fpn
pk
, | is a vector concatenation.
Proposition 4.3. Φ ◦ µ = π⊗p
ke−1
◦ Φ.
Proof. First, we conclude that Φ(r) = (b0, b1, . . . , bpken−1), where
b(ωpk+ǫ)n+j = αǫr˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j,
for all 0 ≤ ω ≤ pk(e−1) − 1, 0 ≤ ǫ ≤ pk − 1 and 0 ≤ j ≤ n − 1. Let
(c0, c1, . . . , cpken−1) = π
⊗pke−1(Φ(r)). Then
c(ωpk+ǫ)n+j = c(ωpk+(ξ0(ǫ)+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j
= c(ωpk+(ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+ξ0(ǫ)n+j
= b(ωpk+(ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+(ξ0(ǫ)+jn′)pn+j
= b(ωpk+((ξ0(ǫ)+jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j .
On the other hand, µ(r) = (r0, βr1, . . . , β
n−1rn−1). Since β
j = 1 + jn′γe ∈ R,
βjrj = (r0,j + r1,jγ + · · ·+ (jn
′r0,j + re,j)γ
e).
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Let (d0, d1, . . . , dpke−1) = Φ(µ(r)). Then
d(ωpk+ǫ)n+j = αǫr˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j +
˜(jn′r0,j + re,j)
= (αǫ + jn
′)r˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
=
(
(ξ0(ǫ) + ξ1(ǫ)α + · · ·+ ξk−1(ǫ)α
k−1) + jn′
)
r˜0,j
+
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
= α(ξ0(ǫ)+jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1 r˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
= b(ωpk+((ξ0(ǫ)+jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j .
Then the theorem is proved.
Next lemma follows from Propositions 4.1, 4.3 and Theorem 3.2.
Corollary 4.4. The Gray image of a linear cyclic code of length n over R
is equivalent to a quasi-cyclic code of index pke−1 and length pken over Fpk.
Finally, we identify the Gray image of a linear (1 + γe)-constacyclic code.
Proposition 4.5. Φ ◦ µ2 = π⊗p
ke−1
◦ π⊗p
ke−1
◦ Φ.
Proof. First, let Φ(r) = (b0, b1, . . . , bpken−1). Then we conclude from the proof
of Proposition 4.3 that π⊗p
ke−1
(Φ(r)) = (c0, c1, . . . , cpken−1), where
c(ωpk+ǫ)n+j = b(ωpk+((ξ0(ǫ)+jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j .
Hence π⊗p
ke−1
(π⊗p
ke−1
(Φ(r))) = (d0, d1, . . . , dpken−1), where
d(ωpk+ǫ)n+j = d(ωpk+(ξ0(ǫ)+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j
= d(ωpk+(ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+ξ0(ǫ)n+j
= c(ωpk+(ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+(ξ0(ǫ)+jn′)pn+j
= c(ωpk+((ξ0(ǫ)+jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j
= b(ωpk+(ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+(ξ0(ǫ)+2jn′)pn+j
= b(ωpk+((ξ0(ǫ)+2jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j .
On the other hand, µ2(r) = (r0, β
2r1, . . . , β
2(n−1)rn−1). Since β
2j = 1+2jn′γe,
β2jrj = (r0,j + r1,jγ + · · ·+ (2jn
′r0,j + re,j)γ
e).
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Let (s0, s1, . . . , spke−1) = Φ(υ(r)). Then
s(ωpk+ǫ)n+j = αǫr˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j +
˜(2jn′r0,j + re,j)
= (αǫ + 2jn
′)r˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
=
(
(ξ0(ǫ) + ξ1(ǫ)α + · · ·+ ξk−1(ǫ)α
k−1) + 2jn′
)
r˜0,j
+
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
= α(ξ0(ǫ)+2jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1 r˜0,j +
e−1∑
l=1
αξl−1(ω)r˜l,j + r˜e,j
= b(ωpk+((ξ0(ǫ)+2jn′)p+ξ1(ǫ)p+···+ξk−1(ǫ)pk−1))n+j .
The desired result is obtained.
A delineation of the Gray image of a linear (1 + γe)-constacyclic code is
given as a consequence of Propositions 4.2, 4.5 and Theorem 3.2.
Corollary 4.6. The Gray image of a linear (1 + γe)-constacyclic code of
length n over R is equivalent to a quasicyclic code of index pke−1 and length
pken over Fpk .
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