Novel flow regimes resulting from dam operations and overallocation of freshwater resources are an emerging consequence of global change. Yet, anticipating how freshwater biodiversity will respond to surging flow regime alteration requires overcoming two challenges in environmental flow science: shifting from local to riverscape-level understanding of biodiversity dynamics, and from static to time-varying characterizations of the flow regime. Here, we used time-series methods (wavelets and multivariate autoregressive models) to quantify flow-regime alteration and to link time-varying flow regimes to the dynamics of multiple local communities potentially connected by dispersal (i.e., a metacommunity). We studied the Chattahoochee This study advances the notion that novel flow regimes are widespread, and simplify the functional structure of riverine communities by filtering out taxa with nonadaptive traits and by spatially synchronizing their dynamics. This is relevant in the light of ongoing and future hydrologic alteration due to climate non-stationarity and the new wave of dams planned globally.
| INTRODUCTION
Humans are changing the globe's ecosystems at an unprecedented rate (Steffen, Crutzen, & McNeill, 2007) , a trend that in rivers adds to a long history of ecosystem alteration arising from water resource management, transport, flood control, and hydropower needs (Ripl, 2003) . New dams are threatening some of the most biodiverse rivers worldwide (Winemiller et al., 2016; Zarfl, Lumsdon, Berlekamp, Tydecks, & Tockner, 2015; Ziv, Baran, Nam, Rodr ıguez-Iturbe, & Levin, 2012) , and the need to increase renewable energies is also driving a new wave of damming in the developed world (Kosnik, 2010) . Dams fragment rivers, alter sediment transport and geomorphology, and change the riparian and riverine habitats (Nilsson, Reidy, Dynesius, & Revenga, 2005; Poff, Olden, Merritt, & Pepin, 2007) . Damming is also a primary driver of flow and temperature regime alteration (Carlisle, Wolock, & Meador, 2010; Olden & Naiman, 2010 ). This alteration is often manifested via dampened seasonality (due to dams muting seasonal floods), but also via new signals that arise from societal needs and thus occur at artificial timescales (e.g., "hydropeaking", or short duration discharge events emerging from variation in hydropower demand) (Bunn & Arthington, 2002; Kennedy et al., 2016) . In addition to dam-induced flow alteration, climate change is increasing the frequency and magnitude of hydroclimatic extremes (Kirtman et al., 2013; Oki & Kanae, 2006) , affecting river ecosystems across large regions (e.g., Ruhi, Olden, & Sabo, 2016) . It is thus essential to develop quantitative toolkits that allow us to anticipate how freshwater biodiversity will respond to increasingly altered flow regimes.
Environmental variation has long been recognized as a key driver of structure and dynamics of biological communities (Chesson, 1986; Grossman, 1982; Whittaker & Goodman, 1979) . Stream ecology has contributed considerably to this notion with the study of flow disturbance regimes and their effects on stream biota (Poff, 1992; Resh et al., 1988) . In running waters, natural flow regimes have shaped a wide range of morphological, behavioral, and life-history adaptations of riverine and riparian organisms (Lytle & Poff, 2004; Poff et al., 1997) , with seasonal high and low flows influencing physical habitat availability, longitudinal and lateral connectivity, and species diversity, functions, and interactions (Bunn & Arthington, 2002; Nilsson & Svedmark, 2002; Sabo, Finlay, Kennedy, & Post, 2010) . Accordingly, the natural flow regime paradigm predicts a dependency between the persistence of native species and communities, and the preservation of the characteristic magnitudes, frequencies, durations, and timings of high and low flows (Poff et al., 1997) . This prediction has been supported by many empirical studies, and has spurred abundant research on flow-ecology relationships (reviewed in Poff et al., 2010) . However, most of this research has focused on static, rather than time-varying, characterizations of flow regimes (Poff, 2018) . This can limit our inference when assessing ecological responses to nonstationary flow regimes, that is, flow regimes that may change over time due to climate forcing or management operations (D€ oll, Fiedler, & Zhang, 2009; Schneider, Laiz e, Acreman, & Florke, 2013) . Connecting time-varying flow regimes to riverine community dynamics is an emerging frontier for environmental flow science, and one that could help meet moving ecological targets in highly managed river ecosystems (sensu Acreman et al., 2014; Palmer et al., 2004) .
The ecological impacts of flow alteration are generally observed locally, but there is an increasing recognition that local communities do not occur in a vacuum but are connected to upstream and downstream communities via dispersal (Heino et al., 2015; Tonkin et al., 2018) . Although the concept of metacommunity, or a "set of local communities (. . .) linked by dispersal of multiple potentially interacting species" (Leibold et al., 2004 ) is gaining traction among freshwater ecologists, the study of metacommunities over time is still precursory (but see Er} os, S aly, Tak acs, Speczi ar, & B ır o, 2012; Ruhi, Datry, & Sabo, 2017; Sarremejane et al., 2017) . Research on metacommunity dynamics in the context of hydrologic alteration is important because flow variation can impair (or enhance) the source-sink dynamics that allows thriving populations and communities to subsidize declining ones (rescue effect; Gotelli, 1991) . Moreover, environmental variation can have a synchronizing effect on spatially structured populations and communities, a phenomenon known as the Moran effect (Moran, 1953; Ranta, Kaitala, Lindstr€ om, & Helle, 1997) . The Moran effect increases metacommunity-wide risk of collapse by weakening the Portfolio effect-the increased aggregate stability when species in a community (or local populations in a metapopulation) respond to uncorrelated sources of demographic stochasticity (Schindler, Armstrong, & Reed, 2015) . In the context of flow-regime alteration, different species may present correlated temporal dynamics if they share functional adaptations that are favored (or disfavored) under the novel flow conditions. Trait-based analyses have proven powerful to understand spatial patterns of extirpations and vulnerability of stream communities in the face of hydrologic change (Kominoski et al., 2018; Pyne & Poff, 2017) . Understanding trait dynamics over time may help predict how individual traits and trait combinations are likely to be lost in metacommunities affected by flow regime alteration. In turn, this may allow anticipating how resulting functional diversity-important for preserving ecological processes and services (Cadotte, Carscadden, & Mirotchnick, 2011) -may be affected.
Here, we asked whether a novel flow regime arising from flow management for hydropower could influence the long-term functional dynamics of an aquatic invertebrate metacommunity. To this end we studied a 45-km stretch of the Chattahoochee River below Buford dam (Georgia, U.S.A.), and we applied time-series techniques to long-term, daily and subdaily discharge data and to long-term, spatially replicated invertebrate community data (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) . In particular, we asked: (i) Is the novel flow regime induced by management for hydropower synchronizing temporal fluctuations in trait abundance across flowaltered sites? (ii) What is the metacommunity-wide effect of dam operations on individual traits and on functional diversity? and (iii) Would changing dam operations mitigate the risk of functional diversity loss?
We predicted that flow management for hydropower would filter out species with nonadaptive traits (i.e., traits favored under stable flow conditions), while selecting for traits conferring resistance against and resilience to flood disturbance (Bonada, Doledec, & Statzner, 2007) . The novel, time-varying flow regime arising from seasonal variation in hydropower demand over time, combined with these differential biological responses (favored vs. disfavored traits), could potentially synchronize trait fluctuations across the metacommunity (Moran effect; see Figure 1 ). Therefore, local-scale, trait-level responses could scale up to region-scale functional composition and diversity, resulting in a functionally impoverished metacommunity.
| MATERIALS AND METHODS
Our methodological approach consists of four steps ( Figure 2 ): (i) First, to describe the effects of Buford dam management on the downstream flow regime, we analyzed historical mean daily discharge data, and subdaily discharge data from the Chattahoochee River below Buford Dam ("Characterizing a novel flow regime"); (ii) Second, we assigned invertebrate taxa to biological traits ("Invertebrate community sampling and trait assignations"); (iii) Third, we analyzed the spatiotemporal dynamics of the aquatic invertebrate metacommunity, and investigated the effects of variation in hydropeaking intensity on individual trait state abundance and on functional diversity ("Connecting flow regime alteration to functional trajectories"); and (iv) Fourth, we simulated functional trajectories at different time horizons across a hydropeaking intensity gradient ("Anticipating the effects of hydropeaking on functional diversity").
Additionally, we conducted a large-scale analysis of flow regime alteration to test whether the patterns observed in the Chattahoochee River were representative of the U.S.-Southeast region.
| Study site
We focused on a 45-km stretch of the Chattahoochee River below However, if the trait responds to flow regime alteration, then increased spatial synchrony should be expected either because the abundance of that trait decreases (b) or increases (c) with flow regime alteration (here, hydropeaking intensity) in all sites. Both (b) and (c) represent examples of the Moran effect, or an extrinsic disturbance having a synchronizing effect on a spatially structured population or community (Moran, 1953; Ranta et al., 1997) . In a real metacommunity, a combination of non-responsive, disfavored, and favored traits would be expected [Colour figure can be viewed at wileyonlinelibrary.com] The dam is managed to maintain a base flow of 21 m 3 /s at Peachtree Creek (ca. 76 km downstream from the dam) (Holt, Pfitzer, Scalley, Caldwell, Capece et al., 2015) . Moreover, the dam is operated for hydropower; accordingly, previous studies reported extreme flow variation within a single day, with diel fluctuations of >1 order of magnitude being common Holt, Pfitzer, Scalley, Caldwell, Capece et al., 2015 
| Characterizing the novel flow regime
First, we quantified flow regime alteration using wavelets, a spectral method that allows for time-frequency decomposition of nonstationary time series (Cazelles et al., 2008; Torrence & Compo, 1998) . This method allowed quantifying the effects of dam closure on flow periodicity (as in White, Schmidt, & Topping, 2005) . We analyzed longterm mean daily discharge data from USGS gage #02334430, located 0.5 river km downstream of Buford dam. We applied the Morlet wavelet function and red noise (temporally autocorrelated data) to determine significant wavelet power contours, using the "WAVELETCOMP" R package (Roesch & Schmidbauer, 2014) . We then sought to obtain a time series of hydropeaking intensity to use it as a predictor of the invertebrate trajectories in subsequent models. Using the instantaneous flow data set, we obtained a seasonally averaged series of maximum subdaily discharge. This measure (hereafter "hydropeaking intensity") captured the patterns of temporal variation in hydropeaking intensity observed in the wavelet, and was highly correlated (R = .87) with monthly net power generation at the Buford dam plant, as reported by the U.S. Energy Information Administration.
| Invertebrate community sampling and trait assignations
Every 3 months over a period of 11 years (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) , aquatic macroinvertebrates were collected using Surber samplers (500-lm net) in each of the four studied sites. Three replicate samples covered each of the dominant microhabitats at the reach scale, and macroinvertebrates were preserved in 70% isopropyl and identified to the lowest possible taxonomic level (genus in most cases) in the Invertebrate functional diversity over time
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F I G U R E 2 Summary of the methodological approach. Our methodological approach combines several sources of data and time-series methods, and consists of four steps: characterizing a novel, time-varying flow regime in the Chattahoochee River below Buford Dam (step 1); assigning biological traits to invertebrate taxa (step 2); analyzing the spatio-temporal dynamics of the invertebrate metacommunity, and the effects of hydropeaking intensity on individual traits and on functional diversity (step 3); and simulating functional trajectories across a gradient of increasing hydropeaking intensity (step 4). See text for details lab (see Holt, Pfitzer, Scalley, Caldwell, Capece et al., 2015 for more details and identification keys). Abundance data from replicate samples were pooled to obtain a single sample per visit and site, and 35 taxa (after excluding taxa with <1% abundance) were retained for biological trait analyses.
We assigned taxa to traits using the U.S. EPA Freshwater Biological Traits Database, which employs as main sources Vieira et al. (2006) and Poff et al. (2006) . We considered a total of 12 traits and 35 trait states describing invertebrate morphology (body size and shape, armor), behavior (mobility, dispersal mode and strength, feeding, habitat, and current preferences), and life-history strategies (voltinism, lifespan, reproductive strategies) (see Table 1 ). Missing trait states were filled in via existing literature (Merritt & Cummins, 1996; Tachet, Richoux, Bournaud, & Usseglio-Polatera, 2002 ), using family level data when genus-level data were unavailable. Although often coded as binary, trait states are generally nonmutually exclusive . Thus, here we followed a fuzzy coding approach (Chevenet, Doledec, & Chessel, 1994) , and the number of times that a trait state was reported for a taxa (relative to the total number of "reports" for that trait) was used to weigh the prevalence (or affinity) of that trait state. This delivered a matrix describing 35 trait state affinities 9 35 taxa (Data File S1).
| Connecting flow regime alteration to invertebrate functional trajectories
We then set out to understand the dynamics of the invertebrate metacommunity, using Multivariate Autoregressive State-Space (MARSS) models with the "MARSS" R package (Holmes, Ward, & Scheuerell, 2014) . MARSS models rely on theory about the patterns of temporal correlation that emerge from abiotic and biotic interactions (Ives, Dennis, Cottingham, & Carpenter, 2003) , and have been used to model a wide range of ecological and conservation problems (reviewed in Hampton, Holmes et al., 2013) . Because MARSS models are data-driven, they are advantageous when uncertainty around ecophysiological parameters would make the use of mechanistic models challenging. Moreover, they allow for inclusion of observation error, which is important because noise in long-term data can affect our inferences about the data (Knape & de Valpine, 2012) . A MARSS model can be written in the matrix form as:
where w t $ MVNð0; QÞ (1)
Data enter the model as y in Equation (2) (the observation process), with y t being observed trait state abundance across sites modeled as a function of "true" trait state abundance (x t ) and v t , a vector of non-process (or observation) errors, with observation errors at time t being multivariate normal with mean 0 and covariance matrix R. We assumed trait-specific observation error variance, and no covariance, because errors in invertebrate counts should not be correlated across sites. In the state process (Equation 1), B is an interaction matrix and can model the effect of trait state abundances on each other (in our case it was set to 'identity'). C is the matrix whose elements describe the effect of the covariate c t-1 (hydropeaking intensity during the precedent season) on trait state abundance at each site (hereafter hydropeaking effects), and w t is a matrix of the process error, with process errors at time t being multivariate normal with mean 0 and covariance matrix Q. We ran four different MARSS model structures, and one model for each trait: (i) First, we ignored the covariate, and modeled the metacommunity as a purely stochastic process. In this case we compared models not allowing for covariance in Q ("asynchronous model") to models allowing for covariance ("synchronous model").
Because here each time series is a trait state at a site, process error Trait abundance data were log-transformed, and covariate data (hydropeaking intensity) were z-scored. The support for the different model structures was assessed in an information-theoretic approach (Burnham & Anderson, 2002) using AICc. All parameters, including the ones of interest (hydropeaking effects in C) were assessed via bootstrapped 95% confidence intervals.
| Anticipating the effects of hydropeaking on functional diversity
Thereafter, we simulated how alternative hydropeaking scenarios would affect the functional structure of the metacommunity. To this end, we used the parameters estimated by the MARSS functional diversity model to simulate how the metacommunity would respond to a hydropeaking gradient that spanned the range observed over the 11-year study period. We ran 5,000 stochastic simulations at each step of the hydropeaking gradient (ranging in z-scores from À1
to +1 in 0.1 steps). We then estimated the probability of observing a 90% decline in functional diversity at different time horizons, i.e.,
within half a year, 1, 2, and 4 years of subjecting the metacommunity to ameliorated or worsened hydropeaking scenarios. We also compared a scenario where hydropeaking was constant (i.e., present in all seasons) to a scenario where it was intermittent (i.e., seasonon, season-off). This may be relevant to situations where different dams can be managed in concert to cover power demand collectively, while maximizing ecological recovery downstream of each dam.
| Southeast-wide analysis of flow regime alteration
Finally, we analyzed flow regime alteration across rivers in the U.S.
Southeast region, i.e., Hydrologic Units #03 (South Atlantic-Gulf), #06 (Tennessee), and #08 (Lower Mississippi). We compared damaffected gages with gages included in the Hydro-Climatic Data Network (HCDN), a subset of reference gages that reflect prevailing meteorological conditions and not human activities (Lins, 2012) . In order to be included, dam-affected gages had to be influenced by a hydropower dam, meaning being located immediately downstream (<10% in drainage area change) of a structure classified as "Hydro- We quantified flow regime alteration by focusing on differences in flow periodicity and variability between dam-affected and HCDN gages. We applied the same preprocessing procedure as for the Chattahoochee River, and excluded gages with low-quality data (>5% missing values). This delivered 23 dam-affected gages (comprising 22 dams in 16 rivers; Table 2 ) and 97 HCDN gages. We ran wavelets on each series, and quantified variance normalized median power at "artificial" (12-hr, 24-hr, 1-week) and "natural" timescales of flow variation (6-month, 1-year). We then focused on flow variability, computing a 10-year averaged daily coefficient of variation that has been used in the past to describe hydropeaking (Dibble, Yackulic, Kennedy, & Budy, 2015; Kennedy et al., 2016) . Finally, log response ratios and associated 95% confidence showed if dam- Wavelet analysis on hourly discharge data showed that dam operation introduced flow variation at high frequencies, with peaks at the human relevant scales of half a day, 1 day, and 1 week (Figure 3a3 ).
This novel flow regime arises from frequent, strong (one order of (Figure 3b ). These subdaily high-flow releases respond to peak electricity demand, and can be absent during weekends and vacation days (Figure 3b ). Subdaily high flows represent the magnitude of hydropeaking events, and a monthly average of this metric over the study period (2001-2011) was highly correlated (R = .87) with monthly hydropower production at the Buford Dam plant (Figure 3c,d ). Hydropeaking intensity fluctuated over the study period, with periods of relatively low alteration by hydropeaking being punctuated by intervals of high hydropeaking alteration (e.g., in years 2003, 2005, 2010, 2011) (Figure 3d ).
| Flow regime alteration and functional trajectories of the metacommunity
The comparison of MARSS model structures showed that when not considering any covariate, synchronous dynamics across sites were better supported (Table 3 ). The same was true for models considering hydropeaking intensity as a covariate; however, smaller AICc values in 10 out of the 12 models indicated that the evidence for synchronous dynamics decreased after including hydropeaking intensity as a covariate (Table 3 ). This suggested that part of the temporal variability in trait abundance within and across sites was driven by variation in (Figure 4a-c) . Moreover, trait states responding more strongly to hydropeaking intensity (in either direction) decreased more in covariance when including hydropeaking intensity as a covariate (Figure 4d ). This indicates that hydropeaking intensity affected some, but all not trait states, with sensitive traits being spatially synchronized by this exogenous influence. Hydropeaking had significantly negative effects on 16 trait states and significantly positive effects on three trait states, whereas 16 trait states did not respond significantly (Figure 5a ). The three trait states that benefitted from hydropeaking were filterer, erosional, and clinger strategies (Figure 5a ). In turn, most trait states negatively affected by hydropeaking reflected morphological, behavioral, and life-history adaptations to environmental stability (e.g., long lifespans, univoltinism, large body sizes, use of depositional habitats; Figure 5a ).
Finally, in order to determine how these trait-specific effects scaled up in terms of functional diversity at the metacommunity level, we fitted an analogous MARSS model on functional diversity. This showed a negative effect of hydropeaking on functional diversity-stronger than any of the individual trait responses (Figure 5b ). This significant relationship served as a basis for simulating the effects of alternative hydropeaking scenarios on invertebrate functional diversity.
| Anticipating the effects of hydropeaking on functional diversity
The MARSS stochastic simulations run across a gradient of hydropeaking intensity showed that the risk of functional diversity collapse (i.e., the probability that functional diversity would decrease by at least 90% within the forecasted period) increased with hydropeaking intensity The "Synchronous" model structure allows for process error covariance within trait states (across sites), whereas the "Asynchronous" model structure sets to zero all off-diagonals in the process error variance-covariance (Q, see Equation 1 in Methods). On the left, models without a covariate (i.e., making no assumption of what is driving coordinated and uncoordinated fluctuations in trait abundance over time). On the right, models with a covariate (i.e., including hydropeaking intensity effects). Models including process error covariance and hydropeaking intensity as a covariate were generally better supported. One MARSS model was fit for each trait, modeling trait state abundance across sites as a response. Values are Akaike Information Criteria corrected for small sample size (AICc).
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| 3757 (Figure 6a ). Change in risk tended to accumulate over time. This way, ameliorating hydropeaking intensity (from average to low) for half a year would only slightly decrease the functional collapse risk (by 2.0%). However, this influence would grow if hydropeaking was ameliorated for a year (5.8% decrease), 2 years (10.0% decrease), or 4 years (17.0% decrease) (Figure 6a ). On the flip side, the detrimental effects of increasing hydropeaking intensity (from average to high) on functional collapse risk also accumulated over time, from a 3.3% increase in risk within a semester to a 6.8%, 12.7%, and 16.3% increase after 1, 2, and 4 years respectively (Figure 6a ). The entire hydropeaking gradient used for the simulations (i.e., z-scores ranging from À1 to +1) was observed during the study period. Thus, these simulations are relevant to the range of flow regimes experienced by the metacommunity, and show that regardless of stochasticity in its dynamics, ameliorating hydropeaking intensity would have desirable effects on the risk of functional diversity loss.
If an intermittent (i.e., season-on, season-off) rather than a constant hydropeaking scheme were applied, risk would decrease even further ( Figure 6b ). Average hydropeaking intensities applied intermittently could decrease functional collapse risk by 1.3%-9.1%, and increased hydropeaking intensities applied intermittently would have only negligible effects (À0.5% to +1.0% change in risk) (Figure 6b ).
| Southeast-wide analysis of flow regime alteration
Finally, we quantified the extent of flow regime alteration by hydropower dams across the U.S. Southeast climatic region, by comparing flow periodicity and variability between dam-affected and reference (HCDN) gages. The comparison of wavelet power at the five targeted periods (12-hr, 24-hr, 1-week, 6-month, 1-year) showed that "artificial" flow cycles are relatively more prevalent in dam-affected reaches, but "natural" flow cycles are equally present in dam-affected and unaffected sites (Figure 7a) . Additionally, flow variability in dam-affected rivers was more than twice that of reference rivers (Figure 7b ). These results suggest that water storage by hydropower dams does not always dampen the natural scales of flow variation (6-month, 1-year).
However, flow management for hydropower does consistently introduce artificial signals (subdaily, daily, and weekly flow cycles) that increase variation in downstream flow regimes.
| DISCUSSION
Global installed hydropower capacity is projected to double over the next 20 years (Zarfl et al., 2015) , creating an increasing need to anticipate the impacts of high-head storage hydropower plants on downstream biodiversity. Two standing challenges in environmental flow science are shifting from static to dynamic (time-varying) characterizations of flow regimes, and from local to riverscape-level responses of population rates and species traits (Poff, 2018) . Here, we used a quantitative approach based on multivariate time-series models to connect a timevarying, novel flow regime to the temporal dynamics of an invertebrate metacommunity. We found that longterm variation in hydropeaking intensity controlled the dynamics of F I G U R E 4 Covariate effects and Q parameters. We compared MARSS models with and without a covariate, focusing on how estimated process error variance and covariance values changed with the inclusion of the covariate (hydropeaking intensity) (see Q and C in Methods, Equation 1). (a) Density plot of delta variances (i.e., the difference in trait state-specific process error variance estimated by models with and without hydropeaking intensity as a covariate). (b) Density plot of delta covariances (i.e., the difference in trait state-specific process error covariance estimated by models with and without hydropeaking intensity as a covariate). (c) Density plot of delta correlation (i.e., the difference in trait state-specific process error covariance-variance ratios estimated by models with and without hydropeaking intensity as a covariate). 
| Trait responses to hydropeaking
One of the artificial signals introduced by hydropower dams is hydropeaking: frequent, short duration discharge events arising from fluctuation in the demand for hydroelectric power. Abundant research has shown how diel, rapid water-level rise and recession cycles can reduce biomass, abundance, and diversity of aquatic fauna via stranding, displacement, thermal stress, and recruitment limitation (e.g., Kennedy et al., 2016; Liebig, Cereghino, Lim, Belaud, & Lek, 1999; Moog, 1993; Valentin, Wasson, & Philippe, 1995) . In our case, more than half of the traits responded significantly to hydropeaking, most of them negatively. As expected, several traits favored under stable, lentic environments responded negatively to hydropeaking, whereas the opposite was true for some traits conferring resilience and resistance strategies to frequent flood disturbance (Bonada et al., 2007) .
We observed a high redundancy within "winner" and "loser"
traits. For example, 86% of the rheophilic species (i.e., taxa with high affinities for erosional [fast-flow] habitats) were also collector-filterers, and 71% had both rheophilic and clinger habits (Data File S1)
-the three strategies that benefited the most from hydropeaking ( Figure 5a ). Conversely, taxa negatively affected by hydropeaking were mainly collector-gatherer depositional midges; or larger taxa with longer life cycles (i.e., long-lived, univoltine species). Trait redundancy was again high-for instance, all large invertebrates were long-lived; and 75% of predators (or 71% of collector-gatherers) were depositional or partly depositional taxa (Data File S1).
Functional redundancy can increase resilience in a metacommunity by making it more difficult for a trait to become extirpated . However, that requires response diversity by traits to be high: different species need to respond in diverse directions to disturbance to "insure" the range of traits. This was not the case in our study, as most traits responded negatively to hydropeaking. This suggests a weakened capacity of the metacommunity to respond to disturbance , which is consistent with 
| Functional collapse risk and the Moran effect
The model comparison showed that synchronous trajectories were better supported than asynchronous ones, and that hydropeaking intensity explained this spatial covariation in 10 of the 12 trait-specific models. Asynchronous dynamics increase metapopulation stability, because when local populations have independent dynamics from each other, thriving populations can rescue those impacted by localscale shocks. Similarly, species-richer communities generally deliver more stable services, as different species may respond to uncorrelated sources of demographic stochasticity (Schindler et al., 2015) . Such variance dampening in a structured metacommunity is often referred to as the portfolio effect, a concept borrowed from financial markets, where asset diversity stabilizes financial portfolios (Markowitz, 1991) .
In our study, however, the portfolio effect-and the resulting crossscale resilience )-was weakened because suites of traits responded to hydropeaking in a coordinated manner across sites. This observation can be explained by the Moran theorem, which poses that the temporal correlation of two populations is a function of the correlation between the environmental regimes in which they live (Moran, 1953; Ranta et al., 1997) . The Moran effect has often been studied across large spatial scales (e.g., to study ecological responses to climate forcing; Stenseth et al., 2002) . Here, we propose it may also play a role in human-altered riverscapes, for example when large dams affect long river sections (like in this study), or when cascades of smaller dams operate simultaneously. Taxa drifting and flying from tributaries may be able to rescue declining functional guilds in regulated main stems . However, when no nearby propagule sources exist (e.g., in headwater dams, or in highly dammed river basins) the Moran effect may increase the effective risk of functional collapse. Many individual traits are linked to species' functional roles in ecosystems, e.g., feeding strategies are linked to organic matter processing (Grac ßa, 2001); and voltinism, flying, and drift are linked to terrestrial and in-stream subsidies (Baxter, Fausch, & Carl Saunders, 2005; Uno & Power, 2015 
| Periodicity alteration as an emerging consequence of global change
Predictable (seasonal) signals, and stochastic (aseasonal) environmental noise, both control the structure and dynamics of aquatic biota across levels of biological organization (Grossman, 1982; Sabo et al., 2010) . Periodicity is an important feature of flow regimes, and influences river biodiversity and productivity (Bunn & Arthington, 2002; Jardine et al., 2015) . The anthropogenic alteration of environmental periodicity (or "periodicity syndrome") we found in the study system and regionally (Figures 3a and 7a ) represents a shift in flow predictability across the frequency domain, toward the human-relevant, short timescales of variation. Periodic variation is, in theory, a more benign type of environmental variation than stochastic variation-for it is predictable and organisms can cope with predictable variation via increased tolerance to stress (Resh et al., 1988; Sabo & Post, 2008) . However, periodicity at the half-daily, daily, and weekly scales may not be coupled to life-history adaptations of aquatic or riparian organisms (Lytle & Poff, 2004) . Rapid evolution in response to novel habitat conditions can occur within only a few generations (Hendry, Wenburg, Bentzen, Volk, & Quinn, 2000) , and high-frequency flow (Lande, 2009; Thompson, 1998) .
Here, we focused on periodicity syndromes in flow regimes, but similar alteration has been reported in light cycles (due to artificial lighting and skyglow; Gaston, Duffy, Gaston, Bennie, & Davies, 2014) and in sound cycles (due to artificial background noise; Pijanowski et al., 2011; Warren, Katti, Ermann, & Brazel, 2006) . The spectral methods we used offer a way to study changes in environmental periodicity regardless of their nature. Wavelets are being quickly adopted by ecologists (Carey, Hanson, Lathrop, & Amand, 2016; Tonkin, Bogan, Bonada, Rios-Touma, & Lytle, 2017; White et al., 2005) , and hold particular promise in environmental flow science because they are free from the assumption of stationarity (Cazelles et al., 2008) . Given the growing availability of environmental time series (Hampton, Strasser et al., 2013) , the combination of time-series methods in the frequency and time domains (e.g., Grossman & Sabo, 2010; Ruhi, Holmes, Rinne, & Sabo, 2015) will offer increasing opportunities to anticipate the effects of altered periodic and stochastic environmental variation on ecological communities.
| CONCLUDIN G REMARKS
This study adds to growing evidence that novel flow regimes can be detrimental to river ecosystem structure and functioning (e.g., Cross et al., 2013; Kennedy et al., 2016; Tonkin, Merritt, Olden, Reynolds, & Lytle, 2017 )-in this case, by influencing the functional dynamics (Lins, 2012) . Horizontal black lines represent group and overall means; asterisks show significant differences measured by log response ratios ( Figure S3 ) [Colour figure can be viewed at wileyonlinelibrary.com] of the downstream invertebrate metacommunity. Our finding on the synchronizing effect of hydropeaking underscores the need to understand biodiversity responses to flow alteration over space and time Poff, 2018) . In turn, the observed relationship between hydropeaking and functional diversity decline risk may help inform dam management strategies that balance ecological outcomes with socio-economic goods (Poff et al., 2016; Sabo et al., 2017) . Trends in streamflow regulation and hydroclimatic change are accelerating (IPCC, 2014; Zarfl et al., 2015) , and restoring reference (predam) flow regimes is often unfeasible (Acreman et al., 2014) .
Thus, a better understanding of the consequences of the different facets of novel flow regimes may increase the efficacy of environmental flow design in the face of global change.
