In this letter, we propose a novel family of windowing technique to compute mel frequency cepstral coefficient (MFCC) for automatic speaker recognition from speech. The proposed method is based on fundamental property of discrete time Fourier transform (DTFT) related to differentiation in frequency domain. Classical windowing scheme such as Hamming window is modified to obtain derivatives of discrete time Fourier transform coefficients. It is mathematically shown that this technique takes into account slope of power spectrum and phase information. Speaker recognition systems based on our proposed family of window functions are shown to attain substantial and consistent performance improvement over baseline single tapered Hamming window as well as recently proposed multitaper windowing technique. Index Terms-Differentiation in frequency, power spectrum estimation, speaker recognition, tapered window, mel-frequency cepstral coefficients (MFCC).
I. INTRODUCTION
M EL FREQUENCY cepstrum coefficient (MFCC) extraction schemes use discrete Fourier transform (DFT) for calculating short-term power spectrum of speech signal. During this process, Hamming or Hanning window is applied to raw speech frames in order to reduce spectral leakage effect. These windows have reasonable sidelobe and mainlobe characteristics which are required for DFT computation. However, there exist various other window functions which also have good behavior in terms of certain parameters of their frequency responses [1] . In practice, selecting the optimal window function for speech processing application is still an open challenge [2] . Recently, alternatives of Hamming window have drawn attention of the researchers [3] , [4] . For example, performance of speaker recognition systems based on MFCC, extracted using multitaper window function, are shown comparatively robust than existing single tapered Hamming window based approach [5] .
In this work, we propose a simple time domain processing of speech after it is multiplied with a standard window. The processing is based on well-known difference in frequency property of discrete time Fourier transform [6] , and it can be easily integrated with standard window during DFT computation. Due to the proposed modification, we inherently compute derivative of Fourier transform. Power spectrum is computed from those differentiated Fourier coefficients. There are evidences that speaker discriminating attribute is present in slope of power spectrum [7] as well as in phase information [8] , [9] . In this letter, we have mathematically shown that our proposed technique integrates both slope and phase information with magnitude spectrum. Therefore, it can be hypothesized that the speech feature extraction from these modified Fourier coefficients will give better recognition performance. We have evaluated the performance in multiple databases for speaker verification (SV) task, and consistent performance improvement is achieved over Hamming window based baseline system. The rest of the letter is organized as follows. In Section II, we describe the proposed windowing scheme and its features. In addition to that, the effect of newly introduced window in power spectrum computation is mathematically analyzed. Experimental results are shown in Section III. Finally, the letter is concluded in Section IV.
II. PROPOSED WINDOWING METHOD

A. Design of Proposed Window Function
Let be a windowed speech frame of length and its DTFT is given by, . Now, differentiating w.r.t. , a relationship can be obtained between DTFT of and . This is known as differentiation in frequency property [6] , [10] . We can express DTFT of as . As DFT coefficients are samples of DTFT at , DFT of are discrete samples of at . Therefore, are the DFT coefficients of . Since is a windowed speech frame, it can be represented as , where is raw speech frame and is window function. We propose new window function as . The windowed speech frame is then represented as . From generalization of differentiation in frequency property, we can write that, for an integer , DTFT of is . Therefore, the proposed window function of -th order window can be written as . Standard Hamming window can be viewed as zero order window of proposed family. The window functions are shown in Fig. 1 for first and second order along with Hamming window. Note that in contrast to frequently used window functions, the newly introduced family of window functions is asymmetric and non-tapered. 
B. Characteristics of the Proposed Window Function
Commonly, the effectiveness of a window function is judged by different performance metrics [1] . In order to evaluate the performance of the window in DFT computation, various performance metrics are computed prior to the application of this window function in speech feature extraction. We have calculated three widely used performance evaluation metrics: spectral leakage factor, relative sidelobe attenuation, and mainlobe width ( dB) of the Hamming and proposed windows of different orders. The results are shown in Table I for window size of 160 samples. It can be observed that with the increase of order, the spectral leakage increases and sidelobe attenuation decreases to some extent which have minor effect in recognition performance. However, considerable increase in mainlobe width will help to estimate smooth power spectrum, and that is expected to improve recognition performance [10] .
C. Effect of the Proposed Window in Power Spectrum Computation
In this subsection, we find out a mathematical connection between power spectrum of proposed windowed speech frame and power spectrum of original Hamming windowed speech frame.
Let us assume that power spectrum of Hamming windowed signal is given by , and power spectrum of the proposed window is . Therefore, and , where and are magnitude spectrum of two signals respectively. Now, since can be decomposed into a real, and imaginary, part, the slope of magnitude spectrum of Hamming windowed speech signal can be written as,
On the other hand, magnitude spectrum of the modified signal can be written as,
Now, if we consider that and , then and . Therefore, from (2),
On the other hand, if we put and in (1) we get,
where . Therefore, from (3) and (4), we get,
Finally, we can write the final expression of the output power spectrum as,
The term in (6) corresponds to the slope of the power spectrum of the Hamming windowed speech at frequency . Hence, as a consequence of power spectrum computation from derivative of Fourier transform, we obtain a modified power spectrum which is related to the slope of original power spectrum. Apart from it, the newly formulated power spectrum is also related to phase spectrum of the signal . Using a more complicated computation, it can also be shown that the higher order version of proposed differentiation window (e.g., for ) will compute power spectrum with higher order derivative of . The modified DFT magnitude coefficients are nothing but the samples of at . Therefore, mel cepstrum computation using proposed window integrates the slope of power spectrum, phase, and of course, power spectrum of the signal. It is expected that the speech feature will be more efficient compared to the standard cepstrum which is solely based on power spectrum. Table II .
III. EXPERIMENTAL SETUP AND RESULTS
A. Speaker Recognition Setup
2) Feature Extraction: 38 dimensional MFCC feature vectors has been extracted for different types of window functions using 20 filters linearly spaced in Mel scale from speech frames of size 20 ms (with 50% overlap). Detailed explanation of used MFCC computation technique is available in [7] .
3) Classifier Description: The performances of speaker recognition systems have been evaluated using Gaussian mixture model-universal background model (GMM-UBM) based classifier [11] . For the evaluation of SRE 2006, the GMM-UBM system is trained with 512 mixtures of gender dependent UBM with complete one side training data of SRE 2004 (i.e., 246 male and 370 female utterances). -score normalization is performed on raw score of GMM-UBM system. Normalization data is obtained from one side section of SRE 2004. Experiments are also conducted using classifiers based on GMM supervector and support vector machine (GSV-SVM) [12] . This is based on the same UBM of GMM-UBM system. The negative examples of SVM are obtained from the same data used for UBM preparation. Experiments are also carried out with nuisance attribute projection (NAP) based channel compensation technique [13] . Channel factors are obtained using the speech signals of SRE 
B. Results
Speaker recognition experiments are carried out with different window function keeping other blocks identical i.e., pre-processing, feature extraction and classification are precisely same for all various window based systems. We first evaluate the performance on SRE 2001 and SRE 2004 with classical GMM-UBM system. The performance of proposed windows (first and second order) are compared with single tapered Hamming window as well as recently proposed multitaper window. The performance has been evaluated with multipeak taper of size (denoted by in Table III ) 6 and 12 as mentioned in [14] , [5] . The results are shown in Table III and corresponding detection error trade-off (DET) plots are shown in Fig. 2 (i) and (ii). Equal error rate (EER) and minimum detection cost function (minDCF) of SV systems based on newly proposed window functions are consistently better for both the databases. In comparison with baseline Hamming window based system, we have obtained 0.6% and 7.74% relative improvement in EER, and 0.26% and 5.59% relative improvement in minDCF for SRE 2001. In contrast, for SRE 2004, the relative improvements in EER are 1.96% and 4.26%, and for minDCF these are 1.15% and 3.45%. Interestingly, we have observed that multitaper windowing techniques do not give better performance as compared to the proposed method. SV experiments are also conducted with an existing phase based feature: modified group delay function (MODGDF) [9] and the score level classifier fusion is performed with the MFCC based systems. It has been observed that the performance obtained with the fusion of proposed MFCCs and MODGDF based systems are better than the combination of baseline MFCC and MODGDF based systems.
In Table IV , the performance is shown for different classifiers on SRE 2006. Also, in this case, we have achieved consistent and reasonable performance improvement for proposed window based SV systems. The DET plots are shown in Fig. 2 (iii) for both GMM-UBM and GSV-SVM (with NAP) system. It can easily be interpreted that SV systems based on the proposed window functions are consistently better than Hamming window based baseline system. It is also observed that performances of second order window based systems are better than first order window based systems.
IV. CONCLUSION
In this letter, we have focused on the usage of a class of window functions by which more effective speech feature can be computed. The newly formulated feature represents the power spectrum of the original spectrum as well as its derivative. In addition to that, it also integrates phase information which is also relevant for speaker recognition. Speaker recognition system based on proposed windowing schemes are evaluated on different NIST databases. We have achieved consistent performance improvement over baseline Hamming window based technique on various combinations of classifiers and databases.
