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Abstract 
Person re-identification (Re-ID) is a challenging task as per-
sons are often in different backgrounds. Most recent Re-ID 
methods treat the foreground and background information 
equally for person discriminative learning, but can easily lead 
to potential false alarm problems when different persons are 
in similar backgrounds or the same person is in different 
backgrounds. In this paper, we propose a Foreground-Guided 
Texture-Focused Network (FTN) for Re-ID, which can 
weaken the representation of unrelated background and high-
light the attributes person-related in an end-to-end manner. 
FTN consists of a semantic encoder (S-Enc) and a com-
pact foreground attention module (CFA) for Re-ID task, and 
a texture-focused decoder (TF-Dec) for reconstruction task. 
Particularly, we build a foreground-guided semi-supervised 
learning strategy for TF-Dec because the reconstructed 
ground-truths are only the inputs of FTN weighted by the 
Gaussian mask and the attention mask generated by CFA. 
Moreover, a new gradient loss is introduced to encourage the 
network to mine the texture consistency between the inputs 
and the reconstructed outputs. Our FTN is computationally 
efficient and extensive experiments on three commonly used 
datasets Market1501, CUHK03 and MSMT17 demonstrate 
that the proposed method performs favorably against the 
state-of-the-art methods. 
1  Introduction 
Person re-identification (Re-ID) aims to match persons with 
the same identity in different camera scenarios. It has signif-
icant application value in the field of intelligent video sur-
veillance such as multi-object tracking (Bergmann, 
Meinhardt, and Lealtaixe 2019; P. Huang et al. 2020) and 
pedestrian retrieval (Han et al. 2019). Recently, with the de-
velopment of deep learning, pedestrian Re-ID has received 
more and more attention from researchers, and considerable 
progress has been made. However, this task still faces many 
challenges, including differences in resolution, posture var-
iations, background interference, noisy labels, occlusion, etc.  
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Figure 1: Visualization of false alarm of network caused by back-
ground interference. (a), (b), and (c) are the persons with the same 
identity and their activation map in different backgrounds. We can 
clearly see the high responses (but correspond to different attrib-
utes) of the background in the red circle. 
Among these challenges, in this paper, we focus on the 
background interference, which is often ignored but im-
portant. 
For background interference challenge, some existing 
methods use the attention mechanism to obtain the potential 
semantic or structural correlations of persons on the basis of 
deep CNN to highlight the discriminative appearances in-
formation of human bodies (Chen, Deng, and Hu 2019; 
Chen et al. 2019; Dai et al. 2019). However, these attention-
based methods, on the one hand, suffer from expensive com-
putation, especially when the feature roots of tensors are cal-
culated, which reduces the learning efficiency of the net-
work. On the other hand, they do not perform explicit sup-
pression processing against background interference. When 
an object in the background is considered to be a discrimi-
native attribute of one person with high response, this attrib-
ute may not exist in other camera scenes (as shown in Figure 
1), which will mislead the learning direction of the network. 
In order to easily focus on person bodies to extract valua-
ble foreground-related information, some methods (Guo et 
al. 2019; Miao et al. 2019; Wang et al. 2020) directly use 
image segmentation or pose estimation algorithms to deter-
mine the locations of body parts/key points for guiding the 
feature extractor generate body-related feature embeddings, 
which is effective in handling occlusion or posture varia-
tions. However, introducing an independent image segmen-
tation/pose estimation module into the Re-ID task will com-
plicate the construction of the overall model, and seriously 
affect the actual inference speed. More importantly, the lo-
cations of body parts/key points may be inaccurate due to 
background interference, which will result in great reduction 
of accuracy in Re-ID. 
In this paper, we propose a Foreground-Guided Texture-
Focused Network (FTN) to obtain discriminative person 
body information and suppress background semantic inter-
ference for an effective person Re-ID. FTN consists of a se-
mantic encoder (S-Enc) and a compact foreground attention 
module (CFA) for Re-ID, and a texture-focused decoder 
(TF-Dec) for image reconstruction task. Our method is sim-
ilar to (Jin et al. 2020) which builds a decoder (SA-Dec) for 
reconstructing the densely semantics aligned full texture im-
age to achieve person semantics alignment. However, gen-
erating and processing the pseudo ground-truth correspond-
ing to texture image is complicated and difficult, which lim-
its the further application of (Jin et al. 2020) in real scenes. 
Unlike (Jin et al. 2020), to train and optimize TF-Dec, we 
do not use texture images that may have gaps with the real 
Re-ID dataset as ground-truths, but use mask-weighted orig-
inal images to achieve TF-Dec foreground-guided semi-su-
pervised learning which make the training conditions easy 
to meet and force S-Enc to weaken the false alarm effect 
caused by background interference. There are two sources 
of masks used for TF-Dec training, one is the general Gauss-
ian mask, the other is the attention mask generated by our 
CFA. Note that FTN can be trained end-to-end because the 
mask generation is online, which is simpler than the method 
based on image segmentation or pose estimation, and has 
greater practical application value. 
In particular, in order to improve the facticity of person 
texture information and the texture consistency captured by 
network between the input and reconstruction output, we in-
troduce a novel gradient loss for TF-Dec. In addition, since 
CFA and TF-Dec are independent modules, FTN also has 
strong generality and extensibility, we can easily replace 
different S-Enc as needed. During inference, TF-Dec will be 
discarded to ensure the computationally efficient. 
In summary, the contributions of our work mainly include: 
• We propose a powerful framework FTN for person fore-
ground-guided texture-focused representation learning to 
obtain robust and effective person Re-ID, which can be 
trained end-to-end. 
• We build an independent simple TF-Dec trained by a 
novel gradient loss for person texture-focused reconstruc-
tion and can force FTN to be more discriminative. 
• The lightweight CFA is designed to generate well-posi-
tioned attention mask for TF-Dec foreground-guided 
semi-supervised learning and can suppress the influence 
of background interference, which can be easily incorpo-
rated into other deep learning tasks. 
• Experimental results show that the proposed FTN can 
achieve the state-of-the-art performance on Market1501 
(Zheng et al. 2015), MSMT17 (Longhui Wei et al. 2018) 
and CUHK03 (Li et al. 2014). 
2  Related Work 
Person Re-Identification. Person Re-ID has made great 
progress in recent years based on deep neural networks 
(Zheng, Yang, and Hauptmann 2016). Most exiting Re-ID 
algorithms formulate their architectures inspired by object 
classification (Ahmed, Jones, and Marks 2015; T. Chen et 
al. 2019; Li et al. 2014; Sun et al. 2018; Z. Zheng, Zheng, 
and Yang 2017). To obtain discriminative feature represen-
tations, some focus on extracting the global feature of a per-
son image (Chen et al. 2017; Qian et al. 2017; Yu et al. 2019; 
Zhou et al. 2019) while may not inhibit intra-class variations, 
e.g., occlusion, misalignment, background interference. Re-
cently, some part-based methods are proposed to enhance 
the discriminative capabilities of person body parts, e.g. Sun 
Yifan et al. (2018) and Fu Yang et al. (2019) slice person 
images into horizontal grids for part learning and Hyunjong 
Park et al. (2020) consider relations between body parts for 
more discriminative feature extraction. In addition, some 
methods (Li, Zhu, and Gong 2018; Zhao et al. 2017) utilize 
attention mechanism to extract part-based spatial patterns 
from person images automatically. Nevertheless, these part-
based methods do not treat background and foreground fea-
tures differently, which will weaken the distinguishability of 
parts. There are also some methods (Chen et al. 2019; Chen 
et al. 2019; Wang et al. 2018; Xia et al. 2019; Xu et al. 2018) 
can obtain useful feature embeddings just rely on attention 
mechanism. However, the attention module may bring too 
much computational consumption, and attention-based 
methods still face the potential false alarm problem caused 
by background interference. Moreover, aligning the person 
body parts or feature embeddings is also a powerful method 
to deal with intra-class variations (Guo et al. 2019; Luo et al. 
2019; Miao et al. 2019; Wang et al. 2020). However, these 
methods use image segmentation algorithms or pose estima-
tion algorithms to achieve alignment, which will increase 
the difficulty of training, and in complex background scenes, 
their localization accuracy will be compromised. Different 
from the above methods, we design an end-to-end encoder-
decoder network, which discriminately reconstructs the 
background and foreground through the texture-focused 
mechanism to achieve background interference suppression. 
Furthermore, we introduce the CFA module to further high-
light the diverse discriminative features of foreground. 
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Figure 2: Proposed foreground-guided texture-focused network (FTN) for person Re-ID. Our model mainly consists of three components: a 
semantic encoder (S-Enc), a compact foreground attention module (CFA) and a texture-focused decoder (TF-Dec). Each stage of S-Enc 
corresponds to ResNet-50 and up blocks of TF-Dec are a series of upsampling modules with ratio 2. Attention mask and Gaussian mask are 
generated by CFA and Gaussian kernel respectively. 
our knowledge, image reconstruction (IR) is rarely used in 
person Re-ID as it is difficult to couple Re-ID and IR. Re-
cent approaches which focus on deep learning based IR are 
designed to generate high resolution person images to ad-
dress person Re-ID with various resolutions. Jiao Jiening et 
al. (2018) and Wang Zheng et al. (2018) recover some per-
son visual details with the help of IR methods, and Mao 
Shunan et al. (2019) jointly optimize IR task and person fea-
ture extraction for resolution-invariant person Re-ID. How-
ever, in the real world, a person often does not have a corre-
sponding high-resolution image, which limits the practical 
application of these methods. In order to ensure the effi-
ciency of the Re-ID system, Jin et al. (2020) propose SAN 
which takes super-resolution (SR) descriptor as decoder to 
generate texture images and align person semantic infor-
mation. However, generating and processing pseudo 
ground-truth texture images for SAN is complicated, which 
greatly increases the difficulty of training. Differently, our 
method does not require high-resolution clues for supervis-
ing, nor does it need to construct additional synthetic da-
tasets. We design an independent efficient TF-Dec (does not 
participate in the inference stage which ensure the efficiency 
of inference) to achieve the foreground-guided texture-fo-
cused learning of person body and model the texture details 
of the image. Conveniently, the ground-truth used for TF-
Dec training is only the original image processed by special 
masks. 
3  Methodology 
3.1 Network Architecture Overview 
The overall architecture of the proposed FTN is shown in 
Figure 2. FTN consists of a semantic encoder (S-Enc), a 
compact foreground attention module (CFA) for Re-ID and 
a texture-focused decoder (TF-Dec) for reconstruction. 
S-Enc can be most common feature extraction backbones, 
such as ResNet (He et al. 2016), Densenet (Huang et al. 2017) 
and InceptionNet (Szegedy et al. 2016). Similar to most Re-
ID algorithms, we use ResNet-50 by default to build an ef-
ficient S-Enc. We treat the original ResNet-50 down-sam-
pling blocks as a series of stages, and use the output feature 
map of stage_4 as the high-dimensional input of CFA and 
TF-Dec, so that more sufficient body parts localization in-
formation can be modeled. The stage_5 is denoted as a 
global branch which is used to generate the identity sensitive 
feature embeddings. Referring to the previous work (Chen 
et al. 2019; Xia et al. 2019), we set the down-sampling ratio 
of stage_5 to 1 to obtain a larger feature map. In addition, as 
in (Xia et al. 2019), in order to build a more efficient feature 
extractor, we add a local branch (one bottleneck of ResNet-
50) after stage_5. 
CFA generates compact attention feature maps for per-
sons in channel and position. Its detailed model structure 
will be described in Section 3.2, and the concept of compact 
will be further elaborated. Actually, there are two goals of 
CFA: For one thing, it is used as an important component to 
strengthen the ability of S-Enc to extract distinguishable fea-
tures of person body; For another, in particular, it can pro-
vide foreground guidance to TF-Dec to focus on person tex-
ture reconstruction. As an independent module, CFA can 
also be easily incorporated into other vision tasks. 
TF-Dec is a key and independent module of FTN, which 
contains head, body and tail (as shown in Figure 2). Our TF-
Dec is lightweight that the number of channels of its head 
and body are always 64, and the number of channels of tail 
is 3 (RGB). The head contains 1 × 1 convolution, and the 
body is made up of 4 up blocks with upsampling ratio 2. 
Each up block contains PixelShuffle (Shi et al. 2016), 3 × 3 
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Figure 3: Compact Foreground Attention Module (CFA). 
convolution and MSRB (Li et al. 2018) module. Unlike 
work (Jin et al. 2020) which directly utilizes the backbone 
feature layer to construct the upsampling blocks, our recon-
struction will not conflict with the Re-ID. As mentioned, we 
use both the Gaussian mask and the attention mask weighted 
the input as the ground-truth of TF-Dec, so that TF-Dec can 
achieve semantic and texture reconstruction focusing on 
person-related attributes under the guidance of the fore-
ground, which finally forces S-Enc to overcome background 
interference. Particularly, in order to improve the facticity 
of person texture information and the texture consistency 
captured by network between the input and reconstruction 
output, we propose a novel gradient loss (explained in Sec-
tion 3.3) to train TF-Dec. 
For Re-ID, as shown in Figure 2, we use global average 
pooling (GAP), global max pooling (GMP) and fully con-
nected layers to obtain the feature vectors corresponding to 
CFA, global branch and local branch. During training, these 
feature vectors will be used to calculate the losses respec-
tively, and during testing, they will be concatenated as the 
final feature embeddings. 
3.2 Compact Foreground Attention Module 
For person Re-ID, the attention module shows outstanding 
performance on highlighting the distinctive person features. 
In this paper, we propose a compact attention module that 
has fewer parameters, which is of practical significance for 
promoting the practical application of Re-ID. 
Given a feature map, Chen Tianlong et al. (2019) designs 
two independent attention modules (we denote them as 
PAM-CAM) from two perspectives of channel and position, 
which have very similar structures. They first use a 3 × 3 
convolution to reduce the number of channels, and then cal-
culate the channel attention map and the position attention 
map respectively. After that, the attention maps and the in-
put feature map are summed as the output, and the number 
of channels is restored by 3 × 3 convolution. 
Inspired by (Chen et al. 2019), we construct a compact 
foreground attention module (CFA), as shown in Figure 3. 
The improvements are: (1) We introduce the channel max 
pooling (CMP) to reduce the number of channels of input; 
(2) We share the feature maps used for generating channel 
attention map and position attention map; (3) The 1 × 1 con-
volution is used to restore the number of channels. 
Compared with (Chen et al. 2019), our CFA is compact, 
which effectively reduces the amount of computation and 
parameters by using the smallest-scale 1 × 1 convolution 
kernel and sharing features. In particular, we introduce 
channel pooling to reduce the number of channels, which is 
different from most convolution-based channel reduction 
CNN models. Channel pooling can make the semantic fea-
tures compact and discriminative without increasing the 
model parameters and directly eliminates some inactive fea-
tures. Experiments show that for Re-ID, using channel pool-
ing can achieve better retrieval performance than convolu-
tion. 
In CFA, given the input feature maps A of size C × H × 
W, where C is the number of channels, H and W are the 
height and width respectively. We first perform 1 × n chan-
nel max pooling on A to generate compact feature map B of 
size D × H × W, where D = C / n (set n = 2 in experiments). 
Then B is fed into the 1 × 1 convolutional layer to produce 
feature maps Q, K, V of size D × H × W. Q, K is calculated 
after batch normalization, ReLU activation and softmax to 
obtain the channel affinity matrix X of size D × D and the 
position affinity matrix S of size N × N, where N = H × W. 
X and S perform matrix multiplication with V to generate 
channel attention map CA and position attention map PA. 
To further obtain the compact attention map B', we have: 
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where γ and ϕ are the weights of CA and PA respectively, 
which are trainable as components of the model. Finally, the 
output attention map A' whose size is the same as A is gen-
erated through the recover layer with batch normalization 
and 1 × 1 convolution. 
3.3 Gradient Loss for Texture-Focused Decoder 
Many existing super-resolution algorithms use the L1 loss 
as the objective function of reconstruction learning (Dai et 
al. 2019; J. Li et al. 2018; Lim et al. 2017). L1 loss simply 
measures the differences between super-resolution recon-
structed images and high-resolution images and is easy to 
calculate and implement. However, calculating the recon-
struction loss directly from the pixel value will put the net-
work in a huge searching space, and the network is not easy-
optimized. Furthermore, we point out that the gradient of the 
image is also an important kind of feature that the super-
resolution network should learn, and it reflects the changes 
of the texture. For this reason, in our method, we design a 
new gradient loss function for TF-Dec training to capture 
the rich texture details of persons and obtain texture con-
sistency between input and output. 
We calculate the horizontal gradient matrix Gh and the 
vertical gradient matrix Gv of the reconstructed image and 
the reconstruction ground-truth respectively, and use the L1 
function to measure the differences between the reconstruct-
ed image gradient and the ground-truth gradient. Therefore, 
the gradient loss function can be defined as: 
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where b is the batch size, r and g respectively correspond to 
the reconstructed image and the ground-truth, (x, y) repre-
sents the pixel coordinates. In this paper, we fix the recon-
structed image and the ground-truth in the RGB color space, 
which means that C = 3. 
3.4 Optimization and Training Scheme 
Optimization. In this paper, we train our FTN end-to-end. 
For Re-ID, we use the cross-entropy loss LCE and the hard 
mining triplet loss (Hermans, Beyer, and Leibe 2017). Gen-
erally, the hard mining triplet loss is defined as: 
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where E and M respectively represent the number of identi-
ties and instances in a mini-batch. fa, fp, fn represent anchor, 
positive and negative feature vectors respectively and e is 
the edge hyperparameter between intra-class distance and 
inter-class distance. In our experiments, we set e = 0.3. 
As mentioned, we design a gradient loss function Lgradient 
for TF-Dec training. But in order to accurately reconstruct 
the foreground texture-focused image, we also introduce the 
L1 loss on the basis of Lgradient. Thus, to train our FTN model, 
the final total loss is the weighted sum of the loss functions: 
 1 2 3 4 1,FTN CE triplet gradient LL L L L Lλ λ λ λ= + + +  (6) 
where λ1, λ2, λ3, λ4 are the weighting factors. 
Training Scheme. Similar to (Jin et al. 2020), FTN has two 
training strategies. One is to optimize the Re-ID task and the 
reconstruction task at the same time; the other is to alter-
nately train the network related to Re-ID task and recon-
struction task. Experiments show that using the second train-
ing strategy can make FTN get better optimization effect be-
cause there is no conflict between two tasks. Then we take 
every three batches as a group, set the λ1, λ2, λ3, λ4 of LFTN to 
1, 0.1, 0, 0 for training in the first two epochs and set λ1, λ2, 
λ3, λ4 to 0, 0, 1, 1 for training in the third epoch. 
4  Experiment 
To demonstrate the effectiveness of FTN, we carry out com-
prehensive experiments on three public person Re-ID da-
tasets: Market1501 (Zheng et al. 2015), MSMT17 (Wei et 
al. 2018) and CUHK03 (Li et al. 2014; Zhong et al. 2017). 
We first report a series of ablation study results to evaluate 
each component. Then, we compare the performance of 
FTN with exiting state-of-the-art methods. Finally, some 
analyses and visualized results are provided to show the fun-
damental role of FTN. 
4.1 Implementation Details 
During training, the input images are resized to 256×128 and 
then augmented by random horizontal flip, random crop, 
random path, and random erasing (Zhong et al. 2020). With 
the pretrained ResNet-50 on ImageNet, we finetune our 
model. In the warm-up stage (contains 51 epochs), we only 
train classifiers and attention modules. Subsequently, as de-
scribed in Section 3.4, the network training related to Re-ID 
and reconstruction are performed alternately. We use Adam 
optimizer and set the initial learning rate to 3.5×10−4, then 
decays to 3.5×10−5, 3.5×10−6 and 3.5×10−7 after 150, 240 
and 300 epochs. The total number of epochs is 360. Our 
training is done on two GTX 1080Ti GPUs based on 
PyTorch (Paszke et al. 2017) with batch size 32. Each batch 
contains 8 identities, with 4 instances per identity. For eval-
uation, we adopt the cumulative matching characteristics 
(CMC) at Rank-1, and the mean average precision (mAP) as 
evaluation metrics. 
4.2 Ablation Study of FTN 
We use the backbone with global and local branches as base-
line, and perform ablation experiments on Market-1501 and 
CUHK03 (Labeled) datasets. In the ablation experiments, 
the training parameter settings of all control groups are the 
same. 
Effectiveness of CFA Module. We first evaluate the effec-
tiveness of the CFA module on FTN. We remove TF-Dec 
from TFN and calculate evaluation metrics by adding differ-
ent types of CFA. As shown in Table 1, we observe that: (1) 
Using CFA can obtain a great improvement on both Mar-
ket1501 and CUHK03 (Labeled) datasets; (2) The results re-
lated to PA, CA and CMP prove their effectiveness in form-
ing CFA, and among them, CA has the greatest effect on the 
performance improvement of CFA. On Market1501, remov-
ing CA will bring a 1.1% decrease in Rank-1 accuracy to 
CFA; (3) Our CFA brings a more objective accuracy im-
provement than PAM-CAM (T. Chen et al. 2019), indicat-
ing that CFA has more advantages in highlighting valuable 
person clues. 
We further compared the amount of computation and pa-
rameters of CFA and PAM-CAM (Chen et al. 2019), and the  
Model 
Market-1501 CUHK03(L) 
R-1 mAP R-1 mAP 
Base. 94.5 85.8 67.6 66.0 
Base. + PAM-CAM (Chen et al. 2019) 94.2 84.8 72.8 71.1 
Base. + CFA w/o PA 95.5 87.8 74.0 72.7 
Base. + CFA w/o CA 94.8 86.4 73.4 71.2 
Base. + CFA w/o CMP 95.1 86.0 74.4 71.9 
Base. + CFA 95.9 87.7 75.3 72.7 
Table 1: Performance (%) comparisons of different attention mod-
ules on Market-1501 and CUHK03 (Labeled). PA and CA: Posi-
tion and Channel Attention map. CMP: Channel Max Pooling. w/o: 
without. Base.: Baseline. 
results show that our CFA is computationally and memory 
friendly with 0.168 GFLOPs and 1.3 million parameters, 
which reduce 83.4% calculation and parameters. 
Effectiveness of Different Reconstruction Guidance. 
Then, we evaluate the effect of TF-Dec when the network 
has no CFA. Furthermore, based on the CFA, we analyze 
seven other semi-supervised learning strategies related to 
pedestrian texture-focused reconstruction.  
Table 2 presents the ablation study results and we can 
have the following conclusions: (1) From the results of (a), 
we can find that using only TF-Dec can improve the baseline 
on both datasets. It proves that texture-focused learning with 
foreground guidance is effective for improving the accuracy; 
(2) From (b) to (g), using CFA and TF-Dec at the same time 
can bring further improvement to the baseline on both da-
tasets. Especially when CFA generates attention mask for 
TF-Dec, the performance of the overall model has a signifi-
cantly improvement; (3) No matter which reconstruction 
strategy is used, it can bring obvious improvement on the 
two datasets. When the reconstruction target is input 
weighted by the Gaussian mask and CFA mask, FTN can 
outperform baseline by a margin of 1.4% (Rank-1)/3.0% 
(mAP) on Market-1501 and 13.3% (Rank-1)/12.5% (mAP) 
on CUHK03 (Labeled). In addition, we notice that although 
PAm is effective, CAm is more effective. (4) From the last 
two rows in Table 2, we can see that Lgradient has a significant 
improvement for Re-ID in terms of mining the textural pat-
terns of input. 
4.3 Comparison with State-of-the-Arts 
Table 3 shows the performance comparison results between 
the proposed FTN and other state-of-the-art Re-ID methods 
on three datasets Market-1501, MSMT17 and CUHK03. To 
be fair, all methods do not use the re-ranking post-pro-
cessing technique. 
As shown in Table 3, compared with the baseline, our 
FTN can obtain the accuracy improvement by a large margin. 
Especially on CUHK03 dataset, whether we use labeled im-
ages or detected images, we have both more than 11% im-
provement in Rank-1 and mAP. 
Model CFA Gm PAm CAm 
Market-1501 CUHK03(L) 
R-1 mAP R-1 mAP 
Base. − − − − 94.5 85.8 67.6 66.0 
FTN 
× √ × × 95.7 87.1 73.3 71.2 
√ × × × 95.2 87.5 76.4 75.0 
√ √ × × 95.5 88.2 80.3 77.9 
√ √ √ × 95.4 87.7 77.1 75.6 
√ √ × √ 95.8 88.8 80.5 78.6 
√ √ √ √ 95.6 87.7 78.6 77.3 
√ √ √ √ 95.8 89.1 80.9 78.5 
Table 2: Performance (%) comparisons between baseline (Base.) 
and FTN with different semi-supervision learning strategies of TF-
Dec. These strategies have different reconstruction targets: (a) in-
put weighted by the Gaussian mask (Gm) but without CFA module 
in the network; (b) just input; (c) input weighted by Gm; (d) input 
weighted by Gm and the position attention mask (PAm); (e) input 
weighted by Gm and the channel attention mask (CAm); (f) input 
weighted by Gm, PAm and CAm but without gradient loss; (g) in-
put weighted by Gm, PAm and CAm (FTN-basic). The (a) to (g) 
correspond to the rows of results of FTN. 
It can be seen that on all datasets, FTN can achieve com-
petitive results with the recent state-of-the-art methods and 
is superior to most methods. Note that we obtain all results 
only on two GPUs. On Market-1501, FTN obtains 95.8% 
Rank-1 accuracy and 89.1% mAP, whose Rank-1 accuracy 
is quite close to SAN (Jin et al. 2020) and mAP obviously 
outperforms SAN. On CUHK03 (Labeled), FTN can still 
show outstanding performance, which is just no better than 
SONA2+3-Net (Xia et al. 2019). On the two more difficult 
datasets CUHK03 (Detected) and MSMT17, FTN can 
achieve competitive performance as well. 
As mentioned, our model architecture is similar to SAN. 
The decoder of SAN is used to achieve pedestrian semantic 
alignment, while FTN uses TF-Dec to achieve foreground-
guided texture-focused reconstruction and force S-Enc and 
CFA to automatically eliminate false alarms caused by 
background interference for Re-ID. Compared with SAN 
that needs texture pseudo ground-truth for decoder training, 
our model is easier to train and has more practical value. 
From the results in Table 3, the performance of FTN is better 
than SAN, especially on CUHK03 and MSMT17. 
4.4 Visualizations 
Visualization of Attention. We first conduct a series of 
qualitative analyses on the attention module CFA. Figure 4 
shows the response maps of three different pedestrians, 
which are generated by S-Enc's Stage_3 and CFA respec-
tively. It can be found that as the middle feature layer of S-
Enc, Stage_3’s activation map has few feature response 
peaks. They are mostly related to attributes of persons but 
not comprehensive enough. In contrast, CFA’s response 
map is more comprehensive and diverse, especially for 
 Method 
Market-1501 
CUHK03 
MSMT17 
Labeled Detected 
R-1 mAP R-1 mAP R-1 mAP R-1 mAP 
Attention-
based 
AACN (Xu et al. 2018) 85.9 66.9 − − − − − − 
HA-CNN (Li et al. 2018) 91.2 75.7 44.4 41.0 41.7 38.6 − − 
Mancs (Wang et al. 2018) 93.1 82.3 69.0 63.9 65.5 60.5 − − 
MHN-6(PCB) (Chen et al. 2019) 95.1 85.0 77.2 72.4 71.7 65.4 − − 
SONA2+3-Net (Xia et al. 2019) 95.58 88.83 81.40 79.23 79.90 77.27 − − 
ABD-Net (Chen et al. 2019) 95.60 88.28 − − − − 82.30 60.80 
Others 
AlignedReID++ (Luo et al. 2019) 91.8 79.1 − − 61.5 59.6 69.8 43.7 
PCB+RPP (Sun et al. 2018) 93.8 81.6 63.7 57.5 − − 68.2 40.4 
HPM (Fu et al. 2019) 94.2 82.7 63.9 57.5 − − − − 
Relation-Net (Park and Ham 2020) 95.2 88.9 77.9 75.6 74.4 69.6 − − 
OSNet (Zhou et al. 2019) 94.8 84.9 − − 72.3 67.8 78.7 52.9 
P2-Net (Guo et al. 2019) 95.2 85.6 78.3 73.6 74.9 68.9 − − 
SAN (Jin et al. 2020) 96.1 88.0 80.1 76.4 79.4 74.6 79.2 55.7 
MGN+SIF (Long Wei et al. 2020) 95.2 87.6 79.5 77.0 76.6 73.9 − − 
Ours 
Baseline 94.5 85.8 67.6 66.0 64.4 62.1 76.5 52.5 
FTN 95.8 89.1 80.9 78.5 78.1 75.7 80.2 58.1 
Table 3: Performance (%) comparisons with other state-of-the-art methods on Market-1501, CUHK03 and MSMT7 datasets. The best results 
are underlined, and the second best results are shown in bold. 
Original Stage_3 CFA Original Stage_3 CFA Original Stage_3 CFA  
Figure 4: Visualization of activation maps generated by Stage_3 
(from S-Enc) and CFA. 
some distinguishable person attributes (such as handbags). 
In fact, the attentiveness of CFA not only promotes S-Enc 
to extract more valuable clues, but also provides the possi-
bility for TF-Dec to implement the texture-focused recon-
struction of person-related attributes under the guidance of 
foreground. 
Although there are a small number of high response areas 
in the background, these activations will not cause false 
alarms for Re-ID, because we use both the attention mask 
and Gaussian mask to achieve foreground-focused learning 
and the Gaussian mask can suppress the saliency expression 
of the background in the attention mask. 
Visualization of Focused Area of S-Dec. Finally, in order 
to verify whether S-Dec can eliminate the false alarm effect 
caused by background interference, we visualize the re-
sponse maps of the global and local branches of S-Dec. As 
shown in Figure 5, it can be clearly found that for persons 
with the same identity but different backgrounds, whether it 
is a global branch or a local branch, there is a low response 
value in the background area, which means that S-Dec is not 
sensitive to background interference. 
(a) Global (b) Local  
Figure 5: Visualization of activation maps generated by the global 
and local branches. 
5  Conclusion 
In this paper, we propose a Foreground-Guided Texture-Fo-
cused Network (FTN) to capture the guidance of foreground 
and generate the texture-focused features and further over-
come the background interference for discriminative person 
Re-ID. With the semi-supervised learning strategy, FTN can 
be trained end-to-end conveniently. The visualizations intu-
itively demonstrate the foreground sensitivity and robust-
ness of FTN. The ablation experiments show the effective-
ness of each component in FTN, and the state-of-the-art per-
formance can be obtained consistently on Market-1501, 
CUHK03 and MSMT17. 
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