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Abstract
From a musicological interpretation of the scientific notion of “modeling and
simulation”, this thesis presents an approach for computer-aided analysis
where musical scores are reconstructed from algorithmic processes and then
simulated with different sets of parameters from which neighboring variants,
called instances, are generated. Studying a musical piece by modeling and
simulation means to understand the work by (re)composing it again, blurring
boundaries between analytical and creative work. This approach is applied to
three case studies: an isolated technique, Pierre Boulez’ (1925–2016) Chord
Multiplication, which was explored through the prism formed by the theories
of H. Hanson, S. Heinemann and L. Koblyakov and by its computational
implementation; the piece Spectral Canon for Conlon Nancarrow (1974) by
the American composer James Tenney (1934–2006) to which the computa-
tional simulation from different sets of parameters was taken to its ultimate
consequences when a “space of instances” is created and strategies of visu-
alization and exploration are devised; and finally Désordre (1985), the first
piano étude written by Austro-Hungarian György Ligeti (1923–2006) in which
the concepts of “combinatorial tonality” and “decomposition of a number
(duration) into two prime numbers” were used to maximize the potential that
a model has to produce different variations of the original piece.
Keywords: Computational musicology, Modeling and simulation, Al-
gorithmic composition, James Tenney, György Ligeti, Chord Multiplication.
Resumé
A partir d’une interprétation musicologique de la notion scientifique de “mod-
élisation et simulation”, cette thèse présente une approche pour l’analyse
assistée par ordinateur où les partitions musicales sont reconstruites à partir
de processus algorithmiques et simulées avec différents paramètres à partir
desquels des variantes, appelés instances, sont générés. L’étude d’une pièce
musicale par modélisation et simulation signifie comprendre l’oeuvre en la (re)
composant de nouveau, en brouillant les limites entre le travail analytique et
créatif. Cette approche est appliquée à trois études de cas : 1. une technique
isolée, la “multiplication d’accords”, utilisé par Pierre Boulez (1925- 2016),
qui a été explorée à travers le prisme formé par les théories de H. Hanson,
S. Heinemann et L. Koblyakov ; 2. La pièce Spectral Canon pour Conlon
Nancarrow (1974) du compositeur américain James Tenney (1934–2006) à
laquelle la simulation informatique à partir de différents paramètres a été
prise à ses conséquences ultimes quand un “espace d’instances” est explorée à
partir de stratégies de visualisation graphique ; 3. Et enfin Désordre (1985),
la première étude pour piano de l’austro-hongrois György Ligeti (1923-2006)
dans laquelle les concepts de “tonalité combinatoire” et “décomposition en
nombres premiers”, appliqué aux durées, ont été utilisés pour maximiser le
potentiel de production d’instances.
Mots-clés: Musicologie computationnelle, Modélisation et simulation,
Composition algorithmique, James Tenney, György Ligeti, Multiplication
d’accords.
Resumo
A partir de uma interpretação musicológica do conceito científico de “mod-
elagem e simulação", esta tese apresenta uma abordagem para a análise
musical assistida por computador onde partituras são reconstruídas a partir
de processos algorítmicos e então simuladas através do uso de diferentes val-
ores paramétricos resultando na geração de variações chamadas “instâncias".
Investigar uma obra musical empregando "modelagem e simulações" significa
buscar a sua compreensão através da uma atividade “recomposição", aproxi-
mando assim perspectivas analíticas e criativas. Esta abordagem foi aplicada
em três casos de estudo: uma técnica isolada, a “multiplicação de acordes"
usada pelo compositor francês Pierre Boulez (1925-2016) que foi explorada
através do prisma formado pelas teorias de H. Hanson, S. Heinemann e L.
Koblyakov e sua respectiva implementação computacional; a peça Spectral
Canon for Conlon Nancarrow (1974) escrita pelo compositor americano James
Tenney (1934-2006) na qual a simulação computacional a partir de diferentes
valores paramétricos é levada às últimas consequências quando um “espaço
de instâncias" é criado e estratégias de visualização são esboçadas; e por
último a peça Désordre (1985), o primeiro estudo para piano escrito pelo
austro-húngaro György Ligeti (1923-2006) onde os conceitos de “tonalidade
combinatória" e “decomposição de um número inteiro (duração) em dois
primos" são usados para maximizar o potencial de gerar diferentes variações
através do respectivo modelo computacional.
Palavras-chave: Musicologia Computacional, Modelagem e Simulação,
Composição Algorítmica, James Tenney, György Ligeti, Multiplicação de Acordes.
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Preface
Where the research was done and what has been published elsewhere
The work presented here henceforth was conducted in three different
research laboratories: the Institut de Recherche pour le Dévelopment (IRD),
the Institut de Recherche et Coordination Acoustique/Musique (IRCAM) and
finally the Interdisciplinary Nucleus for Sound Communication (NICS).
The first experiments were carried in the IRD campus in Paris in the
context of their Ph.D. program on Modeling of Complex Systems. There I
was able to flourish my ideas in this subject and confront them with the many
different ’modelling and simulation’ approaches used by researchers working
in a most diverse range of research domains.
It was during this period when a computer model of Arvo Pärt’s technique
Tintinabulli was made, as part of a reconstruction of his well know piece
Spiegel im Spiegel. The mode was also intended to present the research’s
specific challenges to my colleagues at the IRD. The results were presented
as a poster at the conference Mathematical and Computational Modeling of
Complex Systems (COMMISCO 2012) and it was later published, partially,
in the proceedings of the Electronic Visualization and the Arts conference
(Modeling Arvo Pärt’s Music with OpenMusic, Shvets and De Paiva Santana,
2013).
It was still in Paris at IRCAMwhere the computer model of James Tenney’s
piece The Spectral Canon for Conlon Nancarrow was first implemented. It
was, in fact, the first model I used to explore thoroughly the idea of a space
of musical variants or instances. At IRCAM I benefited significantly from the
collaboration of Jean Bresson who helped me to program a tool to visualize
such space. The results, presented here in Chapter 3, has been published
on two occasions: The elaboration of the model and the exploration of
particular instances appeared in the proceedings of the Sound and Music
Computing conference (Modeling and Simulation: The Spectral Canon for
Conlon Nancarrow by James Tenney, De Paiva Santana et al., 2013) and the
creation of a large space of instances and its visualization was published also
in the proceedings of the Electronic Visualization and the Arts conference
(Towards a Borgean Music Spaces: An Experimental Interface for Exploring
Musical Models, De Paiva Santana et al., 2015).
At the University of Campinas, where the NICS is located, I was able
to work in the modeling of Pierre Boulez’s Chord Multiplication. There I
benefited of the advising of composer Jônatas Manzolli who uses mathematical
and computational modeling himself in his work. A version of chapter 3,
where chord multiplication is discussed, was submitted for publication as a
chapter of a book on computer-assisted-analysis, edited by IRCAM, and as
of the time this thesis was written it is still being reviewed.
It was also in NICS where I started working in an algorithmic model of
György Liget’s Désordre from his first book of the piano Études.
List of Figures
1 Diagrammatic representation of three different approaches of
modeling and simulation of musical scores based on Fred Brooks
An experiment in musical composition (18) . . . . . . . . . . . 34
1.1 Pinkerton’s transition probabilities matrices from Information
Theory and the Melody published in Scientific America, 1956 (53). 41
1.2 Some of the steps in Pinkerton’s model of nursery tunes. Anal-
ysis, Generalization and synthesis of a melody. Extracted from
Information Theory and the Melody published in Scientific
America, 1956 (53) . . . . . . . . . . . . . . . . . . . . . . . . 42
1.3 Sowa’s Machine to Compute Music made for a GENIAC brain
kit. Extracted from A Machine to Compose Music: Instruction
Manual for GENIAC (62). . . . . . . . . . . . . . . . . . . . . 45
1.4 Score of Push Button Bertha. Extracted from Ames’ Automated
composition in retrospect: 1956-1986 (4). . . . . . . . . . . . . 47
1.5 Diagram of the Analysis-Synthesis theory. Extracted from An
experiment in musical composition (18). . . . . . . . . . . . . . 48
1.6 Synthesized melodies after up to eighth-order Markov chains.
Extracted from An experiment in musical composition (18). . 51
1.7 Iliac Suite, first experiment. Extracted From Experimental
Music, Composition with a electronic computer (36) . . . . . . 55
1.8 Iliac Suite, third experiment. Extracted From Experimental
Music, Composition with a electronic computer (36) . . . . . . 56
1.9 Illiac Suite experiments summarized. Extracted From Experi-
mental Music, Composition with a electronic computer (36) . . 57
1.10 Hillier and Fuller plots for Webern’s Symphony, 1st mov. Ex-
tracted From Structure and information in Webern’s Sym-
phonie, Op. 21 (37). . . . . . . . . . . . . . . . . . . . . . . . 62
1.11 Stanley Gill’s diagrammatic representation of his ‘tree process’.
Here is shown the first 100 steps spanning a length of two
measures. Extracted from A Technique for the Composition of
Music in a Computer (28). . . . . . . . . . . . . . . . . . . . . 65
1.12 An excerpt of the handwritten transcription of Stanely Gill’s
computer generated composition for BBC’s broadcastMachines
Like Man. Extracted from A Technique for the Composition
of Music in a Computer (28). . . . . . . . . . . . . . . . . . . 66
1.13 Representation of the implementation process of Chemillier’s
model for Melodien. Extracted from Analysis and Computer
Reconstruction of a Musical Fragment of György Ligeti’s Melo-
dien (19). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
1.14 Computer reconstruction in PatchWork of Melodien. Extracted
from Analysis and Computer Reconstruction of a Musical Frag-
ment of György Ligeti’s Melodien (19). . . . . . . . . . . . . . 74
1.15 First of the Three Pieces for Clarinet Solo by Igor Stravin-
sky. Extracted from Modèle Rythmique d’une pièce pour clar-
inette (56). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
1.16 Rokita’s segmentation of the first piece of Stravinsky’s Three
Pieces for Clarinet Solo. Extracted from Lionel Rokita’sModèle
Rythmique d’une pièce pour clarinette (56). . . . . . . . . . . . 77
1.17 Implementation of Stravinsky‘s Trois pièces pour clarinette
seule in Patchwork. Extracted from Lionel Rokita’s Modèle
Rythmique d’une pièce pour clarinette (56). . . . . . . . . . . . 78
1.18 Reconstruction of Stravinsky‘s Trois pièces pour clarinette seule
in Patchwork. Extracted from Rokita’s Modèle Rythmique
d’une pièce pour clarinette (56). . . . . . . . . . . . . . . . . . 79
2.1 Numeric representations in Modes de valuers et d’intensités
(1949) by Olivier Messiaen. . . . . . . . . . . . . . . . . . . . . 90
2.2 Numerical representation of pitches. . . . . . . . . . . . . . . . 91
2.3 Numeric Representation of rhythm and durations. Onsets and
durations are represented in milliseconds. . . . . . . . . . . . . 93
2.4 Numeric Representation: dynamics and articulation. . . . . . . 94
2.5 Analytic decomposition of Steve Reich’s Clapping Music rhyth-
mic pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.6 Musical form of Steve Reich’s Clapping Music. The rhythmic
pattern is numerically represented by zeros (rests) and ones
(eighth-notes). While the first voice only repeats the pattern,
the second voice successively transforms it through the applica-
tion of phase shifts (cf. figure 2.8). The repetitions and shifts
are also represented by the different ‘barcodes’. . . . . . . . . 96
2.7 Clapping Music’s rhythmic pattern. By changing the repre-
sentation of a decimal number, 3798, to binary and mapping
its ones and zeros to beat and rests the pattern can be recon-
structed. Applying this same procedure to different decimal
numbers can generate new patterns but there is so little control
of the musical output that this procedure is not so different
from a random process. Compare with figure 2.9. . . . . . . . 98
2.8 Examples of Special Transformations. . . . . . . . . . . . . . . 99
2.9 Conceptualization of parameters for the rhythmic pattern used
in Clapping Music. The parameter figure changes the no-
tation and speed of the pattern, 8 meaning an eighth-note.
Parameter length controls the length and the number of beats
in a rhythmic group while the parameter step can insert gaps
between the rhythmic groups of the pattern. . . . . . . . . . . 102
2.10 Conceptualization of neighboring variants generation (instances)
by plugging different values to a parameter. Each value corre-
sponds to a specific instance. . . . . . . . . . . . . . . . . . . . 103
2.11 Different variations obtained from simulating Clapping Music
from the arbitrary process shown in figure 2.7: Each given
decimal number is converted to binary and then mapped to
beats and rests. The resulting patterns are phase shifted
and repeated accordingly to build the original piece and the
variations. White boxes represents rests and black boxes eighth-
notes. The ritornellos are not included in these variations. . . 104
2.12 The less parameters the model has, higher is its explanatory
potential. The more parameters a model has, higher is its
potential to generate different instances. . . . . . . . . . . . . 105
2.13 Modeling and implementation process. Different models can
be conceived for one single musical score. A single model, in
turn, can be implemented by different implementations. . . . . 106
2.14 In Diacronic analysis, one single instance can be represented
as a series of points in a specific time span, as in the case of
a piano roll. In Acronic analysis, one single instance is seen
as a single point in a determined space, where the instances’
internal time is considered only implicitly. . . . . . . . . . . . 108
2.15 Acronic Analysis of Instances . . . . . . . . . . . . . . . . . . 109
3.1 Decomposition of the dominant seventh chord. Source: Hanson,
1960 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.2 Decomposition of the major chord with major seventh. Source:
Hanson, 1960. . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.3 Multiple analysis of the CM7 chord. Source: Hanson, 1960. . . 124
3.4 Mapping of letters representing pitch intervals. Source: Hanson,
1960. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.5 Analysis of the twelve projections of the fifth interval. Source:
Hanson, 1960. . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.6 Twelve projections of the major second. Starting from the
pentad, a fifth was added from which new projections were
made possible. Source: Hanson, 1960. . . . . . . . . . . . . . . 130
3.7 projections, pmn @ p; pmn @ m; pmn @ n and the pmn hexad,
which is the union of the three operations. . . . . . . . . . . . 132
3.8 Calculation of the Ordered pitch-class intervallic structure.
OIS< 2, 6, 9 >. Source: Heinemann, 1993 . . . . . . . . . . . . 134
3.9 Calculation of OIS <2, 6, 9>. Source: Heinemann, 1993. . . . . 134
3.10 Koblyakov’s multiplication example, from the two first notes
from Le Marteau’s tone-row. Source: Heinemann 1993 . . . . 135
3.11 Hanson’s analysis of the projected major second triad. Source:
Hanson, 1960. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.12 Calculation of < 3, 6, 11 > ⊗2, 4, using multiplier elements as
Tn values. Source: Heinemann, 1993. . . . . . . . . . . . . . . 138
3.13 Calculation of < 2, 6, 19 > ⊗4, 7 Source: Heinemann, 1993 . . 138
3.14 The five multiplication products generated by source sets a
and e. Source: Boulez, 1963 . . . . . . . . . . . . . . . . . . . 139
3.15 Calculation of < 2, 6, 19 > ⊗4, 7 Source: Heinemann, 1998 . . 143
3.16 Compound multiplication in Penser la musique aujourd’hui.
The chords inside the dotted box are completed by Heinemann
as Boulez did not write them down. Boulez’ s original figure
displays, instead, just a dotted line in each staff, as he probably
assumed that just the first and last columns, plus the entire
second row, would be enough to demonstrate his point. Source:
Heinemann 1993. . . . . . . . . . . . . . . . . . . . . . . . . . 144
3.17 Defining a function performing chord ‘decomposition’ as con-
ceived by H. Hanson. . . . . . . . . . . . . . . . . . . . . . . . 146
3.18 Decomposing a CM7 in its constituent intervals. . . . . . . . . 147
3.19 Defining a function performing just a single projection. Com-
ments are in red. . . . . . . . . . . . . . . . . . . . . . . . . . 148
3.20 OM path performing the projection of pmn @ p. . . . . . . . . 149
3.21 Defining a function performing projection inside a loop. . . . . 150
3.22 OM path performing the projection of pmn @ mn . . . . . . . 151
3.23 Reproducing koblyakov’s illustration. . . . . . . . . . . . . . . 152
3.24 Simple Multiplication. This patch reproduces Boulez illustra-
tion given previously in figure 3.14 and 3.15. . . . . . . . . . . 153
3.25 Compound multiplication. This patch reproduces the illustra-
tion given in figure 3.16. . . . . . . . . . . . . . . . . . . . . . 154
3.26 Recursive patch allowing the calculation of interval cycles from
the multiplication loop. . . . . . . . . . . . . . . . . . . . . . . 155
3.27 Calculations of interval cycles from the minor second to the
tritone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
3.28 Interval cycles recursive patch. Modified to return intermediate
steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
3.29 Generation of all possible intervals cycles of a fifth. . . . . . . 159
3.30 Implementation of Complex Multiplication. . . . . . . . . . . . 160
3.31 Calculation of frequency groups / v-sets. . . . . . . . . . . . . 161
3.32 Calculation of a sequence of values for K. . . . . . . . . . . . . 162
3.33 OM loop for calculating of one pitch domain. . . . . . . . . . . 163
3.34 Generation of the first pitch domain for Le Marteau sans Maître.164
3.35 Generation of the five pitch domains for Le Marteau sans Maître.165
4.1 Henry Cowell’s model to match frequencies and durations
based on the harmonic series. Reproduced from New Musical
Resources (23, p. 47). . . . . . . . . . . . . . . . . . . . . . . . 169
4.2 Representation of the series of durations (seen as the intervals
between points). Its proportions are exactly the same of an
harmonic series starting with the eighth overtone (9:8 ratio). k
is an arbitrary duration value equivalent with the first octave.
Subsequent octaves are equivalent of k · log2(2), k · log2(3) and
so forth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
4.3 Reduced representation of the voices’ entries. The difference
between white and black dots denotes a cycle (the space of one
‘durational octave’). . . . . . . . . . . . . . . . . . . . . . . . . 172
4.4 Generating the series of durations for Spectral CANON for
CONLON Nancarrow in OpenMusic. The s-dur and find-k
modules at the top of the figure refer to the functions im-
plementing respectively the formulas for the series and first
duration specified in section 4.2.1. . . . . . . . . . . . . . . . . 175
4.5 Computation of the voice entries and pitches for Spectral
CANON for CONLON Nancarrow in OpenMusic. The s-
starting-time module at the left refers to the function imple-
menting the specification given in section 4.2.2. The harm-
series module calculates the n (here, 24) first partials or har-
monics of a fundamental pitch (here, 550Hz, or 3300 midicents).176
4.6 The model of Spectral CANON for CONLON Nancarrow in
OpenMusic. The spectral canon box is an abstraction contain-
ing the previous implemented aspects of the canon. . . . . . . 177
4.7 Complete score of the original version of Spectral Canon For
Conlon Nancarrow generated from the implementation of the
model, without any score edition. Interested readers can com-
pare with the published score (67). . . . . . . . . . . . . . . . 178
4.8 An instance of the canon with initial ratio of 2:1. a) Schematic
2D visualization of the pitches and onsets. b) Beginning of the
score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
4.9 An instance of the canon beginning the harmonic series with
the interval 9:8. a) Schematic 2D visualization of the pitches
and onsets (0”-140”). b) Excerpt of the score from (appx. 44"
to 60"). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
4.10 Moderate distortions of the canon. a) dist = 0.9; b) dist = 1.1.
Both examples have 24 voices and begin the series of durations
with the ratio 2:1. . . . . . . . . . . . . . . . . . . . . . . . . . 183
4.11 Extreme distortions of the canon. a) dist = 2.5; b) dist = 0.1.
In this case the canon is perceived as a sequence of repeating
patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
4.12 Illustration of the filtering process. a) Durations (filter = 1/2),
and b) pitches (harmonic series) (filter = 1/2). (a) has 24
voices, and (b) has 12 voices. In both instances the initial ratio
of the series of durations is 2:1. . . . . . . . . . . . . . . . . . 185
4.13 OpenMusic Patch with all the functions and generation of the
parameter valuers required by the Model Explorer class. The
list of parameter value is controlled by the function arithm-ser.
With the values showed in the patch, about sixty thousands
instances are generated. . . . . . . . . . . . . . . . . . . . . . 187
4.14 Model Explorer Default view.In the left pane parameters are
selected using sliders. . . . . . . . . . . . . . . . . . . . . . . . 190
4.15 View of Model Explorer window after an instance is (re)generated
and showed in a score object (smaller window). A preview of
the instance is shown in the bottom of the main window. . . . 190
4.16 2D Pane showing how the number voices affects the sonance
rate of a set of instances. . . . . . . . . . . . . . . . . . . . . . 191
4.17 2D Pane showing how the number of voices relates with the
value of the last onset in a group of instances. . . . . . . . . . 192
4.18 3D Pane showing how the fundamental and the number of
voices are related with the mean-frequency. The mean fre-
quency is represented as shades of grey. . . . . . . . . . . . . . 193
4.19 3D Pane showing how the first duration and the number of
voices affect the value of the last onset. . . . . . . . . . . . . . 193
4.20 3D Pane showing the relation between the parameters first
duration and number of voices, and the value of last onset
of a set of instances, when the value of K is changing ramdomly
each time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
4.21 2D Pane showing the relation between the number of voices
and the value of the last onset when k is changind ramdomly . 195
4.22 2D Pane showing the relation between the number of voices
and the ‘sonance’ rate when the frequencies of each instance
are randomly stretched . . . . . . . . . . . . . . . . . . . . . . 195
5.1 Beginning of the score of Désordre, the first Piano Étude of
Austro-Hungarian composer György Ligeti. . . . . . . . . . . . 199
5.2 First measures of Désordre’ musical score, showing the different
voices highlighted by different colors. The effect of a texture in
layers (foreground vs. background) is reinforced by the fixed
dynamic markings assigned to each voice. . . . . . . . . . . . . 203
5.3 These images show excerpts of Ligeti’s Désordre where different
phenomena occur. Figure (a) shows in orange and blue notes
of the 1st and 2nd voice desynchronizing. Figure (b) reveal
in blue and red notes of the 1st and 3rd voice which appear
just one note (in blue) or the is two notes without doubling
(red). Finally, figure (c) shows in the 1st voice the occurrence
of chord formation. . . . . . . . . . . . . . . . . . . . . . . . . 206
5.5 Decomposition into three phrases of the melodies played by the
1st (a) and (b) 3rd voices. The segmentation is also reflected
by the phrases rhythmic pattern. For simplicity sake, only the
pitch content is shown. . . . . . . . . . . . . . . . . . . . . . . 207
5.7 Illustration of the modeling for the 2nd and 4th voices. A
simplified version of the voice (striped of all stepwise motion),
represented as a series of degrees and durations, is subjected to
a process which reintroduces the missing notes, reconstructing
the original voice. This process is useful to generate neighboring
variants when simulating the piece with different parameter
values, namely the beat and pitch-unit. . . . . . . . . . . . 209
5.8 Further segmentation of the melody played the 1st and 3rd
voices down to its constituent rhythmic cells: A (3+5), B
(5+3) and C (8) of phrase A. . . . . . . . . . . . . . . . . . . 211
5.9 List of numbers which are the sum of two primes. They are
used to form the rhythmic motifs allowing the construction
of the rhythmic pattern played by the first and third voices.
The motif A can be represented as prime addend 1 + prime
addend 2, motif B as prime addend 2 + prime addend 1, while
C is equal to their sum. Cf. figure 5.8. . . . . . . . . . . . . . 212
5.10 Different examples from Ligeti’s works where a used of rhythmic
groups based on prime numbers can be identified. Extracted
from Ligeti, Africa and Polyrhythm (66). . . . . . . . . . . . . 213
5.11 Illustration of the processes of augmentation and diminution
of the rhythmic pattern played by 1st and 3rd voices. Here is
shown phrase A, third voice, cycle 11 and also phrase A, first
voice, cycle 5. Ligeti used those devices to simulate variations
in tempi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.12 Illustration of the process of perturbation of the rhythmic
pattern played by the 1st and 3rd voices. Here is shown the
phrase B, as played by the third voice in the second cycle.
Ligeti used this device to introduce and further promote the
first and third voices desynchronization. . . . . . . . . . . . . 216
5.13 Description of the form structure and numerical representa-
tion of the successive iterations of the rhythmic pattern of
Désordre, first section. By reason of the different lengths of
the phrase structure for 1st and 3rd voices, each hand has a
different number of cycles, four in the 1st voice and three in
the third, both voices comprising 404 eights. Additionally, the
successive subtractions from selected durations of the rhythmic
pattern, specially in the first voice, further promotes the voices
desynchronization. . . . . . . . . . . . . . . . . . . . . . . . . 217
5.13 (cont.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
5.14 Description of the form structure and numerical representation
of the successive iterations of the rhythmic pattern of Désordre,
1st voice, all three sections. . . . . . . . . . . . . . . . . . . . . 219
5.15 Representation of the first section of Désordre. Here it is shown
the reiteration of pitch series for the 1st and 3rd voices. At
each cycle, the series is transposed by one degree higher (1st
voice) or two degrees below (3rd voice). . . . . . . . . . . . . . 220
5.15 (cont.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
5.16 OpenMusic patch reconstructing the pitch material of Désordre’
first voice. A set of pitches (a B locrio scale) is used as a
reservoir by the function mc<-degree which takes as second
argument a list of degrees returning the corresponding pitch
series (in midicents). . . . . . . . . . . . . . . . . . . . . . . . 223
5.17 In Désordre the generation of the left hand’s pitch material
depends on the pitch set used by the right hand. It is obtained
by taking the right hand’s set, calculating its complement and
then rotating left the result. . . . . . . . . . . . . . . . . . . . 224
5.18 OM subpatches reconstructing phrases A (a) and B (b) of the
first voice. Phrase A is composed by the rhythmic cells in the
order AABC, while phrase B has the order AABABA. The
subroutines decompose a number into two different primes and
arrange all three numbers in a specific order to form the cells
and compose the phrases’ structure. . . . . . . . . . . . . . . . 225
5.20 OpenMusic patch reconstructing the pitch material of Désordre’
third voice. The set of pitches used in the first voice (a B locrio
scale) is used to derive its pitch class complement through the
application of functions pc<-mc and complement. After the
placement of the resulting set in the middle C octave, it is
rotated left and used as a reservoir by the function mc<-degree
which will map it to the series of degrees reconstructing the
third voice’ phrases A, A’ and B. . . . . . . . . . . . . . . . . 226
5.21 OM Patch which reconstructs the rhythmic pattern, without
perturbations, played through one cycle of the first voice, right
hand. After phrases A, A’ and B are structured from the
prime decomposition of an integer (expressed as a list of du-
rations in eighth-notes, e.g.: (3 5), (5 3), etc.), the functions
figures<-proportions, make-time-signature and mktree
will rewrite it as a rhythmic tree, OM’s own rhythmic syntax,
allowing its representation in traditional musical notation by
the OM object Voice. . . . . . . . . . . . . . . . . . . . . . . 227
5.22 OM patch programmed to reconstruct Désordre’ second voice,
right hand. The main operations are integrated by the abstrac-
tion mkplane which requires as parameters a series of durations,
a series of degrees, the beat-unit, the list of time-signatures
(already calculated for the 1st voice), the pitch set and tempo.
The result is represent in traditional music notation by OM
object voice. . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
5.23 Contents of the abstraction mkplane which encloses the oper-
ations required to reconstruct the 2nd voice (and reused to
build the 4th voice), The function run introduces ascending
degree steps after notes longer than one beat-unit. The func-
tion mc<-degree is reused here to map the pitch set to the new
list of degrees return by run, while the function pulse-maker
returns the reconstructed list of continuous pulses as a OM
rhythmic tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
5.24 OM subpatch reconstructing phrase B of the third voice.
Phrase B is composed by the rhythmic cells in the order
AABABAAABC (see also figures 5.8 and 5.18) . . . . . . . . . 232
5.25 Matrices of perturbation of the rhythmic pattern are hardcoded
in the implementation. The patch reproduce the processes
ilustraded in figures 5.11 and 5.12. . . . . . . . . . . . . . . . . 233
5.26 OM subpatch which shows the concatenation of cycles for the
first voice. The other three voices follow the same principle. . 234
5.27 OM subpatch which shows the superimposition of voices to
form the first section of Désordre. . . . . . . . . . . . . . . . . 235
5.28 Main OM patch implementing the final model of the the first
section of Désordre with its parameters. . . . . . . . . . . . . 237
5.29 Reconstruction of Désordre musical score simulated from Open-
Music without any manual edition. . . . . . . . . . . . . . . . 238
5.29 (cont.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
5.29 (cont.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
5.29 (cont.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
5.30 Changing the pitch set of the right hand to an octatonic scale
yield a diminished seventh chord as complement. . . . . . . . . 243
5.31 Resulting score and MIDI representation of a simulation using
an octatonic scale as the pitch set for the right hand. . . . . . 244
5.32 Changing the pitch set of the right hand to a whole-tone scale
yield another whole-tone scale as complement. . . . . . . . . . 245
5.33 Resulting score and MIDI representation of a simulation using
a whole-tone scale as the pitch set for the right hand. . . . . . 246
5.34 Using a ten step chromatic scale as the pitch set for the right
hand yield two note complement forming a major seventh
interval after left rotation. . . . . . . . . . . . . . . . . . . . . 247
5.35 Resulting score and MIDI representation of a simulation using
a ten step scale as the pitch set for the right hand. . . . . . . . 248
5.36 The zeroth sum of two primes is the number 5 which is decom-
posed in primes 2 and 3. When Désordre’s rhythmic pattern
is composed from these numbers the “harcoded" matrices of
perturbation have a slightly more pronounced effect. . . . . . . 249
5.37 Resulting score and MIDI representation of a simulation using
numbers 2, 3 and 5 to compose the cells of the rhythmic pattern.250
5.38 The third element in the list of number which are the sum
of two primes is 9 which is decomposed in 2 and 7. When
Désordre’s rhythmic pattern is composed from these numbers
the “harcoded" matrices of perturbation have a slightly less
pronounced effect. . . . . . . . . . . . . . . . . . . . . . . . . . 251
5.39 Resulting score and MIDI representation of a simulation using
numbers 2, 7 and 9 to compose the cells of the rhythmic pattern.252
5.40 The fiftieth element in the list of number which are the sum
of two primes is 72 which is decomposed in 5 and 67. When
Désordre’s rhythmic pattern is composed from these numbers
the matrices of perturbation has almost no effect. . . . . . . . 253
5.41 Resulting score and MIDI representation of a simulation using
numbers 5, 67 and 72 to compose the cells of the rhythmic
pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
5.42 When changing the pitch space from the 12 tone equal temper-
ament to 24, the pitch set of the right hand (the B locrio scale)
yields a 17 note complement instead of a 4 note complement. . 255
5.43 Resulting score and MIDI representation of a simulation using
50 cents as the pitch unit. . . . . . . . . . . . . . . . . . . . . 256
5.44 When changing the pitch unit to 200 cents, the pitch set of
the right hand yields a 3 note complement. . . . . . . . . . . . 257
5.45 Resulting score and MIDI representation of a simulation using
200 cents as the pitch unit. . . . . . . . . . . . . . . . . . . . . 258
Contents
Introduction
1 Theoretical Framework and Historical notes 36
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.2 Historical Context and Predecessors . . . . . . . . . . . . . . . 37
1.3 The French School . . . . . . . . . . . . . . . . . . . . . . . . 67
1.3.1 Pierre Barbaud . . . . . . . . . . . . . . . . . . . . . . 67
1.3.2 Andre Riotte and Marcel Mesnage . . . . . . . . . . . 70
1.3.3 Chemillier’s modeling of Melodien . . . . . . . . . . . . 72
1.3.4 Rokita’s rhythmic model . . . . . . . . . . . . . . . . . 73
1.3.5 The potential Score . . . . . . . . . . . . . . . . . . . . 78
1.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 82
2 Methodology 87
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.2 Representations . . . . . . . . . . . . . . . . . . . . . . . . . . 88
2.3 Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
2.4 Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.5 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
2.6 The Space of Instances . . . . . . . . . . . . . . . . . . . . . . 106
3 Chord multiplication 111
3.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.2 Multiple avatars . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.2.1 Projections . . . . . . . . . . . . . . . . . . . . . . . . 121
3.2.2 Heinemann’s three configurations . . . . . . . . . . . . 131
3.3 Implementations . . . . . . . . . . . . . . . . . . . . . . . . . 145
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
4 Spectral Canon 167
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
4.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
4.2.1 Series of Durations . . . . . . . . . . . . . . . . . . . . 171
4.2.2 Voice entries . . . . . . . . . . . . . . . . . . . . . . . . 172
4.2.3 Retrograde voices . . . . . . . . . . . . . . . . . . . . . 172
4.2.4 Pitches . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
4.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 173
4.4 Exploration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
4.4.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . 179
4.4.2 Generalization . . . . . . . . . . . . . . . . . . . . . . . 182
4.5 Space of instances . . . . . . . . . . . . . . . . . . . . . . . . . 184
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5 Ligeti’s Désordre 197
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
5.2.1 Voices . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
5.2.2 1st and 3rd Voices . . . . . . . . . . . . . . . . . . . . 203
5.2.3 2nd and 4th Voices . . . . . . . . . . . . . . . . . . . . 208
5.2.4 Rhythmic Pattern for 1st and 3rd voices . . . . . . . . 208
5.2.5 Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 222
5.3.1 Generation of the Pitch Material . . . . . . . . . . . . 222
5.3.2 1st Voice . . . . . . . . . . . . . . . . . . . . . . . . . . 228
5.3.3 2nd and 4th voices . . . . . . . . . . . . . . . . . . . . 229
5.3.4 3rd Voice . . . . . . . . . . . . . . . . . . . . . . . . . 229
5.3.5 Concatenation and superimposition . . . . . . . . . . . 230
5.4 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 236
5.4.1 Manipulation of Parameters . . . . . . . . . . . . . . . 242
5.4.2 Parameter: Gamut . . . . . . . . . . . . . . . . . . . . . 242
5.4.3 Parameter NSP . . . . . . . . . . . . . . . . . . . . . . 247
5.4.4 Parameter: pitch-unit . . . . . . . . . . . . . . . . . 251
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Conclusions 255
A Spectral Canon LISP implementation 271
B Clapping Music LISP implementation 272
C Arvo Pärt’s Tintinabullation implementation 273
D Désordre’s LISP functions 274
32
Introduction
It was demonstrated that existing musical scores can be rebuilt or generated
using computer models and it was suggested that neighboring variants can
also be produced by such procedure:
[...] for us, to model a musical score is to model the composition process
by an algorithm able to reproduce, either the score or the neighboring
variants obtained by a different set of parameters.1 (56).
However, it was not clear if these variants were of any musicological or
creative interest.
Our premise is that a musical score is one single occurrence of a system’s
particular configuration. Musical variants are envisaged by modeling the
behavior of such system and modifying its parameters values.
We call those variants the different instances of a piece. Being similar
or unlike, instances are ontologically related. Their study results in further
knowledge about the musical work’s inherent attributes and would open for
new analytic and creative possibilities.
We propose to conceive computational models for a number of musical
pieces and explore through the simulation the different instances of the model
(see figure 1). In the context of this research, we understand the model as a
1[...] modéliser la partition, pour nous, c’est modéliser le processus de composition par
un algorithme capable de reproduire, soit la partition, soit des variantes voisines obtenues
par un nouveau jeu de paramètres
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computer program which allows the reconstruction of the musical score or some
of its specific aspects. We test different settings of such model, generating and
analyzing instances for explicative and speculative means.
The model inputs are parameter values, its output is symbolic musical data.
Subroutines implement music composition techniques and related musical
tasks. Aspects of a musical score which reflect compositional “choices” are
implemented as parameters. The model conception is based on the preliminary
musical analysis of the chosen piece.
We use OpenMusic computer-aided composition environment (17), which
offers a large set of ready-to-use functions performing these categories of tasks
and where new routines can be constructed from them. In this environment,
the output of the model can be heard as an audio or MIDI file, seen as a
musical score and fine-tune edited.
The analysis of the musical score and its different instances follows the
musicological practice. We intended to develop tools to appreciate the large
number of variants a model can produce by automated means.
As a consequence of this research, hypotheses about a musical composi-
tion’s structural attributes could be verified by simulation and then conclusions
could be made methodically. The original score could prove to be an optimal
occurrence of the system.
Studying a musical work by modeling and simulation means to understand
the work by (re)composing it again, blurring boundaries between analytical
and creative work.
The structure of the thesis is organized as follows: chapter 1, Theoretical
Framework and Historical Notes, introduces the main research experiments
carried in the domain through an exegesis of published articles and books.
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Figure 1: Diagrammatic representation of three different approaches
of modeling and simulation of musical scores based on Fred Brooks
An experiment in musical composition (18)
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our research and applied to the case studies. Chapter 3, Boulez’ Chord
Multiplication, look into the historical and theoretical context of the French
composer’s prominent technique, being concluded by a computer implemen-
tation. Chapter 4, James Tenney’s Spectral Canon for Conlon Nancarrow,
presents an analysis, a computer model and exploration of neighboring vari-
ants to which a tool, the Model Explorer, was created. Finally, in chapter 5,
a discussion of the main compositional and theoretical features of György
Ligeti’s first piano Étude, Désordre, is followed by a computer model and
several simulations are analyzed. A retrospective review of the thesis main






In this chapter I want to introduce some of the main issues involved by
computer modeling of musical scores and compositional processes. These
issues are introduced in the course of a discussion that will show some of
the main works produced during more than 50 years of the existence of
this research field. I do not intend to do a complete survey of all major
experiments relevant to this history, but will cover only the experiments
that have a direct conversation with the themes of our research. For readers
interested in a complete chronicle of the history of computer-aided analysis
and machine models for the musical composition, I could not recommend
more the thesis of Nico Schüler, Methods of computer-assisted music analysis:
history, classification, and evaluation (58), and the book, Machine Models of
Music by Stephan Schwanauer and David Levitt (59). Those are one of the
best and more profound references about the subject today.
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This chapter is structured in the following way: first I present a comment
about the usage of algorithms in musical composition in the long period
that precedes the invention of the first electronic computer. Next, it will
be discussed the experiments of the first phase of computer music, in which
the research of Hiller and Fred Brooks are the most significant examples,
and, finally, it will be presented short consideration about the concepts and
experiments of what I call the French school from which We based most of
the principles presented in the previous introduction. I decided to close the
chapter with the critic view of Luciano Berio, as a complementation to the
more enthusiastic and positive attitudes discussed here. I believe that Berio’s
perspective is relevant because, besides being a composer of great relevance,
he was director of the electroacoustical music division of IRCAM during the
time computer-aided analysis and composition started being developed in
the institute. His point of view resonates with Boulez’ demand for a more
creative analysis, both influencing the elaboration of the models presented in
the following chapters.
1.2 Historical Context and Predecessors
Most of the concepts and tools on which our research is based can be linked
to one of the oldest traditions in computer music research, that of modeling
musical compositions. Its origins and background are the rule-based, algo-
rithmic composition and the mechanical devices for automated performance
of musical pieces (like the player piano), fields whose history precede the
invention of the computer by several centuries.
Modeling and simulation is naturally also an essential aspect of research
joining artificial intelligence (AI) and music. Curtis Roads gives us a re-
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markable account of the historical developments preceding the emergence of
computer music research. He speaks of a “historical impetus toward mecha-
nism in service of music":
Published reports trace the construction of musical automata back
to the second century B.C. One of the more significant historical devel-
opments was the construction of mechanical carillons in the Netherlands
(thirteenth century). These devices were programmable, using a rotat-
ing cylinder dotted with holes. Into specific holes the musician inserted
wooden pegs, one for each note to be played. The holes acted as a kind
of memory, and up to 9000 memory locations were available on some
of these carillons. Remarkably, this was centuries before numerical
computing devices were invented.
Numerous other mechanical musical automata were made between
1300 and 1910. For example, we know that Leonardo Da Vinci built a
mechanical spinet and drum set in the 1500s [. . . ] Mechanical systems
for the performance of music flourished until the twentieth century,
when the electrical recording techniques pioneered by Edison and
Berliner became dominant.
The composition of music according to specific rules or procedures
has a history that extends back a long time before the development
of AI. Recent computer-based experiments were antedated by Guido
d’Arezzo’s table lookup procedure for assigning vowels to pitches (ca.
1030), by Affligemensis’s rules (ca. 1130) along the same lines, and by
the musical games of S. Pepys (1670) and W. A. Mozart (ca. 1770).
Another important development was D. Winkel’s Componium (com-
pleted in 1821), a mechanical contraption for producing variations on
themes programmed into it.
Some mechanical devices for generating music were no more than
curiosities, and certainly all of them embodied musical limitations.
It would be a mistake, however, to dismiss all such devices on these
grounds. Haydn, Mozart, and Beethoven, among others, all composed
for finely crafted automatic instruments. It was only in the mid-
nineteenth century that automatic music devices were manufactured on
a commercial basis as mass-produced toys. In music composed before
the introduction of the phonograph, existing automatic instruments
constitute the only recordings we have of the performance practices
from earlier times.
Given this well-documented historical impetus toward mechanism
in service of music, it is not surprising that a constant focus of musical
research since World War II has been the problem of encoding, gen-
39
erating, printing, and analyzing music with the aid of computers (55,
pp. 166–167).
It’s noteworthy that even Ada Lovelace, considered the world’s first pro-
grammer, envisioned that a machine as the Analytical Engine (considered the
first design of a Turing-Complete machine for which she wrote an algorithm
in the early 1840’s) could be used to generate musical pieces of “any degree of
complexity or extent":
The operating mechanism [of the Analytical Engine] might act upon
other things besides number, were objects found whose mutual funda-
mental relations could be expressed by those of the abstract science of
operations, and which should be also susceptible of adaptations to the
action of the operating notation and mechanism of the Engine. Suppos-
ing, for instance, that the fundamental relations of pitched sounds in
the science of harmony and of musical composition were susceptible of
such expression and adaptations, the Engine might compose and elabo-
rate scientific pieces of music of any degree of complexity or extent (55,
p. 163).
The first experiences of computer musical analysis and generative modeling
were proposed in the mid-fifties. It consisted of simple, often unambitious
projects targeting melodies with the conceptual support of ideas coming from
information theory, the modeling being performed by means of Markov chains
and generate-and-test algorithms. Those experiences produced very modest
results to say the least. We remark though that their appeal was limited
probably more due to a lack of a substantial musical theory adapted to their
new reality than to the capability of the machines at their disposal. Never-
theless they represented a solid reference from which significant, subsequent
works could learn from.
In 1955 researchers at the Shell laboratories in the Netherlands carried out
what Christopher Ariza (9) calls as the first use of the computer to generate not
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only sound but new musical structures. There David Caplin and Dietrich Prinz
implemented a reconstruction of W. A. Mozart’s Musikalisches Würfelspiel
using one of the few computers at the time equipped with loudspeakers, the
Ferranti Mark I, the world’s first commercially available electronic computer.
The circumstances of this experiment were not very well known until recently;
Hiller and Isaacson made a brief mention to it in their 1959 book based on a
correspondence they received from the authors (36). In his 2011 paper Two
Pioneering Projects from the Early History of Computer-Aided Algorithmic
Composition, Christopher Ariza (9) retrieved the original recordings and
unveiled some of the historical circumstances involving this project.
One of first well-referenced experiences was the Banal Tune-maker pro-
posed by Richard C. Pinkerton in his article Information Theory and the
Melody published on Scientific America in 1956 (53). Pinkerton selected 36
nursery tunes from a songbook. He counted the number of times each note
appeared in the songs and calculated its probability of occurrence. By calcu-
lating a matrix of transition probabilities for each note or rest (see figure 1.1),
he was able to create new melodies that mimicked the original ones (see figure
1.2a and 1.2c). The new melodies could be effortless constructed without
a computer by using a “coin-flipping network" drawn after the transition
table (see figure 1.2b). Pinkerton wrote that back then there was a project
to implement the system in a electrical computer that would be capable of
“turning out thousands of melodies" but we have no reports that the system
was actually implemented.
One of the remarkable points of Pinkerton’s article, apparently being his
main motivation for that experiment, was his belief on the use of information
theory’s entropy as a meaningful measure for aesthetic evaluation in musical
structures, an idea that still resonates in more recent discourses about music
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(a) Transition probabilities for 39 nursery tunes
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(b) Distribution of high (yellow) and low
probabilities for the last note of a measure
Figure 1.1: Pinkerton’s transition probabilities matrices from Infor-
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(a) Segmentation of nursery tune.
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(c) A ’banal tune’.
Figure 1.2: Some of the steps in Pinkerton’s model of nursery tunes.
Analysis, Generalization and synthesis of a melody. Extracted from




Many years ago Sir Arthur Eddington observed that entropy should
be placed in the same category with beauty and melody. Entropy is
a description of the association between the elements in a system; it
applies to the notes in a composition as well as to the molecules in a
vessel.
Now entropy is a numerical index of disorder. If we come upon
a situation in which there is a high degree of uncertainty, in which
everything is mixed up, we may say that the entropy is high. On
the other hand, where there is a great deal of symmetry or patterned
arrangement, the entropy is low. [. . . ]
[. . . ] Thus the composer of a melody must make the entropy of
his music low enough to give it an apparent pattern and at the same
time high enough so that it has sufficient complexity to be interesting.
The question is, how high should the entropy be, and how can it be
measured? (53, p. 77)
It should be noted though that as early as 1952 Meyer-Eppler was writing
about sophisticated theoretical connections between music and information
theory on the Darmstadt summer courses’ journal Die Reihe and Abraham
Moles seminal work Theorie de l’information et perception esthetique would
be published in 1957 (50).
The banality of Pinkerton’s system did not discourage him from having
a highly optimistic expectation of what this kind of approach could bring
with the help of computers and its application on a more complex corpus of
musical works.
[. . . ] The clear implication is that we can build machines which will
create music. A set of tables could be constructed which would com-
pose Mozartian melodies or themes which would out-Shostakovich
Shostakovich. We could get as close as desired to the style of any type
of music without actually copying the melodies, and by altering the
probabilities, we might evolve whole new styles (53, p.86).
Some months after Pinkerton’s article, John F. Sowa, then a 16 years
old student, used Pinkerton’s system to make an electrical circuit using the
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GENIAC Electric Brain Kits (an educational toy) that could actually calculate
new melodies automatically. One of the sample melodies composed by the
machine was used in an advertisement that appeared in a Scientific American
issue in September, 1956 (see figure 1.3) (62).
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Figure 1.3: Sowa’s Machine to Compute Music made for a GENIAC brain kit. Extracted from A
Machine to Compose Music: Instruction Manual for GENIAC (62).
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Also in 1956 mathematicians Martin Klein and Douglas Bolitho pro-
grammed the computer Datatron/Burroughs 205 to compose a melody in the
Tin Pan Alley style. Their method involved generating pitches at random
and having the computer accepting or rejecting them according to six rules.
The first three rules were derived after an analysis of the top six popular
songs of 1956, while the other three rules were drawn from a analysis of W.
A. Mozart’s work. The resulting song was named Push Button Bertha (cf.
the score in figure 1.4) to which lyrics where added by Jack Owens. It was
publicized in a New York Times article printed in July 3, 1956. The song was
also TV-broadcast in Los Angeles in July 16 of that year.
In 1957, a more academic experiment was attempted in Harvard by
computer scientists Frederick Brooks, A.L Hopkins, P. G. Neumann and
W. V. Wright. They analyzed a sample of 37 melodies and built transition
tables to the eighth order. They used a digital computer to synthesize new
melodies. As other experiments at the time, they used an heuristic function;
the computer generates random numbers (mapped to pitches) and it accepts
or rejects sequences of those numbers (melodies) according to the probabilistic
transition tables. Should a melody fail the test, the process is started again.
Using this method, they synthesized six hundreds melodies, after six thousand
starts. Some examples are shown in figure 1.6. While the musical results were
no more exciting than Pinkerton’s, they raised some noteworthy theoretical
questions.
One of the remarkable points of their research was the attempt to create
an Analysis-Synthesis theory. Their theory is not that far away from the
much later attempts of Riotte and Mesnage. From a sample of structures
belonging to a specific class or corpus, in their case hymns, one could try to
induce generalizations from which new structures could be deduced. Those
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Figure 1.4: Score of Push Button Bertha. Extracted from Ames’
Automated composition in retrospect: 1956-1986 (4).
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new structures, while being original and new, would be part of the same
ontological class as the original ones (see figure 1.5).
176 IRE TRANSACTlONS ON ELECTRONlC COMPUTERS September 
There are often demands for inductive reasoning 
where the results of the generalization process do not 
need to  be stated explicitly as rules but only need be in a 
form suitable for subsequent deductive reasoning. This 
is the case whenever one attempts to  synthesize struc- 
tures of a certain class, as in the creation of synthetic 
linguistic utterances or synthetic musical compositions. 
The  simplest way to  perform such tasks is for a human 
to  analyze some sample of the type of structure desired, 
draw up  some explicit rules and constraints, and allow 
the machine t o  operate deductively, although perhaps 
at random, in the synthesis of new structures. Some 
workers have performed computer-implemented musical 
composition in this manner. 
I t  is of considerably more interest to  attempt to  
synthesize musical compositions by having the machine 
nductively analyze a sample of acceptable compositions 
and, using its conclusions, deductively synthesize new 
but  original compositions. Such an induction can be per- 
formed by determining the probabilities of note se- 
quences. Several theoretical aspects of such a process 
deserve examination. 
THEORY OF ANALYSIS-SYNTHESIS 
The  derivation of sufficient information from a sam- 
ple to  permit subsequent deductive synthesis of new and 
original members of the same class of structure depends 
not only upon the sophistication of the analysis, but 
also upon the characteristics of the sample analyzed. 
Suppose one undertakes to  analyze a small number of 
tunes and to  use the results in a random process for 
synthesizing new tunes. One can anticipate three causes 
of difficulty which ca  be visualized with the aid of 
he diagram in Fig. 1. This diagram shows that  the 
Generalization 
Sample Members New Structures 
Fig. 1. 
process of analysis of several members of a sample 
S,, Sz, - - , S,, belonging to  some common class of 
structure, yields a generalization G. From the general- 
ization, a synthesis is used to  derive one or more new 
structures S’, which one hopes will be of the same class 
of structures as the original sample. The  first difficulty 
is that  overly naive analysis may yield a generalization 
so loose tha t  the resulting S’ does not belong to  the same 
class of structure as the sample members. For example, 
synthetic note sequences may not belong to  the class of 
acceptable melodies from which they were derived. The  
second difficulty is tha t  the sample may be so small that  
no generalization may be drawn no matter how sophisti- 
catedly an  analysis is performed. The  third difficulty is 
that  the sample members may be so alike that  when the 
generalization is formed, i t  is impossible to  create a new 
structure of the same class which is not identical t o  one 
of the structures of the sample. 
I t  appears worthwhile t o  perform some experiments 
to  verify the existence of these three effects and to  learn 
something about the basic nature of the analysis and 
synthesis process. For this purpose, two structure classes 
of interest are the class of linguistic utterances accepta- 
ble t o  human beings as “meaningful” and the class of 
musical compositions acceptable to  human beings as 
something a human might have created. The  synthetic 
linguistic utterance problem (which includes the well- 
known sonnet-writing problem) is more general, more 
interesting, and more difficult than the musical compo- 
sition problem. The  musical composition problem, in- 
teresting in its own right, also serves as a small-scale 
model of the linguistic utterance problem. For these 
reasons the experiments described herein were under- 
taken on the application of the analysis-synthesis proc- 
ess t o  the musical composition model. 
The analysis of any structural system consists of the 
determination of a set of basic elements and the de- 
termination of the combinational relationships among 
the elements. For the present, we consider that  only the 
second step is sufficiently difficult mechanically t o  be 
worth computer mechanization and sufficiently simple 
conceptually to  permit computer mechanization. 
The constraints of combination of an element set can 
be stated in several different ways. The  first of these is 
the explicit statement of rules as to  what combinations 
may or may not occur. For example, the explicit method 
of representing linguistic constraints is illustrated by  
the schoolboy’s grammar and spelling books. Here one 
finds several specific examples of a connective pattern 
grouped together with the generalization from these to  a 
rule: ((i before el except after c,  or when sounded as a ,  as 
in neighbor or weigh.” From the set of rules on spelling, 
the explicit method extends to  the formulation of rules 
for the combination of larger elements in formal gram- 
mar, syntax, and rhetoric. The expression of all the 
combinational constraints in a structure by such a 
method may grow quite complex with many levels of 
rules, sub-rules, exception systems, and specific excep- 
tions. Examination of any complete grammar reveals 
this complexity at which the “i before e” example only 
hints. 
A second approach is the exhaustive one in which all 
the combinational constraints are listed explicitly. A 
class can always be completely described by listing its 
members, and this description is often more useful, more 
revealing, and less confusing than any set of class char- 
acteristics. We do, in fact, learn the constraints of com- 
bination for i and e by long and painful use of spelling 
book and dictionary which list all the extant combina- 
tions. By this means, our description of constraints ex- 
tends to  seize and financier without any special treat- 
ment. While the exhaustive approach has the advantage 
Figure 1.5: Diagram of the Analysis-Synthesis theory. Extracted
from An experiment in musical composition (18).
Their generalization was not the result of a formal study of the underlying
musical processes of the sample melodies but was based, as the other exper-
iments at this time, in probabi istic analysis. This was saw by them a an
advantage, as it seems that their ultimate goal was to envisage a system were
a human would not be necessary to induce generalizations from a sample,
that kind of analysis being uch easier for a computer to perfor than a
more traditional, musicological one.
It is of considerably more interest to attempt to synthesize musical
compositions by having the machine inductively analyze a sample
of acceptable compositions and, using its conclusions, deductively
synthesize new but original compositions. Such an induction can
be performed by determining the probabilities of note sequences (18,
p. 176).
They recognized that their approach had to deal with at least tree problems
in the synthesis process: A weak analysis of the sample could yield new
structures that did not resemble those found in the original sample. A small
sample could make it impossible to draw a generalization. And finally, the
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members of the sample could be so similar that it would be impossible to
generate new structures that are not identical to the original ones. They used
higher-order Markov chains as one way to minimize those problems.
From the theoretical examination of the analysis-synthesis problem,
one can see that experiments using Markoff analysis and synthesis will
yield any of three results. If too elementary or low-order analysis is
used, the results will not resemble the sample members closely enough
to be recognize as members of the same class. If too high an order
of analysis is attempted for a given sample size and diversity, the
synthesized results will degenerate; that is, they will duplicate sample
members. Or, if the sample is sufficiently large and diverse, there will
be some orders of analysis for which the results are original and still
recognizable as members of the class (18, p.178).
They considered that the analysis of any structural system involved two
undertakings; the determination of (1) a set of basic elements and (2) the
combinatorial relationships between them. Nevertheless, only the second step
was “sufficiently difficult mechanically to be worth computer mechanization
and sufficiently simple conceptually to permit computer mechanization." (18).
The determination of the combinatorial relationships between the elements
of a structural system could be attempted in three ways. The first one
consisted in the explicit statement of the rules governing which combinations
can occur.
The expression of all the combinational constraints in a structure by
such a method may grow quite complex with many levels of rules,
sub-rules, exception systems, and specific exceptions (18, p. 176).
The second way consisted in the explicit exhaustive listing of all the
combination that can occur.
A class can always be completely described by listing its members, and
this description is often more useful, more revealing, and less confusing
than any set of class characteristics (18, p. 176).
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The first and second ways involves an almost complete grammatical
perspective; in the case of musical structures it relates to problems of an
essentially musicological nature. They considered both approaches inefficient,
the second one while being useful is also burdensome and too demanding.
A third way, a probabilistic one, was required for being more practical and
suited to use with computers.
Both the explicit and the exhaustive methods of constraint de-
scription are incomplete; they only indicate which combinations may
occur without describing the relative frequency of occurrence. The
mere statement that t and e can each follow an initial p is incomplete
without the information that pt- is much less common than pe-. This
leads to a third method of constraint description, the probabilistic
statement.
The probabilistic description shares the advantages of the exhaustive
description; it is simple in concept and uniform in application. Ease
and certainty of determining combinational constraints in analysis
and following them in synthesis are independent of the complexity or
obscurity of the constraints themselves. For computer application these
are cardinal virtues, and the great magnitude of the task of formulating
and applying such a description is a less important problem. The
probabilistic method has a further advantage over other methods:
the precision and validity of the description are little affected by the
inclusion or exclusion of sample members beyond a sample of a certain
size. With both the explicit and the exhaustive methods, the existence
of an exception not included in the sample analyzed would compromise
the accuracy of the analysis (18, p. 177).
A musicological application of the approach proposed by Pinkerton was
carried by Joseph E. Youngblood of Indiana University in his article Style
as Information published in 1958 (71). Unlike Pinkerton he applied this
method in a more expressive sample of compositions. He analyzed melodies
from twenty songs: eight from Schubert’s Die Schöne Mullerin, six arias from
St. Paul by Mendelssohn and six songs from the Frauen-Leben by Robert
Schumann. As Pinkerton, he calculated first-order transition tables but he
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while the (2m - 2)-gram and the (2m - 1)-gram extend 
across at most m quarter notes, the (2m)-gram and the 
(2m+l)-gram each extend across a t  most (m+l)  quar- 
ter notes. Examples of this phenomenon are shown in 
Table IV, while the counts of m-grams in Table 11, hav- 
ing similar extension properties, are joined with dashes. 
The  synthesis for m = 1 is random, obeying the (mono- 
gram) probability distribution. Any generated held note 
was interpreted as a continuation of the preceding 
struck note. A monogram hymn is given in Example 1 
(right). The  particular constraint used for this hymn is 
shown in Table V, along with constraints for the follow- 
ing examples. The low probability of accidentals (sharps 
and flats) in the sample, less than one per cent, resulted 
in the presence of only one accidental in Example 1 : the 
E flat for the forty-third and forty-fourth notes. Despite 
this, however, the hymn is not easy to  sing and contains 
unnatural intervals. 
The  digram hymn given as Example 2 exhibits several 
interesting irregularities. The constraint is a dotted con- 
straint with two optional eighths (see Table V). Al- 
though the trigram G F G exists nowhere in the sample, 
this combination appears twice in the example as indi- 
cated by the brackets. In  both cases, the optional cell 
contains the struck note F even though the held note Sri 
is much more likely t o  follow the G. Finally, nowhere in 
the sample does a G precede a C dotted half at the end 
of a phrase, nor does a second phrase begin on Faf te r  
the first phrase ends on C. Indeed, none of these features 
are in keeping with the usual explicit rules of compo- 
sition, but  they are permitted by  the inadequacy of the 
low order of the analysis-synthesis. 
In  the syntheses of orders 4 and 5 ,  there is less 
roughness of the generated hymn. A tetragram hymn 
with no options in the metric constraint (TableV) is 
shown as  Example 3. The problem of excessive range is 
one which was introduced implicitly by the naive 
method of transposition. Most of the original hymns 
had melodic lines with a range of about an octave, but 
the transpositions spread these ranges away from the 
normal vocal range. 
The tetragram hymn illustrates a subtle manifesta- 
tion of the first synthesis hindering effect, one that  was 
not anticipated. I n  syntheses of intermediate order, 
there were long ascending or descending sequences each 
made up  of a succession of the short ascents or descents 
so common in the sample. With higher-order procedures, 
these overlong sequences cannot occur. 
. 
Example 3 (m=4)  
Example 4 (m=6) 
E 
In Table I11 i t  is seen that  the yield with m = 7 repre- 
sents a minimum for each constraint and that  the yield 
with m = 6  is quite near this minimum. A hexagram 
hymn generated with a basic quarter-note constraint is 
given in Example 4. This hymn demonstrates the exist- 
ence of the “middle ground,” and nowhere contains 
more than four consecutive quarter notes of any hymn 
in the sample. I t  shows the long-descent effect to  some 
degree. 
The  yield for m = 8 in Table I11 is appreciably greater 
than the yield for m=7 .  An examination of the octo- 
gram hymns reveals that  a few of them are wholly 
identical with hymns in the sample. Several others have 
the entire first phrase of one hymn in the sample and the 
entire second phrase of another. An output hymn of 
order eight, which is an  interesting composite of three 
hymns, is given as Example 5 .  The constraint is of the 
skeletal type and is shown in Table V. The  seven-note 
section in brackets is common to two hymns at the seg- 
Figure 1.6: Synthesized melodies after up to eighth-order Markov
chains. Extracted from An experiment in musical composi-
tion (18).
did not attempted to synthesize new melodies from his tables nor envisaged
a computer implementation. He calcul ted e tropy, relative entropy and
redund ncy valu s for eac composer. The worth of his article comes from
the fact that it is p rhaps the most i structive text about information theory
and music written at that time.
The first well-recognized and extensive project of a computer generated
composition was carried at the University of Illinois at Urbana-Champaign by
Lejaren Hiller with the collaboration of mathematician Leonard Isaacson. It
consisted in the composition of the multi-movement piece for string quartet,
the Illiac Suite, named after the computer they used, constructed by and
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for the University of Illinois. The project started on September 1955 and
three of its four movements were performed in August 9, 1956 when it was
recorded for the first time. By the end of the same year, the fourth movement
was concluded and in the following year the full score of the composition was
published. The complete written account of the research was only published
in 1959 with the book Experimental Music, Composition with a electronic
computer (36).
Hiller and Isaacson were well aware of previous attempts by other re-
searchers and tried to overcome the limitations they saw in them. One of the
innovative aspects of their approach was to bring specific musicological and
compositional knowledge in their system and not relying only in probabilist
analysis.
It can be seen that the various experiments to produce stochastic
music thus far carried out are subject to critical limitations of one
type or another. The end products, if not banal, as Pinkerton termed
his results, nevertheless remain rather primitive. In designing our
experiments, we were well aware of the difficulty of basing experiments
utilizing these new techniques on initial operating principles which
might appear on first inspection to be far removed from traditional
musical procedures. An alternative procedure was to combine relevant
concepts of traditional musical experience with the operating techniques
derived from information theory and to take advantage of Weaver’s
suggestion that there is extensive overlap between the three areas of
investigation relevant to information theory. In this way, we would
use the stimulus provided by working with traditional music concepts
in terms of new operational principles as a point of departure for
formulating abstract structural bases for music synthesis (36).
The approach of Hiller and Isaacson consisted, roughly, in two main
methods. The first one was similar to the composition of Push Button Bertha,
although much more sophisticated (their first, simpler, experiment use 16
rules). It makes use of a Monte Carlo algorithm: the computer generates a
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sequence of random numbers that can be mapped to pitches, rhythms and
other musical parameters. The sequence is tested each time a new random
number is generated to verify its accordance to pre-established rules. Should
the sequence fail the test it is erased and the process is started again.
We proposed that the composition of music could be treated by the
Monte Carlo method. We were able to act upon this proposition by
resolving the process of generating computer music into two basic
operations. In the first operation, the computer was instructed to
generate random sequences of integers which were equated to the notes
of the musical scale and, in certain experiments, also to rhythmic
patterns, dynamics, and playing instructions such as arco, pizzicato,
and col-legno. These random integers, which can be generated at a
rate of up to about a thousand per second, were then processed in
the second, more complex operation in which each random integer
was screened through a series of arithmetic tests expressing various
rules of composition and either used or rejected depending on which
rules were in effect. If accepted, the random integer was used to build
up a “composition" and stored in the computer until the completed
“composition" was ready to be printed out. On the other hand, if it
was rejected, a new random integer was generated and examined. This
process was repeated until a satisfactory note was found or until it
became evident that no such note existed, in which case part of the
“composition" thus far composed was automatically erased to allow a
fresh start (36, pp.3-4).
The second method was the generation of musical sequences through the
use of Markov chains. This method was applied only to the last movement.
Each movement of the Illiac Suite was the result of different experiments
and was composed to fulfill very specific purposes of their research. It can be
seen as a sort of “composition course" for the computer. The first experiment
was meant to be an exercise in polyphonic writing respecting the rules of a
simplified first-species counterpoint (see figure 1.7). The second movement
was carried out to produce a conventional musical output which would be
recognizable as such by musicians. It produced a cantus firmus that was
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“academically correct in all their most important details". The third movement
was perhaps the most interesting and authentic to the ears of the contemporary
audience:
[The third experiment was made] To demonstrate that a computer can
produce novel musical structures in a more contemporary style and to
code musical elements such as rhythm and dynamics. This was done
to show that computers might be used by contemporary composers to
extend present compositional techniques (36, p. 4).
The last movement (see figure 1.8) can be seen as an attempt to produce
music in a way that was less a simulation of compositional procedures but
something genuinely more idiomatic to the computer itself.
To show, lastly, that computers might be used in highly unusual ways to
produce radically different species of music based upon fundamentally
new techniques of musical analysis. In this last experiment, a complete
departure from traditional compositional practice is illustrated (36,
p. 4).
Hiller and Isaacson stressed that the Illiac computer generated much more
musical material than they could possibly use. For the sake of the experiment
they opted to select the materials to be used in the final transcription of the
piece in a “neutral", unbiased way and not through a meticulous search of the
most fitted material according to their aesthetic preferences. For this very
reason they believed the Illiac Suite should not be seen as a work of art but
a “research record" of their work.
The musical materials in these four movements were taken from a much
larger body of material by unbiased sampling procedures, so that a
representative rather than a selectively chosen musically superior group
of results would be included in the Illiac Suite. Thus, it is important
to realize when examining this score that our primary aim was not the
presentation of an aesthetic unity — a work of art. This music was
meant to be a research record — a laboratory notebook (35, p. 5).
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Figure 1.7: Iliac Suite, first experiment. Extracted From Experimen-
tal Music, Composition with a electronic computer (36)
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.
Figure 1.8: Iliac Suite, third experiment. Extracted From Experi-
mental Music, Composition with a electronic computer (36)
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progress in correcting this deficiency 
through his 1970 comprehensive survey 
of early efforts [8], he was able to provide 
no musical examples and only the barest 
details about how individual pieces were 
made. The present article seeks not only 
to bring the history of automated 
composition up to date, but also to clarify 
(1) what has motivated composers over 
the last 30 years to delegate their creative 
decisions to a machine, and (2) how these 
composers have gone about programming 
the machine to give them what they 
wanted. 
II. "PUSH BUTTON BERTHA": 1956 
One of the earliest instances of auto- 
mated composition was a program for 
composing 'Tin Pan Alley' melodies, 
which was created by Martin Klein and 
Douglas Bolitho of Burroughs, Inc. using 
a computer called DATATRON. An 
anonymously written Burroughs publi- 
cation outlines the operation of the 
program as follows: 
The operator inspires DATATRON by 
first keying in a 10-digit random 
number. This causes the machine to 
generate and store 1000 single digits, 
each representing one of the eight 
diatonic notes in the scale with two 
allowable accidentals. The program 
then motivates DATATRON to pick 
successive notes at random, testing each for melodic acceptability as it goes 
along [9]. 
One result of this process was the melody 
"Push Button Bertha" (see Fig. 1), which 
was first aired on July 15, 1956 [10]. 
III. THE URBANA SCHOOL: 
1957 TO 1966 
Klein and Bolitho's method of random 
sampling and testing provided what 
seemed at the time a viable emulation by 
computer of traditional compositional 
decision making. In fact, the same 
method had been developed independently 
by Lejaren Hiller and Leonard Isaacson 
at the University of Illinois, 
Urbana/Champaign. The publicity gen- 
erated by Hiller and Isaacson's Illiac 
Suite [11], supplemented by the establish- 
ment under Hiller of one of the nation's 
earliest electronic music studios, attracted 
a number of individuals interested in 
merging the new music with the new 
technology. Along with Hiller and 
Isaacson, these people included Robert 
Baker [12], James Tenney [13], Herbert 
Brun [14-17] and John Myhill [18-20]. 
Ilisac Suite Experiments Summarized 
Experiment One: Monody, two-part, and four-part writing 
A limited selection of first-species counterpoint rules used for controlling the musical 
output 
(a) Monody: cantus firmi 3 to 12 notes in length 
(b) Two-part cantus firmus settings 3 to 12 notes in length 
(c) Four-part cantus firmus settings 3 to 12 notes in length 
Experiment Two: Four-part first-species counterpoint 
Counterpoint rules were added successively to random white-note music as follows: 
(a) Random white-note music 
(b) Skip-stepwise rule; no more than one successive repeat 
(c) Opening C chord; cantus firmtis begins and ends on C; cadence on C: B-F 
tritone only in VII; chord; tritone resolves to C-E 
(d) Octave-range rule 
(e) Consonant harmonies only except for 6 chords 
(f) Dissonant melodic intervals (seconds, sevenths, tritones) forbidden 
(g) No parallel unisons, octaves, fifths 
(h) No parallel fourths, no 6 chords, no repeat of climax in highest voice 
Experiment Three: Experimental music 
Rhythm, dynamics, playing instructions, and simple chromatic writing 
(a) Basic rhythm, dynamics, and playing-instructions code 
(b) Random chromatic music 
(c) Random chromatic music combined with modified rhythm, dynamics, and 
I playing-instructions code 
(d) Chromatic music controlled by an octave-range rule, a tritone-resolution rule, 
and a skip-stepwise rule 
(e) Controlled chromatic music combined with modified rhythm, dynamics, and 
playing-instructions code 
(/) Interval rows, tone rows, and restricted tone rows 
Experiment Four: Markoff chain music 
(a) Variation of zeroth-order harmonic probability function from complete tonal 
restriction to "average" distribution 
(b) Variation of zeroth-order harmonic probability function from random to 
"average" distribution 
(c) Zeroth-order harmonic and proximity probability functions and functions com- 
bined additively 
(d) First-order harmonic and proximity probability functions and functions com- 
bined additively 
(e) Zeroth-order harmonic and proximity functions on strong and weak beats, 
respectively, and vice-versa 
(f) First-order harmonic and proximity functions on strong and weak beats, re- 
spectively, and vice-versa 
(g) ith-order harmonic function on strong beats, first-order proximity function on 
weak beats; extended cadence; simple closed form 
Fig. 2. Illlac Suite Experiments Summarized. Reproduced from Hiller and Isaacson [5]. Copyright 1959 McGraw-Hill Book Company. Used by permission of the publisher. 
Hiller, Isaacson and Baker 
During the same years in which Klein 
and Bolitho were programming DATA- 
TRON, Hiller and Isaacson were under- 
taking a series of compositional "experi- 
ments"* using the ILLIAC computer, 
which had been designed and built at 
Urbana. Many of their results were 
presented in a well-publicized concert 
which, coincidentally, also occurred during 
July 1956. Subsequently, these and later 
*Enclosure of terms in double quotes indicates coined 
or otherwise idosyncratic terminology drawn from 
specific sources. 
experiments were collected into an Illiac 
Suite for string quartet. Figure 2 details 
Hiller and Isaacson's procedures, which 
utilized two basic approaches: 
1. Random selection constrained 
by lists of rules, an approach 
resembling that of Klein and 
Bolitho (Experiments 1-3). 
2. Markov chains, also random, 
in which the relative likelihood 
of each option was conditioned 
by one or more immediately 
preceding choices (Experiment 
4). 
An excerpt from the Illiac Suite appears 
in Fig. 3. 
Ames, Automated Composition 170 
.
F gure 1.9: Illiac Suite experiments summarized. Extracted From
Experimental Music, Composition with a electronic computer (36)
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Christopher Ariza seems to dismiss this statement as a mere excuse made
by Hiller and notes that, with the exception of his collaboration with John
Cage in HPSCHD, all subsequent computer-aided algorithmic compositions
made by him would be accompanied by a similar assertion, that they were
more experiments rather than works of art (8).
Although the Illiac Suite can be seen as an experiment focused almost
completely in composition and less in musical analysis, Hiller and Isaacson
acknowledged that their approach opened important perspectives for analysis.
Incidentally, Iannis Xenakis, who seemed to disregard the piece as a failed
attempt for the contemporary aesthetic and technical demands, considered it
more as a musicological research (8).
One of the ideas they used in the composition (experiment four) which
appeared relevant for music analysis is that of Harmonic and Proximity
Functions. The harmonic function is the notion that in a sequence of notes or
melody we could relate the pitches not only to the traditional chordic/tonal
functions but also to the overtone series. The more a sequence of notes can be
found in the first partials of a overtone series the more is the sense of order.
Melodic intervals can be related to the overtone series so that we
recognize a harmonic function in melodic construction. Thus, the
outlining of a triad, C-E-G for example, imparts a sense of C major, or,
at least, of the C-major chord, and a sense of relatively high tonal order.
On the other hand, a sequence such as F-A flat-D is more ambiguous
and conveys a number of possible implications in terms of structural
function, other factors being equal (36, p. 133).
.
The proximity function is the notion that melodic intervals can also be
characterized by their absolute size. Stepwise progression would pertain a
sense of order while large skips, even those considered consonant as the octave,
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a sense of disorder. Hiller and Isaacson believed that composers, writing in
a tonal idiom or not, play with the contrast between order and disorder by
using those two functions. It interesting to note that here, while we are still
talking about order and disorder, Hiller and Isaacson are suggesting intrinsic
ways for music analysis rather than just translating Shanon’s ideas into the
musicological world.
Hiller and Isaacson seems to minimize their own, huge influence in the
elaboration of the composition and see the computer as an idealized, neutral,
research assistant and laboratory. Indeed the notion of a “Computer-Aided"
is not yet used by them but rather the idea of “Computer generated" compo-
sition. It is in this framework that they believed the computer would greatly
contribute to the work of the music analyst.
As a consequence of coding aspects of this problem as numerical infor-
mation and generating experimental results by means of a computer,
a computer is made to behave as a specialized, but unbiased compos-
ing apparatus existing in a completely isolated environment, subject
only to the controls and information the music analyst might wish to
supply (36, p. 166).
Hillier and Isaacson made many predictions of what the future of a
computer-aided musical analysis could be, but aside their apparently naiveté
in the neutrality of the use of the computer for musical simulations, we believe
that this was their most important and valuable prediction as our very own
research could be seen as a fulfillment of it:
In this application, a computer is an ideal instrument by means of which
analytical ideas can be tested, since the investigator starts with certain
hypotheses from which he formulates operating principles; he supplies
this information to the computer; the computer then generates music
based upon these principles; and the investigator then analyzes the
results to further his investigation. This, of course, is essentially nothing
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more than a standard example of experimental scientific method, but
the unusual thing is that computers provide a practical experimental
technique for carrying out such research in the musical field. It can
reasonably be assumed that in the future the combination of these
techniques with the more purely theoretical and speculative studies in
the musical field [. . . ] would be profitable (36, p. 166).
.
After the success and publicity of Hiller experiment a number of composers
and researchers formed around him what we call the The Urbana School of
computer-aided algorithmic composition. They included Robert Baker, Hebert
Brün, John Myhill and James Tenney (4). Assayag notes that:
Hiller’s research was a major breakthrough as it opened a new per-
spective for musical engineering, even if the interest of the artistic
result itself may be discussed. It initiated the practice of algorithmic
composition, which is still alive, especially in the United States (11).
In the 1960’s most of the experiments of the Urbana School and other
centers around the world would be oriented towards algorithmic composition,
music analysis or sound synthesis. Sometimes these fields would share the
same computational tools. One of these tools was MUSICOMP (MUsic
Simulator-Interpreter for COMpositional Procedures) which was probably the
first computer system for algorithmic composition. MUSICOMP was created
while Hiller and Robert Baker were working in the Second Illiac Suite which
was renamed as Computer Cantata after the University of Illinois replaced
the ILLIAC computer by the IBM 7090 in 1963. MUSICOMP was written on
this computer own assembly language, the SCAT (Share-Compiler-Assembly-
Translator). Hiller and Baker also used a second computer, the CSX-1,
specially for the purposes of sound synthesis. They linked the two computers
allowing MUSICOMP to output its simulations of compositional procedures
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through sound synthesis. MUSICOMP is the predecessor of today’s CAC
systems and was built to fulfill similar purposes:
MUSICOMP greatly facilitated the process of developing new com-
posing programs by managing libraries of compositional subroutines
and other programming modules which individual composers could link
together in a main program designed to meet their own idiosyncratic
purposes (35, p. 171).
About the Computer Cantata, it is interesting to remark that the two main
approaches for its composition was, firstly, a development on the stochastic
processes of the previous experience (the Illiac Suite) and lastly the rules of
Total Serialism as György Ligeti exposed in his analysis on Boulez’ structures
Ia.
What is probably the most ambitious work on computer-aided musical
analysis of the Urbana School was Hiller and Ramon Fuller’s work on the
first movement of Webern’s Symphony op. 21 (37). They used the ILLIAC
computer in a attempt to meticulously calculate entropy and redundancy
from four different aspects of the score: (1) pitch, (2) intervallic relationships
between pitches, (3) attack intervals and (4) pitch and attack intervals com-
bined. Their approach however did not involve ways to perform synthesis of
new musical structures or computer simulations to test hypothesis, as Hiller
himself had envisioned in his predictions for musical analysis written earlier
in the book Experimental Music (quoted above). In the end, their research
seemed more as a information theory’s variation of the “note-counting", sterile
analysis that Pierre Boulez accused Leibowitz of doing. Figure 1.10 shows
their information and redundancy plots for the pitch and interval contents of
the 1st mov.
The experience of Hillier and Isaacson quickly became recognized across
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phonie, Op. 21 (37).
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was carried in Britain by computer scientist Stanley Gill, who is credited as
having written the first computer subroutine. Gill was contacted by the BBC
to program a computer, the Ferranti Pegasus, for the purpose of generating a
musical composition for the broadcast Machines Like Man. A short passage
of the resulting composition, a twelve-tone piece arranged for violin, viola
and bassoon, was broadcast in August 30, 1962.
In the article A Technique for the Composition of Music in a Computer
(28), Gill describes the problems faced by this enterprise and the novel elements
of his approach. Here, as with Hiller’s approach, the basic idea is to generate
random compositions that, nevertheless, obey certain strict rules and have a
number of desirable features. If with Hiller, a single composition was selected
after several starts and from tons of generated material by “unbiased sampling
procedures”, Gill opted for a different strategy, developing an optimised and
more efficient generate-and-test algorithm which he called the “tree process”.
Besides the fact that in previous experiments there is no guarantee that
every start will lead to a successful output (see also Fred Brooks experiment
mentioned earlier in this chapter), one of the main motivations for Gill to
develop his own process was a clear aesthetic aspiration, a distinct departure
from Hiller and Isaacson “neutrality”. He unashamedly wanted his program to
output “a pleasing pattern of activity in three voices”. He programmed the Pe-
gasus computer not to calculate many examples of “acceptable” compositions
but instead only the most fitted ones.
The main difficulty with the process of alternate random generation
and selection is that the computer may lead itself into a dead end. That
is to say, it may find itself in a situation where part of the composition
has been completely defined and cannot be altered, but which, if the
rules are followed, could only lead to a very unsatisfactory state of
affairs in the succeeding stages. It is, therefore, desirable to have some
means for allowing the computer to backtrack, so that it can reexamine
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alternative choices at an earlier point in the composition (28, p. 44).
Gill’s tree method involves retaining, at any moment of the generation
process, not one but eight competitive versions of the partial, in-progress
composition. At each step, while one version is randomly chosen to be
extended by a short length, a routine determines and rejects the least-fitted
of the eight versions. Extended and unextended branches are retained as
competitive versions (an extension can add a positive or negative value to
the current version). As the generative process progresses, some branches
eventually die out and it stops when a single ‘trunk’ achieves a satisfying
length and is taken as the final composition. If the criteria for evaluating the
sequences were too severe it would lead to ‘good’ compositions but at a very
slow rate of composition (calculation). On the other hand, too lax criteria
would allow any sequence to be accepted, “the computer will very rapidly
produce a long composition of poor quality”. Figure 1.11 reproduces Gill’s
diagrammatic representation of the tree process, where is shown the first 100
steps spanning a length of two measures.
The compositional rules adopted included the restriction of each voice to
a particular tone-row, its subsequent repetition, transposed or not, under one
of the four contrapuntal forms (O, R, I, RI) and no durations smaller than
an eighth-note. The appearance of rests and the octave placement for each
note were open to choice. Positive evaluation was awarded to competitive
versions where each voice rested for about a measure roughly every four or five
measures and to versions where a diverse rhythmic pace for each active voice
was detected. Negative criteria included the occurrence of parallel or near
octaves and the occurrence of too large skips. Figure 1.12 show an excerpt of
the handwritten transcription of the final composition.
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Figure 1.11: Stanley Gill’s diagrammatic representation of his ‘tree
process’. Here is shown the first 100 steps spanning a length of
two measures. Extracted from A Technique for the Composition of
Music in a Computer (28).
by the program’s musical outputs. Motivated by a desire of conciliating
the erratic behavior of generate-and-test algorithms with a stronger sense of
control of the final composition, he was one of the very first researchers to
draw attention for the importance of implementing expressive parameters.
The miscellaneous parameters appearing in the rules of composition
seemed to affect the results in a rather erratic way, and it was not easy
to adjust them all by trial and error in order to produce acceptable
results. [. . . ] when using a computer a composer is much further
removed from the final result (i.e., the music) than he is when writing
an ordinary score. [. . . ] it is doubtful whether composers will ever be
able to foresee very clearly the result of every choice that they make
when feeding the computer (28, pp. 50-51).
Gill, feeling that the parameters of his model did not allowed him an
effective control of the musical output, concluded that computer could be
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Figure 1.12: An excerpt of the handwritten transcription of Stanely
Gill’s computer generated composition for BBC’s broadcast Ma-
chines Like Man. Extracted from A Technique for the Composition
of Music in a Computer (28).
used as a new medium for composition, but not necessarily as a form of
autonomous musical expression. That view contrasts with that of Hiller
and Isaacson’s and specially that of Pierre Barbaud, which will welcome the
programmer’s lack of control as an assurance of neutrality of the experiments
results.
The author’s experience has convinced him that the computer program
is hardly a substitute for the human composer but is rather a new
(and somewhat devious) medium of expression. [. . . ] Now they [mod-
ern composers] may also express themselves in the form of computer
programs (or in the form of controlling parameters to be supplied to
music-generating programs) (28, p. 51).
Nevertheless, for that same reason, Gill was one of the first to forecast
the advent of computer-aided composition:
Perhaps in the end we shall see musical composition taking the form of
a cooperative venture between the human composer and the computer,
with the computer supplying a number of plausible passages along lines
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suggested by the composer, who in turn selects the ones he wants and
calls for further variations and ornamentations as required (28, p. 51).
1.3 The French School
1.3.1 Pierre Barbaud
As with Urbana in the US, Paris would be the stage of a series of experiences
on computer assisted algorithmic music. In the end of the fifties a group
of composers along with Pierre Barbaud formed the Groupe de Musique
Algorithmique de Paris (GMAP) which included Robert Blanchard , Brian de
Martinoir, Lalan and Jean Germain. Their manifesto was written by Barbaud
in his article Musique Algorithimique, published in 1960, where he exposed
not only the technical and historical context of the group but also it artistic
attitudes. He saw their efforts as a desirable attempt to industrialise musical
composition. This mechanization called for a preliminary, formal adjustment
of the existing musical knowledge to the new reality of the machine-driven,
automated world. Their approach then was strongly grounded in music theory
and was specially concerned with new representations of musical structures.
Pierre Barbaud seemed to mistrust the successive, contemporary attempts
towards style simulation whose results could be seem as mere pastiches, a
curiosity for the general public. Instead he proposed a view of algorithmic
music that distinguish itself of any other where choices are made according to
pre-established, style grammars. In broader terms, his approach seems to share
a point with compositional systems, as John Cage’s, where personal aesthetic
preferences are neutralized by means of random processes, the machine, in
Barbaud’s case, serving as a powerful, fast I-Ching. As a consequence, it also
involved the commitment of the algorithmic composer to never change the
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results provided by the machine, no matter they were agreeable or not, moving
the center of interest of the musical piece to its pure formal, mathematical
aspects.
La composition musicale devient l’exploration, avec tout ce que ce
mot comporte de possibilités de surprises agréables ou désagréables,
d’un arbre exponentiel, ou du moins de quelques uns de ses rameaux.
La préparation de cette exploration, au cours de laquelle la donnée
numérique initiale se transformera jusqu’à devenir méconnaissable, c’est
le programme ; nul ne peut savoir ce que deviendra en chemin le thème
musical,l’arrangement primitif donné à la machine, arrangement qui
contient en puissance un nombre pratiquement infini de développements
mélodiques, rythmiques, contrapunctiques, harmoniques (12, p. 95).
For Barbaud the industrialization of musical composition involved the
establishment of a strict analytic control of musical structures, the isolation
of the formal aspects of music creation, allowing the machine to operate
optimally in a system where syntax and aesthetic problems are very well
distinguished. As a consequence it could also assist the composer in the
concrete aspects of his work and permit the simplification and improvement
of the methods used for teaching musical composition.
Detailed aspects of Barbaud’s technique are illustrated in the book Intro-
duction à la musique automatique, published in 1966, which he considered
a musicological experiment. There Barbaud presents a strict formalization
of musical structures based on set-theory and aspects of Mathias Hauer’s
serialism, as the circular representation of pitch classes. He details the con-
struction of musical automates acting in tonal and serial contexts followed by
its computer implementation using the language ALGOL. These experiments
are summarized by Assayag in the following way:
The theoretical ground on which Barbaud builds his system is the set
theory, which he uses as a basis for the analysis of the tonal language.
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He defines for example the set of pitches as Z/12, the set of remainders
modulo 12, and the operation of transposition as the addition in Z/12.
Other actors of the tonal language like scales and chords are reduced
to sets or sets of sets. Automatic composition, for Barbaud, is the
result of the application of various types of rules on data expressed in
the form of sets. The rules are specified by finite-state automata or
stochastic matrix. Using this tools, Barbaud may generate counterpoint
with harmonization and control, up to a certain point, the stylistic
imitation (11).
The work of Pierre Barbaud and Michel Philippot was followed by that
of a group of researchers at the Paris based institute IRCAM, founded in
1977 by Pierre Boulez. They worked in cooperation with many composers
through various attempts to create suitable computer environments for mu-
sical composition. Those attempts include the softwares, Formes, Esquisse,
Morphoscope and Patchwork with its successor, OpenMusic.
Nevertheless, the goal of those compositional systems seems to answer
more to Stanley Gill’s demand for a cooperation between composer and
machine than to Pierre Barbaud’s vision of a automated music. To this
practice it was given the rubric Computer-Aided Composition and in analogy
Computer-Aided Analysis.
To understand the context and the significance of CAC, we can refer to
Assayag definition:
Although one may consider music composition to be an important issue
in any computer music research or development, the term “Computer
Assisted Composition" (CAC) has obtained a particular meaning during
the past years, at least at IRCAM. As opposed to the generation and
processing of audio signal by the means of DSP hardware or software
technologies, CAC systems focus on the formal structure of music.
They generally suppose symbolic computation techniques with data
structures like trees, graphs, sets, collections, associative memory, etc.
and algorithms relevant to discrete mathematics. These are adapted to
handle the complex structures and relations that are needed in order
to model (parts of) musical pieces (11).
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1.3.2 Andre Riotte and Marcel Mesnage
In respect to the computer-aided analysis it was developed, in the context of
the French school, by composer André Riotte and engineer Marcel Mesnage.
Their approach was based in a interpretation of the scientific notion of model.
Riot’s main contributions to analysis includes the computer models of the
Pièce pour quatour à cordes n 1 by Igor Stravinsky, the variations Op. 27 by
Anton Webern (after Barraqué’s analysis), the Troisième Regard sur l’Enfant
Jesus by Messiaen and the model of the first of the two voices inventions by
J.-S. Bach.
Despite their major contributions it seems that their work had littles
impact outside the French-speaking world. Although they thoroughly ex-
plored the idea of modeling compositional processes with the computer, their
approach laid heavily upon the formalization and validation of the constructed
models, while the study of compositional decisions (the question of expressive
parameters) and the simulation of neighbouring variants was not a major
concern.
The Morphoscope software they developed permitted the implementation
of computer processes considering scores jointly with the analytical and
compositional models.
The Morphoscope system is designed around basic entities inspired from
the theory of set relations, adapted to the representation of musical scores.
For Mesnage, music analysis is first a search for significant similarities and
differences between formal subsets of data, obtained at various levels by
general operations of decomposition such as projections, domain functions,
segmentation and graphs. In certain conditions, a re-composition of the
subsets is possible, leading to a model of the score. The external interface
offers to the user a wide choice of selections and transformations of data with
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simple facilities to store and visualize results, as well as a tool for encoding
scores. The system is written in Common Lisp and CLOS, with an access to
this environment for programming oriented users.
While discussing the conceptual level of his system, Mesnage (49) reveals
us his straightforward view on music modeling and analysis, view which,
he asserts, was based in the mathematical and the computational field of
‘set relations’. Analysis a priori would consist in identifying and isolating
meaningful small segments or sub-entities of a score, which would serve as
pivots, and then creating relationships. These relationships would consist
basically in “relating likeness and distinguishing differences" (he quotes Leon
Stein’s structure and style (49)). Once those relationships are established,
a series of operations could be applied to the sub-entities data (i.e, sets of
computational representations of musical parameters, like pitch, durations,
dynamics, onset), which would permit him to retrieve the initial score within
the system. This last step would most consist in the emulation of the com-
positional process and a validation proof for the analysis, the computational
tools which handle those musical sub-entities being of interest not only for
analysis but for composition as well. Furthermore, variations can be created
by a different set of parameters values of those tools.
Musical analysis is viewed here as a two-phase process of formal study
of a musical score. The first phase, the truly analytic one, tries to
derive from the score a set of sub-entities and relations between these
entities considered to be significant from a musical point of view. Given
such a set, the second phase tries to describe a formal assembly of its
elements whose result is the initial score. This is the model viewed as an
emulation of the process of composition. It is also a kind of consistency
proof of the validity of the analytical phase. A by-product is that the
tools used for such an assembly are also usable as composition tools (49,
p. 120).
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1.3.3 Chemillier’s modeling of Melodien
After the experiments of Riotte and Mesnage another contributions to the
paradigm of computer-aided analysis was the modeling of a fragment of
Ligeti’s Melodien made by Marc Chemillier (19). He placed his model in a
very particular theoretical framework. Chemillier reclaimed a categorization
proposed by Iannis Xenakis concerning the study of musical structures in
relation to time. For Xenakis this study can be classified in three domains:
the out-of-time domain, the time domain and the in-time domain. The study
of mode, scales, diatonicism and chord structures belongs to the out-of-time
domain. The time domain refers exclusively to the study of durations and
finally the in-time domain refers to the study of musical structures considering
aspects of succession and simultaneity.
Chemillier proposes a interpretation of this classification from the per-
spective of formal language theory which is interested in the study of sets of
numerical sequences that can be computed by different types of machines.
According to Chemillier, the algebraic structure equivalent to the inside time
domain is the free monoid and the operations that produce simultaneity and
succession are the operations of superimposition and concatenation, resulting
into another structure of the type lattice. Chemillier then aims at considering
musical sequences belonging to the inside time domain, as the result of ab-
stract computation with the intent of studying the underlying processes of
such computations.
His modeling of Melodien involves three main steps: discovering the
compositional process, implementation in LISP and reconstruction of the
fragment using Patchwork. His implementation consisted in only three main
operators: one to delete notes, one to decrease notes and another to displace
note. Those operators where classified as belonging to underground and
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surface levels. The operators of the underground level (decrease and displace)
transform the previous state to compute the current one, while the operator
of the surface level modifies the states of the underground level to produce the
motives played by the different instruments of the texture (see figure 1.13).
The final Patchwork program implementing the model is shown in figure 1.14
Figure 1.13: Representation of the implementation process of
Chemillier’s model for Melodien. Extracted from Analysis and
Computer Reconstruction of a Musical Fragment of György Ligeti’s
Melodien (19).
1.3.4 Rokita’s rhythmic model of Trois pièces pour clar-
inet solo
One of the few references of modeling of musical scores that uses Morphoscope
software and wasn’t written by Riotte and Menasge, although it is the result
of a Masters supervised by the former is Lionel Rokita’s model of Stravinsky’s
Three pieces for clarinet solo (1919), in the article Modèle Rythmique d’une
pièce pour clarinette (56). Rokita begins his article pondering a presumed
recurring attack to traditional music analysis: “un académisme fastidieux et
inutile parce qu’on ne faisait que constater la partition au lieu de chercher
pertinemment à retrouver ses éléments générateurs." He claims that actually
its problem is tied to the “interpretation" which one makes of a musical
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Figure 1.14: Computer reconstruction in PatchWork of Melodien.
Extracted from Analysis and Computer Reconstruction of a Musi-
cal Fragment of György Ligeti’s Melodien (19).
analysis and proposes, as a solution, to interrogate the musical text: “Il s’agit
de repenser l’oeuvre, la comprendre dans ses moindres détails et de revivre le
processus créateur."
While Rokita, in this paper, which was then clearly about a working in
progress, presents exclusively the rhythmic model of Igor Stravinsky’s piece,
it was part of his objectives achieve a complete model of the three piece
taking into account “all musical parameters". More important, he would try
afterwards to simulate not only the generation of the original score but also
variations, something that apparently was never achieved.
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Figure 1.15: First of the Three Pieces for Clarinet Solo by Igor
Stravinsky. Extracted from Modèle Rythmique d’une pièce pour
clarinette (56).
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For Rokita the most crucial step of their approach was the segmentation
of the musical work.
Il s’agit en effet de “segmenter" la partition en petits blocs consécutifs,
de telle sorte que l’on puisse dégager un formalisme permettant d’expli-
quer le passage d’un segment à un autre, consécutif ou non. [. . . ] Pour
notre analyse de STRAVINSKY, nous avons utilisé des segmentations
automatiques basées sur des relations d’ordre, de similarité au sens
sémiologique du terme, et des segmentations purement graphiques
définies de façon beaucoup plus subjectives (56).
For the specific case of Stravinsky’s piece, he makes a statistical exami-
nation of the musical elements associated with prime numbers in this first
piece, which will also sustain his assertion that Stravinsky way of composing
involved breaking rhythmic regularities as soon as they are established. With
the visual aid of Morphoscope, Rokita is able to find a segmentation of the
rhythmic values in the piece and then identify some rhythmic cells which in
turn will become generative elements in his model. Through these generative
cells, he could, with a few processes of transformation, reconstitute the origi-
nal sequence of rhythmic cells in this first piece (as see in figure 1.16). Figure
1.17 shows the Patchwork patch implementing Rokita’s rhythmic model and
figure 1.18 shows the reconstruction.
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Figure 1.16: Rokita’s segmentation of the first piece of Stravinsky’s Three Pieces for Clarinet Solo.
Extracted from Lionel Rokita’s Modèle Rythmique d’une pièce pour clarinette (56).
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Figure 1.17: Implementation of Stravinsky‘s Trois pièces pour clar-
inette seule in Patchwork. Extracted from Lionel Rokita’s Modèle
Rythmique d’une pièce pour clarinette (56).
1.3.5 The potential Score
Based on his experience in CAC and CAA at IRCAM, Gérard Assayag devel-
oped the concept potential musical score in his paper La partition potentielle
(11), one of the texts that better explains the concepts involved in the field.
There he makes an overview of the history and the state of art of the CAC
domain at IRCAM. The paper is introduced by brief ponderations about
what he considers the three fundamentals aspects of any successful system for
CAC: the choice of the programming language, the ability of displaying data
in standard musical notation as well as the potential of providing support for
listening and perceptive experience.
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Figure 1.18: Reconstruction of Stravinsky‘s Trois pièces pour clar-
inette seule in Patchwork. Extracted from Rokita’s Modèle Ryth-
mique d’une pièce pour clarinette (56).
Given such a system for CAC, Assayag suggests the idea of “Potential
Score",
[. . . ] où se superposeront affichage des résultats, contrôle interac-
tif des degrés de liberté, entrée des paramètres musicaux - sorte de
feuille blanche «informée» par une hiérarchie d’obligations menant des
contraintes de cohérence élémentaire du langage musical à celles, de
plus haut niveau, exprimant les caractéristiques stylistiques person-
nelles (10).
He remarks that the notion of a musical structure’s computational model
imposes itself in a stronger way than those of sketch, draft and compositional
processes used until then. Since the work of Riotte and Menasge, dating
back to the 70’s, analysis by modeling established itself as an approach of
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the computer assisted music analysis domain. This field concerned, in a first
moment, the ‘style simulation’ and then the reconstruction of a complete
musical piece from a computer model.
For him a model is “a formal dispositive allowing the simulation for
the purposes of verification, observation or also the production of similar
processes". Thus, this definition cover not only the model as used in sound
synthesis but also the style simulation. Nevertheless, a distinction between
style simulation and reconstruction of a complete piece from a computer model
must be made: the latter is a extreme case of the former as the modeling of
musical scores is concerned with the reconstitution of a single object:
Si la simulation stylistique entre bien dans cette définition, puisqu’elle
est à même de produire un nombre indéfini d’instances musicales obéis-
sant aux lois d’un genre, les modèles de partitions de Mesnage et Riotte
constituent un cas extrême, dans la mesure où ils sont entièrement
destinés à la restitution d’un objet unique. Ils ne constituent pas cepen-
dant une simple description de ce dernier -;qu’ils généralisent dans la
mesure où ils lui substituent une collection de mécanismes formels dont
une paramétrisation particulière fournira l’objet final (10).
After Riotte and Mesnage analysis of Bach’s first two-voice invention,
Assayag highlights that besides the reconstruction of a score, modeling can
aspire to create variations and, interestingly, in parametric spaces displaying
strong discontinuities, objects far distant from their references, yet sharing
with it some “secret community of form".
Thus, in composition and analysis assisted by computer, the notion of
“model" has an inherent ambivalence, as Assayag says: “the model is the source
of the work, the work is the model to be imitated in the simulation". This
ambivalence, added to the fact that composers and analysts are inclined to
use the scientific tools in a very similar way, could allow us to classify “modern
analysis" in the the category of creation as we do with music composition.
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In the case of the composer as that of the analyst who searches to re-
construct a complete musical work, there is, to some extent, a distortion of
the scientific notion of model, as in their case the model concerns a unique
‘singularity’, a “past singularity" for the analyst and “a singularity to come" for
the composer. It is true that in some cases, a scientific theoretic model could,
similarly, concern an individual object as in the field of ‘hall acoustics’, when
developing a computer model of an existing or projected place but Assayag
warns us to not confuse the “Model-Theory" with the “Model-Maquette",
though the computational model of piece being composed can be situated
intermittently between those two notions of modeling:
[. . . ] en modélisation physique, on peut être amené à construire un
modèle pour un objet unique ; par exemple, en acoustique des salles,
lorsqu’on élabore un modèle informatisé d’un lieu particulier de diffusion
existant ou projeté. Mais il ne faut pas confondre le modèle-théorie
(ici, les lois mathématiques de diffusion, selon une option spéculaire ou
diffuse) et le modèle-maquette, objet réduit reproduisant fidèlement le
comportement de l’original. Le modèle informatique d’une oeuvre en
devenir serait une sorte de version progressive de cette dualité, opérant
un va-et-vient constant entre les deux termes (10).
Once identified those common points of modeling for analysis and compo-
sition, Assayag discerns the mean differences concerning their elaboration of
a musical work’s computational model. For the analyst, the more he works
in his modeling towards the reconstruction of a piece, the more the number
of parameters in a model are reduced, their total disappearance being an
ideal case. Here the once visible values of parameters in an specific model are
produced by a formalism of an even superior level. It’s when the modeling
progressively evolves from prevailing the ‘pastiche’/imitation character of the
simulation to strengthening its explanatory one.
For the composer, in opposition to the musicologist, he is interested in
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the exploration of the simulation and modeling process, through, inevitably,
a greater number of parameters. From that we could also add that for
the musicologist, once he achieved the explanatory level of his implemented
computer model of a given piece, which we just saw above, he could join the
composer exploring “unexpected cases of realization of the piece", as Rokita
says in his text about his rhythmic model of Stravinsky, by this time searching
to increase the number of parameters of his model.
Assayag continues saying that the approach taken by the composer occurs
in two ways: the objects produced by his explorations can be set a part as a
group and constitute “elements of structured material". In the second moment,
the observation of those group of musical material can lead to changes in
the formalism, or better, the “underlying theories", yielding a new model
and thus rejoining the classical scientific situation where the simulation is
seen as a validation of a theory, although, in a fascinating way, “the reference
phenomenon" only exists in the composer’s imagination.
From that, we can add, if we assume there is not a unique way to conceive
a model for a existing piece, from the observations the musicologist make of
his model at work, the amelioration that he often will want to do about his
way to implement and explain the piece will yield new versions of it, if not a
entire new model, the last version, in most desired cases, being the simplest
one.
1.4 Concluding remarks
When Luciano Berio develops upon the idea of “poetics of analysis", in one
of his Charles Elliott lectures (14), he demonstrates a dissatisfaction with
music analysis revealing an “ambitious and maybe unfulfillable desire" to
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bring creativity and analysis together.
He proposes a clear differentiation between ‘the poetics of a composer’,
in general, and music analysis itself. For Berio the notion of “poetics" is
unequivocal, unmistakable. It implies “a diversified and consciously original
vision of making music". We could indisputably talk about the poetics of
composers like Webern, Messiaen, Stravinsky, Bartok. . . But not speak so
easily of the poetics of Bach, Haydn or Mozart “since their works, for all
their complexity, tend to incorporate objective historical and aesthetic values
which, at the time those works were composed, had an existence of their
own, quite independent of the individual works themselves". He introduces
analysis into this discussion by asserting: “Whenever description enters into
the specific details of a given work, poetics gives way to analysis."
If for Berio, all discourse about music will be inevitably partial and
incomplete, it follows that he could not be less mistrustful of the notion of
‘objectivity’ in music analysis. For instance, while most of contemporary
musical analysts make use of an unlimited, always increasing number of
terms to specify the categories and criteria they adopt, the composer-analyst,
contrariwise, will always carry out, typically, one specific kind of analysis:
self-analysis. The composer unlikely could avoid projecting himself, his own
poetics - the chief analytical instrument at his disposal - into the analysis
he conducts. It is this kind of analysis that most interests Berio, as by its
“non-objectivity", it reveals some of the creative aspects of the composer who
analyze a work composed by others, and finally the better the analysis the
more it will have the capacity to stimulate new works.
Berio deftly synthesizes his considerations on the “composer-analyst"
in two noteworthy aphorisms: “the composer reveals himself on the couch
of someone else’s work" and “when everything is said and done, the most
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meaningful analysis of a symphony is another symphony".
Berio writes that eventually this composer-analyst can resort to an appar-
ently, mathematical, objectivity, “since, in difficult moments, there is safety
in numbers." Luciano Berio agrees that “everything in this universe can be
reduced to mathematical models". Nevertheless, while mathematical models
and musical works refer to the reduction of a universe of possibilities, only a
musical text carries some “memory of where it came from"; only a musical
text displays “the traces of the trajectories that formed it". More precisely, in
reference to Berio own compositional technique, a musical text is, ultimately,
“a host of previous texts" - all essential qualities that opposes it with the
“deafness and dumbness" of an algorithm.
One of the very few attempts to categorize the different approaches of
computer-assisted musical analysis is made by Nico Schuler in his article
Towards a General Methodological Classification of Computer-Assisted Music
Analysis (57) where he defines nine categories and identifies the most relevant
and recent works in each category. Nevertheless, there is almost no mention
to the works made by the French school or to attempts to adapt the scientific
notion of “modeling” into music analysis.
Another work that goes in the same direction is David Cope’s book Hidden
Structure: Musical Analysis Using Computers (22), which presents different
ways computers can be used to aid and perform musical analysis. There is a
mention to the idea of “modeling”, but it was done from the perspective of
a purely compositional activity, when composers ‘model’ existing pieces to
freely compose new ones, incorporating them on their own individual idiom,
a definition which is also shared by the Oxford Dictionary of Music. There is
no mention to the work of Andre Riotte and that of the French School by
both sources.
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One of the few surveys of the use of computers from the perspective of
modeling and reconstructing musical pieces or structures was the one made
by François Pachet, in the introduction of his text Computer Analysis of
Jazz Chord Sequences: Is Solar a Blues ? (52). Specifically about the French
School and the idea of modeling Pachet write:
A more elaborate use of the computer as a tool for analysis is to
validate specific, user defined theories of a musical piece. Here the
computer is used as a simulator of a model, carrying its own semantics,
rather than as a simple neutral tool. This is typically the case of the
Morphoscope project, in which the computer is used to rebuild a score,
with numerous and convincing applications [cites Riotte, Mesnage and
Rokita]. An alternative and interesting work in the same spirit is
the reconstruction of a fragment of Ligeti’s Melodien by Chemillier,
using a model specifically designed for the material studied. The
model is implemented with the Patchwork system. Through an explicit
reconstruction of the entire score, these studies emphasize the idea that
analysis and composition have strong, organic relations (52).
On the other hand the concept of modeling has acquired new manifestation
and applications in computational musical analysis. It can be observed in
the compilation of articles presented by the book Computational Music
Analysis (48), where there are references to the modeling of musical patterns,
probabilistic modeling and that or harmonic movement and chord structure.
With the development of computer-aided composition, tools have been
created focusing on specific composer’s aesthetics and approaches, facilitating
the study and re-enactment of the corresponding compositional processes. In
the OpenMusic environment, we can mention the Esquisse and OMTristan,
libraries dedicated to spectral music and Tristan Murail’s compositional
tools (38), and the OMCombine library inspired by Brian Ferneyhough’s
compositional processes (47). The MathTools framework (6) also provides
a large set of mathematical functions for the algebraic approaches in the
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analysis and classification of chords or rhythmic structures. These tools have
been used by composers for the generation of musical works, emphasizing
the links between analytical and compositional processes (5). Literature is
being published about the development of compositional processes carried
out with computers (1), opening for interesting musicological experiments on
the respective works.
Some other works closer to our working perspective includes the computer-
assisted analysis of Xenakis’ music in Patchwork (39) and OpenMusic (2),
or for the analytical “re-composition” of Boulez’ Structures Ia (3) in the
OpenMusic and Rubato software environments .
By studying musical pieces in the “modeling” perspective, the musicologist
somehow endorses the role of the composer in order to analyze his work, and
better understand him. This process therefore questions the compositional
process in a quite ‘assertive’ way, but it also puts the analyst in a closer
position to the composer, ending up doing a job as creative as analytical,
which we believe is closer to offer an answer to the demand of more creativity
in musical analysis made by Luciano Berio but also Pierre Boulez. The
approach we propose in the next chapters inherits from these previous works
in order to perform the modeling of musical pieces, and work the models to





In this chapter I intend to expose some of the principles that guided me in
the elaboration of the computer models presented in the subsequent chapters.
I would like to remark that some of the following ideas still have a germinal
character that I expect it will be developed further in future works. Further-
more in this short text it would not be possible to introduce every concept
and method used during the research process; I tried to select what is most
relevant and imperative to understand the approach presented.
In the course of the following explanations I will make reference to some
experiments that were important to the research but I did not feel compelled
to present them in a separate chapter, they include the modeling of Steve
Reich’s Clapping Music and Arvo Pärt’s Spiegel im Spiegel.
My determination to redact a didactic and accessible text may have made
some of its passages redundant, but as Nico Schüler rightly says (58), musical
analysis, and specially when computer assisted, is often taught and practiced
with few or any references to the used methods.
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2.2 Numeric Representations
One of the primary steps of approach presented here is the elaboration
of a numerical representations for musical structures. The musical score
is a representation of sound phenomenon. As a matter of fact, the score
is a space that suggests and privileges certain operations as a result of
its bi-dimensional aspect. Space and time operations, as transpositions,
inversions and retrogradations are the result of the possibilities offered by the
representation itself. In this sense, the numerical representation of musical
structures is a representation over a representation, and the computer model
of a score is a model over a model, the numerical representation being thought
as a mediation between the musical score and the computer.
The numerical representation of musical structures refer us back to French
composer Olivier Messiaen (1912–1992), who with the piece Modes de valeurs
et d’intensités (1949), not only laid the foundations of total serialism, but
also introduced a detailed mapping of different musical dimensions to integer
numbers (see figure 2.1). This representation allowed Messiaen to operate
those time and space transformations, used in polyphonic writing and by
the dodecaphonic technique, not only on pitches and rhythm but also on
intensities and articulations.
In fact, pitch and rhythm, because of cultural and historical developments,
will be more suitable to this kind of representation and, consequently, to
calculations upon them. As we know, most of the Western musical tradition,
in which fall our case studies, privileged those two dimensions. On the other
hand, intensities, articulations and timbre, can be seen as more challenging
as they were not explored as much by music theory. This probably comes
from the fact that, from the perspective of performance and perception, those
dimensions pose some challenges, although this issue is better handled in the
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electroacoustic domain.
Be as it may, we could say that the approach presented here will be more
suitable to compositional practices that focus chiefly on pitch and rhythmic
dimensions. Furthermore, compositional practices where an underlying al-
gorithmic thought already exists, as in some serial pieces and most of the
works written by Olivier Messiaen, James Tenney, Arvo Pärt and Steve Re-
ich, among others, will constitute a corpus more fitted to be studied by the
modeling approach presented here.
There are many ways to represent pitches numerically. For instance, it
can be represented in hertz, savarts, MIDI number and so on. The MIDI
standard assigns an integer number to each key of a standard keyboard
(C4=60, C#=61, D=62 . . . ). Although the MIDI system was not conceived
for microtonal music, we use the midicent standard, which is the MIDI number
multiplied by one hundred (C4 = 6000). In the midicent system one semitone
is equal to 100 and one octave is equal to 1200 midicents (see figure 2.2).
It offers is used in CAC environments such as OpenMusic (17) and PGWL
(44). In some cases, as in the model of James Tenney (see Chapter 4) and
most of spectral music, the representation in hertz is more suitable for some
calculations.
The representation of durations and rhythms can also be made in several
ways. One way to represent durations and rhythms is the simple mapping
of the traditional rhythmic figures to a fractional representation, which is
already used in the formulation of measure signatures. For example, 1/8 (or
simply 8) refers to the eighth note, while 1/4 refers to the quarter note and
so forth. A way to formalize durational processes not based in rhythm figures
(as in proportional notation) is the concept of onset. It represent the moment
in time (here expressed in milliseconds) where a note is attacked or a event is
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Numerical Representation in Mode de valeurs et d’intensités
Articulation
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Dynamics
Durations
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13 14 15 16 17 18
19 20 21 22 23 24
1 2 3 4 5 6
Figure 2.1: Numeric representations in Modes de valuers et
d’intensités (1949) by Olivier Messiaen.
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Numerical Representation of Musical Structures 
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Figure 2.2: Numerical representation of pitches.
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started. In this representation, the onset information is complemented by the
determination of the same event’s duration (see figure 2.3).
In the case of dynamics one could use what is already specified by the
MIDI standard, a range from 0 (very soft or silence) to 127 (very loud). It can
be mapped to scales of different steps to represent music score marks, such
as piano, forte, and so on. For articulations such as legato, non legato and
staccato, which have a durational nature, we may think of a scale that goes
from 0, a very short interpretation of the ’written’ duration as in staccatissimo,
to 100, as in legato, where the duration, if needed, maybe prolonged to connect
the notes one after another (see figure 2.4).
2.3 Generation of musical sequences
In most cases the modeling of scores and compositional processes involves
discovering recurrent sequences during a musical passage, more precisely dis-
covering the processes behind the generation of those sequences and conceiving
algorithms which can reconstruct them. The model can concern only transfor-
mations, concatenations and superimpositions to which those sequences are
subjected, considering the original sequences as a “given" series, treating them
as parameters. This was the case of our modeling of György Ligeti’s Désordre
where the series of degrees and durations for each voice where “hardcoded"
into the model, the algorithms being concerned in transforming, modifying,
concatenating and superimposing them (chapter 5).
In the other hand, in the modeling of James Tenney’s Spectral Canon for
Conlon Nancarrow there is barely any transformations and concatenations
(except for a retrogradation process). Most of the modeling of the piece’s
voices is made by a single equation (for the durations).
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Numerical Representation of Musical Structures  (Rhythm)
Duration Based
Fraction Based
1 1/2 1/4 1/8 1/16 1/32





(1/5 1/5 1/5 1/5 1/5)
(1/9 1/9 1/9 … )
Durations (500 1000 1500 2000 2500)
Onsets (0 500 1500 3000 5000)
0 7500 ms
Figure 2.3: Numeric Representation of rhythm and durations. On-
sets and durations are represented in milliseconds.
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Numerical Representation of Musical Structures
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Figure 2.4: Numeric Representation: dynamics and articulation.
In short, the modeling process means finding algorithms which can re-
construct and transform numerical sequences which are mapped to different
musical elements as pitches, durations, dynamics and so on (chapter 4).
Another aspect which can be part of the modeling process is the generation
of music materials. Are considered musical materials the generation of set of
chords, scales, and so on. Broadly speaking it involves the study of “sets",
where the sequential or temporal aspects are not considered yet. We may link
it to the discussion presented in chapter 3 about the chord multiplication, or
the generation of pitches from the harmonic series in the model for the Spectral
Canon for Colon Nancarrow (chapter 4), or still the generation of pitches from
the concept of combinatoric tonality" used in the model for Györgi Ligeti’s
Désordre (chapter 5). According to the categorization presented by Chemilier
(19), after Xenakis, this generation of music materials is part, specially, of
what we could call the outside time domain(cf. chapter 1).
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To demonstrate the modeling of a rhythmic sequence I will refer to the
rhythmic pattern of Clapping Music (also used in Music for Pieces of Wood).
This sequence can be interpreted as a borrowing from Subsaharan African
music or simply, a exercise drum pattern. Despite that we can also see it as a
result of an algorithmic process where a group of eighth notes is progressively
deprived of one beat, each group being separated by a rest and the whole
sequence followed by its retrograde. Figure 2.5, shows its analysis. This
sequence will be repeated and transformed by precise rules and in a particular
form. Figure 2.6 shows a graphical interpretation of the piece.
Steve Reich’s Clapping Music rhythmic pattern
C B A B
a b
C
3 2 1 2 3
Palindrome of groups
Figure 2.5: Analytic decomposition of Steve Reich’s Clapping Music
rhythmic pattern.
2.4 Transformations
Once established the numerical representation the next step is the determina-
tion of the transformations that operate on those numerical structures. Some
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Clapping Music Form
5 6 7 8
9 10 11 12
1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0
1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0
1 2 3 4
1 1 1 0 1 1 0 1 0 1 1 0
1 1 1 0 1 1 0 1 0 1 1 0
1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0
1 1 0 1 1 0 1 0 1 1 0 1 1 0 1 1 0 1 0 1 1 0 1 1 0 1 1 0 1 0 1 1 0 1 1 1
1 1 0 1 0 1 1 0 1 1 1 0 1 0 1 0 1 1 0 1 1 1 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1 0
0 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1 0 1 0 1 1 1 0 1 1 0 1 0 1 0 1 1 1 0 1 1 0 1 0 1 1
13
1 1 1 0 1 1 0 1 0 1 1 0
1 1 1 0 1 1 0 1 0 1 1 0
Base Rhythm (shift 0) Shift 1 Shift 2 Shift 3 Shift 4 Shift 5
Shift 6 Shift 7 Shift 8 Shift 9 Shift 10 Shift 11 B.R. (shift 12)
0 1 
Figure 2.6: Musical form of Steve Reich’s Clapping Music. The
rhythmic pattern is numerically represented by zeros (rests) and
ones (eighth-notes). While the first voice only repeats the pattern,
the second voice successively transforms it through the application
of phase shifts (cf. figure 2.8). The repetitions and shifts are also
represented by the different ‘barcodes’.
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of the most recognizable transformations of Western music literature can be
implemented by simple mathematical operations, for example, a transposition
can be made by summing a sequence of numbers (representing a melody
or chord) by a certain interval. The intervals between notes can be imple-
mented as a subtraction between the highest and lowest notes. Processes as
augmentation and diminution can be calculated as multiplications.
Very often special transformations, i.e. compositional processes particular
to a given composer, need to be implemented. For example, the chord multipli-
cation, Pierre Boulez’s renowned technique, is discussed and implemented in
chapter 3. Other examples of special transformations are the tintinnabulation
of Arvo Pärt and the phase shift of Steve Reich (shown in figure 2.8).
The implementation of special transformations may involve a preliminary
study of the literature as the composer’s own texts and sketches (as for
instance is demonstrated in chapter 3 and in the implementation of extended
parameters in chapter 4). Nevertheless, transformations and even complete
models could be made from independent, arbitrary generative processes. To
exemplify the elaboration of a model including an arbitrary process the
figure 2.7 shows the reconstruction of Clapping Music where its rhythmic
pattern is represented using a mapping of rests and eighth-notes to zeros and
ones to which successive phase shifts are applied (figure 2.11). We consider
this process as arbitrary because it displays a weak musical thought; the
manipulation of its only parameter (a decimal number which is then converted
to binary) gives very little control of the musical output.
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Modeling by an arbitrary process Clapping Music
Decimal Representation of number




1 1 1 0 1 1 0 1 0 1 1 0
Rhythmic 
representation
Figure 2.7: Clapping Music’s rhythmic pattern. By changing the
representation of a decimal number, 3798, to binary and mapping
its ones and zeros to beat and rests the pattern can be reconstructed.
Applying this same procedure to different decimal numbers can gen-
erate new patterns but there is so little control of the musical output
that this procedure is not so different from a random process. Com-



































































































































































































Für Alina - Measures 2 to 5
Steve Reich’s Phase Shift
10 2 3 4 5 6 7 8 9 10 11
21 3 4 5 6 7 8 9 10 11 0
32 4 5 6 7 8 9 10 11 0 1
Phase Shift
Phase Shift
Figure 2.8: Examples of Special Transformations.
100
2.5 Scope of the Model and Parameters
In most cases, a model will reproduce a partial section of a piece, or one of
its specific dimensions, for instance Rokita (56) modeled only the rhythmic
aspects of the first of the Three Pieces for Clarinet Solo by Igor Stravinsky and
Chemillier modeled only a few measures of Ligeti’s Melodien. Nevertheless,
very occasionally one could conceive an exhaustive model for a piece in all its
extension and most of its dimensions (pitch, rhythm, dynamics, etc), like the
model presented in chapter 4, for James Tenney’s Spectral Canon. Finally,
the modeling can be interested only in a particular technique or set of them
like the study presented about Boulez’ chord multiplication in chapter 3 and
the implementation of Arvo Pärt’s tintinabulation presented in appendix C.
In contrast with the approaches cited just above, the elaboration of
parameters is an essential step; they control certain aspects of the model’s
behavior and will be responsible for generating neighboring variants.
Usually, the parameters reflects a compositional choice. It can represent
aspects like instrumentation, tonality, mode, tunning, and so forth. For
example, in a canonic piece, one of the parameters could be the starting
point for each voice and/or how many canonic voices should be written (see
chapter 4). The creation of parameters for a model may depend on the
creativity and the purposes of the researcher. For instance, even the choice
of a music quotation may be conceived as a parameter, if this is one of
the interests of the researcher in such a piece. The determination of the
parameters will influence greatly the implementation process and the model’s
capacity for generating neighboring variants. To exemplify the elaboration
of parameters, figure 2.9, shows the modeling of Clapping Music rhythmic
pattern this time using an essentially more musical procedure: aspects as the
number of beats inside rhythmic groups, the inclusion of gaps between groups
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and the notational figures (in this case the beat-unit) can be considered as
parameters (compare with figure 2.7).
There are parameters that have a strong or weak effect in the simulations of
the model. Strong parameters change structural features of the modeled piece
while weak parameters may only transpose the whole structure maintaining
the same relations between its elements or only change the way the score is
notated. In the illustration showed in figure 2.9 parameters length and step
are strong parameter changing the structure of the rhythmic pattern while the
parameter figure only change the speed of the pattern or the way it is notated.
In the model of the Spectral Canon (chapter 4), the parameter fundamental
is a weak one because its effect is only a transposition of the whole pitch
structure; its internal relationships are not modified when its value changes.
In the same way, in the model of Ligeti’s Désordre (chapter 5), the parameters
tempo, beat-unit and doubling-interval are weak parameters.
In the case of a deterministic model, every single parameter value will
correspond to a particular output, to a specific instance (cf. figure 2.10).
When we plug the same values to the parameters in successive simulations,
we can be sure that the instances produced will be also the same. By using
deterministic algorithms we have the possibility to adjust the model according
to the simulation’s results, i.e. we can modify the model to shape a determined
space of instances.
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Clapping Music Rhythmic Pattern
C B A B
C B A B
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Figure 2.9: Conceptualization of parameters for the rhythmic pat-
tern used in Clapping Music. The parameter figure changes the
notation and speed of the pattern, 8 meaning an eighth-note. Pa-
rameter length controls the length and the number of beats in a
rhythmic group while the parameter step can insert gaps between
the rhythmic groups of the pattern.
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Instance generation from parameter variation
Parametera (value 2) Parametera (value 3) Parametera (value n)Parametera (value 1)
instance 1 instance 2 instance 3 instance n
Figure 2.10: Conceptualization of neighboring variants generation (instances) by plugging different










Figure 2.11: Different variations obtained from simulating Clapping Music from the arbitrary process
shown in figure 2.7: Each given decimal number is converted to binary and then mapped to beats and
rests. The resulting patterns are phase shifted and repeated accordingly to build the original piece and
the variations. White boxes represents rests and black boxes eighth-notes. The ritornellos are not
included in these variations.
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The less parameters the model has, higher is its explanatory potential,
as a more comprehensive systematization will be required to connect all
the generative process with fewer variables. On the other hand, the more
parameters a model has, higher is its potential to generate different instances,
thus serving to more creative (compositional) or speculative purposes (see
figure 2.12).






Figure 2.12: The less parameters the model has, higher is its ex-
planatory potential. The more parameters a model has, higher is
its potential to generate different instances.
Eventually, different models can be conceived for one single piece. The
conception of a model depend on the hypothesis and purposes of the researcher.
In the same way, different implementations are possible for one single model.
Also, as with any computer program, an implementation can have several
versions and be developed in several forms (see Fig 2.13). During the modeling
and implementation process, adaptations can be constantly made to better
adjust the model’s output to the numerical representation of piece being
modeled.
In the case of the model presented in chapter 4, we first developed a model
with only a few parameters, to test compositional decisions, to understand the
underlying principles of the composition, and then we added more parameters
as way to explore the potential of the model itself and not only the features
of the original composition. Another way to see this process is to think as a
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Implementation A v1 Implementation B Implementation C
Implementation A v2
Implementation A v3
Model ω  Model γModel μ
Musical Score
Figure 2.13: Modeling and implementation process. Different models
can be conceived for one single musical score. A single model, in
turn, can be implemented by different implementations.
composer who first analyses a piece to learn about the aspects he is interested
in but wants to in a later moment emulate them in a new composition, adding
to the model his own particular procedures.
2.6 The Space of Instances
The set of possible variations for each parameter gives origin to a space of
instances. One way to analyze this space is to simulate the effect of a specific
parameter on the musical features of a sample of different instances. This
analysis can be done in two ways, the diachronic and achronic analysis (see
figure 2.14), concepts we borrowed from musicologist Didier Guigue’ Sonic
Object Analysis Library (SOAL) written for OpenMusic and conceived in a
different context (32).
In the diachronic analysis, a very small sample of different instances
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is selected and some features of the musical structures are analyzed and
compared to the original piece, always considering their evolution through
time, throughout its extension. Here one single instance can be represented
as a series of points in a specific time span, as in the case of a piano roll.
It can be seen as a way to test hypothesis on a very limited number of
specific instances, where some of its precise details will be taken into account.
Diachronic analysis is illustrated in chapter 4 (cf. figures 4.8 and 4.9).
On the other hand, this method may not be the most appropriate to
evaluate the dynamics of a large sample of the space of instances. The
achronic analysis supplies this need (see figure 2.15). In this analysis, each
individual instances is reduced to one or more measurements, for example,
total duration, shortest duration, ambitus, and so forth. Here, one single
instance is seen as a single point in a determined space, where the instances’







































































































































































































































































































Figure 2.14: In Diacronic analysis, one single instance can be represented as a series of points in a
specific time span, as in the case of a piano roll. In Acronic analysis, one single instance is seen as



















































































































































































Figure 2.15: Acronic Analysis of Instances
Through achronic and diachronic analysis, we observed that, as a corollary
of the utilization of deterministic algorithms, there may be a consistent, very
linear behavior in such spaces of instances. That is to say, changes in the
value of parameters leads to proportional responses of the simulation results.
For example, if one of the parameters is the first duration, increasing it will
make the total duration of the resulting instances proportionally bigger (see
figure 4.19). If the parameter is the fundamental frequency (as in the case
of a spectral composition) we may also expect that increasing it will also
increase every frequency (pitch) of the instances produced by the simulation
(see figure 4.18).
On one hand, the linearity observed in a space of instances can be in-
terpreted as a sort of validation, an element of coherence, of the model’s
behavior and therefore would be a desirable feature from a more musicological
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and pedagogical perspective. It can be used as a way to further understand
certain compositional processes and explore the consequences of particular
decisions. On the other hand, from a more creative, speculative attitude such
a space of instances could appear as too homogeneous and predictable for
some purposes.
We tried to conceive some strategies to break this linearity and introduce
more heterogeneity on the space of instances. One method was to generate
perturbations in a structural element of the model, namely a variable, by
multiplying it by a pseudo-random, controlled, number. In this way, the
greater the perturbation the greater is the probability of unexpected simulation





Chord multiplication is a musical technique developed by French composer
Pierre Boulez (1928-2016) and illustrated in some of his most important
musical works. It is said to be used in the works: Le Marteau sans Maître, the
Third Sonata, Structures II, Don, Tombeau, Éclat, Éclat/Multiples, Figures-
Doubles-Prismes, Domaines and Cummings ist der Dichter (34, 42, p. 5,
p. 32). The technique has been, nevertheless, associated by some scholars
to different concepts from independent composers and theorists. Paul Grif-
fiths, for instance, remarks that it is not clear if chord multiplication “was
Boulez’s independent extension from webernian serialism or his formalization
of Stockhausen’s group technique” (31, p. 93). In academic literature, chord
multiplication has been more consistently associated with the principles of
‘pitch projection’ (33, 51) and most notably ‘transpositional combination’ or
TC, which permitted the technique to be studied in the context of post-tonal
set theory and be applied as an analytical tool in the work of composers
others than Boulez.
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Independently, and to different ends, multiplication has been studied by
Howard Hanson (under the name “projection”) and by Richard Cohn,
who has more directly termed the principle transpositional combination
and put it to analytic work in a wide spectrum of twentieth century
music (51, p. 357).
Chord multiplication, as conceived by Boulez, had been studied specially
for its fundamental role in the compositional process of his seminal work, Le
Marteau sans Maître (1954). The context which preceded its composition
and one of the first applications of chord multiplication is a particular one.
Boulez’s most recent work then, Structures for piano (1952), was a radical
experience with the so called “total serialism”:
In 1951-1952, Boulez drew great attention with almost ‘automatic’
composition experiments, exploring what would be called the “gener-
alized series”: with Structures for two pianos, book 1, Boulez would
try to apply the series’ proportions to other parameters of the musical
discourse as dynamics, durations and accent marks. This attempt -
“not without absurdity” as Boulez himself would say later - was based,
however, on an assumed desire to unify the musical discourse [. . . ] (30)
1.
Composed between 1953 and 1954, Boulez’s manuscript of Le Marteau’s
first version was published in 1954 for the Donaueschingen Festival, where it
was supposed to have its premiere. Because of an instrumentalist’s infirmity,
the concert was rescheduled and the piece had its premier only the next year
in June 18 at the 29th Festival of the International Society for Contemporary
Music in Baden-Baden, to public acclaim(34). Between the planned and the
actual premiere, Boulez made significant revisions, altering the movement
1Dans les années 1951-1952, Boulez attire une grande attention avec des expériences de
composition presque “automatique” exploitant ce que l’on nommera la « série généralisée »
: dans Structures pour deux pianos, livre 1 (1952) notamment, Boulez tentera d’appliquer
les proportions de la série à d’autres paramètres du discours musical comme l’intensité,
la durée et les modes d’attaque. Cette tentative – « non sans absurdité » comme le dira
Boulez plus tard – reposait néanmoins sur une volonté assumée d’unifier le discours musical
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order and adding new ones. The definitive score was publish after further
revisions in 1957 by Universal Edition.
As mentioned by Griffiths above, Le Marteau had been know not only by
it success as a modern classic but also by the puzzle-like questions surrounding
its serial construction (in opposition to Structures I, which, as noted, was
meticulously analyzed by Ligeti).
That the piece [Le Marteau] was composed according to certain tenets
of serialism seems never to have been in doub; Boulez had already
established himself as a composer of serial works, and certain passages
of Le Marteau, such as the first measures of the fifth movement, permit
a traditional twelve-counting. There are, however, far more exceptions
than adherences to mainstream serialism, and it is highly unlikely that
any correct accounting of the work’s pitch-class structure would have
appeared were it not for Boulez‘s theoretical writings (34, p. 20).
The clue to understand some of the main aspects of Le Marteau’s pitch
organization would be found indeed in Boulez own writings, specially the
chapter Technique Musicale from his book Penser la musique aujourd’hui
(translated as Boulez on Music Today), written as a compendium of the
composer thoughts on aesthetics and his own compositional technique. It is
where he illustrates the operation which he calls multiplication, although he
does not indicate in which pieces and how he used it. Interestingly, “Boulez’s
own presentation of multiplication in his book”, “does not completely define or
explain multiplication”, notes Ciro Scotto (60). Griffiths goes further adding
that:
Boulez’s serial lectures, are so multifarious that almost anything could
be derived from anything else, and his horror of the obvious may render
a secure understanding of his compositional processes irretrievable (31,
p. 88).
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After decades of its premiere, missing links between chord multiplication
and Le Marteau were finally brought out by theorist Lev Koblyakov (41,
43, 42). Starting from Boulez’ examples in Penser la musique aujourd’hui,
Koblyakov demonstrated the applicability of chord multiplication to the first
circle of Le Marteau. This circle comprises three movements and it is called
L’artisanat furieux. Koblyakov’s published book, Pierre Boulez: A World of
Harmony (42), remains as the most substantial analysis of Le Marteau to
date. (see also 70)
Nevertheless, while Koblyakov contribution to the understanding of Le
Marteau’s pitch structure were of the greatest importance, he did not con-
tribute sufficiently to prove how chord multiplication is operationally really
done.
He [Koblyakov] is especially vague - even evasive - with regard to the
actual workings of multiplication, despite the significance he attaches
to the operation; one must conclude that he was unable to decipher its
methodology (34, p. 5).
As a matter of fact, Boulez and Koblyakov present multiplication as an
operation taking two pitch sets as arguments and returning a product, but
an algorithm for reproducing the operation itself is not given. The issue is
addressed by Ciro Scotto as the black box metaphor :
Although the previous examples of pc-multiplication contain input and
output pc-sets, they do not contain an example of the operation that
transforms a pair of input pc-sets into its corresponding output pc-set.
That is, they do not include the pc-multiplication algorithm. The
omission creates a procedural gap or a functional black box between
input and output. PC-multiplication’s functional black box raises
several issues (60, p. 137).
In Boulez’ examples from Music Today a multiplicative operation taking
two arguments produce one to five products. In Koblyakov short example
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from A World of Harmony, just one product from both arguments is produced.
Koblyakov diagrams for the pitch structure of Le Marteau’s first cycle implies a
commutative operation. These and other questions are pointed by Heinemann:
Neither Boulez’s nor Koblyakov’s writings deal with the choices of spe-
cific class sets representing multiplicative results. These choices contain
apparent contradictions, the foremost being that such results come from
an operation that, like arithmetical multiplication, is commutative (34,
p. 5).
On the other hand, this apparent disregard, specially from Boulez, can
probably be seen a contempt towards the kind of “note-counting” analysis, an
intentional discouragement towards the most common microcosmic, numerical
analysis. Boulez attitude against twelve-tone, serial music analysis, specially
that practiced by Leibowitz, is well know. He is quoted on the subject by
Jonathan Goldman saying: “We are swamped with vast tables of ridiculous
symbols, reflections of a void, timetables of trains which will never leave!.”
(29, p. 83)
Although Boulez himself eventually may have made use of ‘note-counting’
analysis (in special in his courses at the Basel Music Academy), Goldman
remarks that, for Boulez, it should never be mistaken as its main objective:
Nevertheless, however necessary, this type of note-to-note dissection
must not replace the true goal of analysis, which Boulez formulates
succinctly in a 1970 interview: ‘What is worthwhile is to see the dialectic
of the events, to move up to the general procedure, to see how the
composer came to formulate his thought through the intermediary
of such a system; that has much richer consequences’. Finding the
dialectic of a work, then, is the true goal of analysis[. . . ] (29, p. 84)
This opinion can be complemented with Griffiths’ view, who writes:
Boulez’s commentaries on Le Marteau have concerned themselves only
with these matters of apparatus and descent, and the very elusiveness
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of his published Darmstadt lectures [Boulez on Music Today ] is enough
to suggest, again, a view of the detailed compositional techniques as
something to be withheld. The cause for this need not be interpreted
as artistic pudeur, still less a wish to protect trades secrets. Boulez’s
privacy is, rather, a silent statement of principle - of the principle that
the creative means are, and should be, engulfed in the final work, so
that to retrieve the compositional process would be impossible or, if it
could be done, futile (31, p. 92).
The point of view of the futility of ‘note-counting’, or in the specific case
of chord multiplication ‘pitch-set-counting’ analysis, seems to have much
consistency in it, even if it seems mixed with some radicalism. If we consider
chord multiplication as the starting point for structuring the first cycle of Le
Marteau, as Koblyakov came to prove, Goldman shows still another point to
understand Boulez’s reservations by concealing the algorithm behind chord
multiplication:
His reservations might have other sources as well. For Boulez, compo-
sition begins with clear and remarkably simple structures (an n-note
series for example, or a soggetto cavato on the name of Paul Sacher);
at a later stage, successive layers, proliferations, variations, and all
manner of adjunctions tend to render these structures not only in-
audible but also somewhat irrelevant to the final product. It is then
understandable why Boulez asserts that he considers the starting point
of a piece somewhat unimportant (29, pp. 84–85).
The American composer and theorist Fred Lerdahl complement this view
through a more pragmatical perspective on the supposed ineffectiveness in
unveiling such pre-compositional procedures as the chord multiplication:
Of course a musician of Boulez’s caliber would not use a compositional
system without drawing crucially upon his musical intuition and ex-
perience. [. . . ] Boulez had the intellectually less ambitious goal of
developing a system that could just produce a quantity of musical ma-
terial having a certain consistency. He then shaped his material more
or less intuitively, using both his “ear” and various unacknowledged
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constraints. In so doing, he listened much as another listener might.
The organization deciphered by Koblyakov was just a means, and not
the only one, towards an artistic end. The degree to which Le Marteau
is comprehensible, then, depends not on its serial organization but on
what the composer added to that organization (45, p. 98).
In any case, Boulez may have considered the ‘micro level’ of this technique
not as important as that of the macro, more general layer of his composition
where most pre-compositional structures are not really audible or visible
in the score. Finally, chord multiplication itself can be seen as product of
still another tendency in Boulez’s works which puts the more ‘transparent’
Structures Ia way back in the past. Goldman quote of the composer Gerald
Bennet, who addressed the piece Le Soleil des eaux (1965), could describe as
well the ethos behind the conception of chord multiplication:
We have examined this passage [in Le Soleil ] in such detail because it
demonstrates a process very typical of Boulez’s thinking; the obscuring
of the structure of the music, as though the music would lose its validity
if the underlying structure became visible or audible. The work must
be highly structured, but the structures must remain hidden. There
is a contradiction here: Boulez needs to employ ever more complex
procedures in order that originally well-organized structure become
invisible (29, Bennet apud Goldman, p. 86).
The obscuring of musical structures, is perhaps the aspect of Boulez’s
music which, without surprise, has more attracted wariness, specially for
those concerned with perception, the aesthesic level. Fred Lerdahl in his
well-know article, quoted above, “Cognitive Constraints on Compositional
Systems” (first published in 1988), only in the second paragraph, comes to
question if, after all, studying the underlying compositional system from Le
Marteau brought any good:
[. . . ] nobody could figure out, much less hear, how the piece [Le
Marteau] was serial. From hints in Boulez (1963), Koblyakov (1977) at
118
last determined that it was indeed serial, though in an idiosyncratic
way. In the interim listeners made what sense they could of the piece
in ways unrelated to its construction. Nor has Koblyakov’s decipher-
ment subsequently changed how the piece is heard. Meanwhile most
composers have discarded serialism, with the result that Koblyakov’s
contribution has caused barely a ripple of professional interest. The
serial organization of Le Marteau would appear, 30 years later, to be
irrelevant. This story is, or should be, disturbing, There is a huge gap
here between compositional system and cognized result. How can this
be? (45, p. 97)
Hopefully, Koblyakov unveiling of the pitch structure of the first cycle of
Le Marteau and its link with chord multiplication answers as many questions
as it raises. It opened the way to and instigated further studies on the
subject. In 1993, Stephen Heinemann’s dissertation proposed a interpretation
to surpass the apparent contradictions in the previous approaches to chord
multiplication. Conceiving three different operations, Simple, Compound and
Complex multiplication, Heinemann was able to reproduce both the different
examples from Boulez on Music today and the pre-compositional procedure
generating the pitch-sets of the cycle Artisanat Furieux from Le Marteau.
Moreover, Heinemann virtually dedicates one chapter in his dissertation (on
the row and the musical surface) to investigate intervallic consistences from
the use of chord multiplication in Le Marteau and a listening strategy as well.
It could be seen in some way as Heinemann’s answer to Lerdahl wariness.
In an article from 2014, Ciro Scotto, in turn, proved that Transpositional
Combination and Chord Multiplication can be equivalent operations. At
last, Scotto claims that Lerdahl based his observations in a very limited
comprehension of the serial thinking and his article proved that Lerdahl’s
way of thinking is not adequate for a piece like Le Marteau.
Thus, while these studies helped us each time to better overcome the
operational gap or the multiplication’s black box, much of the questions about
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compositional decisions and aesthetic choices admittedly remained open. Even
though one can not deny the interest which chord multiplication has inspired
in the musicological community, scholars continue to question the aesthetical
dimension of using the technique, as recently did renowned musicologist, Kyle
Gann:
What I can’t see is why this method of generating pitches has any
significant advantage over Cage’s chance processes, which Boulez so
vehemently rejected. I can’t see what they have to do with the ostensive
unifying purpose of the 12-tone row, and since Boulez plays around
within them as unordered collections, plus has two of them going at
any given time in extremely rapid succession (any one collection rarely
occupying more than two beats at quarter = 168), I can’t see what
purpose this incredibly convoluted process serves in the least (27).
Most certainly some kind of work based in modeling and simulation
of multiplication processes in Le Marteau would bring some light in how
compositional decisions affected the final, ‘audible’ and aesthetical result.
Be as it may, the engulfed, hidden compositional processes can, at the
end, be brought to the surface, as demonstrated (partially) by Koblyakov.
And finally this micro, more specific level of ‘pitch-set-counting‘ should not
present any reason to hinder an analysis on the more general dimension of
the work.
Koblyakov’s painstaking retrieval is, correspondingly, an astonishing
analytical achievement, and a resounding disproof of the impossibility,
if not the futility, since the question remains as to how the process
confers or determines the work’s meaning and value (31, p. 92).
Eventually, new studies on chord multiplication are welcomed and should
promote a better understanding of the other works in which Boulez utilized
the technique and should also find new, different ways of applying it in
120
other contexts. Ciro Scotto, for instance, found transpositional combination




Some of the most important works about pitch-multiplication such as Heine-
mann’s(34) and Scotto’s(60) have the transpositional combination (TC),
developed initially by Richard Cohn (21) as main reference. For them, TC is
a concept through which one can better apprehend the workings of multipli-
cation in a far more general way, relating it to common set theory practices.
In our work, we have tried to do differently. We believe that the workings of
pitch projection, beyond its equivalences, could serve as well (or even better)
as an introduction to chord multiplication such as TC. Hanson developed his
idea of projection up to the point of basing a complete compositional theory
almost entirely on it. We believe that when studying a technique similar or
equivalent to TC and Boulez’s multiplication but developed in a completely
different context, it could help us to shed some light on the subject. Also,
enlarging the references could make it easier for a critical analysis of the
technique utilization.
Howard Hanson displayed a comprehension of harmonic material which
sometimes seems comparable or at least related to some post-serial and to
later set-theory practices. His book Harmonic Materials of Modern Music
appeared in 1960 (33) while Allen Forte would publish The Structure of Atonal
Music only in 1973 (26). It is no less interesting the fact that he developed a
procedure identified as analogous to pitch multiplication, although he is far
less recognized.
[. . . ] one thing cannot be denied: that Hanson was the first to discover,
describe, and calculate many of the most fundamental concepts and
conclusions of set theory. It is therefore all the more surprising how
little credit he has received for this priority (20, p. 73).
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His research nonetheless was done independently, having more connections
with tonal contexts than post-webernian compositional principles, within
a certain distance from tone-row usage. What drove him was, above all,
the concern with sonority, the “analysis of sound as sound”. His regard
to consonance and dissonance, his care to justify certain principles from a
perceptive perspective (albeit somewhat superficial) and the importance he
gives to conventional triads, diatonicism and other more ‘traditional’ materials
would put him closer, a priori, to other tendencies in 20th century music
than European avant-garde. As a composer he is regarded as the author of a
number of symphonic works, like his 2nd symphony, written in a style one
could describe as American neo-romanticism.
Hanson’s pitch projection could be seen as embedded already in his own
understanding of sonority:
A sonority sounds as it does primarily because of the relative degree
of consonance and dissonance of its elements, the position and order
of those elements in relation to the tones of the harmonic series, the
degree of acoustical clarity in terms of doubling of tones, timbre of the
orchestration, and the like. It is further affected by the environment in
which the sonority is placed and by the manner in which experience
has conditioned the ears of the listener (33, p. 4).
For him, both chord harmony and melodic development are different
instances of the same entity which is the sonority. It would be just a matter
of presenting the pitch material vertically or horizontally. This perception of
pitch-sets can be considered more commonplace nowadays, specially from set-
theory perspective or in post-serial thinking as Boulez’s (his multiplication’s
pitch-sets are used as harmonic material for melodic, contrapuntal or chordic
constructions, as a tone row would be, intervallic character being the most
essential), but traditionally music theory considers differently the quality of
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intervals depending on whether they are presented harmonically or melodically.
Hanson remarks that a melodic fragment leaves traces in our “aural memory”
which accounts for its persistence as a sensation of dissonance or consonance,
in the same manner as it would be with a chord (33, p3).
Before addressing Hanson’s ‘projection’, we shall see below the principle
from which it was conceived and the notation he used to classify its ‘sonorities’.
Chord decomposition
Hanson analyses sonorities by decomposing them further than habitual chord
construction would go. Decomposition could be seen already as a principle very
related to the transpositional combination property. Instead of classifying a
chord only by the relation of its fundamental tone to the others, ‘decomposition’
rather dissects the chord into all possible intervals it contains, similar to
constructing a interval-vector of a pitch-set. This procedure seems to not
be as gratuitous as it could appear at first. For instance, the analysis of a
‘sonority’ as simple as the dominant seventh chord would reveal that one of
its more important ’aural’ features is the fact it contains two minor thirds as
opposed to just one instance of a perfect fifth, major third, minor seventh and
the tritone (see figure 3.1). This seems in some way to go against the common
understanding that the dominant seventh chord is peculiar almost exclusively
by its tritone (which in tonal music requires a resolution, the leading-note
going up to the tonic and the other note going down to the tonic’s third).
Nevertheless, Hanson is interested mostly in how the sonority actually sounds,
independently of its role in functional harmony, which is likely more adequate
from a post-tonal perspective.
From Hanson’s perspective, how many intervals of a kind a sonority
contains is as important as the distance at which they are to be found. The
124
Figure 3.1: Decomposition of the dominant seventh chord. Source:
Hanson, 1960
case of C major chord with major seventh (CM7, figure 3.2) can be seen as
the combination of two perfect fifths at the interval of the major third or
as two major thirds at the perfect fifth interval (here we touch the surface
of commutativity, a subject to be addressed later in chord multiplication).
It can also be seen as a combination of a major triad and minor triad at
the interval of a minor third (see figure 3.3). Furthermore, Hanson calls the
decomposition of a sonority into manifold constituents (of the same type) as
multiple analysis (also in figure 3.3).
Figure 3.2: Decomposition of the major chord with major seventh.
Source: Hanson, 1960.
Figure 3.3: Multiple analysis of the CM7 chord. Source: Hanson,
1960.
Hanson’s interval-vector
Hanson systematically used projected intervals to construct particular pitch
sets or sonorities, from dyads to the aggregate, where overall interval con-
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tent would be consequently the most important aspect considered and to be
controlled. To represent the interval content of those generated pitch-sets
Hanson created a tool which was the predecessor of the nowadays ubiquitous
interval-vector mentioned earlier in this text. When analyzing interval con-
tent, Hanson, as Forte, considered interval inversion a case of equivalence.
For justifying this, he consciously took into consideration not only interval
symmetry but also the fact that, for him, an interval and its inversion can
perform, perceptively, “the same function” in a sonority. For instance, in a C
Major chord with many doublings, the interval C-G fuses in the sonority in
the same way, independently if we would interpret or read it as an upward
fifth or a downward fourth.
By adopting inversion equivalence, therefore it culminates with only six
intervals which he symbolizes with a group of letters appearing in a specific
order: p, m, n, s, d, t, while a superscript number indicates the number
of occurrences of each interval. Figure 3.4 shows the mapping of letters to
intervals.
Note that in this schema, the intervals traditionally considered to be
consonant are represented by the letters pmn while those considered dissonant
by sdt ; the intervals go from the leftmost and most consonant to the rightmost
and most dissonant.
This scheme is conceived to offer an immediate recognition of some aural
properties provided by the sonority, as simplicity and complexity of intervallic
content. As an example, a ‘sonority’ represented by the symbol sd2 represents
a dissonant triad consisting in one major second and two minor seconds. The
symmetrical augmented triad would be symbolized simply as m3.
As soon as the reader approaches this rather unusual symbolic interval
representation, she could rightly questions the practicability of its usage. One
126
Figure 3.4: Mapping of letters representing pitch intervals. Source:
Hanson, 1960.
could argue that set theory presents its concepts to similar ideas with more
refinement and that Hanson only conceived his system in an almost embryonic
form. One could also argue that Allen Forte’s Set theory goes far further in
providing a reliable framework with established general rules. Nevertheless,
we should not see Hanson’s efforts only as a historical curiosity. For example,
Allen Cohen remarks:
[. . . ] but a composer or theorist looking for the sonorities that are
related to a given sonority would find this information much more easily
in Harmonic Materials [As opposed to Forte’s The Structure of Atonal
Music]. To use Forte’s appendix, it is necessary to convert the tones
of a sonority to integers, find the prime form for the set (either by
trial-and-error or by referring to Straus’s “Simplified Set List”), look up
the set name in Forte’s set list, look up each related set, then convert
each set back to integers and then, after a reverse transposition, to
pitch classes. Also, Forte excludes all sets of cardinalities two and
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three and their complements, eliminating relevant information that is
included in Harmonic Materials. More significantly Hanson’s “family
trees” of projections reveal levels of information beyond those of Forte’s
diagram - relations and degrees of similarity that are intuitively obvious
to musicians bur are not demonstrable by means of set-class theory (20,
p. 71).
In a similar way as it happens to Heinemann’s theory for chord multi-
plication, we can distinguish different kinds of projections according to the
procedure sophistication. The first and most simple is about superimposing
the same interval one above the other (interval-cycle). The second one would
consist of a same triad project at some interval. A third one is that where
pitch-sets are produced by the simultaneous projection of two intervals. Also,
we can have a compound procedure where the result of two given projections
are merged together. These operations are in practice different cases of chord
multiplication as we shall see later.
Other variations of Hanson’s technique are also possible, like introducing
‘foreign’ notes to the result of a projection, from which new projections are
performed. Projections where reflections and complementary pitch-sets are
considered are equally possible.
Single interval projection or interval cycles
In the simplest type of projection, an interval is superimposed above itself,
a single step at a time, generating at each instance one particular pitch-set,
forming firstly a triad and then going up to the aggregate, or doedecad. From
the six intervals (inversion equivalent), he was able to project the “six basic
tonal series”, first starting from the perfect fifth up to the tritone. A projection
done downwards is called “involution”.
As Hanson says there is only two types of single interval projections which
goes through a whole cycle of twelve tones, the fifth and the minor second.
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The projection of the major second, for instance gives the symmetrical whole
tone scale that can’t go further than a hexad. The minor third, in turn, can’t
go further than the symmetrical four-tone diminished chord, in the same
way as it happens with the major third and its projected augmented chord,
while the tritone, which divides the octave, can’t be projected further than
itself. Those intervals can only be project further by the addition of a ‘foreign’
interval, as a fifth above the first tone, and from then continuing projecting
the basic interval above it, up to the duodecad.
One could easily remark that the projection of a single interval is the
same concept of interval circles. Once can find similar observations to those
made by Hanson in George Perle notorious article on Bartók’s string quartets
written at least five years earlier (Perle, 1955). What is interesting to remark
is the fact that Perle addressed intervals cycles in the context of “symmetrical
patterns”, which includes inversional symmetry, which Cohn recognizes as a
referential from transpositional combination, linking those techniques in yet
another way, besides Boulez’s multiplication.
In figure 3.5 we can see a illustration resuming the intervalic content of
the twelve projections of the fifth. Figure 3.6 shows the projections of the
major third and how it can be projected beyond its hexad, the whole-tone
scale.
From a scheme as simple as the symbolic representation of the fifth
projections, Hanson is able to draw several conclusions about those resultant
pitch-sets which could be established as reference to analyze most ‘simple’
projections. For instance, each projection of the fifth implies a concomitant
interval, in this case the major second. In the projection of the fifth, the
minor second appears as a more significant interval than the major second.
The interval content of each projection follows a clear pattern, adding one
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Figure 3.5: Analysis of the twelve projections of the fifth interval.
Source: Hanson, 1960.
new interval at a time, up to a certain point. In this example after the heptad
interval content becomes more balanced, less distinctive, this being one of
the reasons Hanson privileged the hexad in his projections.
[. . . ] as sonorities are projected beyond the six-tone series they tend to
lose their individuality. All seven-tone series, for example, contain all of
the six basic intervals, and the difference in their proportion decreases
as additional tones are added (33, p. 33).
Finally a sonority is also characterized by the intervals which are absent.
He gives the example of the popular pentatonic, which is reproduced as the
pentad of the fifth’s projection.
The sound of a sonority-either as harmony or melody - depends not only
upon what is present, but equally upon what is absent. The pentatonic
scale in the perfect-fifth series sounds as it does not only because it
contains a preponderance of perfect fifths and because of the presence
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Figure 3.6: Twelve projections of the major second. Starting from
the pentad, a fifth was added from which new projections were made
possible. Source: Hanson, 1960.
of major seconds, minor thirds, and the majors third in a regularly
decreasing progression, but also because it does not contain either the
dissonant minor second or the tritone (33, p. 33).
This attitude towards sonority seems consistent throughout the many types
of projections he introduces. What seems interesting to retain from Hanson’s
perceptual-oriented compositional positions is that most of the way he thinks
about the result of his projections can be though of pc-multiplication products,
besides the technical analogies between the two procedures. Multiplicative
products can also be thought as sonorities. Individuality and which intervallic
structures the product encompass or not could be as important in simple
multiplication.
From the projections of single intervals, Hanson was able to identify
examples from excerpts of Beethoven to Ravel and Stravinsky. Intervals
circles were also notoriously studied by George Perle, specially addressing
its importance in the music of Alban Berg. The Austrian composer can be
thought as one of the finest examples of the use of this technique although in
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a more direct, less theoretical way.
Projection of triads forms
After the successive projections of a single interval the logical next step would
be the superposition of different ‘triads forms’ at its own successive intervals.
For instance, the triad pmn, C-E-G is firstly superimposed with another major
triad at its fifth, G-B-D, producing the pentad C-D-E-G-B symbolized by
p3m2n2s2d. Then the procedure is repeated at the triad’s other intervals. In
short, the complete procedure could be symbolized as pmn @ p, pmn @ m,
pmn @ n and finally all tree projections combine to form the pmn hexad.
While the pmn successive pentad projections can also be obtained by
single interval projections (from the perfect fifth, major third and minor
third respectively), the pmn hexad can be seen, again, as the pitch-set which
better cluster all main intervallic characteristics of the projected triad, sort
of mirrored proliferation.
Hanson systematically applies subsequent projections for the triads forms
pns, pmd, mnd and nsd to main purpose of generating hexads.
3.2.2 Heinemann’s three configurations
Heinemann’s theory was his attempt to address not only the hidden workings
of the operation which originated the pitch-sets in the pre-compositional
process of Le Marteau but also the other two noticeable illustrations of
multiplication delineated by Boulez in his book Penser la musique aujourd’hui.
The endeavor to interpret and reproduce each of those cases gave birth to
three configurations, namely, simple, compound and complex multiplication.
That being the case, we chose to introduce Boulez own illustration in the
context of Heinemann’s perspective, as it would be in all probability more
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Figure 3.7: projections, pmn @ p; pmn @ m; pmn @ n and the pmn
hexad, which is the union of the three operations.
instructive or less abstruse.
The nature of the three configurations are summarized by Heinemann in
the following way:
simple multiplication, wherein intervallic structures derived from one
pitch-class set are constructed on each pc of another; compound mul-
tiplication, in which pc sets resulting from simple multiplication are
transposed according to a given schema; and complex multiplication,
a special variety of compound multiplication which is the elegant,
commutative generating operation of classes in the first cycle of Le
Marteau (34, p. 7).
The core of Heinemann’s configurations is, as it happens, very similar to
the transpositional combination workings. Actually, Heinemann found a way
to adapt TC from dealing exclusively with set-classes to specific pitch-sets.
The relation between Heinemann’s operations and TC is addressed by Scotto,
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who writes:
His work [Heinemann’s] essentially supports viewing pc-multiplication
as a one-of-a-kind operation claiming it is not functionally or formally
equivalent to TC or any other technique in the pc theory lexicon. He
maintains TC’s preoccupation with abstract SCs eliminates it as a
functionally equivalent operation for pc-multiplication. He claims TC
cannot produce the specific pc content of an output pc-set associated
with a pair of input pc-sets. Supporting his claim, of course, is the near
absence of theoretical work demonstrating TC’s ability to generate
results equivalent to the examples of pc-multiplication in Boulez on
Music Today or its ability to generate the five domains for Marteau (60,
p. 143).
The foundation of Heinemann’s three operations is a concept called Ordered
pitch-class intervallic structure (OIS) which allows the extraction of a pitch-set
intervallic structure and then its construction on specific pitches.
In simple, compound and complex multiplication, its terms are based in
arithmetical multiplication. The first operand is then called the multiplicand
and the second the multiplier. It is represented by the circled times symbol, ⊗,
to differentiate itself from the asterisk sign chosen by Cohn for transpositional
combination. For instance, in the operation A ⊗ B, A is the multiplicand
and B the the multiplier, if the operands are reversed their functions are also
reversed accordingly. It’s product is the unordered pc set AB, or BA in the
case of reversed operands. One should also note that in a non-commutative
operation AB is different from BA.
The precise terms of OIS is given by Heinemann as: “For any ordered pc
set <a, b, c, ... k>, the OIS of that set is equal to <(i<a, a>), (i<a, b>), (i<a,
c>), ... (i<a, k>)> (34, p. 25). Its workings are illustrated in figure 3.8.
Heinemann explain that while the calculation of a OIS may resemble a
Tn type, as in the illustration above, reordering the pitches of a set does not
change its Tn type while it will change its OIS. For instance the OIS< 6, 9, 2 >
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Figure 3.8: Calculation of the Ordered pitch-class intervallic struc-
ture. OIS< 2, 6, 9 >. Source: Heinemann, 1993
equals 0, 3, 8; while OIS< 9, 2, 6 > is 0, 5, 9.
Heinemann explain that while the calculation of a OIS may resemble a
Tn type, as in the illustration above, reordering the pitches of a set does not
change its Tn type while it will change its OIS. For instance the OIS< 6, 9, 2 >
equals 0, 3, 8; while OIS< 9, 2, 6 > is 0, 5, 9.
Figure 3.9: Calculation of OIS <2, 6, 9>. Source: Heinemann, 1993.
Any OIS is to be read in its normal order. To calculate an OIS normal
order one must sort it in ascending form, making any set with the same OIS
integer content equivalent. With this device Heinemann could address any
example in which the set is reordered in staff notation.
In all three configurations, OIS are obtained from sets where one ‘anchor’
note is assigned. It means that those sets are unordered exceptionally by one
specific first note, which is symbolized by the letter r, as is the set <r, s, t,
u>. Heinemann calls this structure initially ordered sets (IO).
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Simple Multiplication
Of the three types of multiplication, the simple one is the only, as the name
implies, not requiring any further transposition of its product, not being a
compound operation. Simple multiplication can be viewed as a sort of ‘pure’
multiplication operation itself.
Perhaps the most know demonstration, and also the most odd, of simple
multiplication can be seen in the first chapter of World of Harmony. There
Koblyakov demonstrates what would be a chord multiplied by itself (A ⊗
A = AA), except that in the figure which Koblyakov provides the supposed
operands are different in its pitch content, although equal in intervalic content.
(A fact as simple as this sums up to the impression some authors have that
World of Harmony could have been written in a more straightforward manner).
Koblyakov’s example was meant to illustrate the two first notes (forming
a major second) of Le Marteau’s tone-row being grouped and subject to
multiplication, an operation Pierre Boulez himself actually might have done
when he composed the piece. Figure 3.10 reproduces his example.
Figure 3.10: Koblyakov’s multiplication example, from the two first
notes from Le Marteau’s tone-row. Source: Heinemann 1993
Heinemann addresses the example in the following way:
A cursory examination of this illustration will reveal that the first
“A,” F-Eb, is not equal to the second “A,” Eb - Db; the set has not
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been “multiplied by itself”. Rather, the ordered interval of one of the
sets — it is unclear which one, since they are the same — has been
constructed on each pc of the other. [. . . ] this is, at best, an ambiguous
example (34, p. 23).
To make a bridge with we already seen in this text, chord squaring,
multiplying a chord by itself, is equivalent to the second projection of a single
interval. Here we would be dealing the with triad of the projected major
second.
Koblyakov represented the original tone-row’s major second rather as a
minor seventh. At first, one could assume that this was done probably to
avoid the crowding of note heads in the score representation (a care that
Boulez also seems to show in his examples of Music Today).
It happens that the first A in his examples equates to projecting a minor
seventh at the first note of the multiplier. The second A equates to projecting
a minor seventh at the second note of the multiplier. The union of both
results leads to the final product of the multiplication.
Koblyakov’s example then can be interpreted as what is actually going on
at each step of his algorithm.
The illustration’s three sets could be alternatively represented as s, s @ s
and the projected major second triad. The triad has 2 + 1 intervals and is
then symbolized by ms2. Hanson has addressed this sonority in Harmonic
Materials as shows the figure 3.11.
Figure 3.11: Hanson’s analysis of the projected major second triad.
Source: Hanson, 1960.
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On the other hand, differently from Hanson’s and Cohn’s operations,
Koblyakov’s ‘ten semitone’ example seems to presume a operation where
inversional symmetry or equivalence is not taken into account. The product is
left in its unordered manifestation. Thus, if we stick to the minor second, its
squaring, although has the same intervalic content as we have seen, forms a
different pitch collection from a major second squaring. This has lead to the
concern of whether some prior ordering of the intervals are required to obtain
the specific multiplied pitch sets of Le Marteau sans maître, as if Koblyakov’s
(and then Boulez’s) reordering could have another meaning.
In simple multiplication we can appoint some properties of its workings.
The specific pitch content of multiplicand is relative to its interval structure. It
means that, in the above example, any ten interval multiplicand will yield the
same result if the same multiplier is provided. In the opposite, the multiplier
provides the set of pitches which the interval structure of the multiplier will
be project and then the multiplier should be a subset of the product. The
latter feature is called by Heinemann as multiplier replication.
In order to perform the simple multiplication of pc-sets, one should apply
each element of the OIS of the multiplicand (an initially ordered set) as a Tn
value which is applied to the multiplier. The product set is then constructed
by the union of each transposition result. It is expressed by Heinemann as:
B = b, c, ..m,A⊗B = OIS(A)⊗ bUOIS(A)⊗ c....OIS(A)⊗m (3.1)
Figure 3.12 illustrates all the process.
Once the OIS is obtained, simple multiplication can be calculated in a
matrix as one would in Cohn’s transpositional combination.
Considering that simple multiplication is non commutative and the OIS
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Figure 3.12: Calculation of < 3, 6, 11 > ⊗2, 4, using multiplier ele-
ments as Tn values. Source: Heinemann, 1993.
Figure 3.13: Calculation of < 2, 6, 19 > ⊗4, 7 Source: Heinemann,
1993
obtained by different reordering of the IO set are also different, any two sets
can produce five different products through simple multiplication.
This property send us directly to one of Boulez’s examples in Penser la
musique aujourd’hui, when he addresses multiplication. There he writes: “If I
multiply an object a with three sounds by a object e of two sounds, I shall
obtain five totally isomorphic objects: (a e) 1, 2, 3 and (e a) 1, 2.2”2 (15).
The statement is accompanied by an exemple shown in figure 3.14
Boulez example is reproduced by Heinemann with simple multiplication
in the exemple shown by figure 3.15.
2Si je multplie un objet a de trois sons, par un objet e de deux sons, j’obtiendrai cinq
objets totalement isomorphes : (a e) 1, 2, 3 and (e a) 1, 2.
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Figure 3.14: The five multiplication products generated by source sets
a and e. Source: Boulez, 1963
Compound multiplication
As we saw, Heinemann’s simple multiplication can comfortably reproduce
the multiplication example given by Koblyakov and reconstruct precisely one
of the illustrations Boulez gives in Penser la musique aujourd’hui (namely
example 33 in figure 3.15). However, the other instance of multiplication
found in Boulez’s book can not be explained by simple multiplication alone.
In fact, the illustration in question is the earliest mention to multiplication
in Penser la musique, being only its third musical example. It is preceded by
the introduction of a device which is essential to Le Marteau pre-compositional
process, accompanying almost always Boulez’s use of multiplication (although
it is not a mandatory requirement): the partition of a tone-row into a
succession of sets with variable density (cardinality).
The device consists, straightforwardly, on dividing unequally a tone-row
into a number of groups providing, subsequently, material for multiplication,
as Boulez explains:
[. . . ] Supposons que je groupe entre elles des valeurs absolues (toujours
dans l’ univers du demi-ton avec l’ octave pour modulo) et que j’ obti-
enne ainsi une succession de complexes à densité variable — respectant,
néanmoins, la condition essentielle de non répétition —: 3/2/4/2/1,
soit, au total, les douze demi-tons contenus dans l’octave (15).
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Once all elements in the series of his example are grouped into five sets of
variable density (generating the series of cardinality 3, 2, 4, 2, 1), Boulez is
ready to introduce his first illustration of multiplication (fig. 16) which he
describes through the following text:
If the ensemble of all the complexes is multiplied by a given complex,
this will result in a series of complexes of mobile density, which, in
addition, certain constituents will be irregularly reducible; although
multiple and variable, these complexes are deduced from one another in
the most functional way possible, in that they obey a logical, coherent
structure. (Boulez 1971, pp. 39 - 40)
From Boulez’s quote and illustration one can observe the following:
Firstly, in the first staff we have five sets, where all of them shall serve
as multiplicands and only one, the central, boxed set, is designated as the
multiplier. Or, alternatively, all sets serves as multipliers and the boxed one
is the single multiplicand. In any case, from the first staff one could usually
obtain five products.
Secondly, by some extra device each multiplication yields not one but
three isomorphic products (i.e transpositional equivalent) distributed from
staff two through four, in their respective columns.
Next, we can identify that all three notes of the first set and the lowest
one found in the ‘boxed’ set are displayed with special note-heads and linked
by lines, indicating that successive interactions between them are responsible
for the variety of isomorphic products (being part of the extra device). This
is further reinforced by their reproduction in the far right of each products
staff.
Lastly, the products are consistently written in such a way to better
evidence their isomorphism.
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Heinemann writes that there are multiple ways to explain Boulez illus-
tration and presents two possibilities in his dissertation. Only one of them
sufficiently explain the special note-heads while both deals of transposition of
simple multiplication products.
As a matter of fact, in the current Boulez illustration, once all three
products obtained by a single multiplication are isomorphic, in opposition to
the five polymorphic products yielded by simple multiplication in his other
example, we can easily deduce that each product line presents a different
transpositional scheme. Compound multiplication is then a generic name
for a simple multiplication followed by a transposition (or a series of them)
according to some determined scheme.
Heinemann believes that compound multiplication is a logical expansion
from single multiplication, besides being a intermediate step which allowed
complex multiplication. Compound multiplication has the advantage of
generating products which not possess the multiplier replication property.
This is not only theoretically logical [. . . ] but also conceptually logical,
for at least two reasons: first, simple multiplication is itself a series of
transpositions; second, transposition of the product will in most cases
eliminate the problematic appearance of the multiplier as a product
subset (34, pp. 47–48).
If one wants to understand Boulez compound operation by pure deduction,
it can be done by looking at figure 3.16 and observing the simplest of the
multiplications, in the last column, involving the central, boxed, chord and a
single note. And if one assumes that the products showed in each line were
produced consistently with the same device, as Boulez quote let us suppose,
one can easily discard the use of simple multiplication alone.
Although the workings of compound multiplication were not directly used
in Le Marteau, in which the procedure Heinemann calls complex multiplication
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was used, it can be seen as an intermediate procedure, a necessary step.
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76 Music Theory Spectrum 
multiplication than the ois it spawns; in fact, any of the twelve 
transpositions of the io sets in any of these examples will leave 
each product unchanged, since every such transposition will 
yield the same ois-a property called multiplicand redun- 
dancy. 
Based on the foregoing, the formula for the simple mul- 
tiplication of pitch-class sets is: where A and B are pc sets 
and B = {b,c,...m}, A ) B = (ois(A) ) b) U (ois(A) 0 c) 
U . . . (ois(A) () m). Of particular interest is the formula for 
the simple multiplication of pitch classes: where a E A, b E 
B, and r is the initial pc of A: a 0 b = i<r,a> + b = (a 
- r) + b. Through this formula, other thorny areas 
can be explored. One is variety of products, already well- 
demonstrated in Example 4. The initial pitch class r is vari- 
able, its only restriction being that it is an element of 
the multiplicand. Each of the five pcs in the operands under 
consideration can serve as r, thus resulting in five different 
products. Another is multiplier replication, the property that 
the multiplier set must be a subset of the product: since some 
a will equal r, (a - r) + b = (r - r) + b = b. (This is why 
the bottom row of each additive matrix duplicates the mul- 
tiplier.) A composer striving for an equally weighted arrange- 
ment of pitch classes-Boulez, for an apparent example-will 
encounter a stumbling block when multiplier pcs recur con- 
tinually. Another problematic area concerns initial ordering 
of the multiplicand: no criteria have been established which 
will prefer one initial ordering to another. 
However, there is one quite elegant feature of simple mul- 
tiplication that is predictable both through Cohn's theory 
and through the formula for pitch-class multiplication, and 
that was well-understood by Boulez. Although the products 
shown in Example 4a are different pitch-class sets, every one 
is transpositionally equivalent, or, in Boulez's words, "totally 
isomorphic,"'1 to each of the others. Boulez has arranged the 
Example 4. Simple multiplication of pitch-class sets 
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Figure 3.15: Calculation of < 2, 6, 19 > ⊗4, 7 Source: Heinemann,
1998
144
Figure 3.16: Compound multiplication in Penser la musique au-
jourd’hui. The chords inside the dotted box are completed by Heine-
mann as Boulez did not write them down. Boulez’ s original figure
displays, instead, just a dotted line in each staff, as he probably
assumed that just the first and last columns, plus the entire second
row, would be enough to demonstrate his point. Source: Heine-
mann 1993.
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3.3 Implementing Hanson’s projections and Heine-
mann’s configurations
As when we presented the concept of projections, we shall begin our implemen-
tations by demonstrating how chord decomposition can be done in OpenMusic.
There is two approaches to decomposition; one that will simply decompose
a chord in its intervalic content (i.e a series of pair combinations) and one
slight more complex that can decompose a chord or set in any number of
subsets and will also allow the calculation of a ‘multiple analysis’. As multiple
analysis is not a necessary requisite to understand chord multiplication or
projection we will consider only the first case, the simplest one.
Calculating chord decomposition in OM involves using iteration tools
(loops) (17). We need to iterate through all elemenst of a list, in our case a
chord or pitch set, retaining each time its remainder. For instance, considering
the set (0 4 6 11) it returns (0 4 6 11), (4 6 11), (6 11) and (11),
successively.
At each step of the loop we will take the first element of the list and
combine it with each other element on the list. For example: (0 4 6 11) will
generate the sub-lists (0 4), (0 6) and (0 11). The complete loop function
is detailed and demonstrated in Figure 3.17, while Figure 3.18 shows the
loop function (named decomposition) in action in a OM patch, the resulting
being after sorted by the size of its intervals. The patch is able to perfectly
reproduce Hanson’s decomposition as showed in figure 3.2 and 3.1.
Now, to implement Hanson’s projections we should find one single ‘core
algorithm’ or program from which we will be able to deal with most of
Hanson’s operations and even better to deal also with Heinemann pitch
multiplication theory at the same time. For this purpose, we will start from
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the more generic case of a collection of pitches, such as a dyad or a triadic
form, being projected at a chosen non-specific single interval. The basic
procedure performing this task would take two arguments, being a binary
operation and progressively improving it we will be capable of reproducing
almost every operation described earlier in this chapter.
Figure 3.17: Defining a function performing chord ‘decomposition’
as conceived by H. Hanson.
In the most simple case, a projection means building an interval or a series
of them at a new starting point. The first argument would then provide only
the interval structure to be projected, the specific pitch content of it being
less relevant. In the opposite, the second argument would provide only the
starting point, not any interval structure. To build this operation in OM we
need two functions: x->dx and dx->x.
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Figure 3.18: Decomposing a CM7 in its constituent intervals.
The function x->dx takes one list of numbers, points, as its argument and
returns a list of intervals. For instance, taking the set (0 4 7) it will return
the list of intervals (4 3). Actually it can be seen as an analogous to what
Heinemann calls ordered interval structure (OIS) as we saw earlier in the
text. The function dx->x will make the opposite, generate a list of points
from a list of intervals. That is everything necessary to perform the ‘simple
projection’ in OM and forms the core to every other operations.
Below (Figure 3.19) we reproduce a screen caption from the OM patch
which is able to perform the core algorithm mentioned above.
In figure 3.20 the former function, named single-projection, receives
the two required arguments to perform the projection, namely a C major
triad and its fifth or pmn @ p.
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Figure 3.19: Defining a function performing just a single projection.
Comments are in red.
This initial function equates to a simple transposition, but to perform
multiple projections, as for instance pmn @ pm, one need just to slightly
modify the algorithm, allowing it to perform multiples projections in a loop,
no matter how much starting points are provided by the second operand.
This function would work then in the same way as a simple multiplication.
To construct the patch performing a simple multiplication we will continue
to connect the first operand, now called ‘the multiplicand, directly in the
input of the function x->dx, but we will instead connect the second operand,
now called ‘the multiplier’ to the ‘list-loop’ iterator to only then connect
the iterator’s output to the function dx->x. A further modification is added
to the end of the loop to remove any eventual octaves and repeated notes
before outputting the result. The complete process is showed and extensively
commented in figure 3.21, while figure 3.22shows the function, now named
projection multiplication, taking as its two arguments a C major chord
149
Figure 3.20: OM path performing the projection of pmn @ p.
and a dyad (G E) and outputting its results as a sorted pentad.
More interestingly, with the same implementation, we are able to obtain
the same products as Koblyakov’s chord squaring demonstrated earlier in
the chapter (Figure 3.10, chord AA). This has led us to believe that the
other two sets showed in his examples are the intermediate steps he used to
calculate the multiplication. In order to demonstrate this, we need to only
modify our loop to also return it’s intermediate steps not only the final result,
without changing the ‘core algorithm’ itself. Figure 3.23 shows the loop,which
we named it differently this time (simple-multiplication-koblyakov) to avoid
confusion, in action returning the three sets found by him.
Now that we are able to make multiple projections and a chord-squaring
with our same core algorithm we will stick to the first loop version (figure 3.21),
naming it simply multiplication, to further explore the concepts explained
earlier in this chapter. To reproduce Boulez and Heinemann’s simple multipli-
cation example (shown in figure 3.14) no further modifications are required to
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Figure 3.21: Defining a function performing projection inside a loop.
this version of the multiplication loop. An OM implementation of the simple
multiplication example from Boulez on music today is shown in figure 3.24.
In the case of compound multiplication, the multiplication loop will continue
to be the same while a rather sophisticated schema for creating transpositional
pivots will be needed. Boulez’s example (Figure 3.16) is reproduced below
in figure 3.25. One should note that the respective octaves for each note of
the resulting chords may not be the same as the ones chosen by Boulez. The
pitch classes are, nevertheless, exactly the same.
Before moving to complex multiplication we shall demonstrate how with
the same multiplication loop we can generate ‘interval cycles’, i.e. projecting
the same interval recursively to generate larger sets or scales that will have
as its main feature an affluence of a particular interval.
The generation of interval-cycles in OM involves calling the loop multipli-
cation recursively with its inputs connected to the same interval. In other
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Figure 3.22: OM path performing the projection of pmn @ mn
words, the output of the multiplication loop is passed to one of its own inputs
in a cycle until a certain condition is met. In this particular case, the stop
condition is met when the result of a multiplication is equal to its input,
i.e. when the multiplication does not generate any new pitch classes to the
resulting pitch set (it completes a octave cycle).
Then, another procedure auxiliary to the creation of the intervals cycles is
to put all the resulting pitches in the same octave, which is done by converting
from midicents (midicents are the default format to represent pitches in OM,
it represents a MIDI note multiplied by 100) to pitch class, which is achieved
by applying a modulus 1200 to the results. We can sum them after to a
particular octave (sum 6000, for instance).
The complete procedure defined inside a recursive patch (called interval-
cycles) is shown in figure 3.26. In figure 3.27 we can see the recursive patch in
action forming the base of the ‘six basic tone series’ (here, interval equivalence
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Figure 3.23: Reproducing koblyakov’s illustration.
is assumed) conceived by Hanson. Rather than showing the resulting sets in
musical notation, we opted to show them this time as a ‘circle’ representation
of the twelve-tone space, where we can see its symmetrical properties.
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Figure 3.24: Simple Multiplication. This patch reproduces Boulez
illustration given previously in figure 3.14 and 3.15.
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Figure 3.25: Compound multiplication. This patch reproduces the
illustration given in figure 3.16.
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Figure 3.26: Recursive patch allowing the calculation of interval cy-
cles from the multiplication loop.
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Figure 3.27: Calculations of interval cycles from the minor second to the tritone.
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Further explorations of the principle of intervals cycles can be in one
hand to generate, successively, every possible subset, from the dyad to the
duodecad, of the ‘complete’ twelve-tone cycles of the minor second and the
fifth and by adding a ‘foreign’ note, generate additional subsets from the
interval cycles of the other intervals. Here we shall demonstrate only how to
reproduce the first procedure.
The successive subsets of the interval cycles can be achieve by adding
small modifications to the recursive patch. Indeed, it suffices to combine, or
to ‘list’, the successive values of the second input in the recursive patch with
the successive values of the multiplication. Figure 3.28 shows the recursive
patch after these modifications, while Figure 3.29 shows the recursive patch
in action generating each successive subset of the interval cycle of the fifth,
reproducing Hanson’s example given in figure 3.5.
The last stop in our exploration of chord multiplication is complex mul-
tiplication , the operation that permits us to generate the pitch material of
the first cycle of the Le Marteau. Beyond multiplication itself this approach
involves creating subsets from a tone-row, subsets that will be the subject of
a series of multiplications, creating domain matrices.
To accomplish the generation of these domain matrices we need to imple-
ment at least four main new algorithms. The first one will be a procedure
that will transpose the product of our multiplication loop by the interval
between the first pitch of the multiplicand (group A) and the pre-determined
constant, K (figure 3.30).
The second algorithm we need is a procedure to partition a tone-row in
different sets or chords according to a ‘cardinality-series’. The procedure will
partition the tone-row not only once but it will rotate the series of cardinalities
and partition the tone-row again generating, in Boulez terminology, V-sets.
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Figure 3.28: Interval cycles recursive patch. Modified to return in-
termediate steps.
This procedure is to be repeated as much as the series of cardinalities can
be rotated before being repeated, which is determined by its size (a series of
cardinalities containing five elements allows for five rotations). We will call
this procedure ‘frequency-groups’ (figure 3.31).
The third algorithm will generate different K values for each domain matrix
calculation and takes three inputs: the tone-row, the series of cardinalities
and a number that we call ‘the K boundary’. The algorithm will pick a value
for K from the tone-row. To determine which pitch will be selected, we will
use the series of cardinalities in another way, using the cardinalities as a
series of indices. For instance, if the first number of the series of cardinalities
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Figure 3.29: Generation of all possible intervals cycles of a fifth.
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Figure 3.30: Implementation of Complex Multiplication.
is 2, then the second note in the tone-row will be selected. However, if a
particular number in the series of cardinalities in bigger than the ‘K boundary’
then the value of the K boundary will be used instead. The principle behind
this algorithm is to always take the right-most pitch in each subset of the
partitioned series unless the size of the subset is bigger than some arbitrary
value (3 in the case of Le Marteau). We named this procedure ‘K-sequence’
and is shown in Figure 3.32.
The last procedure we will detail here is the one that allows us to take
one subset /v-set from the partitioned tone-row and perform complex multi-
plication with itself and all other subsets. Also, we will map this procedure,
as it should be applied to every subset in the partitioned tone-row this time
generating, in Kobliakov terminology, different pitch domains. The process is
straightforward and can be implemented in OM by connecting the complex-
multiplication routine to a ‘mapcar’ inside a loop, as shown in Figure 3.33.
We named this procedure as ‘calculate-domain’.
All four main procedures can be seen in action in figure 3.34, where Le
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Figure 3.31: Calculation of frequency groups / v-sets.
Marteau’s tone-row is used to generate one pitch domain (the first of the five
generated for the first cycle, called VDX in the literature) at the bottom.
Finally, figure 3.35 shows how to generate all five domains for Le Marteau
using the previously presented four main routines.
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Figure 3.32: Calculation of a sequence of values for K.
163
Figure 3.33: OM loop for calculating of one pitch domain.
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Figure 3.34: Generation of the first pitch domain for Le Marteau
sans Maître.
165
Figure 3.35: Generation of the five pitch domains for Le Marteau sans Maître.
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3.4 Conclusion
In this chapter we present a study about the famous technique of the French
composer, Pierre Boulez, taking into account historical and theoretical aspects
followed by OpenMusic implementations which are capable to integrate several
manifestations of this technique, as shown by Boulez in Penser la musique,
but also according to Heinemman and Hanson’s interpretation. The usage
of a computer environment it showed totally suitable, and many examples
were tested with success. The program here presented could be used as
a base for profound modeling of some Boulez‘s or other composer’s pieces.
The discussion started here can be expanded and complemented in many
ways, as, for example, by trying to reproduce through implementations some
combinatorial transposition’s aspects or the more relevant studies of Catherine
Losada about multiplication.
According to methodology presented in chapter 2, considering techniques
as multiplication like “special transformations", but in the case of the com-
positional processes of Le Marteau would be also a proliferation process of
music material. In the next chapters we will present not just other special
transformations, but also its usage in modeling musical scores.
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Chapter 4
James Tenney’s Spectral Canon
for Conlon Nancarrow
4.1 Introduction
The Spectral CANON For CONLON Nancarrow (1974) is a piece for player
piano by American composer James Tenney (1934–2006) based on the idea
of a correspondence between duration and frequency interval ratios, an idea
explored in other Tenney’s works as Three Harmonic Studies, III (1974), for
small orchestra; Septet (1981) for six electric guitars and electric bass guitar
and Song’n’Dance for Harry Partch, II. Dance: ‘Mallets in the Air’ (1999),
for Partch instruments, strings and percussion.
It is also part of a group of works created between the late 60’s and the
early 70’s using “acoustic models" and the “harmonic series” directly as musical
material and includes other pieces such as the pioneer Stimmung (1968) by
Karlheinz Stockhausen (1928–2007); Credo (1969) by Horatiu Radulescu
(1942–2008), Voyage into the Golden Screen (1968–69) by Per Nørgård (1932)
and notably Dérives (1973–74) by Gérard Grisey (1946–1998) which initiated
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the so-called spectral music.
Several versions of the Spectral Canon are known to date. It has been
rewritten and extended by composer Clarence Barlow in 19901. More recently,
the Irish composer Ciarán Maher created some other variations based on
Tenney instructions2. Previous analysis includes Polanski’s (54) and Wanna-
maker (69). In Tenney’s original version, the piece suddenly stops when a
point of synchronism is reached. Barlow’s version uses the same specifications
as the original but the piece stops only when each voice forms a complete
palindrome. Our examples in this chapter follows Barlow’s version.
The key to understand the canonic construction and its uniqueness rely in
one idea presented in the influential book New Musical Resources by Henry
Cowell (23). Each element in a series of partials multiplies the frequency and
the number of rhythmic beats of a given fundamental. In the example of
Figure 4.1, the second partial of a fundamental 16 Hz plays twice its frequency
and its beats, the third partial thrice and so forth. It can also be viewed as an
illustration of the mechanism behind the Rhythmicon, a keyboard instrument
capable of playing rhythmic ratios with corresponding pitches invented by
Cowell. He called ‘rhythmic harmony’ the selection and superposition of
durational ratios in an analogy to the construction of chords based in the
harmonic series. For instance, the C major chord can be formed from the
third, fourth and fifth overtones represented as 5:4:3. He proposed that the
same proportion could be rendered as a rhythm. James Tenney used a similar
idea when constructing his piece.
This chapter is organized as follows. In Section 4.2 we present the model
and give preliminary elements for the analysis of James Tenney’s piece. Section




Figure 4.1: Henry Cowell’s model to match frequencies and dura-
tions based on the harmonic series. Reproduced from New Musical
Resources (23, p. 47).
which is then studied and extended in Section 4.4 in order to generate
alternative instances of the piece. We conclude with some perspectives on this
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Figure 4.2: Representation of the series of durations (seen as the intervals between points). Its pro-
portions are exactly the same of an harmonic series starting with the eighth overtone (9:8 ratio). k
is an arbitrary duration value equivalent with the first octave. Subsequent octaves are equivalent of
k · log2(2), k · log2(3) and so forth.
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4.2 Analysis
4.2.1 Series of Durations
The piece consists of a 24 voices canon, where all voices share a same series of
decreasing durations (accelerando), and superimpose to one another following
a precisely determined pattern. When each voice reaches the end of the series,
they begin playing its retrograde.
The series of durations is obtained by calculating the intervals between
successive partials of the harmonic series, starting with the eighth one (9:8,
corresponding to a major second). The general formula to obtain those
intervals in pitch domain is to multiply the value of one octave in cents (1200)
by the binary logarithm of each interval. Therefore to calculate corresponding
durations from that procedure, it suffice to replace the octave in cents for an
arbitrary value in seconds which we call the constant k.:
duration(n) = k · log2(8 + n
7 + n
)




) = 4, k = 4 log2(
9
8
), k = 23.539797
The number of durations in the series is related to the number of voices.
As the original series begins with the eighth interval in the harmonic series,
it takes eight durations to sum the value of k (or one octave). Each of the
24 voices enters at one successive octave. After 184 durations, the first voice
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stops its ‘forward’ motion and the 24th enters: 8 · (24− 1) = 184.
4.2.2 Voice entries
Each point of the series of durations corresponding to one octave is marked
by a voice entry. These ‘durational’ octaves are calculated the same way as
one would normally in pitch domain: k (or k · log2(1)), k · log2(2), k · log2(3),
and so on. As a result, the second voice enters when the first voice is twice
faster, the third voice enters when the first voice is thrice faster and so forth.
Figure 4.2, resumes all the previous correspondent properties of durations
and pitch intervals. Figure 4.3 show an reduced scheme of the voice entries.
Entry of the voices - Superposition of the same series 
Figure 4.3: Reduced representation of the voices’ entries. The dif-
ference between white and black dots denotes a cycle (the space of
one ‘durational octave’).
4.2.3 Retrograde voices
While extending the voices after the end of the series and hence keeping the
early ones playing with the “newer” ones, the series retrograde is systematically
appended to every single voice.
The original version of the piece ends when the first voice completes its
palindrome and when the 24th ends its regular series, which is a point when
all voices share the same attack.
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Barlow’s extended version of the canon continues until the last voice also
finishes a complete palindrome, each voice ending at a time and in the order
of appearance. Since each voice starts its retrogradation and consequently
decelerates at different moments, new unexpected textures emerge, forming
melodic patterns, harmonic glissandi and chords due to occasional points of
synchronism.
4.2.4 Pitches
Each voice plays repeatedly one single tone corresponding to its position in
the canon (and in harmonic series) : second voice plays twice the frequency of
the first voice (octave), third voice plays thrice the frequency of the first voice
(fifth), and so forth. In this way, this piece is also a melodic canon (even if a
very elementary one) where each voice plays a transposition of the first one
at a precise interval, starting with the traditional ones (transposition at the
octave, fifth) and going up to the most unusual ones with intervals smaller
than one semitone.
4.3 Implementation
The present work mostly takes place in the OpenMusic computer-aided
composition environment (17). From the specifications given above we can
easily implement functions in OpenMusic to generate the durations for one
voice of the canon and to determine k for any chosen value for the first duration.
The process of retrogradation is also implemented by simply appending the
resulting series of durations with its reversion. This whole process is illustrated
in Figure 4.4. Figure 4.5 shows the computation of the voices’ entry times
and of the pitches via the implementation of the specification given in section
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4.2.2, and using an harmonic series generator for the pitches.
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Figure 4.4: Generating the series of durations for Spectral CANON
for CONLON Nancarrow in OpenMusic. The s-dur and find-k
modules at the top of the figure refer to the functions implementing
respectively the formulas for the series and first duration specified
in section 4.2.1.
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Figure 4.5: Computation of the voice entries and pitches for Spectral
CANON for CONLON Nancarrow in OpenMusic. The s-starting-
time module at the left refers to the function implementing the
specification given in section 4.2.2. The harm-series module calcu-
lates the n (here, 24) first partials or harmonics of a fundamental
pitch (here, 550Hz, or 3300 midicents).
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Figure 4.6: The model of Spectral CANON for CONLON Nancarrow
in OpenMusic. The spectral canon box is an abstraction containing
the previous implemented aspects of the canon.
Starting from these implementation of the canon’s generative process,
we build a global model allowing to generate the piece, and proposing a
number of parameters identified in the previous sections: first duration of
the series, pitch fundamental, number of voices, number of elements in the
series, application (or not) of the “palidrome”, etc. (see Figure 4.6). These
parameters (and others to be described in the next sections) will allow us to
control and generate the score instances. With Tenney’s original parameters,
we obtain the score in Figure 4.7.
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Figure 4.7: Complete score of the original version of Spectral Canon
For Conlon Nancarrow generated from the implementation of the
model, without any score edition. Interested readers can compare
with the published score (67).
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4.4 Exploration
4.4.1 Compositional Choices and Parameters of the Mo-
dels
Through the parametrization of the model we can explore the implication of
the decisions and choices made by the composer at creating the piece.
We can for instance examine the compromise of an initial duration of 4
seconds, and the number of elements in the series of durations (184) related
to the number of voices. Thanks to the modeling process, every simulation
produces musical data structures (scores) which can be stored visualized,
listened and explored in the computer environment. Elements of analysis could
be the total duration and the minimal (last) duration in a given parametrized
sequence.
With Tenney’s values, we obtain at total duration around 216 seconds,
and a minimal duration for the last element in the series about 176 ms. This
minimal value is still long enough for a sensible perceptual appreciation,
and generally speaking the acceleration and subsequent ritardando have an
adequate variation rate to keep the attention from listener. This would not be
the case, for instance, with an initial duration of more than 6 or less than 3
seconds. Experiments in varying these specific parameters (while maintaining
the others) actually show very few interesting score results: we therefore
suppose that values around Tenney’s choice represent some kind of an ideal
state for those parameters.
A more flexible parameter to explore through the model is the initial
superparticular number at the origin of the series of durations’ formula. As
we have seen, Tenney begins the series of durations with the eighth interval
of the harmonic series (corresponding to the ratio 9:8), when he could have
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chose any of them, including the first one (2;1, the octave). By setting this
initial value as a parameter in our implementation, we can experiment with
its possible variations. Figure 4.8 shows an instance of the piece generated
with the ratio of 2:1. This ratio equals the initial one used for the series of
frequencies and voice entries.3
We see that while the piece is equally well structured, its texture in the
“forward segment" is more of a “choral" (i.e., mostly constituted of chords
and/or synchronized attacks) than the polyrhythmic texture that Tenney was
probably looking for in his homage to Nancarrow.
In Figure 4.9 at the contrary, we keep the initial 9:8 ratio for the series
of durations, as before, but apply it for the pitches as well, so that the first
pitch of the first voice is not the fundamental but the the eighth partial in
the harmonic series. In this case, however, we see that pitch ambitus becomes
too narrow and the canon looses most of its timbre richness and perceptual
attention (though it can be of aesthetic interest or it could be compensated
with the manipulation of other parameters).
Figure 4.8: An instance of the canon with initial ratio of 2:1. a)
Schematic 2D visualization of the pitches and onsets. b) Beginning
of the score.
3This configuration gives us a more compact version of the piece. For a better visualisa-
tion, we will use this 2:1 ratio in other examples given later on in this paper.
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Figure 4.9: An instance of the canon beginning the harmonic series
with the interval 9:8. a) Schematic 2D visualization of the pitches




A second step in our modeling and simulation approach, enabled by the
computer implementation, is to explore and modify the functional definitions
in its generative processes. In particular for Tenney’s canon, we can integrate
additional “spectral” processes such as filtering and distortion, and expand
the realm of the possible instances produced by this model, yet still driven by
the same compositional concepts. These two examples are envisaged below.
Spectral distortion.
The interest in spectral distortion comes from the well-know fact that the
overtone series we calculate is actually an ideal model, which is rarely found
as such in natural phenomena. In the sounds of acoustic instruments, partials
usually deviate more or less from the exact multiples of the perceived pitch or
fundamental (this distortion is easy to perceive in the low notes of the piano).
To model the spectral distortion we use the formula:
partial = fundamental · rankdist.
A distortion index dist < 1 causes a compression of the harmonic series,
and at the contrary dist > 1 causes a dilatation of the series (see also (25,
p. 93).)
In our model of Tenney’s Spectral Canon, and following the principle of
correspondence between pitches and durations, we use this formula to compute
the harmonic and duration series, as well as the voice offsets (in order to
stay in the “default” configuration, we simply set dist = 1). This extension of
the model enables slight deviations in the voices entrances, sweetening the
mechanical character of the polyrhythms in the accelerando and changing
our perception of the harmonic intervals. More radical deviations from the
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“default” configuration lead to surprising, unexpected versions of the piece.
Figures 4.10 and 4.11 exemplify the possible results of such distortions.
Figure 4.10: Moderate distortions of the canon. a) dist = 0.9; b)
dist = 1.1. Both examples have 24 voices and begin the series of
durations with the ratio 2:1.
While maintaining the relative integrity of the model, the distortion either
moves the voices entries and durations nearer to the beginning of the piece,
or away from it. It is therefore likely compensate some undesirable effects
produced by other previous choices in the model parametrization (e.g. the
duration of the first note in the series).
Filtering
Another possibility of expanding the model is the filtering of the series. This
procedure, commonly used in the the harmonic domain, can also apply to
the duration series in the canon.
The filtering of harmonic series is present as an option in the OpenMusic
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Figure 4.11: Extreme distortions of the canon. a) dist = 2.5; b)
dist = 0.1. In this case the canon is perceived as a sequence of
repeating patterns.
function harm-series4 which we used to compute the pitches in our model (see
Figure 4.5). In this function partials can be selected according to a pair of
attributes given in the form of a fractional expression (for instance, 1/1 selects
all partials; 1/2 selects every other partial; 2/5 selects the first two partials of
each group of five, etc.) We therefore added this feature and corresponding
parameters in our model (see Figure 4.6). In the default configuration the
two filtering parameters are both equal to 1, hence selecting all the partials
and all the elements in the duration series. Figure 4.12 shows two instances
of the canon, generated respectively with the duration and frequency filtering
processes.
4.5 Exploration of a space of instances
In our previous examples we used a ‘diacronic’ representation of the model
instances; how its pitch and durational content evolves in time. With this
relatively traditional way of representing the instances we were able to ap-
4Harm-series is a tool from the Esquisse library, developed by composers involved in
the spectral school, such as Tristan Murail and Jean-Baptiste Barrière.
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Figure 4.12: Illustration of the filtering process. a) Durations (filter
= 1/2), and b) pitches (harmonic series) (filter = 1/2). (a) has
24 voices, and (b) has 12 voices. In both instances the initial ratio
of the series of durations is 2:1.
preciate the singularities of a single or small set of parameters variation. We
would like, as a further step in our exploration, to show each instance as a
point in a space and make relations between a greater number of them.
Such approach has the advantage of demonstrating the ‘sensibility’ of each
parameter, how each of them has an effect in specific characteristics of a large
group of instances.
Our idea was to consider those instances ‘outside time’ and then visualize
this space with a graphical interface. We call this tool the Model Explorer.
In its graphical interface one can visualize 2D or 3D plots relating analytical
measurements and parameters values on top of the possibility of listening and
visualizing the score of each instance. It was conceived to be adaptable to
other models.
We have tested this tool with our implementation of Tenney’s piece
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discussed above, which is perhaps the simplest model we built in terms of
computational power required to generate a large number of instances.
The Model Explorer takes as an input the functional implementation of the
model, and as another input a list of values representing the model parameters
and analytical data. The analytical data is the output of descriptors computed
on generated instances that can give to the user an estimation of some
characteristics these instance.
The tool works in two steps. In a first step a function called generate-instance
requires a set of values for each parameter to be passed to a subroutine con-
taining the model implementation and the analysis modules. The creation of
MIDI files for each instance is possible inside this subroutine.
The function generate-instance then saves each instance’s parameter
and analytical values in a text file.
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Figure 4.13: OpenMusic Patch with all the functions and genera-
tion of the parameter valuers required by the Model Explorer class.
The list of parameter value is controlled by the function arithm-ser.
With the values showed in the patch, about sixty thousands in-
stances are generated.
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For the examples in this chapter, we considered the four parameters of our
first implementation of Tenney’s piece: fundamental, first duration, number
of voices and initial ratio. For the analytical modules we considered the value
of the ‘last onset’, ‘mean-frequency and cognitive-sonance.
The first two analytical measurements were chosen as a very simple way
to evaluate how the pitch and durational content of the instances change with
parameter variation. For instance, as our model is deterministic (no stochastic
process is involved), one would expect that the more voices the canon has,
the higher is the mean-frequency and the bigger is the last onset, showing a
linear relationship. That being the case, the Model Explorer functions as a
way of validating the consistence of the model construction, each parameter
variation reflecting a ‘reasonable’ proportional effect on the piece’s features.
On the other hand, the measurements of the cognitive-sonance module
should show a less linear relationship with parameter variation. This analytical
function is part of a library developed for OpenMusic called Sonic Object
Analysis Library (SOAL). Its description is given as the following:
A vector from “maximum consonance" to “maximum dissonance”, evaluates
the contiguous dyads of the input file (s) on the basis of a weighting of their
relative dissonance, according to a pre-defined cognitive/cultural background,
and extracts an average value for the whole MIDI file, its sonance rate (32).
In other words, sonance indicates how consonant or dissonant a musical
file could be perceived according to a weighted table of intervals given as an
input based on “cognitive or cultural background". For our experiments we
opted to use the function’s default table (see (32)).
Figure 4.13 shows the OpenMusic visual program with all functions re-
quired by the Model Explorer. The parameter values are generated by the
function arithm-ser. It outputs a series based on an initial value, an end
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value and a step. In this example only five values are calculated for the
fundamental (2100 to 6900 by 1200), while there are ten different values to be
used as first duration (1 to 10 by 1), 31 for number of voices and 41 for initial
ratios. With these settings about sixty thousand instances are generated in
one evaluation.
Generate-instances passes every parameter value in a loop to the sub-
patch called ModelandAnalysis, which contains the functional implementa-
tion of the model and the analytical modules.
The resultant text file is then passed as an input to the Model Explorer
class, which also requires the functional model implementation in order to
generate instances inside the interface.
Figure 4.14 shows the default interface of the Model Explorer. On the
left pane the parameters are represented in movable sliders. Clicking the
button “gen instances" will generate a new instance and show a compact
representation in the bottom of the right pane. It can also show the score in
the appropriate OpenMusic ‘score object’ editor. Figure 11 shows a window
after an instance is generated with some parameter values selected inside the
Model Explorer interface.
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Figure 4.14: Model Explorer Default view.In the left pane parameters
are selected using sliders.
Figure 4.15: View of Model Explorer window after an instance is
(re)generated and showed in a score object (smaller window). A
preview of the instance is shown in the bottom of the main window.
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Figure 4.16 now shows a 2D pane illustrating how the parameter number
of voices is related with the cognitive-sonance of each instance in a
somewhat unpredictable way, while Figure 4.17 shows how the number of
voices has a logarithmic relationship with the values of the last onset.
Note that while the number of voices is fixed in these examples (the slider
is disabled), the other parameters can still be modified in the left-hand pane.
Figure 4.16: 2D Pane showing how the number voices affects the
sonance rate of a set of instances.
Figures 4.18 and 4.19 finally show the 3D pane of the Model Xplorer inter-
face. Two parameters are chosen against one measurement and represented
in the horizontal and vertical axes. The descriptor’s values are visualized
as shades of grey (the darker a cell, the higher the value of the descriptor).
We can observe that both the fundamental values and the number of voices
affects the mean-frequency, in the same way as both the first duration and
the number of voices affect the value of the last onset.
As an experiment, we modified our model to change the value of the k
constant (cf. Figure 4.2 ) each time an instance is created. Using a similar
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Figure 4.17: 2D Pane showing how the number of voices relates with
the value of the last onset in a group of instances.
principle, we also incorporated a function to ‘stretch’ proportionally the
intervals between the frequencies. Those modifications were made using
random numbers and were programed to affect ‘moderately’ the features of
the instances.
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Figure 4.18: 3D Pane showing how the fundamental and the number
of voices are related with the mean-frequency. The mean frequency
is represented as shades of grey.
Figure 4.19: 3D Pane showing how the first duration and the number
of voices affect the value of the last onset.
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Figure 4.20 shows the relation of parameters first duration and number
of voices in this case: while random patterns can be identified, the overall
tendency or the general profile is maintained. The same is true if we observe
again the relation between number of voices and ‘last onset’ (Figure 4.21), as
well as for number of voices and ‘sonance’ (Figure 4.22).
Figure 4.20: 3D Pane showing the relation between the parameters
first duration and number of voices, and the value of last onset
of a set of instances, when the value of K is changing ramdomly
each time.
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Figure 4.21: 2D Pane showing the relation between the number of
voices and the value of the last onset when k is changind ramdomly
Figure 4.22: 2D Pane showing the relation between the number of




The Spectral CANON For CONLON Nancarrow is a relatively simple com-
position illustrating important aspects in our approach, which we believe
constitutes a relevant basis for the study of more complex works. Despite its
apparent complexity, it can be generated entirely with relatively few simple
functions, so that compositional decisions have a straightforward relations
to the results. However, we showed how the concrete instances obtained
from modifications of the functional processes and parameters could produce
radically diverging aspects, forms and perceptive feelings.
An interesting aspect in computer modeling is the possibility to implement
systematic approaches in the exploration of the different variations enabled by
the model. By producing and observing exhaustive sets of instances produced
by different parametrizations, we can test and evaluate until which point
the characteristics of the piece, or of the composer’s style or intention, is
preserved. This question leads us to aesthetic considerations, whether or
not the instances of a model are to be considered as part of the composer’s
work and which are their artistic and creative potentialities. The means and
methodologies to explore this complexity in the compositional process, and
its relation to the results’ aesthetic and perceptive characteristics are some of





Ligeti’s works appear as very interesting case studies for computational
musicologists. As a matter of fact, previous computer models have been made
for his pieces. For instance, Chemmilier and Assayag modeled a few measures
of Melodien in the Patchwork system (19) and a previous computer model
of Désordre was presented by Heirinch Taube in his book Notes from the
Metalevel (65).
Ligeti’s most well know pieces are recognized by its distinctive ‘mechanical’
style and its precise patterns layered in tightly bound rhythmic and harmonic
meshes, being the elements of intricate textures. His technique has been
called by the evocative label micropoliphony. With regard to his guiding
lights, Ligeti often mentioned in his interviews the early influence of Bartòk,
his pivotal experience at the WDR’s studio for electronic music, and later, his
interest in fractal geometry and his discovery of Conlon Nancarrow’s music.
These aspects, among others, certainly provoked the imagination of many
scholars and inspired them to view and analyze his music in other ways than
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those offered by the traditional musicological practice.
Dedicated to Pierre Boulez, Désordre was one of the pieces Ligeti composed
after his encounter with Mandelbrot’s ideas and Nancarrow music. It was
composed as the opening piece of his first book of Piano Études. At first,
Désordre strikes the ear and the eyes by its dichotomy between the diatonicism
of the piano’s white keys, played exclusively by the right hand, and the
petatonicism of the piano’s black keys, played solely by the left hand. Both
hands start playing a strongly accentuated melody, in homophonic fashion,
and just a few measures after they start to unsyncronize. In Désordre, like in
many of his other pieces, the superposition of individually simple layers give
birth to all sorts of unexpected, complex patterns and rich textures.
Ligeti described the piece with the following words:
[. . . ] the pianist plays coordinated, even pulsations in both hands.
Superimposed onto these pulsations is a gridwork of irregular accents
which at times however progresses synchronously in both hands, thereby
temporarily producing the impression of order. This impression slowly
disintegrates as the accents in one hand begin to lag behind those in
the other. In so doing, the metric relationship is gradually blurred
until we reach a point where we are unable to discern which hand leads
and which lags behind. A state ofj order is in due course restored as
the two successions of accents shift closer and closer to one another,
eventually falling simultaneously in the two hands, at which point the
cycle begins anew.(68, p. 24)
The first substantial analysis of Désordre was made by Harthmuth Kinzler
in his article György Ligeti: Decision and automatism in ‘Désordre’, 1re
étude, premier livre (40) which title is a play on Ligeti’s celebrated article
on Boulez’ Structure Ia (46). This analysis was followed by a series of other
academical works and it is one of the Hungarian’s composer most studied
pieces.
Kinzler analysis focused on the more technical, structural elements of the
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2
Figure 5.1: Beginning of the score of Désordre, the first Piano Étude
of Austro-Hungarian composer György Ligeti.
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piece, while trying to distinguish the aspects which are of an algorithmic
nature from those which escapes formalization. The subsequent analyses have
many different views of the piece, going from its suitability for computer
automation (24), its relation with fractal geometry (64, 61), to the Balkan
folk music influences on its composition (16). It has also been suggested that
in pieces like Désordre Ligeti was directly influenced by Sub-Saharan music
traditions (66).
One of the views that corroborates Kinzler connection with Boulez’s is
that expressed by Elliott Antokoletz who understands Ligeti’s compositional
processes in Désordre as a reminiscent of the French composer’s particular
serialism:
[. . . ]Désordre is dedicated to Pierre Boulez and may perhaps reflect the
latter’s statement that in Le Marteau sans Maître “there is in fact a
very clear and very strict element of control [but] there is also room for
what I call local indiscipline”. Boulez’s notion of an “organised delirium”
within a controlled, almost serialised context, is entirely applicable to
Ligeti’s etude. (7, p. 420)
One of the previous analysis that we considered close to our perspective
was made by Richard Steinitz which is one of the few authors to emphasize
the idea of a combinatorial tonality in the piece; namely the emergence of a
perceived tonality resulting from the combination of different modes.
In this first Étude he establishes techniques common to many, namely
the simultaneous unfolding of independent but related processes in
each of the pianist’s two hands. The allocation to each hand of the
complementary scales creates what might be called ‘combinatorial
tonality’ (i.e the illusion of a third or resultant tonality produced by
the interaction of different modes). (63, p. 8)
Furthermore, some studies, very convincingly, connects the use of rhythmic
structures, as grouping in 3 and 5 crochets, to Ligeti’s interest and background
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in Central African and Bulgarian music (66). Taylor relates to what Simha
Arom call “asymmetrical internal structure". In our particular study it was
more important to perceive those kinds of rhythmic relationships as a play
with prime numbers, something that also drew the attention of Amy Marie
Bauer (13, p. 85).
The first reason that made us choose Désordre as a case study was the
possibility to take advantage of the previous models and analysis. We thought
that they would make it easier for us to focus in generating variations and
compare our approach with theirs. In the end, of all case studies, our focus
was more on the very conception of the model; for instance, we believe that
the perspective of generating a space of instances influenced us to make quite
different choices from those made by Taube and Kinzler.
In our algorithmic model of Désordre each of the mains aspects of the
piece, notably pitch and rhythmic dimensions were modeled by somewhat
independent, individual processes. As in Kinzler analysis we identified different
voices (Kinzler calls it “planes"), and treated it, to a certain degree, as
autonomous structures. Although we tried to reproduce the original score as
closed to the original as possible, completely fidelity was not a priority. As
with Taube previous model (65), we did not intended to reproduce the piece
note by note, it seemed more important to be loyal to what we perceived
as the integrity of the underlying compositional processes and the global
relationship between the many structural elements of the piece.
This chapter will present an analysis of the piece, a computer implemen-
tation using OpenMusic environment and a series of simulations from which
the first section of the original piece is reconstructed and neighboring variants
are generated and analyzed.
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5.2 Analysis of the piece
5.2.1 Voices
At the first sight the piece appears to have four voices, two for each hand.
The first voice of each hand can be identified as the accentuated melodies
which are played forte and doubled by an octave. In some points, starting
by the middle of the piece, this doubling gives place to different voicings (cf.
figure 5.4c) and very occasionally some notes are played with no doubling
at all (see figure 5.4b). Be as it may, I decided to consider this doubling
as part of one single voice (and not two) as these different voicings are not
incorporated by our model.
The second voice of each hand is identified as the contrasting, ever changing,
uninterrupted succession of skips and ascending scale fragments played piano.
These voices serves as a background additional layer, giving the texture a
very lively, active, tocatta-like character.
We have the following classification for the voices in the piece:
• 1st voice: Accented melody played by first hand, first staff (accented
and played forte), shown in figure 5.2 highlighted in green.
• 2nd voice: background notes played in piano by first hand, first staff
(skips and scale fragments) shown in figure 5.2 highlighted in orange.
• 3rd voice: Accented melody, second hand, shown in figure 5.2 highlighted
in blue.
• 4th voice: background notes, second hand shown in figure 5.2 highlighted
in red.
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1st Voice 3rd Voice
2nd Voice 4th Voice
Figure 5.2: First measures of Désordre’ musical score, showing the
different voices highlighted by different colors. The effect of a tex-
ture in layers (foreground vs. background) is reinforced by the fixed
dynamic markings assigned to each voice.
5.2.2 1st and 3rd Voices
The first voice can be seen as a series of 26 notes. This melody reminds the
folk-like ones that can be found in another pieces of the Hungarian composer.
One of the most interesting features of this melody is that it seems to suggest
a deterministic pattern with some detours. As new notes are added to the
melody the pattern becomes unpredictable. As the melody grows, its ambitus
also grows, and different intervals are introduced. As we knew that Ligeti
was inspired by the behavior of complex dynamical systems, or as he put it
“the science of deterministic chaos”, some could suppose that this structure is
the result of an automated process (as the result of a fractal-like algorithm
or a non-linear equation). Amy Marie Bauer (13) suggests that it would
be possible to found the generative principle used by Ligeti to create these
structures found in Désordre, but no previous study actually proposed such a
model.
This series can de divided in three or four parts. In our case we choose to
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structure the melody in three phrases. The phrase A comprises the seven
first notes. The next phrase, A’, consists in a variation of the first, comprising
the seven following notes. The third one, phrase B, comprises the twelve
last notes, from G4 to G5 (See fig 5.5)
There are possibly many ways to numerically represent this series. The
privileged by us was to use degrees of the diatonic scale, mapping negative
and positive numbers according to if they are below or above the initial B,
the tonic of the mode (B Locrio) (See fig 5.5).
Another possibility is to see this melody without thinking from a serial
perspective, dividing it in in two parts. The first part would be centered
around B4 and and the other one in D4, as a kind of variation transposed
to the dominant. This tonal effect added to its similarity to others used by
Ligeti in more traditional contexts would suggest a more spontaneous than
systematic construction, leading us to believe that the aspects of deterministic
chaos Ligeti intended is more relevant to other dimensions of the piece, as
the voices’ desynchronization.
One strategy that could allow us to reconstruct this structure by a gen-
erative process would be to elaborate a completely periodic structure from
which a second process would perturb it. For example, the phrase A’ could
be constructed as a repetition of phrase A, but with a larger ambitus as
parameter, comprehending two octaves. Once this predictable, periodic, ideal
structure has been built, a second algorithm would subtly disturb it, finally
generating the ambiguous pattern that while it is not random, it is not
completely periodic.
The third voice, played by the left hand, is very similar to the first
voice. Likewise, it could be see in many ways. Kinzler suggests an almost
algorithm transposition of the first voice to the third voice, from diatonicism
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to pentatonicism, but this transposition faces some problems, as the voices
having different lengths. Just as the first voice, it can be divided in three
phrases: phrase A, containing seven notes, phrase A’ also containing seven
notes but in a larger ambitus and lastly phrase B comprehending twenty
notes within an even larger ambitus.
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(a) Page 5 System 4
(b) Page 6, system 1
(c) page 6 system 4
Figure 5.3: These images show excerpts of Ligeti’s Désordre where
different phenomena occur. Figure (a) shows in orange and blue
notes of the 1st and 2nd voice desynchronizing. Figure (b) reveal
in blue and red notes of the 1st and 3rd voice which appear just one
note (in blue) or the is two notes without doubling (red). Finally,
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Phrase A Phrase A’ Phrase B
Third Voice Pitch Strucure
(b)
Figure 5.5: Decomposition into three phrases of the melodies played by the 1st (a) and (b) 3rd voices.
The segmentation is also reflected by the phrases rhythmic pattern. For simplicity sake, only the pitch
content is shown.
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5.2.3 2nd and 4th Voices
While the first and third voices have a somewhat clear structure, the second
and fourth voices configure a more ‘enigmatic’ dimension of the piece. While
some aspects, as the fragments of ascendant scale and the descendant skips
are permanent features of these structures, the underlying series of pitches
seems to have been constructed in such a way to escape any attempt to
formalization. Although it is very hard to make formal schemes that model
the second and fourth voices, it is possible to at least simplify them to after
reconstruct the predictable aspects by an algorithm. We then firstly construct
a kind of primordial melody, striped of all stepwise motion, over which an
algorithmic process will reintroduce the missing notes by having as parameters
the rhythmic (beat) unit (for instance, the eighth note) and the pitch-unit
(one semitone).
Kinzler seems to suggest that those voices are indeed an aspect of the
piece which can not be subjected to analysis (40), while Taube modeled
them by a random process (see 65, example 22-7). We opted to simplify to
then reconstruct those voices as a way to allow more possibilities of instance
generation. Figure 5.7 shows a simplified representation of the process of
building scale fragments.
5.2.4 Rhythmic Pattern for 1st and 3rd voices
One of the basic structures of Désordre is a rhythmic pattern composed
mainly by a combination of numbers 3 and 5. This pattern can be observed
in the first voices of each hand (1st and 3rd). It can be sectioned in four
elements, three pairs of three and five plus a cadential duration with the
number during eight quaver. The first two pairs are a simple repetition, while
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Music engraving by LilyPond 2.18.2—www.lilypond.org
Building up ascendent scales
2 214 113 23 14 3 1 12 3 1 312 234 14 1 321 621 13 2
111 3152 22 8 22 743 1 5 4 162 3 4 5 108 3 21 11 327 15 2 3
1 113 3 1 15 2 1111 13 3 344 31 523 12 1251 24 373 71 4
4 222 2 3 21 1 4214 94 1 211 61 157 41 2115 54 111 12 1
Series of duration 1st cycle 2nd voice
Figure 5.7: Illustration of the modeling for the 2nd and 4th voices. A
simplified version of the voice (striped of all stepwise motion), rep-
resented as a series of degrees and durations, is subjected to a pro-
cess which reintroduces the missing notes, reconstructing the orig-
inal voice. This process is useful to generate neighboring variants
when simulating the piece with different parameter values, namely
the beat and pitch-unit.
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the third pair is the first in a reverse way (AABC). One way to formalize
this structure is to think that all these parts have the same duration which
is represented by a number that can be decomposed in two prime numbers
(8=3+5) (See figure 5.8). This formalism is important in our model because
when we will generate variations, any of them will maintain this relation with
the prime numbers as the original version (see figure 5.9). Figure 5.10 shows
other examples from Ligeti’s work where we can observe a similar usage of
prime numbers to composer rhythmic patterns.
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(    )
8
(    ) (    )
5 3+
8
(    ) (    )
3 5+
8
(    ) (    )
3 5+
8
A A B C
Section 3  Right Hand (Cycle 11) AABC
AABC
AABABA




Figure 5.8: Further segmentation of the melody played the 1st and 3rd voices down to its constituent
rhythmic cells: A (3+5), B (5+3) and C (8) of phrase A.
212
Numbers that are the sum of 2 different primes
 5 7 8 9 10 12 13 14 15 16 18 19 20 
21 22 24 25 26 28 30 31 32 33…













Figure 5.9: List of numbers which are the sum of two primes. They
are used to form the rhythmic motifs allowing the construction of
the rhythmic pattern played by the first and third voices. The motif
A can be represented as prime addend 1 + prime addend 2, motif
B as prime addend 2 + prime addend 1, while C is equal to their
sum. Cf. figure 5.8.
5.2.5 Form
In Désordre the global form can be seen as a structure in three sections. These
three sections have different characters for each hand and the inner cycles
are not synchronized. In every section of the piece Ligeti will progressively
transform the durations to produce the impression of variations in tempi by
actually adding or subtracting eighth notes from the written rhythm. As those
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90 • the world of music 45( 2 ) - 2003 
Several Ligeti works use this rhythmic pattern, perhaps a more explicit African 
reference than the extended hemiolas of the Piano Etudes and Piano Concerto. An in- 
teresting example appears in the first Nonsense Madrigal "Two Dreams and Little 
Bat," since Ligeti goes to the trouble of marking the rhythmic patterns in the score 
with brackets (these are not tuplets, but instead show the desired rhythmic grouping; 
see Fig. 7). 
Fig. 7. Nonsense Madrigals, 1, 7+5 pattern. Alto parts only, mm. 22-25. 
This example, like the bongos in the Piano Concerto, is perhaps more easily seen 
than heard, considering the contrapuntal complexity of the piece. Figure 8 shows an- 
other example, again from the third movement of the Piano Concerto. 
Fig. 8. 7+5 rhythmic patterns in oboe , trombone. Piano Concerto , ///, mm. 59-60. 
This pattern, although eventually played by most of the orchestra, goes by quick- 
ly and smoothly (note the slurs and tenuto markings) and again, doesn't really 
"sound" African. But in the fourth movement of the Violin Concerto there is a clearer 
example of the 5+7 pattern (Fig. 9). 
Once again, despite its literal use of the Ghanaian bell pattern (see Fig. 6), this 
passage sounds nothing like "African music": the dissonant harmonies and distorted 
timbres- muted trombone, slap pizzicatos- give the passage a biting harshness. Al- 
so, within the piece it comes as a shock, brutally interrupting the calm chords preced- 
ing and following it. 
This content downloaded from 142.51.1.212 on Thu, 11 Feb 2016 19:42:13 UTC
All use subject to JSTOR Terms and Conditions
(a) Excerpt from Nonsense Madrigals 1, alto parts, mm. 22–25.
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"sound" African. But in the fourth movement of the Violin Concerto there is a clearer 
example of the 5+7 pattern (Fig. 9). 
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(b) Excerpt from Piano Concerto, third movement, oboe and trombone,
mm. 59–60. Stephen Andrew Taylor. Ligeti, Africa and Polyrhythm • 91 
Fig. 9.5+7 pattern in Violin Concerto, IV, mm. 44-48. 
In each of these examples, Ligeti uses African-related rhythms, but in a context 
which sounds nothing like African music. If asked to imagine a fusion of European 
and African music, many musicians would probably think of spirituals, blues, jazz 
and rock (in fact, Ligeti does mention jazz pianists Bill Evans and Thelonius Monk 
among his influences). One of the reasons Ligeti's music sounds so different is be- 
cause he works with abstract concepts from European a d African music- hemiola 
and additive pulsation- not the musical sounds themselves. Also, unlike the makers 
of spirituals and jazz standards, Ligeti was composing with a conscious technical 
goal, namely to produce new, complex polyrhythms. 
4. Modes and Tunings 
Besides the rhythmic devices discussed above, some of Ligeti's harmonic ideas 
share qualities with African music. He has experimented with equidistant divisions 
of the octave (such as the whole-tone scale or some of Messiaen's modes of limited 
transposition) in an attempt to portray indirectly the tuning systems of other cultures: 
As for equidistant scales (or interval structures), tempered twelve-tone division of 
the octave permits only the chromatic scale (all minor seconds) and the six-tone scale 
(whole-tone scale: all major seconds). In addition, the four-fold division (in four mi- 
nor thirds) and the three-fold division (in three major thirds) are possible. In many 
other music cultures additional (more or less) equidistant octave divisions are avail- 
able, as in the Javanese slendro9 s five-fold ivision and the Melanesian seven-fold 
division widespread throughout Southeast Asia as well as (independently) in the 
southern half of Africa. In the Piano Concerto and Etude No. 7, "Galamb Borong," 
Ligeti circumvents he limitations of equal temperament by making a "super- whole- 
tone" mode: 
There are places in which the melody and piano figuration are formed out of the two 
whole-tone collections, one collection i  one hand, the complementary collection i  
the other hand. In this way both whole-tone and chromatic languages reciprocally 
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(c) Excerpt from Violin Concerto, fourth movement, mm. 44–48.
Figure 5.10: Different example from Ligeti’s works where a used
of rhythmi groups based on prime numbers ca be identified. Ex-
tracted from Ligeti, Africa and Polyrhythm (66).
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variations are independent to each hand, a strong effect of desynchronization
is achieved and ‘hidden’ patterns emerge in the texture from the superposition
of the voices.
These variations in tempi can produce ‘slight perturbations’, accelerations
and ritardandos in the rhythmic pattern. Figures 5.11 and 5.12 exemplifies
each of these processes respectively.
In the case of the left hand, the first section, with a total duration of 404
eighth notes, can be seen as a ‘static section’ where the duration patterns of
the third voice is fairly regular (without acceleration or ritardando). This
first section is built in three cycles, i.e., the series that forms the third voice is
repeated three times. In the end of the first section an acceleration process is
started, culminating in the second section, with a total duration of 231 eighth
notes, composed by five cycles starting in page 4, system 4, measure 7 of the
score. The acceleration process continues through the entire second section
until the eighth cycle, where each note has the duration of just one single
eighth note, the rhythmic unit of the piece (i.e. its smallest rhythmic figure).
As a contrast, in the third section the durations return to a structure similar
to the first, except for a ritardando process that will increase the durations as
compared to the static section. Such as the first section, it has three cycles.
The right hand also has three sections, that will vary in a contrasting way
in relation to the process described above. The first section of the right hand
is also compose by 404 quavers, but here the durations will have the aspect
less regular in the form of little decoys of the left hand. The first section
of right hand, however, has four cycles in spite of three as the right hand.
The second section of the right hand, despite of have the same total duration
of the left hand, 231 eighth notes, suffer the acceleration process in a more
pronounced form: there are six cycles that will be made in spite of the 5
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(    ) (    ) (    ) (    ) (    ) (    ) (    )
8355353
Phrase A 3rd Voice 
Cycle 11
Augmentation
(0 +2 0 +3 +4 0 +5)
(    ) (    ) (    )
13398373
(   x5) (   x6) (   x7) (   x11)
(    )
3122121
(    ) (    ) (    ) (    ) (    ) (    ) (    )
8355353
Phrase A 1st Voice 
Cycle 5
Diminution
(-2 -3 -2 -3 -3 -2 -5)
Figure 5.11: Illustration of the processes of augmentation and
diminution of the rhythmic pattern played by 1st and 3rd voices.
Here is shown phrase A, third voice, cycle 11 and also phrase A,
first voice, cycle 5. Ligeti used those devices to simulate variations
in tempi.
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Phrase B Cycle 2
(    )
355353
(    )
3 5 3 3 55
(    ) (    ) (    ) (    ) (    )(    ) (    ) (    ) (    ) (    )
354353
(    )
3 5 3 3 45
(    ) (    ) (    ) (    )(    ) (    ) (    ) (    ) (    )(    ) (    )
Slight perturbation
(0 0 0 -1 0 0 0 0 0 0 0 -1)
Phrase B 3rd Voice 
Figure 5.12: Illustration of the process of perturbation of the rhyth-
mic pattern played by the 1st and 3rd voices. Here is shown the
phrase B, as played by the third voice in the second cycle. Ligeti
used this device to introduce and further promote the first and third
voices desynchronization.
of the other hand. Finally, in the third section, also with the duration of
429 quavers, we will see the. regular organization of the rhythmic structures
presenting few or any variation in the reference pattern.
At each new cycle of the piece, the first and third voices will be affect by
a different transposition. From the beginning of the piece until the end, the
first voice will be transposed one degree above at each iteration of its pitch
series, while the third voice will be transposed two degrees below, except for
the end of the second section when the left hand reaches the lower region of
the piano and is moved to five octaves above, continuing the process.
Figure 5.13 show the form of the first section of the piece for both hands
through the iteration of the rhythmic pattern, while a complete description
for the right hand is shown in figure 5.14. Figure 5.15 shows the different
transposition of the first and third voices in the first section.
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First Voice (slight perturbation - progressive diminution)
Section 1 404 eighth-notes
[ 2 3 2 3 3 1 1 3 3 1 1 3 ]
[ 3 5 3 5 5 3 7 ]
[ 2 4 2 4 4 2 7 ]
[ 3 5 3 5 5 3 3 4 5 3 3 5 ]
[ 3 5 3 5 5 3 7 ]
[ 3 5 3 5 5 3 7 ]
Phrase A’
-
=[ 0 0 0 1 0 1 1 ]Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 1 2 1 2 2 2 2 2 2 2 2 2 ]
[ 1 1 1 1 1 1 3 ]





=[ 0 0 0 0 0 0 1 ]Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]
[ 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 8 ]
=
Cycle 3
[ 3 5 3 5 5 3 3 4 5 3 3 5 ]
[ 3 5 3 5 5 3 7 ]
[ 3 5 3 5 5 3 7 ]Phrase A’
-
=[ 0 0 0 0 0 0 1 ]Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]
[ 0 0 0 0 0 0 1 ]





=[ 0 0 0 1 0 0 0 ]Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 1 0 0 0 0 0 0 0 1 ]
[ 0 0 0 1 0 0 0 ]
[ 3 5 3 5 5 3 8 ]
=
[ 3 5 3 4 5 3 3 4 5 3 3 4 ]
[ 3 5 3 5 5 3 7 ]
[ 3 5 3 5 5 3 8 ]
Cycle 2
Figure 5.13: Description of the form structure and numerical rep-
resentation of the successive iterations of the rhythmic pattern of
Désordre, first section. By reason of the different lengths of the
phrase structure for 1st and 3rd voices, each hand has a different
number of cycles, four in the 1st voice and three in the third, both
voices comprising 404 eights. Additionally, the successive subtrac-
tions from selected durations of the rhythmic pattern, specially in
the first voice, further promotes the voices desynchronization.
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Third Voice (Static)
[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase A’
Phrase A





[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]




[ 3 5 3 5 5 3 3 5 5 3 3 5 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase B
[ 3 5 3 5 5 3 8 ]
Cycle 3
[ 3 4 3 4 4 2 2 4 4 2 2 3 2 3 1 3 3 1 4 ]
[ 3 5 3 5 5 3 7 ]
[ 3 5 3 5 5 3 8 ]
[ 0 0 0 0 0 0 1 ]
[ 0 0 0 0 0 0 0 ]











=[ 2 3 2 3 3 2 5 ]
[ 1 2 1 2 2 1 1 2 2 2 1 1 2 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 3 2 3 3 2 2 3 3 2 2 3 ]
[ 1 2 1 2 2 1 3 ]
[ 2 3 2 3 3 2 5 ]
[ 3 5 3 5 5 3 8 ]




=[ 2 3 2 3 3 2 5 ]
[ 1 2 1 2 2 1 1 2 2 2 1 1 2 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 3 2 3 3 2 2 3 3 2 2 3 ]
[ 1 2 1 2 2 1 3 ]
[ 2 3 2 3 3 2 5 ]
[ 3 5 3 5 5 3 8 ]




=[ 2 3 2 3 3 2 5 ]
[ 1 2 1 2 2 1 1 2 2 2 1 1 2 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 3 2 3 3 2 2 3 3 2 2 3 ]
[ 1 2 1 2 2 1 3 ]
[ 2 3 2 3 3 2 6 ]
[ 3 5 3 5 5 3 8 ]




=[ 2 3 2 3 3 2 6 ]
[ 1 2 1 2 2 1 1 2 2 2 1 1 2 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 3 2 3 3 2 2 3 3 2 2 3 ]
[ 1 2 1 2 2 1 2 ]
[ 2 3 2 3 3 2 6 ]
[ 3 5 3 5 5 3 8 ]




=[ 2 3 2 3 3 2 6 ]
[ 1 2 1 2 2 1 1 2 1 2 1 1 1 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 3 2 3 3 2 2 4 3 2 2 4 ]
[ 1 2 1 2 2 1 2 ]
[ 2 3 2 3 4 2 6 ]
[ 3 5 3 5 5 3 8 ]




=[ 2 3 2 4 4 2 6 ]
[ 1 1 1 1 1 1 1 1 1 1 1 1 1 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 2 4 2 4 4 2 2 4 4 2 2 4 ]
[ 1 2 1 1 1 1 2 ]
[ 2 4 2 4 4 2 6 ]
[ 3 5 3 5 5 3 8 ]





=[ 0 0 0 1 0 1 1 ]
[ 2 3 2 3 3 1 1 3 3 1 1 3 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 1 2 1 2 2 2 2 2 2 2 2 2 ]
[ 3 5 3 5 5 3 7 ]
[ 1 1 1 1 1 1 3 ]
[ 3 5 3 5 5 3 8 ]




=[ 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 3 4 5 3 3 5 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]
[ 3 5 3 5 5 3 7 ]
[ 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 8 ]




=[ 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 3 4 5 3 3 5 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]
[ 3 5 3 5 5 3 7 ]
[ 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 8 ]




=[ 0 0 0 1 0 0 0 ]
[ 3 5 3 4 5 3 3 4 5 3 3 4 ]
Phrase A
[ 3 5 3 5 5 3 3 5 5 3 3 5 ] =
[ 3 5 3 5 5 3 8 ] -
Phrase B
-
[ 0 0 0 1 0 0 0 0 0 0 0 1 ]
[ 3 5 3 5 5 3 7 ]
[ 0 0 0 1 0 0 0 ]
[ 3 5 3 5 5 3 8 ]
= [ 3 5 3 5 5 3 8 ]
Cycle 2
Disorder Form: Right Hand
[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase A’
Phrase A
Phrase B [ 3 5 3 5 5 3 3 5 5 3 3 5 ]
Cycle 11
[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase A’
Phrase A
Phrase B [ 3 5 3 5 5 3 3 5 5 3 3 5 ]
Cycle 12
[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase A’
Phrase A
Phrase B [ 3 5 3 5 5 3 3 5 5 3 3 5 ]
Cycle 13
[ 3 5 3 5 5 3 8 ]
[ 3 5 3 5 5 3 8 ]
Phrase A’
Phrase A




Figure 5.14: Description of the form structure and numerical rep-
resentation of the successive iterations of the rhythmic pattern of
Désordre, 1st voice, all three sections.
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page 2 - system 1 - measure 0 
page 2 - system 2 - measure 7 
page 2 - system 4 - measure 7 
page 3 - system 2 - measure 6 
Figure 5.15: Representation of the first section of Désordre. Here it is shown the reiteration of pitch
series for the 1st and 3rd voices. At each cycle, the series is transposed by one degree higher (1st
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In the sections below I am going to explain most of the details which involved
the implementation of the model and reconstruction of the first section of
Désordre. Some aspects, such as the generation of pitch materials are shared
by the voices of each hand and therefore are explained separately. Then, I
explain some of the operators and patches necessary to the reconstruction of
only one cycle of each individual voice. The process of rebuilding the different
cycles is the same except that they will be affected by a different transposition
and different processes of perturbation of the rhythmic pattern, which I
explain in a individual section. The cycles for each voices are joined by a
concatenation process and then each voice is finally superimposed completing
the reconstruction process of the first section of the piece (404 eights, three
cycles for 4th voice and four cycles for the 1st).
5.3.1 Generation of the Pitch Material
The first step to model the piece is the generation of the pitch material for
both hands. In the case of the right hand, the process involves constructing
a series of pitches from a series of degrees which are mapped to a given set,
namely the B Locrio scale. To achieve this construction a function had to
be implemented which will take a given set and one single degree, returning
a pitch in midicents. By mapping this function the complete sequence of
pitches for phrase A, A’ and B of the first cycle of the first voice can be
reconstructed. We named this function mc<-degree (meaning midicent from
degree) and its implementation in LISP can be seen in listing D.1. Figure
5.16 shows the complete process in an OpenMusic patch. The generation of
the pitch material for the 2nd voice follows the same principle.
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Figure 5.16: OpenMusic patch reconstructing the pitch material of Désordre’ first voice. A set of
pitches (a B locrio scale) is used as a reservoir by the function mc<-degree which takes as second
argument a list of degrees returning the corresponding pitch series (in midicents).
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The generation of the pitch material of the left hand depends on the
process of the right one which we just described. The process consists in
calculating the complementary set and rotating it to only after apply the
series of degrees which will construct the sequence of pitches for the first cycle
of the 3rd voice. Figure 5.17 exemplifies the process behind the calculation of







































Figure 5.17: In Désordre the generation of the left hand’s pitch
material depends on the pitch set used by the right hand. It is
obtained by taking the right hand’s set, calculating its complement
and then rotating left the result.
The implementation involved the creation of three new functions; a func-
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tion to convert from a list ofmidicents to pitch classes, one to calculate the com-
plement and finally a function to rotate left a sequence of pitches. We named
those functions pc<-mc (meaning pitch-class from midicent), complement
and rotation. Their implementations in lisp are shown in listings D.2, D.3
and D.4, respectively. The complete process implemented in a OM patch is
shown in figure 5.20. As with the relation between 1st and 2nd voices, the
generation of the pitch material for the 4th voice follows the same principle.
(a) A-sequence subpatch
(b) B-sequence subpatch
Figure 5.18: OM subpatches reconstructing phrases A (a) and B (b)
of the first voice. Phrase A is composed by the rhythmic cells in
the order AABC, while phrase B has the order AABABA. The
subroutines decompose a number into two different primes and ar-
range all three numbers in a specific order to form the cells and
compose the phrases’ structure.
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Figure 5.20: OpenMusic patch reconstructing the pitch material of
Désordre’ third voice. The set of pitches used in the first voice (a
B locrio scale) is used to derive its pitch class complement through
the application of functions pc<-mc and complement. After the place-
ment of the resulting set in the middle C octave, it is rotated left
and used as a reservoir by the function mc<-degree which will map
it to the series of degrees reconstructing the third voice’ phrases A,
A’ and B.
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Figure 5.21: OM Patch which reconstructs the rhythmic pattern,
without perturbations, played through one cycle of the first voice,
right hand. After phrases A, A’ and B are structured from the
prime decomposition of an integer (expressed as a list of du-
rations in eighth-notes, e.g.: (3 5), (5 3), etc.), the functions
figures<-proportions, make-time-signature and mktree will rewrite
it as a rhythmic tree, OM’s own rhythmic syntax, allowing its rep-
resentation in traditional musical notation by the OM object Voice.
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5.3.2 1st Voice
Once generated the pitch material for the right and left hands, as described
above, it is necessary to reconstruct the rhythmic pattern played by the 1st
voice. Here the idea was to first model this structure in its unaltered form,
without perturbations (see figure 5.11, 5.12 and 5.13), as it appears only in its
last section. To achieve this reconstruction, first we have to choose from a list
of numbers which can be decomposed as a sum of two primes. In occurrence
the number 8, used to reconstruct the original piece, can be decomposed in
3 and 5, as explained in section 5.2.4. Those three numbers arranged in a
particular sequence constitute the rhythmic structures of the tree phrases of
each cycle of the 1st voice.
Listings D.5 shows the implementation of the function nth-sum-of-two-
primes which takes an index as parameter and returns a member of the above
mentioned list (see also figure 5.9). Listings D.6 shows the implementation of
the function 2prime-decomp which can decompose a number from the previous
list, returning two prime numbers. Listings D.7 shows the implementation
of function aab-seq which arranges the former two numbers in a particular
sequence (see figures 5.13 and 5.8). In the same way listings D.8 shows the
code for the aba sequence. The tree functions are enclosed in the patches
shown in figure 5.19a and 5.19b allowing for the reconstruction of phrases A
and B.
The complete process allowing the reconstruction of one cycle of the
1st voice is shown in the patch of figure 5.21 which includes the functions
make-time-signature, which calculates the time-signature automatically
from a list of rhythmic proportions, and figures<-proportions, which
converts from a list of proportions (durations in number of eighth-notes) to a
list of rhythmic figures, seen in listings D.9 and D.10.
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5.3.3 2nd and 4th voices
The reconstruction of the second voice depends not only on the pitch material
but also the list of measures signatures already calculated for the first voice.
The other elements and parameters involved in its reconstruction are a series
of degrees and durations (in number of eighth notes), representing the voice
striped of all scale fragments, and the beat-unit (1/8 for the original piece).
Listings D.11 shows the implementation of function run which can rein-
troduce the scale fragments from the series of pitches and durations described
above (see also figure 5.7). Figure 5.22 shows the main abstraction (mkplane)
with its parameters. Figure 5.23 shows the contents of abstraction mkplane
where the function run is applied, the velocities and MIDI channel are as-
signed and the OM built-in function pulse-maker calculates the rhythmic
tree with from the list time-signatures and durations.
For generation of the 4th voice the same patch show in figure 5.22 is
reused, the only difference being that the series of degrees and durations
are different and the input gamut is receiving the rotated complementary set
generated for the left hand.
5.3.4 3rd Voice
The construction of the 3rd voice will follow almost the same principles of the
first one. In fact it will suffice to just modified it to change the way phrase B
is organized and and to take as the pitch reservoir the set which is the rotated
complement of the 1st-voice. Figure 5.24 shows an abstraction programmed
to construct phrase B of the 3rd voice.
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Figure 5.22: OM patch programmed to reconstruct Désordre’ sec-
ond voice, right hand. The main operations are integrated by the
abstraction mkplane which requires as parameters a series of dura-
tions, a series of degrees, the beat-unit, the list of time-signatures
(already calculated for the 1st voice), the pitch set and tempo.
The result is represent in traditional music notation by OM object
voice.
5.3.5 Concatenation of cycles and superimposition of
voices
In this model I opted to not use neither the subsequent transpositions for
each cycle of the 1st and 3rd voices (see figure 5.15) nor the matrices of
perturbations of the rhythmic pattern (see figure 5.13), those being ‘hardcoded’
in the implementation. They are modeled by what we could call a “surface
level" process; an OM abstraction will modify the “underlying" rhythmic
pattern once they are already generated. Figure 5.25 shows such a patch
programmed to cause the slight perturbations of cycle one of the 1st voice.
Their implementation followed exactly the matrices exposed in figure 5.13.
The construction of the first section of the piece for each voice is made by
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Figure 5.23: Contents of the abstraction mkplane which encloses the
operations required to reconstruct the 2nd voice (and reused to build
the 4th voice), The function run introduces ascending degree steps
after notes longer than one beat-unit. The function mc<-degree is
reused here to map the pitch set to the new list of degrees return
by run, while the function pulse-maker returns the reconstructed list
of continuous pulses as a OM rhythmic tree.
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Figure 5.24: OM subpatch reconstructing phrase B of the third
voice. Phrase B is composed by the rhythmic cells in the order
AABABAAABC (see also figures 5.8 and 5.18)
a process of concatenation, each cycle (represented by the OM class voice) is
joined sequentially through the OM function concat. Then, the each voice is
superimposed creating a poly. Figure 5.26 shows the concatenation process
for the cycles of the 1st voice and figure 5.27 shows the superimposition of
the voices in a OM patch.
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Figure 5.25: Matrices of perturbation of the rhythmic pattern are
hardcoded in the implementation. The patch reproduce the pro-
cesses ilustraded in figures 5.11 and 5.12.
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Figure 5.26: OM subpatch which shows the concatenation of cycles
for the first voice. The other three voices follow the same principle.
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From the implementation described above we are able to reconstruct the first
section (404 eight notes) of the piece for each voice. In the end the model
was built around six parameters; the first one which I call the gamut the
set of pitches in which the first two voices are based; the NSP, i.e. the nth
sum of primes (a integer), the parameter d-int, i.e. doubling interval which
adds a constant, fixed interval to the first and third voices; the parameter
beat-unit which represents the smallest rhythmic figure; the parameter
tempo and finally the pitch-unit which represents the smallest pitch interval
. The reconstruction is made by pluging the following values: gamut = (B3
C4 D4 E4 F4 G4 A4), NSP = 2, D-int = -1200, beat-unit = 1/8, tempo =
252 (quarter-note) and p-unit = 100 (cents).
Figure 5.28 shows the final patch in OpenMusic with its parameters and
figures 5.29, 5.29, 5.29 and 5.29 show the resulting score produced by the
patch without any score edition or further manual manipulation.
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Figure 5.28: Main OM patch implementing the final model of the the
first section of Désordre with its parameters.
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5.4.1 Manipulation of Parameters
The exploration of variations which the model can produce involves the
manipulation of the each parameter’s value. The model’s exploration leaves
me to adopt a categorization to these manipulations, according to their
capacity to change the formal characteristics or perspectives of the piece. I
call parameters of high impact those that minimal variation is able to affect
significantly the piece, in the case of this model the parameters gamut, NSP
and pitch-unit. A medium impact parameter is d-unit or doubling, whose,
despite not transforming significantly the main characteristics of the piece,
can cause a lightly perception’s change of the instances, as changing the
octave doubling to a tritone or another not tempered interval. In this model
context, the low impact parameters are beat-unit and tempo, whose did not
change practically anything on the piece structure, just the notation and
speed. Next, I will show the thesis parameter’s exploration, specially those
of high impact, followed by the beginning of the score of each variation and
MIDI representation of the entire first section. I decided to choose some
arbitrary values for each parameter, values that produce “moderate" and
“extreme" variations.
5.4.2 Parameter: Gamut
This parameter is responsible for the pitch material played by both hands.
The pitch set plugged in this parameter is mapped directly to the series of
degrees of the 1st and 2nd voices (see figure 5.20), while an automated process
will calculate the rotated complement for the left hand (Figure 5.17). In the
original piece we have a relation of seven and five pitches for each hand. The
first exploration test made was trying to change that relation so that the
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right hand posses a eight note series what resulting in four note complement
for left hand. The scale chosen was the octatonic symmetric scale which have
complementary another symmetrical set, the diminished seventh chord, as
shown in figure 5.30. The resulting simulation, preserving other values of the
original piece, have a ‘harmonic steadiness’ very different from the original
version. Despite the sum of the two sets still result in the chromatic space
of twelve sounds, the harmonic tension between the two voices seems to be
softer. Figure 5.31 shows the beginning of this variation and the piano roll of
the complete first section.





Figure 5.30: Changing the pitch set of the right hand to an octatonic
scale yield a diminished seventh chord as complement.
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Desordre - Instance generated with parameter gamut = Octatonic scale
����� �
Figure 5.31: Resulting score and MIDI representation of a simulation using an octatonic scale as the
pitch set for the right hand.
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The second simulation was done to reconstruct the piece from a whole-tone
scale, both hands being based on sets of the same length. One immediate
consequence had to do with the transpositions following each cycle; as the
whole-tone scale has a major-second (200 cents) as its smaller interval, the
melodies of the first and third voices develop a broader ambitus quicker. This
simulation produces a very static harmonic perception, less rich in intervallic
and harmonic color. On the other hand, the effect of “suspension" in the
harmonic domain can render other features of the piece more prominent to
the ear. Figure 5.32 shows the underlying process of generating the left hand
pitch material, while figure 5.33 shows the beginning of the score of this
instance followed by the piano roll of the entire first section.
Manipulation of parameters gamut
Complement 
and rotate left
Whole Tone Scale C
Whole Tone Scale D#
Figure 5.32: Changing the pitch set of the right hand to a whole-tone
scale yield another whole-tone scale as complement.
In the last test, something more different was tried as an example of
extreme values passed to a parameter. Here the set of pitches for the right
hand is a ten step chromatic scale yielding a complement of only two notes
for the left hand. This change also has an effect in the development of the
ambitus for both voices. In the first one, as there are more semitones to
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Desordre - Instance generated with parameter gamut = Whole tone scale
����� �
Figure 5.33: Resulting score and MIDI representation of a simula-
tion using a whole-tone scale as the pitch set for the right hand.
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transpose following each cycle, its ambitus becomes very narrow. On the
third voice the opposite happens; as its two notes are separated by an octave,
its ambitus is much more broader. Figures 5.34 shows the underlying process
of calculating the left hand material from this ten step scale and figure 5.35
shows the beginning of the resulting score followed by the piano roll of the
first section.





Figure 5.34: Using a ten step chromatic scale as the pitch set for
the right hand yield two note complement forming a major seventh
interval after left rotation.
5.4.3 Parameter NSP
The parameter NSP influences the rhythmic pattern played by first and third
voices. The proportions between the “melodic voices" and the “toccata-
like voices" can greatly change and irrational rhythms can arise from the
relation between different time signatures and the fixed metric of the second
and fourth voices. This parameter can strongly alter the perception of the
piece, sometimes creating the impression of a very strong desynchronization.
Furthermore, as the NSP value gets higher, the matrices of perturbation of
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Desordre - Instance generated with parameter gamut = Ten step chromatic scale
Measure 1-6 (left hand)
Measure 42-46 (left hand)
����� �
Figure 5.35: Resulting score and MIDI representation of a simula-
tion using a ten step scale as the pitch set for the right hand.
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the rhythmic pattern have less and less effect. To illustrate the manipulation
of this parameter, three different instances are presented. In the first case we
have the value NSP = 0, where the number five is chosen to be decomposed
into primes two and three. Here the “toccata-like voices" will play eight
eighth-notes instead of ten in the first measure (5/8 time), and the durations
in the rhythmic pattern becomes closer (2 and 3). Figure 5.36 shows the
underlying process of generating and transforming the rhythmic pattern for
one cycle of the first voice, while figure 5.37 shows the beginning of the
instance followed by the piano roll of its first section. In this version the
matrices of perturbation of the rhythmic pattern have a slightly stronger
effect than in in comparison with the original piece.
Phrase A’
Phrase A
[ 2 3 2 3 3 2 2 3 3 2 2 3]
[ 2 3 2 3 3 2 5 ]
Phrase B
[ 2 3 2 3 3 2 5 ]
NSP = 0
[ 2 3 2 3 3 2 2 2 3 2 2 3 ]
[ 2 3 2 3 3 2 4 ]




[ 0 0 0 0 0 0 1 ]
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]




Manipulation of parameters: NSP = 0 - Cycle 1, Right Hand
Figure 5.36: The zeroth sum of two primes is the number 5 which
is decomposed in primes 2 and 3. When Désordre’s rhythmic pat-
tern is composed from these numbers the “harcoded" matrices of
perturbation have a slightly more pronounced effect.
In the second simulation, NSP = 3, the number 9 which is chosen to
be decomposed into primes two and seven. There is a greater discrepancy
between the proportions of those two base durations (2+7 against 3+5 in
the original piece) changing the perception of the rhythmic pattern (a very
short duration followed by a longer duration). The matrices of perturbations
will also strongly affect the rhythmic pattern, while in the fourth measure
the second voice will play a rhythmic group in the proportion of 14 against
250
Desordre - Instance generated with parameter NSP = 0
����� �
Figure 5.37: Resulting score and MIDI representation of a simula-
tion using numbers 2, 3 and 5 to compose the cells of the rhythmic
pattern.
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9. Figure 5.38 shows the beginning of this instance’s score while figure 5.39
shows the piano roll of the first section.
Manipulation of parameters: NSP = 3, cycle 1, right hand
Phrase A’
Phrase A
[ 2 7 2 7 7 2 2 7 7 2 2 7 ]
[ 2 7 2 7 7 2 9 ]
Phrase B
[ 2 7 2 7 7 2 9 ]
NSP = 3
[2 7 2 7 7 2 2 6 7 2 2 7 ]
[ 2 7 2 7 7 2 8 ]




[ 0 0 0 0 0 0 1 ]
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]




Figure 5.38: The third element in the list of number which are the
sum of two primes is 9 which is decomposed in 2 and 7. When
Désordre’s rhythmic pattern is composed from these numbers the
“harcoded" matrices of perturbation have a slightly less pronounced
effect.
As an example of a manipulation of this parameter by an extreme value,
the piece was simulated with the parameter NSP as 50. Now the number 72
is selected to be decomposed in primes 5 and 67. This extremely long, very
distorted version of piece is represented in figures 5.40 and 5.41.
5.4.4 Parameter: pitch-unit
Among all strong-impact parameters, the pitch-unit will be the hardest
one to develop a solfège with. In the most simple case, it can transform the
pitch space where the complement will be calculated. For instance, changing
the pitch unit from 100 cents (a semitone) to 50 cents (a quarter-tone) will
change the pitch space from the 12 tone equal temperament to 24. In this
case the 7-note diatonic scale used by the parameter gamut will yield a 17-
note complement instead of the original five, now dissolving the ‘dichotomy’
diatonicism vs pentatonicism and creating the contrast 12-tone tempered
diatonicism vs 24-tone tempered chromaticism. Figure 5.42 illustrate the
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Desordre - Instance generated with parameter NSP = 3
����� �
Figure 5.39: Resulting score and MIDI representation of a simula-
tion using numbers 2, 7 and 9 to compose the cells of the rhythmic
pattern.
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Manipulation of parameters: NSP = 50, cycle 1, right hand
Phrase A’
Phrase A
[ 5 67 5 67 67 5 5 67 67 5 5 67 ]
[ 5 67 5 67 67 5 72 ]
Phrase B
[ 5 67 5 67 67 5 72 ]
NSP = 50
[ 5 67 5 67 67 5 5 66 67 5 5 67 ]
[ 5 67 5 67 67 5 71 ]




[ 0 0 0 0 0 0 1 ]
[ 0 0 0 0 0 0 0 1 0 0 0 0 ]




Figure 5.40: The fiftieth element in the list of number which are the
sum of two primes is 72 which is decomposed in 5 and 67. When
Désordre’s rhythmic pattern is composed from these numbers the
matrices of perturbation has almost no effect.
process of generating the complement for the B locrio scale when the pitch-unit
equals to 50 cents and figure 5.43 shows the first measures of this measures
of this version followed by the piano roll of the first section. The piano roll
shows how greatly this value restrains the ambitus of the fourth voice as there
are much more notes to play in the space of one octave.
In the second simulation, 200 cents was used as the value for the pitch
unit. What is interesting in this case is that the pitch space should have
only six notes (a whole-tone scale), but as the original pitch set for the right
hand already has 7 notes, the resulting combinatorial tonality is formed by a
10 note pitch set, the complement being composed by the three sharp notes
F#4, G#4 and #A. Figure 5.44 shows the underlying process and figure 5.45
the beginning of the score with the piano roll of the first section.
5.5 Conclusions
This chapter presented a computer model of the first of Ligeti’s piano études
from which its first section was reconstructed and neighboring variants where
simulated and analyzed. The chapter contributed to bring a new light on the
compositional processes used in the piece and opened a new semantic field
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Desordre - Instance generated with parameter NSP = 50
������ �
Figure 5.41: Resulting score and MIDI representation of a simula-
tion using numbers 5, 67 and 72 to compose the cells of the rhyth-
mic pattern.
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Manipulation of parameters pitch unit 
Complement 
(pitch unit = 50 
cents) and rotate 
left
B Locrio
Figure 5.42: When changing the pitch space from the 12 tone equal
temperament to 24, the pitch set of the right hand (the B locrio
scale) yields a 17 note complement instead of a 4 note complement.
for them. The discussion will most probably not end with what was exposed
here. Many improvements can be made to the model implementation and
other ways of extending the potential of the generation of variations could
be found. As Heinrich Taube’s was a reference to this analysis, I expect that
ours could be the starting point of new discoveries in future works.
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Desordre - Instance generated with parameter pitch unit = 50
����� �
Figure 5.43: Resulting score and MIDI representation of a simula-
tion using 50 cents as the pitch unit.
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Manipulation of parameters pitch unit 
Complement 
(pitch unit = 200 
cents) and rotate 
left
B Locrio
Figure 5.44: When changing the pitch unit to 200 cents, the pitch
set of the right hand yields a 3 note complement.
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Desordre - Instance generated with parameter pitch unit = 200
����� �
Figure 5.45: Resulting score and MIDI representation of a simula-
tion using 200 cents as the pitch unit.
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Conclusions
In this thesis we presented an approach inspired on some examples of the
literature, specially on what I called the French School of computer-aided
analysis. This approach was applied in two pieces and a technique that I
consider having a substantial relevance to 20th century’s music. The case
studies came from different composers, having very distinct aesthetic premises
and historical backgrounds. Those pieces were addressed with reasonable
depth, although the development of a methodology itself was more important
to me than the exhaustive analysis of a particular piece or compositional
technique.
I expect to have contributed with a practical demonstration, but from
a renewed perspective, to the computer-aided analysis paradigm which was
championed by Riotte, Mesnage, Chemillier and Assayag in the early days
when Patchwork (1991) was still one of the main programming environments
for assisted composition. Accordingly, I expect to have succeeded in reasserting
the applicability of this paradigm with a present-day computer environment
(OpenMusic). Since my discovery of those previous experiences, I felt that
the most exciting and most important aspect of the analyse modélisé was
the possibility of generating neighboring variants (instances). In that way, I
consider that the perspectives open by the exploration shown in the previous
chapters was the major contribution of this thesis.
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The modeling of musical scores with the explicit goal of generating neigh-
boring variants seems to me as a one step further into the direction of a more
creative analysis, a kind of analysis forecast and advocated decades ago by
both Luciano Berio and Pierre Boulez. I see the approach presented here as
a very clear answer to that need. On the other hand, I am very aware that
there are still too much to be explored and to be learned from it. The field is
open and there is an infinity of methods that could be tried to explore the
potential of creating new musical forms from a given model.
Unsurprisingly, presenting this method posed many challenges. One of
them was how to describe the algorithms or the model implementation in
a comprehensive way without turning it a too tedious, tiresome endeavor.
In the same way, the description and evaluation of several instances can be
too burdensome, as the discussion around just one single variation can be
not easily exhaustible. The automated estimation of symbolical and psycho-
acoustic measurements helped greatly in this exploration, but I feel that there
are much more to be made to help us seeing and understanding better the
space of instances that a model can produce.
Unlike Stanley Gill, I can tell that the musical results produced by the
different models presented in this thesis pleased me quite enough. I think that
our achievement here comes from having implemented expressive parameters
that gave me greater control of the musical result. We could even talk about
a solfège of parameters. I think that some variations of Tenney’s Spectral
Canon or Steve Reich’s Clapping Music are interesting and authentic enough
that they could be part of a concert.
The study of neighboring variants made me discover my position in relation
to the different attitudes to the use of the computer in music analysis. I feel
that what is more important to me is not to use the computer to automate
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the process of discovering and reconstruction of patterns, but instead open
a new field of meaning to musical phenomena, to favor polysemy above all
instead of reducing the musical materials to a fixed, inflexible algorithm.
In a similar way, I do not think that is of crucial importance for a model to
absorb the style of a given composer in its simulation, instead the neighboring
variants need only to be coherent, to retain a sense of form and achievement,
if possible, according to the many rules and compositional practices as it has
been done through the centuries by the teaching of musical composition. In
short, it is best to discover variations of a pile far distant from the original
but which possess those qualities than something which sounds like Mozart,
Boulez or Ligeti but in the give the impression of being mere pastiches of the
originals.
These considerations are related in some sort to the probabilistic vs
deterministic modeling debate. I am aware of the practical solutions and
advantages of probabilistic models, but as a musicologist not very often I
feel satisfied with its application to describe and explain music phenomena.
I think that many of the experiments which apply these techniques brings
very littles light to the underlying processes that make part of a musical
composition. It is from this perspective that I understand the problems with
many experiments of the first phase of computer music, as presented in the
first chapter.
It is this frame of work that permitted me to bring new light in the study
of György Ligeti’s Disorder. The previous model presented by Heinrich Taube
has very pedagogical merits but it did bring not that much insight in how the
2nd and 4th voices could be constructed. I also expect to have drawn attention
to how the concepts of “combinatorial tonality” ad the “decomposition of a
number in two primes” can be used to elaborate compositional processes.
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About James Tenney’s piece, this thesis has the merit of opening a new
field of study for the piece which did not exist before. The investigation of the
piece generative process have shown that some of its compositional aspects
and the piece’s very own technical appeal goes way beyond to what has been
written in the score and the player piano roll. Although Clarence Barlow and
Ciarán Maher made variations of the piece based on Tenney’s own directions,
now, for the first time, a complete computational model have been published,
allowing for anyone interested to make their own variations.
About the modeling of Pierre Boulez’ chord multiplication, I always felt
that the use of a computer implementation could lead to a better under-
standing and easier comparison wit its other theoretical incarnations. The
implementations presented here has the merit of unifying and integrating the
views of Heinemann, Hanson and the obscure examples of Koblyakov. The
implementation can be used in future modelings of Boulez’ pieces which makes
use of the technique. I also believe that the chapter constitutes a reference
for studies which aim to integrate history, theory and assisted analysis.
Finally, I hope that this thesis has contributed with a substancial example
of how a computer environment developed primarily for music composition
can be used extensively to carry musicological studies.
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Appendix A
Spectral Canon for Conlon
Nancarrow LISP implementation
https://github.com/charlesdepaiva/Spectral-Canon-for-Conlon
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Appendix B
Clapping Music LISP
implementation
https://github.com/charlesdepaiva/Clapping-Music
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Appendix C
Arvo Pärt’s Tintinabullation
implementation
https://github.com/charlesdepaiva/Tintinnabuli
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Appendix D
Désordre’s LISP functions
Listing D.1: mc<-degree
1 (lambda␣(i␣list)
2 ␣␣(let*␣((length␣(length␣list))
3 ␣␣␣␣␣␣␣␣␣(modulus␣(mod␣i␣length))
4 ␣␣␣␣␣␣␣␣␣(octave␣(floor␣i␣length))
5 ␣␣␣␣␣␣␣␣␣(octave␣(*␣octave␣1200)))
6 ␣␣(+␣octave␣(nth␣modulus␣list))))
Listing D.2: pc<-mc
1 (lambda␣(a)␣(mapcar␣#‘(lambda␣(x)␣(mod␣x␣1200))␣a))
Listing D.3: complement
1 (lambda␣(x␣y)
2 ␣␣(loop␣for␣i␣from␣0␣to␣(-␣1200␣y)␣by␣y
3 ␣␣␣␣␣␣␣␣when␣(not␣(included?␣(list␣i)␣x))
4 ␣␣␣␣␣␣␣␣collect␣i))
Listing D.4: rotation
1 (lambda␣(x)␣(append␣(cdr␣x)␣(list␣(+␣1200␣(car␣x)))))
Listing D.5: nth-sum-of-two-primes
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1 (lambda␣(x)
2 ␣␣(let␣((sum-of-two-primes␣‘(5␣7␣8␣9␣10␣12␣13␣14
3 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣15␣16␣18␣19␣20␣21␣22␣24␣25␣26␣28␣30␣31␣32␣33␣34
4 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣36␣38␣39␣40␣42␣43␣44␣45␣46␣48␣49␣50␣52␣54␣55␣56
5 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣58␣60␣61␣62␣63␣64␣66␣68␣69␣70␣72␣73␣74␣75)))
6 ␣␣␣␣(nth␣x␣sum-of-two-primes)))
Listing D.6: 2prime-decomp
1 (lambda␣(x)
2 ␣␣(let␣((primes␣‘(2␣3␣5␣7␣11␣13␣17␣19␣23␣29␣31␣37␣41␣43
3 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣47␣53␣59␣61␣67␣71␣73␣79␣83␣89␣97␣101␣103␣107␣109␣113
4 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣127␣131␣137␣139␣149␣151␣157␣163␣167␣173␣179␣181␣191␣193)))
5 ␣␣␣␣(loop␣for␣i␣in␣primes
6 ␣␣␣␣␣␣␣␣␣␣while␣(>␣x␣i)
7 ␣␣␣␣␣␣␣␣␣␣when␣(included?␣(list␣(-␣x␣i))␣primes)
8 ␣␣␣␣␣␣␣␣␣␣do␣(return␣(list␣i␣(-␣x␣i))))))
Listing D.7: aab-seq
1 (lambda␣(pair)
2 ␣␣(let*␣((reverse-pair␣(reverse␣pair)))
3 ␣␣␣␣(list␣pair␣pair␣reverse-pair)))
Listing D.8: aba-seq
1 (lambda␣(pair)
2 ␣␣(let*␣((reverse-pair␣(reverse␣pair)))␣(list␣pair␣reverse-pair␣pair)))
Listing D.9: make-time-signature
1 (lambda␣(unit␣numbers)
2 ␣␣(let*␣((numerators␣(loop␣for␣i␣in␣numbers
3 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣collect␣(apply␣#’+␣i))))
4 ␣␣␣␣(loop␣for␣i␣in␣numerators
5 ␣␣␣␣␣␣␣␣␣␣collect␣(list␣i␣(denominator␣unit)))))
Listing D.10: figures<-proportion
1 (lambda␣(list␣unit)
2 ␣␣(labels␣((figure<-proportion␣(proportion␣unit)
3 ␣␣␣␣␣␣␣␣␣␣␣␣␣(*␣proportion␣unit)))
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4 ␣␣␣␣(loop␣for␣i␣in␣list
5 ␣␣␣␣␣␣␣␣␣␣collect␣(figure<-proportion␣i␣unit))))
Listing D.11: run
1 (lambda␣(dur␣pivot␣unit)
2 ␣␣(let*␣((durs␣(repeat-n␣unit␣dur))
3 ␣␣␣␣␣␣␣␣␣(pitches␣(loop␣for␣i␣from␣0␣to␣(1-␣dur)
4 ␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣collect␣(1+␣i)))
5 ␣␣␣␣␣␣␣␣␣(pitches␣(om+␣pivot␣pitches)))
6 ␣␣␣␣(list␣durs␣pitches)))
