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Exame de 22.6.94 e resoluc¸a˜o.
1
Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1oAno)
Justifique cuidadosamente todas as respostas.
Data: 22/6/1994
Durac¸a˜o: 3h00.
I.
Considere a equac¸a˜o diferencial

x1
x2
x3
x4
x5


′
=


1 −1
3 1
−2
1 1
1 1




x1
x2
x3
x4
x5

 (1)
onde as posic¸o˜es da matriz que na˜o esta˜o explicitamente indicadas sa˜o zeros.
a) Determine a soluc¸a˜o de (1) com condic¸a˜o inicial x1(0) = x2(0) = 0, x3(0) = x4(0) = −x5(0) = 1.
b) Determine o maior conjunto L ⊂ R5 tal que as soluc¸o˜es x(t) de (1) com condic¸o˜es iniciais em
L sa˜o globalmente limitadas (i.e., existe uma constante M tal que ‖x(t)‖ ≤ M, para todo o
t ∈ R.)
II.
1. Determine a soluc¸a˜o da equac¸a˜o separa´vel xx′ − (1 + x2)t2 = 0 com condic¸a˜o inicial x(0) = 1.
2. Considere o problema de Cauchy

x′ =
2
π
1 + x2
x
t2 arctan(x+ t)
x(0) = 1
(2)
a) Verifique, justificando cuidadosamente, que este problema tem soluc¸a˜o local u´nica.
b) Verifique que o intervalo ma´ximo de existeˆncia da soluc¸a˜o de (2) conte´m o intervalo
[0,+∞[.
(Sugesta˜o: Tenha em conta o resultado da questa˜o II.1)
2
III.
Considere o sistema {
x′1 = x2
x′2 = − g(x1)
(3)
onde g : R −→ R e´ uma funa˜o localmente lipschitziana.
1. Verifique que a funa˜o V : R2 −→ R definida por
V (x1, x2) = x
2
2 + 2
∫ x1
0
g(υ)dυ
e´ uma constante do movimento para (3).
2. Com g(x1) = x1 − 2x31,
a) Determine todos os pontos de equil´ıbrio de (3).
b) Linearize (3) em torno dos pontos de equil´ıbrio e indique, justificadamente, para quais dos
casos o me´todo de linearizac¸a˜o e´ va´lido. Para os casos em que o me´todo de linearizac¸a˜o
foˆr va´lido esboce o retrato de fase na vizinhanc¸a do ponto de equil´ıbrio.
c) Esboce o retrato de fase do sistema e determine a estabilidade de todos os pontos de
equil´ıbrio.
IV.
1. Seja f : [0, 1] −→ R uma func¸a˜o seccionalmente diferencia´vel. Seja f˜ o prolongamento par de f
a [− 2, 2] tal que f˜(x) = − f(2− x) para x ∈ [1, 2]. Estendendo f˜ a toda a recta real como
uma func¸a˜o perio´dica de per´ıodo 4, mostre que a se´rie de Fourier de f˜ e´ uma se´rie de cosenos
e que todos os coeficientes de ordem par da se´rie de Fourier sa˜o nulos.
2. Utilizando o me´todo de separac¸a˜o de varia´veis determine a soluc¸a˜o formal do problema seguinte

ut = uxx, (t, x) ∈ R+×]0, 1[
ux(t, 0) = u(t, 1) = 0, t > 0
u(0, x) = 1− x2, x ∈ [0, 1]
(Sugesta˜o: Pode ser u´til ter presente o resultado da questa˜o anterior.)
3
Resoluc¸a˜o:
I.
a) Seja A a matriz do sistema (1). A soluc¸a˜o geral de (1) e´ x(t) = P (t; 0)x(0) onde P (t; 0) = eAt
e´ a matriz principal em t0 = 0. Como a matriz do sistema e´ diagonal por blocos tem-se que
eAt = diag
(
eA1t, e−2t, eA2t
)
onde A1 =
[
1 −1
3 1
]
, e A2 =
[
1 1
1 1
]
. Consequentemente, a
soluc¸a˜o pretendida e´
x(t) =


eA1t
e−2t
eA2t




0
0
1
1
−1

 =


0
0
e−2t
x4(t)
x5(t)

 ,
onde [
x4(t)
x5(t)
]
= eA2t
[
1
−1
]
.
Calculemos agora eA2t :
Os valores pro´prios da matriz A2 sa˜o os zeros do polino´mio caracter´ıstico pA2(λ) = det(A2 −
λI2) = λ(λ− 2), os quais sa˜o λ1 = 0 e λ2 = 2. Utilizando o me´todo de Putzer tem-se
eA2t = r1(t)P0(A2) + r2(t)P1(A2)
onde
P0(A2) = I2 =
[
1 0
0 1
]
P1(A2) = A2 − λ1I2 =
[
1 1
1 1
]
e (r1(t), r2(t)) e´ a soluc¸a˜o de {
r′1 = λ1r1, r1(0) = 1
r′2 = λ2r2 + r1, r2(0) = 0.
A equac¸a˜o para r1(t) e´ uma EDO linear escalar homoge´nea de primeira ordem, a qual e´
facilmente integra´vel obtendo-se
r1(t) = 1, ∀t ∈ R.
Multiplicando a segunda equac¸a˜o por um factor integrante µ = µ(t) tem-se µr′2 − 2µr2 = µ,
e para que o membro esquerdo seja igual a (µr2)
′ = µr′2 + µ
′r2 tem de se escolher µ tal que
4
µ′ = −2µ. Nestas condic¸o˜es a segunda equac¸a˜o pode-se escrever como (e−2tr2)′ = e−2t, a
qual, integrando entre 0 e um valor arbitra´rio t e usando a condic¸a˜o inicial r2(0) = 0, fornece
a soluc¸a˜o
r2(t) =
1
2
(
e2t − 1) .
Conclui-se que
eA2t =
[
1
2
(
e2t + 1
)
1
2
(
e2t − 1)
1
2
(
e2t − 1) 12 (e2t + 1)
]
.
Portanto [
x4(t)
x5(t)
]
=
[
1
2
(
e2t + 1
)
1
2
(
e2t − 1)
1
2
(
e2t − 1) 12 (e2t + 1)
] [
1
−1
]
=
[
1
−1
]
e a soluc¸a˜o pedida e´
x(t) =


0
0
e−2t
1
−1

 .
b) Vejamos primeiro quais sa˜o os valores pro´prios da matriz do sistema: como a matriz e´ diagonal
por blocos os seus valores pro´prios sa˜o os valores prp´rios das submatrizes que constituem
os blocos. Isto permite concluir que λ1 = 0, λ2 = 2, λ3 = −2 sa˜o valores pro´prios. Para o
primeiro bloco A1 =
[
1 −1
3 1
]
a equac¸a˜o caracter´ıstica e´
0 = det
[
1− λ −1
3 1− λ
]
= λ2 − 2λ+ 4
donde se conclui que os restantes dois valores pro´prios de A sa˜o λ4 = 1+ i
√
3 e λ5 = 1− i
√
3.
Como os valores pro´prios sa˜o todos simples (multiplicidade alge´brica = 1) conclui-se que os
correspondentes vectores pro´prios sa˜o todos linearmente independentes e portanto as soluc¸o˜es
(complexas) do sistema sa˜o combinac¸o˜es lineares de func¸o˜es do tipo
xℓ(t) = e
λℓtvℓ,
onde (λℓ,vℓ) e´ um par prp´rio de A. Enta˜o, no presente caso,
‖xℓ(t)‖ −→ +∞ quando |t| → +∞
se e so´ se Re (λℓ) 6= 0, pelo que se conclui que para que as soluc¸o˜es sejam limitadas para
todo o t ∈ R e´ necessa´rio e (neste caso tambe´m) suficiente que a condic¸a˜o inicial pertenc¸a
ao espac¸o vectorial dado pela soma directa dos espac¸os pro´prios correspondentes aos valores
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pro´prios da matriz com parte real nula. Como o u´nico valor pro´prio com parte real nula e´
λ1 = 0 tem-se que L e´ o correspondente espac¸o pro´prio:

1− 0 −1 0 0 0
3 1− 0 0 0 0
0 0 −2− 0 0 0
0 0 0 1− 0 1
0 0 0 1 1− 0




v1
v2
v3
v4
v5

 = 0,
ou seja, 

v1 − v2 = 0
3v1 + v2 = 2
−2v3 = 0
v4 + v5 = 0
v4 + v5 = 0
⇐⇒


v1 = 0
v2 = 0
v3 = 0
v5 = −v4
e portanto tem-se L = {(0, 0, 0, α,−α)T : α ∈ R} .
II.
1.
xx′ = (1 + x2)t2 = 0, x(0) = 1
separando as varia´veis t e x vem
x
1 + x2
x′ = t2, x(0) = 1
e integrando esta equac¸a˜o, tendo em conta a condic¸a˜o inicial, tem-se
1
2
∫ x
1
2u
1 + u2
du =
∫ t
0
s2ds
1
2
log
(
1 + u2
)∣∣∣∣x
1
=
1
3
s3
∣∣∣∣t
0
1
2 log
(
1 + x2
)− 12 log 2 = 13t3
log
1 + x2
2
= 23 t
3
1 + x2 = 2e
2
3
t3
x = x(t) =
√
2e
2
3
t3 − 1,
onde o sinal da raiz na u´ltima linha acima foi escolhido atendendo a que x(0) = 1 > 0.
2.a) Sendo
f(t, x)
def
=
2
π
1 + x2
x
t2 arctan(x+ t)
tem-se que f : R×R \ {0} → R e´ cont´ınua como func¸a˜o de t, diferencia´vel como func¸a˜o de x,
e a derivada ∂f∂x e´ limitada em qualquer vizinhanc¸a aberta de (t, x) que na˜o contenha pontos
com x = 0. Em particular, e´ localmente lipschitziana em x numa vizinhanc¸a de (t, x) = (0, 1).
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Consequentemente, pelo Teorema de Picard-Lindelo¨f, o problema de Cauchy (2) tem soluc¸a˜o
local u´nica definida para t numa vizinhanc¸a suficientemente pequena de 0.
b) Notando que
|f(t, x)| =
∣∣∣∣ 2π 1 + x
2
x
t2 arctan(x+ t)
∣∣∣∣ < 1 + x2|x| t2 =: g (t, |x|) ,
(onde g (t, |x|) e´ definida pela u´ltima igualdade) tem-se, utilizando os Teoremas de com-
parac¸a˜o, |x(t)| ≤ u(t), onde u(t) e´ a soluc¸a˜o de{
u′ = g(t, u)
u(0) = 1.
Ora este problema de Cauchy ja´ foi resolvido na al´ınea II.1. e sabe-se que
u(t) =
√
2e
2
3
t3 − 1,
pelo que
|x(t)| ≤
√
2e
2
3
t3 − 1
para qualquer t ≥ 0 no intervalo de existeˆncia de x(t). Isto significa que x(t) na˜o “explode”
para +∞ nem para −∞ no conjunto [0,+∞[. Portanto, se x(t) na˜o estiver definido para todo
o t ∈ [0,+∞[ e´ porque existe τ ∈]0,+∞[ tal que
(t, x(t))→ fronteira do domı´nio de f
quando t → τ−. A fronteira do domı´nio de f e´ {(θ, 0) : θ ∈ R} pelo que tera´ de se verificar
x(t)→ 0 quando t→ τ−. Como a condic¸a˜o inicial e´ x(0) = 1 > 0 tem-se
lim
t→0+
x′(t) = lim
(t,x)→(0+,1)
f(t, x) = 0+
pelo que x(t) e´ na˜o-decrescente numa semi-vizinhanc¸a direita de t = 0 suficientemente pe-
quena. Como, ale´m disso, x(0) = 1 > 0 e x′(t) = f(t, x) > 0 para (t, x) ∈ R+×R+, conclui-se
que x(t) e´ positivo e estritamente crescente em R+0 e portanto x(t) 6→ 0 quando t → τ, para
qualquer τ ∈ R+0 . Isto implica que o intervalo ma´ximo de existeˆncia da soluc¸a˜o x(t) conteˆm
o intervalo [0,+∞[, como se pretendia.
III.
1. Comece-se por observar que g localmente lipschitziana =⇒ g cont´ınua =⇒ ∂V/∂x1 existe e e´
igual a 2g, pelo que se tem
dV
dt
=
∂V
∂x1
x′1 +
∂V
∂x2
x′2 = 2g(x1)x
′
1 + 2x2 (−g(x1)) = 0
concluindo-se que V e´ uma constante do movimento.
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2.a) Pontos de equil´ıbrio:{
x′1 = 0
x′2 = 0
⇐⇒
{
x2 = 0
− x1 + 2x31 = 0
⇐⇒
{
x2 = 0
x1 = 0 ∨ x1 = 1√2 ∨ x1 = −
1√
2
.
Os pontos de equil´ıbrio sa˜o
(
− 1√
2
, 0
)
, (0, 0) e
(
1√
2
, 0
)
.
b) Linearizac¸a˜o em torno dos pontos de equil´ıbrio: A matriz jacobiana do sistema num ponto
(x1, x2) arbitra´rio e´
A(x1, x2) =
[
0 1
− 1 + 6x21 0
]
pelo que
A(0, 0) =
[
0 1
− 1 0
]
, A(
1√
2
, 0) = A(− 1√
2
, 0) =
[
0 1
2 0
]
.
Linearizac¸o˜ em torno de (0, 0).
Valores pro´prios de A(0, 0) :
0 = det
[ − λ 1
− 1 − λ
]
= λ2 + 1⇐⇒ λ± = ±i.
Como a parte real dos valores pro´prios de A(0, 0) e´ igual a zero o me´todo de linea-
rizac¸a˜o na˜o pode ser utilizado para estudar o retrato de fase do sistema na˜o-linear (3)
em vizinhanc¸as do ponto de equil´ıbrio (0, 0).
Linearizac¸o˜es em torno de ( 1√
2
, 0) e de (− 1√
2
, 0).
Valores pro´prios de A( 1√
2
, 0) = A(− 1√
2
, 0) :
0 = det
[ − λ 1
2 − λ
]
= λ2 − 2⇐⇒ λ± = ±
√
2.
Sendo Re (λ±) 6= 0 podem-se utilizar os resultados fornecidos pelas linearizac¸o˜es em
torno dos pontos de equil´ıbrio ( 1√
2
, 0) e ( − 1√
2
, 0) para esboc¸ar o retrato de fase do
sistema na˜o-linear em pequenas vizinhanc¸as destes pontos. Vejamos os vectores pro´prios
da matriz:
Correspondendo ao valor pro´prio λ+ =
√
2 :
Atendendo a que[ −√2 1
2 −√2
] [
v1
v2
]
=
[
0
0
]
⇐⇒
{ −√2v1 + v2 = 0
2v1 −
√
2 v2 = 0
⇐⇒ v2 =
√
2 v1,
o espac¸o pro´prio e´ constituido pelos vectores
v+ = α
[
1√
2
]
, α ∈ R.
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Correspondendo ao valor pro´prio λ+ =
√
2 tem-se[ √
2 1
2
√
2
] [
v1
v2
]
=
[
0
0
]
⇐⇒
{ √
2v1 + v2 = 0
2v1 +
√
2 v2 = 0
⇐⇒ v2 = −
√
2 v1,
e o espac¸o pro´prio correspondente e´
v− = β
[
1
−√2
]
, β ∈ R.
Os retratos de fase das linearizac¸o˜es sa˜o, enta˜o, o apresentado na Figura 1
Figura 1: Retrato de fase das linearizac¸o˜es em torno de ( 1√
2
, 0) e de (− 1√
2
, 0).
c) Sabendo que
V (x1, x2) = x
2
2 + 2
∫ x1
0
(
u− 2u3) du = x22 + x21 − x41
e´ uma constante do movimento, conclui-se que as o´rbitas de (3) esta˜o contidas em conjuntos
de n´ıvel da func¸a˜o f. Escrevendo Ec(x2) = x
2
2, Ep(x1) = x
2
1−x41 tem-se V (x1, x2) = Ec(x2)+
Ep(x1) e Ec(x2) ≥ 0. Consequentemente tem-se o gra´fico de Ep e esboc¸o das curvas de n´ıvel
de V apresentado nas Figura 2 e 3.
(A parte das curvas de n´ıvel que se encontram pro´ximas dos pontos ( 1√
2
, 0) e (− 1√
2
, 0) podem
ser trac¸adas recorrendo aos resultados da linearizac¸a˜o).
O sentido das o´rbitas e´ obtido directamente do sistema (3): atendendo a` primeira equac¸a˜o de
(3), x′1 = x2, conclui-se que os sentidos teˆm de ser tais que x1(t) e´ crescente no semi-espac¸o
x2 > 0 e decrescente em x2 < 0).
O ponto de equil´ıbrio (0, 0) e´ esta´vel (mas na˜o assimptoticamente esta´vel) e os outros dois
pontos de equil´ıbrio sa˜o insta´veis (sa˜o pontos de sela.)
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Figura 2: Gra´fico de Ep e esboc¸o das curvas de n´ıvel de V .
IV.
1. Estando a considerar o prolongamento par de f˜ a toda a recta real tem-se que a se´rie de Fourier
tem de ser uma func¸a˜o par e portanto sera´ uma se´rie de cosenos:
f˜ ∼ 1
2
a0 +
+∞∑
n=1
an cos
(
nπ
2 x
)
(o 2 surge no denominador do argumento do coseno porque f˜ e´ perio´dica de per´ıodo 4 e
portanto 2L = 4⇐⇒ L = 2.)
Vejamos agora os coeficientes de ordem par da se´rie de Fourier de f˜ (incluindo n = 0):
a0 =
2
2
∫ 2
0
f˜(x) cos
(
0π
2 x
)
dx =
=
∫ 1
0
f(x)dx+
∫ 2
1
(− f(2− x)) dx =
(usando a mudanc¸a de varia´veis u = 2− x no segundo integral)
=
∫ 1
0
f(x)dx−
∫ 0
1
(− f(u)) du =
=
∫ 1
0
f(x)dx−
∫ 1
0
f(u)du =
= 0.
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Figura 3: Esboc¸o do retrato de fase de (3) .
Para n ≥ 2, par, i.e., n = 2k, k ∈ N1, tem-se
a2k =
2
2
∫ 2
0
f˜(x) cos
(
2kπ
2 x
)
dx =
=
∫ 1
0
f(x) cos(kπx)dx−
∫ 2
1
f(2− x) cos(kπx)dx =
(usando a mudanc¸a de varia´veis u = 2− x no segundo integral)
=
∫ 1
0
f(x) cos(kπx)dx−
(
−
∫ 0
1
f(u) cos(kπ(2− u))du
)
=
=
∫ 1
0
f(x) cos(kπx)dx−
∫ 1
0
f(u) cos(2kπ − πku)du =
=
∫ 1
0
f(x) cos(kπx)dx−
∫ 1
0
f(u) cos(−πku)du =
=
∫ 1
0
f(x) cos(kπx)dx−
∫ 1
0
f(u) cos(πku)du =
= 0.
2. Seja u(t, x) = F (x)G(t). Atendendo a que ut = FG
′ e uxx = F ′′G a equac¸a˜o diferencial parcial
dada pode-se escrever como F (x)G′(t) = F ′′(x)G(t). Supondo que F (x) 6= 0 para todo o
x ∈]0, 1[ e que G(t) 6= 0 para todo o t > 0, pode-se dividir esta u´ltima equac¸a˜o por F (x)G(t)
obtendo-se
F ′′
F
(x) =
G′
G
(t), (t, x) ∈ R+×]0, 1[.
Consequentemente, tera´ de existir uma constante real σ, independente de t e de x, tal que
F ′′
F
= σ =
G′
G
.
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Como ux(t, 0) = F
′(0)G(t) e u(t, 1) = F (1)G(t) conclui-se que as condic¸o˜es na fronteira
podem-se escrever do seguinte modo: F ′(0) = 0 = F (1). Deste modo, o problema para F e´{
F ′′ − σF = 0
F ′(0) = F (1) = 0.
Estudaremos de seguida a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (que na˜o sa˜o
identicamente nulas) deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a F ′′ = 0 cujas soluc¸o˜es sa˜o
F (x) = ax+ b e atendendo a`s condic¸o˜es na fronteira 0 = F ′(0) = a e 0 = F (1) = a+ b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial F (x) ≡ 0.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ F (x) = ae
√
σx + be−
√
σx. Atendendo
a`s condic¸o˜es na fronteira tem-se 0 = F ′(0) = a
√
σ − b√σ e 0 = F (1) = ae
√
σ + be−
√
σ
cuja u´nica soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o
identicamente nula F (x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2 com
λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora F (x) = a cos λx + b sinλx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = F ′(0) = −aλ sin 0 + bλ cos 0 = bλ e
portanto 0 = F (1) = a cos λ+ 0 sin λ = a cos λ concluindo-se que, ou a = 0 e obtemos a
soluc¸a˜o F (x) ≡ 0, ou cosλ = 0, isto e´, λ = λk = kπ − π2 = (2k−1)π2 , k ∈ N1, obtendo-se
assim infinitas soluc¸o˜es do problema de valores na fronteira, em particular as func¸o˜es
Fk(x) = cos
(
(2k − 1)π
2
x
)
, ∀k ∈ N1,
e todas as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es.
Sendo σ = σk = −λ2k = −
(
2k−1
2 π
)2
tem-se como soluc¸o˜es de G′ = σG as func¸o˜es
Gk(t) = exp
[
−
(
(2k − 1)π
2
)2
t
]
, ∀k ∈ N1.
Daqui se conclui que a soluc¸a˜o formal geral da equac¸a˜o com as condic¸o˜es de fronteira apre-
sentadas e´
u(t, x) =
+∞∑
k=1
αk cos
(
2k − 1
2
πx
)
e−(2k−1)
2π2t/4.
Para que a condic¸a˜o inicial seja satisfeita tem de verificar-se
1− x2 = u(0, x) =
+∞∑
k=1
αk cos
(
2k − 1
2
πx
)
.
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Observando que a se´rie do membro direito e´ uma se´rie de cosenos que conte´m apenas termos de
ordem ı´mpar, e recordando o enunciado do problema anterior, para determinar os coeficientes
αk ha´ que prolongar f(x) = 1 − x2 como func¸a˜o par a [−2, 2] com o prolongamento a [1, 2]
definido por f˜ = −f(2−x) = − (1− (2− x)2) = (2−x)2− 1. Pelo problema anterior tem-se,
enta˜o,
an =
1
2
∫ 2
0
f(x) cos
(nπx
2
)
dx = 0, se n e´ par.
Se n e´ ı´mpar, n = 2k − 1, k ∈ N1, e conclui-se que
a2k−1 =
∫ 2
0
f˜(x) cos
(
2k − 1
2
πx
)
dx =
=
∫ 1
0
(
1− x2) cos(2k − 1
2
πx
)
dx+
∫ 2
1
(
(2− x)2 − 1) cos(2k − 1
2
πx
)
dx =
=
∫ 1
0
cos
(
2k − 1
2
πx
)
dx−
∫ 1
0
x2 cos
(
2k − 1
2
πx
)
dx+
+
∫ 2
1
(2− x)2 cos
(
2k − 1
2
πx
)
dx−
∫ 2
1
cos
(
2k − 1
2
πx
)
dx =
(usando a mudanc¸a de varia´veis u = 2− x nos terceiro e quarto
integrais e lembrando que cos((2k − 1)π − θ) = − cos θ )
=
∫ 1
0
cos
(
2k − 1
2
πx
)
dx−
∫ 1
0
x2 cos
(
2k − 1
2
πx
)
dx. (4)
O primeiro integral em (4) e´ facilmente obtido por primitivac¸a˜o imediata:∫ 1
0
cos
(
2k − 1
2
πx
)
dx =
2
(2k − 1)π sin
(
2k−1
2 πx
)∣∣∣∣x=1
x=0
=
=
2
(2k − 1)π sin
(
(2k − 1)π2
)
=
=
2
(2k − 1)π (−1)
k+1.
Para o segundo integral em (4) integra-se duas vezes por partes e obte´m-se∫ 1
0
x2 cos
(
2k − 1
2
πx
)
dx = − 16
(2k − 1)3π3 (−1)
k+1.
Conclui-se assim que
a2k−1 =
2
(2k − 1)π
(
1 +
8
(2k − 1)3π2
)
(−1)k+1
e portanto αk = a2k−1 pelo que a soluc¸a˜o formal do problema de valores iniciais e de fronteira
dado e´
u(t, x) =
∞∑
k=1
2
(2k − 1)π
(
1 +
8
(2k − 1)3π2
)
(−1)k+1 cos
(
2k − 1
2
πx
)
e−(2k−1)
2π2t/4.
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Exame de 1.7.94 e resoluc¸a˜o.
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EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1oAno)
Justifique cuidadosamente todas as respostas.
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Durac¸a˜o: 3h00.
I.
Consider o sistema de EDOs lineares 

x′1 = − x2
x′2 = 4x1
x′3 = − x3
x′4 = x4
a) Determine a matriz principal deste sistema em t0 = 0.
b) Determine para que condic¸o˜es iniciais as soluc¸o˜es do sistema sa˜o limitadas em R+.
II.
Considere a equac¸a˜o linear escalar
x′′′ + 2x′′ + x′ = h(t)
onde h(t) e´ uma func¸a˜o cont´ınua definida em R. Determine a soluc¸a˜o da equac¸a˜o que verifica as
condic¸o˜es iniciais x(0) = x′(0) = x′′(0) − 1 = 0, sendo
a) h(t) = 0, ∀t ∈ R.
b) h(t) = t.
III.
Considere a equac¸a˜o diferencial na˜o-linear homoge´nea
dy
dx
=
y − x
y + x
(5)
1.a) Determine uma expressa˜o impl´ıcita para as soluc¸o˜es de (5).
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b) Utilize a expressa˜o impl´ıcita da al´ınea anterior para concluir que todas as soluc¸o˜es de (5) sa˜o
limitadas e esta˜o definidas em intervalos limitados de R.
(Sugesta˜o: argumente por reduc¸a˜o ao absurdo)
2. Definindo uma varia´vel auxiliar t pela expressa˜o t = x, a equac¸a˜o (5) e´ transformada no seguinte
sistema bidimensional auto´nomo {
x′ = 1
y′ = y−xy+x
(6)
onde ()′ designa a derivac¸a˜o em ordem a t.
a) Identifique as regio˜es do espac¸o de fases onde y(t) e´ crescente [decrescente].
b) Identifique as regio˜es do espac¸o de fases onde a distaˆncia a` origem de pontos sobre as
o´rbitas aumenta [diminui] com t.
c) Atendendo a`s al´ıneas anteriores e ao resultado obtido em 1b) esboce o retrato de fase de
(6) justificando cuidadosamente.
IV.
Suponha que y(t), y′(t) e y′′(t) sa˜o func¸o˜es de ordem exponencial (com constante α ≥ 0). As func¸o˜es
y(t) e y′(t) sa˜o cont´ınuas e y′′(t) e´ seccionalmente cont´ınua em R+. Seja Y (s) a transformada de
Laplace de y(t),
Y (s) = L[y(t)](s)
def
=
∫ +∞
0
y(t)e−stdt,
definida para s > α ≥ 0.
a) Mostre que
L[t2y′′(t)](s) = s2Y ′′(s) + 4sY ′(s) + 2Y (s).
(Sugesta˜o: podera´ ser u´til recordar as seguintes igualdades
L[tnf(t)](s) = (− 1)n d
n
dsn
L[f(t)](s)
L[fn(t)](s) = snL[f(t)](s)− sn−1f(0)− sn−2f ′(0)− . . . − s0f (n−1)(0). )
b) Aplicando transformadas de Laplace a` equac¸a˜o
t2y′′ + 3ty′ + y = 1 (7)
obtenha a seguinte equac¸a˜o para Y (s) :
Y ′′ +
1
s
Y ′ =
1
s3
(8)
c) Resolva (8) e utilize o resultado obtido para determinar uma soluc¸a˜o de (7).
(Sugesta˜o: podera´ ser u´til considerar a mudanc¸a de varia´veis Z(s) = Y ′(s) na resoluc¸a˜o de
(8).)
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Resoluc¸a˜o:
I.
a) Escrevendo o sistema dado na forma vectorial tem-se

x1
x2
x3
x4


′
=


0 − 1
4 0
− 1
1




x1
x2
x3
x4

 (9)
onde as posic¸o˜es da matriz na˜o explicitamente escritas sa˜o iguais a zero. A matriz principal
deste sistema em t0 = 0 e´ dada por
P (t) = eAt
onde A e´ a matriz de (9). Como A e´ uma matriz diagonal por blocos tem-se
eAt =


eA1t
e−t
et


onde A1 =
[
0 − 1
4 0
]
. Utilizamos o me´todo de Putzer para calcular eA1t. Os valores pro´prios
de A1 sa˜o os zeros do polino´mio caracter´ıstico p(λ)
def
= det (A1 − λI2) = λ2+4, ou seja, λ1 = 2i
e λ2 = − 2i. Tem-se, enta˜o, P0(A1) = I2, P1(A1) = A1 − 2iI2, e o seguinte sistema para as
func¸o˜es rj(t) : {
r′1 = 2ir1, r1(0) = 1
r′2 = − 2ir2 + r1, r2(0) = 0.
A equac¸a˜o para r1(t) tem como soluc¸a˜o r1 = e
2it = cos 2t+ i sin 2t. Multiplicando a equac¸a˜o
para r2(t) pelo factor integrante µ(t) = e
2it e integrando entre 0 e um valor de t arbitra´rio
conclui-se que r2(t) =
1
4i
(
e2it − e−2it) = 12 sin 2t. Obte´m-se enta˜o
eA1t = (cos 2t+ i sin 2t)
[
1 0
0 1
]
+
1
2
sin 2t
[ − 2i − 1
4 − 2i
]
=
=
[
cos 2t+ i sin 2t− 2i12 sin 2t − 12 sin 2t
2 sin 2t cos 2t+ i sin 2t− 2i12 sin 2t
]
=
=
[
cos 2t − 12 sin 2t
2 sin 2t cos 2t
]
e portanto eAt e´ dada por
eAt =


cos 2t − 12 sin 2t 0 0
2 sin 2t cos 2t 0 0
0 0 e−t 0
0 0 0 et

 .
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b) Utilizando o resultado da al´ınea anterior e sabendo que qualquer soluc¸a˜o x(t) de (9) pode ser
escrita na forma x(t) = eAtc, com c = (c1, c2, c3, c4)
T ∈ R4 um vector constante (que e´ a
condic¸a˜o inicial em t = 0), conclui-se que
x(t) =


(cos 2t) c1 −
(
1
2 sin 2t
)
c2
(2 sin 2t) c1 + (cos 2t) c2
e−tc3
etc4

 .
As duas primeiras componentes de x(t) sa˜o limitadas em R e a terceira e´ limitada em qualquer
intervalo [a,+∞[, com a ∈ R. A u´ltima componente tende, em valor absoluto, para +∞
quando t → +∞, a menos que c4 seja nulo. Isto permite concluir que para se ter soluc¸o˜es
limitadas em R+ e´ necessa´rio e suficiente ter c4 = 0 e portanto as condic¸o˜es iniciais c teˆm de
satisfazer c4 = 0 e c1, c2, c3 quaisquer nu´meros reais.
II.
a) Considerando o problema de Cauchy{
x′′′ + 2x′′ + x′ = 0
x(0) = x′(0) = x′′(0)− 1 = 0.
Observando que x′′′ + 2x′′ + x′ = 0 ⇐⇒ (D3 + 2D2 +D)x = 0 ⇐⇒ D (D2 + 2D + 1)x =
0 ⇐⇒ D (D + 1)2 x = 0, e tendo em atenc¸a˜o que Dy = 0 tem como soluc¸a˜o geral y0(t) =
α0 ∈ R e que (D + 1)2 y = 0 tem como base do espac¸o das soluc¸o˜es as func¸o˜es y1(t) = e−t e
y2(t) = te
−t conclui-se que a soluc¸a˜o geral da equac¸a˜o dada e´
x(t) = α0 + α1e
−t + α2te−t,
onde α0, α1, α2 sa˜o constantes reais arbitra´rias. A fim de determinar as constantes para as
quais a soluc¸a˜o satisfaz as condic¸o˜es iniciais dadas necessitamos de calcular primeiro x′(t) e
x′′(t) :
x′(t) = −α1e−t + α2e−t − α2te−t
x′′(t) = α1e−t − α2e−t − α2e−t + α2te−t
pelo que se tem 

x(0) = α0 + α1 = 0
x′(0) = −α1 + α2 = 0
x′′(0) = α1 − 2α2 = 1
cuja soluc¸a˜o e´ α0 = 1, α1 = α2 = −1, pelo que a soluc¸a˜o pretendida e´
x(t) = 1− e−t − te−t.
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b) Agora o problema de Cauchy que pretendemos resolver e´{
x′′′ + 2x′′ + x′ = t
x(0) = x′(0) = x′′(0)− 1 = 0.
Vimos na al´ınea anterior que a soluc¸a˜o geral da equac¸a˜o homoge´nea e´
xhom(t) = α0 + α1e
−t + α1te−t.
Procuremos agora uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea. Como o termo na˜o-
homoge´neo h(t) = t e´ do tipo tmeλt com m = 1 e λ = 0, e como λ = 0 e´ uma raiz, com
multiplicidade igual a 1, do polino´mio caracter´ıstico da equac¸a˜o diferencial, podemos tentar
uma soluc¸a˜o particular da forma
xpart(t) = at
2 + bt+ c
com a, b e c constantes reais. Tendo em conta isto vem x′part(t) = 2at + b, x′′part(t) = 2a, e
x′′′part(t) = 0, pelo que substituindo na equac¸a˜o temos x′′′part(t) + 2x′′part(t) + x′part(t) = t ⇐⇒
0+2(2a)+(2at+b) = t⇐⇒ (2a)t+(4a+b) = t e portanto a = 1/2, b = −2 e c e´ qualquer real,
pelo que, sem perda de generalidade, pode-se tomar c = 0. Assim, uma soluc¸a˜o particular e´
xpart(t) =
1
2t
2 − 2t e a soluc¸a˜o geral da equac¸a˜o na˜o-homoge´nea e´
xgeral(t) = α0 + α1e
−t + α2te−t +
1
2
t2 − 2t.
Para determinar a soluc¸a˜o que satisfaz a condic¸a˜o inicial observe-se que
x′(t) = (α2 − α1) e−t − α2te−t + t− 2
x′′(t) = (α2 − 2α3) e−t + α3te−t + 1
pelo que se tem 

x(0) = α0 + α1 = 0
x′(0) = α2 − α1 − 2 = 0
x′′(0) = α1 − 2α2 + 1 = 1
cuja soluc¸a˜o e´ α0 = 4, α1 = −4, α2 = −2, pelo que a soluc¸a˜o pretendida e´
x(t) = 4− 2t+ 1
2
t2 − 4e−t − 2te−t.
III.
1.a) Definindo uma varia´vel u = u(x) por u(x) = y(x)/x tem-se y = xu, donde se conclui que
dy
dx = u+ x
du
dx e como o membro direito de (5) pode ser escrito como
y − x
y + x
=
y
x − 1
y
x + 1
=
u− 1
u+ 1
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a equac¸a˜o dada e´ transformada em
dy
dx
=
y − x
y + x
⇐⇒ u+ xdu
dx
=
u− 1
u+ 1
⇐⇒ xdu
dx
=
u− 1− u(u+ 1)
u+ 1
⇐⇒ xdu
dx
= − 1 + u
2
1 + u
⇐⇒ 1 + u
1 + u2
du
dx
= − 1
x
Primitivando (em ordem a x) ambos os membros da u´ltima equac¸a˜o vem∫
1 + u
1 + u2
du
dx
dx = −
∫
1
x
dx,
ou seja ∫
1 + u
1 + u2
du = −
∫
1
x
dx,
pelo que se tem
arctan u+
1
2
log
(
1 + u2
)
= − log |x|+ C
onde C e´ uma constante real arbitra´ria. Invertendo a mudanc¸a de varia´veis tem-se
arctan
y
x
+
1
2
log
(
1 +
y2
x2
)
= − log |x|+ C.
Atendendo a que log |x| = log
√
x2 = 12 log x
2, a u´ltima equac¸a˜o pode ser escrita na forma
mais simplificada
arctan
y
x
+
1
2
log
(
x2 + y2
)
= C.
b) Fixemos um valor arbitra´rio da constante real C. De acordo com o resultado obtido na al´ınea
anterior, a soluc¸a˜o y(x) da equac¸a˜o diferencial e´ dada implicitamente por
arctan
y(x)
x
+
1
2
log
(
x2 + y(x)2
)
= C, (10)
onde x varia no intervalo ma´ximo de existeˆncia de y(x). Suponhamos que y(x) esta´ definida
num intervalo ilimitado, por exemplo em ]a, +∞[, para algum a ∈ R. Enta˜o, quando x →
+∞, tem-se log (x2 + y(x)2) ≥ log x2 → +∞ e arctan y(x)x e´ limitada porque arctan z ∈
] − π/2, π/2[, ∀z ∈ R. Conclui-se que o membro esquerdo de (10) tera´ de tender para +∞
o que e´ imposs´ıvel visto que e´ igual a uma constante real C, para todo o x no intervalo em
causa. A mesma contradic¸a˜o surge se tivermos a supoˆr que o intervalo e´ ilimitado a` esquerda.
Para concluir que a soluc¸a˜o e´ limitada usa-se o mesmo argumento. Se y(x) na˜o foˆr limitada
no seu domı´nio existira´ uma sucessa˜o (xn) convergente para um ponto α da fronteira do
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intervalo ma´ximo de definic¸a˜o da soluc¸a˜o y(x) e tal que |y(xn)| → +∞. Nestas circunstaˆncias
log
(
x2n + y(xn)
2
) ≥ log y(xn)2 → +∞ e tem-se uma contradic¸a˜o igual a` anterior. Isto prova
o pretendido.
2.a) Atendendo a` equac¸a˜o tem-se
y(t) crescente ⇔ y′(t) > 0 ⇔ {(x, y) : y > x ∧ y > −x} ∪ {(x, y) : y < x ∧ y < −x}
y(t) decrescente ⇔ y′(t) < 0 ⇔ {(x, y) : y > x ∧ y < −x} ∪ {(x, y) : y < x ∧ y > −x}
y(t) estaciona´rio ⇔ y′(t) = 0 ⇔ {(x, y) : y = x ∧ y 6= −x}.
Na Figura 4 apresenta-se um esboc¸o das regio˜es em causa.
Figura 4: Regio˜es de monotonia de y(t).
b) Em vez de considerarmos a func¸a˜o “distaˆncia a` origem” podemos considerar a func¸a˜o “quadrado
da distaˆncia a` origem” uma vez que a primeira e´ uma func¸a˜o na˜o negativa e que o quadrado
e´ uma func¸a˜o mono´tona crescente quando restringido a R+0 . Seja enta˜o (x, y) um ponto de
uma o´rbita de (6) e considere-se a sua distaˆncia a` origem F (x, y) = x2 + y2. Atendendo a`
diferenciabilidade de F em relac¸a˜o a x e a y (F e´ um polino´mio de segundo grau!) tem-se
que a dependeˆncia de F (x(t), y(t)) em relac¸a˜o a t pode ser investigada recorrendo a` derivada
(total) de F em ordem a t :
F ′ =
dF
dt
=
∂F
∂x
x′ +
∂F
∂y
y′ = 2x+ 2y
y − x
y + x
= 2
y2 + x2
y + x
,
pelo que
F crescente ⇐⇒ F ′ > 0 se e so´ se y > −x
F decrescente ⇐⇒ F ′ < 0 se e so´ se y < −x.
Na Figura 5 apresenta-se um esboc¸o das regio˜es em causa.
c) Para ale´m das informac¸o˜es obtidas nas duas al´ıneas anteriores e´ conveniente observar que y′ = 0
quando y = x (6= 0), que x′ = 1 > 0 para todo o t, e portanto todas as o´rbitas teˆm um sentido
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Figura 5: Regio˜es de monotonia de t 7→ F (x(t), y(t)).
tal que x(t) e´ crescente, e que, atendendo a que a varia´vel t foi definida por t = x, a al´ınea 1.b)
permite concluir que todas as o´rbitas do sistema (6) esta˜o contidas em conjuntos limitados
do espac¸o de fases. Observe-se ainda que y′ → +∞ quando y → (−x)+ com y > x e quando
y → (−x)− com y < x, e analogamente y′ → −∞ quando y → (−x)− com y > x e quando
y → (−x)+ com y < x.
Estes resultados permitem concluir que o retrato de fase de (6) e´ o apresentado na Figura 6.
Figura 6: Esboc¸o do retrato de fases de (6).
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IV.
a)
L[t2y′′(t)](s) = (−1)2 d
2
ds2
(
L[y′′](s)
)
=
=
d2
ds2
(
s2Y (s)− sy(0)− y′(0)) =
=
d
ds
(
2sY (s) + s2Y ′(s)− y(0)) =
= 2Y (s) + 2sY ′(s) + 2sY ′(s) + s2Y ′′(s) =
= s2Y ′′(s) + 4sY ′(s) + 2Y (s)
b) Como
L[t2y′′] = s2Y ′′ + 4sY ′ + 2Y
L[ty′] = −(sY − y(0))′ = −Y − sY ′
L[y] = Y
L[1] =
1
s
conclui-se que
t2y′′ + 3ty′ + y = 1 ⇐⇒ s2Y ′′ + 2Y − 3Y − 3sY ′ + Y = 1
s
⇐⇒ s2Y ′′ + sY ′ = 1
s
⇐⇒ Y ′′ + 1
s
Y ′ =
1
s3
c) Fazendo Z(s)
def
= Y ′(s) a equac¸a˜o acima e´ transformada em
Z ′ +
1
s
Z =
1
s3
, s ≥ α. (11)
Multiplicando esta equac¸a˜o por µ = µ(s) conclui-se que o membro esquerdo e´ igual a` derivada
de µZ, i.e., µZ ′ + µ′Z, se e so´ se µ′ = 1sµ. Assim, um factor integrante para esta equac¸a˜o e´
µ(s) = exp
(− ∫ −1sds) = exp (∫ 1sds) = exp log s = s. Atendendo a isto a soluc¸a˜o geral de
(11) e´
Z(s) =
C
s
− 1
s2
onde C e´ uma constante real arbitra´ria. Consequentemente tem-se
Y (s) = C log s+
1
s
+D,
23
onde D e´ tambe´m uma constante real arbitra´ria.
Para que Y (s) tenha transformada inversa de Laplace e´ necessa´rio que seja uma func¸a˜o
cont´ınua (em s ≥ α) e que Y (s) → 0 quando s → +∞. Esta u´ltima condic¸a˜o implica que
C = D = 0 e portanto conclui-se que Y (s) = 1s cuja transformada inversa e´
y(t) = 1.
Reconhece-se imediatamente que esta func¸a˜o e´ efectivamente uma soluc¸a˜o de (7).
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Exame de 25.7.94 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1 Ano)
Justifique cuidadosamente todas as respostas.
Data: 25/7/1994
Durac¸a˜o: 3h00.
I.
Considereo sistema de equac¸o˜es diferenciais lineares
 x1x2
x3

′ =

 1 1 11 1 1
1 1 1



 x1x2
x3

 . (12)
1. Calcule os valores pro´prios e os espac¸os pro´prios da matriz do sistema (12).
2.a) Escreva uma expressa˜o para a soluc¸a˜o geral de (12).
b) Determine a soluc¸a˜o de (12) que satisfaz as condio˜es iniciais
x1(0)− 1 = x2(0) − 1 = x3(0) = 0.
3.a) Mostre que o subespac¸o de R3 definido por
E =

v = α

 10
−1

+ β

 11
1

 , ∀α, β ∈ R


e´ invariante para (12) (i.e., ∀x0 ∈ E, a soluc¸a˜o de (12) com condic¸a˜o inicial x0 verifica
x(t; t0,x0) ∈ E, ∀t ∈ R).
b) Esboce o retrato de fase da restric¸a˜o de (12) ao subespac¸o E.
II.
1. Considere a equac¸a˜o diferencial ordina´ria escalar
x(4) + x′′′ + x′′ + x′ = 0 (13)
a) Determine a soluc¸a˜o geral de (13).
b) Determine para que condic¸o˜es iniciais (em t = 0) as soluc¸o˜es da equac¸a˜o diferencial em
causa sa˜o convergentes quando t→ +∞.
2. Considere agora a equac¸a˜o na˜o-homoge´nea correspondente a (13) com termo independente h(t) =
cos t. Determine a soluc¸a˜o desta equac¸a˜o que satisfaz a condia˜o inicial x(0) = 2, x′(0) = −1/4,
x′′(0) = −1/2, x′′′(0) = −5/4.
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III.
a) Determine a soluc¸a˜o do problema de Cauchy

dy
dx
= −x+ y
2
2xy
y(1) = 1
b) Determine, justificando devidamente, o intervalo ma´ximo de existeˆncia da soluc¸a˜o da al´ınea
anterior.
IV.
Considere o seguinte problema para a equac¸a˜o das ondas unidimensional

utt = uxx (t, x) ∈ R+ × R+
u(t, 0) = 0 t > 0
u(0, x) = 0, ut(0, x) = f(x) x > 0
(14)
onde f(x) e´ uma func¸a˜o de classe C1 definida em R+.
a) Utilizando a mudanc¸a de varia´veis (t, x) 7→ (ξ, η) definida por ξ = x + t, η = x − t, e sendo
v(ξ, η) = v(ξ(t, x), η(t, x))
def
= u(t, x), prove que a equac¸a˜o das ondas utt = uxx e´ transformada
em vξη = 0.
b) Prove que a soluc¸a˜o geral da equac¸a˜o transformada tem a forma
v(ξ, η) = F (ξ) +G(η)
onde F e G sa˜o func¸o˜es arbitra´rias.
c) Utilize as condic¸o˜es iniciais e de fronteira do problema (14) para obter as expresso˜es de F e G
em termos dos dados do problema.
d) Determine a soluc¸a˜o de (14).
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Resoluc¸a˜o:
I.
1. Os valores pro´prios da matriz sa˜o os zeros do polino´mio caracter´ıstico, o qual e´
pA(λ) = det

 1− λ 1 11 1− λ 1
1 1 1− λ

 =
= (1− λ)[(1 − λ)(1 − λ)− 1]− 1(1 − λ− 1) + 1[1− (1− λ)] =
= (1− λ)3 − 1 + λ+ λ+ λ =
= 1− λ3 + 3λ2 − 3λ− 1 + 3λ =
= λ2(3− λ).
Portanto os valores pro´prios sa˜o
λ1 = λ2 = 0 (valor pro´prio duplo),
λ3 = 3 (valor pro´prio simples).
Para os espac¸os pro´prios correspondentes tem-se:
espac¸o pro´prio correspondente ao valor pro´prio nulo:
 1 1 11 1 1
1 1 1



 v1v2
v3

 = 0 ⇐⇒ v1v2 + v3 = 0 ⇐⇒
⇐⇒ v3 = −v1 − v2
pelo que se conclui que o espac¸o pro´prio em causa e´
E0 =

v =

 αβ
−α− β

 , ∀α, β ∈ R

 =
=

v = α

 10
−1

+ β

 01
−1

 , ∀α, β ∈ R


(o espac¸o pro´prio e´ bidimensional).
espac¸o pro´prio correspondente ao valor pro´prio λ3 = 3:
 −2 1 11 −2 1
1 1 −2



 v1v2
v3

 = 0 ⇐⇒


−2v1 + v2 + v3 = 0
v1 − 2v2 + v3 = 0
v1 + v2 − 2v3 = 0
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multiplicando a segunda equac¸a˜o por 2 e adicionando o resultado a` primeira tem-se
−3v2 + 3v3 = 0 ⇐⇒ v2 = v3,
e multiplicando a primeira equac¸a˜o por 2 e adicionando-a a` terceira obte´m-se
−3v1 + 3v2 = 0 ⇐⇒ v1 = v2,
pelo que se conclui que o espac¸o pro´prio e´
E3 =

v = α

 11
1

 , ∀α ∈ R

 .
2.a) Atendendo ao resultado da al´ınea anterior conclui-se que a expressa˜o da soluc¸a˜o geral de (12)
pode ser dada por
x(t) = a1

 10
−1

+ a2

 01
−1

+ a3

 11
1

 e3t
onde a1, a2 e a3 sa˜o constantes reais arbitra´rias.
b) Usando a expressa˜o geral da al´ınea anterior e as condic¸o˜es iniciais x1(0) = 1, x2(0) = 1 e
x3(0) = 0 tem-se
a1

 10
−1

+ a2

 01
−1

+ a3

 11
1

 =

 11
0


ou seja 

a1 + a3 = 1
a2 + a3 = 1
−a1 − a2 + a3 = 0
cuja soluc¸a˜o e´ a1 = a2 =
1
3 , a3 =
2
3 e portanto a soluc¸a˜o procurada e´
x(t) =
1
3

 11
−2

+ 2
3

 11
1

 e3t.
3.a) Considere-se uma condic¸a˜o inicial x0 ∈ E, enta˜o, para algum (α0, β0) ∈ R2,
x(t0) = a1

 10
−1

+ a2

 01
−1

+ a3

 11
1

 e3t0 = α0

 10
−1

+ β0

 11
1

 = x0.
Daqui conclui-se que a1 = α0, a2 = 0 e a3 = β0e
−3t0 . Enta˜o, a soluc¸a˜o verificara´
x(t; t0,x0) = α0

 10
−1

+ β0e3(t−t0)

 11
1

 ∈ E, ∀t ∈ R,
e portanto E e´ invariante para (12).
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b) Comecemos por observar que os vectores (1, 0,−1)T e (1, 1, 1)T sa˜o ortogonais:
〈(1, 0,−1)T, (1, 1, 1)T〉 = 1 + 0− 1 = 0.
por outro lado, como foi visto na al´ınea anterior, as soluc¸o˜es do sistema restringido a E sa˜o
da forma
x(t; t0,x0) = α0

 10
−1

+ β0e3(t−t0)

 11
1

 ∈ E, ∀t ∈ R, (15)
Designe-se por S1 o subespac¸o de R
3 gerado por (1, 0,−1)T e por S2 o gerado por (1, 1, 1)T .
O subespac¸o S1 e´ constituido apenas por pontos de equilibrio uma vez que S1 ⊂ E0. Por
outro lado tem-se S2 = E3 e portanto S2 e´ tambe´m invariante. Como quando x0 6∈ S1 ∪ S2 a
expressa˜o (15) permite concluir que a componente de x(t) segundo S1 e´ constante, conclui-se
que as o´rbitas na˜o-constantes sa˜o rectas paralelas a S2 e que pontos sobre as o´rbitas convergem
para um ponto de equil´ıbrio em S1 quando t→ −∞. Isto permite esboc¸ar o seguinte retrato
de fase apresentado na Figura 7.
Figura 7: Esboc¸o do retrato de fases da restric¸a˜o de (12) ao subespac¸o E.
II.
1.a) Utilizando a notac¸a˜o D = ddt pode-se escrever a equac¸a˜o (13) na forma
(D4 +D3 +D2 +D)x = 0.
O polino´mio caracter´ıstico e´ p(λ) = λ4 + λ3 + λ2 + λ = λ(λ + 1)(λ2 + 1) pelo que se pode
factorizar o polino´mio diferencial e escrever a equac¸a˜o diferencial como
D(D + 1)(D2 + 1)x = 0.
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Observando agora que (i) Dx = 0 tem x(t) = 1 como u´nico elemento de uma base do espac¸o
das soluc¸o˜es, (ii) (D + 1)x = 0 tem e−t como u´nico elemento de uma base do espac¸o das
soluc¸o˜es e (iii) as func¸o˜es cos t e sin t formam uma base do espac¸o das soluc¸o˜es da equac¸a˜o
(D2 + 1)x = 0, conclui-se que uma expressa˜o para a soluc¸a˜o geral (real) de (13) sera´
x(t) = α0 + α1e
−t + α2 cos t+ α3 sin t,
onde α0, α1, α2, e α3 sa˜o constantes reais arbitra´rias.
b) Para que uma soluc¸a˜o x(t) tenha limite quando t→ +∞ tem de se ter, na notac¸a˜o da al´ınea
anterior, α2 = α3 = 0; as constantes α0 e α1 podem ser quaisquer uma vez que α0+α1e
−t → α0
quando t→ +∞. Como
x(0) = α0 + α1 + α2 = α0 + α1
x′(0) = −α1 + α3 = −α1
x′′(0) = α1 − α2 = α1
x′′′(0) = −α1 − α3 = −α1
conclui-se que as condic¸o˜es iniciais teˆm de satisfazer x′′′(0) = x′(0), x′′(0) = −x′(0) com x′(0)
e x(0) reais arbitra´rios.
2. Considerando agora a equac¸a˜o D(D+1)(D2+1)x = cos t e atendendo a que cos t e´ uma soluc¸a˜o
real de (D2 +1)y = 0 sabe-se que uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea sera´ do
tipo
xpart(t) = (αt+ β) cos t+ (γt+ δ) sin t,
onde α, β, γ e δ sa˜o constantes reais a determinar. Derivando esta expressa˜o ate´ a` quarta
ordem tem-se:
x′part(t) = α cos t− αt sin t− β sin t+ γ sin t+ γt cos t+ δ cos t
x′′part(t) = − 2α sin t− αt cos t− β cos t+ 2γ cos t− γt sin t− δt
x′′′part(t) = − 3α cos t+ αt sin t+ β sin t− 3γ sin t− γt cos t− δ cos t
x
(4)
part(t) = 4α sin t+ αt cos t+ β cos t− 4γ cos t+ γt sin t+ δ sin t
e portanto, para que x
(4)
part(t) + x
′′′
part(t) + x
′′
part(t) + x
′
part(t) = cos t e´ suficiente que se verifique

4α+ δ + β − 3γ − 2α− δ − β + γ = 0
γ + α− γ − α = 0
α− γ − α+ γ = 0
β − 4γ − 3α− δ − β + 2γ + α+ δ = 1
ou seja, α = γ = −1/4, β e δ quaisquer, vindo uma soluc¸a˜o particular
xpart(t) = −1
4
t cos t− 1
4
t sin t.
A soluc¸a˜o geral do problema na˜o-homoge´neo e´
x(t) = a0 + a1e
−t + a2 cos t+ a3 sin t− 1
4
t cos t− 1
4
t sin t.
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Utilizando as condic¸o˜es iniciais dadas conclui-se que

2 = x(t) = a0 + a1 + a2
−14 = x′(0) = −a1 + a3 − 14
−12 = x′′(0) = a1 − a2 − 12
−54 = x′′′(0) = −a1 − a3 + 12 + 14
cuja soluc¸a˜o e´ a1 = a2 = a3 = 1 e a0 = 0, pelo que a soluc¸a˜o pretendida e´
x(t) = e−t +
1
4
(4− t)(cos t+ sin t).
III.
a) Escrevendo a equac¸a˜o dada na forma (x + y2) + (2xy)dydx = 0 e definindo M(x, y) = x + y
2 e
N(x, y) = 2xy tem-se ∂M∂y = 2y =
∂N
∂x , pelo que a equac¸a˜o e´ exacta. Sabe-se enta˜o que existe
uma func¸a˜o Φ(x, y) tal que M = ∂Φ/∂x,N = ∂Φ/∂y e Φ(x, y) = 0 e´ uma expressa˜o impl´ıcita
para todas as soluc¸o˜es da equac¸a˜o diferencial. Para o calculo de Φ observe-se que integrando
a equac¸a˜o ∂Φ/∂x = M(x, y) = x+ y2 em ordem a x obte´m-se Φ(x, y) = 12x
2 + xy2 + h(y) e
portanto, derivando esta expressa˜o em ordem a y vem ∂Φ/∂y = 2xy+h′(y) = N(x, y) = 2xy,
pelo que se conclui que h′(y) = 0, i.e., h(y) = K, para qualquer constante arbitra´ria K. Assim,
a func¸a˜o Φ e´ dada por
Φ(x, y) =
1
2
x2 + xy2 +K.
Sendo a equac¸a˜o diferencial dada equivalente a Φ(x, y) = 0 e sendo Φ quadra´tica em y pode-se
resolver a equac¸a˜o explicitamente em ordem a y como se segue:
1
2
x2 + xy2 +K = 0 ⇐⇒ y2 = −K
x
− 1
2
x
⇐⇒ y = ±
√
−K
x
− 1
2
x. (16)
Para o problema de Cauchy dado sabe-se que y(1) = 1 pelo que o sinal que nos interessa na
expressa˜o (16) e´ + e, ale´m disso,
1 = y(1) =
√
−K − 1
2
⇐⇒ K = −3
2
,
concluindo-se que a soluc¸a˜o pedida e´
y(x) =
√
3− x2
2x
.
b) O domı´nio de y(x) e´
Dy =
{
x ∈ R : 3− x
2
2x
≥ 0
}
=]−∞,−
√
3]∪]0,
√
3].
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Como o intervalo ma´ximo de existeˆncia e´ o maior subintervalo do domı´nio que conte´m x = 1
e para o qual y(x) e´ de classe C1 conclui-se que e´
Imax =]0,
√
3[.
A raza˜o do ponto x =
√
3 na˜o estar incluido em Imax prende-se com o facto de y na˜o ter
derivada finita nesse ponto e, portanto, na˜o ser a´ı de classe C1 :
y′(x) = −3 + x
2
4x2
√
2x
3− x2 −→ −∞ quando x→ (
√
3)−.
IV.
a) Atendendo a` mudanc¸a de varia´veis dada e a` relac¸a˜o entre v e u tem-se, pelo teorema de derivac¸a˜o
das func¸o˜es compostas
ut = vξξt + vηηt = vξ − vη
utt = (vξ − vη)t = (vξ − vη)ξ ξt + (vξ − vη)η ηt =
= vξξ − 2vξη + vηη
ux = vξξx + vηηx = vξ + vη
uxx = (vξ + vη)x = (vξ + vη)ξ ξx + (vξ + vη)η ηx =
= vξξ + 2vξη + vηη
pelo que a equac¸a˜o utt = uxx escreve-se agora
vξξ − 2vξη + vηη = vξξ + 2vξη + vηη ,
ou seja,
vξη = 0.
b) Considere-se a equac¸a˜o vξη = 0, i.e.,
∂
∂ξ
(
∂v
∂η
)
= 0.
Sendo esta equac¸a˜o va´lida para todos os pontos de R+ × R+ conclui-se que ∂v∂η na˜o pode
depender de ξ e portanto
∂v
∂η
= G˜(η)
para alguma func¸a˜o G˜. Integrando esta u´ltima equac¸a˜o tem-se
v(ξ, η) =
∫
G˜(η)dη + F (ξ)
onde F (ξ) e´ uma func¸a˜o so´ de ξ, e portanto e´ constante para a integrac¸a˜o em η. Designando∫
G˜(η)dη por G(η) conclui-se, enta˜o, que a soluc¸a˜o geral da equac¸a˜o e´ v(ξ, η) = F (ξ) +G(η).
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c) Utilizando as condic¸o˜es de fronteira de (14) tem-se
0 = u(0, x) = v(x, x) = F (x) +G(x), x > 0
f(x) = ut(0, x) = vξ(x, x)− vη(x, x) = F ′(x)−G′(x), x > 0.
Da primeira condic¸a˜o tem-se
F (x) = −G(x) =⇒ F ′(x) = −G′(x)
e portanto, substituindo na segunda condic¸a˜o, vem −2G′(x) = f(x), x > 0. Integrando ambos
os membros desta igualdade entre 0 e um valor de x arbitra´rio positivo obte´m-se
G(x) = −1
2
∫ x
0
f(s)ds−K, x > 0,
onde K
def
= G(0), e
F (x) =
1
2
∫ x
0
f(s)ds+K, x > 0.
Observe-se que η = x− t pode ser negativo para (t, x) ∈ R+ × R+ pelo que ha´ que conhecer
a expressa˜o de G(η) para η < 0 (a expressa˜o de G dada acima e´ apenas va´lida para valores
positivos do seu argumento). Utilizando a condic¸a˜o inicial em (14) tem-se
0 = u(t, 0) = v(t,−t) = F (t) +G(−t), t > 0,
pelo que se conclui que G(t) = −F (−t) para t < 0. Tem-se, portanto,
G(η) = −1
2
∫ −η
0
f(s)ds−K, η < 0.
As expresso˜es pretendidas sa˜o, enta˜o, as seguintes:
F (ξ) = 12
∫ ξ
0
f(s)ds+K, ξ > 0
G(η) = −12
∫ |η|
0
f(s)ds−K, ∀η ∈ R
d) Como a soluc¸a˜o do problema e´ u(t, x) = v(ξ, η) = F (ξ) + G(η) = F (x + t) + G(x − t) com as
expresso˜es de F e G determinadas na al´ınea anterior conclui-se imediatamente que
u(t, x) =
1
2
∫ x+t
|x−t|
f(s)ds.
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Exame de 28.11.94 e resoluc¸a˜o.
35
Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1 Ano)
Justifique cuidadosamente todas as respostas.
Data: 28/11/1994 (E´poca Especial1)
Durac¸a˜o: 3h00.
I.
Considere a equac¸a˜o diferencial y′ = Ay + h(t) onde
A =

 1 1 00 2 −1
0 1 0

 h(t) =

 00
et

 .
a) Determine a soluc¸a˜o geral da equac¸a˜o homoge´nea associada a` equac¸a˜o dada.
b) Determine o maior subconjunto L de R3 tal que soluc¸o˜es da equac¸a˜o homoge´nea com condic¸o˜es
iniciais em L sa˜o limitadas em R−.
c) Determine a soluc¸a˜o da equac¸a˜o dada que passa pelo ponto y(0) = (1, 0, 0)T .
II.
Considere a equac¸a˜o diferencial ordina´ria escalar
x′′′ + 8x = tet + cos t.
a) Determine uma soluc¸a˜o particular desta equac¸a˜o.
b) Determine a soluc¸a˜o geral desta equac¸a˜o.
III.
Considere a equac¸a˜o diferencial na˜o-linear separa´vel x′ = x sin t+ x2 sin t.
a) Determine a soluc¸a˜o desta equac¸a˜o que satisfaz a condic¸a˜o inicial x
(
π
2
)
= −2.
b) Determine o intervalo ma´ximo de existeˆncia da soluc¸a˜o obtida na al´ınea anterior.
1Para Finalistas, Atletas de Alta Competic¸a˜o, Militares, O.S., . . .
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IV.
Considere a equac¸a˜o diferencial x′′ +G(x) = 0, com G(x) = − 2x+ 3x2.
a) Identifique a mudanc¸a de varia´veis que permite escrever a equac¸a˜o dada na forma do seguinte
sistema de primeira ordem {
x′1 = x2
x′2 = − g(x1)
(17)
e relacione g com a func¸a˜o dada G.
b) Determine os pontos de equil´ıbrio do sistema (17) e verifique se o me´todo de linearizac¸a˜o em
torno desses pontos de equil´ıbrio pode ser aplicado ao estudo de (17).
c) Determine uma func¸a˜o E(x1, x2) que seja constante ao longo das soluc¸o˜es de (17).
d) Utilize os resultados das al´ıneas anteriores para esboc¸ar o retrato de fase de (17).
Sugesta˜o: se na˜o resolveu a al´ınea anterior utilize a func¸a˜o E(x1, x2) = − 2x21 + x22 + 2x31.
e) Identifique no retrato de fase as regio˜es que correspondem a: (i) Soluc¸o˜es perio´dicas, (ii) Soluc¸o˜es
na˜o-perio´dicas limitadas e (iii) Soluc¸o˜es ilimitadas.
V.
a) Determine as soluc¸o˜es de {
ut = uxx − u, (t, x) ∈ R+×]0, π[
u(t, 0) = u(t, π) = 0, t ∈ R+.
b) Determine a soluc¸a˜o que satisfaz a condic¸a˜o inicial u(0, x) = (π − x)x.
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Resoluc¸a˜o:
I.
a) Sabendo que a soluc¸a˜o geral pretendida pode ser escrita na forma y(t) = eAty(0) iremos calcular
eAt. Os valores pro´prios de A sa˜o os zeros do polino´mio caracter´ıstico
pA(λ) = det(A− λI3) = (1− λ)[(2 − λ)(−λ) + 1] = (1− λ)(λ2 − 2λ+ 1) = −(λ− 1)3.
Conclui-se daqui que λ = 1 (com multiplicidade alge´brica igual a 3) e´ o u´nico valor pro´prio
de A. O nucleo de A− I3 e´ constituido pelos vectores v = (v1, v2, v3)T que satisfazem
 0 1 00 1 −1
0 1 −1



 v1v2
v3

 = 0⇔ { v2 = 0
v2 − v3 = 0 ⇔
{
v2 = 0
v3 = 0.
Consequentemente o espac¸o pro´prio de A associado a λ = 1 e´ o seguinte subespac¸o unidi-
mensional de R3 : E = {(α, 0, 0)T : α ∈ R} . Tendo λ = 1 multiplicidade alge´brica igual a 3 e
geome´trica igual a 1 conclui-se que existe uma matriz de mudanc¸a de base de R3, S, tal que
A = SJS−1 e J e´ a matriz de Jordan associada a A:
J =

 1 1 00 1 1
0 0 1

 .
Consequentemente tem-se
AS = SJ ⇐⇒

 1 1 00 2 −1
0 1 0



 1 a1 b10 a2 b2
0 a3 b3

 =

 1 a1 b10 a2 b2
0 a3 b3



 1 1 00 1 1
0 0 1

 ⇐⇒
⇐⇒

 1 a1 + a2 b1 + b20 2a2 − a3 2b2 − b3
0 a2 b2

 =

 1 1 + a1 a1 + b10 a2 a2 + b2
0 a3 a3 + b3

 ⇐⇒
⇐⇒


a1 + a2 = 1 + a1
b1 + b2 = a1 + b1
2a2 − a3 = a2
2b2 − b3 = a2 + b2
a2 = a3
b2 = a3 + b3
⇐⇒
⇐⇒


a2 = a3 = 1
b2 = 1 + b3
b2 = a1
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e a1 e b1 sa˜o reais arbitra´rios. Uma poss´ıvel matriz S, obtida fazendo a1 = b1 = 0, e´ a seguinte
S =

 1 0 00 1 0
0 1 −1

 .
A sua inversa e´ facilmente calcula´vel (usando, por exemplo, eliminac¸a˜o de Gauss) obtendo-se
S−1 = S. Podemos agora calcular eAt : como A = SJS−1 tem-se eAt = SeJtS−1 = SeJtS e
tendo em conta que
eJt = e(I3+N3)t = eI3teN3t =
= etI3



 1 0 00 1 0
0 0 1

+

 0 t 00 0 t
0 0 0

+

 0 0 t2/2!0 0 0
0 0 0



 =
= et

 1 t t2/2!0 1 t
0 0 1


conclui-se que
eAt = et

 1 0 00 1 0
0 1 −1



 1 t t2/2!0 1 t
0 0 1



 1 0 00 1 0
0 1 −1

 =
= et

 1 0 00 1 0
0 1 −1



 1 t+ t2/2! −t2/2!0 1 + t −t
0 1 −1


= et

 1 t+ t2/2! −t2/2!0 1 + t −t
0 t 1− t


e a soluc¸a˜o geral pretendida pode ser escrita como
y(t) = et

 1 t+ t2/2 −t2/20 1 + t −t
0 t 1− t

y(0)
b) Do resultado da al´ınea anterior, escrevendo y(t) = (y1(t), y2(t), y3(t))
T , observa-se que
 y1(t)y2(t)
y3(t)

 = et

 y1(0) + y2(0)
(
t+ t
2
2
)
− y3(0) t22
y2(0)(1 + t)− y3(0)t
y2(0)t + y3(0)(1 − t)

 .
Para que esta func¸a˜o seja limitada quando t ∈ R− e´ necessa´rio e suficiente que cada uma
das suas func¸o˜es coordenadas o seja. Atendendo a que para qualquer polino´mio p(t) a func¸a˜o
p(t)et tende para 0 quando t → −∞ e e´ cont´ınua em R, conclui-se que, qualquer que seja a
condic¸a˜o inicial (y1(0), y2(0), y3(0))
T , a soluc¸a˜o e´ limitada em R−.
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c) Uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea pode ser determinada pela fo´rmula de va-
riac¸a˜o das constantes:
ypart(t) = e
At
∫ t
0
e−Ash(s)ds =
= et

 1 t+ t2/2 −t2/20 1 + t −t
0 t 1− t

∫ t
0
e−s

 1 −s+ s2/2 −s2/20 1− s s
0 −s 1 + s



 00
es

 ds =
= et

 1 t+ t2/2 −t2/20 1 + t −t
0 t 1− t

∫ t
0
e−s

 −12s2esses
(1 + s)es

 ds =
= et

 1 t+ t2/2 −t2/20 1 + t −t
0 t 1− t



 −16t31
2t
2
t+ 12t
2

 =
= et

 −16t3−12t2
t− 12t2


e, atendendo a` expressa˜o para a soluc¸a˜o geral da equac¸a˜o homoge´nea dada na al´ınea anterior
e´ a` condic¸a˜o inicial imposta, conclui-se que
y(t) = et

 10
0

+ et

 −16t3−12t2
t− 12t2

 = et

 1− 16t3−12t2
t− 12t2

 .
II.
a) Uma soluc¸a˜o particular da equac¸a˜o pode ser obtida, por exemplo, pelo me´todo de “guessing”
do seguinte modo: a equac¸a˜o homoge´nea pode ser escrita como (D3 + 8)x = 0 pelo que os
zeros do polino´mio caracter´ıstico associado sa˜o as ra´ızes cu´bicas de −8, ou seja,
λ1 = −2, λ2 = 2eiπ/3, λ3 = 2e−iπ/3.
Atendendo a que as func¸o˜es h1(t) = te
t e h2(t) = cos t = Re
(
eit
)
sa˜o soluc¸o˜es das equac¸o˜es
diferenciais (D − 1)2h = 0 e (D2 + 1)h = 0, respectivamente, conclui-se que as soluc¸o˜es
particulares (complexas) sa˜o do tipo
xC(t) = (α1t+ α2)e
t + α3e
it
o que fornece
x′
C
(t) = (α1 + α2)e
t + α1te
t + iα3e
it
x′′
C
(t) = (2α1 + α2)e
t + α1te
t − α3eit
x′′′
C
(t) = (3α1 + α2)e
t + α1te
t − iα3eit
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donde se obte´m
(3α1 + α2)e
t + α1te
t − iα3eit + 8(α1t+ α2)et + 8α3 = tet + eit,
ou seja, 

3α1 + 9α2 = 0
9α1 = 1
(8− i)α3 = 1
⇐⇒


α1 =
1
9
α2 = − 127
α3 =
1
8−i =
8+i
65
Conclui-se assim que uma soluc¸a˜o particular complexa e´
xC(t) =
(
1
9
t− 1
27
)
et +
(
8
65
+
1
65
i
)
(cos t+ i sin t) =
=
(
1
9
t− 1
27
)
et +
(
8
65
cos t− 1
65
sin t
)
+ i
(
1
65
cos t+
8
65
sin t
)
pelo que uma soluc¸a˜o particular real e´
xpart(t) =
(
1
9
t− 1
27
)
et +
8
65
cos t− 1
65
sin t.
b) Atendendo a que a soluc¸a˜o geral (real) da equac¸a˜o na˜o-homoge´nea pode ser escrita como
x(t) = xhom(t) + xpart(t)
onde xpart(t) e´ uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea (por exemplo a calculada
na al´ınea anterior) e xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea (D
3 + 8)x = 0, a qual
e´, atendendo aos resultados acima sobre os zeros do polino´mio caracter´ıstico,
xhom(t) = α1e
−2t + α2e2t cos
(π
3
t
)
+ α3e
2t sin
(π
3
t
)
,
o resultado pretendido e´
x(t) = α1e
−2t + α2e2t cos
(π
3
t
)
+ α3e
2t sin
(π
3
t
)
+
(
1
9
t− 1
27
)
et +
8
65
cos t− 1
65
sin t.
III.
a) Observando que a equac¸a˜o e´ separa´vel tem-se, apo´s multiplicac¸a˜o de ambos os membros por
1
x+x2
, supondo que x+ x2 6= 0,
1
x+ x2
dx
dt
= sin t.
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Integrando ambos os membros entre π/2 e um valor arbitra´rio de t vem∫ t
π/2
1
x+x2
dx
dsds =
∫ t
π/2 sin sds ⇐⇒
⇐⇒ ∫ x(t)−2 1x(1+x)dx = − cos t+ cos π2 ⇐⇒
⇐⇒ log |x(t)| − log 2− log |1 + x(t)|+ log 1 = − cos t ⇐⇒
⇐⇒ log
∣∣∣ x(t)1+x(t) ∣∣∣ = log 2− cos t ⇐⇒
⇐⇒ x(t)1+x(t) = 2e− cos t
onde na u´ltima passagem o sinal foi escolhido atendendo a que em t = π/2 se tem
x(π/2)
1 + x(π/2)
=
−2
1− 2 = 2 > 0.
Pode-se enta˜o concluir que
x(t) =
2e− cos t
1− 2e− cos t .
b) Comecemos por determinar o domı´nio da func¸a˜o x(t) :
Dx(·) =
{
t ∈ R : 1− 2e− cos t 6= 0} =
= {t ∈ R : cos t 6= log 2} .
O subintervalo do domı´nio que conte´m o ponto t = π/2 e´ I =] arccos log 2, 2π − arccos log 2[
(cf. Figura 8).
Figura 8: Visualizac¸a˜o do modo de determinac¸a˜o do intervalo I.
Atendendo a que x(t) e´ de classe C∞ no seu domı´nio (e portanto, em particular, e´ C1) conclui-
se que o intervalo ma´ximo de existeˆncia da soluc¸a˜o e´ o intervalo I apresentado acima.
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IV.
a) Observando que o sistema (17) implica que x′′1 = x
′
2 = −g(x1), ou seja x′′1 + g(x1) = 0 conclui-se
que uma mudanc¸a de varia´veis que tenha transformado x′′ +G(x) = 0 no sistema (17) pode
ser x1 = x e x2 (= x
′
1) = x
′, com g = G.
b) Os pontos de equil´ıbrio de (17) sa˜o as soluc¸o˜es de{
0 = x2
0 = −g(x1) ⇐⇒
{
x2 = 0
2x1 − 3x21 = 0
ou seja (x1, x2) = (0, 0) e (x1, x2) =
(
2
3 , 0
)
. A matriz jacobiana do sistema e´
J(x, y) =
[
0 1
2− 6x 0
]
pelo que se tem o seguinte:
linearizac¸a˜o em torno de (0, 0):
J(0, 0) =
[
0 1
2 0
]
Valores pro´prios: 0 = det (J(0, 0) − λI2) = λ2 − 2 ⇐⇒ λ1 =
√
2, λ2 = −
√
2 e como
Re (λ1) ,Re (λ2) 6= 0 podemos utilizar a linearizac¸ao em torno de (0, 0) a fim de estudar-
mos o comportamento das o´rbitas do sistema na˜o-linear (17) numa pequena vizinhanc¸a
desse ponto de equil´ıbrio.
linearizac¸a˜o em torno de
(
2
3 , 0
)
:
J
(
2
3
, 0
)
=
[
0 1
−2 0
]
Valores pro´prios: 0 = det
(
J
(
2
3 , 0
) − λI2) = λ2 + 2 ⇐⇒ λ1 = i√2, λ2 = −i√2 e como
Re (λ1) = Re (λ2) = 0 o me´todo de linearizac¸a˜o na˜o e´ aplica´vel.
c) Seja E(x1, x2) uma func¸a˜o real definida em R
2. Pretende-se ver se e´ poss´ıvel encontrar uma
func¸a˜o destas que seja constante ao longo de o´rbitas de (17), i.e., tal que
d
dt
E (x1(t), x2(t)) = 0, ∀t ∈ R.
Se E foˆr uma func¸a˜o satisfazendo esta condic¸a˜o, tera´ de se verificar
∂E
∂x1
x′1 +
∂E
∂x2
x′2 = 0,
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ou seja, como x1(t) e x2(t) satisfazem (17),
∂E
∂x1
x2 − ∂E
∂x2
g(x1) = 0.
Para que esta u´ltima igualdade se verifique e´ suficiente que
∂E
∂x1
= g(x1) e
∂E
∂x2
= x2.
Vejamos se estas duas equac¸o˜es podem ser simultaneamente satisfeitas: da primeira tem-se,
primitivando ambos os membros em ordem a x1,
E(x1, x2) =
∫
g(x1)dx1 + k1(x2)
onde k1(x2) e´ uma constante para a primitivac¸a˜o em ordem a x1 (a qual pode, obviamente,
ser func¸a˜o de x2.) Analogamente, primitivando a outra equac¸a˜o em ordem a x2 tem-se
E(x1, x2) =
1
2
x22 + k2(x1)
onde k2(x1) na˜o depende de x2. Comparando estas duas expresso˜es para E(x1, x2) conclui-se
que se pode tomar
E(x1, x2) =
1
2
x22 +
∫
g(x1)dx1 =
1
2
x22 − x21 + x31.
d) Comecemos por linearizar em torno do equil´ıbrio (0, 0) : Os valores e vectores pro´prios da matriz
jacobiana J(0, 0) sa˜o
valor pro´prio λ1 =
√
2, com vector pro´prio v(1) =
(
v
(1)
1 , v
(1)
2
)T
, onde
[ −√2 1
2 −√2
][
v
(1)
1
v
(1)
2
]
= 0 ⇐⇒ v(1)2 =
√
2v
(1)
1
pelo que se pode escolher v(1) =
[
1√
2
]
.
valor pro´prio λ1 =
√
2 : ca´lculos ana´logos aos anteriores permitem obter v(2) =
[
1
−√2
]
.
Numa vizinhanc¸a de (0, 0) o retrato de fase e´ o esboc¸ado na Figura 9.
O comportamento das o´rbitas de (17) no exterior de pequenas vizinhanc¸as de (0, 0) na˜o pode
ser estudado com recurso a` linearizac¸a˜o apresentada, mas pode usar-se o facto da func¸a`o
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Figura 9: Retrato de fases de (17) numa vizinhanc¸a de (0, 0).
E(x1, x2) determinada na al´ınea anterior ser uma constante do movimento para (17). Aten-
dendo a que x22 ≥ 0 vem
E(x1, x2) =
1
2
x22︸︷︷︸
=:Ec(x2)
+
(−x21 + x31)︸ ︷︷ ︸
=:Ep(x1)
≥ Ep(x1)
e teˆm-se os esboc¸os para o gra´fico de Ep e para os conjuntos de n´ıvel de E apresentados nas
Figuras 10 e 11.
Figura 10: Gra´fico de Ep.
onde Ej =
{
(x1, x2) ∈ R2 : E(x1, x2) = Ej
}
. Atendendo a` primeira equac¸a˜o do sistema (17)
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Figura 11: Conjuntos de n´ıvel de E.
tem-se que x1(t) e´ crescente em regio˜es do espac¸o de fases onde x2 > 0 pelo que se pode
esboc¸ar o retrato de fases apresentado na Figura 12.
Figura 12: Esboc¸o do retrato de fases do sistema (17).
e) Atendendo ao retrato de fase esboc¸ado acima conclui-se o apresentado na Figura 13.
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Figura 13: Resoluc¸a˜o da al´ınea e).
V.
a) Recorrendo ao me´todo de separac¸a˜o de varia´veis pode-se procurar soluc¸o˜es do tipo u(t, x) =
T (t)X(x), caso em que a equac¸a˜o dada se escreve como
T ′X = TX ′′ − TX.
Supondo que T (t) 6= 0, ∀t ∈ R+ e X(x) 6= 0, ∀x ∈]0, π[ pode-se dividir esta equac¸a˜o por
T (t)X(x) vindo
T ′
T
(t) =
X ′′
X
(x)− 1.
Observando que o membro esquerdo desta equac¸a˜o so´ depende de t, o direito so´ depende
de x e que a equac¸a˜o devera´ ser satisfeita para todos os pontos (t, x) no aberto R+×]0, π[,
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conclui-se que tera´ de existir uma constante real σ independente de t e de x tal que
T ′
T
(t) = σ =
X ′′
X
(x)− 1,
ou seja, {
T ′ − σT = 0
X ′′ − (1 + σ)X = 0,
com as condic¸o˜es na fronteira{
0 = u(t, 0) = T (t)X(0)
0 = u(t, π) = T (t)X(π)
=⇒ X(0) = X(π) = 0.
Comecemos por determinar as soluc¸o˜es na˜o-triviais (na˜o identicamente nulas) do problema
de valores na fronteira para X(x) :{
X ′′ − (1 + σ)X = 0
X(0) = X(π) = 0.
Se 1+σ = 0 a equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o X(x) = ax+b
e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(π) = aπ + b conclui-se
imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a soluc¸a˜o trivial
X(x) ≡ 0.
Seja agora 1 + σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
1+σx + be−
√
1+σx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) = a+ b e 0 = X(π) = ae
√
1+σπ +
be−
√
1+σπ cuja u´nica soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a
func¸a˜o identicamente nula X(x) ≡ 0.
Finalmente tome-se 1 + σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever 1 + σ =
−λ2 com λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx+
b sinλx. E as condic¸o˜es na fronteira fornecem{
0 = X(0) = a
0 = X(π) = a cos λπ + b sinλπ,
ou seja {
a = 0
b sinλπ = 0,
pelo que λ = λk = k, com k ∈ N1 arbitra´rio (pois caso contra´rio teria de ser b = 0 e ter-
se-ia X(x) = 0.) Obteˆm-se assim infinitas soluc¸o˜es do problema de valores na fronteira,
em particular as func¸o˜es
Xk(x) = sin kx,
e todas as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es.
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Tendo em atenc¸a˜o que σ = −1− λ2 = −1− k2 tem-se a equac¸a˜o para T escrita na forma
T ′ = −(1 + k2)T
cuja soluc¸a˜o geral e´ Tk(t) = αke
−(1+k2)t com αk ∈ R arbitra´rio. Atendendo ao que ficou
escrito acima podemos concluir que a soluc¸a˜o formal do problema apresentado e´
u(t, x) =
∞∑
k=1
αk sin(kx)e
−(1+k2)t.
b) Para que a soluc¸a˜o formal encontrada na al´ınea anterior satisfac¸a a condic¸a˜o inicial dada ha´ que
escolher as constantes αk de modo a que
(π − x)x = u(0, x) =
∞∑
k=1
αk sin(kx),
ou seja, os αk devem ser os coeficientes da se´rie de Fourier de senos da func¸a˜o 2π−perio´dica
cuja restric¸a˜o a [0, π] e´ igual a f(x) = (π − x)x.
Figura 14: Gra´fico da func¸a˜o f e do seu prolongamento.
αk =
2
π
∫ π
0
(π − x)x sin(kx)dx =
= 2
∫ π
0
x sin(kx)dx − 2
π
∫ π
0
x2 sin(kx)dx
(primitivando por partes uma vez o primeiro integral e duas vezes o segundo)
= 2
(
−x
k
cos kx+
1
k2
sin kx
)∣∣∣∣π
0
− 2
π
(
−x
2
k
cos kx+
2x
k2
sin kx+
2
k3
cos kx
)∣∣∣∣π
0
=
=
4
k3π
(
1 + (−1)k
)
=
=
{
8
k3π
se k e´ par
0 se k e´ ı´mpar
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pelo que concluimos que
α2n+1 = 0 e α2n =
1
n3π
e a soluc¸a˜o formal pretendida e´
u(t, x) =
∞∑
n=1
1
n3π
sin(2nx)e−(1+4n
2)t.
50
Exame de 10.7.95 e resoluc¸a˜o.
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EQUAC¸O˜ES DIFERENCIAIS
(Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 10/7/1995 Durac¸a˜o: 3h00.
I.
Considere o seguinte sistema de equac¸o˜es diferenciais ordina´rias lineares

x′1 = −x1
x′2 = x2 − x3
x′3 = −x3 + β(t)
(18)
onde β(t) : R→ R e´ uma func¸a˜o cont´ınua.
1. Escreva (18) na forma vectorial x′ = Ax + b(t) indicando explicitamente qual e´ a matriz A e o vector
b(t).
2. Seja β(t) ≡ 0.
a) Determine a matriz fundamental eAt do sistema.
b) Determine para que condic¸o˜es iniciais as soluc¸o˜es de (18) teˆm limite finito quando t → +∞ e
calcule o valor desse limite.
3. Seja β(t) ≡ t.
Determine uma soluc¸a˜o particular de (18) e escreva uma expressa˜o para a soluc¸a˜o geral do sistema.
II.
Considere a equac¸a˜o diferencial linear
x′′ + a(t)x′ + x = b(t) (19)
onde a(·) e b(·) sa˜o func¸o˜es reais, cont´ınuas, definidas em R.
1. Fac¸a a(t) ≡ 0 e b(t) ≡ − t.
a) Determine uma base para o espac¸o das soluc¸o˜es do problema homoge´neo associado.
b) Determine a soluc¸a˜o de (19) que satisfaz a condic¸a˜o inicial x(0) = x′(0) = 0.
2. Seja agora a(t) ≡ −t e b(t) ≡ 0.
Aplicando transformadas de Laplace a (19) obtenha a soluc¸a˜o desta equac¸a˜o que satisfaz a condic¸a˜o
inicial x(0) = x′(0)− 2 = 0.
Sugesta˜o: Podera´ ser u´til relembrar que, sendo f(s) = L[F ](s) a transformada de Laplace da func¸a˜o
F (t) enta˜o, com condic¸o˜es convenientes sobre F (quais?) tem-se
L[F (n)](s) = snf(s)− sn−1F (0)− sn−2F ′(0)− · · · − F (n−1)(0)
L[(−t)nF (t)](s) = f (n)(s).
III.
Considere a func¸a˜o ψ definida em R, perio´dica de per´ıodo 2, par, tal que a sua restric¸a˜o ao intervalo [0, 1] e´
ψ(x) = x.
a) Escreva a expressa˜o da se´rie de Fourier de ψ.
b) Estude a se´rie de Fourier que obteve na al´ınea anterior quanto a`s suas propriedades de convergeˆncia
pontual e uniforme, e estabelec¸a, justificando devidamente, a relac¸a˜o entre a soma da se´rie e o valor
da func¸a˜o ψ para todos os pontos x ∈ R.
IV.
Um modelo simplificado para a propagac¸a˜o de impulsos nervosos num axo´nio e´ constituido pelas equac¸o˜es
de Fitzhugh-Nagumo que, numa versa˜o simplificada, sa˜o
ut = uxx + f(u) (x, t) ∈ R× R+ (20)
onde u = u(x, t) e f(u) = −u(u− 1)(u− 14 ).
Um impulso nervoso e´, tecnicamente, uma onda de despolarizac¸a˜o ele´trica que se propaga ao longo do
axo´nio a uma velocidade constante V. Isto corresponde, matematicamente, a` existeˆncia de soluc¸o˜es de (20)
satisfazendo as condic¸o˜es {
u(x, t) −→ 0 quando x→ −∞
u(x, t) −→ 1 quando x→ +∞ (21)
e tal que a “transic¸a˜o” entre 0 e 1 propaga-se com velocidade constante V (x e´ a distaˆncia ao longo do
axo´nio, que se supo˜e de comprimento infinito, x ∈ R.) O objectivo deste exerc´ıcio e´, atrave´s de uma sucessa˜o
de passos simples, provar a existeˆncia de soluc¸o˜es de (20) com estas caracter´ısticas.
1.a) Seja ϕ : R → R definida por ϕ(x + V t) def= u(x, t). Considere a mudanc¸a de varia´veis s = x + V t.
Verifique que se u e´ soluc¸a˜o de (20)-(21) enta˜o ϕ satisfaz

ϕ′′ − V ϕ′ + f(ϕ) = 0, s ∈ R
ϕ(s) −→ 0 quando s→ −∞
ϕ(s) −→ 1 quando s→ +∞
(22)
onde (·)′ = dds .
b) Defina as varia´veis dependentes y1(s)
def
= ϕ(s) e y2(s)
def
= ϕ′(s). Mostre que nas novas varia´veis (y1, y2)
a equac¸a˜o diferencial (22) fica transformada no sistema{
y′1 = y2
y′2 = V y2 − f(y1) (23)
2.a) Considere o caso V = 0 em (23). Mostre que a func¸a˜o
E(y1, y2)
def
=
1
2
y22 +
∫ y1
0
f(z)dz
e´ uma constante do movimento para (23).
b) Utilizando a al´ınea anterior e relembrando que f(u) = −u(u − 1)(u − 14 ), esboce o retrato de fase de
(23) (com V = 0.)
3.a) Considere agora V > 0. Prove que
d
ds
E(y1(s), y2(s)) = V · (y2(s))2.
b) Linearizando (23) em torno da origem, mostre que a soluc¸a˜o nula (y1 = y2 = 0) e´ um ponto de equil´ıbrio
insta´vel (ponto de sela) para todos os V > 0. Verifique que o mesmo se passa para o ponto de equil´ıbrio
(y1, y2) = (1, 0).
4. Tendo presente os resultados de dependeˆncia cont´ınua em relac¸a˜o a`s condic¸o˜es iniciais e paraˆmetros,
utilize os resultados das al´ıneas anteriores e um argumento de continuidade para mostrar que existe
pelo menos um valor de V > 0 para o qual (23) tem uma soluc¸a˜o que verifica{
(y1(s), y2(s)) −→ (0, 0) quando s→ −∞
(y1(s), y2(s)) −→ (1, 0) quando s→ +∞
Observac¸a˜o final: Atendendo a que u(x, t) = ϕ(s) = y1(s), o resultado na al´ınea 4. prova a existeˆncia de
soluc¸o˜es de (20) do tipo pretendido.
Resoluc¸a˜o:
I.
1. Sendo x = (x1, x2, x3)
T tem-se
x′ =

 x1x2
x3

′ =

 −x1x2 − x3
−x3 + β(t)

 =

 − 1 0 00 1 − 1
0 0 − 1

x+

 00
β(t)


pelo que A =

 − 1 0 00 1 − 1
0 0 − 1

 e b(t) =

 00
β(t)

 .
2.a) A matriz A e´ uma matriz diagonal por blocos: A = diag (−1, A1) onde A1 =
[
1 −1
0 −1
]
.
Assim, tem-se eAt = diag
(
e−t, eA1t
)
. O ca´lculo de eA1t pode ser efectuado por qualquer dos
me´todos estudados. Vejamos que de facto assim e´2
Pela definic¸a˜o:
Por definic¸a˜o eA1t =
+∞∑
j=0
tj
j!A
j
1. Observando que
A21 =
[
1 −1
0 −1
] [
1 −1
0 −1
]
=
[
1 0
0 1
]
= I2
conclui-se que Aj1 = A1 se j e´ ı´mpar e A
j
1 = I2 se j e´ par, pelo que se tem
eA1t = I2 +A1t+
1
2!
I2t
2 +
1
3!
A1t
3 +
1
4!
I2t
4 + . . . =
=
[
1 0
0 1
]
+
[
t −t
0 −t
]
+
[
t2/2! 0
0 t2/2!
]
+
[
t3/3! −t3/3!
0 −t3/3!
]
+ . . . =
=
[
1 + t+ 12! t
2 + 13! t
3 + . . . −t− 13! t3 − . . .
0 1− t+ 12!t2 − 13! t3 + 14! t4 − . . .
]
=
=
[
et −12
(
et − e−t)
0 e−t
]
Pelo me´todo de Putzer:
Sendo A1 uma matriz triangular os valores pro´prios sa˜o os elementos da diagonal princi-
pal: λ1 = 1, e λ2 = −1. Tem-se P0(A1) = I2 e P1(A1) = (A1−λ1I2)P0(A1) =
[
0 −1
0 −2
]
,
2Claro que no exame bastava utilizar um dos me´todos!. . .
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e ainda o sistema seguinte para as func¸o˜es rj(t) :{
r′1 = r1, r1(0) = 1
r′2 = −r2 + r1, r2(0) = 0
donde r1(t) = e
t e a equac¸a˜o para r2 pode ser resolvida do seguinte modo: multiplicando-
a por uma func¸a˜o µ = µ(t) vem µr′2 + µr2 = µe
t; para que o membro esquerdo seja
igual a (µr2)
′ = µr′2 + µ
′r2 e´ suficiente tomar µ satisfazendo µ′ = µ, isto e´, µ = et.
Enta˜o, multiplicando a equac¸a˜o por este factor integrante, integrando ambos os membros
da equac¸a˜o resultante e atendendo a` condic¸a˜o inicial para r2 conclui-se que r2(t) =
1
2
(
et − e−t) . O resultado pretendido e´
eA1t = r1(t)P0(A1) + r2(t)P1(A1) =
= et
[
1 0
0 1
]
+
1
2
(
et − e−t) [ 0 −1
0 −2
]
=
=
[
et −12
(
et − e−t)
0 et − (et − e−t)
]
=
=
[
et −12
(
et − e−t)
0 e−t
]
Pela reduc¸a˜o a formas cano´nicas:
Os valores pro´prios de A1 sa˜o distintos (λ1 = 1, λ2 = −1) pelo que a matriz e´ dia-
gonaliza´vel, i.e., existe uma matriz invert´ıvel M tal que A = MDM−1 com D e´ uma
matriz diagonal. Sabe-se que se pode tomar para matriz M uma matriz cujas colunas
sa˜o vectores pro´prios de A. Estes sa˜o os seguintes: correspondendo a λ1 = 1 :
(A1 − λ1I2)v(1) = 0⇐⇒
[
0 −1
0 −2
][
v
(1)
1
v
(1)
2
]
= 0⇐⇒
{
−v(1)2 = 0
−2v(1)2 = 0
⇐⇒ v(1) =
[
α
0
]
,
onde α ∈ R \ {0} e´ arbitra´rio. Ca´lculos ana´logos para o valor pro´prio λ2 = −1 fornecem
v(2) =
[
β
2β
]
, ∀β ∈ R \ {0}.
Sem perda de generalidade pode tomar-se α = β = 1. A matriz de mudanc¸a de base de
R
2, M, e´ enta˜o
M =
[
1 1
0 2
]
e
M−1 =
[
1 −1/2
0 1/2
]
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pelo que D =M−1AM = diag(1,−1) e tem-se
eA1t = MeDtM−1 =
=
[
1 1
0 2
] [
et 0
0 e−t
] [
1 −1/2
0 1/2
]
=
=
[
et −12
(
et − e−t)
0 e−t
]
Pelo me´todo dos valores e vectores pro´prios:
Ja´ calcula´mos na resoluc¸a˜o pelo me´todo anterior os vectores pro´prios de A. Assim, uma
matriz fundamental do sistema linear bidimensional com matriz A1 sera´
Φ(t) =
[
etv(1) e−tv(2)
]
=
[
et e−t
0 2e−t
]
e portanto
eA1t = Φ(t) · Φ−1(0) =
=
[
et e−t
0 2e−t
] [
1 1
0 2
]−1
=
=
[
et e−t
0 2e−t
] [
1 −1/2
0 1/2
]
=
=
[
et −12
(
et − e−t)
0 e−t
]
Atendendo ao resultado fornecido por qualquer dos me´todos apresentados para a matriz eA1t
conclui-se que
eAt = diag
(
e−t, eA1t
)
=
=

 e−t 0 00 et −12 (et − e−t)
0 0 e−t

 .
2.b) A soluc¸a˜o geral de (18) e´ x(t) = e(At)x(0) pelo que, atendendo ao resultado da al´ınea anterior,
x(t) =

 e−t 0 00 et −12 (et − e−t)
0 0 e−t



 x1(0)x2(0)
x3(0)

 =

 e−tx1(0)etx2(0)− 12 (et − e−t)x3(0)
e−tx3(0)

 .
Quando t → +∞ tem-se e−t → 0 e et → +∞ e portanto, para que x(t) tenha limite fi-
nito e´ necessa´rio e suficiente que etx2(0) − 12
(
et − e−t)x3(0) seja limitado, ou seja, que
et
(
x2(0) − 12x3(0)
)
seja limitado, o que requer que x2(0) =
1
2x3(0). Conclui-se enta˜o que
as condic¸o˜es iniciais pretendidads sa˜o do tipo (x1(0), x2(0), x3(0))
T = (α, β, 2β)T , ∀α, β ∈ R.
Evidentemente que para condic¸o˜es iniciais deste tipo tem-se, utilizando a expressa˜o da soluc¸a˜o
geral escrita acima,
x(t) −→ (0, 0, 0)T quando t→ +∞.
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3. Uma soluc¸a˜o particular pode ser obtida pela fo´rmula de variac¸a˜o das constantes:
xpart(t) = Φ(t)
∫
Φ−1(s)b(s)ds =
=

 e−t 0 00 et −12 (et − e−t)
0 0 e−t

∫

 e−s 0 00 es −12 (es − e−s)
0 0 e−s

−1

 00
s

 ds =
=

 e−t 0 00 et −12 (et − e−t)
0 0 e−t

∫

 es 0 00 e−s −12 (e−s − es)
0 0 es



 00
s

 ds =
=

 e−t 0 00 et −12 (et − e−t)
0 0 e−t

∫

 0−12se−s + 12ses
ses

 ds =
=

 e−t 0 00 et −12 (et − e−t)
0 0 e−t



 01
2 te
−t + 12e
−t + 12te
t − 12et
(t− 1)et

 =
=

 0t
t− 1


e portanto a soluc¸a˜o geral do sistema pode-se escrever como
x(t) =

 e−t 0 00 et −12 (et − e−t)
0 0 e−t

α+

 0t
t− 1

 ,
com α ∈ R3 arbitra´rio.
II
1.a) Sendo a equac¸a˜o homoge´nea associada x′′ + x = 0 pode-se escrever esta equac¸a˜o na forma de
um sistema de primeira ordem fazendo x1 = x e x2 = x
′, vindo enta˜o[
x1
x2
]′
=
[
0 1
−1 0
] [
x1
x2
]
.
Uma base para o espac¸o das soluc¸o˜es deste sistema pode ser obtida das colunas de qualquer
matriz fundamental Φ(t). Sendo os valores pro´prios de A =
[
0 1
−1 0
]
as ra´ızes de pA(λ) =
det (A− λI2) = λ2 + 1, tem-se λ1 = i e λ2 = −i. Usando, por exemplo, o me´todo dos valores
e vectores pro´prios tem-se que um vector pro´prio associado a λ1 = i e´
(A− iI2)v(1) = 0⇐⇒
[ −i 1
−1 −i
][
v
(1)
1
v
(1)
2
]
= 0⇐⇒ v =
[
1
i
]
.
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Assim, uma base do espac¸o das soluc¸o˜es do sistema e´ constituida pelas func¸o˜es x1(t) =
Re (xC(t)) e x2(t) = Im (xC(t)) , onde
xC(t) = e
λ1tv(1) = (cos t+ i sin t)
([
1
0
]
+ i
[
0
1
])
=
[
cos t
− sin t
]
+ i
[
sin t
cos t
]
.
Atendendo a` relac¸a˜o entre o sistema de primeira ordem e a equac¸a˜o dada conclui-se que uma
base da equac¸a˜o dada e´
{cos t, sin t} .
1.b) Sabemos da al´ınea anterior que a soluc¸a˜o geral do problema homoge´neo e´ xhom(t) = α1 cos t+
α2 sin t, ∀α1, α2 ∈ R. Uma soluc¸a˜o particular pode ser calculada recorrendo ao me´todo dos
coeficientes indeterminados: A func¸a˜o b(t) = −t e´ soluc¸a˜o de D2b(t) = 0; pode-se escrever
(19) na forma
(
D2 + 1
)
x = b(t); pelo que se conclui que D2
(
D2 + 1
)
x = 0. A soluc¸a˜o
geral desta equac¸a˜o homoge´nea e´ x(t) = a0 + a1t + a2e
it + a3e
−it. Daqui conclui-se que
x′′(t) = −a2eit − a3e−it e como procuramos uma soluc¸a˜o da equac¸a˜o na˜o-homoge´nea ter-se-a`
de verificar
x′′(t) + x(t) = −t⇐⇒
⇐⇒ −a2eit − a3e−it + a0 + a1t+ a2eit + a3e−it = −t
⇐⇒ a0 + a1t = −t
⇐⇒ a0 = 0 ∧ a1 = −1
pelo que uma soluc¸a˜o particular e´ xpart(t) = −t e a soluc¸a˜o geral da equac¸a˜o na˜o-homoge´nea
e´ x(t) = α1 cos t+ α2 sin t− t. Atendendo a`s condic¸o˜es iniciais dadas{
0 = x(0) = α1
0 = x′(0) = α2 − 1
pelo que a soluc¸a˜o pedida e´
x(t) = sin t− t.
2. A equac¸a˜o que temos agora de considerar e´
x′′ − tx′ + x = 0. (24)
Como a transformada de Laplace e´ linear tem-se, aplicando a transformac¸a˜o de Laplace a
ambos os membros de (24), L[x′′] + L[−tx′] + L[x] = 0. Seja X(s) = L[x(t)](s). Utilizando a
sugesta˜o tem-se L[x′′] = s2X(s) − sx(0) − x′(0) e L[−tx′] = ddsL[x′] = dds (sX(s)− x(0)) =
X(s) + sX ′(s). Atendendo a`s condic¸o˜es iniciais vem L[x′′] = s2X(s)− 2. A equac¸a˜o transfor-
mada e´, enta˜o, s2X − 2 +X + sX ′ +X = 0, ou seja
X ′ = −
(
s+
2
s
)
X +
2
s
. (25)
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Uma soluc¸a˜o particular desta equac¸a˜o pode ser obtida multiplicando (25) por uma func¸a˜o
µ = µ(s); para que o membro esquerdo da equac¸a˜o resultante seja igual a (µX)′ = µX ′+µ′X
e´ suficiente que se tome µ satisfazendo a equac¸a˜o µ′ =
(
s+ 2s
)
µ, ou seja, por exemplo,
µ = s−2es2/2. Utilizando este factor integrante, uma soluc¸a˜o particular de (25) e´ Xpart(s) = 2s2 .
Finalmente, aplicando a transformada inversa, conclui-se que a soluc¸a˜o de (19) pretendida e´
x(t) = L−1[X(s)](t) = 2t.
III.
a) Nas condic¸o˜es do enunciado a se´rie de Fourier de ψ vai ser uma se´rie de cosenos (porque ψ e´
par) do tipo
1
2
a0 +
+∞∑
n=1
an cos(nπx)
onde os coeficientes de Fourier an sa˜o dados por
an = 2
∫ 1
0
ψ(x) cos(nπx)dx.
Tem-se,
a0 = 2
∫ 1
0
xdx = x2
∣∣1
0
= 1.
e, para n > 0,
an = 2
∫ 1
0
x cos(nπx)dx =
= 2
(
x
nπ
sin(nπx) +
1
n2π2
cos(nπx)
)∣∣∣∣1
0
=
=
2
nπ
sin(nπ) +
2
n2π2
cos(nπ)− 0− 2
n2π2
=
=
2
n2π2
((−1)n − 1) =
=


0 se n e´ par
− 4
(2k − 1)2π2 se n = 2k − 1.
e portanto
ψ(x) =
1
2
−
∞∑
k=1
4
(2k − 1)2π2 cos((2k − 1)πx).
b) Atendendo a que
• ψ e´ C0 em R.
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• ψ e´ C∞ em R \ Z.
• lim
x→p−
ψ′(x) = 1 e lim
x→p+
ψ′(x) = − 1, ∀p ∈ Z,
conclui-se que ψ e´ seccionalmente de classe C1 e, pelo Teorema de Fourier da convergeˆncia
pontual, a se´rie de Fourier de ψ determinada na al´ınea anterior e´ pontualmente convergente
em R e a soma da se´rie e´ igual a ψ(x) para todo o x ∈ R.
Observando que ψ e´ cont´ınua em R e que ψ′ (definida em R\Z) e´ integra´vel (pois e´ seccional-
mente constante) em [−1, 1] e tem quadrado integra´vel no mesmo intervalo (pois (ψ′(x))2 ≡ 1
em R \ Z) pode-se concluir que a se´rie de Fourier de ψ apresentada anteriormente converge
uniformemente em R. Um modo alternativo de investigar a convergeˆncia uniforme consiste
em recorrer ao teste-M de Weierstrass: como∣∣∣∣ 4(2k − 1)2π2 cos((2k − 1)πx)
∣∣∣∣ ≤ 4(2k − 1)2π2 ∼ 1k2
e a se´rie
∑
k 1/k
2 e´ convergente, o teste-M de Weierstrass permite concluir que a se´rie de
Fourier de ψ e´ absoluta e uniformemente convergente em R.
IV.
1.a) Atendendo a que u(t, x) = ϕ(s) com s = x+ V t, tem-se
∂u
∂t
(t, x) =
∂ϕ
∂t
(x+ V t) =
dϕ
ds
∂s
∂t
= V ϕ′
∂u
∂x
(t, x) =
∂ϕ
∂x
(x+ V t) =
dϕ
ds
∂s
∂x
= ϕ′
∂2u
∂x2
(t, x) =
∂
∂x
(
∂u
∂x
(t, x)
)
=
∂
∂x
ϕ′ =
dϕ′
ds
∂s
∂x
= ϕ′′
∂s
∂x
= ϕ′′
f(u) = f(u(t, x)) = f(ϕ(x+ V t)) = f(ϕ(s)) = f(ϕ),
e a equac¸a˜o (20) pode ser escrita como V ϕ′ = ϕ′′+ f(ϕ), ou seja ϕ′′−V ϕ′+ f(ϕ) = 0, s ∈ R.
Quanto a`s condic¸o˜es aos limites (21), como s = x + V t tem-se que, para cada t ∈ R fixo,
x→ ±∞ se e so´ se s→ ±∞ (respectivamente) pelo que (21) pode ser escrito como{
ϕ(s) −→ 0 quando s→ −∞
ϕ(s) −→ 1 quando s→ +∞.
b) Usando a definic¸a˜o de y1 e y2 dada no enunciado tem-se
y′1 = ϕ
′ = y2
y′2 = ϕ
′′ = V ϕ′ − f(ϕ) = V y2 − f(y1)
e a equac¸a˜o (22) fica transformada no sistema (23)
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2.a) Considerando V = 0 o sistema (23) escreve-se{
y′1 = y2
y′2 = − f(y1)
e tem-se
dE
ds
(y1(s), y2(s)) =
∂E
∂y1
y′1 +
∂E
∂y2
y′2 =
= f(y1)y
′
1 + y2y
′
2 =
= f(y1)y2 + y2 · (−f(y1)) =
= 0, ∀s ∈ R,
pelo que E e´ uma constante do movimento.
b) Sendo f(u) = − u(u− 1)(u − 14 ) conclui-se que uma constante do movimento e´
E (y1, y2) =
1
2
y22︸︷︷︸
=:Ec(y2)
+
(
−
∫ y1
0
u(u− 1) (u− 14) du
)
︸ ︷︷ ︸
=:Ep(y1)
.
Atendendo a que Ec(y2) ≥ 0 e que as o´rbitas da equac¸a˜o (23) com V = 0 esta˜o contidas
em conjuntos de n´ıvel de E, tem-se que para um dado n´ıvel Ej de E a regia˜o do espac¸o de
fase para a qual podera´ haver alguma o´rbita com esse valor da func¸a˜o E(y1, y2) tera´ de estar
contida no subconjunto de R2 para o qual Ep(y1) ≤ Ej . Assim, os conjuntos de n´ıvel de E
sa˜o facilmente obtidos a partir do gra´fico de Ep, como se indica seguidamente na Figura 15.
onde Ej =
{
(x1, x2) ∈ R2 : E(x1, x2) = Ej
}
. Observe-se que o sentido das o´rbitas e´ o indicado
na figura uma vez que a primeira equac¸a˜o de (23) implica que y1(s) e´ crescente (y
′
1 > 0) se e
so´ se y2 > 0.
3.a) Sendo agora V > 0 tem-se, pelos mesmos ca´lculos de 2.a),
dE
ds
(y1(s), y2(s)) =
∂E
∂y1
y′1 +
∂E
∂y2
y′2 =
= f(y1)y2 + y2 · (V y2 − f(y1)) =
= V y22
como se pretendia. Consequentemente E e´ na˜o-decrescente ao longo de o´rbitas de (23).
b) Obte´m-se imediatamente de (23) que, para qualquer V ≥ 0, os u´nicos pontos de equil´ıbrio do
sistema sa˜o (0, 0), (14 , 0) e (1, 0). A matriz jacobiana do sistema num ponto gene´rico e´
J(y1, y2) =
[
0 1
− f ′(y1) V
]
=
[
0 1
3y21 − 52y1 + 14 V
]
.
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Figura 15: Gra´fico de Ep e conjuntos de n´ıvel de E.
Para o ponto de equ´ılibrio (0, 0) tem-se
J(0, 0) =
[
0 1
1
4 V
]
cujos valores pro´prios sa˜o os zeros do polino´mio caracter´ıstico p(λ) = λ2 − V λ − 14 , ou seja,
λ1 =
1
2
(
V +
√
V 2 + 1
)
e λ2 =
1
2
(
V −√V 2 + 1
)
. Como Re(λ1),Re(λ1) 6= 0 a linearizac¸a˜o
em torno de (0, 0) e´ aplica´vel ao estudo do comportamento do sistema na˜o-linear (23) em
pequenas vizinhanc¸as da soluc¸a˜o nula. Como λ2 < 0 < λ1 conclui-se que (0, 0) e´ um ponto de
sela e, portanto, e´ uma soluc¸a˜o insta´vel (ja´ que existe um valor pro´prio, λ1, com parte real
positiva). Para o ponto de equil´ıbrio (1, 0) tem-se
J(1, 0) =
[
0 1
3
4 V
]
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cujos valores pro´prios sa˜o os zeros de q(λ) = λ2 − V λ − 34 , ou seja, λ1 = 12
(
V +
√
V 2 + 3
)
e λ2 =
1
2
(
V −√V 2 + 3
)
. Novamente aqui, como Re(λ1) e Re(λ1) 6= 0 e λ2 < 0 < λ1,
conclui-se que o ponto (1, 0) e´ um ponto de sela (equil´ıbrio insta´vel) do sistema na˜o-linear
(23).
4. Sabemos que se V = 0 a func¸a˜o E e´ uma constante do movimento para (23) e se V > 0, E e´
crescente ao longo de o´rbitas. Por outro lado, para qualquer V ≥ 0 o retrato de fase de (23)
numa vizinhanc¸a de (0, 0) e´
Figura 16: Retrato de fase de (23) numa vizinhanc¸a de (0, 0)
onde as o´rbitas correspondentes a soluc¸o˜es que convergem para (0, 0) quando t → +∞ ou
quando t→ −∞ sa˜o tangentes aos espac¸os pro´prios do sistema linearizado:
para o valor pro´prio λ1:
(J(0, 0) − λ1I2)
[
v
(1)
1
v
(1)
2
]
= 0⇐⇒
⇐⇒

 −12
(
V +
√
V 2 + 1
)
1
1
4
1
2
(
V −√V 2 + 1
)

[ v(1)1
v
(1)
2
]
= 0 ⇐⇒
⇐⇒ v(1)2 =
1
2
(
V +
√
V 2 + 1
)
v
(2)
1
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para o valor pro´prio λ2:
(J(0, 0) − λ2I2)
[
v
(2)
1
v
(2)
2
]
= 0⇐⇒
⇐⇒

 −12
(
V −√V 2 + 1
)
1
1
4
1
2
(
V +
√
V 2 + 1
)

[ v(2)1
v
(2)
2
]
= 0 ⇐⇒
⇐⇒ v(2)2 =
1
2
(
V −
√
V 2 + 1
)
v
(2)
1
Os espac¸os pro´prios sa˜o, enta˜o,
Eλ1 =
{
v(1) = α
[
1
1
2
(
V +
√
V 2 + 1
) ] , α ∈ R
}
e
Eλ2 =
{
v(2) = β
[
1
1
2
(
V −√V 2 + 1
) ] , β ∈ R
}
Figura 17: Espac¸os pro´prios Eλ1 e Eλ2 .
Observe-se que o declive da recta que coincide com Eλ1 e´ crescente com V e Eλ1 tende para
uma recta vertical (com declive +∞) quando V → +∞.
Suponha-se agora que se tem V = V1 > 0 muito pequeno e considere-se um ponto (y1(0), y2(0))
no primeiro quadrante de R2, numa pequena vizinhanc¸a de (0, 0) e tal que (y1(s), y2(s)) →
(0, 0) quando s → −∞. Por continuidade das soluc¸o˜es relativamente a`s condic¸o˜es iniciais e
paraˆmetros conclui-se que a o´rbita γ1 correspondente a` soluc¸a˜o com a condic¸a˜o inicial indicada
sera´ algo como se esboc¸a na Figura 18.
Observe-se que E e´ crescente ao longo de γ1 e como γ1 intersecta o eixo y2 = 0 num ponto P
com abcissa inferior a 1 tem-se (porque y′1 < 0 quando y2 < 0) que pontos sobre a o´rbita γ1
nunca podera˜o convergir para (1, 0) quando s→ +∞ (ver figura acima).
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Figura 18: Orbita γ1.
Considere-se agora V = V2 > 0 suficientemente grande para que a o´rbita correspondente a`
que designa´mos acima por γ1, designemo-la agora por γ2, seja agora tal que cruze a curva de
n´ıvel E˜5 (ver figura) num ponto Q de abcissa inferior a 1, como se esboc¸a na Figura 19.
Figura 19: Orbita γ2.
Considere-se agora a func¸a˜o Γ : R+ → R2 definida do seguinte modo: para cada V > 0,Γ(V )
e´ o ponto de intersecc¸a˜o do fecho da o´rbita de (23) que satisfaz (y1(s), y2(s))−→
s→ −∞
(0, 0)+,
com a linha L = {(y1, y2) : y2 = 0 ∧ y1 ∈]0, 1]} ∪
{
E˜5 ∩ {(y1, y2) : y2 > 0 ∧ y1 ∈]0, 1]}
}
Seja g : L→ R+0 a func¸a˜o comprimento de arco, que a cada ponto X de L faz corresponder o
comprimento do arco de L entre (0, 0) e X. Seja ℓ˜ o comprimento total de L, i.e., ℓ˜ = g(L).
Como g e´ uma bijecc¸a˜o entre L e ]0, ℓ˜[ conclui-se, pela dependencia cont´ınua de condic¸o˜es
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Figura 20: Curva L.
iniciais e paraˆmetros e pela unicidade de soluc¸o˜es dos problemas de Cauchy, que g ◦ Γ e´ uma
func¸a˜o cont´ınua e estritamente mono´tona de ]0,+∞[ em ]0, ℓ˜[. Seja ℓP = g(P ) < 1 e seja
ℓQ = g(Q) > 1 (onde P e Q sa˜o os pontos referidos anteriormente). Tem-se
g ◦ Γ(V1) = ℓP < 1 < ℓQ = g ◦ Γ(V2)
e pelo teorema do valor interme´dio aplicado a g ◦Γ em [V1, V2] existira´ um V ∈]V1, V2[ tal que
g ◦ Γ(V ) = 1 pelo que a o´rbita correspondente a este valor V sera´ como se indica no esboc¸o
da Figura 21, tal como se pretendia.
Figura 21: Orbita pedida no enunciado.
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Exame de 20.9.95 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 20/9/1995 Durac¸a˜o: 3h00.
I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares

x1
x2
x3
x4


′
=


1 0 0 0
0 −1 0 0
0 0 −2 1
0 0 0 −2




x1
x2
x3
x4

 . (26)
1.a) Determine a soluc¸a˜o geral de (26).
b) Determine a soluc¸a˜o de (26) que satisfaz a condic¸a˜o inicial x(0) = e2 + e3.
2.a) Seja y′ = By o sistema bidimensional obtido por restric¸a˜o de (26) ao subespac¸o de R4 definido por
x1 = x2 = 0. Indique explicitamente qual e´ a matriz B.
b) Esboce o retrato de fases do sistema da al´ınea anterior.
II.
Considere a equac¸a˜o diferential
x′′′ − x′′ + x′ − x = b(t) (27)
1. Seja b(t) ≡ 0.
a) Determine a soluc¸a˜o geral de (27).
b) Determine a soluc¸a˜o de (27) que satisfaz a condic¸a˜o inicial x(0) = x′(0) = x′′(0)− 1 = 0.
2. Considere agora b(t) = t2. Determine uma soluc¸a˜o particular de (27) e escreva uma expressa˜o para a
soluc¸a˜o geral da equac¸a˜o.
III.
Considere a equac¸a˜o diferencial
y
x
+
(
y3 − log x) dy
dx
= 0. (28)
a) Verifique que (28) tem um factor integrante da forma µ = µ(y) e determine-o.
b) Prove que as soluc¸o˜es de (28) sa˜o dadas implicitamente por Φ(x, y) = C, onde C e´ uma constante
arbitra´ria e Φ(x, y) = 12y
2 + 1y log x.
c) Determine o intervalo ma´ximo de existeˆncia da soluc¸a˜o de (28) que satisfaz a condic¸a˜o inicial y(1) =
√
2.
Sugesta˜o: Talvez seja u´til tentar explicitar x = x(y).
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IV.
1. As vibrac¸o˜es de uma dada placa P , circular, de raio 1, sa˜o descritas pela equac¸a˜o das ondas
∂2u
∂t2
= c2∆u, (x, y, t) ∈ {(x, y) : x2 + y2 < 1}× R
com condic¸o˜es de fronteira u(x, y, t) = xy em
{
(x, y) : x2 + y2 = 1
} × R e com condic¸o˜es iniciais
u(x, y, 0) = f0(x, y) e ut(x, y, 0) = f1(x, y) dadas. Na equac¸a˜o acima c > 0 e´ uma constante real e
∆u = ∂
2u
∂x2 +
∂2u
∂y2 e´ o laplaciano da func¸a˜o u.
As soluc¸o˜es estaciona´rias (= independentes do tempo t) desta equac¸a˜o fornecem as posic¸o˜es de equi-
librio da placa P .
a) Verifique que as posic¸o˜es de equil´ıbrio da placa P satisfazem a equac¸a˜o de Laplace
∂2u
∂x2
+
∂2u
∂y2
= 0 em
{
(x, y) : x2 + y2 < 1
}
(29)
com a condic¸a˜o na fronteira
u(x, y) = xy em
{
(x, y) : x2 + y2 = 1
}
(30)
2. Utilizando as coordenadas polares (r, θ) dadas por x = r cos θ e y = r sin θ e definindo v(r, θ) =
u(x(r, θ), y(r, θ)) a equac¸a˜o (29) e´ transformada em
∂2v
∂r2
+
1
r
∂v
∂r
+
1
r2
∂2v
∂θ2
= 0, (r, θ) ∈]0, 1[×]0, 2π[ (31)
e o problema (29)-(30) fica reduzido a` determinac¸a˜o de uma soluc¸a˜o de (31) que satisfac¸a as condic¸o˜es
(i) v e´ cont´ınua em [0, 1]× [0, 2π] e v(r, 0) = v(r, 2π),
(ii) v(1, θ) = cos θ sin θ para θ ∈ [0, 2π].
As al´ıneas seguintes teˆm por objectivo a obtenc¸a˜o duma soluc¸a˜o deste problema utilizando o me´todo
de Fourier (separac¸a˜o de varia´veis).
a) Escreva v(r, θ) = R(r)Θ(θ). Verifique que as equac¸o˜es para R e Θ sa˜o, respectivamente,
r2R′′ + rR′ − σR = 0 (32)
Θ′′ + σΘ = 0 (33)
onde σ e´ um paraˆmetro real independente de r e θ.
b) Usando (33) determine os valores poss´ıveis de σ. Escreva uma expressa˜o para a soluc¸a˜o geral de
(33).
c) Verifique que para cada σ = n2 ∈ N a equac¸a˜o (32) tem um par de soluc¸o˜es linearmente indepen-
dentes, a saber, 1 e log r se n = 0 e rn e r−n se n ∈ Z \ {0}.
d) Justifique que para que v(r, θ) seja soluc¸a˜o do problema dado as u´nicas soluc¸o˜es de (32) que podem
ser usadas sa˜o Rn(r) = r
n com n ≥ 0.
e) Escreva a se´rie de Fourier para v(r, θ) e determine os coeficientes de modo que v satisfac¸a a condic¸a˜o
na fronteira. Justifique que a soluc¸a˜o formal assim obtida e´, de facto, uma soluc¸a˜o do problema
dado.
3. Obtenha a soluc¸a˜o u(x, y) do problema original (29)-(30).
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Resoluc¸a˜o:
I.
1.a) A soluc¸a˜o geral de (26) pode ser dada por x(t) = eAtx(0) onde A e´ a matriz do sistema e
x = (x1, x2, x3, x4)
T. Observando que a matriz do sistema e´ uma matriz diagonal por blocos,
A = diag (1,−1, A1) com A1 =
[ −2 1
0 −2
]
, conclui-se que eAt = diag
(
et, e−t, eA1t
)
. Como
A1 = −2I2 + N2, onde I2 e´ a matriz identidade de dimensa˜o 2 e N2 e´ a matriz nilpotente
N2 =
[
0 1
0 0
]
, conclui-se que
eA1t = e−2I2teN2t =
[
e−2t 0
0 e−2t
]([
1 0
0 1
]
+
[
0 t
0 0
]
+O
)
=
[
e−2t te−2t
0 e−2t
]
.
Consequentemente tem-se a seguinte expressa˜o para a soluc¸a˜o geral de (26):
x(t) = eAtx(0) =


x1(0)e
t
x2(0)e
−t
x3(0)e
−2t + x4(0)te−2t
x4(0)e
−2t

 ,
onde (x1(0), x2(0), x3(0), x4(0))
T ∈ R4 e´ arbitra´rio.
b) Atendendo ao resultado da al´ınea anterior tem-se
x(t) =


et 0 0 0
0 e−t 0 0
0 0 e−2t te−2t
0 0 0 e−2t




0
1
1
0

 =


0
e−t
e−2t
0

 .
2.a) Se x1 = x2 = 0 enta˜o, por (26), x
′
1 = x
′
2 = 0 o que implica que o subespac¸o x1 = x2 = 0 de
R
4 e´ invariante para (26). Observando que

x1
x2
x3
x4


′
=


1 0 0 0
0 −1 0 0
0 0 −2 1
0 0 0 −2




0
0
x3
x4

 =


0
0[ −2 1
0 −2
] [
x3
x4
]

 ,
conclui-se que a restric¸a˜o de (26) ao subespac¸o em causa e´ y′ = By com y = (y1, y2)T =
(x3, x4)
T e B =
[ −2 1
0 −2
]
.
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b) Sendo B uma matriz triangular (superior) os seus valores pro´prios sa˜o os elementos da diagonal
principal, i.e., λ1 = λ2 = −2. Os vectores pro´prios de B sa˜o os vectores v = (v1, v2)T
satisfazendo [
0 1
0 0
] [
v1
v2
]
= 0 ⇐⇒
{
v1 ∈ R arbitra´rio
v2 = 0
,
pelo que o espac¸o pro´prio e´ unidimensional. A soluc¸a˜o geral do subsistema e´[
y1(t)
y2(t)
]
=
[
y1(0)e
−2t + y2(0)te−2t
y2(0)te
−2t
]
e podemos concluir que y2 e´ decrescente se e so´ se y2 > 0. Estas informac¸o˜es permitem-nos
esboc¸ar o retrato de fase na Figura 22.
Figura 22: Esboc¸o do retrato de fase de y′ = By.
II.
1.a) Sendo D = ddt a equac¸a˜o (27) com b(t) ≡ 0 pode ser escrita como (D3 −D2 +D − 1)x = 0.
O polino´mio caracter´ıstico associado e´ p(λ) = λ3 − λ2 + λ − 1, que tem como zeros λ1 = 1,
λ2 = i e λ3 = − i. Consequentemente o polino´mio p pode ser factorizado na forma p(λ) =
(λ − 1)(λ − i)(λ + i) e a equac¸a˜o diferencial pode ser escrita como (D − 1)(D2 + 1)x = 0.
As soluc¸o˜es reais de cada uma das equac¸o˜es monomiais (D − 1)x = 0 e (D2 + 1)x = 0 sa˜o:
mu´ltiplos de et para a primeira equac¸a˜o e combinac¸o˜es lineares de cos t e sin t para segunda,
pelo que se conclui que a soluc¸a˜o geral da equac¸a˜o homoge´nea (27) e´
x(t) = αet + β cos t+ γ sin t.
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b) Derivando a expressa˜o da soluc¸a˜o geral da equac¸a˜o obtida na al´ınea anterior tem-se
x′(t) = αet − β sin t+ γ cos t
x′′(t) = αet − β cos t− γ sin t
e portanto, das condic¸o˜es iniciais obte´m-se

x(0) = 0
x′(0) = 0
x′′(0) = 1
⇔


α+ β = 0
α+ γ = 0
α− β = 1
⇔


α = 1/2
β = −1/2
γ = −1/2
pelo que a soluc¸a˜o pretendida e´
x(t) =
1
2
et − 1
2
cos t− 1
2
sin t.
2. Atendendo a que b(t) = t2 e´ soluc¸a˜o da equac¸a˜o diferencial D3b = 0 (qualquer polino´mio de
segundo grau tem a terceira derivada identicamente nula. . . ) ou seja, de uma equac¸a˜o do tipo
(D − λ)mb = 0, com λ = 0; e como este valor de λ na˜o e´ zero do polino´mio caracter´ıstico p
associado a` equac¸a˜o homoge´nea (ver al´ınea 1.a)) concluimos que uma soluc¸a˜o particular da
equac¸a˜o na˜o-homoge´nea podera´ ser da forma xpart(t) = αt2+βt+ γ. Calculando as derivadas
desta func¸a˜o ate´ a` ordem 3 tem-se x′part(t) = 2αt + β, x′′part(t) = 2α e x′′′part(t) = 0 e para que
xpart(t) seja soluc¸a˜o da equac¸a˜o na˜o-homoge´nea ter-se-a` de verificar (0)− (2α) + (2αt+ β)−
(αt2 + βt+ γ) = t2, ou seja

−α = 1
2α− β = 0
β − γ − 2α = 0
⇐⇒


α = −1
β = −2
γ = 0.
A soluc¸a˜o particular procurada e´
xpart(t) = −t2 − 2t
e a soluc¸a˜o geral da equac¸a˜o na˜o-homoge´nea (27) e´ dada por
x(t) = a1e
t + a2 cos t+ a3 sin t− t2 − 2t,
onde a1, a2 e a3 sa˜o constantes reais arbitra´rias.
III.
a) A equac¸a˜o (28) tem um factor integrante do tipo µ = µ(y) se a equac¸a˜o resultante da multi-
plicac¸a˜o de (28) por µ foˆr uma equac¸a˜o exacta. Vejamos se assim e´: multiplicando a equac¸a˜o
dada por uma func¸a˜o µ(y) tem-se
µ(y)
y
x
+ µ(y)
(
y3 − log x) dy
dx
= 0.
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Observando agora que
∂
∂y
(
µ(y)
y
x
)
= µ′
y
x
+
µ
x
e que
∂
∂x
(
µ(y)(y3 − log x)) = −µ
x
,
conclui-se que para que µ(y) seja um factor integrante para a equac¸a˜o e´ necessa´rio (embora
na˜o seja suficiente) que se tenha
µ′
y
x
+
µ
x
= −µ
x
,
ou seja
µ′ = − 2
y
µ.
Como esta u´ltima equac¸a˜o na˜o depende da varia´vel x, as suas soluc¸o˜es tambe´m na˜o ira˜o
depender da varia´vel x. De facto, integrando esta equac¸a˜o tem-se:
µ′ = − 2
y
µ ⇐⇒
∫
dµ
µ
= −2
∫
dy
y
⇐⇒ log |µ| = − 2 log |y|+ C
⇐⇒ log |µ| = log (eC |y|−2)
Estando so´ interessados em um factor integrante pode-se tomar C = 0 e considerar um factor
integrante estritamente positivo definido em R+, vindo enta˜o
µ(y) =
1
y2
.
Como se referiu acima, a condic¸a˜o apontada anteriormente para que a equac¸a˜o fosse exacta
e´ necessa´ria mas na˜o, em geral, suficiente. Sera´ no entanto suficiente se a regia˜o do domı´nio
das func¸o˜es que estivermos a considerar foˆr um rectaˆngulo de R2 (ou, mais geralmente, foˆr
uma regia˜o simplesmente conexa). Atendendo a que o domı´nio de y/x e´ R2 \ {(0, y) : y ∈ R}
e o de y3− log x e´ R+×R, concluimos que a equac¸a˜o esta´ definida no rectaˆngulo de R2 dado
por R+×R o que, atendendo ao que ficou escrito acima, permite concluir que a equac¸a˜o e´, de
facto, redut´ıvel a uma equac¸a˜o exacta por multiplicac¸a˜o pelo factor integrante µ(y) = y−2.
b) Na al´ınea anterior ja´ concluimos que a equac¸a˜o quando multiplicada por µ(y) = y−2 se torna
numa equac¸a˜o exacta e portanto existe uma func¸a˜o Φ : R+ × R→ R tal que
∂Φ
∂x
=
1
y2
y
x
=
1
yx
∂Φ
∂y
=
1
y2
(
y3 − log x) = y − 1
y2
log x
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donde se conclui que
Φ(x, y) =
∫
1
xy
dx+ h1(y) =
log x
y
+ h1(y)
Φ(x, y) =
∫
1
y2
(
y3 − log x) dy + h2(x) = 1
2
y2 +
log x
y
+ h2(x)
e portanto h1(y) =
1
2y
2 +K e h2(x) = 0+K, onde K e´ uma constante real arbitra´ria a qual,
sem perda de generalidade, pode ser tomada igual a zero, vindo enta˜o
Φ(x, y) =
1
2
y2 +
1
y
log x.
A equac¸a˜o (28) pode-se enta˜o escrever como
d
dx
Φ(x, y(x)) = 0,
e portanto as soluc¸o˜es de (28) sa˜o dadas implicitamente por Φ(x, y(x)) = C, onde C ∈ R e´
uma constante arbitra´ria.
c) Tendo em atenc¸a˜o a condic¸a˜o inicial dada, tem-se Φ(1,
√
2) = C, ou seja
1
2
(√
2
)2
+
1√
2
log 1 = C =⇒ C = 1.
A expressa˜o (implicita) para as soluc¸o˜es de (28) com a condic¸a˜o inicial dada e´
1
2
y2 +
1
y
log x = 1.
Esta expressa˜o pode ser facilmente explicitada em ordem a x obtendo-se
x = x(y) = exp
(
y − 1
2
y3
)
.
Se esta func¸a˜o foˆr invert´ıvel enta˜o o seu contradomı´nio sera´ o domı´nio de y(x); mesmo que
x(y) na˜o seja invert´ıvel podera´ ser localmente invert´ıvel numa vizinhanc¸a de (x, y) = (1,
√
2)
e novamente o contradomı´nio de uma conveniente restric¸a˜o de x(y) sera´ o domı´nio da sua
inversa local y(x). Estudemos enta˜o a func¸a˜o x(y). O seu domı´nio e´ R e e´ evidente que
x(y) > 0, ∀y ∈ R. Tambe´m e´ fa´cil de concluir que x(y) → 0 quando y → +∞ e que
x(y)→ +∞ quando y → −∞. Por outro lado, derivando x(y) tem-se
x′(y) =
(
1− 3
2
y2
)
ey−
1
2
y3 .
Assim, os pontos de inflexa˜o de x(y) sa˜o y− = −
√
2/3 e y+ =
√
2/3, os quais, atendendo ao
sinal de x′(y), sa˜o pontos de mı´nimo e de ma´ximo locais, respectivamente. Estas informac¸o˜es
permitem-nos ja´ esboc¸ar o gra´fico de x(y) (Figura 23).
Observando que a restric¸a˜o de x(y) ao intervalo ]
√
2/3,+∞[
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Figura 23: Gra´fico de x(y).
• e´ estritamente mono´tona e portanto tem inversa,
• e´ de classe C1 com derivada diferente de 0, pelo que a inversa e´ tambe´m de classe C1.
• que √2 ∈]√2/3,+∞[, e que
• o intervalo ]√2/3,+∞[ e´ o maior intervalo I para o qual x(y) restringido a I satisfaz as
condic¸o˜es dos treˆs pontos anteriores,
pode-se concluir que a soluc¸a˜o que procuramos e´ a inversa da restric¸a˜o de x(y) ao intervalo
referido e que portanto o seu intervalo ma´ximo e´ o contradomı´nio desta restric¸a˜o, o qual e´]
0, e(2/3)
3/2
[
,
e a soluc¸a˜o na˜o pode ser prolongada como func¸a˜o de classe C1 para ale´m deste intervalo uma
vez que
lim
x↓0
y(x) = +∞
e
lim
x↑e(2/3)3/2
y′(x) = −∞.
IV.
1.a) Sendo u = u(t, x, y) uma soluc¸a˜o estaciona´ria da equac¸a˜o tem-se que e´ independente de t
podendo escrever-se u = u(x, y) e obtendo-se imediatamente ∂u/∂t = ∂2u/∂t2 = 0 e portanto,
como c 6= 0, a equac¸a˜o vem ∆u = 0 na regia˜o {(x, y) : x2 + y2 < 1} . Como as condic¸o˜es de
fronteira ja´ na˜o dependiam de t permanecem independentes de t e na˜o sa˜o alteradas.
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2.a) Sendo v(r, θ) = R(r)Θ(θ) tem-se vr = R
′Θ, vrr = R′′Θ e vθθ = RΘ′′ e portanto a equac¸a˜o (31)
vem R′′Θ+ 1rR
′Θ+ 1
r2
RΘ′′ = 0. Supondo que R e Θ sa˜o diferentes de 0 em ]0, 1[ e em ]0, 2π[,
respectivamente, pode-se dividir a equac¸a˜o obtida por R(r)Θ(θ) obtendo-se
r2R′′ + rR′
R
(r) = − Θ
′′
Θ
(θ), (r, θ) ∈]0, 1[×]0, 2π[.
Como o membro esquerdo desta igualdade e´ func¸a˜o so´ de r, o membro direito so´ depende de
θ e a igualdade tem de ser va´lida em todos os pontos de um aberto de R2, conclui-se que tera´
se existir uma constante real σ independente de r e de θ tal que
r2R′′ + rR′
R
(r) = σ = − Θ
′′
Θ
(θ), (r, θ) ∈]0, 1[×]0, 2π[,
e portanto obteˆm-se as equac¸o˜es (32) e (33) pretendidas:
r2R′′ + rR′ − σR = 0,
Θ′′ + σΘ = 0.
b) A determinac¸a˜o dos valores poss´ıveis de σ utilizando a equac¸a˜o para Θ envolve a identificac¸a˜o
de alguma condic¸a˜o adicional que tera´ de ser satisfeita pelas soluc¸o˜es Θ(θ). No presente caso
observe-se que a condic¸a˜o (i) do enunciado implica que Θ tenha de satisfazer Θ(0) = Θ(2π).
Vejamos enta˜o quais os poss´ıveis valores de σ para os quais o problema de valores na fronteira{
Θ′′ + σΘ = 0
Θ(0) = Θ(2π)
tem soluc¸o˜es na˜o identicamente nulas.
Se σ < 0 a equac¸a˜o pode ser escrita como (D2 − |σ|)Θ = 0, cuja soluc¸a˜o geral e´ Θ(θ) =
α1e
√
|σ|θ + α2e−
√
|σ|θ. Tendo esta soluc¸a˜o de ser 2π−perio´dica conclui-se que se tem de
ter α1 = α2 = 0, o que fornece a soluc¸a˜o identicamente nula.
Se σ = 0 a equac¸a˜o fica Θ′′ = 0 cuja soluc¸a˜o geral e´ Θ(θ) = αθ + β. Atendendo a`s
condic¸o˜es de fronteira conclui-se que α = 0 e β pode ser um real arbitra´rio.
Finalmente, considere-se σ > 0 e para facilidade de notac¸a˜o fac¸a-se σ = λ2. A soluc¸a˜o
geral da equac¸a˜o e´ agora Θ(θ) = α1 cos λθ + α2 sinλθ. A condic¸a˜o na fronteira resulta
em
α1 = Θ(0) = Θ(2π) = α1 cos 2πλ+ α2 sin 2πλ,
a qual e´ satisfeita para quaisquer α1 e α2 se e so´ se λ = n ∈ Z, concluindo-se que se tem
de ter σ = n2 e vindo como soluc¸o˜es de (33) com a condic¸a˜o de fronteira perio´dica as
func¸o˜es Θn(θ) = α1 cosnθ + α2 sinnθ.
c) Considere-se primeiro n = 0. Verifiquemos que R(r) = 1 e R(r) = log r sa˜o soluc¸o˜es de (32):
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• R(r) = 1⇒ R′ = R′′ = 0⇒ r2R′′ + rR′ = 0
• R(r) = log r ⇒ R′ = 1r , R′′ = − 1r2 ⇒ r2R′′ + rR′ = r2 ·
(− 1
r2
)
+ r 1r = −1 + 1 = 0.
Para ver que estas func¸o˜es sa˜o linearmente independentes basta verificar que o seu wronskiano
e´ diferente de zero:
det
[
1 log r
0 1r
]
=
1
r
− 0 = 1
r
6= 0.
Considerando agora n 6= 0 tem-se o seguinte: paraR(r) = rn as suas derivadas sa˜o R′ = nrn−1
e R′′ = n(n− 1)en−2 e tem-se facilmente que r2R′′+ rR′−n2R = 0. Resultados inteiramente
ana´logos ocorrem no caso R(r) = r−n. Tendo deste modo concluindo que estas func¸o˜es sa˜o
soluc¸o˜es da equac¸a˜o (32) resta verificar que sa˜o linearmente independentes, para o que basta
verificar que o wronskiano e´ diferente de zero:
det
[
rn r−n
nrn−1 −nr−n−1
]
= − 2n
r
6= 0.
d) As soluc¸o˜es R(r) = log r e R(r) = r−n fariam com que v(r, θ) = R(r)Θ(θ) fosse descont´ınuo em
r = 0, uma vez que segundo algumas direcc¸o˜es θ = K a func¸a˜o tenderia em valor absoluto
para +∞ quando r ↓ 0, o que contradiz a imposic¸a˜o (i) do enunciado.
e) Pelo que ficou visto acima tem-se como soluc¸a˜o geral formal de (31)
v(r, θ) =
∞∑
n=0
rn (αn cosnθ + βn sinnθ) .
A condic¸a˜o na fronteira (ii) exige que
cos θ sin θ = v(1, θ) =
∞∑
n=0
(αn cosnθ + βn sinnθ) .
Observando que para todo o θ se tem sin θ cos θ = 12 sin 2θ tem-se imediatamente da igualdade
anterior que {
αn = 0, ∀n
β2 =
1
2 , βn = 0, ∀n 6= 2
,
e portanto a soluc¸a˜o formal do problema e´
v(r, θ) =
1
2
r2 sin 2θ.
Como esta func¸a˜o e´ de classe C∞ e satisfaz as condic¸o˜es (i) e (ii) do enunciado conclui-se que
e´ efectivamente a soluc¸a˜o do problema dado.
3. Usando x = r cos θ e y = r sin θ vem imediatamente que
1
2
r2 sin 2θ = r2 sin θ cos θ = (r sin θ)(r cos θ) = xy,
concluindo-se a soluc¸a˜o de (29)-(30) e´ u(x, y) = xy.
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Exame de 4.10.95 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 4/10/1995 Durac¸a˜o: 3h00.
I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares
 x1x2
x3

′ =

 − 1 1 01 − 1 1
0 0 − 2



 x1x2
x3

 (34)
1.a) Determine todas as soluc¸o˜es estaciona´rias de (34).
b) Classifique as soluc¸o˜es estaciona´rias de (34) quanto a serem esta´veis/assimptoticamente esta´-
veis/insta´veis.
c) Determine um subespac¸o bidimensional de R3 que seja invariante para a equac¸a˜o (34).
d) Esboce o retrato de fase da restric¸a˜o de (34) ao subespac¸o que determinou na al´ınea anterior.
2. Determine uma soluc¸a˜o particular do sistema na˜o-homoge´neo y′ = Ay + b, onde A e´ a matriz
de (34) e b = (0, 0, 1)T .
II.
Considere a equac¸a˜o diferencial
x′′′ + x′ = cos t (35)
a) Determine uma soluc¸a˜o particular de (35).
b) Determine a soluc¸a˜o de (35) que satisfaz as condic¸o˜es x(0) = x(π/2) = 0 e
∫ π/2
0 x(t)dt = − 1/2.
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III.
Seja H(x, t) = t−xt+x . Considere a equac¸a˜o diferencial
dx
dt
= H(x, t) (36)
a) Mostre que H e´ uma func¸a˜o homoge´nea de grau zero.
b) Utilizando uma mudanc¸a de varia´veis conveniente transforme (36) numa equac¸a˜o separa´vel.
c) Determine a soluc¸a˜o de (36) que satisfaz x(1) = 2.
d) Determine o intervalo ma´ximo de existeˆncia da soluc¸a˜o que obteve na al´ınea anterior.
IV.
Considere o seguinte problema para a equac¸a˜o das ondas

utt = uxx, (x, t) ∈]0, L[×R
u(0, t) = u(L, t) = 0, t ≥ 0
u(x, 0) = f(x), ut(x, 0) = g(x), x ∈ [0, L]
(37)
onde as func¸o˜es f e g sa˜o suficientemente regulares (digamos, de classe C2) e L > 0 e´ uma constante.
a) Utilizando te´cnica de separac¸a˜o de varia´veis, escreva uma expressa˜o para a se´rie de Fourier que
e´ soluc¸a˜o formal de (37) e indique como calcularia os coeficientes da se´rie.
b) Mostre que se u(x, t) e´ uma soluc¸a˜o de utt = uxx enta˜o existem func¸o˜es F, G : R −→ R tais que
u(x, t) = F (x+ t) +G(x− t). (38)
c) Tendo em atenc¸a˜o os resultados das al´ıneas anteriores determine as expresso˜es das se´ries de
Fourier de F e G.
d) Considere agora g(x) = 0 e suponha que o suporte de f e´ o intervalo [m,M ], com 0 < m <
M < L. Usando um argumento geome´trico, determine para que suportes [m,M ] e´ que a
perturbac¸a˜o inicial f atinge todos os pontos da fronteira do domı´nio [0, L] no mesmo instante
de tempo.
Observac¸a˜o: Sendo f : A→ R, o suporte de f e´ o conjunto definido por
suppf := {x ∈ A : f(x) 6= 0} ,
onde B¯ designa o fecho do conjunto B.
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Resoluc¸a˜o:
I.
1.a) As soluc¸o˜es estaciona´rias de (34) sa˜o as soluc¸o˜es constantes, i.e., os pontos (x1, x2, x3)
T ∈ N (A)
onde A e´ a matriz de (34):
 − 1 1 01 − 1 1
0 0 − 2



 x1x2
x3

 =

 00
0

 ⇐⇒


x1 = x2
x1 = x2
x3 = 0
pelo que os pontos de equil´ıbrio sa˜o os pontos do conjunto
E0 = {(α,α, 0)T : α ∈ R} .
b) Os valores pro´prios de A sa˜o os zeros do polino´mio caracter´ıstico
pA(λ) = (−2− λ)
(
(−1− λ)2 − 1) = −λ(λ+ 2)2,
ou seja, λ1 = 0, λ2 = −2 e λ3 = −2. Como Re(λ2) = Re(λ3) = −2 < 0 e o valor pro´prio
nulo e´ simples (e portanto tem que ter multiplicidade alge´brica (= 1) igual a` multiplicidade
geome´trica, uma vez que esta e´ > 0 e ≤ que a multiplicidade alge´brica) conclui-se, pelo
teorema que classifica a estabilidade dos equil´ıbrios dos sistemas lineares com base nos valores
pro´prios da matriz do sistema, que todos os pontos de equil´ıbrio sa˜o esta´veis, mas na˜o sa˜o
assimptoticamene esta´veis.
c) E´ o´bvio que um subespac¸o unidimensional invariante e´ o espac¸o nulo de A, constituido pelos
equil´ıbrios, E0. Por outro lado o espac¸o pro´prio correspondente ao valor pro´prio λ = −2 e´
 1 1 01 1 1
0 0 0



 v1v2
v3

 = 0 ⇐⇒ { v2 = −v1
v3 = 0
⇐⇒ v =

 1−1
0

β,
onde β ∈ R e´ arbitra´rio. Consequentemente o espac¸o E1 = {(β,−β, 0)T : β ∈ R} e´ invariante.
Observe-se que E0 e´ ortogonal a E1: α(1, 1, 0)
T ·β(1,−1, 0)T = αβ(1−1+0) = 0. Isto permite
concluir que o espac¸o bidimensional pedido no enunciado pode ser dado por
L2 = E0 ⊕ E1.
d) Atendendo ao que foi visto nas al´ıneas anteriores conclui-se que o sistema (34) restringido a
L2 tem o retrato de fase da Figura 24.
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Figura 24: Retrato de fases do sistema (34) restringido a L2.
2. O vector b = (0, 0, 1)T e´ do tipo p(t)eµt com p um polino´mio de grau 0 e µ = 0. Como µ = 0
e´ valor pro´prio da matriz do sistema, com multiplicidade (alge´brica) igual a 1 pode-se tentar
uma soluc¸a˜o particular de (34) do tipo
xpart(t) =

 a1t+ a2b1t+ b2
c1t+ c2

 .
Tem-se, neste caso
x′part −Axpart =

 a1b1
c1

−

 − 1 1 01 − 1 1
0 0 − 2



 a1t+ a2b1t+ b2
c1t+ c2

 =
=

 (a1 + a2 + b2) + (a1 − b1)t(b1 − a2 + b2 − c2) + (b1 − a1 − c1)t
(c1 + 2c2) + 2c1t


e, como xpart tem de ser uma soluc¸a˜o do sistema na˜o-homoge´neo, o u´ltimo vector acima tem
de ser igual a b, ou seja, tem de se ter

a1 + a2 − b2 = 0
a1 − b1 = 0
b1 − a2 + b2 − c2 = 0
b1 − a1 − c1 = 0
c1 + 2c2 = 1
2c1 = 0
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pelo que se tem c1 = 0, c2 =
1
2 , a1 = b1 =
1
4 , a2 = b2 − 14 e b2 arbitra´rio. Uma soluc¸a˜o
particular sera´ (fazendo b2 =
1
4 )
xpart(t) =

 14 t1
4 t+
1
4
1
2

 .
II.
a) Atendendo a que cos t = Re
(
eit
)
iremos primeiro obter uma expressa˜o para uma soluc¸a˜o par-
ticular complexa da equac¸a˜o complexa associada a (35). Escrevendo a equac¸a˜o dada como
(D3 + D)x = cos t e factorizando o polino´mio diferencial do membro esquerdo obtem-se
D(D + i)(D − i)x = cos t. A equac¸a˜o complexa correspondente e´ D(D + i)(D − i)x = eit.
Como λ = i e´ um zero simples do polino´mio caracteristico associado podemos tentar uma
soluc¸a˜o particular do tipo
x˜part(t) = (αt+ β)e
it (com α, β ∈ C).
Assim, temos
Dx˜part = αe
it + (αt+ β)ieit
D2x˜part = 2αie
it − (αt+ β)eit
D3x˜part = −3αeit − (αt+ β)ieit
e a equac¸a˜o na˜o-homoge´nea resulta em
−3αeit − (αt+ β)ieit + αeit + (αt+ β)ieit = eit,
ou seja, α = −1/2 e β ∈ C arbitra´rio. Escolhendo β = 0 tem-se a soluc¸a˜o particular complexa
x˜part(t) = −12teit, cuja parte real fornece uma soluc¸a˜o particular real da equac¸a˜o (35):
xpart(t) = −1
2
t cos t.
b) Pelo que vimos na al´ınea anterior a soluc¸a˜o geral real de (35) e´
x(t) = α0 + α1 cos t+ α2 sin t− 1
2
t cos t.
Consequentemente∫ π/2
0
x(t)dt =
∫ π/2
0
(α0 + α1 cos t+ α2 sin t− 1
2
t cos t)dt =
= α0t
∣∣∣π/2
0
+ α1 sin t
∣∣∣π/2
0
− α2 cos t
∣∣∣π/2
0
− 1
2
t sin t
∣∣∣∣π/2
0
− 1
2
cos t
∣∣∣∣π/2
0
=
= α0
π
2
+ α1 + α2 − π
4
+
1
2
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e as condico˜es sobre a soluc¸a˜o resultam no sistema seguinte

α0 + α1 = 0
α0 + α2 = 0
α0
π
2 + α1 + α2 − π4 + 12 = −12
que tem como soluc¸a˜o α0 = 1/2, α1 = α2 = −1/2 pelo que a soluc¸a˜o e´
x(t) =
1
2
(1− sin t− (t+ 1) cos t) .
III.
a) H(λx, λt) = λt−λxλt+λx =
λ(t−x)
λ(t+x) =
t−x
t+x = H(x, t), ∀t, x, o que prova o pretendido.
b) Definindo u(t)
def
= x(t)/t tem-se x = tu e x′ = tu′ + u. Como H(x, t) = H
(
txt , t
)
= H
(
x
t , t
)
=
H(u, 1) a equac¸a˜o diferencial (36) pode-se escrever do seguinte modo:
tu′ + u = H(u, 1) ⇐⇒
⇐⇒ u′ =
(
1−u
1+u − u
)
1
t ⇐⇒
⇐⇒ 1+u
u2+2u−1u
′ = − 1t
que e´ uma equac¸a˜o separa´vel, como se pretendia.
c) Integrando a u´ltima equac¸a˜o da al´ınea anterior entre t = 1 e um valor de t arbitra´rio e tendo
em conta que u(1) = x(1)1 = 2 tem-se
1
2
∫ u(t)
2
2(u+ 1)
u2 + 2u− 1du = −
∫ t
1
1
s
ds ⇐⇒ 1
2
log
∣∣u2 + 2u− 1∣∣− 1
2
log 7 = − log |t|+ 0⇐⇒
⇐⇒ log ∣∣u2 + 2u− 1∣∣ = log 7
t2
⇐⇒
⇐⇒ ∣∣u2 + 2u− 1∣∣ = 7
t2
⇐⇒
⇐⇒ u(t) = −1 +
√
2t2 + 7
t
⇐⇒
⇐⇒ x(t) = − t+
√
2t2 + 7,
onde o sinal + da raiz da u´ltima expressa˜o foi escolhido atendendo a que u(1) = 2.
d) O domı´nio da func¸a˜o x(t) obtida na al´ınea anterior e´ R uma vez que 2t2 + 7 ≥ 7 > 0. Como a
func¸a˜o radicanda e´ positiva ela e´ diferencia´vel no seu domı´nio, e portanto x(t) e´ diferencia´vel
em R, com func¸a˜o derivada dada por
x′(t) = −1− 1
2
4t√
2t2 + 7
,
a qual e´ uma func¸a˜o cont´ınua. Isto permite concluir que x(t) e´ de classe C1 em R, pelo que o
intervalo ma´ximo de definic¸a˜o da soluc¸a˜o e´ R.
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IV.
a) A te´cnica de separac¸a˜o de varia´veis consiste em assumir que a soluc¸a˜o u(x, t) da equac¸a˜o dife-
rencial parcial pode ser escrita na forma u(x, t) = X(x)T (t), vindo enta˜o a equac¸a˜o das ondas
em (37) na forma
XT ′′ = X ′′T em ]0, L[×R.
Assumindo que X(x) e T (t) sa˜o diferentes de zero em (x, t) ∈]0, L[×R pode-se dividir esta
equac¸a˜o por X(x)T (t) obtendo-se T
′′
T =
X′′
X . Como a func¸a˜o do membro esquerdo so´ depende
de t, a do membro direito so´ depende de x e a igualdade tem de se verificar para todos os
pontos (x, t) do conjunto aberto ]0, L[×R, conclui-se que tem de existir uma constante real
σ, independente de t e de x, tal que
T ′′
T
(t) = σ =
X ′′
X
(x) (x, t) ∈]0, L[×R.
A condic¸a˜o de fronteira vem
0 = u(0, t) = X(0)T (t) =⇒ X(0) = 0
0 = u(L, t) = X(L)T (t) =⇒ X(L) = 0
e obtemos o seguinte problema de valores na fronteira para X9x) :{
X ′′ − σX = 0 em ]0, L[
X(0) = 0 = X(L).
Vejamos para que valores de σ existem soluc¸o˜es na˜o identicamente nulas deste problema:
Se σ = 0 tem-se X ′′ = 0 cujas soluc¸o˜es sa˜o X(x) = ax + b e para a qual as condic¸o˜es
na fronteira resultam em a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a soluc¸a˜o
trivial X(x) ≡ 0.
Se σ > 0 a soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s condic¸o˜es
na fronteira tem-se o seguinte sistema para a e b :[
1 1
e
√
σ L e−
√
σ L
] [
a
b
]
=
[
0
0
]
e como o determinante desta matriz e´ e−
√
σ L − e
√
σ L < 0 (6= 0) conclui-se que a u´nica
soluc¸a˜o do sistema e´ a = b = 0 do que resulta a soluc¸a˜o trivial X(x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2
com λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx+b sinλx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) = a cos 0 + b sin 0 = a e portanto
0 = X(L) = 0 cos λL + b sinλL = b sinλL concluindo-se que, ou b = 0 e obtemos a
soluc¸a˜o X(x) ≡ 0, ou sinλL = 0, isto e´, λ = λk = kπL , k ∈ N1, obtendo-se assim infinitas
soluc¸o˜es do problema de valores na fronteira, em particular as func¸o˜es
Xk(x) = sin
(
kπx
L
)
, ∀k ∈ N1,
e todas as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es.
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A equac¸a˜o para T (t) vem agora, relembrando que σ = −k2π2L2 ,
T ′′ +
k2π2
L2
T = 0
cuja soluc¸a˜o geral e´
Tk(t) = α
(1)
k cos
(
kπt
L
)
+ α
(2)
k sin
(
kπt
L
)
e a soluc¸a˜o geral formal da equac¸a˜o parcial com as condic¸o˜es de fronteira e´
u(x, t) =
∞∑
k=1
(
α
(1)
k cos
(
kπt
L
)
+ α
(2)
k sin
(
kπt
L
))
sin
(
kπx
L
)
.
Atendendo a`s condic¸o˜es iniciais tem-se
f(x) = u(x, 0) =
∞∑
k=1
α
(1)
k sin
(
kπx
L
)
e
g(x) = ut(x, 0) =
∞∑
k=1
α
(2)
k
kπ
L
sin
(
kπx
L
)
donde se conclui que os α
(1)
k sa˜o os coeficientes de Fourier da se´rie de senos de f(x), onde esta
func¸a˜o e´ prolongada a R com per´ıodo 2L e como func¸a˜o ı´mpar. Assim tem-se
α
(1)
k =
2
L
∫ L
0
f(x) sin
(
kπx
L
)
dx.
Analogamente, os termos α
(2)
k
kπ
L sa˜o os coeficientes de Fourier de identica se´rie para a func¸a˜o
g, vindo assim
α
(2)
k =
2
kπ
∫ L
0
g(x) sin
(
kπx
L
)
dx.
b) Seja ξ = x+ t e η = x − t. Enta˜o x = 12 (ξ + η) e t = 12(ξ − η). Seja v(ξ(x, t), η(x, t)) = u(x, t).
Enta˜o
ux = vξξx + vηηx = vξ + vη
uxx =
∂
∂x(vξ + vη) = vξξ + 2vξη + vηη
ut = vξξt + vηηt = vξ − vη
utt =
∂
∂t(vξ − vη) = vξξ − 2vξη + vηη
e se u(x, t) foˆr soluc¸a˜o de utt = uxx tem-se
0 = uxx − utt = vξξ + 2vξη + vηη − vξξ + 2vξη − vηη = 4vξη,
ou seja
vξη = 0.
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Integrando sucessivamente, primeiro em relac¸a˜o a η e depois em relac¸a˜o a ξ, tem-se
v(ξ, η) =
∫
ϕ1(ξ)dξ + ϕ2(η),
pelo que designando ϕ2 por G e
∫
ϕ1 por F e tendo em conta as relac¸o˜es entre ξ, η e v com
x, t e u, vem u(x, t) = F (x+ t) +G(x− t) como se pretendia.
c) Tendo em atenc¸a˜o que u(x, t) = F (x+ t) +G(x− t) e que
u(x, t) =
∞∑
k=1
(
α
(1)
k cos
(
kπt
L
)
+ α
(2)
k sin
(
kπt
L
))
sin
(
kπx
L
)
pode-se, utilizando as expresso˜es para o seno e o coseno da soma escrever as se´ries de Fourier
de F e G. Relembrando que
sin(a+ b) = sin a cos b+ sin b cos a
e
cos(a+ b) = cos a cos b− sin a sin b
tem-se α cos t sinx + β sin t sinx = α cos t sinx + α sin t cos x − α sin t cos x + β cos t cos x −
β cos t cosx+β sin t sinx = α sin(x+t)+β cos(x−t)−α sin t sinx−β cos t cos x = α sin(x+t)+
β cos(x− t)−α sin t sinx+α cos t sinx−β cos t cosx+β sin t sinx−α cos t sinx−β sin t sinx =
α sin(x+ t) + β cos(x− t) + α sin(x− t)− β cos(x+ t)− α cos t sinx− β sin t sinx. Utilizando
a igualdade entre o primeiro e o u´ltimo membro, tem-se
α cos t sinx+ β sin t sinx =
1
2
(α sin(x+ t)− β cos(x+ t)) +
+
1
2
(α sin(x− t) + cos(x− t)) .
Aplicando este resultado ao nosso caso tem-se
u(x, t) =
∞∑
k=1
(
α
(1)
k cos
(
kπt
L
)
+ α
(2)
k sin
(
kπt
L
))
sin
(
kπx
L
)
=
=
1
2
∞∑
k=1
(
α
(1)
k sin
(
kπ
L
(x+ t)
)
− α(2)k cos
(
kπ
L
(x+ t)
))
+
+
1
2
∞∑
k=1
(
α
(1)
k sin
(
kπ
L
(x− t)
)
+ α
(2)
k cos
(
kπ
L
(x− t)
))
vindo enta˜o
F (z) =
1
2
∞∑
k=1
(
α
(1)
k sin
(
kπ
L
z
)
− α(2)k cos
(
kπ
L
z
))
e
G(z) =
1
2
∞∑
k=1
(
α
(1)
k sin
(
kπ
L
z
)
+ α
(2)
k cos
(
kπ
L
z
))
.
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d) Sendo g(x) ≡ 0 vem α(2)k = 0, ∀k e tem-se, atendendo ao que ficou escrito nas al´ıneas a) e c),
u(x, t) =
1
2
∞∑
k=1
(
α
(1)
k sin
(
kπ
L
(x+ t)
)
+ sin
(
kπ
L
(x− t)
))
=
1
2
f(x+ t) +
1
2
f(x− t)
onde f e´ a condic¸a˜o inicial para u. Assim, a soluc¸a˜o consiste na sobreposic¸a˜o (soma) de duas
“ondas”, uma deslocando-se no sentido positivo do eixo dos x (com velocidade V = 1) e outra
no sentido negativo (com velocidade V = −1). Considerando que f e´ tal que suppf = [m,M ]
tem-se, esquematicamente, o comportamento apresentado na Figura 25.
Figura 25: Representac¸a˜o esquema´tica da soluc¸a˜o, quando suppf = [m,M ].
Como a velocidade de propagac¸a˜o da condic¸a˜o inicial e´ constante tem-se que o primeiro
instante t0 para o qual supp (f(·+ t)) ∩ {0} e´ na˜o-vazio e´ igual a t0 = m/1 enquanto que o
correspondente instante t1 para o qual supp (f(· − t)) ∩ {L} 6= φ e´ igual a t1 = (L −M)/1.
Pretendendo que t0 = t1 ha´ que ter L − M = m, ou seja M + m = L, o que significa
geometricamente que o ponto me´dio do suporte de f coincide com o ponto me´dio do intervalo
[0, L], i.e., M+m2 =
L−0
2 ,
Figura 26: Tipo de condic¸a˜o inicial pedido no enunciado.
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Exame de 25.1.96 e resoluc¸a˜o.
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EQUAC¸O˜ES DIFERENCIAIS
(Aeroespacial, Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 25/1/1996
Durac¸a˜o: 3h00.
I.
Considere o sistema
x′ =


0 −4 0 0
1 0 0 0
0 0 −1 2
0 0 0 −1

x+ b(t). (39)
1. Seja b(t) ≡ 0.
a) Determine a soluc¸a˜o geral de (39).
b) Identifique um subespac¸o tridimensional de R4, L3, que seja invariante para (39) (i.e., tal
que x(0) ∈ L3 =⇒ x(t) ∈ L3, ∀t).
c) Esboce o retrato de fase da restric¸a˜o de (39) a L3.
2. Com b(t) = (cos 2t, 0, 0, 0)T . Determine a soluc¸a˜o de (39) que satisfaz a condic¸a˜o inicial x(0) =
(1, 0, 0, 0)T .
II.
1. Considere a equac¸a˜o diferencial de Bernoulli
dx
dt
= α(t)x+ β(t)xn (40)
onde α(·) e β(·) sa˜o func¸o˜es reais definidas e cont´ınuas em I ⊆ R. Mostre que a mudanc¸a de
varia´veis y(t) := x(t)1−n transforma a equac¸a˜o (40) numa equac¸a˜o linear.
2. Considere a equac¸a˜o de Riccati escalar
dx
dt
=
1
t
− x− x2 (41)
a) Mostre que a func¸a˜o ϕ(t) definida por ϕ(t) := t−1 + ψ(t) e´ soluc¸a˜o de (41) se e so´ se ψ(t)
e´ soluc¸a˜o duma equac¸a˜o de Bernoulli apropriada. Determine a equac¸a˜o de Bernoulli em
causa.
b) Calcule a soluc¸a˜o ϕ(t) definida na al´ınea anterior.
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III.
Seja g : R→ R uma func¸a˜o de classe C1 e considere o sistema{
x′1 = x2
x′2 = −g(x1)
(42)
1. Verifique que V (x1, x2) := x
2
2 + 2
∫ x1
0
g(u)du e´ uma constante de movimento para (42).
2. Considere a func¸a˜o G(x1) :=
∫ x1
0
g(u)du.
a) Qual a relac¸a˜o entre os pontos de estacionaridade de G e os pontos de equilibrio de (42)?
b) Argumentando geometricamente estabelec¸a uma relac¸a˜o entre a estabilidade dos pontos
de equilibrio de (42) e o sinal da segunda derivada de G.
c) Prove que se G(x1)→ +∞ quando |x1| → ∞ enta˜o todas as o´rbitas de (42) sa˜o limitadas.
3. Esboce o retrato de fase de (42) quando g(u) = u(u− 1)2.
IV.
a) Utilize o me´todo de separac¸a˜o de varia´veis para obter a soluc¸a˜o formal geral da equac¸a˜o das
ondas amortecidas
utt + 2ut − uxx = 0 em (t, x) ∈ R+×]0, 1[,
com condic¸o˜es de Dirichlet homoge´neas na fronteira.
b) Determine a soluc¸a˜o formal do problema da al´ınea anterior que satisfaz a condic¸a˜o inicial
u(0, x) = 0 e ut(0, x) =
1
2 −
∣∣x− 12 ∣∣ no intervalo [0, 1].
c) O que pode concluir quanto a` continuidade em R+0 × [0, 1] da soluc¸a˜o formal obtida em b) ? E
quanto a` sua diferenciabilidade?
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Resoluc¸a˜o:
I.
1.a) A matriz A do sistema (39) e´ diagonal por blocos: A = diag(A1, A2) com
A1 =
[
0 − 4
1 0
]
e A2 =
[ − 1 2
0 − 1
]
,
pelo que eAt = diag
(
eA1t, eA2t
)
. Observando que A2 = − I2 + 2N2 com
N2 =
[
0 1
0 0
]
e atendendo a que I2N2 = N2I2 (ja´ que a identidade comuta com qualquer matriz) tem-se
eA2t = e−I2t · e2N2t =
=
[
e−t 0
0 e−t
]
·
([
1 0
0 1
]
+
[
0 2
0 0
]
t+O
)
=
= e−t
[
1 2t
0 1
]
=
=
[
e−t 2te−t
0 e−t
]
Para o ca´lculo de eA1t iremos utilizar o me´todo de Putzer:
Os valores pro´prios de A1 sa˜o os zeros de pA1(λ) = det(A1 − λI2) = λ2 + 4 pelo que se tem
λ1 = 2i e λ2 = − 2i. Consequentemente, tem-se
P0(A) = I2, P1(A1) = A1 − λ1I2 =
[ − 2i − 4
1 − 2i
]
e o sistema para as func¸o˜es rk(t) e´{
r′1 = 2ir1, r1(0) = 1
r′2 = − 2ir2 + r1, r2(0) = 0
A soluc¸a˜o da primeira equac¸a˜o e´ r1(t) = e
2it = cos 2t + i sin 2t. Quanto a` segunda, multipli-
cando por uma func¸a˜o µ = µ(t), tem-se µr′2 + 2iµr2 = µe
2it. Para que o membro esquerdo
seja igual a (µr2)
′ = µr′2 + µ
′r2 e´ necessa´rio e suficiente que se tome µ igual a uma soluc¸a˜o
de µ′ = 2iµ, por exemplo, µ = e2it, podendo-se enta˜o, neste caso, escrever a equac¸a˜o para r2
na forma
(
e2itr2
)′
= e4it. Integrando esta equac¸a˜o entre 0 e um valor de t arbitra´rio e usando
a condic¸a˜o inicial r2(0) = 0 tem-se r2(t) =
(
e2it − e−2it) /4i = 12 sin 2t.
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Com isto tem-se
eA1t = r1(t)P0(A1) + r2(t)P1(A1) =
= (cos 2t+ i sin 2t)
[
1 0
0 1
]
+
1
2
sin 2t
[ −2i −4
1 −2i
]
=
=
[
cos 2t −2 sin 2t
1
2 sin 2t cos 2t
]
.
Consequentemente, a soluc¸a˜o geral de (39) e´ dada por
x(t) =


cos 2t −2 sin 2t 0 0
1
2 sin 2t cos 2t 0 0
0 0 e−t 2te−t
0 0 0 e−t

x(0)
onde x(0) e´ um vector abitra´rio de R4.
1.b) Sabendo que os espac¸os pro´prios correspondentes a valores pro´prios reais sa˜o subespac¸os reais
invariantes para a equac¸a˜o, pode-se comec¸ar por determinar quais sa˜o estes espac¸os pro´prios.
Os valores pro´prios reais de A sa˜o λ3 = λ4 = − 1 e, atendendo a` estrutura da matriz A, os
vectores pro´prios v correspondentes podem ser determinados do seguinte modo:
(A2 − λ3I2)
[
v3
v4
]
= 0⇐⇒
[
0 2
0 0
] [
v3
v4
]
=
[
0
0
]
⇐⇒
{
2v4 = 0
0 = 0
=⇒ v =


0
0
α
0

 .
Temos assim um subespac¸o de R4 invariante para a equac¸a˜o:
E1 = {(0, 0, α, 0)T ,∀α ∈ R} .
Pelo resultado da al´ınea anterior tem-se imediatamente que se x3(0) = x4(0) = 0 enta˜o
x3(t) = x4(t) = 0,∀t, pelo que o subespac¸o de R4 dado por
E2 = {(β, γ, 0, 0)T , ∀β, γ ∈ R}
e´ invariante para (39). Consequentemente pode-se tomar L3 = E2 ⊕ E1.
1.c) Do que foi visto na al´ınea anterior, o retrato de fase de (39) restringido a L3 pode ser esboc¸ado
tendo em conta a invariaˆncia de E1 e de E2 e o facto de L3 ser a soma directa destes dois su-
bespac¸os. Assim, a restric¸a˜o do sistema a E1 tem o retrato de fase representado na Figura 27.
Atendendo a que a restric¸a˜o de (39) a E2 e´{
x′1 = −4x2
x′2 = x1
,
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Figura 27: Retrato de fases da restric¸a˜o do sistema (39) a E1.
Figura 28: Retrato de fases da restric¸a˜o do sistema (39) a E2.
tem-se que x2(t) e´ crescente quando x1 > 0 e e´ decrescente quando x1 < 0. Isto permite trac¸ar
esboc¸o para o retrato de fase da restric¸a˜o de (39) a E2 que se apresenta na Figura 28.
Atendendo ao que ficou visto acima, e ao facto de, por definic¸a˜o de L3,
L3 ∋ x = (y, z) ∈ E2 ⊕ E1
obtem-se o esboc¸o do retrato de fase na Figura 29.
Figura 29: Retrato de fases da restric¸a˜o do sistema (39) a L3.
2. Pela fo´rmula de variac¸a˜o das constantes tem-se
x(t) = Φ(t)x(0) + Φ(t)
∫ t
0
Φ−1(s)b(s)ds,
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onde Φ(t) = eAt, x(0) = (1, 0, 0, 0)T e b(t) = (cos 2t, 0, 0, 0)T . Como
(
eAt
)−1
= e−At = eA(−t),
tem-se
x(t) =


cos 2t −2 sin 2t 0 0
1
2 sin 2t cos 2t 0 0
0 0 e−t 2te−t
0 0 0 e−t




1
0
0
0

+
+


cos 2t −2 sin 2t 0 0
1
2 sin 2t cos 2t 0 0
0 0 e−t 2te−t
0 0 0 e−t


∫ t
0


cos 2s 2 sin 2s 0 0
−12 sin 2s cos 2s 0 0
0 0 es −2ses
0 0 0 es




cos 2s
0
0
0

 ds
=


cos 2t
1
2 sin 2t
0
0

+


cos 2t −2 sin 2t 0 0
1
2 sin 2t cos 2t 0 0
0 0 e−t 2te−t
0 0 0 e−t


∫ t
0


cos2 2s
−12 sin 2s cos 2s
0
0

 ds
Atendendo a que ∫ t
0
sin 2s cos 2sds =
1
4
sin2 2s
∣∣∣∣t
0
=
1
4
sin2 2t
∫ t
0
cos2 2sds =
∫ t
0
(
1
2 +
1
2 cos 4s
)
ds =
1
2
t+
1
8
sin 4t
obtem-se o resultado seguinte:
x(t) =


cos 2t+ 14 cos 2t− 14 cos3 2t− t sin 2t− 14 sin 4t sin 2t
1
2 sin 2t+
1
8 sin
3 2t+ 12t cos 2t+
1
8 sin 4t cos 2t
0
0

 .
II.
1. Suporemos x(t) 6= 0, ∀t. Atendendo a` mudanc¸a de varia´veis dada tem-se
y′ = (1− n)x−nx′ = (1− n)x−n (αx+ βxn) =
= (1− n)αx1−n + (1− n)β =
= (1− n)αy + (1− n)β,
onde α = α(t) e β = β(t). A equac¸a˜o obtida para y e´ linear, como se pretendia.
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2.a) Atendendo a que ϕ(t) = t−1 + ψ(t), tem-se
− 1
t2
+ ψ′
(a)
= ϕ′
(b)
=
1
t
− ϕ− ϕ2 (a)= 1
t
−
(
1
t
+ ψ
)
−
(
1
t
+ ψ
)2
=
= − ψ − 1
t2
− ψ2 − 2
t
ψ =
= − 1
t2
−
(
1 +
2
t
)
ψ − ψ2
onde as igualdades (a) veˆm da relac¸a˜o entre ϕ e ψ e a igualdade (b) vem da hipo´tese de ϕ
ser soluc¸a˜o de (42). Obte´m-se assim ψ′ = − (1 + 2t )ψ − ψ2 e portanto ψ tem de ser soluc¸a˜o
de uma equac¸a˜o de Bernoulli com α(t) = − (1 + 2t ) , β(t) = − 1 e n = 2. A rec´ıproca e´
tambe´m evidentemente verdadeira.
2.b) Pela al´ınea 1. conclui-se que se pode transformar a equac¸a˜o
ψ′ = −
(
1 +
2
t
)
ψ − ψ2
em
y′ =
(
1 +
2
t
)
y + 1 (43)
utilizando a mudanc¸a de varia´veis y = ψ−1. A equac¸a˜o (43) e´ linear na˜o-homoge´nea. Procu-
remos um factor integrante: multiplicando (43) por µ = µ(t) vem
µy′ −
(
1 +
2
t
)
µy = µ
e o membro esquerdo desta equac¸a˜o sera´ igual a (µy)′ = µy′+µ′y se e so´ se µ′ = − (1 + 2t )µ,
ou seja
µ(t) = e
− ∫ (1 + 2t )dt = e−t−2 log |t| = e−t+log t−2 = e−tt−2 = 1
t2et
.
Com este factor integrante a equac¸a˜o pode-se escrever como(
1
t2et
y(t)
)′
=
1
t2et
pelo que primitivando ambos os membros e explicitando y(x) tem-se
y(t) = t2et
∫
1
t2et
dt+ C t2et
obtendo-se por fim a seguinte expressa˜o para ϕ(t) = t−1 + 1y(t) :
ϕ(t) =
1
t
+
1
C t2et + t2et
∫
1
t2et
dt
,
onde C e´ uma constante real.
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III.
1.
dV
dt
(x1(t), x2(t)) =
∂V
∂x1
x′1 +
∂V
∂x2
x′2 =
= 2g(x1)x
′
1 + 2x2x
′
2 =
= 2g(x1)x2 + 2x2 (− g(x1)) =
= 0, ∀t,
pelo que V e´ constante sobre o´rbitas do sistema, i.e., e´ uma constante do movimento para
(42).
2.a) Os pontos de equil´ıbrio de (42) sa˜o as soluc¸o˜es (x1, x2) do sistema{
x′1 = 0
x′2 = 0
⇐⇒
{
x2 = 0
− g(x1) = 0.
Consequentemente os pontos de equil´ıbrio de (42) sa˜o os pontos (α, 0) onde α e´ uma soluc¸a˜o
da equac¸a˜o g(x) = 0. (Caso g na˜o tenha zeros, o sistema na˜o tem pontos de equil´ıbrio).
Os pontos de estacionaridade de G sa˜o os zeros de G′ e como
G′(x1) = 0⇐⇒ d
dx
∫ x1
0
g(u)du = 0⇐⇒ g(x1) = 0,
conclui-se, enta˜o, que os pontos de equilibrio de (42) sa˜o os pontos (α, 0) onde α e´ um ponto
de estacionaridade de G.
2.b) Observe-se primeiro que
G′′(x1) =
d2
dx21
∫ x1
0
g(u)du =
d
dx1
g(x1) = g
′(x1).
Seja (α, 0) um ponto de equil´ıbrio de (42). A matriz Jacobiana do sistema neste ponto e´[
0 1
− g′(α) 0
]
cujos valores pro´prios sa˜o λ± = ±
√− g′(α). Conclui-se daqui que se g′(α) < 0 os valores
pro´prios sa˜o reais e λ− < 0 < λ+ pelo que o ponto de equil´ıbrio e´ um ponto de sela de (42)
e, portanto, e´ insta´vel. Se g′(α) > 0 o me´todo de linearizac¸a˜o na˜o e´ aplica´vel ao estudo
de (42) numa vizinhanc¸a do ponto de equil´ıbrio, uma vez que Re (λ±) = 0. Podemos neste
caso completar o estudo usando um argumento geome´trico. Relembrando que V (x1, x2) =
x22 + 2G(x1) e´ uma constante do movimento, considere-se o que se passa numa pequena
vizinhanc¸a do ponto de equil´ıbrio (α, 0) onde, por hipo´tese, G′′(α) > 0.
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Figura 30: Gra´fico de 2G numa pequena vizinhanc¸a do ponto de x1 = α.
Sendo (x˜1, x˜2) um ponto arbitra´rio numa vizinhanc¸a suficientemente pequena de (α, 0) e
designando por (x1(t), x2(t)) a soluc¸a˜o com condic¸a˜o inicial (x˜1, x˜2) conclui-se [ver figura] que
a o´rbita
⋃
t∈R
{(x1(t), x2(t))} permanece numa vizinhanc¸a de (α, 0). Isto permite afirmar que o
ponto de equil´ıbrio (α, 0) e´, neste caso, esta´vel. Tem-se, enta˜o, o seguinte: sendo (α, 0) um
ponto de estacionaridade de (42):
G′′(α) < 0 =⇒ (α, 0) e´ insta´vel
G′′(α) > 0 =⇒ (α, 0) e´ esta´vel.
2.c) Seja (x1(t), x2(t)) uma soluc¸a˜o de (42) correspondente a uma condic¸a˜o inicial (x˜1, x˜2) ∈ R2.
Sendo V uma constante do movimento vem
R ∋ V˜ def= V (x˜1, x˜2) = V (x1(t), x2(t)) = x22(t) + 2G (x1(t)) .
Suponhamos que a o´rbita correspondente a esta soluc¸a˜o na˜o e´ limitada. Enta˜o, quando
|t| → +∞, ou |x1(t)| → +∞ ou |x2(t)| → +∞. Em qualquer dos casos ter-se-ia
R ∋ V˜ = lim
|t|→+∞
V˜ = lim
|t|→+∞
(
x22(t) + 2G (x1(t))
)
= +∞,
o que e´ absurdo. Conclui-se, enta˜o, que todas as o´rbitas do sistema sa˜o limitadas.
3. Os pontos de equil´ıbrio de {
x′1 = x2
x′2 = − x1 (x1 − 1)2
sa˜o (0, 0) e (1, 0).
Linearizac¸o˜es em torno dos pontos de equil´ıbrio:
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Em torno do ponto (0, 0) :
y′ =
[
0 1
− 1 0
]
y
Valores pro´prios de matriz: λ± = ±i. Atendendo a que Reλ± = 0, o me´todo de li-
nearizac¸a˜o na˜o e´ aplica´vel, pelo que na˜o adianta prosseguir com o estudo do sistema
linearizado em torno de (0, 0).
Em torno do ponto (1, 0) :
y′ =
[
0 1
0 0
]
y
Valores pro´prios de matriz: λ± = 0. Tal como anteriormente, o me´todo de linearizac¸a˜o
na˜o e´ aplica´vel.
Utilizando os resultados da al´ınea 2.b):
G′′(α) = g′(α) = 1− 4α+ 3α2 =
{
1 se α = 0
0 se α = 1
pelo que (0, 0) e´ um ponto de equil´ıbrio esta´vel e para (1, 0) o crite´rio obtido em 2.b) na˜o e´
aplica´vel. Como V (x1, x2) = x
2
2 + 2
∫ x1
0
u(u− 1)2du e´ uma constante do movimento, sabe-se
que as o´rbitas do sistema esta˜o contidas nos conjuntos de n´ıvel de V e, atendendo a` estrutura
de V, isto e´, ao facto de V ser a soma de uma func¸a˜o quadra´tica (e portanto na˜o-negativa)
de x2 com uma func¸a˜o so´ de x1, conclui-se o apresentado na Figura 31. O sentido das o´rbitas
e´ facilmente determinado a partir, por exemplo, da primeira equac¸a˜o do sistema: de x′1 = x2
conclui-se que x1(t) e´ crescente quando x2 > 0 e decrescente quando x2 < 0 pelo que se tem
o esboc¸o de retrato de fase da Figura 32
IV.
a) Considere-se o problema {
utt + 2ut − uxx = 0 (t, x) ∈ R+×]0, 1[
u(t, 0) = u(t, 1) = 0
e fac¸a-se u(t, x) = T (t)X(x), supondo que T (t) 6= 0, em R+ e X(x) 6= 0 em ]0, 1[. Tem-se
ut = T
′X, utt = T ′′X e uxx = TX ′′, pelo que a equac¸a˜o diferencial fica T ′′X+2T ′X−TX ′′ = 0,
ou seja
T ′′ + 2T ′
T
(t) =
X ′′
X
(x) em (t, x) ∈ R+×]0, 1[.
Consequentemente tem de existir uma constante real σ, independente de t e de x, tal que
T ′′ + 2T ′
T
= σ =
X ′′
X
∀(t, x) ∈ R+×]0, 1[,
101
Figura 31: Gra´fico de 2G e conjuntos de n´ıvel de V .
o que resulta no seguinte sistema de equac¸o˜es diferenciais ordina´rias:
X ′′ − σX = 0
T ′′ + 2T ′ − σT = 0.
Quanto a`s condic¸o˜es de fronteira:
u(t, 0) = T (t)X(0) = 0 =⇒ X(0) = 0
u(t, 1) = T (t)X(1) = 0 =⇒ X(1) = 0,
uma vez que T (t) 6= 0 em R+. Obte´m-se assim o seguinte problema de valores na fronteira
para X : {
X ′′ − σX = 0
X(0) = X(1) = 0
Estudaremos de seguida a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (que na˜o sa˜o
identicamente nulas) deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(x) = ax+ b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(1) = a+ b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial X(x) ≡ 0.
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Figura 32: Esboc¸o de retrato de fase.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s
condic¸o˜es na fronteira tem-se 0 = X(0) = a+ b e 0 = X(1) = ae
√
σ + be−
√
σ cuja u´nica
soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2
com λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx+b sinλx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) = a cos 0 + b sin 0 = a e portanto
0 = X(1) = 0 cos λ + b sinλ = b sinλ concluindo-se que, ou b = 0 e obtemos a soluc¸a˜o
X(x) ≡ 0, ou sinλ = 0, isto e´, λ = λk = kπ, k ∈ N1, obtendo-se assim infinitas soluc¸o˜es
do problema de valores na fronteira, em particular as func¸o˜es Xk(x) = sin(kπx), ∀k ∈
N1, e todas as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es.
Atendendo a que σ = − λ2k = − k2π2 a equac¸a˜o para T pode-se escrever como T ′′ + 2T ′ +
(kπ)2T = 0, ou seja [
D2 + 2D + (kπ)2
]︸ ︷︷ ︸
P (D)
T = 0.
Os zeros de P (λ) sa˜o
λ± =
− 2±√4− 4k2π2
2
= − 1±
√
1− k2π2 = − 1± i
√
k2π2 − 1.
Conclui-se assim que a soluc¸a˜o geral da equac¸a˜o para T e´
Tk(t) =
(
ak cos
(√
k2π2 − 1 t
)
+ bk sin
(√
k2π2 − 1 t
))
e−t, k ∈ N1
e portanto a soluc¸a˜o formal geral do problema de Dirichlet e´
u(t, x) =
+∞∑
k=1
(
ak cos
(√
k2π2 − 1 t
)
+ bk sin
(√
k2π2 − 1 t
))
e−t sin(kπx).
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b) Sendo u(0, x) = 0 conclui-se que
0 = u(0, x) =
+∞∑
k=1
(ak + 0)e
−0 sin(kπx) =
+∞∑
k=1
ak sin(kπx) =⇒ ak = 0, ∀k ∈ N1,
e portanto
u(t, x) =
+∞∑
k=1
bk sin
(√
k2π2 − 1 t
)
sin(kπx)e−t.
Supondo que u(t, x) e´ diferencia´vel termo-a-termo em relac¸a˜o a t tem-se
∂u
∂t
=
+∞∑
k=1
bk sin(kπx)
[√
k2π2 − 1 cos
(√
k2π2 − 1 t
)
e−t − sin
(√
k2π2 − 1 t
)
e−t
]
e, portanto, em (0, x) vem
1
2
−
∣∣∣∣x− 12
∣∣∣∣ = ut(0, x) = +∞∑
k=1
bk
√
k2π2 − 1 sin(kπx),
concluindo-se que bk
√
k2π2 − 1 sa˜o os coeficientes da expansa˜o em senos da func¸a˜o f(x) =
1
2 −
∣∣x− 12 ∣∣ no intervalo [0, 1]. Para obter uma expansa˜o em senos ha´ que prolongar esta
func¸a˜o a [ − 1, 1] como uma func¸a˜o ı´mpar e depois prolonga´-la periodicamente a R (com
per´ıodo 2L = 2).
Figura 33: Func¸a˜o f e o seu prolongamento par com per´ıodo 1.
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Deste modo, os coeficientes de Fourier sa˜o dados por:
βk =
2
1
∫ 1
0
(
1
2
−
∣∣∣∣x− 12
∣∣∣∣
)
sin(kπx)dx =
= 2
∫ 1/2
0
x sin(kπx)dx + 2
∫ 1
1/2
(1− x) sin(kπx)dx =
= 2
∫ 1/2
0
x sin(kπx)dx− 2
∫ 1
1/2
x sin(kπx)dx+
2
kπ
(− cos kπx)|11/2 =
=
2
kπ
(
cos k
π
2
− cos kπ
)
− 1
kπ
cos k
π
2
+ 2
1
k2π2
(
sin k
π
2
− sin 0
)
+
+
2
kπ
cos kπ − 1
kπ
cos k
π
2
− 2 1
k2π2
(
sin kπ − sin kπ
2
)
=
=
4
k2π2
sin k
π
2
− 2
k2π2
sin k
π
2
=
=


0, se k e´ par
4(− 1)n+1
(2n − 1)2π2 , se k = 2n− 1 (k e´ ı´mpar).
Conclui-se enta˜o que
b2n−1 =
4(− 1)n+1
π2(2n− 1)2√(2n − 1)2π2 − 1
e portanto a soluc¸a˜o formal e´
u(t, x) = e−t
+∞∑
n=1
4(− 1)n+1
π2(2n− 1)2√(2n − 1)2π2 − 1 sin
(√
(2n − 1)2π2 − 1 t
)
sin ((2n − 1)πx) .
c) Para abreviar a escrita, seja u(t, x) = e−t
+∞∑
n=1
un(t, x). Tem-se
|un(t, x)| ≤ 4
π2(2n − 1)2√(2n− 1)2π2 − 1 ∼ O
(
1
n3
)
quando n→∞
e portanto, pelo teste-M de Weierstrass, a se´rie cuja soma e´ u(t, x) e´ uniformemente conver-
gente em R2. Como somas de se´ries uniformemente convergentes de func¸o˜es cont´ınuas sa˜o
func¸o˜es cont´ınuas conclui-se que u(t, x) e´ cont´ınua em R2 e portanto tambe´m em R+ × [0, 1].
Atendendo a que
∂un
∂t
=
4(− 1)n+1
π2(2n − 1)2 cos
(√
(2n − 1)2π2 − 1 t
)
sin ((2n − 1)πx)
tem-se ∣∣∣∣∂un∂t
∣∣∣∣ ≤ 4π2(2n − 1)2 ∼ O
(
1
n2
)
quando n→∞
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e o teste-M de Weierstrass permite concluir que a se´ries
∑
n |∂un/∂t| e´ uniformemente con-
vergente. Aplicando o teorema sobre a diferenciabilidade termo-a-termo de se´ries de func¸o˜es
conclui-se que u e´ diferencia´vel em ordem a t e que ∂u/∂t pode ser calculado derivando
termo-a-termo a se´rie. Analogamente, tem-se∣∣∣∣∂un∂x
∣∣∣∣ ≤ 4π(2n− 1)√(2n − 1)2π2 − 1 ∼ O
(
1
n2
)
quando n→∞
e portanto as concluso˜es anteriores sa˜o va´lidas tambe´m para ∂u/∂x. Para as segundas deri-
vadas parciais presentes na equac¸a˜o tem-se∣∣∣∣∂2un∂t2
∣∣∣∣ ,
∣∣∣∣∂2un∂x2
∣∣∣∣ ≤ Mn ∼ O
(
1
n
)
quando n→∞
e o teste-M de Weierstrass na˜o e´ aplica´vel. Consequentemente na˜o podemos, por este me´todo,
concluir nada sobre se a soluc¸a˜o formal apresentada e´, ou na˜o, duas vezes diferencia´vel em
ordem a t e em ordem a x. Em particular, nada podemos concluir sobre se a soluc¸a˜o formal
e´, ou na˜o, uma soluc¸a˜o (cla´ssica) do problema posto.
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Exame de 27.2.96 e resoluc¸a˜o.
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EQUAC¸O˜ES DIFERENCIAIS
(Aeroespacial, Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 27/2/1996
Durac¸a˜o: 3h00.
I.
Considere o sistema {
u′′ + w′ + u− w = b(t)
u′ + w′ + u− w = 0. (44)
1. Considere b(t) ≡ 0.
a) Verifique que o sistema (44) e´ linear.
b) Utilize uma mudanc¸a de varia´veis apropriada para transformar o sistema (44) num sistema
de equac¸o˜es lineares de primeira ordem.
c) Determine a soluc¸a˜o geral do sistema que obteve na al´ınea anterior3.
d) Determine o(s) ponto(s) de equil´ıbrio de (44) e estude-o(s) quanto a` estabilidade4.
2. Suponha que b(t) = e−t. Determine uma soluc¸a˜o particular de (44).
II.
Considere a equac¸a˜o diferencial
dy
dx
= − y
4y2 + 2x
(45)
a) Mostre que esta equac¸a˜o tem um factor integrante µ = µ(y).
b) Determine a soluc¸a˜o de (45) que satisfaz y(1) = 1.
c) Determine o intervalo ma´ximo de existeˆncia da soluc¸a˜o que calculou na al´ınea anterior.
3Se na˜o resolveu a al´ınea 1.b) considere o sistema
x
′ =


0 −1 0
0 −1 0
−1 1 1

x.
4Veja nota anterior
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III.
Seja V ∈ C2(R2;R). Considere o sistema de equac¸o˜es diferenciais ordina´rias de primeira ordem

x′ = − ∂V∂x (x, y)
y′ = − ∂V∂y (x, y).
(46)
1. Mostre que V (x, y) e´ uma func¸a˜o de Liapunov para (46).
2. Considere a func¸a˜o V (x, y) = y2 + (x2 − 1)2.
a) Determine o(s) ponto(s) de equil´ıbrio de (46).
b) Linearize (46) em torno do(s) ponto(s) de equil´ıbrio. Esboce o(s) retrato(s) de fase do(s)
sistema(s) linearizado(s) que obteve.
c) Utilizando a func¸a˜o de Liapunov V e (quando poss´ıvel) os resultados da al´ınea anterior,
esboce o retrato de fase do sistema.
IV.
Em dinaˆmica de fluidos uma simplificac¸a˜o das equac¸o˜es de Navier-Stokes resulta nas equac¸o˜es de
Boussinesq, as quais, numa versa˜o linear, se podem escrever como
utt − α2uxx − β2uxxtt = 0 (47)
onde α e β sa˜o paraˆmetros na˜o nulos.
a) Utilizando o me´todo de separac¸a˜o de varia´veis, determine a soluc¸a˜o formal geral da equac¸a˜o
(47) na regia˜o t > 0, 0 < x < 1, com condic¸o˜es de Dirichlet homoge´neas u(t, 0) = u(t, 1) =
0, ∀t ∈ R+0 .
b) Determine a soluc¸a˜o formal do problema da al´ınea anterior que satisfaz a condic¸a˜o inicial
u(0, x) = 0, ut(0, x) = 1− |2x− 1| em [0, 1].
c) Podera´ utilizar o teste-M de Weierstrass para estudar a soluc¸a˜o formal obtida em b) quanto a`
continuidade e a` diferenciabilidade? Justifique detalhadamente.
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Resoluc¸a˜o:
I.
1.a) Sejam (u1, w1) e (u2, w2) duas soluc¸o˜es de (44). Enta˜o, sendo α e β constantes reais arbitra´rias,
considere-se a func¸a˜o α(u1, w1)+β(u2, w2) = (αu1+βu2, αw1+βw2). Tem-se (αu1+βu2)
′′+
(αw1+βw2)
′+(αu1+βu2)+(αw1+βw2) = αu′′1+βu
′′
2+αw
′
1+βw
′
2+αu1+βu2−αw1−βw2 =
α(u′′1 + w
′
1 + u1 − w1) + β(u′′2 + w′2 + u2 − w2) = α · 0 + β · 0 = 0 e (αu1 + βu2)′ + (αw1 +
βw2)
′ + (αu1 + βu2)− (αw1 + βw2) = αu′1 + βu′2 + αw′1 + βw′2 + αu1 + βu2 − αw1 − βw2 =
α(u′1 +w
′
1 + u1 −w1) + β(u′2 +w′2 + u2 −w2) = α · 0+ β · 0 = 0, concluindo-se, portanto, que
(αu1 + βu2, αw1 + βw2) e´ tambe´m soluc¸a˜o, pelo que a equac¸a˜o e´ linear.
1.b) Com a mudanc¸a de varia´veis x1
def
= u, x2
def
= u′ e x3
def
= w tem-se

x′1 = u
′ = x2
x′2 = u
′′ = w − u− w′ = u′ = x2
x′3 = w
′ = w − u− u′ = x3 − x1 − x2
pelo que vem 
 x1x2
x3

′ =

 0 1 00 1 0
−1 −1 1



 x1x2
x3

 .
1.c) Seja
A =

 0 1 00 1 0
−1 −1 1

 .
Os valores pro´prios de A sa˜o os zeros do polino´mio caracter´ıstico
pA(λ)
def
= det(A−λI3) = det

 − λ 1 00 1− λ 0
−1 −1 1− λ

 = (1−λ) det [ − λ 0− 1 1− λ
]
= −λ(1−λ)2,
ou seja, λ1 = 0, λ2 = λ3 = 1.
Iremos utilizar o me´todo de Putzer:
Ca´lculo de r1(t) :
r′1 = 0r1, r1(0) = 1 =⇒ r1(t) = 1.
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Ca´lculo de r2(t) :
r′2 = r2 + 1, r2(0) = 0.
Reescrevendo a equac¸a˜o como
r′2 − r2 = 1
e multiplicando por um factor integrante µ tem-se
µr′2 − µr2 = µ.
Para que o membro esquerdo seja igual a (µr2)
′ = µr′2 + µ
′r2 tem de se tomar
µ′ = − µ
pelo que uma possibilidade e´ µ(t) = e−t, vindo enta˜o
(e−tr2)′ = e−t
e integrando entre 0 e um t arbitra´rio, fazendo uso da condic¸a˜o inicial, obte´m-se
e−tr2(t) = 1− e−t,
ou seja
r2(t) = e
t − 1.
Ca´lculo de r3(t) :
r′3 = r3 + (e
−t − 1), r3(0) = 0.
Procedendo como anteriormente tem-se um factor integrante µ(t) = e−t, pelo que se tem
(e−tr3)′ = 1− e−t
e integrando entre 0 e um t arbitra´rio, fazendo uso da condic¸a˜o inicial, obte´m-se
e−tr3(t) = t+ e−t − 1,
ou seja,
r3(t) = (t− 1)et + 1.
Determinac¸a˜o das matrizes P0(A), P1(A) e P2(A) :
P0(A) = I3, P1(A) = A− λ1I3 = A,
P2(A) = (A− λ1I3)(A− λ2I3) = A(A− I3) =

 0 0 00 0 0
0 −2 0

 .
Conclui-se que
eAt = 1 ·

 1 0 00 1 0
0 0 1

+ (et − 1) ·

 0 1 00 1 0
−1 −1 1

+ [(t− 1)et + 1] ·

 0 0 00 0 0
0 −2 0

 =
=

 1 et − 1 00 et 0
1− et (1− 2t)et − 1 et


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e portanto a soluc¸a˜o geral e´
 x1(t)x2(t)
x3(t)

 =

 1 et − 1 00 et 0
1− et (1− 2t)et − 1 et



 x1(0)x2(0)
x3(0)

 .
onde (x1(0), x2(0), x3(0))
T ∈ R3 e´ arbitra´rio.
1.d) Os pontos de equilibrio do sistema sa˜o as soluc¸o˜es de x′1 = x
′
2 = x
′
3 = 0 :
 0 1 00 1 0
−1 −1 1



 x1x2
x3

 =

 00
0

 ,
ou seja, {
x2 = 0
−x1 − x2 + x3 = 0. =⇒
{
x2 = 0
x3 = x1.
.
Os pontos de equil´ıbrio sa˜o, portanto, todos os pontos de R3 da forma (α, 0, α)T com α ∈ R
arbitra´rio.
Para a estabilidade dos pontos de equil´ıbrio basta estudar os valores pro´prios da matriz do
sistema, A. Como existe pelo menos um valor pro´prio (de facto existem dois) com parte real
positiva conclui-se que os pontos de equ´ılibrio sa˜o insta´veis.
2. Um modo poss´ıvel de resolver esta questa˜o e´ o seguinte:
Da segunda equac¸a˜o de (44) tem-se − u′ = w′ + u − w, a qual, substituindo na primeira
equac¸a˜o resulta em
u′′ − u′ = e−t ⇐⇒ D2u−Du = e−t ⇐⇒ D(D − 1)u = e−t
cuja soluc¸a˜o pode ser obtida pelo me´todo dos coeficientes indeterminados, com se segue:
Como (D+1)e−t = 0 tem-se (D+1)D(D−1)u = 0, cuja soluc¸a˜o geral e´ u(t) = α+βet+γe−t.
Daqui obte´m-se u′(t) = βet − γe−t e u′′(t) = βet + γe−t, e substituindo na equac¸a˜o para u
tem-se βet+γe−t−(βet − γe−t) = e−t pelo que γ = 12 . Conclui-se que uma soluc¸a˜o particular
tem componente u dada por upart(t) =
1
2e
−t. A componente wpart da soluc¸a˜o particular pode
ser calculada a partir da segunda equac¸a˜o de (44):
w′part −wpart = u′part + upart
= − 12e−t + 12e−t
= 0
⇓
wpart(t) = ρe
t
.
Uma soluc¸a˜o particular e´
(upart(t), wpart(t)) =
(
1
2
e−t, et
)
.
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II.
a) Escreva-se a equac¸a˜o na forma
y +
(
4y2 + 2x
) dy
dx
= 0.
Vejamos que tem um factor integrante µ = µ(y) :
µ(y)y︸ ︷︷ ︸
=
∂Φ
∂x
+µ(y)
(
4y2 + 2x
)︸ ︷︷ ︸
=
∂Φ
∂y
dy
dx
= 0
pelo que
∂2Φ
∂y∂x
=
d
dy
(µ(y)y) = µ′y + µ
∂2Φ
∂x∂y
=
∂
∂x
(
µ(y)
(
4y2 + 2x
))
= 2µ


=⇒ µ′y + µ = 2µ
pelo que se tem µ′ = µy e portanto∫
dµ
µ
=
∫
dy
y
⇐⇒ log |µ(y)| = log |y|+C,
onde C e´ uma constante real arbitra´ria. Um factor integrante e´ enta˜o µ(y) = y (fazendo
C = 0.)
b) Usando o factor integrante determinado na al´ınea anterior pode-se escrever a equac¸a˜o dada na
forma
d
dx
Φ(x, y(x)) = 0
cuja soluc¸a˜o geral e´ obtida de imediato por integrac¸a˜o de ambos os membros da equac¸a˜o,
vindo dada na forma impl´ıcita por
Φ(x, y(x)) = C
onde C e´ uma constante real arbitra´ria. Atendendo ao que escrevemos acima, a func¸a˜o Φ e´
tal que 

∂Φ
∂x
= y2 =⇒ Φ(x, y) = y2x+ h1(y)
∂Φ
∂y
= 4y3 + 2xy =⇒ Φ(x, y) = y4 + xy2 + h2(x)
pelo que se pode tomar h1(y) = y
4 e h2(x) = 0 vindo Φ(x, y) = y
4 + y2x.
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Pretendendo determinar a soluc¸a˜o que satisfaz a condic¸a˜o inicial y(1) = 1 determina-se a
constante C conveniente atendendo a que
C = Φ(1, y(1)) = Φ(1, 1) = 14 + 121 = 2
vindo a seguinte expressa˜o implicita para soluc¸a˜o y = y(x) do problema:
y4 + y2x− 2 = 0.
Atendendo a que esta expressa˜o e´ uma equac¸a˜o biquadrada em y (ou, o que e´ o mesmo, uma
equac¸a˜o quadrada em y2) tem-se
y2(x) =
−x+√x2 + 8
2
(o sinal “−” que vem da aplicac¸a˜o da fo´rmula resolvente de equac¸o˜es de segundo grau a`
equac¸a˜o biquadrada fornece soluc¸o˜es complexas que na˜o ira˜o satisfazer a condic¸a˜o inicial
dada, uma vez que se tera´ y2(x) < 0)
y(x) = +
√
− 1
2
x+
1
2
√
x2 + 8
onde o sinal “+” no exterior da raiz quadrada foi escolhido atendendo a que y(1) = 1 > 0.
c) Atendendo aos resultados sobre a continuidade da soma, produto e composic¸a˜o de func¸o˜es
cont´ınuas, a soluc¸a˜o obtida na al´ınea anterior e´ cont´ınua no seu domı´nio, o qual e´ R uma
vez que x2 + 8 ≥ 8 > 0 e tambe´m −x + √x2 + 8 > −x +
√
x2 = −x + |x| ≥ −x + x = 0.
Por outro lado, estas desigualdades permitem tambe´m concluir que as func¸o˜es radicandas sa˜o
sempre estritamente positivas e, consequentemente, y(x) e´ deriva´vel e a derivada e´ finita em
todos os pontos de R. Atendendo a que a derivada de y(x) e´ o quociente de func¸o˜es cont´ınuas
(pelas razo˜es invocadas no in´ıcio da al´ınea) conclui-se que y′(x) e´ uma func¸a˜o cont´ınua, para
qualquer x real. Isto permite concluir que y(·) ∈ C1(R) e portanto o intervalo ma´ximo de
existeˆncia da soluc¸a˜o determinada na al´ınea anterior e´ R.
III.
1.
dV
dt
(x(t), y(t)) =
∂V
∂x
dx
dt
+
∂V
∂y
dy
dt
=
∂V
∂x
·
(
− ∂V
∂x
)
+
∂V
∂y
·
(
− ∂V
∂y
)
= −
((
∂V
∂x
)2
+
(
∂V
∂y
)2)
≤ 0
pelo que V e´ uma func¸a˜o de Liapunov para (47).
2.a) Sendo V (x, y) = y2 +
(
x2 − 1)2 o sistema fica{
x′ = − 4x(x2 − 1)
y′ = − 2y (48)
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e os pontos de equil´ıbrio sa˜o as soluc¸o˜es de{
0 = − 4x(x2 − 1)
0 = − 2y
ou seja, (x, y) = (0, 0) ou (1, 0) ou (− 1, 0).
2.b) A matriz Jacobiana do sistema em (x, y) e´
J(x, y) =
[ − 12x2 + 4 0
0 − 2
]
pelo que se tem o seguinte
Ponto de equil´ıbrio (0, 0) :
J(0, 0) =
[
4 0
0 − 2
]
A matriz e´ diagonal, pelo que os valores pro´prios sa˜o os elementos da diagonal prin-
cipal, λ1 = 4 e λ2 = −2, e os vectores pro´prios sa˜o colineares com os vectores coluna
correspondentes:v(1) = (1, 0)T e v(2) = (0, 1)T . Assim, o sistema linearizado em torno do
ponto de equil´ıbrio (0, 0) [
x1
x2
]′
= J(0, 0)
[
x1
x2
]
,
(onde x1 = x− 0 e x2 = y − 0) tem o seguinte retrato de fase da Figura 34.
Figura 34: Retrato de fases da linearizac¸a˜o de (46) em torno de (0, 0).
Pontos de equil´ıbrio (1, 0) e (−1, 0) :
J(1, 0) = J(−1, 0) =
[ − 8 0
0 − 2
]
Novamente neste caso a matriz e´ diagonal e portanto teˆm-se os pares pro´prios (λ,v) =
(− 8, (1, 0)T ) e (− 2, (0, 1)T ) . O retrato de fase e´ o apresentadosna Figura 35 (Obs.: a
curvatura das o´rbitas e´ tal como se apresenta porque a componente da soluc¸a˜o segundo
(1, 0)T tende mais rapidamente para zero que a componente segundo (0, 1)T devido a
− 8 < − 2 < 0.)
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Figura 35: Retrato de fases da linearizac¸a˜o de (46) em torno de (1, 0) e de (−1, 0).
2.c) Sabe-se de 1. que V e´ uma func¸a˜o de Liapunov e que dVdt < 0 excepto quando
∂V
∂x =
∂V
∂y = 0
onde se tem dVdt = 0. Sendo V (x, y) = y
2+
(
x2 − 1)2 ≥ 0 tem-se que o conjunto de n´ıvel Vi da
func¸a˜o de Liapunov V e´ na˜o vazio de e so´ se Vi ≥ 0. Atendendo a` possibilidade de decompor V
em duas parcelas aditivas Ec(y)
def
= y2 ≥ 0 e Ep(x) def=
(
x2 − 1)2 tem-se os esboc¸os do gra´fico
de Ep(x) e das curvas de n´ıvel apresentados nas Figuras 36 e 37, respectivamente. Sabe-se
Figura 36: Gra´fico de Ep(x)
que as o´rbitas atravessam as curvas de n´ıvel de V no sentido de n´ıveis decrescentes
(
dV
dt < 0
)
,
excepto possivelmente nas regio˜es onde ∂V∂x =
∂V
∂y = 0. Mas estas regio˜es consistem apenas
nos treˆs pontos de equ´ılibrio do sistema (atendendo ao resultado da al´ınea 2.a)), pelo que
aqui as o´rbitas sa˜o estaciona´rias. A fim de trac¸ar com mais precisa˜o o retrato de fase e´ u´til
conhecer a orientac¸a˜o geral das o´rbitas, o que e´ muito fa´cil de obter neste caso: atendendo a
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Figura 37: Esboc¸o dos conjuntos de n´ıvel Vi ≥ 0.
(48) tem-se o seguinte:
y < 0 0 > 0
y′ > 0 0 < 0
x < − 1 − 1 ∈]− 1, 0[ 0 ∈]0, 1[ 1 > 1
x′ > 0 0 < 0 0 > 0 0 < 0
O que corresponde a`s orientac¸o˜es apresentadas no esquema da Figura 38, ao qual foram
sobrepostos os resultados das linearizac¸o˜es obtidas na al´ınea anterior.
Figura 38: Retratos de fases nas vizinhanc¸as dos pontos de equil´ıbrio e orientac¸o˜es gerais das
o´rbitas.
Conjugando todas estas informac¸o˜es tem-se o esboc¸o da Figura 39.
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Figura 39: Retrato de fases do sistema.
IV.
a) Fac¸a-se u(t, x) = T (t)X(x). Enta˜o utt = T
′′X, uxx = TX ′′, uxxtt = X ′′T ′′ e a equac¸a˜o (47) toma
a forma T ′′X − α2TX ′′ − β2T ′′X ′′ = 0, ou seja T ′′X − (α2T + β2T ′′)X ′′ = 0. Supondo que
X(x) 6= 0 e α2T (t) + β2T ′′(t) 6= 0 a equac¸a˜o anterior pode-se escrever na forma
T ′′
α2T + β2T ′′
(t) =
X ′′
X
(x)
e, para que esta igualdade seja satisfeita para todos os pontos do aberto {(t, x) ∈ R+×]0, 1[}
onde a equac¸a˜o e´ colocada, tem de existir uma constante σ ∈ R, independente de t e de x,
tal que
T ′′
α2T + β2T ′′
(t) = σ =
X ′′
X
(x)
o que resulta nas duas equac¸o˜es diferenciais ordina´rias seguintes:
X ′′ − σX = 0
(1− β2σ)T ′′ − α2σT = 0.
Quanto a`s condic¸o˜es de fronteira tem-se que u(t, x) = T (t)X(x) = 0 em x = 0 e x = 1,
(∀t > 0), pelo que vem X(0) = X(1) = 0 e obtemos o seguinte problema de valores na
fronteira para X(x) : {
X ′′ − σX = 0
X(0) = X(1) = 0
Estudaremos de seguida a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (que na˜o sa˜o
identicamente nulas) deste problema:
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Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(x) = ax+ b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(1) = a+ b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial X(x) ≡ 0.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s
condic¸o˜es na fronteira tem-se 0 = X(0) = a+ b e 0 = X(1) = ae
√
σ + be−
√
σ cuja u´nica
soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2
com λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx+b sinλx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) = a cos 0 + b sin 0 = a e portanto
0 = X(1) = 0 cos λ + b sinλ = b sinλ concluindo-se que, ou b = 0 e obtemos a soluc¸a˜o
X(x) ≡ 0, ou sinλ = 0, isto e´, λ = λk = kπ, k ∈ N1, obtendo-se assim infinitas soluc¸o˜es
do problema de valores na fronteira, em particular as func¸o˜es Xk(x) = sin(kπx), ∀k ∈
N1, e todas as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es
Atendendo a que σ = − λ2k = − k2π2 tem-se 1 − β2σ = 1 + β2k2π2 > 0 pelo que a equac¸a˜o
para T (t) pode ser escrita na forma
T ′′ +
α2k2π2
1 + β2k2π2︸ ︷︷ ︸
=µ2k (µk>0)
T = 0
cuja soluc¸a˜o geral e´ Tk(t) = ck cosµkt+ dk sinµkt.
Atendendo a isto a soluc¸a˜o geral formal da equac¸a˜o dada e´
u(t, x) =
+∞∑
k=1
[
ck sin(kπx) cos
(√
α2k2π2
1 + β2k2π2
t
)
+ dk sin(kπx) sin
(√
α2k2π2
1 + β2k2π2
t
)]
onde ck e dk sa˜o constantes reais.
b) Comecemos por observar que, para todo o x em [0, 1],
0 = u(0, x) =
+∞∑
k=1
[ck sin(kπx) · 1 + dk sin(kπx) · 0] =
+∞∑
k=1
ck sin(kπx)
o que implica que ck = 0 para todo o k ∈ N1. Enta˜o vem
u(t, x) =
+∞∑
k=1
dk sin(kπx) sin
(√
α2k2π2
1 + β2k2π2
t
)
e, pelo menos formalmente, tem-se
ut(t, x) =
+∞∑
k=1
dk
√
α2k2π2
1 + β2k2π2
sin(kπx) cos
(√
α2k2π2
1 + β2k2π2
t
)
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pelo que
1− |2x− 1| = ut(0, x) =
+∞∑
k=1
dk
√
α2k2π2
1 + β2k2π2
sin(kπx)
e portanto dk
√
α2k2π2
1 + β2k2π2
sa˜o os coeficientes da se´rie de Fourier de senos da func¸a˜o ı´mpar,
perio´dica de per´ıodo 2, cuja restric¸a˜o ao intervalo [0, 1] e´ igual a 1 − |2x − 1|. Calculemos
enta˜o o valor destes coeficientes:
Prolongamento ı´mpar, 2-perio´dico a R da condic¸a˜o inicial e´ apresentado na Figura 40.
Figura 40: Prolongamento ı´mpar, 2-perio´dico a R da condic¸a˜o inicial.
Com as notac¸o˜es usuais tem-se an = 0, ∀n, e
bn =
2
1
∫ 1
0
(1− |2x− 1|) sin(nπx)dx =
= 2
∫ 1/2
0
2x sin(nπx)dx+ 2
∫ 1
1/2
(2− 2x) sin(nπx)dx =
= 4
∫ 1
1/2
sin(nπx)dx+ 4
∫ 1/2
0
x sin(nπx)dx− 4
∫ 1
1/2
x sin(nπx)dx =
= − 4
nπ
(
cosnπ − cos nπ
2
)
− 4
2nπ
cos
nπ
2
+
4
n2π2
sin
nπ
2
+
+
4
nπ
cosnπ − 4
2nπ
cos
nπ
2
− 4
n2π2
sinnπ +
4
n2π2
sin
nπ
2
=
=
8
n2π2
sin
nπ
2
=
=


8(− 1)ℓ+1
(2ℓ− 1)2π2 , se n = 2ℓ− 1,
0, se n = 2ℓ.
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Como dk
√
α2k2π2
1 + β2k2π2
= bk conclui-se que, para todos os ℓ ∈ N1,
b2ℓ−1 =
8(− 1)ℓ+1
(2ℓ− 1)2π2
√
1 + β2(2ℓ− 1)2π2
α2(2ℓ− 1)2π2
b2ℓ = 0
e a soluc¸a˜o formal do problema e´
u(t, x) =
+∞∑
ℓ=1
8(− 1)ℓ+1
(2ℓ− 1)2π2
√
1 + β2(2ℓ− 1)2π2
α2(2ℓ− 1)2π2 sin
(√
α2(2ℓ− 1)2π2
1 + β2(2ℓ− 1)2π2 t
)
sin ((2ℓ− 1)πx) .
c) Escrevendo
u(t, x) =
+∞∑
ℓ=1
uℓ(t, x),
onde uℓ(t, x) e´ dado pelo membro direito da u´ltima expressa˜o da al´ınea anterior, tem-se que
uℓ(t, x) e´ de classe C∞ (sa˜o produtos de senos por constantes . . . ). Se a se´rie foˆr absolutamente
e uniformemente convergente pode concluir-se que u(t, x), dado pela soma da se´rie, e´ uma
func¸a˜o cont´ınua. Vejamos se o teste-M de Weierstrass e´ aplica´vel a este caso:
|uℓ(t, x)| ≤ 8
(2ℓ− 1)2π2
√
1 + β2(2ℓ− 1)2π2
α2(2ℓ− 1)2π2︸ ︷︷ ︸
sucessa˜o convergente
≤ M
(2ℓ− 1)2 (49)
onde M =
8
π2
sup
ℓ
√
1 + β2(2ℓ− 1)2π2
α2(2ℓ− 1)2π2 . Como a sucessa˜o do membro direito de (49) e´ tal que
a se´rie correspondente e´ absolutamente convergente conclui-se, pelo teste-M de Weierstrass,
que a se´rie
∑
ℓ uℓ e´ absolutamente e uniformemente convergente e, portanto, u(t, x) e´ uma
func¸a˜o cont´ınua.
Analogamente, vejamos as se´ries das derivadas termo-a-termo:
∑
ℓ
∂uℓ
∂t
,
∑
ℓ
∂uℓ
∂x
,
∑
ℓ
∂2uℓ
∂x2
∑
ℓ
∂2uℓ
∂t2
,
∑
ℓ
∂4uℓ
∂x2∂t2
.
As majorac¸o˜es que se conseguem obter para os dois primeiros casos sa˜o∣∣∣∣∂uℓ∂t
∣∣∣∣ ≤ N(2ℓ− 1)2∣∣∣∣∂uℓ∂x
∣∣∣∣ ≤ Mπ(2ℓ− 1) (50)
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onde M foi definido acima e N = 8/π2. Conclui-se, enta˜o, que o teste-M de Weierstrass per-
mite concluir que a se´ries
∑
ℓ
∂uℓ
∂t
e´ absoluta e uniformemente convergente. O teorema sobre
a diferenciabilidade termo-a-termo de se´ries de func¸o˜es pode agora ser aplicado para obter o
resultado sobre a diferenciabilidade de u(t, x) em relac¸a˜o a t. Ja´ no caso da diferenciabilidade
de u(t, x) em ordem a x o mesmo argumento na˜o pode ser usado visto que o teste-M de Wei-
erstrass na˜o e´ aplica´vel a` melhor majorac¸a˜o que conseguimos obter, (50). Consequentemente
o teste na˜o e´ aplica´vel para o estudo da diferenciabilidade de u(t, x) em ordem a x, ou seja,
dos termos uxx e uxxtt da equac¸a˜o.
Quanto a
∂2uℓ
∂t2
observe-se que
∣∣∣∣∂2uℓ∂t2
∣∣∣∣ ≤ 8(2ℓ− 1)2π2
√
α2(2ℓ− 1)2π2
1 + β2(2ℓ− 1)2π2 ≤
M˜
(2ℓ− 1)2 (51)
com M˜ =
8
π2
sup
ℓ
√
α2(2ℓ− 1)2π2
1 + β2(2ℓ− 1)2π2 . Tal como com (49), o teste-M deWeierstrass e´ aplica´vel
e a se´rie
∑
ℓ
∂2uℓ
∂t2
e´ uniformemente convergente.
Concluindo: utilizando o teste-M de Weierstrass podemos obter resultados quanto a` conti-
nuidade da soluc¸a˜o formal e quanto a` sua diferenciabilidade em ordem a t (a saber, ut e utt)
mas na˜o em ordem a x (nomeadamente uxx e uxxtt).
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Teste de 4.5.96 e resoluc¸a˜o.
123
Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 4/5/1996
Durac¸a˜o: 1h30.
Considere a equac¸a˜o diferencial ordina´ria
xiv − 2x′′′ + x′ = b(t). (52)
1. Seja b(t) = 1, ∀t.
a) Mostre que nas varia´veis yi, i ∈ {1, 2, 3, 4}, definidas por yi = x(i−1), a equac¸a˜o (52) toma
a forma de um sistema de primeira ordem
y′ = Ay + h(t), (53)
onde y = (y1, y2, y3, y4)
T . Indique explicitamente qual e´ a matriz A e o vector h(t).
b) Determine uma soluc¸a˜o particular de (53).
c) Determine a soluc¸a˜o de (53) que satisfaz y(0) = e1.
d) Qual e´ o problema de Cauchy para a equac¸a˜o (52) que corresponde ao problema dado na
al´ınea anterior para (53)? Qual e´ a sua soluc¸a˜o?
2. Seja agora5 b(t) ≡ 0.
a) Determine os pontos de equil´ıbrio do sistema (53) e estude-os quanto a` sua estabilidade.
b) Determine um subespac¸o bidimensional de R4, L2, que seja invariante para (53) e tal que
o(s) ponto(s) de equil´ıbrio da restric¸a˜o de (53) a L2 seja(m) esta´vel(eis).
c) Esboce o retrato de fase da restric¸a˜o de (53) a um subespac¸o tridimensional invariante que
contenha o subespac¸o L2 da al´ınea anterior.
5Se na˜o resolveu a al´ınea 1.a) considere A =


0 − 1 0 0
0 0 − 1 0
0 0 0 − 1
0 − 1 0 2

 em todas as al´ıneas que se seguem.
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Resoluc¸a˜o:
1.a) Atendendo a` definic¸a˜o das varia´veis yi tem-se y
′
1 = (x)
′ = x′ = y2, y′2 = (x
′)′ = x′′ = y3,
y′3 = (x
′′)′ = x′′′ = y4 e por u´ltimo y′4 = (x
′′′)′ = xiv = 2x′′′ − x′ + 1 = 2y4 − y2 + 1. Tem-se,
enta˜o, o seguinte sistema de equac¸o˜es diferenciais ordina´rias lineares:

y1
y2
y3
y4


′
=


0 1 0 0
0 0 1 0
0 0 0 1
0 − 1 0 2


︸ ︷︷ ︸
=:A


y1
y2
y3
y4

+


0
0
0
1


︸ ︷︷ ︸
=:h(t)
o que responde a` questa˜o colocada.
b) Como o termo na˜o homoge´neo h(t) e´ do tipo pk(t)e
λt, onde pk(t) e´ um polino´mio de grau
zero e λ = 0, sabe-se que uma soluc¸a˜o particular e´ uma func¸a˜o tambe´m do mesmo tipo onde
o grau do polino´mio esta´ dependente de λ = 0 ser, ou na˜o, valor pro´prio de A e, caso seja, da
respectiva multiplicidade alge´brica. Vejamos enta˜o quais os valores pro´prios de A. Os valores
pro´prios da matriz A sa˜o os zeros do seu polino´mio caracter´ıstico, o qual e´ igual (neste caso
que o sistema e´ de dimensa˜o par) ao polino´mio caracter´ıstico da equac¸a˜o de ordem superior
(52), a saber, p(λ) = λ4 − 2λ3 + λ.
Como p(λ) = λ4 − 2λ3 + λ = λ(λ3 − 2λ2 + 1) conclui-se que λ1 = 0 e´ um valor pro´prio de
A com multiplicidade 1 (ja´ que 0 na˜o e´ uma ra´ız de λ3 − 2λ2 + 1 = 0). Os restantes valores
pro´prios sa˜o os zeros de λ3 − 2λ2 +1. Um deles descobre-se facilmente por inspecc¸a˜o directa:
λ2 = 1. Dividindo λ
3−2λ2+1 por λ−1 obte´m-se λ2−λ−1, cujos zeros sa˜o λ3 = (1+
√
5)/2
e λ4 = (1−
√
5)/2.
Do facto de 0 ser um valor pro´prio de A com multiplicidade 1 conclui-se que uma soluc¸a˜o
particular de (53) e´ da forma
ypart(t) =


a1t+ a2
b1t+ b2
c1t+ c2
d1t+ d2

 .
Atendendo a isto conclui-se que para que ypart(t) seja soluc¸a˜o de (53) e´ necessa´rio e suficiente
que 

a1
b1
c1
d1

−


0 1 0 0
0 0 1 0
0 0 0 1
0 − 1 0 2




a1t+ a2
b1t+ b2
c1t+ c2
d1t+ d2

−


0
0
0
1

 = 0
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ou seja 

a1 − b2 = 0
− b1 = 0
b1 − c2 = 0
− c1 = 0
c1 − d2 = 0
− d1 = 0
d1 + b2 − 2d2 − 1 = 0
b1 − 2d1 = 0
⇐⇒


a1 = 1
b1 = 0
b2 = 1
c1 = 0
c2 = 0
d1 = 0
d2 = 0
e a2 e´ arbitra´rio, pelo que se pode tomar como sendo igual a 0 vindo a seguinte soluc¸a˜o
particular:
ypart(t) =


t
1
0
0

 .
c) Atendendo ao que foi feito na al´ınea anterior a soluc¸a˜o procurada pode ser escrita na forma
y(t) = Φ(t)α+(t, 1, 0, 0)T com α tal que (1, 0, 0, 0)T = Φ(0)α+(0, 1, 0, 0)T , ou seja, Φ(0)α =
(1, − 1, 0, 0)T, onde Φ(·) e´ uma matriz fundamental de (53). Atendendo a que ja´ temos a
factorizac¸a˜o do polino´mio caracter´ıstico de A e tendo em conta que A e´ a matriz companheira
de (52) pode-se tomar para Φ(·) a matriz wronskiana de (52): da factorizac¸a˜o do polino´mio
caracter´ıstico conclui-se que uma base para o espac¸o das soluc¸o˜es de (52) e´ constituida pelas
func¸o˜es u1(t) = 1, u2(t) = e
t, u3(t) = e
(1+
√
5)t/2, e u4(t) = e
(1−√5)t/2, pelo que se tem
Φ(t) =


u1 u2 u3 u4
u′1 u
′
2 u
′
3 u
′
4
u′′1 u
′′
2 u
′′
3 u
′′
4
u′′′1 u
′′′
2 u
′′′
3 u
′′′
4

 =


1 et e(1+
√
5)t/2 e(1−
√
5)t/2
0 et 1+
√
5
2 e
(1+
√
5)t/2 1−
√
5
2 e
(1−√5)t/2
0 et
(
1+
√
5
2
)2
e(1+
√
5)t/2
(
1−√5
2
)2
e(1−
√
5)t/2
0 et
(
1+
√
5
2
)3
e(1+
√
5)t/2
(
1−√5
2
)3
e(1−
√
5)t/2

 .
Daqui conclui-se que
Φ(0) =


1 1 1 1
0 1 1+
√
5
2
1−√5
2
0 1
(
1+
√
5
2
)2 (
1−√5
2
)2
0 1
(
1+
√
5
2
)3 (
1−√5
2
)3


e portanto
α = Φ(0)−1(1, − 1, 0, 0)T =


1 1 1 1
0 1 1+
√
5
2
1−√5
2
0 1
(
1+
√
5
2
)2 (
1−√5
2
)2
0 1
(
1+
√
5
2
)3 (
1−√5
2
)3


−1 

1
− 1
0
0

 .
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Utilizando, por exemplo, o me´todo de eliminac¸a˜o de Gauss-Jordan6, tem-se
Φ(0)−1 =


1 0 − 2 1
0 1 1 − 1
0 1−
√
5
2
√
5
√
5−3
2
√
5
1√
5
0 − 1+
√
5
2
√
5
√
5+3
2
√
5
− 1√
5


pelo que vem
α =


1 0 − 2 1
0 1 1 − 1
0 1−
√
5
2
√
5
√
5−3
2
√
5
1√
5
0 − 1+
√
5
2
√
5
√
5+3
2
√
5
− 1√
5




1
− 1
0
0

 =


1
− 1√
5−1
2
√
5√
5+1
2
√
5


e a soluc¸a˜o pretendida e´
y(t) =


1 et e(1+
√
5)t/2 e(1−
√
5)t/2
0 et 1+
√
5
2 e
(1+
√
5)t/2 1−
√
5
2 e
(1−√5)t/2
0 et
(
1+
√
5
2
)2
e(1+
√
5)t/2
(
1−√5
2
)2
e(1−
√
5)t/2
0 et
(
1+
√
5
2
)3
e(1+
√
5)t/2
(
1−√5
2
)3
e(1−
√
5)t/2




1
− 1√
5−1
2
√
5√
5+1
2
√
5

+


t
1
0
0

 .
d) Atendendo a` relac¸a˜o entre (52) e (53) conclui-se imediatamente que a condic¸a˜o inicial para
(52) correspondente a` condic¸a˜o y(0) = e1 para (53) e´ x(0) = 1, x
′(0) = 0, x′′(0) = 0 e
x′′′(0) = 0, pelo que o problema de Cauchy para a equac¸a˜o (52) e´{
xiv − 2x′′′ + x′ = 1
x(0)− 1 = x′(0) = x′′(0) = x′′′(0) = 0,
cuja soluc¸a˜o e´
x(t) = y1(t) = 1− et +
√
5− 1
2
√
5
e(1+
√
5)t/2 +
√
5 + 1
2
√
5
e(1−
√
5)t/2 + t.
2.a) Os pontos de equil´ıbrio sa˜o os pontos do nu´cleo de A, isto e´, sa˜o os pontos y tais que Ay = 0 :
Ay = 0⇐⇒


0 1 0 0
0 0 1 0
0 0 0 1
0 − 1 0 2




y1
y2
y3
y4

 = 0⇐⇒


y2 = 0
y3 = 0
y4 = 0
− y2 + 2y4 = 0
⇐⇒


y1 arbitra´rio
y2 = 0
y3 = 0
y4 = 0
pelo que o conjunto dos pontos de equil´ıbrio de (53) e´
E1 =
{
y = (α, 0, 0, 0)T ,∀α ∈ R} .
Dos resultados obtidos na al´ınea 1.b) sabe-se que A tem dois valores pro´prios positivos pelo
que todos os pontos de equil´ıbrio do sistema linear (53) sa˜o insta´veis.
6Ou qualquer outro me´todo para calcular inversas de matrizes. . .
127
b) Designemos por Ej o espac¸o pro´prio de A correspondente ao valor pro´prio λj. Como se sabe
da al´ınea 1.b) que todos os valores pro´prios de A sa˜o reais e simples (i.e., teˆm multiplicidade
alge´brica = 1) e como a dimensa˜o do espac¸o pro´prio Ej (= multiplicidade geome´trica de λj)
e´ maior ou igual a 1 e menor ou igual a` multiplicidade alge´brica de λj , conclui-se, neste caso,
que todos os espac¸os pro´prios de A sa˜o unidimensionais, reais e, obviamente, invariantes.
Assim, para se obter um subespac¸o de R4 bidimensional e invariante para a equac¸a˜o (53)
basta considerar os espac¸os L2 = Ej + Ek com j 6= k. Exigindo que os pontos de equilibrio
da restric¸a˜o de (53) a L2 sejam esta´veis teremos de escolher espac¸os Ej e Ek que correspon-
dam a valores pro´prios da matriz A com partes reais na˜o-positivas, i.e., E1, espac¸o pro´prio
correspondente ao valor pro´prio λ1 = 0 e E4, espac¸o pro´prio correspondente ao valor pro´prio
λ4 =
1−√5
2 . Vejamos que espac¸os sa˜o estes: o espac¸o E1 ja´ foi determinado na al´ınea anterior:
E1 =
{
y = (α, 0, 0, 0)T ,∀α ∈ R} , quanto ao espac¸o E4 tem-se
(A− λ4I4)v = 0⇔


√
5−1
2 1 0 0
0
√
5−1
2 1 0
0 0
√
5−1
2 1
0 − 1 0 3+
√
5
2




v1
v2
v3
v4

 = 0⇔


v1 arbitra´rio
v2 =
1−√5
2 v1
v3 =
(
1−√5
2
)2
v1
v4 =
(
1−√5
2
)3
v1,
pelo que
E4 =
{
y = β
(
1, 1−
√
5
2 ,
(
1−√5
2
)2
,
(
1−√5
2
)3)T
,∀β ∈ R
}
e o espac¸o pretendido e´
L2 = E1 + E4 =
{
y = α (1, 0, 0, 0)T + β
(
1, 1−
√
5
2 ,
(
1−√5
2
)2
,
(
1−√5
2
)3)T
,∀(α, β) ∈ R2
}
.
c) Atendendo ao que foi feito na al´ınea anterior conclui-se que um subespac¸o tridimensional
invariante para a equac¸a˜o (53) e´
L3 = Ej + Ek + Eℓ
com j, k, ℓ distintos. Sendo exigido que L2 ⊂ L3 podemos considerar j = 1 e k = 4 de modo
que ficamos com L3 = L2 +Eℓ onde ℓ pode ser igual a 2 ou 3. Para qualquer destas escolhas
o retrato de fase e´ qualitativamente semelhante (Figura 41).
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Figura 41: Esboc¸o do retrato de fases da restric¸a˜o de (53) a um subespac¸o tridimensional invariante
que contenha o subespac¸o L2.
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Exame de 17.6.96 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 17/6/1996
Durac¸a˜o: 1h30 + 1h30.
I.
Considere a equac¸a˜o diferencial

x1
x2
x3
x4


′
=


1 0 0 0
0 − 1 1 0
0 0 − 1 0
0 0 0 − 1




x1
x2
x3
x4

+ b(t) (54)
1. Seja b(t) ≡ 0.
a) Determine a soluc¸a˜o geral de (54).
b) Identifique um subespac¸o tridimensional de R4, L3, que seja invariante para (54) e tal que
a soluc¸a˜o estaciona´ria da restric¸a˜o de (54) a L3 seja assimptoticamente esta´vel.
c) Esboce o retrato de fase da restric¸a˜o de (54) ao subespac¸o L3 que determinou na al´ınea
anterior.
2. Seja agora b(t) = (1, cos t, 0, 0)T.
a) Determine uma soluc¸a˜o particular de (54).
b) Determine a soluc¸a˜o de (54) que satisfaz a condic¸a˜o inicial x1(0) = x2(0) = x3(0) + 1 =
x4(0) + 1 = 1.
II.
Considere a equac¸a˜o diferencial linear
x′′′′ + 2x′′′ + x′′ = t+ cos t (55)
a) Determine a soluc¸a˜o geral da equac¸a˜o homoge´nea correspondente a (55).
b) Determine uma soluc¸a˜o particular de (55).
c) Determine a soluc¸a˜o de (55) que satisfaz a condic¸a˜o x(0) = x′(0) = x′′(0) = x′′′(0) = 0.
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III.
Justifique que o problema de Cauchy{
x′ = (t− 1)(1 + x2)
x(1) = 0
tem uma u´nica soluc¸a˜o. Determine-a e indique explicitamente qual e´ o seu intervalo ma´ximo de
existeˆncia.
IV.
Um sistema hamiltoneano e´ um sistema de EDOs do tipo

q′ =
∂H
∂p
p′ = − ∂H
∂q
,
(56)
onde H = H(q, p) e´ uma func¸a˜o com a regularidade suficiente para que o membro direito de (56)
fac¸a sentido, e que e´ designada por Hamiltoneana.
1. Mostre que a Hamiltoneana H e´ uma constante do movimento para (56).
2. Suponha que H(q, p) = q3 − q2 + p2.
a) Determine o(s) ponto(s) de equil´ıbrio de (56).
b) Linearize (56) em torno do(s) ponto(s) de equil´ıbrio.
c) Esboce o retrato de fase de (56).
V.
1. Considere a func¸a˜o ϕ definida em [0, 4] por
ϕ(x) =


0 se x ∈ [0, 1]∪]3, 4]
1− x se x ∈ [1, 2]
x− 3 se x ∈ ]2, 3]
a) Determine uma se´rie de Fourier de cosenos de ϕ.
b) Estude a se´rie obtida na al´ınea anterior quanto a`s convergeˆncias pontual e uniforme.
2. Determine a soluc¸a˜o formal do seguinte problema de condic¸o˜es iniciais e de fronteira

ut = uxx, (t, x) ∈ R+×]0, 4[
u(0, x) = ϕ(x), x ∈ [0, 4]
ux(t, 0) = ux(t, 4) = 0, t ≥ 0.
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Resoluc¸a˜o:
I.
1.a) Observando que a matriz do sistema (54) e´ uma matriz de Jordan, podemos escrever a soluc¸a˜o
geral na forma
x(t) = eJtc
onde J e´ a matriz de (54), x(t) = (x1(t), x2(t), x3(t), x4(t))
T e c = (c1, c2, c3, c4) ∈ R4 e´ um
vector constante arbitra´rio. Como J e´ uma matriz de Jordan (e diagonal por blocos) tem-se
eJt = diag
(
et, eJ1t, e−t
)
onde
J1 =
[ − 1 1
0 − 1
]
=
[ − 1 0
0 − 1
]
︸ ︷︷ ︸
=:−I2
+
[
0 1
0 0
]
︸ ︷︷ ︸
=:N2
.
Assim, como I2N2 = N2I2, tem-se
eJ1t = e−I2teN2t =
[
e−t 0
0 e−t
]([
1 0
0 1
]
+
[
0 t
0 0
]
+O
)
=
[
e−t te−t
0 e−t
]
.
Conclui-se enta˜o que 

x1(t)
x2(t)
x3(t)
x4(t)

 =


et 0 0 0
0 e−t te−t 0
0 0 e−t 0
0 0 0 e−t




c1
c2
c3
c4

 .
b) Como a matriz J e´ triangular (superior) conclui-se que os seus valores pro´prios sa˜o os elementos
da diagonal principal, i.e., λ1 = 1 com multiplicidade alge´brica igual a um, e λ2 = − 1 com
multiplicidade alge´brica igual a treˆs. Como tal o espac¸o nulo de J e´ constituido apenas
por um u´nico ponto de R4, a origem x = 0. Este u´nico ponto de equil´ıbrio de (54) na˜o e´
assimptoticamente esta´vel devido ao valor pro´prio λ1 = 1 da matriz J : qualquer soluc¸a˜o de
(54) com valor inicial cuja projecc¸a˜o sobre o espac¸o pro´prio Eλ1 , correspondente a λ1, seja na˜o
nula na˜o converge para 0 quando t→ +∞. Como o espac¸o pro´prio Eλ1 e´ invariante, existe um
subespac¸o de R4, tridimensional, L3, tal que Eλ1 ⊕ L3 = R4. Da definic¸a˜o da matriz J tem-
se imediatamente que Eλ1 = (α, 0, 0, 0)
T e portanto L3 = {w = (0, w2, w3, w4)T : wj ∈ R} .
Agora utilizando, por exemplo, a expressa˜o geral das soluc¸o˜es de (54) obtida na al´ınea anterior,
tem-se que se c ∈ L3 enta˜o c1 = 0 e consequentemente x1(t) = 0 ∀t, ou seja, x(t) ∈ L3
concluindo-se assim que L3 e´ invariante. Como Eλ1 ⊥ L3 e´ evidente que se c ∈ L3 a sua
projecc¸a˜o sobre Eλ1 e´ nula e, pela discussa˜o apresentada acima, a soluc¸a˜o estaciona´ria da
restric¸a˜o de (54) a L3 e´ assimptoticamente esta´vel.
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c) Pelos resultados da al´ınea anterior tem-se que a restric¸a˜o do sistema (54) ao subespac¸o tridi-
mensional invariante L3 e´
 x2x3
x4

′ =

 − 1 1 00 − 1 0
0 0 − 1



 x2x3
x4

 . (57)
A fim de esboc¸ar o retrato de fase de (57) e´ conveniente investigar a existeˆncia de subespac¸os
uni- ou bidimensionais de L3 que sejam invariantes para (57). Sendo a matriz de (57) uma
matriz diagonal por blocos observa-se imediatamente que os conjuntos L1 := {(0, 0, x4)T} e
L2 := {(x2, x3, 0)T} sa˜o invariantes para (57). Atendendo a que o retrato de fase da restric¸a˜o
de (57) a L1 e´ o apresentado na Figura 42.
Figura 42: Retrato de fase da restric¸a˜o de (57) a L1.
e o da restric¸a˜o a L2 esta´ na Figura 43.
Figura 43: Retrato de fase da restric¸a˜o de (57) a L2.
e, como L3 = L1 ⊕ L2, conclui-se que para o retrato de fase da restric¸a˜o a L3 de (54) se tem
o esboc¸o apresentado na Figura 44.
2.a) Pela fo´rmula de variac¸a˜o das constantes, uma soluc¸a˜o particular de (54) e´ dada por
xpart(t) = e
Jt
∫ t
0
e−Jsb(s)ds.
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Figura 44: Retrato de fase da restric¸a˜o de (57) a L3.
Atendendo a` expressa˜o para eJt determinada na al´ınea 1.a) tem-se
xpart(t) = e
Jt
∫ t
0
e−Jsb(s)ds
=


et 0 0 0
0 e−t te−t 0
0 0 e−t 0
0 0 0 e−t


∫ t
0


e−s 0 0 0
0 es − ses 0
0 0 es 0
0 0 0 es




1
cos s
0
0

 ds =
=


et 0 0 0
0 e−t te−t 0
0 0 e−t 0
0 0 0 e−t


∫ t
0


e−s
es cos s
0
0

 ds =
=


et 0 0 0
0 e−t te−t 0
0 0 e−t 0
0 0 0 e−t




1− e−t
1
2e
t sin t+ 12e
t cos t− 12
0
0

 =
=


et − 1
1
2 sin t+
1
2 cos t− 12e−t
0
0

 .
b) A soluc¸a˜o geral do sistema na˜o homoge´neo (54) pode ser escrita na forma x(t) = xhom(t) +
xpart(t), onde xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea, que determinamos na al´ınea
1.a), e xpart(t) e´ uma soluc¸a˜o particular do problema na˜o-homoge´neo, a qual foi encontrada
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na al´ınea anterior. Consequentemente tem-se, atendendo a` condic¸a˜o inicial dada,

1
1
0
0

 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




c1
c2
c3
c4

+


0
0 + 12 − 12
0
0

 ,
donde se conclui que c1 = c2 = 1, c3 = c4 = 0 e a soluc¸a˜o procurada e´

x1(t)
x2(t)
x3(t)
x4(t)

 =


et 0 0 0
0 e−t te−t 0
0 0 e−t 0
0 0 0 e−t




1
1
0
0

+


et − 1
1
2 sin t+
1
2 cos t− 12e−t
0
0

 =
=


2et − 1
1
2 sin t+
1
2 cos t+
1
2e
−t
0
0

 .
II.
a) A equac¸a˜o homoge´nea correspondente a (55) e´ x′′′′ + 2x′′′ + x′′ = 0 a qual pode ser escrita
na forma
(
D4 + 2D3 +D2
)
x = 0. Seja p(λ)
def
=λ4 + 2λ3 + λ2. Factorizando este polino´mio
obte´m-se p(λ) = λ2(λ2 + 2λ + 1) = λ2(λ + 1)2 pelo que a equac¸a˜o diferencial dada pode ser
escrita na forma D2(D + 1)2x = 0 cuja soluc¸a˜o geral e´
x(t) = α1 + α2t+ α3e
−t + α4te−t,
onde αk, k = 1, . . . , 4 sa˜o constantes reais arbitra´rias.
b) Atendendo a que o membro direito de (55) e´ a soma de um polino´mio em t com um coseno e
tendo em considerac¸a˜o que a equac¸a˜o e´ linear podemos obter a soluc¸a˜o particular pretendida
resolvendo separadamente as equac¸o˜es x′′′′ + 2x′′′ + x′′ = t e x′′′′ + 2x′′′ + x′′ = cos t e
adicionando os resultados. Comecemos por x′′′′ + 2x′′′ + x′′ = t. Como o membro direito e´
igual a te0t e 0 e´ uma ra´ız do polino´mio caracter´ıstico p(λ) com multiplicidade 2 sabemos
que as soluc¸o˜es particulares podem ser escritas na forma xpart(t) = a0 + a1t + a2t
2 + a3t
3,
pelo que se tem x′part(t) = a1 + 2a2t+ 3a3t2, x′′part(t) = 2a2 + 6a3t, x′′′part(t) = 6a3 e finalmente
x′′′′part(t) = 0. Substituindo na equac¸a˜o diferencial que estamos a considerar tem-se 0+2 (6a3)+
(2a2 + 6a3t) = t concluindo-se que a0 e a1 sa˜o arbitra´rios, a2 = − 1 e a3 = 1/6, sendo
uma soluc¸a˜o particular, por exemplo, xpart(t) = − t2 + 16t3. Consideremos agora a equac¸a˜o
x′′′′+2x′′′+x′′ = cos t. Como cos t = 12
(
eit + e−it
)
e como nem λ = i nem λ = −i sa˜o zeros de
p(λ), as soluc¸o˜es particulares da equac¸a˜o podem ser escritas na forma xpart(t) = αe
it + βe−it.
Daqui obtem-se x′part(t) = αieit − βie−it, x′′part(t) = −αeit − βe−it, x′′′part(t) = −αieit + βie−it
e finalmente x′′′′part(t) = αeit + βe−it. Substituindo na equac¸a˜o que estamos a resolver vem(
αeit + βe−it
)
+2
( − αieit + βie−it)+ (− αeit − βe−it) = 12eit+ 12e−it, donde se conclui que
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α− 2αi− α = 12 e β + 2βi− β = 12 e portanto α = − β = i4 . A soluc¸a˜o particular sera´ enta˜o
xpart(t) =
i
4e
it− i4e−it = i4(cos t+ i sin t)− i4(cos t− i sin t) = − 12 sin t. Atendendo a isto, uma
soluc¸a˜o particular de (55) e´
xpart(t) = − t2 + 1
6
t3 − 1
2
sin t.
c) A soluc¸a˜o geral de (55) e´
x(t) = α1 + α2t+ α3e
−t + α4te−t − t2 + 1
6
t3 − 1
2
sin t.
Derivando esta expressa˜o tem-se
x′(t) = α2 + (α4 − α3)e−t − α4te−t − 2t+ 1
2
t2 − 1
2
cos t
x′′(t) = (α3 − 2α4)e−t + α4te−t − 2 + t+ 1
2
sin t
x′′′(t) = (3α4 − α3)e−t − α4te−t + 1 + 1
2
cos t,
pelo que, utilizando as condic¸o˜es iniciais dadas, vem

α1 + α3 = 0
α2 − α3 + α4 − 12 = 0
α3 − 2α4 − 2 = 0
−α3 + 3α4 + 32 = 0
⇐⇒


α1 = − 1
α2 = 2
α3 = 1
α4 = − 1/2
e a soluc¸a˜o pedida e´
x(t) = − 1 + 2t− t2 + 1
6
t3 + e−t − 1
2
te−t − 1
2
sin t.
III.
A func¸a˜o do membro direito da equac¸a˜o diferencial esta´ definida em R2 e e´ de classe C∞ no
seu domı´nio, pelo que e´ continua como func¸a˜o de t e localmente Lipschitziana como func¸a˜o de
x. Assim, o Teorema de Picard-Lindelo¨f e´ aplica´vel, garantindo-se a existeˆncia e unicidade de
soluc¸a˜o do problema de Cauchy apresentado. Observe-se que a equac¸a˜o em causa e´ uma equac¸a˜o
separa´vel: dividindo ambos os membros da equac¸a˜o por 1 + x2 (que e´ sempre diferente de zero)
tem-se (1 + x2)−1x′ = (t− 1). Integrando ambos os membros entre t = 1 e um valor arbitra´rio de t
obte´m-se ∫ t
1
1
1 + x(s)2
dx
ds
ds =
∫ t
1
(s − 1)ds,
ou seja ∫ x(t)
0
1
1 + x2
dx =
1
2
t2 − t+ 1
2
.
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Uma integrac¸a˜o imediata fornece arctan x(t) = 12t
2 − t+ 12 e portanto
x(t) = tan
(
1
2
t2 − t+ 1
2
)
.
O intervalo ma´ximo de existeˆncia da soluc¸a˜o sera´ o intervalo aberto Imax onde x(t) e´ de classe C1
e que conte´m t = 1. Observando que x(t) e´ a composic¸a˜o de duas func¸o˜es de classe C∞ tem-se
que sera´ de classe C1 onde estiver definida. Observando que x(t) na˜o esta´ definida nos pontos t
para os quais 12t
2 − t+ 12 = π2 e 12t2 − t+ 12 = −π2 e´ conveniente calcular estes pontos: Resolvendo
a primeira equac¸a˜o obteˆm-se as soluc¸o˜es t− = 1 −
√
π e t+ = 1 +
√
π. A segunda equac¸a˜o na˜o
tem ra´ızes reais. Como t− < 1 < t+ conclui-se que o intervalo ma´ximo de existeˆncia da soluc¸a˜o e´
Imax = ]1−
√
π, 1 +
√
π[.
IV.
1. Seja (q(t), p(t)) uma soluc¸a˜o de (56). Enta˜o
dH
dt
=
∂H
∂q
q′ +
∂H
∂p
p′ =
∂H
∂q
∂H
∂p
+
∂H
∂p
(
−∂H
∂q
)
≡ 0,
pelo que H e´ constante sobre soluc¸o˜es, ou seja, e´ uma constante do movimento para (56).
2.a) Com a func¸a˜o H dada o sistema (56) fica{
q′ = 2p
p′ = 2q − 3q2 (58)
e os pontos de equil´ıbrio sa˜o{
q′ = 0
p′ = 0
⇐⇒
{
p = 0
(2− 3q)q = 0 ⇐⇒ (q, p) = (0, 0) , (2/3, 0).
b) A matriz jacobiana do sistema num ponto arbitra´rio (q, p) e´
A(q, p) =
[
0 2
2− 6q 0
]
pelo que nos pontos de equil´ıbrio tem-se os sistemas lineares seguintes
Linearizac¸a˜o em torno de (0, 0) :
x′ =
[
0 2
2 0
]
x
onde x = (x1, x2)
T = (q−0, p−0)T. Como os valores pro´prios da matriz da linearizac¸a˜o,
λ± = ±2, teˆm parte real diferente de zero, poderemos utilizar esta linearizac¸a˜o no estudo
do comportamento do sistema na˜o linear (58) numa vizinhanc¸a da origem.
139
Linearizac¸a˜o em torno de (2/3, 0) :
x′ =
[
0 2
−2 0
]
x
onde x = (x1, x2)
T =
(
q − 23 , p− 0
)T
. Os valores pro´prios da matriz da linearizac¸a˜o sa˜o
±2i e como teˆm partes reais nulas conclui-se que na˜o e´ poss´ıvel utilizar a linearizac¸a˜o
para o estudo do comportamento do sistema na˜o-linear em pequenas vizinhanc¸as de
(2/3, 0).
c) Para esboc¸ar o retrato de fase de (56) utilizaremos a linearizac¸a˜o em torno do ponto de equil´ıbrio
(0, 0) e o facto da hamiltoneana H(q, p) = q3 − q2 + p2 ser uma constante do movimento.
Comecemos pela linearizac¸a˜o: atendendo ao resultado da al´ınea anterior, o ponto de equil´ıbrio
(0, 0) e´ um ponto de sela. Os espac¸os pro´prios da matriz jacobiana A(0, 0) sa˜o os seguintes:
(i) Correspondente ao valor pro´prio λ+ = 2 :([
0 2
2 0
]
− 2
[
1 0
0 1
])[
v1
v2
]
= 0⇐⇒ v2 = v1
pelo que o espac¸o pro´prio E2 e´ dado por E2 {(α,α)T : α ∈ R}.
(ii) Correspondente ao valor pro´prio λ− = −2 :([
0 2
2 0
]
+ 2
[
1 0
0 1
])[
v1
v2
]
= 0⇐⇒ v2 = −v1
pelo que o espac¸o pro´prio E2 e´ dado por E2 {(β,−β)T : β ∈ R}.
O esboc¸o do retrato de fase do sistema numa vizinhanc¸a de (0, 0) podera´ ser, enta˜o, o apre-
sentado na Figura 45.
Figura 45: Esboc¸o do retrato de fases de (56) numa vizinhanc¸a de (0, 0).
Quanto ao que se passa fora de vizinhanc¸as suficientemente pequenas da origem, isto podera´
ser investigado recorrendo ao facto de H ser uma constante do movimento para (56) e, conse-
quentemente, as o´rbitas do sistema estarem contidas nos conjuntos de n´ıvel de H. Observando
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queH e´ a soma de uma func¸a˜o na˜o-negativa da varia´vel p, a saberH1(p) = p
2, com uma func¸a˜o
apenas da outra varia´vel, q, H2(q) = q
3− q2, o esboc¸o das curvas de n´ıvel pode ser facilmente
feito a partir do gra´fico de H2(q) tendo em conta que H(q, p) = H1(p) +H2(q) = constante e
que H1(p) ≥ 0. O sentido das o´rbitas da equac¸a˜o e´ facilmente obtido utilizando, por exemplo,
a primeira equac¸a˜o de (56): quando p > 0 tem-se q′ > 0, ou seja, q(t) crescente, e reciproca-
mente. Isto permite esboc¸ar o apresentado na Figura 46, ja´ entrando em considerac¸a˜o com
os resultados obtidos pela linearizac¸a˜o em torno de (0, 0).
Figura 46: Esboc¸o do retrato de fases de (56).
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V.
1.a) Na Figura 47 apresenta-se o gra´fico da func¸a˜o ϕ.
Figura 47: Gra´fico da func¸a˜o ϕ.
Para determinar uma se´rie de Fourier de cosenos para ϕ ha´ que estender ϕ como func¸a˜o par
e perio´dica a todo o R. O modo mais simples de fazeˆ-lo e´ comec¸ar por definir a extensa˜o par
ao intervalo [−4, 4] (Figura 48).
Figura 48: Extensa˜o par de ϕ ao intervalo [−4, 4].
Agora prolonga-se esta func¸a˜o a todo o R como func¸a˜o perio´dica. Designaremos o resultado
por ϕ˜ (Figura 49).
Figura 49: Prolongamento a todo o R, como func¸a˜o perio´dica, da func¸a˜o apresentada na Figura 48.
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Observe-se que a func¸a˜o ϕ˜ pode ser considerada como uma func¸a˜o 8−perio´dica, mas e´ mais
natural considera´-la uma func¸a˜o 4−perio´dica, visto que 4 e´ o seu per´ıodo mı´nimo (Figura 50).
Figura 50: Per´ıodo mı´nimo da func¸a˜o apresentada na Figura 49.
Assim, os coeficientes da se´rie de Fourier, que, por ser de uma func¸a˜o par, sera´ necessariamente
uma se´rie de cosenos, sa˜o calculados como se segue
an =
2
2
∫ 2
0
ϕ(x) cos
(nπx
2
)
dx
=
∫ 2
1
(1− x) cos
(nπx
2
)
dx
=


−12 se n = 0
4
n2π2
(
cos nπ2 − cosnπ
)
se n ∈ N1
Daqui conclui-se que a se´rie de Fourier pretendida e´
− 1
4
+
+∞∑
k=1
4
k2π2
(
cos
kπ
2
− cos kπ
)
cos
kπx
2
.
b) A func¸a˜o ϕ˜ e´ cont´ınua em R. A sua derivada e´ perio´dica de per´ıodo 4 e, no intervalo ]− 2, 2[,
tem-se
ϕ˜′(x) =


1 se x ∈]− 2, − 1[
0 se x ∈]− 1, 1[
− 1 se x ∈]1, 2[.
Portanto as derivadas laterais em x = ±1,±2 existem e sa˜o finitas e conclui-se que ϕ˜ e´ uma
func¸a˜o seccionalmente diferencia´vel. Pelo Teorema de Fourier conclui-se que a se´rie de Fourier
e´ pontualmente convergente em R e que a sua soma e´ igual a` func¸a˜o ϕ˜. Atendendo a` expressa˜o
para ϕ˜′ dada acima conclui-se que esta func¸a˜o e o seu quadrado sa˜o integra´veis em [ − 2, 2]
(por serem func¸a˜o seccionalmente cont´ınuas). Isto permite aplicar o teorema de convergeˆncia
uniforme de se´ries de Fourier dado no curso e concluir que a se´rie de Fourier determinada
acima e´ uniformemente convergente em R.
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2. Utilizando a te´cnica da separac¸a˜o de varia´veis vamos procurar soluc¸o˜es da forma u(t, x) =
T (t)X(x). Assim tem-se ut = T
′X e uxx = TX ′′ pelo que a equac¸a˜o dada pode ser escrita
na forma T ′(t)X(x) = T (t)X ′′(x). Supondo que T (t)X(x) e´ diferente de 0 em (t, x)R+×]0, 4[
pode-se dividir a equac¸a˜o acima por esta func¸a˜o e obter
T ′
T
(t) =
X ′′
X
(x), (t, x)R+×]0, 4[.
Atendendo a que esta igualdade tem de ser satisfeita para todos os pontos do conjunto aberto
indicado, tera´ de existir uma constante real σ, independente de t e de x, tal que
T ′
T
(t) = σ =
X ′′
X
(x), (t, x)R+×]0, 4[.
As condic¸o˜es na fronteira podem ser escritas utilizando a hipo´tese de u(t, x) = T (t)X(x) :
0 = ux(t, 0) = T (t)X
′(0)⇐⇒ X ′(0) = 0 porque por hipo´tese T (t) 6= 0,
0 = ux(t, 4) = T (t)X
′(4)⇐⇒ X ′(4) = 0 pela mesma raza˜o.
Temos assim o seguinte problema de valores na fronteira para X(x):{
X ′′ − σX = 0
X ′(0) = X ′(4) = 0
Estudemos a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (que na˜o sejam identicamente
nulas) deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(x) = ax + b e atendendo a`s condic¸o˜es na fronteira 0 = X ′(0) = a e 0 = X ′(4) = a
conclui-se, portanto, que a = 0 e b e´ arbitra´rio, ou seja, as soluc¸o˜es do problema com
σ = 0 sa˜o func¸o˜es constantes X(x) ≡ b.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo
a`s condic¸o˜es na fronteira tem-se 0 = X ′(0) = a
√
σ − b√σ e 0 = X ′(4) = a√σe4
√
σ −
b
√
σe−4
√
σ cuja u´nica soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a
func¸a˜o identicamente nula X(x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2 com
λ > 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx + b sinλx.
Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X ′(0) = − aλ sin 0 + bλ cos 0 = bλ
donde se obte´m b = 0 e portanto 0 = X ′(4) = − aλ sin 4λ concluindo-se que, ou a = 0
e obtemos a soluc¸a˜o X(x) ≡ 0, ou sin 4λ = 0, isto e´, λ = λk = kπ/4, k ∈ N1, obtendo-se
assim infinitas soluc¸o˜es do problema de valores na fronteira, em particular as func¸o˜es
Xk(x) = cos(kπx/4), ∀k ∈ N1, e todas as combinac¸o˜es lineares de um nu´mero finito
destas func¸o˜es
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Dos resultados obtidos para os casos σ = 0 e σ < 0 conclui-se que se pode tomar σ = −λ2 =
−k2π2/16 com k ∈ N0. Atendendo a isto a equac¸a˜o para T (t) fica
T ′ = − k
2π2
16
T
cuja soluc¸a˜o geral e´
Tk(t) = ake
−k2π2t/16,
com ak constantes reais arbitra´rias e k um inteiro na˜o-negativo. Assim, soluc¸a˜o geral formal
do problema e´
u(t, x) =
+∞∑
k=0
ak cos(kπx/4)e
−k2π2t/16.
Para que seja verificada a condic¸a˜o inicial u(0, x) = ϕ(x) tem de se ter
ϕ(x) = u(0, x) =
+∞∑
k=0
ak cos(kπx/4).
Uma se´rie de Fourier de cosenos para a func¸a˜o ϕ foi determinada na al´ınea 1.a) e na al´ınea 1.b)
concluiu-se que essa se´rie de Fourier era uniformemente (e portanto tambe´m) pontualmente)
convergente em R e a sua soma e´ igual a ϕ. Daqui conclui-se imediatamente que os coeficientes
da se´rie de Fourier enta˜o obtida e da se´rie para u(0, x) teˆm de ser iguais, pelo que:
a0 = − 1
4
a2k =
4
k2π2
(
cos
kπ
2
− cos kπ
)
, k ∈ N1
a2k−1 = 0, k ∈ N1
Substituindo estes valores para as constantes ak na expressa˜o da soluc¸a˜o formal geral apre-
sentada acima obte´m-se a soluc¸a˜o formal:
u(t, x) = − 1
4
+
+∞∑
k=1
4
k2π2
(
cos
kπ
2
− cos kπ
)
cos
(
kπx
2
)
e−k
2π2t/4.
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Exame de 15.7.96 e resoluc¸a˜o.
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I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares
x′ =

 0 1 0− 1 0 1
0 0 1

x (59)
a) Determine a(s) soluc¸a˜o(o˜es) estaciona´ria(s) de (59) e classifique-a(s) quanto a` estabilidade.
b) Determine a soluc¸a˜o geral de (59).
c) Determine o maior subconjunto L de R3 tal que se x(0) ∈ L enta˜o a soluc¸a˜o e´ limitada.
II.
Considere a equac¸a˜o diferencial linear
w′′′′ + w′′ + 2w′ = t2 + cos t (60)
a) Determine a soluc¸a˜o geral da equac¸a˜o homoge´nea correspondente a (60).
b) Determine a soluc¸a˜o geral de (60).
III.
Determine a soluc¸a˜o formal do seguinte problema

utt = 2uxx (t, x) ∈ R+×]0, 1[
u(t, 0) = ux(t, 1) = 0 t ∈ R+0
u(0, x) = 0, ut(0, x) = sin(xπ/2) 0 ≤ x ≤ 1
e estude a sua regularidade a fim de decidir se a soluc¸a˜o obtida e´, ou na˜o, uma soluc¸a˜o cla´ssica
(i.e., de classe C2) do problema dado.
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IV.
Considere a equac¸a˜o diferencial ordina´ria
(
4x2y + 3xy2 + 2y3
)
+
(
2x3 + 3x2y + 4xy2
) dy
dx
= 0 (61)
a) Mostre que (61) tem um factor integrante do tipo µ = µ(xy).
b) Mostre que a soluc¸a˜o de (61) com condic¸a˜o inicial y(−1) = 1 e´ dada implicitamente pela
expressa˜o x4y2 + x3y3 + x2y4 = 1.
c) Determine o polino´mio de Taylor de segunda ordem, no ponto − 1, da soluc¸a˜o dada implicita-
mente na al´ınea anterior.
V.
Uma equac¸a˜o diferencial ordina´ria de segunda ordem
M(t, x, x′) +N(t, x, x′)x′′ = 0 (62)
diz-se exacta se existir uma func¸a˜o Φ(t, x, x′) tal que M +Nx′′ = ddtΦ.
a) Deduza relac¸o˜es entre as derivadas (de primeira e de segunda ordem) de M e de N que sejam
necessa´rias para garantir a existeˆncia de uma func¸a˜o Φ nas condic¸o˜es descritas acima.
(Sugesta˜o: podera´ ser u´til usar o mesmo tipo de argumento que foi utilizado para o estudo
das equac¸o˜es exactas de primeira ordem.)
b) Sendo (62) exacta, indique como determinaria Φ.
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Resoluc¸a˜o:
I.
a) As soluc¸o˜es estaciona´rias sa˜o as func¸o˜es x(t) constantes, ou seja, x′(t) = 0, pelo que se tem
 0 1 0− 1 0 1
0 0 1



 x1x2
x3

 = 0⇐⇒


x2 = 0
− x1 + x3 = 0
x3 = 0
⇐⇒ x = 0.
Os valores pro´prios da matriz do sistema sa˜o os zeros do polino´mio caracter´ıstico,
pA(λ) = det

 −λ 1 0−1 −λ 1
0 0 1− λ

 = (1− λ)(λ2 + 1),
os quais sa˜o λ1 = 1, λ2 = i e λ3 = −i. Como existe um valor pro´prio com parte real positiva,
λ1, conclui-se que a soluc¸a˜o estaciona´ria e´ insta´vel.
b) Atendendo a que os valores pro´prios sa˜o simples, pode-se facilmente obter a soluc¸a˜o usando o
me´todo dos valores e vectores pro´prios: Para λ1 = 1 os vectores pro´prios associados sa˜o


 0 1 0− 1 0 1
0 0 1

− λ1I3



 v1v2
v3

 = 0⇔ { −v1 + v2 = 0−v1 − v2 + v3 = 0 ⇔ v = α

 11
2

 , ∀α ∈ R.
Para λ2 = −i os vectores pro´prios associados sa˜o


 0 1 0− 1 0 1
0 0 1

− λ2I3



 w1w2
w3

 = 0⇔


iw1 + w2 = 0
−w1 + iw2 + w3 = 0
(1 + i)w3 = 0
⇔ w = α

 1−i
0

 ,∀α ∈ C.
Daqui tem-se
e−itw = (cos t− i sin t)



 10
0

+ i

 0−1
0




=



 10
0

 cos t+

 0−1
0

 sin t

+ i



 0−1
0

 cos t−

 10
0

 sin t


=

 cos t− sin t
0

− i

 sin tcos t
0

 ,
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concluindo-se, assim, que a soluc¸a˜o geral real e´ dada por
x(t) = α1e
t

 11
2

+ α2

 cos t− sin t
0

+ α3

 sin tcos t
0

 ,
com α1, α2 e α3 constantes reais arbitra´rias.
c) Atendendo ao resultado da al´ınea anterior, a soluc¸a˜o sera´ limitada se e so´ se α1 = 0, caso em
que se tera´ x(0) = (α2, α3, 0)
T pelo que se conclui que
L =
{
x = (x1, x2, x3)
T ∈ R3 : x3 = 0
}
.
II.
a) A equac¸a˜o homoge´nea correspondente a (60) e´
w′′′′ + w′′ + 2w′ = 0
a qual pode ser escrita na forma (D4+D2+2D)w = 0. Considere-se o polino´mio caracter´ıstico
associado p(λ) = λ4 + λ2 + 2λ. Este polino´mio pode ser factorizado como se segue: p(λ) =
λ(λ3 + λ+ 2), notando que o polino´mio entre parentesis tem um zero em λ = − 1 obtem-se
p(λ) = λ(λ+1)(λ2−λ+2) = λ(λ+1)
(
λ−
(
1
2 +
√
7
2 i
))(
λ−
(
1
2 −
√
7
2 i
))
. Consequentemente,
a soluc¸a˜o geral real de (60) e´
w(t) = α1 + α2e
−t + α3et/2 cos
(√
7
2
t
)
+ α4e
t/2 sin
(√
7
2
t
)
,
onde α1, . . . , α4 sa˜o constantes reais arbitra´rias.
b) A soluc¸a˜o geral de (60) pode ser escrita como a soma da soluc¸a˜o geral da equac¸a˜o homoge´nea
(determinada na al´ınea anterior) com uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea:
w(t) = whom(t) + wpart(t). Atendendo a que o termo na˜o-homoge´neo e´ da forma
∑
k pk(t)e
µkt
e tendo em conta que a equac¸a˜o e´ linear conclui-se que uma soluc¸a˜o particular sera´ da forma
wpart(t) = a0 + a1t+ a2t
2 + a3t
3 + a4 cos t+ a5 sin t.
Derivando esta func¸a˜o ate´ a` quarta ordem tem-se
w′part(t) = a1 + 2a2t+ 3a3t
2 − a4 sin t+ a5 cos t
w′′part(t) = 2a2 + 6a3t− a4 cos t− a5 sin t
w′′′part(t) = 6a3 + a4 sin t− a5 cos t
w′′′′part(t) = a4 cos t+ a5 sin t.
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Substituindo em (60) vem
(2a1 + 2a2) + (4a2 + 6a3)t+ 6a3t
2 + (a4 − a4 + 2a5) cos t+ (a5 − a5 − 2a4) sin t = t2 + cos t
pelo que se conclui que a1 = 1/4, a2 = −1/4, a3 = 1/6, a4 = 0, a5 = 1/2, e a0 arbitra´rio,
vindo enta˜o (escolhendo a0 = 0),
wpart(t) =
1
4
t− 1
4
t2 +
1
6
t3 +
1
2
sin t
e a soluc¸a˜o geral pretendida pode ser escrita somando esta expressa˜o com a obtida na al´ınea
anterior para a soluc¸a˜o geral da equac¸a˜o homoge´nea correspondente, como foi referido acima.
III.
Utilizando a te´cnica da separac¸a˜o de varia´veis vamos procurar soluc¸o˜es da forma u(t, x) = T (t)X(x).
Assim tem-se utt = T
′′X e uxx = TX ′′ pelo que a equac¸a˜o dada pode ser escrita na forma
T ′′(t)X(x) = 2T (t)X ′′(x). Supondo que 2T (t)X(x) e´ diferente de 0 em (t, x)R+×]0, 1[ pode-se
dividir a equac¸a˜o acima por esta func¸a˜o e obter
1
2
T ′′
T
(t) =
X ′′
X
(x), (t, x)R+×]0, 1[.
Atendendo a que esta igualdade tem de ser satisfeita para todos os pontos do conjunto aberto
indicado, tera´ de existir uma constante real σ, independente de t e de x, tal que
1
2
T ′′
T
(t) = σ =
X ′′
X
(x), (t, x)R+×]0, 1[.
As condic¸o˜es na fronteira podem ser escritas utilizando a hipo´tese de u(t, x) = T (t)X(x) :
0 = u(t, 0) = T (t)X(0)⇐⇒ X(0) = 0 porque por hipo´tese T (t) 6= 0,
0 = ux(t, 1) = T (t)X
′(1)⇐⇒ X ′(1) = 0 pela mesma raza˜o.
Temos assim o seguinte problema de valores na fronteira para X(x):{
X ′′ − σX = 0
X(0) = X ′(1) = 0
Estudemos a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (que na˜o sejam identicamente nulas)
deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o X(x) =
ax + b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X ′(1) = a conclui-se,
portanto, que a = 0 e b = 0, fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(x) ≡ 0.
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Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´X(x) = ae
√
σx+be−
√
σx. Atendendo a`s condic¸o˜es
na fronteira tem-se 0 = X(0) = a+ b e 0 = X ′(1) = a
√
σe
√
σ − b√σe−
√
σ cuja u´nica soluc¸a˜o
e´ a = b = 0 e, tal como no caso anterior,a u´nica soluc¸a˜o da equac¸a˜o e´ a func¸a˜o identicamente
nula X(x) ≡ 0.
Finalmente tome-se σ < 0. Por facilidade de notac¸a˜o e´ conveniente escrever σ = −λ2 com λ >
0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) = a cos λx+ b sinλx. Atendendo
a`s condic¸o˜es na fronteira tem-se 0 = X(0) = a cos 0 + b sin 0 = a donde se obte´m a = 0 e
portanto 0 = X ′(1) = bλ cos λ concluindo-se que, ou b = 0 e obtemos a soluc¸a˜o X(x) ≡ 0, ou
cos λ = 0, isto e´, λ = λk =
π
2 +kπ, k ∈ N0, obtendo-se assim infinitas soluc¸o˜es do problema de
valores na fronteira, em particular as func¸o˜es Xk(x) = sin [(π/2 + kπ) x] , ∀k ∈ N0, e todas
as combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es
Destes resultados conclui-se que se pode tomar σ = −λ2 = − (π/2 + kπ)2 com k ∈ N0. Atendendo
a isto a equac¸a˜o para T (t) fica
T ′′ + 2
(π
2
+ kπ
)2
T = 0
cuja soluc¸a˜o geral e´
Tk(t) = ak cos
[√
2
(π
2
+ kπ
)
t
]
+ bk sin
[√
2
(π
2
+ kπ
)
t
]
,
com ak e bk constantes reais arbitra´rias e k ∈ N1. Assim, soluc¸a˜o geral formal do problema e´
u(t, x) =
+∞∑
k=0
(
ak cos
[√
2
(π
2
+ kπ
)
t
]
+ bk sin
[√
2
(π
2
+ kπ
)
t
])
sin
[(π
2
+ kπ
)
x
]
.
Atendendo a` condic¸a˜o inicial tem-se:
0 = u(0, x) =
+∞∑
k=0
ak sin
[(π
2
+ kπ
)
x
]
pelo que se tem ak = 0, ∀k ∈ N0, por outro lado, tem-se tambe´m
sin(xπ/2) = ut(0, x) =
+∞∑
k=0
√
2
(π
2
+ kπ
)
bk sin
[(π
2
+ kπ
)
x
]
,
e portanto b0 =
√
2/π e bk = 0 para todo o k ≥ 1. Atendendo a isto, soluc¸a˜o formal pedida e´ a
seguinte
u(t, x) =
√
2
π
sin
(
π√
2
t
)
sin
(π
2
x
)
,
a qual e´ uma func¸a˜o infinitamente diferencia´vel em ordem a t e a x e, portanto, e´ mesmo uma
soluc¸a˜o (cla´ssica) do problema posto.
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IV.
a) Suponhamos que existe de facto um factor integrante do tipo µ(xy) para a equac¸a˜o (61). Enta˜o
a equac¸a˜o obtida por multiplicac¸a˜o de (61) pelo factor integrante sera´ uma equac¸a˜o exacta e,
consequentemente, ter-se-a`
∂
∂y
(
µ(xy)
(
4x2y + 3xy2 + 2y3
))
=
∂
∂x
(
µ(xy)
(
2x3 + 3x2y + 4xy2
))
. (63)
Se conseguirnos provar que esta equac¸a˜o diferencial para µ tem uma soluc¸a˜o que e´, efecti-
vamente, func¸a˜o apenas de xy enta˜o concluimos que a nossa hipo´tese inicial e´ va´lida e que,
portanto, existe um factor integrante do tipo pretendido. Vejamos o que se passa: A equac¸a˜o
(63) pode ser escrita na forma
∂µ(xy)
∂y
(
4x2y + 3xy2 + 2y3
)
+ µ(xy)
(
4x2 + 6xy + 6y2
)
=
=
∂µ(xy)
∂x
(
2x3 + 3x2y + 4xy2
)
+ µ(xy)
(
6x2 + 6xy + 4y2
)
e atendendo a que
∂µ(xy)
∂y
=
∂µ(xy)
∂(xy)
∂xy
∂y
= µ′x
∂µ(xy)
∂x
=
∂µ(xy)
∂(xy)
∂xy
∂x
= µ′y
tem-se
µ′x
(
4x2y + 3xy2 + 2y3
)− µ′y (2x3 + 3x2y + 4xy2) = (6x2 + 6xy + 4y2 − 4x2 − 6xy − 6y2)µ
e portanto (
2x3y − 2xy3)µ′ = (2x2 − 2y2)µ
ou seja
µ′ =
1
xy
µ,
cuja soluc¸a˜o geral e´
µ(xy) = αxy,
onde α e´ uma constante real arbitra´ria. Com isto conclui-se o que se pretendia.
b) Escolhendo α = 1 no resultado da al´ınea anterior e multiplicando a equac¸a˜o (61) pelo factor
integrante assim obtido, µ(xy) = xy, obte´m-se a equac¸a˜o exacta
(
4x3y2 + 3x2y3 + 2xy4
)
+
(
2x4y + 3x3y2 + 4x2y3
) dy
dx
= 0
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e, sendo exacta, tem-se que existe uma func¸a˜o suficientemente regular, Φ(x, y), tal que
∂Φ
∂x
= 4x3y2 + 3x2y3 + 2xy4
∂Φ
∂y
= 2x4y + 3x3y2 + 4x2y3
integrando cada uma destas equac¸o˜es tem-se
Φ(x, y) =
∫ (
4x3y2 + 3x2y3 + 2xy4
)
dx = x4y2 + x3y3 + x2y4 + h1(y)
Φ(x, y) =
∫ (
2x4y + 3x3y2 + 4x2y3
)
dy = x4y2 + x3y3 + x2y4 + h2(x)
pelo que, comparando estas duas expresso˜es, tem-se h1(y) = h2(x) = constante. Como esta
constante e´ arbitra´ria pode tomar-se igual a 0. A equac¸a˜o (61) pode agora ser escrita na forma
d
dx
(
x4y2 + x3y3 + x2y4
)
= 0
e portanto as suas soluc¸o˜es y = y(x) sa˜o dadas, implicitamente, por
x4y2 + x3y3 + x2y4 = α.
Atendendo a` condic¸a˜o inicial y(−1) = 1 conclui-se que α = (−1)412+(−1)313+(−1)214 = 1,
o que permite concluir o que se pretendia.
c) O polino´mio de Taylor pedido sera´
P (x) = y(−1) + (x+ 1)y′(−1) + 1
2!
(x+ 1)2y′′(−1).
Atendendo a` condic¸a˜o inicial dada tem-se y(−1) = 1. Pela equac¸a˜o diferencial (61) escrita
agora na forma
dy
dx
= − 4x
2y + 3xy2 + 2y3
2x3 + 3x2y + 4xy2
conclui-se que, em (x, y) = (x, y(x)) = (−1, 1) tem-se y′(−1) = 1. Finalmente, calculando a
derivada total (em ordem a x) de (61) tem-se(
8xy + 4x2y′ + 3y2 + 6xyy′ + 6y2y′
)
+
+
(
6x2 + 6xy + 3x2y′ + 4y2 + 8xyy′
)
y′+
+
(
2x3 + 3x2y + 4xy2
)
y′′ = 0.
Calculando esta expressa˜o no ponto x = −1 e tendo em atenc¸a˜o que y(−1) = 1 e y′(−1) = 1,
conclui-se que y′′(−1) = −2/3, vindo o polino´mio de Taylor dado por
P (x) = 1 + (x+ 1)− 1
3
(x+ 1)2.
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V.
a) Suponhamos que (62) e´ exacta e que, consequentemente, existe uma func¸a˜o Φ tal que ddtΦ(t, x, x
′) =
M(t, x, x′) +N(t, x, x′)x′′. Enta˜o, pela regra da derivac¸a˜o das func¸o˜es compostas, tem-se
d
dt
Φ(t, x, x′) = Φt +Φxx′ +Φx′x′′ =M +Nx′′,
donde se obte´m
M = Φt +Φxp
N = Φp
onde, para facilidade de notac¸a˜o, fizemos p
def
=x′. Pretendemos, a partir destas expresso˜es,
deduzir relac¸o˜es entre as derivadas de N e de M (mas na˜o de Φ) em analogia com o que foi
feito para equac¸o˜es exactas de primeira ordem. Um primeiro passo consiste em calcular as
derivadas parciais de M e N em ordem a`s diferentes varia´veis:
Nt = Φtp
Nx = Φxp
Np = Φpp
Mt = Φtt +Φtxp
Mx = Φtx +Φxxp
Mp = Φtp +Φx +Φxpp
A partir destas expresso˜es obteˆm-se facilmente as expresso˜es das segundas derivadas parciais
de M e N as quais sa˜o, atendendo ao Teorema de Schwarz, as seguintes:
Ntt = Φttp
Ntx = Φtxp
Ntp = Φtpp
Nxx = Φxxp
Nxp = Φxpp
Npp = Φppp
Mtt = Φttt +Φttxp
Mtx = Φttx +Φtxxp
Mtp = Φttp +Φtx +Φtxpp
Mxx = Φtxx +Φxxxp
Mxp = Φtxp +Φxx +Φxxpp
Mpp = Φtpp + 2Φxp +Φxppp
Atendendo a estas expresso˜es conclui-se que, por exemplo,
Mpp = Φtpp + 2Φxp +Φxppp
= Ntp + 2Nx +Nxpp
e
Mtp = Φttp +Φtx +Φtxpp
= Ntt + (Mx −Φxxp) +Ntxp
= Ntt +Mx − (Mxp − Φtxp − Φxxpp) p+Ntxp
= Ntt +Mx −Mxpp+ 2Ntxp+Nxxp2
que sa˜o expresso˜es do tipo pretendido.
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b) Sendo (62) exacta sabe-se que existe uma func¸a˜o Φ(t, x, p) tal que (ver inicio da al´ınea anterior)
M = Φt +Φxp
N = Φp
Da segunda destas equac¸o˜es obte´m-se
Φ(t, x, p) =
∫
N(t, x, p)dp + h(t, x) (64)
onde h e´ uma func¸a˜o arbitra´ria, independente de p. Substituindo esta expressa˜o na primeira
equac¸a˜o tem-se
M(t, x, p) =
∂
∂t
∫
N(t, x, p)dp +
∂h
∂t
+ p
∂
∂x
∫
N(t, x, p)dp + p
∂h
∂x
ou seja
ht + phx =M(t, x, p) − ∂
∂t
∫
N(t, x, p)dp − p ∂
∂x
∫
N(t, x, p)dp,
a qual e´ uma equac¸a˜o diferencial parcial linear de primeira ordem para a func¸a˜o incognita
h = h(t, x). Resolvendo esta equac¸a˜o obtem-se h e, atendendo a (64), fica-se a conhecer Φ.
157
158
Teste de 8.11.96 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Aeroespacial, Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 8/11/1996
Durac¸a˜o: 1h30.
I.
Considere o sistema de equac¸o˜es diferenciais

x′1 = − x2
x′2 = −x2
x′3 = − x4 + b(t)
x′4 = x4
(65)
1. Escreva o sistema (65) na forma vectorial x′ = Ax + h(t) indicando explicitamente qual e´ a
matriz A e quais sa˜o os vectores x e h(t).
2. Seja b(t) ≡ 0.
a) Determine a soluc¸a˜o geral de (65).
b) Determine a(s) soluc¸a˜o(o˜es) estaciona´ria(s) de (65) e estude-a(s) quanto a` estabilidade.
c) Identifique o maior subespac¸o L ⊂ R4 tal que as soluc¸o˜es estaciona´rias da restric¸a˜o de (65)
a L sa˜o esta´veis.
d) Resolva a al´ınea anterior substituindo “esta´veis” por “assimptoticamente esta´veis”.
3. Considere agora b(t) = t.
a) Determine a soluc¸a˜o geral de (65).
b) Calcule a soluc¸a˜o de (65) que verifica a condic¸a˜o inicial x1(0) = x2(0) = x3(0) = x4(0) = 1.
II.
Considerem-se as func¸o˜es reais a0(t), a1(t) ∈ C1(R) e a2(t) ∈ C2(R). Para qualquer func¸a˜o real
x = x(t) ∈ C2(R) definem-se os operadores lineares
L = L[x] : C2(R)→ C0(R), L[x] def= a2(t)x′′ + a1(t)x′ + a0(t)x
L+ = L+[x] : C2(R)→ C0(R), L+[x] def= (a2(t)x)′′ − (a1(t)x)′ + a0(t)x.
O operador L+ designa-se por operador adjunto do operador L.
160
1. A equac¸a˜o diferencial linear
L[x] = 0 (66)
diz-se exacta se, e so´ se, existirem func¸o˜es reais A0(t) e A1(t), de classe C1(R) tais que
L[x] = (A1(t)x
′ +A0(t)x)
′ .
a) Mostre que (66) e´ exacta se e so´ se a2(t) = A1(t), a1(t) = A
′
1(t) +A0(t) e a0(t) = A
′
0(t).
b) Conclua que (66) e´ exacta se e so´ se a′′2(t)− a′1(t) + a0(t) = 0.
2. Diz-se que (66) tem um factor integrante µ = µ(t) se e so´ se a equac¸a˜o diferencial µL[x] = 0 e´
exacta.
a) Mostre que µ ∈ C2(R) e´ um factor integrante para (66) se e so´ se L+[µ] = 0.
3. A equac¸a˜o diferencial (66) diz-se auto-adjunta se e so´ se L[x] = L+[x].
a) Mostre que (66) e´ uma equac¸a˜o auto-adjunta se e so´ se pode ser escrita na seguinte forma(
a2(t)x
′)′ + a0(t)x = 0.
b) Supondo que a2(t) 6= 0,∀t, mostre que existe uma func¸a˜o ν = ν(t) ∈ C1(R) tal que a
equac¸a˜o diferencial νL[x] = 0 e´ auto-adjunta. Determine a expressa˜o de ν.
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Resoluc¸a˜o:
I.
1. Fazendo x = (x1, x2, x3, x4)
T o sistema (65) escreve-se
x′ =


x1
x2
x3
x4


′
=


− x2
− x2
− x4 + b(t)
x4

 =


0 − 1 0 0
0 − 1 0 0
0 0 0 − 1
0 0 0 1

x+


0
0
b(t)
0

 ,
pelo que se tem A =


0 − 1 0 0
0 − 1 0 0
0 0 0 − 1
0 0 0 1

 e h(t) = (0, 0, b(t), 0)T .
2.a) A matriz A e´ triangular superior e portanto os seus valores pro´prios sa˜o os elementos da diago-
nal principal, ou seja, λ1 = λ2 = 0, λ3 = − 1 e λ4 = 1. Os vectores pro´prios correspondentes
sa˜o os seguintes: para λ1 = λ2 = 0 :
0 = (A− 0I4)v =


0 − 1 0 0
0 − 1 0 0
0 0 0 − 1
0 0 0 1




v1
v2
v3
v4

 =


−v2
−v2
−v4
v4


consequentemente os vectores pro´prios correspondentes ao valor pro´prio nulo sa˜o do tipo
v = (v1, 0, v3, 0)
T, com v1 e v3 constantes reais arbitra´rias. Tem-se, enta˜o, um espac¸o pro´prio
bidimensional, uma base do qual e´ {(1, 0, 0, 0)T , (0, 0, 1, 0)T} . Para o valor pro´prio λ3 = −1 o
vectores pro´prios sa˜o dados por
0 = (A+ I4)v =


1 0 0 0
0 0 0 0
0 0 1 − 1
0 0 0 2




v1
v2
v3
v4

 =


0
−v1 + v2
v3 − v4
2v4


e conclui-se que v = (v1, v1, 0, 0)
T. Assim, uma base para o espac¸o pro´prio e´ {(1, 1, 0, 0)T} .
Finalmente, para λ4 = 1 tem-se
0 = (A− I4)v =


− 1 0 0 0
0 − 2 0 0
0 0 − 1 − 1
0 0 0 0




v1
v2
v3
v4

 =


−v1
−2v2
−v3 − v4
0


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e uma base para o espac¸o pro´prio e´ {(0, 0, 1,−1)T} . Estes resultados permitem concluir que
a soluc¸a˜o geral de (65) e´
x(t) = α1


1
0
0
0

+ α2


0
0
1
0

+ α3


1
1
0
0

 e−t + α4


0
0
1
−1

 et,
com α1, α2, α3 e α4 constantes reais arbitra´rias.
b) Atendendo a` al´ınea anterior, as soluc¸o˜es estaciona´rias (ou constantes) do sistema sa˜o
x(t) = α1


1
0
0
0

+ α2


0
0
1
0

 .
Como a matriz A tem um valor pro´prio com parte real positiva, a saber λ4 = 1, conclui-se
que todas as soluc¸o˜es estaciona´rias sa˜o insta´veis.
c) Observa´mos na al´ınea a) que todos os valores pro´prios de A sa˜o reais. Portanto todos os espac¸os
pro´prios de A sa˜o reais e invariantes para a equac¸a˜o (65). O subespac¸o L que se pretende
determinar deve ser tal que a restric¸a˜o de (65) a L tenha todos os equil´ıbrios esta´veis. Como
o valor pro´prio nulo de A tem multiplicidade alge´brica igual a` multiplicidade geome´trica (=2)
conclui-se que L = E0+E−1, onde E0 = L{(1, 0, 0, 0)T , (0, 0, 1, 0)T} e E−1 = L{(1, 1, 0, 0)T} ,
ou seja,
L =
{
x ∈ R4 : x = (x1, x2, x3, 0)T
}
.
O espac¸o em causa e´ tridimensional.
d) Neste caso apenas podemos considerar os espac¸os pro´prios correspondentes aos valores pro´prios
com parte real estritamente negativa o que, no presente caso, resulta que que L = E−1, com
E−1 indicado na al´ınea anterior, e portanto o subespac¸o pedido e´ unidimensional.
3.a) Sabendo ja´ qual a soluc¸a˜o geral da equac¸a˜o homoge´nea podemos responder a` questa˜o tentando
determinar uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea. Atendendo a que o termo na˜o-
homoge´neo de (65) e´ h(t) = (0, 0, t, 0)T = (0, 0, t, 0)Te0t e como µ = 0 e´ um valor pro´prio da
matriz A com multiplicidade alge´brica a0 igual a` multiplicidade geome´trica g0 e igual a 2
conclui-se que uma soluc¸a˜o particular de (65) e´ do tipo xpart(t) = qm(t)e
0t onde qm(t) e´ um
polino´mio vectorial de grau m ≤ 1 + a0 − g0 + 1 = 2. Portanto, escrevendo
xpart(t) =


a1t
2 + b1t+ c1
a2t
2 + b2t+ c2
a3t
2 + b3t+ c3
a4t
2 + b4t+ c4

 ,
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tem-se
x′part(t)−Axpart(t) =


a2t
2 + (2a1 + b2)t+ (b1 + c2)
a2t
2 + (2a2 + b2)t+ (b2 + c2)
a4t
2 + (2a3 + b4)t+ (b3 + c4)
− a4t2 + (2a4 − b4)t+ (b4 − c4)

 =


0
0
t
0


concluindo-se que a1 = a2 = a4 = b1 = b2 = b3 = b4 = c2 = c4 = 0, a3 = 1/2 e c1 e c3 sa˜o
arbitra´rios (fa´-lo-emos iguais a 0.) Daqui obte´m-se a soluc¸a˜o particular xpart(t) =
(
0, 0, 12 t
2, 0
)T
e a soluc¸a˜o geral pode-se escrever como
x(t) =


1 0 e−t 0
0 0 e−t 0
0 1 0 et
0 0 0 − et




α1
α2
α3
α4

+


0
0
1
2t
2
0

 .
b) Atendendo ao resultado da al´ınea anterior tem-se

1
1
1
1

 = x(0) =


1 0 1 0
0 0 1 0
0 1 0 1
0 0 0 −1




α1
α2
α3
α4

+


0
0
0
0


e portanto 

1 = α1 + α3
1 = α3
1 = α2 + α4
1 = −α4
cuja soluc¸a˜o e´ α1 = 0, α2 = 2, α3 = 1 e α4 = −1. Consequentemente, a soluc¸a˜o pretendida e´
x(t) =


1 0 e−t 0
0 0 e−t 0
0 1 0 et
0 0 0 − et




0
2
1
−1

+


0
0
1
2t
2
0

 .
II.
1.a) Como (A1(t)x
′ +A0(t)x)
′ = A′1(t)x
′+A1(t)x′′+A′0(t)x+A0(t)x
′ = A1(t)x′′+(A′1(t) +A0(t)) x
′+
A′0(t)x conclui-se que L[x] = a2(t)x
′′ + a1(t)x′ + a0(t)x e´ igual a (A1(t)x′ +A0(t)x)
′ se e so´
se a2(t) = A1(t), a1(t) = A
′
1(t) +A0(t) e a0(t) = A
′
0(t).
b) Atendendo ao resultado da al´ınea anterior tem-se a′1(t) = A
′′
1(t) + A
′
0(t) = a
′′
2(t) + a0(t), ou
seja a′′2(t)− a′1(t) + a0(t) = 0, como se pretendia.
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2.a) Como se tem
µL[x] = µ
(
a2(t)x
′′ + a1(t)x′ + a0(t)x
)
= µa2(t)x
′′ + µa1(t)x′ + µa0(t)x
= (µa2(t)) x
′′ + (µa1(t)) x′ + (µa0(t)) x
conclui-se, pela al´ınea anterior, que µL[x] = 0 e´ exacta se e so´ se (a2(t)µ)
′′ − (a1(t)µ)′ +
(a0(t)µ) = 0, ou seja L
+[µ] = 0.
3.a)
A equac¸a˜o (66) e´ auto-adjunta⇐⇒
⇐⇒ L[x] = L+[x]
⇐⇒ a2(t)x′′ + a1(t)x′ + a0(t)x = (a2(t)x)′′ − (a1(t)x)′ + a0(t)x
⇐⇒ a2(t)x′′ + a1(t)x′ + a0(t)x = a2(t)x′′ +
(
2a′2(t)− a1(t)
)
x′ +
(
a′′2(t)− a′1(t) + a0(t)
)
x
⇐⇒
{
a1(t) = 2a
′
2(t)− a1(t)
a0(t) = a
′′
2(t)− a′1(t) + a0(t)
⇐⇒ a′2(t) = a1(t)
e portanto
a2(t)x
′′ + a1(t)x′ + a0(t)x = a2(t)x′′ + a′2(t)x
′ + a0(t)x =
(
a2(t)x
′)′ + a0(t)x.
b) Suponha-se que L[x] = 0 na˜o e´ auto-adjunta. Atendendo a` al´ınea anterior, para que νL[x] = 0
seja auto-adjunta e´ necessa´rio e suficiente que (νa2(t))
′ = νa1(t), ou seja ν ′a2(t) + νa′2(t) =
νa1(t). Mas isto significa que se tem de escolher ν como soluc¸a˜o da equac¸a˜o diferencial or-
dina´ria ν ′ = a1(t)−a
′
2(t)
a2(t)
ν. Sendo a2(t) 6= 0 conclui-se que esta equac¸a˜o, para quaisquer a1 ∈ C1
e a2 ∈ C2, tem soluc¸a˜o dada por
ν(t) = ν(t0) exp
[∫ t
t0
a1(s)− a′2(s)
a2(s)
ds
]
,
onde t0 e ν(t0) sa˜o constantes reais arbitra´rias.
165
166
Exame de 16.1.97 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Aeroespacial, Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 16/1/1997 Durac¸a˜o: 1h30 + 1h30.
I.
Considere o sistema
x′ =


−2 1 0 0
0 −2 0 0
0 0 1 −1/2
0 0 9 −2

x+ b(t). (67)
1. Seja b(t) ≡ 0.
a) Determine a soluc¸a˜o geral de (67).
b) Identifique um subespac¸o tridimensional de R4, L3, que seja invariante para (67).
c) Escreva o sistema que obte´m por restric¸a˜o de (67) a L3. e esboce o seu retrato de fase.
2. Considere agora b(t) = (0, 1+ t, 0, 0)T. Determine uma soluc¸a˜o particular de (67) e escreva uma expressa˜o
para a soluc¸a˜o geral.
II.
Sejam aj(t) func¸o˜es reais de varia´vel real tais que aj(·) ∈ Cj(R). Uma equac¸a˜o diferencial ordina´ria linear de
ordem n,
an(t)x
(n) + an−1(t)x
(n−1) + · · ·+ a2(t)x′′ + a1(t)x′ + a0(t)x = b(t), (68)
diz-se exacta se e so´ se existirem func¸o˜es reais de varia´vel real Aj(t), j = 0, 1, . . . , n− 1, tais que
d
dt

n−1∑
j=0
Ajx
(j)

 = n∑
j=0
ajx
(j).
1.a) Mostre que (68) e´ exacta se e so´ se
a0 = A
′
0
aj = A
′
j +Aj−1, 1 ≤ j ≤ n− 1
an = An−1
b) Conclua que (68) e´ exacta se e so´ se
n∑
j=0
(−1)n−ja(j)j = 0.
2. Considere a equac¸a˜o diferencial
(1 + t+ t2)x′′′ + (3 + 6t)x′′ + 6x′ = cos t (69)
a) Mostre que (69) e´ exacta.
b) Utilizando o resultado da al´ınea anterior, primitive a equac¸a˜o (69) e mostre que a equac¸a˜o resultante
e´ tambe´m exacta.
c) Repetindo o processo da al´ınea anterior, determine a soluc¸a˜o geral de (69).
III.
Suponha que se deita a´gua com um caudal de 1 metro cu´bico por segundo para dentro de um cone de eixo
vertical e com uma abertura de π/2. Designe por h(t) a altura de a´gua, em metros, no cone, no instante t.
Suponha ainda que a a´gua se escoa pelo vertice com um caudal proporcional a` altura de a´gua no cone, sendo
α > 0 a constante de proporcionalidade.
a) Sabendo que o volume de um cone e´ igual a um terc¸o do produto da a´rea da base pela altura, mostre
que a equac¸a˜o diferencial para h(t) e´
h′ =
1− αh
πh2
(70)
b) Sem resolver a equac¸a˜o determine a constante de escoamento α de modo a que a altura limite de a´gua
no cone, h∞ = limt→+∞ h(t), seja de 1 metro.
c) Determine uma expressa˜o para a soluc¸a˜o de (70) que satisfaz a condic¸a˜o inicial h(t0) = h0 metros.
IV.
Iremos considerar um modelo muito simplificado de uma descarga radioactiva num rio.
Considere-se um trecho de comprimento L > 0 de um rio e suponha-se que a velocidade me´dia das a´guas e´
constante e igual a c > 0. O rio e´ representado matematicamente pelo intervalo [0, L], sendo a foz localizada
em x = L. Numa das margens, entre as posic¸o˜es x = L/100 e x = L/50, esta´ implantada uma central
nuclear. Considere-se que uma descarga acidental da central lanc¸a no rio um nucleo´tido radioactivo U com
constante de decaimento λ > 0 e com constante de difusa˜o na a´gua D > 0.
Sendo u(x, t) a concentrac¸a˜o de U no instante t e posic¸a˜o no rio x, a equac¸a˜o que modela a dispersa˜o de U
e´ a seguinte equac¸a˜o de difusa˜o-convexa˜o-reacc¸a˜o
ut = Duxx − cux − λu, (x, t) ∈]0, L[×R+ (71)
com condic¸a˜o de Dirichlet homoge´nea na fronteira.
1.a) Sejam α e β duas constantes reais e considere a func¸a˜o v(x, t)
def
= eαx+βtu(x, t). Mostre que u(x, t) e´
soluc¸a˜o de (71) se e so´ se v(x, t) foˆr soluc¸a˜o da equac¸a˜o
vt = Dvxx − (c+ 2αD)vx + (β +Dα2 + cα− λ)v.
b) Determine α e β de modo a que a equac¸a˜o para v seja vt = Dvxx e identifique a condic¸a˜o na fronteira
correspondente.
c) Determine a soluc¸a˜o geral formal do problema da al´ınea anterior.
2. No instante t = 0 a descarga da central provoca o aparecimento do nucleo´tido U no rio com concentrac¸a˜o
u(x, 0) = u0χ[L/100,L/50](x), onde u0 > 0 e´ uma constante e χA(x) e´ a func¸a˜o caracter´ıstica do conjunto
A.
a) Determine a condic¸a˜o inicial v(x, 0) para o problema da al´ınea 1.b).
b) Determine a soluc¸a˜o formal do problema da al´ınea 1.b) correspondente a` condic¸a˜o inicial que obteve
na al´ınea anterior.
c) Obtenha a soluc¸a˜o formal do problema para u(x, t) originalmente colocado.
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Resoluc¸a˜o:
I.
1.a) Observando que a matriz do sistema e´ diagonal por blocos podemos escrever a soluc¸a˜o geral
de (67) na forma
x(t) = diag
(
eA1t, eA2t
)
x(0),
onde A1 =
[ −2 1
0 −2
]
e A2 =
[
1 −1/2
9 −2
]
. Observando que A2 = −2I2 +N2 e atendendo
a que I2N2 = N2I2 conclui-se que
eA1t = e−2I2teN2t =
[
e−2t 0
0 e−2t
] [
1 t
0 1
]
=
[
e−2t te−2t
0 e−2t
]
.
Quanto a` matriz A2 os seus valores pro´prios sa˜o os zeros de p(λ) = det(A2 − λI2) = (1 −
λ)(−2− λ) + 9/2 = λ2 + λ+5/2, os quais sa˜o λ+ = −12 + 32 i e λ− = −12 − 32 i. Recorrendo ao
me´todo de Putzer sabe-se que
eA2t = r1(t)P0(A2) + r2(t)P1(A2)
onde as matrizes Pj(A2) sa˜o dadas por P0(A2) = I2 e P1(A2) = A2−λ+I2 =

 32 − 32 i −12
9 −32 − 32 i


e (r1(t), r2(t)) e´ a soluc¸a˜o do problema de Cauchy{
r′1 = λ+r1, r1(0) = 1
r′2 = λ−r2 + r1, r2(0) = 0.
A soluc¸a˜o da primeira equac¸a˜o deste sistema obtem-se sem dificuldade e e´
r1(t) = e
(− 12+ 32 i)t.
A segunda equac¸a˜o e´ facilmente resolvida multiplicando a equac¸a˜o por um factor integrante.
O resultado final e´
r2(t) =
1
3i
(
e(−
1
2
+ 3
2
i)t − e(− 12− 32 i)t
)
.
Atendendo a isto tem-se
eA2t = e(−
1
2
+ 3
2
i)t
[
1 0
0 1
]
+
1
3i
(
e(−
1
2
+ 3
2
i)t − e(− 12− 32 i)t
) 32 − 32 i −12
9 −32 − 32 i


= e−t/2

 cos(3t/2) + sin(3t/2) − 13 sin(3t/2)
6 sin(3t/2) cos(3t/2) − sin(3t/2)


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e portanto a soluc¸a˜o geral de (67) e´
x(t) =


e−2t te−2t 0 0
0 e−2t 0 0
0 0 e−t/2(cos(3t/2) + sin(3t/2)) − 13e−t/2 sin(3t/2)
0 0 6e−t/2 sin(3t/2) e−t/2(cos(3t/2) − sin(3t/2))




x1(0)
x2(0)
x3(0)
x4(0)


onde a condic¸a˜o inicial (x1(0), x2(0), x3(0), x4(0))
T e´ arbitra´ria.
b) Recorrendo ao resultado da al´ınea anterior observa-se facilmente que x2(0) = 0 ⇒ x2(t) = 0
para todo o t ∈ R. Consequentemente um subespac¸o tridimensional invariante para a equac¸a˜o
dada sera´
L3 =
{
x = (x1, x2, x3, x4)
T ∈ R4 : x2 = 0
}
.
c) Com o subespac¸o L3 determinado na al´ınea anterior identificado com R
3 pela correpondeˆncia
L3 ∋ (x1, 0, x3, x4)T = x←→ y = (x1, x3, x4)T ∈ R3,
pode-se escrever a restric¸a˜o de (67) a L3 do seguinte modo
y′ =

 −2 0 00 1 −1/2
0 9 −2

y.
Observe-se que os valores pro´prios da matriz deste sistema sa˜o λ1 = −2, λ± = −12± 32 i e da es-
trutura da matriz conclui-se ainda que o subespac¸oE1 =
{
y = (y1, y2, y3)
T ∈ R3 : y2 = y3 = 0
}
e´ invariante e o subespac¸o L2 =
{
y = (y1, y2, y3)
T ∈ R3 : y1 = 0
}
e´ tambe´m invariante. Ob-
servando que L3 = E1 ⊕ L2 e tendo em conta os retratos de fase das restric¸o˜es a E1 e a L2
pode-se trac¸ar o retrato de fase pretendido. Vejamos: E1 e´ o espac¸o pro´prio correspondente
a λ1 = −2 e portanto o retrato de fase da restric¸a˜o do sistema a E1 e´ o apresentado na
Figura 51.
Figura 51: Retrato de fase da restric¸a˜o do sistema (67) a E1.
Observando que um vector pro´prio v correspondente ao valor pro´prio complexo λ+ e´
 − 32 − 32 i 0 00 12 − 32 i −12
0 9 − 32 − 32 i



 v1v2
v3

 = 0⇔


v1 = 0
v2 qualquer
v3 = (1− 3i)v2
⇔ v =

 01
1− 3i

α,
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Figura 52: Retrato de fase da restric¸a˜o do sistema (67) a L2.
onde α e´ uma constante complexa arbitra´ria. Daqui conclui-se que o retrato de fase da
restric¸a˜o a L2 tem o aspecto apresentado na Figura 52.
e portanto o retrato de fase da restric¸a˜o do sistema dado ao subespac¸o invariante L3 e´ o
esboc¸ado na Figura 53.
Figura 53: Retrato de fase da restric¸a˜o do sistema (67) a L3.
2.a) Atendendo a que o termo na˜o-homoge´neo de (67) e´ b(t) = (0, 1 + t, 0, 0)T = (0, 1 + t, 0, 0)Te0t
e como µ = 0 na˜o e´ valor pro´prio da matriz do sistema, conclui-se que uma soluc¸a˜o particular
de (67) e´ do tipo
xpart(t) =


a1t+ b1
a2t+ b2
a3t+ b3
a4t+ b4


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o que substituindo na equac¸a˜o (67) fornece

a1
a2
a3
a4

 =


(−2a1 + a2)t+ (−2b1 + b2)
−2a2t− 2b2
(a3 − 12a4)t+ (b3 − 12b4)
(9a3 − 2a4)t+ (9b3 − 2b4)

+


0
1 + t
0
0


concluindo-se que a1 = 1/4, a2 = 1/2, b2 = 1/4 e a3 = a4 = b1 = b3 = b4 = 0. Consequente-
mente, uma soluc¸a˜o particular e´
xpart(t) =


1
4t
1
2t+
1
4
0
0


e a soluc¸a˜o geral pode ser dada por
x(t) =


e−2t te−2t 0 0
0 e−2t 0 0
0 0 cos(3t/2) + sin(3t/2) − 13 sin(3t/2)
0 0 6 sin(3t/2) cos(3t/2) − sin(3t/2)

α+


1
4t
1
2 t+
1
4
0
0

 ,
onde α ∈ R4 e´ um vector constante arbitra´rio.
II.
1.a) Atendendo a que
n∑
j=0
ajx
(j) =
d
dt

n−1∑
j=0
Ajx
(j)


=
n−1∑
j=0
A′jx
(j) +
n−1∑
j=0
Ajx
(j+1)
= A′0x+
n−1∑
j=1
(
A′j +Aj−1
)
x(j) +An−1x(n)
conclui-se que a0 = A
′
0, an = An−1 e aj = A
′
j +Aj−1 para j = 1, . . . , n− 1.
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b) Atendendo ao resultado da al´ınea anterior
n∑
j=0
(−1)n−ja(j)j =
= (−1)na0 + a(n)n +
n−1∑
j=1
(−1)n−ja(j)j
= (−1)nA′0 +A(n)n−1 +
n−1∑
j=1
(−1)n−jA(j+1)j +
n−1∑
j=1
(−1)n−jA(j)j−1
= (−1)nA′0 +A(n)n−1 −
n−1∑
j=2
(−1)n−jA(j)j−1 −A(n)n−1 +
n−1∑
j=2
(−1)n−jA(j)j−1 + (−1)n−1A′0
= 0.
2.a) Para mostrar que a equac¸a˜o (69) e´ exacta basta aplicar o resultado da al´ınea anterior que, no
presente caso em que n = 3, a3(t) = 1 + t+ t
2, a2(t) = 3 + 6t, a1(t) ≡ 6 e a0(t) ≡ 0, resulta
em
3∑
j=0
(−1)3−ja(j)j = −a0 + a′1 − a′′2 + a′′′3 = −0 + 0− 0 + 0 = 0,
concluindo-se o pretendido.
b) Pelos resultados das al´ıneas 1a) e 2a) tem-se
0 = A′0
6 = A′1 +A0
3 + 6t = A′2 +A1
1 + t+ t2 = A2
e portanto A2(t) = 1 + t + t
2, A1(t) = 3 + 6t − A′2(t) = 3 + 6t − 1 − 2t = 2 + 4t, A0(t) =
6−A′1(t) = 6− 4 = 2. Conclui-se assim que a equac¸a˜o (69) pode ser escrita na forma
d
dt
(
(1 + t+ t2)x′′ + (2 + 4t)x′ + 2x
)
= cos t
e primitivando ambos os membros obte´m-se
(1 + t+ t2)x′′ + (2 + 4t)x′ + 2x = sin t+ C1,
onde C1 e´ uma constante real arbitra´ria.
Para mostrar que esta equac¸a˜o tambe´m e´ exacta basta novamente aplicar o resultado da
al´ınea 1b), agora com n = 2, a2(t) = 1+ t+ t
2, a1(t) = 2+4t e a0(t) = 2. Tem-se, neste caso,
2∑
j=0
(−1)2−ja(j)j = a0 − a′1 + a′′2 = 2− 4 + 2 = 0,
e portanto a equac¸a˜o e´ exacta.
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c) Atendendo ao resultado final da al´ınea anterior tem-se que existem func¸o˜es A0(t) e A1(t) tais
que
2 = A′0
2 + 4t = A′1 +A0
1 + t+ t2 = A1
e portanto A1(t) = 1+t+t
2, A0(t) = 2+4t−1−2t = 1+2t. A equac¸a˜o pode agora escrever-se
na forma
d
dt
(
(1 + t+ t2)x′ + (1 + 2t)x
)
= sin t+ C1
e primitivando mais uma vez ambos os membros tem-se
(1 + t+ t2)x′ + (1 + 2t)x = − cos t+ C1t+ C2,
onde C2 e´ uma constante real arbitra´ria. Como 1 + t+ t
2 > 0 para todo o t ∈ R, a equac¸a˜o
pode ser escrita na forma
x′ = − 1 + 2t
1 + t+ t2
x+
C1t+ C2 − cos t
1 + t+ t2
,
reconhecendo-se imediatamente que estamos perante uma equac¸a˜o linear na˜o-homoge´nea de
primeira ordem, cuja soluc¸a˜o geral pode ser facilmente obtida observando que um factor
integrante para a equac¸a˜o e´
µh(t) = e
∫
1+2t
1+t+t2
dt
= elog|1+t+t2| = ∣∣1 + t+ t2∣∣ = 1 + t+ t2
e portanto, primitivando, temos
(1 + t+ t2)x(t) =
∫
(1 + t+ t2)
C1t+ C2 − cos t
1 + t+ t2
dt
=
∫
(C1t+ C2 − cos t)dt
=
1
2
C1t
2 + C2t+ C3 − sin t
onde C3 e´ uma constante real arbitra´ria. Assim, a soluc¸a˜o geral pretendida e´
x(t) =
1
2C1t
2 + C2t+C3 − sin t
1 + t+ t2
.
III.
a) Seja V o volume de a´gua contida no cone. Atendendo ao enunciado tem-se que a taxa de
variac¸a˜o de V e´ dVdt = 1− αh. Para um cone com as caracter´ısticas dadas o raio da “base” e
a altura da a´gua sa˜o iguais e portanto V = 13πh
3. Consequentemente dVdt = πh
2h′ e portanto
a equac¸a˜o diferencial que h satisfaz e´ πh2h′ = 1− αh, a qual pode ser imediatamente escrita
na forma (70), supondo h > 0.
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Figura 54: Retrato de fase da equac¸a˜o (70).
b) Atendendo a que a func¸a˜o h 7→ 1−αhπh2 , com h > 0, e´ positiva se 1−αh > 0, negativa se 1−αh < 0
e nula para 1− αh = 0, a equac¸a˜o (70) tem o retrato de fase da Figura 54.
e portanto h∞ = 1/α, pelo que se se pretender h∞ = 1 ha´ que fazer α = 1.
c) Atendendo a que a equac¸a˜o (70) e´ separa´vel, tem-se

πh2
1− αh
dh
dt
= 1
h(t0) = h0
⇐⇒
∫ t
t0
πh(s)2
1− αh(s)
dh(s)
ds
ds =
∫ t
t0
ds⇐⇒
∫ h(t)
h0
πh2
1− αhdh = t− t0.
Para integrar o membro esquerdo simplifique-se primeiro a func¸a˜o racional. Efectuando a
divisa˜o dos polino´mios tem-se
πh2
1− αh = −
π
α
h− π
α2
+
π
α2
1
1− αh
e portanto a soluc¸a˜o geral e´
α2h2(t) + 2αh(t) + 2 log |1− αh(t)| = (α2h22 + 2αh0 + 2 log |1− αh0|)− 2α3π (t− t0).
IV.
1.a) Sendo v(x, t) = eαx+βtu(x, t) tem-se u(x, t) = e−αx−βtv(x, t) e portanto
ut = −βe−αx−βtv + e−αx−βtvt
ux = −αe−αx−βtv + e−αx−βtvx
uxx = α
2e−αx−βtv − 2αe−αx−βtvx + e−αx−βtvxx
concluindo-se que a equac¸a˜o (71) e´ equivalente a
(−βv + vt)e−αx−βt = De−αx−βt
(
α2v − 2αvx + vxx
)−
−ce−αx−βt(−αv + vx)−
−λe−αx−βtv,
ou seja, dividindo ambos os membros por e−αx−βt,
−βv + vt = Dα2v − 2αDvx +Dvxx + αcv − cvx − λv.
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Rearranjando os termos desta equac¸a˜o tem-se
vt = Dvxx − (c+ 2αD)vx + (β +Dα2 + αc− λ)v,
como se pretendia.
b) Ha´ que escolher α e β de modo a que{
c+ 2αD = 0
β +Dα2 + αc− λ = 0
ou seja 

α = − c
2D
β = λ+
c2
4D .
Atendendo a que a condic¸a˜o na fronteira para u e´ de Dirichlet homoge´nea, a condic¸a˜o na
fronteira para v e´ do mesmo tipo:
xˆ ∈ {0, L} =⇒ v(xˆ, t) = eαxˆ+βtu(xˆ, t) = 0.
c) Tendo agora o problema {
vt = Dvxx, (x, t) ∈]0, L[×R+
v(0, t) = v(L, t) = 0, t ≥ 0
iremos recorrer ao me´todo de separac¸a˜o de varia´veis. Fazendo v(x, t) = X(x)T (t) vem vt =
XT ′ e vxx = X ′′T pelo que a equac¸a˜o diferencial vem XT ′ = DX ′′T, ou seja, supondo que
v = XT na˜o se anula em ]0, L[×R+,
1
D
T ′
T
(t) =
X ′′
X
(x), (x, t) ∈]0, L[×R+
e portanto tera´ de existir uma constante real σ, independente de t e de x, tal que
1
D
T ′
T
(t) = σ =
X ′′
X
(x), (x, t) ∈]0, L[×R+
o que resulta no seguinte sistema de equac¸o˜es diferenciais ordina´rias
X ′′ − σX = 0
T ′ − σDT = 0.
As condic¸o˜es na fronteira para v(x, t) fornecem o seguinte
0 = v(0, t) = X(0)T (t) =⇒ X(0) = 0
0 = v(L, t) = X(L)T (t) =⇒ X(L) = 0
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uma vez que T (t) 6= 0 em R+. Obtemos assim o seguinte problema de valores na fronteira
para X : {
X ′′ − σX = 0
X(0) = X(L) = 0
Estudaremos de seguida a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (na˜o identica-
mente nulas) deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(x) = ax+ b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(L) = aL+ b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial X(x) ≡ 0.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s
condic¸o˜es na fronteira tem-se 0 = X(0) = a+b e 0 = X(L) = ae
√
σL+be−
√
σL cuja u´nica
soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(x) ≡ 0.
Finalmente tome-se σ < 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) =
a cos
√|σ|x + b sin√|σ|x. Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) =
a cos 0 + b sin 0 = a e portanto 0 = X(L) = 0 cos
√|σ|L + b sin√|σ|L = b sin√|σ|L
concluindo-se que, ou b = 0 e obtemos a soluc¸a˜o X(x) ≡ 0, ou sin√|σ|L = 0, isto e´,√|σ| = √|σk| = kπL , k ∈ N1, obtendo-se assim infinitas soluc¸o˜es do problema de va-
lores na fronteira, em particular as func¸o˜es Xk(x) = sin
(
kπ
L x
)
, ∀k ∈ N1, e todas as
combinac¸o˜es lineares de um nu´mero finito destas func¸o˜es.
Atendendo a que σ = σk = − k2π2L2 a equac¸a˜o para T (t) pode-se escrever como
T ′ +
k2π2D
L2
T = 0,
para a qual uma base do espac¸o das soluc¸o˜es e´ constituida pela func¸a˜o
Tk(t) = exp
[
− k
2π2Dt
L2
]
.
Assim, a soluc¸a˜o formal geral do problema dado e´
v(x, t) =
∞∑
k=1
bk sin
(
kπx
L
)
e−k
2π2L−2Dt.
2.a) A condic¸a˜o inicial para v sera´
v(x, 0) = eαxu(x, 0) = u0e
αxχ[L/100,L/50](x) =


u0e
αx, se x ∈ [L/100, L/50]
0, se x ∈ [0, L] \ [L/100, L/50]
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b) Atendendo a` soluc¸a˜o geral formal obtida na al´ınea 1c) tem-se
v(x, 0) =
∞∑
k=1
bk sin
(
kπx
L
)
(72)
pelo que os coeficientes bk tera˜o de ser escolhidos de modo a que a se´rie no membro direito
de (72) seja a se´rie de Fourier de senos, de per´ıodo 2L, da func¸a˜o v(x, 0) dada na al´ınea
anterior. Atendendo a isto ha´ que prolongar v(x, 0) a R como uma func¸a˜o ı´mpar de per´ıodo
2L (Figura 55).
Figura 55: Prolongamento de v(x, 0) a R como func¸a˜o ı´mpar de per´ıodo 2L.
Assim tem-se
bk =
2
L
∫ L
0
v(x, 0) sin
(
kπx
L
)
dx
=
2
L
∫ L/50
L/100
u0e
αx sin
(
kπx
L
)
dx
(integrando por partes duas vezes)
=
2kπu0
k2π2 + L2α2
[
eαL/50
(
αL
kπ
sin
kπ
50
− cos kπ
50
)
− eαL/100
(
αL
kπ
sin
kπ
100
− cos kπ
100
)]
e a soluc¸a˜o formal pretendida e´
v(x, t) =
=
∞∑
k=1
2kπu0
k2π2 + L2α2
[
eαL/50
(
αL
kπ
sin
kπ
50
− cos kπ
50
)
− eαL/100
(
αL
kπ
sin
kπ
100
− cos kπ
100
)]
·
· sin
(
kπx
L
)
e−k
2π2L−2Dt.
c) A soluc¸a˜o formal do problema original sera´ simplesmente o produto da soluc¸a˜o v(x, t) indicada
acima por
exp
[
− c
2Dx+
(
λ+
c2
4D
)
t
]
.
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Exame de 22.2.97 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Aeroespacial, Ambiente, Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 22/2/1997
Durac¸a˜o: 3h00.
I.
Considere o seguinte sistema de equac¸o˜es diferenciais lineares

x′1 = − x1 + x2 − x3
x′2 = − x2 + x3
x′3 = − x3 + x4
x′4 = x4
(73)
Considere o subespac¸o de R4 definido por L3
def
=
{
x = (x1, x2, x3, x4)
T ∈ R4 : x4 = 0
}
.
1.a) Mostre que L3 e´ invariante para (73).
b) Escreva a restric¸a˜o de (73) a L3 na forma vectorial
y′ = Ay + b(t) (74)
identificando explicitamente os vectores y e b(t) e a matriz A.
c) Determine a soluc¸a˜o geral do sistema obtido na al´ınea anteriora.
2.a) Justifique que a projecc¸a˜o de (73) em L3 e´ dada por (74) com b(t) =
(
0, 0, c4e
t
)T
, onde c4 e´
uma constante real arbitra´ria.
b) Determine a soluc¸a˜o geral do sistema obtido na al´ınea anterior e use o resultado para escrever
uma expressa˜o para a soluc¸a˜o geral de (73).
II.
Considere a equac¸a˜o diferencial ordina´ria
x(iv) − x′′′ + x′′ − x′ = h(t). (75)
1. Seja h(t) ≡ 0.
a) Determine a soluc¸a˜o geral real de (75).
b) Determine a soluc¸a˜o de (75) que satisfaz a condic¸a˜o inicial x(0) = 0, x′(0) = 1, x′′(0) = 2,
x′′′(0) = 3.
2. Seja agora h(t) =
√
2 cos
(
t− π4
)
. Determine uma soluc¸a˜o particular de (75) e escreva uma
expressa˜o para a soluc¸a˜o geral da equac¸a˜o.
aSe na˜o resolveu a al´ınea anterior tome y = (x1, x2, x3)
T, b(t) = 0, e A =


−1 1 −1
0 −1 1
0 0 −1

 .
III.
Considere um sistema ecolo´gico constituido por uma populac¸a˜o P = P (t) de predadores e por
uma populac¸a˜o N = N(t) de presas. Um modelo simples para a evoluc¸a˜o destas populac¸o˜es ao
longo do tempo t foi proposto por Vito Volterra em 1926 no aˆmbito de estudos sobre as variac¸o˜es
das capturas pisc´ıculas no mar Adria´tico. As equac¸o˜es diferenciais, actualmente designadas por
equac¸o˜es de Lotka–Volterra, sa˜o as seguintes

dN
dt
= αN − βNP
dP
dt
= −γP + δNP
(76)
onde α, β, γ e δ sa˜o constantes positivas. Observe-se que, sendo N(t) e P (t) populac¸o˜es, estamos
interessados em soluc¸o˜es na˜o-negativas, i.e., nos casos em que (N,P ) ∈ R+0 × R+0 .
1.a) Identifique o espac¸o de fases de (76) e mostre que o primeiro quadrante, R+0 ×R+0 , e´ invariante
para (76).
b) Determine os pontos de equil´ıbrio de (76), estude em que casos e´ que o me´todo de linearizac¸a˜o
e´ aplica´vel e nos casos em que foˆr esboce o retrato de fases do sistema linearizado.
c) Determine as regio˜es de R+0 × R+0 onde P (t) e N(t) sa˜o crescentes [decrescentes].
2.a) Obtenha, a partir de (76), a seguinte equac¸a˜o diferencial para P considerado como func¸a˜o de
N,
dP
dN
=
(δN − γ)P
(α− βP )N (77)
esclarecendo a regia˜o de R+0 × R+0 onde esta equac¸a˜o e´ va´lida.
b) Mostre que as soluc¸o˜es de (77) em R+ × R+ sa˜o dadas implicitamente por (δN − γ logN) +
(βP − α logP ) = constante
c) Use a expressa˜o obtida na al´ınea anterior para mostrar que as soluc¸o˜es de (77) em R+ × R+
sa˜o limitadas e esta˜o definidas em intervalos limitados.
(Sugesta˜o: argumente por reduc¸a˜o ao absurdo.)
3. Conjugando os resultados obtidos nas al´ıneas anteriores, esboce o retrato de fase do sistema.
IV.
Considere a func¸a˜o f(x) definida em [0, 1] por f(x) =
(
x− 12
)
χ
[1/2,1]
(x), onde χA(x) e´ a func¸a˜o
caracter´ıstica do conjunto A. Determine uma se´rie de Fourier de senos para a func¸a˜o f de modo a
que a se´rie seja uniformemente convergente em R e esboce o gra´fico da soma da se´rie. Justifique
detalhadamente.
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Resoluc¸a˜o:
I.
1.a) x(0) ∈ L3 =⇒ x4(0) = 0 =⇒ x4(t) = x4(0)et = 0 =⇒ x(t) ∈ L3, ∀t.
b) Se x ∈ L3 enta˜o

x′1 = −x1 + x2 − x3
x′2 = −x2 + x3
x′3 = −x3
x′4 = 0
⇐⇒


x1
x2
x3
x4


′
=


−1 1 −1 0
0 −1 1 0
0 0 −1 0
0 0 0 0




x1
x2
x3
x4


e portanto, identificando
R
4 ⊃ L3 ∋ (x1, x2, x3, 0)T 7→ (x1, x2, x3)T ∈ R3
e designando este u´ltimo vector por y, vem
y′ =

 −1 1 −10 −1 1
0 0 −1


︸ ︷︷ ︸
=:A
y
que e´ do tipo (74) com b(t) = 0.
c) Sendo a matriz A triangular superior, a soluc¸a˜o do sistema pode ser obtida resolvendo suces-
sivamente as diferentes equac¸o˜es, comec¸ando com a u´ltima:
x′3 = −x3 ⇔ x3(t) = c3e−t
x′2 = −x2 + x3 ⇔ x′2 = −x2 + c3e−t
⇔ x′2 + x2 = c3e−t
(multiplicando pelo factor integrante µ(t) = et)
⇔ (etx2)′ = c3
⇔ etx2(t) = c3t+ c2
⇔ x2(t) = c2e−t + c3te−t
x′1 = −x1 + x2 − x3 ⇔ x′1 = −x1 + c3te−t + (c2 − c3)e−t
⇔ x′1 + x1 = c3te−t + (c2 − c3)e−t
(multiplicando pelo factor integrante µ(t) = et)
⇔ (etx1)′ = c3t+ (c2 − c3)
⇔ etx1(t) = 1
2
c3t
2 + (c2 − c3)t+ c1
⇔ x1(t) = c1e−t + (c2 − c3)te−t + 1
2
c3t
2e−t
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e portanto a soluc¸a˜o geral e´
 x1(t)x2(t)
x3(t)

 =

 c1e−t + (c2 − c3)te−t + 12c3t2e−tc2e−t + c3te−t
c3e
−t


=

 e−t te−t −te−t + 12 t2e−t0 e−t te−t
0 0 e−t



 c1c2
c3


onde c1, c2 e c3 sa˜o constantes reais arbitra´rias.
2.a) Atendendo a que a soluc¸a˜o geral de x′4 = x4 e´ x4(t) = c4e
t tem-se

x′1 = −x1 + x2 − x3
x′2 = −x2 + x3
x′3 = −x3 + c4et
e portanto y′ = Ay + (0, 0, c4et)T como se pretendia.
b) Como conhecemos a soluc¸a˜o geral do sistema homoge´neo (al´ınea 1c)), basta determinar uma
soluc¸a˜o particular do sistema na˜o-homoge´neo. O me´todo dos palpites indica-nos que uma
soluc¸a˜o particular sera´ do tipo xpart(t) = q0(t)e
t onde q0(t) e´ um polino´mio vectorial de grau
zero: q0(t) = (α1, α2, α3)
T. Enta˜o
0 = x′part −

 −1 1 −10 −1 1
0 0 −1

xpart −

 00
c4e
t


=

 2α1 − α2 + α32α2 − α3
2α3 − c4

 et
pelo que se tem α3 = c4/2, α2 = c4/4 e α1 = −c1/8. portanto, a soluc¸a˜o geral da equac¸a˜o da
al´ınea anterior e´
y(t) =

 e−t te−t −te−t + 12t2e−t0 e−t te−t
0 0 e−t



 c1c2
c3

+

 −c4/8c4/4
c4/2

 et.
E´ claro que a soluc¸a˜o geral de (73) pode ser obtida a partir da sua projecc¸a˜o em L3 (que
acaba´mos de determinar) e da expressa˜o x4(t) = c4e
t (com a mesma constante c4 que surge
na projecc¸a˜o.) Assim, tem-se a soluc¸a˜o geral
x(t) =


e−t te−t −te−t + 12t2e−t −18et
0 e−t te−t 14e
t
0 0 e−t 12e
t
0 0 0 et




c1
c2
c3
c4

 .
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II.
1.a) Atendendo a que
x(iv) − x′′′ + x′′ − x′ = 0⇐⇒ (D4 −D3 +D2 −D)x = 0⇐⇒ D (D − 1) (D2 + 1)x = 0,
conclui-se que a soluc¸a˜o geral complexa da equac¸a˜o sera´
xC = α1 + α2e
t + α3e
it + α4e
−it,
com α1, . . . , α4 ∈ C arbitra´rios. Utilizando as fo´rmulas de Euler e sendo αkR = Re(αk),
αkI = Im(αk), tem-se
xC =
[
α1R + α2Re
t + (α3R + α4R) cos t− (α3I − α4I) sin t
]
+
+i
[
α1I + α2Ie
t + (α3I + α4I) cos t− (α3R − α4R) sin t
]
= xR(t) + ixI(t),
onde a u´ltima igualdade define as func¸o˜es reais xR(t) e xI(t). Daqui conclui-se que a soluc¸a˜o
geral real de (75) pode ser dada por
x(t) = a1 + a2e
t + a3 cos t+ a4 sin t,
onde a1, . . . , a4 sa˜o constantes reais arbitra´rias.
b) Observando que
x(t) = a1 + a2e
t + a3 cos t+ a4 sin t
x′(t) = a2et − a3 sin t+ a4 cos t
x′′(t) = a2et − a3 cos t− a4 sin t
x′′′(t) = a2et + a3 sin t− a4 cos t
e portanto 

a1 + a2 + a3 = 0
a2 + a4 = 1
a2 − a3 = 2
a2 − a4 = 3
⇔


a1 = −2
a2 = 2
a3 = 0
a4 = −1
concluindo-se que a soluc¸a˜o pedida e´
x(t) = −2 + 2et − sin t.
c) Sendo h(t) =
√
2 cos
(
t− π4
)
=
√
2
(
cos t cos π4 + sin t sin
π
4
)
= cos t + sin t e observando que
esta func¸a˜o e´ soluc¸a˜o da equac¸a˜o homoge´nea, o me´todo dos palpites permite escrever uma
soluc¸a˜o particular na forma
xpart(t) = (α1 + α2t) cos t+ (α3 + α4t) sin t
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donde se tem
x′part(t) = −(α1 − α4 + α2t) sin t+ (α2 + α3 + α4t) cos t
x′′part(t) = (2α4 − α1 − α2t) cos t− (2α2 + α3 + α4t) sin t
x′′′part(t) = −(3α4 − α1 − α2t) sin t− (3α2 + α3 + α4t) cos t
x
(iv)
part(t) = −(4α4 − α1 − α2t) cos t+ (4α2 + α3 + α4t) sin t
e portanto tem-se
[−(4α4 − α1 − α2t) + (3α2 + α3 + α4t) + (2α4 − α1 − α2t)− (α2 + α3 + α4t)] cos t+
+ [(4α2 + α3 + α4t) + (3α4 − α1 − α2t)− (2α2 + α3 + α4t) + (α1 − α4 + α2t)] sin t =
= cos t+ sin t
ou seja, { −2α4 + 2α2 = 1
2α2 + 2α4 = 1
⇐⇒
{
α2 = 1/2
α4 = 0
e α1 e α3 quaisquer. Consequentemente, uma soluc¸a˜o particular sera´
xpart(t) =
1
2
t cos t
e a soluc¸a˜o geral pode ser escrita na forma
x(t) = a1 + a2e
t + a3 cos t+ a4 sin t+
1
2
t cos t,
onde a1, . . . , a4 sa˜o constantes reais arbitra´rias.
III.
1.a) As soluc¸o˜es de (76) sera˜o func¸o˜es N,P : R → R de classe C1 e portanto o espac¸o de fases e´
R
2. Para mostrar que R+0 ×R+0 e´ invariante, basta observar que o fluxo nos eixos coordenados
N = 0 e P = 0 e´ o apresentado na Figura 56 e que, portanto, os eixos sa˜o invariantes.
Consequentemente, sendo (N0, P0) um ponto arbitra´rio do primeiro quadrante, a o´rbita que
em t = t0 passa por (N0, P0) na˜o podera´ passar para outro quadrante, uma vez que para
tal teria de existir um valor t1 > t0 tal que (N(t1), P (t1)) seria um ponto de um dos eixos
coordenados, o que na˜o e´ poss´ıvel devido a` unicidade de soluc¸a˜o (a qual e´ garantida pelo
Teorema de Picard-Lindelo¨f e pelo facto do membro direito de (76) ser uma func¸a˜o vectorial
de classe C∞).
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Figura 56: Fluxo de (76) nos eixos coordenados N = 0 e P = 0.
b)
(N,P ) e´ ponto de equil´ıbrio ⇐⇒ dNdt = 0 = dPdt
⇐⇒
{
αN − βNP = 0
−γP + δNP = 0
⇐⇒
{
N = 0 ou P = αβ
N = γδ ou P = 0
⇐⇒ (N,P ) = (0, 0) ou (N,P ) =
(
γ
δ ,
α
β
)
.
Considere-se primeiro a linearizac¸a˜o em torno de (0, 0) : a matriz jacobiana do sistema num
ponto arbitra´rio (N,P ) e´ [
α− βP −βN
δP −γ + δN
]
e portanto na origem a matriz do sistema linearizado e´
[
α 0
0 −γ
]
cujos valores pro´prios sa˜o
λ1 := −γ < 0 < α =: λ2. Sendo a matriz diagonal tem-se imediatamente que os espac¸os
pro´prios correspondentes a λ1 e a λ2 teˆm por base {(0, 1)} e {(1, 0)}, respectivamente. Isto
permite-nos concluir que o retrato de fase da linearizac¸a˜o em torno da origem e´ o apresentado
na Figura 57.
No ponto de equil´ıbrio (γ/δ, α/β) a matriz jacobiana e´
[
0 −γβ/δ
αδ/β 0
]
cujos valores
pro´prios sa˜o os zeros do polino´mio caracter´ıstico p2(λ) = λ
2 + αγ. Como αγ > 0 os ze-
ros deste polino´mio sa˜o imagina´rios puros, λ± = ±i√αγ, pelo que o me´todo de linearizac¸a˜o
na˜o e´ aplica´vel ao estudo do retrato de fase numa pequena vizinhanc¸a do ponto de equil´ıbrio
em questa˜o.
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Figura 57: Linearizac¸a˜o de (76) em torno de (0, 0).
c) No primeiro quadrante R+0 × R+0 tem-se:
N(t) e´ crescente [decrescente] ⇐⇒ dNdt > 0 [< 0]
⇐⇒ (α− βP )N > 0 [< 0]
⇐⇒ N > 0 ∧ P < α/β[> α/β]
P (t) e´ crescente [decrescente] ⇐⇒ dPdt > 0 [< 0]
⇐⇒ (−γ + δN)P > 0 [< 0]
⇐⇒ P > 0 ∧N > γ/δ[< γ/δ].
A representac¸a˜o gra´fica destas regio˜es e´ a fornecida pela Figura 58.
Figura 58: Regio˜es de monotonia de t 7→ P (t) e de t 7→ N(t).
2.a) Se αN − βNP 6= 0 pode-se garantir que a soluc¸a˜o N = N(t) de (76) tem derivada diferente
de zero e, portanto, e´ invert´ıvel sendo dtdN =
1
αN−βNP , onde P = P (t) = P (t(N)). A equac¸a˜o
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para P como func¸a˜o de N sera´, enta˜o,
dP
dN
=
dP
dt
dt
dN
=
(δN − γ)P
(α− βP )N ,
como se pretendia mostrar. As regio˜es de R+0 × R+0 onde esta equac¸a˜o e´ va´lida sa˜o Ω1 def=
{(N,P ) : N > 0, 0 ≤ P < α/β} e Ω2 def= {(N,P ) : N > 0, P > α/β}
b) Como a equac¸a˜o (77) e´ separa´vel tem-se∫
α− βP
P
dP =
∫
δN − γ
N
dN ⇐⇒
⇐⇒ α log P − βP = δN − γ logN − const ⇐⇒
⇐⇒ (δN − γ logN) + (βP − α logP ) = const
onde “const” e´ uma constante real arbitra´ria.
c) Considere-se a expressa˜o impl´ıcita
(δN − γ logN) + (βP − α logP ) = const
para P = P (N). Vejamos que estas soluc¸o˜es sa˜o limitadas e esta˜o definidas em intervalos
limitados, argumentado por reduc¸a˜o ao absurdo. Suponhamos que na˜o estavam definidas em
intervalos limitados. Isto significaria que existe uma sucessa˜o crescente (Nj) com Nj → +∞
e tal que P (Nj) esta´ definido para cada j. Enta˜o δNj − γ logNj → +∞ quando j → ∞ e
portanto, atendendo a que o mı´nimo da func¸a˜o f(x)
def
= βx− α log x e´ atingido em x = α/β,
conclui-se que
const = lim
j→∞
(δNj − γ logNj) + (βP (Nj)− α logP (Nj))
≥ lim
j→∞
(δNj − γ logNj) + (α− α log α
β
) = +∞
o que e´ absurdo. Supondo agora que o domı´nio de P (N) conte´m N = 0 na sua adereˆncia
tem-se que existe Nj → 0 tal que P (Nj) esta´ definido para cada j. Neste caso tambe´m
δNj − γ logNj → +∞ quando j →∞ e a conclusa˜o e´ identica a` anterior. De modo ana´logo
tem-se que se existisse (Nj) convergente e tal que P (Nj)→ +∞ ou P (Nj)→ 0 quando j →∞
ter-se-ia βP (Nj)−α log P (Nj)→ +∞ quando j →∞ e a mesma conclusa˜o seria obtida. Isto
permite concluir que as soluc¸o˜es de (77) sa˜o limitadas e esta˜o definidas em intervalos limitados
e que nem o domı´nio nem o contradomı´nio conteˆm o zero na sua adereˆncia.
3. Pelos resultados obtidos na linearizac¸a˜o (al´ınea 1b)), no estudo das regio˜es de monotonia do
primeiro quadrante (al´ınea 1c)) e na investigac¸a˜o do domı´nio e contradomı´nio das soluc¸o˜es
P = P (N) de (77) pode-se concluir o esboc¸o do retrato de fase do sistema (76) apresentado
na Figura 59.
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Figura 59: Esboc¸o do retrato de fases do sistema (76).
IV.
Comecemos por esboc¸ar, na Figura 60, o gra´fico da func¸a˜o f(x) dada no enunciado,
f(x) =
(
x− 1
2
)
χ
[1/2,1]
(x), x ∈ [0, 1].
Figura 60: Gra´fico de f .
Atendendo aos resultados sobre convergeˆncia uniforme de se´ries de Fourier e a`s imposic¸o˜es do
enunciado, ha´ que prolongar f(x) a R de modo a que o prolongamento seja uma func¸a˜o
(i) ı´mpar
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(ii) perio´dica
(iii) cont´ınua e seccionalmente diferencia´vel
(iv) com primeira derivada integra´vel e de quadrado integra´vel num per´ıodo.
As duas primeiras condic¸o˜es garantem-nos que a se´rie de Fourier e´ uma se´rie de senos, a terceira
condic¸a˜o implica que a se´rie sera´ pontualmente convergente em R e que a soma da se´rie de Fourier
coincide com o prolongamento de f a R, por u´ltimo a condic¸a˜o (iv) garante que a se´rie sera´
uniformemente convergente em R.
Como exemplo tem-se a func¸a˜o f˜(x), 4-perio´dica, com o gra´fico dado na Figura 61.
Figura 61: Gra´fico de f˜ .
Os coeficientes de Fourier sa˜o, enta˜o, os seguintes
bn =
2
2
∫ 2
0
f˜(x) sin
nπx
2
dx
=
∫ 1
1/2
(
x− 1
2
)
sin
nπx
2
dx+
∫ 3/2
1
(
3
2
− x
)
sin
nπx
2
dx
(integrando por partes)
=
8
n2π2
sin
nπ
2
− 4
n2π2
(
sin
3nπ
4
+ sin
nπ
4
)
e portanto a se´rie de Fourier sera´
∞∑
n=1
[
8
n2π2
sin
nπ
2
− 4
n2π2
(
sin
3nπ
4
+ sin
nπ
4
)]
sin
nπx
2
.
Atendendo a que f˜ e´ ı´mpar, 4-perio´dica, cont´ınua com derivada em [−2, 2] dada por
f˜ ′ =


−1, se x ∈]− 3/2,−1[∪]1, 3/2[
0, se x ∈ [−2,−3/2[∪] − 1/2, 1/2[∪]3/2, 2]
1, se x ∈]− 1,−1/2[∪]1/2, 1[
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a qual e´ seccionalmente constante e portanto integra´vel e de quadrado integra´vel. Daqui conclui-se
que a se´rie de Fourier de f˜ tem as condic¸o˜es exigidas no enunciado e que o seu gra´fico coincide com
o gra´fico de f˜ apresentado anteriormente.
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Teste de 3.5.97 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1oAno)
Justifique cuidadosamente todas as respostas.
Data: 3/5/1997
Durac¸a˜o: 1h30.
I.
Considere o sistema de equac¸o˜es diferenciais lineares de primeira ordem

x1
x2
x3
x4


′
=


−2 0 0 0
0 −1 1 0
0 −2 −3 1
0 0 0 1




x1
x2
x3
x4

+ b(t) (78)
1. Considere que b(t) = (1, 1 + t, t, 0)T.
a) Determine a soluc¸a˜o geral da equac¸a˜o homoge´nea correspondente a (78).
b) Determine uma soluc¸a˜o particular de (78) e escreva uma expressa˜o para a sua soluc¸a˜o geral.
c) Determine a soluc¸a˜o de (78) que satisfaz a condic¸a˜o inicial x(0) = (1, 1, 0, 1)T .
2. Seja agora b(t) ≡ 0.
a) Determine todos os subespac¸os de R4 que sa˜o invariantes para o sistema e para os quais o(s)
ponto(s) de equil´ıbrio da restric¸a˜o de (78) e´(sa˜o) assimptoticamente esta´vel(eis).
b) Esboce o retrato de fase da restric¸a˜o de (78) ao subespac¸o de maior dimensa˜o que determinou
na al´ınea anterior.
II.
Considere a equac¸a˜o diferencial ordina´ria de ordem n
x(n) + t−1an−1x(n−1) + t−2an−2x(n−2) + · · ·+ t−(n−1)a1x′ + t−na0x = 0, (79)
onde aj, com j = 0, . . . , n − 1, sa˜o constantes reais e t > 0. Considere a nova varia´vel dependente
y = (y1, y2, . . . , yn)
T definida por yj
def
= tj−1x(j−1).
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1.a) Mostre que na nova varia´vel dependente a equac¸a˜o (79) transforma-se num sistema de primeira
ordem do tipo
ty′ = Ay (80)
e determine explicitamente a matriz A.
b) Mostre que uma matriz fundamental para (80) e´ Φ(t) = tA.
c) Conclua que uma base para o espac¸o das soluc¸o˜es (complexas) de (79) e´ constitu´ıda pelas
func¸o˜es
ϕ(t) = tλ(log t)m
onde os λλ sa˜o os valores pro´prios distintos da matriz A e, para cada λ, os mm sa˜o inteiros
na˜o-negativos inferiores a` multiplicidade alge´brica de λ.
(Sugesta˜o: Podera´ ser u´til utilizar a mudanc¸a de varia´vel independente t 7→ s = log t. )
2. Mostre que a soluc¸a˜o geral da equac¸a˜o diferencial x′′′ + t−1x′′ − t−2x′ = 0 e´ dada por x(t) =
α0 + α1 log t+ α2t
2, onde α0, α1 e α2 sa˜o constantes reais arbitra´rias.
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Resoluc¸a˜o:
I.
1.a) Observando que a matriz do sistema, que designaremos por A, e´ diagonal por blocos, A =
diag(−2, A1) com A1 =

 −1 1 0−2 −3 1
0 0 1

 , conclu´ımos que uma matriz fundamental e´, por
exemplo,
Φ(t) =


e−2t
Φ1(t)


onde Φ1(t) e´ uma matriz fundamental para o sistema tridimensional obtido da submatriz A1.
Os valores pro´prios de A1 sa˜o os zeros do seu polino´mio caracter´ıstico,
pA1(λ)
def
= det(A1 − λI3)
= det

 −1− λ 1 0−2 −3− λ 1
0 0 1− λ


= (1− λ)(λ2 + 4λ+ 5)
= (1− λ)(λ− (−2 + i))(λ − (−2− i))
ou seja, sa˜o λ1 = 1, λ2 = −2+ i e λ3 = −2− i. Os vectores pro´prios correspondentes ao valor
pro´prio λ1 = 1 sa˜o os elementos de N (A1 − I3) :
v ∈ N (A1 − I3) ⇐⇒

 −2 1 0−2 −4 1
0 0 0



 v1v2
v3

 = 0
⇐⇒
{ −2v1 + v2 = 0
−2v1 − 4v2 + v3 = 0
⇐⇒
{
v2 = 2v1
v3 = 10v1
⇐⇒ v =

 12
10

 v1, com v1 arbitra´rio.
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O espac¸o pro´prio complexo correspondente a λ2 = −2 + i e´ constituido pelos vectores v =
(v1, v2, v3)
T tais que
v ∈ N (A1 − λ2I3) ⇐⇒

 1− i 1 0−2 −1− i 1
0 0 3− i



 v1v2
v3

 = 0
⇐⇒


(1− i)v1 + v2 = 0
−2v1 + (−1− i)v2 + v3 = 0
(3− i)v3
⇐⇒
{
v2 = −(1− i)v1
v3 = 0
⇐⇒ v =

 1−1 + i
0

 v1,
com v1 ∈ C arbitra´rio. Por exemplo, fazendo v1 = 1 tem-se
v =

 1−1
0

+ i

 01
0


e portanto duas soluc¸o˜es reais linearmente independentes sa˜o a parte real e a parte imagina´ria
da soluc¸a˜o complexa
e(−2+i)tv = e−2t(cos t+ i sin t)



 1−1
0

+ i

 01
0




= e−2t

 cos t− cos t− sin t
0

+ ie−2t

 sin t− sin t+ cos t
0


ou seja, e−2t

 cos t− cos t− sin t
0

 e e−2t

 sin t− sin t+ cos t
0

 . Assim, Φ1(t) pode ser escrito como
se segue
Φ1(t) =

 e−2t cos t e−2t sin t et−e−2t cos t− e−2t sin t −e−2t sin t+ e−2t cos t 2et
0 0 10et


e portanto a soluc¸a˜o geral da equac¸a˜o homoge´nea e´

x1(t)
x2(t)
x3(t)
x4(t)

 =


e−2t 0 0 0
0 e−2t cos t e−2t sin t et
0 −e−2t cos t− e−2t sin t −e−2t sin t+ e−2t cos t 2et
0 0 0 10et




α1
α2
α3
α4


onde α1, . . . , α4 sa˜o constantes reais arbitra´rias.
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b) Atendendo a que b(t) = (1, 1+ t, t, 0)T e´ do tipo pk(t)e
λt, com o grau k do polino´mio vectorial
igual a 1 e com λ = 0 podemos utilizar o me´todo dos palpites: como λ = 0 na˜o e´ valor pro´prio
da matriz do sistema tem-se que uma soluc¸a˜o particular sera´ do tipo qℓ(t) com ℓ ≤ k = 1 e
portanto iremos tentar
xpart(t) =


a1 + b1t
a2 + b2t
a3 + b3t
a4 + b4t

 .
Temos enta˜o, substituindo este palpite em (78),
0 =


b1
b2
b3
b4

−


−2 0 0 0
0 −1 1 0
0 −2 −3 1
0 0 0 1




a1 + b1t
a2 + b2t
a3 + b3t
a4 + b4t

−


1
1 + t
t
0


=


(b1 + 2a1 − 1) + 2b1t
(b2 + a2 − a3 − 1) + (b2 − b3 − 1)t
(b3 + 2a2 + 3a3 − a4) + (2b2 + 3b3 − b4 − 1)t
(b4 − a4)− b4t

 ,
pelo que 

b1 + 2a1 − 1 = 0
2b1 = 0
b2 + a2 − a3 − 1 = 0
b2 − b3 − 1 = 0
b3 + 2a2 + 3a3 − a4 = 0
2b2 + 3b3 − b4 − 1 = 0
b4 − a4 = 0
b4 = 0
⇐⇒


a1 = 1/2
b1 = 0
a2 = 4/25
b2 = 4/5
a3 = −1/25
b3 = −1/5
a4 = 0
b4 = 0
e portanto uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea e´
xpart(t) =


1/2
(4 + 20t)/25
−(1 + 5t)/25
0


e a soluc¸a˜o geral e´ obtida por
x(t) = xhom(t) + xpart(t)
onde xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea associada a (78) que foi apresentada no
fim da resoluc¸a˜o da al´ınea anterior.
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c) A soluc¸a˜o pedida tem de satisfazer x(0) = (1, 1, 0, 1)T e portanto as constantes α1, . . . , α4 tera˜o
de satisfazer 

1
1
0
1

 =


1 0 0 0
0 1 0 1
0 −1 1 2
0 0 0 10




α1
α2
α3
α4

+


1/2
4/25
−1/25
0


ou seja 

1/2
21/25
1/25
1

 =


α1
α2 + α4
−α2 + α3 + 2α4
10α4

 ⇐⇒


α1 = 1/2
α2 = 37/50
α3 = 27/50
α4 = 1/10
.
2.a) Como a matriz do sistema na˜o tem valores pro´prios nulos, o u´nico ponto de equil´ıbrio e´ x = 0.
Observando que para que a origem seja assimptoticamente esta´vel e´ necessa´rio e suficiente
que todos os valores pro´prios da restric¸a˜o do sistema tenham parte real negativa, e atendendo
a que, pela resoluc¸a˜o de 1.a), aos valores pro´prios com parte real negativa correspondem os
seguintes subespac¸os invariantes de R4,
λ = −2 , E = {(α, 0, 0, 0)T : α ∈ R}
λ = −2 + i , F = {(0, β, γ, 0)T : β, γ ∈ R}
conclu´ımos que os subespac¸os invariantes de R4 para os quais a origem e´ assimptoticamente
esta´vel sa˜o
{0} E, F e E ⊕ F.
os quais, exceptuando o caso do primeiro que conte´m um u´nico ponto, teˆm dimensa˜o um,
dois e treˆs, respectivamente.
b) Os retratos de fase em E e F podem facilmente esboc¸ar-se por observac¸a˜o de (78) e relem-
brando os ca´lculos efectuados na al´ınea 1a):
em E tem-se o que se apresenta na Figura 62.
Figura 62: Retrato de fases em E.
em F : atendendo aos ca´lculos feitos anteriormente, um vector pro´prio correspondente a
−2 + i e´
vR + ivI =


0
1
−1
0

+ i


0
0
1
0


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e a representac¸a˜o de vR e vI no plano (x2, x3) e´ a dada na Figura 63.
Figura 63: Representac¸a˜o de vR e vI no plano (x2, x3).
No eixo dos x3x3 os vectores tangentes a`s o´rbitas do sistema sa˜o

x1
x2
x3
x4


′
=


0
x3
−3x3
0


e portanto o retrato de fase do sistema restringido a F e´ o esboc¸ado na Figura 64.
Figura 64: Retrato de fase do sistema restringido a F .
Consequentemente, o retrato de fase em E ⊕ F sera´ algo como se esboc¸a na Figura 65.
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Figura 65: Retrato de fase do sistema em E ⊕ F .
II.
1.a) Observando que yj = t
j−1x(j−1) e que portanto x(j) = t−jyj+1, tem-se, para j = 1,
y′1 = x
′ = t−1y2,
para 1 < j < n,
y′j =
(
tj−1x(j−1)
)′
= (j − 1)t(j−2)x(j−1) + tj−1x(j)
= (j − 1)tj−2t−(j−1)yj + tj−1t−jyj+1
= t−1 ((j − 1)yj + yj+1)
e finalmente para j = n,
y′n =
(
tn−1x(n−1)
)′
= (n− 1)t−1yn + tn−1x(n)
= (n− 1)t−1yn +
+tn−1
(
−t−na0x− t−(n−1)a1x′ − · · · − t−2an−2x(n−2) − t−1an−1x(n−1)
)
= (n− 1)t−1yn − t−1a0y1 − t−1a1y2 − · · · − t−1an−2yn−1 − t−1an−1yn
= t−1 (−a0y1 − a1y2 − · · · − an−2yn−1 + ((n − 1)− an−1)yn)
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Consequentemente a equac¸a˜o (79) e´ transformada no sistema
t


y1
y2
y3
y4
...
yn−1
yn


′
=


0 1 0 0 · · · 0 0
0 1 1 0 · · · 0 0
0 0 2 1 · · · 0 0
0 0 0 3 · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · (n− 2) 1
−a0 −a1 −a2 −a3 · · · −an−2 (n− 1)− an−1


︸ ︷︷ ︸
=:A


y1
y2
y3
y4
...
yn−1
yn


b) Atendendo a que Φ(t) = tA = eA log t tem-se
Φ′(t) = AeA log t
1
t
= AΦ(t)
1
t
ou seja tΦ′(t) = AΦ(t) e portanto Φ(t) e´ uma soluc¸a˜o matricial de (80). Como
Φ(t)−1 =
(
eA log t
)−1
= e−A log t = eA(− log t) = eA log t
−1
esta´ bem definida para todos os valores de t > 0, conclui-se que Φ(t) e´ invert´ıvel para qualquer
t > 0 e que, portanto, e´ uma matriz fundamental de (80).
c) Da al´ınea anterior tem-se que uma matriz fundamental de ty′ = Ay e´ Φ(t) = eA log t. Para
qualquer matriz A existe uma matriz de Jordan J e uma matriz de mudanc¸a de base de Rn,
M, tal que A =M−1JM e portanto eAs =M−1eJsM. Conclui-se assim que os elementos da
matriz eAs, e em particular os da sua primeira linha, sa˜o combinac¸o˜es lineares dos elementos
da matriz eJs, os quais sa˜o multiplos de func¸o˜es do tipo smeλs com os λλ sendo os valores
pro´prios de A e os mm sendo constantes inteiras na˜o-negativas inferiores a` multiplicidade
alge´brica dos λλ. Atendendo ao que ficou exposto e ao facto de, no presente caso, termos log t
em vez de s, conclui-se o pretendido.
2. Iremos resolver esta questa˜o de dois modos distintos7 comec¸ando com o mais directo: atendendo
a que x(t) ∈ C1(R+) e tendo em conta que x′(t) = α1 1t + 2α2t, x′′(t) = −α1 1t2 + 2α2 e
x′′′(t) = 2α1 1t3 , conclui-se que
x′′′(t) + t−1x′′(t)− t−2x′(t) = 2α1 1
t3
+ t−1
(
−α1
t2
+ 2α2
)
− t−2
(α1
t
+ 2α2t
)
= 2α1t
−3 − α1t−3 + 2α2t−1 − α1t−3 − 2α2t−1
= 0
e portanto a func¸a˜o dada e´ soluc¸a˜o da equac¸a˜o diferencial. Para concluir que e´ a soluc¸a˜o
geral basta mostrar que as func¸o˜es 1, log t e t2 sa˜o linearmente independentes em R+ o que e´
7Obviamente que no Teste na˜o era necessa´rio apresentar os dois. . .
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facilmente conseguido observando que o determinante da correspondente matriz Wronskiana
e´ diferente de zero para t > 0 :
det

 1 log t t20 t−1 2t
0 −t−2 2

 = 2t−1 + 2t−1 = 4t−1 > 0.
A segunda resoluc¸a˜o baseia-se na observac¸a˜o de que a equac¸a˜o dada e´ um caso particular de
(79) com n = 3, a0 = 0, a1 = −1 e a2 = 1. Consequentemente, pela al´ınea 1.a) a matriz A e´,
neste caso
A =

 0 1 00 1 1
0 1 1


cujos valores pro´prios sa˜o os zeros do polino´mio caracter´ıstico
pA(λ) = det

 −λ 1 00 1− λ 1
0 1 1− λ


= −λ((1− λ)(1− λ)− 1) = −λ(λ2 − 2λ) = −λ2(λ− 2),
ou seja, λ = 0 (com multiplicidade alge´brica igual a 2) e λ = 2 (com multiplicidade alge´brica
igual a 1). Assim, usando a al´ınea 1c) conclui-se que as func¸o˜es
ϕ1(t) = t
0(log t)0 = 1
ϕ2(t) = t
0(log t)1 = log t
ϕ3(t) = t
2(log t)0 = t2
constituem uma base para o espac¸o das soluc¸o˜es, pelo que a soluc¸a˜o geral sera´ a apresentada
no enunciado.
205
206
Exame de 20.6.97 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Mecaˆnica, 1oAno)
Justifique cuidadosamente todas as respostas.
Data: 20/6/1997
Durac¸a˜o: 1h30 + 1h30.
I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias
 xy
z

′ =

 −1 0 10 −1 0
1 0 −1



 xy
z

+ b(t) (81)
1. Seja b(t) ≡ 0.
a) Determine o(s) ponto(s) de equil´ıbrio de (81) e estude-o(s) quanto a` estabilidade.
b) Determine um subespac¸o L de R3 tal que o(s) equil´ıbrio(s) da restric¸a˜o de (81) a L seja(m) assimpto-
ticamente esta´vel(eis) e que L tenha a maior dimensa˜o poss´ıvel.
c) Esboce o retrato de fase de (81).
2. Considere agora b(t) = (0, cos(2t), 0)T.
a) Determine uma soluc¸a˜o particular de (81).
b) Determine a soluc¸a˜o geral de (81).
c) Determine a soluc¸a˜o de (81) que satisfaz (x(0), y(0), z(0))T = e1.
II.
Sejam a0, a1, a2 e a3 constantes reais e a3 6= 0. Considere a equac¸a˜o de Euler de terceira ordem
a3t
3x′′′ + a2t
2x′′ + a1tx
′ + a0x = 0. (82)
1. Definindo uma nova varia´vel independente s pela relac¸a˜o t = es e usando a notac¸a˜o f˙ = ddsf,
a) Mostre que x′ = e−sx˙ , x′′ = e−2s(x¨− x˙) e x′′′ = e−3s(...x −3x¨+ 2x˙).
b) Escreva a equac¸a˜o diferencial ordina´ria resultante da aplicac¸a˜o da mudanc¸a de varia´vel t 7→ s a` equac¸a˜o
(82).
2. Sejam a0 = a1 = a2 − 2 = a3 = 1. Determine a soluc¸a˜o geral real de (82).
III.
Considere a equac¸a˜o diferencial ordina´ria(
3
w
+
w
x2
)
+
(
3
x
+
x
w2
)
dw
dx
= 0. (83)
a) Mostre que (83) tem um factor integrante do tipo µ = µ(xw).
b) Mostre que a soluc¸a˜o de (83) com condic¸a˜o inicial w(1) = 1 e´ dada implicitamente por x3w+xw3−2 = 0.
c) Determine o polino´mio de Taylor de segunda ordem, no ponto 1, da soluc¸a˜o dada implicitamente na al´ınea
anterior.
IV.
Sejam a(t) ∈ C1 e b(t) ∈ C0 duas func¸o˜es reais definidas em R+. Suponha que a(t) > 0 e considere a equac¸a˜o
diferencial ordina´ria de segunda ordem
(a(t)x′)′ + b(t)x = 0 (84)
A mudanc¸a de varia´veis (ax′, x) 7→ (ρ, θ) dada por ax′ = ρ cos θ e x = ρ sin θ, usualmente designada por
transformac¸a˜o de Pru¨fer, transforma a equac¸a˜o (84) no sistema de primeira ordem

θ′ = 1a(t) cos
2 θ + b(t) sin2 θ
ρ′ =
(
1
a(t) − b(t)
)
ρ cos θ sin θ
(85)
a) Justifique que os problemas de Cauchy para o sistema (85) teˆm soluc¸a˜o local u´nica e mostre que os
respectivos intervalos ma´ximos de existeˆncia sa˜o ilimitados a` direita.
(Sugesta˜o: Podera´ ser u´til observar que a primeira equac¸a˜o de (85) na˜o depende de ρ(t). )
b) Considere a(t) = 1/t e b(t) = t. Determine a soluc¸a˜o de (84) que satisfaz a condic¸a˜o inicial x(
√
2) =
√
3
e x′(
√
2) =
√
2.
V.
A posic¸a˜o de equil´ıbrio de uma membrana que cobre um domı´nio limitado Ω e´ descrita por uma func¸a˜o
u = u(x, y) ∈ C0(Ω) ∩ C2(Ω) que e´ a soluc¸a˜o da equac¸a˜o de Laplace uxx + uyy = 0 em Ω e que satisfaz
condic¸o˜es apropriadas em ∂Ω.
Seja Ω =]0, 1[×]0, 1[ e considere a seguinte condic¸a˜o na fronteira ∂Ω
u |∂Ω (x, y) =
{
f(x) se y = 0,
0 caso contra´rio,
onde f : [0, 1]→ R satisfaz f(0) = f(1) = 0.
a) Determine uma expressa˜o formal para u(x, y).
b) Mostre que se f ∈ C4([0, 1]), enta˜o a soluc¸a˜o formal e´ uma soluc¸a˜o cla´ssica (i.e., no sentido indicado
acima) da equac¸a˜o de Laplace.
(Sugesta˜o: Mostre que sendo f de classe Ck([0, 1]) enta˜o os coeficientes de Fourier de f convergem
para 0 pelo menos como 1/nk. )
Resoluc¸a˜o:
I.
1.a) Os pontos de equil´ıbrio de (81) sa˜o os elementos do espac¸o nulo da matriz do sistema, ou seja,
sa˜o os pontos (x, y, z)T tais que

−x+ z = 0
−y = 0
x− z = 0
⇔
{
y = 0
x = z
⇔

 xy
z

 = α

 10
1

 ,
com α ∈ R arbitra´rio. A estabilidade dos pontos de equil´ıbrio e´ determinada pelo com-
portamento dos valores pro´prios da matriz do sistema, os quais sa˜o os zeros do polino´mio
caracter´ıstico
p(λ) = det

 −1− λ 0 10 −1− λ 0
1 0 −1− λ


= (−1− λ)((−1− λ)(−1− λ)− 1)
= −(1 + λ)(λ2 + 2λ)
= −λ(λ+ 1)(λ + 2)
ou seja, λ1 = 0, λ2 = −1 e λ3 = −2 sa˜o os valores pro´prios da matriz do sistema. Como
a multiplicidade alge´brica de λ1 = 0 e´ ma = 1 e portanto a multiplicidade geome´trica mg,
satisfazendo 1 ≤ mg ≤ ma, e´ tambe´m igual a 1, concluimos que os pontos de equil´ıbrio sa˜o
todos esta´veis (porque a parte real de todos os valores pro´prios e´ na˜o-positiva e aquele com
parte real nula tem multiplicidades alge´brica e geome´trica iguais) mas na˜o assimptoticamente
esta´veis (porque existe um valor pro´prio com parte real nula).
b) Sabendo que os espac¸os pro´prios correspondentes a valores pro´prios reais sa˜o subespac¸os reais
invariantes e atendendo a que se pretende determinar L de modo a que os pontos de equil´ıbrio
do sistema restringido a L sejam assimptoticamente esta´veis, ha´ que tomar os espac¸os pro´prios
correspondentes aos valores pro´prios negativos:
E−1 =

v = (v1, v2, v3)T :

 0 0 10 0 0
1 0 0



 v1v2
v3

 = 0


= {v = (v1, v2, v3)T : v1 = 0, v3 = 0}
= {(0, α, 0)T : α ∈ R}
E−2 =

v = (v1, v2, v3)T :

 1 0 10 1 0
1 0 1



 v1v2
v3

 = 0


= {v = (v1, v2, v3)T : v1 + v3 = 0, v2 = 0}
= {(β, 0,−β)T : β ∈ R}
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e portanto o subespac¸o L pretendido e´
L = E−1 ⊕E−2 = {v = (β, α,−β)T : α, β ∈ R} .
c) O retrato de fase de (81) restringido a L e´, atendendo a`s al´ıneas anteriores, o esboc¸ado na
Figura 66.
Figura 66: Retrato de fase de (81) restringido a L.
e portanto, atendendo a que o outro subespac¸o invariante para (81) e´ o espac¸o pro´prio corres-
pondente a λ1 = 0, ou seja, e´ o espac¸o nulo da matriz do sistema, o qual, como foi calculado
na al´ınea a), e´
E0 = {v = (γ, 0, γ)T : γ ∈ R}
e atendendo a que E0 ⊥ L tem-se o retrato de fase de (81) que se exibe na Figura 67.
Figura 67: Retrato de fase de (81).
2.a) Observe-se que com o b(t) dado o sistema (81) pode-se escrever na forma

x′ = −x+ z
z′ = x− z
y′ = −y + cos 2t
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e portanto uma soluc¸a˜o particular pode ser conseguida tendo em conta que o subsistema para
(x, z) e´ homoge´neo, pelo que uma soluc¸a˜o particular e´ x(t) = z(t) = 0, e, utilizando o me´todo
dos palpites para a equac¸a˜o para y, tem-se o seguinte: como cos 2t = Re
(
ei2t
)
e 2i 6= −1
tem-se que uma soluc¸a˜o particular da equac¸a˜o para y sera´ do tipo ypart(t) = α cos 2t+β sin 2t,
onde α e β sa˜o reais que tera˜o de satisfazer
0 = y′part + ypart − cos 2t
= −2α sin 2t+ 2β cos 2t+ α cos 2t+ β sin 2t− cos 2t
= (2β + α− 1) cos 2t+ (β − 2α) sin 2t
ou seja {
2β + α− 1 = 0
β − 2α = 0 ⇐⇒
{
α = 1/5
β = 2/5
e uma soluc¸a˜o particular de (81) e´
 xy
z


part
(t) =

 01
5 cos 2t+
2
5 sin 2t
0

 .
b) Atendendo a` al´ınea anterior a soluc¸a˜o geral de (81) pode ser escrita na forma
 xy
z

 (t) =

 xy
z


hom
(t) +

 01
5 cos 2t+
2
5 sin 2t
0


onde (x, y, z)Thom e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea, a qual, atendendo a`s al´ıneas 1.a) e
1.b) pode ser imediatamente escrita pelo me´todo dos valores e vectores pro´prios:
 xy
z


hom
(t) =

 γ0
γ

+

 0α
0

 e−t +

 β0
−β

 e−2t.
c) As constantes α, β e γ teˆm de ser tais que a igualdade seguinte seja va´lida
 10
0

 =

 γ0
γ

+

 β0
−β

+

 0α
0

+

 01/5
0

 =

 γ + βα+ 1/5
γ − β


ou seja 

γ + β = 1
α+ 1/5 = 0
γ − β = 0
⇐⇒


2β = 1
α = −1/5
γ = β
⇐⇒


α = −1/5
β = 1/2
γ = 1/2
e a soluc¸a˜o pretendida e´
 xy
z

 (t) =

 1/20
1/2

+

 0−1/5
0

 e−t +

 1/20
−1/2

 e−2t +

 01
5 cos 2t+
2
5 sin 2t
0

 .
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II.
1.a) Observe-se que t = es ⇔ s = log t. Pelo teorema de derivac¸a˜o das func¸o˜es compostas tem-se
x′ =
dx
dt
=
dx
ds
ds
dt
=
ds
dt
x˙ =
1
t
x˙ = e−sx˙
x′′ =
d
dt
x′ =
d
dt
(e−sx˙) =
d
ds
(e−sx˙)
ds
dt
= (−e−sx˙+ e−sx¨)e−s = e−2s(x¨− x˙)
x′′′ =
d
dt
x′′ =
d
dt
(
e−2s(x¨− x˙)) = d
ds
(
e−2s(x¨− x˙)) ds
dt
=
(−2e−2sx¨+ 2e−2sx˙+ e−2s ...x −e−2sx¨) e−s = e−3s(...x −3x¨+ 2x˙)
como se pretendia obter
b) Substituindo o resultado da al´ınea anterior e a definic¸a˜o de s na equac¸a˜o (82) obtem-se
0 = a3e
3se−3s(
...
x −3x¨+ 2x˙) + a2e2se−2s(x¨− x˙) + a1ese−sx˙+ a0x
= a3
...
x +(a2 − 3a3)x¨+ (a1 − a2 + 2a3)x˙+ a0x
que e´ a equac¸a˜o pretendida.
2. Com a0 = a1 = a2 − 2 = a3 = 1 e a transformac¸a˜o de varia´veis fornecida, a equac¸a˜o da al´ınea
anterior e´
1· ...x +(3− 3 · 1)x¨+ (1− 3 + 2 · 1)x˙+ 1 · x = 0,
ou seja,
...
x +x = 0. Denotando x˙ por Dx a equac¸a˜o escreve-se (D3 + 1)x = 0. Para factorizar
o polino´mio diferencial D3+1 observe-se que λ = −1 e´ um zero de p(λ) := λ3+1 e dividindo
p(λ) por λ + 1 obte´m-se λ2 − λ + 1, cujos zeros sa˜o 12 ±
√
3
2 i. Consequentemente a soluc¸a˜o
geral real da equac¸a˜o (D3 + 1)x = 0 e´
x(s) = c1e
−s + c2e
1
2
s cos
(√
3
2
s
)
+ c3e
1
2
s sin
(√
3
2
s
)
com c1, c2 e c3 constantes reais arbitra´rias. Portanto, na varia´vel independente original, t,
obte´m-se a soluc¸a˜o
x(t) = c1
1
t
+ c2
√
t cos
(√
3
2
log t
)
+ c3
√
t sin
(√
3
2
log t
)
.
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III.
a) Seja v = xy. Procuremos um factor integrante do tipo µ = µ(v). Se existir a equac¸a˜o obtida por
multiplicac¸a˜o de (83) por µ(v) sera´ exacta, ou seja, verificar-se-a`
∂
∂w
(
µ(v)
(
3
w
+
w
x2
))
=
∂
∂x
(
µ(v)
(
3
x
+
x
w2
))
⇐⇒
µ′x
(
3
w
+
w
x2
)
+
(
− 3
w2
+
1
x2
)
µ = µ′w
(
3
x
+
x
w2
)
+
(
− 3
x2
+
1
w2
)
µ ⇐⇒(
x2 − w2
wx
)
µ′ = −2
(
w2 − x2
w2x2
)
µ ⇐⇒
µ′ =
2
xw
µ ⇐⇒
µ′ =
2
v
µ
e uma soluc¸a˜o desta equac¸a˜o linear escalar de primeira ordem e´ µ(v) = v2 pelo que um factor
integrante para (83) e´ µ(xw) = (xw)2.
b) Pela al´ınea anterior sabe-se que a equac¸a˜o
(xw)2
(
3
w
+
w
x2
)
+ (xw)2
(
3
x
+
x
w2
)
dw
dx
= 0
e´ exacta. Escrevendo esta equac¸a˜o na forma mais simplificada
(3x2w + w3) + (3xw2 + x3)
dw
dx
= 0
sabe-se que existe uma func¸a˜o Φ tal que

∂
∂x
Φ(x,w) = 3x2w + w3
∂
∂w
Φ(x,w) = 3xw2 + x3
⇐⇒


Φ(x,w) = x3w + xw3 + h1(w)
Φ(x,w) = xw3 + x3w + h2(x)
e portanto pode-se escolher h1(w) = h2(x) = 0 e as soluc¸o˜es de (83) sa˜o dadas implicitamente
por x3w +w3x = C, onde C e´ uma constante real arbitra´ria. Para a condic¸a˜o inicial dada, a
saber w(1) = 1, tem-se 13 · 1 + 13 · 1 = C ⇔ C = 2 provando -se o pretendido.
c) Seja P2(x) o polino´mio da Taylor da soluc¸a˜o em x = 1, ou seja
P2(x) = w(1) + w
′(1)(x− 1) + 1
2!
w′′(1)(x− 1)2.
Sabe-se da condic¸a˜o inicial que w(1) = 1. Da equac¸a˜o (83) calculada em x = 1, w = 1, vem(
3
1
+
1
12
)
+
(
3
1
+
1
12
)
dw
dx
(1) = 0
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ou seja, 4 + 4w′(1) = 0 e portanto w′(1) = −1. Finalmente, para calcular w′′(1) derive-se
(derivada total) a equac¸a˜o (83) em relac¸a˜o a x e calcule-se o resultado em x = w = 1.
Derivando a equac¸a˜o tem-se(
− 3
w2
dw
dx
+
1
x2
dw
dx
− 2 w
x3
)
+
(
− 3
x2
+
1
w2
− 2x
w3
dw
dx
)
dw
dx
+
(
3
x
+
x
w2
)
d2w
dx2
= 0,
pelo que substituindo os valores vem (3 − 1 − 2) + (−3 + 1 + 2)(−1) + 4w′′(1) = 0, ou seja
w′′(1) = 0. Assim, a expressa˜o pretendida e´
P2(x) = 1− (x− 1) = 2− x.
IV.
a) Atendendo a que a equac¸a˜o para θ(t) na˜o depende de ρ(t), podemos comec¸ar por analizar
esta equac¸a˜o. Como a(t) e´ continuamente diferencia´vel e positivo em R+ e b(t) e´ cont´ınuo,
conclui-se que o membro direiro da equac¸a˜o para θ e´ cont´ınuo em relac¸a˜o a t. E´ imediato
que e´ de classe C∞ em relac¸a˜o a θ com derivada parcial em ordem a esta varia´vel igual a
2(b(t)−1/a(t)) cos θ sin θ. Consequentemente, em regio˜es compactas Ω ⊂ R+×R a quantidade
L = sup
(t,θ)∈Ω
∣∣∣∣2
(
b(t)− 1
a(t)
)
cos θ sin θ
∣∣∣∣ = sup
(t,θ)∈Ω
∣∣∣∣b(t)− 1a(t)
∣∣∣∣
e´ um nu´mero real, pelo que a func¸a˜o do membro direito da equac¸a˜o para θ em (85) e´ localmente
Lipschitz em relac¸a˜o a θ e o teorema de Picard-Lindelo¨f permite afirmar que existe uma soluc¸a˜o
local u´nica θ(t) para os problemas de valores iniciais associados a esta equac¸a˜o. Obtida a
garantia de existeˆncia da func¸a˜o θ(t) pode-se substituir esta na equac¸a˜o para ρ(t) obtendo-se
a equac¸a˜o diferencial linear de primeira ordem
ρ′ =
[(
1
a(t)
− b(t)
)
cos θ(t) sin θ(t)
]
ρ (86)
e, como a func¸a˜o entre parentesis rectos e´ cont´ınua, conclui-se que os problemas de Cauchy
para esta equac¸a˜o teˆm soluc¸a˜o local u´nica.
Para concluir que os intervalos ma´ximos de existeˆncia das soluc¸o˜es de problemas de valores
iniciais sa˜o ilimitados a` direita comecemos tambe´m por estudar a componente θ(t). Suponha-
se que e´ dada uma condic¸a˜o inicial arbitra´ria θ(t0) = θ0. Observando que o valor absoluto
do membro direito da equac¸a˜o para θ(t) pode ser majorado por |b(t)|+ 1/a(t), sabemos que
|θ(t)| ≤ u(t) onde u(t) e´ a soluc¸a˜o da equac¸a˜o diferencial u′ = |b(t)| + 1/a(t) com condic¸a˜o
inicial u(t0) = θ0, e portanto
|θ(t)| ≤ θ0 +
∫ t
t0
(|b(s)|+ 1/a(s)) ds.
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Como a func¸a˜o integranda esta´ definida e e´ cont´ınua em todos os valores de t satisfazendo
t ≥ t0 > 0, concluimos que o integral e´ finito para todos os valores reais positivos de t. Isto
implica que a u´nica maneira da soluc¸a˜o θ(t) deixar de existir para algum valor de t < ∞
e´ existir um β tal que na˜o exista limt↑β θ′(t), o que na˜o e´ poss´ıvel acontecer uma vez que a
derivada de θ(t), a qual e´ dada pelo membro direito da equac¸a˜o para θ, esta´ definida para
todos os valores reais de θ e para todos os valores de t > 0. Isto permite concluir que o intervalo
ma´ximo para θ(t) e´ ilimitado a` direita. Quanto ao intervalo ma´ximo para a componente ρ(t)
observe-se que podemos obter uma expressa˜o para esta func¸a˜o resolvendo a equac¸a˜o (86) com
uma condic¸a˜o inicial ρ(t0) = ρ0, vindo
ρ(t) = ρ0 exp
[∫ t
t0
((
1
a(t)
− b(t)
)
cos θ(s) sin θ(s)
)
ds
]
.
Como, atendendo a`s hipo´teses sobre a(t) e b(t) e ao resultado do estudo do intervalo ma´ximo
para θ(t), a func¸a˜o integranda esta´ definida e e´ cont´ınua em, pelo menos, [t0,+∞), enta˜o
podemos concluir que ρ(t) estara´ tambe´m definido neste intervalo, o que mostra o pretendido.
b) Usando a transformac¸a˜o de Pru¨fer para estes valores de a(t) e b(t) o sistema (85) toma a seguinte
forma {
θ′ = t cos2 θ + t sin2 θ
ρ′ = (t− t)ρ cos θ sin θ ⇐⇒
{
θ′ = t
ρ′ = 0
cuja soluc¸a˜o geral e´ {
θ(t) = t
2
2 + β
ρ(t) = γ
onde β e γ sa˜o constantes reais arbitra´rias. Consequentemente, a soluc¸a˜o geral do problema
dado e´ x(t) = ρ(t) sin θ(t) = γ sin
(
t2
2 + β
)
e como x′(t) = tγ sin
(
t2
2 + β
)
, a condic¸a˜o inicial
dada implica que se tem de ter

√
3 = γ sin
(
(
√
2)2
2 + β
)
√
2 =
√
2γ sin
(
(
√
2)2
2 + β
) ⇐⇒ { √3 = γ sin (β + 1)
1 = γ sin (β + 1)
.
Dividindo a primeira equac¸a˜o pela segunda tem-se tan(β + 1) =
√
3 e portanto β + 1 =
π
3 + kπ, k ∈ N0, ou seja, β = π3 − 1 + kπ. Consequentemente, 1 = γ cos
(
π
3 − 1 + kπ + 1
)
=
γ cos
(
π
3 + kπ
)
ou seja γ = 2(−1)k, k ∈ N0. Observando que todas as expresso˜es, com todos os
poss´ıveis diferentes valores de k, sa˜o iguais, podemos, sem perda de generalidade, considerar
k = 0 e a soluc¸a˜o pretendida vem dada por
x(t) = 2 sin
(
t2
2
+
π
3
− 1
)
.
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V.
a) Iremos recorrer ao me´todo de Fourier. Fazendo u(x, y) = X(x)Y (y) tem-se uxx = X
′′(x)Y (y) e
uyy = X(x)Y
′′(y) pelo que a equac¸a˜o de Laplace no quadrado ]0, 1[2 pode ser escrita como
X ′′Y +XY ′′ = 0. Supondo que u = XY na˜o se anula em ]0, 1[2 podemos dividir esta equac¸a˜o
por u e separar varia´veis obtendo-se
X ′′
X
(x) = −Y
′′
Y
(y), (x, y) ∈]0, 1[2
e portanto tera´ de existir pelo menos uma constante real σ tal que
X ′′
X
(x) = σ = −Y
′′
Y
(y), (x, y) ∈]0, 1[2
o que resulta no seguinte sistema de equac¸o˜es diferenciais ordina´rias lineares
X ′′ − σX = 0
Y ′′ + σY = 0.
A condic¸a˜o na fronteira para u(x, y) dada no enunciado pode escrever-se do seguinte modo:
u(1, y) = 0, u(0, y) = 0, u(x, 1) = 0, e u(x, 0) = f(x) (cf. Figura 68).
Figura 68: Esquema das condic¸o˜es na fronteira dadas no enunciado.
Assim, nas novas varia´veis tem-seX(1) = X(0) = Y (1) = 0 pelo que e´ conveniente comec¸armos
por considerar o problema de valores na fronteira para a equac¸a˜o para X(x) :{
X ′′ − σX = 0
X(0) = X(1) = 0.
Estudaremos de seguida a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (na˜o identica-
mente nulas) deste problema:
Considere-se σ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(x) = ax+ b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(1) = a+ b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial X(x) ≡ 0.
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Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s
condic¸o˜es na fronteira tem-se 0 = X(0) = a + b e 0 = X(1) = ae
√
σ + be
√
σ cuja u´nica
soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(x) ≡ 0.
Finalmente tome-se σ < 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) =
a cos(
√|σ|x) + b sin(√|σ|x). Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) =
a cos 0+b sin 0 = a e portanto 0 = X(1) = 0 cos
√|σ|+b sin√|σ| = b sin√|σ| concluindo-
se que, ou b = 0 e obtemos a soluc¸a˜o X(x) ≡ 0, ou sin√|σ| = 0, isto e´, √|σ| =√|σk| =
kπ, k ∈ N1, obtendo-se assim infinitas soluc¸o˜es do problema de valores na fronteira, em
particular as func¸o˜es Xk(x) = sin(kπx), ∀k ∈ N1, e todas as combinac¸o˜es lineares de
um nu´mero finito destas func¸o˜es.
Para a equac¸a˜o para Y (y) ja´ sabemos que σ = −k2π2 e portanto a equac¸a˜o pode ser escrita
como Y ′′−k2π2Y = 0 cuja soluc¸a˜o geral e´ Y (y) = akekπy+bke−kπy com ak e bk constantes reais
arbitra´rias (eventualmente diferentes para diferentes valores de k) que tera˜o de ser escolhidas
atendendo a`s condic¸o˜es na fronteira. Assim, a soluc¸a˜o formal da equac¸a˜o de Laplace em Ω
sera´ dada por
u(x, y) =
∞∑
k=1
(
ake
kπy + bke
−kπy
)
sin(kπx)
em que ak e bk teˆm de ser tais que se verifiquem as condic¸o˜es na fronteira
f(x) = u(x, 0) =
∞∑
k=1
(ak + bk) sin(kπx)
0 = u(x, 1) =
∞∑
k=1
(ake
kπ + bke
−kπ) sin(kπx).
Da segunda igualdade tem-se ak = −bke−2kπ e substituindo esta expressa˜o na primeira vem
f(x) =
∞∑
k=1
(1− e−2kπ)bk sin kπx
concluindo-se assim que (1−e−2kπ)bk sa˜o os coeficientes da se´rie de Fourier de senos da func¸a˜o
f(x), ou seja
bk =
2
1− e−2kπ
∫ 1
0
f(x) sin(kπx)dx.
Designando por fk o valor do integral
∫ 1
0
f(x) sin(kπx)dx pode-se escrever bk = 2fk/(1 −
e−2kπ) = 2fkekπ/(ekπ − e−kπ) e ak = −2fke−kπ/(ekπ − e−kπ) pelo que a soluc¸a˜o formal do
problema dado e´
u(x, y) = 2
∞∑
k=1
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx).
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b) Comecemos por verificar que a soluc¸a˜o formal u(x, y) dada na al´ınea anterior e´ cont´ınua em
[0, 1]2. Observando que todos os termos da se´rie de u(x, y) sa˜o func¸o˜es de classe C∞, e portanto
sa˜o cont´ınuas, e´ suficiente verificar se a se´rie e´ uniformemente convergente. Usaremos o teste-
M de Weierstrass. Para majorar os termos da se´rie formal em (x, y) ∈ [0, 1]2 observe-se que
e´ obvio que se tem | sin(kπy)| ≤ 1 e que a func¸a˜o
ϕ(y)
def
=
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ
tem a seguinte derivada
ϕ′(y) = −kπe
−kπ(1−y) + ekπ(1−y)
ekπ − e−kπ ,
a qual e´ sempre negativa e portanto ϕ(y) e´ estritamente decrescente, sendo o seu ma´ximo em
[0, 1] atingido quando y = 0 e o seu mı´nimo quando y = 1 :
−1 = ϕ(1) < ϕ(y) < ϕ(0) = 1.
Consequentemente tem-se |ϕ(y)| ≤ 1 em [0, 1] e pode-se majorar o termo geral da se´rie em
[0, 1]2 como se segue ∣∣∣∣∣fk e
kπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
∣∣∣∣∣ ≤ |fk|.
Para determinar a variac¸a˜o de |fk| com k temos de ter em atenc¸a˜o que , por hipo´tese, f ∈
C4([0, 1]) e f(0) = f(1) = 0. Integrando por partes a expressa˜o de fk tem-se
fk =
∫ 1
0
f(x) sin(kπx)dx
=
1
kπ
∫ 1
0
f ′(x) cos(kπx)dx
= − 1
k2π2
∫ 1
0
f ′′(x) sin(kπx)dx
= − 1
k3π3
∫ 1
0
f ′′′(x) cos(kπx)dx
=
1
k4π4
∫ 1
0
f (iv)(x) sin(kπx)dx
e portanto
|fk| ≤ 1
k4π4
M
onde M =
∫ 1
0
|f (iv)(x)|dx < ∞ visto que a func¸a˜o integranda e´ cont´ınua. Como a se´rie∑
k
1
k4
e´ convergente conclui-se, pelo teste-M de Weierstrass, que a se´rie e´ uniformemente
convergente e que, portanto, a func¸a˜o u(x, y) e´ (pelo menos) cont´ınua.
219
Para verificar se u e´ de classe C2 prosseguiremos de modo ana´logo. Comecemos pelas derivadas
em ordem a x :∣∣∣∣∣ ∂∂x
(
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
)∣∣∣∣∣ =
∣∣∣∣∣kπfk e
kπ(1−y) − e−kπ(1−y)
ekπ − e−kπ cos(kπx)
∣∣∣∣∣
≤ kπ|fk| ≤ M
k3π3∣∣∣∣∣ ∂
2
∂x2
(
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
)∣∣∣∣∣ =
∣∣∣∣∣−k2π2fk e
kπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
∣∣∣∣∣
≤ k2π2|fk| ≤ M
k2π2
Para as derivadas em ordem a y tem-se∣∣∣∣∣ ∂∂y
(
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
)∣∣∣∣∣ =
∣∣∣∣∣−kπfk e
kπ(1−y) + e−kπ(1−y)
ekπ − e−kπ sin(kπx)
∣∣∣∣∣
≤ M
k3π3
ekπ(1−y) + e−kπ(1−y)
ekπ − e−kπ∣∣∣∣∣ ∂
2
∂y2
(
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
)∣∣∣∣∣ =
∣∣∣∣∣k2π2fk e
kπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
∣∣∣∣∣
≤ k2π2|fk| ≤ M
k2π2
Para estimar o comportamento da primeira derivada em ordem a y temos de estudar o
comportamento de ψ(y) = ekπ(1−y) + e−kπ(1−y). Observe-se que, para 0 ≤ y < 1, tem-se
ψ′(y) = −kπ(ekπ(1−y) − e−kπ(1−y)) < 0 e portanto ψ(y) e´ estritamente decrescente, ou seja,
para qualquer y ∈ [0, 1] verifica-se
2 = ψ(1) ≤ ψ(y) ≤ ψ(0) = ekπ + e−kπ.
Conclui-se daqui que
ekπ(1−y) + e−kπ(1−y)
ekπ − e−kπ =
ψ(y)
ekπ − e−kπ ≤
ekπ + e−kπ
ekπ − e−kπ
e como
lim
k→∞
ekπ + e−kπ
ekπ − e−kπ = 1
concluimos que esta sucessa˜o e´ majorada por alguma constante real N > 1 e portanto um
majorante para o mo´dulo da primeira derivada em ordem a y e´ MN
k3π3
.
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Finalmente, para a derivada cruzada tem-se∣∣∣∣∣ ∂
2
∂x∂y
(
fk
ekπ(1−y) − e−kπ(1−y)
ekπ − e−kπ sin(kπx)
)∣∣∣∣∣ =
∣∣∣∣∣−k2π2fk e
kπ(1−y) + e−kπ(1−y)
ekπ − e−kπ cos(kπx)
∣∣∣∣∣
≤ k2π2|fk|N ≤ MN
k2π2
Estes resultados e o teste-M de Weierstrass permitem concluir que as se´ries das primeiras e
das segundas derivadas parciais sa˜o uniformemente convergentes, o que permite concluir que
u(x, y) tem segundas derivadas parcias cont´ınuas e que, portanto, e´ uma soluc¸a˜o cla´ssica do
problema posto.
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Exame de 18.7.97 e resoluc¸a˜o.
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Instituto Superior Te´cnico
Departamento de Matema´tica
Secc¸a˜o de A´lgebra e Ana´lise
EQUAC¸O˜ES DIFERENCIAIS
(Mecaˆnica)
Justifique cuidadosamente todas as respostas.
Data: 18/7/1997
Durac¸a˜o: 3h00.
I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares
x′ =


2 3 0 0
−2 −2 −2 −2
0 0 0 0
0 0 1 −1

x (87)
a) Determine os valores e os vectores pro´prios da matriz do sistema (87).
b) Determine a soluc¸a˜o geral real de (87).
c) Identifique os dois subespac¸os bidimensionais de R4 que sa˜o invariantes para (87).
d) Esboce os retratos de fase da restric¸a˜o de (87) aos subespac¸os bidimensionais que determinou na al´ınea
anterior.
II.
Considere a equac¸a˜o diferencial linear
w(iv) − w′′′ + 8w′ − 8w = t2 + 1 (88)
a) Determine a soluc¸a˜o geral real da equac¸a˜o homoge´nea correspondente a (88).
b) Determine uma soluc¸a˜o particular de (88) e escreva uma expressa˜o para a soluc¸a˜o geral real da equac¸a˜o
dada.
III.
Determine a soluc¸a˜o do problema de valor inicial

dy
dx
=
1 + y
1− x
y(0) = 0
indicando explicitamente o seu intervalo ma´ximo Imax e qual a raza˜o por que a soluc¸a˜o na˜o pode ser prolon-
gada a intervalos J ⊃ Imax.
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IV.
Os movimentos vibrato´rios de uma mole´cula diato´mica podem ser modelados, em primeira aproximac¸a˜o,
pela equac¸a˜o diferencial
x′′ +
1
µ
dV
dx
(x) = 0 (89)
onde x = x(t) > 0 e´ a distaˆncia interato´mica, V = V (x) e´ o potencial interato´mico e µ > 0 e´ a massa
reduzida do sistema. Considere as novas varia´veis dependentes x1
def
= x e x2
def
= x′.
a) Usando a mudanc¸a de varia´veis dada, escreva o sistema de primeira ordem correspondente a (89).
b) Mostre que a func¸a˜o E(x1, x2) =
1
2µx
2
2+V (x1) e´ uma constante do movimento para o sistema que obteve
na al´ınea anterior.
c) Esboce o retrato de fases do sistema quando o potencial interato´mico e´ o potencial de Lennard-Jones
definido em R+ por
V (x) = 4ε
[(a
x
)12
−
(a
x
)6]
,
onde ε e a sa˜o constantes positivas.
d) Identifique no retrato de fases da al´ınea anterior as regio˜es correspondentes a o´rbitas limitadas e a o´rbitas
ilimitadas. Interprete fisicamente os resultados.
V.
Seja Ω uma placa rectangular disposta paralelamente aos eixos coordenados e feita de um material ani-
sotro´pico tal que os coeficientes de conduc¸a˜o te´rmica na direcc¸a˜o do eixo dos xx, D1, e na direcc¸a˜o do eixo
dos yy, D2, sa˜o diferentes. A evoluc¸a˜o da distribuic¸a˜o de temperatura na placa e´ modelada pela equac¸a˜o do
calor
∂u
∂t
= D1
∂2u
∂x2
+D2
∂2u
∂y2
, (t, x, y) ∈ R+ × Ω (90)
onde u = u(t, x, y) e´ a temperatura, no instante t, do ponto (x, y) da placa Ω.
1. Mostre que a mudanc¸a de varia´veis (x, y) 7→ (ξ, η) definida por ξ def= D−1/21 x e η def= D−1/22 y transforma a
equac¸a˜o (90) na equac¸a˜o seguinte
∂v
∂t
=
∂2v
∂ξ2
+
∂2v
∂η2
, (t, ξ, η) ∈ R+ × Ω˜ (91)
onde v(t, ξ, η)
def
= u(t, x(ξ), y(η)). Relacione Ω˜ com Ω.
2. Seja Ω =]0, L1[×]0, L2[ e considere L1D−1/21 = L2D−1/22 = π.
a) Suponha que na fronteira ∂Ω da placa Ω sa˜o impostas condic¸o˜es de Dirichlet homoge´neas. Utilizando
o me´todo de separac¸a˜o de varia´veis, obtenha uma expressa˜o para a soluc¸a˜o geral formal do problema
(91) correspondente.
b) Suponha que a distribuic¸a˜o inicial (t = 0) da temperatura na placa Ω e´ representada por uma func¸a˜o
real dada f(x, y). Fornec¸a uma expressa˜o formal para a distribuic¸a˜o de temperaturas na placa em
qualquer instante subsequente t > 0.
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Resoluc¸a˜o:
I.
a) Designemos por A a matriz do sistema. Os valores pro´prios da matriz sa˜o os zeros do seu
polino´mio caracter´ıstico,
pA(λ) = det


2− λ 3 0 0
−2 −2− λ −2 −2
0 0 −λ 0
0 0 1 −1− λ

 = −λdet

 2− λ 3 0−2 −2− λ −2
0 0 −1− λ


= λ(λ+ 1)[(λ− 2)(λ + 2) + 6]
= λ(λ+ 1)(λ2 + 2)
ou seja, λ1 = 0, λ2 = −1, λ3 = i
√
2 e λ4 = −i
√
2. Os vectores pro´prios sa˜o os seguintes:
Correspondentes ao valor pro´prio λ1 = 0 :
0 =


2 3 0 0
−2 −2 −2 −2
0 0 0 0
0 0 1 −1




v1
v2
v3
v4

 =


2v1 + 3v2
−2v1 − 2v2 − 2v3 − 2v4
0
v3 − v4


e portanto os vectores pro´prios sa˜o v = α(−6, 4, 1, 1)T onde α e´ um escalar arbitra´rio.
Correspondentes ao valor pro´prio λ2 = −1 :
0 =


3 3 0 0
−2 −1 −2 −2
0 0 1 0
0 0 1 0




w1
w2
w3
w4

 =


3w1 + 3w2
−2w1 −w2 − 2w3 − 2w4
w3
w3


pelo que w = β(2,−2, 0,−1)T com β um escalar arbitra´rio.
Correspondentes ao valor pro´prio λ3 = i
√
2 :
0 =


2− i√2 3 0 0
−2 −2− i√2 −2 −2
0 0 −i√2 0
0 0 1 −1− i√2




u1
u2
u3
u4


=


(2− i√2)u1 + 3u2
−2u1 − (2 + i
√
2)u2 − 2u3 − 2u4
−i√2u3
u3 − (1 + i
√
2)u4


e enta˜o w = γ(−3, 2 − i√2, 0, 0)T com γ qualquer escalar.
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Correspondentes ao valor pro´prio λ4 = −i
√
2, o qual e´ conjugado do valor pro´prio λ3,
tem-se como vectores pro´prios os vectores z = δ(−3, 2 + i√2, 0, 0)T com δ constante.
b) Uma soluc¸a˜o complexa correspondente ao valor pro´prio i
√
2 e´



−3
2
0
0

+ i


0
−√2
0
0



 (cos(√2t) + i sin(√2t)) =
=




−3
2
0
0

 cos(√2t) +


0√
2
0
0

 sin(√2t)

+ i




0
−√2
0
0

 cos(√2t) +


−3
2
0
0

 sin(√2t)


=


−3 cos(√2t)
2 cos(
√
2t) +
√
2 sin(
√
2t)
0
0

+ i


−3 sin(√2t)
2 sin(
√
2t)−√2 cos(√2t)
0
0

 .
Consequentemente, o me´todo dos valores e vectores pro´prios fornece a seguinte soluc¸a˜o geral
real do sistema (87)
x(t) =
= a


−6
4
1
1

+ b


2
−2
0
−1

 e−t + c


−3 cos(√2t)
2 cos(
√
2t) +
√
2 sin(
√
2t)
0
0

+ d


−3 sin(√2t)
2 sin(
√
2t)−√2 cos(√2t)
0
0

 ,
onde a, b, c e d sa˜o constantes reais arbitra´rias.
c) Atendendo aos resultados sobre valores e vectores pro´prios obtidos na al´ınea a), ou a` expressa˜o
da soluc¸a˜o geral real da al´ınea anterior, conclui-se imediatamente que os subespac¸os bidimen-
sionais de R4 que sa˜o invariantes para o sistema sa˜o
E = L {(−6, 4, 1, 1)T , (2,−2, 0,−1)T} = E0 + E−1
F = L
{
(−3, 2, 0, 0)T , (0,−√2, 0, 0)T} = L {e1, e2} ,
onde Eλ e´ o espac¸o pro´prio correspondente ao valor pro´prio λ.
d) Como E = E0 + E−1 e E0 e´ o espac¸o nulo da matriz A conclui-se que o esboc¸o do retrato de
fase do sistema restringido a E e´ indicado na Figura 69.
Para a restric¸a˜o do sistema a F tem-se o seguinte: representando apenas as componentes
na˜o-nulas, as o´rbitas do sistema sa˜o elipses com a posic¸a˜o indicada na Figura 70, onde vR =
(−3, 2, 0, 0)T e vI = (0,−
√
2, 0, 0)T. Para decidir o sentido das o´rbitas observe-se que no eixo
e2 os vectores tangentes a`s o´rbitas sa˜o x
′ = A · (0, β, 0, 0)T = β(3,−2, 0, 0)T e portanto o
esboc¸o do retrato de fase e´ apresentado na Figura 71.
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Figura 69: Retrato de fase do sistema (87) restringido a E.
Figura 70: Posic¸a˜o das elipses que constituem as o´rbitas do sistema restringido a F .
Figura 71: Retrato de fase do sistema (87) restringido a F .
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II.
a) Sendo (88) uma equac¸a˜o linear de quarta ordem, de coeficientes constantes, tem-se, escrevendo
D = ddt ,
(D4 −D3 + 8D − 8)w = t2 + 1.
Seja p(λ)
def
= λ4 − λ3 + 8λ− 8. Um zero de p(λ) obtem-se facilmente e e´ igual a 1. Dividindo
p(λ) por λ − 1 tem-se p(λ) = (λ − 1)(λ3 + 8). Como λ = −2 e´ um zero de λ3 + 8 tem-se,
dividindo este polino´mio por λ+2, a factorizac¸a˜o p(λ) = (λ− 1)(λ+2)(λ2− 2λ+4). Usando
a fo´rmula resolvente dos polino´mios de segundo grau obtem-se p(λ) = (λ− 1)(λ+2)(λ− (1+
i
√
3))(λ− (1− i√3)). A soluc¸a˜o geral real da equac¸a˜o homoge´nea correspondente a` equac¸a˜o
(88) e´, enta˜o,
w(t) = aet + be−2t + cet cos(
√
3t) + det sin(
√
3t),
onde a, b, c e d sa˜o constantes reais arbitra´rias.
b) Usando o me´todo dos palpites, como λ = 0 na˜o e´ uma raiz do polino´mio p(λ) conclui-se que
uma soluc¸a˜o particular de (88) pode ser da seguinte forma
wpart(t) = αt
2 + βt+ γ.
Consequentemente, substituindo na equac¸a˜o (88), tem-se (0)− (0)+8(2αt+β)−8(αt2 +βt+
γ) = t2 + 1, ou seja 

−8α = 1
16α− 8β = 0
8β − 8γ = 1
⇐⇒


α = −1/8
β = −1/4
γ = −3/8
pelo que uma soluc¸a˜o particular e´ wpart(t) = −18t2− 14t− 38 e a soluc¸a˜o geral de (88) pode ser
dada por
w(t) = aet + be−2t + cet cos(
√
3t) + det sin(
√
3t)− 1
8
t2 − 1
4
t− 3
8
.
III.
A equac¸a˜o diferencial dada e´ separa´vel e portanto a soluc¸a˜o e´ facilmente calculada por integrac¸a˜o
directa, usando a condic¸a˜o inicial,∫ x
0
1
1 + y
dy
dx
dx =
∫ x
0
1
1− xdx ⇔
⇔
∫ y(x)
0
1
1 + y
dy =
∫ x
0
1
1− xdx
⇔ log |1 + y(x)| − 0 = − log |1− x|+ 0
⇔ log |1 + y(x)|+ log |1− x| = 0
⇔ log |(1 + y(x))(1 − x)| = 0
⇔ (1 + y(x))(1 − x) = 1 (atendendo a que quando x = 0 vem y(0) = 0)
⇔ y(x) = x
1− x
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E´ evidente desta expressa˜o que o intervalo ma´ximo de existeˆncia da soluc¸a˜o e´ Imax =] − ∞, 1[
visto que 0 esta´ neste intervalo, o qual e´ o maior intervalo de R onde a expressa˜o acima define
uma func¸a˜o de classe C1. Na˜o e´ poss´ıvel estender a soluc¸a˜o para intervalos J contendo Imax porque
lim
x→1−
y(x) = +∞ e portanto qualquer prolongamento real de y(x) a x = 1 tera´ de resultar numa
func¸a˜o descont´ınua, a qual, de acordo com a definic¸a˜o de soluc¸a˜o por no´s adoptada, na˜o podera´ ser
soluc¸a˜o.
IV.
a) Da mudanc¸a de varia´veis dada tem-se imediatamente x′1 = x
′ = x2 e x′2 = x
′′ = − 1µ dVdx (x) =
− 1µ dVdx1 (x1). Portanto o sistema de primeira ordem e´

x′1 = x2
x′2 = −
1
µ
dV
dx1
(x1).
(92)
b) Seja x1 = x1(t) e x2 = x2(t) uma soluc¸a˜o do sistema (92). Calculando a derivada de E ao longo
da o´rbita (x1(t), x2(t)) tem-se, para todo o t,
d
dt
E(x1(t), x2(t)) =
∂E
∂x1
x′1 +
∂E
∂x2
x′2
=
dV
dx1
x′1 + µx2x
′
2
=
dV
dx1
x2 + µx2 ·
(
− 1
µ
dV
dx1
)
= 0
pelo que E e´ constante ao longo das o´rbitas de (92), ou seja, e´ uma constante do movimento.
c) Sendo V (x) = 4ε
[(
a
x
)12 − (ax)6] os pontos de equil´ıbrio de (92) sa˜o os pontos de R2 da forma
(xˆ1, 0), onde xˆ1 e´ um zero de
dV
dx1
(x1). Como
dV
dx
= − 4ε
[
12
(a
x
)12 1
x
− 6
(a
x
)6 1
x
]
= − 48ε
x
(a
x
)6 [(a
x
)6
− 1
2
]
pelo que se observa imediatamente que o u´nico zero e´ xˆ1 = a
6
√
2. Da expressa˜o acima para a
derivada de V e´ tambe´m evidente que V (x) e´ estritamente decrescente para 0 < x < a 6
√
2 e
estritamente crescente para x > a 6
√
2. Por outro lado, da definic¸a˜o de V conclui-se facilmente
que V (x) → +∞ quando x → 0+ e que V (x) → 0 quando x → +∞. Esta informac¸a˜o
permite-nos ja´ trac¸ar o gra´fico de V (x1) com x1 > 0. Este e´ apresentado na Figura 72,
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Figura 72: Gra´fico de V em R+.
juntamente com os “n´ıveis de energia” que usaremos para trac¸ar o retrato de fase do sistema,
Emin < E−3 < E−2 < E−1 < E0 = 0 < E1 < E2, onde Emin
def
= min
x1∈R+
V (x1) = V (a
6
√
2).
Como, pela al´ınea anterior, a func¸a˜o 12µx
2
2 + V (x1) e´ uma constante do movimento, conclui-
se que o retrato do sistema (92) e´ que se apresenta na Figura 73, onde CEj e´ definido por
CEj = {(x1, x2) ∈ R+ × R : E(x1, x2) = Ej}, ou seja, e´ o conjunto de n´ıvel Ej da func¸a˜o
“energia total” E(x1, x2),
Figura 73: Retrato de fases de (92).
O sentido das o´rbitas, indicado na figura acima, pode ser obtido atendendo a que, no semi-eixo
positivo dos x1s, os vectores tangentes a`s o´rbitas sa˜o (x
′
1, x
′
2)
T =
(
0,− 1µ dVdx1 (x1)
)T
. Como V e´
decrescente em ]0, a 6
√
2[ tem-se x′2 > 0 para essa regia˜o do espac¸o de fases, como se apresentou
acima.
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d) Pelo retrato de fase da al´ınea anterior observa-se imediatamente que a separatriz entre o´rbitas
limitadas e ilimitadas e´ a o´rbita assente na curva de n´ıvel CE0 (ela pro´pria uma o´rbita ilimi-
tada) e conclui-se ainda o que se apresenta na Figura 74.
Figura 74: Soluc¸a˜o da al´ınea d).
As o´rbitas limitadas sa˜o perio´dicas e correspondem a verdadeiros movimentos oscilato´rios
dos dois a´tomos em torno de uma distaˆncia interato´mica de equil´ıbrio (a qual e´ igual a
a 6
√
2). Sa˜o as o´rbitas de “baixa” energia E < E0. As o´rbitas de “alta” energia, com energias
totais E > E0, correspondem a movimentos na˜o-perio´dicos em que a distaˆncia x1 entre os
dois a´tomos tende para infinito quando t → +∞ : a “mole´cula” diato´mica e´ demasiado
energe´tica para ser esta´vel e os seus a´tomos constituintes separam-se irreversivelmente (a
menor energia que e´ necessa´rio fornecer ao sistema para que este comportamento ocorra e´
igual a E0 − Emin = −V (a 6
√
2) > 0 e designa-se por energia de dissociac¸a˜o da mole´cula em
causa).
V.
1. Observando que
∂2u
∂x2
=
∂
∂x
(
∂u
∂x
)
=
∂
∂x
(
∂v
∂ξ
dξ
dx
)
=
∂
∂x
(
∂v
∂ξ
)
D
−1/2
1 = D
−1/2
1
d
dξ
(
∂v
∂ξ
)
dξ
dx
= D−11
∂2v
∂ξ2
e analogamente, trocando x por y e ξ por η,
∂2u
∂y2
= D−12
∂2v
∂η2
.
Conclui-se assim que D1uxx+D2uyy = vξξ+vηη. Como v = u e t na˜o e´ alterado pela mudanc¸a
de varia´veis, os membros esquerdos de (90) e de (91) sa˜o claramente iguais, concluindo-se que
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as equac¸o˜es sa˜o equivalentes, como se pretendia. A relac¸a˜o entre Ω˜ e Ω e´ facilmente conseguida
uma vez que Ω e´ um rectaˆngulo de lados paralelos aos eixos coordenados, ou seja, do tipo
Ω =]a, b[×]c, d[. Portanto, como a < x < b ⇔ a < D1/21 ξ < b ⇔ D−1/21 a < ξ < D−1/21 b e
analogamente para o intervalo de variac¸a˜o da varia´vel y, tem-se
Ω˜ =
]
D
−1/2
1 a,D
−1/2
1 b
[
×
]
D
−1/2
2 c,D
−1/2
2 d
[
.
2.a) Atendendo ao enunciado, o problema a resolver nesta al´ınea e´ determinar uma expressa˜o para
a soluc¸a˜o geral formal de

∂v
∂t
=
∂2v
∂ξ2
+
∂2v
∂η2
, (t, ξ, η) ∈ R+×]0, π[2
v(t, 0, η) = v(t, π, η) = 0, t ≥ 0, η ∈ [0, π]
v(t, ξ, 0) = v(t, ξ, π) = 0, t ≥ 0, ξ ∈ [0, π]
(93)
Procurando soluc¸o˜es do tipo v(t, ξ, η) = T (t)X(ξ)Y (η), a equac¸a˜o diferencial em (93) pode
ser escrita como T ′XY = TX ′′Y + TXY ′′ e supondo que v(t, ξ, η) 6= 0 para todos os pontos
(t, ξ, η) de R+×]0, π[2, tem-se, dividindo a equac¸a˜o anterior por v = TXY,
T ′
T
(t) =
X ′′
X
(ξ) +
Y ′′
Y
(η), ∀(t, ξ, η) ∈ R+×]0, π[2.
Como o membro direito e´ independente de t e o esquerdo e´ independente de (ξ, η) tera´ de
existir pelo menos uma constante σ ∈ R tal que
T ′
T
(t) = σ =
X ′′
X
(ξ) +
Y ′′
Y
(η).
Observe-se agora que, na segunda equac¸a˜o,
σ =
X ′′
X
(ξ) +
Y ′′
Y
(η),
pode-se novamente separar varia´veis: escrevendo a equac¸a˜o como
X ′′
X
(ξ) = − Y
′′
Y
(η) + σ, (ξ, η) ∈]0, π[2
e notando que o membro esquerdo e´ independente de η e o direito e´ independente de ξ
conclui-se que tem de existir pelo menos um nu´mero real λ tal que
X ′′
X
(ξ) = λ = − Y
′′
Y
(η) + σ.
As condic¸o˜es na fronteira sa˜o transformadas do seguinte modo: uma vez que, por hipo´tese,
v(t, ξ, η) 6= 0 em R+×]0, π[2, conclui-se que
0 = v(t, 0, η) = T (t)X(0)Y (η) =⇒ X(0) = 0
0 = v(t, π, η) = T (t)X(π)Y (η) =⇒ X(π) = 0
0 = v(t, ξ, 0) = T (t)X(ξ)Y (0) =⇒ Y (0) = 0
0 = v(t, ξ, π) = T (t)X(ξ)Y (π) =⇒ Y (π) = 0
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e portanto o sistema (93) fica transformado em

T ′ = σT
X ′′ − λX = 0, X(0) = 0 = X(π)
Y ′′ − (σ − λ)Y = 0, Y (0) = 0 = Y (π)
Comecemos por estudar a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o-triviais (na˜o identica-
mente nulas) da equac¸a˜o para X(ξ) :
Considere-se λ = 0. A equac¸a˜o diferencial fica reduzida a X ′′ = 0 cujas soluc¸o˜es sa˜o
X(ξ) = aξ + b e atendendo a`s condic¸o˜es na fronteira 0 = X(0) = b e 0 = X(π) = aπ + b
conclui-se imediatamente que a = b = 0 e portanto a u´nica soluc¸a˜o do problema e´ a
soluc¸a˜o trivial X(ξ) ≡ 0.
Seja agora σ > 0. A soluc¸a˜o geral da equac¸a˜o e´ X(ξ) = ae
√
λξ + be−
√
λξ. Atendendo a`s
condic¸o˜es na fronteira tem-se 0 = X(0) = a+ b e 0 = X(π) = ae
√
λπ+ be−
√
λπ cuja u´nica
soluc¸a˜o e´ a = b = 0 fornecendo como u´nica soluc¸a˜o da equac¸a˜o a func¸a˜o identicamente
nula X(ξ) ≡ 0.
Finalmente tome-se σ < 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(ξ) =
a cos(
√|λ|ξ) + b sin(√|λ|ξ). Atendendo a`s condic¸o˜es na fronteira tem-se 0 = X(0) =
a cos 0 + b sin 0 = a e portanto 0 = X(π) = 0 cos(
√|λ|π) + b sin(√|λ|π) = b sin(√|λ|π)
concluindo-se que, ou b = 0 e obtemos a soluc¸a˜o X(ξ) ≡ 0, ou sin(√|λ|π) = 0, isto e´,√|λ| = √|λk| = k, k ∈ N1, obtendo-se assim infinitas soluc¸o˜es do problema de valores
na fronteira, em particular as func¸o˜es Xk(ξ) = sin(kξ), ∀k ∈ N1, e todas as combinac¸o˜es
lineares de um nu´mero finito destas func¸o˜es.
Vejamos agora a equac¸a˜o para Y (η). Sabemos ja´ que λ = λk = −k2, ou seja, para cada k ∈ N1
fixo, temos que resolver o problema de valores na fronteira{
Y ′′ − (σ + k2)Y = 0
Y (0) = 0 = Y (π).
Chamemos µ a σ + k2. A equac¸a˜o e a condic¸a˜o na fronteira sa˜o precisamente iguais a`s que
estuda´mos acima substituindo X por Y e λ por µ. Assim, sabemos que este problema so´ tem
soluc¸o˜es na˜o-triviais quando µ = µℓ = −ℓ2, para qualquer ℓ ∈ N1, e, nestes casos, uma base
do espac¸o das soluc¸o˜es e´ constituida por Yℓ(η) = sin(ℓη). Naturalmente que daqui se obte´m
σ = −k2 − ℓ2 com (k, ℓ) ∈ N21 e portanto uma base para o espac¸o de soluc¸o˜es de T ′ = σT e´
constituida pela func¸a˜o T (t) = e−(k2+ℓ2)t.
Atendendo aos resultados acima, a soluc¸a˜o geral formal do problema (93) e´ dada por
v(t, ξ, η) =
∞∑
k=1
∞∑
ℓ=1
αk,ℓ sin(kξ) sin(ℓη)e
−(k2+ℓ2)t. (94)
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b) Sendo a condic¸a˜o inicial igual a f(x, y) e definindo F (ξ, η) por F (ξ, η)
def
= f(x(ξ), y(η)), tem-se,
atendendo ao resultado da al´ınea anterior,
F (ξ, η) =
∞∑
k=1
∞∑
ℓ=1
αk,ℓ sin(kξ) sin(ℓη). (95)
Para determinar uma expressa˜o para os coeficientes αk,ℓ comecemos por fixar uma das varia´-
veis, por exemplo, a varia´vel η. Enta˜o, fixe-se η, escreva-se a igualdade (95) na forma
F (ξ, η) =
∞∑
k=1
( ∞∑
ℓ=1
αk,ℓ sin(ℓη)
)
sin(kξ)
e chame-se Ak(η) a` func¸a˜o de η entre parentesis. Como η esta´, por hipo´tese, fixo, os nu´meros
reais Ak(η) sa˜o os coeficientes da se´rie de Fourier de senos da func¸a˜o 2π-perio´dica F (·, η) e
portanto sa˜o dados por
Ak(η) =
2
π
∫ π
0
F (ξ, η) sin(kξ)dξ. (96)
Por outro lado, observe-se da definic¸a˜o de Ak(η), a saber
Ak(η) =
∞∑
ℓ=1
αk,ℓ sin(ℓη),
que, para cada k ∈ N1 fixo, αk,ℓ sa˜o os coeficientes da se´rie de Fourier de senos da func¸a˜o
2π-perio´dica Ak(η), pelo que se tem
αk,ℓ =
2
π
∫ π
0
Ak(η) sin(ℓη)dη (97)
e substituindo (96) em (97) obte´m-se a seguinte expressa˜o para os coeficientes αk,ℓ da soluc¸a˜o
formal geral (95):
αk,ℓ =
(
2
π
)2 ∫ π
0
(∫ π
0
F (ξ, η) sin(kξ)dξ
)
sin(ℓη)dη.
A substituic¸a˜o desta expressa˜o em (94) fornece a soluc¸a˜o formal pretendida.
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I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares
x′ =


2 4 0 0
−1 −2 ε 0
0 0 0 1
0 0 −2 −2

x (98)
1. Seja ε = 0.
a) Determine todos os vectores pro´prios e vectores pro´prios generalizados da matriz do sistema.
b) Determine a soluc¸a˜o geral real de (98).
c) Identifique todos os subespac¸os de R4 que sa˜o invariantes para o sistema (98).
d) Seja Ls o maior subespac¸o invariante de R
4 tal que o(s) ponto(s) de equil´ıbrio da restric¸a˜o de
(98) a Ls e´(sa˜o) esta´vel(eis). Esboce o retrato de fase dessa restric¸a˜o.
2. Considere agora ε = 1.
a) Atendendo a` estrutura da matriz do sistema (98), obtenha dois sistemas bidimensionais (na˜o
necessariamente homoge´neos) que sejam “equivalentes” ao sistema quadridimensional dado;
estabelec¸a com precisa˜o o que deve ser entendido por “equivalentes” na frase anterior.
b) Calcule a soluc¸a˜o de (98) que satisfaz a condic¸a˜o inicial x(0) = e4.
(Sugesta˜o: podera˜o ser u´teis as seguintes primitivas:
∫
e−t sin t dt = −12e−t(sin t + cos t) e∫
e−t cos t dt = −12e−t(sin t− cos t) )
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II.
Considere a seguinte equac¸a˜o diferencial linear de segunda ordem
x′′ + p(t)x′ + q(t)x = 0, (99)
onde p(t) e q(t) sa˜o func¸o˜es cont´ınuas definidas em R.
a) Usando uma mudanc¸a de varia´veis adequada transforme (99) num sistema linear de primeira
ordem
y′ = A(t)y, (100)
e identifique explicitamente a matriz A(t).
b) Sendo W (t) uma matriz wronskiana de (100), mostre que (detW (t))′ = −p(t) detW (t).
c) Conclua que se todas as soluc¸o˜es x(t) de (99) satisfazem (x(t), x′(t)) −→
t→ +∞(0, 0), enta˜o∫ +∞
0
p(t)dt = +∞.
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Resoluc¸a˜o:
I.
1.a) Designemos por A a matriz do sistema. Repare-se que no caso ε − 0 a matriz A e´ diagonal
por blocos A = diag(A1, A2), com
A1 =
[
2 4
−1 −2
]
e A2 =
[
0 1
−2 −1
]
.
Comecemos por estudar a submatriz A1. Os valores pro´prios de A1 sa˜o os zeros do seu
polino´mio caracter´ıstico
pA1(λ) = det
[
2− λ 4
−1 −2− λ
]
= (2− λ)(−2− λ) + 4 = λ2,
ou seja λ1 = λ2 = 0. Os vectores pro´prios correspondentes sa˜o os elementos do espac¸o nulo
de A1 − 0I2, ou seja [
2 4
−1 −2
] [
v1
v2
]
= 0⇐⇒
{
v1 = −2v2
v2 arbitra´rio
.
Assim, escolhendo v2 = 1, uma base para os vectores pro´prios de A1 correspondentes a λ = 0
tem como u´nico elemento o vector (−2, 1)T e a base para os vectores pro´prios de A contera´ o
vector correspondente, a saber (−2, 1, 0, 0)T . Pelo que foi feito conclui-se que a multiplicidade
geome´trica do valor pro´prio duplo 0 e´ igual a 1. Ha´, portanto, que determinar um vector
pro´prio generalizado correspondente a este valor pro´prio, o qual pode ser feito por resoluc¸a˜o
de (A1 − 0I2)w = v, onde v e´ um vector pro´prio (por exemplo: o calculado anteriormente).
Assim, tem-se [
2 4
−1 −2
] [
w1
w2
]
=
[ −2
1
]
⇐⇒
{
w1 = −1− 2w2
w2 arbitra´rio
,
e um poss´ıvel vector pro´prio generalizado e´ obtido fazendo w2 = 0, a saber (−1, 0)T, pelo que
o correspondente vector pro´prio generalizado da matriz A e´ (−1, 0, 0, 0)T .
Quanto aos valores pro´prios de A2 tem-se:
pA2(λ) = det
[ −λ 1
−2 −2− λ
]
= (−λ)(−2− λ) + 2 = λ2 + 2λ+ 2,
cujos zeros sa˜o λ3 = −1 + i e λ4 = −1− i. Os vectores pro´prios correspondentes a λ3 sa˜o os
elementos u de N (A2 − λ3I2) :
0 = (A2 − λ3I2)u =
[
1− i 1
−2 −1− i
] [
u1
u2
]
=
[
(1− i)u1 u2
−2u1 −(1 + i)u2
]
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ou seja, u = u1 (1,−1 + i)T, com u1 ∈ C arbitra´rio. Consequentemente, os vectores pro´prios
de A correspondentes sa˜o gerados por (0, 0, 1,−1+ i)T . Como λ4 = λ3 e A2 e´ uma matriz real,
sabe-se que os vectores pro´prios associados a λ4 sa˜o os complexos conjugados dos vectores
pro´prios associados a λ3. Conclui-se, portanto, que os vectores pro´prios de A associados a λ4
sa˜o vectores de C4 gerados por (0, 0, 1,−1 − i)T.
b) Utilizando o me´todo dos valores e vectores pro´prios pode-se concluir que uma matriz funda-
mental para o sistema associado a` submatriz A1 e´
Φ1(t) = e
0t
[
v
∣∣∣∣ w
] [
1 t
0 1
]
=
[ −2 −1
1 0
] [
1 t
0 1
]
=
[ −2 −1− 2t
1 t
]
Para o sistema associado a` submatriz A2 tem-se o seguinte: uma soluc¸a˜o complexa e´
e(−1+i)t
[
1
−1 + i
]
= e−t(cos t+ i sin t)
([
1
−1
]
+ i
[
0
1
])
= e−t
[
cos t
− cos t− sin t
]
+ ie−t
[
sin t
cos t− sin t
]
e portanto uma base para as soluc¸o˜es reais do subsistema correspondente a A2 e´{
e−t
[
cos t
− cos t− sin t
]
, e−t
[
sin t
cos t− sin t
]}
concluindo-se que uma matriz fundamental e´, por exemplo,
Φ2(t) = e
−t
[
cos t sin t
− cos t− sin t cos t− sin t
]
Atendendo a` estrutura da matriz A tem-se que a soluc¸a˜o geral real de (98), quando ε = 0, e´
x(t) =


−2 −1− 2t 0 0
1 t 0 0
0 0 e−t cos t e−t sin t
0 0 −e−t(cos t+ sin t) e−t(cos t− sin t)

α
onde α ∈ R4 e´ uma constante arbitra´ria.
c) Comecemos por notar que os seguintes subespac¸os de R4 sa˜o obviamente invariantes:
{0} , o espac¸o trivial constitu´ıdo por um u´nico ponto.
R
4, o espac¸o todo.
Como subespac¸os invariantes temos ainda os espac¸os pro´prios correspondentes a valores
pro´prios reais, ou seja
L1 =
{
x ∈ R4 : x = α(−2, 1, 0, 0)T , α ∈ R}
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e o espac¸o gerado por uR e uI onde u = uR + iuI e´ um vector pro´prio complexo de A. No
presente caso tem-se
u =


0
0
1
−1 + i

 =


0
0
1
−1

+ i


0
0
0
1


e portanto o subespac¸o
L2 = L{(0, 0, 1,−1)T , (0, 0, 0, 1)T}
e´ invariante. Consequentemente, e´ tambe´m invariante o espac¸o L3 = L1 ⊕ L2.
d) Para que os pontos de equil´ıbrio da restric¸a˜o de (98) sejam todos esta´veis e´ necessa´rio e
suficiente que os valores pro´prios do sistema restringido tenham parte real na˜o-positiva e que
aqueles com parte real nula tenham multiplicidades alge´brica e geome´trica iguais. Atendendo
a isto, o espac¸o pedido e´ Ls = L3 com o L3 dado na al´ınea anterior: trata-se de um subespac¸o
tridimensional definido por L2 (o espac¸o associado ao par de valores pro´prios −1 ± i) e por
L1 ( o espac¸o pro´prio associado ao valor pro´prio 0, o qual tem dimensa˜o 1 e a restric¸a˜o do
sistema a L1 tera´ dimensa˜o 1, pelo que as multiplicidades geome´trica e alge´brica do valor
pro´prio da restric¸a˜o de (98) a L1 na˜o podera´ deixar de ser tambe´m igual a 1).
O esboc¸o do retrato de fases da restric¸a˜o de (98) a Ls e´ imediata atendendo a` decomposic¸a˜o
Ls = L1⊕L2: em L1 todos os pontos sa˜o pontos de equil´ıbrio visto que L1 = N (A) (Figura 75).
Figura 75: Retrato de fases da restric¸a˜o de (98) a L1.
Em L2 tem-se a elipse definida, pelos vectores uR e uI apresentados acima, que e´ apresentada
na Figura 76.
Figura 76: Elipse definida pelos vectores uR e uI.
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Atendendo a que a orientac¸a˜o das o´rbitas no eixo x4 e´ a definida pelos vectores tangentes
dados por [
x3
x4
]′
=
[
0 1
−2 −2
] [
0
x4
]
=
[
x4
−2x4
]
.
Figura 77: Vector tangente a` o´rbita num ponto do eixo x4.
Atendendo tambe´m ao facto de que Re(−1 + i) = −1 < 0 implica que todas as soluc¸o˜es em
L2 convergem para 0 quando t→ +∞, pode-se esboc¸ar o retrato de fase para a restric¸a˜o de
(98) a L2 como se faz na Figura 78.
Figura 78: Retrato de fase para a restric¸a˜o de (98) a L2
Consequentemente, em Ls = L1 ⊕ L2 tem-se o esboc¸o de retrato de fase apresentado na
Figura 79.
2.a) Sendo agora o paraˆmetro ε igual a 1, podemos comec¸ar por observar que as equac¸o˜es para as
varia´veis x3 e x4 sa˜o independentes das restantes equac¸o˜es:[
x3
x4
]′
=
[
0 1
−2 −2
] [
x3
x4
]
. (101)
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Figura 79: Retrato de fase para a restric¸a˜o de (98) a L1 ⊕ L2
Por outro lado, as equac¸o˜es para as varia´veis x1 e x2 dependem, de facto, do comportamento
da func¸a˜o x3(t) uma vez que a equac¸a˜o para x2 e´ x
′
2 = −x1 − 2x2 + x3. No entanto, como
(101) pode ser resolvido independentemente do que se passa com x1 e x2, o sistema para estas
u´ltimas func¸o˜es e´ [
x1
x2
]′
=
[
2 4
−1 −2
] [
x1
x2
]
+
[
0
x3(t)
]
, (102)
onde x3(t) tera´ de ser previamente calculado resolvendo (101). Assim, o sistema (98) foi
“decomposto” em dois sistemas bidimensionais (101) e (102), com este u´ltimo na˜o-homoge´neo,
e as soluc¸o˜es de (98) sa˜o obtidas da maneira natural: (x1(t), x2(t), x3(t), x4(t))
T e´ soluc¸a˜o de
(98) se e so´ se (x3(t), x4(t))
T e´ soluc¸a˜o de (101) e (x1(t), x2(t))
T e´ soluc¸a˜o de (102), e isto
constitui a “equivaleˆncia” referida no enunciado.
b) Usando a ideia apresentada na al´ınea anterior e os resultados da al´ınea 1.b) conclui-se que[
x3(t)
x4(t)
]
=
[
e−t cos t e−t sin t
−e−t(cos t+ sin t) e−t(cos t− sin t)
] [
α3
α4
]
com [
0
1
]
=
[
1 0
−1 1
] [
α3
α4
]
=
[
α3
−α3 + α4
]
,
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ou seja, α3 = 0 e α4 = 1. Tem-se, enta˜o,[
x3(t)
x4(t)
]
=
[
e−t cos t e−t sin t
−e−t(cos t+ sin t) e−t(cos t− sin t)
] [
0
1
]
=
[
e−t sin t
e−t(cos t− sin t)
]
O sistema (102) fica agora[
x1
x2
]′
=
[
2 4
−1 −2
] [
x1
x2
]
+
[
0
e−t sin t
]
e, pela fo´rmula de variac¸a˜o das constantes, pelos resultados de 1.b) e usando a condic¸a˜o inicial
x1(0) = x2(0) = 0, tem-se[
x1(t)
x2(t)
]
=
[ −2 −1− 2t
1 t
] [ −2 −1
1 0
]−1 [
x1(0)
x2(0)
]
+
+
[ −2 −1− 2t
1 t
] ∫ t
0
[ −2 −1− 2s
1 s
]−1 [
0
e−s sin s
]
ds
=
[ −2 −1− 2t
1 t
] ∫ t
0
[
s 1 + 2s
−1 −2
] [
0
e−s sin s
]
ds
=
[ −2 −1− 2t
1 t
] ∫ t
0
[
(1 + 2s)e−s sin s
−2e−s sin s
]
ds
=
[ −2 −1− 2t
1 t
] [
(t+ 32)(sin t+ cos t)e
−t − (sin t− cos t)e−t + 12
(sin t+ cos t)e−t − 1
]
.
=
[ −4(1 + t)(sin t+ cos t)e−t + 2(sin t− cos t)e−t + 2t
(2t+ 32 )(sin t+ cos t)e
−t − (sin t− cos t)e−t + (12 − t)
]
.
A soluc¸a˜o de (98) e´ obtida como indicado na al´ınea anterior.
II.
a) Seja y = (y1, y2)
T com y1 = x e y2 = x
′. Enta˜o y′1 = x
′ = y2 e y′2 = x
′′ = −px′−qx = −py2−qy1,
pelo que o sistema para y e´ [
y1
y2
]′
=
[
0 1
−q(t) −p(t)
] [
y1
y2
]
,
o qual e´ um sistema do tipo (100) com
A(t) =
[
0 1
−q(t) −p(t)
]
.
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b) Sendo W (t) uma matriz wronskiana de (100) tem-se que
W (t) =
[
u v
u′ v′
]
onde u = u(t) e v = v(t) sa˜o soluc¸o˜es linearmente independentes de (99). Consequentemente
detW (t) = u(t)v′(t)− u′(t)v(t) e tem-se
(detW (t))′ =
(
uv′ − u′v)′
= u′v′ + uv′′ − u′′v − u′v′
= uv′′ − u′′v
= u
(−p(t)v′ − q(t)v) − (−p(t)u′ − q(t)u) v
= −p(t)uv′ − q(t)uv + p(t)u′v + q(t)uv
= −p(t) (uv′ − u′v)
= −p(t) detW (t)
o que mostra o pretendido.
c) Se todas as soluc¸o˜es de (99) satisfazem (x(t), x′(t)) −→
t→ +∞(0, 0) enta˜o, pela mudanc¸a de varia´veis
introduzida em a), todas as soluc¸o˜es de (100) satisfazem (y1(t), y2(t))
T −→
t→ +∞(0, 0)
T, ou seja
[
y1(t)
y2(t)
]
=W (t)
[
α1
α2
]
−→
t→ +∞0,
com α1 e α2 constantes reais arbitrarias. Isto naturalmente implica queW (t) tem de convergir
para a matriz nula, O, quando t → +∞, ou seja, que todas as componentes da matriz
W (t) convirjam para a func¸a˜o identicamente nula, e portanto detW (t) = u(t)v′(t)−u′(t)v(t)
tambe´m convergira´ para 0 quando t→ +∞. Como sabemos que (detW (t))′ = −p(t) detW (t),
ou seja detW (t) = detW (0) exp
(
−
∫ t
0
p(s)ds
)
, conclui-se que se tem de ter
lim
t→+∞ exp
(
−
∫ t
0
p(s)ds
)
= 0
e portanto lim
t→+∞
∫ t
0
p(s)ds = +∞, ou seja
∫ +∞
0
p(s)ds = +∞,
como se pretendia.
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Exame de 1.7.98 e resoluc¸a˜o.
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I.
Considere o sistema de equac¸o˜es diferenciais ordina´rias lineares x′ = Ax+ b(t), onde
A = diag

[ 0 1
0 −3
]
,

 0 1 −10 0 0
1 0 0



 .
1. Seja b(t) ≡ 0.
a) Determine todos os pontos de equil´ıbrio do sistema e estude-os quanto a` estabilidade.
b) Identifique o maior subespac¸o invariante L de R5 tal que a restric¸a˜o do sistema a L tenha um
u´nico ponto de equil´ıbrio.
c) Esboce o retrato de fases da restric¸a˜o do sistema ao subespac¸o L referido na al´ınea anteriora.
2. Seja b(t) = te3 + e5.
a) Determine uma soluc¸a˜o particular do sistema na˜o-homoge´neo.
b) Calcule a soluc¸a˜o do sistema na˜o-homoge´neo que satisfaz a condic¸a˜o inicial x(0) = e4.
II.
Determine a soluc¸a˜o geral real da equac¸a˜o x′′′ + 2x′′ + 2x′ = sin(2t).
III.
Considere o problema de Cauchy {
2xy + (3y2 + x2)y′ = 0
y(1) = 1
(103)
a) Justifique que (103) tem soluc¸a˜o local u´nica.
b) Determine uma expressa˜o impl´ıcita para a soluc¸a˜o de (103).
c) Determine o intervalo ma´ximo de existeˆncia da soluc¸a˜o de (103).
IV.
Para um dado sistema f´ısico, considere a lei de Newton escrita na forma
d2x
dt2
= − dV
dx
(x), (104)
onde V (x) : R→ R e´ a energia potencial do sistema.
aSe na˜o resolveu a al´ınea anterior, considere L = L{e1 − 3e2, e3, e5}.
a) Mostre que a func¸a˜o E(x, x′) = 12 (x
′)
2
+ V (x) e´ uma constante do movimento para (104).
b) Usando uma mudanc¸a de varia´veis adequada, escreva um sistema linear de primeira ordem corres-
pondente a (104).
c) Esboce o retrato de fase do sistema de primeira ordem quando a energia potencial e´ dada por
V (x) = − 14 (x2 − 1)2. Identifique no retrato de fases que obteve as regio˜es correspondentes a
o´rbitas ilimitadas, limitadas perio´dicas e limitadas na˜o-perio´dicas.
V.
Considere um fio meta´lico isolado, de comprimento 4. A temperatura, no instante t > 0, de um ponto do
fio com coordenada x e´ representada por uma func¸a˜o u(t, x) ∈ C0(Ω)∩C2x(Ω)∩C1t (Ω), onde Ω = R+×]0, 4[
e Ω = Ω ∪ ∂Ω, e que satisfaz o problema de valores iniciais e de fronteira

ut = Duxx, (t, x) ∈ Ω
ux(t, 0) = ux(t, 4) = 0, t > 0
u(0, x) = ϕ(x), 0 ≤ x ≤ 4,
(105)
onde D > 0 e´ uma constante e ϕ(x) ∈ C0([0, 4]) e´ a distribuic¸a˜o inicial da temperatura no fio.
a) Determine a soluc¸a˜o formal geral de (105).
b) Determine a soluc¸a˜o formal de (105) quando ϕ(x) = 4− x.
c) Investigue se a soluc¸a˜o formal da al´ınea anterior e´, ou na˜o, uma soluc¸a˜o cla´ssica de (105).
VI.
O estudo de sistemas lineares auto´nomos e´ em geral muito mais simples que o de sistemas na˜o-
auto´nomos. Em muitos casos e´ importante conseguir relacionar propriedades das soluc¸o˜es de sistemas
na˜o-auto´nomos com o mesmo tipo de propriedades das soluc¸o˜es de sistemas auto´nomos correspondentes.
Iremos neste grupo investigar a limitac¸a˜o de soluc¸o˜es em R+.
1. Comecemos pelo caso escalar:
a) Seja a ∈ R uma constante e b(t) uma func¸a˜o real, cont´ınua, definida em R+0 . Mostre que, se todas
as soluc¸o˜es de y′ = ay sa˜o limitadas quando t→ +∞, enta˜o o mesmo sucede com as soluc¸o˜es de
z′ = (a+ b(t))z, desde que
∫ +∞
0 |b(t)|dt < +∞.
2. Agora estenderemos o resultado acima para o caso de sistemas de dimensa˜o n > 1. Para tal necessi-
tamos de um resultado auxiliar que sera´ o objecto da al´ınea a).
a) Mostre o seguinte resultado (desigualdade de Gronwall): Sejam u(t), v(t) ≥ 0 duas func¸o˜es
cont´ınuas definidas para t ≥ 0 e tais que
u(t) ≤ α+
∫ t
0
u(s)v(s)ds (106)
para alguma constante positiva α. Enta˜o, u(t) satisfaz a desigualdade
u(t) ≤ α exp
(∫ t
0
v(s)ds
)
.
(Sugesta˜o: divida (106) pelo seu segundo membro, multiplique o resultado por v(t) e integre.)
b) Seja A ∈ Mn, e seja B(t) : R+0 → Mn cont´ınua. Mostre que, se todas as soluc¸o˜es de y′ = Ay sa˜o
limitadas quando t → +∞, enta˜o o mesmo sucede com as soluc¸o˜es de z′ = (A + B(t))z, desde
que
∫ +∞
0
|||B(t)|||dt < +∞.
(Sugesta˜o: Encare z′ = (A+B(t))z como um sistema na˜o-homoge´neo com termo na˜o-homoge´neo
igual a B(t)z(t) e tenha presente a desigualdade de Gronwall.)
Resoluc¸a˜o:
I.
1.a) Atendendo a que a matriz A do sistema e´ diagonal por blocos podemos investigar os pontos
de equil´ıbrio de x′ = Ax estudando os espac¸os nulos das submatrizes na diagonal principal
de A. Vejamos: O espac¸o nulo de
[
0 1
0 − 3
]
e´ constituido pelos vectores
[
0 1
0 − 3
] [
u1
u2
]
= 0⇐⇒
[
u1
u2
]
= α
[
1
0
]
,
com α ∈ R arbitra´rio. Para a matriz

 0 1 −10 0 0
1 0 0

 o espac¸o nulo e´ formado pelos vectores

 0 1 −10 0 0
1 0 0



 u3u4
u5

 = 0⇐⇒

 u3u4
u5

 = β

 01
1

 ,
com β ∈ R arbitra´rio. Isto permite concluir que o espac¸o nulo da matriz A e´ bidimensional e
e´ dado por N (A) = L(e1, e4 + e5) onde os ej sa˜o os versores da base cano´nica de R5.
Quanto a` estabilidade dos pontos de equil´ıbrio do sistema, ela sera´ determinada pelo sinal
da parte real dos valores pro´prios da matriz A. Novamente usando a estrutura em blocos da
matriz A conclui-se que os valores pro´prios podem ser conhecidos a partir da determinac¸a˜o
dos valores pro´prios das matrizes (2×2) e (3×3) indicadas acima. No caso da matriz (2×2),
trata-se de uma matriz triangular (superior) e portanto os valores pro´prios sa˜o os elementos
da diagonal principal: 0 e − 3. Para a matriz (3× 3) tem-se o polino´mio caracter´ıstico
p(λ) = det

 −λ 1 −10 −λ 0
1 0 −λ

 = − λ(λ2 + 1),
cujos zeros sa˜o 0, i e −i. Assim, como todos os valores pro´prios teˆm partes reais na˜o-positivas e
aqueles com partes reais nulas teˆm multiplicidade alge´brica igual a` multiplicidade geome´trica
(iguais a 1 no caso de λ = i e de λ = −i e igual a 2 no caso do valor pro´prio nulo) conclui-se
que todos os pontos de equil´ıbrio do sistema sa˜o esta´veis, mas na˜o assimptoticamente esta´veis.
b) E´ claro que para que a restric¸a˜o do sistema a um subespac¸o invariante L so´ tenha um ponto
de equil´ıbrio e´ necessa´rio e suficiente que L na˜o contenha nenhum vector pro´prio da matriz
do sistema A correspondente ao valor pro´prio nulo. Assim, como os subespac¸os invariantes
de R5 que na˜o conteˆm elementos na˜o nulos de N (A) sa˜o
o espac¸o pro´prio associado ao valor pro´prio −3: E1 = {γ(e1 − 3e2) : γ ∈ R}
o espac¸o invariante associado ao par de valores pro´prios λ± = ±i:
E2 = L(vR,vI) tal quev = vR + ivI e´ um vector pro´prio associado a i
o espac¸o invariante obtido por soma directa dos anteriores: E3 = E1 ⊕ E2
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E´ agora imediato que o espac¸o invariante procurado e´ L = E3.
c) Atendendo a que L = E1⊕E2 com E1 e E2 especificados na al´ınea anterior tem-se que o retrato
de fases em L pode ser obtido atravez dos retratos de fases em cada um dos subespac¸os de
dimensa˜o inferior E1 e E2. Vejamos:
Em E1 o sistema e´ unidimensional, o valor pro´prio associado e´ igual a −3 e portanto o retrato
de fases e´ o indicado na Figura 80.
0 E1
Figura 80: Retrato de fases da restric¸a˜o do sistema a E1.
Para a restric¸a˜o a E2 observe-se que os valores pro´prios sa˜o ±i e portanto as o´rbitas va˜o ser
perio´dicas, sabendo-se que as elipses que as descrevem va˜o ser determinadas pelo paralelo-
gramo gerado por vR e vI, onde v = vR + ivI e´ um vector pro´prio associado ao valor pro´prio
i (ou a −i, e´ indiferente). Os vectores pro´prios em causa sa˜o
 −i 1 −10 −i 0
1 0 −i



 v3v4
v5

 = 0⇐⇒ v = α

 10
−i

 = α

 10
0

+ iα

 00
−1

 ,
com α arbitra´rio. Fazendo α = 1 tem-se vR = e3 e vI = −e5. Assim o paralelogramo que
determina a orientac¸a˜o as elipses e´ o apresentado na Figura 81 e conclui-se que o retrato de
fase do sistema restringido a E2 e´ o apresentado na Figura 82, onde a orientac¸a˜o das o´rbitas
pode ser facilmente obtido atendendo a que a equac¸a˜o para x5 e´ x
′
5 = x3 e portanto x5(t) e´
crescente no semi-eixo positivo da componente x3.
Figura 81: Paralelogramo que determina a posic¸a˜o das elipses e uma dessas elipses.
Atendendo a` ana´lise feita, podemos esboc¸ar o retrato de fases em L apresentado na Figura 83.
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Figura 82: Retrato de fases do sistema restringido a E2.
Figura 83: Retrato de fases do sistema em L.
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2.a) Atendendo a` estrutura da matriz do sistema e ao facto do termo na˜o-homoge´neo b(t) = te3+e5
ter primeira e segunda componentes nulas, concluimos que uma soluc¸a˜o particular do sistema
pode ser escrita como xpart(t) = (0, 0, x3(t), x4(t), x5(t))
T onde (x3(t), x4(t), x5(t))
T e´ uma
soluc¸a˜o particular do sistema na˜o-homoge´neo tridimensional
 x3x4
x5

′ =

 0 1 −10 0 0
1 0 0



 x3x4
x5

+

 t0
1

 .
Ale´m desta observac¸a˜o, que permite reduzir o problema a` resoluc¸a˜o de uma questa˜o para um
sistema de dimensa˜o inferior, podemos ainda notar que a segunda equac¸a˜o, para a varia´vel
x4, do sistema tridimensional anterior pode ser resolvida independentemente das restantes: a
equac¸a˜o e´ x′4 = 0, cuja soluc¸a˜o geral e´ x4(t) = α4. Substituindo este resultado nas equac¸o˜es
para as restantes varia´veis x3 e x5 obtem-se o sistema[
x3
x5
]′
=
[
0 −1
1 0
] [
x3
x5
]
+
[
t+ α4
1
]
.
Para obter uma soluc¸a˜o particular deste sistema bidimensional podemos utilizar o me´todo
dos palpites: o termo na˜o-homoge´neo e´ um polino´mio de grau 1 e portanto e´ do tipo p1(t)e
0t.
Como 0 na˜o e´ valor pro´prio da matriz do sistema bidimensional (os quais sa˜o ±i) conclui-se
que uma soluc¸a˜o particular tambe´m sera´ um polino´mio de grau 1, podendo assim tentar-se
func¸o˜es do tipo [
a1t+ b1
a2t+ b2
]
.
Para que estas func¸o˜es sejam soluc¸o˜es tera˜o de satisfazer
[
a1
a2
]
=
[
0 −1
1 0
] [
a1t+ b1
a2t+ b2
]
+
[
t+ α4
1
]
⇐⇒


a1 = 0
a2 = 1
b1 = 0
b2 = α4
e portanto uma soluc¸a˜o particular do sistema tridimensional acima pode ser obtida tomando
α4 = 0, do que resulta (0, 0, t)
T e portanto uma soluc¸a˜o particular do sistema original sera´
xpart(t) = (0, 0, 0, 0, t)
T .
b) Ja´ possuindo uma soluc¸a˜o particular do sistema, podemos escrever a soluc¸a˜o do sistema na
forma x(t) = Φ(t)α + xpart(t) onde o vector α e´ determinado atendendo a que e4 = Φ(0)α,
onde se usou a condic¸a˜o inicial dada e o facto de xpart(0) = 0. Consequentemente tem-se
α = Φ−1(0)e4. Atendendo a` estrutura em blocos da matriz A do sistema, pode-se concluir que
as matrizes fundamentais va˜o tambe´m ter o mesmo tipo de estrutura e como as duas primeiras
componentes de e4 sa˜o nulas, conclui-se que as duas primeiras componentes deα e portanto da
soluc¸a˜o x(t) sera˜o tambe´m nulas. Portanto, basta-nos considerar o que se passa com o segundo
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bloco, correspondente a`s componentes x3, x4 e x5 do sistema. Ja´ temos, pelos resultados das
al´ıneas 1.a), 1.b) e 1.c), os valores e vectores pro´prios da matriz e, portanto, conclu´ımos que
treˆs soluc¸o˜es reais linearmente independentes do sistema tridimensional correspondente ao
segundo bloco sa˜o
ϕ1(t) = (0, 1, 1)
T
ϕ2(t) = Re
(
(vR + ivI)e
it
)
= (cos t, 0, sin t)T
ϕ3(t) = Im
(
(vR + ivI)e
it
)
= (sin t, 0, − cos t)T
Assim, uma matriz fundamental para o sistema tridimensional sera´
Φ1(t) =

 0 cos t sin t1 0 0
1 sin t − cos t


e portanto a soluc¸a˜o do sistema tridimensional pode ser escrita como
 x3(t)x4(t)
x5(t)

 =

 0 cos t sin t1 0 0
1 sin t − cos t



 0 1 01 0 0
1 0 −1

−1

 01
0

+

 00
t


=

 0 cos t sin t1 0 0
1 sin t − cos t



 0 1 01 0 0
0 1 −1



 01
0

+

 00
t


=

 sin t1
1− cos t+ t

 ,
pelo que se conclui que a soluc¸a˜o pedida e´
x(t) =


0
0
sin t
1
1− cos t+ t

 .
II.
A soluc¸a˜o geral da equac¸a˜o x′′′ + 2x′′ + 2x′ = sin(2t) pode ser escrita como x(t) = xhom(t) +
xpart(t), onde xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea associada e xpart(t) e´ uma soluc¸a˜o
(particular) da equac¸a˜o (na˜o-homoge´nea) dada. Para o ca´lculo de xhom comecemos por escrever
(·)′ = D(·). A equac¸a˜o homoge´nea vem enta˜o dada como (D3 + 2D2 + 2D)x = 0. Considere-se o
polino´mio caracter´ıstico p(λ)
def
= λ3 + 2λ2 + 2λ = λ(λ2 + 2λ+ 2) = λ(λ − (−1 + i))(λ − (−1− i)).
Consequentemente, a equac¸a˜o diferencial pode ser escrita como
D(D − (−1 + i))(D − (−1− i))x = 0
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que tem como soluc¸a˜o geral real
xhom(t) = a1 + a2e
−t cos t+ a3e−t sin t.
Para a soluc¸a˜o particular xpart(t) observe-se que o termo na˜o-homoge´neo pode ser escrito como
sin(2t) = Im
(
e2it
)
e podemos assim obter uma soluc¸a˜o particular da equac¸a˜o dada tomando a
parte imagina´ria de uma soluc¸a˜o particular da equac¸a˜o complexificada
D(D − (−1 + i))(D − (−1− i))z = e2it.
Como p(2i) = −8−4i 6= 0, o me´todo dos palpites permite-nos afirmar que a equac¸a˜o complexificada
tem soluc¸a˜o particular da forma zpart(t) = αe
2it para algum α ∈ C conveniente. Como z′part(t) =
2αie2it, z′′part = −4αe2it e z′′′part = −8αie2it, a equac¸a˜o complexificada resulta em −8αie2it − 8αe2it+
4αie2it = e2it, ou seja −8α − 4αi = 1 ⇐⇒ α(−8 − 4i) = 1 ⇐⇒ α = − 18+4i ⇐⇒ α = − 110 + 120 i.
Consequentemente, tem-se como soluc¸a˜o particular da equac¸a˜o complexificada a func¸a˜o
zpart(t) =
(
− 1
10
+
1
20
i
)
e2it
=
(
− 1
10
+
1
20
i
)
(cos(2t) + i sin(2t))
= − 2 cos 2t+ sin 2t
20
+
cos 2t− 2 sin 2t
20
i
e portanto a soluc¸a˜o particular pretendida e´ xpart(t) = Im(zpart(t)) =
1
20 cos 2t− 110 sin 2t. A soluc¸a˜o
geral da equac¸a˜o dada sera´, enta˜o,
x(t) = a1 + a2e
−t cos t+ a3e−t sin t+
1
20
cos 2t− 1
10
sin 2t.
III.
a) Escrevendo a equac¸a˜o na forma y′ = − 2xy
3y2+x2
tem-se que f(x, y)
def
= − 2xy
3y2+x2
e´ uma func¸a˜o
cont´ınua definida em R2 \ {(0, 0)} e e´ de classe C1 em relac¸a˜o a y (e tambe´m em relac¸a˜o a x).
Consequentemente, numa vizinhanc¸a suficientemente pequena do ponto inicial (1, 1) a func¸a˜o
e´ localmente Lipschitziana em relac¸a˜o a` varia´vel y e o teorema de Picard-Lindelo¨f permite
concluir que (103) tem soluc¸a˜o local u´nica.
b) Como a equac¸a˜o dada pode ser escrita na forma M(x, y) + N(x, y)y′ = 0 com M(x, y) = 2xy
e N(x, y) = 3y2 + x2 e´ natural observarmos se podera´ ser escrita na forma ddxΦ(x, y(x)) = 0
para alguma func¸a˜o Φ(x, y) conveniente. Como ∂M∂y = 2x =
∂N
∂x em todo o R
2 conclui-se que
a equac¸a˜o dada e´ exacta e portanto existe Φ nas condic¸o˜es indicadas acima. Isto permite-nos
determinar Φ sem dificuldade:
∂Φ
∂x
= M(x, y) = 2xy ⇐⇒ Φ(x, y) = x2y + h1(y)
∂Φ
∂y
= N(x, y) = 3y2 + x2 ⇐⇒ Φ(x, y) = x2y + y3 + h2(x)
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Conclui-se, enta˜o, que se podem escolher h1(y) = y
3 e h2(x) = 0, obtendo-se Φ(x, y) =
x2y+ y3. A soluc¸a˜o de (103) sera´ Φ(x, y) = C, com a constante real C dada por C = Φ(1, 1) =
121 + 13 = 2. A expressa˜o impl´ıcita pretendida e´ y3 + x2y − 2 = 0.
c) Observando que y3 + x2y − 2 = 0 e´ facilmente resolvida para x como func¸a˜o de y obte´m-se,
atendendo a que x(1) = 1 > 0,
x = x(y) =
√
2− y3
y
.
O domı´nio de x(y) e´
]
0, 3
√
2
]
. Como x′(y) = − 1+y2
y2
√
y
2−y3 < 0 em
]
0, 3
√
2
[
conclui-se que x(y)
e´ estritamente decrescente e e´, portanto, invert´ıvel. Consequentemente, o intervalo ma´ximo
de existeˆncia da soluc¸a˜o sera´ ]α, β[ com α = x
(
3
√
2
)
= 0 e β = lim
y→0
x(y) = +∞.
IV.
a) Observe-se que ddtE(x, x
′) = ddt
(
1
2 (x
′)2 + V (x)
)
= x′x′′ + V ′(x)x′ = (x′′ + V ′(x)) x′ = 0, onde
a u´ltima igualdade e´ devida a` equac¸a˜o diferencial (104). Isto conclui o pretendido.
b) Definindo y1 = x e y2 = x
′ tem-se
y′1 = x
′ = y2
y′2 = x
′′ = − V ′(x) = − V ′(y1)
e portanto o sistema na˜o-linear de primeira ordem e´{
y′1 = y2
y′2 = − V ′(y1)
c) Comecemos por determinar os pontos de equil´ıbrio e estudar a linearizac¸a˜o do sistema em torno
destes. Os pontos de equil´ıbrio sa˜o os pontos (y1, y2) que satisfazem o sistema{
0 = y2
0 = −V ′(y1) ⇐⇒
{
y2 = 0
y1(y
2
1 − 1) = 0
⇐⇒ (y1, y2) = (−1, 0), (0, 0), (1, 0).
A matriz Jacobiana do sistema num ponto arbitra´rio (yˆ1, yˆ2) e´
J(yˆ1, yˆ2) =
[
0 1
3yˆ21 − 1 0
]
e portanto em trono de cada um dos pontos de equil´ıbrio determinados acima teˆm-se as
seguintes Jacobianas e respectivos valores pro´prios
(yˆ1, yˆ2) = (0, 0) : J(0, 0) =
[
0 1
− 1 0
]
, λ± = ±i
(yˆ1, yˆ2) = (−1, 0), (1, 0) : J(−1, 0) = J(1, 0) =
[
0 1
2 0
]
, λ± = ±
√
2.
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Conclui-se, assim, que o me´todo de linearizac¸a˜o em torno dos pontos de equil´ıbrio na˜o e´
va´lido para o equil´ıbrio (0, 0) visto que as parte reais dos valores pro´prios da matriz Jacobiana
correspondente sa˜o iguais a zero neste caso. A linearizac¸a˜o e´ va´lida em torno de (−1, 0) e de
(1, 0) com a mesma matriz Jacobiana e, portanto, o mesmo sistema linear associado:[
z1
z2
]′
=
[
0 1
2 0
] [
z1
z2
]
,
em que (z1, z2) = (y1, y2) − (yˆ1, yˆ2) e (yˆ1, yˆ2) e´ o ponto de equil´ıbrio em causa. Os vectores
pro´prios desta matriz Jacobiana sa˜o
λ+ =
√
2, 0 =
[ −√2 1
2 −√2
] [
u1
u2
]
,
[
u1
u2
]
= α
[
1√
2
]
λ+ = −
√
2, 0 =
[ √
2 1
2
√
2
] [
u1
u2
]
,
[
u1
u2
]
= β
[ −1√
2
]
,
com α e β constantes reais arbitra´rias. Atendendo a isto os retratos de fases das linearizac¸o˜es
sa˜o o indicado na Figura 84.
Figura 84: Retrato de fases das linearizac¸o˜es em torno de (−1, 0) e de (1, 0).
Para prosseguir e estudar o retrato de fase em zonas onde a linearizac¸a˜o acima apresentada
na˜o e´ va´lida utilizamos o facto de E(y1, y2) = E(x, x
′) ser uma constante do movimento para
o sistema de primeira ordem, ja´ que E(x, x′) era uma constante do movimento para a equac¸a˜o
(104) a qual e´ equivalente ao sistema de primeira ordem.
Escrevendo
E(y1, y2) =
1
2
y22︸︷︷︸
=:Ec(y2)
+
(
−1
4
(
y21 − 1
)2)
︸ ︷︷ ︸
=:Ep(y1)
,
atendendo a que Ec(y2) ≥ 0 e a que as o´rbitas do sistema esta˜o contidas nos conjuntos de
n´ıvel de E, conclui-se que para um dado valor (ou n´ıvel) de E, digamos Ej , a regia˜o do espac¸o
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de fases para a qual podera´ haver alguma o´rbita com esse valor da func¸a˜o E tera´ de estar
contida no subconjunto de R2 no qual e´ satisfeita a desigualdade Ep(y1) ≤ Ej. Atendendo a
estes factos, os conjuntos de n´ıvel de E sa˜o facilmente obtidos a partir do gra´fico de Ep(y1),
como se indica seguidamente.
Figura 85: Gra´fico de Ep e conjuntos de n´ıvel de E.
O sentido das o´rbitas, que ja´ se indicou na figura anterior, e´ obtido imediatamente da primeira
equac¸a˜o do sistema de primeira ordem: y′1 = y2 diz-nos que a func¸a˜o y1(t) tem derivada
positiva e e´, portanto, estritamente crescente, se e so´ se y2 > 0, pelo que as orbitas sa˜o
orientadas no sentido de valores maiores de y1 sempre que permanecerem em regio˜es onde
y2 > 0. Do retrato de fases esboc¸ado acima conclui-se tambe´m imediatamente a informac¸a˜o
quanto a` limitac¸a˜o das o´rbitas do sistema indicada na Figura 86.
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Figura 86: Informac¸a˜o quanto a`s propriedades de limitac¸a˜o das o´rbitas do sistema.
V.
a) Considerando u(t, x) = T (t)X(x), a equac¸a˜o do calor vem escrita como T ′X = DTX ′′. Assu-
mindo que T (t)X(x) 6= 0, a equac¸a˜o pode ser escrita como T ′/T = DX ′′/X, e portanto existe
pelo menos uma constante real σ tal que, para quaisquer (t, x) ∈ Ω, sa˜o va´lidas as igualdades
1
D
T ′
T
(t) = σ =
X ′′
X
(x).
As condic¸o˜es na fronteira podem ser escritas utilizando a hipo´tese u(t, x) = T (t)X(x) :
0 = ux(t, 0) = T (t)X
′(0)⇐⇒ X ′(0) = 0 porque, por hipo´tese, T (t) 6= 0
0 = ux(t, 4) = T (t)X
′(4)⇐⇒ X ′(4) = 0 pela mesma raza˜o.
Temos, assim, o seguinte problema de valores na fronteira para X(x) :{
X ′′ − σX = 0
X ′(0) = 0 = X ′(4).
Estudemos a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o identicamente nulas para este pro-
blema:
Considere-se σ = 0. A equac¸a˜o fica X ′′ = 0, cujas soluc¸o˜es sa˜o X(x) = ax+b. Atendendo
a`s condic¸o˜es na fronteira e a que X ′(x) = a para qualquer x tem-se a = 0 e b arbitra´rio,
pelo que as soluc¸o˜es do problema sa˜o as func¸o˜es constantes X(x) = b,∀x
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Se σ > 0 a soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s condic¸o˜es
na fronteira tem-se o seguinte sistema para a e b :[
1 −1
e
√
σ 4 −e−
√
σ 4
] [
a
√
σ
b
√
σ
]
=
[
0
0
]
e como o determinante desta matriz e´ −e−
√
σ 4 + e
√
σ 4 > 0 (6= 0) conclui-se que a u´nica
soluc¸a˜o do sistema e´ a = b = 0 do que resulta a soluc¸a˜o trivial X(x) ≡ 0.
Finalmente tome-se σ < 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) =
a cos(
√|σ|x)+b sin(√|σ|x). Como X ′(x) = −a√|σ| sin(√|σ|x)+b√|σ| cos(√|σ|x) tem-
se, atendendo a`s condic¸o˜es na fronteira, 0 = X ′(0) = b
√|σ| ⇒ b = 0 e 0 = X ′(4) =
−a√|σ| sin(4√|σ|)⇒ 4√|σ| = kπ,∀k ∈ N1. As soluc¸o˜es correspondentes sa˜o, enta˜o,
Xk(x) = cos
(
kπx
4
)
, ∀k ∈ N1,
e todas as combinac¸o˜es lineares finitas destas func¸o˜es.
Dos resultados acima resulta que σ = σk = − k2π216 , k ∈ N0. Atendendo a isto a equac¸a˜o para
T (t) e´
T ′ = − k
2π2D
16
T, k ∈ N0,
cuja soluc¸a˜o geral e´
Tk(t) = ak exp
(
− k
2π2Dt
16
)
, k ∈ N0,
onde ak sa˜o constantes reais arbitra´rias. Assim, a soluc¸a˜o geral formal do problema e´
u(t, x) =
+∞∑
k=0
ak cos
(
kπx
4
)
exp
(
− k
2π2Dt
16
)
.
b) Usando a condic¸a˜o inicial e a soluc¸a˜o geral formal obtida na al´ınea anterior tem-se
4− x =
+∞∑
k=0
ak cos
(
kπx
4
)
, 0 ≤ x ≤ 4
e portanto as constantes ak, k > 0, sa˜o as constantes de Fourier da se´rie de Fourier de cosenos
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da func¸a˜o 8−perio´dica cuja restric¸a˜o a [0, π] e´ igual a ϕ(x) = 4− x. Portanto, se k > 0,
ak =
2
4
∫ 4
0
(4− x) cos
(
kπx
4
)
dx
= 2
∫ 4
0
cos
(
kπx
4
)
dx− 1
2
∫ 4
0
x cos
(
kπx
4
)
dx
=
8
kπ
sin (kπ)− 1
2
4
kπ
4 sin(kπ)− 1
2
16
k2π2
cos(kπ) +
1
2
16
k2π2
=
8
k2π2
(1− cos(kπ))
=
8
k2π2
(
1− (− 1)k
)
.
Se k = 0 tem-se ak =
1
2
(
2
4
∫ 4
0 (4− x)dx
)
= 2 e portanto a soluc¸a˜o formal e´ dada por
u(t, x) = 2 + 8
+∞∑
k=1
1− (−1)k
k2π2
cos
(
kπx
4
)
exp
(
− k
2π2Dt
16
)
= 2 + 16
+∞∑
ℓ=1
1
(2ℓ− 1)2π2 cos
(
(2ℓ− 1)πx
4
)
exp
(
− (2ℓ− 1)
2π2Dt
16
)
(107)
c) Comecemos por estudar (107) quanto a` continuidade. Designemos por uℓ(t, x) o termo geral da
se´rie (107). Observe-se que
|uℓ(t, x)| ≤ 1
(2ℓ− 1)2π2 , ∀(t, x) ∈ Ω = R
+
0 × [0, 4].
Consequentemente, sabendo que
∑
ℓ ℓ
−2 e´ convergente e utilizando o teste de Weierstrass,
conclui-se que a se´rie do membro direito de (107) e´ absolutamente e uniformemente conver-
gente e como, para cada ℓ ≥ 1, as func¸o˜es uℓ(t, x) sa˜o cont´ınuas em Ω, pode-se concluir que
u(t, x) e´ uma func¸a˜o cont´ınua em Ω. Para investigar se u(t, x) ∈ C1t (Ω) ∩ C2x(Ω) observe-se
primeiro o que se passa com as se´ries de termos gerais ∂uℓ/∂t, ∂uℓ/∂x e ∂
2uℓ/∂x
2. Como,
para qualquer (t, x) ∈ Ωt0 def= [t0,+∞[×]0, 4[, com t0 > 0, se tem∣∣∣∣∂uℓ∂t (t, x)
∣∣∣∣ ≤ D16 exp
(
− (2ℓ− 1)
2π2Dt0
16
)
=:Mℓ,
e como a se´rie
∑
ℓMℓ e´ convergente, conclui-se, pelo teste deWeierstrass, que a se´rie
∑
ℓ ∂uℓ/∂t
e´ absolutamente e uniformemente convergente em Ωt0 e, como uℓ ∈ C1t e
∑
ℓ uℓ e´ convergente,
podemos concluir que u ∈ C1t (Ωt0), para qualquer t0 > 0. Consequentemente u e´ tambe´m de
classe C1t em ∪t0>0Ωt0 = Ω. Agora quanto a` diferenciabilidade de u em ordem a x tem-se,
para todos os pontos (t, x) ∈ Ωt0 , t0 > 0,∣∣∣∣∂uℓ∂x (t, x)
∣∣∣∣ ≤ 14(2ℓ − 1)π exp
(
− (2ℓ− 1)
2π2Dt0
16
)
=: Nℓ,
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e portanto o teste de Weierstrass permite concluir que
∑
ℓ ∂uℓ/∂x e´ absolutamente e uni-
formemente convergente, visto que
∑
ℓNℓ < +∞. O argumento apresentado acima pode ser
agora de novo aplicado a este caso para concluir que u ∈ C1x(Ω). Analogamente, tem-se, em
Ωt0 com t0 > 0, ∣∣∣∣∂2uℓ∂x2 (t, x)
∣∣∣∣ ≤ 116 exp
(
− (2ℓ− 1)
2π2Dt0
16
)
=: N˜ℓ,
e como
∑
ℓ N˜ℓ < ∞ tem-se a convergeˆncia uniforme da se´rie
∑
ℓ ∂
2uℓ/∂x
2 e, como a se´rie∑
ℓ ∂uℓ/∂x e´ convergente em Ωt0 e uℓ ∈ C2x(Ω), conclui-se que u ∈ C2x(Ωt0) para qualquer
t0 > 0, e portanto conclui-se que u ∈ C2x(Ω).
Isto permite concluir que a soluc¸a˜o formal apresentada em (107) e´, de facto, uma soluc¸a˜o
cla´ssica de (105).
VI.
1.a) A equac¸a˜o z′ = (a+ b(t))z tem como soluc¸a˜o geral
z(t) = z(0) exp
(∫ t
0
(a+ b(s))ds
)
= z(0) exp
(
at+
∫ t
0
b(s)ds
)
= z(0)eat + z(0) exp
(∫ t
0
b(s)ds
)
.
Como z(0)eat e´ a soluc¸a˜o de y′ = ay com condic¸a˜o inicial em t = 0 igual a z(0) e como,
pelo enunciado, todas as soluc¸o˜es desta equac¸a˜o sa˜o limitadas, conclui-se que z(t) sera´ uma
func¸a˜o limitada, quando t→ +∞, se exp
(∫ t
0 b(s)ds
)
for limitada quando t→ +∞, ou seja, se∫ +∞
0 b(s)ds < +∞ e portanto, como b(s) ≤ |b(s)|, se
∫ +∞
0 |b(s)|ds < +∞, como se pretendia.
2.a) Pelas hipo´teses apresentadas no enunciado tem-se, para todos os t ≥ 0, α + ∫ t0 u(s)v(s)ds ≥
α > 0 e portanto pode-se dividir a desigualdade (106) pelo seu membro direito. Obtem-se,
assim,
u(t)
α+
∫ t
0 u(s)v(s)ds
≤ 1.
Multiplicando esta desigualdade por v(t) tem-se
u(t)v(t)
α+
∫ t
0 u(s)v(s)ds
≤ v(t). (108)
Atendendo a que o membro esquerdo de (108) e´ igual a
d
dt
log
∣∣∣∣α+
∫ t
0
u(s)v(s)ds
∣∣∣∣
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tem-se, integrando ambos os membros de (108) entre 0 e t ≥ 0 e atendendo a` monotonia do
integral,
log
(
α+
∫ t
0
u(s)v(s)ds
)
− logα ≤
∫ t
0
v(s)ds
ou seja, usando (106),
log u(t) ≤ log
(
α+
∫ t
0
u(s)v(s)ds
)
≤ logα+
∫ t
0
v(s)ds
pelo que log(u(t)/α) ≤ ∫ t0 v(s)ds, e portanto conclui-se que
u(t) ≤ α exp
(∫ t
0
v(s)ds
)
,
como se pretendia.
2.b) Considerando z′ = (A+B(t))z como sendo um sistema na˜o-homoge´neo z′ = Az+B(t)z(t) e
usando a fo´rmula de variac¸a˜o das constantes para este sistema tem-se
z(t) = eAtz(0) +
∫ t
0
eA(t−s)B(s)z(s)ds. (109)
Como, por hipo´tese, todas as soluc¸o˜es de y′ = Ay sa˜o limitadas em R+, conclui-se que todos
os valores pro´prios de A teˆm parte real na˜o positiva e aqueles com parte real nula teˆm mul-
tiplicidades alge´brica e geome´trica iguais. Em particular, sabemos que nestas circunstaˆncias
existe uma constante M, independente de θ ≥ 0 tal que, para estes valores de θ, se verifica
|||eAθ||| ≤M. Consequentemente, aplicando normas a (109) e usando as propriedades elemen-
tares das normas vectoriais e matriciais tem-se
‖z(t)‖ ≤ a|||eAt||| · ‖z(0)‖ + a
∫ t
0
|||eA(t−s)||| · ‖B(s)z(s)‖ds
≤ aM‖z(0)‖ + a2M
∫ t
0
|||B(s)||| · ‖z(s)‖ds
= α+
∫ t
0
v(s)‖z(s)‖ds
onde se definiu α
def
= aM‖z(0)‖ > 0 e v(s) def= a2M |||B(s)||| ≥ 0, e onde a e´ uma constante posi-
tiva tal que, para qualquer matriz X ∈Mn e qualquer vector x ∈ Rn, e´ va´lida a desigualdade
‖Xx‖ ≤ a|||X||| · ‖x‖ (por exemplo: a = 1 se ||| · ||| for a norma matricial induzida pela norma
vectorial ‖ · ‖). Aplicando a desigualdade de Gronwall (com ‖z(t)‖ em vez de u(t)) a` u´ltima
desigualdade acima conclui-se que
‖z(t)‖ ≤ α exp
(∫ t
0
v(s)ds
)
= α exp
(
a2M
∫ t
0
|||B(s)|||ds
)
e portanto z(t) sera´ limitado quando t→ +∞ desde que ∫ +∞0 |||B(s)|||ds < +∞.
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Exame de 17.7.98 e resoluc¸a˜o.
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EQUAC¸O˜ES DIFERENCIAIS
(Engenharia Aeroespacial, Engenharia do Ambiente, Qu´ımica, 1oAno)
Justifique cuidadosamente todas as respostas.
Data: 17/7/1998 Durac¸a˜o: 3h00.
I.
1. Considere um sistema tridimensional de equac¸o˜es diferenciais ordina´rias, lineares, auto´nomas e ho-
moge´neas, para o qual se sabe que λ = 0 e λ = −1 sa˜o os u´nicos valores pro´prios distintos da
matriz do sistema e que os correspondentes espac¸os pro´prios sa˜o ortogonais.
a) Quantos retratos de fase qualitativamente distintos existem correspondentes a esta situac¸a˜o?
b) Estude a estabilidade da soluc¸a˜o nula em todas as situac¸o˜es identificadas.
c) Esboce todos os poss´ıveis retratos de fase qualitativamente distintos.
2. Considere o sistema
x′ =

 0 0 10 −1 0
0 0 0

x+ e−te2 + e3 (110)
a) Determine uma expressa˜o para a soluc¸a˜o geral de (110).
b) Determine a soluc¸a˜o de (110) que satisfaz a condic¸a˜o inicial x(0) = e1 + e2 + e3.
II.
Considere a equac¸a˜o diferencial x′′ + px′ + qx = cos(ωt), onde p, q e ω sa˜o constantes reais.
a) Determine para que valores de p e de q e´ que todas as soluc¸o˜es da equac¸a˜o homoge´nea correspondente
sa˜o limitadas em todo o R.
b) Determine para que valores de (p, q, ω) e´ que todas as soluc¸o˜es da equac¸a˜o dada sa˜o limitadas em
todo o R.
III.
Seja f : R→ R uma func¸a˜o cont´ınua e considere o problema de Cauchy{
x′ = t(1 + x2)f(x)
x(1) = 0.
(111)
1. Considere f(x) = π/4, para todo x ∈ R. Resolva o problema de Cauchy (111), indicando o intervalo
ma´ximo de existeˆncia da soluc¸a˜o.
2. Considere agora f(x) = arctan
(
1 + x2
)
.
a) Justifique, sem tentar resolver explicitamente (111), que, tambe´m neste caso, o problema de Cauchy
tem localmente uma e uma so´ soluc¸a˜o.
b) Mostre que o intervalo ma´ximo de existeˆncia da soluc¸a˜o referida em a) e´ limitado a` direita.
IV.
Em determinados feno´menos de transfereˆncia de energia te´rmica e´ importante considerarem-se simulta-
neamente mecanismos de difusa˜o e de convecc¸a˜o. Ummodelo unidimensional muito simples e´ constituido
pela equac¸a˜o
∂u
∂t
= (1− ε)∂
2u
∂x2
+ ε
∂u
∂x
, (t, x) ∈ Ω = R+×]0, 1[ (112)
onde ε ∈]0, 1[ e´ um paraˆmetro que mede a importaˆncia relativa da contribuic¸a˜o difusiva (uxx) e conve-
ctiva (ux). Considere (112) com condic¸o˜es de Dirichlet homoge´neas.
1.a) Utilizando o me´todo de separac¸a˜o de varia´veis, determine uma expressa˜o para a soluc¸a˜o geral
formal, u(t, x; ε), deste problema.
b) Sendo dada uma condic¸a˜o inicial u(0, x; ε) = f(x) indique como calcularia os coeficientes da soluc¸a˜o
geral formal do problema.
2.a) Considere agora a condic¸a˜o inicial f(x) = 1, ∀x ∈]0, 1[. Estude o comportamento dos coeficientes
de Fourier da soluc¸a˜o formal obtida acima quando ε→ 0+ e quando ε→ 1−.
(Sugesta˜o: podera´ ser u´til recordar que
∫
eαx sin(βx)dx = (eαx(α sin(βx) − β cos(βx))) /(α2+β2))
b) Mostre que a soluc¸a˜o formal e´ cont´ınua em Ω.
c) Mostre que, para cada (t, x) ∈ Ω fixo, o limite lim
ε→0+
u(t, x; ε) existe e a func¸a˜o limite e´ uma soluc¸a˜o
formal cont´ınua em Ω do problema limite (112) com ε = 0. Estude o que se passa quando ε→ 1−.
3. Considere (112) com ε = 1. Utilize a mudanc¸a de varia´veis (t, x) 7→ (ξ, η) definida por ξ = x+ t, η =
x− t, para mostrar que todas as soluc¸o˜es da equac¸a˜o sa˜o da forma u(t, x; 1) = ϕ(x+ t) e relacione
ϕ com a condic¸a˜o inicial do problema.
Resoluc¸a˜o:
I.
1.a) Tendo em conta que a matriz do sistema tem dimensa˜o 3 e que os seus valores pro´prios distintos
sa˜o λ = 0 e λ = −1 conclui-se que ou um, ou o outro, mas na˜o os dois simultaneamente, tem
de ter multiplicidade alge´brica igual a 2. Ha´, enta˜o, duas hipo´teses:
A)
{
λ = 0 com ma = 2
λ = −1 com ma = 1 e B)
{
λ = 0 com ma = 1
λ = −1 com ma = 2 ,
onde ma e´ a multiplicidade alge´brica do correspondente valor pro´prio. Seja mg a multi-
plicidade geome´trica (=dimensa˜o do espac¸o pro´prio) do valor pro´prio λ. Como se sabe que
1 ≤ mg ≤ ma, existem duas situac¸o˜es distintas para cada um dos casos acima, a saber
A.1)
{
λ = 0 com ma = 2 e mg = 2
λ = −1 com ma = 1 e mg = 1
A.2)
{
λ = 0 com ma = 2 e mg = 1
λ = −1 com ma = 1 e mg = 1
B.1)
{
λ = 0 com ma = 1 e mg = 1
λ = −1 com ma = 2 e mg = 2
B.2)
{
λ = 0 com ma = 1 e mg = 1
λ = −1 com ma = 2 e mg = 1 .
A cada uma destes casos esta´ associada uma u´nica forma cano´nica de Jordan (a menos da
ordenac¸a˜o dos blocos) e a casos diferentes correspondem matrizes de Jordan diferentes e
na˜o-semelhantes. Portanto estes quatro casos constituem as quatro possibilidades distintas
correspondentes a` presente situac¸a˜o.
b) Atendendo a` classificac¸a˜o dos quatro casos poss´ıveis dada acima e ao resultado de caracte-
rizac¸a˜o da estabilidade dos pontos de equil´ıbrio de sistemas lineares, podemos afirmar que a
soluc¸a˜o nula na˜o sera´, em qualquer dos casos, assimptoticamente esta´vel, ja´ que existe sempre
um valor pro´prio nulo. Nos casos A.1), B.1) e B.2) em que o valor pro´prio nulo tem multipli-
cidades alge´brica e geome´trica iguais, conclui-se que a soluc¸a˜o nula e´ esta´vel. No caso A.2),
tem-se ma = 2 > 1 = mg para o valor pro´prio nulo, e a soluc¸a˜o nula e´ insta´vel.
c) Nos casos A.1) e B.1) a matriz do sistema e´ diagonaliza´vel. Usando o facto do conjunto dos
pontos de equil´ıbrio constituirem o espac¸o nulo da matriz, o qual e´ igual ao espac¸o pro´prio
do valor pro´prio nulo e atendendo a` ortogonalidade entre os espac¸os pro´prios fornecida no
enunciado, conclui-se que os retratos de fase nestes casos sa˜o os apresentados na Figura 87.
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Figura 87: Retratos de fase nos casos A.1) e B.1).
Nos casos A.2) e B.2) a matriz do sistema na˜o e´ diagonaliza´vel. No espac¸o invariante gerado
pelo vector pro´prio e pelo vector pro´prio generalizado correspondentes ao valor pro´prio com
mg 6= ma teˆm-se os retratos de fase indicados na Figura 88.
Os retratos de fase sa˜o agora fa´ceis de obter ja´ que os comportamentos dos sistemas nos
espac¸os pro´prios correspondentes aos valores pro´prios com mg = ma sa˜o o que se apresenta
na Figura 89. Tem-se, portanto, os retratos de fase apresentados na Figura 90.
2.a) Sabendo que a soluc¸a˜o geral de (110) pode ser escrita como x(t) = xhom(t) + xpart(t), onde
xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea e xpart(t) e´ uma soluc¸a˜o particular da equac¸a˜o
na˜o-homoge´nea, comecemos por determinar xhom(t). A matriz do sistema e´ triangular supe-
rior, pelo que podemos resolver o sistema sucessivamente comec¸ando na u´ltima equac¸a˜o:
x′3 = 0 ⇒ x3(t) = α3
x′2 = − x2 ⇒ x2(t) = α2e−t
x′1 = x3 ⇒ x′1(t) = α3 ⇒ x1(t) = α3t+ α1
pelo que a soluc¸a˜o geral da equac¸a˜o homoge´nea e´
xhom(t) =

 1 0 t0 e−t 0
0 0 1



 α1α2
α3

 .
Uma soluc¸a˜o particular da equac¸a˜o na˜o-homoge´nea pode ser obtida utilizando o me´todo dos
palpites, a linearidade da equac¸a˜o e a estrutura da matriz do sistema: o termo na˜o-homoge´neo
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Figura 88: Retratos de fase nos casos A.2) e B.2).
Figura 89: Comportamento nos espac¸os pro´prios com mg = ma, nos casos A.2) e B.2).
Figura 90: Comportamento nos nos casos A.2) e B.2).
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e´ h(t) = h1(t) + h2(t) com h1(t) = e
−te2 e h2(t) = e3. Atendendo a que os valores pro´prios
da matriz do sistema sa˜o λ = 0 com ma = 2 e mg = 1 e λ = − 1 com ma = mb = 1,
conclu´ımos que uma soluc¸a˜o particular do sistema sera´ do tipo xpart(t) = upart(t) + vpart(t),
em que upart(t) = (a1t + a2)e
−te2 e vpart(t) = (a3t2 + a4t + a5, 0, a6t2 + a7t + a8)T, onde
foi explicitamente usado o facto da estrutura da matriz do sistema implicar que a equac¸a˜o
para x2(t), por um lado, e o sistema para (x1(t), x3(t)), por outro, estarem desacoplados no
sistema homoge´neo, e assim permanecerem no caso na˜o homoge´neo. Substituindo este palpite
no sistema tem-se
 2a3t+ a4a1e−t − a1te−t − a2e−t
2a6t+ a7

−

 0 0 10 −1 0
0 0 0



 a3t2 + a4t+ a5a1te−t + a2e−t
a6t
2 + a7t+ a8

 =

 0e−t
1

 ⇐⇒
⇐⇒

 − a6t2 + (2a3 − a7)t+ (a4 − a8)a1e−t
2a6t+ a7

 =

 0e−t
1

 ⇐⇒
⇐⇒


a6 = 0
2a3 − a7 = 0
a4 − a8 = 0
a1 = 1
2a6 = 0
a7 = 1
⇐⇒


a1 = 1
a3 = 1/2
a4 = a8
a6 = 0
a7 = 1
e a2, a5 e a8 sa˜o arbitra´rios. Fazendo-os iguais a zero tem-se a soluc¸a˜o particular xpart(t) =(
t2/2, te−t, t
)T
, pelo que uma expressa˜o para a soluc¸a˜o geral sera´
x(t) =

 1 0 t0 e−t 0
0 0 1



 α1α2
α3

+

 12t2te−t
t

 .
b) Usando a condic¸a˜o inicial dada tem-se
 11
1

 =

 1 0 00 1 0
0 0 1



 α1α2
α3

+

 00
0

 ,
pelo que se conclui imediatamente que α1 = α2 = α3 = 1 e portanto a soluc¸a˜o pretendida e´
x(t) =

 12 t2 + t+ 1te−t + e−t
t+ 1

 .
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II.
a) Considerando a equac¸a˜o homoge´nea x′′ + px′ + q = 0, as suas soluc¸o˜es podem ser determinadas
escrevendo-a na forma (D2 + pD + q)x = 0 e factorizando o polino´mio diferencial P (D)
def
=
D2 + pD + q. Para que todas as soluc¸o˜es sejam limitadas em R e´ necessa´rio e suficiente que
os zeros de P (λ) tenham parte real nula e sejam simples. Usando a fo´rmula resolvente para
as equac¸o˜es alge´bricas do segundo grau, os zeros de P (λ) sa˜o
λ± =
− p±
√
p2 − 4q
2
.
Analizando agora esta expressa˜o conclui-se que
(i) q ≤ 0⇒ p2 − 4q ≥ 0⇒ λ− < 0 < λ+ ⇒ as soluc¸o˜es na˜o nulas sa˜o ilimitadas em R.
Consequentemente, tem de se ter q > 0.
(ii) Se, com q > 0, p2 − 4q ≥ 0, enta˜o λ± ∈ R− e as soluc¸o˜es sa˜o ilimitadas em R−.
Portanto, tem de ser ter p2 − 4q < 0, caso em que vem
λ± = − p
2
± i
√
4q − p2
2
e, para que Re(λ±) = 0, tem de se ter p = 0, vindo, enta˜o, λ± = ±i√q. A regia˜o do espac¸o
(p, q) pretendida e´, enta˜o, {0} × R+.
b) Sabemos que qualquer soluc¸a˜o na˜o homoge´nea pode ser escrita na forma x(t) = xhom(t)+xpart(t)
onde xhom(t) e´ a soluc¸a˜o geral da equac¸a˜o homoge´nea associada e xpart(t) e´ uma soluc¸a˜o
particular da equac¸a˜o na˜o-homoge´nea. Da al´ınea anterior, para que xhom(t) seja limitada em
R e´ necessa´rio e suficiente que (p, q) ∈ {0}×R+. Usando o me´todo dos palpites, uma soluc¸a˜o
particular da equac¸a˜o na˜o-homoge´nea e´ do tipo α1 cos(ωt)+α2 sin(ωt) se ω 6= ±√q e e´ do tipo
(α1t+β1) cos(ωt)+(α2t+β2) sin(ωt) se ω = ±√q. Nesta u´ltima situac¸a˜o as soluc¸o˜es na˜o sera˜o
limitadas em R pois em geral pelo menos uma das constantes α1 e α2 sera´ diferente de zero.
Conclui-se, assim, que tem de se ter ω 6= ±√q e vem (p, q, ω) ∈ {0}×R+×(R \ { − √q,√q}) .
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III.
1. Nestas condic¸o˜es, a equac¸a˜o e´ x′ = t(1 + x2)π4 , a qual e´ separa´vel e pode ser integrada como se
segue, usando a condic¸a˜o inicial x(1) = 0 :
{
x′ = t(1 + x2)π4
x(1) = 0
⇔


1
1 + x2
dx
dt
=
π
4
t
x(1) = 0
⇔
∫ t
1
1
1 + (x(s))2
dx(s)
ds
ds =
π
4
∫ t
1
sds
⇔
∫ x(t)
0
1
1 + x2
dx =
π
4
(
t2
2
− 1
2
)
⇔ arctan x(t) = π4
(
t2
2 − 12
)
⇔ x(t) = tan
(
π
4
(
t2
2 − 12
))
, com − π2 < π4
(
t2
2 − 12
)
< π2 .
Como t tem de satisfazer as desigualdades acima indicadas, conclui-se que − π2 < π4
(
t2
2 − 12
)
<
π
2 ⇔ − 4 < t2 − 1 < 4 ⇔ − 3 < t2 < 5 ⇒ 0 ≤ t2 < 5 ⇔ −
√
5 < t <
√
5. Observando
que quando t → ±√5 se tem x(t) → +∞, conclui-se que, de facto, o intervalo ma´ximo de
definic¸a˜o da soluc¸a˜o do problema de Cauchy em causa e´ Imax =]−√5,√5[.
2.a) Neste caso a equac¸a˜o e´ do tipo x′ = g(t, x), com g(t, x) def= t(1 + x2) arctan(1 + x2). Esta
func¸a˜o esta´ definida e e´ cont´ınua em R2 e e´ a´ı de classe C1 em relac¸a˜o a` varia´vel x visto
que e´ obtida por composic¸a˜o, produtos e somas de func¸o˜es continuamente diferencia´veis na
varia´vel x. Portanto, em particular, g e´ localmente Lipschitziana em relac¸a˜o a` varia´vel x e o
Teorema de Picard-Lindelo¨f permite concluir que o problema de Cauchy indicado tem uma
u´nica soluc¸a˜o local.
b) Estamos interessados em estudar o que acontece para t > 1 > 0. A soluc¸a˜o local, cuja existeˆncia
e unicidade ficou estabelecida na al´ınea anterior, e´ mono´tona crescente pois a sua derivada
satisfaz x′(t) = g(t, x(t)) e a func¸a˜o g(t, x) e´ positiva para todos os t > 0 e para todos os
valores de x. Consequentemente x(t) > x(1) = 0 para todos os valores de t > 1 para os quais
a soluc¸a˜o esta´ definida. Para x > 0 tem-se arctan(1 + x2) > arctan 1 = π4 . A soluc¸a˜o do
problema de Cauchy {
u′ = t(1 + u2)π4
u(1) = 0.
foi ja´ determinada e e´ igual a u(t) = tan
(
π
4
(
t2
2 − 12
))
, a qual esta´ definida no intervalo
ma´ximo ]−√5,√5[ e tende para +∞ quando t→ √5. Atendendo a` relac¸a˜o indicada acima
entre o membro direito desta equac¸a˜o e g(t, x) e tendo presente os teoremas de comparac¸a˜o,
conclui-se que x(t) ≥ u(t) para todos os valores de t para os quais ambas as func¸o˜es esta˜o
definidas. Mas esta desigualdade implica que x(t) na˜o esta´ certamente definida para t ≥ √5
273
uma vez que u(t) → +∞ quando t → √5. Consequentemente o intervalo ma´ximo de x(t) e´
limitado a` direita por algum t⋆ ≤ √5.
IV.
1.a) Escrevendo u(t, x; ε) = T (t)X(x) a equac¸a˜o (112) pode ser escrita como T ′X = (1− ε)TX ′′ +
εTX ′ e, supondo que T (t)X(x) 6= 0 para (t, x) ∈ R+×]0, 1[, obte´m-se
T ′
T
(t) = (1− ε)X
′′
X
(x) + ε
X ′
X
(x).
Como esta igualdade tem de ser va´lida em todos os pontos (t, x) do aberto R+×]0, 1[, conclui-
se que existe uma constante real σ tal que
T ′
T
(t) = σ = (1− ε)X
′′
X
(x) + ε
X ′
X
(x),
obtendo-se assim as equac¸o˜es diferenciais ordina´rias seguintes
T ′ − σT = 0
(1− ε)X ′′ + εX ′ − σX = 0
e, atendendo a`s condic¸o˜es de Dirichlet homoge´neas, 0 = u(t, 0; ε) = T (t)X(0) e 0 = u(t, 1; ε) =
T (t)X(1), a equac¸a˜o diferencial para X(x) vem suplementada com as condic¸o˜es na fronteira
X(0) = X(1) = 0 : {
(1− ε)X ′′ + εX ′ − σX = 0, 0 < x < 1,
X(0) = 0 = X(1).
Como ε ∈]0, 1[ tem-se 1− ε 6= 0 e dividindo a equac¸a˜o por 1− ε obte´m-se
X ′′ +
ε
1− εX
′ − σ
1− εX = 0, (113)
a qual pode ser escrita como P (D)X = 0, com P (·) o polino´mio definido por P (λ) = λ2 +
ε
1−ελ− σ1−ε . Os zeros de P (λ) sa˜o
λ± =
− ε±√ε2 + 4σ(1− ε)
2(1 − ε) .
Vejamos as diferentes possibilidades:
Se ε2 + 4σ(1 − ε) > 0, ou seja σ > − ε24(1−ε) , enta˜o λ± ∈ R e tem-se λ− < 0 < λ+, pelo
que a soluc¸a˜o geral de (113) e´
X(x) = α1e
λ−x + α2e
λ+x.
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Atendendo a`s condic¸o˜es na fronteira vira´
0 = α1 + α2
0 = α1e
λ− + α2e
λ+ .
Da primeira equac¸a˜o tem-se α2 = −α1 e substituindo na segunda vem 0 = α1(eλ−−eλ+)
o que implica que α1 = 0 e portanto tambe´m α2 = 0, concluindo-se que a u´nica soluc¸a˜o
e´ a soluc¸a˜o trivial X(x) ≡ 0, que na˜o nos interessa.
Se ε2 + 4σ(1 − ε) = 0, ou seja σ = − ε24(1−ε) , tem-se tambe´m λ± ∈ R mas agora
λ+ = λ− < 0. A soluc¸a˜o geral de (113) sera´
X(x) = α1e
λ+x + α2xe
λ+x
e portanto, de 0 = X(0) = α1 e 0 = X(1) = α1e
λ+ + α2e
λ+ , conclui-se que α1 = α2 = 0
e a u´nica soluc¸a˜o e´ novamente a identicamente nula.
Finalmente, quando ε2+4σ(1−ε) < 0, ou seja σ < − ε24(1−ε) , tem-se λ± ∈ C\R e pode-se
escrever
λ± = − ε
2(1 − ε) ± i
√|ε2 + 4σ(1− ε)|
2(1 − ε) .
Designemos por µ a parte imagina´ria de λ±. A soluc¸a˜o geral da equac¸a˜o (113) e´
X(x) = e
− ε
2(1−ε)
x
(α1 cosµx+ α2 sinµx)
e as condic¸o˜es na fronteira resultam em
0 = 1(α11 + α20)
0 = e
− ε
2(1−ε) (α1 cosµ+ α2 sinµ).
Da primeira equac¸a˜o conclui-se que α1 = 0 e substituindo este resultado na segunda
equac¸a˜o vem 0 = e
− ε
2(1−ε)α2 sinµ, o que implica que as soluc¸o˜es na˜o-triviais sa˜o obtidas
se e so´ se µ = kπ, k ∈ N1. Consequentemente, as soluc¸o˜es em causa sa˜o todas as obtidas
por combinac¸o˜es lineares das func¸o˜es
X(x) = e
− ε
2(1−ε)
x
sin(kπx), k ∈ N1.
Podemos agora resolver a equac¸a˜o para T (t) uma vez que os poss´ıveis valores de σ sa˜o ja´
conhecidos: como tem de se ter µ = kπ, obteˆm-se, da expressa˜o de µ e da condic¸a˜o ε2 +
4σ(1 − ε) < 0, os seguintes valores poss´ıveis para σ :√|ε2 + 4σ(1− ε)|
2(1 − ε) = kπ ⇔
∣∣ε2 + 4σ(1− ε)∣∣ = 4(1− ε)2k2π2
⇔ ε2 + 4σ(1 − ε) = − 4(1 − ε)2k2π2
⇔ 4σ(1− ε) = − ε2 − 4(1 − ε)2k2π2
⇔ σ = − ε
2
4(1− ε) − (1− ε)k
2π2.
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As soluc¸o˜es da equac¸a˜o para T (t) sa˜o, enta˜o,
T (t) = αk exp
[(
− ε
2
4(1− ε) − (1− ε)k
2π2
)
t
]
, k ∈ N1.
A soluc¸a˜o geral formal e´, portanto,
u(t, x; ε) = e
− ε
2(1−ε)
x
e
− ε2
4(1−ε)
t
+∞∑
k=1
αk sin(kπx)e
−(1−ε)k2π2t. (114)
b) Sendo dada a condic¸a˜o inicial u(0, x; ε) = f(x) tem-se
f(x) = u(0, x; ε) = e
− ε
2(1−ε)
x
+∞∑
k=1
αk sin(kπx),
ou seja,
e
ε
2(1−ε)
x
f(x) =
+∞∑
k=1
αk sin kπx.
Consequentemente, as constantes αk sa˜o os coeficientes da se´rie de Fourier de senos da func¸a˜o
perio´dica de per´ıodo 2 que em ]0, 1[ coincide com a func¸a˜o e
ε
2(1−ε)
x
f(x), havendo, portanto,
que prolongar esta func¸a˜o a R como uma func¸a˜o ı´mpar (para que a se´rie de Fourier seja de
senos) de per´ıodo 2. Assim sendo, os coeficientes de Fourier sa˜o calculados por
αk = 2
∫ 1
0
f(x)e
ε
2(1−ε)
x
sin(kπx)dx, k ∈ N1.
2.a) Sendo dada f(x) = 1, ∀x ∈]0, 1[, tem-se, pela al´ınea anterior e atendendo a` sugesta˜o,
αk = 2
∫ 1
0
e
ε
2(1−ε)
x
sin(kπx)dx
= 2
e
ε
2(1−ε)
x
(
ε
2(1−ε) sin(kπx)− kπ cos(kπx)
)
ε2
4(1−ε)2 + k
2π2
∣∣∣∣∣∣
1
0
= 8kπ(1 − ε)2 1− (− 1)
ke
ε
2(1−ε)
ε2 + 4(1− ε)2k2π2
Consequentemente tem-se
lim
ε→0+
αk = 8kπ · 11− (− 1)
k1
0 + 4k2π2
= 2
1− (− 1)k
kπ
e
lim
ε→1−
αk = 8kπ lim
ε→1−
1− (− 1)ke ε2(1−ε)(
ε
1−ε
)2
+ 4k2π2
= 8kπ lim
δ→+∞
1− (− 1)keδ
δ2 + 4k2π2
;
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usando a regra de Cauchy para o levantamento de indeterminac¸o˜es obtem-se imediatamente
lim
δ→+∞
eδ
δ2 + 4k2π2
= lim
δ→+∞
eδ
2δ
= lim
δ→+∞
eδ = +∞
e portanto tem-se limε→1− αk = ±∞ (+∞ quando k e´ ı´mpar e −∞ quando k e´ par).
b) Seja
uk(t, x; ε) = αk sin(kπx)e
−(1−ε)k2π2t,
com os coeficientes αk obtidos na al´ınea anterior. E´ evidente que cada uma das func¸o˜es
uk(t, x; ε) e´ cont´ınua em Ω como func¸a˜o das varia´veis t e x. Da al´ınea anterior tem-se que
αk ∼ O(1/k) quando k →∞ e portanto, para qualquer t ≥ t0, com t0 > 0 fixo, tem-se
|uk(t, x, ε)| ≤ (const) 1
k
e−(1−ε)k
2π2t0 =:Mk. (115)
Como
∑
kMk e´ uma se´rie convergente, o teste de Weierstrass permite concluir que a se´rie∑
k uk(t, x; ε) e´ absolutamente e uniformemente convergente e portanto a sua soma e´ uma
func¸a˜o cont´ınua em Ωt0 := [t0,+∞[×]0, 1[. Como t0 > 0 e´ fixo e arbitra´rio, conclui-se que a
soma da se´rie e´ uma func¸a˜o cont´ınua tambe´m em Ω = ∪t0>0Ωt0 . Atendedo a (114), a soluc¸a˜o
formal e´ o produto desta se´rie pela func¸a˜o e
− ε
2(1−ε)
x
e
− ε2
4(1−ε)
t
, a qual e´ cont´ınua em Ω, pelo
que se conclui o pretendido.
c) Comecemos por estudar o limite ε→ 0+. Neste caso e´ imediato que
lim
ε→0+
u(t, x; ε) = lim
ε→0+
+∞∑
k=1
αk sin(kπx)e
−(1−ε)k2π2t.
O argumento utilizado na al´ınea anterior para a continuidade da soma da se´rie em relac¸a˜o
a`s varia´veis t e x pode ser de novo aplicado para o estudo da sua dependeˆncia em ε. Se
ε < 1 o argumento enta˜o usado e´ va´lido sem alterac¸a˜o e (115) permite concluir que a se´rie
e´ absoluta e uniformemente convergente e que a sua soma e´ cont´ınua em todos os pontos
(t, x; ε) ∈ R+×]0, 1[×[0, 1[. Consequentemente
lim
ε→0+
u(t, x; ε) = lim
ε→0+
+∞∑
k=1
αk sin(kπx)e
−(1−ε)k2π2t
=
+∞∑
k=1
sin(kπx) lim
ε→0+
αk · lim
ε→0+
e−(1−ε)k
2π2t
=
+∞∑
k=1
2
1− (− 1)k
kπ
sin(kπx)e−k
2π2t.
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Designemos por v(t, x) a func¸a˜o limite assim determinada. Comecemos por ver que v(t, x)
e´ cont´ınua em Ω. Usando exactamente o mesmo argumento da al´ınea anterior pode-se, para
t ≥ t0 > 0, majorar os termos da se´rie que define v(t, x) por
Nk := (const)
1
k
e−k
2π2t0
e como
∑
kNk e´ uma se´rie convergente, o teste de Weierstrass pode ser aplicado para obter a
convergeˆncia absoluta e uniforme em Ωt0 da se´rie que define v(t, x) e, portanto, a continuidade
desta func¸a˜o em Ωt0 , ∀t0 > 0, e consequentemente tambe´m em Ω = ∪t0>0Ωt0 . Ja´ tendo
mostrado a continuidade de v(t, x) em Ω temos agora de verificar que e´ soluc¸a˜o formal de
(112) com ε = 0. Comec¸ando pelas condic¸o˜es na fronteira:
v(t, 0) =
+∞∑
k=1
2
1− (− 1)k
kπ
sin(kπ0)e−k
2π2t = 0, ∀t
v(t, 1) =
+∞∑
k=1
2
1− (− 1)k
kπ
sin(kπ1)e−k
2π2t = 0, ∀t.
Quanto a` condic¸a˜o inicial tem-se
v(0, x) =
+∞∑
k=1
2
1− (− 1)k
kπ
sin(kπx)
pelo que αk = 2(1 − ( − 1)k)/(kπ) sera˜o os coeficientes de Fourier da expansa˜o em se´rie
de Fourier de senos da func¸a˜o ı´mpar e 2−perio´dica cuja restric¸a˜o a ]0, 1[ e´ igual a v(0, x).
Observando os ca´lculos feitos na al´ınea 2.a) conclui-se imediatamente que se tem v(0, x) =
1, ∀x ∈]0, 1[. Por fim, formalmente, isto e´, supondo que se pode derivar termo-a-termo a se´rie
que define v(t, x), tem-se
∂v
∂t
=
+∞∑
k=1
2kπ
(
(− 1)k − 1
)
sin(kπx)e−k
2π2t
∂v
∂x
=
+∞∑
k=1
2
(
1− (− 1)k
)
cos(kπx)e−k
2π2t
∂2v
∂x2
=
+∞∑
k=1
2kπ
(
(− 1)k − 1
)
sin(kπx)e−k
2π2t
pelo que se verifica imediatamente que
∂v
∂t
=
∂2v
∂x2
e portanto, formalmente, v(t, x) e´ a soluc¸a˜o u(t, x; 0) do problema de valores iniciais e de
fronteira para a equac¸a˜o limite quando ε = 0.
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Quanto ao limite ε → 1− nada podemos concluir de modo simples ja´ que, no argumento da
al´ınea anterior, a utilizac¸a˜o da majorac¸a˜o (115) falha quando ε = 1 uma vez que se tem Mk ∼
O(1/k) quando k → +∞ e portanto∑kMk na˜o e´ uma se´rie convergente. Consequentemente,
na˜o podemos garantir a continuidade da func¸a˜o u(t, x; ε) em ε = 1. Para agravar o problema,
observe-se que limε→1− e
− ε
2(1−ε)
x
e
− ε2
4(1−ε)
t
= 0 mas limε→1− αk = ∞, o que significa que,
mesmo que a continuidade da soma da se´rie em ε = 1 pudesse ser garantida de algum outro
modo, estar´ıamos perante uma indeterminac¸a˜o 0 · ∞ cuja elucidac¸a˜o se adivinha dif´ıcil.
3. Com ε = 1 a equac¸a˜o (112) fica ut−ux = 0. Considerando a mudanc¸a de varia´veis apresentada e
designando por w a func¸a˜o u nas novas varia´veis, isto e´, u(t, x; 1) = w(ξ(t, x), η(t, x)), tem-se
ut = wξξt +wηηt = wξ − wη
ux = wξξx + wηηx = wξ + wη
e portanto a equac¸a˜o dada transforma-se em
0 = ut − ux = wξ − wη −wξ −wη = − 2wη.
Primitivando ambos os membros de wη = 0 em ordem a η vem w(ξ, η) = ϕ(ξ), para alguma
func¸a˜o ϕ de classe C1. Pela relac¸a˜o entre u e w e usando a mudanc¸a de varia´veis dada conclui-se
imediatamente que
u(t, x; 1) = ϕ(x+ t).
Se foˆr dada uma condic¸a˜o inicial u(0, x; 1) = f(x) enta˜o e´ evidente que f(x) = u(0, x; 1) =
ϕ(x+ 0) pelo que se conclui que ϕ = f e a soluc¸a˜o e´
u(t, x; 1) = f(x+ t).
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Exame de 11.9.98 e resoluc¸a˜o.
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Justifique cuidadosamente todas as respostas.
Data: 11/9/1998 Durac¸a˜o: 3h00.
I.
Considere o sistema
x′ =


1 −1 0 0
2 −1 1 0
0 0 0 0
0 0 0 −1

x+ b(t) (116)
1. Seja b(t) = 0.
a) Determine todos os pontos de equil´ıbrio de (116) e estude-os quanto a` estabilidade.
b) Identifique o maior subespac¸o invariante L de R4 tal que a restric¸a˜o do sistema a L tenha um
u´nico ponto de equil´ıbrio.
c) Esboce o retrato de fases da restric¸a˜o do sistema ao subespac¸o L referido na al´ınea anterior8.
2. Seja b(t) = ete2 + e3.
a) Determine uma soluc¸a˜o particular do sistema na˜o-homoge´neo.
b) Calcule a soluc¸a˜o do sistema na˜o-homoge´neo que satisfaz x(0) = −12e1 + e2 + e4.
II.
Considere a func¸a˜o real x(t;ω) definida em R × R+, a qual, para cada valor fixo do paraˆmetro ω,
e´ a soluc¸a˜o do problema de Cauchy 

d2x
dt2
+ x = cosωt
x(0;ω) = x′(0;ω) = 0
(117)
a) Calcule x(t;ω) quando ω 6= 1.
b) Usando o resultado da al´ınea anterior e a continuidade da func¸a˜o x(t;ω), calcule x(t; 1).
8Se na˜o resolveu a al´ınea anterior, considere L = L{e1, e2, e4}.
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III.
Considere o problema de Cauchy

(
sin(x+ y) + 2x cos(x+ y)
)
+ 2x cos(x+ y)dydx = 0
y(1) = π4 − 1
(118)
a) Justifique que (118) tem soluc¸a˜o local u´nica.
b) Mostre que a equac¸a˜o diferencial em (118) tem um factor integrante do tipo µ = µ(x+ y) e que
a soluc¸a˜o do problema de Cauchy (118) pode ser dada implicitamente por 2x sin2(x+ y) = 1.
c) Determine uma expressa˜o expl´ıcita para a soluc¸a˜o de (118) e diga qual e´ o seu intervalo ma´ximo.
IV.
Em certas situac¸o˜es e´ importante, conhecendo o estado actual de um sistema, saber quais foram
os seus estados no passado. Matematicamente isto corresponde a, dada uma condic¸a˜o inicial em
t = 0, investigar o comportamento do sistema para t < 0.
Ao inve´s do que se passa com EDOs lineares auto´nomas, o comportamento das soluc¸o˜es de
EDPs lineares auto´nomas pode ser muito diferente para t > 0 e para t < 0; em particular, com a
mesma condic¸a˜o inicial, pode existir soluc¸a˜o para todos os t > 0 e na˜o existir para nenhum t < 0.
O presente exerc´ıcio ilustra esta situac¸a˜o no caso muito simples da equac¸a˜o do calor com
condic¸o˜es de Dirichlet homoge´neas{
ut = uxx , (t, x) ∈ R×]0, 1[
u(t, 0) = u(t, 1) = 0, t ∈ R (119)
1. Comecemos por considerar o caso t > 0.
a) Determine a soluc¸a˜o formal geral de (119).
b) Determine a soluc¸a˜o formal de (119) que satisfaz a condic¸a˜o inicial
u(0, x) = f(x)
def
=
{
x, se x ∈ [0, 1/2]
1− x, se x ∈ ]1/2, 1] (120)
(Observac¸a˜o: Podera´ ser u´til ter presente que
∫
x sin(ax)dx = 1
a2
sin(ax)− 1ax cos(ax).)
c) Mostre, justificando detalhadamente, que a soluc¸a˜o formal da al´ınea anterior e´ uma soluc¸a˜o
cla´ssica de (119)-(120), isto e´, que u(t, x) ∈ C0(Ω)∩ C1t (Ω)∩ C2x(Ω), com Ω = R+×]0, 1[ e com
Ω = Ω ∪ ∂Ω = R+0 × [0, 1].
2. Seja agora t < 0. Justifique que a expressa˜o formal na˜o define uma soluc¸a˜o cla´ssica de (119)-
(120) para nenhum t < 0.
(Sugesta˜o: Estude o que se passa em x = 1/2.)
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Resoluc¸a˜o:
I.
1.a) Os pontos de equil´ıbrio do sistema sa˜o os pontos xeq ∈ R4 tais que xeq ∈ N (A), onde A e´
matriz do sistema. Consequentemente tem-se
0 =


1 −1 0 0
2 −1 1 0
0 0 0 0
0 0 0 −1




x1
x2
x3
x4

 =


x1 − x2
2x1 − x2 + x3
0
−x4

 ,
pelo que vem x4 = 0, x2 = x1, x3 = −x1 e os pontos de equil´ıbrio sa˜o xeq = (α,α,−α, 0)T ,
com α ∈ R arbitra´rio.
A estabilidade dos pontos de equil´ıbrio e´ determinada pelo sinal da parte real dos valores
pro´prios da matriz A, os quais sa˜o zeros do polino´mio caracter´ıstico:
0 = det(A− λI)
= det


1− λ −1 0 0
2 −1− λ 1 0
0 0 −λ 0
0 0 0 −1− λ


= λ(λ+ 1)(λ2 + 1).
Os valores pro´prios sa˜o, enta˜o, λ = 0, λ = −1 e λ = ±i. Como os valores pro´prios com
parte real nula teˆm multiplicidades alge´bricas iguais a 1 e como 1 ≤ mg ≤ ma, conclui-se
que para todos eles mg = ma e portanto os pontos de equil´ıbrio sa˜o todos esta´veis (mas na˜o
assimptoticamente esta´veis).
b) Para que a restric¸a˜o de (116) a L tenha um u´nico ponto de equil´ıbrio e´ necessa´rio e suficiente
que L na˜o contenha elementos do espac¸o pro´prio correspondente ao valor pro´prio nulo. Os
subespac¸os de R4 invariantes para o sistema sa˜o, ale´m de N (A), o espac¸o pro´prio correspon-
dente ao valor pro´prio λ = −1 e o espac¸o gerado por vR e vI, onde w = wR+ iwI e´ um vector
pro´prio associado ao valor pro´prio λ = i.
O espac¸o pro´prio correspondente a λ = −1 e´ constituido pelos vectores v = (v1, v2, v3, v4)T 6=
0 tais que
0 = (A+ I)v
=


2 −1 0 0
2 0 1 0
0 0 1 0
0 0 0 0


= (2v1 − v2, 2v1 + v3, v3, 0)T
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ou seja v1 = v2 = v3 = 0 e portanto E = {(0, 0, 0, β)T : β ∈ R e´ arbitra´rio} e´ um subespac¸o
invariante. O espac¸o pro´prio complexo correspondente a λ = i e´ constituido pelos vectores w
que satisfazem
0 = (A− iI)w
=


1− i −1 0 0
2 −1− i 1 0
0 0 −i 0
0 0 0 −1− i


= ((1− i)w1 − w2, 2w1 − (1 + i)w2,−iw3,−(1 + i)w4)T
e portanto w2 = (1 − i)w1, w3 = w4 = 0, donde se conclui que um vector pro´prio e´ w =
(1, 1, 0, 0)T + i(0,−1, 0, 0)T e o subespac¸o de R4 invariante e´ F = L{(1, 1, 0, 0)T , (0, 1, 0, 0)T} .
Consequentemente, como R4 = N (A) + E + F, conclui-se que L = E + F e´ o subespac¸o
pretendido.
c) O retrato de fases da restric¸a˜o do sistema a F e´ constituido por o´rbitas perio´dicas representadas
geometricamente por elipses cuja orientac¸a˜o e´ determinada pelos vectores wR = (1, 1, 0, 0)
T e
wI = (0, 1, 0, 0)
T (cf. Figura 91).
Figura 91: Paralelogramo e elipse determinados pelos vetores wR e wI.
O sentido de percurso das o´rbitas e´ determinado directamente pela equac¸a˜o, por exemplo
estudando o que se passa no eixo dos x1 :
x′ =


1 −1 0 0
2 −1 1 0
0 0 0 0
0 0 0 −1




x1
0
0
0

 =


x1
2x1
0
0


e portanto x1 e x2 sa˜o crescentes se x1 > 0, pelo que o sentido e´ o apresentado na Figura 92.
O subespac¸o invariante E e´ unidimensional e o valor pro´prio correspondente e´ λ = −1, pelo
que o retrato de fases e´ o apresentado na Figura 93.
Um esboc¸o do retrato de fases da restric¸a˜o de (116) sera´, enta˜o, o dado na Figura 94.
285
Figura 92: Retrato de fases do sistema restringido a F .
Figura 93: Retrato de fases do sistema restringido a E.
Figura 94: Retrato de fases do sistema restringido a L.
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2.a) Considerando agora o sistema na˜o-homoge´neo

x1
x2
x3
x4


′
=


1 −1 0 0
2 −1 1 0
0 0 0 0
0 0 0 −1




x1
x2
x3
x4

+


0
et
1
0

 . (121)
Pretendemos nesta al´ınea apenas uma soluc¸a˜o particular de (121) pode-se comec¸ar por ob-
servar que a equac¸a˜o para x4 e´ homoge´nea e desacoplada das restantes equac¸o˜es e e´ igual a
x′4 = −x4 tendo, portanto, x4(t) = 0,∀t, como uma poss´ıvel soluc¸a˜o. A equac¸a˜o para x3 e´
x′3 = 1, para a qual uma soluc¸a˜o poss´ıvel e´ x3(t) = t e substituindo isto na equac¸a˜o para x2
esta toma a forma x′2 = 2x1−x2+ t+sin 2t. Assim sendo, o sistema (121) reduz-se ao sistema
bidimensional [
x1
x2
]′
=
[
1 −1
2 −1
] [
x1
x2
]
+
[
0
t+ et
]
. (122)
Os valores pro´prios da matriz deste sistema sa˜o λ± = ±i. O termo na˜o homoge´neo e´
h(t) =
[
0
t+ et
]
=
[
0
t
]
e0t +
[
0
1
]
et
e como quer µ = 0 quer µ = 1 sa˜o diferentes dos valores pro´prios da matriz do sistema, o
me´todo dos palpites permite-nos afirmar que o sistema (122) tem soluc¸o˜es particulares do
tipo
xpart(t) =
[
a1t+ a2 + a3e
t
b1t+ b2 + b3e
t
]
Substituindo esta expressa˜o de xpart(t) no sistema (122) tem-se
0 = x′part(t)−
[
1 −1
2 −1
]
xpart(t)−
[
0
t+ et
]
=
[
(a1 − a2 + b2) + (b1 − a1)t+ (a3 − a3 + b3)et
(b1 − 2a2 + b2) + (b1 − 2a1 − 1)t+ (b3 − 2a3 + b3 − 1)et
]
e portanto tem-se 

a1 − a2 + b2 = 0
b1 − a1 = 0
a3 − a3 + b3 = 0
b1 − 2a2 + b2 = 0
b1 − 2a1 − 1 = 0
b3 − 2a3 + b3 − 1 = 0
cuja soluc¸a˜o e´ a1 = b1 = −1, a3 = −1/2, a2 = b3 = 0, b2 = 1. A soluc¸a˜o particular xpart(t) e´
xpart(t) = −
[
t
t− 1
]
− 1
2
et
[
1
0
]
287
e a soluca˜o de (122) pretendida e´
xpart(t) = −
[
t
t− 1
]
− 1
2
et
[
1
0
]
e portanto uma soluc¸a˜o particular de (116) e´
xpart(t) =


−t− 12et
1− t
t
0


b) A soluc¸a˜o pretendida pode ser escrita como
x(t) = Φ(t)α+ xpart(t)
onde xpart(t) e´ a soluc¸a˜o particular calculada na al´ınea anterior e Φ(t) e´ uma matriz funda-
mental da equac¸a˜o homoge´nea. A constante α deve ser ajustada de modo a que a condic¸a˜o
inicial dada seja satisfeita, isto e´,

−1/2
1
0
1

 = Φ(0)α+


−1/2
1
0
0

 ,
ou seja e4 = Φ(0)α. Utilizando os resultados sobre os valores e vectores pro´prios determinados
anteriormente tem-se
Φ(t) =


cos t sin t 1 0
cos t+ sin t sin t− cos t 1 0
0 0 −1 0
0 0 0 e−t


e portanto 

0
0
0
1

 =


1 0 1 0
1 −1 1 0
0 0 −1 0
0 0 0 e−t




α1
α2
α3
α4

 =


α1 + α3
α1 − α2 + α3
−α3
α4


cuja soluc¸a˜o e´ α1 = α2 = α3 = 0 e α4 = 1, ou seja, a soluc¸a˜o pretendida e´
x(t) =


−t− 12et
1− t
t
e−t

 .
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II.
a) A soluc¸a˜o geral real da equac¸a˜o homoge´nea x′′ + x = 0 e´ x(t) = α cos t+ β sin t. Como os zeros
do polino´mio caracter´ıstico da equac¸a˜o sa˜o λ = ±i e ω 6= 1 por hipo´tese, conclui-se que uma
soluc¸a˜o particular da equac¸a˜o e´ do tipo
xpart(t) = γ cosωt+ δ sinωt,
com γ e δ constantes reais que sa˜o determinadas atendendo a que
0 = xpart′′(t) + xpart(t)− cosωt
= −γω2 cosωt− δω2 sinωt+ γ cosωt+ δ sinωt− cosωt
= (γ − 1− γω2) cos ωt+ (δ − δω2) sinωt,
ou seja {
0 = α+ 11−ω2
0 = β
e portanto conclui-se que
x(t;ω) = − 1
1− ω2 cos t+
1
1− ω2 cosωt = −
cosωt− cos t
ω2 − 1 .
b) Como o membro direito da equac¸a˜o diferencial em (117) depende continuamente de ω, tem-
se, pelo resultado de dependencia cont´ınua das soluc¸o˜es relativamente aos paraˆmetros da
equac¸a˜o,
x(t; 1) = lim
ω→1
x(t;ω)
= − lim
ω→1
cosωt− cos t
ω2 − 1
= − lim
ω→1
1
ω + 1
cosωt− cos t
ω − 1
= −t lim
ω→1
1
ω + 1
cosωt− cos t
ωt− t
=
1
2
t sin t,
onde a u´ltima igualdade vem da definic¸a˜o de derivada (ou, de forma equivalente, da regra de
Cauchy aplicada a` indeterminac¸a˜o 00 obtida da raza˜o
cosωt−cos t
ωt−t , encarada como func¸a˜o de ω,
quando ω → 1.)
III.
a) Escrevendo a equac¸a˜o em (118) na forma
dy
dx
= −sin(x+ y) + 2x cos(x+ y)
2x cos(x+ y)
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e designando por f(x, y) o membro direito desta equac¸a˜o, conclui-se imediatamente que f e´
de classe C∞ no seu domı´nio, visto que e´ construido por operac¸o˜es alge´bricas elementares e
composic¸o˜es de func¸o˜es trignome´tricas e polinomiais. Como o ponto inicial (1, π4 − 1) esta´
no interior do domı´nio de f (o qual e´ o aberto
{
(x, y) ∈ R2 : x 6= 0, x+ y 6= π2 + kπ, k ∈ Z
}
)
conclui-se que existe um rectaˆngulo R centrado em (1, π4 − 1) e contido no domı´nio de f
no qual podemos reproduzir o argumento da demonstrac¸a˜o do Teorema de Picard-Lindelo¨f,
mostrando, assim, a existeˆncia e unicidade de soluc¸a˜o local do problema de Cauchy em causa.
b) Multiplicando a equac¸a˜o diferencial dada por µ = µ(x+ y), designe-se
M(x, y)
def
= µ(x+ y)
(
sin(x+ y) + 2x cos(x+ y)
)
N(x, y)
def
= µ(x+ y)2x cos(x+ y)
Para que a equac¸a˜o seja exacta e´ suficiente que exista um aberto simplesmente conexo onde
a igualdade
∂M
∂y
=
∂N
∂x
seja identicamente verificada. Como se tem
∂M
∂y
= µ′ ·
(
sin(x+ y) + 2x cos(x+ y)
)
+ µ ·
(
cos(x+ y)− 2x sin(x+ y)
)
∂N
∂x
= µ′2x cos(x+ y) + µ2 cos(x+ y)− µ2x sin(x+ y),
conclui-se que ha´ que escolher µ de modo a que
µ′ ·
(
sin(x+ y) + 2x cos(x+ y)− 2x cos(x+ y)
)
=
= µ ·
(
− cos(x+ y) + 2x sin(x+ y) + 2 cos(x+ y)− 2x sin(x+ y)
)
ou seja µ′ = µ cos(x+ y)/ sin(x+ y) e portanto, por integrac¸a˜o, obte´m-se que uma soluc¸a˜o e´
µ = µ(x+ y) = sin(x+ y), o que mostra que existe um factor integrante do tipo pretendido.
Multiplicando a equac¸a˜o diferencial dada por este factor integrante sabe-se que a equac¸a˜o
resultante e´ exacta, ou seja, existe Φ(x, y) de classe C2 tal que
∂Φ
∂x
= µM = sin2(x+ y) + 2x sin(x+ y) cos(x+ y)
∂Φ
∂y
= µN = 2x sin(x+ y) cos(x+ y)
Usando a segunda destas igualdades tem-se
∂Φ
∂y
= µN = 2x sin(x+ y) cos(x+ y) = x sin(2(x+ y))
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e portanto
Φ(x, y) = x
∫
sin(2(x+ y))dy + h(x)
= x
∫
sin(2(x+ y))d(x+ y) + h(x)
=
1
2
x
∫
sin(2(x+ y))d(2(x + y)) + h(x)
= −1
2
x cos(2(x+ y)) + h(x).
Consequentemente, derivando esta expressa˜o em ordem a x, tem-se
∂Φ
∂x
= −1
2
cos(2(x+ y)) + x sin(2(x+ y)) + h′(x),
e portanto
−1
2
cos(2(x + y)) + x sin(2(x+ y)) + h′(x) = sin2(x+ y) + x sin(2(x+ y)),
ou seja h′(x) = sin2(x+ y) + 12 cos(2(x+ y)) =
1
2 pelo que se conclui que h(x) =
1
2x e
Φ(x, y) = −1
2
x cos(2(x+ y)) +
1
2
x = x sin2(x+ y).
A equac¸a˜o pode, enta˜o, ser integrada para dar x sin2(x+y) = C onde C e´ uma constante cujo
valor depende da condic¸a˜o inicial. Como y(1) = π4 −1 conclui-se que C = 1 sin2(1+ π4 −1) = 12
e a expressa˜o impl´ıcita para a soluc¸a˜o de (118) e´ 2x sin2(x+ y) = 1.
c) Atendendo a` expressa˜o 2x sin2(x + y) = 1 obtida na al´ınea anterior tem-se sin2(x + y) = 12x e
portanto sin(x+ y) = 1√
2x
, ou seja x+ y = arcsin 1√
2x
, sendo a expressa˜o expl´ıcita da soluc¸a˜o
a seguinte
y(x) = −x+ arcsin 1√
2x
.
O intervalo ma´ximo desta soluc¸a˜o e´ fa´cil de obter atendendo a que se tem de ter 0 < 1√
2x
≤ 1,
ou seja
√
2x ≥ 1 e portanto x ≥ 1/2. Como
y′(x) = −1− 1
3
√
2x
√
1− 12x
−→ −∞ quando x→ 1
2
+
,
conclui-se que y e´ de classe C1 em ]12 ,+∞[ e e´ este o intervalo ma´ximo.
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IV.
1.a) Considerando u(t, x) = T (t)X(x), a equac¸a˜o do calor vem escrita como T ′X = TX ′′. Assu-
mindo que T (t)X(x) 6= 0, a equac¸a˜o pode ser escrita como T ′/T = X ′′/X, e portanto existe
pelo menos uma constante real σ tal que, para quaisquer (t, x) ∈ Ω, sa˜o va´lidas as igualdades
1
D
T ′
T
(t) = σ =
X ′′
X
(x).
As condic¸o˜es na fronteira podem ser escritas utilizando a hipo´tese u(t, x) = T (t)X(x) :
0 = u(t, 0) = T (t)X(0)⇐⇒ X(0) = 0 porque, por hipo´tese, T (t) 6= 0
0 = u(t, 1) = T (t)X(1)⇐⇒ X(1) = 0 pela mesma raza˜o.
Temos, assim, o seguinte problema de valores na fronteira para X(x) :{
X ′′ − σX = 0
X(0) = 0 = X(1).
Estudemos a possibilidade de obtenc¸a˜o de soluc¸o˜es na˜o identicamente nulas para este pro-
blema:
Considere-se σ = 0. A equac¸a˜o fica X ′′ = 0, cujas soluc¸o˜es sa˜o X(x) = ax+b. Atendendo
a`s condic¸o˜es na fronteira tem-se 0 = X(0) = b e 0 = X(1) = a+ b, pelo que na˜o existem
soluc¸o˜es na˜o-triviais.
Se σ > 0 a soluc¸a˜o geral da equac¸a˜o e´ X(x) = ae
√
σx + be−
√
σx. Atendendo a`s condic¸o˜es
na fronteira tem-se o seguinte sistema para a e b :[
1 1
e
√
σ e−
√
σ
] [
a
b
]
=
[
0
0
]
e como o determinante desta matriz e´ e−
√
σ − e
√
σ < 0 (6= 0) conclui-se que a u´nica
soluc¸a˜o do sistema e´ a = b = 0 do que resulta a soluc¸a˜o trivial X(x) ≡ 0.
Finalmente tome-se σ < 0. A soluc¸a˜o geral real da equac¸a˜o diferencial e´ agora X(x) =
a cos(
√|σ|x) + b sin(√|σ|x). Atendendo a`s condic¸o˜es na fronteira, 0 = X(0) = a e 0 =
X(1) = a cos(
√|σ|) + b sin(√|σ|) ⇒ √|σ| = kπ,∀k ∈ N1. As soluc¸o˜es correspondentes
sa˜o, enta˜o,
Xk(x) = sin (kπx) , ∀k ∈ N1,
e todas as combinac¸o˜es lineares finitas destas func¸o˜es.
Dos resultados acima resulta que σ = σk = −k2π2, k ∈ N1. Atendendo a isto a equac¸a˜o para
T (t) e´
T ′ = − k2π2T, k ∈ N1,
cuja soluc¸a˜o geral e´
Tk(t) = ak exp
(− k2π2) , k ∈ N1,
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onde ak sa˜o constantes reais arbitra´rias. Assim, a soluc¸a˜o geral formal do problema e´
u(t, x) =
+∞∑
k=1
ak sin (kπx) exp
(− k2π2t) .
b) Usando a condic¸a˜o inicial e a soluc¸a˜o geral formal obtida na al´ınea anterior tem-se
f(x) =
+∞∑
k=1
ak sin (kπx) , 0 ≤ x ≤ 1
e portanto as constantes ak, k ≥ 1, sa˜o as constantes de Fourier da se´rie de Fourier de senos
da func¸a˜o 2−perio´dica cuja restric¸a˜o a [0, 1] e´ igual a f(x). Portanto, usando a observac¸a˜o no
enunciado,
ak =
2
1
∫ 1/2
0
x sin(kπx)dx+
2
1
∫ 1
1/2
(1− x) sin(k/pix)dx
=
4
k2π2
sin
kπ
2
,
desta expressa˜o obte´m-se que os termos de ordem par sa˜o sempre nulos, pelo que se pode
escrever
a2ℓ = 0, a2ℓ−1 = 4
(− 1)ℓ+1
(2ℓ− 1)2π2
u(t, x) = 4
+∞∑
ℓ=1
(− 1)ℓ+1
(2ℓ− 1)2π2 sin((2ℓ − 1)πx) exp
(− (2ℓ− 1)2π2t) (123)
c) Comecemos por estudar (123) quanto a` continuidade. Designemos por uℓ(t, x) o termo geral
da se´rie (123). Observe-se que
|uℓ(t, x)| ≤ 1
(2ℓ− 1)2π2 , ∀(t, x) ∈ Ω = R
+
0 × [0, 1].
Consequentemente, sabendo que
∑
ℓ ℓ
−2 e´ convergente e utilizando o teste de Weierstrass,
conclui-se que a se´rie do membro direito de (123) e´ absolutamente e uniformemente conver-
gente e como, para cada ℓ ≥ 1, as func¸o˜es uℓ(t, x) sa˜o cont´ınuas em Ω, pode-se concluir que
u(t, x) e´ uma func¸a˜o cont´ınua em Ω. Para investigar se u(t, x) ∈ C1t (Ω) ∩ C2x(Ω) observe-se
primeiro o que se passa com as se´ries de termos gerais ∂uℓ/∂t, ∂uℓ/∂x e ∂
2uℓ/∂x
2. Como,
para qualquer (t, x) ∈ Ωt0 def= [t0,+∞[×]0, 1[, com t0 > 0, se tem∣∣∣∣∂uℓ∂t (t, x)
∣∣∣∣ ≤ exp (− (2ℓ− 1)2π2t0) =:Mℓ,
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e como a se´rie
∑
ℓMℓ e´ convergente, conclui-se, pelo teste deWeierstrass, que a se´rie
∑
ℓ ∂uℓ/∂t
e´ absolutamente e uniformemente convergente em Ωt0 e, como uℓ ∈ C1t e
∑
ℓ uℓ e´ convergente,
podemos concluir que u ∈ C1t (Ωt0), para qualquer t0 > 0. Consequentemente u e´ tambe´m de
classe C1t em ∪t0>0Ωt0 = Ω. Agora quanto a` diferenciabilidade de u em ordem a x tem-se,
para todos os pontos (t, x) ∈ Ωt0 , t0 > 0,∣∣∣∣∂uℓ∂x (t, x)
∣∣∣∣ ≤ 1(2ℓ− 1)π exp (− (2ℓ− 1)2π2t0) =: Nℓ,
e portanto o teste de Weierstrass permite concluir que
∑
ℓ ∂uℓ/∂x e´ absolutamente e uni-
formemente convergente, visto que
∑
ℓNℓ < +∞. O argumento apresentado acima pode ser
agora de novo aplicado a este caso para concluir que u ∈ C1x(Ω). Analogamente, tem-se, em
Ωt0 com t0 > 0, ∣∣∣∣∂2uℓ∂x2 (t, x)
∣∣∣∣ ≤ exp (− (2ℓ− 1)2π2t0) =: N˜ℓ,
e como
∑
ℓ N˜ℓ < ∞ tem-se a convergeˆncia uniforme da se´rie
∑
ℓ ∂
2uℓ/∂x
2 e, como a se´rie∑
ℓ ∂uℓ/∂x e´ convergente em Ωt0 e uℓ ∈ C2x(Ω), conclui-se que u ∈ C2x(Ωt0) para qualquer
t0 > 0, e portanto conclui-se que u ∈ C2x(Ω).
Isto permite concluir que a soluc¸a˜o formal apresentada em (123) e´, de facto, uma soluc¸a˜o
cla´ssica de (119)-(120).
2. Considerando t < 0, a expressa˜o para a soluc¸a˜o formal pode ser escrita na forma
u(t, x) = 4
+∞∑
ℓ=1
(− 1)ℓ+1
(2ℓ− 1)2π2 sin((2ℓ− 1)πx) exp
(
(2ℓ− 1)2π2|t|) . (124)
No ponto x = 1/2 tem-se
u(t, 1/2) = 4
+∞∑
ℓ=1
1
(2ℓ− 1)2π2 exp
(
(2ℓ− 1)2π2|t|)
e e´ evidente que esta se´rie e´ divergente se t < 0 uma vez que o seu termo geral nem sequer
tende para zero quando ℓ→∞. Consequentemente a expressa˜o formal na˜o define uma func¸a˜o
real no ponto x = 1/2 para qualquer t < 0 e portanto (124) na˜o define uma soluc¸a˜o cla´ssica
(119)-(120) para estes valores de t.
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