Many classical partitioning problems in combinatorics ask for a single quantity to be maximized or minimized over a set of partitions of a combinatorial object. For instance, Max Cut asks for the largest bipartite subgraph of a graph G, while Min Bisection asks for the minimum size of a cut into two equal pieces.
Introduction
A wide variety of combinatorial optimization problems ask for an "optimal" partition of the vertex set of a graph or hypergraph. A good example is the Max Cut problem: given a graph G, what is the maximum of e(V 1 , V 2 ) over partitions V (G) = V 1 ∪ V 2 , where e(V 1 , V 2 ) is the number of edges between V 1 and V 2 ? Similarly, Min Bisection asks for the minimum of e(V 1 , V 2 ) over partitions V (G) = V 1 ∪ V 2 with |V 1 | ≤ |V 2 | ≤ |V 1 |+1 (there are k-partite versions Max k-Cut and Min k-Section of both problems).
Both of these problems involve maximizing or minimizing a single quantity over graphs from a certain class. In this survey, we shall discuss a group of problems where several quantities must be maximized or minimized simultaneously. There are a number of variations, but we will group these problems together under the heading of judicious partitioning problems.
For example, given a graph G, what is the minimum of max{e(V 1 ), e(V 2 )} over partitions V (G) = V 1 ∪ V 2 ? Note the difference here from Max Cut: in Max Cut, we are looking for a partition in which e(V 1 , V 2 ) is large, or equivalently e(V 1 ) + e(V 2 ) is small, but we do not care how edges are shared between V 1 and V 2 . Here we are seeking a partition in which e(V 1 ) and e(V 2 ) are small simultaneously.
In general, judicious partitioning problems seem to be more difficult than similar partitioning problems in which a single quantity is optimized. For instance, in the case of Max Cut it is easy to show that every graph with m edges has a bipartite subgraph with at least m/2 edges: a random bipartition, in which each vertex is independently assigned to either class with equal probability, gives a bipartite subgraph with expected size m/2, and so there must be some bipartite subgraph of at least this size (and random graphs show that the constant 1/2 is best possible). But what if we want a judicious bipartition, in which both vertex classes contain few edges? In a random bipartition V (G) = V 1 ∪ V 2 of a graph with m edges, we expect m/4 edges in each vertex class; but this does not imply the existence of a good judicious partition, as the quantities e(V 1 ) and e(V 2 ) are not independent (for instance, a random bipartition of K 1,n−1 has, with high probability, about n/2 edges on one side and no edges on the other side). Thus we cannot expect to get good bounds for this judicious partitioning problem from a naive random argument.
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Indeed, it is far from easy to determine the largest c such that every graph with m edges has a bipartition with at most cm edges in each vertex class. A similar problem holds in the algorithmic context: for Max Cut, a simple greedy algorithm finds a cut of size at least m/2 in linear (O(m + n)) time; finding a reasonably good judicious partition appears to be rather more complicated.
In general, partitioning problems have two aspects: an extremal problem and an algorithmic problem. The extremal problem asks for bounds on the size of a largest cut. For instance, given m ≥ 1, what is the largest m ′ such that every graph with m edges has a cut of size at least m ′ ? The algorithmic problem asks for efficient algorithms (or heuristics) to find large cuts, or else a proof that it is hard (in some appropriate sense) to find a large cut, or to determine whether one exists. We shall focus here on extremal problems, although these are often closely related to algorithmic questions: extremal results often give structural information that can be used to design efficient algorithms, or explain why algorithms perform well or badly.
Judicious partitioning problems arguably share certain features with many realworld problems, where multiple constraints and objectives must be taken into account (for example, many measures of success in circuit layout problems can be thought of as judicious partitioning problems; see [33] ). However, real-world problems are often sufficiently complex and specific that their mathematical structure is obscured. The problems considered in this paper are hopefully complex enough to exhibit interesting behaviour, but simple enough to remain mathematically interesting. Even with very simple judicious partitioning problems, many fascinating open questions remain.
The remainder of the paper is split into three sections. In the first two sections, we consider partitioning problems on graphs: we begin with problems with a single constraint, concentrating in particular on Max Cut and its variants, while in section 3, we move on to discuss a variety of judicious partitioning problems. In the final section, we look at partitioning problems on hypergraphs: these are in general much more difficult than the corresponding graph partitioning problems, but some progress has been made, and there are some tantalising conjectures.
A large part of this survey is based on a series of joint papers with Béla Bollobás [9, 10, 11, 12, 13, 14, 15, 16, 17, 18] , and much of the remainder is influenced by joint discussions. Any mistakes, of course, are mine.
Notation
For a graph G and X ⊂ V (G), we define G[X] to be the subgraph induced by X and set e(X) = e(G[X]). For disjoint subsets X, Y ⊂ V (G), we write e(X, Y ) = |{xy ∈ E(G) : x ∈ X, y ∈ Y }| for the number of edges between X and Y . If G is a digraph, e(X, Y ) denotes the number of edges that are directed from X to Y .
If G is a graph with vertex set V , then a cut
; the size of the directed cut is e(V 1 , V 2 ) (i.e. we only count edges from V 1 to V 2 ).
2 Graph partitions with a single objective
Max Cut
Probably the best known graph partitioning problem is Max Cut, which asks for the largest bipartite subgraph of a graph G. The extremal version of the problem asks for bounds on the size of a maximum cut in terms of various parameters of G; the algorithmic version, which has an immense literature, asks for algorithms to find a maximum cut or to determine its size, or for proofs that it is in some sense hard to do so. Important surveys of the Max Cut problem can be found in Poljak and Tuza [38] and Laurent [31] .
We concentrate here on the extremal version of the problem. For a graph G, we define
to be the maximal size of a bipartite subgraph of G. For m ≥ 1, we write
We will also consider Max Cut for edge-weighted graphs. For a graph G with edgeweighting w, we define
where w(W, V \ W ) = u∈W,v∈V \W w(uv) is the weight of the cut (W, V \ W ). We further define f w (m) = min
where the minimum is taken over all graphs whose edges are weighted with positive integers and have total weight m. Equivalently, f w (m) is the minimum value of f (G) over multigraphs with m edges. Clearly
It is easily seen (for instance, by considering random bipartitions) that
In 1973, answering a question of Erdős, Edwards [22, 21] proved that
The extremal graphs are the complete graphs of odd order. We will give two proofs of (2.2). For a first proof, we note that (2.2) follows immediately from (2.1) and the following theorem.
We give a short proof of Theorem 2.1 due to Alon [3] and Hofmeister and Lefmann [28] .
Proof Let G be a graph with w(G) = m and f w (G) minimal. If G contains two vertices x and y that are not adjacent (or for which w(xy) = 0), we can compress G by identifying x and y to create a new vertex z. We define
for all a ∈ V (G)\{x, y}, and leave other edge-weights unchanged (we define w(uv) = 0 if uv is not an edge). Let H be the resulting graph. Any bipartition of H can be extended to a bipartition of G with the same weight by replacing z with x and y, so f (H) ≤ f (G). By repeated compressions, we may therefore assume that G is an edge-weighting of the complete graph. Now let n = |G|, and consider a bipartition chosen uniformly at random from all bipartitions of V (G) into sets of size ⌊n/2⌋ and ⌈n/2⌉. Let's check that this has expected weight at least (2.3). The expected weight of our bipartition is
Defining n ′ by m = n ′ 2 , we see that this is at least
where the last equality follows from the fact that m = n ′ 2 .
A similar idea (in this case, contracting colour classes to a single vertex) gives the following simple bound observed by several authors [3, 6, 32, 34] . 
Another useful bound on f (G) was proved by Edwards [22] .
Short proofs or algorithms can be found in [26, 28, 37, 36, 14] . Note that the bound is sharp for complete graphs of odd order. Lemma 2.3 also gives a short second proof of (2.2). Identifying a vertex from each component, we may assume that G is connected; if G has n vertices and m edges then it is easily checked (as in the proof of Lemma 2.1) that
giving the required bound (2.2). The bound of Edwards (2.2) is sharp for complete graphs of odd order. It came as a surprise when Alon [3] , answering a question of Erdős [23] , showed that (2.2) can be arbitrarily far from f (m). More specifically, he proved that if m = n 2 0 /2 (half way between n 0 2 and
on the other hand, unions of complete graphs show that, for every m,
A further improvement was obtained more recently. Alon and Halperin [4] and Bollobás and Scott [14] independently found a recursion for f w (m), showing that for sufficiently large n, and any 0
The bound can be attained by taking either a copy of K n+1 with some edges removed, or a copy of K n together with an extremal multigraph with k edges (see [14] for further discussion of extremal graphs). Since it holds only for sufficiently large n, (2.6) does not determine f w (m) for every m (although Alon and Halperin [4] conjecture that (2.6) holds for every m). It was noted in [14] , as a consequence of (2.6), that there is a constant C such that
and so (2.6) determines f (m) to within a constant for every m. In fact, the following conjecture was made both by Alon and Halperin [4] and in [14] .
Note that it follows from (2.6) and (2.7) that the functions f (m) and f w (m) are not very 'smooth': for instance, although f (m) ∼ f w (m) ∼ m/2, there are intervals of length Ω(m 1/4 ) on which both functions are constant.
Although we do not know the value of f w (m) for every m, there is an efficient algorithm that will always find a cut of at least this size.
Theorem 2.5 ([14])
There is an algorithm that, given a multigraph with m edges, will find a cut of weight at least f w (m) in linear time.
If Conjecture 2.4 is true, this would give an algorithm for finding a cut of size at least f (m) in every graph G with m edges. Further discussion, and related results concerning fixed-parameter tractability and weak approximation algorithms, can be find in [14] . For a more general discussion of algorithms, see Laurent [31] and Poljak and Tuza [38] .
Let us note briefly that for many classes of graph there are better bounds than f (m). For instance, extending results of Poljak and Tuza [39] and Shearer [44] (see also Erdős [24] , where the problem is raised, and Erdős, Faudree, Pach and Spencer [25] ), Alon [3] proved that if G is triangle-free then
while for every m > 0 there is a triangle-free graph with m edges such that
Thus the m 1/2 term in (2.2) is replaced in this case by an m 4/5 term. Alon, Bollobás, Krivelevich and Sudakov [1] proved that, for r ≥ 4, if G has girth at least r then
and showed that, for every m, there is a graph with m edges and girth at least 5 such that
They conjecture that a similar result should hold for every r ≥ 4. Further results of this type can be found in Alon, Krivelevich and Sudakov [5] , and a detailed discussion can be found in Poljak and Tuza [38] .
Max k-cut
Let us write f k (G) for the maximum number of edges in a k-partite subgraph of G, and define
We definef k to be the same quantity for multigraphs (sof 2 (m) ≡ f w (m)). Clearly
By considering a random partition into k classes, it is easy to see that
while an analogue to the Edwards bound was proved in [14] : 8) with equality when G is a complete graph. It was shown in [14] that if δ(G) = ω(n), where ω(n) → ∞ as n → ∞, then
which is sharp except for the o(n) term. A sharper result was conjectured.
It is also possible (see [14] ) to extend (2.6) to the k-partite context: the functions f k (m) and f k (m) turn out to have similar properties to f w (m) and f (m).
Max Bisection
The extremal theory for Max Cut is now quite well developed. For Max Bisection, however, much less is known. Bisection problems are more restricted than cut problems, and the available tools are consequently more limited. For instance, the 'repeated contraction' argument used for Theorem 2.1 does not work, as we need to keep track of the number of vertices on each side of the partition.
Let us write b(G) for the maximum of e(
By considering random bipartitions, it is clear that
On the other hand, this bound is clearly achieved by the star K 1,n . However, it is less clear what happens if the graph is not so sparse.
Natural families of graphs to consider here are the complete bipartite graph K δ,n and the graphs K δ + E n obtained from K δ,n by filling in one vertex class.
A similar problem arises if we restrict the number of vertices.
An interesting range here is when n = O( √ m). Considering a random bisection
shows that in this range we get b(G) ≥ m/2 + Ω( √ m). But how close do we get to the Edwards bound (2.2)?
3 Judicious partitions of graphs
Each class contains few edges
We now turn to considering various types of judicious partition. For a graph G, we define g(G) = min
Thus g(m) is the smallest integer such that every graph G with m edges has a bipartition in which each class contains at most g(m) edges. It is easily seen that
or else we could increase the size of the cut by moving v from V 1 to V 2 . Summing (3.2) over vertices in V 1 , we get
and so e(V 1 ) ≤ m/3. Similarly, for v ∈ V 2 , we have
and the same argument shows that e(V 2 ) ≤ m/3. Bipartitions such that every v ∈ V 1 satisfies (3.2) and every v ∈ V 2 satisfies (3.3) are called unfriendly. As we have noted, it is very easy to see that every finite graph has an unfriendly bipartition, but for infinite graphs the picture is quite different. Aharoni, Milner and Prikry [2] showed that unfriendly bipartitions exist for certain classes of infinite graphs. Shelah and Milner [45] proved the following surprising result.
Theorem 3.1 ([45])
There is a graph with (2 ω ) (+ω) vertices and no unfriendly bipartition.
On the other hand, there is a positive result for partitions into more than two classes. We say that a vertex-partition of a graph G (into any number of classes) is unfriendly if every vertex has at least as many neighbours in every other class as in its own class. Returning to finite graphs, the bound g(m) ≤ m/3 is attained with equality only by K 3 (and this is the only extremal graph). But what happens for larger m? For Max Cut, it is easy to show that f (m) ∼ m/2, but the asymptotics of g(m) are less easy to determine.
A number of papers gave successively better bounds for g(m). It was shown in [18] 
Porter [42] determined the correct order of magnitude for the second term, showing that
and Porter and Bin Yang [43] showed that
Finally, a sharp result was proved in [16] , which gave the following analogue of (2.2). Surprisingly, it turned out that this could be combined with a partition giving a large cut.
Theorem 3.3 ([16
and, for j = 1, 2,
The extremal graphs are the complete graphs of odd order.
Note that (3.5) is exactly half of the Edwards bound (3.4).
Proof We give a sketch of the proof. Let us start with a maximum cut V (G) = V 1 ∪V 2 , and suppose that e(V 1 ) ≥ e(V 2 ). If V 1 satisfies (3.5), we are done. Otherwise, we successively move vertices from V 1 to V 2 until we obtain V ′ 1 ⊂ V 1 that satisfies (3.5).
Suppose we have reached a partition (W 1 , W 2 ), where W 1 ⊂ V 1 but W 1 does not satisfy (3.5). We pick w ∈ W 1 with |Γ(w) ∩ W 1 | as small as possible, and move it across. Let (W ′ 1 , W ′ 2 ) be the resulting partition. We claim that W ′ 2 satisfies (3.5) and (W ′ 1 , W ′ 2 ) satisfies (3.4). The theorem will then be proved, as we continue moving vertices until W ′ 1 first satisfies (3.5). First of all, note that for v ∈ V 1 we have
is a maximum cut. Since we are only moving vertices from V 1 to V 2 , we have for all 
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Recall that w is the vertex we move from W 1 to W 2 and let δ = |Γ(w) ∩ W 1 |. Then
and so We now turn to the k-partite version of the question. Let
For m ≥ 1, we define g k (m) = max
It was shown in [18] that
which is best possible for the complete graph K k+1 . However, as in the bipartite case, it is possible to do much better for larger graphs. It was proved in [18] that
while Porter [41] showed that if k is a power of 2 then
Porter [40] showed that, for every k,
and Porter and Bin Yang [43] showed that, for k a power of 2,
As in the bipartite case, a sharp result was proved in [16] (using Theorem 3.4 as an essential tool). 
edges.
The extremal graphs are complete graphs of order kn + 1. However, unlike Theorem 3.3, it is not known whether a k-partition satisfying (3.6) can be achieved with a large cut. A. Scott A starting point for this would be to prove that there is a k-cut that satisfies (3.6) and has size at least (1 − 1/k)m. (Although note that when k is a power of 2, we can apply Theorem 3.3 recursively.)
The bounds given by (3.5) and (3.4) are both optimal for complete graphs of odd order. It would be interesting to know the behaviour of
For instance, it seems very likely that m/4 + m/32 − g(m) is unbounded, as conjectured in [13] . Perhaps the following judicious version of Alon's result (2.5) is true.
Conjecture 3.7
There is some c > 0 such that
for infinitely many values of m.
As with Max Cut, a good starting point might be to consider graphs with m about half way between , how far out can (3.6) be? For instance, Hofmeister and Lefmann [28] proved that if G has kn 2 edges then it has a partition into k vertex classes V 1 , . . . , V k with Finally, we note that the proof of Theorem 3.3 gives a polynomial-time algorithm that finds a partition satisfying (3.4) and (3.5) (we start with a partition satisfying (3.2) and (3.3), rather than with a maximum cut). It would be nice to have a judicious version of Theorem 2.5.
Problem 3.10
Is there a polynomial-time algorithm that takes as input a graph with m edges and finds a partition V (G) = V 1 ∪ V 2 with max{e(V 1 ), e(V 2 )} ≤ g(m)?
Bounded-degree graphs
For graphs with bounded maximal degree, we can get much stronger results. Indeed, the constant in the linear term in (3.5) can be improved.
The following was shown in [12] . 
and
The extremal graphs for (3.7) are of form (2t + 1)K k ∪ sK k+1 . Note that if k is even, then an optimal bound is obtained by applying the theorem with k + 1 as the degree bound: the extremal graphs are of form (2t + 1)K k+1 .
For graphs that are regular, we can do even better. If the maximal degree is odd we get the following. 
The extremal graphs are of form sK k+1 .
If the maximal degree is even, we cannot do much better. 
The extremal graphs are of form 2tK k+1 .
The extremal graphs are of form (2t + 1)K k+1 .
The extremal graphs for Theorem 3.11, 3.12 and 3.13 are all unions of complete graphs. We should expect to be able to do rather better for graphs without large cliques. Note that if G is k-regular then any partition V (G) = V 1 ∪ V 2 with |V 1 | = |V 2 | has e(V 1 ) = e(V 2 ), so Max Bisection gives a bound on g(G). For instance, for k = 3, Locke [34] showed that every cubic K 4 -free graph has a bisection of size at least A. Scott 11e(G)/15; it follows that g(G) ≤ 2e(G)/15, which is better than the bound e(G)/6 from Theorem 3.12.
For graphs with larger girth, it should be possible to get stronger results (see [13, 19, 29, 34, 46] ). One approach here is to combine a good colouring with Theorem 2.2. For graphs without large cliques, there are powerful strengthenings of Brooks' Theorem that provide colourings with fewer than ∆(G) colours (see Molloy and Reed [35] for a detailed discussion). For triangle-free graphs, Johansson [30] showed that χ(G) = O(∆/ log ∆); it follows that f (G) ≥ m/2 + O(m log ∆/∆). However, the resulting colouring might be very imbalanced, and so this does not help us with g(G). (Note that the Hajnal-Szemerédi Theorem [27] on balanced colourings does not quite give Theorem 3.12.) Further discussion can be found in [13] .
Finally, we note that, for graphs with bounded degrees, there are partitions that satisfy very strong conditions.
such that for every graph G with ∆(G) ≤ ∆ and every sequence p 1 , . . . , p k of nonnegative reals with
A similar result is proved in [12] for hypergraphs.
Judicious partitions and maximum cuts
Given a graph G, a trivial bound on g(G) is given by the fact that
It follows immediately that
and, by Theorem 3.3, we know the value of f (m) + 2g(m) whenever m has form This is expressed rather imprecisely, but the aim is to get a very precise description of the behaviour of f (m) + 2g(m).
If we have a graph for which g(G) is particularly small, then (3.9) implies that f (G) is large. So graphs with small judicious partitions have large cuts. It is natural to wonder whether the converse is also true, and Alon, Bollobás, Krivelevich and Sudakov proved the following. An extension of Theorem 3.17 for partitions into more than two parts was proved in [10] .
Other norms
Elsewhere we have considered Max Cut, which can be thought of as minimizing the l 1 norm of (e(V 1 ), e(V 2 )) over partitions V (G) = V 1 ∪ V 2 ; we have also considered the judicious partitioning problem of minimizing the l ∞ norm of (e(V 1 ), e(V 2 )). However, we could equally well look for the minimum of other norms. For instance, we have the following natural problem.
Problem 3.18
What is the maximum of
over graphs G with m edges?
Similar problems arise when we partition into more than two sets, or consider other norms.
In general, given an invariant µ of graphs, we can ask for the minimum of
Writing f µ (G) and g µ (G) for these two functions, we define corresponding functions
For instance, if µ(G) = e(G) then determining f µ (G) and g µ (G) corresponds to Max Cut and the judicious partitioning problem considered in section 3.
There are many problems, for instance the following.
What is f µ (m)? What is g µ (m)?
Of course, many other combinatorial problems can be expressed in this manner.
Multiple graphs
So far, we have been concerned with problems that involve partitions optimizing several quantities simultaneously for a given graph. We can also consider partitions that optimize a single quantity simultaneously for several different graphs defined on the same vertex set. For instance, the following question is raised in [12] . 
A starting point for this question is to determine whether
Of course, there are many interesting variations on the question. For instance, what if there are more than two graphs? What about partitions such that max{e G 1 (V 1 ), e G 1 (V 2 )} and max{e G 2 (V 1 ), e G 2 (V 2 )} are both small? There is also an interesting relationship between the maximum cut in a graph G and the maximum cut of its complement. For a graph G with m edges, we define
The following was proved in [9] (see also [11] ). 
We can think of Theorem 3.21 as a result about 2-colourings of the edges of K n . What can we say if we use more than two colours?
Judicious bisections
As with the extremal version of Max Bisection, comparatively little is known about judicious partitions in which we demand that the partition is balanced, i.e. the vertex classes are as equal as possible in size. Considering K 1,n−1 shows that we cannot in general demand a balanced bipartition with fewer than ⌊m/2⌋ edges in each vertex class. However, it may be possible to do better for graphs that are denser. It is easily seen that c(1) = 1/2: given G, consider a bipartition V (G) = V 1 ∪ V 2 chosen uniformly at random from all bipartitions with |V 1 | = |V 2 | (if |G| is odd then add an isolated vertex). Then Ee(V 1 ) < m/4, and so P(e(V 1 ) ≥ m/2) < 1/2, and similarly for e(V 2 ). So with positive probability the bipartition has max{e(V 1 ), e(V 2 )} < m/2. We deduce that c(1) ≤ 1/2. On the other hand, as noted above, K 1,n−1 shows that c(1) ≥ 1/2.
Considering graphs of form K 3,n−3 shows that c(2) ≥ c(3) ≥ 1/3. A starting point for the problem might be the following conjecture from [13] , which asserts that every graph has a bisection that is close to an unfriendly partition.
If true, this could not be improved, as can be seen by considering graphs of form K 2k+1,2l+1 , where k = l.
A different condition that might ensure a good judicious bipartition is ∆(G) = o(n), as suggested in [13] . We make the following conjecture. 
Digraphs
There is also a version of the Max Cut problem for digraphs. For a directed graph D, we define df (D) = max
It is easily seen that df (D) ≥ f (G)/2, where G is the underlying multigraph of D (if xy and yx are edges then xy will be a double edge in G). Thus
The behaviour of df (m) is closely related to the behaviour of f (m), as shown in [14] . It is natural to ask what happens if we restrict our attention to acyclic directed graphs. Surprisingly, we still get a cut of almost the same size.
A. Scott A large directed cut asks only for e(V 1 , V 2 ) to be large. An interesting judicious partitioning problem arises when we ask for both e(V 1 , V 2 ) and e(V 2 , V 1 ) to be large. The star K 1,n−1 with all edges directed away from the centre shows that we need some degree condition. 
The same problem arises for partitions into more than two parts.
Hypergraphs

Each class contains few edges
As with most combinatorial problems, judicious partitioning problems are typically much harder for hypergraphs than for graphs, and correspondingly much less is known. We give just a brief account, concentrating on two types of problem. We extend our notation as follows. For a hypergraph H, and X ⊂ V (H), we write e(X) for the number of edges contained in X. For disjoint subsets X, Y of V (H), we write e(X, Y ) for the number of edges contained in X ∪ Y and incident with both X and Y . So e(X, Y ) = e(X ∪ Y ) − e(X) − e(Y ). Then, for a hypergraph H, we define f (H) = max
where the maximum is taken over partitions V (H) = V 1 ∪ V 2 , and
Similarly, g(H) = min
The extremal theory is much less developed than for graphs. For instance, it is easy to show that
but the following is open even for k = 3.
Problem 4.1 Prove a bound for k-uniform hypergraphs analogous to (2.2).
A natural conjecture is that, for m of form n k , the complete k-uniform hypergraph should be extremal.
For g (k) (m), even less is known, The following result was proved in [17] . The error term given in [17] was of size O(m 6/7 ), although it seems likely that the truth should be O(m 2/3 ). The difficulty comes from the fact that we are optimizing several variables simultaneously: in a random k-partition we expect m/k 3 edges in each vertex class. If there are no large-degree vertices, then we can prove this immediately by taking a random partition and using a martingale inequality. The obstacle is that there may be vertices of large degree, and this is dealt with by first partitioning the large-degree vertices using an extremal argument and then handling the rest of the graph with probabilistic techniques.
It seems likely that a similar result should hold for r-uniform hypergraphs, and it seems surprising that it still remains open. Perhaps an even stronger conjecture may be true. In other words, g (r) (m) ≤ m/2 r for r ≥ 3. This would be very surprising if true, since it would imply the existence of a bipartition in which both sides simultaneously beat the expected number of edges in a random bipartition. Note that the conjecture would not hold for r = 2, since we have g(m) = m/2+Ω( √ m). Even if the conjecture is not true, there may only be finitely many counterexamples. The best current bound is the following. edges in each class, where a r = O(r/ log r).
Finally, it seems likely that the relationship between f (k) (G) and g (k) (G) should hold, as in the graph context. We raise the following problem. 
Each class meets many edges
What about hypergraph partitions in which each class meets many edges? Bollobás and Thomason (see [8, 15] ) conjectured the following.
Conjecture 4.7 For r ≥ 3, every r-uniform hypergraph with m edges has a partition into r vertex classes, each of which meets at least rm 2r − 1 edges.
For r = 2, the statement is the same as (3.1), and so is easily proved. For r ≥ 3, Bollobás, Reed and Thomason [8] showed that there is a partition in which every class meets at least 1 − 1 e m/3 ≈ 0.21m
edges. It was shown in [15] that every 3-uniform hypergraph has a tripartition in which each class meets at least (5m − 1)/9 edges, which is still short of the conjectured 3m/5; for r-uniform hypergraphs, a lower bound of 0.27m was given. It would be a substantial step forward even to prove a lower bound of form m/2. Although Conjecture 4.7 is easily proved when r = 2, it seems much harder to find a k-partite version of the result. The following is a version of a conjecture from [15] . The lower bound on m is necessary to avoid trivial cases such as K k−1 , where one vertex class may end up empty.
