This paper presents a consistent feature-aligned 4D image registration algorithm and its medical application. The matching across a temporal sequence of volumetric images is based on a 4D (3D spatial + 1D temporal) free-form B-spline deformation model, which ensures interpolated motions with both spatial and temporal smoothness. We first develop the forward and inverse matching models with feature alignment constraints, then iteratively refine the registration results by incorporating extra inverse consistency. Experimental results show that our method achieves better registration accuracy than previous 3D registration and 4D registration methods. This algorithm can be used to parameterize temporal CT lung volume images for motion analysis and tracking.
INTRODUCTION
Image registration is important in medical image analysis. For example, in lung cancer radiotherapy, it can establish the temporal correspondences among the scanned 4D (temporally sequential volume) CT images, for building the motion estimation model to describe the movement and deformation of organs during respiratory cycles. Given a sequence of volume images, conventional approaches for matching 3D volumetric images align consequent frames through piecewise 3D registration. The piecewise matching results are then interpolated to form a deforming 4D motion model [1] . High quality 3D image registration can ensure accurate inter-image matching and good spatial smoothness of the deformation. However, in the temporal dimension, such interpolated motion can be non-smooth [2] and thus not physically natural. Also, when describing relatively big deformations, pairwise 3D registrations have the limitations that either all registrations are matched with one reference domain, causing large (hence less accurate) displacements fields, or registrations are performed between adjacent volumes, causing big error accumulation through the image sequence [3] .
4D registration techniques becomes popular [2, 4] recently. It solves the matching problem in the 4D space, which can avoid the bias caused by the selection of a predetermined reference frame, and can directly enforce both spatial and temporal smoothness of the transformation indicating more physically natural deformations. However, the study of 4D registration methods has just started and is still far from adequate. First, existing 4D registration methods [2, 4] are mainly guided by image intensity. The computation therefore reduces to minimizing a non-linear problem having many local minima, which also usually has high computational cost and, more importantly, requires a good initial guess to reach a desirable matching. Geometry-guided approaches such as using feature alignment constraints can effectively guide this optimization to avoid many undesirable local minima. Xu et al. [5] considered enforcing feature-alignment in 4D-image registration computation. However, geometric features can only guide the inverse 4D registration and thus the quality improvement on the entire 4D registration is not very significant. In this paper, we develop a consistent feature-constrained 4D dynamic registration algorithm to match deforming volume images spatially and temporally. We propose the feature constraint metrics in both directions of the registration framework (called the forward and inverse direction), which results in a more accurate and effective registration. Second, incorporating transitive consistency (Sec.2.3) in temporal data registration can be a desirable. Without good transitive consistency, the matching may be unnatural [6] . We incorporate this in our 4D registration framework and demonstrate its effectiveness in the medical tracking tasks. This paper has two main contributions.
• We developed an iterative consistent-feature-guided registration framework in the forward and inverse matching direction for 4D image registration.
• We incorporated inverse consistent regularization into registration, which effectively reduces the matching inconsistency error.
METHOD

Feature Extraction and Matching
Feature alignment can help increase registration accuracy in volumetric matching [7] and avoid local minima in optimization. Hence before registration, we extract feature points using a slightly modified 3D SIFT [8] algorithm [5] , then find their consistent correspondence (through spectral matching) across the entire 4D sequence. Fig. 1 shows the detected fea- 
4D Free-form B-spline Deformation
The deformation of human organs are locally non-rigid. In order to describe such free-form transformations, similar to [4] , we use a 4D B-spline deformation model, incorporating both the spatial and time dimensions. Given a 4D input image
. . , |Γ|, (i.e., we have |Γ| volume images; each image I i is an intensity function defined on Ω i . The B-spline-based coordinate transformation T is defined as:
where y k is a knot on the parametric domain Ω × R; β r (·) is the r-th order multidimensional B-spline polynomial; p k are B-spline control points to be solved, and N y denotes the neighboring region providing local support to the B-spline at y. The knots y k are defined on a 4D regular grid, uniformly overlaid the 4D image. Each unknown control point p k is defined on Ω × R whose last coordinate is fixed to be zero, ensuring only spatial deformation is allowed.
Forward Registration. We construct maps from a common parametric domain Ω to all the I(x, t i ), t i = 1, . . . , |Γ|, and optimize a 4D transformation T µ (x, t)| t=ti : Ω → Ω i . µ is a vector concatenating all unknown control points p k .
Intensity Matching Energy. With the assumption that the corresponded pixels should have the same intensity, we want to minimize the changes of matched image intensity over time, so the cost function is formulated as:
whereĪ µ (x) is the average intensity value over time after applying transformation T µ :Ī µ (x) = 1 |Γ| t∈Γ I(T µ (x, t)). S ⊂ Ω and T ⊂ R are the sets of spatial and temporal voxel coordinates.
Feature Matching Energy. In Section 2.1, we extracted N corresponded feature points {p ij } from the given 4D image. p ij indicates the i-th feature point on time j, where i = 1, . . . , N, j = 1, . . . , |Γ|. We want to solve N feature points q i , i = 1, . . . , N in parametric domain Ω, which are mapped to p it in time t. We add a feature matching constraint penalizing the distance from q i 's image at time t to p it :
where the operator [·] x gets the positional component x from a 4D point (x, t). Geometric Constraint. Similar to [4] , we add a geometric constraint:
namely, the average deformation is the identity. Applying this geometric constrains on all the feature points q i , we have
where α is the weighting factor controlling the strength of the feature constraint term. We use the Adaptive Stochastic Gradient Descent optimizer (ASGD) [4] . With this solved Tμ, all the images I i are aligned on the common domain Ω. Inverse Registration. In order to compute the transformation T ij which maps coordinates from image I i to I j , we need to compute the inverse map T (x, t) −1 | t=ti : Ω i → Ω. Since the map T µ may not be injective, its inverse map T −1 µ may not actually exist. We define an approximate inverse mapping via a B-spline T ν , minimizing inverse inconsistency:
where Y is the set of knots on Ω × R. Intuitively, if the composition of T ν and T µ is identity, F 1 = 0. Feature constraint. We also assume after correct registration the corresponding features should have the same coordinates in Ω. That is, for each i, we shall also minimize the variance of T ν (p ij , j) in Ω. The cost function on feature constraint is:
x is the average coordinates of all i-th feature p i· .
Optimization. The final objective function for T ν is: F (ν) = F 1 + λF 2 , where λ is the weighting factor controlling the strength of the feature constraint. We also use ASGD to solveν = arg min ν F (ν).
With this solved Tν, the transformation from I i to I j is:
Iteratively Refining 4D Registration
Transitive Consistency. When registration between two frames is computed by composing the map via a third common frame, the registration result may depend on the specific chosen frame. Ideally, we hope to have fully transitive consistency, i.e. ∀i, j, k ∈ Γ, ∀x ∈ S, T ij (T ki (x)) = T kj (x). However, the existence of inverse inconsistency (Eqn.(8)) will lead to transitive inconsistency. We formulate this transitive inconsistency error as
The inverse and transitive inconsistency is dictated by both T µ and T ν . When the composition of T µ and T ν is identity, the transitive inconsistency error G i = 0. Although the solving of T ν tries to minimize such inconsistency, the composed 4D registration may still have big inconsistency due to T µ . We iteratively refine T µ and T ν to minimize inconsistency error. First, we use the inverse registration Tν to refine the forward registration T µ . An extra inverse consistency constraint energy is added into the forward registration computation:
So the forward registration will be solved bŷ
with γ controlling the weight of inverse consistency.
Then, we also go back to refine the inverse registration T ν using the new Tμ. We repeat this iteratively until the algorithm converges. The algorithm will stop when F (ν) does not decrease or its change is smaller than a threshold. The algorithm can be finally formulated as follows.
1) Extract and match feature points;
2) Compute 4D forward registration using Eqn. (4);
3) Compute 4D inverse registration using Eqn. (7); 4) Refine 4D forward registration with additional inverse consistency constraints using Eqn. (10);
5) Go
Step 3 unless algorithm converges.
EXPERIMENTAL RESULTS
We implement our model via a multi-resolution strategy and use linear interpolation in the spatial domain for the derivation of intensity values for any point not on a grid. Our algorithm was implemented in C++ using an Intel Xeon X5570 @2.93 GHz, 8GB RAM. The registration on the POPI-model data (482 × 360 × 141 pixels ×10 frames) takes around 1 hour to get a 4D forward registration and 2 hours to get the inverse registration. This speed is similar to other 4D registration algorithms [4, 5] . On our clinical lung/tumor data (512 × 512 × 152 pixels × 8 frames), the initial forward registration takes 37 minutes to compute and the inverse registration takes about 1 hour.
We evaluate the quality of the registration using two terms: (1) Landmark Matching Error. When landmark points are coherently available on each frame t, denoted as P t = {p t,1 , p t,2 , ..., p t,n }, we can measure their matching deviation using the mean target registration error (MTRE):
where p r,i is a landmark i in time r. (2) Transitive Inconsistency. We evaluate the transitive inconsistency, which also indicates the inverse inconsistency. Experiments on POPI Dataset. We perform registration on public POPI dataset [9] . This dataset contains one 4D CT series including ten 3D volumes representing ten different phases of one breathing cycle, with coherent landmarks provided. In our experiments, we set the control weight as α = 0.1, λ = 0.1, γ = 1 and evaluate the MTRE error E r in pixels on the provided landmarks. Table 1 shows the comparison between our method and the algorithm of [4] without using any mask. The first column shows the F (ν) of the inverse 4D registration. We can see the algorithm significantly reduces the matching error with the iterative refinement. Our algorithm is converged at the 4-th iteration. With smaller MTRE errors, our method demonstrates better matching accuracy and is more physically natural, i.e., more accurate prediction of landmark locations than [4] .
To measure the transitive consistency, for the 3D reference approach, T ij were computed by pairwise 3D registration for all i, j. Results are shown in Table 2 . We can see the inconsistency error for our results is 8.9 * 10 −4 , also better than that of 0.014 from previous 4D registration [4] . Modeling Respiratory Motions of Lung Tumor for Radiotherapy Management. We also apply our registration in 4D CT lung scan images during the respiratory cycles (Fig. 2) . The scan is from a patient with a lung tumor. We first segment the lung and tumor contours using a template-guided 3D graph-cut algorithm [10] , then track these contour surfaces following our 4D registration in the following volume sequence. The second row of Fig. 2 shows the segmented lung/tumor contour surfaces. The tracking and motion estimation of the lung and tumor during the entire respiratory cycle can be computed, as illustrated in the last th time frames of the POPI-data. F (ν) is the total energy of the inverse 4D registration. Er is the mean landmark matching error (Eqn (11)) from all the other images to the reference image Ir, and σr is the corresponding standard deviation.Ē is the mean land mark matching error between all the Ii and Ij pairs. row. The colors on the 2nd and 3rd surfaces encodes (from blue to red: min to max) point-wise geometric difference between the deformed and target contour surfaces. Given two images I i and I j , we compute a difference image between the deformed I i and I j to evaluate the registration accuracy. Specifically, this difference image is I i (x) − I j (T ij (x)) and can be normalized:
, Ii(x) + Ij(T ij (x)) = 0 0, otherwise
Small δI indicates accurate registration. The first row of Fig 2 visualizes the 2D projection of the difference images between I 1 , I 4 , and I 4 , I 8 . We can see the difference values are small with the mean difference value of 0.48 * 10 −3 and 1.2 * 10 −3 . These indicate that our registration introduces small matching errors. To further refine the matching near the regions with bigger registration error, in the near future, we will develop hierarchical trivariate T-spline function to support adaptive refinement. More knots/control points can be inserted adaptively into these regions to reduce the registration error.
CONCLUSION
We present a consistent feature-alignment 4D image registration. By adopting the feature alignment through a common domain along two mapping directions and incorporating inverse consistency, our algorithm demonstrates better registration accuracy compared with existing 3D registration [4] and 4D registration algorithms [4, 5] . Our algorithm can be used for parameterizing sequentially acquired volumetric medical images to produce the physically natural deformation model.
