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Abstract
Communication over a random-parameter quantum channel when the decoder is required to reconstruct the parameter sequence
is considered. We study scenarios that include either strictly-causal, causal, or non-causal channel side information (CSI) available
at the encoder, and also when CSI is not available. This model is the quantum counterpart of the classical rate-and-state channel
with state estimation at the decoder. Regularized formulas for the capacity-distortion regions are derived. In the special case of
measurement channels, single-letter characterizations are derived for the strictly-causal and causal settings. Furthermore, in the
more general case of entanglement-breaking channels, a single-letter characterization is derived when CSI is not available. As
a consequence, we obtain regularized formulas for the capacity of random-parameter quantum channels with CSI, generalizing
previous results by Boche et al. [5] on classical-quantum channels.
Index Terms
Quantum information, Shannon theory, quantum communication, channel capacity, state estimation, rate-and-state channel,
entanglement-breaking channels, state information.
I. INTRODUCTION
A fundamental task in classical information theory is to determine the ultimate transmission rate of communication. Various
settings of practical significance can be described by a channel pY |X,S that depends on a random parameter S when there is
strictly-causal, causal, or non-causal channel side information (CSI) available at the encoder (see e.g. [34, 37, 11] and references
therein). For example, a cognitive radio in a wireless system may be aware of the channel state and network configuration
[25, 28, 59], memory storage where the writer knows the fault locations [29, 44], and digital watermarking where the host
data is treated as side information (see e.g. [8, 60, 48]).
In the rate-and-state (RnS) model [62], the receiver is not only required to recover the message, but also to estimate the
parameter sequence with limited distortion. For example, in digital multicast [62], the message represents digital control
information that is multicast on top of an existing analog transmission, which is also estimated by the receiver. Additional
applications can be found in [11] and references therein. The capacity-distortion tradeoff region with strictly-causal CSI and
with causal CSI was determined by Choudhuri et al. [11], and without CSI by Zhang et al. [64, 71]. Inner and Outer bounds
on the tradeoff region with non-causal CSI were derived by Sutivong in [61], with full characterization in the Gaussian case
[62]. The RnS channel with feedback was recently considered by Bross and Lapidoth [7].
The field of quantum information is rapidly evolving in both practice and theory [18, 36, 4, 42, 3, 70, 45, 72]. As technology
approaches the atomic scale, we seem to be on the verge of the “Quantum Age” [6, 33]. Dynamics can sometimes be modeled
by a noisy quantum channel, describing physical evolutions, density transformation, discarding of sub-systems, quantum
measurements, etc. [43] [65, Section 4.6]. Quantum information theory is the natural extension of classical information theory.
Nevertheless, this generalization reveals astonishing phenomena with no parallel in classical communication [26]. For example,
two quantum channels, each with zero quantum capacity, can have a nonzero quantum capacity when used together [58]. This
property is known as super-activation.
The Holevo-Schumacher-Westmoreland (HSW) Theorem provides a regularized (“multi-letter”) formula for the capacity of
a quantum channel [30, 54]. Although calculation of such a formula is intractable in general, it provides computable lower
bounds, and there are special cases where the capacity can be computed exactly. The reason for this difficulty is that the Holevo
information is not necessarily additive [27]. Shor has demonstrated additivity for the class of entanglement-breaking channels
[57], in which case the HSW theorem provides a single-letter computable formula for the capacity. This class includes both
classical-quantum channels and measurement (quantum-classical) channels [65, Section 4.6.7]. A similar difficulty occurs with
transmission of quantum information. A regularized formula for the quantum capacity is given in [2, 46, 56, 15], in terms of
the coherent information. A computable formula is obtained in the special case where the channel is degradable [16].
Boche, Cai, and No¨tzel [5] addressed the classical-quantum channel with CSI at the encoder. The capacity was determined
given causal CSI, and a regularized formula was provided given non-causal CSI. Warsi and Coon [63] used an information-
spectrum approach to derive multi-letter bounds for a similar setting, where the side information has a limited rate. The
entanglement-assisted capacity of a quantum channel with non-causal CSI was determined by Dupuis [19, 20], and with causal
CSI by the author [52, 51]. One-shot communication with CSI is considered in [1] as well. Luo and Devetak [47] considered
channel simulation with source side information (SSI) at the decoder, and also solved the quantum generalization of the
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1Wyner-Ziv problem [67]. Quantum data compression with SSI is also studied in [17, 69, 31, 14, 13, 10, 9]. Compression with
SSI given entanglement assistance was recently considered by Khanian and Winter [41, 38, 40, 39]. Parameter estimation of
quantum channels is also studied from the algorithmic point of view in different settings [23, 35, 73].
In this paper, we consider a random-parameter quantum channel when the decoder is required to reconstruct the parameter
sequence in a lossy manner, i.e. with limited distortion. The scenarios that are studied include either strictly-causal, causal,
or non-causal channel side information (CSI) available at the encoder, as well as the case where CSI is not available. This
model can be viewed as the quantum analog of the classical RnS channel. We derive regularized formulas for the capacity-
distortion tradeoff regions. In the special case of measurement channels, single-letter characterizations are established for the
strictly-causal and causal settings. Furthermore, in the more general case of entanglement-breaking channels, a single-letter
characterization is derived when CSI is not available. As a consequence, we obtain regularized formulas for the capacity of
random-parameter quantum channels with strictly-causal, causal, or non-causal CSI, generalizing the previous results by Boche
et al. [5] on classical-quantum channels.
To prove achievability with strictly-causal CSI, we extend the classical block Markov coding method in [11] to the quantum
setting, and then apply the quantum packing lemma [32] for decoding the message, and the classical covering lemma for the
reconstruction of the parameter sequence. The gentle measurement lemma [66, 50] alleviates the proof, as it guarantees that
multiple decoding measurements can be performed without collapsing the quantum state and such that the output state after each
measurement is almost the same. Thus, we can separate between measurements for recovering the message and for sequence
reconstruction. Achievability with causal CSI is proved using similar techniques with the addition of a quantum “Shannon-
strategy” encoding operation [55] [51, Section IV.D]. To prove achievability with non-causal CSI, we use an extension of the
classical binning technique [24] to the quantum setting. Considering entanglement-breaking channels without CSI, we use a
different approach from that of Shor [57]. As opposed to Shor [57], we do not show additivity of the capacity formula, but
rather apply and generalize inequalities that are borrowed from Shor’s derivation [57] [65, Chapter 13] to prove the converse
part in a more direct manner. We refer to the resulting inequality as the generalized Shor inequality.
II. DEFINITIONS AND RELATED WORK
We begin with basic definitions.
A. Notation, States, and Information Measures
We use the following notation conventions. Calligraphic letters X ,Y,Z, ... are used for finite sets. Lowercase letters x, y, z, . . .
represent constants and values of classical random variables, and uppercase letters X,Y, Z, . . . represent classical random
variables. The distribution of a random variable X is specified by a probability mass function (pmf) pX(x) over a finite set X .
We use xj = (x1, x2, . . . , xj) to denote a sequence of letters from X . A random sequence Xn and its distribution pXn(xn)
are defined accordingly. For a pair of integers i and j, 1 ≤ i ≤ j, we write a discrete interval as [i : j] = {i, i+ 1, . . . , j}.
The state of a quantum system A is given by a density operator ρ on the Hilbert space HA. A density operator is an
Hermitian, positive semidefinite operator, with unit trace, i.e. ρ† = ρ, ρ  0, and Tr(ρ) = 1. The state is said to be pure if
ρ = |ψ〉〈ψ|, for some vector |ψ〉 ∈ HA, where 〈ψ| is the Hermitian conjugate of |ψ〉. In general, a density operator has a
spectral decomposition of the following form,
ρ =
∑
z∈Z
pZ(z)|ψz〉〈ψz| (1)
where Z = {1, 2, . . . , |HA|}, pZ(z) is a probability distribution over Z , and {|ψz〉}z∈Z forms an orthonormal basis of the
Hilbert space HA. The density operator can thus be thought of as an average of pure states. A measurement of a quantum
system is any set of operators {Λj} that forms a positive operator-valued measure (POVM), i.e. the operators are positive
semi-definite and
∑
j Λj = 1, where 1 is the identity operator (see [65, Definition 4.2.1]). According to the Born rule, if the
system is in state ρ, then the probability of the measurement outcome j is given by pA(j) = Tr(Λjρ).
Define the quantum entropy of the density operator ρ as
H(ρ) ,− Tr[ρ log(ρ)] (2)
which is the same as the Shannon entropy associated with the eigenvalues of ρ. We may also consider the state of a pair of
systems A and B on the tensor product HA⊗HB of the corresponding Hilbert spaces. Given a bipartite state σAB , define the
quantum mutual information by
I(A;B)σ = H(σA) +H(σB)−H(σAB) . (3)
Furthermore, conditional quantum entropy and mutual information are defined by H(A|B)σ = H(σAB) − H(σB) and
I(A;B|C)σ = H(A|C)σ +H(B|C)σ −H(A,B|C)σ , respectively.
A pure bipartite state is called entangled if it cannot be expressed as the tensor product of two states in HA and HB .
The maximally entangled state between two systems of dimension D is defined by |ΦAB〉 = 1√D
∑D−1
j=0 |j〉A ⊗ |j〉B , where
{|j〉A}D−1j=0 and {|j〉B}D−1j=0 are respective orthonormal bases. Note that I(A;B)|Φ〉〈Φ| = 2 · log(D).
2B. Quantum Channel
A quantum channel maps a quantum state at the sender system to a quantum state at the receiver system. Here, we consider a
channel that is governed by a random parameter with a particular distribution. Formally, a random-parameter quantum channel
is defined as a linear, completely positive, trace preserving map NSA→B , corresponding to a quantum physical evolution. The
channel parameter S can also be thought of as a classical system at state
ρS =
∑
s∈S
q(s)|s〉〈s| (4)
where {|s〉}s∈S is an orthonormal basis of the Hilbert space HS . A quantum channel has a Kraus representation
NSA→B(ρSA) =
∑
j
NjρSAN
†
j (5)
for all ρSA, where the operators Nj satisfy
∑
j N
†
jNj = 1 [65, Section 4.4.1]. The projection on |s〉 is then given by
N (s)A→B(ρA) =
∑
j
N
(s)
j ρAN
(s) †
j (6)
where N (s)j ≡ 〈s|Nj |s〉.
We assume that both the random parameter state and the quantum channel have a product form. That is, the state of the
joint system Sn = (S1, . . . , Sn) is ρSn = ρ⊗nS , and if the systems A
n = (A1, . . . , An) are sent through n channel uses, then
the parameter-input state ρSn ⊗ ρAn undergoes the tensor product mapping NSnAn→Bn ≡ N⊗nSA→B . Therefore, without CSI,
the input-output relation is
ρBn =
∑
sn∈Sn
qn(sn)N (sn)An→Bn(ρAn) =
(∑
s∈S
q(s)N (s)A→B
)⊗n
(ρAn) (7)
where qn(sn) =
∏n
i=1 q(si) is the joint distribution of the parameter sequence and N (s
n)
An→Bn = N (s1)A→B ⊗ · · · ⊗ N (sn)A→B . The
sender and the receiver are often referred to as Alice and Bob.
We will also consider the quantum-classical special case.
Definition 1. A measurement channel (or, q-c channel) MA→Y has the form
MA→Y (ρA) =
∑
y∈Y
Tr(ΛyρA)|y〉〈y| (8)
for some POVM {Λy} and orthonormal vectors {|y〉}. A random-parameter channel is called a measurement channel if the
projections in (6) are q-c channels, for s ∈ S. We denote the random-parameter measurement channel byMSA→Y to distinguish
it from the general channel NSA→B .
A more general class of channels is that of entanglement-breaking channels. The definition is given below.
Definition 2. A quantum channel PA→B is called entanglement breaking if for every input state ρAA′ , where A′ is an arbitrary
reference system, the channel output is separable, i.e.
(PA→B ⊗ 1)(ρAA′) =
∑
y∈Y
pY (y)ψ
y
B ⊗ ψyA′ (9)
for some probability distribution pY (y) and pure states ψ
y
B , ψ
y
A′ . We say that a random-parameter channel NSA→B is
entanglement-breaking if each N (s)A→B is entanglement breaking, for s ∈ S.
It can be shown that every entanglement-breaking channel PA→B can be represented as a serial concatenation of a
measurement channel followed by a classical-quantum channel [65, Corollary 4.6.1].
C. Coding
We define a code to transmit classical information. With strictly-causal CSI, Alice has the sequence of past random parameters,
S1, . . . , Si−1, at time i ∈ [1 : n]. Let d : S × Ŝ → [0,∞) be a bounded distortion function. Denote the average distortion
between a parameter sequence sn and a reconstruction sequence sˆn by
dn(sn, sˆn) , 1
n
n∑
i=1
d(si, sˆi) . (10)
3mˆ, sˆnm
Si−1
q(s)
E NA
n Bn
Sn
Fig. 1. Coding for a quantum channel NSA→B that depends on a random parameter S ∼ q(s), with strictly-causal side information at the encoder and
parameter estimation at the decoder. The quantum systems of Alice and Bob are marked in red and blue, respectively. Alice chooses a classical message m.
At time i, given the parameter sequence si−1, her encoder E prepares a state ρm,si−1Ai , and then transmits the system Ai over the quantum channel NSA→B .
Bob receives the channel output systems Bn and performs a measurement. The outcome is the estimated message mˆ and reconstruction sequence sˆn. With
causal side information or non-causal side information, Si−1 is replaced by Si or Sn, respectively.
Definition 3. A (2nR, n) code with strictly-causal CSI at the encoder consists of the following: a message set [1 : 2nR], where
2nR is assumed to be an integer, an ensemble of input states ρm,s
i−1
Ai
, m ∈ [1 : 2nR], si−1 ∈ Si−1, for i ∈ [1 : n], and a
decoding POVM {Λm,sˆnBn }m∈[1:2nR],sn∈Sn . We denote the code by (ρAn ,ΛBn).
The communication scheme is depicted in Figure 1. The sender Alice has the systems An and the receiver Bob has the
systems Bn. Alice chooses a classical message m ∈ [1 : 2nR]. At time i ∈ [1 : n], given the sequence of past parameters
si−1 ∈ Si−1, she prepares the state ρm,si−1Ai , and transmits the system Ai over the channel. In other words, Alice prepares a
state ρm,s
n
An of the following form,
ρm,s
n
An , ρmA1 ⊗ ρm,s1A2 ⊗ ρ
m,s1,s2
A3
⊗ · · · ⊗ ρm,sn−1An (11)
and transmits the systems An over n channel uses of NSA→B .
Bob receives the channel output systems Bn and performs the POVM {Λm,sˆnBn }m∈[1:2nR],sˆn∈Ŝn . The conditional probability
of error, given that the message m was sent, is given by
P
(n)
e|m(ρAn ,ΛBn) = Tr
1− ∑
sˆn∈Ŝn
Λm,sˆ
n
Bn
 ∑
sn∈Sn
qn(sn)N (sn)An→Bn(ρm,s
n
An )
 . (12)
The average distortion for the code (ρAn ,ΛBn) is
∆(n)(ρAn ,ΛBn) ,
∑
sn∈Sn
∑
sˆn∈Ŝn
dn(sn, sˆn) Pr
(
Sn = sn, Sˆn = sˆn
)
(13)
where
Pr
(
Sn = sn, Sˆn = sˆn
)
= qn(sn) · 1
2nR
2nR∑
m=1
2nR∑
mˆ=1
Tr
[
Λmˆ,sˆ
n
Bn N (s
n)
An→Bn(ρ
m,sn
An )
]
. (14)
A (2nR, n, ε,D) rate-distortion code satisfies P (n)e|m(ρAn ,ΛBn) ≤ ε for all m ∈ [1 : 2nR], and ∆(n)(ρAn ,ΛBn) ≤ D. A rate
R > 0 is called achievable with distortion D if for every ε > 0 and sufficiently large n, there exists a (2nR, n, ε,D) code.
The capacity-distortion region Cs-c(N ) is defined as the set of achievable pairs (R,D) with strictly-causal CSI.
Alternatively, one may fix the average distortion constraint D > 0 and consider the optimal transmission rate. The
capacity-distortion function Cs-c(N , D) is defined as the supremum of achievable rates R for a given distortion D. Note
that Cs-c(N , dmax) reduces to the standard definition of the capacity of a quantum channel, without distortion requirement or
parameter estimation by the decoder.
We also address the causal and the non-causal setting. In the causal setting, Alice has the present parameter value Si as
well, and sends ρm,s
n
An =
⊗n
i=1 ρ
m,si
Ai
. Whereas, in the non-causal setting, Alice has the entire parameter sequence Sn a priori,
4and can thus send a sequence ρm,s
n
An of any form. Without CSI, Alice sends a sequence ρ
m
An that is independent of the state
sequence. We use the subscripts ‘s-c’, ‘caus’, or ‘n-c’ to indicate whether CSI is available at the encoder in a stictly-causal,
causal, or non-causal manner, respectively. The notation is summarized in the table in Figure 2.
Remark 1. We note that the definition of the CSI types above contains an inherent assumption on the entanglement of the
transmitted systems when conditioned on the message and the state sequence. Namely, for a given message m and state
sequence sn, the transmitted sequence ρm,s
n
An with strictly-causal or causal CSI is in a product state. On the other hand, with
non-causal CSI or without CSI, the transmitted sequence may include entanglement even when conditioned on m and sn.
Nonetheless, from Bob’s perspective, the transmitted sequence can be correlated in both cases, since Bob does not have prior
knowledge of the state sequence.
none strictly-causal causal non-causal
Region C(N ) Cs-c(N ) Ccaus(N ) Cn-c(N )
Function C(N , D) Cs-c(N , D) Ccaus(N , D) Cn-c(N , D)
Fig. 2. Notation of channel capacity-distortion regions and functions with and without CSI. The notation of the capacity-distortion regions is given in the
first row, and of the capacity-distortion functions in the second row. The columns indicate the type of CSI that is available at the encoder.
D. Related Work
We briefly review known results for a quantum channel that does not depend on a random parameter and has no distortion
constraint, i.e. N (s)A→B = N (0)A→B for s ∈ S, and D = dmax. Define
C(N (0), dmax) , max
pX(x),|φxA〉
I(X;B)ρ (15)
with ρXB ≡
∑
x∈X pX(x)|x〉〈x| ⊗N (0)(|φxA〉〈φxA|) and |X | ≤ |HA|2. The objective functional I(X;B)ρ is referred to as the
Holevo information of the ensemble {pX(x),N (0)(|φxA〉〈φxA|)}, while the formula C(N (0)) itself is sometimes referred to as
the Holevo information of the channel N (0) [65]. Next, we cite the HSW Theorem, which provides a regularized capacity
formula for a quantum channel without parameters or distortion requirement.
Theorem 1 (see [30, 54, 57]).
1) The capacity of a quantum channel N (0)A→B without parameters is given by
C(N (0), dmax) = lim
k→∞
1
k
C
(
(N (0))⊗k, dmax
)
. (16)
2) If N (0)A→B is entanglement-breaking, then
C(N (0), dmax) = C(N (0), dmax) . (17)
In the second part of the lemma, we included Shor’s result for the class of entanglement-breaking channels [57] (see
Definition 2). We note that this class includes both classical-quantum channels and measurement channels. In particular, the
capacity of a measurement channel M(0)A→Y without parameters is given by
C(M(0), dmax) = max
pX(x),|φxA〉
I(X;Y ) (18)
with pY |X(y|x) = 〈φxA|Λy|φxA〉.
Remark 2. We note that the setting of a random-parameter quantum channel NSA→B without side information and with
D = dmax is equivalent to that of a channel that does not depend on a state, with N (0)A→B =
∑
s∈S q(s)N (s)A→B (see (7)). On
the other hand, with side information at the encoder, this equivalence does not hold, as the channel input is correlated with
the parameter sequence.
III. INFORMATION THEORETIC TOOLS
To derive our results, we use the quantum version of the method of types properties and techniques. The basic definitions
and lemmas that are used in this paper are given below.
5A. Classical Types
The type of a classical sequence xn is defined as the empirical distribution Pˆxn(a) = N(a|xn)/n for a ∈ X , where N(a|xn)
is the number of occurrences of the symbol a in the sequence xn. The set of all types over X is then denoted by Pn(X ). The
type class associated with a type Pˆ ∈ Pn(X ) is defined as the set of sequences of that type, i.e.
T (Pˆ ) ≡
{
xn ∈ Xn : Pˆxn = Pˆ
}
. (19)
For a pair of sequences xn and yn, we give similar definitions in terms of the joint type Pˆxn,yn(a, b) = N(a, b|xn, yn)/n for
a ∈ X , b ∈ Y , where N(a, b|xn, yn) is the number of occurrences of the symbol pair (a, b) in the sequence (xi, yi)ni=1. Given
a sequence yn ∈ Yn, we further define the conditional type Pˆxn|yn(a|b) = N(a, b|xn, yn)/N(b|yn) and the conditional type
class
T (Pˆ |yn) ≡
{
xn ∈ Xn : Pˆxn,yn(a, b) = Pˆyn(b)Pˆ (a|b)
}
. (20)
Given a probability distribution pX ∈ P(X ), the δ-typical set is defined as
Aδ(pX) ≡
{
xn ∈ Xn :
∣∣∣Pˆxn(a)− pX(a)∣∣∣ ≤ δ if pX(a) > 0
Pˆxn(a) = 0 if pX(a) = 0, ∀ a ∈ X
}
(21)
The covering lemma is a powerful tool in classical information theory [12].
Lemma 2 (Classical Covering Lemma [12][22, Lemma 3.3]). Let Xn ∼∏ni=1 pX(xi), δ > 0, and let Zn(m), m ∈ [1 : 2nR], be
conditionally independent random sequences distributed according to
∏n
i=1 pZ(zi). Suppose that the sequence X
n is pairwise
independent of the sequences Zn(m), m ∈ [1 : 2nR]. Then,
Pr
(
(Zn(m), Xn) /∈ Aδ(pZ,X) for all m ∈ [1 : 2nR]
) ≤ exp(−2n(R−I(Z;X)−εn(δ)) (22)
where εn(δ) tends to zero as n→∞ and δ → 0.
Let Xn ∼ ∏ni=1 pX(xi) be an information source sequence, encoded by an index m at compression rate R. Based on
the covering lemma above, as long as the compression rate is higher than I(Z;X), a set of random codewords, Zn(m) ∼∏n
i=1 pZ(zi), contains with high probability at least one sequence that is jointly typical with the source sequence.
Though originally stated in the context of lossy source coding, the classical covering lemma is useful in a variety of scenarios
[22], including the random-parameter channel with non-causal CSI. In this case, the parameter sequence Sn ∼ ∏ni=1 q(si)
plays the role of the “source sequence”.
B. Quantum Typical Subspaces
Moving to the quantum method of types, suppose that the state of a system is generated from an ensemble {pX(x), |x〉}x∈X ,
hence, the average density operator is
ρ =
∑
x∈X
pX(x)|x〉〈x| . (23)
Consider the subspace spanned by the vectors |xn〉, xn ∈ T (Pˆ ), for a given type Pˆ ∈ Pn(X ). Then, the projector onto the
subspace is given by
ΠAn(Pˆ ) ≡
∑
xn∈T (Pˆ )
|xn〉〈xn| . (24)
Note that the dimension of the subspace of type class Pˆ is given by Tr(ΠAn(Pˆ )) = |T (Pˆ )|. By classical type properties [12,
Lemma 2.3] (see also [65, Property 15.3.2]),
(n+ 1)|X |2nH(ρ) ≤ Tr(ΠAn(Pˆ )) ≤ 2nH(ρ) . (25)
The projector onto the δ-typical subspace is defined as
Πδ(ρ) ≡
∑
xn∈Aδ(pX)
|xn〉〈xn| . (26)
Based on [53] [49, Theorem 12.5], for every ε, δ > 0 and sufficiently large n, the δ-typical projector satisfies
Tr(Πδ(ρ)ρ⊗n) ≥1− ε (27)
2−n(H(ρ)+cδ)Πδ(ρ) Πδ(ρ) ρ⊗n Πδ(ρ)  2−n(H(ρ)−cδ) (28)
Tr(Πδ(ρ)) ≤2n(H(ρ)+cδ) (29)
6where c > 0 is a constant.
We will also need to use the conditional δ-typical subspace. Consider a state
σ =
∑
x∈Y
pX(x)ρ
x
B (30)
with
ρxB =
∑
y∈Y
pY |X(y|x)|ψx,y〉〈ψx,y| . (31)
Given a fixed sequence xn ∈ Xn, divide the index set [1 : n] into the subsets In(a) = {i : xi = a}, a ∈ X , and define the
conditional δ-typical subspace Fδ(σB |xn) as the span of the vectors |ψxn,yn〉 = ⊗ni=1|ψxi,yi〉 such that
yIn(a) ∈ A(|In(a)|)δ (pY |X=a) , for a ∈ X . (32)
The projector onto the conditional δ-typical subspace is defined as
Πδ(σB |xn) ≡
∑
|ψxn,yn 〉∈Fδ(σB |xn)
|ψxn,yn〉〈ψxn,yn | . (33)
Based on [53] [65, Section 15.2.4], for every ε′, δ > 0 and sufficiently large n, the conditional δ-typical projector satisfies
Tr(Πδ(σB |xn)ρxnBn) ≥1− ε′ (34)
2−n(H(B|X
′)σ+c′δ)Πδ(σB |xn) Πδ(σB |xn) ρxnBn Πδ(σB |xn)  2−n(H(B|X
′)σ−c′δ) (35)
Tr(Πδ(σB |xn)) ≤2n(H(B|X′)σ+c′δ) (36)
where c′ > 0 is a constant, ρx
n
Bn =
⊗n
i=1 ρ
xi
Bi
, and the classical random variable X ′ is distributed according to the type of xn.
Furthermore, if xn ∈ Aδ(pX), then
Tr(Πδ(σB)ρ
xn
Bn) ≥1− ε′ . (37)
(see [65, Property 15.2.7]). We note that the conditional entropy in the bounds above can also be expressed as
H(B|X ′)σ = 1
n
H(Bn|Xn = xn)σ ≡ 1
n
H(Bn)ρxn . (38)
C. Quantum Packing Lemma
To prove achievability for Theorem 1 above, one may invoke the quantum packing lemma [32, 65]. Suppose that Alice
employs a codebook that consists of 2nR codewords xn(m), m ∈ [1 : 2nR], by which she chooses a quantum state from
an ensemble {ρxn}xn∈Xn . The proof is based on random codebook generation, where the codewords are drawn at random
according to an input distribution pX(x). To recover the transmitted message, Bob may perform the square-root measurement
[30, 54] using a code projector Π and codeword projectors Πxn , xn ∈ Xn, which project onto subspaces of the Hilbert space
HBn .
The lemma below is a simplified, less general, version of the quantum packing lemma by Hsieh, Devetak, and Winter [32].
Lemma 3 (Quantum Packing Lemma [32, Lemma 2]). Let
ρ =
∑
x∈X
pX(x)ρx (39)
where {pX(x), ρx}x∈X is a given ensemble. Furthermore, suppose that there is a code projector Π and codeword projectors
Πxn , xn ∈ Aδ(pX), that satisfy for every α > 0 and sufficiently large n,
Tr(Πρxn) ≥ 1− α (40)
Tr(Πxnρxn) ≥ 1− α (41)
Tr(Πxn) ≤ 2ne0 (42)
Πρ⊗nΠ  2−n(E0−α)Π (43)
for some 0 < e0 < E0 with ρxn ≡
⊗n
i=1 ρxi . Then, there exist codewords x
n(m), m ∈ [1 : 2nR], and a POVM {Λm}m∈[1:2nR]
such that
Tr
(
Λmρxn(m)
) ≥ 1− 2−n[E0−e0−R−εn(α)] (44)
for all m ∈ [1 : 2nR], where εn(α) tends to zero as n→∞ and α→ 0.
In our analysis, where there is CSI at the encoder, we apply the packing lemma such that the quantum ensemble encodes
both the message m and a compressed representation of the parameter sequence sn.
7D. Gentle Measurement
The gentle measurement lemma is a useful tool. As will be seen, it guarantees that we can perform multiple measurements
such that the state of the system remains almost the same after each measurement.
Lemma 4 (see [66, 50]). Let ρ be a density operator. Suppose that Λ is a meaurement operator such that 0  Λ  1. If
Tr(Λρ) ≥ 1− ε (45)
for some 0 ≤ ε ≤ 1, then the post-measurement state ρ′ ≡
√
Λρ
√
Λ
Tr(Λρ) is 2
√
ε-close to the original state in trace distance, i.e.
‖ρ− ρ′‖1 ≤ 2
√
ε . (46)
The lemma is particularly useful in our analysis since the POVM operators in the quantum packing lemma satisfy the
conditions of the lemma for large n (see (44)).
IV. MAIN RESULTS
We state our results on the random-parameter quantum channel NSA→B with and without CSI at the encoder.
A. Strictly-Causal Side Information
We begin with our main result on the random-parameter quantum channel with strictly-causal CSI. Define the rate-distortion
region
Rs-c(N ) ,
⋃{ (R,D) : R ≤ I(Z,X;B)ρ − I(Z;S|X)
D ≥ ∑
s,sˆ,x,z
q(s)pX(x)pZ|X,S(z|x, s)Tr(ΓsˆB|x,zρs,z,xB )d(s, sˆ)
}
(47)
where the union is over the set of all distributions pX(x)pZ|X,S(z|x, s), state collection {θz,xA }, and set of POVMs {ΓsˆB|x,z},
with
ρs,z,xB = N (s)A→B(θz,xA ) (48)
ρSZXB =
∑
s∈S
∑
z∈Z
∑
x∈X
q(s)pX(x)pZ|X,S(z|x, s)|s〉〈s| ⊗ |z〉〈z| ⊗ |x〉〈x| ⊗ ρs,z,xB . (49)
Before we state the capacity-distortion theorem, we give the following lemma.
Lemma 5. The union in (47) can be restricted to pure states θz,xA = |φz,xA 〉〈φz,xA |, with |X | ≤ |HA|2 +1 and |Z| ≤ |HA|2 + |S|.
The first part of Lemma 5 follows by state purification [65, Exercise 13.4.4] such that the classical reference variable is
conditionally independent of the channel parameter given X and Z. The second part is based on the Fenchel-Eggleston-
Carathe´odory lemma [21], using similar arguments as in [68]. The details are given in Appendix A. Our main result is given
below.
Theorem 6.
1) The capacity-distortion region of a random-parameter quantum channel NSA→B with strictly-causal CSI at the encoder is
given by
Cs-c(N ) =
∞⋃
k=1
1
k
Rs-c(N⊗k) . (50)
2) For a random-parameter measurement channel MSA→Y ,
Cs-c(M) = Rs-c(M) . (51)
The proof of Theorem 6 is given in Appendix B. To prove achievability, we extend the classical block Markov coding to
the quantum setting, and then apply the quantum packing lemma for decoding the message, and the classical covering lemma
for the reconstruction of the parameter sequence. The gentle measurement lemma [66] alleviates the proof, as it guarantees
that multiple decoding measurements can be performed without “destroying” the quantum state, i.e. such that the output state
after each measurement is almost the same.
Equivalently, we can characterize the capacity-distortion function.
Corollary 7.
1) The capacity-distortion function of a random-parameter quantum channel NSA→B with strictly-causal CSI at the encoder
is given by
Cs-c(N , D) = lim
k→∞
1
k
max
p
Xk
(xk)p
Zk|Xk,Sk (z
k|xk,sk) ,
|φzk,xk
Ak
〉 , {Γsˆk
Bk|xk,zk} : Ed
k(Sk,Sˆk)≤D
[I(Zk, Xk;Bk)ρ − I(Zk;Sk|Xk)] (52)
8with
ρSkZkXkBk =
∑
sk,xk,zk
qk(sk)pXk(x
k)pZk|Xk,Sk(z
k|xk, sk)|sk〉〈sk|
⊗ |zk〉〈zk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk(|φz
k,xk
Ak
〉〈φzk,xk
Ak
|) . (53)
2) For a random-parameter measurement channel MSA→Y ,
Cs-c(M, D) = max
pX(x)pZ|X,S(z|x,s) ,
|φz,xA 〉 , {ΓsˆY |x,z} : Ed(S,Sˆ)≤D
[I(Z,X;Y )− I(Z;S|X)] (54)
with pY |X,Z,S(y|x, z, s) = 〈φz,xA |Λy|φz,xA 〉.
The corollary follows from Lemma 5 and Theorem 6.
B. Causal Side Information
Next, we consider the random-parameter quantum channel with causal CSI. Define the rate-distortion region
Rcaus(N , D) ,
⋃{ (R,D) : R ≤ I(Z,X;B)ρ − I(Z;S|X)
D ≥ ∑
s,sˆ,x,z
q(s)pX(x)pZ|X,S(z|x, s)Tr(ΓsˆB|x,zρs,z,xB )d(s, sˆ)
}
(55)
where the union is over the set of all distributions pX(x)pZ|X,S(z|x, s), states {θz,xG }, quantum channels F (s)G→A, and set of
POVMs {ΓsˆB|x,z}, with
ηz,x,sA = F (s)G→A(θz,xG ) (56)
ρs,z,xB = N (s)A→B(ηz,x,sA ) (57)
ρSZXB =
∑
s∈S
∑
z∈Z
∑
x∈X
q(s)pX(x)pZ|X,S(z|x, s)|s〉〈s| ⊗ |z〉〈z| ⊗ |x〉〈x| ⊗ ρs,z,xB . (58)
The union in (47) can also be restricted to pure states θz,xG = |φz,xG 〉〈φz,xG | based on the same arguments as in the proof of
Lemma 5. Now, we give our main result on the random-parameter quantum channel with causal CSI.
Theorem 8.
1) The capacity-distortion region of a random-parameter quantum channel NSA→B with causal CSI at the encoder is given
by
Ccaus(N ) =
∞⋃
k=1
1
k
Rcaus(N⊗k) . (59)
2) For a random-parameter measurement channel MSA→Y ,
Ccaus(M) = Rcaus(M) . (60)
To prove achievability, we apply the coding techniques from the proof of Theorem 6 to the virtual channel V(s)G→B , defined
by
V(s)G→B(ρG) = N (s)A→B
(
F (s)G→A(ρG)
)
. (61)
The proof outline for Theorem 8 is given in Appendix C. The auxiliary random-parameter channel F (s) can be viewed as
the quantum counterpart of the classical “Shannon-strategy” [55], which maps a paramer value Si = s to a classical input
Xi = fg(s) [22, Remark 7.6] (see the discussion in [51, Section IV.D] on further relations between Shannon strategies and
quantum channels with causal CSI).
We can also characterize the capacity-distortion function as follows.
Corollary 9.
1) The capacity-distortion function of a random-parameter quantum channel NSA→B with causal CSI at the encoder is given
by
Ccaus(N , D) = lim
k→∞
1
k
sup
p
Xk
(xk)p
Zk|Xk,Sk (z
k|xk,sk) ,
|φzk,xk
Gk
〉 , F(sk)
Gk→Ak , {Γ
sˆk
Bk|xk,zk} : Ed
k(Sk,Sˆk)≤D
[I(Zk, Xk;Bk)ρ − I(Zk;Sk|Xk)] (62)
9with
ρSkZkXkBk =
∑
sk,xk,zk
qk(sk)pXk(x
k)pZk|Xk,Sk(z
k|xk, sk)|sk〉〈sk|
⊗ |zk〉〈zk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk
(
F (sk)
Gk→Ak(|φz
k,xk
Gk
〉〈φzk,xk
Gk
|)
)
. (63)
2) For a random-parameter measurement channel MSA→Y ,
Ccaus(M, D) = max
pX(x)pZ|X,S(z|x,s) ,
|φz,xG 〉 , F(s)G→A , {ΓsˆY |x,z} : Ed(S,Sˆ)≤D
[I(Z,X;Y )− I(Z;S|X)] (64)
with pY |X,Z,S(y|x, z, s) = Tr
(
ΛyF (s)(|φz,xG 〉〈φz,xG |)
)
.
C. Non-Causal Side Information
We consider the random-parameter quantum channel with non-causal CSI. Define the rate-distortion region
Rn-c(N ) ,
⋃{ (R,D) : R ≤ I(X;B)ρ − I(X;S)
D ≥ ∑
s,sˆ,x
q(s)pX|S(x|s)Tr(ΓsˆB|xρs,xB )d(s, sˆ)
}
(65)
where the union is over the set of all distributions pX|S(x|s), states {θx,sA }, and set of POVMs {ΓsˆB|x}, with
ρs,xB = N (s)A→B(θx,sA ) (66)
ρSXB =
∑
s∈S
∑
x∈X
q(s)pX|S(x|s)|s〉〈s| ⊗ |x〉〈x| ⊗ ρs,xB . (67)
Our main result on the random-parameter quantum channel with non-causal CSI is given below.
Theorem 10. The capacity-distortion region of the random-parameter quantum channel NSA→B with non-causal CSI at the
encoder is given by
Cn-c(N ) =
∞⋃
k=1
1
k
Rn-c(N⊗k) . (68)
The proof of Theorem 10 is given in Appendix D. To prove achievability, we use an extension of the classical binning
technique [24] to the quantum setting, and then apply the quantum packing lemma and the classical covering lemma. We note
that even for a classical channel, a single-letter characterization for non-causal CSI is an open problem [7].
Alternatively, we may express the result above in terms of the capacity-distortion function.
Corollary 11. The capacity-distortion function of a random-parameter quantum channel NSA→B with non-causal CSI at the
encoder is given by
Cn-c(N , D) = lim
k→∞
1
k
sup
p
Xk|Sk (x
k|sk) , θxk,sk
Ak
,
{Γsˆk
Bk|xk} : Ed
k(Sk,Sˆk)≤D
[I(Xk;Bk)ρ − I(Xk;Sk)] (69)
with
ρSkXkBk =
∑
sk,xk
qk(sk)pXk|Sk(x
k|sk)|sk〉〈sk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk(θ
xk,sk
Ak
) . (70)
D. In the Absence of Side Information
Consider the case where Alice does not have access to the parameter sequence, yet Bob is required to estimate the sequence
with limited distortion. Given our previous analysis, the proof of a regularized formula in this case is straightforward. However,
here we obtain a single letter formula not just for measurement channels, but for the whole class of entanglement-breaking
channels. While our proof is based on observations from [57], our approach is different. Specifically, Shor [57] established a
single-letter formula for entanglement-breaking channels by proving that the Holevo information is additive for such channels.
On the other hand, we do not show additivity, but rather apply and generalize inequalities that appear within Shor’s proof [57]
[65, Chapter 13]. We refer to such inequalities as Shor inequalities.
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Lemma 12 (Shor Inequality [57]). Let PA1→B1 be an entanglement-breaking channel, and ΥA2→B2 be an arbitrary quantum
channel. Consider the classical-quantum states
ρXA1A2 =
∑
x∈X
pX(x)|x〉〈x| ⊗ ρxA1A2 (71)
ρXB1B2 ≡(1⊗ PA1→B1 ⊗ΥA2→B2)(ρXA1A2) . (72)
Then, there exists a classical-classical-quantum extension ρXYB1B2 such that
I(X;B1, B2)ρ ≤ I(X;B1)ρ + I(X,Y ;B2)ρ . (73)
The proof of Lemma 12 is given in Appendix E-A. The Shor inequality is extended to a random-parameter quantum channel
in the lemma below.
Lemma 13 (Generalized Shor Inequality). Let NSA→B be an entanglement-breaking random-parameter channel, and let n ≥ 2.
Consider the classical-quantum states
ρXAn =
∑
x∈X
pX(x)|x〉〈x| ⊗ ρxAn (74)
ρXBn ≡
∑
sn∈Sn
qn(sn)(1⊗N (sn)An→Bn)(ρXAn) (75)
with N (sn)An→Bn =
⊗n
i=1N (si)Ai→Bi . Then, there exists a classical-classical-quantum extension ρXY n−1Bn such that
I(X;Bn)ρ ≤
n∑
i=1
I(X,Y i−1;Bi)ρ . (76)
The proof of Lemma 13 is given in Appendix E-B by induction. Observe that given the generalized Shor inequality, a
single-letter converse for Theorem 1 can be proved directly. Indeed, from the familiar exercise of Fano’s inequality, we know
that R − εn ≤ 1nI(M ;Bn)ρ, such that εn tends to zero as n → ∞ [30, 54]. Based on the generalized Shor inequality, it
immediately follows that for an entanglement-breaking channel,
R− εn ≤ 1
n
n∑
i=1
I(M,Y i−1;Bi) . (77)
Since the sequence Y n−1 is classical, the last expression can be bounded by the Holevo information.
Next, we give our capacity-distortion theorem for the random-parameter quantum channel without CSI. Define
R(N ) ,
⋃{ (R,D) : R ≤ I(X;B)ρ
D ≥ ∑
s,sˆ,x
q(s)pX(x)Tr(Γ
sˆ
B|xρ
s,x
B )d(s, sˆ)
}
(78)
where the union is over the set of all distributions pX(x), states {θxA}, and set of POVMs {ΓsˆB|x}, with
ρs,xB = N (s)A→B(θxA) (79)
ρSXB =
∑
s∈S
∑
x∈X
q(s)pX(x)|s〉〈s| ⊗ |x〉〈x| ⊗ ρs,xB . (80)
We note that the union in (65) can be restricted to pure states θxA = |φxA〉〈φxA| with |X | ≤ |HA|2 + 1, based on the same
arguments as in the proof of Lemma 5.
Theorem 14.
1) The capacity-distortion region of a random-parameter quantum channel NSA→B without CSI is given by
C(N ) =
∞⋃
k=1
1
k
R(N⊗k) . (81)
2) If NSA→B is entanglement-breaking, then
C(N ) = R(N ) . (82)
The proof of Theorem 14 is given in Appendix F.
Corollary 15.
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1) The capacity-distortion function of a random-parameter quantum channel NSA→B without CSI is given by
C(N , D) = lim
k→∞
1
k
max
p
Xk
(xk) , |φxk
Ak
〉 , {Γsˆk
Bk|xk} : Edk(Sk,Sˆk)≤D
I(Xk;Bk)ρ (83)
with
ρSkXkBk =
∑
sk,xk
qk(sk)pXk(x
k)|sk〉〈sk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk(|φx
k
Ak〉〈φx
k
Ak |) . (84)
2) If NSA→B is entanglement-breaking, then
C(N , D) = max
pX(x) , |φxA〉 , {ΓsˆB|x} : Ed(S,Sˆ)≤D
I(X;B)ρ (85)
with
ρSXB =
∑
s,x
q(s)pX(x)|s〉〈s| ⊗ |x〉〈x| ⊗ N (s)A→B(|φxA〉〈φxA|) . (86)
E. Without Parameter Estimation
As mentioned, the standard definition of capacity, when parameter estimation is not required at the decoder, is equivalent
to the capacity-distortion function for D = dmax. We obtain the following results as direct consequences of Corollaries 7, 9
and 11. The next corollaries generalize the results of Boche et al. [5] on classical-quantum channels with CSI.
Corollary 16. The capacity of a random-parameter quantum channel NSA→B with strictly-causal CSI at the encoder is the
same as without CSI.
The direct part is immediate, since the encoder can simply ignore the CSI. The converse part follows from the argument
below. First, we can upper bound the RHS of (52) by removing the second term, since it carries a minus sign. Then, as the
Holevo information I(Z,X;B)ρ is concave in pZ,X|S [65, Theorem 13.3.3], it cannot decrease by averaging over S ∼ q(s).
Hence, we may assume that Z is independent of the random parameter S, in which case we can replace the pair (X,Z) by a
single random variable X ′, and maximize I(X ′;B)ρ over pX′ and |φx′A 〉.
Next, we consider causal CSI.
Corollary 17.
1) The capacity of a random-parameter quantum channel NSA→B with causal CSI at the encoder is given by
Ccaus(N , dmax) = lim
k→∞
1
k
sup
p
Xk
(xk) ,
|φxk
Gk
〉 , F(sk)
Gk→Ak
I(Xk;Bk)ρ (87)
with
ρSkXkBk =
∑
sk,xk
qk(sk)pXk(x
k)|sk〉〈sk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk
(
F (sk)
Gk→Ak(|φx
k
Gk〉〈φx
k
Gk |)
)
. (88)
2) For a random-parameter measurement channel MSA→Y ,
Ccaus(M, dmax) = sup
pX(x) , |φxG〉 , F(s)G→A
I(X;Y ) (89)
with pY |X,Z,S(y|x, z, s) = Tr
(
ΛyF (s)(|φxG〉〈φxG|)
)
.
The direct part follows by taking Z = ∅, and the converse part follows from the argument given above for strictly-causal
CSI. We move to the random-parameter quantum channel with non-causal CSI.
Corollary 18. The capacity of a random-parameter quantum channel NSA→B with non-causal CSI at the encoder is given by
Cn-c(N , dmax) = lim
k→∞
1
k
sup
p
Xk|Sk (x
k|sk) , |φxk
Gk
〉 , F(sk)
Gk→Ak
[I(Xk;Bk)ρ − I(Xk;Sk)] (90)
with
ρSkXkBk =
∑
sk,xk
qk(sk)pXk|Sk(x
k|sk)|sk〉〈sk| ⊗ |xk〉〈xk| ⊗ N (sk)
Ak→Bk
(
F (sk)
Gk→Ak(|φx
k
Gk〉〈φx
k
Gk |)
)
. (91)
The statement above immediately follows from Corollary 11 as the distortion constraint is inactive for D = dmax.
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APPENDIX A
PROOF OF LEMMA 5
Consider the region Rs-c(N ) as defined in (47).
A. Purification
To prove that a union over pure states is sufficient, we show that for every rate R0 that can be achieved with distortion D,
there exists a rate R1 ≥ R0 that can be achieved with pure states and the same distortion. Fix pX(x)pZ|X,S(z|x, s), {θz,xA },
and {ΓsˆB|x,z}. Let
R0 =I(X,Z;B)ρ − I(Z;S|X) (92)
D0 =
∑
s∈S
∑
x∈X
∑
z∈Z
∑
sˆ∈Ŝ
q(s)pX(x)pZ|X,S(z|x, s)Tr(ΓsˆB|x,zρs,z,xB )d(s, sˆ) (93)
and consider the spectral decomposition,
θx,zA =
∑
w∈W
pW |X,Z(w|x, z)φx,z,wA (94)
where PW |X,Z(w|x, z) is a conditional probability distribution, and φx,z,wA are pure. Consider the extended state
ρSXZWA =
∑
s,x,z,w
q(s)pX(x)pZ|X,S(z|x, s)pW |X,Z(w|x, z)|s〉〈s| ⊗ |x〉〈x| ⊗ |z〉〈z| ⊗ |w〉〈w| ⊗ φx,z,wA . (95)
Now, observe that the union in the RHS of (47) includes the rate-distortion pair (R1, D1) that is given by
R1 =I(X,Z,W ;B)ρ − I(Z,W ;S|X) (96)
D1 =
∑
s,x,z,w,sˆ
q(s)pX(x)pZ|X,S(z|x, s)pW |Z,X(w|z, x)Tr
(
ΓsˆB|x,zN (s)(φx,z,wA )
)
d(s, sˆ) (97)
which is obtained by plugging Z ′ = (Z,W ) instead of Z, and the pure states φx,(z,w)A instead of θ
x,z
A . That is, (R1, D1) ∈
Rs-c(N ). According to (95), the random variables S (X,Z) W form a Markov chain, thus I(W ;S|X,Z) = 0. By the chain
rule, it follows that I(Z,W ;S|X) = I(Z;S|X) + I(W ;S|X,Z) = I(Z;S|X), hence R1 = I(X,Z,W ;B)ρ − I(Z;S|X) ≥
I(X,Z;B)ρ − I(Z;S|X) = R0. As for the distortion level, we have by linearity that
D1 =
∑
s,x,z,sˆ
q(s)pX(x)pZ|X,S(z|x, s)Tr
(
ΓsˆB|x,zN (s)
(∑
w
pW |Z,X(w|z, x)φx,z,wA
))
d(s, sˆ) = D0 (98)
where the last equality is due to (93) and (94). Thereby, the union can be restricted to pure states.
B. Cardinality Bounds
To bound the alphabet size of the random variables X and Z, we use the Fenchel-Eggleston-Carathe´odory lemma [21] and
similar arguments as in [68]. Let
L0 =|HA|2 + 1 (99)
L1 =|HA|2 + |S| . (100)
First, fix q(s) and pZ|X,S(z|x, s), and consider the ensemble {pX(x)pZ|X,S(z|x, s) , θx,zA }. Every pure state θA = |φA〉〈φA|
has a unique parametric representation u(θA) of dimension |HA|2 − 1. Then, define a map f0 : X → RL0 by
f0(x) =
(
u(ρxA) , −H(B|X = x, Z)ρ +H(S|X = x, Z) , E[d(S, Sˆ)|X = x]
)
(101)
where ρxA =
∑
s,z q(s)pZ|X,S(z|x, s)θx,zA . The map f0 can be extended to probability distributions as follows,
F0 : pX 7→
∑
x∈X
pX(x)f0(x) =
(
u(ρA) , −H(B|X,Z)ρ +H(S|X,Z) , Ed(S, Sˆ)
)
(102)
where ρA =
∑
x pX(x)ρ
x
A. According to the Fenchel-Eggleston-Carathe´odory lemma [21], any point in the convex closure of
a connected compact set within Rd belongs to the convex hull of d points in the set. Since the map F0 is linear, it maps the
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set of distributions on X to a connected compact set in RL0 . Thus, for every pX , there exists a probability distribution pX¯ on
a subset X ⊆ X of size L0, such that F0(pX¯) = F0(pX). We deduce that alphabet size can be restricted to |X | ≤ L0, while
preserving ρA and ρB ≡
∑
s q(s)N (s)(ρA); I(X,Z;B)ρ − I(Z;S|X) = H(B)ρ −H(B|X,Z)ρ +H(S|X,Z)−H(S); and
Ed(S, Sˆ).
We move to the alphabet size of Z. Fix pX,S|Z , where
pX,S|Z(s|z) ≡
q(s)pX(x)pZ|X,S(z|x, s)∑
s′∈S q(s′)
∑
x′∈S pX(x′)pZ|X,S(z|x′, s′)
. (103)
Define the map f1 : Z → RL1 by
f1(z) =
(
pS|Z(·|z) , u(ρzA) , −H(B|X,Z = z)ρ +H(S|X,Z = z) , E[d(S, Sˆ)|Z = z]
)
(104)
where ρzA =
∑
x pX|Z(x|z)θx,zA . Now, the extended map is
F1 : pZ 7→
∑
z∈Z
pZ(z)f1(z) =
(
q(·) , u(ρA) , −H(B|X,Z)ρ +H(S|X,Z) , Ed(S, Sˆ)
)
. (105)
By the Fenchel-Eggleston-Carathe´odory lemma [21], for every pZ , there exists pZ¯ on a subset Z ⊆ Z of size L1, such that
F1(pZ¯) = F1(pZ). We deduce that alphabet size can be restricted to |Z| ≤ L1, while preserving q(s), ρA, ρB , I(X,Z;B)ρ−
I(Z;S|X), and Ed(S, Sˆ).
APPENDIX B
PROOF OF THEOREM 6
Consider a random-parameter quantum channel NSA→B with strictly-causal CSI.
Part 1
A. Achievability Proof
We show that for every ζ0, ε0, δ0 > 0, there exists a (2n(R−ζ0), n, ε0, D + δ0) code for NSA→B with strictly-causal CSI,
provided that (R,D) ∈ Rs-c(N ). To prove achievability, we extend the classical block Markov coding to the quantum setting,
and then apply the quantum packing lemma and the classical covering lemma.
Recall that with strictly-causal CSI, the encoder has access to the sequence of past parameters s1, s2, . . . , si−1. Let
{pX(x)pZ|X,S(z|x, s), θx,zA } be a given ensemble, and fix a set of POVMs {ΓsˆB|x,z} such that∑
s,sˆ,x,z
q(s)pX(x)pZ|X,S(z|x, s)Tr(ΓsˆB|x,zN (s)(θz,xA ))d(s, sˆ) ≤ D . (106)
Define the average states
ρxA =
∑
z∈Z
pZ|X(z|x)θx,zA (107)
ρxB =
∑
s∈S
q(s)N (s)(ρxA) =
∑
z∈Z
pZ|X(z|x)σx,zB (108)
ρB =
∑
x∈X
pX(x)ρ
x
B (109)
with
σx,zB =
∑
s∈S
q(s)N (s)(θx,zA ) (110)
for x ∈ X and z ∈ Z .
We use T transmission blocks, where each block consists of n input systems. In particular, with strictly-causal CSI, the
encoder has access to the parameter sequences from the previous blocks. In effect, the jth transmission block encodes a message
mj ∈ [1 : 2nR] and a compression of the parameter sequence snj−1 from the previous block, for j ∈ [2 : T ].
The code construction, encoding and decoding procedures are described below.
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1) Classical Code Construction: Let δ > 0, Rs > 0, and R˜s > 0 such that Rs < R˜s. For every j ∈ [2 : T ], select 2n(R+Rs)
independent sequences xnj (mj , `j−1), mj ∈ [1 : 2nR], `j−1 ∈ [1 : 2nRs ], at random according to
∏n
i=1 pX(xj,i). For every
mj ∈ [1 : 2nR] and `j−1 ∈ [1 : 2nRs ], select 2nR˜s conditionally independent sequences znj (kj |mj , `j−1), kj ∈ [1 : 2nR˜s ], at
random according to
∏n
i=1 pZ|X(zj,i|xj,i(mj , `j−1)). For j = 1, set `0 ≡ 1, and select xn1 (m1, 1) and zn1 (k1|m1, 1) in the
same manner, for (m1, k1) ∈ [1 : 2nR]× [1 : 2nR˜s ]. We have thus defined the classical codebooks
B(j) = {(xnj (mj , `j−1), znj (kj |mj , `j−1))} , j ∈ [1 : T ] (111)
with mj ∈ [1 : 2nR], `j−1 ∈ [1 : 2nRs ], kj ∈ [1 : 2nR˜s ]. Partition the set of indices [1 : 2nR˜s ] into bins K(`j) =
[(`j − 1)2n(R˜s−Rs) + 1 : `j2n(R˜s−Rs)] of equal size 2n(R˜s−Rs).
2) Encoding and Decoding: To send the messages (mj), given the parameter sequences (sn1 , . . . , s
n
j−1), Alice performs the
following.
(i) At the end of block j, find an index kj ∈ [1 : 2nR˜s ] such that (snj , znj (kj |mj , `j−1), xnj (mj , `j−1)) ∈ Aδ(pS,X,Z), where
pS,X,Z(s, x, z) = q(s)pX(x)pZ|X,S(z|x, s). If there is none, select kj arbitrarily, and if there is more than one such
index, choose the smallest. Set `j to be the bin index of kj , i.e. such that kj ∈ K(`j).
(ii) In block j + 1, prepare ρAnj+1 =
⊗n
i=1 ρ
xj+1,i(mj+1,`j)
A and send the block A
n
j+1.
Bob receives the systems Bn1 , . . . , B
n
T at state
ρBTn =
T⊗
j=1
n⊗
i=1
ρ
xj+1,i(mj+1,`j)
B (112)
and decodes as follows.
(i) At the end of block j + 1, decode (mˆj+1, ˆ`j) by applying a POVM {Λ1mj+1,`j}(mj+1,`j)∈[1:2nR]×[1:2nRs ], which will be
specified later, to the systems Bnj+1, for j = 0, 1, . . . , T − 1.
(ii) Decode kj by applying a second POVM {Λ2kj |xn(mˆj+1,ˆ`j)}kj∈K(ˆ`j), which will also be specified later, to the systems B
n
j .
(iii) Reconstruct the parameter sequence by applying the POVM Γsˆj,iB|xj,i,zj,i to the system Bj,i with xj,i ≡ xj,i(mj , `j−1) and
zj,i ≡ zj,i(kj |mj , `j−1), for j ∈ [1 : T ] and i ∈ [1 : n].
3) Analysis of Probability of Error and Distortion: By symmetry, we may assume without loss of generality that Alice
sends the message Mj = 1 using Lj = Lj−1 = 1, for j ∈ [1 : T ]. Consider the following events,
E1(j) ={(Sn, Xn(1, 1), Zn(kj |1, 1)) /∈ Aδ1(pS,X,Z) , for all kj ∈ [1 : 2nR˜s ]} (113)
E2(j) ={(Mˆj , Lˆj−1) 6= (1, 1)} (114)
E3(j) ={Kˆj 6= Kj} (115)
E4(j) ={dn(Snj , Sˆnj ) > D +
1
2
δ0} (116)
with δ1 ≡ δ/(2|S||Z|). By the union of events bound, the probability of error is bounded by
P
(Tn)
e|m=1(ρATn ,ΛBTn) ≤
T∑
j=1
Pr (E1(j)) +
T−1∑
j=0
Pr (E2(j + 1) | Ec1(j) ∩ Ec1(j + 1))
+
T−1∑
j=0
Pr (E3(j + 1) | Ec1(j) ∩ Ec1(j + 1) ∩ Ec2(j + 1))
+
T−1∑
j=0
Pr (E4(j + 1) | Ec1(j) ∩ Ec1(j + 1) ∩ Ec2(j + 1) ∩ Ec3(j + 1)) (117)
where the conditioning on Mj = Lj = Lj−1 = 1 is omitted for convenience of notation. By the classical covering lemma, the
probability terms Pr (E1(j)) tend to zero as n→∞ for
R˜s > I(X,Z;S) + ε1(δ) = I(Z;S|X) + ε1(δ) (118)
where the last equality holds since the random variables X and S are statistically independent, using the notation εi(δ) for
terms that tend to zero as δ → 0,
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To bound the second sum, we use the quantum packing lemma. Given Ec1(j), we have that Xn(1, 1) ∈ Aδ/2(pX). Now,
observe that
Πδ(ρB)ρBnΠ
δ(ρB) 2−n(H(B)ρ−ε2(δ))Πδ(ρB) (119)
Tr
[
Πδ(ρB |xn)ρxnBn
]
≥1− ε2(δ) (120)
Tr
[
Πδ(ρB |xn)
] ≤2n(H(B|X)ρ+ε2(δ)) (121)
Tr
[
Πδ(ρB)ρ
xn
Bn
]
≥1− ε2(δ) (122)
for all xn ∈ Aδ1(pX), by (28), (34), (36), and (37), respectively. Since the codebooks are statistically independent of
each other, we have by Lemma 3 that there exists a POVM Λ1mj+1,`j such that Pr (E2(j + 1) | Ec1(j) ∩ Ec1(j + 1)) ≤
2−n(I(X;B)ρ−(R+Rs)−ε3(δ)), which tends to zero as n→∞, provided that
R < I(X;B)ρ −Rs − ε3(δ) . (123)
Moving to the third sum in the RHS of (117), suppose that Ec2(j + 1) occurred, namely the decoder measured the correct
Mj+1 and Lj . Denote the state of the systems Bnj after this measurement by ρ
′
Bnj
. Then, observe that due to the packing
lemma inequality (44), Lemma 4 (the gentle measurement lemma) implies that the post-measurement state is close to the
original state in the sense that
1
2
∥∥∥ρ′Bnj − ρBnj ∥∥∥1 ≤ 2−n 12 (I(X;B)ρ−(R+Rs)−ε4(δ)) ≤ ε5(δ) (124)
for sufficiently large n and rates as in (123). Therefore, the distribution of measurement outcomes when ρ′Bnj is measured is
roughly the same as if the POVM Λ1mj+1,`j was never performed. To be precise, the difference between the probability of a
measurement outcome k̂j when ρ′Bnj is measured and the probability when ρBnj is measured is bounded by ε5(δ) in absolute
value [65, Lemma 9.11]. Furthermore,
Tr
[
Πδ(ρB |xn, zn)σx
n,zn
Bn
]
≥1− ε6(δ) (125)
Πδ(ρB |xn)ρxnBnΠδ(ρB |xn) 2−n(H(B|X)ρ−ε6(δ))Πδ(ρB |xn) (126)
Tr
[
Πδ(ρB |xn, zn)
] ≤2n(H(B|X,Z)ρ+ε6(δ)) (127)
Tr
[
Πδ(ρB |xn)σx
n,zn
Bn
]
≥1− ε6(δ) (128)
for all (xn, zn) ∈ Aδ/2(pXpZ|X), by (34), (35), (36), and (37), respectively. Therefore, we have by the packing lemma that
there exists a POVM Λ2kj |xn such that Pr (E3(j + 1) | Ec1(j) ∩ Ec1(j + 1) ∩ Ec2(j + 1)) ≤ 2−n(I(Z;B|X)ρ−(R˜s−Rs)−ε7(δ)), which
tends to zero as n→∞, provided that
Rs > R˜s − I(Z;B|X)ρ + ε7(δ) . (129)
It remains to verify that the distortion requirement is satisfied. Suppose that Ec3(j+1) occurred, namely the decoder measured
the correct Kj+1. Denote the post-measurement state by ρ′′Bnj . As before, the gentle measurement lemma guarantees that the
difference between the probability of a measurement outcome ŝ when ρ′′Bnj is measured and the probability when ρ
′
Bnj
is
measured is bounded by ε5(δ) in absolute value. Therefore, given Ec1(j)∩Ec1(j+ 1)∩Ec2(j+ 1)∩Ec3(j+ 1), the state sequence
Snj+1 and the reconstruction Sˆ
n
j+1 have a product distribution that is 2ε5(δ)-close to
Pr
(
S = s, Sˆ = sˆ
)
= q(s)
∑
x,z
pX(x)pZ|X(z|x)Tr(ΓsˆB|x,zN (s)(θx,zA )) . (130)
By (106), the distribution above satisfies Ed(S, Sˆ) ≤ D, hence the last term tends to zero as n → ∞ by the law of large
numbers. By the law of total expectation,
EdTn(STn, SˆTn) ≤
T∑
j=1
Pr (E1(j) ∪ E2(j) ∪ E3(j) ∪ E4(j)) dmax +D + 1
2
δ0 . (131)
Thereby, the asymptotic average distortion is bounded by (D + δ0) and the probability of error tends to zero as n → ∞ for
rates that satisfy (118), (123), and (129), which requires
R <I(X;B)ρ − (I(Z;S|X)− I(Z;B|X)ρ + ε1(δ) + ε7(δ))− ε3(δ)
=I(X,Z;B)ρ − I(Z;S|X)− ε8(δ) . (132)
To show that rate-distortion pairs in 1κRs-c(N⊗κ) are achievable as well, one may employ the coding scheme above for the
product channel N⊗κ, where κ is arbitrarily large. This completes the proof of the direct part.
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B. Converse Proof
Consider the converse part for the regularized capacity formula. As can be seen below, a regularized converse is
straightforward. Suppose that at time i ∈ [1 : n], Alice sends ρm,si−1Ai over the channel. After Alice sends the systems
An through the channel, Bob receives the systems Bn at state ρBn = 12nR
∑2nR
m=1
∑
sn∈Sn q
n(sn)ρm,s
n
Bn with
ρm,s
n
Bn =
n⊗
i=1
N (si)Ai→Bi(ρ
m,si−1
Ai
) . (133)
Then, Bob performs a decoding POVM Λm,sˆ
n
Bn .
Consider a sequence of codes (ρAn ,ΛBn) such that the average probability of error tends to zero and the distortion
requirement holds. That is,
Pr
(
Mˆ 6= M
)
≤ αn , (134)
and
∆(n)(ρAn ,ΛBn) ≤ D . (135)
By Fano’s inequality, (134) implies that H(M |Mˆ) ≤ nεn, where εn tends to zero as n→∞. Hence,
nR = H(M) ≤I(M ; Mˆ)ρ + nεn ≤ I(M ;Bn)ρ + nεn (136)
where the last inequality follows from the Holevo bound [49, Theorem 12.1]. Since M and Sn are statistically independent,
we can write the last bound as
R ≤ 1
n
[I(M ;Bn)ρ − I(M ;Sn)] + εn = 1
n
[I(Xn, Zn;Bn)ρ − I(Xn, Zn;Sn)] + εn (137)
for Xn = f(M) and Zn = ∅, where f is an arbitrary one-to-one map from [1 : 2nR] to Xn.
As for the distortion requirement,
D ≥∆(n)(ρAn ,ΛBn) = Edn(Sn, Sˆn)
=P (n)e (ρAn ,ΛBn)E[dn(Sn, Sˆn) | Mˆ 6= M ] + (1− P (n)e (ρAn ,ΛBn))E[dn(Sn, Sˆn) | Mˆ = M ]
≥(1− P (n)e (ρAn ,ΛBn))E[dn(Sn, Sˆn) | Mˆ = M ]
≥(1− αn)E[dn(Sn, Sˆn) | Mˆ = M ] (138)
where we have used the law of total expectation in the second line, and (134) in the last line. Thus,
D ≥E[dn(Sn, Sˆn) | Mˆ = M ]− αndmax
=
∑
sn∈Sn
∑
sˆn∈Ŝn
dn(sn, sˆn)qn(sn) · 1
2nR
2nR∑
m=1
Tr
[
Λm,sˆ
n
Bn N (s
n)
An→Bn(ρ
m,sn
An )
]
− αndmax (139)
=
∑
sn∈Sn
∑
xn∈Xn
∑
sˆn∈Ŝn
qn(sn)pXn(x
n)Tr(Γsˆ
n
Bn|xnρ
sn,xn
Bn )d
n(sn, sˆn) (140)
with Γsˆ
n
Bn|f(m) ≡ Λm,sˆ
n
Bn . This concludes the converse proof for part 1.
Part 2
Now, we consider the quantum-classical special case of a meausurement channel MSA→Y . The direct part follows from
part 1, taking κ = 1. It remains to prove the converse part, which we show by extending the methods of Choudhuri et al. [11].
By (136) and the chain rule for classical mutual information, we have
nR ≤I(M ;Y n) + nεn =
n∑
i=1
I(M ;Yi|Y ni+1) + nεn . (141)
We can rewrite the bound above as
R− εn ≤ 1
n
n∑
i=1
[I(M,Si−1;Yi|Y ni+1)− I(Si−1;Yi|M,Y ni+1)]
=
1
n
n∑
i=1
[I(M,Si−1;Yi|Y ni+1)− I(Y ni+1;Si|M,Si−1)]
≤ 1
n
n∑
i=1
[I(M,Si−1, Y ni+1;Yi)− I(Y ni+1;Si|M,Si−1)] (142)
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where the equality follows from the Csisza´r sum identity [22, Section 2.3]. Since the pair (M,Si−1) is statistically independent
of Si, we have that I(Y ni+1;Si|M,Si−1) = I(M,Si−1, Y ni+1;Si), hence
R− εn ≤ 1
n
n∑
i=1
[I(Xi, Zi;Yi)− I(Xi, Zi;Si)] (143)
where we have defined Xi = (M,Si−1) and Zi = Y ni+1. Thus,
R− εn ≤ I(X,Z;Y |J)− I(X,Z;S|J) (144)
with
X ≡ XJ , S = SJ , Y = YJ , Sˆ = SˆJ (145)
where J is uniformly distributed over [1 : n], and independent of (M,Sn). Then, defining X ′ = (X, J), we have that
I(X,Z;Y |J) ≤ I(X ′, Z;Y ) and I(X,Z;S|J) = I(X ′, Z;S) = I(Z;S|X ′), hence R− εn ≤ I(X ′, Z;Y )− I(Z;S|X ′).
As for the distortion level,
D ≥Edn(Sn, Sˆn) = 1
n
n∑
i=1
Ed(Si, Sˆi) = Ed(S, Sˆ) (146)
where the first equality holds since the distortion measure is additive (see (10)), and the second follows from the definition of
S and Sˆ in (145). This completes the proof of Theorem 6.
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Since the proof is similar to that of Theorem 6 in Appendix B, we only give an outline. The converse proof in part 1
follows the same arguments, and it is thus omitted. Moving to the achievability proof, consider a random-parameter quantum
channel NSA→B . We need to show that for every ζ0, ε0, δ0 > 0, there exists a (2n(R−ζ0), n, ε0, D+ δ0) code for NSA→B with
causal CSI, provided that (R,D) ∈ Rcaus(N ). Here, the encoder has access to the sequence of past and present parameters
s1, s2, . . . , si. Let {pX(x)pZ|X(z|x), θx,zG } be a given ensemble, and fix the channels F (s)G→A and set of POVMs {ΓsˆB|x,z} such
that ∑
s,sˆ,x,z
q(s)pX(x)pZ|X,S(z|x, s)Tr(ΓsˆB|x,zV(s)(θx,zG ))d(s, sˆ) ≤ D . (147)
where the channel V(s)G→B is defined by
V(s)(ρG) = N (s)(F (s)(ρG)) . (148)
Then, define the average states
ρxG =
∑
z∈Z
pZ|X(z|x)θx,zG (149)
ρxB =
∑
s∈S
q(s)V(s)(ρxG) =
∑
z∈Z
pZ|X(z|x)σx,zB (150)
ρB =
∑
x∈X
pX(x)ρ
x
B (151)
with
σx,zB =
∑
s∈S
q(s)V(s)(θx,zG ) (152)
for x ∈ X and z ∈ Z .
We use T transmission blocks, where each block consists of n input systems. In effect, the jth transmission block encodes
a compression of the parameter sequence Snj−1 from the previous block, for j ∈ [2 : T ].
The code construction, encoding and decoding procedures are described below.
Classical Code Construction: The classical code construction is the same as in the previous proof: Select i.i.d sequences
xnj (mj , `j−1) according to pX , and then for every (mj , `j−1), select conditionally independent sequences z
n
j (kj |mj , `j−1)
according to pZ|X , where mj ∈ [1 : 2nR], `j−1 ∈ [1 : 2nRs ], kj ∈ [1 : 2nR˜s ]. Partition the set of indices [1 : 2nR˜s ] into bins
K(`j) of equal size 2n(R˜s−Rs).
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Encoding and Decoding: To send the messages (mj), given the parameter sequences (sn1 , . . . , s
n
j ), Alice performs the
following.
(i) Let `0 = 1. At the end of block j, find an index kj ∈ [1 : 2nR˜s ] such that (snj , znj (kj |mj , `j−1), xnj (mj , `j−1)) ∈
Aδ(pS,Z,X), where pS,X,Z(s, x, z) = q(s)pX(x)pZ|X,S(z|x, s). If there is none, select kj arbitrarily, and if there is more
than one, choose the smallest. Set `j to be the bin index of kj , i.e. such that kj ∈ K(`j).
(ii) In block j + 1, prepare ρAnj+1 =
⊗n
i=1 F (sj+1,i)(ρxj+1,i(mj+1,`j)G ) and send the block Anj+1.
Bob receives the systems Bn1 , . . . , B
n
T at state
ρBTn =
T⊗
j=1
n⊗
i=1
ρ
xj+1,i(mj+1,`j)
B . (153)
Observe that this is the same state as in (112) where the channel N (s) is replaced by V(s). Thus, Bob can decode reliably and
satisfy the distortion requirement, provided that
R <I(X,Z;B)ρ − I(X,Z;S)− ε(δ) . (154)
To show achievability for 1κRcaus(N⊗κ), one may employ the coding scheme above for the product channel N⊗κ, where κ is
arbitrarily large. This concludes the proof of part 1.
Part 2 also follows from a similar derivation as in Appendix B, except that now, the state of the input system Ai depends
on (m, si−1, si) = (xi, si). Hence, we choose the system Gi to be classical, with θ
xi,zi
Gi
≡ |xi〉〈xi|, and then we define the
channel FsiGi→Ai as a preparation channel. Specifically, given the knowledge of xi = (m, si−1) from the state of Gi, the
channel FsiGi→Ai prepares the state ρ
m,si−1,si
Ai
= ρxi,siAi .
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Consider a random-parameter quantum channel NSA→B with non-causal CSI at the encoder. We show that for every
ζ0, ε0, δ0 > 0, there exists a (2n(R−ζ0), n, ε0, D+δ0) code for NSA→B with non-causal CSI, provided that (R,D) ∈ Rn-c(N ).
To prove achievability, we use an extension of the classical binning technique to the quantum setting, and then apply the
quantum packing lemma and the classical covering lemma.
Recall that with non-causal CSI, the encoder has access to the entire sequence of parameters s1, s2, . . . , sn a priori. Let
{pX|S(x|s), θx,sA } be a given ensemble, and fix a set of POVMs {ΓsˆB|x} such that∑
s,sˆ,x,z
q(s)pX|S(x|s)Tr(ΓsˆB|xN (s)(θx,sA ))d(s, sˆ) ≤ D . (155)
Define the average states
ρxA =
∑
s∈S
q(s)θx,sA , (156)
ρxB =
∑
s∈S
q(s)N (s)(ρxA) =
∑
s∈S
q(s)
∑
x∈X
pX|S(x|s)σx,sB (157)
with
σx,sB =N (s)(θx,sA ) (158)
for x ∈ X .
The code construction, encoding and decoding procedures are described below.
Classical Code Construction: Let δ > 0 and R˜s > 0. Select 2n(R+R˜s) independent sequences xn(m, `), m ∈ [1 : 2nR],
` ∈ [1 : 2nR˜s ], at random according to ∏ni=1 pX(xi).
Encoding and Decoding: To send the message m, given the parameter sequence sn, Alice performs the following.
(i) Find an index ` ∈ [1 : 2nR˜s ] such that (sn, xn(m, `)) ∈ Aδ(pS,X), where pS,X(s, x) = q(s)pX|S(x|s). If there is none,
select ` arbitrarily, and if there is more than one such index, choose the smallest.
(ii) Transmit ρm,`,s
n
An =
⊗n
i=1 θ
xi(m,`),si
A
Bob receives the systems Bn at state
ρBn =
n⊗
i=1
ρ
xi(m,`)
B (159)
and decodes as follows.
(i) Decode (mˆ, ˆ`) by applying a POVM {Λm,`}(m,`)∈[1:2nR]×[1:2nRs ], which will be specified later.
(ii) Reconstruct the parameter sequence by applying the POVM ΓsˆiB|xi to the system Bi with xi ≡ xi(m, `), for i ∈ [1 : n].
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Analysis of Probability of Error and Distortion: By symmetry, we may assume without loss of generality that Alice sends
the message M = 1 using L. Consider the following events,
E1 ={(Sn, Xn(1, `)) /∈ Aδ(pS,X) , for all ` ∈ [1 : 2nR˜s ]} (160)
E2 ={(Mˆ, Lˆ) 6= (1, L)} (161)
E3 ={dn(Sn, Sˆn) > D + 1
2
δ0} . (162)
By the union of events bound, the probability of error is bounded by
P
(n)
e|m=1(ρAn ,ΛBn) ≤Pr (E1) + Pr (E2 | Ec1) + Pr (E3 | Ec1 ∩ Ec2) (163)
where the conditioning on M = 1 is omitted for convenience of notation. By the classical covering lemma, the first term tends
to zero as n→∞ for
R˜s > I(X;S) + ε1(δ) (164)
where εj(δ) tends to zero as δ → 0.
To bound the second term, we use the quantum packing lemma. Given Ec1 , we have that Xn(1, L) ∈ Aδ1(pX), with
δ1 , δ|S||Z|. Now, observe that
Πδ(ρB)ρBnΠ
δ(ρB) 2−n(H(B)ρ−ε2(δ))Πδ(ρB) (165)
Tr
[
Πδ(ρB |xn)ρxnBn
]
≥1− ε2(δ) (166)
Tr
[
Πδ(ρB |xn)
] ≤2n(H(B|X)ρ+ε2(δ)) (167)
Tr
[
Πδ(ρB)ρ
xn
Bn
]
≥1− ε2(δ) (168)
for all xn ∈ Aδ1(pX), by (28), (34), (36), and (37), respectively. Since the codebooks are statistically independent of each
other, we have by Lemma 3 that there exists a POVM Λm,` such that Pr (E2 | Ec1) ≤ 2−n(I(X;B)ρ−(R+R˜s)−ε3(δ)), which tends
to zero as n→∞, provided that
R < I(X;B)ρ − R˜s − ε3(δ) . (169)
Moving to the third sum in the RHS of (163), suppose that Ec2 occurred, i.e. the decoder measured the correct M and L.
Then, due to the packing lemma inequality (44) and Lemma 4 (the gentle measurement lemma), the post-measurement state
ρ′Bn is close to the original state ρBn in the sense that
1
2
‖ρ′Bn − ρBn‖1 ≤ 2−n
1
2 (I(X;B)ρ−(R+Rs)−ε4(δ)) ≤ ε5(δ) (170)
for sufficiently large n and rates as in (169). Thus, the difference between the probability of a measurement outcome sˆ when
ρ′Bn is measured and the probability when ρBn is measured is bounded by ε5(δ) in absolute value [65, Lemma 9.11].
Therefore, given Ec1 ∩ Ec2 ∩ Ec3 , the state sequence Sn and the reconstruction Sˆn have a product distribution according to
Pr
(
S = s, Sˆ = sˆ
)
= q(s)
∑
x,z
pX(x)pZ|X(z|x)Tr(ΓsˆB|x,zρsB)± ε5(δ) . (171)
By (155), the distribution above satisfies Ed(S, Sˆ) ≤ D, hence the last term tends to zero as n → ∞ by the law of large
numbers. It follows by the law of total expectation,
Edn(Sn, Sˆn) ≤ Pr (E1 ∪ E2 ∪ E3) dmax +D + 1
2
δ0 . (172)
Thereby, the asymptotic average distortion is bounded by (D + δ0) and the probability of error tends to zero as n → ∞ for
rates that satisfy (164) and (169), which requires
R <I(X;B)ρ − I(X;S)− ε1(δ)− ε3(δ) . (173)
To show that rate-distortion pairs in 1κRn-c(N⊗κ) are achievable as well, one may employ the coding scheme above for the
product channel N⊗κ, where κ is arbitrarily large. This completes the proof of the direct part.
The converse part follows by the same arguments as in the previous proofs, and it is thus omitted.
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APPENDIX E
PROOF OF SHOR INEQUALITIES
A. Proof of Lemma 12
To prove the Shor inequality, we use a section from the proof of the Holevo information additivity [57] as it is presented
in [65, Chapter 13]. For every x ∈ X , we have by Definition 2 that
ρxB1A2 ≡ (PA1→B1 ⊗ 1)(ρxA1A2) =
∑
y∈Y
pY |X(y|x)ψx,yB1 ⊗ η
x,y
A2
(174)
for some conditional probability distribution pY |X(y|x) and states ψx,yB1 , η
x,y
A2
. Then, observe that
ρXB1B2 ≡(1⊗ PA1→B1 ⊗ΥA2→B2)(ρXA1A2)
=
∑
x∈X
pX(x)|x〉〈x| ⊗ (PA1→B1 ⊗ΥA2→B2)(ρxA1A2)
=
∑
x∈X
pX(x)|x〉〈x| ⊗
∑
y∈Y
pY |X(y|x)ψx,yB1 ⊗ΥA2→B2(η
x,y
A2
) (175)
and define the extended classical-classical-quantum state,
ρXYB1B2 ≡
∑
x∈X
∑
y∈Y
pX(x)pY |X(y|x)|x〉〈x| ⊗ |y〉〈y| ⊗ ψx,yB1 ⊗ η
x,y
B2
(176)
with ηx,yB2 ≡ ΥA2→B2(η
x,y
A2
). Now, applying the chain rule,
I(X;B1, B2)ρ =I(X;B1)ρ + I(X;B2|B1)ρ
≤I(X;B1)ρ + I(X,Y,B1;B2)ρ
=I(X;B1)ρ + I(X,Y ;B2)ρ + I(B1;B2|X,Y )ρ . (177)
By (176), the systems B1 and B2 are in a product state when conditioned on (X,Y ), hence I(B1;B2|X,Y )ρ = 0, and the
proof of Lemma 12 follows.
B. Proof of Lemma 13
We prove by induction on n. The base case of n = 2 holds by Lemma 12, i.e. the basic Shor inequality which we have
proved above. Next, we show that if (76) holds for n = r, then it holds for n = r + 1 as well. Let ρXAr+1 be a given
classical-quantum state. Consider applying Lemma 12 with
PA1→B1 ≡
∑
s∈S
q(s)N (s)A1→B1 (178)
ΥAr+12 →Br+12 ≡
∑
sr∈Sr
qr(sr)N (sr)
Ar+12 →Br+12
. (179)
Since eachN (s)A→B is entanglement breaking, it is easy to verify that PA1→B1 is also entanglement breaking. Thus, by Lemma 12,
the classical-quantum state ρXB1Br+12 has an extension ρXY1B1Br+12 such that
I(X;B1, Br+12 )ρ ≤ I(X;B1) + I(X,Y1;Br+12 ) = I(X;B1) + I(X ′;Br+12 ) (180)
with X ′ ≡ (X,Y1). According to the induction hypothesis, there exists an extension ρX′Y r2 B1Br+12 , such that ρX′Y r2 Br+12
satisfies
I(X ′;Br+12 )ρ ≤
r+1∑
i=2
I(X ′, Y i−12 ;Bi)ρ =
r+1∑
i=2
I(X,Y1, Y
i−1
2 ;Bi)ρ . (181)
Together with (180), we have
I(X;Br+1)ρ ≤
r+1∑
i=1
I(X,Y i−1;Bi) (182)
as we were set to prove. This completes the proof of the generalized Shor inequality.
APPENDIX F
PROOF OF THEOREM 14
Consider a random-parameter quantum channel NSA→B without CSI.
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Part 1
Given our previous analysis, the proof of part 1 is straightforward. Achievability is shown using the coding scheme in the
proof of Theorem 10 in Appendix D with the following modifications. The random variable X is statistically independent of
the random parameter, i.e. pX|S is replaced by pX . The input state does not depend on the random parameter, hence θ
x,s
A
is replaced by θxA. Set R˜s → 0. Hence, ` ≡ 1, the encoding stage (i) is no longer necessary, and the error event E1 can be
ignored. Then, by the same considerations as in Appendix D, we have that the asymptotic average distortion is bounded by
(D + δ0) and the probability of error tends to zero as n→∞, provided that
R < I(X;B)ρ − ε3(δ) . (183)
To show that rate-distortion pairs in 1κR(N⊗κ) are achievable as well, employ this coding scheme for the product channelN⊗κ, where κ is arbitrarily large. The details are omitted.
The converse proof also follows similar arguments as in the previous proofs. Suppose that Alice sends ρmAn over the channel.
Bob receives the systems Bn at state ρBn = 12nR
∑2nR
m=1
∑
sn∈Sn q
n(sn)ρm,s
n
Bn , with
ρm,s
n
Bn ≡ N (s
n)(ρmAn) (184)
and then, performs a decoding POVM Λm,sˆ
n
Bn . Now, consider a sequence of codes (ρAn ,ΛBn) such that the average probability
of error tends to zero and the distortion requirement holds. That is,
P (n)e (ρAn ,ΛBn) ≤ αn , (185)
and
∆(n)(ρAn ,ΛBn) ≤ D . (186)
By Fano’s inequality, (185) implies that H(M |Mˆ) ≤ nεn, where εn tends to zero as n→∞. Hence,
nR = H(M) ≤I(M ; Mˆ)ρ + nεn ≤ I(M ;Bn)ρ + nεn (187)
where the last inequality follows from the Holevo bound [49, Theorem 12.1]. Thus,
R ≤ 1
n
I(M ;Bn)ρ + εn =
1
n
I(Xn;Bn)ρ + εn (188)
for Xn = f(M) where f is an arbitrary one-to-one map from [1 : 2nR] to Xn.
As for the distortion requirement,
D ≥∆(n)(ρAn ,ΛBn) = Edn(Sn, Sˆn)
=P (n)e (ρAn ,ΛBn)E[dn(Sn, Sˆn) | Mˆ 6= M ] + (1− P (n)e (ρAn ,ΛBn))E[dn(Sn, Sˆn) | Mˆ = M ]
≥(1− P (n)e (ρAn ,ΛBn))E[dn(Sn, Sˆn) | Mˆ = M ]
≥(1− αn)E[dn(Sn, Sˆn) | Mˆ = M ] (189)
where we have used the law of total expectation in the second line, and (185) in the last line. Thus,
D ≥E[dn(Sn, Sˆn) | Mˆ = M ]− αndmax
=
∑
sn∈Sn
∑
sˆn∈Ŝn
dn(sn, sˆn)qn(sn) · 1
2nR
2nR∑
m=1
Tr
[
Λm,sˆ
n
Bn N (s
n)
An→Bn(ρ
m
An)
]
− αndmax (190)
=
∑
sn∈Sn
∑
xn∈Xn
∑
sˆn∈Ŝn
qn(sn)pXn(x
n)Tr(Γsˆ
n
Bn|xnρ
sn,xn
Bn )d
n(sn, sˆn) (191)
with Γsˆ
n
Bn|f(m) ≡ Λm,sˆ
n
Bn . This concludes the converse proof for part 1.
Part 2
Now, we consider an entanglement-breaking channel. The direct part follows from part 1, taking κ = 1. It remains to prove
the converse part, which we show by modifying the methods of Shor [57] and using the generalized Shor inequality.
By (187), we have R ≤ 1nI(M ;Bn)ρ + εn. Thus, by the generalized Shor inequality in Lemma 13, there exists a classical-
classical-quantum extension ρMY n−1Bn such that
R ≤ 1
n
n∑
i=1
I(M,Y i−1;Bi)ρ + εn =
1
n
n∑
i=1
I(Xi;Bi)ρ + εn (192)
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with Xi ≡ (M,Y i−1). Define
X ≡ XJ , S ≡ SJ , Sˆ ≡ SˆJ (193)
where J is a classical time sharing variable that is uniformly distributed over [1 : n]. Observe that for this choice of X , we
have that
ρXB ≡
∑
x
pX(x)|x〉〈x| ⊗ N (φxA) =
1
n
n∑
i=1
∑
xi
pXi(xi)|xi〉〈xi| ⊗ N (φxiAi) . (194)
Thus, by (192),
R ≤I(X;B|J)ρ + εn ≤ I(X ′;B) (195)
with X ′ ≡ (X,J).
As for the distortion,
D ≥Edn(Sn, Sˆn) = 1
n
n∑
i=1
Ed(Si, Sˆi) = Ed(S, Sˆ) (196)
where the first equality holds since the distortion measure is additive (see (10)), and the second follows from the definition of
S and Sˆ in (193). This completes the proof of Theorem 14.
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