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Xiaowei Ren
VARIABLE SELECTION AND PREDICTION FOR COMPLEX SURVIVAL
DATA ANALYSIS
Survival analysis methods for time-to-event data are commonly used in biomedical
researches. It is essential to select the important variables and identify the correct
covariate functional form. After selection of important variables, it is of interest to
evaluate the prediction performance of the selected model, typically by receiver oper-
ating characteristic (ROC) curve. Furthermore, the analysis of time-to-event data is
complicated by the presence of interval censoring and dependent competing events,
both of which occur frequently in clinical studies. In this dissertation, we set to de-
velop variable selection and prediction methods for complex survival data. In the first
topic, we proposed a two-stage procedure to identify the linear and/or non-linear co-
variates functional forms simultaneously and estimate the selected covariate effects for
competing risks data. Spectral decomposition was used to decompose the nonpara-
metric covariate function. The adaptive LASSO method was then to select the linear
and non-linear components, respectively. We showed that our method achieved good
selection accuracy and minimal estimation biases. In the second topic, to evaluate the
prediction performance, we extended the ROC function estimation of right-censored
competing risks data to interval-censored data. We proved the consistency of the
estimator and demonstrated the convergence of estimator in numerical studies. In
the third topic, we extended the ROC function for independent survival data to clus-
vi
tered survival data using within-cluster-resampling (WCR) technique. All the three
methods had been implemented in real data as illustration.
Shanshan Li, Ph.D., Co-chair
Zhangsheng Yu, Ph.D., Co-chair
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Chapter 1
Introduction
Survival analysis methods are widely used to analyze the time from entry to occur-
rence time of events of interest. The techniques developed in survival analysis are
now applied in many fields, such as biology, engineering, medicine, quality control,
credit risk modeling in finance. On the other hand, statistical modeling plays an
increasingly important role in modern scientific investigation. An important problem
in survival data modeling is how to model the conditional hazard rate of failure times
given certain covariates via a regression model. These problems have presented a
significant challenge to statisticians in the last five decades. The validity of model-
based scientific inquiry is usually contingent on the correct specification of the model.
Failure to include relevant independent variables will result in questionable inference,
while including irrelevant variables creates numerical instability and reduces analyt-
ical efficiency. Determination of the correct model structure based on observed data
has therefore become an essential component of the modeling process. Ultimately,
one hopes to achieve a parsimonious modeling structure without sacrificing predictive
or explanatory power. After determining the best model using appropriate variable
selection method, people often need to evaluate the effectiveness of the selected model
in terms of prediction accuracy. With a large number of potential predictors, vari-
able selection is often the first step in developing predictive models. There are many
reasons for focusing on a subset: the desire to glean important biological insight,
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operational considerations for how this information can be utilized in subsequent de-
velopment of the novel therapy, and the fact that a simple model has a better chance
to hold in a new trial and lends itself more easily to validation efforts. Suppose that
we have a clinical response variable Y , and a set of p predictors X1, . . . , Xp. The
problem of variable selection arises when we want to model the relationship between
Y and a subset of X1, . . . , Xp. Variable selection methods have mainly been developed
for linear models. Heuristic variable selection procedures are often employed, for ex-
ample, forward selection, backward elimination, and stepwise selection. A number of
well-known selection criteria have been used in heuristic procedures for linear models,
including AIC, BIC, and Mallows’ Cp. More recently, regularization methods have
also been used as variable selection approaches, for example, LASSO (Tibshirani,
1996), SCAD (Fan and Li, 2001), and elastic net (Zuo and Hastie, 2005). The regu-
larization methods conduct variable selection mainly in linear or parametric models.
However, the linear relationship between response variable and one or more predictors
is often too simple to be proper in complicated clinical data analysis. The limitations
of the linear model and other parametric statistical approaches motivate our use of
nonparametric methods to model the relationship between Y and X1, . . . , Xp.
The objective of this dissertation is to develop a procedure of linear and non-linear
variable selection and evaluation procedure for proportional hazards models of sur-
vival data in complex settings. In this chapter, I present my research questions, review
the existing literature, and describe the general approaches that I use in this research.
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1.1 Cumulative Incidence Function Modeling in Competing Risks Data
The Cox proportional hazards model and its associated partial likelihood estimation
method (Cox, 1972) has stimulated a lot of works in this field. Cox proportional haz-
ards model has been extended to various settings of survival data analysis, including
competing risks data, clustered survival data, recurrent events data, interval censored
data, etc. A key quantity in the analysis of competing risks data is the cause-specific
cumulative incidence function (CIF). The cause-specific CIF gives the probability of
experiencing a particular event as a function of follow-up time, accounting for the
fact that some individuals will not have the event of interest because of experiencing
a competing event. The cause-specific CIF is a measure of absolute risk and the
estimation of cause-specific CIF does not require independence assumption of the
competing events. Only if the competing risks are independent is the estimator of
the cause-specific hazard equal to the estimator of the marginal hazard. Therefore,
Fine and Gray (Fine and Gray, 1999) proposed proportional sub-distribution hazards
model that links the covariate effect and cause-specific CIF and facilitates the direct
modeling of marginal hazard of the event via the proposed “sub-distribution hazard”.
There are two main approaches to statistical modelling of competing risks data: (i)
modelling cause-specific hazards and (ii) direct modelling of the cause-specific CIF.
In the first approach, both the cause-specific hazard function of the primary event
of interest and any competing events must be modelled if an estimate of the cause-
specific CIF is required. Thus, with one event of primary interest and one competing
event, two cause-specific hazard models are required. For the second approach of
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direct modelling of the cause-specific CIF, the most common method is to use the
proportional sub-distribution hazards model first described by Fine and Gray. The
model is semi-parametric in that the baseline sub-distribution hazard function is
not directly estimated with the only parameters directly estimated being log sub-
distribution hazard ratios. Jeong and Fine developed a parametric approach where
cause-specific CIFs could be directly estimated by simultaneously fitting models to
both causes using a Gompertz distribution with a generalized link function that has
proportional sub-distribution hazards models and proportional odds models as spe-
cial cases. An extension of this work proposes a parameterization that constrains the
sum of the cause-specific CIFs to not exceed 1 (Shi et al., 2013). For example, in
the illustration presented by Choi and Huang (Choi and Huang, 2014), the analysis
based on the Fine-Gray model produced cumulative incidence estimates that added
to 1.29. This may indicate a model misspecification and may adversely influence the
validity of any predictions based on these estimates.
1.2 Linear and Non-linear Variable Selection in Competing Risks Data
The proportional hazards models assuming linear covariate effects are widely used
for regression in survival analysis. However, the linear assumption of covariates effect
may be too rigid and unrealistic to depict the covariates effect on hazard. As a result,
the proportional hazards models involving splines or local kernel method have been
studied by many authors (Fan et al., 1997; Yu and Lin, 2008) in that basis expansion
and regression spline methods are popular nonparametric techniques used to char-
acterize nonlinear covariate effects (Gray, 1992; O’Sullivan, 1988, 1993). The Cox
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model has extended the parametrization of covariates from linear to non-linear using
non-parametric modeling technique. One big challenge in survival analysis applied in
clinical research is how to efficiently select the important variables. Furthermore, in
clinical research it is common to have non-linear effect of covariate in modeling, which
may not be identified if the covariate effect is assumed to be linear. For example, the
log-relative hazard function of age has a convex shape in a Veteran’s Administration
lung cancer trial (Kalbfleisch and Prentice, 2002). To estimate nonlinear covariate
effects, one popular approach is to characterize the nonlinear effects using basis ex-
pansion and regression spline methods (O’Sullivan, 1988, 1993). However, when the
underlying covariate effect is linear or zero (no effect), using a regression spline often
complicates the interpretation of analysis results. Therefore, investigators often face
a dilemma between balancing model complexity and model goodness-of-fit when us-
ing nonparametric covariate functions. The more basis functions are used, the better
one can approximate the true underlying function, but it is at the price of increas-
ing both computation intensity and model complexity. It is of interest to develop a
data-driven approach to select the covariate functional form(or linear and non-linear
structure) for competing risk model using variable selection approaches. This sort of
issue requires data-driven method for selecting the linear and nonlinear effects. In this
topic, we adopt spectral decomposition of Wand and Ormerod (2008) and adaptive
LASSO of Zou (2006) to perform the variable selection and structure discovery in
competing risks setting. Our method not only identifies the true effect of variables,
but also bridges the connection between variable selection and non-parametric esti-
mation of Fine-Gray sub-distribution hazard model. This connection provides more
flexibility for variable screening and variable effects estimation. We apply the two
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stage selection and estimation procedure (Zhang et al., 2011) to simultaneously select
the covariate coefficents.
1.3 Estimation of Time-dependent ROC Curves with Interval Censored Survival
Data in Competing Risks Setting
A logical question following variable selection and structure discovery is how well this
selected variables can predict the outcome. After selection of important variables, it
is natural for investigators to evaluate the prediction accuracy of the selected model.
In survival data analysis, since the outcome is the predicted survival function, the ul-
timate outcome in terms of prediction is the failure/non-failure, which can be further
interpreted as case/control if we consider a certain event’s occurrence as case. Because
censored data share feature of both continuous response data and binary data, the ac-
curacy concepts that are standard for either response type are extended to application
on survival outcomes. For continuous predictor variable, there are typically two com-
mon approaches for assessment of predictors, the proportion of variation explained by
the covariates (R2), and receiver operating characteristics (ROC) function. Recently
ROC application has been extended to survival analysis including the nonparametric
approach by Heagerty et al. (2000) and the semi-parametric approach by Heagerty
and Zheng (2005). Previous research has focused on extending the proportion of
variation explained by the covariates, or R2, to censored data models (O’Quigley and
Xu, 2001; Schemper and Henderson, 2000). Time-dependent ROC curves offer an
alternative to the use of R2 extensions for survival data. However, the goal of an
ROC analysis is to characterize the prognostic potential of a marker (or model) by
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focusing on the correct classification rates. Methods that summarize the proportion
of variation explained by covariates require a different estimation approach, and have
a different ultimate objective. Therefore, people investigated the ROC function ap-
plied on survival modeling with various settings, such as competing risks (Saha and
Heagerty, 2010; Zheng et al., 2012). Careful literature search does not yield published
work in ROC function estimation in interval censored competing risks data settings.
Therefore, in this topic, I plan to extend the ROC function estimation method for
right censored data to the interval censored survival data.
1.4 Estimation of Time-dependent ROC Curves with Clustered Survival Data
The ROC curve for survival data has been extensively studied, including semipara-
metric approach based on two different ROC function definitions using proportional
hazard model. However, to the best of our knowledge, ROC curve estimation for the
clustered survival data is still an open question. The diagnostic studies in which each
patient has several diseased and nondiseased observations generate clustered ROC
data. Within the same cluster, observations are naturally correlated, and the cluster
size may be random. The traditional ROC methods on clustered data can result in
a biased variance estimator and subsequently lead to incorrect statistical inference.
We introduce resampling methods on clustered ROC data to account for the within-
cluster correlation. The within-cluster resampling ROC methods work as follows.
First, one observation is randomly selected from each patient/cluster, and then the
traditional ROC methods are applied on the resampled data to obtain resampled
ROC estimates. These steps are performed many times and the average of resampled
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ROC estimates is the final estimator. The proposed methods do not require a spe-
cific within-cluster correlation structure and yield valid estimators while accounting
for the within-cluster correlation. We compare the standard error estimated using
our approach and naive approach which treats clustered data as independent. Also,
for the within-cluster resampling estimate, there is established large sample property
(Hoffman et al., 2001). Given the well built asymptotic normality and the straight-
forward operation procedure of the within-cluster resampling technique, in the third
topic, I focus on applying the within-cluster-resampling technique to facilitate the es-
timation of ROC function in clustered survival data. Numerical studies demonstrate
that the proposed estimation performs well with practical sample sizes. Application
to the diabetic retinopathy study data (Sorbinil Retinopathy Trial Research Group,
1990) is given as an illustration.
From the three chapters above, we can see the wide application potential of the
survival technique in competing risks data settings. How to systematically develop
a procedure to implement the variable selection and evaluation procedure in com-
plex survival data setting is of imperative importance and meaningfulness in clinical
research plan and read data analysis. I would like to study and practice the devel-
opment of this procedure using the above three topics to illustrate the feasibility of
such implementation. This dissertation addresses this need in a systematic way, by
proposing a integrated procedure that shows an example to address these demand.
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Chapter 2
Linear and Non-linear Variable Selection in Competing Risks Data
2.1 Introduction
Competing risks data arise when study subjects are at risk of more than one types
of events of interest, and the occurrence of one event may prevent the occurrence of
other potential events, thus only the earliest event can be observed. In competing
risks analysis, covariates often affect different events in different ways. For example,
the Atrial Fibrillation Follow-up Investigation of Rhythm Management (AFFIRM)
Study (The AFFIRM Investigators, 2002, 2004) compared the overall mortality be-
tween rhythm-control and rate-control treatments for patients with atrial fibrillation.
In this study, subjects may experience death caused by cardiovascular disease (e.g.
myocardial infarction), or other fatal non-cardiovascular complications (e.g. card-
diogenic shock) which can be viewed as competing events for cardiovascular death.
The observed event “death from non-cardiovascular disease” hinders the observation
of the primary outcome “death from cardiovascular disease” and the onset of the
two events are correlated. Analysis methods for the competing risk data have been
studied extensively in the past two decades. Two main approaches have been in-
vestigated: sub-distribution hazard models (Fine and Gray, 1999) and cause-specific
hazard models (Gaynor et al., 1993). The sub-distribution proportional hazard model
allows direct estimation of marginal effect of covariate on cumulative incidence func-
tion (CIF) when different types of events are correlated. In contrast, the cause-specific
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proportional hazard model assumes that the different types of events are independent
and its marginal probability function describes the event time distribution in a hypo-
thetical situation where no competing events are assumed to occur (Crowder, 2001;
Prentice et al., 1978). In this article, we study the variable selection method based
on the sub-distribution hazards model in that the sub-distribution hazard model pro-
vides the valid estimation that reflects the clinical research reality where a particular
covariate may affect various correlated competing risks (Dignam et al., 2012; Fine
and Gray, 1999; Lau et al., 2009).
In clinical studies it is common to have non-linear effect of covariate in modeling,
which may not be identified if the covariate effect is assumed to be linear. For ex-
ample, the log-relative hazard function of age may have a convex shape (Kalbfleisch
and Prentice, 2002). The linear assumption of covariate effect may be too rigid and
unrealistic to depict the covariate effect on hazard. As a result, the proportional
hazard models involving splines or local kernel method have been studied by many
authors (Fan et al., 1997; Yu and Lin, 2008) in that basis expansion and regression
spline methods are popular nonparametric techniques used to characterize nonlinear
covariate effects (Gray, 1992; O’Sullivan, 1988, 1993). However, when the underlying
covariate effect is linear or zero (no effect), using a regression spline often complicates
the interpretation of analysis results. Therefore, investigators often have to trade
off between balancing model parsimony and flexibility when using nonparametric co-
variate functions. It is of interest to develop a data-driven approach to select the
covariate functional form for the competing risks model.
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In this article, we aim to develop a structure discovery procedure to select linear
and non-linear covariate effect in competing risks setting using spectral decomposi-
tion (Wand and Ormerod, 2008) and adaptive LASSO (Zou, 2006). The development
of variable selection procedures, such as the least absolute shrinkage and selection
operator (LASSO) (Tibshirani, 1996) and the smoothly clipped absolute deviation
(SCAD) (Fan and Li, 2001), has been centering around the penalized methods. See
Fan and Lv (2010) for a comprehensive review on the popular penalty functions. Re-
cently, variable selection of linear effect has been studied when the competing risks
data is independent (Kuk and Varadhan, 2013) or correlated (Ha et al., 2014). We
propose the linear/non-linear variable selection by decomposing each covariate into
linear and non-linear parts characterized by a set of B-spline bases coefficients which
are further treated as two parts. The first part captures the linear effect, whereas
the second part captures the non-linear effect. We propose to select non-zero parts
of each covariate by applying the adaptive lasso (for the linear part) and group lasso
approach (Yuan and Lin, 2006) (for the non-linear part).
The remainder of the article is organized as follows: In Section 2.2 we present the sub-
distribution hazard models with potentially nonparametric additive covariate func-
tion. In Section 2.3 we present the structure discovery method and the estimation
procedure, in which we use a likelihood with the adaptive LASSO penalty term and
penalized spline technique in sub-distribution hazard model. Simulation studies and
practical examples are presented in Section 2.4 and Section 2.5 respectively. Finally,
a brief discussion is given in Section 2.6.
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2.2 Sub-distribution hazards model with competing risks data
Let Ti and Ci be the failure and censoring times for the subject i (i = 1, . . . , n). Let
∆i = I{Ti ≤ Ci} be the indicator of failure or censoring, i ∈ {1, 2, . . . , J} be the
cause of failure of the ith subject if ∆i = 1, and Xi ∈ R1×p be the covariate vector.
For each subject, we denote the observed survival time T ∗i = min{Ti, Ci}. Assume
that {T ∗i ,∆i,∆ii,X i} are independent and identically distributed for i = 1, ..., n.
The cumulative incidence function (CIF), or sub-distribution, for the jth event is
defined as Fj(t) = Pr(T ≤ t,  = j). At each time point, the J CIFs are additive
to the probability of failure from any cause, or 1 − S(t). Throughout the article we
denote j = 1 as the primary cause of failure. The corresponding sub-distribution
hazard defined by Fine and Gray Fine and Gray (1999) is:
λ1(t) = lim
∆t→0
1
∆t
Pr {t ≤ T ≤ t+ ∆t,  = 1|T ≥ t ∪ (T < t ∩  6= 1)}
=
∂F1(t)/∂t
1− F1(t)
= −∂log(1− F1(t))/∂t.
Note the risk set associated to λ1(t) differs from the traditional risk set in Cox model,
as it includes subjects who have not experienced any failure events, as well as those
who experienced one of the alternative events (i.e. i ≥ 2) by the time t. Fine and
Gray (1999) developed a proportional sub-distribution hazards model which facilitate
the direct estimation of the covariate effects on CIF without estimating the individual
cause-specific hazard for different event types.
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In order to accommodate both linear and non-linear effects that are associated with
the sub-distribution hazard of the primary event, we assume a non-parametric model
for the primary competing risk setting:
λ1(t;X i) = λ10(t) exp
{
p∑
h=1
fh(X i,h)
}
, (2.1)
where X i,h is the hth element in the covariate vector, fh(·) is an unknown covari-
ate function. Baseline sub-distribution hazard λ10(t)s are assumed to be arbitrary.
For the competing risks data, Belot et al. (2010) proposed that the baseline sub-
distribution hazard function can be modelled non-parametrically using smoothing
cubic splines. In addition, Feng et al. (2005) and Ding and Wang (2008) have shown
that a piece-wise constant baseline hazard can perform equally well. However, to
the best of our knowledge no work has been done for the selection and estimation of
nonparametric covariate function in competing risk models.
Let f(·) denote the unknown function of the covariate. The log-likelihood for the
first event derived based on the Fine-Gray model is:
l =
n∑
i=1
I(∆ii = 1)

p∑
h=1
fh(X i,h)− log
 ∑
j∈Rt(i)
wj(ti) exp
[
p∑
h=1
fh(Xj,h)
]
 ,
(2.2)
where Rt(i) = {j : (Tj ≥ Ti) ∪ (Tj ≤ Ti ∩ j > 1)} is the risk set at the time ti for the
ith subject, and wj(ti) = Ĝ(ti)/Ĝ(min(ti, Tj)) is the weight of the jth at-risk subject
from Rt(i). Here, Ĝ is the Kaplan-Meier estimator Kaplan and Meier (1958) of the
survival function of the censoring times (G(t) = P (C ≥ t)). As described by Fine
13
and Gray (1999), subjects with j ≥ 2 should remain in the risk set that contributes
to the primary event at time ti as long as tj < Cj. However, the status of such a
subject at time Tj is obviously unknown after time ti, and is estimated by wj(ti).
Hence, (2.2) can be viewed as a weighted partial log-likelihood where the weight is
defined by the contribution of risk set between subjects who was censored and sub-
jects who experienced competing risks with a weight, and the weight is expressed as
the inverse probability of censoring weighting technique introduced by Robins (1993).
To estimate the nonparametric covariate functions, we use penalized spline approach
with cubic spline basis. For given set of K inner spline knots, the cubic spline
basis functions B1, ...,BK+4 for fh(Xh) can be generated accordingly using fda
package in R Ramsay et al. (2015). Denote the n × (K + 4) design matrix as
Bh = {B1(Xh), ..., BK+4(Xh)}, with B(·) being the basis function, for h = 1, · · · , p.
Also let θh = (θ1,h, θ2,h, ..., θK+4,h)
T be the corresponding B-spline regression coeffi-
cients. Plugging the θh into (2.2), we can write the penalized likelihood function for
estimating fh(·) as:
lo(θ1, · · · , θp) =
n∑
i=1
I(∆ii = 1)

p∑
h=1
Bihθh − log
 ∑
j∈Rt(i)
wj(ti) exp
[
p∑
h=1
Bjhθh
]
 ,
(2.3)
where Bih is the ith row of Bh. To control for the sparsity of parameter estimates,
a penalized likelihood with a quadratic penalty can be constructed as:
plo(θ1, · · · , θp) = lo(θ1, · · · , θp)− λ
p∑
h=1
θThΩhθh, (2.4)
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where Ω is the penalty matrix with each kk′ entry Ωkk′ =
∫
(B
(2)
k (s)B
(2)
k′ (s))ds and
λ is the tuning parameter controlling the smoothness. The penalized likelihood em-
ploys a large number of parameters some of which are not needed since some of the
continuous covariates may affect the risk in a linear fashion. To determine whether
the covariate effects are linear or not, it is desirable to decompose the spline into the
linear and non-linear components and apply the variable selection on each compo-
nents respectively.
2.3 Linear and non-linear variables selection
In this section, we present the decomposition and the selection method based on the
penalized likelihood modified from (2.4).
2.3.1 Decomposition of Spline
Following Wand and Ormerod (2008), we apply the spectral decomposition to decom-
pose each covariate function using cubic B-spline basis, Bh. Specifically, the penalty
matrix can be represented as Ωh = Uhdiag(dh)U
T
h , with UhU
T
h = I. Matrix Uh
consists of column eigenvectors and vector dh consists of eigenvalues arranged in de-
scending order. Let dh = (d
T
h+, d
T
h0)
T , where dTh+ is the vector of K + 2 descending
positive eigenvalues, and dTh0 is the vector of two zero eigenvalues. Let Uh = [Uh+, Uh0]
with dimension of (K+ 4)× (K+ 2) and (K+ 4)×2 respectively. As Ding and Wang
(2008) has shown, we can reparametrize the spline function fh(·) = BhUhUTh θ as
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follows:
Bhθ = BhUhU
T
h θ
= B[Uh0U
T
h0θ +Uh+diag(d
−1/2
h+ )diag(d
1/2
h+ )U
T
h+θh]
= Bh[Uh0βh +Uh+diag(d
−1/2
h+ )γh]
= Chβh +Zhγh,
where Ch = BhU 0, βh = U
T
h0θh,Zh = Bhdiag(d
−1/2
h+ ) , and γh = diag(dh+)
1/2UTh+θh.
The penalty term in (2.4) can be written as:
θThΩhθh = θ
T
hUdiag(dh)U
T
h θh
= θThUh0diag(dh0)U
T
h θh + θ
T
hUh+diag(dh+)U
T
h+θh
= γTh γh,
With the reparameterization, the subdistribution hazard model (2.1) can be re-
written as:
λ1(t;C,Z) = λ10(t) exp
{
p∑
h=1
(Chβh +Zhγh)
}
. (2.5)
Here we plug (2.5) into the penalized likelihood (2.4) with β and γ as the parameters.
As suggested by Ding and Wang (2008), in (2.5), Ch is the basis of linear effect
and Zh is the basis of non-linear effect. Since C represents the linear space, we can
set C = [1,X] as suggested by Speed (1991). Since the intercept of nonparametric
function is not identifiable, we remove the constant vector 1 from the Ch. The
penalized likelihood (2.4) can be re-written as smoothing spline analysis of variance
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(SSANOVA) type penalized likelihood
plSSANOV A = plo(ζ)− λ0
p∑
h=1
γTh γh, (2.6)
where γh is the coefficients of the Zh in (2.5), and λ0 is a tuning parameter to con-
trol the smoothness of the fitted curves. To perform selection of functional covariate
form, instead of using these quadratic penalty term, we use the linear and/or nonlin-
ear components for each covariate function by applying the penalty terms allowing
for sparse estimation.
2.3.2 Model Selection using Penalized Likelihood
To construct a penalized likelihood function to perform the variable selection, we
employ the penalty term adaptive to the feature of each estimated coefficient since
zero components are expected to be penalized more and nonzero components are
expected to be penalized less. In this way, large nonzero components are protectively
preserved in the selection process, while small components are shrunk toward zero.
One approach is the adaptive LASSO proposed by Zou (2006), which enjoys the
oracle properties by utilizing the adaptively weighted L1 penalty. To select the linear
and non-linear component respectively, we replace the penalty term in (2.6) by the
adaptive LASSO penalty terms for linear and non-linear components separately as:
plSD(ζ) =
1
n
lo(ζ)− λβ
p∑
h=1
κβ(βh)− λγ
p∑
h=1
κγh(γh) (2.7)
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which is a function of ζ = (βh, γh)
T . For the linear coefficient, the penalty term is
κβ(βh) = wβh|βh|, with wβh denoted as corresponding positive weight (Zou, 2006) for
penalty βh. The weight wβh = |β˜h|−q, where β˜h is the initial estimator by maximiza-
tion of (2.6) and q is a positive integer to adjust for the shrinkage of κβ(βh). For
non-linear components, following Yuan and Lin (2006), we use the grouped LASSO
type penalty κγh = wγh‖γh‖, where ‖γh‖ = (γTh γh)1/2 is the L2 norm of γh for the hth
non-linear component. We choose the weight for the non-linear effect as wγh = ‖γ˜h‖−r,
where similar to |β˜h|, γ˜h is the initial estimator from the maximization of (2.6) and
r is a positive number to adjust for the shrinkage of κβ(βh). We assume β˜ and γ˜
are consistent estimators of β and γ respectively (Wand and Ormerod, 2008). Two
tuning parameters λ1 and λ2 are used to control overall shrinkage imposed on linear
and non-linear terms. In this article, we use q = r = 4 following the recommendation
in Zhang et al. (2011).
By maximizing (2.7), we achieve the linear/non-linear variable selection by shrinking
the zero effect to exact zero. Specifically, for linear effect coefficient, an estimate
of exact zero is obtained if the true effect is close to zero since |βh| is singular at
zero value. For non-linear effect, since a zero non-linear effect is equivalent to each
entry of γh close to zero and further equivalent to the L2 norm of γh close to zero,
the group LASSO penalty assures the sparsity of non-linear coefficients estimated
in terms of group estimator of coefficients, according to Zou (2006) study on the
oracle property of adaptive LASSO. If both linear and non-linear components are
estimated to be zero, we determine the covariate effect as zero effect. If both linear
and non-linear components are estimated to be non-zero, we determine the covari-
18
ate effect as partial-linear effect. If one of the linear or non-linear components is
estimated as non-zero while another component is zero, we determine the covariate
effect as the corresponding non-zero part effect. Note that there does not exist a
continuous second order partial derivatives of (2.7) with respect to β due to the L1
norm feature of the penalty term. Some special care is required before we apply the
Newton-Raphson algorithm. Following Fan and Li (2002), we use the local quadratic
approximation (LQA) technique to overcome the difficulty in solving the score equa-
tion which has the non-differentiable term at origin and does not have the continuous
second-order derivatives. Specifically, we approximate ψ(|β|), the L1 norm penalty
term, by quadratic functions as follows. Given an initial value β0 bounded away from
zero, ψ(|β|) can be locally approximated by {ψ(β0)2/β0}β2, as long as the initial value
β0 is close to the minimizer. In our practice, we choose the estimator from (2.6) as
the initial value of estimator and its performance is generally good. To be specific,
the derivative of penalty function κβ(β) can be locally approximated by a quadratic
function given an initial value of β
(0)
k close to the true value of βk:
[κβ(|βk|)]′ = κ′β(βk)sgn(|βk|) ≈
κ′β
(∣∣∣β(0)k ∣∣∣)∣∣∣β(0)k ∣∣∣ βk for βk ≈ β(0)k .
By maximizing the penalized log-likelihood in (2.7), we perform variable selection
and parameter estimation simultaneously. Specifically, those zero variables (zero lin-
ear and non-linear components for each variable) are estimated as zero when the L1
norm penalty term is used, and they are removed from the model automatically. To
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this end, we apply the Newton-Raphson method to estimate (β, γ) by treating each
component as the fixed effect. The estimation of the parameters can be obtained by
solving the joint estimating score equations of β and γ (without loss of generality, let
βk denote the kth entry of the parameter vector β and x
(k) as the corresponding kth
component among the pool of all the decomposed components). The score equation
of the linear part is:
∂plSD(β, γ|i = 1)
∂βk
=
∂lo(ζ|i = 1)
∂βk
− ∂κβ(β)
∂βk
=
n∑
i=1
I(i = 1)
[
x
(k)
i −
x
(k)
i wj(ti) exp (Cβ +Zγ)∑
j∈Rt(i) wj(ti) exp (Cβ +Zγ)
]
− λβ|β˜|−q(|β(0)k |)−1βk,
and the score equation of the non-linear part is :
∂plSD(β, γ|i = 1)
∂γk
=
∂lo(ζ|i = 1)
∂γk
− ∂κγ(γ)
∂γk
=
n∑
i=1
I(i = 1)
[
x
(k)
i −
x
(k)
i wj(ti) exp (Cβ +Zγ)∑
j∈Rt(i) wj(ti) exp (Cβ +Zγ)
]
− λγ(γ˜T γ˜)−r/2(γ(0)Tγ(0))−1γk.
To solve the above equations, we can use the standard R package such as “rootSolve”.
The standard errors for estimated coefficients can be directly obtained as we are
estimating parameters and selecting variables at the same time. Without loss of gen-
erality, we denote the parameters (estimated coefficients) as θ in this section. Fine
and Gray (1999) proposed to obtain a robust sandwich covariance estimator in that
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the martingale properties no longer hold due to the use of IPCW. On the other hand,
according to Tibshirani (1996), the variance-covariance matrix can be approximated
by the ridge regression of the penalty term, i.e.
∑
j |θj| replaced by
∑
j θ
2
j
/|θj|. There-
fore we propose the sandwich type variance-covariance matrix estimator. Define the
gradient vector ∇l(θ) = ∂l(θ)/∂θ and the Hessian matrix ∇2l(θ) = ∂2l(θ)/∂θ∂θT .
Following Zhang and Lu (2007), we define A = diag{|θˆ1|−1, . . . , |θˆd|−1} and D =
diag{I{θ1 6= 0}|θˆ1|−1, . . . , I{θd 6= 0}|θˆd|−1}. The sandwich estimate can be calculated
as :
ĉov(θˆ) = (∇2l(θˆ) + λA)−1ĉov(∇pl(θˆ))(∇2l(θˆ) + λA)−1, (2.8)
where ĉov(∇pl(θˆ)) can be calculated empirically Fan and Li (2002), or can be esti-
mated by (∇2l(θˆ)+λD)[∇2l(θˆ)]−1(∇2l(θˆ)+λD) Zhang and Lu (2007). In this article
we calculate ĉov(∇pl(θˆ)) using the latter approach. Note if an estimated parameter
is zero, the corresponding estimated standard error of that parameter is zero as well.
2.3.3 Tuning Parameter Selection and Two-stage Estimation
Variable selection using penalized likelihood approaches highly depends on an appro-
priate choice of the tuning parameters. The tuning parameters λ1 for linear compo-
nents and λ2 for non-linear components can be selected simultaneously. In variable
selection setting, the generalized cross-validation (GCV) statistic has been extensively
used Androulakis et al. (2012); Fan and Li (2001, 2002). However, Wang et al. (2007)
showed that GCV approach tended to choose the tuning parameters that lead to an
overfitted model. Following Wang et al. (2007), Ha et al. (2014) and He et al. (2014),
we use a BIC (Schwarz, 1978) type criterion based on the penalized log-likelihood for
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tuning parameter selection:
BIC(λ) = −2lo(ζˆ) + log(n)× dfλ, (2.9)
where ζˆ are the estimators obtained by maximizing (2.7) at a given tuning parameter
combination, denoted as λ = (λ1, λ2), and lo(ζˆ) is the value of (2.2) evaluated at the
estimated ζˆ. λ is determined by a brutal search of a grid of possible values and is
selected as the one that minimizes BICλ. The dfλ is the total number of non-zero
estimates of ζˆ.
In order to reduce the estimation bias due to the L1 penalty term, we suggest to
use a two-stage process proposed by Zhang et al. (2011). In the first stage, the pe-
nalized likelihood is maximised to select potentially non-zero linear and/or nonlinear
covariate functions. Conditional on for selected model from first stage, we perform
a regular parameter estimation based on the SSANOVA type of penalized likelihood
in the second stage. Since the structure has been discovered in the first stage, only
variables selected in the first stage are used for maximization in the second stage. We
consider our procedure is valid based on the work of Zhang et al. (2011), which proved
the consistency of the two stage structure discovery procedure and proved the con-
vergence rate of the first stage estimation from SSANOVA in modeling using normal
distributed data. Berk et al. (2013) systematically discussed the post-selection infer-
ence validity for linear effects modeling, and suggested that it is feasible to achieve
the valid inference that does not depend on selection of the true model by framing
the analysis in the context of simultaneous inference. It is shown that, for coefficient
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estimation of linear effect model, the post-selection inference error can be controlled
by simultaneous inference, i.e. taking into account the multiplicity associated with
all linear functions of estimates. Although it is not a trivial topic on extending from
linear effect to non-linear effect estimation scenario, such as non-parametric spline
estimation, we do not pursue this investigation further in this topic.
2.4 Simulation Study
We conduct simulation studies, based on 300 replications of simulated data set (Fan
and Li, 2002; He et al., 2014), to evaluate the performance of our proposed method.
We generate n observations data set under various scenarios. For each subject
within each data set, two competing events are considered with i = 1 represent-
ing the primary event. Various approaches could be used to generate the compet-
ing risks data (Beyersmann et al., 2009), and we use the approach employed in
Fine-Gray. Specifically, let X and η1 denote the covariate vector and correspond-
ing covariate function for the primary event. Five covariates (x1, x2, x3, x4, x5) are
generated from the uniform distribution Uniform(0, pi) and the correlation matrix
of five covariates was assumed to be compound symmetric with all the diagonal
entries 1 and off-diagonal entries r, where r varies as 0,0.3 and 0.7 as 3 scenar-
ios of random datasets generation. A parameter p related to the probability of
experiencing the primary event. Also p is used to adjust the ratio between two
types of events. In this article, we set p = 1 and obtain a 3:1 ratio of the two
events. For the ith subject, the cause of failure of primary event i was simulated as:
Pr(i = 1|η1) = 1 − (1 − p)exp(η1). Conditional on the cause, the subdistribution of
23
type 1 event given xi was F1(t|η1) = P (T ≤ t,  = 1|η1) = 1− [1− p(1− e−t)]exp(η1) ,
where p = P (i = 1|X = 0) specified a mixture of a unit exponential and a degener-
ated random variable with mass 1 − p at ∞, and η1 =
∑p
h=1 fh(xh), with fh(xh) be
the true effect of the hth covariate.
The conditional distribution function of Ti given a primary event as well as X is:
F (t|X,  = 1) = 1− [1− p(1− e
−t)]exp(η1)
1− (1− p)exp(η1) . (2.10)
For the ith subject, the failure time conditional on cause 1 is obtained by generating yi
as a uniformly distributed variable on interval (0, 1−(1−p)exp(ηi)), and then applying
the inverse function of F−11 (t|η1i , i = 1) = −log(1 − p−1(1 − (1 − yi))exp(−η1i ))).
Conditional on cause 2, the failure time for the ith subject was generated from the
exponential distribution with the rate exp{η2i}, where η2i was chosen as −η1i . So the
distribution function for the competing event is:
F (t|X,  = 2) = 1− exp {−eη2t} . (2.11)
Finally, Censoring times are generated from a Uniform(0, c) distribution where the
value of c is chosen to obtain the desired censoring rate. We use the censoring rate
10% and two sample sizes, n = 250 and 500.
The true subdistribution hazard expressed by the five covariates is:
λsub1i (t) = λ
sub
01i
(t) exp
{
0x1i + x2i + sin(x3i) + (x4i − 1)2 + 0x5i
}
(2.12)
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where λsub01i (t) =
pe−t
1−p[1−e−t] . The covariate functions of x1, x2, x3, x4, x5 are zero, linear,
non-linear, partial linear and zero, respectively. Three scenarios of different pairwise
correlation coefficients are 0, 0.3, and 0.7, respectively. In each scenario, 100 random
data sets were generated and the proposed method is applied to discover the structure
feature of covariates in the first stage and refit the model using the selected covariate
function forms in the second stage. The tuning parameters λ1, λ2 are determined by
minimizing the BIC criterion as defined in (2.9).
The simulation results are summarized in the Tables 2.1 and 2.2 and Figure 2.1.
Table 2.1 reports the percentage of correct selection of both linear and non-linear
features of each covariate effect over 300 random data sets, named as “selection ac-
curacy” here, for various sample sizes and correlation scenarios. When sample size is
250 and independent (r = 0) scenario, among the 5 covariates, the selection accuracy
for the linear effect is 87%, for the pure non-linear effect is 94%, and for the partial
linear effect is 100%. For the two zero-effect covariates the prediction accuracy are
both more than 95%. The selection accuracy for both pure linear and pure non-linear
effect covariates decreases as the correlation among the covariates increased as ex-
pected, especially when the correlation coefficient is high (greater than 0.5). On the
other hand, the selection accuracy for zero and partial linear effect remains high even
for the settings with higher correlation. The same sign correlation leads to more than
10 times overestimation of true coefficient (Yoo et al., 2014), which affects mainly
for non-linear coefficients. Since the prediction accuracy criterion is based on cor-
rectly selecting both linear and non-linear parts, the overestimated coefficients tends
to misspecify the pure linear and pure non-linear effects as partial linear which lead
25
Table 2.1: Summary of Variables Selection Accuracy (%)
Noise Non-Zero Effect Noise
0 X2 sin(X3) (X4 − 1)2 0
Z a L a NL a PL a Z a
n = 250
r = 0 97 87 94 100 96
r = 0.3 96 86 92 100 92
r = 0.7 96 80 86 100 90
n = 500
r = 0 99 92 97 100 98
r = 0.3 99 86 95 100 98
r = 0.7 98 83 90 100 96
a Z: zero effect; L: linear effect; NL: non-linear effect; PL: partial linear
effect.
to a higher false positive rate due to the overestimation in non-linear components.
We also conduct a simulation with a larger sample size of 500 subjects with the same
parameter setting, which is presented in the Table 2.1 also. The selection accuracy
of all the five covariates are improved compared with smaller scenario.
After the selection from first stage, we perform second stage estimation. Table 2.2
summarises averaged integrated squared error (AISE) of the fitted curves for all the
selected non-zero effect variables after the two-stage estimation procedure. We see
the AISE increases as the correlation among variables increases, but declines as the
sample size increases.
Figure 2.1 shows the estimation performance for all the 3 scenarios. Figure 1(a-c)
show estimators of non-linear and partial linear effects respectively when r = 0. The
fitted curves (gray) are generally close to the true curve (black solid curve). The
26
Table 2.2: Summary of AISE of the Selected Non-zero Variables
X2 sin(X3) (X4 − 1)2
L a NL a PL a
n = 250
r = 0 0.0416 0.2479 0.2313
r = 0.3 0.0878 0.2684 0.2358
r = 0.7 1.1385 0.3421 0.3564
n = 500
r = 0 0.0216 0.2302 0.2276
r = 0.3 0.0378 0.2413 0.2258
r = 0.7 1.0685 0.3421 0.3104
a L: linear effect; NL: non-linear effect; PL: partial linear effect.
corresponding 95% point-wise confidence interval based on estimated standard error
(black dash) are very close to the 95% point-wise confidence interval based on empir-
ical standard deviation (black dotted curve). Figure 1(d-i) show the estimated curves
for the r = 0.3 and r = 0.7. Generally, the biases are small in the point estimates
and the standard error. The bias increases slightly as the correlation coefficient in-
creases, but remains small. On the other hand, estimated SE and empirical SD are
generally very close over the domain of both effects for various correlation scenarios.
Overall, estimated standard error for the three non-zero covariates are close to the
95% nominal level empirical standard deviation and the estimation biases are small.
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Figure 2.1: Estimated curves of the three non-zero effect covariates from 100 repli-
cates. The plots are, from the top to the bottom, for r=0, 0.3 and 0.7 respectively.
In each row, the plots from the left to the right are linear, non-linear and partial
linear effects. The gray lines are the true curves. The solid black lines are the average
of 300 replicates. The dashed lines are the 95% confidence intervals based on the
estimated standard error. The dotted lines are the 95% confidence intervals based on
the empirical standard deviation.
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2.5 Practical Examples
We apply the proposed structure discovery procedure to analyze the risk factors of
cardiovascular and non-cardiovascular death using the Atrial Fibrillation Follow-up
Investigation of Rhythm Management (AFFIRM) Study conducted between 1998 and
2002 (The AFFIRM Investigators, 2002, 2004). AFFIRM was a randomized, multi-
center clinical trial comparing treatment strategies designed for atrial fibrillation (AF)
in patients who were 65 years old or above at enrolment or who had other risk factors
for either stroke or death. Patients were randomized to either the rhythm-control or
the rate-control treatment strategy group. A total of 4060 patients with AF were
recruited. Among them, 279 (6.87%) had experienced Non-cardiovascular death and
329 (8.10%) Cardiovascular death. The The AFFIRM Investigators (2002) concluded
that there was no difference in all-cause mortality between the two treatments. Stein-
berg et al. (2004) re-analyzed the AFFIRM data focusing on cause-specific mortality
and concluded non-cardiovascular mortality was significantly associated with rhythm-
control treatment while cardiovascular mortality shows no significant association with
rhythm-control treatment.
We are interested in evaluating the potential linear and non-linear risk factors on
the cardiovascular mortality using the proposed selection and estimation procedure.
We apply the nonparametric selection and estimation method to the AFFIRM data.
Following Steinberg et al. (2004), we include a total of 12 categorical covariates and
8 continuous covariates collected at baseline: Minority, Female, LVD (Left Ventric-
ular Dysfunction), CHF (History of Congestive heart failure), Hypertension, Stroke,
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Fast (Fast heart rate during AF in last six months), Duration (Duration of qualify-
ing episode of atrial fibrillation), NYHC (Current Congestive heart failure status),
First (First episode of atrial fibrillation), CAD (History of Coronary artery disease),
Arm (assigned as Rhythm control treatment at time of randomization), Rate (Heart
rate), Age (Age at Baseline), MaxVR (Maximum recorded ventricular rate of quali-
fying episode of AF), CurVR (Current Ventricular heart rate), BPSys (Systolic blood
pressure), BPDias (Diastolic blood pressure) and Days (Number of inpatient days for
critical care) and CHAscore (A score combining a list of cardiovascular clinical mea-
sure). All the interaction terms of baseline categorical variables with treatment are
included in the initial model for variable selection, and the continuous variables are
selected using our two-stage linear and non-linear variable selection procedure. When
assuming the cardiovascular death as the primary event, we have covariates including
Arm, LVD, CHF, CAD, Stroke, NYHC, Age, CurVR and Days selected as non-zero
risk factors in the first stage. The estimation result of all non-zero main effect and two-
way treatment-covariate interaction effects are summarized in Tables 2.3 and 2.4 and
Figure 2.2. We apply the two-stage linear/non-linear variable selection and estimation
procedure on the AFFIRM data set. In Table 3, we report the baseline characteristic
factors that can be used as predictor for both causes of death. The treatment strat-
egy(rhythm control) has significant interaction with gender and hypertension status.
Therefore, we evaluate the treatment effect in each gender and hypertensive status
groups. In Table 2.4, one can see that for the female and hypertensive patients, the
rhythem control group has a marginally significant higher cardiovascular death risk
(45.7% higher hazard, P-value 0.081) than those being treated by rate control. For
males without hypertension, the rhythm control group has a significant lower risk of
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Table 2.3: Summary of effect estimate of discrete variables by modelling cardiovas-
cular death as primary failure
Variable Hazard Ratio Coefficient Standard Error P-value
Rhythm Control 0.4891 -0.7151 0.3122 0.0219
LVD 1.4643 0.3814 0.0656 < .0001
CHF 1.7591 0.5648 0.1621 0.0005
CAD 1.4572 0.3765 0.1592 0.0097
Stroke 1.9893 0.6878 0.1472 < .0001
NYHC 1.1965 0.1794 0.0877 0.0382
Rythm*Female 1.7189 0.5417 0.2682 0.0438
Rythm*Hypertension 1.7333 0.5500 0.3291 0.0950
Table 2.4: Summary of subgroup rhythm control effect by modelling cardiovascular
death as primary failure
Subgroup Hazard Ratio Coefficient Standard Error P-value
Female and Hypert. 1.4574 0.3765 0.21557 0.0811
Female and Non-Hypert. 0.8408 -0.1734 0.33781 0.6077
Male and Hypert. 0.8478 -0.1651 0.18334 0.3680
Male and Non-Hypert. 0.4891 -0.7151 0.31220 0.0219
cardiovascular death risk than the rate control group. Figure 2.2 shows the fitted
curve of non-linear effect. The risk of cardiovascular death increase sharply as the en-
rollment age increase from 50 to 55 years and then reach a plateau after age 55 years.
The risk also increases as the current ventricular rate increases in general. The criti-
cal inpatient days after randomization is in proportional to a higher hazard in general.
We also conduct the linear/non-linear variable selection for the non-cardiovascular
modeling and report the results in Section 2.5. There is no significant treatment
covariate interaction term selected in the non-cardiovascular death modeling.
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Figure 2.2: Fitted curves of the selected non-zero continuous covariates by modelling
cardiovascular with the estimated 95% confidence intervals.
Table 2.5: Summary of effect estimate of discrete variables by modelling non-
cardiovascular death as primary failure
Variable Hazard Ratio Coefficient Standard Error P-value
Rhythm Control 1.5981 0.4688 0.1441 < .0001
Female 0.5318 -0.6315 0.1585 0.0001
CHF 1.3998 0.3364 0.1607 0.0142
Durat 1.0688 0.0666 0.0530 0.2108
Age 1.0757 0.0730 0.0199 < .0001
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2.6 Discussion
We propose a linear/non-linear variable selection method in the Fine-Gray sub-
distribution proportional hazards model setting. The model extends the structure
discovery method from linear model (Zhang et al., 2011) to the competing risks sub-
distribution hazards model setting and the simulation results show good performance
of selection and estimation. By applying the variable selection method such as adap-
tive LASSO onto the linear and non-linear components of the spline function, we
determine the covariate functional form (zero/linear/nonlinear). Also by jointly ap-
plying penalized likelihood methods and nonparametric smooth splines method, we
use our method to identify the true effect of variables and build the connection be-
tween variable selection and non-parametric estimation of sub-distribution hazard
model. This connection provides more flexibility for variable screening and variable
effects estimation. An important advantage of our proposed method is that max-
imization of our penalized likelihood function is readily applicable in most major
statistical softwares. Using this approach for the real data analysis, our method pro-
vides an alternative to illustrate the functional feature of covariate effect. Our method
is a data-driven approach for determining the functional covariate form in the com-
peting risks data analysis. Additionally, according to the simulation, the number of
inner knots has very little impact on the accuracy of model selection. As a result,
for complicated models one could use a smaller number, say three, of inner knots to
enhance computational efficiency in the first stage, and then increase the number of
inner knots in the second stage to achieve desired estimation accuracy. Compared
with the reported performance in variable selection in frailty model (Ha et al., 2014),
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variable selection in joint model (He et al., 2014), variable selection in Cox model
(Fan and Li, 2002), adaptive LASSO in Cox model (Zhang and Lu, 2007) and linear
and non-linear variable selection in linear regression (Zhang et al., 2011), we consider
the proposed structure discovery procedure performs well.
In this article we assume the number of variables, p, is less than sample size n. Future
studies should address the issue of extending the variable selection method to the high
dimensional data. Another potential future research direction could be selection of
time-varying coefficient in Fine-Gray model. Similar to Belot et al. (2010) work, our
study assume the time independent covariate effect. Yan and Huang (2012) proposed
the model selection for Cox models with time-varying coefficients. It is promising
that the structure discovery tool can be used to overcome this limitation mentioned
in their paper.
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Chapter 3
Estimation of Time-dependent ROC Curves with Interval Censored
Survival Data in Competing Risks Setting
3.1 Introduction
In recent years, extending the traditional time-independent (cross-sectional) concept
of the capacity for discriminating diseased from non-diseased subjects to accommo-
date the additional dimension of time has been an area of active research (Cai et al.,
2006; Heagerty et al., 2000; Zheng et al., 2010; Zheng and Heagerty, 2007). See Pepe
et al. (2008) for a review on such extensions. In this setting, disease status is gen-
erally considered as a function of the disease onset at time t, D(t), and accuracy
summaries are time-dependent functions. Following the tradition of medical diagnos-
tic research, there are two main approaches to describe the accuracy of a marker Z
measured at baseline: the retrospective and prospective summaries of accuracy. Two
commonly used retrospective measures for quantifying the accuracy of Z in predicting
D(t) are the time-dependent true positive rate (TPR) and false positive rate (FPR),
respectively, defined as
TPR(c; t) = P{Z ≤ c | D(t) = 1},
FPR(c; t) = P{Z ≤ c | D(t) = 0}.
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The receiver operating characteristics (ROC) curve evaluated at a FPR of v, ROC(v; t) =
TPR[FPR−1(v; t); t], is often used to summarize the time-dependent trade-off be-
tween TPR and FPR with varying cut-off values in a common scale for comparing
the accuracy of the biomarker, which may not be measured in same magnitude, in
distinguishing the diseased/non-diseased subjects at given time.
The analysis of time-to-event data is complicated by the presence of interval censoring
and competing events, both of which occur frequently in clinical studies. Time-to-
event data may be subject to both interval censoring (for time) and competing risks
(for event). Interval censored data arise when an exact failure time can not be ob-
served, but can only be determined to lie within an interval. Competing risks data
arise when study subjects are at risk of more than one types of events of interest, and
the occurrence of one event may prevent the occurrence of other potential events, thus
only the earliest event can be observed. Sometimes competing risks data may not
have all the events recorded in exact time format. For example, the ADNI study have
the death recorded as exact time (date), but the primary event, onset of dementia, is
recorded in an interval censored format (three months window). Such an issue need
to be addressed by accommodating the interval censoring feature in the competing
risks analysis.
When we study the association between failure and covariates, it is of interest to
model the cause-specific cumulative incidence function (CIF) (Dignam et al., 2012;
Lau et al., 2009). There are typically two ways to semi-parametrically model CIF
based on profile likelihood: Proportional hazards model and proportional odds model.
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Li (2016) used the estimation approach by Zhang et al. (2010) to the problem of semi-
parametric regression of the CIF with interval-censored competing risks data under
the proportional subdistribution hazards assumption of the Fine-Gray model (Fine
and Gray, 1999). However, the assumption of proportional subdistribution hazards
may not be correct and the interpretation of the subdistribution hazards is difficult
(Fine, 2001). Therefore Fine and Gray (1999) and Eriksson et al. (2015) proposed to
overcome the drawback by modeling CIF with covariates to facilitate the estimation
of marginal effect from covariates. Fine and Gray (1999) modeled sub-distribution
hazard of primary event under a proportional hazard model and built the connection
between CIF and covariate effect. However, the validity of the model relies on the
assumption of proportional sub-distribution hazards, and Fine (2001) pointed out
that the parameters in proportional sub-distribution hazards model are quite diffi-
cult to interpret. To relax such an assumption, Eriksson et al. (2015) proposed a
proportional odds cumulative incidence model for competing risks data for the sake
of simple and useful interpretation of the regression parameters. Recently, Bakoyan-
nis et al. (2016) extended Zhang et al. (2010) and Li (2016)’s method into a class
of semi-parametric generalized odds ratio transformation models using the B-spline
sieve maximum likelihood estimation of the cause-specific cumulative incidence func-
tion for interval censored data.
Statistical procedures for estimating ROC functions under the competing risks set-
ting are well developed. Recently, Saha and Heagerty (2010) defined causes-specific
ROC curves by stratifying cases by event types and proposed estimation procedures
for these quantities. Their method extends the time-dependent ROC function es-
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timation to competing risks setting using nonparametric (Kaplan-Meier estimator
and nearest neighbor estimator) and semi-parametric (maximum partial likelihood
estimation) approaches, based on the cause-specific hazards. To extend Saha and
Heagerty (2010) approach to incorporate covariates, Zheng et al. (2012) proposed a
semi-parametric approach to estimate the cause-specified ROC functions based on
two definitions of cases and controls. Their method provides a practical approach to
estimate the time-dependent ROC functions in competing risks setting based on the
right censored time-to-event data. It is reported the cause-specific hazards have lim-
itation in clinical research application, as the censoring view of any other competing
events may hamper the interpretation of the covariate’s effect on primary event (e.g.
complication for some primary event in certain disease) (Dignam et al., 2012; Fine,
2001; Lau et al., 2009). In this article, we adopt Bakoyannis et al. (2016) proportional
odds model for interval censored competing risks CIF estimation method and Song
and Zhou (2008) ROC function estimation to extend the right-censored competing
risks time-dependent ROC function estimation to the interval-censored scenario. The
purpose of this article is to provide a theoretical justification and numerical study
validation of applicability of the method. In theory, we prove the consistency of cu-
mulative/incident ROC functions estimation in the interval censored competing risks
survival setting. In application, we explore the convergence rate by numerical meth-
ods to show the plausibility of estimation efficiency and confirm the consistency of
our proposed method.
The rest of the article is organized as follows. In Section 3.2, we review the pa-
rameter estimation and its corresponding asymptotic large sample property of the
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proportional odds model (Bakoyannis et al., 2016), and derive the explicit form the
resulting ROC functions. We also provide the proof of consistency of the proposed
estimators. In Section 3.3, we conduct simulation studies to assess the performance of
our method, and compare the estimation consistency and robustness of the proposed
approach. In Section 3.4, we apply our method to estimate the ROC functions of
the biomarker from the Alzheimer’s disease neuroimaging initiative (ADNI) study as
an illustration. We conclude with a brief discussion in Section 3.5, and outline the
technical proofs in Appendices.
3.2 Method
3.2.1 Background of the Interval Censored Data
Suppose that
0 < Yi,1 < Yi,2 < · · · < Yi,ni <∞
are ordered examination times for the ith subject,i = 1, . . . , n. Denote Yi =
(Yi,1, Yi,2, · · · , Yi,ni). Let Ti be the ith patient’s true failure time. Computationally,
the interval censoring can be considered in three possibilities: (i) failure occurs before
the first examination time. Denote Ui = Yi,1 and let Vi = Yi,2 . Let δ1,i = 1[Ti≤Ui]
and δ2,i = 1[Ui<Ti≤Vi]. Then δ1,i = 1 and δ2,i = 0. (ii) Ti is known to be bracketed
between a pair of examination times (Yi,L, Yi,R), where Yi,L is the last examination
time preceding Ti and Yi,R is the first examination time following Ti. Denote Ui = Yi,L
and Vi = Yi,R. as in (i). Then δ1,i = 0 and δ2,i = 1. (iii) At the last examination, the
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failure did not occur. Then δ1,i = 0 and δ2,i = 0. The effective observations are
(δ1,i, δ2,i, Ui, Vi), i = 1, . . . , n.
Estimation of the Cox proportional hazards model and the proportional odds regres-
sion model was considered by Huang and Wellner (1997) and Huang and Rossini
(1997), respectively. They showed that the MLEs of the regression parameters in
both models are asymptotically normal and efficient, even though the MLEs of the
baseline cumulative hazard function or odds function only have n1/3-rates of conver-
gence.
Following Bakoyannis et al. (2016), throughout this article we assume the follow-
ing basic assumptions:
(A1) The (unobservable) failure time is independent of the examination times given
the covariates.
(A2) The joint distribution of the examination times and the covariates are indepen-
dent of the parameters of interest.
The cause-specific CIF is defined as
Fj(t) = P (T ≤ t, δ = j), j = 1, 2, . . . , J.
Here, for each j these functions are increasing functions of t. In order to overcome the
shortcoming that the separately estimated J CIFs may be sum up to a value greater
than 1 (Choi and Huang, 2014), Bakoyannis et al. (2016) imposes an additional
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constraint, over all the covariate patterns (denoted as z), to ensure that the sum of
the estimated CIFs at the maximum follow-up time is bounded above by 1 as follows:
max
z
{
J∑
j=1
Fj(t; z) < 1
}
.
For the interval censored data with a single event, the joint density can be expressed
using vector as X = (δ(1), δ(2), δ(3), U, V, Z), where δ(s) ∈ {0, 1} for s = 1, 2, 3 and
δ(1) + δ(2) + δ(3) = 1, is
p(x) = F (u|z)δ(1) [F (v|z)− F (u|z)]δ(2)(1− F (v|z))δ(3)h(u, v, z),
where h(·) is the joint density function of (U, V, Z). The log-likelihood function of an
independent sample (δ
(1)
i , δ
(2)
i , δ
(3)
i , Ui, Vi, Zi), i = 1, . . . , n with the same distribution
as (δ(1), δ(2), δ(3), U, V, Z) is
ln =
n∑
i=1
{δ(1)i logF (Ui|Zi)+δ(2)i log[F (Vi|Zi)−F (Ui|Zi)]+δ(3)i log(1−F (Vi|Zi))}. (3.1)
When we extend the single event interval censored survival data to settings with
J competing risks, we can extend the notations as follows. Let j = 1, ..., J denotes
a number of competing risks. If a subject fails from the jth cause of failure before
the first examination time U , we observe δ
(1)
j = 1. If this subject fails between U and
V , we observe δ
(2)
j = 1. If this subject is right censored (i.e. T > V ), we observe∑J
j=1(δ
(1)
j +δ
(2)
j ) = 0. We assume the observations interval be [a, b] be a ≤ U < V ≤ b.
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Along with T,C, U, V, δ
(1)
j and δ
(2)
j , we also observe a vector of biomarker Z ∈ Rd with
coefficient β which is the primary parameter of interest. In this article, we assume
d = 1, i.e. a single variable or a composite score of several variables.
3.2.2 Proportional odds model for CIF with interval censored data
Recently, Eriksson et al. (2015) proposed the approach to directly model CIF for
right censored data using a proportional odds model. Therefore, the CIF can be
straightforwardly used to estimate the ROC functions under Song and Zhou (2008)
Cumulative/Incident ROC functions framework. Proportional odds models have been
rigorously studied for univariate survival data (Bennett, 1983; Chen et al., 2002;
Murphy et al., 1997). With the CIF of cause j(j = 1, ..., J) denoted as Fj(t| Z),
it is the special case of the general class of semi-parametric transformation models
g(Fj(t| Z)) = Hj(t) +ZTβj, where Hj(t) is an unspecified positive monotone increas-
ing function and g(·) is a known increasing link function. In this article, we consider
the proportional odds model for the CIF
logit(Fj(t|Z)) = logit(Fj(t; β,H, Z)) = log(Hj(t)) + ZTβj,
where H(t) is an increasing positive function with H(0) = 0. The cumulative inci-
dence is thus linear on the logit scale with intercept, logarithm of baseline hazard,
increasing over time and time-constant log-odds ratio for failure from cause j. The
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model implies that the CIF of cause j is
Fj(t|Z) = Hj(t)exp(Z
Tβj)
1 +H(t)exp(ZTβj)
, (3.2)
and the subdistribution hazard of failure from cause j can be derived from
− ∂
∂t
log(1− Fj(t; Z)) =
[
exp{−ZTβj}+Hj(t)
]−1 ∂Hj(t)
∂t
.
Bakoyannis et al. (2016) extended the proportional odds model to the interval cen-
sored data scenario using sieve maximum likelihood estimation based on B-spline.
Therefore this model can avoid specific parameter assumption of baseline cumulative
incidence function Φ(t). The density of one observation in with
Fj(t|Z) = exp(Φj(t) + βjZ)
1 + exp(Φj(t) + βjZ)
, (3.3)
where β is the regression parameter for biomarker Z, and φ(t) = log(F (t)/(1−F (t)))
is the baseline monotone increasing log-odds function. The maximum likelihood es-
timator is the (φˆ, βˆ) that maximizes ln(α, β) under the constraint that φˆ is a nonde-
creasing function and
∑J
j=1 Fj(t) < 1.
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3.2.3 Definition and asymptotic properties of ROC function
For survival data there are several potential extensions of cross-sectional sensitivity
and specificity. Rather than a simple binary outcome, Yi = 1 a survival time can be
viewed as a time-varying binary outcome by focusing on the counting process repre-
sentation Ni(t) = I{Ti ≤ t}. Accuracy extensions are classified according to whether
the “cases” used to define time-dependent sensitivity are incident cases where T = t,
or equivalently dNi(t) = 1, is used to define cases for time t, or cumulative cases where
T < 1 or Ni(t) = 1 is used. We also consider whether “controls” are static, defined
as subjects with Ti > t
∗ for a fixed value of t∗, or whether controls are dynamic and
defined for time t as those subjects with Ti > t. Following Heagerty and Zheng (2005)
we use the superscripts C and I to denote cumulative and incident definitions of sen-
sitivity, and use the superscripts D and to denote definition of dynamic specificity.
For a baseline marker value, Heagerty et al. (2000) proposed versions of time-dependent
sensitivity and specificity using the definitions as
sensitivityC(z; t) : P (Zi > z|Ti ≤ t) = P (Zi > z|Ni(t) = 1)
specificityD(z; t) : P (Zi ≤ z|Ti > t) = P (Zi ≤ z|Ni(t) = 0).
Based on these definitions, the entire population is classified as either a diseased case
(I{Ti ≤ t}) or a non-diseased control (I{Ti > t}) by time t on the basis of the di-
chotomized diagnostic test result (Zi > z) at time t. Also, the ith individual plays
the role of a control for times t < Ti, but then contributes as a case for later times,
44
t ≥ Ti. ROC curves are defined as ROCC/D(p; t) = TPRC
{
[FPRD]−1(p; t)
}
where
TPRC(c; t) = P (Xi > c | Ni(t) = 1) and FPDt (c; t) = P (Xi > c | Ni(t) = 0). In
the absence of censoring, ROCC/D(p; t) can be estimated using the empirical distri-
bution of the marker separately among cases and controls. With censored survival
times Heagerty et al. (2000) developed a non-parametric estimator based on either
Kaplan-Meier estimator or the nearest-neighbor bivariate application estimator of
Akritas (1994). On the other hand, Heagerty and Zheng (2005) proposed the inci-
dent/dynamic definitions of sensitivity and specificity adopting Heagerty et al. (2000)
and Etzioni et al. (1999) as
sensitivityI(c; t) : P (Xi > c | Ti ≤ t) = P (Xi > c | dN∗i (t) = 1)
specificityD(c; t) : P (Xi ≤ c | Ti > t) = P (Xi ≤ c | N∗i (t) = 0).
where dN∗i (t) = Ni(t)−Ni(t−). Using this definition, each subject does not change
disease status and is treated as either a case or a control. Cases are stratified accord-
ing to the time at which the event occurs (incident) and controls are defined as those
subjects who are event free through a fixed follow-up period, (0, t) (static).
3.2.4 Estimation of ROC function with interval censored competing risks data
In this section we establish the notation. Let Ti denote the actual failure time
for subject i, (i = 1, ..., n). We assume each subject may experience J mutually
exclusive types of causes of failure and denote the cause for the ith subject as
i = j, (j = 0, 1, ..., J), where i = 0 denotes the right censoring. Let (Ui, Vi) de-
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note the observed event time interval where the ith subject experienced the observed
event. And we also observe a biomarker covariate Z (here for simplicity we assume
Z is one dimension). The log-likelihood function (3.1) of the data in terms of CIF,
Fj(t), can be built as the expression of (Ui, Vi, i, Z). Here, the proportional odds
model of Fj(t) is suggested to model the covariate effects, as (3.3) expressed, where
Φj(t) is a nonparametric function to express the baseline odds of CIF as (3.3). So
for any subject the CIF can be expressed by parameters Φ(t) and β, and β is time
independent.
The ROC function of competing risks data involves the stratification of cases. Fol-
lowing Saha and Heagerty (2010) we consider two causes of failure for simplicity:
i = 1, 2. Here we consider a single control group as controls are free of any event and
cases may be accrue due to either one of the two event types. The stratified cases
with common controls are defined as:
Case 1 : T ≤ t,  = 1;
Case 2 : T ≤ t,  = 2;
Control : T > t .
We can estimate the cumulative ROC function based on the cumulative TPR for
event types 1 and 2, and the FPR. A cumulative ROC curve for each event type can
46
be obtained by plotting the cause-specific cumulative TPR versus the common FPR:
TPRC1 (c, t) = P (Z > c | T ≤ t,  = 1),
TPRC2 (c, t) = P (Z > c | T ≤ t,  = 2),
FPR(c, t) = P (Z > c | T > t,  = 0).
Similarly, an incident ROC curve for each event type can be obtained by plotting the
cause-specific cumulative TPR versus the common FPR:
TPRI1(c, t) = P (Z > c | T = t,  = 1),
TPRI2(c, t) = P (Z > c | T = t,  = 2),
FPR(c, t) = P (Z > c | T > t,  = 0).
These ROC curves measure the predictive accuracy of the marker to distinguish
among subjects who experience a particular type of event by/at time t and those
who do not experience any event by time t. A marker that is selected to seek the
subjects who are likely to experience a particular event is expected to have a high
sensitivity to detect these cases, while it may be less sensitive at identifying those
subjects who die from other events.
Song and Zhou (2008) proposed the estimation of cumulative and incident ROC curves
adjusting covariate effect and showed the advantage over Heagerty-Lumley-Pepe and
Heagerty-Zheng’s approaches in terms of efficiency of estimators using simulation
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studies. The Song-Zhou ROC function estimations are
F̂PR(z; t) =
∞∫
z
Sˆ(t|u)dPˆ (Z ≤ u)
∞∫
−∞
Sˆ(t|u)dPˆ (Z ≤ u)
=
n∑
i=1
Sˆ{t|Zi}I(Zi ≥ z)
n∑
i=1
Sˆ{t|Zi}
,
T̂PRC(z; t) =
∞∫
z
{1− Sˆ(t|u)}dPˆ (Z ≤ u)
∞∫
−∞
{1− Sˆ(t|u)}dPˆ (Z ≤ u)
=
n∑
i=1
[
1− Sˆ{t|Zi}
]
I(Zi ≥ z)
n∑
i=1
[
1− Sˆ{t|Zi}
] ,
T̂PRI(z; t) =
∞∫
z
fˆ(t|u)dPˆ (Z ≤ u)
∞∫
−∞
fˆ(t|u)dPˆ (Z ≤ u)
=
n∑
i=1
fˆ(t|Zi)I(Zi ≥ z)
n∑
i=1
fˆ(t|Zi)
,
where fˆ(t) = ∂Sˆ(t)/∂t.
We develop the corresponding quantities following Song and Zhou’s concepts. With
some algebra, for the first event the cumulative true positive function (denote as
TPRC1 (z; t)), incident true positive function (denote as TPR
I
1(z; t)) and false positive
function (denote as FPR(z; t)) can be estimated as:
F̂PR(z; t) =
n∑
i=1
((1− Fˆ1(t|Zi)− Fˆ2(t|Zi)) ∗ I{Zi > z}
n∑
i=1
(1− Fˆ1(t|Zi)− Fˆ2(t|Zi))
, (3.4)
T̂PR
(1)
C (z; t) =
n∑
i=1
Fˆ1(t|Zi) ∗ I{Zi > z}
n∑
i=1
Fˆ1(t|Zi)
, (3.5)
T̂PR
(1)
I (z; t) =
n∑
i=1
Fˆ1(t|Zi) ∗ (1 + exp{φˆ(t) + βˆZi})−1 ∗ I{Zi > z}
n∑
i=1
Fˆ1(t|Zi) ∗ (1 + exp{φˆ(t) + βˆZi})−1
, (3.6)
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where ∂Fˆ1(t)/∂t = Fˆ1(t|Zi) ∗ (1 + exp{φ(t) + βZi})−1.
Thus the estimators of ROCC(v; t) and ROCI(v; t) for the event 1 are ROC
(1)
C (v; t) =
TPR
(1)
C [FPR
−1(v; t); t] and ROC(1)I (v; t) = TPR
(1)
I [FPR
−1(v; t); t], respectively. For
valid estimation, t should be less than the maximum follow-up time. In Appendix we
provide the proof of the consistency of the true positive function and false positive
function estimators.
In order to compare our method with ROC estimation based on the estimators from
the modeling that treats interval-censored data as right-censored data, i. e. only
the right terminal of the interval will be used as the presumable event time. In this
article we compare our approach with the proportional odds model (Eriksson et al.,
2015) approach that treats interval censored data as right censored. We conduct
the simulation with cumulative and incident ROC functions under same definition of
cases/controls with same TPR/FPR quantities estimated using these two modeling
respectively and report the results along with that from our proposed modeling. Note
in the proportional odds model the covariate effects are connected with CIF, denoted
here as F PO(t)), using the logit link, as
F POj (t) =
Hj0(t)exp{βjZ}
1 +Hj0(t)exp{βjZ} , j = 1, 2,
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where Hj0(t) is the baseline odds for the jth event with Hj0(0) = 0. We derive the
corresponding cumulative and incident TPR/FPR functions as follows.
F̂PR(z; t) =
n∑
i=1
((1− Fˆ PO1 (t|Zi)− Fˆ PO2 (t|Zi)) ∗ I{Zi > z}
n∑
i=1
(1− Fˆ PO1 (t|Zi)− Fˆ PO2 (t|Zi))
, (3.7)
T̂PR
C
1 (z; t) =
n∑
i=1
Fˆ PO1 (t|Zi) ∗ I{Zi > z}
n∑
i=1
Fˆ PO1 (t|Zi)
, (3.8)
T̂PR
I
1(z; t) =
n∑
i=1
exp{βZi} ∗ Fˆ PO1 (t|Zi) ∗ I{Zi > z}
n∑
i=1
exp{βZi} ∗ F PO1 (t|Zi)
, (3.9)
where ∂Fˆ PO1 (t)/∂t = exp{βZi} ∗ Fˆ PO1 (t) ∗ [∂Hˆ10(t)/∂t].
3.3 Simulation Study
Extensive simulation studies were conducted to assess the finite sample behavior of
the estimators proposed in Section 3.2. We consider various scenarios by varying
the sample size of data sets. We conduct a set of simulation studies. We assume
two causes of a failure and one biomarker that is correlated with both of the causes
since cumulative incidence function is used in the setting where the competing risks
(correlated) “share” the covariate effect (Dignam et al., 2012). Following Bakoyannis
et al. (2016), we have the CIF for causes 1 and 2 generated from:
Fj(t) =
exp{φj(t) + βjZ}
1 + exp{φj(t) + βjZ} , j = 1, 2,
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where exp{φ1(t)} = 0.4[1−exp(−0.6t)]/0.6 and exp{φ2(t)} = 0.75[1−exp(−0.5t)]/0.5
follow Gompertz distributions as in Jeong and Fine (2007), and the biomarker Z is
generated from the standard normal distribution. The two causes of events are gen-
erated from Binomial distribution with probability exp{0.67∗βj ∗Z}/(1 + exp{0.67∗
βj ∗ Z}), where the true parameter βj is set to be 1 for j = 1, 2. The actual event
time for the two events are generated respectively from F−1j (u), where u is a size n
random variable from Uniform(0, 1). For each subject the corresponding left and
right observed times (U, V ) are generated by mapping the two adjacent numbers from
a series of sequential exponential distributed random numbers with mean parameter
3. Finally, censoring times are generated from a Uniform(0, c) distribution where
the value of c is chosen to obtain a 10% censoring rate. This setting yields a 2 : 3 ratio
for the two events at infinite time, and approximate 3 : 5 ratio calculated empirically
from the generated data. The simulation study results of time-dependent ROC curves
from interval censoring survival data in competing risks setting are summarized in
Table 3.1 and Table 3.2.
We consider four scenarios as sample size n = 300, 600, 900 and 1200. For each sce-
nario, we generate 1000 simulated data sets. For each simulated data set, we estimate
the C/D and I/D ROC functions at time t = 1 (denoted as “IC”). For the standard
error of the ROC functions, we do the bootstrap method based on 100 resampled data
sets to investigate the possible bias of standard error estimation. For each data set
generated, we obtain the point estimators of cumulative and incident ROC functions
evaluated at 0.1, 0.3, 0.5, 0.7 and 0.9 FPR values and report the difference with true
estimator, as well as the corresponding standard error using our proposed method.
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We also calculated the sample standard deviation (SD) and the averaged standard
error (SE) over 1000 simulations, and the 95% empirical confidence interval coverage
percentage (CP) for each estimated ROC function. Additionally, since we do not
prove the asymptotical normality of the estimator, we calculate the exponent of the
empirical convergence rate of SD for n = 600, 900 and 1200 using n = 300 as reference
from
log(SD1/SD2)
log(n2/n1)
.
For all the four sample sizes, we can see our method yielded negligible bias. Also
We can see the empirical diverges from 0.5 but tends to approach 0.5 as sample size
increases. The bootstrap SE estimations from the proposed approaches are close
to empirical SD. As the sample size increases we can see the SD and SE get closer
which implies the convergence of the estimator though we still lack the proof of
large sample property of the estimator. Therefore the empirical coverage probability,
which is based on the SE estimated using bootstrap, is close to nominal level 0.95. For
comparison purpose, we also calculated the ROC function based on the CIF estimated
using proportional odds model (Eriksson et al., 2015) by treating the interval-censored
data as right censored (denoted as “RC”), i.e. only the right terminal of each subject’s
censoring window is used. We report the difference of estimators evaluated at 0.1,
0.3, 0.5, 0.7 and 0.9 FPR values in Table 3.1. We see the estimation on all the cut-off
points have negligible bias, and the estimated standard errors are all close to the
corresponding empirical standard deviations, and the empirical coverage percentages
are close to the nominal level 95% generally. For the naive approach , we can see the
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difference is considerable compared with that from the proposed approach, which also
leads to lower coverage percentage which is considerably away from the 95% nominal
level. The estimation bias reduced as sample size increase. The bias of standard
error estimator reduced even more substantially. Overall, our proposed approach
works well in terms of small bias and efficiency.
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Table 3.1: Simulation results for ROC estimators evaluated at t = 1 for n = 300, 600
scenarios. Bias is the empirical bias (× 1000); SD is the empirical standard deviation
(× 1000); SE is the averaged bootstrapping-estimated standard errors (× 1000); ECR
is the exponent of empirical convergence rate.
Cumulative ROC Incident ROC
n Cut C Bias SD SE ECR Bias SD SE ECR
300
0.1 IC 3.98 53.37 51.35 - 3.41 52.25 49.88 -
RC -51.29 46.10 43.20 - -95.62 31.87 30.12 -
0.3 IC 2.01 48.41 45.23 - 1.83 48.40 45.00 -
RC -59.26 46.97 44.66 - -99.65 40.36 38.37 -
0.5 IC 0.37 33.12 30.65 - 0.34 33.34 30.77 -
RC -48.17 35.41 33.76 - -75.48 33.39 31.78 -
0.7 IC -0.30 17.42 16.16 - -0.29 16.33 19.55 -
RC -30.22 20.95 19.98 - -44.59 21.07 20.01 -
0.9 IC -0.18 4.31 4.16 - -0.17 4.39 4.23 -
RC -9.91 6.29 6.20 - -13.67 6.71 6.57 -
600
0.1 IC 0.23 36.45 35.73 0.501 0.10 35.93 34.67 0.540
RC -45.07 29.97 31.06 0.621 -89.03 20.04 21.16 0.669
0.3 IC -0.57 32.33 31.94 0.582 -0.56 32.76 31.82 0.563
RC -52.42 31.15 31.97 0.592 -92.84 26.32 27.17 0.616
0.5 IC -0.88 21.93 21.72 0.594 -0.86 22.43 21.89 0.571
RC -42.21 23.29 24.03 0.604 -69.50 21.79 22.53 0.615
0.7 IC -0.73 11.67 11.45 0.577 -0.72 12.00 11.63 0.444
RC -26.29 13.56 14.06 0.627 -40.58 13.62 14.10 0.629
0.9 IC -0.23 2.97 2.93 0.537 -0.23 3.08 3.00 0.511
RC -8.66 4.15 4.25 0.599 -12.37 4.47 4.54 0.586
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Table 3.2: Simulation results for ROC estimators evaluated at t = 1 for n = 900, 1200
scenarios. Bias is the empirical bias (× 1000); SD is the empirical standard deviation
(× 1000); SE is the averaged bootstrapping-estimated standard errors (× 1000); ECR
is the exponent of empirical convergence rate.
Cumulative ROC Incident ROC
N Cut C Bias SD SE ECR Bias SD SE ECR
900
0.1 IC 1.73 27.12 28.98 0.616 1.40 26.23 28.07 0.627
RC -46.83 25.71 24.99 0.531 -90.86 17.24 17.10 0.559
0.3 IC 1.71 24.54 25.78 0.618 1.58 24.71 25.68 0.611
RC -52.49 26.68 25.58 0.514 -92.70 22.51 21.79 0.531
0.5 IC 1.01 16.87 17.55 0.614 0.98 17.22 17.67 0.601
RC -42.11 20.57 19.17 0.494 -69.20 19.19 18.01 0.504
0.7 IC 0.37 9.11 9.18 0.590 0.36 9.38 9.31 0.504
RC -26.27 11.83 11.21 0.520 -40.43 11.80 11.26 0.527
0.9 IC 0.03 2.28 2.32 0.576 0.03 2.38 2.37 0.557
RC -8.56 3.50 3.38 0.531 -12.22 3.72 3.62 0.536
1200
0.1 IC 3.75 26.09 25.73 0.516 3.10 24.16 24.90 0.556
RC -48.38 23.43 22.13 0.488 -92.81 16.32 15.03 0.482
0.3 IC 3.18 23.25 22.89 0.529 2.89 22.49 22.82 0.552
RC -54.80 24.25 22.63 0.476 -95.60 20.79 19.20 0.478
0.5 IC 1.99 15.44 15.50 0.550 1.89 15.18 15.62 0.567
RC -43.52 18.14 16.93 0.482 -71.03 17.11 15.86 0.482
0.7 IC 0.90 8.06 8.07 0.555 0.88 8.04 8.20 0.511
RC -27.24 10.54 9.84 0.495 -41.67 10.63 9.86 0.498
0.9 IC 0.19 1.99 2.02 0.557 0.19 2.01 2.07 0.563
RC -8.83 3.17 2.95 0.494 -12.56 3.41 3.15 0.488
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3.4 Data Examples
We provide an illustration with the data from the Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI) study. The study has been conducted since 2004 and is cur-
rently on-going, aiming to improve clinical trials for the prevention and treatment
of Alzheimer’s disease (AD) (Jones-Davis and Buckholtz, 2015; Mueller et al., 2017;
Weiner et al., 2010). We consider two competing events: onset of dementia and
death. All the patients were followed up to 96 months after enrollment. In total,
502 dementia-free patients at baseline were included in the study. Among whom 69
(13.7% ) patients ending with dementia, which were considered as the primary event,
and 41 (8.2%) ended with death, which will be considered as the competing event.
ADAS-13 (ADAS-Cog scale based on 13 items at baseline) has been proposed as a
prognostic marker according to the literature (Skinner et al., 2012) and the result
from the initial variable selection procedure also confirms it. We considered ADAS-
13 as the biomarker. It is a crucial first step to evaluate the predictive performance
of ADAS-13 based criteria for early screening. In order to uncover the clinical utility
of ADAS-13 in guiding intervention decision, it is crucial to evaluate the predictive
performance of ADAS-13 based screening. Subjects who are mostly likely to develop
dementia could be recommended for aggressive treatment.
We performed model estimation for the dementia with death as the competing event.
Proportional odds assumption was checked to be appropriate using method proposed
by Eriksson et al. (2015). To compare the accuracy of the ADAS-13 score as the
biomarker in distinguishing the subjects developing dementia by a given time t and
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those developing dementia progression after t, we estimated the cumulative ROC
curve for the ADAS-13 score using the estimator R̂OCC . In Figure 1, we plot the
estimated cumulative ROC curves (solid black curve) for the composite marker at
t = 2, 4 and 8 years post baseline. The 95% point-wise confidence intervals (dashed
black curves) are estimated via the bootstrap method using 200 resampled data sets.
Since it is common that investigators may neglect the interval censoring nature of the
collected data and treat them as right censored data, here we also present the cumu-
lative ROC curves (gray curves) estimated using proportional odds model (Eriksson
et al., 2015) as naive approach in the plots for reference.We compare the estimated
ROCs based on the estimators from the two approaches at three time points in Figure
1. The black curve corresponds to the proposed proportional odds estimator and the
gray curve to the naive approach, with the dashed curves for 95% confidence interval
estimated using bootstrap based on 100 re-sampled data sets.
From Figure 1 we can see the naive approach estimated ROC curves lead to larger
difference from the proposed approach as time increases. Table 3.3 reports the area
under curve (AUC) of the two approaches for 3 time points. The AUC of the es-
timated cumulative ROC curve for the biomarker ADAS-13 with the corresponding
95% confidence interval using numerical method are presented in Table 3.3. The
AUC value over 3 time points all have its lower bounder of confidence interval above
0.5, which indicates the effectiveness of the ADAS-13 as a biomarker to distinct de-
mentia cases and controls at all time points post baseline given death’s impact as a
competing risk. Generally, the composite biomarker ADAS-13 have AUC value all
greater than 0.5 in classifying Alzheimer diseased subjects and non-diseased subjects
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Table 3.3: Estimation of area under curve (AUC) for two approaches in biomarker
ADAS-13 at t = 2, 4 and 8 years after enrollment.
Method AUC 95% Confidence Interval
t=2
IC 0.649 (0.563, 0.734)
RC 0.688 (0.654, 0.721)
t=4
IC 0.638 (0.560, 0.717)
RC 0.678 (0.634, 0.711)
t=8
IC 0.597 (0.547, 0.648)
RC 0.665 (0.604, 0.697)
at various time points. The objective of the present analysis is twofold. First we use
the proposed marker to evaluate its performance to discriminate between subjects
who experienced AD by t years versus those who were dementia free by t years using
cumulative ROC function. Secondly, this objective can be interpreted as to identify
those subjects who are at “high risk” and for whom intervention is warranted. From
the results we see the baseline ADAS-13 score can be used as a tool for early screening
of the patients with potential future onset of dementia.
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Figure 3.1: Estimated cumulative ROC curves for the ADAS-13 using ADNI data.
The plots are, from the left, for t =2, 4 and 8 years post baseline. Cumulative ROC
curves estimated using proposed method is indicated by solid black lines. Estimated
95% point-wise confidence intervals corresponding to the proposed approaches are
presented as dashed lines. ROC curves estimated from naive approach are indicated
by solid gray curve.
3.5 Discussion
In this article, we present ROC function estimation for characterizing time-dependent
classification accuracy summaries of a prognostic marker when there are potentially
more than one cause of failure and data is subject to interval censoring. To incorporate
competing risks, we stratify the cases by causes of failure and controls are a common
group of patients who remain free of any events at the prediction time. To incorporate
interval censoring, we implement the proportional odds model to jointly estimate
the cause-specific CIFs of causes with constraint that the sum over all the CIFs
is bounded by one. Though due to the unavailability of the asymptotic normality
property of the estimated CIF we can only prove the consistency of the estimator,
our simulations indicate that the estimated standard error converges to the empirical
standard deviation of the estimators as the sample size increases, which implies the
convergency existence but the rate is not n1/2. The consistency of estimation is
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proved and verified in the simulations, and the consistency depends on the correct
specification of the interval censoring nature of the data and it can be greatly impacted
by misspecified censoring status as non-negligible bias as is shown in the simulations.
Further work is warranted in respect of the property of the AUC.
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Chapter 4
Estimation of Time-dependent ROC Curves with Clustered Survival
Data
4.1 Introduction
The receiver operating characteristic (ROC) curve is a plot of the true positive rate
(TPR) (i.e. probability of identifying a case when the subject is truly diseased) versus
false positive rate (FPR) (i.e. probability of identifying a case when the subject is not
diseased) at different possible thresholds. accuracy. If Y denotes the diagnostic test
or marker, with higher values more indicative of disease, and D is a binary indicator
of disease status, then the ROC curve for Y is a plot of the sensitivity associated with
the dichotomized test X > c versus (1 - specificity) for all possible threshold values
c. Therefore, the ROC function is a monotone function with independent variable
P (Y > c | D = 0) versus dependent variable P (Y > c | D = 1) defined on the domain
ranging over critical value c ∈ (−∞,∞), where sensitivity(c, t) = P{Y < c | D(t) =
1} and specificity(c, t) = P{Y ≤ c | D(t) = 0}. An ROC curve provides a graphical
characterization of the separation between the two binary outcomes’ distributions
(diseased versus nondiseased). If the binary outcomes are distinguished completely
then the ROC curve takes the value 1 (perfect TPR) for any FPR greater than zero.
In this situation the marker is perfect at discriminating between cases and controls.
Interpretations of the ROC curve is that the higher the ROC curve is in the quadrant
[0, 1] × [0, 1], the better its capacity is for discriminating diseased from nondiseased
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subjects. General discussions of ROC analysis can be referred to Tosteson and Begg
(1988), Zweig and Campbell (1993), Pepe and Cai (1993), Pepe et al. (1999) and
Pepe (1997, 1998, 2003).
In the past two decades, many researchers have extended the binary outcome ROC to
survival data. For example, Heagerty et al. (2000) proposed a nonparametric approach
for the time-dependent ROC curve based on the incident TPR and the dynamic FPR,
using the Kaplan-Meier estimator of the survival distribution and the empirical dis-
tribution estimator of the biomarker. The proposed estimation provided a common
scale to compare the prediction accuracy among different markers. Heagerty and
Zheng (2005) took a semi-parametric approach for the time-dependent ROC curve
based on the cumulative TPR and the dynamic FPR using a proportional hazards
model for biomarker variables. Both the Heagerty-Lumley-Pepe and Heagerty-Zheng
approaches can be used to evaluate and compare biomarkers in classifying subjects
based on their survival times (Heagerty and Zheng, 2005). The former is useful in dis-
tinguishing subjects failing by a given time and those failing after this time, and the
latter is useful in distinguishing subjects failing at a given time and those failing after
this time. Cai et al. (2006) estimated the time-dependent ROC curve based on the
cumulative TPR and static FPR, assuming standard binary regression models for the
cumulative TPR and the static FPR, and a proportional hazards model for the cen-
sored distribution. Song and Zhou (2008) justified the superiority of their proposal to
extended Heagerty-Zheng’s semi-parametric estimation approach to covariate-specific
ROC curves and show the superiority of his proposed estimation in terms of efficiency.
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All the above publications studied ROC function estimation for independent sur-
vival data. In practice, however, survival data are often collected in clusters, such as
paired data from subjects’ eyes (non-informative cluster size) in ophthalmology stud-
ies, or survival data of various infected organs from cattle (informative cluster size) in
a veterinary study, where the existing methods of ROC estimation are no longer valid.
Clustered or correlated survival or failure-time data arise when each study subject
may experience multiple events or when there exists some natural or artificial clus-
tering of subjects inducing dependence within cluster. Biomedical examples include
the sequence of tumor recurrences or infection episodes, the development of physical
symptoms or diseases in several organ systems, the occurrence of blindness in the left
and right eyes, the onset of a disease among family members. Clustered survival data
using both parametric and semi-parametric models have been studied in the past 30
years. To accommodate the correlated structure of the failure times, Wei et al. (1989)
proposed to use a working independent partial likelihood of the marginal proportional
hazards model for an estimation. The marginal PH model does not impose any as-
sumption on the interdependence among the multivariate failure times and therefore
is quite flexible. Extensive studies on marginal proportional hazards model are re-
ported in the literature, and readers may refer to see Wei et al. (1989), Cai and RL
(1995),Cai and RL (1997), Gray and Li (2002), Lee et al. (1992), Prentice and Hsu
(1997), Pepe and Cai (1993), Hughes (1995), Yang and Ying (2001) and Chen et al.
(2010). In particular, the estimation method considered in Wei et al. (1989) is based
on a pseudo-likelihood that is a product of marginal partial likelihoods. The method is
conceptually clear, numerically simple, and easy to implement. However, the pseudo-
likelihood approach does not best capture the interdependence of multivariate failure
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times and may not produce the most accurate estimation of regression parameters.
In fact, for the MPH model considered in this paper, the pseudo-likelihood estimation
can be significantly improved in some cases. There are alternative estimation meth-
ods existing, such as weighted partial likelihood score equation (Cai and RL, 1995,
1997; Gray and Li, 2002).
Consequently, most attention over the past two decades has been confined to marginal
hazard models and frailty models. The frailty model considers the conditional haz-
ard given the unobservable frailty variables, which is particularly useful when the
association of failure types within a subject is of interest (Hougaard, 2000). How-
ever, such models tend to be restrictive with respect to the types of dependence
that can be modeled and model fitting is usually cumbersome. When the correlation
among the observations is unknown or not of interest, the marginal hazard model
approach which models the “population-averaged” covariate effects has been widely
used. In this article we focus on marginal modeling approach. Liang and Zeger (1986)
proposed a class of generalized estimating equations (GEE) methods to handle the
dependent repeated data type, and they used the GEE methods on longitudinal data
analysis. Wei et al. (1989) applied GEE method in multivariate survival data anal-
ysis. However, their method may not work well for if the clustered binary data has
different correlation structure and informative cluster size, which occurs when the
cluster size is affected by the outcome. To overcome the limitation that the GEE
methods may not work well if the clustered data has different correlation structure
and informative cluster size (Liang and Zeger, 1986), which occurs when the cluster
size is affected by the outcome, Hoffman et al. (2001) proposed a novel within-cluster
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resampling (WCR), where one observation is randomly sampled from each cluster.
The observations in the resampled dataset are thus independent and the standard
methods can be readily applied. By resampling the observed data with replacement
many times, we can obtain estimators through averaging over the estimators from
the resampled data. Hoffman et al. (2001) showed that WCR method works well
with various within-cluster correlations and account the effect of informative cluster
size. WCR method is computational intensive but yields consistent and asymptoti-
cally normal estimators. It has two advantages over GEE for the analysis of clustered
data. First, WCR handles the correlation structure in a fully ad hoc way, so that
the correlation structure is not required to be specified. Secondly, WCR remains
valid in the presence of informative cluster size, whereas the GEE method does not,
because WCR method can account for informative cluster sizes by assigning equal
chance when we resample from different clusters. Hoffman et al. (2001) developed the
WCR method and applied the method to angular data, Bayesian inference, p-value,
vector parameters, genetics data and random cluster sizes. Follmann et al. (2003)
established the asymptotic theories and application of the WCR method, referred as
multiple outputation. More recently, Miao (2014) applied the WCR method to ROC
function estimation for binary data.
In this article, we extend the cumulative and incident ROC function estimation (Song
and Zhou, 2008) to clustered survival data setting using WCR of Hoffman et al. (2001)
to perform the estimation of ROC in clustered survival data. Our method can be im-
plemented straightforwardly and achieve unbiased and consistent results. The theory
of WCR applied in marginal modeling of the clustered survival data is well developed
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in the GEE context (Cong et al., 2007), and the asymptotic theory of time-dependent
ROC function is developed (Song and Zhou, 2008). We investigate the WCR method
for clustered survival data such that the resampled independent data can be analyzed
using the conventional Cox model. And we compare our estimated standard error of
parameters with that estimated using naive approach, since the estimation equation
is identical by marginal and marginal approaches (Wei et al., 1989).
The rest of the article is organized as follows. In Section 4.2, we review the pa-
rameter estimation and its corresponding asymptotic large sample property of ROC
function in independent survival data. We also review the WCR method and justify
its validity in ROC estimation for clustered survival data. In Section 4.3, we conduct
simulation studies to assess the performance of our method, and compare the estima-
tion consistency and robustness of the proposed approach. In Section 4.4, we apply
our method to a real data analysis as an illustration. We provide some discussion in
Section 4.5.
4.2 Method
4.2.1 Marginal estimation based on partial likelihood estimating equations
Let i = 1, ..., n index the clusters which are assumed to be independent of each other,
and k = 1, ..., K denote the individuals within each cluster. Let Tik and Cik be the
failure and censoring times for the kth individual from the ith cluster, respectively.
Let Z denote the biomarker, where t ∈ [0, τ ] for some finite constant τ > 0. We
assume that Tik is conditionally independent of Cik given Zik. The observed time
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is Xik = min(Tik, Cik), with the failure indicator δik = I(Xik = Tik), where I(·)
is the indicator function. Within each cluster, we assume exchangeability among
individuals. So the hazard function of Tik given Zik for the kth individual from the
ith cluster is assumed to take the form
λk(t|Z) = λ0(t)exp{βTZik}, t ≥ 0, k = 1, ..., K, (4.1)
where β and λ0(t) represent respectively biomarker coefficient parameter and the
baseline hazard function. This hazard function essentially drives from the model
proposed by Wei et al. (1989), which allows different baseline hazards for different
units within each cluster as
λk(t|Z) = λ0kexp{βZik}, t ≥ 0, k = 1, ..., K. (4.2)
In model (4.2) each marginal model has its own regression parameters, whereas in
model (4.1) a common set of regression parameters across all K marginal models.
A main feature of (4.1) is that the covariate effects on the failures in all marginal
models are common and are jointly evaluated. In this article we use (4.1) as hazard
model assumption.
The pseudo-partial likelihood proposed by Lee et al. (1992) and Wei et al. (1989)
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is
L(β) =
n∏
i=1
K∏
k=1

exp{β′Zik(Xik)}
n∑
j=1
K∑
l=1
Yjl(Xik)exp{β′Zjl(Xik)}

δik
.
under model (4.1) and
L(β) =
n∏
i=1
K∏
k=1

exp{β′Zik(Xik)}
n∑
j=1
Yjk(Xik)exp{β′Zjk(Xik)}

δik
.
under model (4.2) (Note the difference in the denominator between the two functions
above). The corresponding score functions ∂logL(β)/∂β are
U(β) =
n∑
i=1
K∑
k=1
δik
{
Zik(Xik)− S¯
(1)(β,Xik)
S¯(0)(β,Xik)
}
.
and
U(β) =
n∑
i=1
K∑
k=1
δik
{
Zik(Xik)− S
(1)
k (β,Xik)
S
(0)
k (β,Xik)
}
.
where S
(0)
k (β, t) =
n∑
j=1
Yjk(t)e
β′Zjk(t), S
(1)
k (β, t) =
n∑
j=1
Yjk(t)Zjk(t)e
β′Zjk(t) for k = 1, ..., K,
and S¯(r)(β, t) =
K∑
k=1
S
(r)
k (β, t) for r = 0, 1. In both cases, we obtain the unique esti-
mator of β by solving U(β) = 0. A sandwich type of variance-covariance estimator is
derived from the Taylor expansion of the asymptotic normality of U(β) (Wei et al.,
1989).
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4.2.2 Definition and asymptotic properties of ROC function in independent survival
data
Song and Zhou (2008) proposed the estimation of cumulative and incident ROC curves
adjusting covariate effect and showed the advantage over Heagerty-Lumley-Pepe and
Heagerty-Zheng’s approaches in terms of efficiency of estimators using simulation
studies. Denoting the survival function for the ith subject with biomarker value
Xi at time t as S(t|Xi) = exp{−Λ0(t)exp(βXi)} in the proportional hazard model
setting, the Song-Zhou ROC function estimations can be expressed as:
FPR(x; t) =
∞∫
x
S(t|u)dP (X ≤ u)
∞∫
−∞
S(t|u)dP (X ≤ u)
=
n∑
i=1
Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
Sˆ{t|Xi}
, (4.3)
TPRC(x; t) =
∞∫
x
{1− S(t|u)}dP (X ≤ u)
∞∫
−∞
{1− S(t|u)}dP (X ≤ u)
=
n∑
i=1
1− Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
[
1− Sˆ{t|Xi}
] , (4.4)
TPRI(x; t) =
∞∫
x
f(t|u)dP (X ≤ u)
∞∫
−∞
f(t|u)dP (X ≤ u)
=
n∑
i=1
exp
{
βˆXi
}
Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
exp
{
βˆXi
}
Sˆ{t|Xi}
, (4.5)
Song and Zhou (2008) proved the asymptotic property of the cumulative and incident
ROC functions and estimated the standard error using the bootstrap method. Li and
Ning (2015) developed the R package to calculate the ROC functions and correspond-
ing standard error estimators, and we use their package in this article to calculate the
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standard error upon resampled data set.
4.2.3 Within-cluster resampling estimation for clustered survival data
Following Hoffman et al. (2001), we randomly sample, with replacement, one individ-
ual from each of the n clusters. The bth resampled dataset denoted by {Xbi , δbi ,Zbi(t); i =
1, ..., k, t ∈ [0, τ ]}, consists of n independent observations, which can be analyzed
using the Cox proportional hazards model for independent failure time data. For
b = 1, 2, ..., B, where B is a large fixed number, let Y bi (t) = I(X
b
j ≥ t) be the survival
indicator on whether ith subject in the resampled data set survives at the time t, we
introduce the following notation:
S
(k)
b (β, t) = n
−1
n∑
i=1
Y bi (t)Z
b
i(t)
⊗
k
exp{β′Zbi(t)},
s(k)(β, t) = E
{
S
(k)
b (β, t)
}
,
e(β, t) =
s(1)(β, t)
s(0)(β, t)
,
Vb(β, t) =
S
(2)
b (β, t)
S
(0)
b (β, t)
−
{
S
(1)
b (β, t)
S
(0)
b (β, t)
}⊗ 2
,
where a
⊗
k = 1, a, aa′ for k = 0, 1, 2.
For the bth resampled data, the partial likelihood function is
Lb(β) =
n∏
i=1
[
exp{β′Zbi(Y bi )}
S
(0)
b (β, Y
b
i )
]δbi
, (4.6)
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and accordingly, the score function is
Ub(β) =
n∑
i=1
τ∫
0
{
Zbi(t)−
S
(1)
b (β, t)
S
(0)
b (β, t)
}
dN bi (t). (4.7)
Solving Ub(β) = 0, we obtain a consistent estimator for β, denoted as βˆb. The
baseline cumulative hazard Λ0(t) =
t∫
0
λ0(u)du can be estimated by the Breslow-Aalan
estimator, which for the bth resampled data set is
Λˆb0(t, βˆb) =
k∑
i=1
t∫
0
dN bi (u)
k∑
j=1
Y bj (u)exp{βˆ′bZbi(u)}
.
After repeating this procedure B times, the WCR estimator for β, denoted as β¯, is
constructed as the average of the B resample-based estimators,
β¯ =
1
B
B∑
b=1
βˆb, (4.8)
and similarly, the WCR estimator for Λ0(t), denoted as Λ¯0(t, βˆ), is
Λ¯0(t, βˆ) =
1
B
B∑
b=1
Λˆb0(t, βˆb), (4.9)
where βˆ = (βˆ1, ..., βˆB).
Under certain regularity conditions (Anderson and Gill (1982), Fleming and Harring-
ton (1990)), for each resampled dataset, βˆb is consistent and asymptotically normal.
To prove the asymptotic normality of βˆb, the central limit theorem (CLT) cannot
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be directly applied because β¯ is the average of B identically distributed but depen-
dent estimators. Following Hoffman et al. (2001), we can denote β¯ as the average of
m independent cluster-specific terms so that the multivariate CLT can be applied.
Here we cite the asymptotic normality property of WCR estimator (Cong et al., 2007).
1. Under regularity conditions, as n → ∞, √n(β¯ − β0) → Np(0,Σ) in distribu-
tion, where Σ is a finite and positive definite matrix.
2. Under regularity conditions, Σˆ is consistent. As B increases, the covariance matrix
of β¯ converges to Σ. A consistent estimator for Σ is given as
Σˆ =
n
B
{
B∑
b=1
Σˆb − (B − 1)Ωˆ
}
, (4.10)
where Σˆb is the estimated variance-covariance matrix of βˆb given by
Σˆb =

n∑
i=1
τ∫
0
Vb(βˆb, t)dN
b
i (t)

−1
,
and Ωˆ is the estimated variance-covariance matrix among the B resample-based esti-
mators βˆb,
Ωˆ = (B − 1)−1
B∑
b=1
(βˆb − β¯)(βˆb − β¯)′.
3. Let W (t) =
√
nΛ¯0(t, βˆ)− Λ0(t), t ∈ [0, τ ], and let W(t) be a zero mean Gaussian
process with a finite covariance function. The random process W (t) converges weakly
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to W(t) for t ∈ [0, τ ].
An advantage of the WCR method is that the estimation can be obtained by maximiz-
ing the standard partial likelihood function for independent data without specifying
any correlation structure. After we obtain the consistent estimator of β and λ0(t) by
simply averaging over the estimators from the resampled data, we can also obtain the
variance-covariance matrix of β¯ in a straightforward way as following two sections
show.
4.2.4 Definition and asymptotic properties of ROC function in independent survival
data
For survival data there are several potential extensions of cross-sectional sensitivity
and specificity. Rather than a simple binary outcome, Yi = 1 a survival time can be
viewed as a time-varying binary outcome by focusing on the counting process repre-
sentation Ni(t) = 1(Ti ≤ t). Accuracy extensions are classified according to whether
the ”cases” used to define time-dependent sensitivity are incident cases where T = t,
or equivalently dNi(t) = 1, is used to define cases for time t, or cumulative cases where
T < 1 or N∗i (t) = 1 is used. We also consider whether ”controls” are static, defined
as subjects with Ti > t
∗ for a fixed value of t∗, or whether controls are dynamic and
defined for time t as those subjects with Ti > t. Following Heagerty and Zheng (2005)
we use the superscripts C and to denote different definitions of sensitivity, and use
the superscripts and to denote different definitions of specificity. In this article we
focus on a continuous variable marker X, that is used as a predictor of probability
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of failure. When our interest is in the accuracy of a hazard regression model in life
science data survival analysis, we use X as the biomarker.
For a baseline marker value, Heagerty et al. (2000) proposed versions of time-dependent
sensitivity and specificity using the definitions as
sensitivityC(c, t) : P (Xi > c|Ti ≤ t) = P (Xi > c|Ni(t) = 1)
specificityD(c, t) : P (Xi ≤ c|Ti > t) = P (Xi ≤ c|Ni(t) = 0).
Using this approach, at any fixed time t the entire population is classified as either
a case or a control on the basis of vital status at time t. Also, each individual
plays the role of a control for times t < T , but then contributes as a case for later
times, t ≥ Ti. ROC curves are defined as ROCC/Dt (p) = TPCt
{
[FPDt ]
−1(p)
}
where
TPCt (c) = P (Xi > c | N∗i (t) = 1), FPDt (c) = P (Xi > c | N∗i (t) = 0) and [FPDt ]−1(p) =
infcc : FP
D
t (c) ≤ p. In the absence of censoring, ROCC/Dt (p) can be estimated using
the empirical distribution of the marker separately among cases and controls. With
censored survival times Heagerty et al. (2000) developed a non-parametric estimator
based on either Kaplan-Miere estimator Kaplan and Meier (1958) or the nearest-
neighbor bivariate application estimator of Akritas (1994). On the other hand, Etzioni
et al. (1999) and Slate and Turnbull (2000) proposed another set of time-dependent
sensitivity and specificity as
sensitivityI(c, t) : P (Xi > c | Ti ≤ t) = P (Xi > c | dN∗i (t) = 1)
specificityD¯(c, t) : P (Xi ≤ c | Ti > t) = P (Xi ≤ c | N∗i (t) = 0).
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where dN∗i (t) = N
∗
i (t)−N∗i (t−). Using this definition, each subject does not change
disease status and is treated as either a case or a control. Cases are stratified accord-
ing to the time at which the event occurs (incident) and controls are defined as those
subjects who are event free through a fixed follow-up period, (0, t∗) (static). These
definitions facilitate the use of standard regression approaches for characterizing sen-
sitivity and specificity. Heagerty and Zheng (2005) proposed the incident/dynamic
definitions of sensitivity and specificity adopting Heagerty et al. (2000) and Etzioni
et al. (1999) as
sensitivityI(c, t) : P (Xi > c | Ti ≤ t) = P (Xi > c | dN∗i (t) = 1)
specificityD(c, t) : P (Xi ≤ c | Ti > t) = P (Xi ≤ c | N∗i (t) = 0).
Song and Zhou (2008) proposed the estimation of cumulative and incident ROC curves
adjusting covariate effect and showed the advantage over Heagerty-Lumley-Pepe and
Heagerty-Zheng’s approaches in terms of efficiency of estimators using simulation
studies. The Song-Zhou ROC function estimations are
FPR(x; t) =
∞∫
y
S(t|u)dP (Y ≤ u)
∞∫
−∞
S(t|u)dP (Y ≤ u)
=
n∑
i=1
Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
Sˆ{t|Xi}
, (4.11)
TPRC(x; t) =
∞∫
y
{1− S(t|u)}dP (Y ≤ u)
∞∫
−∞
{1− S(t|u)}dP (Y ≤ u)
=
n∑
i=1
1− Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
[
1− Sˆ{t|Xi}
] , (4.12)
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TPRI(x; t) =
∞∫
y
f(t|u)dP (Y ≤ u)
∞∫
−∞
f(t|u)dP (Y ≤ u)
=
n∑
i=1
exp
{
βˆXi
}
Sˆ{t|Xi}I(Xi ≥ x)
n∑
i=1
exp
{
βˆXi
}
Sˆ{t|Xi}
, (4.13)
Song and Zhou (2008) proved the asymptotic property of the cumulative and incident
ROC functions and estimated the standard error using the bootstrap method. Li and
Ning (2015) developed the R package to calculate the ROC functions and correspond-
ing standard error estimators, and we use their package in this article to calculate
the standard error upon each resampled data set which is executed in the following
section.
4.2.5 Estimate the ROC functions using within cluster resampling method
We apply the within cluster resampling methods for cluster ROC data. Denote αˆb (b =
1, ..., B) as the estimator of parameter α in the bth (b = 1, ..., B) resampled data set
among the B resampled data sets, the point estimator of α is the average of αˆs as
¯ˆα =
1
B
B∑
b=1
αˆb,
and the variance of αˆ is estimated by
v̂ar( ¯ˆα) =
1
B
B∑
b=1
v̂ar(αˆb)− 1
B − 1
B∑
b=1
(
αˆb − ¯ˆα
)2
.
Note that B−1
∑B
b=1 v̂ar(αˆb), which is the consistent estimator of var(αb), can be
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written in the sum of two parts, with one being the average of conditional expec-
tation of variance and the other one being the average of conditional variance of
expectation on all the resampled data sets as
var(αˆb) = var {E(αˆb|data)}+ E {var(αˆb|data)} .
In the equation above, the left hand side of the equation can be consistently esti-
mated by B−1
∑B
b=1 v̂ar(αˆb) as B is large. The first term on the right side hand of
the equation is the WCR estimated variance, which is the conditional variance of the
expectation of averaging over the resampled variance on all the resampled data sets,
because E(αˆb
∣∣data) = ¯ˆα. On the other hand, the second term on right side hand of
the equation is the average of conditional expectation of variance of the B estimators
on all the resampled data sets. We denote E {var(αˆb|data)} as S2α. Therefore, the
WCR estimated variance of α equals to B−1
∑B
b=1 v̂ar(αˆb) subtract S
2
α.
Let α denotes any interested parameter and P denotes a valid procedure to cal-
culate the parameter α based on X, the following diagram illustrates the steps of our
proposed WCR procedure for ROC function estimation.
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X↓
1 X(1) → P → αˆ1, σˆ21
2 X(2) → P → αˆ2, σˆ22
· · · · · ·
· · · · · ·
· · · · · ·
B X(B) → P → αˆB, σˆ2B
⇓
(
¯ˆα, ¯ˆσ2, S2αˆ
)
Note the estimators Sˆ(t), F̂PR, T̂PRC , T̂PRI , R̂OCC and R̂OCI can be viewed as α
in the WCR procedure above. Therefore the point estimators and the corresponding
variance estimators of all the ROC parameters can be obtained using the WCR pro-
cedure.
4.3 Simulation Study
Extensive simulation studies are conducted to assess the finite sample behavior of the
inference procedures proposed in Section 4.2. We consider the marginal model with
only one biomarker as covariate in two scenarios of constant cluster size and varying
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cluster size respectively.
Clustered failure times are generated using the method proposed by Rader et al.
(2014). In this article we perform the ROC function estimation on non-informative
and informative cluster size respectively. For non-informative cluster size scenario,
we consider the non-informative cluster size as ni = k for all n clusters. Follow-
ing steps in Rader et al. (2014), we specify the k × k correlation coefficients ma-
trix for each cluster in a structure where all the off-diagonal entries are ρ and di-
agonal entries 1. Then we create a kn × kn block diagonal matrix, denoted as
Σ with diagonal entries V and off-diagonal entries all 0. For each Vi, we do the
orthogonal decomposition. We denote the eigenvalue that corresponds to V i as
Λi = diag(λ1, λ2, ..., λk) and corresponding eigenvectors as ei1, ..., eik, we can decom-
pose Σ as Σ = EΛET , where Λ = diag(Λ1, ...,Λn) and E is a matrix consist of
eigenvectors as E = (e11, ..., e1k, ..., en1, ..., enk). First, we get the “square root” of Σ
as Ediag(λ
1/2
1 , λ
1/2
2 , ..., λ
1/2
kn )E
′, denoted as R. Second, we simulate kn i.i.d. random
numbers from standard normal distributed Uij and calculated Y = RUR
T so that we
have Y ∼ Nkn(0,Σ). Finally, the baseline survival time for each unit in each cluster
is derived from the inverse distribution function of Φ(Yij), where Φ is the cumulative
density function of the standard normal distribution.
To count the biomarker Z’s effect into the survival time simulation, first we sim-
ulate n i.i.d. standard normal distributed random numbers. Then we expand the
size-k cluster by replicating each number k times, for each set identical k numbers we
plus normal frailty denoted as i, i = 1, ..., k where  ∼ N(0, σ2). We set σ2 = 0.225
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in the simulation study. Therefore, the data have correlation coefficient between clus-
ters is 0, whereas within cluster the correlation is close to 1. Here, we mimic the
scenario where within cluster the observations that share same environment should
have highly correlated biomarker values but observations between clusters should have
highly uncorrelated biomarker values. With the assumption that baseline hazard is
constant at 0.1, we drive the failure time as Tij = −10 ∗ log(1− Φ(Yij))exp{−βZij}.
The censoring times, Cij, are generated from the uniform distribution, Unif(0, c),
where the value of c can be used to selected to achieve desired censoring rates. We let
c = 50 corresponding to 10% censoring rate. Final observed survival time is obtained
by Xij = min(Tij, Cij). We took the number of clusters m = 200 or 400. For each
setup, we simulated 1000 datasets and analyze each dataset using the WCR method
with resampling size, B, following the algorithm proposed by Follmann et al. (2003).
We evaluate the finite-sample performance of the proposed estimator on simulated
data and compare the performance to the naive approach which treat the clustered
survival times as independent observations. The simulation study results of time-
dependent ROC curves for the clustered survival data are summarized respectively in
Table 4.1 and Table 4.2. For each data set generated, we obtained the point estima-
tors of cumulative and incident ROC functions evaluated at 0.1, 0.3, 0.3, 0.5 and 0.9
TPR values and report the difference with true estimator which has true coefficient
as β = 1 as, as well as the corresponding standard error using WCR method. We also
calculated the sample standard deviation (SD) over the 1000 simulations, the mean
standard error (SE) and the 95% confidence interval coverage percentage (CP) for
each estimated ROC function. In most of the simulations, the B is between 1600 and
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2400. To compare our proposed approach with naive approach, we also reported all
the results estimated using naive approach. We can see both approaches yielded the
negligible bias. Also, the SE estimations from both WCR and naive approaches are
close to empirical SD, but the SE estimated using WCR approach is more closer to
the empirical SD than that from naive approach, so as the CP. As shown in Tables 1
and 2, when the cluster size is informative, the point estimates of the ROC functions
using the WCR method are approximately unbiased and the 95% confidence interval
coverage rates are close to the nominal value, whereas the MM estimates are sub-
stantially biased. On the other hand, when the cluster size is non-informative, all
point estimates are approximately unbiased and the coverage rates of all three meth-
ods are reasonably close to the nominal level. In both tables, the variation of the
parameter estimates decreases when the number of clusters increases. The sample
SDs are close to the mean SEs for the WCR method over the (0, 1) domain, which
suggests that the WCR method provide good estimates for the variability of ROC
functions. Contrasted to the proposed WCR method, the naive method which ignores
the correlation within cluster generally perform worse in terms of similarity between
the sample SDs and the mean SEs, as well as corresponding coverage rate.
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Table 4.1: Simulation results for ROC estimators evaluated at t = 1 in constant
cluster size scenario. Bias is the empirical bias (× 1000); SD is the empirical standard
deviation (× 1000); SE is the averaged bootstrapping-estimated standard errors (×
1000); ECR is the exponent of empirical convergence rate.
Constant Cluster Size
Cumulative ROC Incident ROC
Cut-off Method Bias SD SE CP Bias SD SE CP
n=200
0.1 WCR -1.26 40.9 40.6 97.3 -0.33 21.0 18.6 97.0
Naive -1.28 41.1 30.9 89.6 -0.37 21.8 15.6 91.3
0.3 WCR -0.86 30.2 29.5 96.1 -0.42 24.6 23.4 96.1
Naive -0.95 30.3 22.6 90.3 -0.49 24.6 18.8 92.4
0.5 WCR -0.12 18.9 18.5 97.0 -0.43 19.0 18.8 96.3
Naive -0.15 19.0 14.2 90.7 -0.46 19.3 14.9 93.0
0.7 WCR -0.30 9.4 9.3 97.0 -0.46 11.1 11.2 95.4
Naive -0.31 9.4 7.2 91.0 -0.47 11.0 8.8 91.2
0.9 WCR -0.19 2.4 2.2 94.4 -0.19 3.3 3.0 94.0
Naive -0.20 2.4 1.7 88.6 -0.18 3.3 2.5 90.6
n=400
0.1 WCR 1.09 29.3 28.0 97.2 1.94 15.0 13.8 93.5
Naive 1.01 30.4 20.5 90.5 1.99 15.4 11.7 90.5
0.3 WCR 0.74 21.3 20.2 95.7 0.46 18.1 15.6 93.4
Naive 0.67 22.2 40.6 87.7 0.62 18.0 12.4 89.6
0.5 WCR 0.12 13.3 12.7 97.2 0.47 14.3 12.8 96.2
Naive 0.10 14.3 10.9 88.2 0.54 14.3 11.0 91.9
0.7 WCR 0.14 6.7 6.3 95.3 0.27 8.3 7.6 96.2
Naive 0.11 6.9 5.4 91.9 0.32 8.4 7.5 92.9
0.9 WCR 0.04 1.6 1.6 96.7 0.13 2.4 2.2 97.6
Naive 0.06 1.7 1.1 89.1 0.18 2.6 1.9 91.3
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Table 4.2: Simulation results for ROC estimators evaluated at t = 1 in varying cluster
size scenario. Bias is the empirical bias (× 1000); SD is the empirical standard
deviation (× 1000); SE is the averaged bootstrapping-estimated standard errors (×
1000); ECR is the exponent of empirical convergence rate.
Varying Cluster Size
Cumulative ROC Incident ROC
Cut-off Method Bias SD SE CP Bias SD SE CP
n=200
0.1 WCR -0.95 47.8 45.6 95.7 1.19 25.8 23.5 96.5
Naive 1.13 45.4 36.9 90.3 1.08 25.4 17.7 90.4
0.3 WCR -0.74 21.3 20.2 96.1 0.56 18.1 15.6 96.1
Naive -0.88 22.2 15.3 87.7 0.54 18.0 12.4 91.7
0.5 WCR 0.42 13.3 12.7 97.2 0.67 14.3 12.8 96.0
Naive 0.30 14.3 11.9 92.2 0.74 14.3 11.0 91.9
0.7 WCR 0.21 6.7 6.3 95.3 0.27 8.3 7.6 95.9
Naive 0.18 6.9 6.0 91.9 0.32 8.4 7.5 92.9
0.9 WCR 0.07 1.6 1.6 96.7 0.13 2.4 2.2 96.1
Naive 0.09 1.7 1.3 90.1 0.18 2.6 2.2 95.3
n=400
0.1 WCR 0.63 22.4 22.9 96.2 1.17 15.4 14.3 95.1
Naive 0.56 22.0 20.4 92.0 1.14 15.1 11.3 89.7
0.3 WCR 0.56 12.0 11.3 94.6 0.47 17.4 17.0 97.0
Naive 0.34 12.3 9.4 90.0 0.45 17.1 14.3 91.8
0.5 WCR 0.21 9.1 9.9 95.8 0.56 13.6 14.0 96.5
Naive 0.21 9.3 7.1 88.8 0.56 13.6 11.0 90.5
0.7 WCR 0.19 4.4 4.4 95.2 0.35 6.6 6.9 95.9
Naive 0.28 5.8 4.0 88.6 0.16 6.1 4.9 90.0
0.9 WCR 0.11 2.2 2.1 96.8 0.09 1.1 1.1 94.5
Naive 0.06 5.8 4.0 90.5 0.11 1.3 0.8 89.7
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4.4 Data Examples
We provide an illustration with the well-known Sorbinil Retinopathy Trial (Sorbinil
Retinopathy Trial Research Group, 1990), which was conducted between August 1983
and June 1985 to evaluate the effectiveness of the aldose reductase inhibitor to slow
the development of diabetic retinopathy. In this study, 497 patients aged 18 to 56
years with insulin-dependent diabetes mellitus for 1 to 15 years were randomly as-
signed to take oral sorbinil or placebo and followed up for a median of 41 months.
The endpoint is two-step progression in retinopathy from baseline on the early treat-
ment diabetic retinopathy study (ETDRS) diabetic retinopathy grading scale. The
patients were followed for the occurrence of diabetic retinopathy progression in their
left and right eyes. The data set contains following variables: id, eye, survival time
(duration from enrollment to the onset of diabetic retinopathy progression or ad-
ministrative censoring), progression indicator, duration of diabetes at randomization,
diastolic blood pressure, total glycated hemoglobin at randomization, sorbinil assign-
ment, cholesterol level. Referring to the literature (Klein and Klein, 2002; Singh
et al., 1991), we decide to adjust treatment (sorbinil assignment) and demographic
variables (duration of diabetes and cholesterol level) as covariates in the marginal
model, and choose two lab test variables, diastolic blood pressure (DBP) and total
glycated hemoglobin (TGH), as the biomarkers. In this article, we combine the two
biomarkers into one score using the linear combination using coefficients estimated
from marginal model as 0.03566×DBP + 0.24283× TGH. In this study, each pa-
tient could potentially experience diabetic retinopathy progression in both eyes and
the time-to-progression endpoints on both eyes for a certain patient can be viewed
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as clustered survival data. Therefore, our proposed time-dependent ROC function to
evaluate the accuracy of discrimination of a biomarker in clustered survival data can
be applied to analyze this data. Since there is no biological difference between the
left and right eyes, it is natural to assume a common baseline hazard function for the
two failure types. As mentioned, the primary objective of our analysis in this article
is to assess whether the biomarker can accurately predict the classification of patients
of diabetic retinopathy progression at a certain time potential based on time to onset
of progression.
To ensure the validity of these estimators, we checked the proportional hazards as-
sumption using the method in Therneau and Grambsch (2000). There was no evi-
dences against the proportional hazards assumptions. To compare the accuracy of
the proposed score as the biomarker in distinguishing/predicting the subjects expe-
rience diabetic retinopathy progression by/at a given time t and those experience
diabetic retinopathy progression after t, we estimated the cumulative and incident
ROC curves separately for the two biomarkers using the estimator R̂OCC and R̂OCI
adjusting sorbinil assignment, duration of diabetes and cholesterol level at various
time points after enrollment. In Figure 3.1, we plot the estimated the cumulative
and incident ROC curves for the proposed score marker at t = 1, 2 and 4 years after
enrollment to compare the classification/prediction accuracy of the proposed score
marker distinguishing subjects. The 95% point-wise confidence intervals estimated
based on the robust estimator of standard error were computed by the WCR method
using 2000 resampled data sets. The point-wise confidence intervals estimated using
naive approach are also presented in the plots for reference. From the plots we can
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see the WCR estimated confidence intervals are wider than those estimated using
naive approach. Generally, the proposed score that combines diastolic blood pressure
and total glycated hemoglobin works well in classifying cases and controls for various
time points in that the estimated ROC curves and their confidence intervals are above
the diagonal line at all of the 3 time points. The objective of the present analysis
is twofold. First we use the proposed combined score as the marker to evaluate its
performance to discriminate between subjects who experienced diabetic retinopathy
progression by t years versus those who were progression free by t years using cumu-
lative ROC function. This objective can be interpreted as to identify those subjects
who are at “high risk” and for whom intervention is warranted. We also look at the
predictive ability of this marker to distinguish subjects who experience progression at
t years versus those who are progression free by t years using incident ROC function.
This objective can be interpreted as to identify (to treat) those subjects who are still
progression free, but likely to experience progression in the near future. The former
objective is evaluated using the cumulative ROC function that is based on baseline or
time-independent marker, while the later is evaluated by the incident ROC function
that is based on time-dependent marker. From the results we see the proposed score
can be used for both purposes in terms of its discrimination (cumulative ROC) or
prediction (incident ROC) ability, and it is not very sensitive to time t.
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Figure 4.1: Estimated cumulative and incident ROC curves for the proposed
biomarker using Sorbinil Retinopathy Trial data. The plots are, from the top, for
t = 1, 2 and 4, respectively. Estimated ROC curves is solid lines. Estimated 95%
point-wise confidence intervals using WCR and naive approaches are presented as
dashed lines by black and gray colors respectively.
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4.5 Discussion
The WCR method applied in estimation of ROC curves of clustered survival data
based on marginal model estimation has been shown to be unbiased and consistent
in the preceding paragraphs. Thanks to the remarkably developed computer science,
the simulation based WCR technique can be applied in personal computer without
severe burden of time consuming. While there has been methods, such as two-stage
bootstrap procedure, implemented in clustered, hierarchical or multilevel data (Cheng
et al., 2013; Sherman and Cessie, 1997), the WCR approach possesses the merit of
straightforward operation and the type I error control feasibility when determining
the resmapling size. The unbiasedness and consistency depends on the correct speci-
fication and assumption of proportional hazard model, and the interpretation of our
method is limited in population level. As Lin (1994) pointed out, there has been
considerable controversy over the unconditional specification of the marginal hazard
since β generally needs to be interpreted conditionally on the unobserved frailty. Ex-
tension of our method to incorporate estimate beyond marginal model, e.g. frailty
model, parameters could constitute a future study. Also, formal comparison of time-
depend ROC curves based on area under curve can be pursued, either via parametric
or simulation approach.
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Chapter 5
Discussion
Variable selection plays an important role in life science research. To a large extent,
the validity of scientific inference depends on the correct specification of the model.
In a practical data analysis, the analyst has to decide whether a variable should be
included in the model, what functional form it should take, and how accurate this co-
variate can distinguish disease/non-disease status of the subjects. The complexity of
the competing risks has greatly complicated the selection process. In this dissertation,
by placing a penalty on model complexity, the method fundamentally simplifies the
selection process to facilitate simultaneous and automatic variable selection. And af-
ter the selection, ROC function serves as the scale-free tool to evaluate the prognostic
potential of the selected variables by focusing on the correct classification capability.
A noticeable gap in the existing literature is the lack of selection procedures for com-
plex survival data, such as competing risks, interval censoring, correlated time etc.
The increasing popularity of the sub-distribution hazards model present an urgent
demand to fill this gap. This dissertation addresses this need in a systematic way, by
proposing an integrated procedure that shows an example to address these demand.
In this chapter, I would review the main methodological contribution and practical
impact of this research and highlight the meaningfulness and advantages of the three
topics in the following paragraphs.
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First, this dissertation has presented the method to automatically and simultaneously
select linear and non-linear effects for the sub-distribution hazards model. While the
selection of the linear effects helps to identify independent variables that are related
to the outcomes, selection of the non-linear effects serves the dual purpose of speci-
fying the underlying non-linear effect and provide more insight of the understanding
of the effect. Importantly, the reparametrization by spectral decomposition allows
the covariate effects in the linear and non-linear components to retain their own
covariance structures, while not restricting the model space by pre-excluding candi-
date models. Such an approach thus enables researchers to simultaneously perform
effect selection by identifying their corresponding functional forms. Additionally,
the reparametrization also allows the non-linear effects in the sub-distribution haz-
ards models to be linked in a common structure with same parameter dimension.
Practically, this reparametrization through spectral decomposition has made the se-
lection of non-linear effects by group penalty feasible. This reparametrization and
the linear/non-linear effect selection is not restricted to the sub-distribution haz-
ards model setting for studying the correlation between the covariate effects and the
survival outcomes. Actually, it could be extended to any model settings with lin-
ear combination of covariates and survival outcomes to investigate their correlations,
which should have wide applicability in clinical investigations.
Secondly, this thesis developed a method to identify the functional forms of indepen-
dent variables in an additive model. It provides a general nonparametric framework
for structural discovery in such a model setting. The decomposition of the B-spline
basis clearly partitions the independent variable effects into a parametric (linear)
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part and a nonparametric (nonlinear) part. We then present the model in a mixed-
effect model formulation. Methodologically, the basis decomposition and mixed model
representation serve as a bridge between variable selection and structural discovery.
Practically, it clearly depicts the independent variable effects as linear and nonlinear
other than lumping them together, thus retaining the model interpretability. The
same approach could be similarly extended to other survival models such as cause-
specific hazards model.
Thirdly, this thesis shows a way to apply the existing techniques in the complex
data settings. For example, the within-cluster-resampling technique is originally de-
veloped for the longitudinal data analysis, and we apply the technique in the clustered
data setting for ROC estimation to avoid complicated variance estimator derivation.
This though can be applied in many other scenarios where the estimation has been
well developed for independent data but difficult to extend to correlated setting.
Finally, this dissertation presents a general computational strategy for ROC function
with competing risks data. The ROC function estimators based on the estimated
CIF has its advantage in clear definition and useful interpretation in complex sur-
vival setting. The ROC function estimated from the CIF has its own restraint of sum
up to 1, so that the ROC function can be correctly used in the scenario where the
classification capability of a certain event has been adjusted for the existing of its
competing events. The non-parametric B-spline based estimation of the CIF assures
the flexibility of the computing while maintain the parameter interpretability and
computation feasibility. Furthermore, the application of the non-parametric variable
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selection and ROC function estimation is adaptable to some widely used existing
statistical packages with affordable computing burden in intermediate variable size.
At the conclusion of this dissertation, I am confident that the proposed procedure
will achieve more popularity in application. The development of more sophisticated
and easier to use packages for implement of the methods will further strengthen the
applicability. The methods here are mainly depicted but shall not be limited in the
joint model setting.
I anticipate that further modifications and extensions of the current work will become
necessary. Future extensions could include variable selections for time dependent co-
variate in competing risks modeling. Dealing with the missing data is an important
aspect that I did not study in the current dissertation. As well as the large sam-
ple behavior of the time-dependent ROC function estimations on interval censored
data. Notwithstanding these limitations, I hope that increased application of these
procedures will stimulate new thinking for the improvement of the proposed methods.
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Chapter 6
Appendix
To derive the consistency of the estimators, besides the conditions specified in Sec-
tion 3.2, we assume the following regularity conditions.
A. T and C are independent given Z.
B. P (V ≥ L) > 0 for a constant L > 0.
C. E(ZTZ) <∞.
D. Φ(t) is bounded and has bounded first and second order function for t ∈ (−∞,+∞).
E. For z ∈ Z, F (t|z) is an absolutely continuous function for t ∈ [0, L].
F. The conditional densities
fC(z; t) = −dTPR
C(z; t)
dz
=
F (t|z)F ′(z)
∞∫
−∞
{F (t|u)}dP (Z ≤ u)
,
f I(z; t) = −dTPR
I(z; t)
dz
=
f(t|z)F ′(z)
∞∫
−∞
f(t|u)dP (Z ≤ u)
,
f0(z; t) = −dFPR(z; t)
dz
=
[1− F (t|z)]F ′(z)
∞∫
−∞
[1− F (t|u)]dP (Z ≤ u)
,
exist.
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With some algebra, the ROC function can be estimated as :
T̂PRC(z; t) =
n∑
i=1
Fˆ (t|Zi) ∗ I{Zi > c}
n∑
i=1
Fˆ (t|Zi)
, (6.1)
T̂PRI(z; t) =
n∑
i=1
Fˆ (t|Zi) ∗ (1 + exp{φˆ(t) + βˆZi})−1 ∗ I{Zi > c}
n∑
i=1
Fˆ (t|Zi) ∗ (1 + exp{φˆ(t) + βˆZi})−1
, (6.2)
F̂PR(z; t) =
n∑
i=1
(1− Fˆ (t|Zi) ∗ I{Zi > c}
n∑
i=1
(1− Fˆ (t|Zi)
, (6.3)
where Fˆ (t|Zi) = exp{φˆ(t)+βˆZi}1+exp{φˆ(t)+βˆZi} . According to Bakoyannis et al. (2016), we know
that φˆ(t)
P−−→ φ(t) and βˆ P−−→ β. According to the continuous mapping theo-
rem of consistent estimator, if we denote (φ, β) as θ and (1, Z) as X we have
exp{φˆt+βˆZ}
1+exp{φˆt+βˆZ}
P−−→ exp{φt+βZ}
1+exp{φt+βZ} , since function g(θ) =
exp{Xθ}T
1+exp{XθT } is a real-valued func-
tion continuous at X. Therefore we prove Fˆ (t|Z) P−−→ F (t|Z).
Following Song and Zhou (2008), we have the same regularity condition of (β,Φ).
Since FPR is differentiable as a composite functional of (β,Φ), using the functional
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Taylor expansion, we have
T̂PRC(z; t)− TPRC(z; t) =
[∫ ∞
−∞
F (t|u)dΦ(u)
]−1 [∫ ∞
z
{
Fˆ (t|u)− F (t|u)
}
dΦ(u)
+
∫ ∞
z
F (t|u)d{Φˆ(u)− Φ(u)}
]
−
[∫ ∞
−∞
F (t|u)dΦ(u)
]−2 ∫ ∞
z
F (t|u)dΦ(u)
×
[∫ ∞
∞
{
Fˆ (t|u)− F (t|u)
}
dΦ(u)
+
∫ ∞
∞
F (t|u)d
{
dΦˆ(u)− Φ(u)
}]
+ op(1).
Since Φˆ(t)
P−−→ Φ(t) and Fˆ (t) P−−→ F (t) for given t, we have Φˆ(t) − Φ(t) = op(1)
and Fˆ (t) − F (t) = op(1), all the integrals above are converge to 0 in probabil-
ity. We have the above T̂PRC(z; t) − TPRC(z; t) P−−→ op(1). Therefor, we prove
T̂PRC(z; t)
P−−→ TPRC(z; t).
Similarly, the consistency of F̂PR can be proved.
Since the ROC function is the composite of TPRC(z; t) and FPR(z; t), the con-
sistency can be proved by continuous mapping theorem of consistent estimator.
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