Geothermal energy is becoming an important clean energy source, however, the stimulation of a reservoir for an Enhanced Geothermal System (EGS) is associated with seismic risk due to induced seismicity. Seismicity occurring due to the water injection at depth have to be well recorded and monitored. To mitigate the seismic risk of a damaging event, an appropriate alarm system needs to be in place for each individual experiment. In recent experiments, the so-called traffic-light alarm system, based on public response, local magnitude and peak ground velocity, was used. We aim to improve the pre-defined alarm system by introducing a probability-based approach; we retrospectively model the ongoing seismicity in real time with multiple statistical forecast models and then translate the forecast to seismic hazard in terms of probabilities of exceeding a ground motion intensity level. One class of models accounts for the water injection rate, the main parameter that can be controlled by the operators during an experiment. By translating the models into time-varying probabilities of exceeding various intensity levels, we provide tools which are well understood by the decision makers and can be used to determine thresholds non-exceedance during a reservoir stimulation; this, however, remains an entrepreneurial or political decision of the responsible project coordinators. We introduce forecast models based on the data set of an EGS experiment in the city of Basel. Between 2006 December 2 and 8, approximately 11 500 m 3 of water was injected into a 5-km-deep well at high pressures. A six-sensor borehole array, was installed by the company Geothermal Explorers Limited (GEL) at depths between 300 and 2700 m around the well to monitor the induced seismicity. The network recorded approximately 11 200 events during the injection phase, more than 3500 of which were located. With the traffic-light system, actions where implemented after an M L 2.7 event, the water injection was reduced and then stopped after another M L 2.5 event. A few hours later, an earthquake with M L 3.4, felt within the city, occurred, which led to bleed-off of the well. A risk study was later issued with the outcome that the experiment could not be resumed. We analyse the statistical features of the sequence and show that the sequence is well modelled with the Omori-Utsu law following the termination of water injection. Based on this model, the sequence will last 31+29/−14 years to reach the background level. We introduce statistical models based on Reasenberg and Jones and Epidemic Type Aftershock Sequence (ETAS) models, commonly used to model aftershock sequences. We compare and test different model setups to simulate the sequences, varying the number of fixed and free parameters. For one class of the ETAS models, we account for the flow rate at the injection borehole. We test the models against the observed data with standard likelihood tests and find the ETAS model accounting for the on flow rate to perform best. Such a model may in future serve as a valuable tool for designing probabilistic alarm systems for EGS experiments.
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I N T RO D U C T I O N
Enhanced Geothermal Systems (EGSs) represent an attractive source of alternative energy with a low carbon footprint and few environmental concerns. EGSs are commonly known as 'hot-dryrock' or 'hot-fractured-rock' technique and refer to a technology that uses hydraulic stimulation of a hot (T > 100
• C) but comparably impermeable (κ < 10 −16 m 2 ) rock mass at depth (Z > 3 km) to create an artificial geothermal reservoir. These systems are most economically viable in areas with a steep geothermal gradient because drilling costs increase exponentially with depth. Proximity to end users of heat and electricity gained from depth is desirable to minimize energy loss through distance.
In a 'hot-dry-rock' experiment, the rock mass is stimulated hydraulically by pumping fluids through an injection well under high pressure into the target area at depth (e.g. Smith 1983; Tenzer 2001) . The increase in pore pressure as the fluid propagates away from the injection well fractures the host rock locally. Generating fractures in the target rock mass simultaneously causes microseismicity through the fracturing process, defining the paths of the fluids to flow through and heat up. The spatial distribution of the micro-earthquakes provides important clues about the volume and orientation of the fractured rock at depth. Highly sensitive seismic monitoring techniques are routinely applied at EGS sites to map the spatial and temporal development of the stimulated volume and to characterize the geothermal reservoir (e.g. Wohlenberg & Keppler 1987; Haering et al. 2008) . Once a sufficiently large reservoir (volume >1 km 3 ) has developed, a second well is typically drilled into the stimulated volume. Water then flows between the two wells; hot water is extracted from the production borehole and engineered to an energy resource. Artificially creating fractures in rock is a necessary component of an EGS; this process bears the risk of producing not only micro-earthquakes but also possibly moderate-to-large magnitude earthquakes that could cause damage (Giardini 2009; Kraft et al. 2009) .
One of the first purely commercially oriented EGS projects was initiated in Basel, Switzerland, in 1996 by an industry consortium (GeoPower Basel) . The consortium led by Geothermal Explorers Limited (GEL) was well aware of the possibility of inducing earthquakes strong enough to be felt. To monitor earthquake activity and be prepared for hazard and risk mitigation actions, GEL adapted a 'traffic-light' system first proposed by Bommer et al. (2006) for the 'Berlin' geothermal project in El Salvador. The four stage traffic-light system was based on three components: (1) Public response, (2) observed local magnitude and (3) peak ground velocity (PGV). Haering et al. (2008) explain the different stages in detail; we only provide an abbreviated version here. According to the three components, the injection of fluids would be (1) continued as planned (green), (2) continued but not increased (yellow), (3) stopped and bleed-off stimulation pressure started (orange) or (4) stopped and bleed-off to minimum wellhead pressure started (red), where bleed-off implies to actively pump water out of the borehole. The traffic-light system is defined ad hoc and mainly based on expert judgment; however, it was the one single system that had been used in similar projects before (Bommer et al. 2006 ) and others did not exist at the time.
The fluid injection started on 2006 December 2. Approximately 11 500 m 3 water was injected into a 5-km-deep well at increasing flow rates to stimulate the reservoir. The seismicity was monitored by a six-sensor borehole array at depths between 300 m and 2700 m around the injection well (GEL) and by up to 30 seismic surface stations in the Basel area (SED) (Fig. 1) . More than 11 200 events were recorded, more than 3500 of which were located by GEL (Fig. 2) . The gradual increase in flow rate and wellhead pressure was accompanied by a steady increase in seismicity, both in terms of event rates and magnitudes (Fig. 3 ). In the early morning hours of December 8, after water had been injected at maximum rates in excess of 50 l s −1 and at wellhead pressures of up to 29.6 MPa for about 16 hr ), a magnitude M L 2.6 event occurred within the reservoir. This triggered the 'orange' alarm level, so that the injection pressure was reduced around 2006 December 8, 4:00 a.m., and fully stopped on the same day at 11:33 a.m . However, an M L 3.4 event occurred 5 hr later, widely felt within the city of Basel. Slight non-structural damage, such as fine cracks in plaster, corresponding to an intensity of V on the European Macroseismic Scale (EMS98), has been claimed by many homeowners, with a damage sum, estimated and to a large extent already paid by insurance, of US $7 million (Kraft et al. 2009) . About 1 hr after the M L 3.4 event, bleed-off was initiated by opening the injection well, and hydrostatic downhole pressure was reached within 4 d. Following this, the seismicity slowly decayed. However, three additional felt earthquakes with M L > 3 occurred 1-2 months after bleed-off. More than 3 yr later, sporadic seismicity inside the stimulated rock volume is still being detected by the downhole instruments. The EGS project was on hold for more than 2 yr, awaiting the completion of an independent risk analysis study. The results of this study, completed in 2009 November (Baisch et al. 2009a) , suggest that the risk of further felt and potentially damaging events is substantial. Public authorities thus decided that the project cannot be continued.
This well-monitored induced seismic sequence provides an excellent opportunity to improve the understanding of the physics of EGS. The Swiss Seismological Service (SED) at ETH Zurich, for example, is investigating the Basel data set in the framework of the multidisciplinary research project GEOTHERM (www.geotherm.ethz.ch) of which this study is a part. Several results have already been published (e.g. Deichmann & Ernst 2009; Deichmann & Giardini 2009; Kraft et al. 2009; Ripperger et al. 2009 ) and additional studies currently being conducted to be published.
The pressure reduction and eventual bleed-off of the system during the critical days around 2006 December 8 was consistent with the actions stipulated in the traffic-light systems; however, the public outcry, ongoing legal actions and ultimate termination of the Basel EGS project highlights clearly that the traffic-light system was, at least in this case, not a sufficient monitoring and alerting approach. A major goal of this study is to develop and test alternative probability-based statistical approaches to the traffic-light system. To achieve this goal, we first need to evaluate the performance of available statistical models that suitably describe and forecast features of induced seismicity and are readily able to forecast future seismic activity.
To model induced seismicity, a variety of approaches have been proposed in the past. Primarily physics-based approaches (Kohl & Megel 2007; Shapiro et al. 2007; Shapiro & Dinske 2009; Baisch et al. 2009c ) suggest a hydro-mechanical model of fluid migration through the rock matrix and cracks. Events in such a model are triggered directly by shear failure of favourably oriented natural joints as a response of normal stress reduction due to high-pressure fluid injection (e.g. Baisch et al. 2009b,c) . Such an approach also forms one of the logic tree branches of the Basel risk study and has been applied to other EGS projects, such as Soultz-sous-Forêts (Baisch et al. 2009b) or Cooper Basin (Baisch et al. 2009c) . In this study, however, we focus on statistical approaches that describe the time-dependent seismic hazard as a combination of empirical observation and statistical modelling of the observed seismicity. A model in this sense defines the total number and frequency-magnitude distribution of the future seismicity in a given time window. The aim of the models is to best forecast the seismicity but not necessarily to understand the detailed physics of the ongoing processes. In a statistical framework, the seismic sequence triggered by fluid injection can be understood and described as a point process, as for any other sequence of clustered earthquakes. In addition to fluid-triggered events, each event potentially triggers 'daughter' earthquakes by the static and dynamic stress changes induced by their rupture. The overall seismicity can be described as a cascading, or epidemic, process, responding to an external forcing function.
The advantage of using statistical models to describe the seismicity during EGS stimulation is that the models are comparatively simple and well established in statistical seismology (e.g. Ogata 1988; Hainzl & Ogata 2005; Gerstenberger et al. 2005; Woessner et al. 2010) . We show in this paper that the entire Basel sequence can in fact be well described using statistical models. We argue that such models should be considered as a starting point or reference model for any assessment of the time-dependent seismic hazard.
We adopt and compare two model frameworks widely used in the domain of time-varying earthquake forecasting on timescales of hours and days: et al. 2005 , 2007 Woessner et al. 2011) . STEP-based hazard maps were first implemented for time-dependent hazard forecasts in California and are available online at the United States Geological Survey (USGS) (http://earthquake.usgs.gov/eqcenter/step/).
(2) The Epidemic Type Aftershock Sequence (ETAS) model (Ogata 1988; Hainzl & Ogata 2005) . Based on ETAS, we also develop a model that takes the time-dependent pumping rate as an external forcing term into account.
None of these models has so far been applied to EGS-related seismicity but they are well established and tested in retrospective and in fully prospective forecasting experiments at regional scale (www.cseptesting.org; Schorlemmer et al. 2010; Woessner et al. 2011) , as well as on the scale of aftershocks sequences (Hainzl et al. 2009; Cocco et al. 2010; Woessner et al. 2011) .
We compare the forecasting ability of a total of eight models with standard likelihood testing approaches introduced by the Collaboratory for the Study of Earthquake Predictability (CSEP; Zechar et al. 2010; Schorlemmer et al. 2010; Woessner et al. 2011) . We propose that a quantitative approach to model testing and evaluation is valuable as the ultimate goal is to establish models that can be used for regulatory guidelines.
D ATA
The seismicity analysed in this study was recorded by six permanent downhole borehole geophones, operated by GEL. Four of the geophones were installed at intermediate depths between 300 and 600 m below the surface, one was at 1180 m and the deepest one at 2740 m. Prior analysis of this network led to the conclusion that two geophones at intermediate depth had a minor influence on the resolution and therefore they were not routinely processed . Fig. 1 indicates the location of the stations involved in the data acquisition. In addition to the borehole network, the SED maintained a dense network of seismometers and accelerometers; their locations are also shown in Fig. 1 .
The GEL network recorded over 11 200 events from 2006 December to 2008 July; 3500 had a good-quality signal and were located. Two magnitudes were provided: (1) local earthquake magnitudes (M L ) were provided by the SED for the largest ∼190 earthquakes only; and (2) a moment magnitude (M W ) was determined by the microseismic network of GEL . Since the moment magnitudes are available for all 3500 events, we will be using them throughout this report. Bethmann et al. (2007) showed that the moment magnitudes provided by GEL are comparable to the moment magnitudes calculated by the SED. Fig. 2 indicates the locations Probability-based monitoring approach for EGS 797 of all events located by GEL; earliest events occurred around the casing shoe and then migrated away from the opening, while latest events occurred to the east of the borehole. Dyer et al. (2008) and Haering et al. (2008) describe the evolution of seismicity in more detail. Fig. 3 Fig. 3 includes the applied flow rate. The injected water was increased step wise and reached a maximum of about 100 l s −1 before it was reduced. Dyer et al. (2008) describe the water injection and the pressure evolution in more detail.
M E T H O D Fitting the overall parameters of the sequence: b-values and duration
In a first step, we analyse the monitoring completeness and bulk statistical parameters of the sequence. Of specific interest in this context is an estimate of the time required for the seismicity to return to the background rate. This estimate has, possibly, an impact on the continued need to monitor the site.
To estimate seismicity parameters, we first need to analyse the magnitude of completeness, (M c ), of the catalogue as a function of time. We apply the maximum curvature method Woessner & Wiemer 2005) and require 150 events to estimate the M c for one sample. Most computations in this study are based on adaptations of the software package ZMAP (Wiemer 2001) . The completeness estimates span a period starting about mid-day 2006 December 3 until 2007 June, after which the seismicity becomes too sparse (Fig. 3 , as indicated by the black line). M c (t) varies between 0.5 ± 0.07 ≤ M c ≤ 0.9 ± 0.11 during the first 9 d of the time series (Fig. 3 ). These variations are most probably due to unpicked events during times of highest activity, because smaller events are hidden in the coda of larger ones. After a little more than 1 month, M c (t) remains constant at 0.5 ± 0.07. For the overall completeness of the entire sequence, we choose in the subsequent analysis a conservative value of 0.9, the maximum observed in any time period.
We then estimate activity rates and relative earthquake size distribution during the injection phase and the post-injection period. Using a maximum likelihood fit, we determine the a-and b-values of the Gutenberg-Richter (GR) law (Gutenberg & Richter 1942) , which describes the relation between the frequency of earthquakes and the magnitudes of an event.
where N is the number of events with magnitudes larger or equal to M, a describes the productivity of the sequence and b the ratio of small to large events. We find a substantial decrease of the b-value from 1.56 ± 0.05 to 1.15 ± 0.07 for co-and post-injection events, respectively, using the above-determined M c of 0.9. All uncertainties are computed by bootstrapping the data set 100 times and fitting the parameters values to the bootstrap samples. The annual a-values for the same periods change from 6.08 to 3.31 (Fig. 4 , colours as in Fig. 2 ).
Once the injection of water under high pressures stops, the seismicity decays gradually in the following weeks and months ( Fig. 5) , quite similar to any tectonic aftershock sequence. For aftershock sequences, the rate is usually well described by the Omori-Utsu law (Utsu 1961; Ogata 1999) .
where t is the time elapsed after the main shock, c and p are empirical parameters, characteristic for a specific sequence and k(M c ) is a function of the number of events with magnitudes above the completeness magnitude M c . We investigate whether the Omori-Utsu law can provide an acceptable fit to the data of the post-injection period. We fit the events with M w ≥ 0.9, that occurred between the end of the injection (December 8, at 11:33 a.m) and day 200 of the sequence. We find p = 1.33 ± 0.06, c = 0.38 ± 0.061 d and k = 86.6 ± 9.81 ( Fig. 5) as the mean parameters for 1000 bootstrap models. The two-sample Kolmogorov-Smirnov (Conover 1972; Woessner et al. 2004) test, testing whether the cumulative rate of the data and the fitted Omori-Utsu law belong to the same distribution, is not rejected at the significance level of 0.05. This indicates a good fit of the Omori-Utsu law to our data. Decay of the sequence after the termination of the water injection. A modified Omori-Utsu law is fitted to the sequence to determine its duration; circles represent the data. We only fit the first 200 d of data (dark circles); events after this time (grey circles) fall within the uncertainty. The background of this region and the uncertainty are indicated at the bottom of the figure. Where they intercept with the model, we find the duration of the sequence. The black box indicates the uncertainty and the black star the best fit. We find a duration of 31 +29/−14 years.
To estimate the expected duration of the sequence, we additionally determine the background seismicity rate for this region. No event has ever been located within the small stimulated volume of about 1 km 3 during the 25-yr history of recording microseismicity in Switzerland. We therefore use as a proxy the seismic activity rate of the seismogenic source zone of Basel used in the determination of the Swiss Seismic hazard in 2004 (Giardini et al. 2004; Wiemer et al. 2009 ). The rate is normalized to the size of the stimulated volume (more specifically, to its 2-D areal extension). This assumption is consistent with the definition of a seismic source as a zone of equal seismic potential in seismic hazard assessment. The seismogenic source zone has an a-value of 2.31, a b-value of 0.9 and spans over an area of 1741 km 2 . The area affected by the injection is 1.6 km 2 which leads to a background rate of R b = 3.38 e −4 events per day with M W ≥ 0.9. In other words, an M W ≥ 0.9 event should occur naturally only about every 8 yr. If we solve the Omori-Utsu law (eq. 2) for the duration, we get (Woessner 2005 )
With these values, we obtain a duration of the 'aftershock' sequence of t a = 31 + 29/− 14 yr, where the uncertainties are obtained from the bootstraps in Fig. 5 .
Forecasting models
We apply two different classes of model, which we introduce in the following paragraphs. Both models have been used to forecast aftershock sequence and are modified by us to be applied to an induced seismic sequence. Reasenberg & Jones (1989 , 1990 , 1994 combine the GR law (eq. 1) and the Omori-Utsu law (eq. 2) to determine the probability of triggering earthquakes. They express the rate λ of aftershocks with magnitudes larger than M c at a given time t after the main shock with magnitude M m as
The Reasenberg & Jones model
whereã is given as
where
and a, b, p and c are the same constants as in eqs (1) and (2), respectively. The probability P of one or more events occurring in the magnitude range (M 1 ≤ M < M 2 , with M 1 ≥ M c ) and the time range (S ≤ t < T ) is then given as )
Here, we treat each individual event as a main shock and sum the rates λ in each time bin to obtain the joint probability P of observing one or more event in the given magnitude range.
Epidemic Type Aftershock Models
We use an epidemic type aftershock (ETAS) model of Ogata (1988) . The rate of aftershocks induced by an event occurring at time t with magnitude M i is given by
The parameters c and p are empirical parameters (compare eq. 4) and K and α describe the productivity of the sequence. The total occurrence rate is the sum of the rate of all preceding earthquakes and a constant background rate λ 0 .
We consider that the forcing term should depend on the applied injection flow rate F r . According to Shapiro & Dinske (2009) , we can model the fluid-triggered event rate as proportional to the injection rate. We therefore modify the background to be
with c f and μ being free parameters.
Forecasts with the ETAS model have to include secondary aftershock triggering during the prediction period. For that purpose, we use the mean of 10 000 Monte Carlo simulations based on the inverse transform method by Felzer et al. (2002) to obtain a stable forecast. The contribution in each magnitude bin is simply obtained by applying the GR frequency-magnitude relation to this rate with a given b-value.
For the Basel case study, we test different model versions:
(i) In two versions (E1 and E3), we set c f = 0 to see whether the model without the physically reasonable dependence on the flow rate has a similar prediction power.
(ii) Fitting too many parameters to a limited data set can also lead to a reduced prediction power of the model. Thus we fixed in two versions (E1 and E2) as many parameters as possible to generic parameters known from previous model applications.
(iii) In versions E4 and E5, we fit c f in addition to all other parameters. To forecast rates for time t i , we use F r (t i−1 ) for E4 and F r (t i ) for E5.
M O D E L L I N G A P P ROA C H E S
Before we apply and compare the statistical forecast models, we define a common framework in which we apply and test the models. This involves choosing the testing period, the updating strategy and the magnitude range in which to test the forecast. Although these choices are somewhat arbitrary, they can potentially have a significant effect on the outcome of the testing, and they reflect to some extent the requirements of end users. We use the experience of the RELM and CSEP experiments to define the 'rules of the game' and retrospective testing of aftershock sequences (Field 2007; Schorlemmer et al. 2010; Woessner et al. 2011 ).
For both model classes, the RJ-models (R0-R2) and the ETASmodels (E1-E5), we apply two modelling approaches: (1) Use one set of pre-determined parameters from the entire sequence; and (2) Update model parameter values with successively extending the period for assembling data by 6 hr. Models R1, E1 and E2 fall into class (1); we use generic parameters defined for other sequences and make forecasts with those in 6-hr bins. Models R2 and E3-E5 fall into class (2); here, we start with the same generic parameters, but after the first 6 hr of data, we fit the parameters to the data. We use increasing time bins and fit the parameters again after every time bin. For example, we fit the parameters to the first 12 hr of events to forecast hours 12-18. For both classes, we evaluate the performance of the models in 6-hr bins.
In addition, we consider one model, R0, which is non-causal in the sense that it represents the best fit of a R&J model to the sequence. For this model, we divide the sequence in two parts, a coinjection and a post-injection period and fit a set of parameters to each period. Table 1 summarizes all eight models. For all models, we have both fixed and free parameters. The fixed parameters are based on generic values determined for other sequences or values found in the literature. For all approaches we fix the b-value at 1 and the c-value at 0.01 which is somewhat arbitrary; both values are often found in literature. We use neither the b-value fitted to the sequence nor the b-value of the seismic source zone as we cannot justify using either of them in the forecasting mode. Using a c-value of 0.01 is consistent with the literature (Reasenberg & Jones 1989) . For the R&J models we use generic parameters defined by Reasenberg & Jones (1989) , for model R1 we use them for the whole sequence, for R2 we start with those parameters. For the ETAS models, we use the generic parameters of p = 1.2 and α = 0.8, which are typical values for tectonic events (Ogata 1992) . We apply them to the whole sequence for models E1 and E2 and use them as starting values for E3-E5.
In addition to the fixed parameters, we list the free parameters for each model in Table 1 . The more free parameters a model includes, the better its fit to past data should be; yet more parameters come at the cost of less robust models. To comparatively evaluate the model performances one would then have to resort to measures, such as the Bayesian Information Criterion or Akaike Information Criterion, which penalize models with more degrees of freedom. In our case we choose a different strategy that mimics prospective testing: Because each model forecasts the seismicity of the period [t, t + 6 hr ] only with information obtained until time t, the forecast has zero degrees of freedom; therefore comparing the model likelihoods is sufficient.
Modelling results
We compute forecasts of the seismicity for the eight models summarized in Table 1 . For each model, we determine seismicity rates within 6 hr for a magnitude bin from M W = 0.9-3.5 and compare them with observed events above M W ≥ 0.9. We start to forecast with the start of the fluid injection at 2.12.2006, 6 p.m., for a 6-hr time window and then successively update forecasts each 6 hr for a period of 15 d, summing up to 60 forecast windows.
The rate forecasts for all models in Fig. 6 are shown compared to the observed seismicity indicated by the solid black line with circle markers. The top panel shows the three different Reasenberg and Jones models R0 to R2, the middle panel shows the ETAS model where flow rate was not included (E1 and E3) and the lowest panel shows the three ETAS models where flow rate was included in the modelling (E2, E4 and E5).
From a first visual inspection of Fig. 6 , we observe that model R1 underpredicts the rate of earthquakes during the intense injection period by more than a factor of 10, suggesting that an R&J model with generic parameters is not a suitable model to explain the induced sequence well. Model R0, which uses parameter values estimated retrospectively for the entire sequence for the co-and post-injection periods, demonstrates that if the 'right' set of parameters were known beforehand, an R&J model would be able to explain the seismicity well. Model R2, which updates the generic parameters every 6 hr, matches the seismicity rate much better than Model R1 in the coinjection period of the sequence; however, the model consistently overpredicts the post-injection seismicity of the sequence. This is similarly observed for model E1, an ETAS model using pre-defined parameters that are not updated during the forecasting experiment. Neither R1 nor E1 are able to respond adequately to the change of boundary conditions that occurs when the injection stops. Models E2-E5 fit the seismicity rate well based on a visual inspection.
Performance evaluation
To quantitatively test the model forecasts in a pseudo-prospective approach, we use the N(umber)-test (Schorlemmer et al. 2007 Lombardi & Marzocchi 2010; Werner et al. 2010; Woessner et al. 2011) . This test compares the total forecast rates with the total number of observed earthquakes in the entire volume and indicates whether the too few or too many events are forecast or if the forecast is consistent with the observation. For example, if the model forecasts 0.5 events and 1 is observed, the cumulative Poisson In addition, we perform the L(ikelihood)-test (Schorlemmer et al. 2007 . This test evaluates whether the forecast number of events and the distribution in the magnitude bins is consistent with the observation, again assuming the entire volume as one spatial bin. For each magnitude bin we compute the log-likelihoods and sum this to a joint log-likelihood of the forecast. To verify that the joint log-likelihood is consistent with what is expected if the model is correct, we simulate 10 000 synthetic catalogues consistent with the forecast model and compute their log-likelihood values. This distribution of likelihood values is then compared with the observed log-likelihood. The quantile score γ then measures the amount of simulated log-likelihood values that are smaller than the observed log-likelihood. This test is one-sided and we reject a model if γ < 0.025 which implies that the observed log-likelihood is much smaller than expected if the model is true. According to the N-Test, we define the rejection ratio R L that denotes the percentage of test bins that do not pass the L-test.
In Fig. 7 we show the log-likelihoods for each 6-hr bin of model E5. Bins, in which the observed log-likelihood falls within the 95 per cent confidence interval of the simulated values (grey error bars) are indicated by black squares; light grey squares denote bins in which the observed log-likelihood score falls outside the confidence limits. The rejection rate R L for E5 is 0.15 (Table 2) , therefore nine bins out of 60 are rejected.
In addition, we calculate the joint log-likelihood of each model as a sum of over all time bins. Less negative joint log-likelihood indicates a better fit between model and data.
In Table 2 we summarize the scores of both tests and the joint loglikelihoods for each model. The joint log-likelihood confirms the visual inspection: The poorest model in terms of likelihood is R1, the best model in terms of the joint log-likelihood is model E5, closely followed by E4. However, none of the pseudo-prospective models reach the same likelihood as model R0, which is a retrospective fit to the entire sequence.
The models allow us to forecast the rate, or probability, of larger and potentially felt or damaging events. Fig. 8 shows such a forecast as the probability of a M W ≥ 2.0, 3.0 and 4.0 events as a function of time for the next 6-hr period based on model E5. Probabilities of magnitudes above 2 are high from the start and decay to probability values of less than 0.5 only after the injection is finished. Probabilities for higher magnitudes such as 3 and 4 are smaller, but reach 0.51 and 0.07 nonetheless.
Translating forecast rates to time-varying seismic hazard
The forecast rates for each magnitude bin of each model are the basic input needed to produce a time-dependent hazard model. We convert rates into probabilities of a given ground motion intensity, using standard procedures introduced originally by Cornell (1968) . Hazard is the result of a combination of seismic rates, their frequency-size distribution and the Ground Motion Prediction Equation (GMPE) and its uncertainty. In contrast to the standard hazard assessment, which is computed for recurrence periods of hundreds to thousands of years, we are here interested in shortterm hazard in the order of hours to days. This is identical to the time-dependent hazard assessment introduced for aftershocks sequences by and used in California (Gerstenberger et al. 2005 ). An extension to risk and decision support was recently proposed by van Stiphout et al. (2010) .
To adapt the ground motion forecast to for Switzerland, we adjust the attenuation relation according to Fäh et al. (2003) , expressed in the European Macroseismic Scale intensity (EMS). We integrate the hazard from M W ≥ 2.5 upward. The maximum magnitude, M max , that is used in the induced hazard is another critical factor; it determines the roll-off at higher intensities. As an initial estimate we choose a somewhat arbitrary value of M W = 5.0; however, we show the effect of a different maximum magnitude later. Figure 6 . Summary of all eight models; (a) three models based on the Reasenberg & Jones approach, (b) two models based on ETAS approach without flow rate and (c) three models based on ETAS approach with flow rate. In all three panels, the observed rates within the next 6 hr is indicated with a bold black line and circles. The time of the shut in and the two largest events that led to actions within the traffic-light system are indicated.
Each model can then be translated into a hazard curve for the next 6-hr period. Fig. 9(a) shows three typical examples of hazard curves, at three different times (day 3, day 6 and day 12), the background hazard curve is also indicated. The hazard during the intense induced sequence exceeds the background by a factor of more than 100. To visualize the evolution of the hazard as a function of time, we show the probability of exceeding EMS intensities III, IV and V for model E5 as a function of time in Fig. 9(b) . EMS intensity III is the level at which a few people start feeling a light shaking indoors, an event with intensity IV is already felt by many indoors and intensity V is felt by most indoors and the vibration is strong (Gruenthal 1998) . The exceedance probabilities reach levels of 0.2 for EMS III and IV already on day 1. A probability level of 0.1 is reached on day 4 for EMS intensity V. The maximum probability levels are 0.99, 0.55 and 0.12 for EMS intensity III, IV and V, respectively. All three maximum levels are reached after 5 d and 6 hr, that is, before water injection was stopped and before the largest event occurred.
D I S C U S S I O N A N D C O N C L U S I O N
The ultimate termination of the Basel EGS pilot study due to the public outcry as a consequence of the sequence of strongly felt earthquakes poses a substantial challenge for future EGS systems. In hindsight, it is obvious that the potential for triggering felt earthquakes was underestimated by GEL, as well as by the regulatory bodies. However, even today, more than 3 yr after the main injection, scientists are neither able to accurately forecast the response of a rock volume to the injection of water at high pressures, nor are there universally accepted guidelines for hazard and risk assessment prior, during and after a stimulation. We see our study as a contribution towards an improved ability to forecast induced seismicity as it unfolds.
The seismicity recorded during and after the stimulation of the Basel EGS is one of the best monitored sequences of its kind. Our analysis of the monitoring completeness as a function of time (Fig. 3) shows that M c (t) varies between 0.5 and 0.9. Higher values of M c are typical during the first hours of intense aftershocks sequences, when the coda of larger events mask the smaller ones (e.g. Woessner & Wiemer 2005) . We suspect that the temporal changes in M c (Fig. 3) are caused by the same mechanism. In addition, it is possible that M c (t) changes as a results of temporal changes in the activity areas: If areas of a higher M c (i.e. further away from the sensors) are more active, the overall M c will appear to increase.
Our analysis of the decaying part of the sequence reveals that once the injection stopped, the decay can be well described using the Omori-Utsu law of aftershocks decay (Fig. 5) . The comparison between model and data passes the Kolmogorov-Smirnov test, which in our experience is a rather strict test for compliance to aftershock seismicity (Conover 1972; Woessner et al. 2004) . From a statistical viewpoint, there is nothing special about the sequence, which is consistent with the conclusion by Deichmann & Giardini (2009) that the earthquakes induced by the reservoir stimulation below Basel, rather than representing a case of hydrofracturing, occurred mainly as shear dislocation on pre-existing faults that were triggered by the increase in pore pressure due to the injected water, but driven by the ambient tectonic stress. In addition, we suggest that an unknown fraction of the events are not directly triggered by the change in pore pressure but rather indirectly as 'aftershocks' to other events, or as 'daughter events' in a cascading model.
Our assessment that the seismicity will take about 31+29/ −14 years to decay to the background is consistent with the observations of aftershock sequences (Stein & Mian Liu 2009 ) as well as with predictions of laboratory studies (Dieterich 1994) . In aftershock sequences, the duration of the sequences, defined as the time when the rate returns to that before the event, has been proposed to be inversely correlated with the tectonic loading rate. The rate and state model of fault friction, which predicts changes in fault properties after earthquakes, and which is commonly used for aftershock studies (Dieterich 1994) , predicts an aftershock duration of
whereτ is the rate of shear stressing on the fault, σ is the normal stress and A is a constitutive parameter. Although the stressing rate is is hard to measure, it is roughly proportional to the loading rate. The loading rate in Switzerland, and also in the Basel region is known to be low (<1 mm yr −1 ) and aftershock sequences are therefore expected to last longer than in tectonically more active regions.
The major unknown in the estimation of the aftershock duration is the local background rate. Ideally, monitoring at a comparable completeness level of the same rock volume for several years would establish the background seismicity rate. This approach is prohibitively expensive. We chose the regional background rate, extrapolated from the microseismicity record, as a proxy, but the local variability of the background at the scale of 1 km is unknown. Supporting evidence for a low background rate comes from the observation that micro-earthquakes in the past 3 yr have been confined to the induced volume, no events have been detected outside the well-defined volume shown also in Fig. 2 , although the network of borehole sensors in principle would be able to detect them.
Our focus of modelling the rates of the microseismicity is on two largely statistical models, the Reasenberg and Jones approach (Reasenberg & Jones 1989) and the ETAS model (Ogata 1988; Hainzl & Ogata 2005) . There are a number of reasons why we consider these models suitable alternatives to more physics-based modelling approaches (Kohl & Megel 2007; Shapiro et al. 2007 Shapiro et al. , 2010 Baisch et al. 2009b) .
(i) Catalogue data of the microseismicity used for forecasting is, at least in principle, readily available in near real time, a requirement for building a real-time hazard assessment system.
(ii) Statistical models are well understood and well tested, because they are used commonly to model the behaviour of aftershocks and swarms (Ogata 1988; Reasenberg & Jones 1989; Hainzl & Ogata 2005; Woessner et al. 2010) .
(iii) The statistical models are comparatively simple, and make no assumptions about the underlying physics or rock properties. They can therefore be considered as starting models, while more refined models should be used for forecasting only if shown to be superior in their ability to forecast the seismicity.
(iv) The models output a seismicity rate forecast which can be converted to time-dependent hazard estimates: both of these outputs can readily be implemented as a measure for decisions on continuing an EGS experiment. This is not easily performed with physics-based models without introducing additional stochasticity (Hainzl et al. 2009; Cocco et al. 2010; Woessner et al. 2010 ).
One of our major objectives was to define a more quantitative alternative to the traffic-light system used so far in the monitoring and regulation of EGS creation (Bommer et al. 2006) . Based on our findings here we propose that such a system would be built using a model such as E5 applied in real time, and translating the rates into hazard. This implies that first of all, a suitable real-time motoring system must exist that, within minutes, can deliver reliable locations and magnitudes for the dozens to hundreds of events that can occur during stimulation every hour. It also implies that beforehand, a plan of action must be agreed upon that specifies the actions to take once a certain hazard threshold is reached. Models such as E5, which integrates the flow rate, can be used to forecast the expected hazard if a certain flow rate is applied in the hours and days to come; they can thus not only be used from a regulatory point of view, but also assist the operators in their decision making. The approach we propose here is, in our assessment, a substantial advance when compared to the traffic-light system, because: (i) Not only a single magnitude of one larger events counts, but also the many small ones that occur. Including these small events for forecasting and decision making increases the robustness.
(ii) We consider real-time information and update the forecast as new information arrives.
(iii) Our model has been tested in a pseudo-prospective sense and also works well at regional and local scale for natural seismicity.
(iv) The model is hazard/risk based, and is able to consider uncertainties in all parameters and thus allows for informed decisions making.
(v) Our model can be used to simulate alternative stimulation strategies and their implications for future seismicity; by assuming different parameter values in these simulations, adequate modelling of different tectonic environments in terms of their productivity can be achieved.
Translating the forecast rates into seismic hazard is a straightforward calculation, and has been already implemented successfully at local and regional scale (e.g. Gerstenberger et al. 2005 Gerstenberger et al. , 2007 . It was also applied in the Basel risk study (Baisch et al. 2009a) . We believe that this translation should be an integral part of a future monitoring and regulatory framework, because it allows to set thresholds that are hazard/risk based and fully probabilistic by definition. We anticipate that the underlying forecast models will become increasingly complex, and ensemble forecasting or logic trees will be considered just like they are in weather forecasting or probabilistic seismic hazard assessment. By translating all forecast rates, and their uncertainties, into hazard, taking into account the uncertainties in the expected ground motions, seismologists have combined the best of their knowledge into (comparatively) simple numbers. The hazard integration then takes care of integrating all magnitude bins, as well as the fact that sometimes smaller events can create larger than to be expected ground motions.
Further adding knowledge on the fragility of buildings, and translating into time-dependent risk, is then the next logical step, also already a part of the SERIANEX study (Baisch et al. 2009a) . van Stiphout et al. (2010) introduced time-dependent risk assessment at a local scale by analysing the seismicity in the L'Aquila region. It is entirely possible to compute a threshold, for example, of a 1 per cent probability of exceeding damages of CHF 10 million or more, or not exceeding a 10 per cent annual probability of causing a casualty. Therefore, such a threshold will be an integral part of any insurance scheme implemented for EGS systems. We believe that EGS technology and the associated clean energy does not come without a risk, as it is the case for almost any other technology. As scientists we strive to describe and reduce the risk. The decision on how much risk to take-essentially where to set a threshold in our Fig. 9 (b)-is ultimately a political process. We see our paper in this context as a contribution towards building robust, and community-accepted, forecast models.
One of the major 'free' parameters of such a model is the maximum possible magnitude, Mmax, used in the hazard calculation. There is very little knowledge how to set this number. Contemporary PSHA studies tend to set a larger M max than applied in both our study and SERIANEX. The underlying question is wide open: Does the intense activity during stimulation also increase the probability of triggering an event with source dimensions significantly larger than the stimulated volume? The conservative answer to this question taken in regional time-dependent hazard assessment is that all earthquakes are treated equally, such that triggering is possible all the way to the regional M max , which in the case of Switzerland is set between around 6 and 7.5 (Wiemer et al. 2009 ). Choosing a higher M max will increase the hazard at higher ground motions, but may not be the critical factor in reaching an action threshold because already moderate events of M 3-4, with source dimensions well within the induced volume, can cause large enough ground motions to create non-structural damage. We show the effect of three different M max : (1) 3.7, which was used by Baisch et al. (2009a) for the Basel risk study, (2) 5, which was used for this study and (3) 7, which is the maximum magnitude of the seismic zone of Basel in Fig. 10(a) . We show the time evolution for these three M max for two different EMS intensities III and V. While the probabilities for the lower intensity and higher probabilities practically overlap, we see a higher differentiation for the higher intensity. The inset in Fig. 10(a) shows a snapshot of the probabilities for different M max at day three (indicated by a dashed line). The curve with the smallest M max drops off the fastest while the other two only begin to drop off at EMS intensities VI and VIII, respectively.
Another factor that we have not yet discussed is the influence of the b-value. We assume a constant b-value of 1 for all of our models. As we do not test for different magnitude bins, it has no influence there. However, the b-value has an influence on the hazard integration. In Fig. 10(b) we show the time evolution of the hazard for three different assumptions: (1) b-value of 1, as in this study, (2) b-value of 0.9 as the seismogenic source zone of Basel (Giardini et al. 2004; Wiemer et al. 2009 ) and (3) b-values of 1.59 for coinjection and 1.15 for post-injection events, respectively, as we find for this data set (compare Fig. 4) . The inset shows, similar as in Fig. 10(a) , a snapshot of the hazard for different EMS intensities at day three. The hazard is strongly reduced with higher b values and increases as this value decreases. However, for this study we fixed the b-value at 1, as the values of the whole sequence cannot be justified for a real-time approach as they are only known a posteriori. For all curves in Fig. 10(a) we use a b-value of 1 and for all curves in Fig. 10(b) we use a M max of 5.
We show here the importance of quantitative testing of a model performance. We apply tests defined by the international Collaboratory for the Study of Earthquake Predictability (CSEP, www.cseptesting.org). Work on induced seismicity, can in our opinion, benefit substantially from CSEP, for example, by using the community-accepted testing algorithms, such as the N-and L-test employed here, and by exploiting the models tested within CSEP. Both the R&J and ETAS models are currently being tested in fully prospective tests in a variety of testing regions . In addition, pseudo-prospective tests of models at the more local scale of aftershock sequences have been performed recently as an extension of the CSEP concept (Hainzl et al. 2009; Cocco et al. 2010; Woessner et al. 2010) , which again offer highly relevant insights for modelling the induced seismicity. Reciprocally, the CSEP process can in our opinion also benefit from the work on induced sequences, because it offers the possibility to evaluate and improve modelling and testing within a reasonably well-constrained environment.
The testing applied in our study reveals that a fully retrospective matching of a sequence and a model forecast is misleadingly successful. Model R0, a rather simple model, offers the best fit to the data both in terms of N-and L-test. It passes as an accepted model and is not rejected by the tests at the 5 per cent significance levels. However, the same model, when applied in a pseudo-prospective sense (R2), performs quite poorly when compared to other models. This illustrates that the pseudo-prospective approach applied by us, which recreates a real-time setup, is needed to achieve a less biased assessment of the forecasting ability of models. We suggest the rigorous testing approach applied in this study has been lacking so far in the evaluation of models for induced seismicity, and that future studies that propose methods for modelling induced seismicity should choose similar quantitative approaches.
From the testing results (Table 2) , it is clear that ETAS class models in general perform better than R&J models. This finding is consistent with the current assessment of these models in various testing regions and pseudo-respective testing on aftershock sequences. The performance difference in our case may in fact be more substantial, because of the extreme conditions of very high rates and the dramatic change of process at the termination of the injection. The R&J model R2 is not able to adjust its forecast sufficiently at the end of the injection, and subsequently overpredicts the rates. The ETAS models, which differentiate between a background rate and a term of induced events, are much better able to adjust to this change. The ETAS formulation allows us also to specifically consider the induced flow rate, which is not possible for R&J. Including the flow rate does indeed substantially improve the model performance.
More work is needed to define a community-accepted real-time system alternative to the traffic-light system. For example, our findings here should be applied consistently to a number of induced sequences to check if the results are robust. Does model E5 always provide the best fit? In addition, it is possible that the forecasting ability can be further improved if the spatial variability of microseismicity is better understood. Of course we also need to test more physics-based models in comparison to the statistical onesyet these models need to provide pathways to generate seismicity rates.
One question that remains unsolved is whether the Basel EGS experiment would have been successful if our model E5 were applied for the real-time decision making. Could we have prevented an event felt by the public and continued the experiment until reservoir creation? We see in Fig. 9 (b) that probabilities of exceeding EMS intensity 3 already reached 20 per cent after 1 d and 50 per cent after 2.5 d. Probabilities of exceeding EMS 5 also reached a level of 0.1 after less than 4.5 d. So by choosing any of these arbitrary thresholds, action would have been taken more than 1 d before the actual termination of the water injection on 2006 December 6 11:33 a.m. These questions remains unsolved until a future application and the a priori agreed schedule of decisions.
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