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We investigate the fundamental limitations imposed by thermodynamics for creating correlations.
Considering a collection of initially uncorrelated thermal quantum systems, we ask how much classi-
cal and quantum correlations can be obtained via a cyclic Hamiltonian process. We derive bounds on
both the mutual information and entanglement of formation, as a function of the temperature of the
systems and the available energy. While for a finite number of systems there is a maximal tempera-
ture allowing for the creation of entanglement, we show that genuine multipartite entanglement—the
strongest form of entanglement in multipartite systems—can be created at any temperature when
sufficiently many systems are considered. This approach may find applications, e.g. in quantum
information processing, for physical platforms in which thermodynamic considerations cannot be
ignored.
PACS numbers: 03.67.Mn,03.65.Ud
INTRODUCTION
Thermodynamics is intimately connected to information theory. In recent years, this connection has been explored
and extended in the quantum world [1]. Making use of the concepts and tools of quantum information theory, this
research line brought tremendous progress in our understanding of the thermodynamics of quantum systems, see e.g.
[2–5]. Given the power of quantum information processing, it is natural to investigate the possibilities offered by
quantum effects (such as coherence and entanglement) in the context of thermodynamics [6–15].
The main question explored in this work is the following: what is the thermodynamic cost of establishing classical
and quantum correlations? Our goal here is to find what are the fundamental limitations imposed by thermodynamics
for creating correlations.
Here we investigate these issues using a particularly simple model. We consider a thermally isolated quantum
system, composed of two (or more) uncorrelated subsystems, all initially in a thermal state. In order to establish
correlations between the subsystems, we allow ourselves to perform any possible unitary operation on the entire
system. Performing such a unitary will in general cost us some energy.
The first set of questions we seek to answer is how the temperature of the initial state limits the ability to create
different types of correlations in the system, starting with classical correlations in bipartite and multipartite systems,
before moving onto bipartite entanglement and then different forms of entanglement in the multipartite case, including
the strongest form – genuine multipartite entanglement. In all cases we provide explicit protocols for generating
correlations. For arbitrarily large initial temperatures one is able to produce classical correlations, i.e. there is no
threshold temperature. For entanglement, in bipartite systems we find the threshold, but show that for every type of
multipartite entanglement the threshold can be made arbitrarily large by considering a sufficiently large number of
subsystems. We finally exhibit upper bounds on the threshold temperature, which show that our protocols perform
almost optimally, achieving the same scaling behaviour as the bound.
After having established the bounds imposed by the temperature, we then move on to the question of how the
available energy limits the correlations, by determining the maximal amount of correlation that can be created given
access to a limited amount of energy. Here our focus is primarily on the bipartite setting, where we investigate optimal
protocols for generating classical correlations and bipartite entanglement with limited energy.
These results demonstrate the limitations on creating correlations that arise from thermodynamics. We envisage
therefore that they will be relevant for discussing quantum information tasks in physical systems where thermodynamic
considerations cannot be ignored. Similar issues were raised in NMR [17, 18] and in connection with non-cyclic unitary
dynamics of two particle entanglement [12, 15] and its work cost [12] in harmonic chains. From a more theoretical
point of view, our results establish a link between fundamental resources of two theories: entanglement theory [19, 20]
and the resource theory of thermodynamics [3, 4].
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2FRAMEWORK
We consider a system of n initially uncorrelated d-dimensional quantum subsystems. Each subsystem is taken to
have the same (arbitrary) local Hamiltonian H, and the same temperature kBT = 1/β. Hence the initial state of the
system is
ρi = τ
⊗n
β , where τβ =
e−βH
Z (1)
and Z = Tr (e−βH) is the partition function. When discussing qubits we will denote by E the energy of the excited
state and
p =
1
1 + e−βE
(2)
the ground state probability. Allowing ourselves the use of arbitrary (global) unitaries U acting on the system, we
want to characterise (i) what are the limitations imposed by the initial temperature on the available correlations
(either classical or quantum) (ii) what is the energy cost W of creating correlations, where W is given by
W = Tr (Htot(ρf − ρi)) , (3)
where ρf = Uτ
⊗n
β U
† is the final state and Htot =
∑
iH
(i) is the total Hamiltonian. We end by noting that here,
since we are interested in fundamental limitations arising from thermodynamics alone, we consider the most general
operations possible, that of arbitrary global unitaries. We will discuss this point further in the conclusions, as well as
the prospects of going beyond it in future work.
LIMITATIONS ARISING FROM THE TEMPERATURE
In the first half of this paper we will consider the question of how the temperature of the initial state affects
the amount of correlation or entanglement that we can be created. In particular, we will impose only the minimal
requirement that the processing be a unitary one, and will not ask for further constraints, either in terms of the
energy cost of the process, or the efficiency of the implementation. As such, the results presented here will constitute
fundamental limits on the creation of correlation or entanglement which arise solely from the thermal nature of the
initial states, and their corresponding temperature.
We will first consider the creation of correlations, both in the bipartite and multipartite settings, before moving on
to the question of entanglement generation, again in both the bipartite and multipartite settings.
Correlations
Bipartite systems
Let us start by considering the case of a two qudit system, i.e. two d-level systems. Correlations between the
two subsystems (which shall be referred to as A1 and A2) can naturally be measured using the quantum mutual
information I(A1 : A2)
I(A1 : A2) = S(A1) + S(A2)− S(A1A2), (4)
where S(X) = −Tr(ρX log ρX) is the von Neumann entropy of system X.
The goal is then to find the the optimal unitary operation U such that ρf = Uτβ ⊗ τβU† has the maximal possible
mutual information. Note first that initially I(A1 : A2) = 0, as the initial state factorizes. Thus, to create correlations,
one must find a global unitary that increases the local entropies S(Ai) of ρf , since the total entropy S(A1A2) = 2S(τβ)
cannot change. Since for a d-level system the local entropy is upper bounded by S(Ai) ≤ log d, the maximal possible
mutual information is upper bounded by
I(A1 : A2) ≤ 2[log d− S(τβ)]. (5)
3This bound can always be achieved, by making use of the following protocol, which amounts to rotating from the
energy eigenbasis to the generalized Bell basis, i.e. to a basis of maximally entangled qudit states. In more detail, for
all d one can define the unitary operators
X =
∑
m |m+ 1 mod d〉 〈m| , Z =
∑
m
ωm|m〉 〈m| , (6)
with ω = e2pii/d as generalisations of the (qubit) Pauli operators σx and σz. The Bell basis {|φij〉}ij is then given by
|φij〉 = Zi ⊗Xj |φ〉, (7)
where |φ〉 = 1√
d
∑
i |ii〉. Finally, we consider the operation given by
U =
∑
ij
|φij〉 〈ij| . (8)
Since the initial state is a mixture of energy eigenstates, ρf is a mixture of Bell states. Finally, since these all have
maximally mixed marginals, i.e. TrAk(|φij〉 〈φij |) = 1 /d the bound (5) is achieved. We end by noting that the
maximally mixed state 1 /d corresponds to the infinite-temperature thermal state τ0. We shall see in the second half
of the paper that when one has in addition a constraint on the energy, that the optimal protocol produces thermal
marginals, only there at lower temperatures.
Finally, we note that for all finite initial temperatures β 6= 0 the mutual information that can be created between
the two subsystems is non-zero, i.e. that one can produce correlations between them at arbitrary finite temperatures.
Multipartite systems
In the multipartite setting one can generalise the notion of mutual information by considering the difference between
the sum of local entropies and the total entropy of the system. That is, for a collection of n subsystems A1, . . . , An,
we define the multipartite mutual information as
I({Ai : · · · : An) =
n∑
i=1
S(Ai)− S(A1 · · ·An), (9)
which vanishes only when the total system is a direct product. Again, since the total entropy of the system is
conserved, to maximise this quantity one must maximise the sum of final local entropies after the protocol. The
analogous upper bound,
I({Ai : · · · : An) ≤ n(log d− S(τβ)), (10)
is seen to hold, and can again be achieved by rotating the energy eigenbasis to a basis of generalised GHZ states.
Namely, one can define the basis {|φni1···in〉}i1···in by
|φni1···in〉 = Zi1 ⊗Xi2 ⊗ · · · ⊗Xin |φn〉, (11)
where |φn〉 = 1√
d
∑
i |i〉⊗n and the operation given by
U =
∑
ii,...,in
|φi1···in〉 〈i1 · · · in| . (12)
Again, since the final state of the system is a mixture of generalised GHZ states, all of which have maximally mixed
marginals TrAk(|φij〉 〈φij |) = 1 /d (where Ak denotes tracing over all subsystems except Ak) the bound is seen to be
saturated. Finally, as long as the initial temperature is not infinite β 6= 0, then the bound is non-zero, and a finite
amount of correlation can be created between all of the subsystems.
Entanglement
Having seen in the previous section that it is possible to create correlations among the subsystems of a general
multipartite system starting at arbitrary temperatures in a relatively easy fashion, we now move on to the move
interesting question of creating entanglement. We will first look at the case of bipartite systems, where there is a
single notion of entanglement, before moving on to multipartite systems, where there are a number of inequivalent
notions of entanglement that we will study. In all cases we will restrict ourselves to the study of qubits.
4Bipartite systems
We shall start our study of the bipartite case with the simplest possible scenario, involving two qubits. Although
there is only a single notion of entanglement, one can nevertheless define many inequivalent measures of entanglement.
Here for concreteness we will focus on the concurrence [23], which for pure states is the linear entropy of the reduced
state of one party,
C(ψ) =
√
2(1− Tr(ρ2A)), (13)
where ρA = TrB|ψ〉 〈ψ|AB, and is extended to mixed states via the convex-roof construction
C(ρ) = inf
∑
i
piC(ψi), (14)
where the infimum is taken over all pure state decompositions ρ =
∑
i pi|ψi〉 〈ψi|. The concurrence is important as for
qubits the convex roof can be analytically calculated and the entanglement of formation [23] is functionally related
to it.
Crucially, for our purposes the problem of finding the state of maximal concurrence given only its spectrum was
solved in [24, 25], which is an alternative way of phrasing the problem which we are interested in here. Moreover, it was
shown that the optimal protocol not only maximises the concurrence (and therefore the entanglement of formation),
but also two other important measures of entanglement, the relative entropy of entanglement, and the negativity.
The protocol of [25] is easiest understood by decomposing it into a product of two unitaries, U = V2V1, where V1
is a CNOT gate
V1 = |00〉 〈00|+ |01〉 〈01|+ |11〉 〈10|+ |01〉 〈11| , (15)
and V2 is a rotation in the subspace spanned by {|00〉, |11〉} to maximally entangled states
V2 = |φ00〉 〈00|+ |01〉 〈01|+ |10〉 〈10|+ |φ10〉 〈11| . (16)
Denoting by {λi}i the eigenvalues of the initial state ρi arranged in non-increasing order, the concurrence of the final
state ρf = V2V1ρiV
†
1 V
†
2 is given by
C = max(0, λ1 − λ3 − 2
√
λ2λ4). (17)
Applied to the case at hand, with ρi = τβ ⊗ τβ we finally obtain
Cmax = max(0, 2p
2 − p− 2(1− p)
√
p(1− p)). (18)
It follows therefore, that unlike when considering correlations, there is a now a threshold temperature, kBTmax/E ≈
1.19 (or equivalently a threshold ground-state population pmin ≈ 0.698), such that for all T ≥ Tmax (or p ≤ pmin) no
entanglement can be created between the two qubits.
Multipartite systems
We now switch our attention to the multipartite setting. Here we will see that the limiting temperature Tmax
below which one can create entanglement can be increased when several copies of the system are jointly processed.
Essentially, as more copies are available, the global system contains larger energy gaps and thus subspaces with higher
purity, which can then potentially be more easily entangled. In the following we make this intuition precise by studying
the dependence of Tmax on the number of copies n. At the same time, we study several classes of entanglement that
naturally appear in the multipartite case including its strongest form: genuine multipartite entanglement.
Entanglement in all bipartitions.
To start our discussion, we consider the case of n qubits and a straightforward generalization of the above two-qubit
protocol. That is, we consider a rotation in the |0〉⊗n, |1〉⊗n subspace, of the form (16),
U = |φn〉 〈0|⊗n + |φn′〉 〈1|⊗n + 1 − (|0〉 〈0|)⊗n − (|1〉 〈1|)⊗n (19)
5where |φn′〉 = |φn10···0〉. For a given bipartition j|n− j (i.e. a partition of j qubits vs. n− j qubits), the concurrence
in the final state ρf can be conveniently lower bounded using the relation [26]
C ≥ 2
( ∣∣∣〈0|⊗n ρf |1〉⊗n∣∣∣ (20)
−
√
〈0|⊗j 〈1|⊗(n−j) ρf |0〉⊗j |1〉⊗(n−j)
√
〈1|⊗j 〈0|⊗(n−j) ρf |1〉⊗j |0〉⊗(n−j)
)
and due to the simple form of ρf , these bounds are in fact tight [27]. Evaluating explicitly, we then obtain
C = λ0 − λn − 2
√
λjλn−j , λj = 〈0|⊗n−j 〈1|⊗j ρi|0〉⊗n−j |1〉⊗j . (21)
which is independent of the bipartition, and given by
C = pn − (1− p)n − 2pn/2(1− p)n/2. (22)
By demanding C > 0, we can characterise the smallest p, and thus the largest T , that allows for entanglement to
be created simultaneously across all bipartitions, as a function of n. We find a linear scaling in n for this critical
temperature T
(all bip.)
E ,
kBT
(all bip.)
E
E
≥ n
2 ln(1 +
√
2)
. (23)
Hence it follows that entanglement across all bipartitions can always be generated starting from an arbitrary temper-
ature T , by considering a sufficiently large number of qubits n. We note also that if one used instead of concurrence
the negativity across a bipartition, a straightforward calculation shows that the same bound is obtained.
Entanglement in a single bipartition.
The above protocol can be improved if the aim is to generate entanglement in a given single bipartition j|n − j.
As in the two-qubit protocol, the idea is to perform a permutation of the initial diagonal elements before applying
the rotation (19). From expression (21), we see that the optimal permutation is the one where λ0 = p
n, λn = λj =
p(1 − p)n−1 and λn−j = (1 − p)n. In such a case, we a similar analysis to above leads to the limiting temperature,
which, for large n is given by
kBTE
E
>∼
n− 1/2
ln(3)
. (24)
Hence the threshold temperature for the creation of bipartite entanglement using this protocol is also linear in n
(for high temperatures), but improves upon the above protocol in the constants. Thus for fixed n, one can generate
entanglement across a single bipartition for slightly higher temperatures.
Genuine multipartite entanglement
Genuine multipartite entanglement (GME) is the strongest form of entanglement in multipartite systems. A state
ρ is GME iff it only admits decompositions of the form
ρ =
∑
i
pi|φi〉〈φi| (25)
where at least one |φi〉 is entangled in every possible bipartition. It follows that a necessary but not sufficient condition
for GME is that ρ itself is entangled across every bipartition. This suggests that the previously considered protocol for
generating entanglement in all bipartitions is a natural candidate to gain a first insight on the maximal temperature
for GME creation.
After applying the unitary (19)c, the state ρf is essentially a GHZ-state mixed with (diagonal) noise. For such a
simple form, the techniques of Ref. [26, 29] give us the necessary and sufficient conditions for the creation of GME
[28], namely
ρf is GME ⇐⇒ pn − (1− p)n − 2(2n−1 − 1)pn/2(1− p)n/2 ≥ 0 (26)
This condition leads to a lower bound on the threshold temperature for creating GME, TGME, which turns out to be
asymptotically independent of n, and given by
kBT
(GHZ)
GME
E
' 1
2 ln(2)
. (27)
6where we added the suffix GHZ because the target entangled state of this protocol is a GHZ state. Moreover, as we
show in the appendix, this result holds for all states whose density matrix features only diagonal and anti-diagonal
elements, also known as X-states [30, 31].
Genuine multipartite entanglement II
Recall that there are many inequivalent types of multipartite entangled states and GHZ states only constitute one
prominent class. In fact it is much more favorable to use protocols that target another type of entangled states,
namely Dicke states [32]. An n-qubit Dicke state with k excitations is defined as:
|Dnk 〉 =
1√(
n
k
)
]
∑
j
Pj{|1〉⊗k|0〉⊗n−k} (28)
where
∑
j Pj{} is a sum over all possible permutations. Besides being relevant for the theory of light-matter interaction,
Dicke states are useful for various quantum information tasks [33], have been detected experimentally [34, 35] and
have shown to exhibit genuine multipartite entanglement [36, 37].
By constructing a protocol that uses the state (28) as the target entangled state, we will show that the threshold
temperature for generating GME is given by
kBTGME
E
≥ n
(k + 1) lnn
+O
[
n
(lnn)2
]
. (29)
The scaling is almost linear with n, which allows now for the creation of GME for an arbitrarily high temperature
T < ∞, by considering a sufficient number of qubits n. Note that this result is quite counter-intuitive, as the
complexity of the task we consider, entangling all qubits, increases with n. Furthermore, it in stark contrast with the
results obtained above for the GHZ class, and thus indicates that different types of entanglement behave in a very
different manner.
Let us now sketch the idea of the protocol for creating Dicke type entanglement; all details are in Appendix A.2. As
in the previous cases, the protocol consists of two steps: a permutation of the diagonal elements followed by a rotation
to maximally entangled states (in this case to Dicke states). The permutation first moves the largest eigenvalue, pn,
plus the small eigenvalues, pk(1− p)n−k, into the degenerate subspace of energy kE, thus purifying the subspace. It
also moves other small eigenvalues[53] into the subspaces of k − 1 and k + 1 excitations, as this is favorable for the
considered entanglement witness [38]. Now, in the degenerate subspace of k excitations, the state with the biggest
population pn is rotated to the Dicke state (28). In order for the transformation to be unitary, the rest of the energy
eigenvectors of the subspace are rotated to the set of orthonormal states
|dnk,l〉 =
1
Nk
∑
j
e
i 2piljNk Pj{|1〉⊗k|0〉⊗n−k}, Nk =
√(
n
k
)
. (30)
with i = {1, ..., Nk − 1}. This concludes the protocol leading to (29) (see the appendix for detailed computations).
The fact that the creation of Dicke type GME is so much more favorable can be understood intuitively by recalling
that Dicke states are in general much more robust to noise compared to GHZ states [38, 39]. Notice also from (29)
that it is most favorable to create entanglement in the first excited subspace, where the Dicke state becomes the
well-known W state.
Upper bounds and discussion
So far, we have investigated explicit protocols, which allowed us to place lower bounds on the threshold temperature
that still allows for the creation of entanglement. To study the limitations imposed by a thermal background it is
essential to also find upper bounds on the maximal temperature. For that purpose, a first approach is to use results
on the geometry of quantum states. In particular, it is known that the maximally mixed state is always surrounded
by a ball of finite size that contains only separable states, and it is possible to place lower bounds on the radius of
such a ball [41, 42]. By applying these results we obtain an upper bound that scales exponentially with n. Therefore,
there is an exponential gap between lower and upper bounds, thus making this approach essentially useless for large
n.
The results from [41, 42] are useful for any state, as long as it is sufficiently close to the identity, whereas here we
are concerned with a very particular form of states, namely those states with a thermal spectrum. This information
can be used to obtain better upper bounds. Indeed, the following theorem was proven in ref. [43]: let ρ ∈ H2 ⊗Hd
have eigenvalues λ1 ≥ λ2 ≥ ... ≥ λ2d, then
UρU† is separable ∀U ⇐⇒ λ1 − λ2n−1 − 2
√
λ2n−2λ2n ≤ 0. (31)
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FIG. 1: Regions where entanglement creation (green area) and GME creation (orange area) are possible by our explicit
protocols. The upper (green) points represent the best protocol for entanglement creation in a qubit/qudit bipartition, and
also an upper bound for creation of GME. The scaling for each region are given in the main text.
By taking d = 2n−1, this criterion applies to any qubit/qudit bipartition of the n-qubit thermal system we considered.
Furthermore, notice that this condition amounts to calculating the concurrence in a specific 4 × 4 subspace, which
happens to be exactly the purest one we used in the protocol leading to (24). Hence that protocol is optimal for
generating entanglement in any qubit/qudit bipartition. While the possibility to obtain a better TE in a qudit/qudit
bipartition remains open, this criterion does yield upper bounds for T
(all bip.)
E and TGME [54], obtaining
kBT
(all bip.)
E
E
≤ n− 1
ln 3
,
kBTGME
E
≤ n− 1
ln 3
(32)
Therefore we obtain upper bounds on (23) and (29) that also scale linearly with n, showing that this scaling between
the maximal temperature and the number of qubits is a fundamental property, and that our protocols perform close
to optimal for entanglement and GME generation at high temperatures. The results are summarized in fig. 3.
The problem of the attainable entanglement in the unitary orbit of mixed states has been considered in the context
of nuclear magnetic resonance (see [17] and references therein). The best protocol in ref. [17] obtains precisely the
scaling (23), improving on protocols based on algorithmic cooling [45] and effective pure states [44]. Our result (24)
provides a tighter bound on the minimal temperature required for entanglement generation, and the upper bound
derived from ref. [43] gives evidence that it is tight [55]. We also studied the minimal temperature for GME, finding
a surprising positive scaling with the number of qubits. Our results thus provide bounds on the number of required
qubits to generate entanglement and GME at finite temperature, while showing that in the asymptotic limit generation
of entanglement and GME is possible at any temperature.
ENERGY COST
We can associate to every operation U a work cost W , given in (3), which corresponds to the external energy input.
Regardless of the operation U , the invested work is always positive because the initial state is in thermal equilibrium,
i.e., W ≥ 0 ∀U . This naturally raises the following question: what is the minimal work cost of correlating thermal
state? or, equivalently, what is the maximal amount of attainable correlations when the energy at our disposal, ∆E,
is limited? In this section we address these question, both for total correlations and entanglement, in the unitary
orbit of thermal states (i.e., optimizing over all global unitaries U).
8Correlations
In analogy with the previous section, let us start by considering the case of a two qudit system, i.e. two d-level
systems. The goal is now to maximize I(A1 : A2), as defined in (4), over all global unitaries constrained by W ≤ ∆E.
Note first that initially I(A1 : A2) = 0, as the initial state factorizes. Now, to create correlations, we must apply a
global unitary that will increase the local entropies S(Ai) of ρf , since the total entropy S(A1A2) = 2S(τβ) will clearly
not change. Recalling that the thermal state maximizes the entropy of a system with fixed average energy (see, for
example, [21]), we find that
I∆E ≤ 2 [S(τβ′)− S(τβ)] , (33)
where β′ is chosen such that ∆E = Tr[Htot(τ⊗2β′ − τ⊗2β )]. Hence in order to obtain correlations at minimal energy
cost, one should look for a protocol such that the local states of ρf are thermal states at equal temperature. That is,
the optimal unitary U∗ satisfies
TrA1(U
∗ρiU∗†) = TrA2(U
∗ρiU∗†) = τβ′ . (34)
This unitary effectively heats up the system locally, while the global system preserves its entropy. In the appendix
(first section) we construct U∗, thus reaching the bound (33), for Hamiltonians with equally spaced energy levels and
for arbitrary Hamiltonians if the temperature difference is big enough. In Fig. 2 we illustrate our results for two
qubits, for various values of kBT/E. Finally, notice that expression 33 recovers the case of maximal correlations, (33),
in the limit β′ → 0, with a corresponding work cost,
W = 2
(
1
d
TrH − 1ZTrHe
−βH
)
. (35)
These results are easily extendible to the multipartite case. The generalized mutual information (9) is maximized
(for a given energy cost) by those unitaries that satisfy (34) for every local state.
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FIG. 2: Mutual information vs. available energy, for various values of kBT/E.
Entanglement
Bipartite systems
.
Next we derive the minimal cost of creating entanglement for the simplest case of two qubits. Consider first the
case T = 0, i.e. τ = |0〉 〈0|. If the state is pure, entanglement can be measured by the entropy of entanglement, which
is simply given by the local entropy of the state. The problem at hand is thus equivalent to the maximization of the
mutual information, so the same reasoning can be used here [56]. In particular, the optimal unitary, U∗ in (34), can
9be generated by a rotation in the |00〉, |11〉 subspace. From this we find the relation
C =
√
∆E
E
(
2− ∆E
E
)
. (36)
Moving to non-zero temperature, finding the optimal unitary is no longer straightforward. Nevertheless the problem
can be attacked from two directions. First, we maximize C numerically, with respect to all possible unitaries, for a
given cost W . Second, we use an ansatz protocol, inspired by the optimal unitaries to achieve Cmax in (17). These
unitaries have the form of first rotating in the subspace of |10〉 and |11〉, followed by rotating in the subspace of |00〉
and |11〉. Our ansatz is to optimise over such unitaries, now a much simpler optimisation over the two unknown
angles (one for each rotation). The results are presented in Fig. 3, where the solid line shows the result of the full
optimisation and the dashed line shows the results of the ansatz. We see that when there is no restriction on the
amount of available energy W , then our ansatz protocol performs optimally. However, this is not the case when W
is limited. Note that the amount of energy required to reach Cmax is decreasing as T increases, shown in inset (a),
where we also see that for low temperatures (kBT/E <∼ 0.1), we can generate essentially one Bell state of two qubits,
i.e. Cmax ' 1. Moreover, for any T > 0, there is a minimal amount of energy required for generating entanglement,
shown in inset (b). This is because some energy is always needed to leave the set of separable states.
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FIG. 3: Main: Concurrence vs. available energy, for various values of kBT/E. Solid lines show the optimal protocol, found
numerically by optimising over the unitary group. The dashed lines show the performance of the simpler protocol, described
in the main text, which is seen to perform well, especially for smaller temperatures. Moreover, if the available energy is not
limited, our ansatz is optimal. Inset (a) shows the behaviour of the maximal concurrence Cmax as a function of kBT/E, while
inset (b) shows the energy needed to leave the separable set, as a function of kBT/E.
Multipartite systems
.
Quantification and characterization of multipartite entanglement is still a highly active field of research (see e.g.
Ref. [46]). The main challenge is a consistent quantification of multipartite entanglement in operational terms. It
seems that this task may not be as easy as in bipartite systems where in the LOCC paradigm entanglement can be
quantified by a unique resource. Here we circumvent this issue by studying a measure independent question: what is
the energy cost of transforming a thermal state into an entangled one, either GME or entangled in all bipartitions.
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The work cost associated to the unitary (19) is easily computed to be
W =
nE(1− e−βEn)
2(1 + e−βE)n
. (37)
By inserting T all bip. in (37), one obtains that the cost to leave the separable set (for this particular protocol) is exactly
W sep. = nE
1 +
√
2((
1 +
√
2
)2/n
+ 1
)n (38)
which is exponentially small in n. This shows that having more copies not only opens the possibility to generate
entanglement at a higher temperature, but also reduces the energy cost of leaving the separable set. An exponential
decrease of the work cost with n is also found for the other protocols for GME generation in the multipartite setting (see
appendices). The reason behind this behavior is that the considered protocols only act on particular subspaces, whose
population becomes negligible in the limit of large n. This also implies that the amount of generated entanglement
decreases with the number of copies. Interestingly, in the multipartite setting, even a small amount of entanglement
might be enough to obtain a substantial quantum advantage. In particular, in the field of quantum computation,
for a computational speed up (in pure states) entanglement is required across every bipartition [47, 48], but the
actual amount can be polynomially small in the system’s size [49] [57]. Therefore, our protocols for multipartite
entanglement generation are not only interesting from a fundamental point of view -as they set fundamental bounds
on the maximal temperatures- but might find applications in the field of quantum computation.
Finding protocols that generate a substantial amount of entanglement and GME at high temperatures remains as
an important future direction, as this would give a bigger resistance to noise and is important for other applications
of GME, such as metrology ([50]).
CONCLUSION
We have explored the interrelation between two of the most prominent resource theories at the quantum scale:
Quantum Thermodynamics and Entanglement Theory. At first we have investigated the impact of imposing entropy
constraints arising in thermodynamics on the creation of correlations and entanglement, both in bipartite and multi-
partite settings. We have worked out fundamental limitations in terms of upper bounds to entangleability, providing
necessary conditions for enabling quantum information processing in an unavoidably noisy environment. Furthermore
we introduced explicit protocols, and showed that these upper bounds can be (in some cases approximately) reached.
In the multipartite setting we studied the advantage of having more systems at one’s disposal, providing an explicit
route to overcoming some of the fundamental limitations.
In a second step we have worked out the energy cost of creating correlations and entanglement, further highlighting
the intricate interplay between quantum effects and thermodynamic resources. In the bipartite setting we managed
to provide explicit protocols that quantify an upper bound to the work cost of creating a bit or correlation or an
e-bit (a fundamental unit of entanglement). We showed that extending the protocols to the multipartite case one
can create the strongest form of entanglement at exponentially small energy costs. The introduced protocols serve as
ultimate bounds on the possibilities of information processing in scenarios where thermodynamic considerations can
not be ignored.
An interesting open question is the possible implementation of the present protocols in a realistic scenario, which
will impose additional restrictions on the class of allowed operations, due to the unconstrained complexity of our
introduced protocols. Nevertheless, note that any general unitary can be approximated arbitrarily well in the form of
a quantum circuit, involving only single system unitaries and nearest neighbour interactions (gates), with only a small
number of distinct interactions required. We leave for future research the exploration of such circuit decompositions,
or other physical implementations of our protocols.
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[54] recall that the presence of entanglement in every bipartition is a necessary condition for GME.
[55] Recall that this upper bound only applies for qubit/qudit bipartitions
[56] Note that the concurrence and the entropy of entanglement are isomorphic for two qubits
[57] This translates to density matrices through the convex roof: If every possible decomposition requires at least one element
that is entangled across all partitions we can conclude that the classical simulation will be hard and the dynamics of the
system non-trivial (while it is not at all clear whether this is necessary it is at least sufficient).
Appendix
Mutual information in the unitary orbit of thermal product states
In this appendix we prove that for equal energy spacings (Ek = kE0) any local temperature T
′ > T lies in the
unitary orbit of thermal product states at temperature T . Furthermore this proof provides a constructive protocol
that in this context reaches any amount of mutual information at minimally possible energy costs. Furthermore for
general Hamiltonians this protocols provides a means to reach any sufficiently larger T ′ (for an exact condition see
below) at minimal energy costs. First let us adopt the following convenient notation for the eigenvalue distribution
of the marginal ~pA := diag(ρA), which is sufficient for our purposes as the thermal states will always just be diagonal
in energy eigenbasis. The general idea of the protocol that follows is that the global unitary should induce a doubly
stochastic transformation M on the marginal probability vector, while ensuring that no coherences are created in any
subsystem. First we decompose the marginal vectors as
diag(ρA) =
d−1∑
i=0
~pi (39)
diag(ρB) =
d−1∑
i=0
Πi~pi (40)
with pji = 〈j| ⊗ 〈j + i|ρ|j〉 ⊗ |j + i〉 = e−β(Ej+Ej+1)/Z2 and Π =
∑
k |k〉〈k + 1|. It will be useful to consider again the
following generalized Bell states
|Bi,j〉 =
d−1∑
k=0
ωki|k〉 ⊗ |k + j〉 , (41)
with ω = e2pii/d. Now it is straightforward to see that rotating in the subspaces spanned by Si =
span({B0,i, B1,i, (· · ·), Bd−1,i}) ensures that every diagonal element that can be created by these rotations is be-
ing traced over. The unitarity ensures that rotations on the subspaces Si induce a doubly stochastic transformation
of the diagonal part of the density matrix in this subspace. Now all that is left is to observe that the probabilities in
the decomposition of the subsystems correspond exactly to the rotations in the subspaces spanned by the maximally
entangled states defined before, i.e.
diag(TrB(UρU
†)) =
∑
i
Mi~pi (42)
diag(TrA(UρU
†)) =
∑
i
Πi(Mi~pi) (43)
where each Mi is a doubly stochastic matrix. Now we can use the symmetry of the initial state, i.e. pij = pji, and
define a target doubly stochastic matrix M that should describe the transformation of both marginals. Since the
vector ~p0 is equal for both marginals it is evident that M0 = M already takes the first part out of the picture without
restricting the generality of stochastic transformations. In general if every doubly stochastic is equal, i.e. Mi = M and
commutes with all Πi, i.e. is a circulant matrix, it is evident (due to
∑d−1
i=0 ~pi =
∑d−1
i=0 Π
i~pi) that both subsystems’
probability vector will just be transformed by M . In other words it is easily achievable to transform the subsystems
probability distribution by any doubly stochastic matrix that commutes with all cyclic permutations, i.e. a circulant
matrix.
The final question is thus whether circulant doubly stochastic transformations of the form T =
∑
i αiΠ
i are sufficient
to reach any temperature, i.e. T~p(β) = ~p(β′)∀β ≥ β′? Obviously starting from β =∞ one can reach all temperatures
13
via choosing αi = pi(β
′) and from any β one can reach the infinite temperature distribution via all αi = 1d .
To address this question to its fullest extent we will first construct a general convex sum of cyclic permutations that
achieves this general task and then check whether all coefficients are positive. We require that∑
i
αiΠ
xpi(β) = px(β
′) (44)
For sake of simplicity we will first define α′i = αi
Z
Z′ such that the condition is simplified to∑
i
α′ie
−βEi+x = e−β
′Ex (45)
A set of α′k solving this equation system is given by
α′k =
i1i2(...)ine
−βEi1 e−βEi2−1(· · ·)e−β′Ein−n−1−k
i1i2(...)ine
−βEi1 e−βEi2−1(· · ·)e−βEin−n−1 (46)
From this explicit form we can easily find negative coefficients and thus prove that circulant matrices are insufficient
to reach any arbitrarily higher temperature. On the other hand we immediately see from very simple geometric
considerations that for a sufficiently high difference in temperatures ∆T = T ′ − T circulant matrices are always
sufficient. Since the original probability vector is linearly independent from all its cyclic permutations and all of them
are equally far in Euclidean distance from the infinite temperature distribution we can study the convex cone with
Πi~pA as extremal rays. Since all of the extremal rays share the same distance to the center ray (infinite temperature),
we know that a sufficient condition for circulant matrices to achieve the higher temperature Boltzmann distribution
is simply given by the minimal distance from the central ray to all faces of the cone. This is always easily calculable
for any energy distribution and gives a sufficient condition on ∆T for this protocol to work.
Furthermore we can use the explicit solution to find Hamiltonians for which this protocol always works. One important
example is equal energy spacing between the different levels, i.e. Ek = kE0. In this case the explicit solution for the
αk is given as
αk =
1− Z ′p′1
1− Zp1
(
δ0,k +
Z ′p′1 − Zp1
1− Z ′p′1
p′k+dδ0,k−1
)
(47)
which is positive for all k due to the fact that p0 > p
′
0, i.e. we have derived a protocol that delivers the maximally
possible amount of mutual information at minimum energy costs for all Hamiltonians with equal energy spacing (and
thus qubits as a special case).
The energy cost and scaling of the W-state protocol
Given an n-qubit thermal state Ω = τ⊗nβ we here find the n 1 asymptotic behaviour of the maximal temperature
TGME that allows to unitarily create genuinely multipartite entanglement (GME) in the ensemble with the W-state
protocol and also calculate the energy cost of the protocol. Here τβ = diag(p, vp), where p = 1/(1 + v) and v = e
−βE
is the Boltzmann weight. If the eigenvectors corresponding to the first excited level of the total Hamiltonian are
{|w(1)i 〉}ni=1 and the ones corresponding to the second excited level are {|w(2)a 〉}n(n−1)/2a=1 , then the measure we use has
the form [51]
E [Ω]=
∑
i 6=j
|Ωij |− 2
√
Ω00
∑
a
√
Ωaa −(n− 2)
∑
i
Ωii (48)
where Ωij = 〈w(1)i |Ω|w(1)j 〉 and Ωab = 〈w(2)a |Ω|w(2)b 〉.
In short, the W-state protocol is the maximization of E over all such unitary operations that generate non-diagonal
elements only in the eigensubspace of the first excited level (which we denote by W1). These unitaries can be
represented as UΠ, where Π is a permutation operation on the initial state and U is a general n × n unitary living
in W1. As this representation suggests, we divide the optimization procedure in two steps: (i) maximization over Us
for a given Π, and (ii) maximization over Πs. After Π acts, the state becomes ΩΠ = ΠρΠ and its projection on W1
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we denote by ωΠ. Now, the operation U will act only on ωΠ and take it to ω′ = UωΠU† and since U is unitary, the
traces of ω′ and ωΠ will be the same. Therefore, we can rewrite (48) as
E [UΠΩΠU†]=
∑
i 6=j
|ω′ij |−2
√
ΩΠ00
∑
α
√
ΩΠαα − (n− 2)
∑
i
ωΠii . (49)
This shows that the maximization of E over U is reduced to the maximization of ∑i 6=j |ω′ij | over U . To find this
maximum, we first observe that due to the unitarity of U , Tr
(
(ω′)2
)
= Tr
(
(ωΠ)2
)
; whence,
∑
i<j
|ω′ij |2 =
Tr
(
(ωΠ)2
)−∑i(ω′i)2
2
. (50)
We now relax for the moment the constraint that ω′ and ωΠ are unitarily connected and only require that Tr (ω′) =
Tr
(
ωΠ
) ≡ α and Tr ((ω′)2) = Tr ((ωΠ)2) ≡ α2λ. Here we again divide the optimization in two steps: 1) maximize∑
i<j |ω′ij | with
∑
i<j |ω′ij |2 fixed and 2) maximize the latter. Now we notice that
1) The maximum is reached for |ω′ij | = |ω′i′j′ | and therefore max
∑
i<j |ω′ij | =
√
n(n−1)
2
∑
i<j |ω′ij |2.
2) From (50), the maximum for
∑
i<j |ω′ij |2 is reached when
∑
i(ω
′
i)
2 is minimal. Since
∑
i ω
′
i = α is fixed, the
minimum for
∑
i(ω
′
i)
2 is reached when all ω′i =
α
n , i.e., max
∑
i<j |ω′ij |2 = α2 (λ− 1/n) /2.
Finally,
max
∑
i6=j
|ω′ij | = α
√
n(n− 1)(λ− 1/n), (51)
and on this maximum, ω′ has the following form:
α

1
n e
φ12
√
λ−1/n
n(n−1) · · · eφ1n
√
λ−1/n
n(n−1)
eφ21
√
λ−1/n
n(n−1)
1
n · · · eφ2n
√
λ−1/n
n(n−1)
...
eφN1
√
λ−1/n
n(n−1) e
φN2
√
λ−1/n
n(n−1) · · · 1n
 (52)
Obviously, being obtained in less restrictive conditions, (51) upper-bounds the sought maxU
∑
i 6=j |ω′ij |. Nevertheless,
one can prove, that for suitably chosen {φij} the matrix in (52) can always be unitarily reached from ωΠ. The proof
is slightly more involved and is conducted by first proving the statement for n = 3 by explicitly calculating the cor-
responding phases (only one phase is necessary to adjust there) and then proving the statement by induction for any n.
Now, having done the maximization over U , we turn to finding the Π with largest
EΠ = α
(√
n(n− 1)(λ− 1/n)− n+ 2
)
− 2
√
ΩΠ00
∑
α
√
ΩΠαα, (53)
where we have plugged (51) in (49). The quantity λ is defined above as the sum of the squares of the normalized
elements of ωΠ. Therefore, it is never bigger than 1 which implies that in the n → ∞ limit, EΠ in (53) will be
non-negative only if λ→ 1. On the other hand, choosing a bigger α and smaller elements in the eigensubspace of the
second excited level (which we denote by W2) and on the ground state will also make EΠ bigger. To fulfil all this
we choose Π so that it takes the smallest element of Ω, pnvn, to the ground state, the biggest one, pn, to W1. The
rest of (n− 1) elements in W1 are chosen so that they are significantly smaller than pn. We will take them to be all
equal (so that they keep α as big as possible) and to be pnvn−k with some k that will be discussed later on. Also,
we will choose the elements in W2 to be pnvn−m with some m that is small and independent of n. At this point we
do not know which exact choice of k and m will maximize EΠ, but fortunately the existing information about them
is enough to deduce the asymptotic behavior we need.
With above described Π we have
λ =
1 + (n− 1)v2(n−k)
(1 + (n− 1)vn−k)2
. (54)
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So, to have λ → 1, nvn−k must → 0. With this condition and some algebraic manipulations employing Taylor
expansions, we arrive at the following asymptotic expansion:
EΠ
pn
= 1− n2vn−k−m/2Cn +O
[
n3v2(n−k)
]
, (55)
where Cn = (1− 1/n)2
(
vm/2 + vkn/(n− 1)) and is always O[1] since v < 1 and k and m are positive. With this, we
rewrite (55) as
EΠ
pn
= 1− n2vn−k−m/2Cn
(
1 +O [nvn−k]) . (56)
Having in mind that nvn−k → 0 and explicitly indicating the dependence of k and T (and hence v) on n we obtain
from (56) the asymptotic condition of the positivity of EΠ in the following form:
1 ≥ n2vn−kn−m/2n Cn = elnCn+2 lnn−
n−kn−m/2
TGME/E . (57)
From formula (57) it is now obvious that to maximize TGME , kn has to be as small as possible. So, whatever the kn
and m delivering the maximum are, they are finite numbers independent of n. Therefore,
TmaxGME =
nE
2 lnn
+O
[
nE
(lnn)2
]
. (58)
Finally the energy input required for such a scaling can simply be calculated from the prior permutations Π alone, as
all subsequent rotations are performed in a degenerate subspace. Adding the cost of all the permutations above gives
the rather cumbersome formula for the energy cost of the W-state protocol as
W = E(1− e−βE)−n((n− 1)(e−βE − e−βE(n−1)) + (1− e−βE) + ne−βE(n−3) −
ne−βEn + (n2 − n)(e−2βE − e−(n−2)βE) + 3(e−βEn − e−βE(n−3))) (59)
which while seemingly complicated due to the numerous required permutations still remains exponentially small in n
for any T > 0.
The W -state is but an element of a larger set of Dicke states. Correspondingly, our W -state protocol can be
straightforwardly generalized to Dicke state protocols. First, let us introduce the m excitation Dicke states for n
qubits:
|Dm〉 = 1√
Cmn
∑
{α}
|{α}〉, (60)
where {α}s are the subsets of {i}ni=1 consisting ofm elements, |{α}〉 =
⊗
i∈{α} |1〉i
⊗
j∈{j 6∈{α}} |0〉j , and the summation
runs over all Cmn possible {α}s. Accordingly, the Dicke state protocol is the one when one is allowed to create non-
diagonal elements only in Dm – the subspace spanned by |{α}〉s. In that case, the GME witness is as follows [51]:
Em[Ω] =
∑
{γ}
(
|〈{α}|Ω|{β}〉| −
√
〈{α}| ⊗ 〈{β}|Π{α}Ω⊗ ΩΠ{α}|{α}〉 ⊗ |{β}〉
)
−
n(n−m− 1)
∑
{α}
〈{α}|Ω|{α}〉, (61)
where the set {γ} is the collection of all possible ({α}, {β}) with {β} ∈ Dm and such that the intersection {α} ∩ {β}
contains m − 1 elements. As is straightforward to check, {γ} has m(n − m)Cmn elements. Π{α} is a permutation
operator which, acted on some |0...1...0...1〉 ⊗ |1...0...0...1〉, swaps the parts of the vectors corresponding to {α} so
that it takes first vector to Dm−1 and the second one to Dm+1; e.g., Π{2,3}|01100〉 ⊗ |11000〉 = |01000〉 ⊗ |11100〉 (see
[51] for more detailed explanations).
As above, the idea is to maximize Em[UΠΩΠU†] over all unitaries U acting in Dm and permutations Π. Again,
for a fixed Π one has to maximize
∑
{γ} |〈{α}|Ω|{β}〉|, but since {γ} does not run over all non-diagonal elements the
form (52) may not necessarily be the optimal one. Nevertheless, since finding maximum of the sum of absolute values
of the part of non-diagonal elements of a matrix appears to be a formidable task, we will use the form (52) as an
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ansatz. In what follows we will show that the asymptotic behavior for TmaxGME following from this ansatz is very close
to the optimal one. As in the previous case, the permutation delivering the optimal asymptotics will be the one that
puts pn and pnvn−k (with k ≥ m finite but sufficiently big) in Dm and fills Dm−1 and Dm+1 with some pnvn−l (with
sufficiently big and finite l). With this, after simple manipulations we arrive at
EΠm = pnm(1 + (Cmn − 1)vn−k − Cmn (n−m)vn−k − Cmn (n−m)vn−l +
O (n2mv2n)). (62)
So the condition for the presence of genuinely multipartite entanglement, EΠm ≥ 0 reduces to [52]
e(m+1) lnn−
nE
T ≤ 1 (63)
whence we obtain
T ∼ nE
(m+ 1) lnn
(64)
implying that
TmaxGME ≥
nE
(m+ 1) lnn
(65)
for large ns.
Now, returning to the question of how close to the optimal this scaling is, let us observe that the maximum for∑
{γ} |〈{α}|Ω|{β}〉| is given by
√
(λ− 1/N)N(N − 1) with N in this case being Cmn (see (52) and the reasoning
preceding it). This value for
∑
{γ} |〈{α}|Ω|{β}〉| is not necessarily unitarily achievable from the initial diagonal state
but is clearly an upper bound for it. Proceeding as above with this ansatz we obtain
TmaxGME ≤
nE
m lnn
(66)
showing that the initial ansatz (52) is quite reasonable and that in any case TmaxGME = O
(
n
lnn
)
for all m.
Protocols using X-states
Given a set of n thermal qubits, τ⊗nβ , in this section we study the limitations for entanglement creation within
unitary transformations of the form:
τ⊗nβ → UXˆ (67)
where in the computational basis Xˆ takes the form
Xˆ =

a1 z1
a2 z2
... ...
an zn
z∗n bn
... ...
z∗2 b2
z∗1 b1

, (68)
with n = 2N−1, |zi| ≤
√
aibi and
∑
i(ai + bi) = 1 to ensure that Xˆ is positive and normalized (see [26] for details). A
relevant example of an X-like matrix is,
ρ = |GHZ〉〈GHZ|+ 1
2n
(69)
where |GHZ〉 = 1√
2
(|0...0〉+ |1...1〉). As shown in [26], the GME n-qubit states of the form (68) can be computed by
the genuine multipartite concurrence,
CGM = 2 max{0, |zi| − wi}, i = 0, 1, ..., n (70)
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where wi =
∑n
j 6=i
√
ajbj .
We wish to maximize (70) over all U acting on (67). The initial state, τ⊗nβ , has no off-diagonals term in the
computational basis. It is then advantageous to apply a unitary operation that only generates one off-diagonal term.
Indeed, creating off-diagonal terms results into a stochastic transformation of the diagonal terms, thus increasing
the wi term in (70) while the |zi| term depends only on the highest off-diagonal term. On the other hand, given
two diagonal elements ai, bi of τ
⊗n
β , the biggest off-diagonal term that can be generated by a unitary operation is
|ai − bi|/2, which is obtained by a rotation to the corresponding Bell states. Therefore, the optimal protocol can be
thought as a combination of:
1. Rotate two diagonal elements to Bell states in order to maximize |zi| in (70).
2. Permute the rest of diagonal elements to minimize wi in (70). This is implemented by setting the elements in
decreasing order (in wi =
∑n
j 6=i
√
ajbj , having product of biggest with smallest, second biggest with second
smallest, etc.).
Step 1 is optimized by acting on the ground state and the most excited state. On the other hand, the thermal state
is already ordered to optimize Step 2. The first step leads to |zi| = (1− e−nβ)/Zn; and since aibi = e−βn, we obtain
that wi = (2
n − 2)e−βn/2/Zn. In the limit of large n, one easily obtains that kBTGME/ ' 12 ln(2) .
The previous optimization was done in 2 steps (first maximizing zi and then minimizing wi). Arguably this is not
the optimal approach, as doing a bit worse in step 1 can have a global benefit. While this being true, one can easily
convince himself that the differences are of O(1/n), and thus essentially rotating the ground state with a very excited
state and then optimally permuting the rest of diagonal elements, will always lead to kBTGME/ ' 12 ln(2) . Any other
unitary creating X-states from thermal states can not perform better.
