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I. INTRODUCTION 
The asymptotic behavior as t + cc of solutions to second-order parabolic 
partial differential equations has been investigated by many authors. 
Extremely general results were obtained by Freidman [Z] on bounded 
domains. Il’in [3], using classical PDE techniques, and Khas’minskii [4], 
using probabilistic techniques, have obtained stability results for the 
linear problem. Here, we offer an elementary linear stability theorem for 
unbounded domains and apply the theorem to the solution of the Cauchy 
problem 
(1.1) 
u(x, 0) = q)(x). 
Throughout, we assume that (1.1) is parabolic, that is, a(x) > 0, and the 
coefficients a(x) E C’(R) and ME C’(R). 
Numerous equations of physical importance fit into the form of (1.1). A 
significant example comes from theory of probability. The one-dimensional 
Fokker-Planck equation, which governs the evolution of a transition 
probability density p(x, y, t), is given by 
dP i,i+6(x)$z(x)~=0 
P(4 Y> 0) = Pot4 VI, 
(1.2) 
where y may be thought of as a fixed parameter. Equation (1.2) is called 
the backward equation. The well-known change of dependent variable [ 11, 
a, t) =pGG Y, t) $$exp (-J:$$&), 
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casts (1.2) into divergence form: 
~-~((h(x)+a,(r))u+n(x)$j=O : , 
4x, 0) =po(-T Y) $$exp(- p&j. 
Therefore, the asymptotic behavior of u(x, t) determines the asymptotic 
behavior of p(x, y, t). 
An obvious stationary solution of Eq. (1.1) is 
where c is any real constant. We prove, with reasonable assumptions on 
a(x) and b(x), that if u,Jx) and u,(x) are absolutely integrable functions, 
then 
IIu(x, 0 - U,(,~)ll 1-+ 0 as t-+x, 
where the constant c in (1.3) is determined by the relation 
Moreover, if uO(x) is smooth and decays sufficiently fast as 1x1 -+ a, we 
prove 
II44 2) - U.Y(X)ll’, + 0 as t+x. 
The method of proof is an adaptation of a stability theorem for 
quasilinear conservation laws to the linear problem (1.1). The quasilinear 
stability theorem was introduced by Osher and Ralson in [7]. We state 
and prove the adapted theorem below. 
2. STABILITY THEOREM 
Suppose s(t): L’ + L’ is a linear semigroup that satisfies the following 
properties: 
(a) s(t) is conservative; that is, u E L’ =z. j s(t) u dx = l u dx. 
(b) s(t) is contractive; that is, UE L’ and t 3 0 =P IIS u/I, d //u\I i. 
(c) If u~L’ and meas{x: fu(x)>Oj>O, then for t>O, 
IIs(t) 4 I < II4 1. 
(d) {S(t) u: t 2 01 is precompact in Li for all v E I’, a dense subset of 
L’. 
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With these properties, we have: 
THEOREM 1. (i) S(t) has a nontriviaZ fixed point, U,~E L’, which is uni- 
que up to a multiplicative constant. 
(ii) For any USE L’, lim,,, ilS( t) u0 - u,I( , = 0, where u,, is normalized 
so that j u, dx = j u,, dx. 
Proof of Theorem 1. We first prove (i). Fix USE V, with u,a 0 and 
ju,dx=l, and consider the compact subset of L’. C=(S(t)u,:t>O}. 
Properties (a) through (d) above combine to show that for fixed t >O, 
S(t): C -+ C. Furthermore, S(t): W(C) + iZ( C) since S(t) is linear. 
Let ti E Q. According to the Schauder fixed point theorem, there exists 
ui~E5(C) such that ,S(ti) ui=u,, for i= 1, 2,.... Now choose n and m such 
that nt, = mti = 1 to obtain 
Ilu, - u,ll 1 = IIS(4(u, - u,)ll 1. 
If ui- u, were not of one sign a.e., we would have by 
IIs(~)(u;-u~)llI < ll”i-ujlll~ 
which is impossible. Since ui, u~EEG(C), property (a) 
property (c) that 
shows that 
Thus, for all i and j, uj = u, = u, a.e. Finally, property (b) and the continuity 
of s(t) near t=O show that S(t)~,=u,~ for all t>O. 
To prove (ii), take USE V. Property (d) implies that there exist a sub- 
sequence t, --+ co and a function ii EL’ such that 
lim II S( t,) u0 - till , = 0. 
I,- 5c 
For any t > 0, we have 
IIs fi - u,Il 1 = 1117 - %I1 . 
Identity (2.1) is easily seen by first noting that 
IIs ii--- 4 1 d IIQ - 4111 
(2.1) 
by the contraction property (b). Second, for t, > t + rj, we have by (b) and 
the triangle inequality 
IF--u,II1 d IIs uo-U.AlI 
~Ils(t+t;)u~-S(z~ull~+IIS(t)u-u,ll~. (2.2) 
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Again, (b) implies that the right-hand side of (2.2) is bounded above by 
ll~(~,)~,--ll,+lI~(~)~--.~ll’~ 
and since tj is arbitrary, (2.1) is verified. 
Identity (2.1) and property (c) again combine to yield the following fact. 
11- U, is either nonpositive or nonnegative a.e. If this were not so, we would 
have by (2.1) and property (c) that 
which, as before is impossible. 
Finally, to complete the proof, take t, > t. The contraction property and 
the triangle inequality combine to give 
IIStt) u~l-“~III d lIS(tj) uO-“llI + li”-usllI~ 
Since ii - u,, is of one sign a.e., we have 
Ill?-u,,/l, =* (U-u,)dx. I 
Property (a) and the normalization of U, imply that J (U - u,~) dx is iden- 
tically zero, which establishes the theorem for uO E V. 
The extension of the result above to arbitrary uO E L’ is obtained via an 
obvious continuity argument and the proof is left to the reader. 
The remainder of this paper is devoted to establishing properties (a) 
through (d) of Theorem 1 for the solution operator of Eq. (1.1). 
3. PRELIMINARY ESTIMATES 
In this section we obtain some preliminary estimates for the model 
problem 
As will be seen, we lose essentially no generality by doing this. 
(3.1) 
LEMMA 3.1. Suppose b(x) E C’(R) and satisfies: 
(1) db/dx> -c,, 
(2) exp( -is b(s) ds) E L’, 
(3) SUPxtiw I(d/dx)exp(-j,“b(s)ds)l SC,. 
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Further, suppose that the initial data of (3.1), u,Jx), are C’ smooth and have 
compact support. Then, for all t > 0, we have: 
(a) 14x, t)l < c3 exp( -1;; b(s) ds), 
(b) sup.ye Iw I(W) 4x7 t)l d ~4. 
Proof of Lemma 3.1. To prove the lemma, we frequently change the 
dependent variable in (3.1) and employ the Lindelijf maximum principle 
for parabolic problems on unbounded domains. The statement of the Lin- 
deliif maximum principle can be found in [S]. 
Consider the change of dependent variable 
u(x, t)=v(x, t)exp( - jfh(s)ds). (3.2) 
A simple calculation will show that v(.x, t) satisfies 
(3.3) 
Given condition (1 ), the hypotheses of the Lindelof maximum principle are 
satisfied by (3.3). Since uO(x) has compact support, we find that 
inf v(x, 0) 6 u(x, t) 6 sup u(x, 0), 
Zit R .Y tR 
which establishes conclusion (a). 
To verify conclusion (b) of the lemma, observe that the quantity 
b(x) 24(x, t) + z u(x, t) a  (j)(W) exp 
satisfies the equation 
The identity above, condition (1) of the lemma, and a routine calculation 
will show that w*(x, t) satisfies the parabolic inequality 
aw* 2 azw* 
~+b(4~-2clw2--<o. ax2 
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Again, the Lindelof maximum principle implies 
lw(x, t)l < erlr sup Iw(x, O)(, 
rsIW 
thus showing 
b(x) u(x, t) +& 24(x, t) d sup Iw(x, O)l e”” exp 
XE R 
(- [;W,,) 
=c,e.“cxp(- Jb,b(,s)dr). (3.4) 
Now define z(x, t) = b(x) U(X, t) + (a/ax) u(x, t), and observe that z(x, t) 
satisfies 
(3.5) 
Conditions (2) and (3) of the lemma, along with an elementary exercise, 
will show that 
lim exp(-[:b(s)L)=O. 
111 - Ix) 
Therefore, fixing E > 0 and T < cc, we see by (3.4) that there exists an R(T) 
such that suplX, a R(Tj jz(x, t)l < E for all 0 d I< T. Setting 
zr(x, t) = z(x, t) - max(sup z(x, 0), E), 
x E R 
2,(x, t) = z(x, t) - min(,‘$ z(x, 0), --E), 
and using the usual parabolic maximum principle on the cylinder 
[-R(T), R(T)] x [0, T], we find that 
min(j$ z(x, 0), -8) d z(x, t) d max(supXE iw z(x, 0), E), 
for all 0 < t Q T. Recalling the definition of z(x, t) and noting that E and T 
are arbitrary, we have for all t b 0 
<SUP 14x, O)l + lb(x) u(x, t)l. 
XER 
L’ STABILITY OF SOLUTIONS 341 
Inequality (a) further shows that 
thus establishing conclusion (b). 
The result of Lemma 3.1 and the Arzela-Ascoli theorem proves that 
PO) u 0: t 2 0} is precompact in the space L’ n L” for all u0 E C’;(R). 
Therefore, we have property (d) of Theorem 1. 
Standard methods will show that (3.1) is solvable for smooth and com- 
pactly supported initial data, provided that b(x) satisfies the growth con- 
dition, /6(x)1 < cg exp(c, /xl). This is accomplished by constructing a fun- 
damental solution K(x, y, t), which leads to the representation 
We prove below that if b(x) satislies the exponential growth condition 
above, as well as the hypothesis of Lemma 3.1, then s(t) maps L’ into L’ 
and satisfies properties (a) and (b) of Theorem 1. 
LEMMA 3.2. Suppose that b(x) satisfies conditions ( 1 ), (2), and (3) of 
Lemma 3.1. Further suppose that b(x) satisfies the growth condition 
Ib(x)l 6 c6 eXp(C, /Xl), (G) 
Then, S(t) uO has the form 
(3.6) 
S(t): L’ + L’ and,ful$lls properties (a) and (b) of Theorem 1. 
Proof of Lemma 3.2. The growth condition (G) along with a standard 
iteration argument [6] prove that the fundamental solution K(x, y, t) 
exists and yields a smooth solution of the form (3.6). Below, we show that 
IIs ~oll16 II~OII 13 (3.7) 
for all u0 E C;(R). Since s(t) is linear and L’ is complete, the lemma would 
then be proved. 
Let G”(x) be a smoothed version of the sign function, given by 
IL”o=JR sgn(s) @(x-s) ds, 
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where d”(x) = l/e&x/e) and q5 E C,“(R) is nonnegative, symmetric, and has 
unit mass. Denoting S(t) t+,(x) by u(x, t), we find, from (3.1) and 
integration by parts, that 
s CW(u)(x, t,) - ~,P(~o)(x)l dx Ii/ c R 
- -- 
A routine exercise, see [ 51, for example, will show that for any f E C’( IR) 
f+"(f) -+ I.fl in L{,, as E JO 
in L,;, as E J 0 
afwcf),,, 
Za,Y' 
Therefore, after sending E to zero, we find that 
Using estimate (3.4) from Lemma 3.1 establishes (3.6). Property (a) of 
Theorem 1 follows in a similar manner. 
An additional implication of Lemma 3.2 is that for all 4’ E R and t > 0 
I K(x, y, t) dx = 1. (3.8) R 
Identity (3.8) is obtained by exploiting the conservative property of S(t) 
applied to q5”(x - x0). 
LEMMA 3.3. Given (1) of Lemma 3.1 and the growth condition (G) of 
Lemma 3.2, there exists a function K,(x, y, t) with the following properties: 
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(a) Forallx,yERandO<t6T, 
L(K,) s K,(x, y, t ) < 0. 
(b) limtio K,(x, Y, 2) = 6(x -VI. 
(c) For all x, y E R and 0 < t < T, K,(x, y, t) > 0. 
Proof of Lemma 3.3. The proof is by construction. Consider K,(x, y, t) 
having the form 
K,(x, y, t ) = @(-‘-J’J) 
where h(x, y, t) is determined below. A simple calculation gives 
L(G) = K, -(IIy)(h-26,)+(h,+hh,(l,)‘-h,.,)} 
= K,{Z+ II}. 
Property (G) implies that there exists a smooth and symmetric function 
~(0; y), such that 
lb(x)-HY)l aw+YY(;Y)Y’2 (3.9) 
sgn(d) g (0; y) 2 0 (3.10) 
(3.11) 
Now, choose h(x, y, t) to have the form 
M&Y, t)=- B:X)_(v(n-yI;y)+m(y))t+n(y), 
where B’(x) = b(x) and m(y) and n(y) are determined below. With this 
choice of h(x, y, t), I becomes 
ihJ 
I= - IX-Y1 gj (&Y) l”>O60, 
and II becomes 
zz= -V(IX-yyl;y)+(b(x)/2)2 
- (VAI-x--l; y) tJ2+ v.,(Ix-yl; y) t 
- b’(x)/2 - m(v) 
= zzz+ zv+ v. 
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II/ can be estimated by means of (3.9): 
~II~~C--~V(IX-~I;Y)+~ Ib(y)l(v(lx-~l;y))~‘~+b~(y)] 
< fh2(y). 
IV can be estimated by means of (3.11). Observe that for (01 3 0, 
sup[-(v,(B;~)t)‘+v,,(B;y)2]~~ II’(B y) “(0 y) z 
12-0 4ld((’ ; /de ; / 
which shows that for 0 < t < T and all 8 3 0, 
IV< sup [ - (v,(B; y) t)2 + v,,(R Y) tl 
OcrCT 
d max($k2(hJ, T SUP Iv,~~(B; y)l) 1 (II < 00 
E k(y; T, 0,). 
V is estimated by means of ( 1) of Lemma 3.1. Combining the estimates 
above, we have 
ZZ<fb2(y)+k(y; T,O,)+c,-m(y). 
Choosing m(y) in the obvious way gives (a). To satisfy (b), choose 
n(y) = -B(y)/2 and note the behavior of the heat kernel as t 10. 
LEMMA 3.4. Given the hypotheses of Lemma 3.3, S(t) satisfies property 
(c) of Theorem 1. 
Proof of Lemma 3.4. Using the change of variable (3.2), it is seen that 
exp(j,” b(s) ds) K(x, y, t) is the fundamental solution of (3.3). The result of 
Lemma 3.3 and the Lindelijf maximum principle (with smoothing) implies 
K(x, y, t) > 0 for 0 < t d T and all x, y E II%. Now, let u E L’ be such that 
meas{x: + u(x) > 0) > 0. For 0 < t d T, we have that 
Fubini’s Theorem and (3.8) prove the lemma for 0 < t d T. Furthermore, 
since S(t) is contractive, the result above is valid for all t > 0. 
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4. THE THEOREM 
As mentioned in Section 3, we lose essentially no generality by studying 
the model problem (3.1). This is seen by noting that the full problem (1.1) 
can be transformed into the form of (3.1) by making the following change 
of independent and dependent variable: 
:=p - “‘(s) ds 
ii=JL. 
(4.1) 
If we further impose that 
lim 
s 
.‘a-“‘(s) ds= &co, 
x-&a? 0 
then the mapping 5: R -+ IF! is one-to-one and onto. With the change of 
variables (4.1) and the results of Section 3, we have proved the following 
theorem for solutions of (1.1). 
THEOREM 2. Suppose that the coefficients of (1.1) satisfy: 
(1) ~1/2~(~-1/2(,_~,.,)), --Cl 
(2) exp( - [:$$ds)eL’ 
(3) (b-in,)exp( -[f$$ds)eL- 
(4) I~-‘-‘(b-~a,)l~c,exp(c, Ix/). 
Then, for u,,(x) E L’, we have 
/Mx, t) - u,(x)ll I -+ 0 as t+co, 
where 
u,(x)=cexp( - I:$$&) 
and c is determined by 
I R u,(x)dx=cjRexp( - ji$$ds)dx. 
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Remark. If the initial conditions of (1.1) are of the form 
Q(X) = q(x) exp( - j;, (b(s)/a(s)) ds), where q E L” and ,,&dq/dx) E L”, 
then the convergence above is in L’ n L”. This is seen from (3.2) in the 
proof of Lemma 3.1. 
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