Definitions.
Definition 1. A sequence {a^= 0 is called an addition chain (AC) for n of length r if 1 = a 0 < a,\ < . . . < a r = n and a t = a 7 -+ a k for 1 ^ i ^ r, with 0 S j, k < i. For fixed n, l(n) is the smallest possible value of r. {«/}?L 0 is said to be an (infinite) AC if {di} T i=0 is an AC for a T of length r, r ^ 1. The 9% are said to be the components of the sequence. Conversely, any sequence for which L(b i+ i) -L(b t ) = 1 is said to be a component.
One easily sees that every AC is of type II, and that the components of a sequence of type 11 are sequences of type I. Conversely, it can be shown that a sequence of type I is almost a component in the sense that for infinitely many relatively prime integers m, 
5,-= Z> if a, = 2a i «i. Write yl <-» J^, S, <-> a y , S^+i <-> a^-, a^+i, . . . , etc. A and J^ shall be used interchangeably, since either denotes the addition chain unambiguously. Furthermore, it will be convenient to let B be a variable letter which never equals D. V is said to be a truncation of W; if the number of letters B in W exceeds the number in V, the truncation is said to be proper. (1) BBFjtFiD^; If gi = 3 and g 3 = 0, the reasoning of the proof of Lemma 6(b) shows that either W belongs to (2), or else is a truncation of a word of (2). Thus, we need only consider the cases where gi ^ 2. (4), or is a truncation of a word of (3). Thus, it is now only necessary to consider the case gi = 1. If one of g 3 , g 4 or g 5 is 0, W belongs to (6) or is a truncation of a word of (6) ; this follows from Lemma 7. (7).
This completes the proof of Theorem 1.
The structure of ^o and ^\ is particularly simple; as mentioned before, ^o <-> D m , m ^ 1, while 9% corresponds to a truncation of a word of class (1) or (6) . In fact, the possibilities in the former case are (wi, m 2 
Lower bounds.
From the remarks after Definition 4, one easily deduces the following result. Proof. It easily follows from the second statement of Lemma 11 that if A = U *&j, *£t and ^\+i cannot both be words of (2); thus, Bicj), Cj 6 &j, grows at most like (6) (7) (8) i/2 . More careful use of Lemmas 11 and 12 would probably yield a larger lower bound for 6.
Note added in proof.
A much more extensive bibliography will be found in D. E. Knuth's book {The art of computer programming, Vol. 2, Addison-Wesley, Reading, Massachusetts, to appear) along with numerical tables of l(n), a proof of the conjecture at the end of the second paragraph of § 1, and related results.
