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ABSTRACT OF THE DISSERTATION 
EVALUATING CHANGES TO NATURAL VARIABILITY ON A WARMING 
GLOBE IN CMIP5 MODELS 
by 
Heather Vazquez 
Florida International University, 2018 
Miami, Florida 
Professor Robert Burgman, Major Professor 
Global mean surface temperatures (GMST) warmed in the early 20th century, 
experienced a mid-century lull, and warmed again steadily until 1997. Observations at the 
turn of the 21st century have revealed another period of quiescent warming of GMSTs 
from 1998 to 2012, thus prompting the notion of a global warming “hiatus”.  The 
warming hiatus occurred concurrently with steadily increasing atmospheric greenhouse 
gas concentrations, sea level rise, and retreating arctic sea ice. The occurrence of the 
warming hiatus suggests that natural variability continues to be a sizable contributor to 
modern climate change and implies that energy is rearranged or changed within the 
climate system.  Much of the scientific research conducted over the last decade has 
attempted to identify which modes of natural variability may be contributing to the 
GMST signal in the presence of anthropogenic warming. Many of these studies 
concluded that natural variability, operating in the global oceans were the largest 
contributors to GMST. What remains unclear is how oceanic variability and its 
contribution to GMST may change on a warmer globe as greenhouse gas concentrations 
continue to rise.  
 vi 
Our research includes diagnostic analyses of the available observational surface 
temperature estimates and novel state-of-the-art climate model experiments from the fifth 
phase of the Coupled Model Intercomparison Project (CMIP5). Our analyses seek to 
understand how the natural modes of variability within the ocean will change under 
different warming scenarios. Utilizing simulations forced with observed pre-industrial 
and historical greenhouse gas emissions in combination with several future warming 
simulations, we quantify the probability of similar “hiatus-like” periods occurring on a 
warmer globe. To that end employ various metrics and detrending techniques including 
EOF decomposition, running climatologies, along with linear and nonlinear trends to 
elucidate how natural variability changes over time. We also examine the changing 
influence of natural modes of variability with respect to the anthropogenic radiative 
forcing over different regions on the globe. Results suggest that natural variability for 
much of the global oceans decreases as the radiative forcing increases in the future 
warming scenarios.  
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CHAPTER 1: INTRODUCTION 
 
1.1 Overview  
This dissertation focuses on better understanding the likelihood of periods of reduced 
warming superimposed on long term warming in the future and how natural variability in 
the climate system will change on a warmer globe and the mechanisms and modes 
affected by changes to natural variability. The first section of this chapter explains the 
motivation for this study. Section 2 gives a brief review of several understood modes of 
natural variability followed by a section detailing the background and motivation of this 
study and the structure of this dissertation.  
 
1.2 Motivation  
Climate change has risen in recent decades to be the top environmental threat for 
future generations. By definition, climate is considered to be the long-term average of 
daily weather variations and conditions over several decades. The climate system of the 
Earth is comprised of oceans, land surface, an atmosphere, and a cryosphere. 
Manifestations of climate change have been observed by an increase in global land and 
sea surface temperatures (SST), increased water vapor in the lower troposphere, 
decreases in snow and ice cover, and through a steady rise in sea level by thermal 
expansion as a result from warming ocean temperatures and glacial ice melt, to name a 
few (IPCC, 2007). While there is evidence modern climate change is influenced by 
anthropogenic factors, natural variability still plays an important role in the variability of 
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the global mean surface temperature (GMST) (Meehl et al, 2011; Trenberth and Fasullo, 
2013; Kosaka and Xie, 2013). 
Periods of accelerated and stagnant warming have been observed over the last 
century in the GMST (Figure 1.1). These periods of reduced warming are concurrent with 
steadily increasing greenhouse gas concentrations (GHG), sea level rise, and retreating 
sea ice (IPCC, 2007). In Figure 1.1, the most recent period of accelerated warming can be 
observed during the mid-1970s, where GMSTs climbed steadily until an unexpected 
period of stagnant warming was observed at the turn of the 21st century. This period of 
reduced warming was known as the “Hiatus” period. Further examination of the GMST 
record reveals there was a similar period of stagnant warming from the mid-1940s until 
the mid-1970s. The climate is expected to warm over the next century (IPCC, 2013) and 
is common for decadal periods with little to no positive warming trend to be 
superimposed on centennial scale warming (Easterling and Wehner, 2009). These periods 
of reduced and accelerated warming in the GMST further suggest natural variability is a 
sizable contributor to modern climate change.  
Much of modern climate change is natural resulting from both internal processes 
and external forcing mechanisms. External forcing mechanisms are not influenced by the 
climate system.  Instead, these mechanisms subject the climate system to changes. They 
include fluctuations in the solar cycle, variations in orbital and axial parameters of the 
Earth, and volcanic eruptions. One example is the eruption of Mount Pinatubo in 1991. 
The eruption was captured by modern satellites and observing systems. Vast amounts of 
aerosols and gases were released into the stratosphere, significantly lowering global 
surface temperatures for several years (IPCC 2013).   
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Internal forcing mechanisms include oceanic and atmospheric modes of 
variability within the climate system. These modes can be strongly coupled, resulting in a 
complex relationship between forcings and responses. For example, the significantly 
large heat capacity of the ocean causes a delay to thermal forcing. Thus, geographic 
variations in temperature exist as a response. In spite of this coupling, the climate system 
is extremely chaotic and exceedingly sensitive to change. Therefore, a slight alteration to 
an aspect of the system in a particular location will affect a different parameter (e.g., 
precipitation, temperature, etc.) in another location. The effects from an alteration in the 
climate system are known as teleconnections. These teleconnections are predicted to shift 
over particular regions with strong observed precipitation teleconnections (IPCC, 2013).  
While there is evidence of anthropogenic forcing affecting much of modern 
climate change, (IPCC, 2007; Foster and Rahmstorf, 2011) natural variability influences 
accelerated warming and cooling periods observed in the GMST (IPCC 2007, 2013; 
Easterling and Wehner, 2009; Meehl et al., 2011; Kosaka and Xie 2013; England et al., 
2014; Watanabe et al., 2014). Natural variability can manifest as internal mechanisms 
operating within the global oceans and atmosphere. These internal mechanisms can vary 
on seasonal to multi-decadal timescales.   
 
1.3 Natural Variability 
Typically natural climatological variations are classified by their observed 
timescales but can also be classified as different spatial patterns (Ghil, 2002). There has 
been much literature linking natural oceanic variability to changes in air temperatures at 
the surface (Meehl et al, 2011; Trenberth and Fasullo, 2013; Kosaka and Xie, 2013), 
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persistent drought in North America (Enfield et al., 2001; McCabe et al., 2004; Burgman 
et al, 2010; Burgman and Jang, 2015), Atlantic hurricane intensity and frequency 
(Knight et al., 2006, Grossman and Klotzbach, 2009) and changes to large-scale 
atmospheric circulations and low-level clouds over the Eastern Pacific Ocean (Burgman 
et al., 2008; Clement et al., 2009).  
For this study we are interested in looking at natural oceanic variability operating 
on interannual to multi-decadal timescales. Climatological modes of oceanic variability 
can be found on decadal and interannual timescales in the Atlantic, Pacific, and Indian 
Oceans. On decadal timescales, modes include Atlantic Multidecadal Variability (AMV), 
Pacific Decadal Variability (PDV) and the Indian Ocean Dipole (IOD) (Wu et al., 2003; 
Xie and Carton, 2004; Deser et al., 2010; Han et al., 2014; Steinman et al., 2015) while 
the El Niño Southern Oscillation (ENSO) and Tropical Atlantic Variability operate on an 
interannual timescale (Enfield and Nunez, 2000; Marshall et al., 2001; Sheinbaum 2003).  
 
1.3.1 Pacific Variability      
Over the Pacific Ocean, the Pacific Decadal Oscillation (PDO) is identified as a 
distinct triangular shaped SST anomaly pattern along the equator stretching into the 
central Pacific and a curved area of SST anomalies extending into the tropics and mid-
latitudes (Mantua and Hare, 2002; Sarachik and Vimont, 2003; Wu et al., 2003; Minobe 
et al., 2004). An elliptical region of opposite signed SST anomalies in the northern 
central Pacific surrounds the abovementioned-curved area along the western coast of the 
United States. An index has been developed by Mantua et al., (1997) calculating the 
leading Empirical Orthogonal Function (EOF) of monthly SST anomalies in the Pacific 
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above 20 degrees north latitude. Despite the index being calculated in the north Pacific, 
there is an indication similar amplitudes of climate variability also exist in the southern 
hemisphere (Garreaud and Battisti, 1999). The oscillation period for the PDO has been 
observed to be between 20-30 years. There is much debate on whether the mechanisms 
forcing this mode are produced by purely tropical processes (Kirtman 1997; Knutson and 
Manabe, 1998; Jin, 2001; Wu et al., 2003; Burgman et al., 2008b) or by tropical-
extratropical interactions (Gu and Philander, 1997; Kirtman and Schopf, 1998; Kleeman 
et al., 1999; Schneider et al., 2002; Burgman et al., 2008a; Dommenget and Latif, 2008; 
Clement et al., 2009) through either oceanic wave and circulation dynamics or 
atmosphere and ocean teleconnections.  
On interannual timescales, ENSO is defined as a strongly coupled mode identified 
by SST anomalies in the tropical Pacific Ocean and fluctuations in tropical sea level 
pressure (SLP) between the western and eastern Pacific (Sarachik and Vimont, 2003; 
Wang et al., 2012).  Normal conditions found in the tropical Pacific include cool 
equatorial waters in the central and eastern Pacific and a warm pool of equatorial waters 
in the western Pacific (Sheinbaum, 2003).  Observed ENSO anomalies oscillate between 
warm and cool SSTs in this region (Sheinbaum, 2003; Sarachik and Vimont, 2003; Wang 
et al., 2012). The oscillation period is interannual between 2-7 years. An important aspect 
of ENSO to remember is, the coupled ocean-atmosphere oscillation includes the El Niño 
component corresponding to the ocean and the Southern Oscillation representing the 
atmosphere (Wang et al., 2012). The Southern Oscillation is characterized by an 
interannual seesaw in tropical SLP between the western and eastern Pacific, consisting of 
a weakening and strengthening of the easterly trade winds over the tropical Pacific (Wang 
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et al., 2012). The fluctuations in SLP are a feedback response to the variations in SST. 
Ultimately, the changes in SLP and SST are different features (i.e., atmospheric and 
oceanic respectively) of the same event.  
Bjerknes (1969) explains this coupling as a positive feedback between the ocean 
and atmosphere with easterly winds as a result of zonal SST and pressure gradients across 
the basin. Dynamical processes in the ocean establish an equatorial cold tongue in the 
eastern Pacific driven by an eastward sloping thermocline below that provides deep cold 
ocean temperatures at the surface though upwelling. During warm ENSO events, the 
easterly winds slacken by a reduction in zonal SST gradients and the thermocline slope 
relaxes over the eastern Pacific as a result of warmer SSTs. For cool ENSO events, 
easterly winds are anomalously strong resulting in a steeper sloping thermocline that 
produces stronger upwelling and cooler SSTs in the eastern Pacific. While the 
characteristics of ENSO can be easily modeled (Zebiak and Cane, 1987), it is unclear if 
ENSO is a stochastically driven system or is self-sustained (Bjerknes, 1969; Neelin et al., 
1998; Yeh and Kirtman, 2004; Wang, et al., 2012).  Understanding how ENSO is driven 
is useful in identifying the relationship of forcings between modes of variability in the 
Pacific and their predictability (Kirtman and Schopf, 1998).  
 
1.3.2 Atlantic Variability 
Variability over the tropical Atlantic is known to influence regional climates over 
the African and South American continents (Moura and Shukla, 1981; Folland et al., 
1986; Nobre and Shukla, 1996; Giannini et al., 2004). The tropical Atlantic region is 
remotely forced either by the tropical Pacific (Latif and Barnett, 1994; Enfield and 
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Mayer, 1997; Klein et al., 1999) combined with local air-sea interactions (Chiang et al., 
2002; Huang et al., 2002) or forcing through the extra-tropics and strength of the trade 
winds (Nobre and Shukla, 1996). An inter-hemispheric mode of SST variability resides 
over the northern tropical and southern subtropical Atlantic resulting in a dipole-like 
structure or meridional mode (Moura and Shukla, 1981; Nobre and Shukla, 1996; Chang 
et al., 1997). There is however no evidence of a significantly coupled dipole mode on 
interannual or decadal timescales (Enfield and Mayer, 1997; Dommenget and Latif, 
2000). Instead, the mode is simply a cross-equatorial SST gradient coinciding with the 
seasonal meridional displacement of the intertropical convergence zone (ITCZ) (Nobre 
and Shukla, 1996; Ruiz-Barradas et al., 2000). The dipole mode is a result of low 
frequency changes in evaporation and is decoupled from variations in the Atlantic 
thermocline (Carton et al., 1996).  
Along the eastern equatorial Atlantic a coupled mode of variability comparable to 
the Pacific ENSO emerges. The Atlantic coupled mode is often referred to as the Atlantic 
Niño. The physical mechanisms responsible for the ENSO-like mode in the Atlantic are 
similar to the dynamical processes found to occur in the equatorial Pacific (Zebiak, 1993; 
Carton and Huang, 1994; Carton et al., 1996). However dissimilarity in basin size 
results in shorter duration of warm and cool events and a less robust signal compared to 
the Pacific. The Atlantic Niño mode is not self-sustaining but shows interannual 
oscillation favoring a two to four year period (Zebiak, 1993). Despite the vast difference 
in basin size, displacement of land masses, and lack of a western warm pool linked to 
convection in the Atlantic, regression analysis shows three components of the Bjerkenes 
feedback found in the Pacific exist in the Atlantic (Keenyside and Latif, 2007). The 
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positive feedback results primarily in peak SST variability in boreal summer. Another 
peak in variation has been found through satellite and in situ observations to occur in 
November-December (Okumura and Xie, 2006). A relationship seems to exist between 
both tropical modes on short interannual and decadal timescales and is associated with 
shifts in ITCZ locations (Servain et al., 1999)  
In the North Atlantic, oscillating warm and cold SSTs fluctuate on average of 40-
60 years (Delworth et al., 1993; Kushnir, 1994; Schlesinger and Ramankutty, 1994; 
Goldenburg, 2001; Alexander et al., 2014). The low frequency SST pattern may be a 
response to high frequency forcings in the atmosphere (Marshall et al., 2001; Clement et 
al., 2015). However, a close relationship is suggested to exist between changes in 
Atlantic hurricane intensity and frequency, changes in the hyrdoclimate over the 
Brazilian rainfall and Sahel desert (Knight et al., 2006), the phase change of North 
Atlantic SST variability and changes in the intensity of the thermohaline circulation 
(Delworth et al., 1993; Knight et al., 2005, Grossman and Klotzbach, 2009). Intensity 
changes of the meridional overturning circulation are driven by density anomalies found 
in the sinking region located in the North Atlantic Ocean (Delworth et al., 1993). An 
overall weakening in the overturning circulation produces substantial cooling over the 
North Atlantic while warming SSTs are associated with a strengthening in the circulation 
(Delworth and Man, 2000; Zhang and Delworth, 2005). As SSTs warm by anthropogenic 
forcing, an influx of melted fresh water may weaken the circulation and induce cooling 
temperatures over the Atlantic.  
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1.3.3 Indian Ocean Variability      
Similar to the Pacific and Atlantic Oceans, the Indian Ocean experiences several 
modes of variability across the basin. Interannual modes include a basin-wide mode with 
a warming or cooling pattern associated with changes in cloud cover induced by ENSO 
(Klein et al., 1999) and sustained by ocean dynamics and local air-sea interactions 
beyond termination of ENSO events (Du et al., 2009). A subtropical dipole mode 
(Behera and Yamagata, 2001) generated by air-sea interactions along the African 
subcontinent, through atmospheric teleconnections outside the Indian Ocean, and by the 
Antarctic circumpolar wave (White and Peterson, 1996; Morioki et al., 2012; Morioki et 
al., 2013) results in positive phases represented by warm SST anomalies in the in the 
southwestern Indian Ocean and cold anomalies in the eastern Indian ocean (Han et al, 
2014). Another dipole structure operates on both an interannual and decadal timescales 
and is known as the Indian Ocean Dipole (IOD). Varying on interannual timescales, the 
IOD is self-sustained through strongly coupled ocean-atmosphere dynamics (Webster et 
al., 1999) resulting in Bjerknes-type feedbacks between equatorial winds and zonal SST 
gradients (Han et al, 2014). A positive phase of the IOD is denoted by cold SST 
anomalies in the eastern tropical Indian Ocean and warm SST anomalies along the 
western tropical edge of the basin (Saji et al., 1999).  
Overall, little is known about variability over the Indian Ocean compared to the 
Atlantic and Pacific basins. Nevertheless, a study done by Krishnamurthy and 
Krishnamurthy (2016) suggests decadal and interannual components of the IOD to be 
influenced by wind patterns over the Pacific linked to the PDO and ENSO. The IOD has 
also been linked to rainfall along the region, monsoon rainfall variability over the Indian 
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and Asian peninsula on interannual timescales, and interdecadal modulations of the 
monsoon related to ENSO (Behera et al. 1999; Ashok et al., 2001; Ashok et al., 2003; 
Ashok et al., 2004; Yamagata et al., 2004).  
 
1.4 Background  
The Earth’s energy budget is a delicate balance between the incoming radiation 
from the sun and outgoing longwave radiation from the surface of the Earth, along with 
convective energy fluxes derived by the surface (Wild et al., 2013; IPCC, 2013). 
Currently, there is a positive global energy imbalance at the top of the atmosphere of 
about 0.5-1 W/m2 (Watts per meter squared) (Trenberth, 2009; Trenberth and Fasullo, 
2013; IPCC, 2013). The imbalance should bring about continual warming as seen in past 
decades as an excess of energy adds heat that becomes absorbed by the land or ocean 
surface, causing either warming to the surface or melting of snow and ice. With the lack 
of observed surface heating at the turn of the 21st century denoted by the GMST record 
(Figure 1.1), Trenberth (2009) suggests a simple rearrangement of energy within the 
climate system is taking place and the added energy could be traced by changes in the 
atmosphere, ocean, cloud cover, ice sheets, and aerosols. Two schools of thought attempt 
to explicate the cause of observed pauses in accelerated warming in the GMST despite a 
positive imbalance: i) changes in radiative forcing due to changes in stratospheric water 
vapor (Solomon et al., 2010) and aerosols (Solomon et al., 2011; Kauffman et al., 2011) 
and ii) changes in oceanic variability (Meehl et al., 2011; Kosaka and Xie 2013).  
Radiative forcing of stratospheric water vapor dominates the longwave forcing 
which can influence temperature changes in the stratosphere and troposphere. Solomon et 
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al., (2010) suggest a quiescent period of warming may be a result in a decrease of 
stratospheric water vapor concentrations after the year 2000. The decrease in water vapor 
in the stratosphere has been positively correlated with increases in SST in the western 
warm pool located in the tropical Pacific (Rosenlof and Reid, 2008). The increase in SST 
in turn affects water vapor entry values and cold point temperatures closely related to 
rising air. The rising air in active convection transports the water vapor from the 
troposphere into the stratosphere. Decreases in stratospheric water vapor act to warm the 
stratosphere but cool the troposphere (Solomon et al., 2010). Despite an expected 
increase of GHGs, after the year 2000, observed rates of warming in the troposphere 
might have decreased due to a reduction in stratospheric water vapor.   
Another important feature in the stratosphere effecting radiative forcing is the 
background stratospheric aerosol layer, thought to consist of carbonyl sulfide from 
volcanic eruptions or anthropogenic sulfur largely because of increases in coal 
consumption (Solomon et al., 2011). The increase in sulfur emissions also slows the 
increase in radiative forcing associated with rising GHG concentrations (Kauffman et al., 
2011). While the radiative forcing of stratospheric water vapor and sulfur may offset 
warming, the latter constituent is short-lived in the atmosphere and the two do not 
account fully for the observed pause in warming. Another factor must be stronger or 
working in tandem with the effects of radiative forcing for models to fully capture the 
slowdown in warming.  
Alternatively, modes of natural oceanic variability have also been found to 
influence the observed changes in air temperatures at the surface. Observations and 
climate models have discovered a sequestration of the excess heat is located in the deep 
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ocean below 700 meters (Meehl et al., 2011; Balmaseda et al., 2013; Guemas et al., 
2013; Trenberth and Fasullo, 2013; Chen and Tung, 2014; Drijfhout et al., 2014). 
Overall, deep global oceanic temperatures are warming despite notably cooler 
temperature anomalies recently observed at the surface. Despite global oceanic warming, 
each basin experiences different processes leading to warming in the deep ocean. For the 
North Atlantic in the winter, deep convection weakens, resulting in less cold surface 
waters subducted which indirectly induces a warming effect at the subsurface and in the 
deep Atlantic ocean (Meehl et al., 2011).   
For the Pacific Ocean, the deposition of heat into the deep ocean may be a result 
of cold phased anomalies of the PDO where cold SSTs directly cool the air above by 
removing heat from the atmosphere. The heat is then subducted below into the deep 
ocean. The cooling temperatures of the tropical Pacific may be associated with pre-
pondering cold ENSO events which has also been observed during the first decade of the 
21st century (Meehl et al., 2011; Kosaka and Xie 2013). Also, a substantial acceleration 
of the Pacific trade winds induces increased equatorial upwelling of cooler SSTs to the 
surface in the central and eastern Pacific may be the culprit for a slowdown in warming 
(England et al., 2014).   
While natural variability seems to play a role in a slow down in warming, it may 
also be connected to periods of accelerated warming observed in the temperature record. 
To further suggest natural variability is a significant contributor to climate change during 
periods of accelerated warming, the State of the climate report by the National Oceanic 
and Atmospheric Association (NOAA) has declared 2015 to be one of the warmest years 
on record. The warming air temperatures may be a result of one of the strongest El Niño 
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events recorded. Also, the waters of the North Pacific along the west coast of the United 
States, where the PDO is calculated, experienced an anomalous warm pool of SSTs that 
may have been associated with a shift to warmer PDO anomalies during 2015. With the 
possibility of shifting into a warm phase of the oscillation, there is indication the climate 
may be entering into another period of accelerated warming.  
 With anthropogenic forcing projected to increase throughout the next century, it 
has been indeterminate as to when a full anthropogenic signal will emerge from under the 
signal of internal forcings. Despite our physical understanding, the largest amount of 
anthropogenic warming is expected in the polar latitudes. Several studies have shown the 
earliest emergence of a warming signal is currently occurring first during summer months 
in lower latitude countries (Mahlstein et al., 2011; Hawkins and Sutton, 2012). The 
warming in lower latitudes is because the mid-latitudes receive high amounts of 
atmospheric and temperature variability, in turn causing a delay in the emergence of a 
warming signal outside of the tropics (Mahlstein et al., 2011). What will happen to the 
frequency and amplitude of oceanic variability as GHG concentrations increase? There is 
much discussion as to how the structure of ascribed modes of oceanic variability will 
respond to warmer GMSTs.  
Overall not much research has been done for multidecadal modes of variability. 
However, the Intergovernmental Panel on Climate Change’s (IPCC) fourth assessment 
report (2013) suggests changes to AMV behavior are unlikely to occur as the mean state 
of the climate changes by anthropogenic forcing while fluctuations of AMV are likely to 
continue strongly influencing regional climates. For the Pacific, Furtado et al., (2011) 
found decadal variability may not exhibit any spatial or temporal changes under larger 
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amounts of anthropogenic warming. The lack of changes to decadal variability could be 
the result of questionable disassociations by how individual models capture the dynamics 
associated between oceanic modes of variability.  
 For interannual variability, the IOD is very likely to remain active with 
unchanged SST variability relative to any given mean state (Cai et al., 2009) despite a 
reduction in thermocline depth due to changes in zonal gradients (Zheng et al., 2010; 
IPCC, 2013). The change in thermocline feedback will possibly decrease ENSOs 
modulation on the IOD (Saji et al., 2006; Zheng et al., 2010). In the Atlantic, a persistent 
warming trend is already being observed with warming weaker in the North than in the 
South Atlantic along with a weakening the equatorial cold tongue in the Atlantic Niño 
region (Tokinaga and Xie, 2011) causing changes in precipitation and atmospheric 
circulation patterns associated with shifts in the ITCZ (IPCC, 2013). In the tropical 
Pacific there are many studies suggesting how variability will change on a warmer globe.  
Theoretically and through analyses, as the surface warms, the equatorial zonal 
SST gradient weakens along with a slackening of surface easterly winds resulting in an 
overall reduction in intensity of the zonal overturning air across the Pacific known as the 
Walker Circulation (Vecchi et al., 2006, Zhang and Song, 2006).  The “Weaker Walker” 
mechanism is associated with a warm El Niño-like oceanic structure and can be 
manifested by changes in the global hydroclimate (Knutson and Manabe, 1995; Held and 
Soden, 2006) or by atmospheric feedback mechanisms (Betts and Ridgeway, 1989; 
Ramanthan and Collins, 1991; Meehl and Washington, 1996; DiNezio et al., 2009). One 
particular feedback mechanism hypothesizes an “Atmospheric thermostat” response 
(Ramanathan and Collins, 1991). Additional warming in the western Pacific results in an 
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increase of high cirrus clouds, shielding the surface from insolation resulting in less 
warming. In the eastern Pacific the cloud shielding effect would be less efficient because 
of cooler temperatures though upwelling and would instead warm; creating a decrease in 
easterly winds and an El Niño-like response. Even under quadrupled carbon dioxide 
simulations the spatial pattern for the tropical Pacific may look like a warm phase of 
ENSO yet changes in amplitude and frequency depend on how a particular model 
represents ENSO forcings (Merryfield, 2006; Yeh and Kirtman, 2007).  
In contrast, using an ocean model with simplified atmospheric processes, one 
argument suggests ocean thermodynamic processes produce an “ocean thermostat” 
response where the oceanic structure takes on a cooler phase of ENSO to moderate 
increased anthropogenic warming (Clement et al., 1996; Cane et al., 1997). By the ocean 
thermostat mechanism, as heating increases in the tropics the zonal SST gradient between 
the eastern and western Pacific strengthens and increases surface easterly winds. The 
intensification of the atmospheric circulation induces shoaling of the eastern Pacific 
thermocline generating cooler upwelling from the ocean mixed layer opposing the 
heating at the surface.  
A study attempting to reconcile the two paradigms using both mechanisms, the 
ocean thermostat and weaker walker circulation, found an El Niño-like pattern may 
emerge yet not as robust as a consequence of the cooling effects derived by the 
thermodynamic mechanism originating from the ocean (Vecchi et al., 2008). Considering 
the mean state becomes more El Niño-like, interannual variability may result in 
statistically stronger cold events associated with ocean dynamics (Timmerman et al., 
1999). However, using an ensemble of complex coupled models, the most likely scenario 
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would result in no large amplitude changes towards either warm or cold mean ENSO 
conditions (Collins, 2005). The lack in ENSO amplitude change occurs because models 
predict both an amplification of the thermocline response as a result of ocean dynamics 
along with a weakening of the walker circulation together with responses in the 
hydroclimate to external forcing (DiNezio et al., 2010).  
Therefore, to understand how natural variability will respond to warming global 
temperatures it is best to look at how observed changes have occurred to these modes 
since the onset of monotonic warming. One challenge facing researchers is the paucity of 
observational data in understanding decadal phenomena. Our current instrumental record 
dates back roughly over a century, documenting two full oscillations between warm and 
cool phases of AMV and three complete oscillations of PDV. Therefore it is beneficial to 
examine paleo-proxy based observations from tree rings, ice core data, corals, and 
various other sources to help identify and analyze multidecadal signals. For example, 
studies using multi-proxy data and specifically paleo-proxy data from tree rings indicate 
decadal scale reversals of variability over the Pacific (D’Arrigo et al., 1999; Biondi et al., 
2001), Atlantic (Delworth and Mann, 2000; Kilbourne et al., 2008) and Indian Oceans 
(Zinke et al., 2004; Abram et al., 2007) have occurred at least throughout the last three to 
four centuries.  
Another way to supplement the sparse observed instrumental record is through 
climate models. Climate models are a valuable resource to researchers with longer 
integrations of 1000 years or more and at higher spatial resolutions than some 
observations afford. Data added to climate models are coupled by known complex, 
physical and dynamical observed processes along with anthropogenic forcings. Models 
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vary significantly from observations in representing precipitation and drought patterns, 
thermohaline circulation strength, and contain biases in SST (Wang et al., 2014), and 
represent coupled atmospheric-ocean phenomenon differently than observations or even 
other models (Barnett et al., 1996). The variation between the modeled and observed 
climate is a result of a combination of errors in simulating external forcing, model 
response, and internal climate variability (Fyfe et al., 2013). Given these differences, the 
models do represent internal variability and thus offer valuable insight into the potential 
changes in natural variability in the future. Moreover, modes of natural variability are 
spatially related in some ways (Mantua et al., 1997; Mantua and Hare, 2002; Sarachik 
and Vimont, 2003; Minobe et al., 2004) through direct interactions and atmospheric 
forcings (Klein et al., 1999; Enfield and Nunez, 2000; Zhang and Delworth, 2007; 
Hetzinger et al., 2011) helping influence rainfall and drought (Mcabe et al., 2004; Zhang 
and Delworth, 2006) in the northern hemisphere. Despite possible linkages, climate 
models seem to keep these phenomena independent (Park and Latif, 2010) which helps to 
fully understand the mechanisms taking place under the effects of natural variability.  
 
1.5 Hypothesis 
A leading question is how climate models predict modern anthropogenic climate 
change but failed to simulate the most recent observed pause in warming. Is it possible to 
have periods of cooling superimposed on a long-term warming trend?  Preliminary 
analysis of temperature trends in the observational data, CMIP3, and CMIP5 simulations, 
point to natural variability as a possible source for inconsistencies between the simulated 
and observed trends of the early 21st century (IPCC, 2013). In spite of many 
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improvements to climate models, there remains a large amount of uncertainty in how well 
models will forecast future climate change. The uncertainty in forecasting the future 
climate is in part a result of the several different possible emission projections provided 
by the IPCC along with each climate models response to natural variability on global and 
regional scales (Deser et al., 2012).  
Further examination of model simulations from phase three of Coupled Model 
Intercomparison Project (CMIP3) produce statistically significant periods of “cooling” or 
no trend within long term warming (Easterling and Wehner, 2009).  The fifth phase of 
CMIP (CMIP5) provides a framework for coordinated climate change experimentation 
and promises to yield new insights about the climate system and the processes 
responsible for the observed climate variability (Taylor et al., 2012). Several recent 
studies attempt to quantify the probably of warming hiatus’ under CMIP5 and found 10 
year quiescent periods are likely under present day and accelerated warming conditions 
(Roberts et al., 2015; Schurer et al., 2015). While, the detection of shorter periods of 
quiescent warming is expected when compared to the IPCC defined 15-year period, other 
studies suggest there is no statistical evidence for these “hiatus-like” trends to be unusual 
in the observed (Rahmstorf et al., 2017) or in a warmer future modeled climate (Li and 
Baker, 2016).  The focus of this dissertation is to understand how periods of quiescent 
warming change between modeled scenarios.  
The hypothesis put forward here is the most recent observed plateau in warming 
found in GMSTs is not an unusual occurrence and is driven predominantly by natural 
variability in the global oceans operating together with anthropogenic forcing and is not 
captured fully in many of the current coupled models. How we will experience future 
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periods of stagnant warming (or even a period of apparent accelerated warming) on a 
warmer globe in the future remains to be seen. Our hypothesis is a threshold in the 
climate system must exist at some warmer temperature in the future where the signal of 
natural variability in the GMST will no longer be superimposed on a long-term warming 
trend thus decreasing natural variability and its impact throughout climate system. 
Understanding the physical processes driving these phenomena will lead to better 
understanding and allow for development and betterment of future coupled model 
simulations. The ultimate goal of this research is to use statistical analysis and advanced 
modeling experiments to assess the climate under different greenhouse forcing scenarios 
and evaluate the changes in natural variability as surface temperatures warm.  
Objectives of this dissertation: 
1) Quantify the probability of observed periods of quiescent warming superimposed 
in long-term warming in the GMST using simple statistical techniques  
2) Examine coupled model output from the CMIP5 archive to identify the response 
of natural variability to the overall changes under different simulated warming 
scenarios 
3) Statistically assess significance in changes to variability in CMIP5 scenarios 
To address the first objective of this analysis a simple statistical analysis is 
performed. The second and third components of the analysis are more phenomenological 
in order to identify the physical processes responsible for shifts in the GMSTs in the 
CMIP5 simulations. We see aggressive warming projections lead to decreases in natural 
variability. This is a key question to answer in order to help improve model response and 
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sensitivity to simulated internal climate fluctuations. In addition to examining the spatial 
structure of the phenomena (e.g., surface winds and ocean heat content) using correlation 
analysis and identifying consistencies with the observation data, I will determine how the 
physical processes are affected by increasing radiative forcing. 
 
 
 
Figure 1.1: Taken from the IPCC report (2013), this figure is the observed global 
annually averaged combined land and ocean surface temperature anomaly (°C) between 
1850-2012. 
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CHAPTER 2: OBSERVATIONAL AND MODEL DATA  
 
2.1.  Data 
2.1.1 Observational data 
To examine global temperature anomalies, observational datasets from the Hadley 
Centre’s Climate Research Unit HadCRUT4 and ERSSTv4 from Smith and Reynolds 
(Smith et al., 2008; Morice et al., 2012; Huang et al., 2015) were used for this study.  
The HadCRUT4 dataset is considered to have restricted spatial coverage, as the data do 
not employ any form of spatial infilling on gaps, allowing for grid box anomalies to be 
traced back to the observational records (Morice et al., 2012). The dataset uses a 5-degree 
horizontal grid of the global historical temperature anomalies with a monthly climatology 
calculated with respect to the 1961-1990 reference period. The HadCRUT4 dataset is 
comprised of a blend of land-surface temperature data from CRUTEM4 and SST data 
from the HadSST3 dataset.  
The ERSST datasets are comprised of global monthly sea surface temperatures on 
a 2-degree horizontal grid with data obtained by the International Comprehensive Ocean-
Atmosphere (ICOADS); a dataset of marine surface data using statistical methods to fill 
any gaps. Analysis begins from January 1854 to present with monthly anomalies 
computed with respect to a 1971-2000 monthly climatology. 
 
2.1.2 Model data   
To examine natural variability, we analyzed SSTs using climate simulations 
included in CMIP5 which employs several century timescale experiments providing a 
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valuable source of climate data to supplement the relatively sparse observational record 
(Taylor et al., 2012). Analysis of temperature trends in the observational data and CMIP5 
simulations, point to natural variability as a possible source for inconsistencies between 
the simulated and observed trends of the early 21st century (IPCC, 2013). For our 
analysis, we use annual SST data from a total of 19 ensemble members from the CMIP5 
archive (Table 2.1). We used only the first ensemble member (r1i1p1) for each model. 
For the statistical analysis, a subset of 18 of the models was also used to also evaluate 
annual air temperature at the surface (TAS) alongside annual SST data.   
We evaluated six different types of simulation experiments found within the 
CMIP5 multi-model archive. Experiments include: (1) a multi-century control run that 
holds radiative forcing constant at pre-industrial levels of 280 parts per million (ppm) 
throughout the entire simulation. These simulations are useful because they provide 
information on internal noise in the climate system. (2) Historical runs that cover the last 
150 years from 1850 to 2005 and forced with observed changes in atmospheric 
composition; forcing includes both natural internal variability, solar, and volcanic 
forcings along with additional anthropogenic sources. (3) Four different century scale 
future projections out to 2100 that are numbered according to the estimated peak of 
radiative forcing in Watts per meter squared (Wm-2) throughout the century relative to 
the pre-industrial value. These simulations are known as Representative Concentration 
Pathways (RCP) (Moss et al., 2010; van Vuuren et al., 2011).   
 The RCP simulations give several possible scenarios of GMST change formulated 
by several assumed prospective mitigation strategies (Figure 2.1). They emphasize 
forcing projections realized under more than one underlying socioeconomic scenarios. 
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Essentially they are representative of a combination of technological development, 
policy, energy, and land-use changes in the literature needed to achieve and maintain the 
amount of radiative forcing levels targeted (Masui et al., 2011; Riahi et al., 2011; 
Thompson et al., 2011; Van Vuuren et al., 2011). We looked at all four different RCP 
experiments: RCP2.6, RCP4.5, RCP6.0, and RCP8.5 as they vary between the most 
conservative and liberal amounts of projected radiative forcing to occur during the 22nd 
century. For example, the pathway for RCP2.6 is to peak with a maximum radiative 
forcing of 3.0 Wm-2 close to mid-century and decline to 2.6 Wm-2 (~490 ppm of CO2 
equivalent) by 2100. RCP4.5 (~650 ppm of CO2 equivalent) and RCP6.0 (~850 ppm of 
CO2 equivalent) representing medium-low and medium-high projections, respectively, 
follow a pathway that stabilize without overshooting after reaching their corresponding 
projected radiative forcing, while the RCP8.5 represents the highest forcing projected to 
reach a level of radiative forcing of 8.5 Wm-2 (~1370 ppm of CO2 equivalent) at 2100 by 
rising steadily throughout the next century. Temperature anomalies for each simulation in 
Figure 2.1 follow the projected radiative forcing throughout their respective simulations.  
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Figure 2.1: Time series of global mean surface temperature anomalies for 18 CMIP5 
models. Shown are the time series’ for the individual models under the Historical 
experiment (grey) between 1861-2005 and the four future warming experiments RCP2.6 
(dark blue), RCP4.5 (red), RCP6.0 (orange), RCP8.5 (dark green) from 2006-2100. Also 
depicted are the multi-model averages for each experiment (thick lines). 
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Table 2.1: 19 coupled climate models from the CMIP5 archive that provided the first 
ensemble member (r1i1p1) for the PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and 
RCP8.5 experiments.   
Model Name Modeling Institute
BCC-CSM1.1-m
BCC-CSM1.1
CCSM4 NCAR, USA
CESM1-CAM5
NSF, Department of Energy, and National Center for Atmospheric 
Research, USA
FIO-ESM The First Intitude of Oceanography, Japan
GFDL-CM3
GFDL-ESM2G
GFDL-ESM2M
GISS-E2-H
GISS-E2-R
HadGEM2-AO
National Institute of Meteorological Resears/ Korea Meteorological 
Administration, Korea
HadGEM2-ES Met Office Hadley Centre, UK
IPSL-CM5A-LR Institut Pierre-Simon Laplace, France
MIROC5
MIROC-ESM
MIROC-ESM-CHEM
MRI-CGCM3 Meteorlogical Research Institute , Japan
NorESM1-M
NorESM1-ME
Beijing Climate Center, China Meteorological Administration, China
Norwegian Climate Centre, Norway
The University of Tokyo, National Institute for Environmental Studies, 
and Japan Agency for Marine-Earth Science and Technology, Japan
NOAA Geophysical Fluid Dynamics Laboratory, USA
NASA Goddard Intstitute for Space Studies, USA
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CHAPTER 3: QUANTIFIYING THE PROBABILTY OF REDUCED PERIODS 
OF WARMING 
 
3.1 Overview 
Here, we evaluate how natural variability in global mean surface temperatures 
will be affected as the amount of well-mixed greenhouse gases continues to increase in 
the atmosphere. By analyzing the global mean surface air temperature and sea surface 
temperatures under several different scenarios, we hope to elucidate the potential changes 
in global surface temperatures and determine if and when quiescent periods of warming 
like the aforementioned “warming hiatus” may cease to occur. Our approach includes a 
statistical analysis of the global mean surface air (measured at 2 meters) and sea surface 
temperature time series under 6 different radiative forcing experiments. The analysis 
includes an examination of the likelihood of similar periods of quiescent warming to the 
warming hiatus and an analysis of changes in variance of the global mean surface 
temperatures.  
 
3.2 Methods 
3.2.1 Monte Carlo Sampling  
To quantify the probability of a period of stagnant warming as observed at the 
turn of the 21st century, a statistical analysis of annually averaged global mean surface 
temperature (GMST) was performed on the observational record from which the 
warming hiatus mentioned in the recent IPCC report was calculated. We then performed 
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the same analysis on 18 of the individual CMIP5 models from Table 2.1 for a period of 
steady (time dependent) radiative forcing at preindustrial levels (~280 ppm), or the 
preindustrial control (PiControl) experiment in addition to a simulation with observed 
estimates of the transient radiative forcing and external forcings (e.g. solar variability and 
volcanic eruptions) over the past 150 years, or the Historical simulations. To understand 
how future anthropogenic warming may affect natural variability in the GMST time 
series, we also examined the probability of another warming hiatus in four experimental 
simulations with differing suppositions about how society will respond to observed 
increases in greenhouse gases (GHG) and climate change. These include the RCP2.6, 
RCP4.5, RCP6.0, and RCP8.5 experiments mentioned in Chapter 2. To better capture the 
natural variability in the presence of persistent increases in GHGs, we also incorporate 
different methodologies for removing the warming trends observed in the GMST in the 
Historical and future warming scenarios. A resampling method known as Monte Carlo 
sampling was then applied to the observational and CMIP5 model output to help 
determine how natural multi-decadal shifts change as the radiative forcing changes within 
the simulations. The Monte Carlo sampling technique uses repeated random sampling 
with replacement from the population or from a synthetically produced time series to 
compute the statistic of interest. Monte Carlo sampling methods store the statistic of 
interest from the sampled data and a probability distribution is then calculated. The 
distribution reveals the likelihood of the chosen statistic, in this case the decadal trend 
associated with stagnant warming in the GMST, occurring for the period of interest. 
Following the IPCC’s example, we resampled 15-year “chunks” from the GMST time 
series and calculated the linear trends for 10,000 iterations over the observational and 
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modeled datasets before and after detrending. Recall the 15-year sample coincides with 
the duration of the most recent reduced period of quiescent warming observed from 1998 
to 2012, known as the “hiatus”. Rahmstorf et al., 2017 used a similar Monte Carlo 
approach to assess the significance of trend changes in the observational record and 
found that a low amplitude trend period as observed is to be expected and argued that no 
significant trend change has been observed since the acceleration in warming in the 
1970s. Note, their analysis only simulated the global surface temperature from 1972-2014 
and linearly detrended using a baseline period from 1972-2000. Here we sample over the 
entire observed HadCRUT4 period from 1850 to 2017. 
Utilizing the Monte Carlo resampling technique for 15-year trends within the 
observed HadCRUT4 record yields a large positive 15-year trend [-0.5 to 0.15] compared 
to the IPCC calculated trend of 0.05 degrees Celsius (°C) per decade. The median 15-year 
trend from the sampled distribution for the HadCRUT4 time series is calculated at 0.078 
°C per decade (Figure 3.1). The probability distribution function of the Monte Carlo 
sampling of the observed GMST in Figure 3.1 does not resemble a normal statistical 
Gaussian bell curve where the calculated sampled trends fall within one standard 
deviation of the mean. Instead, the probability distribution is negatively skewed at  -0.491 
with the median of the sampled 15-year trends higher than the observed hiatus trend 
highlighted by the red line. The skewness here tells us that any deviations from the 
median are more likely to be negative (Bancos et al., 2011). With only 168 years of 
observed data, and considering the paucity of data prior to the 1950s, there are simply not 
enough data to sample confidently. To supplement the lack of available observed data for 
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our analysis we created a synthetic time series modeled to have similar characteristics to 
the observed record.  
There is much debate on the stationarity of the GMST and the type of trend 
imparted on the time series by radiative forcing. A stationary process is a stochastic 
process in which its statistical properties such as its mean and variance do not change 
over time. Kauffman et al., (2010 and 2013) suggest that it is possible to model GMST as 
a trend stationary process. The use of linear least squares regression in the removal of the 
observed trend has been used in several previous studies to calculate the global sea level 
trend over the past century (Gornitz et al., 1982), to estimate the ENSO signal in global 
surface temperatures (Wigley, 2000; Santer et al., 2001; Trenberth et al., 2002), to isolate 
long term trend patterns in global sea surface temperature (Barbosa and Anderson, 2009), 
to test the independence of surface air temperature to sea surface temperature (Comrie 
and McCabe, 2012), and calculate the AMO time series (Kerr, 2000) as well as its 
relationship to rainfall and riverflow patterns over North America (Enfield et al 2001). 
When calculated globally, natural temperature fluctuations superimposed on a linear 
anthropogenic trend appear to be more significant and easier to detect (Lenhurtz and 
Bunde, 2009). In spite of this, some studies suggest the removal of a linear trend is 
inadequate because global temperatures appearing to have a stochastic trend associated 
with variability around a nonlinear deterministic trend (Estrada and Perron, 2016; Lai 
and Yoon, 2018). Huang et al., 1998 and Wu et al., 2007 also argue the trend can be 
represented as an intrinsically determined monotonic curve, having at most one 
extremum within a given time span. To determine which detrending method is most 
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appropriate for our analysis, we plotted the linearly and nonlinearly detrended 
HadCRUT4 global mean surface temperature anomaly (GMSTA) together with the 
observed time series (Figure 3.2). Here, we demonstrate and confirm the difficulty in 
separating natural variability from the deterministic trend imparted on the global surface 
temperature as both the linearly (blue line) and nonlinearly (orange line) detrended time 
series’ display similar characteristics to one another. From Figure 3.2, it is inconclusive 
as to what trend removal technique is best for analyzing changes to natural variability. 
Because of the simplicity and the efficient use of data under linear least square 
regression, we choose that method for the purposes of our investigation in this chapter.  
Some studies have suggested that GMST can be modeled as a first order 
Autoregressive (AR1) process (Frankze, 2012; Vyushin et al., 2012; Østvand et al., 2014; 
Rypdal et al., 2015). An AR1 process (Hasselman, 1976) is a well-known random 
process that simplistically represents the myriad stochastic processes in the climate 
system, as it expresses a time series as a linear function of its past values. An AR1 
process is defined numerically as: 
                       𝑋𝑡  =  𝛼1𝑋𝑡−1 + 𝜀𝑡                                                    (3.1) 
Where Xt is the condition at the current state, Xt-1 is the condition from the 
previous state, εt is some random Gaussian white noise not correlated to the current state, 
and α1, which is a constant autoregressive coefficient. In this case, α1 is known as the lag-
one autocorrelation coefficient. The autocorrelation tells us how well correlated the 
current value is to the value from the previous time step. For a time series X1, X2… XN the 
lag-k autocorrelation can be calculated as  
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          𝛼𝑘 =
𝐶𝑜𝑣(𝑋𝑡,𝑋𝑡−𝑘)
𝑉𝑎𝑟(𝑋𝑡)
                                                        (3.2) 
Where  
                                  𝐶𝑜𝑣(𝑋𝑡 , 𝑋𝑡−𝑘) =
1
𝑁−1
∑ (𝑋𝑡 − ?̅?)(𝑋𝑡−1 − ?̅?)
𝑛
𝑡=𝑘+1                           (3.3) 
And  
    𝑉𝑎𝑟(𝑋𝑡) =
1
𝑁−1
∑ (𝑋𝑡 − ?̅?)
2𝑛
𝑡=1                                   (3.4) 
Note that ?̅? is the mean of 𝑋𝑡 in both equations 3.3 and 3.4. Since we are looking 
at the GMST as an AR1 process we are only concerned with 𝛼𝑘  calculated at t=1. With 
an AR1 process assuming stationary values throughout the time series, the 
autocorrelation must be less than 1. For the observed and linearly detrended HadCRUT4 
record, we tested the autocorrelation function and plotted a sample autocorrelation plot 
for the first 100 lags (Figure 3.3). For the original time series in the top panel of Figure 
3.3 we see a strong correlation at lag 1 by 0.898 and declining slowly until the correlation 
becomes negative at t=67 and increases as a negative autocorrelation. A decreasing 
autocorrelation pattern indicates a strong autocorrelation stipulating a process of high 
predictability if modeled correctly. For the linearly detrended time series in the bottom 
panel of Figure 3.3, the lag-one autocorrelation is 0.750 and also displays a slowly 
declining autocorrelation. However the autocorrelation becomes negative earlier at lag 
t=27 and another negative trending lag at t=68. The decreasing autocorrelation confirms 
an AR1 process is a good fit for our analysis on the GMST. To comply with the 
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stationarity constraint of the AR1 process we model the linearly detrended HadCRUT4 
time series.    
The simple AR1 model will help to estimate the evolution of natural variability in 
the GMST by creating multiple synthetic simulations of the observed record. In turn, 
elucidating the likelihood of similar multi-decadal shifts for thousands of simulated years. 
Figure 3.4 is an example of how well the AR1 time series captures the key features of the 
observed detrended GMST from the HadCRUT dataset. The blue curve is the linearly 
detrended HadCRUT time series and the orange curve is one replication (chosen by the 
author) from the AR1 model on the observed record. It is evident that the AR1 modeled 
GMST is capable of reproducing the characteristics of the detrended observed time series 
throughout the entire record. For our analysis we have created 10,000 synthetic records 
and sampled 15-year trends over these periods.  
 
3.3 Results 
3.3.1 Temperature at the Surface (2 meters) 
We begin comparing the overall distribution of 15-year trends between the 18 
individual model members for temperature at the surface (2 meters) to the 15-year trends 
found in Monte Carlo sampled observation and AR1 modeled HadCRUT4 record. The 
comparisons between the distribution of 15-year trends from the observed and 
synthetically modeled time series are to see if the probability of a warming trend is akin 
to a trend observed over the hiatus period. To better directly compare the probability 
distribution functions for the individual models, Box and whisker plots were created. In 
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Figure 3.5, the box encompasses the interquartile range (IQR), explaining 50% of the 
data while the median 15-year trend for each model is denoted as a red line in the box. 
The whiskers represent the extreme highest and lowest numbers and anything beyond 
(1.5 x IQR) the whiskers of the boxplots are considered outliers.  Figure 3.5 shows the 
sampled 15-year trends over the modeled PiControl experiment for 18 CMIP5 models 
compared with the 15-year trends sampled over the observed HadCRUT4 time series 
before linearly detrending. For the PiControl simulations, we resampled over the last 100 
years in each ensemble member to avoid sampling over any possible model spin up. As 
previously mentioned, the observed HadCRUT4 15-year trends display a negatively 
skewed distribution (-0.491) and the median 15-year trend of 0.078 °C per decade. For 
the 18 individual CMIP5 ensemble members, the median 15-year trends all fall below the 
IPCC calculated hiatus trend of 0.05°C per decade from 1998-2012 (indicated by the 
green line). Also note, for all 18 PiControl models, the probability of 15-year periods 
with little to no warming is high as 78% of the ensemble members underestimate natural 
variability with a smaller IQR compared to the observed 15-year trends. Moreover, only 
22% of the ensemble members display the IPCC calculated hiatus trend within their 
upper quartile while the remaining ensemble members have the IPCC hiatus trend within 
their IQR. The capture of the hiatus trend of quiescent warming is not surprising 
considering for the PiControl simulation the radiative forcing is held steady at 
preindustrial levels of 280 ppm for the entire simulation. In the absence of transient 
radiative forcing, any persistent trend in the time series would likely be indicative of a 
more systematic error in the model leading the coupled model’s climate to “drift”. 
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Figure 3.6 shows the sampled 15-year trends over the time series of 18 ensemble 
members’ Historical experiment compared with the observed 15-year trends in 
HadCRUT4 before linearly detrending and synthetically modeling. The green line 
denotes the IPCC calculated hiatus trend at 0.05°C per decade. Here, all ensemble 
members display a positive median 15-year trend with the exception of NorESM1-M 
displaying a negative median 15-year trend. While all of the ensemble members display 
positive median 15-year trends, GISS-E2-H and IPSL-CM5A-LR display larger median 
15-year trends than the observed HadCRUT4 at 0.089°C and 0.087°C per decade, 
respectively. GISS-E2-H is the only model under the Historical simulation to display the 
IPCC calculated hiatus trend outside of its IQR.  Next, we linearly detrended the data to 
remove the anthropogenically-forced signal from the time series and re-tested the 
probability of a 15-year hiatus for the AR1 simulated time series for each Historical 
experiment and compared them to the AR1 modeled HadCRUT4 15-year trends (Figure 
3.7). Note the calculated IPCC hiatus trend of 0.05°C was calculated in the presence of 
transient forcing as a result of the observed increases in well-mixed GHGs during the 20th 
century. If the observed data were detrended using a linear least squares method, the 
Hiatus trend would be reduced to 0.002 °C per decade and is represented by the green 
line in Figure 3.7. Here, 10 ensemble members display a negative median 15-year trend 
following the AR1 modeled HadCRUT4 median 15-year trend. The distribution of the 
AR1 synthetically derived observational time series now has a median 15 year trend of -
0.031 °C per decade while still negatively skewed. Also, all 18 synthetically modeled 
distributions contain the calculated detrended IPCC trend over the calculated over the 
hiatus period well within their IQRs. Simulating a hiatus-like trend in the synthetically 
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modeled time series further indicates that decadal cooling within the original record is 
likely and not an unexpected event. Note only 33% of ensemble members display a 
median 15-year trend warmer than the value for the observed detrended hiatus period, 
further suggesting that the warming hiatus was neither, unique or unexpected over the 
Historical period.  
Next, we resampled the GMST for the original and linearly detrended RCP2.6 and 
RCP8.5 experiments. We chose the RCP2.6 and RCP8.5 scenarios for this study because 
they represent the most conservative and liberal radiative forcing projections of the four 
RCP scenarios, respectively. The comparison between the two RCP scenarios was 
designed to give us an indication of the range of the possible variations in 15-year trends 
among the RCP scenarios. Figure 3.8 shows the distributions of the 15-year GMST trends 
sampled from the full record of the simulation over 2006-2100 for the RCP2.6 (red) and 
RCP8.5 (blue) scenarios before linearly detrending. With the trend associated with the 
radiative forcing still in the data, RCP8.5 exhibits no hiatus-like trends compared to 
RCP2.6. For RCP2.6, all model members contain the hiatus trend of 0.05 °C within either 
their IQR or within the tail of the distribution. We also note larger tails for the individual 
models RCP2.6 compared to their RCP8.5 simulation. Overall, examining Figure 3.8 we 
find it difficult to compare the 15-year trends between these two scenarios. Therefore, 
Figure 3.9 presents the distributions of the 15-year GMST trends sampled from 2006-
2100 of the linearly detrended record for the RCP2.6 (red) and RCP8.5 (blue) scenarios. 
As with the detrended observed and Historical experiments, both RCP experiments have 
median values of 15-year trends near zero and well within the IQRs for all models; 
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consistent with the null hypothesis where periods of quiescent warming are an unlikely 
event in the future given a large increase in the radiative forcing in the RCP8.5 
simulations. Compared to the Historical experiment which saw 10 members exhibiting 
negative median 15-year trends, 39% of the ensemble members for RCP2.6 display 
negative values for the median 15-year trends while 33% of the ensemble members from 
RCP8.5 result in a negative median 15-year trend. For the Monte Carlo sampling of the 
RCP simulations, larger variance in GMST trends within the interquartile range from 
RCP2.6 to RCP8.5 is seen for 61% of the model members. They display a decrease in the 
range of 15-year trends within the IQR to their respective RCP8.5 run. The largest single 
reduction in variance between the two experiments among member models is found in 
GFDL-ESM2M by 38.22%. For the 61% of ensemble members mentioned above, the 
drop in variance between their RCP2.6 and RCP8.5 IQR are significant at the 95% level 
of a two-tailed F-Test. While 13 members display a decrease in variance, the box and 
whisker plots in Figure 3.9 indicate an increase in variability of GMST trends in 28% of 
the ensemble members for RCP8.5 scenarios, with the largest increase in variance noted 
in BCC-CSM1.1-m (a 37.7%increase). The increases in variance are also found to be 
statistically significant from a two-tailed F-test. With 61% of ensemble members 
displaying a decrease in the range of 15-year trends with increased future GHGs may 
suggest that the signal for internal variability will become overwhelmed over time 
particularly in the RCP8.5 simulations where the larger amplitude of forcing may begin 
to dominate. The result of internal variability being overwhelmed in RCP8.5 is consistent 
with the results of Li and Baker (2016), who performed a statistical meaningful test and 
found hiatus-like 15-year trends for 38 individual model members are likely to continue 
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under RCP4.5 and are less likely to occur in RCP85. We note that Li and Baker did not 
incorporate the RCP2.6 or RCP6.0 simulations in their study. Previous studies have 
indicated this may already be taking place in the tropics where the signal for 
anthropogenic climate change is argued to overwhelm the signal of natural variability 
decades sooner compared to mid and polar latitudes (Mahlstein et al., 2011; Hawkins and 
Sutton, 2012). It is important to note that different coupled models simulate natural 
variability differently (Tebaldi and Knutti., 2007; Hawkins and Sutton., 2009; Deser et 
al., 2012). Therefore, differences in the mechanisms responsible for natural variability 
may also be the reason for the large variability between the RCP experiments.  
To elucidate the variability among the two scenarios we next subset the data by 
dividing the simulation period in half and resampled using the same Monte Carlo 
sampling procedure over both portions of the century within each model. The analysis 
between the first and latter half of the modeled future allows us to evaluate how the 15-
year trends change from the first half (2006-2050) to the latter half (2051-2100) of both 
RCP simulations where there is a notable differences in the amplitude of radiative 
forcing. Figure 3.10 shows the results of Monte Carlo resampling using the RCP2.6 
GMST for both halves of the modeled century.  The boxplot results for the first half are 
denoted in red and those for the latter half in blue. Variability captured by the IQR drops 
in the latter part of the record for 67% of the ensemble members. The largest decrease in 
variance in the latter half of the record is 79.7% in HadGEM2-ES. When tested for 
statistical significance the largest decrease in the IQR in the last 50 years is statistically 
significant at a 95% significance level from a two-tailed F-test.   
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Figure 3.11 shows the same calculation applied to the 15-year trends of GMST 
under RCP8.5 radiative forcing. Similar results were not found for RCP8.5 as in RCP2.6 
with respect to the drop in variance during the latter half of the century. Only 44% of 
ensemble members show a decrease in variability in RCP8.5 in the latter portion of the 
record. However, the IQRs in the RCP8.5 15-year trend calculations are smaller for 
approximately 72% of the ensemble members than their IQRs for RCP2.6 in the first half 
of the record. The largest reduction in variance between the first and second portion of 
the RCP8.5 century is noted in IPSL-CM5A-LR by 63.7%. Again, the largest decrease in 
variance in statistically significant at a 95% significance level. To identify the possible 
cause in the large ranges in size of the IQRs among experiments and individual models, 
we calculated the correlation between the IQR and variance within each model. Figure 
3.12 is a scatter plot of the correlations for the PiControl, Historical, RCP2.6 and RCP8.5 
experiments. The PiControl and Historical experiments have a weak positive correlation 
of r=0.48 and r=0.45 between the amount of variance within the models to the size of the 
IQR of the 15-year trend, respectively. Both RCP2.6 and RCP8.5 have a moderate 
positive correlation of r=0.73 and r=0.67, respectively. All correlations but the Historical 
experiment are statistically significant. While there is a correlation between the amount 
of variance each model contains to the range in possible 15-year trends, it is also possible 
the internal mechanisms that may be driving the large increase in 15-year variability 
within RCP8.5 may be a result of the simplicity of the analysis but is out of the scope of 
this chapter and will be analyzed more in depth in the Chapter 4 of this dissertation.  
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Next, we looked at the 18-member multi-model statistics. Here we have included 
all four future warming scenarios to compare how variability changes within simulations 
with steady (time independent, PiControl) forcing to experiments that contain transient 
forcing with differing amplitudes. The incorporation of the multi-model analysis stems 
from several studies that suggest that individual model errors are compensated for when 
assessed over multiple models (Haegorden et al., 2005; Palmer, 2005; Tebaldi and 
Knutti, 2007; Reichler and Kim., 2008; Weigel., et al, 2008). Multi-model ensembling is 
different than single-model ensembling. The latter is primarily used to parse out 
uncertainties and biases within a particular model that arise from the models physics and 
parameterization schemes. These uncertainties are addressed by running ensemble 
forecasts from different initial conditions. The multi-model ensemble combines model 
simulations from structurally different models where one or more initial conditions are 
available from each model (Tebaldi and Knutti, 2007). Multi-model ensembling has been 
found to be skillful in sub-seasonal to seasonal (Krishnamurti et al., 1999; Yun et al. 
2003; Palmer, 2004; Palmer et al. 2005; Weisheimer et al., 2009) and recently in decadal 
predictions (van Oldenborg et al., 2012; Smith et al., 2013). To calculate the multi-model 
statistics we combined the individual detrended annual GMST for each of the six 
experiments through concatenation and resampled the 15-year trends for 10,000 iterations 
over the multi-model time series. Combining the 18-member ensemble gives us 1800 
simulated years to sample over for the PiControl, 2610 for the Historical, and 1710 for all 
four RCP experiments.  
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Figure 3.13 shows the probability distribution of 15-year trends over the multi-
model concatenated GMST time series for each of the six simulations. Included in the 
plots is a red line highlighting the calculated trend for the observed Hiatus of 0.05 °C 
mentioned in the IPCC report and estimated from 1998 to 2012 in the observed 
HadCRUT4 time series. For the distributions of the PiControl, Historical, and RCP2.6, 
the HadCRUT4 calculated trend falls well within one standard deviation of the mean of 
the distribution, indicating the likelihood of continued periods of reduced warming within 
these experiments. However, as the radiative forcing increases in RCP4.5, RCP6.0, 
RCP8.5 scenarios, the distribution begins to shift towards warmer 15-year trends. Thus 
the calculated 15-year trend for the hiatus period begins to shift toward the tail of these 
distributions as the radiative forcing increases, further suggesting that quiescent periods 
like the recent “hiatus” in the GMST may become increasingly unlikely to occur as the 
concentrations of well-mixed GHGs increase in the future.  
Next we wanted to compare the probability of 15-year trends over only the first 
50 years of ensemble members (Figure 3.14) to the probability of a 15-year trend in the 
last 50 years of each ensemble member (Figure 3.15). When sampling over the first half 
of the observed HadCRUT4 times series (1900-1950), the median 15-year trend is found 
to be 0.002°C, analogous to the 15-year trend calculated over the detrended hiatus period 
(1998-2012). Before sampling over the multi-model time series, sub-setted GMSTs were 
concatenated using the first and last 50 years for each ensemble member respectively. In 
Figure 3.14, over the first half of the record similar results are found when compared to 
Figure 3.13 with respect to the PiControl and Historical. For the first half of the century 
RCP2.6, RCP4.5, and RCP6.0 display peak 15-year trends warmer than the observed 
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hiatus trend while “hiatus-like” trends become completely diminished as the amplified 
forcing increases in RCP8.5. Interestingly, when looking only over the first 50 years, the 
distribution for the Historical experiment displays a normal Gaussian distribution when 
compared to the full record of the Historical simulation, which exhibits a more 
leptokurtic distribution. The difference in kurtosis may a result of the possibility of less 
outlier’s in the earlier part of the record, as most of the amplified forcing does not emerge 
in the Historical time series until the latter half of the century (Figure 2.1). Another 
interesting note is the large positive skewness for RCP8.5 (0.782) over the first 50 years 
and RCP2.6 with the second largest positively skewed distribution (0.406). 
Figure 3.15 shows the distribution of 15-year trends over the concatenated GMST 
of the last 50 years from 18 ensemble members. The 15-year trends sampled over the 
latter half of the observed HadCRUT4 times series (1951-2017), are again found to be 
comparable to the 15-year trend calculated over the detrended hiatus period (1998-2012) 
along with a strong negatively skewed distribution at -0.796. Over the latter half of the 
record, all six CMIP5 experiments display normal Gaussian distributions with a kurtosis 
of 3. The probability of a trend comparable to the hiatus is still likely over the latter half 
in the PiControl experiment with a higher probability of negative 15-year trends in 
RCP2.6 and a higher probability of positive 15-year trends in the Historical, RCP4.5, 
RCP6.0 and RCP8.5. A hiatus-like trend is not unexpected in the in the latter half of the 
PiControl simulation, as the radiative forcing does not change over time. For the 
Historical period, a 15-year trend equivalent to the recent warming hiatus is also highly 
probable. Again, as the concentration of GHGs increase in the atmosphere, the analysis 
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indicates that a hiatus-like trend becomes increasingly less likely at the end of the 22nd 
century in RCP6.0 and very unlikely to occur under RCP8.5 concentrations. 
 Figure 3.16 compares the probability distributions of 15-year trends for the six 
CMIP5 experiments after removing a linear trend in the form of a boxplot. For the multi-
model analysis, the median 15-year trend for each of the CMIP5 experiments fall closer 
to zero than many of the individual members as seen in previous figures. Sampling over 
the entire record results only in RCP2.6 to exhibit negative 15-year trends with a median 
15-year trend of -0.010 °C per decade. The size of the IQR increases from the PiControl 
to the Historical scenario by 46.4% along with an increase in the extremes. The increase 
found may be a result of the addition of observed changes to solar and volcanic forcing 
added in the Historical experiment or possibly the modeled internal mechanisms driven 
by natural variability operating in the oceans. From the Historical to the RCP 
experiments, the size of the IQR decreases by 10.3% to RCP2.6, 24.0% to RCP4.5, 
39.1% to RCP6.0 and 17.2% to RCP8.5. The increase in IQR between RCP6.0 and 
RCP8.5 is found to be significant at the 95% level of a two-tailed F-Test. In fact, all 
changes in variability between the multi-model CMIP5 experiments are significant with 
the exception for the increase in variability found in the IQR between RCP4.5 and 
RCP8.5. Despite the increase in IQR from RCP4.5 and RCP6.0 to RCP8.5, there is still 
an overall decrease in variability noted within the extremes and IQR from RCP8.5 to both 
the Historical and RCP2.6 experiments.    
The same concatenation method was used for the first half of each individual 
ensemble GMST before sampling over the multi-model GMST. Figure 3.17a shows the 
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15-year trends for the first half of each ensemble member. Again, from the PiControl to 
the Historical there is a notable increase in both the extremes and IQR. From the 
Historical to RCP2.6 there is a 4.8% increase followed by a drop in both the extremes and 
IQR to RCP4.5 and RCP6.0, followed by an increase again in extremes and IQR for the 
RCP8.5 simulations. However, for all future scenarios, the median 15-year trends are 
comparably cooler than the Historical experiment. The multi-model analysis for the last 
50 years of each simulation (Figure 3.17b) shows a more prominent increase in the IQR 
and extremes between the steadily forced PiControl experiment to the Historical 
experiment and a 55.8% drop in the IQR from Historical to the RCP2.6 experiment. From 
the Historical to RCP4.5, RCP6.0, and RCP8.5 there is a 44.7%, 44.4%, and 40.2% drop 
in variability respectively. It is important to note that for the full records, the relative 
increase in RCP8.5 is only found between RCP4.5 and RCP6.0, overall RCP8.5 still 
displays smaller variability than the Historical. When the distributions for the full record 
are compared directly in the form of a histogram (Figure 3.18), the spread of 15-year 
trends for all six CMIP5 experiments is roughly the same interval between -0.4 to 0.4 °C 
per decade. We calculated the probability distributions here to better compare directly as 
each PiControl and RCP experiment had a fewer number of sampling points compared to 
Historical record. Overall, the six distributions display nearly normal distributions with a 
narrowing in the distribution of 15-year periods for the full and both sub-setted periods 
(not shown) from the Historical experiment compared to the other five CMIP5 
experiments. A decrease in the distribution suggests a decrease in natural variability 
characterized in this case as the probability of a large positive or negative 15-year trend 
in GMST, is likely as the total amount of GHG increase. The results from the time series 
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analysis presented here are consistent with previous studies (Roberts et al., 2015; Schurer 
et al., 2015; Li and Baker, 2016; Rahmnstorf et al., 2017) that the possibility of a 15-year 
cooling period is to be expected despite the overall decrease in variability as forcing 
increases. 
 
3.3.2 Sea Surface Temperature  
While the IPCC report focused on surface air temperature for the computation of 
the hiatus, the dominant modes of variability driving the surface air temperature over 
timescales longer than a year are driven by variability in sea surface temperature (SST). 
Many studies have confirmed that for much of the globe, natural variability is driven by 
SSTs (Deser et al., 2010; Kosaka and Xie, 2013; Trenberth et al., 2014). Here, we ran 
the Monte Carlo sampling method using global annual mean SST to determine if the 
changes in variability seen in the previous section are also seen in the global oceans.  
In Figure 3.19, we have again plotted the distribution of 15-year trends using a 
box and whisker plot over the entire linearly detrended multi-model concatenated global 
mean sea surface temperature (GMSST) time series for each of the six simulations.  
Using GMSST we incorporated all 19 CMIP5 models presented in Table 2.1. From the 
PiControl to Historical experiment there is an increase in variability in both the IQR by 
51.9% and the extremes. The increased variability with amplified forcing in the Historical 
simulation was also captured in surface temperature. Comparing the Historical 
experiment to the four RCP experiments there is a steady decrease in variability with 
increased anthropogenic forcing by 1.7% to RCP2.6, 10.4% to RCP4.5, and 20.8% to 
RCP6.0. A 23.9% increase in SST variability is shown from the Historical to RCP8.5 
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experiment in the IQR. For the RCP8.5 simulation the variability increases substantially 
by 56.5% from RCP6.0 and displays the largest variability among all of the future 
warming scenarios. The increase in IQR from RCP6.0 to RCP8.5 may be a consequence 
of removing the linear trend in an experiment that takes the shape of a nonlinear warming 
scenario. By removing such a robust signal what may be left over is random high 
frequency noise increasing the variability of 15-year trends. The increase in IQR found in 
RC8.5 was not the result in the detrended RCP8.5 ensemble of temperature at the surface 
as the overall variability was reduced when compared to the Historical and RCP2.6 
(Figure 3.16). Therefore, the increase found in RCP8.5 may also be an indication of the 
possible slow changes to variability to SST associated with the oceanic heat capacity and 
also the large amounts of sea ice added to the ocean from rapid melting with increased 
radiative forcing.  
To better understand the discrepancy between the air and sea surface temperature 
results for RCP8.5 and the role of detrending. We next look at the distribution in the first 
and latter half of the century (similar to Figure 3.17) to see if there are any similarities to 
the results found in the previous section. In Figure 3.20a there is an overall decrease in 
the IQRs to the four RCP simulations from the Historical experiment with the exception 
of RCP2.6 with an increase by 1.2%. The extremes between the four future scenarios are 
similar (in the first 50 years) with the exception of RCP4.5, which displays the smallest 
overall distribution to anthropogenically-forced experiments. In Figure 3.20b, the 
distributions of 15-year trends in the four future warming scenarios are comparable to 
one another with deviations noted in their extremes and all four RCP experiments 
decreasing in the IQR from the Historical. Also, overall the distributions for the five 
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experiments with amplified forcing the boxplots are smaller than when randomly 
sampled over the entire record. When comparing the CMIP5 experiments from their first 
half of the record to the latter half, all boxplots show an increase in IQR from the first 
half to the latter half of the century with the exception of RCP2.6 and RCP8.5 which 
decrease by 22.5% and 1.6%, respectively. The decrease seen in the IQR for the latter 
half of the record is in concordance with the results from the previous section and 
indicates that on a warmer globe natural variability is expected to decrease less in the 
oceans while the hiatus-like trends are expected to occur with the continual addition of 
GHGs.  
 
3.4 Summary  
To summarize, in this chapter, Monte Carlo sampling was first used on the 
HadCRUT4 surface temperature record to determine the likelihood of reduced periods of 
warming super imposed within a long term warming trend. Given the last observed 
quiescent period lasted roughly 15 years from 1998 to 2012, this was the basis for using a 
15-year trend in our analysis. When sampling over the observed GMST, the probability 
distribution of 15-year trends did not resemble a normal statistical Gaussian bell curve 
where the calculated sampled trends fall within one standard deviation of the mean. 
Instead, the probability distribution is negatively skewed at  -0.491 with the median of the 
sampled 15-year trends higher than the calculated trend over the observed hiatus period. 
The higher median 15-year trends may result in the rejection of the null hypothesis where 
periods of quiescent warming are not an unlikely event under the influence of increased 
anthropogenic forcing. However, with a relatively limited amount of observed 
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temperature data we synthetically modeled the observed record 10,000 times as an AR1 
process and resampled the data again 10,000 times to elucidate the likely hood of hiatus-
like trends in the future. When the distribution of 15-year trends over the AR1 modeled 
data was compared to distributions of 18 linearly detrended models under the CMIP5 
Historical experiment it is found that superimposed reduced periods of warming in the 
surface temperature are still likely even in the presence of increased GHGs; confirming 
the results from previous studies (Easterling and Wehner, 2009; Roberts et al., 2015; 
Schurer et al., 2015; Li and Baker et al., 2016; Rahmnstorf et al.2017).  
Next, a 15-year trend sample was taken from linearly detrended RCP2.6 and 
RCP8.5 warming experiments to give us a range of possible 15-year trends between the 
most liberal and conservative future warming possibilities. 61% of the ensemble 
members displayed a decrease in variability with increased future GHGs from RCP2.6 to 
RCP8.5; confirming the possibility for the signal of internal variability becoming 
overwhelmed over time as amplified forcing begins to dominate. We further tested this 
theory by sub-setting the two RCP simulations by the first half of the record for each 
model and the latter half of the record. When comparing both halves for two future 
warming scenarios for temperature at the surface, a statistically significant drop in 
variability in the latter half of the record was exhibited for 67% of the model members 
experiencing RCP2.6 radiative forcing and 44% of model members under the RCP8.5 
experiment. The increase in variability over the last part of the next century in RCP8.5 
was surprising and may be a result of the different simulated mechanisms responsible for 
natural variability within the individual models.  
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Subsequently, we looked at the 18-member models multi-model statistics for all 
six CMIP5 experiments. The inclusion for all four future warming scenarios helps 
compare how variability changes within simulations that contain transient forcing with 
differing amplitudes. The analysis of the multi-model statistics is useful in eliminating 
possible differences of simulated variability among the individual model members. The 
results of analysis on the multi-model time series confirms an overall decrease in 
variability noted within both the probability distributions with and without the linear 
trend removed. With the trend still within the modeled data, hiatus-like trends become 
less likely as the amount of radiative forcing increases by scenario. For the linearly 
detrended distributions, the extremes and IQR within the boxplots from RCP8.5 to both 
the Historical and RCP2.6 experiments also display a decrease. However, a statistically 
significant increase was also found in the IQR between RCP4.5 and RCP6.0 to RCP8.5. 
When comparing the sub-set of the multi-model ensemble between the first half of each 
individual to the multi-model ensemble of the latter half of the record in each ensemble, a 
similar result emerges with an increase in overall variability in RCP8.5 from RCP6.0. 
However evaluating the frequency of hiatus-like events between the multi-model 
ensembles for the CMIP5 experiments, the likelihood of a 15-year cooling period is 
found to decrease as the concentration of well-mixed GHGs increases. 
 With natural variability found to be driven by SSTs we chose to extend our 
analysis to resampling over GMSST. In the analysis of SSTs we resampled over a multi-
model time series comprised of 19 model members for global annually averaged SST. 
The results were analogous to the surface temperature analysis with the probability of a 
hiatus-like trends found to be not unusual and expected to continue under aggressive 
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anthropogenic forcing however become less likely as natural variability decreases in the 
future with the exception of RCP8.5 which saw an increase in variability compared to the 
other CMIP5 experiments and when analysis variability within surface air temperature. 
As previously argued, removing a linear trend may in fact be a too simplistic approach 
(Huang et al., 1998; Wu et al., 2007; Estrada and Perron, 2016; Lai and Yoon, 2018) for 
the statistical analysis and be the reason an increase in variability noted in RCP8.5. In 
Chapter 4, we take a more phenomenological approach and utilize more complex 
methodologies for trend removal to examine dominant modes of natural variability in the 
ocean within individual model members during both halves of the century to see if a 
particular mode of natural variability is dominating and to examine if and how the 
characteristics of the variance is going to change. 
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Figure 3.1: Histogram of the Monte Carlo sampling 10,000 times over 15-year trends 
from the observed HadCRUT4v global mean surface temperature time series from 1850-
2017. The red line depicts the IPCC calculated trend over the hiatus period (1998-2012) 
of 0.05°C per decade.  
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Figure 3.2: Observed annually averaged HadCRUT4 global mean surface temperature 
anomaly (black line) with the linearly detrended HadCRUT4 time series (blue line) and 
the nonlinearly detrended HadCRUT4 time series (orange line) from 1850-2017. 
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Figure 3.3: Autocorrelation Plot of the first 100 lags for a) observed GMST of 
HadCRUTv4 b) linearly detrended HadCRUT4v GMST between 1850-2017.  
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Figure 3.4: Time series of the linearly detrended annually averaged HadCRUT4 global 
mean surface temperature anomaly from 1850-2017 (blue curve) and one iteration from 
the AR1 modelled HadCRUT4 time series (chosen by the author; orange curve). 
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Figure 3.5: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times from the HadCRUT4 GMST between 1850-2017 and the last 100 years for 
18 CMIP5 models for the PiControl experiment which experience forcing at 280 ppm 
throughout the entire simulation. The green line denotes the IPCC calculated trend of 
0.05°C  per decade over the hiatus period from 1998-2012. 
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Figure 3.6: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times from the HadCRUT4 GMST between 1850-2017 and 18 CMIP5 models for 
the Historical experiment from 1861-2005. The green line denotes the IPCC calculated 
trend of 0.05°C  per decade over the hiatus period from 1998-2012.  
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Figure 3.7: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times from the AR1 simulated HadCRUT4 data between 1850-2017 and 18 AR1 
simulated Historical models from 1861-2005. The green line denotes the detrended IPCC 
calculated trend of 0.002°C  per decade over the hiatus period from 1998-2012.  
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Figure 3.8: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times for 18 CMIP5 models under the RCP2.6 experiment (2006-2100) in red and 
the RCP8.5 experiment (2006-2100) in blue. The green line denotes the IPCC calculated 
trend of 0.05°C  per decade over the hiatus period from 1998-2012. 
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Figure 3.9: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times for 18 linearly detrended CMIP5 models under the RCP2.6 experiment 
(2006-2100) in red and the RCP8.5 experiment (2006-2100) in blue. The green line 
denotes the linearly detrended IPCC calculated trend of 0.002°C  per decade over the 
hiatus period from 1998-2012. 
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Figure 3.10: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times for 18 linearly detrended models under the RCP2.6 experiment. Red boxes 
are the Monte Carlo sampled 15-year trends calculated over the modeled years, 2006-
2050 in each model member and blue boxes are the 15-year trends sampled over the 
modeled years 2051-2100 in each member. The green line denotes the linearly detrended 
IPCC calculated trend of 0.002°C  per decade over the hiatus period from 1998-2012. 
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Figure 3.11: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times for 18 linearly detrended models under the RCP8.5 experiment. Red boxes 
are the Monte Carlo sampled 15-year trends calculated over the modeled years, 2006-
2050 in each model member and blue boxes are the 15-year trends sampled over the 
modeled years 2051-2100 in each member. The green line denotes the linearly detrended 
IPCC calculated trend of 0.002°C  per decade over the hiatus period from 1998-2012. 
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Figure 3.12: Scatter plots of the model variance versus interquartile range of the Monte 
Carlo sampled 15-year trends over 10,000 times before linearly detrending for 18 model 
members under the a) PiControl (last 100 years in each model), b) Historical (1861-
2005), d) RCP2.6 (2006-2100) and d) RCP8.5 (2006-2100) experiment.      
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Figure 3.13: Distribution of the Monte Carlo sampled 15-year trends over 10,000 times 
over the a) observed HadCRUT4 time series (1850-2017) and for the multi-model GMST 
time series concatenated for the full record of each model member for experiments b) 
PiControl, c) Historical, d) RCP2.6, e) RCP4.5, f) RCP6.0, g) RCP8.5. The red line 
depicts the trend calculated over the recent hiatus (1998-2012) in HadCRUT4. 
Combining the 18-member ensemble gives us 1800 simulated years to sample over the 
last 100 years in each PiControl experiment, 2610 modeled years in the Historical 
experiment from 1861-2005, and 1710 modeled years for all four RCP experiments 
between 2006-2100. 
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Figure 3.14: Distribution of the Monte Carlo sampled 15-year trends over 10,000 times 
over the first 50 years (1900-1950) for the a) observed HadCRUT4 time series and for the 
multi-model GMST time series concatenated with the first 50 years of each model 
member for CMIP5 experiments b) PiControl, c) Historical, d) RCP2.6, e) RCP4.5, f) 
RCP6.0, g) RCP8.5. The red line depicts the trend calculated over the recent hiatus 
(1998-2012) in HadCRUT4. Combining the 18-member ensemble gives us 900 simulated 
years to sample over the first years in each PiControl experiment and the Historical 
experiment from 1900-1950, and 792 modeled years for all four RCP experiments 
between 2006-2050. 
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Figure 3.15: Distribution of the Monte Carlo sampled 15-year trends over 10,000 times 
over the last 50 years (1951-2017) over the a) observed HadCRUT4 time series and for 
the multi-model GMST time series concatenated with the last 50 years of each model 
member for CMIP5 experiments b) PiControl, c) Historical, d) RCP2.6, e) RCP4.5, f) 
RCP6.0, g) RCP8.5. The red line depicts the trend calculated over the recent hiatus 
(1998-2012) in HadCRUT4. Combining the 18-member ensemble gives us 900 simulated 
years to sample over the last 50 years in each PiControl experiment, 972 simulated years 
for the Historical experiment from 1951-2005, and 900 modeled years for all four RCP 
experiments between 2051-2100. 
  
 65 
 
 
Figure 3.16: Box and whiskers plot of the Monte Carlo sampled 15-year trends over 
10,000 times for the multi-model linearly detrended time series concatenated using the 
full GMST for the PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5. 
Combining the 18-member ensemble over the full record results in 1800 simulated years 
to sample over the last 100 years in each PiControl experiment, 2610 modeled years in 
the Historical experiment from 1861-2005, and 1710 modeled years for all four RCP 
experiments between 2006-2100.  
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Figure 3.17: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times from the multi-model linearly detrended time series concatenated with a) 
the first 50 years of each ensemble member and b) the last 50 years of each ensemble 
member for the PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5 
experiments. Combining the 18-member ensemble over the first years produces 900 
simulated years to sample in each PiControl experiment, 972 simulated years for the 
Historical experiment from 1900-1950, and 900 modeled years for all four RCP 
experiments between 2006-2050. While combining over the last half of each model 
member produces 900 simulated years to sample over the last 50 years in each PiControl 
experiment, 972 simulated years for the Historical experiment from 1951-2005, and 900 
modeled years for all four RCP experiments between 2051-2100. 
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Figure 3.18: Normalized histogram of the Monte Carlo sampled 15-year trends over 
10,000 times for the linearly detrended full record of the multi-model time series for the 
PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5. Combining the 18-member 
ensemble results in 1800 simulated years to sample over the last 100 years in each 
PiControl experiment, 2610 simulated years in the Historical experiment from 1861-
2005, and 1710 modeled years for all four RCP experiments between 2006-2100. The 
black line depicts the trend calculated over the recent hiatus (1998-2012) in HadCRUT4.  
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Figure 3.19: Box and whiskers plot of the Monte Carlo sampled 15-year trends over 
10,000 times for the multi-model linearly detrended time series concatenated using the 
full global mean sea surface temperature for the PiControl, Historical, RCP2.6, RCP4.5, 
RCP6.0, and RCP8.5. Combining the 18-member ensemble over the full record results in 
1800 simulated years to sample over the last 100 years in each PiControl experiment, 
2610 modeled years in the Historical experiment from 1861-2005, and 1710 modeled 
years for all four RCP experiments between 2006-2100. 
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Figure 3.20: Box and whisker plots of the Monte Carlo sampled 15-year trends over 
10,000 times from the multi-model linearly detrended global mean sea surface 
temperature time series concatenated with a) the first 50 years of each ensemble member 
and b) the last 50 years of each ensemble member for the PiControl, Historical, RCP2.6, 
RCP4.5, RCP6.0, and RCP8.5 experiments. Combining the 18-member ensemble over 
the first 50 years produces 900 simulated years to sample in each PiControl experiment, 
972 simulated years for the Historical experiment from 1900-1950, and 900 modeled 
years for all four RCP experiments between 2006-2050. While combining over the last 
half of each model member produces 900 simulated years to sample over the last 50 years 
in each PiControl experiment, 972 simulated years for the Historical experiment from 
1951-2005, and 900 modeled years for all four RCP experiments between 2051-2100. 
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CHAPTER 4: RESPONSE OF VARIANCE IN THE SEA SURFACE 
TEMPERATURE AS A RESULT TO INCREASES IN RADIATIVE FOCING 
 
4.1 Overview 
As we demonstrated in Chapter 3, the probability for a period of reduced warming 
comparable to the recent hiatus is not uncommon even on a warmer globe. Our analysis 
showed that natural variability might become less prominent in warmer scenarios. We 
also showed increased variance in the RCP8.5 scenario pointing to an as yet unidentified 
issue in the analysis. We think it lies in the simplicity of the analysis and thus we shift to 
more complex methodologies for trend removal. In this chapter, we employ various 
metrics and techniques including EOF decomposition, running climatologies, along with 
linear and nonlinear detrending methods to elucidate how and where natural variability 
changes over time. We also examine the changes to natural variability over different 
regions by running our analysis by basin, hemisphere, along the tropics, and different 
latitude belts. It remains unclear if the decrease in variance is simply by chance or if the 
changes are statistically significant. We test the significance of the variance change 
among scenarios by means of hypothesis testing. 
 
4.2 Methods  
In this chapter we continue to incorporate all four of the RCP future warming 
simulations in our analysis to better understand how characteristics of variability will 
change globally under different warming scenarios. To estimate changes to natural 
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variability throughout the modeled climate, we utilize linear and various nonlinear 
detrending methods for our analysis. The various detrending methods include removing a 
least-squares linear and nonlinear quadratic trend, along with nonlinearly detrending by 
performing a traditional empirical orthogonal function (EOF) analysis on the multi-model 
ensemble comprised of 19 CMIP5 models with all six experiments available. We focus 
solely on analyzing sea surface temperature for this chapter.  
EOF analysis has become one of the most commonly used statistical tools in 
climate science for identifying the spatial patterns of variability and their variation over 
time, and gives a measure of the importance of each pattern (Björnsson and Venegas, 
1997). EOF analysis is similar to principal component analysis and is beneficial in 
climate science as it allows for a reduction in the number of variables within the original 
data without compromising the explained variance of the data. There are various ways to 
perform an EOF analysis (von Storch and Zwiers, 2002; Hannachi, 2004; Wilks et al., 
2006; Hannachi et al., 2007) but for the purposes of this study we looked at annually 
averaged global SST anomalies. We begin by formatting a gridded data set of SST:  
𝑋(𝑡, 𝑠) =  ∑ 𝐶𝑘(𝑡)𝑢𝑘(𝑠)
𝑀
𝑘=1                  (4.1) 
Where X(t, s) represents a space-time field of SST (X) at time t and the spatial 
position as s. For i=1, …, n and j=1, …, p, the data can then be represented by a data 
matrix where at discrete time ti and grid point sj, SST is denoted as xij and the data matrix 
of SST can be represented by:  
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𝑋 = (𝑥1, 𝑥2. . . . , 𝑥𝑛)
𝑇 = (
𝑥11 ⋯ 𝑥1𝑝
𝑥21 ⋯ 𝑥2𝑝
⋮ ⋮ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑝
)      (4.2) 
The map is represented as (𝑥1, 𝑥2. . . . , 𝑥𝑛)
𝑇 where each row indicates the SST at position 
𝑥𝑗 at all times and each column indicates the SST at time 𝑡𝑖  for all positions. At the i’th 
grid point, we represent the time average of the field as ?̅?𝑖, which is calculated by:  
?̅?𝑖 =
1
𝑛
∑ 𝑥𝑘𝑖
𝑛
𝑘                             (4.3) 
From here, the climatology of the field is expressed as 
?̅? = (?̅?1, ?̅?2. . . . , ?̅?𝑝)        (4.4) 
To describe variability, we must calculate the SSTs from the climatology. The departure 
in the SST from the climatology results in an anomaly field, which is defined by t and s 
as:  
𝑥𝒕𝒔
′ = 𝑥𝒕𝒔 − ?̅?𝒔        (4.5) 
The anomaly field can also be expressed in matrix form as: 
𝑋′ = 𝑋 − 𝟏𝑛?̅?           (4.6) 
Where 𝟏𝑛 = (1,1, . . . . ,1)
𝑇 is a vector column of ones with length n. Once the anomalies 
are calculated, we weigh the data by the cosine of its latitude. The weighting is calculated 
at each grid point to avoid any misinterpretations that may result from the non-uniformity 
of the data being distributed over the Earth’s surface. We assign 𝜃𝑘 as the latitude of the 
k’th grid point, 𝑘 = 1,2, … 𝑝, and 𝐷𝜃 as the diagonal matrix:  
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𝐷𝜃 = 𝐷𝑖𝑎𝑔 [cos 𝜃1 , cos 𝜃2 , … cos 𝜃𝑝]                                           (4.7) 
Next we calculate the weighted anomaly matrix:  
𝑋′𝑤 = 𝐷𝜃𝑋
′                                                                 (4.8) 
Once the data is weighted, we can formulate and compute the EOFs by first defining a 
simple covariance matrix of the anomaly field: 
𝐶 =
1
𝑛
𝑋′𝑤
𝑇
𝑋′𝑤                          (4.9) 
The covariance matrix can then be decomposed via eigenalysis by: 
𝐶𝑒𝑖 = 𝜆𝑖𝑒𝑖           (4.10) 
𝐶𝑬 = 𝑬Λ        (4.11) 
Where E is a matrix with eigenvectors 𝑒𝑖 as its columns and Λ is similar to an identity 
matrix comprised of eigenvalues 𝜆𝑖 however, along its diagonal and surrounded by zeros. 
The diagonalisble nature of the transformed covariance matrix results in linearly 
uncorrelated combinations known as EOFs, or spatial patterns. After the eigenvalues and 
corresponding eigenvectors are sorted in decreasing order, the k’th EOF is simply the k’th 
eigenvector 𝑒𝑘 of C and 𝜆𝑘 is the eigenvalue corresponding to the k’th EOF which gives a 
measure of the explained variance by 𝑒𝑘  where k=1,2...p or the number of spatial 
patterns. The measure of explained variance is usually expressed as a percentage:  
100𝜆𝑘
∑ 𝜆𝑘
𝑝
𝑘=1
%      (4.12) 
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The projection of the anomaly field onto the k’th EOF results in the k’th principal 
component (PC): 
𝑐𝑘(𝑡) = ∑ 𝑥
′(𝑡, 𝑠)𝑒𝑘(𝑠)
𝑛
𝑠=1      (4.13) 
The PCs are variations in time, which are orthogonal in time with no concurrent temporal 
correlations between any two principal components and EOFs, the spatial pattern of 
variability, are orthogonal in space with no spatial correlations between any two EOFs. 
The original data can then be reconstructed from the PCs and EOFs as a function of time 
and space:  
𝑋′(𝑡, 𝑠) = ∑ 𝑐𝑘(𝑡)𝑒𝑘(𝑠)
𝑀
𝑘=1      (4.14) 
From equation 4.14 we see the reconstruction for the full SST anomaly (SSTA) 
fields, which include all possible EOFs, would explain 100% of the variance found in the 
data and result in recreating the entire SSTA field. Several researchers have utilized the 
fact that for fields like SST, nearly all of the variance of the full field can be explained by 
using only the first few leading EOF modes (Smith et al., 1996; Mantua et al., 1997; 
Meyers et al., 1999; Saji et al., 1999; Yeh and Kirtman, 2004; Barbosa and Andersen, 
2009; Deser et al., 2009). For the purposes of the analysis and this chapter we need to 
remove the warming trend in the SSTA field, which is often found in either the first or 
second EOF modes, along with describing the largest amount of variance and retaining 
all other modes of variability. Therefore, our analysis involves reconstruction of global 
SSTA utilizing all EOFs with the exception of the mode containing the trend. Note that 
for the observed data and model simulations, the EOF containing the trend may not be 
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consistent across all models and is not typically described by a strictly linear principal 
component. The advantage of EOF analysis is because of its orthogonality constraint, 
allowing the data to be represented in terms of spatial modes that are uncorrelated and 
where EOF modes and their PCs are not linearly dependent. Most of the large-scale 
variability is found in lower order EOFs resulting in high amplitude spatially coherent 
structures. Disadvantages of the analysis also lie within the orthogonality constraint. The 
constraint given by the orthogonality can lead to the possible difficulty in the physical 
interpretation of modes associated with the complexity of the individual spatial 
structures. Also, if the degrees of freedom are too small in the time series or if the 
eigenvalues are similar, spatial features can be mixed between EOFs resulting in an 
overlap of natural variability modes. Another disadvantage of detrending by an EOF 
decomposition method is, the identification of the trend EOF may not be consistent 
across models resulting in a trend signal that may be split between multiple PCs. Barbosa 
and Anderson, 2009 attempt to isolate a long-term trend in SST and eliminate the 
possibility of trends over multiple PCs using a trend-EOF method from Hannachi, 2007 
that retains the relevant spatial aspect of EOF techniques but considers a nonlinear 
ranking modification to traditional EOF analysis. While the trend-EOF technique is 
useful for analyzing low frequency over maximum variance patterns, it is not particularly 
useful on datasets longer than the satellite SST data era.   
As stated above, our analysis here involves decomposing SSTA and removing the 
EOF that contains the largest trend, allowing us to isolate the signal of natural variability 
within the data in the form of a nonlinearly detrending method. We have regridded the 
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data to a 1° X 1° degree grid.  Figure 4.1 is an example of the first 20 PCs of the 
Historical experiment for the GISS-E2-H model. The example in Figure 4.1 shows a 
scenario where the first mode of variability contains the largest trend. For the individual 
Historical and RCP model members overall, the largest trend is commonly found in the 
leading mode. The exception to this tendency is the PiControl experiment, where the 
models have persistent (time dependent) radiative forcing and the models have been spun 
over centuries to a point where model drift is minimal. When trends are found in the 
leading mode of the PiControl simulation this may be a result of systematic problems in 
the model or issues on how the particular model was spun up. For this reason, we ran the 
EOF analysis over the last 100 years of each model’s PiControl run. For the transient 
forcing simulations (Historical-RCP8.5) we reconstructed the global SSTA fields using 
all EOFs with the exception of the one containing the trend. Fundamentally we are able to 
examine how variability changes and identify which modes of variability are most 
affected by the anthropogenic forcing. Figure 4.2 is an example of what happens to the 
overall variance before and after removing the leading EOF mode from the ERSSTv4 
dataset. The left panel shows the three leading EOFs of ERSSTv4 with their associated 
PCs of annual mean SST over the full record while the right panel displays the three 
leading EOFs of ERSSTv4 after the removal of the first three EOFs and their associated 
PCs. We see before the trend removal the leading mode displaying a global trend pattern 
throughout much of the global oceans and explaining 41% of the variance. The second 
EOF explains 16% of the variance and exhibits Pacific variability predominantly in the 
form of an ENSO-like spatial pattern denoted by the board triangular region along the 
equatorial Pacific. A weak Atlantic Ocean component is also noted in the second EOF 
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pattern. The PC for the second EOF indicates the pattern varies inter-annually. The third 
EOF (explaining 4.2% of the variance) has strong spatial variance in the North Atlantic 
indicative of the AMO along with strong spatial variance in the North Pacific. Weaker, 
opposite signed variance is seen along the southern portion for these two oceans along 
with the southern Indian Ocean. The associated PC for these patterns of variability is 
notably decadal with considerable interannual variations. After removing the leading 
mode, the second EOF mode in the left panel now becomes the leading mode (right 
panel) explaining 27% of the variance. After removing the trend we plotted the PCs 
associated with these modes above the PCs before removing the trend and we see these 
are identical. With the residual variance after the removal of the trend being redistributed, 
we can compare how the spatial correlation and variance change between realizations.   
We also analyze climate variability in the global oceans by removing a least-
squares linear trend to compare with the results from Chapter 3 using surface air 
temperature, a least-squares quadratic trend, and a running 30-year climatology from the 
global annual SSTs. Removing a running average helps smooth the time-series by 
isolating decadal modes and removing noise from smaller temporal scaled variability 
such as ENSO. Also, by removing the running mean the characteristics of anthropogenic 
forcings are untouched. The use of various nonlinear detrending methods again 
demonstrates the difficulty in determining the most efficient detrending method most 
appropriate for analyzing the GMSST. Figure 4.3 is an example of the various detrending 
methods mentioned above, on the ERSSTv4 global mean sea surface temperature 
anomaly (black line). The linearly detrended ERSSTv4 (blue line) shifts the observed 
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record and displays periods of decadal warming and cooling. The removal of a least-
squares quadratic trend (orange line) and the removal of a 30-year running climatology 
(purple line) produce time series’ that are comparable to one another and display more 
interannual variability throughout the record. The removal of the EOF containing the 
trend (yellow line) as a form of nonlinearly detrending removes any decadal variations 
within the time series.  
 
4.2.1 Hypothesis Testing: F-test   
To determine the significance of the variances changes found in this chapter, we 
performed an F-test on the six CMIP5 forcing experiments for the 19 individual ensemble 
members. An F-test is a form of hypothesis testing used to identify if two population 
variances are equal.  
H0: σ𝑥
2 = σ𝑦
2                                                                 (4.15) 
 
Equation 4.15 is known as the null hypothesis where we assume two sample 
variances are equal. In this chapter, the F-test is applied to identify if the global 
distribution of variance between scenarios originates from two different sources. This 
hypothesis is known to follow an F-distribution. The F-distribution is similar to the 
student T-distribution with probability determined by known degrees of freedom. The F-
test differs in asymmetry and in characterizing the degrees of freedom by a fraction. The 
F-test is useful determining if a group of variables are jointly significant while a student 
T-test only determines if one variable is statistically significant. Here we calculated the 
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variance difference for each of the individual ensemble members for the four RCP 
scenarios with respect to each respective ensemble members’ Historical experiment. The 
variance difference and F-Test are calculated after removing a 30-year running 
climatology for each ensemble member. 
The next step is to test the significance of the variance change. To determine all 
possible statistical values, the ratio of the two sample variances is calculated to determine 
the F-statistic. 
F=
𝑆𝑋
2
𝑆𝑌
2                                                                        (4.16) 
 
Where 𝑆𝑋
2 in our study is the sample variance from one ensemble member’s RCP 
scenario and 𝑆𝑌
2  is the sample variance from the same ensemble member’s Historical 
experiment. Here we calculated the F-statistic for each RCP scenario. The F-statistic is 
also known as the p-value; which is the probability the two sample variances calculated 
could happen by chance. Once the p-value has been calculated, the test is performed at a 
90% significance level in conjunction with critical values for the specified significance 
level, which is used to accept or reject a null hypothesis. If the p-value is less than the 
significance level then the results are significant and we reject the null hypothesis. The 
reverse is true if the p-value is greater than the significance level then the results are not 
significant and therefore we cannot reject the null hypothesis.  
 
4.3 Removal of a Liner Trend 
To begin, we wanted to see how and where variability is going to change. We first 
plotted the multi-model ensemble annual global mean sea surface temperature (GMSST) 
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as a box plot (Figure 4.4). For the multi-model ensemble we have 1900 simulated years 
after concatenating the last 100 years for each PiControl run, 2755 simulated years for the 
Historical experiment with each individual member ran between 1861-2005, and 1805 
years for each of the RCP scenarios with each model simulated between 2006-2100. 
Here, the box encompasses the interquartile range (IQR), explaining 50% of the data 
while the median for each boxplot is denoted as a line in the box. The whiskers represent 
the extreme highest and lowest values found within the data. The extremes in the 
boxplots presented in this chapter include any outliers in the data or values greater then 
1.5 X IQR. The PiControl experiment has the overall smallest distribution in temperature 
compared to the other five experiments with amplified forcing. The small distribution for 
the PiControl experiment is likely a result of the CO2 forcing levels at 280 ppm observed 
during 1850 and kept steady throughout the entire run. From the PiControl to the 
Historical experiment, where anthropogenic forcing from GHGs are introduced, the 
distribution in temperature anomaly increases in both the IQR and the extremes. The 
median for the Historical experiment is comparable to the median of the PiControl run at 
-0.0014 °C and -0.079 °C respectively. Thereafter, from the Historical to the four RCP 
experiments, the overall boxplot distribution and medians for each future experiment 
increases with increasing amplified forcing. The increase in IQR and extremes is 
evidence the trend is overwhelming the signal by increasing the radiative forcing though 
experiments. For this reason, we want to remove the trend so we can better determine the 
changes to natural variability in the future as the globe continues warming.  
We first remove a simple least-squares linear trend similar to the analysis in 
Chapter 3, from each individual model and concatenate to create the multi-model 
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ensemble to see how the variability changes within the GMSST (Figure 4.5). Looking at 
the boxplot, all of the medians, denoted by the line within the IQR, stay closely situated 
near zero. The largest median is exhibited by RCP2.6 at 0.0316 °C. Again the PiControl 
displays a smaller overall distribution compared to the experiments with amplified 
forcing. From the PiControl to the Historical simulation there is an increase in the IQR by 
38.7%. Among the five CMIP5 experiments that experience increased anthropogenic 
forcing, the IQRs increase from the Historical simulation by 18.8%, 2.41%, and 18.0% to 
RCP2.6, RCP4.5, and RCP8.5 respectively and decrease by 19.4% to RCP6.0. All of the 
distributions display a near normal distribution with a kurtosis close to 3. The extremes 
display the largest amount of variability with an overall decrease from the Historical to 
the four RCP scenarios along with the Historical and RCP6.0 revealing a slight 
negatively skewed distribution. The results in Figure 4.5 are analogous to the results from 
the previous chapter, which saw an overall decrease in variability (within the extremes) 
as the transient forcing as a result of increased GHGs with the exception of RCP8.5, 
which displayed an unidentified increase in variability from RCP4.5 and RCP6.0.  
 
4.4 Removal of Nonlinear Trend  
Next, we nonlinearly detrend the individual ensemble members by removing a 
least-squares quadratic trend from the data. Removing a quadratic trend is similar to 
removing a linear trend with the exception that the data is assumed to follow an 
exponential curve. Figure 4.6 shows the boxplot for the multi-model ensemble GMSST 
for all six experiments after a quadratic nonlinear trend is removed from the individual 
members before concatenating the multi-model ensemble. Overall the medians for all six 
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scenarios are once again centered near zero. From the PiControl to Historical experiment 
there is a 49.9% increase in the IQRs along with an increase denoted within the extremes. 
However, from the Historical to the four warmer RCP scenarios a reduction is found in 
the IQR ranging from 20.3% to 29.3%. Among the four RCP scenarios, there is an 
expansion in the IQR and extremes from RCP4.5 and RCP6.0 and a reduction from 
RCP2.6 to RCP8.5 found in the whiskers that is comparable to the distributions after 
removing a linear trend.  With similar distributions found for the linearly and nonlinearly 
detrended GMSST, we resampled 15-year trends over the nonlinearly detrended GMSST 
using the Monte Carlo resampling method in Chapter 3 to see if the distribution and 
results from Chapter 3 are analogous when a nonlinear trend to the data. 
Figure 4.7 is the boxplot of the distribution of sampled 15-year trends over the 
nonlinearly detrended data. The results are similar to removing a least-squares linear 
trend with a all of the medians for each of the six experiments near zero; confirming as 
the anthropogenic forcing increases, quiescent periods of warming lasting over a 15-year 
period is still expected to occur. Among the distributions there is a large increase in the 
IQR by 60.4% from the PiControl to the Historical experiment and an overall drop from 
the Historical experiment to the four RCP scenarios with a gradual decrease in the IQR 
from RCP2.6, RCP4.5, and RCP6.0 by 31.5%, 38.2%, and 43.8% respectively. From the 
Historical to RCP8.5 an overall decrease by 31.8% is exhibited with an increase of 21.9% 
from RCP6.0 to RCP8.5. The decrease in variability from Historical to the four RCP 
scenarios is statistically significant at a 95% confidence interval from an F-test on the 
GMSST. The result in Figure 4.7 verifies our findings in Chapter 3 where even under the 
assumption the GMSST experiences a deterministic trend with nonlinearity, it was found 
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that overall, the variability of 15-year trends is expected to decrease with increases in the 
amplified forcing from GHGs.   
 
4.5 Removal of Trend by EOF Reconstruction   
Following the methods above via EOF reconstruction, we next decompose annual 
SSTA’s. Figure 4.8 shows the annually averaged multi-model ensemble of GMSST for 
each of the six CMIP5 experiments alongside each of the experiments respective 
averaged multi-model ensemble GMSST after removing the individual ensemble 
members’ mode containing the largest trend by EOF reconstruction. All experiments with 
amplified forcing contained the largest trend in the leading mode for all 19 individual 
ensemble members. Several studies have used a similar approach to remove the leading 
EOF mode (Cane et al., 1997; Enfield and Nunez, 1999; Lawrence et al., 2004) however 
their focus was primarily on the influence of ENSO globally and how to differentiate 
between the low frequency variability related to ENSO and the long-term trend.  Here we 
are only concerned with removing the leading mode as a form of nonlinearly detrending 
the time series. Looking at the boxplots, PiControl and Historical simulations have a 
median centered close to zero before removing the leading EOF. With the trend still 
included, all future RCP scenarios display higher medians in conjunction to their forcing 
constraints along with the warmer temperatures experienced in these scenarios; also the 
same results as in Figure 4.4. Once the EOF containing the trend is removed, variability 
decreases within the Historical experiment and all four RCP experiments. The overall 
decrease in variability noted within the distributions after detrending suggests CMIP5 
models have variability and forcing coupled together. It is commonly thought the models 
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keep the two entities separate. The large drop in variability after removing the leading 
mode may also be a result to the overall design of EOF reconstruction. EOF 
reconstruction is not commonly performed without the leading mode and the 
restructuring of SSTA after removing the largest amount of variability may not be 
representative of natural variability.  
Figure 4.9 shows the boxplots of only the reconstructed multi-model ensemble 
annual GMSST after the EOF containing the trend has been removed for individual 
members. Comparing only the distributions that have been detrended allows us to better 
identify the changes in variability between experiments once the amplified forcing is 
removed. Compared to Figure 4.4 when only looking at boxplots with the leading EOF 
removed, a long tail (leptokurtic) distribution emerges. Heavy or long tail distributions 
represent stochasticity, which is common for the climate system. The heavy tail 
distributions confirm our confidence in the models’ simulation of the climate. As 
radiative forcing increases from the PiControl to the Historical, variability increases 
within the IQR by 28.7% along with increases found in the extremes. From the Historical 
to RCP2.6 the variability within the IQR increases by 11.1% while there is a decrease in 
the extremes. The larger IQR may be associated with the forcing becoming steady again 
in the latter half of the run; indicating an increase in natural variability by the end of the 
22nd century for the RCP2.6 scenario. For the remaining three RCP scenarios, there is a 
large drop in IQR from the Historical to RCP4.5, RCP6.0, and RCP8.5 by 57.0%, 62.1%, 
and 49.8% respectively. RCP4.5 displays the largest positively skewed distribution at 
3.34 and largest leptokurtic distribution at 20.8. Moreover, all CMIP5 experiments that 
experience increased radiative forcing display a leptokurtic distribution with the 
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exception of RCP8.5, which exhibits a near normal distribution. For RCP6.0 and RCP8.5 
the variability within the extremes is significantly smaller than the other CMIP5 
experiments. Looking more closely at only those two scenarios, RCP8.5 increases in 
variability by 32.4% in the IQR as well as within the extremes from RCP6.0. Note that 
RCP8.5 displays the largest negatively skewed distribution at -1.06. The increase in 
variability from RCP6.0 to RCP8.5 is consistent with the other detrending methods thus 
far in our analysis. It is becoming increasing likely there is something occurring within 
the simulated climate as a result of the vast increase in radiative forcing by the end of the 
next century imposed in RCP8.5 that may be increasing the overall variability within the 
climate system. Understanding and identifying the increase in variability will be the focus 
for the rest of this analysis.  
 
4.5.1 Modal Changes to Natural Variability  
After analyzing the changes to natural variability within the GMSST, next we 
want to understand and identify changes to the first few modes of variability by utilizing 
EOF decomposition. To identify any changes in the variance we plotted a Taylor 
diagram. Taylor diagrams provide a way of graphically summarizing how closely 
simulated patterns match observations (Taylor, 2001). All variables must be on the same 
grid, therefore the observed ERSSTv4 data and all CMIP5 models were regridded to a 1° 
X 1° grid. Figure 4.10 is a comparison to the first two EOFs for each ensemble member 
to the leading EOF pattern of ERSSTv4 before removing the trend. Each number on the 
diagram corresponds to an ensemble member and the colors denote the CMIP5 
experiment each model member is under. The radial distance from the origin to each 
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number represents the ratio of standard deviation from the CMIP5 experiment to the 
observed ERSSTv4. The standard deviation is calculated using the explained variance for 
the respective EOF modes being compared. The azimuthal positions give the weighted 
centered pattern correlation for the CMIP5 models’ first two EOF modes compared to the 
first two EOF modes from the observed ERSSTv4. For the leading EOF, most model 
members are fairly well correlated with the observed leading mode as most correlation 
coefficients are found to be near 0.6. The variance explained by the first EOF in 
ERSSTv4 is 31.5%. However, as the amplified forcing increases by experiment, the 
amount of the variance explained increases. The PiControl underestimates the amount of 
variance explained while the Historical and most model members under the RCP2.6 
scenario do a better job by comparison. For the second EOF, the correlation for the 
PiControl drops below 0.1 with the exception of six individual model members. For 
higher forced experiments, RCP4.5, RCP6.0 and RCP8.5, the correlation coefficient 
increases closely to 0.7 on average. The variance explained by the second EOF in 
ERSSTv4 is 14.3%. Overall, the variance explained decreases with increases in the 
amplified forcing by experiment. 
While the variance explained decreases in the second EOF with increased 
radiative forcing, this does not necessarily indicate the changes and amplitude of the total 
variance within a particular mode as the radiative forcing increases. The percent only 
conveys how much of that variance is explained in a particular mode compared to the 
amount of variance found in other modes. Figure 4.11 is again a comparison of the first 
two EOF modes for each ensemble member to the first two EOFs of ERSSTv4. Each 
number on the diagram corresponds to an ensemble member and the colors denote the 
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CMIP5 experiment each model member is under. The azimuthal positions give the 
weighted centered pattern correlation for the CMIP5 first two EOF modes compared to 
the observed ERSSTv4’s first two EOF modes. However, the radial distance from the 
origin to each number is now represented by the ratio of total variance in each EOF mode 
calculated using the global variance found within the respective EOF modes by the 
CMIP5 experiments to the observed ERSSTv4; not the amount of variance explained by 
each pattern. For the leading EOF, most model members are poorly correlated with the 
observed leading mode as most correlation coefficients are found to be below 0.6 with 
the exception of RCP8.5, which displays an average 0.6 correlation coefficient across all 
19 ensemble members. Overall, the Historical experiment is better correlated to the 
observed record compared to the other CMIP5 experiments. The higher correlation to he 
observed record by the Historical experiment is expected as a result of the construction of 
the Historical experiment, incorporating observed natural and anthropogenic greenhouse 
gas concentrations throughout its simulation. Interestingly, the next highest correlated 
scenario is RCP8.5. In terms of the variance change, as the amplified forcing increases by 
experiment, the variance for the leading mode appears to increase with the increases in 
radiative forcing. The higher radiative forcing results in more ensemble members with 
increased variance globally in the future by experiment. The increase in variance globally 
is especially noted by RCP8.5 with all ensemble members exhibiting greater variance 
than the observed.  
For the second EOF, the correlation for the PiControl drops below 0.1 with the 
exception of BCC-CSM1.1-m, FIO-ESM, GFDL-ESM2M, and HadGEM2-ES. For 
higher forced experiments, RCP4.5, RCP6.0 and RCP8.5, the correlation coefficient 
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increases closely to 0.7 on average. Overall, there is a mixture of models and CMIP5 
scenarios that display a reduction and increase in variance in the second EOF pattern. For 
the PiControl, Historical, and RCP2.6 a reduction in the variance is displayed while for 
RCP4.5, RCP6.0, and RCP8.5, there is an increase in variance. The increase in variance 
with increased radiative forcing found in the second EOF indicates the possible increases 
in ENSO variability on a warmer globe as the second EOF is defined by an ENSO-like 
spatial pattern. We confirm the increase in ENSO variability by plotting the spatial 
pattern of the second EOF for the 19 ensemble members under the RCP8.5 experiment 
(Figure 4.12). The results of the spatial pattern in the second EOF are similar for all 
CMIP5 experiments that include transient forcing within their simulation (not shown). 
The spatial patterns within the EOFs only indicate where spatially, the variance is 
located. 
When the global variance in the second EOF is compared to the calculated linear 
trend from each models leading EOF mode we see the increase in the variance associated 
with ENSO increase from the PiControl to RCP8.5 (Figure 4.13). One model in 
particular, MIROC5, displays the highest calculated variance in RCP6.0 and RCP8.5 
compared to the other ensemble members. When calculating the average with MIROC5 
removed (not shown) there is still a steady increase in the variance from PiControl to 
RCP8.5 as the trend per decade increases with radiative forcing from 0.063 to 0.352, 
respectively for the multi-model average. The increase in variance with amount of GHG 
by experiment confirms the increasing variance to ENSO on a warmer globe as noted in 
Figure 4.12.  
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Investigating future changes to ENSO intensity with respect to the changes in the 
tropical mean conditions in the next century has yielded high uncertainty associated with 
model dependency (Guilyardi et al., 2012; Kim and Yu, 2012; Stevenson 2012). Figure 
4.14 was taken from the IPCC report (2013) and is a measure of the amplitude of El Niño 
calculated using the NINO3 index (5°S- 5°N, 150°W-90°W) across a 31 multi-model 
ensemble for the PiControl, a 20th century (20C; simulation similar to the Historical), 
RCP4.5, and RCP8.5. Here there are little changes to the amplitude of El Niño with 
increased radiative forcing. However, the IPCC report asserts high confidence that ENSO 
will very likely remain the dominant mode of interannual variability in the coming 
century. An increase in ENSO variance globally, as noted here, supports the increase of 
global impacts imparted by ENSO. These changes in ENSO, along with the likelihood of 
increased moisture availability are expected to be a large influence on a regional scale. 
An increase in ENSO variance with radiative forcing along with increased moisture 
availability in the atmosphere on a warming globe may result in the intensification of 
ENSO-induced rainfall variability (Seager et al., 2012). Increased moisture availability is 
also expected to strengthen the intensity of precipitation in the global monsoon systems 
while the monsoon circulation is thought to weaken in the next century (Hsu et al., 2012, 
2013; Kitoh et al., 2013) and in turn the mean tropical circulation (Held and Soden, 2006; 
Vecchi and Soden, 2007; DiNezio et al., 2009). With ENSO variance increasing shown in 
the previous figures, the general monsoon circulation may in fact intensify if ENSO 
variance increases on a warmer globe. Overall, the results shown in Figure 4.11 and 
Figure 4.14 suggest variance may increase on a warmer globe, however not as much as 
expected. The less than expected variance increase may be a result of the ENSO variance 
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changing less (Figure 4.10) and may be linked to the thermodynamic constraints imposed 
globally on the response of the hydrologic cycle to increased anthropogenic forcing (Held 
and Soden, 2006) or possibly a result of the competing ocean and atmospheric dynamics 
responsible for changes to variability in the tropics (Vecchi et al., 2008; DiNezio et al., 
2010).   
 
4.6 Removal of 30 year Running Climatology 
 In the previous sections we showed that removing a nonlinear trend by a simple 
decomposition and reconstruction to 19 models under each CMIP5 scenario and by 
removing a linear and quadratic nonlinear trend shows (consistently across all detrending 
methods) a decrease in variability when the deterministic trend is removed from the 
amplified forcing scenarios; with the exception of RCP8.5, which displays a small 
increase in variability from RCP6.0 for each method. From here we decided a simpler 
and more straightforward way to examine changes to variability is to remove a running 
30-year climatology from regridded annual SSTs from the same 19 ensemble members to 
isolate decadal variability. Removing a running mean suppresses high frequency noise 
within the signal while retaining the mean within the data. Removing a 30-year running 
climatology also helps determine any low frequency oscillations hidden by stochastic 
processes. Looking at Figure 4.15, boxplots of the ensemble GMSST display long-tailed 
distributions consistent with linear and nonlinear detrending methods in the previous 
sections. There is an increase in the IQR from the PiControl to the Historical experiment 
by 24.9% where anthropogenic forcing is added. The increase in the IQR is consistent 
with the other detrending methods previously used and may be a result of the addition of 
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anthropogenic forcing in the Historical simulation or perhaps more plausibly, the addition 
of external forcings simulated in the Historical simulation such as volcanic eruptions. The 
Historical experiment also displays a slight negatively skewed distribution by -0.293. In 
the recent observed record, the eruption of Mount Pinatubo in 1991 increased aerosols 
and gases in the atmosphere changing the amount of radiative forcing in the atmosphere 
resulting in a decrease in solar heating at the surface, producing global cooling in surface 
temperatures (Stowe et al., 1992; Robock and Mao, 1993; Minnis et al., 1993; 
McCormick et al., 1995; Parker et al., 1996; Soden et al., 2002). Of the RCP 
experiments, RCP4.5 experiences a more positive skewness at 0.245 towards positive 
anomalies. Overall, the distributions are near normal. From the Historical to the four 
future RCP scenarios, a drop in the IQR is observed by 17.8%, 20.5%, 22.6%, and 14.6% 
to RCP2.6, RCP4.5, RCP6.0, and RCP8.5 respectively. An increase to RCP8.5 is once 
again noted from RCP4.5 and RCP6.0 and a decrease from RCP2.6 and the Historical 
experiment. Once more, only the increase from the PiControl and Historical, along with 
the decrease from the Historical to the four future warming experiments is statistically 
significant at a 95% significance level.  
Within the variability found in the extremes, there is a drop from the Historical 
simulation to future experiments however, there doesn’t seem to be any significant 
variations among the four RCPs. Even when we compare these six experiments to a 13 
multi-member ensemble of a Historical experiment forced only with GHGs do we still 
observe a drop in variability from the Historical to Historical GHG only run (Figure 
4.16). Again, from Historical GHG only to the RCP experiments there is minimal 
variation among the overall distribution for these highly forced experiments. The nominal 
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changes to the IQRs may also indicate a decrease in variability in the future; however, the 
characteristics of natural variability may stay unchanged on a warmer globe as indicated 
by the IPCC report.    
To investigate the small difference in variability we next created a scatter plot by 
calculating the linear (least squares) trend per decade on the raw annual SST data for 
each model and compared the trend to the variance of the data after removing the 30-year 
mean (Figure 4.17). Figure 4.17 displays the large spread in variance among the 
individual ensemble members. For each experiment the trend increases with the increase 
in the anthropogenic forcing by experiment. The increase in variance found as a result to 
increased transient forcing by scenario is similar to the results shown in Figure 4.4 To get 
a better estimate of the change in variance by scenario, the ensemble average was 
calculated for each experiment (Figure 4.17b). Again, there is an increase in variance 
from the PiControl (0.131) to the Historical experiment (0.146). A small decrease in 
variance is observed from the Historical to RCP2.6 to 0.140. However, RCP2.6 rests 
close to the Historical run in terms of the trend, which is expected as RCP2.6 this 
experiment is close to the Historical regarding the amount of radiative forcing imposed 
within the simulation throughout the next century. The variance continues to decrease 
among the four future RCP scenarios marginally until RCP8.5 where an increase in 
variance is denoted. The increase in variance exhibited in RCP8.5 is synonymous to the 
increases in variance observed with calculating the GMSST among the various 
detrending methods.  
With the various increases and decreases that take place among the CMIP5 
experiments found to occur in the box and whiskers and scatter plots, we next masked out 
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the five largest ocean basins, the Atlantic, Pacific, Indian, Southern and Artic Oceans. We 
calculated the linear (least squares) trend per decade for the raw annual SST data for each 
basin and plotted against the variance of the data after removing the 30-year mean in each 
basin to see if we can isolate where variability changes the most. The ensemble average 
of the linear trend versus the variance for the five ocean basins is shown in Figure 4.18. 
For all ocean basins there is an increase in variance from the PiControl to the Historical 
run with the largest increase in variance found in the Pacific Ocean by 0.013. From the 
Historical run to the RCP runs a decrease in variance occurs for all basins except for the 
Artic Ocean. For the Artic Ocean, the variance increases steadily with amplified forcing; 
confirming that melting sea ice is to be expected on a warmer globe and will be expected 
to add variance. The addition of variance in the Artic may also be result in the variance 
increase noted from RCP6.0 to RCP8.5 in the GMSST discussed in previous sections and 
is also noted by the variance maps. The Atlantic Ocean alternates between increasing and 
decreasing variance between experiments from the Historical to RCP8.5. The Indian 
Ocean overall has the smallest amount of variance when compared to the other ocean 
basins and displays a marginal increase in variance from RCP2.6 to RCP8.5. The Pacific 
and Southern Oceans exhibit a decrease in variance from the Historical to the future 
experiments and continues decreasing with the increase in radiative forcing by scenario 
until RCP8.5 where there is an increase in variance. The increase in variance in RCP8.5 
may be the result of the increases in variance noted in the boxplots from previous 
sections.  
  We looked at variance changes by ocean basin and next we look closer into 
where the variance may be increasing by latitude belt. We calculated the multi-model 
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ensemble variance on the SSTA after removing a 30-year running climatology and linear 
(least squares) trend per decade on the annually averaged raw SST by latitude belts 5S-
5N, 10S-10N, 15S-15N, 30S-30N, 45S-45N, and 60S-60N for the individual ensemble 
members and plotted the average linear trend against the average variance for the 19 
ensemble members (Figure 4.19). Globally, the linear trend increases over all latitude 
belts as the amplified forcing increases by scenario. The increase in the linear trend with 
GHGs is consistent with the results in previous sections. The scatterplot displays an 
increase in variance from the steadily forced run to runs with increases radiative forcing 
for each latitude belt. The increase in variance coinciding with increases in well-mixed 
GHGs is also verified in results from previous sections. The largest overall variance is 
found in the tropics between 5S and 5N latitudes. The tropics also experience the largest 
increase in variance by 0.35 between the PiControl and Historical and the largest 
decrease of 0.016 in variance from the Historical to RCP2.6. Overall, the tropics also 
exhibit the largest variance decrease between latitude belts as noted between latitude 5 
and 10 degrees latitude. Variance along the tropics is dominated by interannual 
variability (Battisti and Hirst, 1989; Carton and Cao, 1996; Mantua et al., 1997; Saji et 
al., 1999; Ruiz-Barradas et al., 2000; Huang and Kinter, 2002). The variance overall 
continues to decrease into higher latitude belts until the mid-latitudes (45S and 45N) 
where an increase in variance is noted between latitudes 45 and 60 degrees. The increase 
in variance again may be a result to the addition of melted ice near the polar regions that 
is likely to occur on a warmer globe or possibly changes to atmospheric modes of 
variability that occur in higher latitudes.   
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Next we look at how the SST gradient will change on a warmer globe when 
compared to changes in variance. In modeling studies, tropical SSTs are found to be a 
minimal driver in the expansion and contraction of the tropical atmospheric belt (Mitas 
and Clement, 2005; Johanson and Fu, 2009; Lu et al., 2009, Allen et al., 2014). The 
tropical atmospheric belt has been found to have-widened since the satellite era (Hu and 
Fu, 2007; Lu et al., 2007; Seidel et al., 2008). However, it is unclear on the full response 
to the meridional SST gradient from increased GHGs. Here we calculated the SST 
gradient in Kelvin and variance for each individual ensemble member between latitude 
belts 0-20N, 0-45N, 0-60N, 0-80N, 20N-45N, and 20N-60N and averaged to plot the 
multi-model ensemble. Figure 4.20 is a scatter plot of the SST gradient in the northern 
hemisphere compared to the variance within these latitude belts for all six CMIP5 
experiments. Overall, variance is seen to increase between the PiControl experiment and 
experiments with increased radiative forcing for all latitude belts plotted. The variance 
also increases with latitude. Once amplified forcing is added to each experiment, the 
overall change in variance and SST gradient between experiments is too similar to denote 
in the scatterplot. As a result, the small changes in SST gradient and variance between 
scenarios it is hard to identify any verifiable correlation between the changes in variance 
and SST gradient. An increase in the SST gradient is seen between PiControl to the 
Historical run for all six latitude belts. The smallest increase in variance is along the 
tropics between the equator and 20N by 0.07 Kelvin while the largest increase in variance 
is found between the equator and 80N by 0.16 Kelvin. In the northern hemisphere, the 
tropics between the equator and 20N, displays the smallest overall SST gradient for all 
scenarios. The tropics also exhibit an increase in the SST gradient with increased 
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radiative forcing from the Historical to RCP8.5 by 0.21 Kelvin. Between the equator and 
80N there is a large increase in SST gradient by 1.1 Kelvin from the Historical to RCP85. 
The increase in variance may be a result to cooler temperatures from melting ice. SST 
gradients calculated between the equator and 45N and 20N to 45N display a steady 
decrease from the Historical to RCP8.5. For SST gradients calculated to 60N there is an 
overall increase from Historical to RCP8.5 with a small decrease noted at RCP6.0. The 
changes to SST gradient may be a result of the differences between the individual models 
future projected warming and their effect on melting ice.  
To see how the latitudinal SST gradient change with variance change in the 
southern hemisphere we calculated the SST gradient for each model member’s respective 
belts between 0-20S, 0-45S, 0-50S, 0-60S, 20S-45S, and 20S-60S averaged over for the 
multi-model ensemble (Figure 4.21). Overall, the SST gradient increases with latitude. 
The largest increase in SST gradient from PiControl to RCP8.5 is between the equator 
and 60S by 1.49 Kelvin. Generally, the SST gradient steadily increases from the 
PiControl run to RCP8.5 for all latitude belts except for 45S where there is a drop in 
RCP6.0 and then an increase again to RCP8.5. Interestingly, in the northern hemisphere 
this latitude experiences a steady decrease in SST gradient. The increases in SST gradient 
in the southern hemisphere across the tropics and mid-latitudes confirms the warm get 
warmer and cold gets colder argument where with an increase in variance there are equal 
probabilities for warm and cold extremes (IPCC, 2013). 
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4.6.1 Spatial changes to variance 
To understand the unexpected increases in variance between these future 
scenarios, we plotted the ratio of two variances for the multi-model ensemble. We first 
calculated the ratio of variance for each individual model between the PiControl to 
scenarios with transient forcing, i.e. 
𝑉𝑎𝑟 (𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 𝑜𝑟 𝑅𝐶𝑃)
𝑉𝑎𝑟 (𝑃𝑖𝐶𝑜𝑛𝑡𝑟𝑜𝑙)
 and then the ratio between the 
Historical to the four RCP experiments, (
𝑉𝑎𝑟 (𝑅𝐶𝑃)
𝑉𝑎𝑟 (𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙)
) followed by averaging over the 
ratios for the multi-model ensemble. It was not necessary to standardize before averaging 
as the variance ratios between the different scenarios were calculated for the individual 
models first and all models use the same physics when ran for each scenario. We chose to 
compare the ratios to help identify where natural variability changes by increasing the 
amplified forcing from a steady forced state. A ratio of 1 corresponds to no change in 
variance while values > 1 (< 1), result in an increase (reduction) of variance between the 
experiments. When calculated globally, changes to variance in the Polar Regions are 
exceptionally large and mask changes to variance in the tropical and mid-latitudes. The 
large variance in the Polar Regions is expected from our physical understanding because 
of the current, rapidly melting ice in these regions. The increase in variance verifies the 
increases in variance found in the scatter plots of the changes in variance with increased 
radiative forcing by basin and latitude belts.   
To evaluate the changes found in the Polar Regions, we plotted the ratio of 
variance over the Artic (Figure 4.22) and Antarctic (4.23) between the Historical and four 
RCP future experiments. We see in RCP2.6 two areas of increasing variance near the 
Greenland and Norwegian Seas and also along the Chukchi Sea. As the radiative forcing 
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increases from RCP2.6 to RCP8.5 the variance increases over 450% in the regions 
mentioned and expand unanimously throughout the Artic Ocean in addition to an 
extension into the Baffin Bay.  The large increase in variance found along the Arctic may 
be the explanation for the large increases in variance found in Figure 4.13. Sea ice in the 
Arctic exhibits interannual variability tied to local surface air temperatures and wind 
anomalies that can be driven by large-scale atmospheric circulation patterns (Prinsenberg 
et al., 1997; Deser et al., 2000). With Arctic sea ice rapidly declining (Zhang and Walsh, 
2006; Stroeve et al., 2007; Cosimo et al., 2008) and an ice-free Arctic Ocean projected to 
occur during the summer (at the very least) by the end of the next century (Stroeve et al., 
2007; Wang and Overland, 2009; Overland et al., 2011), the increased amount of open 
water in the Arctic, along with the reduction in albedo would have significant effects on 
the atmospheric circulation in the high latitudes (Rahmstorf, 1999; Johannessen et al., 
2004; Singarayer et al., 2006; Deser et al., 2010; Liu et al., 2012). The result of these 
effects may give rise to new mechanisms of variability in the atmosphere explaining the 
increased variance found in RCP8.5.  
Along the Antarctic (Figure 4.23), the increase in variance extending into the 
Weddell Sea and southern Indian Ocean also increases with the addition of GHGs by 
each RCP experiment. Similar results were found when the variance was plotted with 
respect to the PiControl simulation (not shown). While the Arctic Ocean has displayed an 
extensive loss to sea ice since the 1970s, the Antarctic has experienced a statistically 
significant increase in sea extent when averaged along the continent (Zwally et al., 2002; 
Cavalieri and Parkinson, 2008; Cosimo and Nishio, 2008). The increase in sea ice extent 
has been linked to the reduction in stratospheric ozone and oceanic mechanisms in the 
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Southern Ocean (Zhang 2007; Turner et al., 2009). It is unclear how the sea ice extent 
will change under increased greenhouse gas concentrations. However a modeling study 
by Smith et al., 2012 suggests the projected ozone recovery will mitigate the loss of 
Antarctic sea ice extent expected to occur with increased GHG concentrations in the next 
century.  
To remove the influence of the variance changes derived by the Artic and 
Antarctic, we plotted the variance maps for latitudes between 60S and 60N. Figure 4.24 
shows the variance ratios calculated from the RCP experiments with respect to the 
Historical experiment between 60S and 60N.  Here we have plotted any value below one 
in blue to denote a reduction in variance and red for any value larger than one for an 
increase in variance. A broad area of reduced variance is found along the southern 
portion of the Atlantic, Indian, and Pacific Oceans. Overall, a reduction in variance is 
more prominent along the tropical oceans. Areas with a noted reduction of variance are 
also found along the western tropical Pacific for all four panels. The largest area of 
reduced variance is exhibited for RCP4.5 along the equatorial Atlantic, Indian oceans, 
and along the western Pacific while RCP2.6 displays most of the reduced variance along 
the off-equatorial region near the western warm pool in the Pacific. An area of increasing 
variance is noted along the northern Atlantic Ocean in RCP8.5 corresponding to the 
region where sea ice is melting near the Artic.  
Figure 4.25 is an example of a point-wise F-test plotted for only one ensemble 
member, CCSM4. Contours plotted are the difference in variance between each RCP 
experiment and CCSM4’s Historical experiment. Red contours indicate an increase in 
variance over the next century while blue contours are a decrease in variance. The 
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hatched areas denote statistically significant regions with p-values calculated below the 
significance level of 0.10. Once the F-test was calculated for each individual model 
member we separated the variance change from Historical to each RCP by variance 
decreasing in the RCP scenarios and variance increasing.  Separating the variance by 
increasing vs decreasing areas, allows us to better compare statistically significant 
variance change globally.  
Figure 4.26 is a robustness plot showing the percent of ensemble of members 
displaying a statistically significant increase in variance over the next century. The 
variance change was calculated for each RCP scenario from the Historical experiment. 
Here the variance is not normalized as the variance change and statistical significance 
tests were calculated for the individual ensemble members before averaging. The red 
color indicates areas of expected increases in variance and the heavier shading indicates a 
higher number of ensemble members with a statically significant increase in variance at a 
90% significance level. For all four RCP scenarios over 80% of the ensemble members 
agree on increasing variance in the Artic Ocean. The agreement among ensemble 
members was also noted in the variance ratio maps. Good agreement for a variance 
increase also occurs along the Antarctic region among the ensemble members. In the 
northern hemisphere all four RCP scenarios also show agreement among ensemble 
members for an increase in variance along the North Atlantic. The North Atlantic region 
is also associated with the location of the Atlantic Meridional Overturning Circulation 
(AMOC) and extending out across the extra-tropical Atlantic. The extension across the 
extra-tropical Atlantic is spatially similar to the Atlantic Meridional Mode (Servain et al., 
1999; Xie and Carton, 2004; Chiang and Vimont, 2004). There is fair agreement among 
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the ensemble members for a variance increase in the Sea of Okhotsk. Other areas of 
variance increases found in all four RCP scenarios are along the eastern tropical Pacific 
synonymous to the signature of ENSO and the tropical eastern portion of the Indian 
Ocean. Another signature of increasing variability along the northern Pacific looks 
similar to the Pacific Meridional Mode (Chiang and Vimont, 2004). In the southern 
Pacific, RCP2.6 displays the largest increase in variance that extends from the western 
tropical Pacific. An increase in variance is also seen for all four RCPs in the southern 
Indian Ocean for all four RCP scenarios. A smaller percentage of ensemble members 
agree on several areas of increasing variance along the tropical Indian and Pacific oceans 
with RCP4.5 displaying the largest increases in variance in these regions. Interestingly, 
the statistically significant variance increase in RCP4.5 has a similar spatial distribution 
to ENSO. In RCP4.5, an increase in variance along the equatorial Pacific is noted where 
the Central Pacific El Niño is located. However, the increase in variance is consistent 
through all scenarios. RCP4.5 also displays the largest increase throughout the tropical 
Indian Ocean synonymous with Indian Ocean warming throughout the basin. The 
increases in variance along the eastern portion of the Indian and Pacific oceans could be 
associated with changes to Bjerkenes feedbacks or may be a result of changes to ENSO 
modulation in the Indian Ocean noted in the increase in variance over the Central Pacific. 
Chu et al., 2014 found under RCP4.5 radiative forcing, enhanced air-sea coupling over 
the Indo-Pacific region, in response to El Niño activity, may result in favorable 
conditions for a positive IOD phase deriving cooler temperatures over the eastern Indian, 
which are associated with enhanced Bjerkenes feedbacks.  
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The percent of ensemble members predicting a statistically significant decrease in 
variance is shown in Figure 4.27. Figure 4.27 is similar to Figure 4.26 in calculation 
except the blue shade denotes the percent of ensemble members with a statistically 
significant decrease in variance globally. Again, the darker shade indicates the higher 
percent of ensemble members agreeing on the variance decrease. For a decrease in 
variance, only RCP2.6 and RCP4.5 show some agreement in a small area of variance 
decrease in the Artic. There is again good agreement along the Antarctic and North 
Atlantic Ocean for all four RCP scenarios. Modeling studies found the differences in the 
spread of sea ice extent along the Antarctic were linked to zonal wind speed and cloud 
fractions (Holland and Kwok, 2012; Mahlstein et al., 2013). Variance decreases are also 
noted along the tropics and sub-tropics in the Pacific, Atlantic, and Indian oceans in all 
four RCP scenarios. A decrease in variance is calculated to occur within a large swath in 
the tropical regions among the RCP4.5 and RCP8.5 scenarios. More notably, for all four 
RCP scenarios a decrease in variance is seen along the Northwestern Pacific, Indian, and 
Atlantic Oceans. The decrease in variance may be associated with the changes in the 
warm ocean currents along adjacent continents, such as the Gulf Stream and Kurishio 
current. Also, the location of the western warm pool region in the Pacific is where a large 
area of convection lies and is strongly coupled with ENSO oscillations. The decrease in 
variance in the western warm pool may be a result of the complex cloud feedbacks 
(Ramanathan and Collins, 1991; DiNezio et al., 2009). Along the Indian Ocean, the 
change in variance is comparable to the spatial characteristics of the IOD as well the 
observed increase in warming throughout the basin.  
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Looking at Figures 4.26 and Figure 4.27 the percent of ensemble members 
showing increases and decreases in variance are similar in terms of spatial structure. The 
only question now is what will the sign of the variance change actually be in these 
regions on a warmer globe? Tebaldi et al., 2011 argue the sign of the change may not be 
relevant if observationally the change is related to internal variability. However, they also 
state the model agreement is only meaningful if the change is statistically significant; 
which in our case is, as we are testing for statistical significance. Moreover, their study 
does not take into account the mechanisms within the individual models that are 
responsible for their future behaviors. Therefore, we wanted to take a closer look at what 
is happening to the variance change among the individual ensemble members to see if we 
can find any differences in the sign of variance change among ensemble members from 
the same modeling agency. Figure 4.28 shows a difference in the variance change 
between the National Center for Atmospheric Research’s (NCAR) CCSM4 and CESM1-
CAM5 models and Figure 4.29 shows the difference in variance change between the 
Geophysical Fluid Dynamics Laboratory’s  (GFDL) physical GFDL-CM3 model and 
their two Earth system models, GFDL-ESM2G and GFDL-ESM2M respectively. 
Interestingly, for both modeling agencies the canonical physical coupled climate models 
results in the opposite sign regarding the variance change compared to each modeling 
agencies respective earth systems model (ESM). General Climate Models (GCM) 
simulate the physical climate using four separate components simultaneously, an 
atmospheric, ocean, land, and ice model. These four components are then ran through a 
coupler that exchanges the fluxes between each component and current state information 
as the model progresses in time. ESM’s include the same major components used in 
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GCMs but are more advanced by incorporating biogeochemistry, land use, and an 
interactive carbon cycle.  
In Figure 4.28, we compare the variance change for all four RCP scenarios 
between CCSM4 and CESM1-CAM5. Both NCAR models have an increase in variance 
in the Artic and Antarctic region as seen in the variance ratio maps as well as the 
robustness plots of the statically significant variance changes. However, the largest 
changes in variance are seen in the tropical Pacific. For CCSM4 a decrease in variance is 
seen in the tropical Pacific region while CESM1-CAM5 shows an increase in variance. 
Both variance changes look similar to ENSO. The difference in sign can be seen for all 
four RCPs between these two models.  For CESM1-CAM5 the increases in variance are 
broader in the southern hemisphere then the decreases in variance in CCSM4. Both 
CCSM4 and CESM1-CAM5 are essentially physical GCMs (Neale et al., 2010; Gent et 
al., 2011; Meehl et al., 2012) but they differ in their forcing within the atmospheric 
component. When looking at Table 4.1 of included forcings documented in the IPCC 
report, the Historical experiments for these two models are forced almost identically with 
the exception of aerosol forcings. CCSM4 uses prescribed concentrations of each aerosol 
component while CESM1-CAM5 uses concentrations of forcing agents that are 
calculated interactively from the prescribed emission as the model marches forward in 
time. Another notable difference in forcing agents between these two models is that 
CESM1-CAM5 includes cloud albedo effect and cloud lifetime effect while CCSM4 only 
includes the direct effect of clouds. A special study conducted by Meehl et al., 2013 
compared the two models and found that CESM1-CAM5 is more responsive to changes 
in external forcings. These responses result in slower heat uptake from the oceans causing 
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greater warming of the surface air temperature. The inclusion of direct and indirect effect 
of clouds results in additional warming over the northern hemisphere oceans (Meehl et 
al., 2013) and may be the reason for the difference in sign between these two models.  
We also compare the variance changes for GFDL’s three models, CM3, ESM2G, 
and ESM2M (Figure 4.29). Where CM3 is their canonical physics model and ESM2G 
and ESM2M are their two ESM models. All three models show an increase in variance 
along the Artic region for all four RCP scenarios. For all three models there is a dipole of 
variance change found in the North Atlantic for the various RCP scenarios. Small 
increases in variance along the equatorial Indian Ocean are seen in GFDL-CM3 similar to 
the increases in variance found in the variance ratio maps. Along the Antarctic coast, 
GFDL-CM3 displays the largest decreases in variance in the Weddell Sea for all RCP 
experiments. The largest difference in the variance change among the three models exists 
along the Pacific. In the Pacific region, CM3 exhibits an overall increase in variance 
along the tropical Pacific in RCP4.5 and extending into the southern Pacific Ocean. The 
ESM2M model displays a robust decrease in variance along Pacific Ocean for all four 
RCP experiments. The ESM2G model displays a larger decrease in variance along the 
North Pacific in the PDO-like horseshoe pattern for each future scenario and is followed 
by an increase in variance on the equatorial Pacific in RCP8.5. The differences in the 
changes to variance are likely because of the individual biases to climate sensitivities and 
feedback mechanisms simulated by the individual models. For GFDL’s ESMs, the main 
difference between these two models is the physical ocean component (Dunne et al 
2012). GFDL-ESM2G is run with an independently developed isopycnal model and 
GFDL-ESM2M uses a pressure-based vertical coordinate system that is used along the 
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developmental path. The difference in ocean configuration results in GFDL-ESM2M 
with stronger ENSO variability and may be the result of the robust decrease in variance 
along equatorial Pacific in Figure 4.29. When comparing the forcing agents in Table 4.1 
both ESMs are forced identically with GHG and aerosol forcing agents included via 
prescribed concentrations while forcing agents in GFDL-CM3 are calculated interactively 
for most GHG and aerosol components. Note any cloud forcings are only prescribed in 
GFDL-CM3 and not included in either GFDL-ESM2G or GFDL-ESM2M.  
 
4.7 Conclusions 
 In this chapter, we began by looking at how natural variability will change in the 
future as the globe continues to warm. We began by analyzing the data through various 
linear and nonlinear detrending methods. We included a technique involving the use of a 
traditional EOF decomposition, where we reconstructed the data after removing the 
leading EOF mode containing the largest trend for the individual ensemble members. We 
also removed a 30-year running climatology to elucidate how and where natural 
variability changes over time. We also examined globally the changes to natural 
variability by running our analysis by basin, hemisphere, along the tropics, and different 
latitude belts. We tested the decreases and increases in variance using a point-wise F-test.  
We saw that by plotting the annual multi-model ensemble GMSST the trend 
overwhelms the temperature signal as the amplified forcing and global surface 
temperature increases. Previous studies confirm that currently the signal of amplified 
forcing is beginning to emerge in lower latitudes masking the signal of natural variability 
(Mahlstein et al., 2011; Hawkins and Sutton., 2012).  The first method we used to remove 
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the trend from the GMSST was detrended using linear least squares regression similar to 
the detrending method in Chapter 3 and found the largest amount of variability within the 
extremes. We discovered an overall decrease within the extremes occurred between the 
Historical to the four RCP scenarios. These results are analogous to the results from 
Chapter 3, where an overall decrease in variability (within the extremes) was found to 
occur as the transient forcing associated with increased GHGs, with the exception of 
RCP8.5, which displayed an unidentified increase in variability from RCP4.5 and 
RCP6.0.  
Taking a look at the shape of the four RCP scenarios after removing a linear trend 
would result in high variability. When comparing the shape of the GMSST is it evident 
that the trend is not fully linear for any of the amplified forcing scenarios; suggesting that 
removing a linear trend may have added noise to our boxplot distributions. Therefore, we 
next tried to remove a least squares quadratic trend for the individual ensemble members. 
When looking at the averaged multi-model ensemble GMSST we see an increase in 
variability from the PiControl run to the Historical experiment and a small steady 
reduction from the Historical to the RCPs with the exception for RCP6.0 which observes 
an increase in variability. With similar distributions found for the linearly and nonlinearly 
detrended GMSST, we resampled 15-year trends over the nonlinearly detrended GMSST 
using the Monte Carlo method in Chapter 3. The result of the statistical analysis on the 
nonlinearly detrended GMSST verifies our findings in Chapter 3 where even under the 
assumption the GMSST experiences a deterministic trend with nonlinearity, it was found 
that overall variability is expected to decrease with increases in amplified forcing from 
GHGs.   
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Next we used a unique EOF decomposition method to nonlinearly detrend the 
data. We did detrended by removing the EOF mode containing the largest trend. For all 
experiments that were run with amplified forcing, the leading mode for each ensemble 
member was found to contain the trend. We then decompose each member individually 
and remove the leading mode. The EOF decomposition and removal of the leading EOF 
was followed by reconstruction of the dataset with all EOF modes remaining after 
removing the largest trend. We found for the multi-model ensemble GMSST there is a 
strong drop in variability found within the IQR in RCP6.0 and RCP8.5 when the trend is 
removed. We then used Taylor Diagrams to graphically compare the first two EOF 
modes to the observed ERSSTv4 EOF modes and saw that that the leading mode 
increases in variance explained as the transient anthropogenic forcing increases by 
experience. Followed by a decrease in the variance explained for the second EOF. The 
spatial pattern for the second EOF describes the variability associated with ENSO. When 
calculated the actual variance within a full 3 dimensional field of the second EOF we see 
the variance actually increases with increased radiative forcing when compared to the 
second EOF of the observed ERSSTv4 record. The increase in variance within the full 
fields suggests the variance may increase on a warmer globe, however not as much as 
expected as the variance associated with ENSO may be changing less. The increase in 
variance associated with ENSO has global impacts that include effects on the overall 
circulation on the global monsoon as well as increases precipitation in many areas. The 
increase in precipitation is also an effect of the increased moisture availability in a 
warmer atmosphere.    
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Next we decided to simply remove a running 30-year climatology for the 
individual ensemble members. Removing a 30-year running climatology allows us to 
detrend the data by removing higher frequency noise but still retain the mean of the data. 
We found in the multi-modeled ensemble GMSST there again was a jump in variability 
between the PiControl and Historical runs and then a drop from the Historical to the four 
RCP experiments. However, among the future experiments there isn’t much variation in 
the variability. The marginal changes to variability in the box and whiskers plot was 
similar when we compared the experiment to a multi-model ensemble of a Historical 
GHG only simulation. The lack of variation among the RCPs suggests overall the 
characteristics of variability may not change on a warmer globe. When looking at the 
variance by ocean basin when compared the linear trend per decade by basin, this is 
confirmed by a steady increase in variance in the Artic Ocean by forcing scenario and 
alternating variance increases and decreases in the Atlantic and Indian Oceans by forcing 
scenario.   
In contradiction to the variance maps there is a smaller decrease in variance from 
the PiControl to the future RCP scenarios than from the Historical run to the RCP 
experiments in the Southern Ocean.  Next we calculated the variance changes by latitude 
belts and found the largest increase in variance is in the tropics between 5S and 5N of the 
equator. Secondary increases in variance are between the equator and 80N where there is 
expected ice melt as the surface temperatures continue to warm. The largest decrease in 
variance is found in the mid-latitudes at 45N. Changes to SST gradients result in similar 
increases in variance in the tropics and between the equator and 80N. The largest 
decreases in SST gradients with variance are found when calculated to 45N. In the 
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southern hemisphere overall the SST gradient increases with latitude and only some 
decreases are found between CMIP5 modeling experiments. 
We plotted variance maps depicting the percent ratio of variance change from 
both the PiControl and Historical run to the RCP experiments. The largest variance 
increase is found along the Artic, Antarctic, and North Atlantic Oceans with secondary 
smaller increases in variance along the eastern Indian and central equatorial Pacific 
Oceans. Increases in variance seem to be heavily influenced by the melting sea ice in the 
northern hemisphere; with secondary increases in variance located along the tropical 
region; possibly a result of increases in ENSO variability. We then tested the statistical 
significance of the variance changes by the individual ensemble members and found the 
variance changes are statistically significant. However, the individual ensemble members 
disagree on the sign of the variance change. Statistically significant variance increases are 
found in the Southern Ocean along Antarctica, the North Atlantic, the eastern tropical 
Pacific in RCP4.5 and the Indian Ocean. Statistically significant decreases in variance are 
also seen along the same regions for all four RCP scenarios with larger areas of a 
reduction in variance along the equatorial and western warm pool region in the Pacific.  
The difference in sign may be a result in the physical mechanisms between the 
canonical GCMs and ESMs. It was found for NCAR’s models to exhibit similar variance 
changes along the Pacific with a difference in sign. The difference in the sign of the 
variance change was also noted for GFDL’s three working models however not as robust. 
When comparing the forcing agents added between the GCM and ESM models, 
differences in the changes in variance may be a result of the addition of cloud radiative 
effects. When cloud radiative effects are added in the CESM1-CAM5 model, the variance 
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was shown to decrease in the tropical Pacific while increasing in GFDL-CM3. Within 
ESM’s the changes in variance may be a result in the oceanic dynamics taking place 
within the model. Pressure-based vertical coordinates result in a robust decrease in 
variability along the tropical Pacific.   
By simply looking over the different metrics and techniques there seems to be a 
clear consensus among them on a steady decrease in variability as the amplified forcing 
increases by experiment with the exception of RCP8.5 which sees an increase in the IQR 
and decrease in the extremes. The agreement among methods clarifies that natural 
variability will continue to influence SST on a warmer globe. The changes in variance are 
found to be a result of melting ice in the Artic and changes to variability in the tropical 
oceans.   
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Figure 4.1:Principle Components for the first 20 EOFs in GISS-E2-H under the Historical 
experiment (1861-2005). The trend is observed in the leading mode (EOF 1). 
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Figure 4.2: The (left) three leading EOFs with variance explained (in percent) of 
ERSSTv4 with their associated PCs of annual mean SST over 1901-2017 and (right) the 
three leading EOFs of ERSSTv4 after the removal of the first EOF and associated PCs. 
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Figure 4.3: Observed annually averaged ERSSTv4 global mean sea surface temperature 
anomaly (black line) with the linearly detrended ERSSTv4 time series (blue line), 
nonlinearly detrended ERSSTv4 time series using a least-squares quadratic trend (orange 
line), removal of the EOF containing the largest trend (yellow line), and removing a 30-
year running climatology (purple line) from 1854-2017. 
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Figure 4.4: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST before any detrending method is applied. The multi-model ensemble consists of 
19 ensemble members each detrended from the last 100 years in the PiControl run, from 
1861-2005 in the Historical run, and from 2006-2100 in RCP2.6, RCP4.5, RCP6.0, 
RCP8.5. The multi-model ensemble includes a total of 1800 years for the PiControl run, 
2610 years in the Historical and 1710 years for all warming scenarios. 
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Figure 4.5: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST after removing a least-squares linear trend for each individual ensemble member 
before concatenating. The multi-model ensemble consists of 19 ensemble members each 
detrended from the last 100 years in the PiControl run, from 1861-2005 in the Historical 
run, and from 2006-2100 in RCP2.6, RCP4.5, RCP6.0, RCP8.5. The multi-model 
ensemble includes a total of 1800 years for the PiControl run, 2610 years in the Historical 
and 1710 years for all warming scenarios. 
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Figure 4.6: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST after removing a least-squares quadratic trend for each individual ensemble 
member before concatenating. The multi-model ensemble consists of 19 ensemble 
members each detrended from the last 100 years in the PiControl run, from 1861-2005 in 
the Historical run, and from 2006-2100 in RCP2.6, RCP4.5, RCP6.0, RCP8.5. The multi-
model ensemble includes a total of 1800 years for the PiControl run, 2610 years in the 
Historical and 1710 years for all warming scenarios. 
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Figure 4.7: Box and whisker plots of the Monte Carlo sampled 15-year trends over the 
multi-model ensemble for the last 100 years in each PiControl model (1800 total 
simulated years), Historical from 1861-2005 (2610 years), and from 2006-2100 for 
RCP2.6, RCP4.5, RCP6.0, an RCP8.5 (1710 years for all warming scenarios) after 
removing a least squares quadratic trend from the individual ensemble members before 
concatenation.  
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Figure 4.8: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST alongside the multi-model GMSST from the EOF reconstruction with the largest 
trend removed. Both multi-model ensembles consist of 19 ensemble members each from 
the last 100 years in the PiControl run, from 1861-2005 in the Historical run, and from 
2006-2100 in RCP2.6, RCP4.5, RCP6.0, and RCP8.5. The multi-model ensembles 
include a total of 1800 years for the PiControl run, 2610 years in the Historical and 1710 
years for all warming scenarios. 
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Figure 4.9: Box and whisker plots of the annually averaged multi-model GMSST from 
EOF reconstruction after the EOF with the largest trend is removed for the individual 
members before concatenating. The multi-model ensemble consists of 19 ensemble 
members each detrended from the last 100 years in the PiControl run, from 1861-2005 in 
the Historical run, and from 2006-2100 in RCP2.6, RCP4.5, RCP6.0, RCP8.5. The multi-
model ensemble includes a total of 1800 years for the PiControl run, 2610 years in the 
Historical and 1710 years for all warming scenarios. 
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Figure 4.10: Taylor Diagram where each number on the diagram corresponds to an 
ensemble member and the colors denote the CMIP5 experiment the ensemble member is 
under. The radial distance from the origin to model member represents the ratio of the 
CMIP5 experiment to the observed ERSSTv4 standard deviation. The standard deviation 
is calculated using the explained variance for the respective EOF modes being compared. 
The azimuthal positions give the weighted centered pattern correlation for the CMIP5 
first two EOF modes compared to the observed ERSSTv4 first two EOF modes. 
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Figure 4.11: Taylor Diagram where each number on the diagram corresponds to an 
ensemble member and the colors denote the CMIP5 experiment the ensemble member is 
under. The radial distance from the origin to model member represents the ratio of the 
CMIP5 experiment to the observed ERSSTv4 standard deviation. The standard deviation 
is calculated using the global variance for the respective EOF modes being compared. 
The azimuthal positions give the weighted centered pattern correlation for the CMIP5 
first two EOF modes compared to the observed ERSSTv4 first two EOF modes. 
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Figure 4.12: Spatial pattern of the second EOF for ERSSTv4 for the time period between 
1850-2017 compared to the spatial pattern of the second EOF for 19 ensemble members 
under RCP8.5 radiative forcing from 2006-2100. 
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Figure 4.13: Scatter plot of linear trend per decade calculated using the trend found in the 
first EOF vs the global variance calculated in the second EOF for a) the individual model 
members and b) the multi-model ensemble average.  
  
 125 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.14: Taken from the IPCC report (2013); Standard deviation in CMIP5 multi-
model ensembles of sea surface temperature variability over the eastern equatorial Pacific 
Ocean (Nino3 region: 5°S- 5°N, 150°W-90°W), a measure of El Nino amplitude, for the 
pre-industrial (PI) control and 20th century (20C) simulations, and 21st century 
projections using RCP4.5 and RCP8.5. Thirty-one models are used for the ensemble 
average. Open circles indicate multi-model ensemble means, and the red cross symbol is 
the observed standard deviation for January 1870 – December 2011 obtained from 
HadISSTv1. The linear trend and climatological mean of seasonal cycle have been 
removed. Box-whisker plots show the 16th, 25th, 50th, 75th, and 84th percentiles.  
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Figure 4.15: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST with 30-year running climatology removed. The multi-model ensemble consists 
of 19 ensemble members each detrended from the last 100 years in the PiControl run, 
from 1861-2005 in the Historical run, and from 2006-2100 in RCP2.6, RCP4.5, RCP6.0, 
RCP8.5. The multi-model ensemble includes a total of 1260 years for the PiControl run, 
2070 years in the Historical and 1170 years for all warming scenarios.   
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Figure 4.16: Box and whisker plots of the annually averaged multi-model ensemble 
GMSST with 30 year running climatology removed for the PiControl (1260 years), 
Historical (2070 years), a Historical greenhouse gas only run (1885 year), and RCP2.6, 
RCP4.5, RCP6.0, RCP8.5 (1170 years for all warming scenarios). 
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Figure 4.17: Scatter plot of linear trend per decade vs variance of each model after 
removing 30 year running mean for the individual model members on the left and the 
multi-model ensemble average on the right. 
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Figure 4.18: Scatter plot of the multi-model ensemble average linear trend per decade 
calculated from the raw SST data in the a) Atlantic Ocean b) Pacific Ocean c) Indian 
Ocean d) Southern Ocean e) Artic Ocean vs variance calculated in each basin for 19 
models for PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5.  
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Figure 4.19: Scatter plot of the multi-model ensemble average linear trend per decade vs 
variance for 19 models for PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5 
by a) latitude 5S to 5N b) latitude 10S to 10N c) latitude 15S to 15N d) latitude 30S to 
30N e) latitude 45S to 45N f) latitude 60S to 60N.  
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Figure 4.20: Scatter plot of ensemble variance vs sea surface temperature gradient for 19 
models for PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5 by latitude a) 0-
20N b) 0-45N c) 0-60N d) 0:80N e) 20N-45N f) 20N-60N. 
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Figure 4.21: Scatter plot of ensemble variance vs sea surface temperature gradient for 19 
models for PiControl, Historical, RCP2.6, RCP4.5, RCP6.0, and RCP8.5 by latitude a) 0-
20S b) 0-45S c) 0-50S d) 0:60S e) 20S-45S f) 20S-60S. 
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Figure 4.22:  Ratio of two variances of SSTA to the Historical run in the Artic between 
the a) RCP26 simulation, b) RCP45 simulation, c) RCP60 simulation, d) RCP85 
simulation. 
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Figure 4.23:  Ratio of two variances of SSTA to the Historical run in the Antarctic 
between the a) RCP26 simulation, b) RCP45 simulation, c) RCP60 simulation, d) RCP85 
simulation. 
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Figure 4.24: Ratio of two variances of SSTA to the Historical run from 60S-60N in the a) 
RCP26 simulation, b) RCP45 simulation, c) RCP60 simulation, d) RCP85 simulation. 
Blue shading denotes decreases in variance and Red indicated increases in variance. 
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Figure 4.25: Variance difference by RCP scenario from Historical scenario for CCSM4 
(contoured). Red denotes an increase in variance and Blue denotes a decrease in variance.  
Hatching indicates statistically significant areas at 90% significance level.  
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Figure 4.26: Percentage of ensemble members predicting an increase in variance that is 
statistically significant (p<0.10) from a) RCP26-Historical b) RCP45-Historical, c) 
RCP60-Historical, and d) RCP85-Historical. 
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Figure 4.27: Similar to Figure 4.25 but denoting the percent of ensemble members 
predicting a decrease in variance that is statistically significant (p<0.10) from a) RCP26-
Historical b) RCP45-Historical, c) RCP60-Historical, and d) RCP85-Historical. 
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Figure 4.28: Variance difference for CCSM4 on the left column for a) RCP26-Historical 
c) RCP45-Historical, e) RCP60-Historical, and g) RCP85-Historical and CESM1-CAM5 
on the right column for b) RCP26-Historical d) RCP45-Historical, f) RCP60-Historical, 
and h) RCP85-Historical. Blue indicates decreases in variance and Red denotes increases 
in variance.  
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Table 4.1: Radiative forcing agents in CCM4, CESM1-CAM5, GFDL-CM3, GFDL-
ESM2G, and ESM2M (adapted from IPCC, 2013). Earth System Models (ESMs) are 
highlighted in bold. Entries mean: n.a.: Forcing agent not included in either the Historical 
or future scenario experiments; Y: Forcing agent included via prescribed concentrations, 
distributions or time series data; E: Concentrations of forcing agent calculated 
interactively driven by prescribed emissions; Es: Concentrations of forcing agent 
calculated interactively constrained by prescribed surface concentrations. Variations in 
forcing implementations are denoted by subscripts. Subscripts mean: a: 3D distributions 
specified as monthly 10 year mean concentrations; b: Ozone prescribed using original or 
slightly modified dataset; p: Physiological forcing effect of CO2 via plant stomatal 
response and evapotranspiration included; rc: Separate entries denote different treatments 
used for radiation and chemistry; fx: Fixed prescribed climatology of dust/seas salt 
aerosol concentrations with no year-to-year variability; st: Separate entries denote 
stratosphere and troposphere; v0: Explosive volcanic aerosol returns rapidly in future to 
zero (or near-zero) background like that in the PiControl experiment  
CCSM4 CESM1-CAM5 GFDL-CM3 GFDL-ESM2G GFDL-ESM2M
CO2 Yp Yp Yp Y/Ep Y/Ep
CH4 Y Y Y/Esrc Y Y
N20 Y Y Y/Esrc Y Y
Trop	O3 Ya Ya E Yb Yb
Strat	O3 Ya Ya E Yb Yb
CFCs Y Y Y/Esrc Y Y
SO4 Ya E E Ya Ya
Black	
Carbon
Ya E E Ya Ya
Oranic	
Carbon
Ya E E Ya Ya
Nitrate n.a. n.a. n.a./Erc n.a. n.a.
Cloud	
Albedo	
Feedback
n.a. Y Y n.a. n.a.
Cloud	
Lifetime	
Effect
n.a. Y Y n.a. n.a.
Dust Ya E Epd Yfx Yfx
Volcanic Yv0 Yv0 Y/Est,v0 Yv0 Yv0
Sea	Salt Ya E Epd Ya Yfx
Land	Use Y Y Y Y Y
Solar Y Y Y Y Y
Fo
rci
ng
	Ag
en
ts
Gr
ee
nh
ou
se
	G
as
es
Ae
ro
so
ls
Ot
he
r
Models
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Figure 4.29: Variance difference for GFDL-CM3 is on the left column for a) RCP26-
Historical d) RCP45-Historical, g) RCP60-Historical, and j) RCP85-Historical. The 
middle column is the variance difference for GFDL-ESM2G for b) RCP26-Historical, e) 
RCP45-Historical, h) RCP60-Historical, and k) RCP85-Historical and GFDL-ESM2M on 
the right column for c) RCP26-Historical f) RCP45-Historical, i) RCP60-Historical, and 
l) RCP85-Historical. Blue indicates decreases in variance and Red denotes increases in 
variance.  
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