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EXTENDED FACTORIZATIONS OF EXPONENTIAL FUNCTIONALS OF
LE´VY PROCESSES
P. PATIE AND M. SAVOV
Abstract. In [16], under mild conditions, a Wiener-Hopf type factorization is derived for the
exponential functional of proper Le´vy processes. In this paper, we extend this factorization by
relaxing a finite moment assumption as well as by considering the exponential functional for
killed Le´vy processes. As a by-product, we derive some interesting fine distributional properties
enjoyed by a large class of this random variable, such as the absolute continuity of its distribution
and the smoothness, boundedness or complete monotonicity of its density. This type of results
is then used to derive similar properties for the law of maxima and first passage time of some
stable Le´vy processes. Thus, for example, we show that for any stable process with ρ ∈ (0, 1
α
−1],
where ρ ∈ [0, 1] is the positivity parameter and α is the stable index, then the first passage time
has a bounded and non-increasing density on R+. We also generate many instances of integral
or power series representations for the law of the exponential functional of Le´vy processes with
one or two-sided jumps. The proof of our main results requires different devices from the one
developed in [16]. It relies in particular on a generalization of a transform recently introduced
in [8] together with some extensions to killed Le´vy process of Wiener-Hopf techniques.
1. Introduction and main results
Let ξ = (ξt)t≥0 be a possibly killed Le´vy process starting from 0. We denote by Ψq its
Le´vy-Khintchine exponent which takes the form, for any z ∈ iR,
(1.1) Ψq(z) = bz +
σ2
2
z2 +
∫ ∞
−∞
(
ezy − 1− zyI{|y|<1}
)
Π(dy)− q,
where q ≥ 0 is the killing rate, σ ≥ 0, b ∈ R and Π is a sigma-finite positive measure satisfying
the condition
∫
R
(y2 ∧ 1)Π(dy) < ∞. In this paper, we are interested in both characterizing
the distribution and deriving some fine distributional properties of the so-called exponential
functional of ξ, which is defined by
IΨq =
∫ ∞
0
eξtI{t<eq}dt,
where eq is the lifetime of ξ, i.e. it is an exponential random variable of parameter q (with the
convention that e0 =∞) independent of ξ. When q = 0 we simply write Ψ = Ψ0 and we assume
that ξ drifts to −∞. The motivation for studying this positive random variable finds its roots
in probability theory but has some strong connections with issues coming from other fields of
mathematics such as functional and complex analysis. Besides their inherent interest, problems
of this type have also ties with other areas of sciences, e.g. astrophysics, biology, insurance and
mathematical finance. It is also worth mentioning that there exists a close connection between
the law of the exponential functional of some specific Le´vy processes and the one of the maxima
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of stable processes offering a way to study the fluctuation of these processes from a perspective
different from the classical Wiener-Hopf techniques. We refer to [16] for a thorough description
of the recent methodologies which have been developed to investigate the distribution of IΨq .
In particular, we mention that, in that paper, it is shown under a mild assumption that, when
q = 0 and −∞ < E [ξ1] < 0, the variable IΨ factorizes into the product of two independent
exponential functionals of Le´vy processes defined in terms of the ladder height processes of ξ.
The purpose of this paper is to extend this Wiener-Hopf type factorization by first relaxing the
finite moment condition on the underlying Le´vy processes and then by deriving similar factor-
ization identities for the exponential functional of killed Le´vy processes. We emphasize that the
approach carried out in [16] can not be used to deal with this generalization. Indeed, therein,
the main identity is obtained by means of the functional equation (2.9), satisfied by the Mellin
transform of IΨ combined with the characterization of its distribution as the stationary measure
of some generalized Ornstein-Uhlenbeck processes. Indeed the law of IΨq , for any q > 0, cannot
be identified as a stationary measure of some Markov process anymore whereas when q = 0
and the first moment of ξ1 is not finite, the functional equation (2.9) does not hold even on the
imaginary line and therefore we cannot directly guess the existence of a probabilistic factoriza-
tion. In order to circumvent these difficulties our strategy relies on a transformation between
Laplace exponents of Le´vy processes which allows to establish a connection between the study
of the exponential functional for unkilled and killed Le´vy processes. This will be achieved by
generalizing to our context a mapping recently introduced by Chazal et al. [8] and by providing
some interesting results concerning the Wiener-Hopf factorization of killed Le´vy processes. We
also indicate that our extended factorizations of exponential functionals allow us to identify
some fine distributional properties enjoyed by a large class of these random variables, such as
the smoothness of their distribution, the monotonicity, complete monotonicity of their density,
etc. We will be using these type of results to provide some new distributional properties enjoyed
by the density of first passage times for some stable Le´vy processes.
In order to state our main result we introduce some notation. First, we recall that the reflected
processes
(
sup0≤s≤t ξs − ξt
)
t≥0 and (ξt − inf0≤s≤t ξs)t≥0 are Feller processes in [0,∞) which pos-
sess local times (L±t )t≥0 at level 0, see [2, Chapter IV]. The ascending and descending ladder
times are defined as the right-continuous inverse of L±, viz. (L±t )
−1 = inf{s > 0; L±s > t} and
the ladder height processes H+ and H− by
H+t = ξ(L+t )−1
= sup
0≤s≤(L+t )−1
ξs , whenever (L
+
t )
−1 <∞ ,
H−t = ξ(L−t )−1 = inf0≤s≤(L−t )−1
ξs , whenever (L
−
t )
−1 <∞ .
Here, we use the convention that inf ∅ =∞ and H±t =∞, when L±∞ ≤ t. From [10, p. 27], we
have for q ≥ 0, s ≥ 0,
(1.2)
logE
[
e−q(L
+
1 )
−1−sH+1
]
= −Φ+(q, s) = −k+−η+q−δ+s−
∫ ∞
0
∫ ∞
0
(
1−e−(qy1+sy2)
)
µ+(dy1, dy2),
where η+ (resp. δ+) is the drift of the subordinator (L
+)−1 (resp. H+) and µ+(dy1, dy2) is the
Le´vy measure of the bivariate subordinator
(
(L+)−1,H+
)
. Similarly, for q ≥ 0, s ≥ 0,
(1.3)
logE
[
e−q(L
−
1 )
−1+sH−1
]
= −Φ−(q, s) = −η−q − δ−s−
∫ ∞
0
∫ ∞
0
(
1− e−(qy1+sy2)
)
µ−(dy1, dy2),
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where η− (resp. δ−) is the drift of the subordinator (L−)−1 (resp. −H− ) and µ−(dy1, dy2) is
the Le´vy measure of the bivariate subordinator
(
(L−)−1,−H−). The celebrated Wiener-Hopf
factorization then reads off as
(1.4) Ψq(z) = −Φ+(q,−z)Φ−(q, z),
where we set Φ+(1, 0) = Φ−(1, 0) = 1 as the normalization of the local times. We point out
that while it can happen that ((L+)−1,H+)
(
resp.
(
(L−)−1,−H−))) can be increasing renewal
processes, see [5, Section 1], this does not affect our definitions. As in [16] throughout the paper
we work with the following set of measures:
P : the set of positive measures on R+ which admit a non-increasing density.
Our first theorem is the main result in our paper. Equation (1.6) extends [16, (1.6), Theorem
1.2] to the killed case as well to the case when E [ξ1] = −∞ and it is the backbone of all our
applications.
Theorem 1.1. Let q ≥ 0 and assume that ξ drifts to −∞, when q = 0. Then the law of the
random variable IΨq is absolutely continuous with density which we denote bymΨq . Next, assume
that one of the following conditions holds:
(1) P+: Π+(dy) = Π(dy)I{y>0} ∈ P,
(2) Pq±: µq+(dy) =
∫∞
0 e
−qy1µ+(dy1, dy) ∈ P, µq−(dy) =
∫∞
0 e
−qy1µ−(dy1, dy) ∈ P.
Then, in both cases, there exists an unkilled spectrally positive Le´vy process with a negative mean
such that its Laplace exponent ψq+ takes the form
(1.5) ψq+(−s) = sΦ+(q, s) = δ+s2 + q+s+ s2
∫ ∞
0
e−syµq+(y,∞)dy, s ≥ 0,
where q+ = k+ + η+q +
∫∞
0
∫∞
0 (1− e−qy1)µ+(dy1, dy2) > 0. Furthermore, for any q ≥ 0, we
have the factorization
(1.6) IΨq
d
= Iφq− × Iψq+ ,
where × stands for the product of independent random variables and φq−(z) = −Φ−(q, z) is the
Laplace exponent of a negative of a subordinator which is killed at the rate given by the expression
q− = k− + η−q +
∫∞
0
∫∞
0 (1− e−qy1)µ−(dy1, dy2) ≥ 0 and q− = 0 if and only if q = 0.
Remark 1.2. (1) We mention that when q = 0, in comparison to [16, Theorem 1.1], here
we also include the case when E [ξ1] = −∞. We recall that under such a condition, the
functional equation (2.9) below does not even hold on the imaginary line iR.
(2) We emphasize that the main factorization identity (1.6) allows to build up many ex-
amples of two-sided Le´vy processes for which the density of IΨq can be described as
a convergent power series. This is due to the fact that the exponential functionals on
the right-hand side of the identity are easier to study as we have, for instance, simple
expressions for their positive or negative integer moments. More precisely, the positive
entire moments of Iφq− , for any q ≥ 0, are given in (2.22) below and we have from [4]
that the law of 1/Iψq+ is determined by its positive entire moments as follows
E[I−mψq+ ] = −(ψq+)′(0−)
∏m−1
k=1 ψ
q+(−k)
Γ(m)
, m = 1, 2, . . .(1.7)
with the convention that the right-hand side is −(ψq+)′(0−) when m = 1. Some specific
examples will be detailed in Section 3.
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(3) Assuming that we start with bivariate Laplace exponents Φ+ and Φ− such that their
Le´vy measures satisfy condition Pq± with Φ+(q, 0)Φ−(q, 0) > 0, then from Lemma 2.9
below we can construct a killed Le´vy process with Laplace exponent Ψq given by identity
(1.4) and such that factorization (1.6) holds.
(4) We point out that (1.6) holds even when φq−(z) − φq−(0) = 0, for all z ∈ iR, i.e. when
ξ is a subordinator. In this case Iφq− =
∫ eq−
0 ds = eq−.
We postpone the proof of the theorem to Section 2. We proceed instead by providing some
consequences of our factorization identity (1.6) concerning some interesting distributional prop-
erties of the exponential functional. Before stating the results, we recall that the density m of
a positive random variable is completely monotone if m is infinitely continuously differentiable
and (−1)nm(n)(x) ≥ 0, for all x ≥ 0 and n = 0, 1, . . . . Note in particular, that m is non-
increasing and thus the distribution of the random variable is unimodal with mode at 0, that is
its distribution is concave on [0,∞).
Corollary 1.3. (i) Let us assume that either condition (1) or (2) of Theorem 1.1 and |Ψq(s)| <
+∞, for s ∈ [−1, 0], holds true. Then, for any q > 0, such that Ψq(−1) ≤ 0, the density
mΨq is non-increasing, continuous and a.e. differentiable on R
+ with mΨq(0) = q.
(ii) Let ξ be a subordinator with Le´vy measure Π+ ∈ P. Then, for any q > 0, the density of
IΨq is completely monotone and bounded with mΨq(0) = q. Moreover, recalling that, in this
case, the drift b of ξ is non-negative, we have, for any x < 1/b (with the convention that
1/0 = +∞), that
mΨq(x) =
∞∑
n=0
an (Ψq)
(−x)n
n!
,
where an (Ψq) = q
∏n
k=1−Ψq(−k) with a0 (Ψq) = q. If b > 0, we have for any x > 0
(1.8) mΨq(x) = (1 + bx)
−1
∞∑
n=0
a˜n (Ψq)
(
bx
bx+ 1
)n
,
where a˜n (Ψq) =
∑n
k=0
ak(Ψq)
k!(n−k)! .
(iii) Let ξ be a spectrally positive Le´vy process and we denote, for any q > 0, by γq the only
positive root of the equation Ψq(−s) = 0. Then, we have
(1.9) IΨq
d
= B−1(1, γq)× Iψq+ ,
where B(1, γq) is a Beta random variable and ψ
q+(z) = zφq+(z). Moreover, if Ψq(−1) ≤ 0
then IΨq has a non-increasing density.
(iv) Finally, let ξ be a spectrally negative Le´vy process. Denoting here, for any q > 0, by γq the
only positive root of the equation Ψq(s) = 0, we have
(1.10) mΨq(x) =
x−γq−1
Γ(γq)
∫ ∞
0
e−y/xyγqmφq− (y)dy, x > 0,
where Γ stands for the Gamma function. In particular, we get the precise asymptotic for
the density at infinity, i.e.
lim
x→∞x
γq+1mΨq(x) =
E
[
I
γq
φq−
]
Γ(γq)
.
Then, for any β ≥ γq + 1, the mapping x 7→ x−βmΨq(x−1) is completely monotone. In
particular, the density of the random variable I−1Ψq is completely monotone, whenever γq ≤ 1.
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Remark 1.4. (1) We point out that a positive random variable with a completely monotone
density is in particular infinitely divisible, see [22, Theorem 51.6].
(2) A positive random variable with a non-increasing density is strongly multiplicative uni-
modal (for short SMU), that is the product of this random variable with any independent
positive random variable is unimodal and in this case the product has its mode at 0, see
[9, Proposition 3.6].
(3) We mention that the two cases (ii) and (iii), i.e. when the Le´vy process has no negative
jumps, have not been studied in the literature so far.
(4) One may recover from item (iv) the expression of the density found in [18] in this case.
Furthermore, we point out that in [18] it is proved that the density extends actually to a
function of a complex variable which is analytical in the entire complex plane cut along
the negative real axis and admits a power series representation for all x > 0.
(5) Note that the series (1.8) is easily amenable to numerical computations since ak (Ψq) can
be computed recurrently. We stress that (1.8) would be difficult to get from (2.9) because
the functional equation holds on a strip in the complex plane which might explain why
such simple series has not yet appeared in the literature.
The proof of this corollary and of the following one will be given in Section 3. We will also
describe therein some examples illustrating these results. As a by-product of Corollary 1.3, we
get the following new distributional properties for the law of maximum and first passage times
of some stable Le´vy processes.
Corollary 1.5. Let Z = (Zt)t≥0 be an α-stable Le´vy process starting from 0 with α ∈ (0, 2]. Let
us write S1 = sup0≤t≤1 Zt and T1 = inf{t > 0; Zt ≥ 1} and recall that the scaling property of Z
yields the identity T1
d
= S−α1 . Then, writing ρ = P(Z1 > 0), we have the following claims:
(i) The density of T1 is bounded and non-increasing for any α ∈ (0, 1) and ρ ∈
(
0, 1α − 1
]
.
In particular, this property holds true for any α ∈ (0, 12 ] and for symmetric stable Le´vy
processes, i.e. ρ = 12 , with α ∈ (0, 23 ].
(ii) The density of Sα1 is completely monotone if α ∈ (1, 2] and ρ = 1 − 1α , that is when Z is
spectrally positive.
Remark 1.6. When α ∈ (0, 1) and ρ = 1, that is Z is a stable subordinator, we have the obvious
identity Z1
d
= S1. Thus, we get from the first item that the density of Z
−α
1 is non-increasing on
R
+ if α ∈ (0, 12 ]. From Remark 1.4 (2) this means that for these values of α, Z−α1 is SMU with
mode at 0. Note that this result is consistent with the main result of Simon in [23] where it is
shown that Z1 is SMU with a positive mode if and only if α ∈ (0, 12 ]. The positivity of the mode
implies that any non-zero real power of Z1, and in particular T1
d
= Z−α1 , is SMU, see e.g. [23,
Section 1].
2. Proof of Theorem 1.1
2.1. The case P+. We start by extending to two-sided Le´vy processes a transformation which
has been introduced in [8] in the framework of spectrally negative Le´vy processes. This mapping
turns out to be very useful in the context of both the Wiener-Hopf factorization of Le´vy processes
and their exponential functionals. For its statement we need the following notation
Π−(y) =
∫ y
−∞
Π(dr)I{y<0} and Π+(y) =
∫ ∞
y
Π(dr)I{y>0}
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and the following assumption:
Tβ+ : There exists β
+ > 0 such that for all β ∈ [0, β+), |Ψ(β)| < +∞ and eβyΠ+(y)dy ∈ P.
Also if Ψ satisfies Tβ+ , we write, for all q ≥ 0,
(2.1) β∗q = sup{β > 0; Ψ(β)− q < 0} ∧ β+.
Proposition 2.1. Let us assume that Tβ+ holds. Then, for any β ∈ (0, β+), the linear mapping
Tβ defined by
TβΨq(s) = s
s+ β
Ψq(s+ β), s ∈ (−β, β+ − β),
is the Laplace exponent of an unkilled Le´vy process ξ(β,q) = (ξ
(β,q)
t )t≥0 with Gaussian coefficient
σ2
2 and Le´vy measure Π
β given by
(2.2) Πβ(dy) = eβy
(
Π(dy)− βΠ+(y)dy +
(
βΠ−(y) + qβ
)
dyI{y<0}
)
.
Furthermore, if we assume that ξ drifts to −∞ when q = 0, then for any q ≥ 0, β∗q > 0, and,
for any β ∈ (0, β∗q ), we have
(2.3) −∞ < E
[
ξ
(β,q)
1
]
=
Ψ(β)− q
β
< 0.
Proof. First, by linearity of the mapping Tβ, one gets
(2.4) TβΨq(z) = TβΨ(z)− q z
z + β
,
where we recognize, on the right-hand side, the Laplace exponent of a negative of a compound
Poisson process with parameter q > 0, whose jumps are exponentially distributed with parameter
β > 0. Next we observe that one can write
(2.5) Ψ(z) = Ψ−(z) + Ψ+(z),
where Ψ+(z) =
∫∞
0
(
ezy − 1− zyI{|y|<1}
)
Π+(dy) and Ψ− is the Laplace exponent of a Le´vy
process without positive jumps. The description of TβΨ− as the Laplace exponent of a Le´vy
process without positive jumps follows from [8, Proposition 2.2]. Thus, from the linearity of the
transform it remains to study its effect on Ψ+. An integration by parts gives us that
Ψ+(z) = z
(∫ ∞
0
(
ezy − I{|y|<1}
)
Π+(y)dy +Π+(1)
)
.
Then
TβΨ+(z) = z
z + β
Ψ+(z + β) = z
(∫ ∞
0
(
e(z+β)y − I{|y|<1}
)
Π+(y)dy +Π+(1)
)
= z
(∫ ∞
0
(
ezy − I{|y|<1}
)
eβyΠ+(y)dy +
∫ 1
0
(
eβy − 1
)
Π+(y)dy +Π+(1)
)
=
∫ ∞
0
(
ezy − 1− zyI{|y|<1}
) (−eβyΠ+(y))′ dy
+ z
(∫ 1
0
(
eβy − 1
)
Π+(y)dy +Π+(1)(1 − eβ)
)
,
which provides the expression (2.2) since the mapping y 7→ eβyΠ(y) is non-increasing by assump-
tion and plainly the condition Tβ+ gives that
∫∞
0 (1 ∧ y2)(−eβyΠ+(y))′dy < +∞. Next, when
q > 0 then β∗q > 0 since Ψ(0) = 0 and the mapping s 7→ Ψ(s) is continuous on [0, β+). When
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q = 0, the condition Tβ+ combined with the fact that ξ drifts to −∞ implies that Ψ′(0+) < 0,
where Ψ′(0+) can be −∞. Clearly then we have that Ψ(β) < 0, for any β ∈ (0, ǫ) and some
ǫ > 0, and hence β∗0 > 0. Moreover, we observe that, for any q ≥ 0,
(TβΨq)′(0+) = Ψ(β)− q
β
,
which is clearly finite and negative, for any β ∈ (0, β∗q ). The proof of the proposition is completed.

Remark 2.2. We note that, for any q > 0 and any 0 < β < β+, the Le´vy process ξ(β,q) can be
decomposed as ξ
(β,q)
t = ξ
β
t − N qt , where (ξβt )t≥0 is a Le´vy process with Laplace exponent TβΨ
and (N qt )t≥0 is an independent compound Poisson process with parameter q whose jumps are
exponentially distributed with parameter β.
We shall need the following alternative representation of the bivariate ladder exponents as well
as an interesting application of the transform Tβ in the context of the Wiener-Hopf factorization
of Le´vy processes.
Proposition 2.3. For any q > 0, we have φq+(z) = −Φ+(q,−z) and φq−(z) = −Φ−(q, z),
where φq+ (resp. φq−) is the Laplace exponent of (resp. the negative of ) a subordinator. More
precisely, they take the form
φq+(z) = −q+ + δ+z +
∫ ∞
0
(ezy − 1)µq+(dy),
φq−(z) = −q− − δ−z −
∫ ∞
0
(
1− e−zy)µq−(dy),
where we recall that µq±(dy) =
∫∞
0 e
−qy1µ±(dy1, dy) and q± = k±+η±q+
∫∞
0
∫∞
0 (1− e−qy1)µ±(dy1, dy2) >
0. Consequently, the Wiener-Hopf factorization (1.4) takes the form
(2.6) Ψq(z) = −φq+(z)φq−(z).
Moreover, assume that Tβ+ holds and that ξ drifts to −∞ when q = 0. Then, for any β ∈ (0, β∗q ),
we have
(2.7) TβΨq(z) = −φq+(z + β)Tβφq−(z).
Proof. Since, for any q > 0, we have that∫ ∞
0
∫ ∞
0
(
1− e−(qy1+zy2)
)
µ±(dy1, dy2) =
∫ ∞
0
(
1− e−zy2)µq±(dy2)
+
∫ ∞
0
∫ ∞
0
(
1− e−qy1)µ±(dy1, dy2),
we deduce the first claim from the fact that q± > 0, for any q > 0.
Next, we have, under the Tβ+ condition that s 7→ φq+(s) is well-defined on (−∞, β+), see [16,
Lemma 4.2]. Also, for any β ∈ (0, β∗q ), φq+(β) < 0 as clearly both Ψq(β) < 0 and φq−(β) < 0.
Thus, for such β the mapping s 7→ φq+(s+ β) is the Laplace exponent of a killed subordinator.
Moreover, it is not difficult to check that, for any fixed q ≥ 0 and β ∈ (0, β∗q ), z 7→ Tβφq−(z) is
the Laplace exponent of the negative of a proper subordinator. Moreover, since β ∈ (0, β∗q ) we
deduce, from the item (2) of Proposition 2.1, that the proper Le´vy process with characteristic
exponent TβΨq drifts to −∞ and hence its descending ladder height process is also the negative
of a proper subordinator, see e.g. [10]. We conclude by observing the identities
TβΨq(z + β) = z
z + β
Ψq(z + β) = −φq+(z + β)
z
z + β
φq−(z + β) = −φq+(z + β)Tβφq−(z)
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and by invoking the uniqueness for the Wiener-Hopf factors, see [22, Theorem 45.2 (i)]. 
The Tβ transform turns out to be also very useful in proving the following claim which shows,
in particular, that the family of exponential functional of Le´vy processes is invariant under some
length-biased transforms. In particular, the law of IΨq admits such a representation in terms
of a perpetual exponential functional. Although, a similar result was given in [8] for one-sided
Le´vy processes, its extension requires deeper arguments.
Theorem 2.4. Let us assume that ξ drifts to −∞ when q = 0. Then the following claims hold:
(1) The law of the random variable IΨq is absolutely continuous.
(2) Assume further that Tβ+ holds. Then, for every β ∈ (0, β∗q ), there exists a proper Le´vy
process with a finite negative mean and Laplace exponent TβΨq, such that
(2.8) mΨq(x) = E
[
IβΨq
]
x−βmTβΨq(x) a.e., for x > 0,
where mTβΨq is the density of ITβΨq .
(3) Finally, for any q ≥ 0, we have
lim
β→0
ITβΨq
d
= IΨq .
Proof. First, we point out that the absolute continuity of IΨq in the case q = 0 is well-known
and can be found in [3, Theorem 3.9]. Thus, we assume that q > 0. The case when ξ is with
infinitely many jumps can be recovered from [3, Theorem 3.9 (b)]. Indeed, for any v > 0, denote
by g(s) = es and dY
(v)
t = I{t<v}dt. Since g(s) is strictly increasing we have that condition (3.12)
in [3] is satisfied. Moreover, for ǫ < v, we have that the density of the absolutely continuous part
of the measure dY
(v)
t restricted to [0, ǫ] has a density which equals 1. According to [3, Theorem
3.9 (b)] this suffices to show that
∫ v
0 e
ξsds has a law which is absolutely continuous with respect
to the Lebesgue measure. Then for any Borel set A ⊂ (0,∞) we have that
P
(
IΨq ∈ A
)
= q
∫ ∞
0
e−qtP
(∫ t
0
eξsds ∈ A
)
dt
and our statement follows in this case. Next, assume that ξ = ξ(1)+B where ξ(1) is a compound
Poisson process and B a Brownian motion with given mean and variance, which can be both zero.
We denote by (Tn)n≥1 (resp. (Yn)n≥1) the sequence of inter-arrival times (resp. the sequence)
of the jumps of ξ(1). Define the measures Υ and Υ˜ respectively on R
N+
+ = {ω = (t1, t2, ...) :
ti > 0, for i ≥ 1} and RN+ = {ω˜ = (y1, ...) : yi ∈ R, for i ≥ 1} to be induced by the sequences
(Tn)n≥1 and (Yn)n≥1. For any ω and ω˜, we set S0(ω) = S˜0(ω˜) = 0 and we write Sj(ω) =
∑j
i=1 ti,
S˜j(ω˜) =
∑j
i=1 yi, and
Pj(ω) = P(Sj(ω) ≤ eq < Sj+1(ω)) = P(Aj(ω)).
Denote by
Γj,ω(dx) = P (eq ∈ dx;Aj(ω)|ω) = Pj(ω)P (eq ∈ dx|Aj(ω))
and note that Γj,ω are absolutely continuous with respect to the Lebesgue measure. We also set
Ik(ω) = e
S˜k−1(ω˜)
∫ Sk(ω)
Sk−1(ω)
eBsds.
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Now, we pick A ⊂ R+ such that the Lebesgue measure of A is zero and write
P
(
IΨq ∈ A
)
=
∫
R
N+
+ ×RN+
∞∑
j=1
P
(
j∑
k=1
Ik(ω) + e
S˜k(ω˜)
∫
eq
Sk(ω)
eBsds ∈ A; Aj(ω)
∣∣ω, ω˜
)
Υ(dω)Υ˜(dω˜)
=
∫
R
N+
+ ×RN+
∞∑
j=1
P
(∫
eq
Sk(ω)
eBsds ∈ e−S˜k(ω˜)
(
A−
j∑
k=1
Ik(ω)
)
; Aj(ω)
∣∣ω, ω˜
)
Υ(dω)Υ˜(dω˜).
Next, denote by Dk = DSk(ω) the full set of continuous functions images of the Brownian motion
up to time Sk(ω) and note that
P
(∫
eq
Sk(ω)
eBsds ∈ e−S˜k(ω˜)
(
A−
j∑
k=1
Ik(ω)
)
; Aj(ω)
∣∣ω, ω˜
)
=
∫
f∈Dk
P
(∫
eq−Sk(ω)
0
eB
′
sds ∈ A˜j(ω); Aj(ω)
∣∣ω, ω˜, (Bs)s≤Sk(ω) = (fs)s≤Sk(ω)
)
Θ(df),
where B′ is an independent copy of B, A˜j(ω) =
{
e−S˜k(ω˜)−fSk(ω)
(
A−∑jk=1 Ik(ω))} and Θ is
the measure on Dk induced by B. Furthermore since the sets A˜j(ω) have zero Lebesgue measure
it suffices to show that
∫
eq−Sk(ω)
0 e
B′sds is absolutely continuous on Aj(ω). Indeed it follows
because the law of
∫ t
0 e
B′sds is absolutely continuous for any t > 0 and non trivial Brownian
motion, see [26]. When B′s = as the same claims follows as the measures Γj,ω are absolutely
continuous and hence so is
∫
eq−Sk(ω)
0 e
asds. With this ends the proof of the absolute continuity
of the law of IΨq .
Next from [7, Proposition 3.1.(i)] for q > 0 and [15, Lemma 2.1] for the case q = 0 the following
equation
E
[
IzΨq
]
= − z
Ψq(z)
E
[
Iz−1Ψq
]
(2.9)
holds for any z ∈ C such that 0 < ℜ(z) < β∗q , where we recall from Proposition 2.1, that for any
q ≥ 0, β∗q > 0 is valid. We point out that all quantities involved are finite since for every q ≥ 0
for which IΨq is well-defined, we have using [21, Lemma 2] and a monotone argument, that
(2.10) E
[
IρΨq
]
<∞, for all ρ ∈ (−1, β∗q ) .
Thus, for any β ∈ (0, β∗q ), we have, for any −β < ℜ(z) < β∗q − β,
E
[
Iz+βΨq
]
= − z + β
Ψq(z + β)
E
[
Iz+β−1Ψq
]
.(2.11)
We note in particular from (2.10) that E
[
IβΨq
]
<∞. On the other hand, we have from Proposi-
tion 2.1, that for any q ≥ 0 and any β ∈ (0, β∗q ), TβΨq is the Laplace exponent of a Le´vy process
with a finite negative mean and thus the random variable ITβΨq is well-defined. We deduce from
(2.9) and the definition of the transformation Tβ, that, for any −β < ℜ(z) < β∗q − β,
E
[
IzTβΨq
]
= − zTβΨq(z) E
[
Iz−1TβΨq
]
= − z + β
Ψq(z + β)
E
[
Iz−1TβΨq
]
.(2.12)
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Next, since the distribution of IΨq is absolutely continuous, we have that the function mβ,q given
by
(2.13) mβ,q(x) =
(
E[IβΨq ]
)−1
xβmΨq(x), a.e. for x > 0,
is well-defined and determines a probability density function. We denote by Iβ,q the random
variable with density mβ,q. Then, clearly from (2.10) and (2.11), the functional equation
E
[
Izβ,q
]
= − z + β
Ψq(z + β)
E
[
Iz−1β,q
]
= − zTβΨq(z)
E
[
Iz−1β,q
]
holds for −β < ℜ(z) < β∗q − β and E
[
I−1β,q
]
< ∞ and E
[
Iδβ,q
]
< ∞, for some δ > 0. Thanks to
the existence of these moments we can use [16, Lemma 4.4] to deduce that in the notation of
[16], Lmβ,q(x) = 0 a.e. Moreover, as E
[
I−1β,q
]
<∞ we can apply [16, Theorem 3.7] to get in fact
that (2.8) holds. Indeed, otherwise, both the law of ITβΨq and Iβ,q will be different stationary
measures of the generalized Ornstein-Uhlenbeck process associated to the Le´vy process with
exponent TβΨq as defined in [16, Theorem 3.7] which is impossible. The proof of the last claim
follows readily from the limit limβ→0 E
[
IβΨq
]
= 1 combined with identity (2.8). 
The next result is in the spirit of the result of [16, Theorem 1] in the case E+ and thus can
be seen as its extension.
Proposition 2.5. Let us assume that Tβ+ holds and e
βyµq+(dy) ∈ P, for some β ∈ (0, β+).
Then,
(2.14) IΨq
d
= Iφq− × Iψq+ ,
where ψq+(z) = zφq+(z).
Proof. First, from Proposition 2.1 we get that, for any β ∈ (0, β∗q ), TβΨq is the Laplace exponent
of a Le´vy process with a finite negative mean and thus ITβΨq is well-defined. Next, Tβ+ trivially
holds for φq− since it corresponds to the Laplace exponent of a negative of a subordinator. Clearly
eβyµq+(dy) ∈ P implies µq+(dy) ∈ P, thus ψq+ is the Laplace exponent of an unkilled spectrally
positive Le´vy process whose tail of the Le´vy measure has the form Π
q+(y)dy = µq+(dy), y > 0,
see [16, Lemma 4.3]. Therefore, as eβyΠ
q+(y)dy = eβyµq+(dy) ∈ P and s 7→ φq+(s) is well-
defined on (−∞, β+) which implies that |ψq+(s)| < +∞, for any s ∈ (−∞, β+), we have that
ψq+ satisfies the condition Tβ+. Thus Tβψq+(s) = ss+βψq+(s + β) = sφq+(s + β) is the Laplace
exponent of a proper spectrally positive Le´vy process with a finite negative mean φq+(β). Next,
since eβyµq+(dy) ∈ P, we have that the unkilled Le´vy process with Laplace exponent TβΨq
satisfies the condition E+ of [16, Theorem 1]. From (2.7) of Proposition 2.3 we deduce that
TβΨq(z)
z
= −zφq+(z + β)
z
Tβφq−(z)
z
= −Tβψ
q+(z)
z
Tβφq−(z)
z
and from [16, Theorem 1] that
(2.15) ITβΨq
d
= ITβφq− × ITβψq+ .
Then, from Theorem 2.4, we get that
lim
β→0
ITβΨq
d
= IΨq , lim
β→0
ITβφq−
d
= Iφq− and limβ→0
ITβψq+
d
= Iψq+ ,
which completes the proof. 
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Next we provide a killed version of the Vigon’s equation amicale, see [10, Theorem 16].
Proposition 2.6. Let us assume that Tβ+ holds.
(1) Then, we have
(2.16) µq+(y) =
∫ ∞
0
Π+(r + y)U (q)− (dr), y > 0,
where
∫∞
0 e
−syU (q)− (dy) = 1φq− (z) .
(2) Moreover φq+ satisfies the condition Tβ+ . Finally, if for some β ∈ (0, β+), eβyΠ+(dy) ∈
P then eβyµq+(dy) ∈ P.
Proof. We consider only the case when q > 0 since when q = 0 we are in the setting of the
classical Vigon’s equation amicale. Next, the latter applied to the unkilled Le´vy process ξ(β,q)
as defined in Proposition 2.1 with β ∈ (0, β∗q ), yields, with the obvious notation,
(2.17) µβq+(y) =
∫ ∞
0
Π
β
+(y + r)U (β,q)− (dr),
where, from (2.2), we have
(2.18) Π
β
+(y) =
∫ ∞
y
Πβ(dr)I{y>0} =
∫ ∞
y
eβr
(
Π(dr)− βΠ+(r)dr
)
I{y>0}
and from Proposition 2.3 and [2, p. 74]∫ ∞
0
e−zyU (β,q)− (dy) =
1
Tβφq−(z)
=
1
z
z+βφq−(z + β)
=
1
φq−(z + β)
+ β
1
zφq−(z + β)
.
From the latter we immediately deduce by comparing the Laplace transforms that
(2.19) U (β,q)− (dy) = e−βyU (q)− (dy) + β
∫ y
0
e−βrU (q)− (dr)dy.
Plugging (2.19) into (2.17), we get, for all y > 0,
µβq+(y) =
∫ ∞
0
Π
β
+(y + r)e
−βrU (q)− (dr) + β
∫ ∞
0
Π
β
+(y + r)
∫ r
0
e−βvU (q)− (dv)dr.
Next, we have, using identity (2.2) and the fact that condition Tβ+ holds, the existence of a
constant C > 0 such that, for all β small enough,∫ ∞
y
Π
β
+(r)dr ≤
∫ ∞
y
∫ ∞
r
eβvΠ+(dv)dr =
∫ ∞
y
reβrΠ+(dr) ≤ C.
Using this inequality and recalling that, for any q > 0, U (q)− is a positive finite measure on R+,
as a potential measure of a negative of a killed subordinator, that is a transient Markov process,
we obtain, with U (q) = U (q)− (0,∞), that∫ ∞
0
Π
β
+(y + r)
∫ r
0
e−βvU (q)− (dv)dr ≤ U (q)
∫ ∞
y
Π
β
+(r)dr ≤ U (q)
∫ ∞
y
reβrΠ+(dr) ≤ Cq,
where the constant Cq > 0 is also uniform for all β small enough. This gives us
(2.20) lim
β→0
µβq+(y) = limβ→0
∫ ∞
0
Π
β
+(y + r)e
−βrU (q)− (dr).
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Since for all β small enough
∫∞
y e
βrΠ+(r)dr ≤ C1, with C1 > 0, we have, from (2.18), at the
points of continuity of Π+(dy), that
lim
β→0
Π
β
+(y) = lim
β→0
(∫ ∞
y
eβrΠ+(dr)− β
∫ ∞
y
eβrΠ+(r)dr
)
= Π+(y).
Since U (q)− defines a finite measure, we conclude from (2.20) that limβ→0 µβq+(y) = µq+(y) and
hence (2.16) holds. Next, the fact that the mapping s 7→ φq+(s) is well defined on (0, β+) follows
readily from [16, Lemma 4.2] since Ψq satisfies the condition Tβ+. Then, for any 0 < β < β
+,
(2.16) gives us that
eβyµq+(y) =
∫ ∞
0
eβ(y+r)Π+(y + r)e
−βrU (q)− (dr).
The claim that eβyµq+(y) ∈ P now follows from the fact that for every fixed r > 0, the mapping
y 7→ eβ(y+r)Π+(y + r) is non-increasing on R+. Hence φq+ also satisfies Tβ+ . Assume now that
eβyΠ+(dy) ∈ P, then one may write Π+(dy) = π+(y)dy and the equation
eβyµq+(dy) =
∫ ∞
0
eβ(y+r)π+(y + r)e
−βrU (q)− (dr)dy,
which is a differentiated version of (2.16) shows that eβyµq+(dy) ∈ P. To rigorously justify
the exchange of differentiation and integration in the differentiated version above note that
under Tβ+ the differentiated version is clearly valid if q > 0 since U (q)− defines a finite measure.
Moreover, when q = 0 and β > 0, e−βrU−(dr) is a finite measure due to the sublinearity of the
potential function U−((0, r)), see [2, p 74]. Finally when both q = 0 and β = 0 the differentiated
version follows from [16, Lemma 4.11]. 
In order to complete the proof of Theorem 1.1 in the case P+ we will resort to some approx-
imation procedures for which we need the following results.
Lemma 2.7. (a) Let (φ
(n)
− )n≥1 be a sequence of Laplace exponents of negative of possibly killed
subordinators. Assume that for all s ≥ 0, limn→∞ φ(n)− (s) = φ−(s), where φ− is the Laplace
exponent of a negative of a possibly killed subordinator. Then
lim
n→∞ Iφ(n)−
d
= Iφ− .
(b) Let (Ψ(n))n≥1 be a sequence of characteristic exponents of Le´vy processes such that, for all
z ∈ iR,
(2.21) lim
n→∞Ψ
(n)(z) = Ψ(z),
where Ψ is the characteristic exponent of a Le´vy process. Assume further that for all n ≥ 1,
Ψ(n)(0) = Ψ(0) = 0. Then, for all q > 0,
lim
n→∞ IΨ(n)q
d
= IΨq .
Remark 2.8. A case similar to (a) was treated in Lemma 4.8 in [16]. However there it is assumed
that the subordinators are proper. Note that case (b) is far simpler than Lemma 4.8 in [16] as
we are strictly in the killed case and the exponential functional up to a finite time horizon is
continuous in the Skorohod topology.
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Proof. First we use the fact that the law of the exponential functional of a negative of a possibly
killed subordinator is moment determinate. More specifically, Carmona et al. [7], showed, writing
E
[
Im
φ
(n)
−
]
=M
(n)
m , that
M (n)m =
Γ(m+ 1)∏m
k=1−φ(n)− (k)
, m = 1, 2, . . . .(2.22)
From the convergence of the Laplace exponents, we deduce that, for all integers m ≥ 1,
limn→∞M
(n)
m =
Γ(m+1)∏m
k=1−φ−(k) , which is the m-th moment of the exponential functional Iφ− . Item
(a) follows then from [12, Examples (b) p.269]. Next, (2.21) combined with Ψ(n)(0) = Ψ(0) = 0,
implies that the corresponding sequence of Le´vy processes
(
ξ(n)
)
n≥1 converges in distribution
to a Le´vy process ξ. Using Skorohod-Dudley’s theorem, we assume that the convergence holds
a.s. on the Skorohod space D((0,∞)) and check that, for any t > 0,∫ t
0
eξ
(n)
s ds
d→
∫ t
0
eξsds.
Then applying Portmanteau’s theorem, for any fixed t, x ≥ 0, we have that
lim sup
n→∞
P
(∫ t
0
eξ
(n)
s ds ≤ x
)
≤ P
(∫ t
0
eξsds ≤ x
)
lim inf
n→∞ P
(∫ t
0
eξ
(n)
s ds < x
)
≥ P
(∫ t
0
eξsds < x
)
.
Hence since, for any q > 0 and A ⊂ R+,
P
(
IΨq ∈ A
)
= q
∫ ∞
0
e−qtP
(∫ t
0
eξsds ∈ A
)
dt
and qe−qtdt defines a finite measure, we have from the reverse Fatou’s lemma (resp. Fatou’s
lemma) that
lim sup
n→∞
∫ ∞
0
dtqe−qtP
(∫ t
0
eξ
(n)
s ds ≤ x
)
≤
∫ ∞
0
dtqe−qtP
(∫ t
0
eξsds ≤ x
)
= P
(
IΨq ≤ x
)
lim inf
n→∞
∫ ∞
0
dtqe−qtP
(∫ t
0
eξ
(n)
s ds < x
)
≥
∫ ∞
0
dtqe−qtP
(∫ t
0
eξsds < x
)
= P
(
IΨq < x
)
.
This suffices since from Theorem 2.4 we know that P
(
IΨq = x
)
= 0, for all x ≥ 0. 
Now, we have all the ingredients to complete the proof of Theorem 1.1 in the case P+. Let
us consider, for any δ > 0, the Le´vy process ξ(δ) = (ξ
(δ)
t )t≥0, with Laplace exponent Ψ
(δ),
constructed from ξ by tilting the positive jumps. More precisely, we modify the Le´vy measure
of ξ as follows
Π(δ)(dy) = Π(dy)I{y<0} + e−δyΠ+(dy)
and leave the Gaussian coefficient and the linear term untouched. From [22, Theorem 25.17],
we have that |Ψ(δ)(s)| < +∞, for any s ∈ (0, δ). For Ψ(δ)q , we define β∗δ (q) as in (2.1) and choose
β such that 0 < β < δ ∧ β∗δ (q) = δ′. Then, since Π+(dy) = π+(y)dy ∈ P the mapping defined
on R+ by
y 7→ eβy
∫ ∞
y
Π(δ)(dr) = e(β−δ)y
∫ ∞
0
e−δrπ+(r + y)dr
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is plainly non-increasing. Hence Ψ(δ) satisfies the condition Tδ′ . Moreover, e
βyΠ
(δ)
+ (dy) ∈ P and
hence from the item (2) of Proposition 2.6, we have with the obvious notation eβyµ
(δ)
q+ (dy) ∈ P.
Thus, the Le´vy process with characteristic exponent Ψ
(δ)
q satisfies the conditions of Lemma 2.5
and we deduce that
I
Ψ
(δ)
q
d
= I
φ
(δ)
q−
× I
ψ(δ),q+
,
where we have set Ψ
(δ)
q (z) = −φ(δ)q− (z)φ(δ)q+ (z) and ψ(δ),q+(z) = zφ(δ)q+ (z). Next, since as δ → 0,
Π(δ)(dy)
v→ Π(dy), where v→ stands for the vague convergence, we have that limδ→0 ξ(δ) d= ξ, see
[13, Theorem 13.14]. Putting h(δ)(y) = e−δy we see that the assumptions of [16, Lemma 4.9] are
satisfied ( note that the only case which [16, Lemma 4.9] does not encompass, i.e. when q = 0
and ξ does not drift to −∞, is ruled out by our assumptions) and thus we have, for all s ≥ 0,
lim
δ→0
φ(δ)q− (s) = φq−(s) and limδ→0
φ(δ)q+ (−s) = φq+(−s).(2.23)
From (2.23) combined with Lemma 2.7 (a) we get that
lim
δ→0
I
φ
(δ)
q−
d
= Iφq− .
Next from (2.23), we deduce that for any s ≥ 0, limδ→0 ψ(δ),q+(−s) = limδ→0−sφ(δ)q+ (−s) =
−sφq+(−s) = ψq+(−s) and limδ→0(ψ(δ),q+)′(0−) = limδ→0 φ(δ)q+ (0) = φq+(0) = (ψq+)′(0−). Thus,
we can apply [16, Lemma 4.8 (a)] to get
lim
δ→0
I
ψ(δ),q+
d
= Iψq+ .
Finally, since limδ→0 ξ(δ)
d
= ξ, Lemma 2.7 (b) implies, when q > 0, that
lim
δ→0
I
Ψ
(δ)
q
d
= IΨq
and the case when q > 0 is finished. When q = 0 due to the considerations above we have
already shown that
lim
δ→0
I
φ
(δ)
q−
× I
ψ(δ),q+
= Iφq− × Iψq+ .
It remains to show that IΨ(δ)
d→ IΨ, as δ → 0. From the construction of ξ(δ) we can write
ξt = ξ
(δ)
t + ξ˜
(δ)
t , t ≥ 0,
where ξ˜(δ) = (ξ˜
(δ)
t )t≥0 is a subordinator with zero drift and Le´vy measure (1− e−δy)Π(dy)I{y>0}
which is taken independent of ξ(δ). Therefore ξt ≥ ξ(δ)t , for all t ≥ 0, and hence we conclude
that limδ→0 IΨ(δ)
d
= IΨ from the monotone convergence theorem. This completes the proof of
Theorem 1.1 in the case P+.
2.2. The case Pq±. Since the case q = 0 was treated in [16], we assume in the sequel that q > 0.
In what follows, we provide a necessary condition on the Le´vy measures of the characteristic
exponent of bivariate subordinators in order that they correspond to the Wiener-Hopf factors
of a killed Le´vy process. We mention that Vigon [24] provides such a criteria for proper Le´vy
processes and our condition relies heavily on his approach.
Lemma 2.9. Let us consider φq+ and φq− as defined in Proposition 2.3. Assume that µq+ ∈ P
and µq− ∈ P with q = q+q− > 0.
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(1) There exists a characteristic exponent of a killed Le´vy process Ψq such that
Ψq(z) = −Φ+(q,−z)Φ−(q, z) = −φq+(z)φq−(z).
(2) If in addition for any 0 < β < β+, for some β+ > 0, −∞ < φq+(β) < 0 and eβyµq+(dy) ∈
P, then Ψq satisfies the condition Tβ+ .
Proof. From Proposition 2.3, writing φq±(z) = φ±(z)− q±, we observe that
−Φ+(q,−z)Φ−(q, z) = −φq+(z)φq−(z) = −(φ+(z)− q+)φ−(z) + q−φ+(z)− q+q−.
Then, from Vigon’s philantropy theory, we know that −(φ+(z)− q+)φ−(z) is the characteristic
exponent of an unkilled Le´vy process that drifts to −∞. It is also clear that q−φ+(z) is the
characteristic exponent of an unkilled subordinator. From the inequality q+q− > 0 we complete
the proof of the first item. Next, from the form of φq− in Proposition 2.3 and carefully using
the same techniques as in deriving (2.2) we deduce that Tβφq− is the Laplace exponent of a
negative of an unkilled subordinator whose Le´vy measure has the form µβq−(dy) = e
−βy(µq−(dy)+
βµq−(y)dy). Similarly, due to our assumption, i.e. −∞ < φq+(β) < 0, the mapping s 7→
φq+(s+ β) is the Laplace exponent of a killed subordinator with Le´vy measure e
βyµq+(dy). As
µq− ∈ P, we easily check that µβq−(dy) ∈ P and since, by assumption, eβyµq+(dy) ∈ P, we have
from the first item that there exists a characteristic exponent Ψβ, of an unkilled Le´vy process
drifting to −∞, which is defined by
Ψβq (z) = −φq+(z + β)Tβφq−(z) = −φq+(z + β)
z
z + β
φq−(z + β).
Moreover, as
TβΨq(z) = z
z + β
Ψq(z + β) = −φq+(z + β)
z
z + β
φq−(z + β) = −φq+(z + β)Tβφq−(z),
we deduce, by means of an uniqueness argument, that TβΨq = Ψβq . Then, by the mere definition
of condition Tβ+ we check that Ψq satisfies condition Tβ+ . 
We are ready to complete the proof of Theorem 1.1. First, we set, for any δ > 0,
(2.24) φ(δ)q+ (z) = φq+(z − δ) − φq+(−δ) + φq+(0).
This is the Laplace exponent of a subordinator with drift δ+, killing rate −φq+(0) = q+ > 0 and
Le´vy measure µ
(δ)
q+ (dy) = e
−δyµq+(dy). Next we choose δ > 0 so small that φ
(δ)
q+ (δ) < 0. Since,
by assumption µq± ∈ P plainly µ(δ)q+ ∈ P, and thus according to item (1) of Lemma 2.9, there
exists a characteristic exponent Ψ
(δ)
q of a killed Le´vy process such that
(2.25) Ψ(δ)q (z) = −φ(δ)q+ (z)φq−(z).
Moreover since we have that |φ(δ)q+ (s)| < +∞, for any s < δ, we get from [16, Lemma 4.2] that
|Ψ(δ)q (s)| < +∞, for any 0 < s < δ. Also, since φ(δ)q+ is increasing on (−∞, δ), we get from our
choice of δ that, for any 0 < β < δ, −∞ < φ(δ)q+ (β) < 0. As for any 0 < β < δ, eβyµ(δ)q+ (dy) ∈ P,
we deduce from item (2) of Lemma 2.9, that Ψ
(δ)
q satisfies the condition Tδ. Hence, we can
apply Proposition 2.5 to get the identity
I
Ψ
(δ)
q
d
= Iφq− × Iψ(δ),q+ ,
where ψ(δ),q+(z) = zφ
(δ)
q+ (z). Next, on the one hand, we have, from (2.24), that for any s ≥ 0,
limδ→0 φ
(δ)
q+ (s) = φq+(s) and thus limδ→0 ψ(δ),q+(s) = ψq+(s) together with limδ→0(ψ(δ),q+)′(0−) =
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limδ→0 φ
(δ)
q+ (0) = φq+(0) = (ψ
q+)′(0−). Thus, we can use [16, Lemma 4.8(a)] to get limδ→0 Iψ(δ),q+
d
=
Iψq+ . On the other hand, we deduce from (2.25) that, for any z ∈ iR, limδ→0Ψ(δ)q (z) = Ψq(z) and
for any δ ≥ 0, Ψ(δ)q (0) = Ψq(0). Hence, from from Lemma 2.7 (b), we have limδ→0 IΨ(δ)q
d
= IΨq ,
which completes the proof of Theorem 1.1.
3. Proof of the corollaries and some examples
3.1. Proof of Corollary 1.3. From the Wiener-Hopf factorization (2.6) and the assumptions
we have that −∞ < Ψq(−1) = −φq+(−1)φq−(−1) ≤ 0. Then we get from [16, Lemma 4.1]
that the mapping s 7→ φq−(s) is well-defined on [−1,∞) and since φq+(−1) < 0, we conclude
that φq−(−1) ≤ 0. Thus, φ˜q−(s) = φq−(s − 1) is a Laplace of a negative of a possibly killed
subordinator and so T1φ˜q− is the Laplace exponent of a negative of a proper subordinator. From
(2.22), we have, for m = 1, 2, . . . ,
E
[
Imφq−
]
=
Γ(m+ 1)∏m
k=1−φq−(k)
=
1
m+ 1
Γ(m+ 1)∏m
k=1− kk+1 φ˜q−(k + 1)
=
1
m+ 1
Γ(m+ 1)∏m
k=1−T1φ˜q−(k)
.
By moment identification and moment determinacy of Iφq− , see [7], we deduce that
(3.1) Iφq−
d
= U × IT1φ˜q− ,
where U stands for an uniform random variable on (0, 1). Thus, from Khintchine Theorem, see
e.g. [12, Theorem p.158], we have that mφq− is non-increasing on R
+. We also get, from (3.1),
that
mφq− (x) =
∫ ∞
x
mT1φ˜q− (y)dy/y,
which combined with (2.8) and (2.22) yields mφq− (0) = −φ˜q−(1) = −φq−(0) > 0 since when
q = 0 we assume that ξ drifts to −∞ and hence the descending ladder height process is the
negative of a killed subordinator. Since we also suppose that either one of the two conditions of
Theorem 1.1 applies, we conclude that
(3.2) IΨq
d
= U × IT1φ˜q− × Iψq+ = U × V
which gives that mΨq is non-increasing on R
+ and hence a.e. differentiable on R+. Moreover,
since
mΨq(x) =
∫ ∞
0
mφq− (x/y)mψ
q+ (y)dy/y =
∫ ∞
x
mV (y)dy/y,
we deduce from the discussion above and an argument of dominated converge that
mΨq(0) = −φq−(0)
∫ ∞
0
mψq+ (y)dy/y
= φq−(0)φq+(0) = q
where the last line follows from (1.7). To prove the claim of continuity in item (i) note that
from the second integral representation mΨq (x) is continuous.
In order to prove the first statement of item (ii) we show that, for any q > 0, we have the
following factorization
(3.3) IΨq
d
= e1 × Iψq+ ,
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where ψq+(z) = zΨq(z). Indeed, this identity follows readily from Theorem 1.1, since, in this
case, µq+ ∈ P, φq−(z) ≡ 1 and thus Iφq− =
∫
e1
0 e
0ds = e1. Thus, IΨq is a mixture of exponential
distributions and the complete monotonicity property of its density follows from [22, Theorem
53.2]. Moreover, from (3.3), we deduce that
mΨq(x) =
∫ ∞
0
e−x/ymψq+ (y)dy/y
and for any x < lims→∞−sΨq(−s) = 1/b > 0, we get
mΨq(x) =
∞∑
n=0
1
n!
(−x)n
∫ ∞
0
y−n−1mψq+ (y)dy
= q
(
1 +
∞∑
n=1
∏n
k=1−Ψq(−k)
n!
(−x)n
)
,
where we have used an argument of dominated convergence and (1.7). Next, assume that b > 0
and thus the previous power series defines a function analytical on the disc of radius b. Since
the mapping x 7→ mΨq(x) is the Laplace transform of some positive measure, its first singularity
occurs on the negative real line, see e.g. [25, Chap. 2], which means at the point −b. Following
the proof of [18, Proposition 2.1], we can then apply the Euler transform, see e.g. [20], to obtain
the power series representation (1.8) which actually defines an analytical function on the half-
plane ℜ(z) > −(2b)−1. The proof of the claims of (ii) is completed after observing from the
power series representations that mΨq(0) = q. Item (iii) follows easily from the Wiener-Hopf
factorization for spectrally positive Le´vy processes which yields the identity
Ψq(s) = −Ψ(s)− q
s+ γq
(−s− γq).
Thus, in this case, we have Iφq− =
∫ eγq
0 e
−sds = 1 − e−eγq which can easily be seen to be a
B−1(1, γq), which provides the factorization from Theorem 1.1. We complete the proof of this
item by recalling that in this case the mapping s 7→ Ψq(s) is well-defined on R− and µq+ ∈ P,
see e.g. [24, Remark p. 103]. Finally, the proof of the item (iv) goes along the lines of the one
of [16, Corollary 2.1].
3.2. Some illustrative examples. For this part, we introduce the following notation. For any
γ > 0 and 0 < α < 1, we write, for any s ≥ −γ,
φγ(s) = (s+ γ)
α.
We start by considering the case where φq−(s) = −φγ(s), s ≥ 0, that is, using the notation of
Proposition 2.3, µq−(dy) =
α
Γ(1−α)e
−γyy−α−1dy, q− = γα, δ− = 0. Since the random variable Iφq−
is moment determinate, we easily get, from (2.22), that, for any ℜ(z) > −1,
E
[
Izφq−
]
=
Γ(z + 1)Γα(γ + 1)
Γα(z + 1 + γ)
.(3.4)
Assuming, for sake of simplicity, that γ is not an integer, and applying the inverse Mellin
transform, see e.g. [17, Section 3.4.2], we get
mIφq−
(x) =
∞∑
n=0
Γα(γ + 1)
Γα(−n+ γ)
(−x)n
n!
and the series is easily seen to be absolutely convergent for all x > 0. From Corollary 1.3 (i),
we deduce that for any γ ≥ 1, this series is positive and non-increasing on R+. We can also
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check that mIφq−
(0) = −φq−(0) = γα. Moreover, assuming that µq+(dy) ∈ P, then according to
Proposition 2.9 there exists a Laplace exponent Ψ˜q of a killed Le´vy process such that
Ψ˜q(z) = φγ(z)φq+(z)
and where we have set q = γαφq+(0) > 0. As above, we wote that from Corollary 1.3 (i), that
for any γ ≥ 1, the density mIΨ˜q is bounded and non-increasing on R
+. Next, according to the
case Pq± of Theorem 1.1, we have, writing, ψ
q+(z) = zφq+(z), that
mIΨ˜q
(x) =
∫ ∞
0
∞∑
n=0
Γα(γ + 1)
Γα(−n+ γ)
(−x/y)n
n!
mψq+ (y)/ydy
=
∞∑
n=0
Γα(γ + 1)
Γα(−n+ γ)
(−x)n
n!
∫ ∞
0
y−n−1mψq+ (y)dy
= −φq+(0)
∞∑
n=0
Γα(γ + 1)
Γα(−n+ γ)
∏n
k=1 ψ
q+(−k)
n!
(−x)n
n!
= −φq+(0)Γα(γ + 1)
∞∑
n=0
∏n
k=1 φq+(−k)
Γα(−n+ γ)
xn
n!
(3.5)
where the interchange of integration and summation is justified by an argument of dominated
convergence under the condition that x < lims→∞−s1−α/φq+(−s). We easily check that, under
this condition, the density is actually bounded with mIΨ˜q
(0) = −φq+(0)γα.
Next, we set, for any α′ ∈ (0, 1 − α),
φq+(−s) = −α′
Γ(α′(s+ 1) + 1)
Γ(α′s+ 1)
and we note from [19, Section 3(1)] that ψq+(−s) = −sφq+(−s) = Γ(α
′(s+1)+1)
Γ(α′s) is the Laplace
exponent of a proper spectrally positive Le´vy process, and, writing l = 1/α′, we have
mψq+ (x) = lx
−l−1e−x
−l
.
On the one hand, from (3.5), we deduce that
mIΨ˜q
(x) = Γα(γ + 1)
∞∑
n=0
Γ(α′(n+ 1) + 1)
Γα(−n+ γ)
(−α′x)n
n!
which is easily seen to be absolutely convergent for all x > 0 since α′ ∈ (0, 1−α). This expression
provides an expansion of the density for small values of the argument. In particular, we get that
mIΨ˜q
(0) = γαΓ(α′ + 1). On the other hand, using the identity (3.4), we may also write, for any
x > 0,
mIΨ˜q
(x) = lx−l−1
∫ ∞
0
yle−(y/x)
l
mφγ(y)dy
= lx−l−1
∞∑
n=0
(−1)nx−ln
n!
∫ ∞
0
yl(n+1)mφγ (y)dy
= lx−l−1
∞∑
n=0
Γ(l(n + 1) + 1)Γα(γ + 1)
Γα(l(n + 1) + 1 + γ)
(−1)nx−ln
n!
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to get an expansion of the density for large values of its argument. Note, in particular, that
limx→∞ xl+1mIΨ˜q (x) = l
Γ(l+1)Γα(γ+1)
Γα(l+1+γ) .
Remark 3.1. The previous example illustrates nicely the fact that our main factorization allows
to get exact asymptotics for both large and small values of the argument as soon as one is able
to expand as a series the density of the exponential functionals involved in the identity.
Finally, as a specific instance of Corollary 1.3 (ii), we consider the case where Ψq(s) = −φγ(−s), s ≥
0, that is q = γα, δ = 0 and Π(dy) = αΓ(1−α)e
−γyy−α−1dy, y > 0,∈ P. Thus, the series
mΨq(x) =
γα
Γ(γ + 1)
∞∑
n=0
Γα(n+ γ + 1)
n!
(−x)n
is absolutely convergent on R and completely monotone on R+.
3.3. Proof of Corollary 1.5. According, for instance, to [14, Proposition 4], we have
(3.6) T1
d
=
∫
eq
0
eξtdt,
where we have used the well known identity T1
d
= S−α1 . Set q =
Γ(α)
Γ(αρ)Γ(1−αρ) > 0 and note that
ξ is a Le´vy process with Laplace exponent Ψα given, for any −1/α < ℜ(z) < 1, by
Ψα(z) − q = − Γ(α− αz)Γ(αz + 1)
Γ(αρ− αz)Γ(αz + 1− αρ) .
First, let us consider the case when α ∈ (0, 1). We observe that |Ψα(s)| < +∞, for any
s ∈ [−1, 0]. Also we check that Ψα(−1) − q ≤ 0 if Γ(2α)Γ(1−α)Γ(α(ρ+1))Γ(1−α(ρ+1) ≥ 0 which is the case
when 1−α(ρ+ 1) ≥ 0. Moreover, we know from [6] that for 0 < α < 1, the density of the Le´vy
measure of ξ restricted on R+ takes the form, up to a positive constant, ey(ey − 1)−α−1, y > 0,
which is easily seen to be decreasing on R+. Hence, we can apply Corollary 1.3 (i) to get that
the density of T1 is bounded and non-increasing. The boundedness property could have also
been observed when ρ < 1 from [11, Remark 5] which states that the density of T1 has a finite
limit at zero. Recalling that when ρ = 1, we have T1
d
= Z−α1 , we could also easily check from the
Humbert-Pollard series representation of the density of Z1, see e.g. [22, 14.35], that the density
of T1 has also a finite limit at 0. The remaining part of the statement follows trivially.
Next, we assume that α ∈ (1, 2] and ρ = 1 − 1α , that is Z is spectrally positive and thus ξ is a
spectrally negative Le´vy process with Laplace exponent, given, for any ℜ(z) > 1α − 1, by
Ψα(z)− q = Γ(αz + 1)
Γ(αz + 1− α) .
Since Ψα
(
1− 1α
)− q = 0 we have 0 < γq = 1− 1α ≤ 12 , we deduce from Corollary 1.3 (iv) that
the density of 1/T1 is completely monotone which means that the density of S
α
1 is completely
monotone. Note that the law of S1 has been computed explicitly as a power series by Bernyk
et al. [1]. We end up the paper by pointing out that in the Brownian motion case, i.e. α = 2,
the density of S21 is well-known to be mS21 (x) =
e−
x
2√
2pix
and we get mS21 (x) =
1√
2pi
∫∞
1/2
e−xr√
r−1/2dr.
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