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ABSTRACT 
The main difficulty in the parallel computation of the Choleski factorization of a 
matrix is the fact that the square roots must be computed sequentially. We present a 
new way to compute the Choleski factorization which allows the square roots to be 
(partially) overlapped. The biggest improvement is obtained when square roots are 
much slower than divides and multiplies (i.e. when they are implemented in software). 
The standard algorithm for computing the Choleski factorization of an 
N X N matrix A is as follows: 
For i=l to N-l do 
A(i,i)=sqrt(A(i,i)) square root 
For j=i+l to N do 
A(j,i)=A(j,i)/A(i,i) divide 
For k=i+l to N do 
A(j,k)=A(j,k)-A(j,i)*A(k,i) eliminate 
endloops 
A(N,N)=sqrt(A(N,N)) square root 
As written, this algorithm only accesses and modifies the lower triangle of 
the matrix A and takes about N3/6 multiplies, N2/2 divides, and exactly N 
square roots. If no hardware square root is available, then each square root 
takes much longer than a divide of multiply, but the total cost of the 
algorithm is still dominated by the cost of the multiplies. 
Two somewhat different parallel implementations of the Choleski factor- 
ization have been described. Each is appropriate for different models of 
parallel computation. If N 2 processors are available and any pair of processors 
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can exchange information directly, then it is clear that the Choleski factoriza- 
tion can be computed in linear time. For each value of i, all of the divides can 
be done simultaneously and then all of the eliminations can be done simulta- 
neously. Thus a total of 3N-2 steps are needed: N square roots, N- I 
divides, and N - 1 eliminations. In particular, if square roots are implemented 
in software then they will dominate the total cost of the algorithm, and even if 
they are implemented in hardware they will constitute about one-third of the 
work. This is in marked contrast to computing the LU factorization of a 
matrix, which can be done in 2N - 2 parallel steps, since no square roots are 
needed (although the entire matrix is accessed and modified). 
In this note we will show that in some contexts it is possible to avoid this 
square-root bottleneck. [While the factorization computed here is the Choleski 
factorization in exact arithmetic, it is worth noting that more arithmetic is 
done and the rounding errors will be (slightly) different.] 
THEOREM 1. On a parallel computer with N2 processors, each of which 
can directly communicate with all of the others, it is possible to compute 
A = LLT in 2N - 2 multiply/divide steps and one square root. 
(Both broadcast systems and shared-memory systems might meet these 
hypotheses.) 
Proof. The basic idea is to compute the LU decomposition of A and 
then modify it to the LLr decomposition. In particular, a given row and 
column of the LU decomposition of A can be converted to the LLT 
decomposition in two steps. In step 1, the square root of the diagonal element 
of U is computed (call this number LX). In step 2, the elements of the column 
of L are multiplied by (Y and (if the upper triangle of the factorization is 
needed) the elements of the row of U are divided by (Y. Each square root is 
started as soon as the corresponding divide step of the LU decomposition 
is done (so that it overlaps the elimination step). At the end of 2N -2 
divide/multiply steps the LU factorization is done, but one more step is 
needed to finish the Choleski factorization-both the fix-up of the (N - 1)th 
row and column and the last square root are started at the same time. Since 
all the square roots are being computed in parallel, the entire computation 
will be done when the last square root is finished. n 
EXAMPLE. Table 1 shows the five steps of the algorithm. 
If a hardware square root is available, then all of the steps cost about the 
same and the above algorithm saves about + of the cost of the usual parallel 
algorithm. If only software square roots are available, then the result is even 
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Original matrix 
TABLE 1 
4.0 2.0 1.0 
2.0 3.0 0.0 
1.0 0.0 6.0 
Multipliers 4.0 2.0 1.0 
0.5 3.0 0.0 
0.25 0.0 6.0 
Elim/sqrt 2.0 2.0 1.0 
0.5 2.0 -0.5 
0.25 -0.5 5.75 
Div/mult/div 2.0 1.0 0.5 
1.0 2.0 -0.5 
0.5 - 0.25 5.75 
Elim/sqrt 2.0 1.0 0.5 
1.0 1.414 -0.5 
0.5 - 0.25 5.625 
Div/mult/sqrt 2.0 1.0 0.5 
1.0 1.414 - 0.3536 
0.5 - 0.3536 2.372 
better, since the cost of the usual algorithm will be dominated by the N 
square roots (which are done sequentially). 
The other standard model of computation is a mesh connected set of 
processors in which only nearest-neighbor communications are allowed. Both 
the LU and LLT factorizations can both be implemented on such a system. 
Each node starts with one element of the matrix and waits for needed data to 
arrive from its neighbors. After receiving all the needed data, a calculation is 
performed and the result is passed to the neighboring processors. Thus the 
computation is started by the (1,1) processor and procedes in waves across 
the mesh until the factorization is complete. The time required for the 
algorithm is higher than in the previous model, due to the latency time for the 
first wave to reach the lower right-hand comer. The new algorithm can be 
used to compute the Choleski factorization in this new context, but it is 
advantageous only if square roots are slow. 
THEOREM 2. On a mesh connected set of N2 processors, the Choleski 
factorization can be computed in 3N - 3 multiply/divide steps and one 
square root. 
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Proof. Using a precedence graph, O’Leary and Stewart [l] have shown 
that 3N-2 steps is a lower bound on the time needed to compute the 
Choleski factorization of a matrix on this machine. The same graph can be 
used to show that 3N - 3 steps are needed to compute the LU factorization. 
It is straightforward to implement the LU factorization in this time. As 
before, the new algorithm starts a fix-up wave after the LU factorization has 
passed. By the time the LU factorization is finished, only one square root 
remains to be performed. n 
If only slow square roots are available, the new algorithm is still a 
significant improvement over the old algorithm. If fast square roots are 
available, then the new algorithm is no better than the old algorithm. 
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