Computational modeling of phase separation and coarsening in solder alloys  by Anders, Denis et al.
International Journal of Solids and Structures 49 (2012) 1557–1572Contents lists available at SciVerse ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsols t rComputational modeling of phase separation and coarsening in solder alloys
Denis Anders a,⇑, Christian Hesch b, Kerstin Weinberg a
aChair of Solid Mechanics, University of Siegen, Paul-Bonatz-Straße 9-11, 57068 Siegen, Germany
bChair of Computational, Mechanics, University of Siegen, Paul-Bonatz-Straße 9-11, 57068 Siegen, Germany
a r t i c l e i n f o a b s t r a c tArticle history:
Received 13 October 2011
Received in revised form 18 February 2012
Available online 27 March 2012
Keywords:
Solder alloys
Microstructure
Phase-ﬁeld modeling
Finite element analysis0020-7683/$ - see front matter  2012 Elsevier Ltd. A
http://dx.doi.org/10.1016/j.ijsolstr.2012.03.018
⇑ Corresponding author. Tel.: +49 271 740 2225; fa
E-mail addresses: anders@imr.mb.uni-siegen.de (
uni-siegen.de (C. Hesch), weinberg@imr.mb.uni-siegeSolders represent highly versatile and useful materials. They provide a broad range of technical applica-
tions such as soldering in automotive processing, microelectromechanical systems (MEMS) and solar
panels. Due to the fascinating variety of microstructural changes solder materials underlie, their micro-
morphological dynamics have been extensively studied in the past decades by experimental, analytical
and numerical approaches. The evolved microstructure exerts a signiﬁcant effect, in particular, in very
small components such as solder joints in microelectronic packages. In order to capture the essence of
the microstructural evolution in solder alloys with a diffusion theory of heterogeneous solid mixtures
we employ an extended Cahn–Hilliard phase-ﬁeld model. In our contribution we introduce different
numerical schemes to treat Cahn–Hilliard equation. Here we focus on the innovative isogeometric ﬁnite
element approach and outline its considerable beneﬁts in comparison to the other methods. To this end
we present numerical simulations of phase decomposition and coarsening controlled by diffusion for
eutectic binary solders Sn–Pb and Ag–Cu illustrating the versatility of this approach. A concluding com-
putational study of a three-dimensional phase separation event within a solder ball geometry will corrob-
orate the quality of our model.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Solder, a fusible metal alloy with a relatively low melting point,
is used to join metallic surfaces. In other words, one uses a metal
that has a low melting point to adhere the surfaces to be soldered
together. Consider that soldering is more like gluing with molten
metal, unlike welding where the base metals are actually melted
and combined. In particular in electronics soldering plays an
important role. Solder joints provide mechanical as well as electri-
cal connections between different components and, consequently,
the reliability of the joints determines the life expectation of the
whole electronic device.
In microelectronic and microelectromechanical systems
(MEMS) interconnection to external circuitry is implemented by
means of ﬁelds of solder bumps. To this end, small solder bumps
are deposited on the chip pads, e.g., on the one side of the wafer,
and aligned so that they match the pads on the external circuit.
The solder is then re-melted to complete the interconnection. With
the continuing strive toward downsizing and higher functionality
of a variety of devices such as mobile phones and digital cameras,
demand is increasing for ﬁner bump sizes. Meanwhile, solder
bumps of less than 50 lm in diameter are used, see Fig. 1. In orderll rights reserved.
x: +49 271 740 4644.
D. Anders), christian.hesch@
n.de (K. Weinberg).to avoid short-circuiting between solder bumps, currently bump
pitches are in general between about 200 lm to 250 lm.
In addition to the challenges posed by the ongoing miniaturiza-
tion of microelectronic components environmental considerations
demand the use of lead-free materials. Pb-solder alloys are nowa-
days replaced by tin, silver and copper mixtures (SAC solders).
Since their mechanical and aging properties are not as thoroughly
known as in their leaded counterparts, the study of lead-free solder
has become a subject of increasing interest over the past few years
(see Böhme, 2008; Müller, 2004; Dreyer and Müller, 2000; Li and
Müller, 2001; Ubachs et al., 2004a,b; Vianco et al., 2005; Choi
et al., 1999; Weinberg and Böhme, 2009).
From the physical point of view, solder is a solid mixture of
metals used to adhere adjacent surfaces. For a given composition
the microscopic structure of the mixture changes as a consequence
of aging and of thermo-mechanical as well as of electrical loading.
Microstructural changes such as phase decomposition and coars-
ening may, of course, affect the overall properties of the joints.
Clearly, the smaller the size of a solder joint the bigger is the
inﬂuence of its microstructure. In particular the coarsening of
phases generates domains which are susceptible to mechanical
failure. Experimental observations show that voids, crack initiation
and crack propagation are prevalent along phase boundaries (cf.
Müller et al., 2007; Weinberg and Böhme, 2009).
Given the tendency towards a miniaturization of microelec-
tronic packages, which, in turn, also requires the solder joints to
Fig. 1. Array of solder bumps (photo source, ﬂipchips) and a single bump before soldering (photo source, cern); deformation of a solder ball computed by an elasto-plastic
ﬁnite element analysis.
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properties is obvious.
Sn–Pb solder and its lead-free replacements are soft solders, i.e.,
alloys which have a low melting temperature of about 183–400 C.
When the microelectronic circuit needs to withstand higher tem-
peratures, e.g. in automotive applications and at solar panels, metal
alloys with higher melting point are required to provide the chip
bonding. By deﬁnition, a fusible metal alloy with melting point
above 450 C (840 F) is called braze alloy. Brazing is the corre-
sponding metal-joining process whereby the alloy is heated to
melting temperature and distributed between close-ﬁtting parts
by capillary action. Alloys of copper with either zinc or silver are
the most common braze alloys. Silver provides mechanical
strength but reduces ductility at low temperatures. Zinc lowers
the melting point and is low-cost but it is highly susceptible to
corrosion.
The examples of application within this contribution involve
computational as well as experimental investigations of binary al-
loys such as solder materials consisting of two constituents. We
consider eutectic Sn–Pb as a representative example for soft sol-
ders and study an eutectic Ag–Cu alloy representing the class of
brazing solders.
Fig. 2 illustrates different stages of an aged specimen of an eu-
tectic Sn–Pb alloy. The presented micrographs indicate that theFig. 2. Micrographs from aging experiments of eutectic Sn–Pb at an operat
Fig. 3. Aging experiments of an eutectic Ag–Cu aoriginally ﬁne mixture between tin and lead separates after a rapid
quench into phases of high lead (shaded in gray) and tin (dyed in
black) concentrations. During our experimental investigations of
Sn–Pb solders we observed that phases of equal concentrations
tend to assemble in elongated islands of particles.
In Fig. 3 the aging process of an eutectic Ag–Cu alloy is depicted.
Starting again with an almost homogeneous mixture of the constit-
uents copper and silver, the system is quenched into an unstable
two-phase conﬁguration. The micrographs clearly illustrate the
different stages of diffusion induced phase separation in the con-
sidered Ag–Cu system. Two phases of different composition
emerge, where the light areas are the Ag-rich a-phases and the
reddish areas represent the Cu-rich b-phases. Additionally one ob-
serves ﬁrst stages of coarsening (OSTWALD ripening). During Ost-
wald ripening the phases rearrange in such a manner that the
bigger phases grow at the expense of the smaller ones.
Because of the long time scale of the diffusion processes under
consideration both experiments and our computational studies fo-
cus on phase separation and the early stages of coarsening.
The paper is organized as follows: In Section 2 we will concisely
summarize the thermodynamical fundamentals of phase separa-
tion events in binary mixtures and introduce the respective evolu-
tion equation which will result in a nonlinear fourth order partial
differential equation. In the next Section we will discuss traditionaling temperature of 150 C. Here t denotes the time after solidiﬁcation.
lloy at an operating temperature of 1000 K.
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equations and their application to the generalized Cahn–Hilliard
equation. Additionally, we will provide a new insight into this to-
pic. As a novel and elegant approach for the discretization of
Cahn–Hilliard equation, we will give a short introduction into the
isogeometric ﬁnite element framework and show its convergence
properties. Within this scope computational studies of diffusion in-
duced phase separation in eutectic Sn–Pb and Ag–Cu alloys will
illustrate the applicability of our scheme. A concluding computa-
tional study of a three-dimensional phase separation event within
a solder ball geometry will corroborate the quality and versatility
of our model. A ﬁnal discussion and outlook are given in Section 5.
2. Thermodynamic fundamentals of phase decomposition and
coarsening
We start with a summary of the fundamental equations. Details
on the employed models can be found in textbooks such as Prova-
tas and Elder (2009) and Emmerich (2003). Here we consider a
body in the reference conﬁguration B0  Rd; d 2 ½2; 3 and the exis-
tence of a sufﬁciently smooth time dependent scalar valued con-
centration ﬁeld c : B0  ½0; T  ! R. Without loss of generality we
restrict ourself to a binary alloy, described by the mass concentra-
tion of its components cðX; tÞ with c  c1 ¼ 1 c2. Referring to
physical inhomogeneities in alloys it is appropriate to prescribe a
randomly generated initial concentration c0ðXÞ with
cðX;0Þ ¼ c0ðXÞ ¼ c þ n in B0; ð1Þ
where c is a constant average volume fraction and n is a random
variable with uniform distribution.
2.1. Thermodynamic fundamentals – strong formulation
Assuming the existence of a sufﬁciently smooth free energy
functionWðcðX; tÞ; tÞ (in units of J/m3), where X 2 B0 labels a mate-
rial point, we can deﬁne the chemical potential as
l ¼ dWðcðX; tÞ; tÞ
dc
: ð2Þ
Note that the constitutive equation (2) is thermodynamical consis-
tent to the effect, that it can be extended to more sophisticated
models, including the existence of external ﬁelds such as thermal,
electric and elastic ﬁelds (see Anders et al., 2012; Böhme et al.,
2009; Dreyer and Müller, 2000; Garcke, 2003; Fratzl et al., 1999).
For reason of comparison we neglect energy contributions coming
from convection, thermal, elastic and electrical ﬁelds in the follow-
ing considerations. Such driving forces have in part been studied by
the authors in Anders and Weinberg (2011a), Anders et al. (2012)
and Anders and Weinberg (2011b), further numerical and computa-
tional investigation are left for future work. The evolution of the
concentration ﬁeld cðX; tÞ is governed by the diffusion equation
oc
ot
¼ r  J; ð3Þ
where J denotes the ﬂux density of concentration. The strong form
of the system, based on the diffusion equation and supplemented by
appropriate boundary conditions, reads
oc
ot
¼ r  ðMrlÞ ð4Þ
and
c ¼ g on Cu  ½0; T ; ð5Þ
Mrl  n ¼ s on Cs  ½0; T ; ð6Þ
where C ¼ Cu [ Cs; ; ¼ Cu \ Cs addresses the surface of the domain
and n denotes the surface normal. In (4), we postulate that the ﬂuxof concentration is driven by the spatial gradient of the chemical
potential, weighted by the mobilityM : B0  ½0; T  ! Rdd. For ther-
modynamical reasoning the mobility is chosen to be concentration
dependent in form of
M ¼ 1
h
cð1 cÞD ¼ MðcÞD in m5=ðJsÞ; ð7Þ
where D is the tensor valued tracer diffusivity (in units of m2=s) of
the composition and h is a temperature dependent material speciﬁc
parameter (in units of J=m3) stemming from the system’s conﬁgura-
tional energy density. This choice of mobility appeared in the origi-
nal derivation of Cahn–Hilliard equation (see Cahn, 1961) and
predicates that pure phases have no mobility. In this way the diffu-
sion process exclusively takes place in the interfacial regions. This
actually coincides with experimental observations.
In the case of isotropic diffusion the diffusivity tensor D can be
expressed as a product of the identity tensor and a scalar valued
diffusion coefﬁcient D. In the general anisotropic case D includes
an additional structural tensor a	 a due to the orientation of the
crystallographic lattice, where a is a characteristic direction vector.
By means of isotropic and anisotropic diffusion coefﬁcients Diso and
Dani it holds
D ¼ DisoI þ Dania	 a: ð8Þ
Conforming to widely used formulations of Cahn–Hilliard model
the free energy densityWðcðX; tÞ; tÞ consists of a conﬁgurational free
energyWcon, an interfacial/surface energy contributionWsur and fur-
ther energy contributions due to external driving forces. Hereby the
conﬁgurational free energy density Wcon determines for the most
part the compositions and volume fractions of the equilibrium
phases. The other energy contributions affect the shape and mutual
arrangement of the separated domains. In the absence of external
forces and coherency strain, the conﬁgurational energy can be ob-
tained from the Gibbs free energy of the speciﬁc solution experi-
mentally measured and composed according to Flory–Huggins
thermodynamic of mixing (cf. Flory, 1942; Huggins, 1942).
WconðcÞ ¼ g1c þ g2ð1 cÞ þ h c lnðcÞ þ ð1 cÞ lnð1 cÞ½  þ vcð1 cÞ:
ð9Þ
Here h and v are temperature depended material parameters char-
acterizing the chemical interaction between the constituents of the
mixture. The terms g1c and g2ð1 cÞ quantify the free energy of the
individual components. For T > Tcrit: Eq. (9) denotes a convex func-
tion. A separation into phases would be energetically disadvanta-
geous in comparison to the homogeneous mixture. Thus, the
mixture remains stable to all ﬂuctuations. For T < Tcrit Eq. (9) forms
a double-well potential, i.e., it has two relative minima and a con-
cave region (spinodal region) in between. The homogeneous mix-
ture is here unstable and will decompose into two phases with
concentration ca (a-phase) and cb (b-phase). The concentrations ca
and cb can be determined by the common tangent rule, see Fig. 4.
The common tangent rule is a graphical method that links the free
energy curves to the phase diagram of the considered system. For-
mally it states that the compositions of the two coexisting equilib-
rium phases lie at the points of common tangency of the free energy
curves. Therefore, the equilibrium concentrations must comply
with
ocW
conðca; TÞ ¼ W
conðcbÞ WconðcaÞ
cb  ca ¼ ocW
conðcb; TÞ: ð10Þ
After separation the phase islands start to grow. Consequently, the
microstructure becomes coarser. This process is mainly driven by
the minimization of the interfacial energy density in such a manner
that the size of the emerged phase regions increases at the expense
of their number. The interfacial energy Wsur ¼ j2 rck k2 is related to
Fig. 4. Double-well shaped non-convex conﬁgurational energyWcon as a function of
the local concentration c. The dashed line is the corresponding common tangent;
the spinodal area is marked gray.
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duces a bipotential operator in the Cahn–Hilliard phase-ﬁeld model
(cf. Cahn and Hilliard, 1958; Cahn, 1959; Cahn and Hilliard, 1959;
Cahn, 1961). The material parameter j ¼ cl2 is related to surface
energy density c and length l of the transition regions between
the domains of each phase.
As shown in (2), the chemical potential is related to the ﬁrst var-
iation of the system’s energy functional with respect to the concen-
tration variable c. Application of the variational derivative for
functionals involving spatial derivatives yields
dcð
Þ ¼ ocð
Þ  r  ðorcð
ÞÞ: ð11Þ
Note that the last equation is only valid, if we apply an additional/
natural boundary condition1
rc  n ¼ 0 on C ½0; T  ð12Þ
to the boundary. Insertion yields
oc
ot
¼ r  ðMðcÞrðocWconðcÞ  jDcÞÞ ð13Þ
which is the well-known Cahn–Hilliard equation.
2.2. Thermodynamic fundamentals – weak formulation
For later use in the context of a ﬁnite element formulation we
next recast the diffusion equation in weak form. Premultiplication
with appropriate test functions u, deﬁned according to
T ¼ fu 2 H2ðB0Þ j u ¼ 0 on Cu  ½0; T g ð14Þ
and subsequent integrations yieldsZ
B0
u
oc
ot
dV ¼
Z
B0
ur  ðMrlÞdV 8u 2 T: ð15Þ
Applying integration by parts along with the divergence theorem,
we obtainZ
B0
oc
ot
udV ¼
Z
B0
MðcÞ½o2cWconrcDTrudV
Z
B0
jDc½ocMrcDTrudV

Z
B0
MðcÞjDcDT :r	rudV 8u2T: ð16Þ1 The restriction of the interface in Eq. (12) has already been used for the modeling
of the free energy function and its decomposition into a conﬁgurational and a surface
part (see Cahn and Hilliard, 1958). Additional information about material constants
has to be provided, if the boundary condition (12) is not enforced.Note that we have made use of the boundary conditions (5), (6) and
(12), assuming that the Neumann boundary condition at Cs  ½0; T 
is set to zero, i.e. no material ﬂows into the domain.
2.3. Dimensional analysis of Cahn–Hilliard equation
The dimensional analysis of the various thermodynamic quanti-
ties which are present in Cahn–Hilliard equation is rather cumber-
some. Therefore we decide to employ a dimensionless formulation
of Cahn–Hilliard equation for our numerical studies. To perform
this dimensionless formulation, we introduce dimensionless spa-
tial and temporal coordinates
~X ¼ X
L
; ~t ¼ tT ; ð17Þ
where L is the characteristic length scale in [m] of the system and T
is the length scale of the investigated temporal period in [s]. By
means of chain rule and Eq. (17) one obtains the following deriva-
tive relations
oc
ot
¼ 1T
oc
o~t
; rXc ¼ r~XcrX ~X ¼
1
L
r~Xc: ð18Þ
Therewith we are able to reformulate Cahn–Hilliard model in terms
of dimensionless coordinates:
1
T
oc
o~t
¼ 1
L2
r~X  MðcÞr~X ocWcon 
j
L2
D~Xc
  
: ð19Þ
Remark that this representation is consistent because the mobility
MðcÞ has units of [m5=ðJsÞ], ocW has in our model a typical dimen-
sion of [GJ=m3] and the gradient energy coefﬁcient j is introduced
in units of [N] or [J/m]. In the following we use this dimensionless
formulation and for notational simplicity we omit the subscript
dimensionless coordinates.
3. Numerical solution techniques
Based on the strong and the variational form of the Cahn–Hil-
liard model, we apply discretization schemes for the numerical
evaluation of the initial boundary value problem. In particular,
we introduce different spatial discretization schemes and highlight
their advantages and disadvantages.
3.1. Temporal discretization
The temporal discretization employed here is straightforward.
The considered time interval ½0; T  is divided into nt subintervals
In ¼ ½tn; tnþ1 according to
½0; T  ¼
[nt1
n¼0
In: ð20Þ
For time integration we employ an implicit Crank–Nicholson
scheme (Zienkiewicz and Taylor, 2003) with (equidistant) time step
Dt ¼ tnþ1  tn. Consequently the semi-discrete problem reads:Z
X
cnþ1  cn
Dt
udV ¼ 
Z
B0
Mo2cW
conrc nþ12DTrudV

Z
B0
j DcocMrc½ nþ12D
TrudV

Z
B0
j MDc½ nþ12D
T :r	rudV 8u 2 T ð21Þ
with f
gnþ12 ¼
1
2 ð 
f gn þ f
gnþ1Þ denoting a temporal midpoint evalu-
ation. To verify the fundamental mass conservation property for the
semi-discrete system, we substitute the test functions u ¼ f; f 2 R
(f spatially constant) and obtain
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B0
cnþ1  cn
Dt
fdV ¼ 0 )
Z
B0
cnþ1 dV ¼
Z
B0
cn dV ; ð22Þ
where we have made use of the propertyrf ¼ 0. Thus, total mass is
algorithmically conserved for the semi-discrete problem at hand.
3.2. Spatial discretization – general considerations
From a technical point of view, the numerical solution of the
Cahn–Hilliard phase ﬁeld model can be achieved in different ways.
1. The most common way to perform spatial discretization of the
Cahn–Hilliard equation is the application of ﬁnite difference
schemes coupled with spectral methods for solving the arising
set of equations (see Furihata, 2001; Choo et al., 2000; Ye and
Cheng, 2005; Eyre, 1998). Finite difference schemes offer many
important computational advantages, where the chief among
these is their simplicity in implementation for various problems
from physics and engineering science. Unlike ﬁnite element
schemes, which show a bewildering generality that often com-
plicates the implementation process, most ﬁnite difference
schemes have a partly limited scope so that their implementa-
tion is less general and therefore considerably simpler. Since
ﬁnite difference models are one of the pioneer numerical
schemes, one has recourse to a vast body of existing ﬁnite differ-
ence software tools for a wide range of problems. The inherent
disadvantages of ﬁnite differences and spectral approximations
appearwhen treating engineering problems that do not ﬁt neatly
into the rigid structure of ﬁnite difference models. Unfortu-
nately, ﬁnite difference schemes are restricted to rather simple
geometries, because they unfold their numerical advantages
especially on stiff rectangular meshes neglecting curvilinear
domain boundaries. This property makes ﬁnite difference
schemes impractical for spatial discretization of complex geom-
etries. Especially physical phenomena such as unusual boundary
conditions, point sources and material dissimilarities demon-
strate the limitation of these approximationmethods. For exam-
ple, the Fourier-spectralmethod is strictly applicable for systems
with periodic boundary conditions.More elevatedmethods such
as Legendre- and Chebyshev-spectral methods are required to
involve other types of boundary conditions. Furthermore, if
derivative boundary conditions have to be considered and the
boundary itself is not adequately represented by the ﬁnite differ-
ence grid, various modiﬁcations are required to coerce the prob-
lem into a form amenable for the ﬁnite difference framework.
Other serious disadvantages can be found in the veriﬁcation of
solution results and the determination of secondary parameters,
such as ﬂux quantities or stress and strain in mechanical prob-
lems. These reasons led to the dominating ﬁnite element meth-
odology in engineering applications at the present day. A nice
overview of advantages and disadvantages of ﬁnite difference
models can be found in Johnson (1998).
2. Due to their generality in terms of geometry and boundary con-
ditions ﬁnite element techniques are preferred over ﬁnite dif-
ference and spectral methods. In general, the functionality of
ﬁnite element techniques can be summarized into two basic
steps. In the ﬁrst step, the physical problem, which is described
by a set of partial differential equations comprising a boundary
value problem in space and an initial value problem in time, is
converted into a variational equivalent (weak/variational for-
mulation). The evolving integral expressions have to be solved
on inﬁnite dimensional functional spaces. Therefore, in the sec-
ond step these inﬁnite dimensional functional spaces are
approximated by adequate ﬁnite dimensional subspaces. Since
these spaces are ﬁnite dimensional, they can be characterized
by a functional basis. This functional basis is expedientlyselected in such a way that each function has a small compact
support and the union of all compact supports of the functional
basis covers the entire physical domain of the original problem.
Consequently, it is possible to approximate the solution of the
original physical problem by a linear combination of the func-
tional basis, which is usually referred to as ﬁnite element basis.
The primary scope of application of ﬁnite element schemes is
typically attributed to the realm of second-order spatial differ-
ential operators. The reason for this may be found in the varia-
tional formulation of second order spatial derivatives, which
involve integral expressions of products of ﬁrst-order differen-
tial operators. To ensure the well-deﬁnedness and the integra-
bility of the corresponding integral expressions, it is sufﬁcient
that the ﬁnite element basis functions are at least piecewise
smooth and globally C0-continuous.
In the context of Cahn–Hilliard equation, the spatial discretiza-
tion of the fourth-order differential operator in (13) would
require a C1-continuous interpolation of the concentration ﬁeld
c. As mentioned before, standard ﬁnite element basis functions
provide C0-continuity only and cannot be used in this context.
Extending the ﬁnite element space by Hermitian polynomials
as known from beam theory is elaborate and restricted to rect-
angular domains, cf. Zienkiewicz and Taylor (2003).
A standard way to circumvent these technical difﬁculties is the
use of a mixed ﬁnite element scheme. To this end we introduce
according to Ubachs et al. (2004a)c ¼ c þ l2cr rc ¼ c þ l2cDc; ð23Þ
where lc denotes an internal length scale. This approach leads to
a partition of (13) into a set of two coupled second order equa-
tions. The essential convenience of this scheme is that the set of
coupled equations can be discretized by traditional C0-continu-
ous ﬁnite element basis functions.
3. Another way to fulﬁll the continuity requirements is the choice
of sophisticated ﬁnite element basis functions, e.g. spline func-
tions. Here we follow an approach in the sense of Cottrell et al.
(2009)/Gomez et al. (2008) and apply rational B-splines as ﬁnite
element basis functions. As shown by Cottrell et al. (2009) and
Gomez et al. (2008) these basis functions offer adequate accu-
racy, robustness, and, most importantly, versatility in terms of
higher-order continuity/smoothness.
To provide a transparent comparison of three different methods for
spatial discretization we choose a rather simple form of Cahn–Hil-
liard equation by a nondimensionalization of the governing equa-
tion, setting mobility constant as 1 and approximating the
conﬁgurational energy by a double-well polynomial of degree four.
For ﬁnite difference approximation we use the symmetric conﬁgu-
rational energy
Wconð~cÞ ¼ 1
4
~c2  1 2; ð24Þ
with concentration difference ~c ¼ c1  c2 ¼ 1 2c. The other
schemes employ the following conﬁgurational energy
WconðcÞ ¼ c2ð1 cÞ2: ð25Þ
The surface tension and by implication the gradient energy are as-
sumed to be isotropic and constant with j ¼ 104.
3.3. Finite differences and spectral approximation
Despite the above mentioned deﬁcits ﬁnite differences offer a
natural access to the approximation of differential operators. For
the numerical solution of Cahn–Hilliard phase-ﬁeld model, the
continuous system is projected on a lattice of discrete points,
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with a uniform mesh (with mesh size h ¼ 1=m) on B0 ¼ ½0;12
the Cahn–Hilliard equation can be discretized with centered
approximations to the spatial derivatives introducing the two-
dimensional ﬁve-point-stencil (for the discretization of the Lapla-
cian) and the 13-point stencil (for the biharmonic operator), see
Fig. 5.
Let cni;j be the discrete approximation of the concentration ﬁeld c
evaluated in ih; jhð Þ at time step n. Then the discrete Laplacian Dh
and biharmonic operator D2h have the following representation
h2Dhcni;j ¼ cniþ1;j þ cni1;j þ cni;jþ1 þ cni;j1  4cni;j;
h4D2hc
n
i;j ¼ 20cni;j  8 cniþ1;j þ cni1;j þ cni;jþ1 þ cni;j1
 	
þ 2 cni1;j1 þ cni1;jþ1 þ cniþ1;j1 þ cniþ1;jþ1
 	
þ cni2;j þ cniþ2;j þ cni;j2 þ cni;jþ2:
ð26Þ
Please keep in mind that the above mentioned discretization of the
biharmonic operator directly follows from a double application of
the discrete Laplacian. Here it is important to note that a very ﬁne
discretization of space is required to accurately resolve the phase
interfaces. Consequently applying relations in (26) and a ﬁnite dif-
ference approximation of the temporal derivative in combination
with Eyre’s linearly stabilized splitting scheme (cf. Eyre, 1998),
the discrete Cahn–Hilliard equation reads
o~c
ot
¼ D ~c3  ~c  jD~c ! ~cnþ1i;j  ~cni;j
Dt
¼ Dh ~cni;j
 	3
 3Dh~cni;j þ 2Dh~cnþ1i;j  jD2h~cnþ1i;j : ð27Þ
To ﬁnd the update ~cnþ1i;j one has to solve a set of linear equations
1þ jDtD2h  2DtDh
 	
~cnþ1i;j ¼ 1þ Dh ~cni;j
 	2
 3Dh
 
~cni;j: ð28Þ
By lexicographic ordering of the grid data at each node at the time
of nDt into a vector cn 2 Rh2 with cnk ¼ cnij and k ¼ iþ j 1ð Þm, theFig. 5. Illustration of a uniform mesh (ﬁnite difference grid) with a ﬁve-point-
stencil and a 13-point stencil.
Fig. 6. Finite difference simulatiodifference Eq. (27) can be transformed into a more compact ma-
trix–vector relation:
I þ jDtD2h  2DtDh
 
~cnþ1 ¼ I þ Dh ~cnð Þ2  3Dh
 	
~cn; ð29Þ
whereby matrix Dh denotes here the ordered discrete Laplacian
with eigenvalues
kkl ¼ 1
h2
2 cos kphð Þ þ 2 cos lphð Þ  4½ 
¼ 4
h2
sin2 kp h
2
 
þ sin2 lp h
2
 
 
: ð30Þ
In this context FFT based methods are appropriate to invert the
operators arising from discretization of the Laplacian, because FFT
basis functions are eigenvectors of the differential operator Dh.
More precisely, the cosine basis functions are eigenfunctions of
the Cahn–Hilliard equation with respect to homogeneous Neumann
boundary conditions. Therefore a discrete cosine transformation
(DCT) for efﬁcient inversion of Eq. (29) is exerted here. Remark that
FFT methods require the operator to be linear and to have constant
entries. Actually this is here the case.
The numerical simulation of (27) is performed on a uniform
128  128 mesh starting from an average concentration of ~c ¼ 0
superimposed by a slight (±1%) random ﬁeld. Phase separation
and ﬁrst stages of coarsening are nicely reproduced, cf. Fig. 6. Finite
differences afford physical data only in the grid points. For this rea-
son we had to choose a very ﬁne mesh to guarantee a sufﬁcient res-
olution of X. Especially this potential drawback makes ﬁnite
difference schemes suitable for modeling nucleation with its extre-
mely localized budding of a distinct thermodynamic phase. By an
identiﬁcation of a grid point with a nucleus the extreme localiza-
tion of nucleation sources can be depicted very well. This can be
seen in the ﬁrst illustration from Fig. 6, where the reddish and blue
areas identify the corresponding equilibrium concentrations.
3.4. Mixed ﬁnite element approximation
By means of the nonlocal concentration ﬁeld c introduced in
(23) the coupled system of two second order PDEs consists of a dif-
fusion-type equation for the local concentration ﬁeld c and an ex-
plicit Helmholtz equation for c:
oc
ot
¼ r  Mrlð Þ ¼ r  Mr ocWcon  c c  cð Þð Þð Þ;
c ¼ c þ l2cr  rc ¼ c þ l2cDc:
ð31Þ
Here it is important to note that the mixed formulation (31) makes
use of an interpretation of the gradient energy coefﬁcient j from
(13) as a product j ¼ cl2c of surface energy density c and squared
internal length (e.g. interfacial thickness). Please note that the
chemical potential l or the second-order differential operator Dc
are possible choices for the second independent variable insteadn of Cahn–Hilliard equation.
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ditioning of the iteration matrices of the system. The nonlocal con-
centration ﬁeld c is preferred here, because it is of the same order of
magnitude as the local concentration ﬁeld c. It is also possible to use
the implicit Helmholtz equation instead of (23), where the local
concentration ﬁeld is expressed in terms of nonlocal concentration
c  l2cr  rc ¼ c ð32Þ
according to Ubachs et al. (2004a,b). For the sake of transparency
we choose the more obvious explicit variant, which yields by simple
insertion the original Cahn–Hilliard equation. For a detailed analysis
and derivation of the nonlocal formalism for Cahn–Hilliard equation
we refer to Ubachs et al. (2004a,b).
After employing an implicit Crank–Nicholson scheme with mid-
point evaluation for time discretization, the diffusion equation is
multiplied with a test function u 2 H1 B0ð Þ and the nonlocality
equation is multiplied with test function u 2 H1 B0ð Þ. Furthermore
we introduce the trial functions ch; ch 2 V  H1 B0ð Þ. Applying inte-
gration by parts, no ﬂux Neumann boundary condition
Mrl  n ¼ 0 and homogeneous boundary condition rc  n ¼ 0 re-
sults in the weak form:Z
B0
chnþ1  chn
Dt
udV ¼ 
Z
B0
M½ nþ12r ocW
con½ nþ12

c chnþ12  c
h
nþ12
 		
rudV 8u 2 H1 B0ð ÞZ
B0
chnþ12
 chnþ12
 	
udV ¼ l2c
Z
B0
rchnþ12r udV 8u 2 H
1ðB0Þ: ð33Þ
Taking into account the elementwise interpolation of the test func-
tions u; u and the trial functions ch; ch
u ¼
Xn
i¼1
uiNi; u ¼
Xn
j¼1
uiNj;
ch ¼
Xn
k¼1
ckNk ch ¼
Xn
l¼1
clNl;
ð34Þ
with n denoting the dimension of V, and using Galerkin orthogonal-
ity yields the discrete residuals
RcI ¼
Snel
e¼1
Z
Xe
chnþ1chn
Dt
NidVþ
Z
Xe
M½ nþ12r ocW
con½ nþ12c c
h
nþ12
chnþ12
 	 	
rNidV ;
RcJ ¼
Snel
e¼1
Z
Xe
chnþ12
chnþ12
 	
NjdVþ l2c
Z
Xe
rchnþ12rNjdV ;
ð35Þ
whereby
Snel
e¼1 denotes the assembly process of the element residual
contributions arising from the local basis functions i; j ¼ 1; . . . ;nlocal
to the global basis functions I; J ¼ 1; . . . ;n. The discrete residual
statements (35) constitute a system of highly nonlinear coupled
equations. To calculate the needed temporal update chnþ1 we suggest
an iterative solution strategy embedded in the Newton Raphson
method. Introducing a global vector of unknown coefﬁcients of
the discrete solution ch and a global residual vector R with
c ¼ c1    cn c1    cn½ T ¼ c c½ T; R ¼ Rc Rc
 T ð36Þ
one ﬁnally obtains the following iteration procedure
ch; kþ1nþ1 ¼ ch; knþ1 
oRk
och
" #1
Rk: ð37Þ
For the entries of the employed analytical tangential matrix K ¼ oR
och
it holds:
K ¼
oRc
oc
oRc
oc
oRc
oc
oRc
oc
" #
¼ K
cc Kcc
Kcc Kcc
" #
; ð38Þ
withKccIK ¼
Snel
e¼1
1
2
Z
Xe
ocM½ nþ12Nkr ocW
con½ nþ12  c c
h
nþ12
 chnþ12
 	 	
rNidV
þ 1
2
Z
Xe
Nk Mo
3
cW
conrch nþ12rNidV þ
Z
Xe
1
Dt
NiNk dV
þ 1
2
Z
Xe
rNk M½ nþ12 ocW
con½ nþ12 þ c
 	
rNidV ;
KccIL ¼
Snel
e¼1
 c
2
Z
Xe
rNl M½ nþ12rNi dV ;
KccJK ¼
Snel
e¼1
 1
2
Z
Xe
NkNj dV þ l
2
c
2
Z
Xe
rNkrNjdV ;
KccJL ¼
Snel
e¼1
1
2
Z
Xe
NlNj dV : ð39Þ
For numerical simulation we employ again a constant mobility. The
values for lc ¼ 0:01 and c ¼ 1 are arranged in such a way that
j ¼ 104 as in the ﬁnite difference simulation. For the conﬁgura-
tional energy density we chose the double-well function (25). The
initial concentration is assumed to be c0 ¼ 0:5 with slight random
perturbations of about 1%. The numerical simulation is performed
on a uniform triangulation with linear ﬁnite element basis functions
for the local and nonlocal concentration ﬁeld, respectively, with
mesh sizes corresponding to the ﬁnite difference grid. The results
are presented in Fig. 7.
The blue and red colors mark the domains of equilibrium
phases. Our simulation results indicate here a mesh sensitivity in
the sense that phases align along the elements. To achieve better
results, an extremely ﬁne spatial discretization is required to re-
solve the sharp concentration gradients.
Recently, a discontinuous Galerkin formalism has been used in
the mixed ﬁnite element framework for the discretization of the
Cahn–Hilliard equation, see Xia et al. (2007). Although these meth-
ods employ much less unknowns than the standard mixed ﬁnite
element formulation they still introduce additional degrees of free-
dom to handle the higher order operator.
3.5. B-spline approximation
We consider isoparametric ﬁnite elements in space that rest on
the approximation
uh ¼
X
A2x
uARA and c
h ¼
X
A2x
cARA; ð40Þ
where RA characterize the respective basis functions, x ¼ f1; . . . ; ng
denotes the set of nodes and n the dimension of the discrete solu-
tion space Vh. The required continuity ch 2 Vh  H2 B0ð Þ can only
be fulﬁlled by means of basis functions RA which are piecewise
smooth and globally at least C1-continuous. Lagrangian ﬁnite ele-
ment basis functions provide C0-continuity only and cannot be used
in this context. As already mentioned, an enhancement of the ﬁnite
element space by Hermitian polynomials is extremely elaborate and
restricted to rectangular domains (cf. Zienkiewicz and Taylor, 2003).
A mixed ﬁnite element approach, suggested, e.g., by Ubachs et al.
(2004a), is also numerically expensive because it introduces addi-
tional unknowns to the primal degrees of freedom. Moreover, the
formulation of boundary conditions is not completely clear here.
In virtue of these difﬁculties we follow an approach of Cottrell
et al. (2009) and apply rational B-splines as ﬁnite element basis
functions. These basis functions offer high-order accuracy, robust-
ness, and, most importantly, adjustable continuity.
Univariate basic splines (B-splines) are deﬁned recursively for a
given order p ¼ 0;1;2;3; . . . and a knotvector n ¼ nif g; i ¼ 1;2;3; . . .
by the following formula:
Ni;pðxÞ :¼ x niniþp  ni
Ni;p1ðxÞ þ
niþpþ1  x
niþpþ1  niþ1
Niþ1;p1ðxÞ ð41Þ
Fig. 7. Results from a mixed ﬁnite element simulation of Cahn–Hilliard equation.
1564 D. Anders et al. / International Journal of Solids and Structures 49 (2012) 1557–1572with the initial constant functions
Ni;0ðxÞ :¼
1 if ni 6 x < niþ1
0 otherwise:

ð42Þ
for the recursion. Note that B-spline functions establish a partition
of unity,Xn
i¼1
Ni;pðxÞ ¼ 1 8x 2 ½n1; nnþpþ1: ð43Þ
The support of each B-spline Ni;pðxÞ is compact and contained in the
interval ½ni; niþpþ1. Hence, the numerical integration required to solve
Eq. (46) can be performed with standard algorithms. Additionally,
each spline is a non-negative function, i.e., Ni;p xð ÞP 0, for all x. For
a uniform knotvector n ¼ 0;1;2;3; . . .f g and order p ¼ 1 the B-spline
functions coincide with piecewise linear ﬁnite element basis func-
tions which are C0-continuous, see Fig. 8. For higher order, pP 2,
shape and properties of B-spline functions differ signiﬁcantly from
standard higher order ﬁnite element basis functions. The quadratic
B-Spline function of Fig. 8 is globally smooth and C1-continuous.
Therefore, they will be employed here as basis functions in our spa-
tial discretization. To analyze two- and three-dimensional domains
multivariate B-spline functions can be derived by tensorproducts
of univariate functions. The shape functions in two dimensions read
RA ¼ Rijp;qðx; yÞ :¼ Ni;pðxÞ Mj;qðyÞ ð44Þ
and in three
RA ¼ Rijkp;q;rðx; y; zÞ :¼ Ni;pðxÞ Mj;qðyÞ  Lk;rðzÞ: ð45Þ
These equations nicely illustrate that the global index A of our shape
functions RA is directly associated to the indices i; j; k in the param-Fig. 8. Basic splines Ni;p of order p ¼ 0;1;2 fo
Fig. 9. Illustration of the global B-spline shape functions in the one-, two- and three-dime
function with increasing values from the edge to the center.eter space such that a point ði; j; kÞ in the parameter space is ad-
dressed by a node A in the physical space, i.e. a corner of an
element. Please keep in mind that functions Mj;q and Lk;r are analo-
gously deﬁned by the Cox-de Boor recursion formula (41) for the
polynomial orders q and r, respectively. In Fig. 9 we illustrate a se-
quence of quadratic B-spline shape functions.
One of the most important features in our context is the ability
of B-spline functions to map jumps. The phase boundaries in the
Cahn–Hilliard model are typically sharp layers which require a
high spatial resolution. Hermitian and Lagrangian interpolation
polynomials (used as standard ﬁnite element basis) tend to oscil-
late while representing jumps in a solution function. Taken into ac-
count, that the system has to be valid for arbitrary test functions,
the full discrete system readsZ
B0
chnþ1  chn
Dt
RA dV þ j
Z
B0
M o2cW
conrch nþ12DTrRA dV
þ j
Z
B0
Dch ocMrch
 
nþ12
DTrRA dV
þ j
Z
B0
MDch
 
nþ12
DT : r	rRA dV ¼ 0 ð46Þ
8A 2 x. Note that Eq. (46) is in general non-linear in ch.
3.6. Boundary constraints
As mentioned before, we have to fulﬁll the boundary conditions
(12) for all times. This is effected through the introduction of La-
grange multipliers k associated with the surface C. Accordingly,
we introduce a suitable Lagrange multiplier space
Mh ¼ fkhjkh 2 C0ðCÞ; kh 2 H1ðCÞg: ð47Þr uniform knotvector n ¼ 0;1;2;3; . . .f g.
nsional case. The three-dimensional plot illustrates isosurfaces of the B-spline basis
Table 1
Evaluation of the numerical error for the linearized Cahn–Hilliad equation.
h cref  ch
 
L1 B0ð Þ cref  c
h
 
L2 B0ð Þ
22 9:40343 103 1:0911 105
23 1:12871 103 2:1336 107
24 2:1842 104 1:0443 108
25 5:1223 105 6:3306 1010
26 1:2337 105 4:4608 1011
27 4:2081 106 4:3954 1012
Fig. 10. Solution error vs. number of elements in one spatial direction for the
linearized Cahn–Hilliard model.
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plies with the order of continuity/smoothness of the underlying
surface. In the scope of a B-spline based discretization framework
higher-order Lagrange multiplier spaces lead to over-constrained
systems. As shown by Hesch and Betsch (2012) it is not necessary
to retain the continuity of the underlying surface for the Lagrange
multipliers. In particular, we apply standard Lagrangian linear ele-
ments kh ¼PA2xkANA to the Lagrange multiplier space, see Wohl-
muth (2011) for a comprehensive convergence analysis.
Integration of the constraints yields for each node A on surface C
UA ¼
Z
C
NArch  ndS: ð48Þ
By collecting all constraints in a vector U and associated vector of
Lagrange multipliers k we end up with the saddle point problem
of the formZ
B0
chnþ1  chn
Dt
RA dV þ j
Z
B0
Mo2cW
conrch nþ12DTrRA dV
þ j
Z
B0
Dch ocMrch
 
nþ12
DTrRA dV
þ j
Z
B0
MDch
 
nþ12
DT : r	rRA dV ¼ krcAUnþ120 ¼ Unþ1; ð49Þ
where we evaluate the mass diffusion equation at the mid-point
conﬁguration and the constraints at the end point. For large scale
systems we have to avoid large condition numbers of the iteration
matrix. Therefore, we can either apply an augmented Lagrangian
approach or we reduce the system to a minimum set of equations
using a suitable null-space method (see Hesch and Betsch, 2009).
Conservation of mass for the full discrete system can be shown
analogues to (22). As before, we replace the test functions u ¼ f
and obtainZ
B0
cnþ1 dV ¼
Z
B0
cn dV ; ð50Þ
where we have again make use of the property rf ¼ 0.
3.7. Convergence of the spatial discretization
In order to analyze the convergence properties of our numerical
approximation scheme we studied several examples in detail, the
general approach is sketched here shortly. Since analytical solu-
tions of problem (13) are not knownwe refer to a linearized formu-
lation of Cahn–Hilliard equation as our model problem. Setting
c X; tð Þ ¼ c þ eg X; tð Þ as solution of the standard Cahn–Hilliard
equation with constant mobility M = 1 one obtains the following
equation for gðX; tÞ:
og
ot
¼ o2cWcon cð ÞDg jD2g in B0  0; T½ ;
rg  n ¼ 0; r Dgð Þ  n ¼ 0 in C 0; T½ ;
gðX;0Þ ¼ g0ðXÞ in B0:
ð51Þ
The linearized Cahn–Hilliard equation is a sensible approximation
of the ﬁrst stages of spinodal decomposition. In the following we
set c :¼ g. The linearized Cahn–Hilliard equation is often used for
numerical analysis because it offers a set of analytic solutions. Let
li be the ith eigenfunction of the Laplacian with respect to homoge-
neous Neumann boundary condition with eigenvalue ci:
Dli ¼ cili in B0 and rli  n ¼ 0 in C ð52Þ
In one dimension the analytical solution reads for B0 ¼ 0; Lð Þ; li xð Þ ¼
cos ipL x
 
and ci ¼  i
2p2
L2
:
c X; tð Þ ¼
X1
i¼1
c0i exp cio
2
cW
con cð Þ  jc2i
 
t
 
cos
ip
L
x
 
: ð53ÞIn two dimensions the solution on B0 ¼ 0;1½ 2 is build up by a prod-
uct of the one-dimensional solutions. As reference solution for our
two-dimensional convergence analysis we take
cref X; tð Þ ¼ 0:2 cos 2pxð Þ cos 2pyð Þ exp c22o2cWcon cð Þ  jc222
 
t
 
þ 0:4; with c22 ¼ 8p2: ð54Þ
The initial concentration is then given by
c0ðXÞ ¼ 0:2 cos 2pxð Þ cos 2pyð Þ þ 0:4: ð55Þ
At this point we compute the approximation error between the ref-
erence solution and respective numerical solutions measured in the
L2- and the L1-norm for different mesh sizes h and the constant
rather coarse time step size Dt ¼ 0:01, cf. Table 1. For the interfacial
energy parameter we take j ¼ 104. The obtained results give a
strong indication for second order convergence in L1-norm and
even cubic convergence in L2-norm for the approximation of linear-
ized Cahn–Hilliard equation. Fig. 10 shows the decay of the solution
error measured in the L2- and L1-norm. The observed convergence
rates actually coincide with the a priori error estimate of ﬁnite ele-
ment approximations applying an implicit Crank–Nicholson dis-
cretization of time (see Elliott, 1989; Elliott and Larsson, 1992):
c nDtð Þ  chn
 
L2 B0ð Þ 6 c c0  c
h
0
 
L2 B0ð Þ þ h
2 þ Dt2
 	
: ð56Þ4. Simulation of phase decomposition and coarsening in speciﬁc
binary solders
Since it turns out that B-spline based ﬁnite element techniques
perform accurately and robustly for the spatial discretization
of Cahn–Hilliard equation, we now want to demonstrate the
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Fig. 11. Conﬁgurational free energy curves for a- and b-phase at 150 C as functions
of tin concentration c. The blue curve depicts the free energy curve of the entire
system with a kink at the intersection of a=b-phase energy curves. The red function
is the ﬁtted smooth energy function Wcon. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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end we will computationally reproduce diffusion induced phase
separation and coarsening scenarios in the eutectic binary solders
Sn–Pb and Ag–Cu.
4.1. Aging of a Sn–Pb alloy
In practice binary solder alloys are commonly used with an eu-
tectic concentration of components. The solid mixture then decom-
poses into phases a and b of speciﬁc concentration 0 < ca;b < 1 and
not into its components c1; c2. We commence with the simulation
of the aging of eutectic Sn–Pb solder, see Fig. 2. At this point mate-
rial speciﬁc properties for thermodynamic modeling of phase sep-
aration and coarsening have to enter the Cahn–Hilliard equation.
This crucial requirement is accomplished by involving experimen-
tal data from the chemical database MTDATA for calculating the
conﬁgurational part of Helmholtz free energy density for the Sn–
Pb system at 150 C (see MTData, 1998; Dreyer and Müller,
2001; Dreyer and Müller, 2000). Following the reports provided
by MTDATA we get for the binary Sn–Pb system two free energy
curves (in units of J/mol1) for the corresponding a- and b-phases.
Both curves are obtained as functions of the particle concentrations
y ¼ NSn=N (NSn is the number of tin particles, N ¼ NSn þ NPb is the
total number of particles) in the following form
ga=b ¼ yga=bSn þ 1 yð Þga=bPb þ RT y ln yð Þ þ 1 yð Þ ln 1 yð Þ½ 
þ y 1 yð Þla=bSn-Pb: ð57Þ
The adjustable parameters ga=bSn ; g
a=b
Pb ; l
a=b
Sn-Pb of this model for conﬁgu-
rational energy density are reﬁned by power series expansions in
absolute temperature T to reproduce the experimental data.
gij ¼ Aij þ BijT þ CijT ln Tð Þ þDijT2 þ EijT3 þ
Fij
T
; i 2 a;bf g; j 2 Sn;Pbf g;
ð58Þ
liSn-Pb ¼ Ai þ BiT; i 2 a;bf g: ð59Þ
The MTDATA report (MTData, 1998) affords numerical values for ﬁt
parameters Ai;Bi;Aij; B
i
j;C
i
j;D
i
j; E
i
j; F
i
j valid within a temperature range
of 250 K < T < 505 K, cf. Table 2. Remark that the amount of data
for the energy is given in Joules per mole as a function of particle
concentration. However our diffusion model requires energy data
in units of J=m3. Therefore the representations of the conﬁgurational
energy curves have to be transformed accordingly. As the local con-
centration ﬁeld c is deﬁned as the mass fraction of tin c ¼ mSn=m in
our model we employ relations (with lH ¼ 1:675 1024,kg denot-
ing the mass of one hydrogen atom,MSn ¼ 118:69 andMPb ¼ 207:19
are the atomic weights of tin and lead)
mSn ¼ MSnNSnlH and m ¼ MSnNSn þMPb N  NSn
 	 	
lH; ð60Þ
in order to yield the nonlinear relation between mass concentration
and particle concentrationTable 2
Synopsis of numerical values for ﬁt parameters.
i; j Aij (kJ mol
1) Bij (J mol
1 K1) Cij (J mol
1 K1)
i ¼ a
j ¼ Pb 7.650085 101.700244 24.524223
j ¼ Sn 1.705135 60.2433150 15.9610
i ¼ b
j ¼ Pb 7.161085 105.220244 ¼ CaPb
j ¼ Sn 5.855135 65.4433150 ¼ CaSn
Ai (kJ mol1) Bi (J mol1 K1)
i ¼ a 5.13241 1.56312
i ¼ b 17.11778 11.80656c yð Þ ¼ m
Sn
m
¼ M
Sny
MPb  y MPb MSn
 	 () yðcÞ ¼ MPbc
MSn  c MSn MPb
 	 :
ð61Þ
Applying this relation to Eq. (57) correlates the free energy function
to concentration (ga=b yðcÞð Þ ¼ ~ga=bðcÞ). In the next transformation
step ~ga=b has to be divided by the averaged molecular weight of
the speciﬁc composition obtained from
M yð Þ ¼ yMSn þ 1 yð ÞMPb () eMðcÞ ¼ MSnMPb
MSn  c MSn MPb
 	 :
ð62Þ
Additionally we introduce an averaged concentration dependent
density
qðcÞ ¼ q
SnqPb
qSn  c qSn  qPbð Þ ; ð63Þ
with the macroscopic densities qSn ¼ 7260 kg=m3 and qPb ¼ 11300
kg=m3. By means of Avogadro’s number NA ¼ 6:02214179 1023
mol1 we ﬁnally attain
Wcona=b ¼ qðcÞ
~ga=bðcÞeMðcÞNAlH in J=m3: ð64Þ
The corresponding free energy curves of a- and b-phase are illus-
trated in Fig. 11. We assume that for a certain conﬁguration the
material tends to the phase with the lowest free energy which isDij (mJ mol
1 K2) Eij (J mol
1 K3) Fij (MJ mol
1)
3.65895 0.24395 0
18.8702 3.121167 0.06196
¼ DaPb ¼ EaPb ¼ FaPb
¼ DaSn ¼ EaSn ¼ FaSn
Table 3
Coefﬁcients for the free energy function Wcon at 150 C in GJ=m3.
g1 (GJ/m
3) g2 (GJ/m
3) g3 (GJ/m
3) g4 (GJ/m
3) g5 (GJ/m
3)
1.3527 1.5145 0.3575 0.1585 0.8599
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to construct a single double-well free energy curve. Unfortunately
this function causes numerical difﬁculties due to the lack of
smoothness at the intersection point of the curves for a=b-phase.
To facilitate the numerical analysis, this curve is ﬁtted to a smooth
functionWcon stemming from the same functional space as the func-
tions for a=b-phase
Wcon ¼ g1c þ g2ð1 cÞ þ g3c lnðcÞ þ g4ð1 cÞ lnð1 cÞ
þ g5cð1 cÞ: ð65Þ
The ﬁtting procedure employs a Levenberg–Marquardt algorithm
for an optimal curve ﬁt minimizing a weighted least squares prob-
lem (see Levenberg, 1944; Marquardt, 1963). The resulting values of
the ﬁt parameters are listed in Table 3.
In a last step we simulate the aging of a Sn–Pb alloy using the
data in Table 3. To facilitate the use of dimensionless coordinates
(cf. (17)), we assume a characteristic length scale T ¼ 67:4h for
the time period and a characteristic length scale of L ¼ 2 lm for
the area of interest. The latter has been chosen to reduce computa-
tional cost, thus there are no fundamental reasons to argue against
larger systems. The dimensionless system parameters are given as
follows
M ¼ 6:25; j ¼ 3:125 105: ð66Þ
We applied an initial random distribution of inhomogeneities of
1% to the initial homogeneous composition of 63% Sn and 37%
Pb. For the 2D simulation shown in Figs. 12 and 13 a grid of
128 128 nodes composing overall 15876 elements is used. The
initial time step size is set to 2 105 and doubled each 500 steps.2
4.2. Aging of an Ag–Cu alloy
In the following we simulate the aging of the eutectic Ag–Cu al-
loy displayed in Fig. 3. The Ag-rich a-phases (light areas in Fig. 3)
have a concentration of ca ¼ 0:063 and the Cu-rich b-phases (red-
dish areas) have a concentration of cb ¼ 0:945. In order to repro-
duce the aging process by our numerical approach the
conﬁgurational component of the free Helmholtz energy density
Wcon, is modeled with a Margules ansatz according to
WconðcÞ ¼ g1c þ g2ð1 cÞ þ g3RT c lnðcÞ þ ð1 cÞ lnð1 cÞ½ 
þ v1c2ð1 cÞ þ v2cð1 cÞ2; ð67Þ
where R ¼ 8:314 J/mol K is the universal gas constant. The calcula-
tion of the parameters g1, g2, g3, v1, v2 from values of a chemical
database has been performed by Böhme (2008).lar
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sed inb5.20 7.27 1.11  105 2.97 3.01 3.43  1010 0.063 0.945Parameter j is determined from the higher gradient coefﬁcients
calculated in Böhme (2008). Assuming a phase boundary width of
about 20 nm the value corresponds well to the known values of
surface tension of Ag–Cu alloys. The size of the computational do-
main is about 1/3 of the experimental one displayed in Fig. 3. In
Böhme (2008), Böhme calculated constant isotropic mobility coef-
ﬁcients of a- and b-phase from their respective diffusion coefﬁ-
cients at an operating temperature of 1000 K given by
Ma ¼ 7:25 1025 ½m5=J s and Mb ¼ 3:65 1025 ½m5=J s: ð68Þgh. For
GomezIn our numerical framework we employ an averaged mobility coef-
ﬁcient M from a linear interpolation of Ma and Mb according to
M ¼ cb  c
eut
cb  ca Ma þ 1
cb  ceut
cb  ca
 
Mb ¼ 6:32 1025 m5=J s;
ð69Þ
where ceut ¼ 0:29 is the eutectic mass concentration of Cu.
For computational studies of the microstructural evolution of
Ag–Cu, we still need to specify the characteristic length scales for
our dimensionless formulation of Cahn–Hilliard Eq. (19). Due to
the extremely small gradient energy coefﬁcient j, the characteris-
tic length scale has to be drastically reduced to ensure an adequate
resolution of the interfacial regions by our ﬁnite element mesh.
Therefore we chose L ¼ 500 nm. The corresponding time scale is
assumed as T ¼ 1:1 h. The calculation of the dimensionless system
parameters gives
M ¼ 10:01; j ¼ 1:372 106: ð70Þ
As initial conﬁguration we chose a slightly perturbed eutectic con-
centration proﬁle similar to the proﬁle for the Sn–Pb system.
In the pictures generated from our simulation, see Fig. 14, the
blue areas depict the a-phase and the red areas represent the b-
phase. Similar instants of time are depicted to afford a sound com-
parison between the experimentally observed microstructure, cf.
Fig. 3, and the computationally calculated microstructure, cf.
Fig. 14. The state shortly after solidiﬁcation with its ﬁne lamel-
lae-like topology is well reproduced by our simulation results.
The process of phase separation and Ostwald ripening (in early
stages) are portrayed in accordance to the correlating time-scale
as well.At the ﬁrst glance, Fig. 3 looks quite different to the simu-
lation results for the Sn–Pb solder. The interfaces in Fig. 3 are more
diffuse due the much smaller simulation domain and the extre-
mely small value of j combined with a very ﬂat double-well en-
ergy functional for the Ag–Cu mixture.
4.3. Aging of a Sn–Pb solder ball
To demonstrate the operational capabilities of the B-spline
based approach, we simulate a single bump, consisting of 10648
nodes and 8000 elements (cf. Fig. 15 for the mesh and the corre-
sponding B-Spline control nodes).3 The considered solder bump
geometry results from a one-sidedly ﬂattened sphere with
rounded-off edges. The strategy for the parametrization of the solder
ball and mesh generation was performed by standard knot insertion
technique. In order to deﬁne the global shape of the solder ball, we
had to use 64 nodes for the coarsest level of parametrization.
Analogously to the two-dimensional case, we reduce the phys-
ical size of the bump to 1lm, using the dimensionless system
parameters
M ¼ 25; j ¼ 1:25 104: ð71Þ
Note that especially in the three-dimensional setting the computa-
tional cost grows drastically using ﬁner meshes. For this reason, our
considerations focus on reproducing the entire process of phase
separation and early stages of Ostwald ripening. The initial time
step size is set to 1 105 and doubled each 500 steps.3 To avoid negative determinants Jacobians the eight corner nodes are slightly
lifted.
Fig. 13. Simulation results for Sn–Pb after 10, 50 and 11040 h of aging.
Fig. 14. Simulation results for Ag–Cu.
Fig. 15. Mesh and control nodes of a single bump.
Fig. 12. Simulation results for Sn–Pb after 0.05, 0.5 and 2 h of aging.
1568 D. Anders et al. / International Journal of Solids and Structures 49 (2012) 1557–1572The evolution of the system is depicted for several time steps in
Fig. 16. Within the upper row we present isosurfaces of several
concentration values ci 2 0:296;0:37;0:44f g inside the interfacialregions, whereas in the lower row corresponding slices through
the body are illustrated. The obtained three-dimensional simula-
tion results nicely corroborate our observations from the
Fig. 16. Simulation results for a Sn–Pb solder ball after 0.06, 0.13 and 0.2 h of aging.
Fig. 17. Comparison of phase separation events in different Sn–Pb solder balls after 0.175 h of aging.
D. Anders et al. / International Journal of Solids and Structures 49 (2012) 1557–1572 1569two-dimensional studies for the Sn–Pb alloy. After the Sn–Pb
solder ball is deposited on the chip pad, the alloy is quenched into
the unstable two-phase regime. Due to the thermodynamic
instability of the investigated Sn–Pb system a decomposition of
phases is induced. After 0.13 h the solder bump is fully separated
into a- and b-phase. Especially three-dimensional computational
studies indicate that during phase separation the evolving interfa-
cial regions gradually contract until phases are ﬁnally decomposed.This can be seen in the temporally decreasing spacing between the
illustrated isosurfaces.
Subsequently, Ostwald ripening dominates the further micro-
structural evolution. Our computational studies show a rearrange-
ment of the evolved particles by the formation of ﬁrst agglomerates
after 0.2 h of aging.
Since we have shown that our model is capable of reproducing
phase separating events in a solder ball geometry, we now would
1570 D. Anders et al. / International Journal of Solids and Structures 49 (2012) 1557–1572like to demonstrate the quality of our approach in terms of consis-
tent scaling behavior and mesh independence.
In order to transfer results from computational studies to real-
life structures, the employed mathematical analogous model has to
be scalable both in time and space. In the context of Cahn–Hilliard
phase-ﬁeld model this means that the numerical results scale with
the characteristic length scales L and T which are implicitly con-
tained within the dimensionless system parameters M and j. To
illuminate the scalability of our three-dimensional model we pres-
ent results for three solder balls of different size still involving the
material parameters for eutectic Sn–Pb. Here we regard solder
balls in the following scale settings:
1. L ¼ 1 lm; M ¼ 25; j ¼ 1:25 104.
2. L ¼ 0:5 lm; M ¼ 100; j ¼ 5 104.
3. L ¼ 0:25 lm; M ¼ 400; j ¼ 2 103.
The time scale T is left unchanged for all conﬁgurations. Fig. 17
depicts the spatial scaling behavior of our numerical model onFig. 18. Comparison of phase separation events in differen
Fig. 19. Simulation results for an insufﬁciently discretizedphase separation events within the above-mentioned scale set-
tings. Again the upper row illustrates isosurfaces of interfacial con-
centration values and in the lower row corresponding slices
through the body are presented. Our results correctly indicate that
the evolving microstructure scales with the characteristic length of
the representative domain. After the same time of thermal aging
the 0:25 lm-bump expectedly exhibits the coarsest microstruc-
ture with the biggest agglomerates. It is apparent that the micro-
structure in the 0:25 lm- and 0:5 lm-bump can be regarded as
a suitable zoom-in part of the morphological arrangement within
the 1 lm solder ball. This essential property underlines the correct
scaling behavior of our model.
We would like to conclude this section with a concise consider-
ation of the mesh independence of our computational approach. To
this end we study three solder balls with an equal characteristic
length of 1 lm, which are spatially discretized by different mesh
resolutions. Here we aim to demonstrate that within the range of
a sufﬁcient spatial resolution of the interfacial regions our model
is mesh invariant. Fig. 18 presents results from our computationaltly discretized Sn–Pb solder balls after 0.17 h of aging.
Sn–Pb solder ball shortly after separation of phases.
D. Anders et al. / International Journal of Solids and Structures 49 (2012) 1557–1572 1571aging experiments starting with a rather coarse discretization by
means of 4096 elements in the ﬁrst column, we provide simulation
results on much ﬁner meshes discretized by 8000 elements in the
second column and 21953 elements in the third column, respec-
tively. The initial conﬁgurations for all simulations have been gen-
erated randomly.
The simulations evince a deep qualitative agreement between
the calculated microstructures on the different meshes. Invariant
of the respective spatial resolution, Fig. 18 illustrates very similar
stages of phase separation and incipient Ostwald ripening. Conse-
quently, we can state the mesh invariance of our spatial discretiza-
tion scheme. In order to show that a mesh independence is
exclusively valid within the range of sufﬁcient interfacial resolu-
tion, we give an example for a poorly discretized solder ball as well
(2 lm solder ball resolved by only 3375 elements). As already
shown by Gomez et al. (2008) for the two-dimensional mesh sen-
sitivity of Cahn–Hilliard equation, we observe for the three-dimen-
sional scenario also a microstructural arrangement of the
equilibrium phases preferably along the elements, see Fig. 19. This
is obviously an unphysical effect, because we have not involved
anisotropy or other external driving forces which may induce a for-
mation of rectangular precipitates into our diffusion model.5. Conclusions
The main goal of this work was to illustrate the superiority of
the B-spline based ﬁnite element approach compared to the classi-
cal techniques for spatial discretization of higher-order PDEs such
as ﬁnite difference schemes and mixed ﬁnite element formula-
tions. Our B-spline ﬁnite element approach turned out to perform
accurately and robustly for the spatial discretization of Cahn–Hil-
liard equation. Extensive computational studies demonstrated
the capability of the present model for the efﬁcient and versatile
simulation of phase separation events in speciﬁc binary solders.
As exemplary systems we considered the eutectic solder alloys
Sn–Pb and Ag–Cu. The presented numerical diffusion model can
be simply applied for the description of microstructural evolution
in other binary systems, if experimental data for mobility, Gibbs/
Helmholtz free energy and surface energy are given.
As a splendid highlight of our contributionwe presented compu-
tational studies of three-dimensional phase decomposition of a Sn–
Pb solder ball. To the knowledge of the authors it is the ﬁrst time
that three-dimensional microstructural changes are embedded into
a reasonable complex geometry exceeding the scope of rectangular
shapes. With regard to the ongoing miniaturization of microelec-
tronic devices our model offers a perspective to bridge the gab be-
tween events on the microscale such as phase decomposition and
Ostwald ripening and their inﬂuence on mesoscale scenarios like
crack initiation/propagation and damage of the soldered structures.
Due to its versatility our model can easily be extended to ter-
nary, quaternary, etc. systems and to arbitrary geometries. In the
context of multicomponent mixtures the arising set of equations
will involve several coupled Cahn–Hilliard type equations which
can be analogously solved by the presented scheme. The corre-
sponding adjustment of geometry will be performed by adapting
the set of control nodes to a desired shape.
According to Anders et al. (2011), even physical imperfections
such as temperature ﬂuctuations and inhomogeneities during
solidiﬁcation can be included into our diffusion model to capture
more realistic microstructures.
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