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We analyze the existence and singularity of a solution to a reaction–diffusion equation,
whose reaction term is represented by aDirac delta functionwhich depends on the solution
itself. We prove that there exists a unique analytic solution with a logarithmic singularity
at the origin.
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1. Introduction
In angiogenesis (new blood vessel growth), growth factors such as Vascular Endothelial Growth Factor (VEGF) control
the growth of endothelial cells (ECs) which line the blood vessels by binding to specific receptors on ECs. At the same time,
these growth factors diffuse and decay in the tissue. The radius of these new blood vessels is at most 10 µm, but the length
of vessels and the size of the tissue that the vessels interact with can reach 2 mm in a dormant tumor [1]. To efficiently
couple these processes, a new mathematical model is proposed in [2].
Consider a blood vessel which is regarded as an infinitely long cylinder of radius r . Assume that the reaction and diffusion
on each cross-section are identical, then the problem is reduced to two-dimensional. Let R2 be an orthogonal plane of the
blood vessel and their intersection is a disc, denoted as Br , centered at the origin of radius r . Denote the spatial point on the
plane as x = (x1, x2). Denote the concentration of a growth factor as u(x, t), its receptor as R(t), and the complex formed
by the binding of the growth factor to the receptor as C(t). Note that u is defined in the whole free space, but R and C are
only defined in the blood vessel Br and are assumed constants in it. The modeling equation for u proposed in [2] is
∂u
∂t
= D∇2u− µu+ δ(x)f (u¯), (1)
where D is the diffusion constant, µ is the natural decay rate, δ(x) is the two-dimensional Dirac delta function, and u¯(t) is
the mean value of u(x, t) in the disc Br , that is,
u¯(t) = 1
πr2

Br
u(x, t)dx.
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The function f is the reaction rate and it is defined as
f (u¯) , πr2(−konu¯R(t)+ koffC(t)).
The equations for R(t) and C(t) are
dR
dt
= −konu¯R+ koffC + kpC, dCdt = konu¯R− koffC − kpC, (2)
where kon, koff, kp are positive constants. Notice that d(R+C)dt = 0, which implies that the total number of receptors RT , R+C
is a constant in this model. The Eq. (1) is equipped with the initial value u(x, 0) = u0, a positive constant.
Assume that the growth factor/receptor binding is in the quasi-steady state, i.e., the time derivatives in equations of (2)
are zeros. This gives R = kp+koffkoff+kp+konu¯RT and C = RT − R. Plugging these expressions in (1), we get
∂u
∂t
= D∇2u− µu+ δ(x)K(u¯), in R2, (3)
where K(u¯) = −πr2 kmaxu¯kn+u¯ , kmax = kpRT , kn =
koff+kp
kon
. This expression K(u¯) represents the well-known Michaelis–Menten
kinetics (cf. [3]).
Eq. (3) is unique not only because the source term is modeled by a Dirac delta function, but also the delta function
depends on the solution itself. The purpose of this work is to analyze the solution existence of (3) in the free space R2 and
its singularity around x = 0.
2. Main results
Theorem 2.1. If D, µ, u0, kmax, kn are positive constants, then the locally integrable function
u(x, t) = u0e−µt − r
2
4
 t
0
kmaxu¯(τ )
kn + u¯(τ )
1
D(t − τ) e
−µ(t−τ) exp

− |x|
2
4D(t − τ)

dτ (4)
is the unique solution of (3) with the initial value u(x, 0) = u0, which is analytic in R2 \ {0} for any t > 0. Its mean value in the
disc Br , u¯(t), is a positive function satisfying
u¯(t) = u0e−µt −
 t
0
kmaxu¯(τ )
kn + u¯(τ ) e
−µ(t−τ)

1− exp

− r
2
4D(t − τ)

dτ . (5)
Furthermore, u¯ is bounded above by u0e−µt and below by the solution v(t) of the problem
v′(t) = −µv(t)− kmaxv(t)
kn + v(t) , v(0) = u0. (6)
Proof. Consider the following ODE problem
h(t) = h0e−µt −
 t
0
kmaxh(τ )
kn + h(τ ) e
−µ(t−τ)

1− exp

− r
2
4D(t − τ)

dτ , t > 0, (7)
where 0 < h0 ≤ u0.
First let us prove the local existence. Define
(F g)(t) = −
 t
0
kmax[h0e−µτ + g(τ )]
kn + h0e−µτ + g(τ ) e
−µ(t−τ)

1− exp

− r
2
4D(t − τ)

dτ ,
where
g(t) ∈ Xt0 = {g(t) ∈ C([0, t0)) | −e−µth0 ≤ g(t) ≤ 0}.
It is routine to check that, when t0 is small enough, F : Xt0 −→ Xt0 . Moreover, direct computation yields that for gi(t) ∈
Xt0 , i = 1, 2,
|(F g1)(t)− (F g2)(t)|
=
 t
0
kmaxkn[g1(τ )− g2(τ )]
(kn + h0e−µτ + g1(τ ))(kn + h0e−µτ + g2(τ )) e
−µ(t−τ)

1− exp

− r
2
4D(t − τ)

dτ
 ,
thus
∥F g1 − F g2∥L∞ ≤ kmaxkn t0∥g1 − g2∥L∞ .
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Therefore, when t0 is small,F : Xt0 −→ Xt0 is a contraction mapping. According to the contraction mapping theorem, there
exists a unique fixed point g(t) ∈ Xt0 of the mapping F , i.e., F g = g .
Setting h(t) = h0e−µt + g(t), it is easy to see that h(t) solves
h(t) = h0e−µt −
 t
0
kmaxh(τ )
kn + h(τ ) e
−µ(t−τ)

1− exp

− r
2
4D(t − τ)

dτ , 0 < t < t0,
and 0 ≤ h(t) ≤ h0 for 0 < t < t0.
In particular, we have the local existence of the nonnegative solution, denoted by h(t), to the problem (7). Obviously,
based on the previous arguments, we can always extend the interval where h(t) exists as long as h(t) is positive.
Now let (0, T ) denote the maximal time interval for which h(t) > 0. Suppose that T <∞. Notice that
h′(t) = −µh(t)− kmaxh(t)
kn + h(t) +
 t
0
kmaxh(τ )
kn + h(τ )
r2
4D(t − τ)2 e
−µ(t−τ) exp

− r
2
4D(t − τ)

dτ
≥ −µh(t)− kmaxh(t)
kn + h(t) ≥ −

µ+ kmax
kn

h(t).
It is easy to derive that
h(t) ≥ e−

µ+ kmaxkn

th0.
This implies that the solution can be extended further at t = T . This is a contraction. Hence T = ∞. Therefore, the problem
(7) has a unique positive solution h(t), t > 0.
Next, instead of the problem (3), consider
∂u
∂t
= D∇2u− µu+ δ(x)K(h(t)) x ∈ R2, t > 0
u(x, 0) = u0 x ∈ R2,
(8)
where h(t) is the positive solution to the problem (7) with h0 = u0. Our aim is to find solutions of (8) in locally
integrable function space. Note that locally integrable functions are tempered distributions, and the Fourier transform is
an isomorphism of tempered distribution space to itself.
Denote the two-dimensional Fourier transform as uˆ(ξ , t) = R2 u(x, t)e−ixξdx, and the inverse Fourier transform as
u(x, t) = 1
(2π)2

R2 uˆ(ξ, t)e
ixξdξ, where ξ = (ξ1, ξ2), xξ = x1ξ1 + x2ξ2. The Fourier transform of Eq. (8) is
∂ uˆ
∂t
= −(Dξ2 + µ)uˆ+ K(h),
where ξ2 = ξ 21 + ξ 22 . The solution of this ordinary differential equation is
uˆ(ξ, t) =
 t
0
K(h(τ ))e−D(t−τ)ξ
2
e−µ(t−τ)dτ + e−Dtξ2e−µt uˆ(ξ, 0).
The solution u(x, t) is recovered by the inverse transform,
u(x, t) = 1
(2π)2
 t
0

R2
K(h(τ ))e−D(t−τ)ξ
2+ixξe−µ(t−τ)dξdτ + 1
(2π)2

R2
uˆ(ξ , 0)e−Dtξ
2+ixξe−µtdξ . (9)
Because
R2
e−D(t−τ)ξ
2+ixξdξ = e− x
2
4D(t−τ)

R2
e−D(t−τ)

ξ−i x2D(t−τ)
2
dξ = π
D(t − τ) e
− x24D(t−τ) ,
Eq. (9) reduces to
u(x, t) = 1
4π
 t
0
K(h(τ ))
D(t − τ) e
− x24D(t−τ) e−µ(t−τ)dτ + 1
(2π)2

R2
uˆ(ξ , 0)e−Dtξ
2+ixξe−µtdξ .
Replacing K by its definition and using the fact that 1ˆ = (2π)2δ(ξ) give rise to
u(x, t) = u0e−µt − r
2
4
 t
0
kmaxh(τ )
kn + h(τ )
1
D(t − τ) exp

− |x|
2
4D(t − τ)

e−µ(t−τ)dτ . (10)
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According to (10), direct computation implies that
u¯(t) = u0e−µt − 14π

Br
 t
0
1
D(t − τ) exp

− |x|
2
4D(t − τ)

kmaxh(τ )
kn + h(τ ) e
−µ(t−τ)dτdx
= u0e−µt −
 t
0
kmaxh(τ )
kn + h(τ )
 r
0
exp

− y
2
4D(t − τ)

1
4D(t − τ)2ydye
−µ(t−τ)dτ
= u0e−µt −
 t
0
kmaxh(τ )
kn + h(τ )

− exp

− y
2
4D(t − τ)
r
y=0

e−µ(t−τ)dτ
= u0e−µt −
 t
0
kmaxh(τ )
kn + h(τ )

1− exp

− r
2
4D(t − τ)

e−µ(t−τ)dτ , (11)
which, together with (7), immediately gives that u¯(t) = h(t), t > 0.
Consequently, u(x, t) given in (4) is the unique solution of (3) with the initial value u(x, 0) ≡ u0 and u¯(t) is a positive
function satisfying (5). Similar to the computation in (11), we have that u(x, t) is locally integrable. Furthermore, it is
standard to verify that for t > 0, u(x, t) is analytic in R2 \ {0}.
At the end, obviously, 0 < u¯(t) ≤ u0e−µt . Furthermore, same as h(t), u¯(t) satisfies
u¯′(t) = −µu¯(t)− kmaxu¯(t)
kn + u¯(t) +
 t
0
kmaxu¯(τ )
kn + u¯(τ )
r2
4D(t − τ)2 e
−µ(t−τ) exp

− r
2
4D(t − τ)

dτ .
Since u¯ is positive, clearly
u¯′(t) ≥ −µu¯(t)− kmaxu¯(t)
kn + u¯(t) .
Hence u¯(t) ≥ v(t), where v(t) is the solution to (6). 
It can be easily told that u(x, t) is an increasing function of |x|. Therefore, if |x| ≥ r , then u(x, t) > u¯. Because u¯ is always
positive, we have the following corollary.
Corollary 2.2. When |x| ≥ r, u(x, t) > 0.
Theorem 2.3. For any t > 0, u(x, t) = O(log |x|) when x is close to 0.
Proof. For convenience, denote U(ρ, t) = u(x, t)where ρ = |x|. From (4), we have
Uρ(ρ, t) = r
2
4
2
Dρ
 t
0
kmaxu¯(τ )
kn + u¯(τ ) e
−µ(t−τ) ρ
2
4D(t − τ)2 exp

− ρ
2
4D(t − τ)

dτ
= − 1
ρ
r2
2D
kmaxu¯(ξ)
kn + u¯(ξ) e
−µ(t−ξ)
 t
0
∂
∂τ
exp

− ρ
2
4D(t − τ)

dτ
= 1
ρ
r2
2D
kmaxu¯(ξ)
kn + u¯(ξ) e
−µ(t−ξ) exp

− ρ
2
4Dt

,
where 0 ≤ ξ ≤ t . This implies that
C1(t)
1
ρ
≤ Uρ(ρ, t) ≤ C2(t) 1
ρ
,
where Ci(t) > 0, i = 1, 2. Thus we derive that
C1(t) ln ρ ≤ U(ρ, t)− U(1, t) ≤ C2(t) ln ρ. (12)
Moreover, by (4), it is easy to check that when |x| = 1,
u0e−µt ≥ u(x, t) = u0e−µt − r
2
4
 t
0
kmaxu¯(τ )
kn + u¯(τ ) e
−µ(t−τ) 1
D(t − τ) exp

− 1
4D(t − τ)

dτ
≥ u0e−µt − r
2
4
kmaxu0
kn + u0
 t
0
1
Dτ
exp

− 1
4Dτ

dτ , C(t),
which, together with (12), yields that
C(t)+ C1(t) ln ρ ≤ U(ρ, t) ≤ u0e−µt + C2(t) ln ρ.
The conclusion follows easily. 
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Fig. 1. (a) Mean value in the blood vessel, u¯(t). (b) u(x, t) at t = 1 h. Other parameters: u0 = 3.33 × 10−3 µM, kmax = 0.005 µM/h, kn =
8.85× 10−4 µM, r = 10 µm, and µ = 0.04/h. In the numerical scheme, 10001 uniform time points are used to discretize the time interval [0, 1 h].
Source: All these parameters are taken from [2] for Vascular Endothelial Growth Factor (VEGF).
To better understand the solution behavior, the second order implicit trapezoidal scheme is employed to solve the
integral equation (5), where the solutions of u¯ and u(x, t)with different diffusion constants are plotted in Fig. 1. As shown in
Fig. 1(a), themean value u¯ in the blood vessel decreases over time because the reaction in the blood vessel induces a net loss
of the growth factor.With the decrease of the diffusion constantD, the transport of the growth factor from the far field to the
vessel by diffusion is slowed down. Therefore, the solution u¯ decreases faster with the smaller diffusion constants (Fig. 1(a)).
According to Theorem 2.3, the concentration u is negative near the origin, which is captured in thewindow of Fig. 1(b) when
the diffusion constant is small. This is because, when the diffusion constant is small, the growth factor compensation from
the diffusion process is less, which makes it easier to capture the negative region.
The prediction of a negative concentration near the origin is purely due to the modeling approach: the chemical reaction
on the blood vessel cross-section of a finite area is modeled as a Dirac delta function supported on a zero-thickness point.
Therefore, the reaction rate at the origin is negative infinity, which results in the negative local value. Fortunately, only the
mean value in the vessel, which is proved positive in Theorem 2.1, is used in the growth factor biochemical reactions in
Eq. (2).
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