Abstract. Let µ be a signed Radon measure in the Kato class and define a Schrödinger type operator
Introduction
Let (E (α) , D(E (α) )) , 0 < α ≤ 2, be the Dirichlet form generated by a symmetric α-stable process and µ a signed Radon measure in the Kato class. Denote by H λµ a Schrödinger type operator 
where σ(H λµ ) is the spectrum of H λµ andũ is a quasi-continuous version of u. When α = 2, the symmetric α-stable process is nothing but a Brownian motion and (E (α) , D(E (α) )) is the classical Dirichlet integral. In this paper, we consider the differentiability of the function C(λ).
When α = 2 and the potential µ is a function in a certain Kato class, Arendt and Batty [3] proved that the spectral function is differentiable at λ = 0 and its derivative equals zero ([3, Corollary 2.10]). Using a large deviation for additive functionals of the Brownian motion, Wu [33] obtained a necessary and sufficient condition for the spectral function being differentiable at λ = 0. In [30] and [31] we extended Wu's result to measures in the Kato class. Furthermore, we showed that if d ≤ 4 and the measure µ belongs to K ∞ d,2 , the spectral function is differentiable on R 1 . Here the class K ∞ d,2 is the set of Green-tight measures introduced in Zhao [35] . The notion of Green-tightness was extended by Chen [7] for a large class of Markov processes including the symmetric α-stable process. Denote by K ∞ d,α the set of Green-tight measures corresponding to the symmetric α-stable process (see Definition 2.1 (III) below). Then a main objective of this paper is to extend the results in [30] and [31] to the symmetric α-stable process. In particular, the main theorem is the following. To prove the differentiability of the spectral function at λ = 0, one of authors used in [30] a well-known property of the Brownian motion; if d ≤ 2, the Brownian motion is a Harris recurrent process with infinite invariant measure, the Lebesgue measure. However, since the symmetric α-stable process is transient for α < d, the arguments in [30] cannot be used immediately for the proof of Theorem 1.1. Thus to overcome this, we prepare criticality theory for the Schrödinger type operator Using these facts, we find that if α < d ≤ 2α, the h-transformed process generated by the Markov semigroup
is a Harris recurrent Markov process with infinite invariant measure h 2 dx. Consequently, the arguments in [30] still work for α < d ≤ 2α. This is a key idea of the proof of Theorem 1.1.
The criticality of Schrödinger type operators has been studied by many people (M. Murata, Y. Pinchover, R. Pinsky,...). The equation (1.1) was shown by Murata [16] [26] ), and the differentiability of logarithmic moment generating functions plays a crucial role in the Gärtner-Ellis Theorem (see [11] ). When α = 2 (the Brownian case), C(λ) is indeed the logarithmic moment generating function (see [26] ). Thus using Theorem 1.1, we can prove the large deviation principle for additive functional A µ t associated with µ = µ (4.19) ).
In the proof of Theorem 1.1, a functional inequality due to Oshima [17] plays an important role. Oshima's inequality has been derived for a general Dirichlet form generated by symmetric Harris recurrent Markov processes (this is the reason why we need Harris's recurrence). In Section 5, we extend Oshima's inequality to critical Schrödinger forms through h-transform (Theorem 5.3). In Section 6, we prove the main theorem. 
Preliminaries
For a measure µ, the 0-potential of µ is defined by
G(x, y)µ(dy).
Let P t be the semigroup of M α ,
where D denotes the classical Dirichlet integral and 
where u is a quasi-continuous version of u ([12, Theorem 2. 
By the Feynman-Kac formula, the semigroup P µ t is written as (2.5)
The spectral function C(λ) is defined by the bottom of the spectrum of H λµ : for
Lemma 2.2.
The following statements are equivalent:
Proof. Assume (i). Then there exists a ϕ
Hence we see that
we have
However, the converse does not hold in general. In fact, let α = 2 and µ = −σ R , the surface measure of the sphere ∂B(R).
2 , the first infimum is equal to zero, while the second one is greater than 1 ( [29] ).
Remark 2.5. From now on, we suppose that µ − is non-trivial, µ − ≡ 0, and consider the differentiability of C(λ) at λ = λ + . The proof for other cases is precisely the same. We know from [30, Lemma 4.2] that λ + > 0.
Proof of Lemma 2.4. Let
It then holds that
and consequently, there exists a function
First we find that F (0) > 0 (F (0) is the bottom of the spectrum of the time changed process of M α by the additive functional A
is compact by Theorem 3.4 below, there exists the function u 0 in D e (E (α) ) that attains the infimum of (2.9). If
is a concave function by the definition and dominated by the function G(λ)
, where f is a function satisfying (2.8).
These properties of F show that there exists a unique λ 0 > 0 such that F (λ 0 ) = λ 0 . We see from Lemma 2.2 that λ 0 = λ + and thus F (λ + )/λ + = 1, which leads us to the lemma.
The operator H µ is said to be subcritical, if H µ possesses the minimal positive
It was shown in [32] that the following condition is a necessary and sufficient one for a operator H µ being subcritical:
Lemma 2.4 proves that operators H
In this section, we prove that for µ ∈ K
, and there exists a constant C depending only on ϕ such that
By Hölder's inequality, the first term (I) is dominated by
and divide (III) as a sum of two terms (3.2)
The second term of (3.2) is bounded by
Hence (III)
2/p is bounded by C u (u, u) . Since the second term (II) is also bounded by C ϕ
) and the inequality (3.1) holds. This can be extended to u ∈ D e (E (α) ).
Now we provide known facts on measures in the Kato class. Let G β (x, y) be the β-resolvent kernel of M α .
Theorem 3.2 ([25]). Let
where
It is known from [1] (see also [34] ) that µ ∈ K d,α if and only if
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Therefore the equation (3.3) shows that for any > 0 there exists M ( ) such that
Hence the equation (3.5) says that for µ ∈ K
) is a Hilbert space with inner product E (α) .
Proof. The proof of this lemma is just the argument in [14, Theorem 8.6] . First note that the semigroup P t of M α can be uniquely extended to a linear operator on D e (E (α) ) and that
(see [12, Lemma 1.5.4]). We then have
By the Sobolev inequality, u n is a bounded sequence in L p (m), 1/p = 1/2 − α/2d and thus there exists an L p (m)-weakly convergent subsequence. Using the BanachSaks Theorem, as in the proof of [12, Lemma 3.2.2], we can show that the entire sequence u n converges to u weakly in L p (m). Using the Sobolev inequality again, we see that the integral kernel p t (x, y) of P t is bounded. Consequently, p t (x, ·) ∈ L q (m) (1/q+1/p = 1), P t u n ∞ is bounded in n, and P t u n converges to P t u m-a.e. Hence, by the dominated convergence theorem the last term of (3.8) converges to zero as n → ∞. This lemma follows by letting n → ∞ and t → 0 in (3.8).
For a measure µ, let us denote
Proof. First note that the embedding of
The second term of the right hand side converges to 0 as n → ∞ by (3.9), and Lemma 3.1 proves
Hence the sequence {u n } is L 2 (µ R )-convergent to u because is arbitrary. Moreover, since by Theorem 3.2,
we have lim sup
By the definition of K ∞ d,α the right hand side converges to 0 as R → ∞, which proves that {u n } is an L 2 (µ)-convergent sequence to u.
Construction of ground states
We define an H µ -harmonic function probabilistically.
Definition 4.1. A bounded finely continuous function
Moreover, we see from (3.6) and Jensen's inequality that (4.2) inf 
x, y)h(y), t > 0, x, y ∈ {0 < h < ∞},
and denote by P h t the associated semigroup,
Then p h (t, x, y) becomes a transition probability density because
We call the process generated by p h Doob's h-transformed process.
Lemma 4.2. A positive H
Here τ n is the first exit time from B(n). It follows from the Markov property that
Hence we have
Assume that H µ is subcritical or critical and let h be a positive 
Moreover, in the second definition of D e (E µ ), the condition for {u n } being an E µ -Cauchy sequence can be replaced by 
Lemma 4.3. For a non-negative function
which proves the lemma.
Noting that ν is gaugeable, we set h 0 (x) = E x [e 
Thus Theorem 1.5.4 in [12] says that ϕ/h 0 belongs to D e (E ν,h 0 ), and for any f ∈ D e (E ν )
Noting that the left hand side above equals E ν (G ν ϕ, f ), we have
Lemma 4.4. For any non-negative function
We now construct an H
is compact, there exists a function u 0 ∈ D e (E (α) ) such that u 0 attains the infimum: 
, and the right hand side is dominated by
by Theorem 3.2.
The function u 0 is also characterized by the equation:
Hence we see from Lemma 4.5 that
and so
Now we set
and prove that the function h is a bound continuous H λ + µ -harmonic function. We remark that h is equal to u 0 q.e. and is strictly positive because G
Lemma 4.6. The function h is finely continuous.
Proof. By the Markov property,
Since the first term of right hand side is right continuous because of the right continuity of F s , we see that h is finely continuous by [12, Theorem A.2.7] . 
The next theorem was first obtained by Murata [16, Theorem 2.2] when α = 2. Using a probabilistic argument, we extend the theorem to symmetric α-stable processes.
Proof. Note that h satisfies (4.7) and for any non-negative
By Lemma 4.3 and Lemma 4.4, we obtain, by letting β to 0
and thus
by the same argument as in Lemma 4.6, in the above equation "m-a.e. x" can be replaced by "any x".
Lemma 4.9. The function h is bounded.
Proof. Since h is finely continuous, we can find a compact set
The right hand side of the above inequality is bounded because h(y)
Lemma 4.10. The function h is
. Then we showed in the proof of Lemma 4.4 that
Hence by Ito's formula
which implies that
We see from Lemma 4.10 that the h-transformed semigroup P Proof. We follow the argument in [19, Theorem 3.4] . Let h, h be finely continuous P
we have [12, Problem 4.6.3] , where B(y, n ) = {z : |z − y| < n }. Denote σ n = σ B(y, n ) . Replacing t by σ n , we have
Noting that the left hand side of (4.12) converges to h h (y) as n → ∞, we obtain by Fatou's lemma that
Since x and y are arbitrary, h /h must be a constant function.
Proposition 4.12. The function h is an H
Proof. We first note that if the equation ( 
On account of the optional stopping theorem, we have (4.14)
where D is a bounded domain of R d . We claim that (4.15) inf
where E 
Noting that
on account of the quasi-left continuity of M α .
Lemma 4.13. The function h satisfies
By the Markov property the right hand side equals
which implies (4.18).
By the same argument as in [4, Proposition 6 .1], we see that the right hand side of (4.18) is continuous on D. Hence we have 
and so by the inequality (4.5),
G(x, y)w(y)dy.
The Harnack inequality to {G(x, ·)} {x∈B(R) c } says that for any x ∈ B(R) c and y ∈ supp [w] cG(x, y) ≤ G(x, 0) ≤ CG(x, y).
Therefore we see that
We call H 
An extension of Oshima's inequality
In this section, we prove a functional inequality for critical Schrödinger forms. This inequality is regarded as a version of Oshima's inequality and plays a crucial role for the proof of the differentiability of C(λ). 
and thus the function,
is lower semi-continuous. Note that P λ + µ,h t is recurrent, in particular, conservative. Then
and thus the function
is lower and upper semi-continuous. is Harris recurrent.
Proposition 5.2. The h-transformed process
Proof. By Proposition 5.2, we can apply Oshima's inequality in [17] to the Dirichlet
Substituting v/h for u in (5.4) together with the equality
we obtain the equality (5.3).
Differentiability of spectral function
Before proving the differentiability of spectral function, we prepare a lemma relevant to general regular Dirichlet forms. Proof. Let g be a non-negative continuous function with compact support and define Hence it is enough to prove the differentiability of C(λ) at λ = λ + . Furthermore, since C(λ) is convex by the definition, we have only to prove the existence of a sequence {λ n } such that dC(λ n )/dλ ↓ 0 as λ n ↓ λ + . By [13, p.405 , Chapter VII (4.44)], we see
where u λ is the L 2 -normalized eigenfunction corresponding to the eigenvalue −C(λ), that is,
Neglecting the positive part µ + of µ in the (6.3), we have
Furthermore, it follows from (3.5) that the right hand side above is dominated by
Let {λ n } be a sequence with lim n→∞ λ n ↓ λ + . Substituting λ n for λ in the equation above and taking > 0 so small that λ n < 1, we have 
we may assume that L(u λ n /h) converges to a certain constant C by taking a subsequence of {λ n } if necessary. In addition, since (5.3) says
we may assume that u λ n → Ch m-a.e. Now recall that H Notice that E λ + µ,h -q.e. is equivalent to E (α) -q.e. Then combing (6.6) and (6.8) with Lemma 6.1, we may assume that u λ n converges to 0 q.e.
Since u λ n is the eigenfunction corresponding to C(λ n ),
