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Abstract
The shadow independent set (SIS) problem being a new NP-complete problem in algorithmic graph theory was introduced in [J.
Franco, J. Goldsmith, J. Schlipf, E. Speckenmeyer, R.P. Swaminathan, An algorithm for the class of pure implicational formulas,
Discrete Appl. Math. 96 (1999) 89–106.]. It considers a forest F of k ∈ N (rooted) trees and n ∈ N vertices. Further, a function 
is given mapping the set of all leaves into the set of all vertices of F. Deﬁning the shadow of a leaf  as the subtree rooted at ()
SIS asks for the existence of a set S of leaves exactly one from each tree such that no leaf of S is contained in the shadow of any leaf
in S. In [J. Franco, J. Goldsmith, J. Schlipf, E. Speckenmeyer, R.P. Swaminathan, An algorithm for the class of pure implicational
formulas, Discrete Appl. Math. 96 (1999) 89–106.] the ﬁxed parameter tractability (FPT) of SIS has been shown by obtaining
O(n2kk) as an upper bound for its computational complexity. Recently, a new FPT bound O(n33k) for SIS was found in [P. Heusch,
S. Porschen, E. Speckenmeyer, Improving a ﬁxed parameter tractability time bound for the shadow problem, J. Comput. System
Sci. 67 (2003) 772–788.] by dynamic programming techniques. In the present paper FPT is investigated for several generalizations
of SIS. First,  is replaced by a binary relation  assigning an arbitrary number of vertices to each leaf. Substituting F by a set
of directed acyclic graphs yields a second (structural) generalization. We prove FPT bounds for these problems by generalizing
the techniques in [P. Heusch, S. Porschen, E. Speckenmeyer, Improving a ﬁxed parameter tractability time bound for the shadow
problem, J. Comput. System Sci. 67 (2003) 772–788.], which cannot be achieved adapting the results in [J. Franco, J. Goldsmith, J.
Schlipf, E. Speckenmeyer, R.P. Swaminathan, An algorithm for the class of pure implicational formulas, Discrete Appl. Math. 96
(1999) 89–106.].
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and motivation
Originally, the shadow independent set (SIS) problem appeared in [2] as an equivalent graph formulation of a propo-
sitional logic problem. Namely, test the falsiﬁability of pure implicational Boolean formulas over n ∈ N propositional
variables each occurring at most twice and containing k ∈ N times the Boolean constant false. This problem (for short
FALS) was shown to be NP-complete in [3,4] where for its computational complexity the upper bound O(nk) was
obtained. From the transformation of FALS to the graph problem SIS by Franco et al. in [2] it follows that also SIS is
an NP-complete problem. Roughly speaking, SIS gets as input a pair consisting of a forest F and a “shadow function”
mapping leaves of the forest to tree vertices. The shadow caused by a leaf is deﬁned to be the subtree rooted at its image
vertex. By deﬁnition, all leaves contained in the shadow are said to be dependent by the leaf causing it. The objective is
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to decide for the existence of a set S of |F | leaves mutually shadow independent so that every tree contributes exactly
one leaf to S. The parameter k in FALS appears in SIS as the number k of trees in the input forest; the size n of an SIS
instance is given by the number of all vertices in F. Besides NP-completeness, the authors of [2] even were able to
show the ﬁxed parameter tractability (FPT) (cf. [1]) of SIS (and therefore of FALS) with respect to the parameter k.
Indeed, they provided an algorithm of upper time bound O(n2kk) which for ﬁxed k is polynomial, namely quadratic,
in the problem size n.
The present paper deals with several generalizations of SIS emphasizing the (algorithmic) graph theoretic point
of view ignoring the connections to propositional logic. A ﬁrst natural generalization is obtained when the shadow
function is replaced by a shadow relation. Second, we consider a family of directed acyclic graphs instead of the
forest and also combine both features yielding a third variant. We basically aim at proving the membership of these
problems to the FPT class for the parameter k. The main motivation for studying non-trivial generalizations of SIS
in a pure graph theoretic context stems from the wish to get more insight into ﬁxed parameter tractable problems
in principle. On the other hand, generalizing the input graph class to more general directed graphs (instead of trees)
might help for instance to model trafﬁc net problems with dependency constraints. Suppose for example that each of
the members in F represents a local trafﬁc net (lets say in a particular town) which ﬁrst are independent from each
other and so that leaves correspond to stations in the net. Connections between these trafﬁc nets could be dependent
in the sense that starting at station  in town T rules out several stations in (some) other towns because of time
dependencies. Such constraints and dependencies could be modelled by an appropriate shadow function or relation
and it amounts to solving the generalized SIS problem when one is asked for a tour through all towns respecting time
dependencies posed from various stations. Finally, we believe that the problems discussed have some attractiveness by
their own.
From the methodological point of view it turns out that FPT algorithms for the SIS variants investigated in this
paper cannot be achieved using the results in [2]. Instead, we are able to prove FPT bounds for these problems by
appropriately modifying the methods in [5].
In the remainder of this section let us ﬁx some notation and terminology concerning the setup of problem SIS. (Input
null graphs, i.e., graphs with empty vertex sets, are excluded from following considerations.) Let F = {T1, . . . , Tk} be
a forest of k ∈ N (rooted) trees. For Ti ∈ F , let Vi be its vertex set, and Li be the set of its leaves for i ∈ [k]. Here as
usual we set [k] := {1, . . . , k} for an integer k ∈ N. By V = V (F) =⋃i∈[k] Vi, n := |V | ∈ N, denote the set of all
vertices in F and let L = L(F) =⋃i∈[k] Li be the set of all its leaves. Furthermore, let  : L → V be a function such
that (1) no leaf is mapped to a vertex of its own tree, and (2) no leaf is mapped to a root in F. A transversal set (of
leaves) is deﬁned to be a set S ⊆ L containing exactly one leaf from each tree in F.
Deﬁnition 1. (1) The shadow of a leaf  ∈ L, denoted as s, is the subtree rooted at (). For a vertex x ∈ V , we also
speak of the shadow rooted at x denoted as sx ; this corresponds to s for every  ∈ −1(x) if x ∈ (L) and sx is deﬁned
to be the empty set otherwise.
(2) A transversal set S of leaves, such that no leaf of S is contained in the shadow of any other leaf in S is a SIS.
(3) The SIS problem is to decide the existence of a SIS in an input instance (F, ).
Remark 2. (1) Conditions (1) and (2) on  (stemming from the transformation of FALS to SIS) shall rule out certain
trivialities from the algorithmic point of view. By deﬁnition, no two leaves of the same tree can occur in a SIS.
Hence, dropping condition (1) would simply require a pre-processing step for excluding locally in each ﬁxed tree all
leaves contained in their own shadows. Similarly, dropping condition (2) on  could be overcome by another simple
pre-processing for excluding all leaves that are mapped to roots, since such leaves cannot join any SIS.
(2) The original formulation of SIS as treated in [2,5] differs slightly from that in the present deﬁnition. In the earlier
version  is allowed to be a partial map and therefore the set of instances considered here is more restricted. However,
by introducing “dummy pointers” causing “empty” shadows a partially deﬁned  could always be completed to a total
function. On the other hand, from the point of view of worst case complexity in any case one has to assume that each
leaf is mapped to a vertex by . So this is an aspect of minor relevance. Those points of our sequel discussion needing
this slight generalization regarding the domain of  will be mentioned explicitly.
Let us brieﬂy recall the FPT result obtained in [2]. For a subforest U ⊆ F let L(U) (V (U)) denote the set of leaves
(vertices) in all trees contained in U . Restricting  to U deﬁnes the subproblem (U, |U) for which the notions of
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Fig. 1. A shadow pattern over F (left); deleting the hatched arc creates a root directed tree (right).
transversal set and SIS are deﬁned analogously. Considering each tree Ti ∈ F, i ∈ [k], as one (super-)vertex a useful
concept arises [2,5]:
Deﬁnition 3. For (F, ), let U ⊆ F be a subforest (|U |2) and S ⊂ L(U) be a transversal set of leaves. A shadow
pattern in (U, |U) (induced by S) is the map  : U → U deﬁned by (Ti) := Tj if and only if i ∈ Li ∩ S and
(i) ∈ Vj , Ti, Tj ∈ U .
Observe that  is well deﬁned on U only if () ∈ V (U) for each leaf  in the transversal set S over U (which
always is the case for a shadow pattern in the complete instance (F, )). There can be several different transversal sets
in U each inducing the same shadow pattern . A natural way to deal with a shadow pattern  over U is to view it
as a directed graph with vertex set U. Notice that a shadow pattern contains exactly one directed cycle because each
vertex of it contributes exactly one out-going arc. An example for a shadow pattern is shown in Fig. 1 (left), where
the cycle consists of the trees {T1, . . . , T5} and Ti is connected to a further subforest Fi for 2 i5. Eliminating any
but only one arc from its cycle a shadow pattern degenerates to a root directed tree. This is shown in the right part of
Fig. 1 where such an arc is marked by a hatched arrow. A shadow pattern  with vertex set U for U ⊆ F, |U |2,
is not necessarily weakly connected, i.e., viewed as an undirected graph it can have more than one component. Let
Sj (U) denote the set of all shadow patterns  consisting of exactly j ∈ N (weakly) connected components. Since
each component of a shadow pattern must contain at least two trees a shadow pattern with u vertices can have at
most u/2 components. Therefore, deﬁning for every subforest U ⊆ F the set I (U) := {1, . . . , |U |/2} we have
that Sj (U) can be non-empty only for j ∈ I (U). The following lemma [2] is the key to the FPT result in [2]
(n = |V (F)|):
Lemma 4 (Franco et al. [2]). Deciding whether there exists a SIS inducing a given shadow pattern  in (F, ) can
be done in time O(n2).
Remark 5. (1) The algorithm proving Lemma 4 treats all transversal sets inducing simultaneously. More precisely,
it tests whether a certain condition is satisﬁed under which there exists no SIS inducing .
(2) Particularly, the procedure rests on the fact that two shadows either are disjoint or one is contained in the other,
cf. Fig. 2.
There are (k−1)k different maps [k] → [k] without ﬁxed points each of which can deﬁne a shadow pattern in (F, )
testable in time O(n2):
Proposition 6 (Franco et al. [2]). SIS for input (F, ) is ﬁxed parameter tractable with computational complexity
O(n2kk).
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Fig. 2. Possible (left) and impossible (right) shadow relations in a tree Ti ∈ F .
2. A dynamic programming approach for SIS
The sequel considerations are based on the techniques for solving SIS in [5]. Therefore it may be convenient to
recall these methods to make the present paper more self-contained. The computation consists of two subsequent
phases each of which is carried out by dynamic programming. Phase one taking into account structural proper-
ties of shadow patterns decides for each subforest U ⊆ F, |U |2, whether there is a SIS inducing a (weakly)
connected shadow pattern on U. If for U = F such a SIS is found to exist we are done. Otherwise, phase two
is entered looking whether a shadow pattern of more than one component can be found exploiting the results of
phase one.
In some more detail, phase one deals with so-called shadow pattern parts that are speciﬁc not necessarily proper, but
(weakly) connected subgraphs of a shadow pattern. Starting with the single trees T ∈ F , as the induction base, phase
one then iteratively searches for SISs in larger subforests U. For that it is tested whether a (connected) shadow pattern
part over the subforest at hand U exists that can be composed out of two smaller shadow pattern parts over W resp. W ′
already found to be induced by (partial) SISs and so that U = W ∪ W ′, disjointly. However, one has to take attention
that such a composition can take place without violating the partial SISs in W resp. W ′. Such a violation happens if
the pattern part over W is connected to that over W ′ by an arc from a leaf  in W to a vertex () in W ′ so that the
corresponding shadow disturbs the independency of the partial SIS in W ′.
The key observations making this approach possible are the following (for proofs the reader is referred to [5]). First,
it really sufﬁces to consider only shadow pattern part compositions out of two smaller connected parts. Second, due
its connectedness, a shadow pattern part can be either a root directed tree (arising when a cycle arc is deleted from a
complete shadow pattern) or a smaller shadow pattern (arising when an arc from outside the cycle of a shadow pattern
is deleted). Relying on this, it turns out (cf. [5]) that also the relevant ways by which two given shadow pattern parts
can be connected to create a larger one are very limited. In fact, it sufﬁces to consider only those pattern parts H1, H2
that are root directed trees with vertex sets U1 and U2, respectively. Then a shadow pattern part H with vertex set
U := U1 ∪ U2 is to be composed of H1 and H2 by one of the following manners: (i) join H1 and H2 through an
arc from the root of H1 to any vertex of H2 (or vice versa) resulting in a tree H. (ii) Introduce one arc from the root
of H1 to a vertex of H2 and one arc from the root of H2 to a vertex of H1 yielding a shadow pattern H ∈ S1(U).
The following predicate is the prior object for exploiting these composition rules in a recursive approach in phase one
of the computation according to [5]. (Let 2U denote the power set of a (ﬁnite) set U and let
(
U
q
)
be the set of its
q-subsets.)
Deﬁnition 7. For (F, ) set Le := L ∪ {eo}, where eo is called empty outgoing shadow. Set Ve := V ∪ {ei}, where
ei is called empty incoming shadow. For a vertex x ∈ V , let T (x) be the tree of F which contains x. Let the function
P : 2F × Le × Ve → {0, 1} be deﬁned by P(U, , x) = 1 (U ∈ 2F ,  ∈ Le, x ∈ Ve) if and only if:
(i) there is a SIS S on U inducing a shadow pattern part on U ,
(ii) T () ∈ U , if  ∈ L, T (x) ∈ U , if x ∈ V ,
(iii) the shadow rooted at x ∈ V ∩ (L) (i.e., particularly x = ei) contains no element of S; and  ∈ L ∩ S (i.e.,
particularly  = eo) is not shadowed by any element of S.
The next lemma states in precise terms the inductive scheme for phase one. For W ⊂ U , the complement set is
denoted by W ′ := U\W ; for single tree subforests set-embraces are omitted.
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Lemma 8 (Heusch et al. [5]). For given (F, ), U ⊆ F : |U |2 we have
C1(U) := P(U, eo, ei) =
∨
W⊂U
∨
,′∈L(U)
P (W, , (′)) ∧ P(W ′, ′, ())
(1) ∀T ∈ F : (i) P(T , , ei) = 1,∀ ∈ L(T ), (ii) P(T , , x) = 1 if and only if  ∈ L(T ), x ∈ V (T ) and  /∈ sx .
(2) (i) ∀U ∈ 2F : |U |2,∀ ∈ L(U):
P(U, , ei) =
∨
T ()/∈W⊂U
∨
′∈L(W):(′)∈V (T ())∧/∈s(′)
P (W, ′, ei) ∧ P(W ′, , ei).
(ii) ∀U ∈ 2F : |U |2,∀ ∈ L(U),∀x ∈ V (T ()) holds P(U, , x) = 1 if and only if P(U, , ei) = 1 and  /∈ sx .
(iii) ∀U ∈ 2F : |U |2,∀ ∈ L(U),∀x ∈ V (U), T (x) = T ():
P(U, , x) =
∨
T ()/∈W⊂U :T (x)∈W
∨
′∈L(T (x))
P (W, ′, x) ∧ P(W ′, , (′)).
Remark 9. For deciding  ∈ sx ( ∈ L, x ∈ V ), a pre-processing step based on depth ﬁrst search has to be carried
out, which can be done in time O(n) [5]. It is only during this pre-processing step in phase one that the tree structure
of the vertices in a shadow pattern is inspected.
Proposition 10 (Heusch et al. [5]). For input (F, ) computing C1(U), U ⊆ F : U |2, based on Lemma 8 has worst
case time complexity O(n33k).
Whenever phase one yields C1(F ) = 0, phase two is entered searching for a SIS in F inducing a SP of more than
one component. For each i ∈ I (F ) let the functions Ci : 2F  U → Ci(U) ∈ {0, 1} be deﬁned by Ci(U) = 1 if and
only if there is a SIS on U inducing  ∈ Si(U). DeﬁningWi−1(U) := {W ⊂ U ; 2 |W | |U | − 2(i − 1)} the key
observation for phase two is:
Lemma 11 (Heusch et al. [5]). There is a SIS in (F, ) if and only if C(F) := ∨i∈I (F ) Ci(F ) = 1. For U ⊆ F :|U |2, 2 i ∈ I (U) we have Ci(U) =∨W∈Wi−1(U) [C1(W) ∧ Ci−1(U\W)].
Algorithm 1 (PHASE II).
Input: C1(U), U ⊆ F, |U |2
Output: C(F) ∈ {0, 1}
Initialization: C(F) := C1(F ), j := 2
while ¬(C(F ) = 1 or j > |I (F )|) do
for all U ⊆ F : |U |2j do
for all W ∈Wj−1(U) do
Cj (U) := C1(W) ∧ Cj−1(U\W)
if Cj−1(U) = 1 then break end if
end do
end do
C(F) := Cj−1(F )
j := j + 1
end do
Proposition 12 (Heusch et al. [5]). Algorithm 1 computes C(F) in time O(k3k).
Combining phases one and two yields an algorithm for SIS (referred to as the SIS algorithm) running in time O(n33k).
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3. The relational shadow independent set (RSIS) problem
It may be interesting to ask in which way the computational complexity of the SIS problem increases assigning more
than one arc to each leaf. This leads to a relational version of SIS which is discussed in the sequel. The setup is given
by a pair (F,) where F as above is a forest with |F | = k ∈ N, |V (F)| = n ∈ N. Further,  ⊆ L × V is a left total
relation having the properties: (1) If y is a root of F then (, y) /∈,∀ ∈ L, and (2)  ∩ [Li × Vi] = ∅,∀i ∈ [k].
Observe that these requirements generalize canonically the two conditions posed to a shadow function . We write
() := {x ∈ V ; (, x) ∈ } reﬂecting that  can also be considered as a (total) multivalued map on L. For a subforest
U ⊆ F , let |U denote the restriction of this multivalued map to L(U) being the set of all leaves in U. Denoting the
subtree rooted at a given vertex x ∈ V as (x) we are led to:
Deﬁnition 13. (1) The relational shadow s of a leaf  is the union s =⋃{(x); x ∈ ()}.
(2) A RSIS is a transversal set S of leaves, such that no leaf of S is contained in the relational shadow of any other
leaf in S.
(3) The RSIS problem asks for the existence of a RSIS in an instance (F,).
If |()| = 1 holds for each leaf we recover the usual version of SIS. Another simple example is provided by the
situation where  maps every leaf to exactly two different images at the same time. Then the relational shadow of a
leaf  consists of two shadows in the usual sense. Note that both shadows (x), (y) (x, y ∈ ()) can lie in the same
tree. If, in addition, one of the shadows is contained in the other (x) ⊂ (y) only the larger shadow (y) is relevant.
Obviously, if this condition is satisﬁed by every leaf we obtain again the non-relational version of SIS since in fact
each leaf causes only one shadow, namely the larger one. The following deﬁnition takes into account such situations
by simply collecting all images of one leaf that lie in the same tree.
Deﬁnition 14. For given (F,) and  ∈ L, each pair (, x) ∈  is called an arc of . The set Ai() := () ∩ Vi
(which can be empty) is called the (i-)superarc of , for i ∈ [k].
Only for special relations  each superarc contains at most one arc; this is the case if (∗): |()∩Vi|1 holds for all
i ∈ [k],  ∈ L. The following concept allows us to extract the global behaviour of an arbitrary relation . Essentially,
we take a more abstract view of  so that automatically condition (∗) is satisﬁed. At the same time, the local effects of
 in each tree are hidden.
Deﬁnition 15. For given , let ′ denote the relation assigning to each leaf  ∈ L its non-empty superarcs deﬁned
by , i.e., ′() := {Ai() = ∅; i ∈ [k]}. Set r() := |′()|, and let ′() be ordered according to the order in [k].
Labelling the elements of ′() from 1 to r() we also represent ′() by a sequence (p1(), . . . , pr()()) of pointers
pj () ∈ [k]. By deﬁnition, pj () = i if the jth element of ′() is Ai(), i.e., the superarc of  into Ti, for j ∈ [r()].
Set si := max∈Li r()k − 1 and s := maxi∈[k] sik − 1.
To illustrate these concepts by a simple example, let  be a leaf of the forest F ={T1, . . . , T5} that is assigned by  to
vertices x1, x2, x3 ∈ V1, y1, y2 ∈ V2, and z1, z2, z3 ∈ V5. For the superarcs of  collecting the images of  in every tree
Ti we have then A1()= {x1, x2, x3}, A2()= {y1, y2}, A3()=A4()= ∅, and A5()= {z1, z2, z3}. In ′ taking into
account only the non-empty superarcs of leaves the situation for  looks much simpler: ′()={A1(), A2(), A5()}.
And the pointer sequence of  identiﬁed with ′() reads as (p1(), p2(), p3()) = (1, 2, 5) since we have r() = 3
pointers of  into the trees T1, T2, T5, respectively.
The idea behind introducing ′ is that we aim at treating all superarcs like usual arcs in the algorithms discussed
below. This is possible due to the fact that ′ by construction has always property (∗) stated above. In other words,
instead of (F,) we essentially would like to deal with its counterpart (F,′). Of course, this requires an appropriate
pre-processing performed in advance for providing the information about all shadows that are simultaneously produced
by a given superarc in a given tree.
However, using ′ the difﬁculty still remains that every leaf can point into all trees in F except for that it belongs to.
Therefore, we design in the next section an algorithm each iteration of which takes an SIS view on the prepared RSIS
instance (F,′) derived from (F,).
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The shadow pattern concept turns out to be useful also in the relational context. Viewing again the trees as
(super-)vertices the relational shadow pattern induced by a transversal set S is, roughly speaking, the digraph built by
the non-empty superarcs of the leaves in S:
Deﬁnition 16. For (F,), U ⊆ F : |U |2, let S ⊂ L(U) be a transversal set of leaves, such that () ⊂ L(U),∀ ∈
S. A relational shadow pattern  in (U,|U) (induced by S) is the directed graph with vertex set U , such that
(Ti, Tj ) ∈ U2 is a directed edge in E() if and only if the superarc Aj() = ∅ and  ∈ S ∩ Li for i, j ∈ [k].
Observe that there may be different transversal sets inducing the same relational shadow pattern, and also that a
relational shadow pattern can consist of several (weakly) connected components. Recalling I (U) = {1, . . . , |U |/2}
(U ⊆ F ) let Sj (U) denote the set of all relational shadow patterns having exactly j ∈ I (U) components and let
S(U) =⋃i∈I (U)Si (U) be the set of all relational shadow patterns on U.
Deﬁnition 17. For given (F,), deﬁne for every i ∈ I (F ) the functionRi : 2F  U → Ri(U) ∈ {0, 1} byRi(U)=1 if
and only if there is a RSIS in L(U) inducing a relational shadow pattern ∈Si (U). Set R(F) :=
∨
i∈I (F ) Ri(F ) ∈{0, 1}.
Clearly, R(F) = 1 if and only if there is at least one i ∈ I (F ) with Ri(F ) = 1. So, computing R(F) is the same as
deciding RSIS for input (F,).
4. FPT of RSIS
Addressing the computational complexity of RSIS one ﬁrst observes that the number of all possible relational shadow
patterns in a given instance (F,), k := |F |, is bounded by O((k−1)sk) (for sk−1, cf. Deﬁnition 15). This follows,
since a relational shadow pattern ∈S(F ) can be viewed as a map : F →⋃q s
(
F
q
)
, such that T /∈(T ).
Hence, there are at most
(
k−1
s
)k ∈ O((k − 1)sk) relational shadow patterns.
Notice that a relational shadow pattern contains at most sk shadow patterns in the non-relational sense. Further,
recall that according to Lemma 4 we can test in time O(n2) whether there exists a SIS of leaves inducing a given usual
(meaning non-relational) shadow pattern. Putting together these facts one might be attempted to carry over the result
of Proposition 6 trying to establish an FPT bound for RSIS like O(n2sk(k − 1)sk). But there is no hope for achieving
this. Indeed, recalling the ﬁrst point of Remark 5 the algorithm in [2] unfortunately tests indirectly whether there is
or is not a SIS among all transversal sets inducing a ﬁxed shadow pattern . Now suppose that we have tested a ﬁrst
shadow pattern 1 contained in a ﬁxed relational shadow pattern  with the result that there is a SIS inducing 1.
Assume the same result has been produced for a second shadow pattern 2 in . Because of the indirectness of the
method used, we have no chance to decide then whether both1 and2 are induced by the same SIS S. What we only
know is that there are SISs S1 and S2 inducing 1 and 2 respectively. But by no means S1 must also induce 2 and
vice versa. Hence, taking as basis the algorithm by Franco et al. for deciding RSIS works only in the negative case,
i.e., when there is no RSIS in the given RSIS instance at all.
It turns out that we are able to overcome this obstruction basically by using a modiﬁed, in fact extended, version of
phase one of the SIS algorithm described in Section 2. Hence, the strategy for constructively proving FPT of RSIS is
as follows. In a ﬁrst step, all necessary values R1(U), U ⊆ F , are calculated by iterating the extended version of phase
one. In a second step, the unchanged phase two of the SIS algorithm evaluates R(F) by the values of R1.
4.1. Preliminaries and pre-processing steps
Let (F,) be an instance of RSIS with n := |V (F)|, d := |L(F)|, and k := |F |. Label in any way the vertices
in Vi from 1 to |Vi| and the leaves in Li from 1 to |Li| for every i ∈ [k]. Together with the natural order in F this
yields a labelling of V from 1 to n and of L from 1 to d such that especially the elements of each tree are indexed
consecutively in L, respectively, V. These steps can be carried out in time O(n). Computing and ordering the superarcs
in () according to the order in [k] can also be done for ﬁxed  in time O(n). Hence, determining relation ′ from
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relation  is possible in time O(n2). The idea now is rather than treating the whole shadow structure caused by ′ at
the same time, to “switch on” in each iteration step exactly one non-relational part extracted from ′. After having
solved all corresponding SIS instances we decide the original RSIS instance by putting together the results in an appro-
priate way.
Deﬁnition 18. For (F,) ﬁxed, let ′ and si, i ∈ [k], be deﬁned as in Deﬁnition 15. The set Z := [s1] × · · · × [sk] is
called switch and each element sequence z = (1, . . . , k) ∈ Z is called a switch position.
Remark 19. Since |Z| = s1 . . . sksk we can sort and label Z by the lexicographic order from 1 to |Z| in time
O(ksk log k).
The task of the switch is to control the upcoming RSIS algorithm in such a way that in each of its iterations the
RSIS instance can be viewed as an usual SIS instance. This is possible due to the fact that a ﬁxed switch position
z= (1, · · · , k) ∈ Z selects for each leaf  ∈ L at most one pointer of its pointer sequence corresponding to ′() (cf.
Deﬁnition 15). All other pointers of  are ignored for that round. Namely, the switch position z stated above selects
simultaneously for every leaf of the tree Ti the pointer in component i of the pointer sequence (i ∈ [k]). Thus, we
are justiﬁed to view z as a usual shadow function z assigning at most one image to each leaf and treating the forest
in conjunction with z as a usual SIS instance. However, it may happen that there is a leaf  ∈ Li such that r()< i,
i.e., the superarc of  corresponding to component i (i ∈ [k]) of the currently active switch position z is empty. This
means that the shadow function z is only partially deﬁned in that case since  is not contained in its domain. Hence,
 produces no shadow in the currently treated SIS instance. Such SIS instances are slightly more general than those
considered in Section 2 but can be handled nearly the same as in the case of totally deﬁned shadow functions (cf. [5],
and also Remark 2).
Each iteration step (see below) corresponding to a ﬁxed switch position z ∈ Z starts by a pre-processing devoted to
recording all necessary information about the shadow structure coming from the superarcs selected by z. Essentially,
for each pair (, x) ∈ L × V one needs to know whether  is contained in the shadow rooted at x which according to
the preceding argumentation is a non-relational shadow. This information can be provided for each ﬁxed z by a depth
ﬁrst search in F ﬁlling a binary d × n-matrix M(z), the so-called shadow matrix. Where the entry Mij (z) belongs to
the pair (i, xj ) ∈ L×V . By deﬁnition we set Mij (z)=1 if and only if the depth ﬁrst search tells us that i ∈ L((xj ))
and if xj is contained in a superarc selected by z. Observing |E(F)| = n − k we obtain:
Lemma 20. For each ﬁxed switch position z ∈ Z, the shadow matrix M(z) can be computed in time O(|V (F)| +
|E(F)|) = O(n).
Notice that the pre-processing step computing M(z) is the same as that in algorithm SIS mentioned in Remark 9.
However, in the relational context we have to process this step several times. In the following subsection we describe
the main computation that is performed when M(z) is known for the current z and before the next round is started for
a new switch position z′.
4.2. Iterating an extended phase one of the SIS algorithm
Given an instance (F,), we identify as discussed above every single switch position z ∈ Z with a separate SIS
instance (F, z). Assume we knew that such an SIS instance contains a usual SIS. In general, this does not imply that
we have also a RSIS in (F,). To draw this conclusion, some further information is needed, namely whether each
tree T ∈ F contains a leaf simultaneously contributing to a SIS for every SIS instance (F, z) (z ∈ Z). As it stands
in Section 2, the SIS algorithm is not capable of providing this information since it does not store information about
leaves contributing to a shadow independent set. Therefore, it is necessary to extend the SIS algorithm enabling it to
mark all leaves of each single tree which contribute to any SIS in a ﬁxed subforest U ⊆ F, |U |2. It turns out that
it is sufﬁcient to record this information only for those SISs that induce connected shadow patterns. Hence, we have
to modify only phase one. To that end, assume that the leaves of every tree Ti ∈ F are labelled from 1 to di := |Li|.
We associate to each Ti ∈ F a di × 2k−1-matrixTi with entries from N. The di rows ofTi correspond to the leaves
in Li and the columns of Ti correspond to the subforests U ⊂ F such that Ti ∈ U (the number of which equals
S. Porschen /Discrete Mathematics 37 (2007) 1473–1485 1481
2k−1). Initially all entries are set to 0 in each matrixTi, i ∈ [k]. For convenience, given a subforest U ⊆ F let denote
T(U) := {Ti; Ti ∈ U} the collection of matrices associated to the trees in U .
Procedure extended phase one for a given SIS instance is by deﬁnition the usual phase one procedure that in addition
performes an updating of the entries of the matricesT(F ) according to the following rule: forU ⊆ F such that Ti ∈ U ,
increase the value ofTi(, U) by 1 if and only if each value of P containing both U and  is 1. Since the analysis of
the usual phase one computation is based on the worst case calculating all possible values of P, we are allowed to use
Proposition 10 and obtain immediately:
Lemma 21. Extended phase one has time complexity O(n33k).
Now, the general strategy is to combine the results of extended phase one for all SIS instances z ∈ Z. From this all
values R1(U), U ∈ 2F , are obtained which in turn serve as the input for computing R(F) by Algorithm 1. For every
z ∈ Z introduce the function C1(·, z) : 2F → {0, 1} such that C1(U, z), U ∈ 2F , is deﬁned to be the phase one result
for SIS instance z. Further, associate to every z ∈ Z a map Pz : 2F × Le × Ve → {0, 1}, such that Pz(U, , x) is the
value of P(U, , x) for SIS instance z as introduced in Deﬁnition 7. For every z ∈ Z these functions are connected via
C1(U, z) = Pz(U, eo, ei).
After initializing all entries of each matrixTi, i ∈ [k], by 0 iterate extended phase one for every z for calculating
Pz, C1(·, z) and add the results to the current values of the corresponding matrix entries for all matricesTi, i ∈ [k].
The correctness of this approach is settled by:
Lemma 22. For (F,) let ′ be constructed as in Deﬁnition 15, then:
(1) The values r(U) := max∈L(U) r()k − 1,∀U ∈ 2F , can be calculated in time O(n + k2k).
(2) Assume that extended phase one has been carried out for each switch position z ∈ Z (corresponding to ′) and let
U ⊂ F, |U |r(U) + 1, be ﬁxed. Then R1(U) = 1 holds if and only if each matrixTi ∈T(U), such that Ti ∈ U
contains an entryTi(, U) = r(U)|U | with  ∈ Li,∀i ∈ [k].
Proof. Addressing the ﬁrst claim let relation′ be represented by its pointer sequences() for every  ∈ L (according
to Deﬁnition 15) meaning r() = |′()|. Hence, the values r(T ),∀T ∈ F , can be determined in time O(n). Based on
this, for any other subforest U calculating r(U) = maxT ∈U r(T ) never exceeds time O(k) establishing (1).
To verify claim (2) we have to prove two directions. For the only-if part, suppose R1(U) = 1 holds for an arbitrary
ﬁxed U ⊆ F with |U |r(U) + 1. (Observe that |U |<r(U) + 1 is not possible because each of the pointers must
have a destination in U.) Then there exists by deﬁnition a RSIS S = {i1 , . . . , i|U | } ⊂ L(U) inducing a relational
shadow pattern  ∈ S1 (U). For each leaf ij ∈ S ∩ Tij (Tij ∈ U ) we show that the corresponding matrix entry
Tij (ij , U) =: Nij (U) satisﬁes (∗): r(U)|U |Nij (U)r(U)|U | (1j |U |).
To this end, ﬁx an arbitrary j ∈ [|U |]. Clearly, Nij (U) cannot be smaller than r(U)|U | because the RSIS contains
at least r(U)|U | non-relational shadow patterns each of which is induced by S according to a certain switch position.
Thus, by deﬁnition of extended phase one the corresponding matrix entries are incremented at least r(U)|U | times. It
follows that Nij r(U)|U |.
Next, we show the right inequality in (∗) by assuming that it does not hold, i.e., suppose Nij (U) is strictly larger
than r(U)|U |. Then there must exist a switch position z ∈ Z selecting no pointer of the leaves in S. Then there can have
been selected no pointer of any leaf in U since in this case the vector z can only have value entries that are larger than
r(U) contradicting the deﬁnition of r(U). Hence, Nij (U)r(U)|U |. As j has been arbitrarily chosen out of [|U |], (∗)
is established and also the only-if part of (2).
For proving the reverse implication, let S = {i1 , . . . , i|U | } ⊂ L(U) be a set of leaves, such that Tij (ij , U) =
r(U)|U |, 1j |U |, which exists by assumption. Then it remains to verify that the transversal set S (a) induces a
weakly connected relational shadow pattern with vertex set U and (b) is a shadow independent set.
To address (a), observe that sinceTij (ij , U)1 holds there must have been a switch position z for which ij ∈ S
contributes to a weakly connected (non-relational) SIS. Hence, S induces a weakly connected digraph containing
vertex set U. Suppose there is a leaf  ∈ S having at least one pointer p not destinating in U. Let z ∈ Z be a switch
position selecting this pointer of . By assumption, an extended phase one iteration for this z has been performed not
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incrementing the value of the corresponding matrix entry. But this is a contradiction to the fact that at the end this entry
has value r(U)|U | stating that for each pointer originating at any leaf in U the entry for  has been increased. Thus, S
induces a weakly connected relational shadow pattern having vertex set U proving (a).
To verify claim (b) suppose that S is not a SIS over U. Then there is a pair of different leaves , ij ∈ S and w.l.o.g.
a pointer p() of  such that ij is contained in the subtree rooted at (x), where (, x) is a member in the superarc
of  corresponding to p() (cf. Deﬁnition 15). Let z ∈ Z be a switch position selecting pointer p() of . Then,
by assumption, the iteration of extended phase one corresponding to z has been performed without incrementing the
entry ofTij (ij , U). By an argumentation, similar to that in the proof of claim (a), this yields a contradiction to the
assumption that this entry after all computations has value r(U)|U |. 
Due to the last lemma, the values of R1 can be correctly computed by the following post-processing procedure: for
ﬁxed U ⊆ F check whether it satisﬁes |U |r(U) + 1 referring to the values r(U). In the positive case decide by
iterating over all i ∈ [k] with the property Ti ∈ U whether there exists a leaf  ∈ Li such thatTi(, U) = r(U)|U |;
in this case set the binary variable Yi := 1 otherwise set Yi := 0. Finally, evaluate R1(U) =∧i∈[k]Yi. The following
claim is obvious:
Lemma 23. Procedure post-processing has time complexity O(nk2k).
Putting pieces together we are led to the following algorithmic outline:
Algorithm 2 (RSIS).
Input: (F,)
Output: R(F) ∈ {0, 1}
Initialization: set the functions R1 and R to 0; set to 0 all entries inTi, i ∈ [k]
(1a) compute ′(), r() := |′()|,∀ ∈ L
(1b) compute r(U),∀U ∈ 2F
(1c) sort Z lexicographically
(2) for all switch positions z ∈ Z do
(2a) compute the shadow matrix M(z)
(2b) perform extended phase one updating matricesTi, i ∈ [k]
end do
(3) compute R1(U),∀U ⊆ F : |U |r(U) + 1 by procedure post-processing
(4) if R1(F ) = 0 then compute R(F) by Algorithm 1 end if
Proposition 24. Algorithm 2 solves RSIS for input (F,) correctly and has time complexity O(n3(3s)k), s := max∈L
r()k − 1, for r() as in Deﬁnition 15.
Proof. The correctness of Algorithm 2 follows from Lemma 22. It especially implies that for calculating R(F) it is
correct to split the computation into two main steps the ﬁrst of which evaluates only R1(U),∀U ∈ 2F , and the second
determines R(F). To establish the time bound, notice that each iteration of step (2) is dominated by O(n33k) which
according to Lemma 21 is the time complexity of the extended phase one. Because |Z|sk (cf. Remark 19), in step
(2) are performed never more than sk iterations. Hence, step (2) contributes the additive term O(n3(s3)k). Obviously
this bound dominates the accumulated bound for steps (1a)–(1c) being O(n2 + k2k + ksk log k) by Lemmas 20, 22
and Remark 19 and also the bound for step (3) being O(kn2k) according to Lemma 23. Since  is assumed to be
a left total relation especially we have s1. Thus, combining the bounds for steps (2) and (4) (cf. Proposition 12)
O(n3sk3k + k3k) = O(n3(3s)k) completes the proof. 
Slightly reorganizing steps (1a) and (2) of Algorithm 2 allows to further improve the stated bound yielding the main
result:
Theorem 25. RSIS for (F,) is ﬁxed parameter tractable with worst case computational complexity O(n3(2s + 1)k),
where s := max∈L r()k − 1, n = |V (F)|, k = |F |, and r() as in Deﬁnition 15.
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Proof. Instead of performing a main loop over all z ∈ Z as in step (2) of Algorithm 2, introduce a main loop over
p ∈ {1, . . . , k}. In each iteration determine M(z) as well as the values for Pz,∀U ⊆ F : |U | = p,∀z ∈ Z(U).
Here Z(U) ⊂ Z denotes the set of switch positions only selecting pointers of leaves in L(U). By Lemma 22 we
have |Z(U)| ∈ O(sp). Changing in this way only step (2) of Algorithm 2 obviously guarantees the correctness
of the resulting new algorithm. It remains to verify that this yields an improvement of the time bound as stated.
First, notice that for ﬁxed z ∈ Z extended phase one is dominated by the computation of the Pz-values accord-
ing to (2), (iii) in Lemma 8. For ﬁxed p with 1pk, expand this computation in a loop over all triples (U, , x) ∈(
F
p
)
×L(U)×V (U) during each iteration of whichPz(U, , x) is calculated for every z ∈ Z(U) by iterating over all tu-
ples (W, ′) ∈Wp(U)×L(T (x))with T () /∈W,T (x) ∈ W . Relying on the binomial theorem this calculation is upper
bounded by
O
⎛
⎝ k∑
p=1
(
k
p
)
n2sp
p∑
q=1
n
(
p
q
)⎞
⎠= O
⎛
⎝n3
k∑
p=1
(
k
p
)
(2s)p
⎞
⎠= O(n3(2s + 1)k),
where we used that always s1. By domination arguments this establishes the result. 
5. A (relational) SIS problem for DAGs
Another interesting generalization around the class of SIS problems arises if the underlying graph structure is
changed. In the following the class of (rooted) trees is substituted by the class of (weakly) connected directed acyclic
graphs (DAGs). (As throughout, graphs with empty vertex sets are excluded.) As usual in case of a directed graph D the
indegree d−(x) of a vertex x ∈ V (D) is given by the number of all arcs e = (y, x) ∈ E(D) destinating at x. Similarly,
the outdegree d+(x) of x is the number of all arcs e = (x, y) ∈ E(D) originating at x. For a DAG D we ﬁx some
further terminology. A vertex r ∈ V (D) of vanishing indegree d−(r) = 0 is called a root of D. Let R(D) denote the
collection of all roots in D. A vertex  ∈ V (D) is called a leaf of D if d+() = 0; let L(D) denote the set of all leaves
in D. Observe that a DAG D always has at least one leaf and at least one root: R(D) = ∅ = L(D). For x ∈ V (D),
let (x) := {y ∈ V (D); ∃P(x, y)} be the reachability set of x, i.e., the collection of all vertices y for which exists a
simple oriented path P(x, y) in D from x to y. In a weakly connected DAG D having more that one vertices it is always
satisﬁed that (x) = ∅ ⇔ x ∈ L(D).
For structurally generalizing SIS, we consider instead of a forest F a family D= {D1, . . . , Dk} of pairwise disjoint
DAGs Di. Let Vi, Ei, Li, and Ri denote the sets of vertices, arcs, leaves, and roots in Di, respectively, for every i ∈ [k].
Similarly, let V,E,L, and R be the sets of all corresponding objects in D, respectively. Further, introduce a shadow
function D : L → V \R for DAGs such that no leaf is mapped into the DAG it belongs to.
Deﬁnition 26. (1) The shadow of a leaf  ∈ L is the subdigraph of D induced by (D()).
(2) A set S = {1, . . . , k} ⊂ L : |S ∩Li| = 1,∀i ∈ [k], is a SIS (of leaves) if no leaf in S is contained in the shadow
of any leaf in S.
(3) Problem DAG–SIS asks for a SIS for input (D, D).
Observe that a vertex x of a DAG D is a root (the unique one) in the subdigraph of D induced by (x). The acyclicity of
D ensures that any two different vertices x1, x2 ∈ V (D) have always different reachability sets (x1) = (x2). Hence,
shadows in a DAG that are rooted at different vertices are always different, which is also true for trees. However, the
question whether DAG–SIS is ﬁxed parameter tractable cannot be answered transferring the method in [2] for SIS over
a forest. Recalling the second point of Remark 5 Franco et al. in [2] used the fact that two different shadows either
are disjoint or one contains the other. But this is no longer true if the shadows are induced subdigraphs of DAGs (cf.
Fig. 3). On the other hand, as discussed earlier the approach in [5] for SIS encounters the graph structure of the input
trees in F only in a pre-processing step. Whereas the global dynamic programming approaches performed in phases
one and two proceed independently of the local structure. Instead, the structural features on which phase one of the
SIS algorithm relies are the shadow patterns on subforests U ⊆ F induced by . Replacing now subforests by subfam-
ilies U ⊆ D of DAGs the shadow patterns induced on them by D are graph structurally the same. Thus, the results
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Fig. 3. Overlapping shadows in a DAG.
according to Lemmas 8 and 11 are valid. In conclusion, the SIS algorithm is applicable also for solving DAG–SIS
resulting in:
Theorem 27. DAG–SIS for the input (D, D) (n = |V (D)|, k = |D|) is ﬁxed parameter tractable with worst case
computational complexity O(n33k).
Proof. Since each DAG Di ∈ D satisﬁes |Ei| ∈ O(|Vi|2), the pre-processing step (cf. Remark 9 and Lemma 20) based
on depth ﬁrst search can be carried out for D in time O(n2). Hence, the time bound O(n33k) derived for phases one
and two of the SIS algorithm (cf. Propositions 10 and 12) is not dominated by the time needed for pre-processing.
According to the preceding argumentation the FPT bound for DAG–SIS is veriﬁed. 
A relational variant of DAG–SIS gets instead of the function D, a relation D ⊆ L × [V \R] as input with the
property that D ∩ [Li × Vi] = ∅,∀i ∈ [k].
Deﬁnition 28. (1) The relational shadow s of a leaf  ∈ L is the union s =⋃{(x); x ∈ D()}.
(2) A RSIS is a transversal set S ⊂ L of leaves, such that no leaf of S is contained in the relational shadow of any
leaf in S.
(3) The RSIS problem (DAG–RSIS) asks for the existence of a RSIS in an instance (D,D).
Exactly in the same manner as in the case of RSIS over a forest (cf. Deﬁnition 15), determine from D the relation
D
′
assigning r()k − 1 pointers resp. superarcs to each leaf  ∈ L. Because of the preceding discussion we are
allowed to combine the results for DAG–SIS (Theorem 27) and for RSIS over trees (Theorem 25) in order to state the
following FPT bound for DAG–RSIS:
Theorem 29. DAG–RSIS for the input (D,D) (n = |V (D)|, k = |D|) is ﬁxed parameter tractable with worst case
computational complexity O(n3(2s + 1)k), s = max∈L(D) r()k − 1.
6. Concluding remarks and open problems
As was shown in the case of DAG–(R)SIS both generalizations formulated in the present paper, the relational and
the structural one are combinable and the solving strategy for RSIS is transferable immediately from the forest to
the DAG case. This can be extended also to other underlying graphs. In its most general form a SIS problem G-SIS
may be deﬁned for a set G = {G1, . . . ,Gk} of arbitrary connected graphs Gi, some or all of which may be digraphs.
Deﬁne a proper subset Li ⊂ Vi of the vertex set of Gi to be the set of leaves in Gi, i ∈ [k]. Then, given a map
G : L := ⋃i∈[k] Li → V := ⋃i∈[k] Vi, the shadow of a leaf  should be deﬁned in terms of the reachability
set (G()). Without posing any further condition this leads for undirected graphs to a trivial situation from the
algorithmic point of view, since each reachability set in a connected graph Gi coincides with Gi itself. For trees this
situation is circumvented by the natural orientation on the edges deﬁned indirectly by the successor relation. Thus, in
a generalization as stated above one should prescribe an orientation for E(Gi) whenever Gi is an undirected graph
turning it into a “digraph”. If Gi already is a digraph it is reasonable to compute the strong connectivity components
Hij of Gi partitioning its vertex set Vi into Vi =
⋃
jV (Hij ). This because for each vertex x ∈ V (Hij ) its reachability
set satisﬁes (x) = Hij , i.e., it coincides with the whole component. In any case, the problem G-SIS is FPT having
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bound O(n33k) (n = |V |) which is proven by the same methods as presented in this paper. This, again, holds due to
the fact that the methods in [5] do not encounter globally the structure of the component graphs at all. Moreover, also
for the relational version G-RSIS which is deﬁned canonically for a relation G ⊂ L × V , the techniques presented
in Section 4 are applicable. From this observation one obtains immediately that G-RSIS is FPT having the complexity
stated in Theorem 25 (where s is deﬁned canonically via the corresponding relation G′ , cf. Deﬁnition 15).
The worst case time bounds derived in the present paper are by no means claimed to be best possible. For instance,
it would be desirable to achieve an improvement for the basic problem SIS without dynamic programming which
unfortunately requires an exponential amount of space. However, it is not guaranteed that such an alternative approach
would be applicable to the relational or structural generalizations of SIS.
Finally, we mention several other challenging open problems and tasks:
(1) Is there a global dynamic programming approach for RSIS which directly decides for the existence of a SIS needing
no iteration of the SIS algorithm?
(2) Can a deeper graph structural analysis of the directed graph induced by  () on the vertex set F (or D or G) help
to ﬁnd more suitable necessary or sufﬁcient conditions for (structural and/or relational) shadow independence?
(3) Consider a minimization (resp. maximization) version of (R)SIS by assigning weights to the leaves and asking for
a minimum (resp. maximum) weight (relational) SIS.
(4) Find appropriate applications in logic, graph theory or optimization.
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