In this paper, we proposed an ungrowing scale-free network model, indicating the growth may not be a necessary condition of the self-organization of a network in a scale-free structure. The analysis shows that the degree distributions of the present model can varying from the Poisson form to the power-law form with the decrease of a free parameter α. This model provides a possible mechanism for the evolution of some scale-free networks with fixed size, such as the friendship networks of school children and the functional networks of the human brain. [12] . The ubiquity of complex networks and the discoveries of the common network properties inspire scientists to construct general models. In the simplest way, these models can be categorized into two classes, the growing models and the ungrowing ones. In the growing models, the number of nodes in network grows continuously, while in ungrowing cases, the number of nodes is fixed. The Watts-Strogatz (WS) model is the pioneer and representative one of ungrowing models, which can be constructed by starting with a regular network and randomly moving one endpoint of each edge with probability p [11]. WS networks display small-world effect, that is, they are highly clustered and of small average distance. The most successful one of growing models is the Barabási-Albert (BA) model [12] , which suggests that two main ingredients of the self-organization of a network in a scale-free structure are growth and preferential attachment. These points to the facts that most networks grow continuously by adding new nodes, which are preferentially attached to existing nodes with a large number of neighbours. Thus far, various proposals for dynamical evolution of scale-free networks has been introduced. Roughly, these models can be classified into three main scenarios. One is under the preferential attachment mechanism [12] [13] [14] [15] [16] [17] [18] , and a related
Many social, biological and communication systems can be properly described as complex networks with nodes representing individuals and edges mimicking the interactions among them [1] [2] [3] . Examples are numerous: these include the Internet [4] , the World Wide Web [5] , social networks [6] , opinion networks [7] , metabolic networks [8] , food webs [9] and many others. Recent empirical studies indicate that those networks in various fields have some common characteristics [10] , the most important of which are called the small-world effect [11] and the scale-free property [12] . The ubiquity of complex networks and the discoveries of the common network properties inspire scientists to construct general models. In the simplest way, these models can be categorized into two classes, the growing models and the ungrowing ones. In the growing models, the number of nodes in network grows continuously, while in ungrowing cases, the number of nodes is fixed. The Watts-Strogatz (WS) model is the pioneer and representative one of ungrowing models, which can be constructed by starting with a regular network and randomly moving one endpoint of each edge with probability p [11] . WS networks display small-world effect, that is, they are highly clustered and of small average distance. The most successful one of growing models is the Barabási-Albert (BA) model [12] , which suggests that two main ingredients of the self-organization of a network in a scale-free structure are growth and preferential attachment. These points to the facts that most networks grow continuously by adding new nodes, which are preferentially attached to existing nodes with a large number of neighbours. Thus far, various proposals for dynamical evolution of scale-free networks has been introduced. Roughly, these models can be classified into three main scenarios. One is under the preferential attachment mechanism [12] [13] [14] [15] [16] [17] [18] , and a related scenario is found in the protein duplication model [19] . The second one is a balance between a modelled tendency to form hubs against an entropy pressure towards a random networks [20] [21] [22] . The third one is the emergence of scale-free network by some self-organized evolving process [23] .
By using the mean-field theory (see two typical works on mean-field theory about network evolving process [13, 14] ) on a toy model, Barabási et al. assert that the growth is one of the necessary conditions for the emergence of scalefree property [13] , and the networks without growth may display an exponential degree distribution. This hypothesis is now widely accepted [1, 12, 13] . However, some real-life networks having fixed size (or almost fixed size) are of scalefree property. For instance, consider the friendship networks of school children wherein the students are represented by nodes and two nodes are connected by an edge if the corresponding students have good friendship [24, 25] . These networks do not grow with time since the number of students in a class is almost fixed. Some students have many good friends, while many others have only a few friends. The students' heterogeneous societal ability leads to a skewed degree distribution (or a skewed strength distribution for weighted case [25] ), approximated to a power-law form. Another typical example is the functional networks of human brain [26] . Although its structure varies with time, the brain functional network's sizes is unchanged [27] while it displays scale-free property.
Although the two kinds of networks mentioned above have fixed size, they are not static since their structures vary with time. These motions can be considered as rewiring processes, that is, some existing edges are removed while some new ones are added. For example, in friendship networks, good friends may quarrel about beliefs, money, or some other things, and become impassive to each other; while some ones will become good friends for their common interests and difficulties. Notice that, in the ungrowing model proposed by Barabási et al. [13] , no edges will be removed thus no rewiring processes will occur. Although a few works about network rewiring models are previously reported [28] [29] [30] [31] , compared with the extensive exploration of growing network models, the systematic studies of ungrowing models are lacking. In this paper, an alterative scale-free network model without growth is proposed, and we argue that the ungrowing networks can have power-law degree distributions, which attributes to the rewiring processes.
For simplicity, we consider a network model with both fixed number of nodes N and fixed number of edges E. The initial state of the network can be a random graph or any other types of graph. Then the network evolves based on the following rewiring processes: At each time step, an edge is randomly selected and removed from the network. At the same time, a node is selected with the preferential probability
where k i is the degree of the ith node, and α > 0 is a constant representing the original attraction of each node [16] . Another node is selected also with the above preferential probability. Then a new edge connecting these two nodes is created. Notice that in this rewiring process, the total number of edges is unchanged. The above process is repeated at each time step. Finally, we expect that the network reaches an equilibrium state which is independent of the initial state. Let P(k, t) represents the number of nodes with degree k at the time step t. P(k, t) satisfies the following normalization conditions
It is straightforward to write down the master equation for P(k, t),
The validity of Eq. (4) is restricted in the interval E ≥ k > 0, and for ∀k > E, we set P(k, t) = 0. It may be helpful to explain the physical meaning of various terms in the above equation. The first two terms on the right hand side represent the net gain of P(k, t) due to the edge removing process. In particular, the first term represents the net gain of P(k, t) when the removing edge connects a node with the degree k + 1. Notice that when an edge is randomly selected, the connecting nodes have more chance to be of large degree. Explicitly, the node with degree k is selected with the probability k/ k k P(k, t) = k/2E. Since each edge connects to two nodes, the first term is thus (k + 1)P(k + 1, t)/E. Similarly, the second term represents the net loss of P(k, t) when the removing edge connects a node with the degree k. The third and fourth terms represents the net gain of P(k, t) due to the edge adding process. The third term represents the net gain of P(k, t) when the adding edge connects a node with the degree k − 1. Notice that a node with degree k is selected with the probability (k + α)/ k (k + α)P(k, t) = (k + α)/(2E + α N ). The fourth term represents the net loss of P(k, t) when the adding edge connects a node with the degree k. When t is sufficiently large, we expect that P(k, t) approaches a stationary state denoted by P s (k) that satisfies
with γ = 2E/N representing the density of connectivity. Given P s (0) and P s (1), one can obtain P s (k) for k > 1 based on the above iteration equation. The values of P s (0) and P s (1) are determined by the normalization conditions Eqs. (2) and (3). Although two initial conditions P s (0) and P s (1) are required, fortunately, the analytical solutions of Eq. (5) are obtained. In the continuous limit, Eq. (5) corresponds to a second order differential equation. It is not difficult to show that the following expression
satisfying Eq. (5) and the normalization conditions Eqs. (2) and (3) (Eq. (7) is the exact solution of Eq. (5)). Note that, the solution Eq. (7) has unphysical part, that is, for k > E, P s (k) is bigger than zero. This unphysical part can be ignored only if there is essentially no one node has finite fraction of the edges in the large E limit (which is also called the "safe situations" in Ref. [32] ). When α 1, the mechanism of preferential attachment is destroyed, that is, since α probably plays the main part in the sum α + k i , the probability a high degree node being selected is approximately the same as that of a low degree node (see Eq. (1)). Therefore, the selection mechanism is completely random and one could expect that the present network will approach a completely random network with its degree distribution obeying the Poisson distribution [33] 
Note that, Eq. (8) can also be obtained directly by considering the large α limit in Eq. (7). In the α → ∞ limit,
, and α α+γ can be rewritten as 1 − γ α , therefore
When α 1 and γ 1, most nodes are isolated and the nodes with large degree are very few. However, when α 1 and γ 1, interesting result emerges. The corresponding degree distribution obeys a power-law form with exponent approximated to one when k γ /α
In succession, we will show some simulations. 10 6 time steps are performed in all simulations while only the final 2 × 10 5 time steps are used for statistical average. The initial graph is simply the completely random graph with given N and E. The network size if fixed as N = 1000 unless a special statement is addressed. In Fig. 1 , we report the case for very large α, where p s (k) = P s (k)/N denotes the normalized probability function for degree distribution. The simulation result strongly supports the analytic one (see Eq. (8)), and both of them obey Poisson forms. In this figure, one will find that there are about 5% nodes with degree zero. However, this probability only reflects the average number of isolated nodes over all configurations. Because of the rewiring mechanism, no nodes are always isolated. Although real-life networks are not always connected, most previous studies have focused on connected graphs. Therefore, hereinafter, we neglect the isolated nodes.
In Fig. 2 , we report the analytical and simulation results about degree distributions generated by very small α = 0.01 and γ = 5. The degree distribution displays obviously scale-free property with a cut-off at k ≈ 120. The solid curve denotes the analytical solution, which agrees with the simulation well. We also have checked that the departure from analytical solution will get greater if the parameter γ becomes larger, and the scale-free property will vanish when γ 1. In the inset, the case of γ = 10 is shown for comparison. As mentioned above, the two extreme cases with α ≈ 0 and α 1 will lead to the power-law and Poisson distributions, respectively. In Fig. 3 , we report the simulation results for α = 0.1 and α = 1.0. The departure from the power law becomes larger as the increase of α, and the degree distribution with α = 1.0 obeys approximately an exponential form rather than a power-law form.
In conclusion, we proposed an ungrowing model, which can generate networks with different classes of degree distributions by tuning two parameters. Especially, when α is close to zero and γ 1 (the symbol " " means bigger than but not very much bigger than), the present networks display scale-free property. The previous empirical studies have demonstrated the extensive existence of scale-free networks. Most of them are growing at all times, while some others are of (almost) fixed size. Most previous models [1] [2] [3] 12, 13] suggested the growth a key ingredients of the emergence of scale-free structure, thus fail to provide an underlying mechanism by which the ungrowing networks exhibiting scale-free property. Here we argue that the rewiring mechanism widely existed in real-life networks like friendship networks [24, 25] and brain functional networks [26] , maybe the origin of the emergence of scale-free structure in fixed-size networks.
