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ABSTRACT
A recent experiment implemented a dual Sagnac atom interferometer (AI) for rotation sensing
using a Bose-Einstein condensate (BEC) confined in a TOP-trap potential. The BEC is split
twice by laser light to create two pairs of counter-orbiting clouds in a lowest-order harmonic
potential with each pair acting as a separate Sagnac interferometer. After one orbit the two
overlapping cloud pairs are split again and the interference patterns are inferred from the pop-
ulation of atoms in the zero-momentum state. We have simulated the impact of the presence of
anharmonic terms in the potential on the performance of the AI as measured in a recent experi-
ment by using a variational approximation of the Gross-Pitaevskii equation (GPE) model. This
model based on the Lagrangian Variational Method where the condensate pieces are represented
by Gaussian clouds. We have compared the phase differences between the dual interferometers
as computed in the model with that predicted by the action computed over the classical path
for various types of anharmonic terms and for condensates of different sizes to assess the impact
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1 Introduction
Interference occurs in a system when two or more waves superpose to form a new wave. That
resulting wave can be used to make measurements about the system and is most commonly used
to detect small displacements. An early demonstration of interfering light sources came about
in 1801 when Thomas Young brought a primitive example of the modern double–slit appara-
tus to the Royal Society of London. Young also paralleled this presentation with an analogy
for sound waves and water waves; however at the time, the wave theory of light contradicted
the current held particle, or corpuscular, view developed by Newton in their 1704 publication
Opticks. Throughout the 19th century evidence for waves grew and in 1865 Maxwell published
their A Dynamical Theory of the Electromagnetic Field. In which, the familiar electric and mag-
netic properties of the time were nicely described by a set of four equations. These equations
also supported the idea that light could be treated as a wave in the electromagnetic field. In
the early 20th century the development of quantum mechanics and related experiments pro-
vided evidence for an intrinsic wave behavior of particles and matter. Presently, the usage of
waves in interferometry is very wide spread through fields such as: astronomy, oceanography,
spectroscopy, quantum systems, and many more! Electromagnetic waves offer the widest range
of probing techniques due to the vast spectrum of wavelengths available, but the high energy
radiation needed for probing smaller distance scales isn’t always desirable. Quantum systems
provide a feasible alternative for making precision measurements. One such quantum system is
a gas of ultra–cold atoms in atom interferometers. Ultra–cold atom interferometry technology
has developed significantly over the past 25 years [1] for various applications such as precision
metrology [2–10], quantum sensing [11–22], and tests of fundamental physics [23–38]. Preci-
sion metrology includes applications such as measuring fundamental constants and the local
acceleration of gravity as part of the new Kibble–balance kilogram standard. Quantum sensors
are being developed to measure rotation and accelerations for use in precision navigation and
civil engineering. Finally, these interferometer devices are used to search for dark–matter and
dark–energy, as well as in testing Einstein’s Equivalence Principle.
This work focuses on the atom interferometry device developed by a research group at the Uni-
versity of Virginia (UVa) which utilizes the Sagnac effect to measure the external rotation speed
of the system [22,39–42]. We analyze the operation of the device using a recently developed vari-
ational model approximation to the standard mean–field theory given by the time–dependent
Gross–Pitaesvkii equation. The model provides rapid approximate solutions under extreme con-
ditions, such as the large–volume of the UVa device, and is developed for usage in any arbitrary
power–law potential. Here it’s used to investigate the effects of anharmonicty in the potential
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for the UVa rotation sensor, as well as the effects of interactions due to increasing number of
condensate atoms. Section [2] provides an overview of relevant background information and
discusses how the Sagnac effect can be used to measure the rotation speed. Section [3] details
the atom interferometry device developed by the UVa group and describes experimental proce-
dure. Section [4] presents the approximation model and gives the equations of motion for any
arbitrary power–law potential. This section also derives a formula for computing the rotation
speed of the system. Section [5] discusses the simulations conducted and analyzes the effects of
anharmonicity and interactions in the results. Finally, section [6] summarizes the work.
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2 Background Information
The development of quantum mechanics in the 20th century has led to a realization of highly sen-
sitive systems which can be used to probe the smallest structures of nature. It uses mathematical
waves, known as wavefunctions, representing probability distributions to describe these systems
and benefits from the well understood principles of interferometry. Bose–Einstein condensates,
an ultra–cold gas of bosonic atoms, are one such quantum system.
2.1 Bose-Einstein Condensates
Louis Debroglie postulated in 1924 that all matter acts like a wave, at a small enough resolution
scale. This matter-wave has a wavelength which is inversely proportional to its momentum,
namely λ = hp . Therefore, as the momentum decreases the spatial wavelength should increase.
Albert Einstein, based on the work of Satyendranath Bose, realized that bosons could form a
collection of identical particles governed by a single-particle wavefunction; originally realized
for light by Bose, this could also occur for bosonic atoms if we cooled them down to nearly
absolute zero in a small volume. As the temperature decreases, so does the velocity and thus the
momentum. Since these are atoms with an integer total spin they don’t obey the Pauli exclusion
principle and can occupy the same ground state. At a critical temperature, Tc ≈ 101 − 102nK,
the condensate begins to form in the highest density regions, ρ ≈ 1014 atoms/cm3, and the
rest of the atoms quickly follow suit. At this point, the Debroglie wavelength is on the order
of the spacing between the atoms in the gas, and they are indistinguishable from each other.
The collection of atoms can be described by one single–particle wavefunction and have formed
a Bose–Einstein condensates (BEC). Because of their collective quantum behavior, BECs offer
an unprecedented scale at which to investigate the dynamics of the quantum mechanics. The
wavefunctions describing these BECs are governed by a non–linear second order differential
equation known as the Gross–Pitaesvkii equation, discussed next.
2.1.1 Derivation of the Gross-Pitaevskii Equation




Ψ(r1, . . . , rN , t) = ĤΨ(r1, . . . , rN , t) (1)
where Ψ(r1, . . . , rN , t) is the many-body wavefunction describing a system of N particles, note
that in general these particles will be interacting with each other. The ith particle has coordinates
denoted by the 3-tuple, ri, at time t. Ĥ is the many-body Hamiltonian, a linear operator whose
expectation value yields the total energy of the system. The energy of the system depends on
Page 7 of 61
two terms, one due to the kinetic energy and the other due to any potential, external or internal.
External potentials are able to be removed from the system, such as a magnetic field due to a
set of coils. Internal potentials are intrinsic to the system and cannot be removed, in this case
these arise from interactions of the many-bodies comprising the system. It’s also critical to note








∗(r1, . . . , rN , t)Ψ(r1, . . . , rN , t) = 1 (2)
where the integration is computed over all 3N -dimensional space, and the asterisk superscript
denotes complex conjugation of Ψ. This normalization condition ensures that the sum of the
probabilities of all possible outcomes of a particular measurement will be equal to one.
The system in consideration for this work can be described as follows. All particles in the system
are identical bosons of mass m. Bosons are particles with integer valued angular momentum,
known as spin, and can occupy the same energy state. This is a consequence of the fact that
bosons are described by symmetric wavefunctions. That is, a wavefunction which is unchanged
when the positions of any two particles are swapped.
Ψ(. . . , ri, rj , . . . , rN , t) = Ψ(. . . , rj , ri, . . . , rN , t)
A wavefunction which becomes the negative of itself under such a swapping is anti-symmetric,
and leads to inability for two particles, called fermions, to occupy the same energy state. It’s
key to note here that, in either case, these particles must be indistinguishable from one another,
as is the case with N identical bosons.











δ(ri − rj) (3)
where ℏ = 1.055 × 10−34 Jṡ is the reduced Planck’s constant. This Hamiltonian is comprised




k and V (ri), and a sum over
distinct interacting pairs (i, j).
The interaction of the many-bodies is handled by a mean field approach in which the interaction
with N − 1 other particles is reduced to an interaction with an average field. The interacting
identical particles setup a zero-range pseudo-potential, Vpseudo(r) = gδ(rk − rj) = 4πℏ
2as
m δ(rk −
rj), the details of which are outlined in many books on the subject, for instance [43]. The
interaction effects are assumed to be entirely due to ’contact’ forces in two-body collisions and
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are characterized by the mean field energy g = 4πℏ
2a
m which a particle experiences from N − 1
other particles, where a is the scattering length. This pseudo-potential is valid largely due to two
assumptions. The first being that the average distance between particles is always much larger
than the scattering length as, known as the dilute limit for the gas. The other arises from the
fact that these collisions take place at low energy. At these energies, the de-Broglie wavelength
is on the order of the spacing between atoms. Hence any particle will not resolve the structure
of the object it collides with and scatter with equal probability in every direction as a spherical
outgoing wave, denoted the s-wave (because this state has angular momentum quantum number
l = 0 as with s-orbitals in atoms).
In general, we cannot solve Eq.[1] exactly for the many-body wavefunction; however, we can
find stationary approximate ground state solutions using an ansatz. Stationary solutions are the
solutions to the time-independent Schrodinger equation
Ĥ |ϕ⟩ = Eϕ |ϕ⟩
and correspond to a state with a single definite energy. The state can still evolve through time
via a complex phase factor, but the probability distribution and expectation value associated
to any observable are constant through time. This process of finding these solutions applies
variational principles to quantum mechanics with an assumed trial wavefunction which is the
symmetrized product of single-particle wave functions, an assumption known as the Hartree-
Fock approximation. In the fully condensed state (zero temperature), all the bosons can occupy
the same ground state described by the single-particle state, ϕ(r). Therefore we can write the
many-body wavefunction Ψ as follows,




where the time-dependent version is given by plugging the single-particle wavefunction, ϕ(r),




|ϕ(t)⟩ = Ĥ |ϕ(t)⟩ = Eϕ |ϕ(t)⟩
a differential equation whose solution is
|ϕ(t)⟩ = e−i
Eϕt
ℏ |ϕ(t = 0)⟩ .
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This allows one to write the time-dependent trial wavefunction as follows,







To determine the energy of this state, E, we need to calculate the expectation value of the
many-body Hamiltonian, which will yield the average value of the energy of this state. This can








3rk, is the integral over all spatial-coordinates
of the wavefunction)




































































































































Finally, since all the particles have the same wavefunction we can replace the sums with N and
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N(N−1)

















Equation (9) is the energy functional which yields the energy of the single particle state ϕ∗.
In order to determine the ground state solution we seek to minimize the energy functional
with respect to independent variations of ϕ∗(r), or its complex conjugate ϕ(r), along with the




d3r ϕ∗(r)ϕ(r) = 1 =⇒
∫ ∞
−∞
d3r ϕ∗(r)ϕ(r)− 1 = 0
This can be carried out by the use of Lagrange multipliers. In doing so we wish to find a solution,
ϕ, which yields a stationary value of
L(r, λ) = E[ϕ∗]− λG[ϕ∗] (10)
This is accomplished by letting ϕ∗ vary (denoted δϕ∗), and forcing the first variation to vanish
as follows















































After some simplifications (noting that ϕ∗ϕ = |ϕ|2), and keeping only the terms which are linear















Since the variations, δϕ∗, are arbitrary, we can conclude that ϕ(r) must satisfy the equation
(−ℏ2
2m
∇2 + V (r) + g(N − 1)|ϕ|2
)
ϕ = µϕ (13)
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Equation (13) is known as the time-independent Gross-Pitaevskii equation (GPE), where µ = λN
is still unknown. The factor of N − 1 appears as we’ve assumed there to be a definite number
of condensate atoms, N . An equation for µ can be found by multiplying (on the left) the GPE









∇2 + V (r))ϕ+ g(N − 1)|ϕ|4
)
(14)
Given the energy functional in Eq.(9) and the first law of thermodynamics (where the entropy












∇2 + V (r))ϕ+ g(N − 1/2)|ϕ|4
)
(15)
which in the limit that N >> 1 we can see that Eq.(14) and Eq.(15) are the exact same.
Therefore, in this limit, we can interpret µ as the chemical potential of the condensate, µ = ∂E∂N .
This is the amount of energy required to add another particle to the condensate.
Given an external potential V (r), the solutions to the time-independent GPE, where the chemical
potential is given by Eq.(15), yield an equilibrium mean field approximate form of the single-
particle wavefunction that all the particles in the system share.
A time-dependent GPE can be determined using the variational principle for the action (ref
pethick). The action principle states that the solutions to the equations of motion describing




L(q(t), q̇(t), t)dt (16)
where q(t) is an n-tuple containing the generalized coordinates {qi(t)} and q̇(t) is an n-tuple
containing their derivatives with respect to the independent parameter t, where t is time and n
the number of degrees of freedom of the system. Stationary points are ones for which the variation
of the action, δS, is zero to first order approximations of small variations in the solution. These
variations are arbitrary and require that they vanish at the temporal boundaries, t1 and t2. The
Euler Lagrange equations can be determined by allowing the generalized coordinates to vary
arbitrarily small to first order. That is gϵ(t) = q(t) + ϵη(t) where ϵ is arbitrarily small, and









= 0, i = 1, . . . , n (17)
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This description needs to be modified slightly for it’s usage in quantum field theory, as is the
case with BECs. In this case, a Lagrangian density used and the independent parameter, t, is
replaced by an event in spacetime. Events are simply a name given to a point in spacetime
specified by s = (x, y, z, t). The dependent parameters, or generalized coordinates, are replaced
by the value of a field at a point in spacetime, ϕ(x, y, z, t). Making these changes we can rewrite







where i denotes the functional for the i− th field and α = {1, 2, 3, 4} indexes the variables of s.








}, {η, t})d3rdt (19)
where ϕ(x, y, z, t) is the solution we seek, and η and t are the independent parameters, with
η = x, y, z and d3r = dxdydz. Here the variations in ϕ must vanish at the temporal boundaries
t1 and t2 as well as (for all time) any spatial boundaries.
The Lagrangian density used in this case (for N >> 1) is given as follows:
L[ϕ∗, ϕ∗η, ϕ∗t , η, t] =
iℏ
2
(ϕϕ∗t − ϕ∗ϕt) +
[ ℏ2
2m








(ϕϕ∗t − ϕ∗ϕt) + E
(20)
where ϕη ≡ ∂ϕ∂η , ϕt ≡
∂ϕ
∂t , and the term E is the energy density. This Lagrangian density, along
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ϕt + Vext(r, t)ϕ+ gN |ϕ|2ϕ





































∇2 + Vext(r, t) + gN |ϕ|2
)
ϕ(x, y, z, t) (22)
where Eq.(22) is the standard time-dependent Gross-Pitaevskii equation with: ϕ(x, y, z, t) the
single particle wavefunction, m the mass of a condensate atom, N the number of condensate
atoms, g = 4πℏ2as/m is a parameter governing the strength of atom-atom scattering, where as
is the s-wave scattering length, and Vext is the external potential.
The GPE can also be derived in a rotating reference frame by a transformation of coordinate




ψ(r, t) = − ℏ
2
2M
∇2ψ(r, t) + Vext(r, t)ψ(r, t) + gN |ψ(r, t)|2 ψ(r, t)
+ iℏΩ · (r×∇)ψ(r, t)
(23)
which has an additional term present that is dependent on the rotation speed, Ω.
2.1.2 Solutions of the GPE
Exact solutions of the GPE are not generally known nor easily found, and instead a numerical
computation approach, such as the split–step Crank–Nicolson method, is used. To simulate the
behavior of the condensates the value of the wavefunction is calculated at each point in the space
and this process is iterated through time. The non-linear term due to interactions appearing in
the GPE makes accurate computational solutions difficult, requiring considerable memory space
and run time. Due to the computational capacity, this significantly limits the conditions which
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can be investigated accurately and in a reasonable amount of time. To investigate more extreme
conditions, such as when the condensates are separated by large distances as compared to their
size or when there are multiple clouds with large momenta, an approximation method is needed.
This is discussed in section [4], Lagrangian Variational Method.
2.1.3 Condensate Phase
Experiments in atom interferometry can often be treated using Feynman’s path integral approach
to quantum mechanics as demonstrated by Storey and Cohen–Tannoudji. They show that the
phase of the wavefunction can be determined by the action along the trajectory taken by a
classical particle. To determine the wavefunction at any subsequent position we need only the
initial conditions and to consider the action along the classical path. This is very powerful
as it reduces the computational process to evaluating integrals along classical paths, but it is
also limited. Storey and Cohen–Tannoudji outline several applications of this process to atom
interferometry systems. These include: a free particle, a two-level atom crossing a laser wave, a
particle in a gravitational field, a particle in a rotating frame, and the atomic equivalents of the
Aharonov-Bohm effects. These systems all share the benefit of a quadratic Lagrangian which is
fairly easy to compute a path integral for. However, in reality quadratic Lagrangians are often
approximations for the system and ignore higher order terms. In precision measurement system
it is necessary to consider these higher order terms and hence a different approach to determining
the evolution of the wavefunction must be used.
2.2 Atom Interferometry
Because of the wave nature of quantum mechanics, BEC’s can interfere with each other and
these interference patterns can be used to extract information about the system. Interference
patterns occur when two, or more, waves overlap. These can be any kind of wave from mechan-
ical to electromagnetic, or even gravitational. Consider two waves of the same energy; when
overlapping, the amplitude of these waves will sum up to a new wave which is the result of
superposing the constituent waves. The resulting amplitude depends on the phase difference
between the two waves. A maximum amplitude occurs when they are in phase with each other,
and a minimum when they are 180◦ out of phase. The phase of the wave depends on spatial and
temporal parameters such as position and frequency; because of this, the phase can be used to
extract information about the environment of the wave. Interferometry utilizes the interference
patterns between overlapping waves to make measurements. Typical interferometer devices use
electromagnetic waves from lasers to interfere, but recent technologies have provided the capa-
bility to manipulate atoms with lasers at a very precise level. Because of this, ultra-cold atom
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interferometer systems are possible. Interferometer devices are already widely in use across the
world and in space, in areas such as precision navigation and remote sensing. Atom interferom-
eters offer a benefit to current systems by correcting for the measurement drifts in laser based
ones. Sagnac interferometers are already widely in use in inertial navigation systems with lasers,
but the use of atom interferometers offers a much greater sensitivity due to the slower motion
of the atoms as compared to light
2.2.1 Sagnac Interferometer
A particular type of interferometer, known as a Sagnac interferometer is used in the rotation
sensor being developed by the research group at UVa. The Sagnac effect occurs due to split
waves travelling along a common–path in opposite directions while in a rotating system. The
rotation causes a spatial phase shift as one wave travels in the direction of rotation and the other
against. When the waves re–overlap along the path the resulting amplitude depends on the phase
difference between them, which in turn depends on the rotation speed. The UVa rotation sensor
uses a dual-Sagnac interferometer with Bose–Einstein condensates. It achieves this by starting
with two waves, on opposite sides of a circular path, each split into their own pair forming two
independent Sagnac interferometers. Each one has an associated phase difference between the
clouds in that interferometer. This phase difference is subject to noise from the environment
such as mechanical vibrations in the device or ambient magnetic fields; anything which perturbs
the energy of the system. With two interferometers, the difference between the top and bottom
interferometer measurements provides the experimental benefit of removing phase contributions
from common-mode noise sources while the oppositely signed Sagnac phases will add up.
The clouds in a pair will have oppositely oriented angular momentum. Therefore, upon calcu-
lating the difference in the action over their respective classical paths, one finds the resulting
phase difference between clouds in a pair is dependent only on the rotation of the apparatus





∆L · Ωdt = 4MΩA
ℏ
(24)
where ΦS is the phase difference between a pair of clouds due to the Sagnac effect, ∆L is
difference in angular momentum between the clouds, A the area subtended by the classical
path, and Ω is the rotation speed in reference to the rest frame. This rotation is about an axis
perpendicular to the area enclosed by the paths. Furthermore, the Sagnac phase in the top
and bottom interferometers have opposite signs. Thus the phase difference between the top and
bottom interferometers is
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Figure 1: The Virginia dual Sagnac interferometer sequence as viewed from a non–rotating
frame. A BEC (gray circle) is formed in an ideally harmonic trap (ωx = ωy ≡ ω⊥) at the
trap center. First Split: laser pulses are used to split the BEC into two clouds that move at
speed vB along the +y axis (cloud 1) and the −y axis (cloud 2), respectively. Second Split:At
time t = t1 cloud 1 at the top is split into clouds 11 and 12. Cloud 11 has a +vB î added to
its velocity by the split while cloud 12 has −vB î added. These clouds move around a circular
orbit in opposite directions. Cloud 2 at the bottom is split into clouds 21 and 22 that also
orbit oppositely. Final split: both of these cloud pairs are allowed to execute one orbit and, at
time t = t2, when each pair of clouds re–overlaps they are split in the same way as the Second
Split. Each re–overlapped pair is split into four clouds: two overlapping clouds that are nearly
motionless and two that continue orbiting in opposite directions. Thus the (11,12) cloud pair
form one Sagnac interferometer which we will call the “plus” (+) Sagnac interferometer and the
(21,22) cloud pair forms the “minus” (-) Sagnac interferometer.




where Φ+ and Φ− are the phase differences in the top and bottom interferometers respectively.
It’s worth restating here that this result relies on the rotation being treated as a perturbation
to the Lagrangian and that the Lagrangian is quadratic. The accuracy of this model in the
presence of the trapping potential used in the experiment at UVa is investigated in this work as
the Lagrangian is not quadratic.
3 Dual-Sagnac Atom Interferometer
3.1 Operation
In the device designed by the UVa group, a Rb87 , BEC containing around 104 atoms, in the
(F = 2, mf = 2) magnetic state, is formed initially at rest in the center of a cylindrically
symmetric ideally harmonic potential, see the following figure 1. The condensate is manipulated
via a standing wave double Bragg pulse which can split the clouds and provide a momentum
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kick of p = ±2ℏk, where k is the wavevector of the laser. The laser is reflected off of a mirror to
form a standing wave. The laser is tuned to be slightly off resonant of the atomic energy levels,
which as mentioned before pushes or pulls on the atoms. The first pulse places the atoms in





After allowing the phase to evolve, the second pulse is applied, changing the |ψ⟩ = 1√
2
(|0⟩− |+⟩)
to |ψ⟩ = |+⟩ = 1√
2
(|vB⟩+ |−vB⟩), detailed in Refs. [41], [44]. Overall, this splits the cloud into
two with opposite momenta, expressed by the resultant velocity as vB = ± 2ℏkm . The first applied
double Bragg pulse splits the initial condensate along the ±ŷ direction. The two clouds then
move according to x(t) = 0 and y1,2(t) = ±R sin(ωt) = ±vB/ω sin(ωt). They reach the classical
turning point, R = vB/ω, at a time t1 =
1
4Ttrap = π/(2ω). At this point, another double Bragg
pulse along the ±x̂ direction is applied to each cloud, splitting them into two pairs, a total of
four clouds. Each pair of clouds moves according to x(t) = ±R sin(ωt) and y(t) = ±R cos(ωt)
and complete an orbit after one trap period, namely t2 = Ttrap = 2π/ω. Once completing
an orbit, a final double Bragg pulse, in the ±x̂ direction, is applied coupling the even state
|ψ⟩ = 1√
2
(|vB⟩+ |−vB⟩) to |0⟩, the odd state |ψ⟩ = 1√2 (|vB⟩ − |−vB⟩) remains unchanged up to




(eiΦ/2 |vB⟩+ e−iΦ/2 |−vB⟩) (26)
where Φ is the phase difference between clouds in an interferometer. Projecting this onto the
even superposition state we have,
1√
2




















|(⟨vB |+ ⟨−vB |) |Ψ⟩|2 = |(cos(Φ/2))|2
S = cos2(Φ/2)
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This result shows that the probability, S, of being in the zero momentum state after the final
pulse is proportional to the rotation speed of the system. The probability is also equal to the
fraction of stopped atoms, which is measured using absorption imaging. The result of which is a
fraction of stopped atoms for the top interferometer, S+, and for the bottom interferometer, S−.
In the experiment, this process is repeated and the rotation speed of the system is determined by
plotting multiple results of measuring S+ and S− against each other. This data can then be fit
to an ellipse from which the phase difference between the top, +, and bottom, -, interferometers
can be determined [45].
∆Φ± = ∆Φ+ −∆Φ−. (27)
In this way common-mode noise sources are subtracted out while the Sagnac phase contributions
add since they affect the two interferometers oppositely. There are no noise sources in the
simulations so we can determine ∆Φ± for each interferometer separately with no need for ellipse
fitting.
3.2 TOP Trap and Anharmonicity
The condensate is confined by magnetic fields with a time-orbiting potential, known as a TOP
trap. It consists of a rotating bias field and a rotating quadrupole field. These fields are setup
by six independent coils placed on the surface of a cube, designed by Horne et Al. in Ref. [40].
The rotating bias field can be expressed as follows,
B0 = B0
[
(1 + α) sin(Ω1t) cos(Ω2t+ β)x̂+ (1− α) sin(Ω1t) sin(Ω2t− β)ŷ+ cos(Ω1t)ẑ
]
(28)
where Ω1 ≈ 2π × 104Hz and Ω2 ≈ 2π × 103Hz. By default, α and β, the amplitude and phase
asymmetry, are zero; but they can be adjusted to optimize the trap.








≈ 31 Gcm is the magnitude of the quadrupole gradient along the z axis.
These fields oscillate synchronously with each other such that there is an upwards force at the
center of the trap, set to cancel gravity. The zero of the quadrupole is also displaced and orbits
around the center. This helps prevent ejections due to Majorana spin flips, a non-adiabatic
transition of the atoms to an inverted spin orientation. The inversion results in those atoms
experiencing an anti-trapping potential and thus they are ejected. This typically happens as the
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atoms reach the zeros of the magnetic fields, as discussed in Ref. [46]. The spin flip is also likely
to occur if the rotation of the bias field is faster than the precession of the atom’s magnetic
dipole, known as the Larmor frequency. Therefore the rotation rate of the bias field is slow
relative to the Larmor frequency but fast relative to the motional frequency of the atoms. Thus
the atoms experience a time-averaged potential from the magnetic field,
V (r) = µ⟨|B|⟩ (30)
where ⟨|B|⟩ is the time-average of the magnetic field magnitude. Given equations [1] and [2],
the time-dependent magnitude of the magnetic field is as follows,








sin(Ω2t)− 2κz sin2(Ω1t) +
1
4
κ2(ρ2 + 4z2) sin2(Ω1t)]
1/2
(31)
where κ ≡ B1/B0 and ρ2 = x2 + y2.
Taylor expanding the square root to fourth order in the quantities (κx, κy, κz) and subsequently



























Accounting for gravity in the vertical, z direction, the full potential can be expressed as follows,
V (r) = µ⟨|B|⟩+mgz
Then, setting µB0κ = 2mg to place the potential minimum at the origin, the potential can be
written as,
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The TOP trap used in this device has anharmonic contributions to the potential which can affect
the condensates in an interferometer differently, introducing unwanted phase changes. For this
reason, the potential is thoroughly analyzed to determine the anharmonicity of the trap and to
find ways to minimize it. The experimental group at the University of Virginia have used a semi–
classical approach to demonstrate the sensitivity of the device, however it requires considerable
control over the trap parameters [47]. In the next section we describe an approximation method
to the GPE and use this as an alternative approach for modeling the device. Ultimately this
will provide a new method of extracting the rotation speed while also accounting for interactions
and anharmonicity.
4 Lagrangian Variational Method
The variational model we developed is based on the Lagrangian Variational Method (LVM) and
provides rapid approximations to the solutions of the Gross-Pitaevskii equation, which has the
form given by Eq.(22). In our case we’ll use the GPE in the rotating frame given by , denoted
RGPE. The model assumes a trial wavefunction consisting of Nc number of 3-D Gaussian clouds
which each have an associated initial momentum, kj , and set of variational parameters, {q(t)}j ,
where j indexes the clouds. The equations of motion for these variational parameters are derived
by integrating the Lagrangian density over all space yielding the ordinary Lagrangian; and then
using the trial wavefunction and the standard Euler–Lagrange equations the equations can be
found for each variational parameter associated to the jth cloud, qij(t), where i indexes the set
of variational parameters that each cloud has.


















where the Lagrangian density, is given by Eq.(20). Ψ is the trial wavefunction described above
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with
fj(r̄, t̄) = −
(x̄− x̄j)2
2w̄2jx
− (ȳ − ȳj)
2
2w̄2jy
− (z̄ − z̄j)
2
2w̄2jz
+ iϵ̄jxx̄+ iϵ̄jy ȳ + iϵ̄jz z̄ + iβ̄jxx̄
2 + iβ̄jy ȳ






− (η̄ − η̄j)
2
2w̄2jη
+ iϵ̄jη η̄ + iβ̄jη η̄
2
) (35)
where r̄ = (x̄, ȳ, z̄) later we will denote the variational parameters as
x̄ ≡ (x̄1, ȳ1, z̄1, . . . , x̄Nc , ȳNc , z̄Nc)
w̄ ≡ (w̄1x, w̄1y, w̄1z, . . . , w̄xNc , w̄yNc , w̄zNc)
ϵ̄ ≡ (ϵ̄1x, ϵ̄1y, ϵ̄1z, . . . , ϵ̄xNc , ϵ̄yNc , ϵ̄zNc)
β̄ ≡ (β̄1x, β̄1y, β̄1z, . . . , β̄xNc , β̄yNc , β̄zNc)
The sets of variational parameters, {q(t)}j consist of the Cartesian coordinates of the jth cloud
center: x̄j , ȳj , and z̄j ; the widths along the x, y, and z directions: w̄jx, w̄jy, and w̄jz; the linear
phase coefficients along the x, y, and z directions: ϵ̄jx, ϵ̄jy, and ϵ̄jz; and the quadratic phase
coefficients along the x, y, and z directions: β̄jx, β̄jy, and β̄jz. These are all explicit functions
of time. The jth cloud also has its own normalization coefficient, Aj , which will be eliminated
by fixing the number of atoms in each cloud.
4.1 Scaled Units
Before proceeding further, it is useful to define a set of scaled units appropriate to the system
to simplify the calculations. This is done by first establishing a scaled length unit, L0, and then
an energy, E0, and time, T0, unit as follows











We can then introduce the scaled variables based on these units, which are generally denoted by
barred quantities. To convert from SI units to scaled units we need to consider the dimensions
of the quantity; for instance, the position x is measured in meters and has a dimension of length.
To convert to scaled units express the SI quantity in terms of the product of the corresponding
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scaled units quantity with the conversion factor, in this case L0. Then the scaled spatial and










We also introduce the scaled condensate wavefunction,
Ψ̄(r̄, t̄) = Ψ(r, t)L
3/2
0 (38)




= −∇̄2Ψ̄ + V̄ext(r̄, t̄)Ψ̄ + ḡN






where ḡ ≡ g/E0L30, and V̄ (r̄, t̄) = V (r, t)/E0.
The associated scaled Lagrangian density is,




















Finally, we can write down the scaled ordinary Lagrangian as follows,
L̄(x̄, w̄, ϵ̄, β̄) =
∫ ∞
−∞
d3r̄ L̄[Ψ̄∗, Ψ̄∗η̄, Ψ̄∗t̄ , η̄, t̄] (42)
We can now write down the scaled ordinary Lagrangian as follows,
L̄(x̄, w̄, ϵ̄, β̄) =
∫ ∞
−∞
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for visual clarity, we have split the terms up into separate integrals defined as follows,




























Any given equation of motion for a variational parameter associated to the jth cloud, qj(t̄) is








= 0; j = 1, 2, . . . , Nc (45)
The procedure with these tools is to calculate the total ordinary Lagrangian by determining
the above L’s using the trial wavefunction, which is the sum of Nc 3-D Gaussian clouds. Then
using the standard Euler-Lagrange equations derive equations of motion for each variational
parameter; fortunately, as we’ll see, these form a closed set of equations so that only the centers
and widths, along with their time derivatives, need to be solved for. Any other variational
parameter can be written in terms of them. For a detailed treatment of the 1-D Nc cloud model
see Ref. [48].
4.2 Constraints on the trial wavefunction
Here we make several assumptions about the physical system which have material effects on the
values of the variational parameters. These are as follows:
1. We assume that each of the Nc clouds are moving at sufficiently different velocities such
that any integral of a quantity containing a factor like ei(k̄jη−k̄j′η)η̄ where j ̸= j′ can be
neglected. If the clouds move with sufficiently different velocities, these factors will be
rapidly oscillating and their integrals can be neglected.
2. The Aj(t̄) are real for all j. This derives from the assumption that the system is a single
condensate and has an overall constant phase.
3. The number of atoms in each cloud is fixed. Clouds do not exchange atoms. This plus
the normalization condition, fixes a relationship between Aj and the widths w̄jη where
η = x, y, z.
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We can use these assumptions plus the normalization condition on the trial wave function to
derive conditions that constrain the values of the Aj . Furthermore, our assumption that the
number of atoms in each cloud is fixed adds the further restriction that each cloud is individually
normalized. This gives finally,
A2j (t̄)π
3/2w̄jx(t̄)w̄jy(t̄)w̄jz(t̄) = 1; j = 1, . . . , Nc. (46)
4.3 Equations of Motion for the Rotating Frame
The equations of motion for the are a set of second–order ordinary differential equation for the
cloud centers, η̄j , and widths, w̄jη, as well as expressions for the β̄jη and the ϵ̄jη in terms of the
centers, widths and their first derivatives. After transforming to the rotating frame (about the
z-axis) we have:



























2 ( ˙̄xj − Ω̄z ȳj)− 2β̄jxx̄j , (47f)
ϵ̄jy =
1




˙̄zj − 2β̄jxx̄j , (47h)
η = x, y, z j = 1, . . . , Nc
The equations for the cloud centers and cloud widths (Eqs. (47a), (47b), (47c), and (47d)) form
a closed set that contain only the η̄j , ˙̄ηj , w̄jη, and ˙̄wjη. Once these quantities are obtained, all
of the other variational parameters can be calculated.
The factor Ū (3D)(x̄, w̄) is the “variational potential”
Ū (3D)(x̄, w̄) ≡ 2NcL̄3(x̄, w̄) + 2NcL̄4(x̄, w̄)




The external and interaction variational potentials are the expectation values of the actual
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external potential and the condensate density over the trial wave function respectively. We’ve
grouped two different methods of interactions for consideration in the model, self and cloud-
cloud. Self accounts for the interactions between atoms in a particular condensate which causes
the clouds to expand and contract; and cloud-cloud for the interactions between atoms in different
clouds which occur only when two or more clouds overlap.
The expression for Ū
(3D)
ext (x̄, w̄) is
Ū
(3D)
ext (x̄, w̄) ≡ 2Nc
∫ ∞
−∞





















where V̄ext(r̄, t̄) is the actual external potential, in scaled units.
The expression for Ūint(x̄, w̄) is given by














which, given a trial wavefunction, will always be the same for any number of clouds.
The equations of motion (EOM) for the cloud centers and widths are valid for any external
potential. It’s worth noting that this variational potential will only be a function of the center and
width parameters of all of the Gaussians. Also we can consider the derivatives of the “variational
potential” that appear in the EOM as consisting of two force terms: one is the familiar force








to a force due to interactions, cloud-cloud and self respectively. This is a useful recognition as it
allows one to probe the effect of interactions with the model easily as we can rewrite the EOM
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(for the spatial and width parameters) as follows,







− Fjx(x̄, w̄), (51a)


























η = x, y, z j = 1, . . . , Nc
where Fjη(x̄, w̄), the third term in ¨̄wjη, and Wjη(x̄, w̄) are terms arising from the spatial and
width gradients of Ū
(3D)
int (x̄, w̄). Fjη(x̄, w̄) accounts for interaction forces exerted on the cloud-
center of the jth cloud due to cloud-cloud interactions with one or more other clouds. The third
term in ¨̄wjη accounts for the effects of self interactions within the j
th cloud which causes the
cloud to expand and contract. Wjη(x̄, w̄) accounts for the evolution of the width of the j
th
cloud due to cloud-cloud interactions with one or more other clouds. This model is capable
of simulating extreme atom interferometry processes such as multiple high–momentum clouds,
large volumes, and long interrogation times in a few minutes on a commodity desktop computer.
The standard methodology of solving the GPE would require an impractical amount of run time
and storage to provide accurate solutions at the same scale.
4.4 Power Law Potential
This model can be implemented for any arbitrary external potential. In this section we outline
the usage of an arbitrary 3-D power law potential in order to account for the anharmonic potential






If we include all triples, (px, py, pz), of powers such that





N2max + 6Nmax + 11
)
(53)
excluding the term where all powers are zero. In the case of the UVa experiment we have
Nmax = 4 and then the number of terms is Nterms = 34. Placing this potential into Eq.(49c) we








































































× Jpy(k)(ȳj , w̄jy)Jpz(k)(z̄j , w̄jz)





2/w̄20η dη̄, k = 0, 1, 2, . . . (55)
we can evaluate this class of integrals by changing the variable of integration:
x ≡ η − η̄0
w̄0η
, η = η̄0 + w̄0ηx, dη = w̄0ηdx. (56)









We now use the binomial theorem to express the factor (η̄0 + w̄0ηx)












Inserting this into the integral in Eq. (57) gives
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The integral now appearing in the sum above is well–known (after all, integration is the art of










2s s = even integer
 (60)
Using this result we can write a final expression for the integrals:


































J̄k (η̄0, w̄0η) .
Where the upper limit of the sum, [k/2], is the greatest integer less than or equal to k/2. Also
[m] is the greatest integer less than or equal to n and we have introduced the function









This newly defined function, J̄k(η̄, w̄η), allows us to write the potential in a more compact form
by removing the . The potential becomes





Cpx(k),py(k),pz(k)J̄px(k)(x̄j1 , w̄j1x) (62)
× J̄py(k)(ȳj1 , w̄j1y)J̄pz(k)(z̄j1 , w̄j1z)
















2m k = odd integer
}
(63)
To derive the equations of motion (Eqs. (47a)–(47d)) for this power law external potential we
need to consider the spatial and width derivatives of external variational potential calculated
in Eq. (55), along with those of the internal variational potential. These are given below. We
reiterate here that the corresponding equations of motion apply to any system of Nc condensate
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2m−1 k = odd integer
}
(65)
The internal variational potential given by Eq. (50) is the same for any number of clouds and
so it can be calculated once and for all. The expressions for the derivatives that appear in the
















































where the first term accounts for the self interactions and the second accounts for cloud-cloud
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interactions with,












































The phase parameters can then be written in terms of the center coordinates and widths and







2 ( ˙̄xj − Ω̄z ȳj)− 2β̄jxx̄j − k̄jx, (69b)
ϵ̄jy =
1




˙̄zj − 2β̄jz z̄j − k̄jz, (69d)
η = x, y, z j = 1, . . . , Nc
4.4.1 UVa Anharmonic Potential
We can derive the equations of motion for the particular case of the anharmonic potential present
in the UVa experiment given in Eq. (33) and shown below for convenience,


















































This potential can be written in the form of the general power–law potential defined in Eq. (52)
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The coefficients given in the UVa potential, in SI units, can be converted to scaled coefficients










0 where ω0 = ω̄0/T
2
0 . The scaled coefficients can then be written as
C̄200 = C̄020 = C̄002/λ
2 = 14 ω̄
2






















where ā = a/L0, b̄ = b/L0, c̄ = c/L
2
0, f̄ = f/L
2
0, and h̄ = h/L
2
0.
We can find the external variational potential, Ū
(3D)
ext , corresponding to the scaled UVa anhar-
monic potential given above in Eq. (71) by using Eq. (63) for the general power–law potential.
Each term, C̄αβγ x̄
αȳβ z̄γ , in V̄ext has a corresponding term in Ū
(3D)
ext , namely
C̄αβγ J̄α(x̄j , w̄jx)J̄β(ȳj , w̄jy)J̄γ(z̄j , w̄jz).
Since the maximum power is 4 we only need J̄n(η̄, w̄η) for powers n = 1, 2, 3, 4. These are J̄0 = 1,
J̄1 = η̄, J̄2 = η̄
2 + 12 w̄
2
η, J̄3 = η̄
3 + 32 η̄w̄
2
η, and J̄4 = η̄




η. This process yields the
specific form of Ū
(3D)
ext for the UVa anharmonic potential. The result is
Ū
(3D)


















































































































This potential can be used to write down the equations of motion for the specific case of the
anharmonic potential. We first need to consider the spatial and width derivatives of Ū
(3D)
ext ,
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J̄py(k)(ȳj , w̄jy)J̄pz(k)(z̄j , w̄jz)
= 2
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= ω̄20(x̄j) + ω̄
2





















the remaining derivatives can be determined in a similar fashion, then the center–coordinate
equations of motion for the anharmonic potential have the following form (in scaled units):
¨̄xj + (ω̄
2
0 − Ω̄2z)x̄j = +2Ω̄z ˙̄yj − ω̄20 b̄z̄j x̄j − ω̄20 c̄(x̄2j + 32 w̄
2
jx)x̄j − ω̄20 c̄(ȳ2j + 12 w̄
2
jy)x̄j
− ω̄20h̄(z̄2j + 12 w̄
2
jz)x̄j − Fjx(x̄, w̄)
¨̄yj + (ω̄
2
0 − Ω̄2z)ȳj = −2Ω̄z ˙̄xj − ω̄20 b̄z̄j ȳj − ω̄20 c̄(ȳ2j + 32 w̄
2
jy)ȳj − ω̄20 c̄(x̄2j + 12 w̄
2
jx)ȳj
− ω̄20h̄(z̄2j + 12 w̄
2
jz)ȳj − Fjy(x̄, w̄)
¨̄zj + λ
















jy)− ω̄20 ā(z̄2j + 12 w̄
2
jz)
− ω̄20h̄(x̄2j + 12 w̄
2
jx)z̄j − ω̄20h̄(ȳ2j + 12 w̄
2




j = 1, . . . , Nc (72)
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− 3ω̄20 c̄(x̄2j + 12 w̄
2
jx)w̄jx − ω̄20 c̄(ȳ2j + 12 w̄
2
jy)w̄jx
















− 3ω̄20 c̄(ȳ2j + 12 w̄
2
jy)w̄jy − ω̄20 c̄(x̄2j + 12 w̄
2
jx)w̄jy















− 3ω̄20 f̄(z̄2j + 12 w̄
2
jz)w̄jz − ω̄20h̄(x̄2j + 12 w̄
2
jx)w̄jz
− ω̄20h̄(ȳ2j + 12 w̄
2
jy)w̄jz −Wjz(x̄,w)
j = 1, . . . , Nc (73)
We again note here that the terms Fjη(x̄, w̄) and Wjη(x̄, w̄) account for interactions between
different clouds and couple the widths and center coordinates of the jth cloud to the widths and
centers of all the other clouds. These terms are negligible unless cloud j has a spatial overlap
with another cloud.
Our model is applied to the UVa interferometer sequence by utilizing the final values of the
center coordinates and widths in one segment as the initial conditions for the following segment.
For instance, prior to the first split, the initial conditions of the one–cloud (Nc = 1) model are
η̄1(0) = 0 and w̄1η(0) = w̄η0; with η = x, y, z
Along with the initial condition for their derivatives
˙̄η1(0) = 0 and ˙̄w1η(0) = 0
Physically, the undisturbed initial condensate should not move or change size. Hence we seek
a stationary solution to the equations of motion so that ˙̄η1(t) = 0 and ˙̄w1η(t) = 0. From here,
we see that any time later our values remain the same. Thus at time, t = t1, when the first
split occurs, our initial conditions are almost the same, except we need to account for the laser
splitting the condensate. Given the figure 1, the initial split causes the cloud labeled 1 to move
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in the +y direction and the cloud labeled to moves in the −y direction, so that
˙̄y1(0) = +v̄B
˙̄y2(0) = −v̄B
with the remaining initial conditions the same as in the previous segment. From here, the
equations of motion for two–clouds can be used along with the initial conditions to compute
the center coordinates and widths some time later. Once again, the final conditions of the two–
cloud segment along with the effect of the laser splitting along the ±x direction are the initial
conditions for the four–cloud segment in the UVa sequence. This is explored in detail later when
considering the case of a harmonic potential with no cloud-cloud interactions.
4.5 Computing the fraction of stopped-atoms
To compute the fraction of stopped-atoms we need to determine the final state wavefunction.









































The first two terms, ψ11 and ψ12, represent the two clouds in the plus (top) Sagnac interferometer
shown in Fig. 1 while the last two terms, ψ21 and ψ22, represent the clouds in the minus (bottom)
Sagnac interferometer. Note, at t = t2, the clouds in different interferometers have no spatial
overlap and then product of their wavefunctions will be zero, hence we can treat the top and
bottom interferometers separately. The final split has the effect of leaving half of cloud ij
Page 35 of 61
unchanged and stopping the remaining half. In other words, it places cloud ij in an equal
linear superposition of an unchanged wavefunction and one which is multiplied by a complex





ψij(r, t2) + ψij(r, t2)e
−iλijmv̄B x̄/ℏ
)
where λ11 = λ21 = −λ12 = −λ22 = 1 accounts for which clouds travel along the ±x direction
and the term with the exponential is the stopped cloud.
To compute the fraction of stopped atoms with this final state wavefunction we need to consider
the probability of being in the zero–momentum state. In either interferometer, the contribution
to this probability comes from the stopped clouds in that interferometer, so then we can write









∣∣∣ψ21(r, t2)e−imvBx/ℏ + ψ22(r, t2)e+imvBx/ℏ∣∣∣2
We can express S± in terms of the variational parameters by inserting the expression for the
trial wave function into the above integrals and carrying out the integration. The expression for






















































































































− (η̄ − η̄11)
2
2(w̄11η)2





























− (ȳ − ȳ11)
2
2(w̄11y)2












− (z̄ − z̄11)
2
2(w̄11z)2





(ϵ̄12z − ϵ̄11z)z̄ + (β̄12z − β̄11z)z̄2
)}
we can relabel the integral terms for visual clarity and compute them below,
I+ ≡ K+(x̄11, w̄11x, ϵ̄11x, β̄11x, x̄12, w̄12x, ϵ̄12x + v̄B , β̄12x)
× K+(ȳ11, w̄11y, ϵ̄11y, β̄11y, ȳ12, w̄12y, ϵ̄12y, β̄12y)
× K+(z̄11, w̄11z, ϵ̄11z, β̄11z, z̄12, w̄12z, ϵ̄12z, β̄12z)
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− (η̄ − η̄11)
2
2w̄211η












































































12ηM(η̄11, w̄11η, ϵ̄11η, β̄11η, η̄12, w̄12η, ϵ̄12η, β̄12η)






























− i(β̄12η − β̄11η)w̄11ηw̄12η
)1/2
since M is dimensionless, it yields an equivalent expression in SI units (where vB → mvBℏ ).




× M(x11, w11x, ϵ11x, β11x, x12, w12x, ϵ12x + mvBℏ , β12x)
× M(y11, w11y, ϵ11y, β11y, y12, w12y, ϵ12y, β12y)
× M(z11, w11z, ϵ11z, β11z, z12, w12z, ϵ12z, β12z)




M(x11, w11x, ϵ11x, β11x, x12, w12x, ϵ12x +
mvB
ℏ , β12x)
× M(y11, w11y, ϵ11y, β11y, y12, w12y, ϵ12y, β12y)
× M(z11, w11z, ϵ11z, β11z, z12, w12z, ϵ12z, β12z)
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M(x11(t2), w11x(t2), ϵ11x(t2), β11x(t2),
x12(t2), w12x(t2), ϵ12x(t2) +
MvB
ℏ , β12x(t2))
× M(y11(t2), w11y(t2), ϵ11y(t2), β11y(t2),
y12(t2), w12y(t2), ϵ12y(t2), β12y(t2))
× M(z11(t2), w11z(t2), ϵ11z(t2), β11z(t2),











M(x21(t2), w21x(t2), ϵ21x(t2), β21x(t2),
x22(t2), w22x(t2), ϵ22x(t2) +
MvB
ℏ , β22x(t2))
× M(y21(t2), w21y(t2), ϵ21y(t2), β21y(t2),
y22(t2), w22y(t2), ϵ22y(t2), β22y(t2))
× M(z21(t2), w21z(t2), ϵ21z(t2), β21z(t2),
z22(t2), w22z(t2), ϵ22z(t2), β22z(t2))
}
(75)
Using these we can compute S± in terms of the values of the variational parameters just before
the final split along with the effect of the split changing the phase.
4.5.1 Expression for S+ at zero rotation speed
An approximate expression for S+ in the case of the anharmonic potential can be determined
by neglecting cloud–cloud interactions and setting the rotating–frame speed to zero (Ωz = 0).
We can further simplify by utilizing the symmetries of the solutions for this case. Namely that
clouds within an interferometer have oppositely orientated x and ẋ, similarly orientated y and
ẏ along with z and ż. Quantitatively we have,
x11(t) ≡ x1(t), x12(t) ≡ x2(t), x1(t) = −x2(t), ẋ1(t) = −ẋ2(t)
y11(t) = y12(t), ẏ11(t) = ẏ12(t), z11(t) = z12(t), ż11(t) = ż12(t),
Furthermore all of the x and y widths and their dots for both clouds are the same at all times:
w11x(t) = w12x(t) = w11y(t) = w12y(t) ≡ w⊥(t)
ẇ11x(t) = ẇ12x(t) = ẇ11y(t) = ẇ12y(t) ≡ ẇ⊥(t)
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Also, the z widths and dot widths of the two clouds are equal
w11z(t) = w12z(t) ≡ wz(t), and ẇ11z(t) = ẇ12z(t) ≡ ẇz(t)


























Now let’s consider the factor Mx. We have












12x(t2) + v̄B , β̄
(4)
12x(t2))








































noting that we’ve evaluated the time dependent parameters at t = t2. Finally we consider factor
ϵ2x − ϵ1x for the case where the rotation speed is zero (Ω̄z = 0)




















= ( 12 ẋ2 − 2β⊥x2) + v̄B − (
1
2 ẋ1 − 2β⊥x1)
= 12 ẋ2 − 2β⊥x2 + v̄B −
1
2 ẋ1 + 2β⊥x1
= v̄B − 12 (ẋ1 − ẋ2) + 2β⊥(x1 − x2)
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v̄B − 12 ( ˙̄x1 − ˙̄x2)
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2vB − (ẋ1 − ẋ2)
)
w⊥ + (x1 − x2)ẇ⊥






Symmetries could be used to further simplify this expression, however this form will be useful
for providing a physical interpretation of this factor. Carrying out a similar procedure for the






































The final expression for S+ for the case of an anharmonic potential when the rotation speed is
















v̄B − 12 ( ˙̄x1 − ˙̄x2)
)
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4.6 Exact expression for S+ for non–interacting clouds in a harmonic
potential
The variational equations of motion in the rotating frame for a harmonic potential with cloud-
cloud interactions neglected have the form,
¨̄xj + (ω̄
2
0 − Ω̄2z)x̄j = +2Ω̄z ˙̄yj
¨̄yj + (ω̄
2
0 − Ω̄2z)ȳj = −2Ω̄z ˙̄xj
¨̄zj + λ




































j = 1, . . . , Nc. (77)
The equations for the center coordinates of each cloud form a closed set and can be solved
exactly. The width equations must be solved numerically but exhibit a clear symmetry in that
the equations for wjx(t) and wjy(t) are the same. When the initial conditions for these widths
are the same (as is the case when applying the one, two, and four–cloud models to the UVa
AI sequence) the solutions wjx(t) and wjy(t) will be identical. Note that the evolution of the
widths do not depend on the speed, Ωz, of the rotating frame as this does not appear in the
width equations of motion.
The solutions to the center coordinates are given below. If we know the initial conditions at
time t0, namely
x(t0), ẋ(t0), y(t0), ẏ(t0), z(t0), ż(t0), ω, λ, and Ω
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then these quantities at time t are given by




(ẋ(t0)− Ωy(t0)) sin(ω(t− t0)) cos(Ω(t− t0))




(ẏ(t0) + Ωx(t0)) sin(ω(t− t0)) sin(Ω(t− t0))
(78)
y(t) = −x(t0) cos(ω(t− t0)) sin(Ω(t− t0))
− 1
ω
(ẋ(t0)− Ωy(t0)) sin(ω(t− t0)) sin(Ω(t− t0))




(ẏ(t0) + Ωx(t0)) sin(ω(t− t0)) cos(Ω(t− t0))
(79)











(ẋ(t0)− Ωy(t0)) + ωy(t0)
)





(ẏ(t0) + Ωx(t0))− ωx(t0)
)
sin(ω(t− t0)) cos(Ω(t− t0))
+ ẏ(t0) cos(ω(t− t0)) sin(Ω(t− t0))





(ẏ(t0) + Ωx(t0))− ωx(t0)
)





(ẋ(t0)− Ωy(t0)) + ωy(t0)
)
sin(ω(t− t0)) cos(Ω(t− t0))
− ẋ(t0) cos(ω(t− t0)) sin(Ω(t− t0))
+ ẏ(t0) cos(ω(t− t0)) cos(Ω(t− t0)) (82)
ż(t) = −λωz(t0) sin(λω(t− t0)) + ż(t0) cos(λω(t− t0)) (83)
As mentioned previously, the final conditions of one segment of the AI sequence along with the
effect of splitting provide the initial conditions for the following segment. In this case, the final
conditions of the two–cloud segment give the initial conditions of the four–cloud segment. The
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initial conditions for clouds 11 and 12 in the four–cloud model are
x̄
(4)






















11 (t̄1) = z̄
(4)



























11 (t̄1) = ˙̄y
(4)











11 (t̄1) = ˙̄z
(4)
12 (t̄1) = 0
and the initial conditions for clouds 21 and 22 are
x̄
(4)
21 (t̄1) = x̄
(4)









21 (t̄1) = ȳ
(4)









21 (t̄1) = z̄
(4)
22 (t̄1) = 0
˙̄x
(4)





































21 (t̄1) = ˙̄z
(4)
22 (t̄1) = 0
We can use these initial conditions for the four–cloud model to along with Eqs. (78), (79),
(81), and (82) to determine the position and velocities of a cloud at time t̄ = t̄2. In this
case, we want the values just before the final split. This occurs after the clouds have orbited
for one harmonic trap period, T̄ . Hence t̄2 = t̄1 + T̄ . In these equations we take t0 = t̄1,
ω(t− t0) = ω̄0(t̄2 − t̄1) = ω̄0T̄ = 2π and Ω(t− t0) = Ω̄z(t̄2 − t̄1) = Ω̄zT̄ = (2π)(Ω̄z/ω̄0).
































By substituting our initial conditions the solutions for the clouds in the top interferometer (11
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and 12), we have
x̄
(4)


























11 (t̄2) = ȳ
(4)
























11 (t̄2) = z̄
(4)
12 (t̄2) = 0
˙̄x
(4)
























































































































11 (t̄2) = ˙̄z
(4)
12 (t̄2) = 0
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and for the clouds in the bottom interferometer (21 and 22) we have,
x̄
(4)


























21 (t̄2) = ȳ
(4)
























21 (t̄2) = z̄
(4)
22 (t̄2) = 0
˙̄x
(4)
























































































































21 (t̄2) = ˙̄z
(4)
22 (t̄2) = 0
The above equations give the position coordinates and velocity components for the four clouds
at the moment (t̄ = t̄2) of the final split when interactions between different clouds can be
neglected. The width equations must be integrated numerically but there are only two distinct
widths. In the four–cloud model these are
w11x(t) = w12x(t) = w11y(t) = w12y(t) ≡ w⊥(t)
ẇ11x(t) = ẇ12x(t) = ẇ11y(t) = ẇ12y(t) ≡ ẇ⊥(t)
Also, the z widths and dot widths of the two clouds are equal
w11z(t) = w12z(t) ≡ wz(t), and ẇ11z(t) = ẇ12z(t) ≡ ẇz(t)
We can also determine the remaining variational parameters for the jth cloud, ϵ̄jη and β̄jη. With
these expressions for our variational parameters at time t̄ = t̄2 we can determine the Mx, My,
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and Mz factors appearing in the expression for S+.
Using the analytical solutions of the cloud–center equations of motion and the symmetries of
the solutions of the width equations of motion we can follows the steps of the UVa AI sequence








































and the expression for S−(Ωz) is identical. In the above w⊥ = wjx(t2) = wjy(t2) is the transverse
width of the condensate at the moment of the final split.
If we observe this in the limit where the rotation speed is much smaller than the trap frequency,



























In the case of a harmonic potential the radius of the circular orbit is R = vB/ω0 and the area
of the orbit is A = πR2 = π(vB/ω0)
2. With this, we can recognize the argument of the cosine










































which is precisely the result obtained from computing the Sagnac phase from the action integral
over the classical path.
The expression for S+(Ωz) in Eq. (85) provides guidance for simulations where inter–cloud in-
teractions and anharmonic terms in the potential are included.
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5 Simulations and Results
We investigated the effects of anharmonicity and interactions on the experimental AI sequence
by simulating the interferometer experiment for various conditions and then computing the
dependence of S+ on the true rotation speed, Ωz. The conditions explored included: harmonic
and anharmonic potentials, the presence of cloud-cloud interactions, and varying the strength of
the interaction by changing the number of condensate atoms. The number of condensate atoms
ranged ranged from Natoms = 1 × 104 to 1 × 106 in increments of 1 × 104, and additionally
2 × 106. Note that in all cases self–interactions were present. In total this gives 48 unique
combinations of potential, interactions, and number of atoms for which to specify the conditions
of the experiment. For each of these 48 combinations we simulated the interferometer experiment
at 26 different input rotation speeds at equal intervals ranging from zero up to 125 times the
Earth’s rotation speed. The values of S+ were then plotted versus Ωz for each case. All other
parameter values were taken from the original experiment described in section 3.
Initially we investigated the original methodology used by the experimentalists to extract the
rotation speed. Namely that the phase accumulated by a cloud is equal to the action along the
classical path which yields an equivalence between the fraction of stopped atoms and the squared
cosine of half the Sagnac phase. In these simulations we input a “true” rotation speed and then
determine a “measured” rotation speed by calculating S–plus with the model and then using
the original method. It’s worth re-iterating here that this method of reducing the phase to the
action along the classical path treats the condensates as point masses and will not account for
finite size effects. These “measured” values are then plotted against the “true” rotation speed
values for a range from 0 ≤ Ωtrue ≤ 50ΩE (ΩE = Earth rotation speed), shown below
The disagreement between the “measured” rotation speed and the “true” rotation speed is signif-
icant as the “true” rotation speed approaches zero and is magnified in the case of anharmonicity.
This indicates that the method of computing the rotation speed from the Sagnac phase is inac-
curate at low rotation speeds and the procedure needs to be modified.
We plotted S–plus versus Ωtrue for 26 different input rotation speeds at equal intervals from
0 ≤ Ωtrue ≤ 125 for each of the 48 combinations discussed above. The plots were fit to a
function which has the same dependence on Ωz as the expression for S+ in Eq. (85) for the case
of a harmonic potential and no cloud–cloud interactions. The fit function was






The fits were performed for data where the rotation speeds were expressed in Hertz. Thus the
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Figure 2: A plot of the “measured” rotation speed versus the “true” rotation speed for harmonic
and anharmonic potentials with no interactions present. The values agree well starting around
20ΩE ; but as the “true” rotation speed approaches zero, the “measured” and “true” rotation
speeds disagree considerably. This is more present in the anharmonic case, but a similar behavior
occurs below 1ΩE for the harmonic case as well.
b parameter is measured in seconds squared and the c parameter is measured in seconds.
Plots of S+ versus Ωz for Natoms = 10,000 atoms are shown in Figs. 3 and 4 and for Natoms =
1,000,000 atoms in Figs. 5 and 6. The plots found in these figures are for a harmonic potential
with cloud–cloud interactions turned off, harmonic with interactions on, anharmonic with inter-
actions off, and anharmonic with interactions on. These plots also display the values of S+(Ωz)
fitted to the function shown in Eq. (86). Note that these fits closely follow the simulation data
in all cases.
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Figure 3: The fraction of stopped atoms, S+, vs rotating frame speed, Ωz, with Natoms =10,000
87Rb atoms for the case of a harmonic potential with cloud–cloud interactions off (upper) and
on (lower).
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Figure 4: The fraction of stopped atoms, S+, vs rotating frame speed, Ωz, with Natoms =10,000
87Rb atoms for the case of an anharmonic potential with cloud–cloud interactions off (upper)
and on (lower).
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Figure 5: The fraction of stopped atoms, S+, vs rotating frame speed, Ωz, with
Natoms =1,000,000
87Rb atoms for the case of a harmonic potential with cloud–cloud inter-
actions off (upper) and on (lower).
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Figure 6: The fraction of stopped atoms, S+, vs rotating frame speed, Ωz, with
Natoms =1,000,000
87Rb atoms for the case of an anharmonic potential with cloud–cloud in-
teractions off (upper) and on (lower).
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When Ωz = 0, the above expression becomes S+(0) = 1/2+ a, and comparing this with Eq. (76)
we get an approximate formula for a










2vB − (ẋ1 − ẋ2)
)
w⊥ + (x1 − x2)ẇ⊥







the clouds will perfectly overlap when the term in the exponential is zero. This occurs when
the width of the condensate is zero, w⊥ = 0 and the condensate is treated as a point mass.
More importantly, perfect overlap occurs if the relative velocity of the two clouds is 2vB , that
is ẋ1 − ẋ2 = 2vB and the centers of the clouds are the same, namely x1 − x2 = 0. If the cloud
centers were different then a relative velocity is still present due to the expansion or contraction
of self–interacting clouds. These inferences imply the term a accounts for the finite size of the
condensate.
Comparing the fit function with Eq. (85) gives an approximate expression for the b and c pa-







where we note that this equation gives the value of b when the Ωz appearing in the exponential is
measured in Hz. Here again we see that the term b is indicative of a finite size effect as it depends
on w2⊥. It’s also worth noting that b increases for larger rotation speeds and interferometer areas.
From these expressions for a and b we can see that the width of the clouds, w⊥, and to a lesser
extent the width velocity, ẇ⊥, at the final split have a major effect on the value of S+.
The c parameter can be approximated by assuming that the quantity appearing in the cosine
term is the Sagnac phase. Since the full potential including the anharmonic terms has cylindrical
symmetry, the z component of the angular momentum of each cloud is conserved. Thus, if Ωz















((x2ẏ2 − y2ẋ2)− (x1ẏ1 − y1ẋ1)) . (89)
In the last expression all quantities are evaluated at time t = t2. Below, the values of a, b,
and c given by these approximate formulas are compared with their values determined from the
simulation fits.
One noticeable feature of these plots is the effect of the anharmonic potential. For the harmonic
case, S+ varies between approximately 0 and 1; however in the anharmonic case, the variation
is reduced. Another smaller effect is that the envelope of the variation of S+ decreases more
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rapidly for the anharmonic potential.
The physical mechanisms for these effects can be identified quantitatively by looking at the data
found in Tables 1, 2, 3, and 4. These tables compare the values of the fit parameters a, b, and
c as determined by the fits with their values calculated from Eqs. (87), (88), and (89) for 12
different condensate numbers. The conditions for Tables 1 - 4 are as follows (in order): harmonic
potential with cloud–cloud interactions off, anharmonic potential with interactions off, harmonic
potential with interactions on, and anharmonic potential with interactions on.
Natoms a a b (s
2) b (s2) c (s) c (s)
(formula) (fit) (formula) (fit) (formula) (fit)
10000 0.500 0.500 2962.6 2962.8 691.6 691.6
100000 0.500 0.500 6733.3 6733.6 691.6 691.6
200000 0.500 0.500 8787.9 8788.3 691.6 691.6
300000 0.500 0.500 10291.8 10292.3 691.6 691.6
400000 0.500 0.500 11520.6 11521.1 691.6 691.6
500000 0.500 0.500 12577.9 12578.5 691.6 691.6
600000 0.500 0.500 13515.8 13516.4 691.6 691.6
700000 0.500 0.500 14364.6 14365.2 691.6 691.6
800000 0.500 0.500 15144.0 15144.6 691.6 691.6
900000 0.500 0.500 15867.2 15867.8 691.6 691.6
1000000 0.500 0.500 16543.9 16544.6 691.6 691.6
2000000 0.500 0.500 21789.6 21790.4 691.6 691.6
Table 1: h 0 xxx: Comparison of parameters, a, b, and c determined by simulation fits with
their values predicted by Eqs. Conditions are harmonic potential and cloud–cloud interactions
off.
Natoms a a b (s
2) b (s2) c (s) c (s)
(formula) (fit) (formula) (fit) (formula) (fit)
10000 0.459 0.459 3027.2 2952.1 702.9 704.5
100000 0.450 0.450 6984.8 6913.5 702.9 704.5
200000 0.441 0.441 9137.4 9072.4 702.9 704.6
300000 0.434 0.434 10711.0 10648.2 702.9 704.6
400000 0.428 0.428 11996.0 11933.8 702.9 704.6
500000 0.422 0.422 13101.1 13039.0 702.9 704.6
600000 0.418 0.418 14081.2 14018.8 702.9 704.6
700000 0.413 0.413 14968.0 14905.2 702.9 704.6
800000 0.409 0.409 15782.1 15718.6 702.9 704.7
900000 0.406 0.406 16537.4 16473.3 702.9 704.7
1000000 0.402 0.402 17244.1 17179.3 702.9 704.7
2000000 0.376 0.376 22720.7 22648.1 703.0 704.7
Table 2: a 0 xxx: Comparison of parameters, a, b, and c determined by simulation fits with
their values predicted by Eqs. Conditions are anharmonic potential and cloud–cloud interactions
off.
The first thing to note is that the approximate formulas for a, b, and c do a good job in predicting
the fitted values for these parameters. This is the case for all conditions considered. The formula
values for a and c differ from the fitted values by well under 1% and the largest difference in
these values for b is less than 5%. Thus these formulas should provide physical insight into the
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Natoms a a b (s
2) b (s2) c (s) c (s)
(formula) (fit) (formula) (fit) (formula) (fit)
10000 0.500 0.500 3475.6 3485.2 691.7 691.7
100000 0.500 0.500 8499.3 8672.5 691.8 691.9
200000 0.500 0.500 11161.0 11439.9 691.9 691.9
300000 0.500 0.500 13093.8 13456.9 692.0 692.0
400000 0.500 0.500 14666.2 15102.4 692.0 692.1
500000 0.500 0.500 16015.4 16517.2 692.1 692.1
600000 0.500 0.500 17209.5 17771.8 692.1 692.1
700000 0.500 0.500 18288.4 18907.2 692.2 692.2
800000 0.500 0.500 19277.5 19949.5 692.2 692.2
900000 0.500 0.500 20194.3 20916.7 692.2 692.2
1000000 0.500 0.500 21051.2 21821.9 692.2 692.3
2000000 0.500 0.500 27667.0 28842.8 692.2 692.5
Table 3: h 1 xxx: Comparison of parameters, a, b, and c determined by simulation fits with
their values predicted by Eqs. Conditions are harmonic potential and cloud–cloud interactions
on.
Natoms a a b (s
2) b (s2) c (s) c (s)
(formula) (fit) (formula) (fit) (formula) (fit)
10000 0.447 0.447 3553.9 3479.9 703.0 703.5
100000 0.407 0.407 8718.4 8764.5 703.2 702.6
200000 0.385 0.385 11454.4 11584.0 703.3 702.6
300000 0.370 0.370 13440.9 13637.3 703.4 702.6
400000 0.357 0.357 15056.9 15311.7 703.4 702.7
500000 0.347 0.347 16443.3 16751.0 703.5 702.7
600000 0.338 0.338 17670.5 18027.1 703.5 702.8
700000 0.330 0.330 18779.3 19181.8 703.5 702.8
800000 0.323 0.323 19795.7 20241.7 703.6 702.8
900000 0.316 0.316 20737.8 21225.3 703.6 702.8
1000000 0.310 0.310 21618.4 22145.7 703.6 702.8
2000000 0.268 0.268 28417.3 29283.9 703.9 702.8
Table 4: a 1 xxx: Comparison of parameters, a, b, and c determined by simulation fits with
their values predicted by Eqs. Conditions are anharmonic potential and cloud–cloud interactions
on.
effects of interactions and the anharmonic potential.
The expression for a in Eq. (87) shows that, in order to maximize a at zero rotation speed, the
centers of the two clouds must coincide and their relative velocity x components must be 2vB
just before the final split. This is more difficult to achieve in the presence of anharmonic terms,
as indicated by the comparison tables. The value of b is insensitive to the presence of anharmonic
terms in the potential. The striking feature of the variation of b for increasing number of atoms
is that its value increases significantly when cloud–cloud interactions are present versus when
they are absent. The main driver of this effect occurs at the second split when two clouds
become four clouds. Without cloud–cloud interactions, the rate of change of the transverse
cloud width (w⊥(t1)) begins to decrease sharply while this rate of change continues to increase
when interactions are present. This leads to a significantly larger value of w⊥(t2) at the final
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split. The b parameter directly measures an effect of the finite–width of the condensate at the
time of the final split as shown in Eq. (88). It is worth noting that its effect on the value of
S+ is increased for larger rotation speed and, importantly, also for larger interferometer areas.
It is therefore possible that this effect may need to be accounted for in the data analysis of
the experimental results for larger–area interferometers. Another notable feature is that the c
parameter is insensitive to the number of condensate atoms. Also the c parameter is larger for
the anharmonic potential. This is because the anharmonic potential causes the cloud trajectories
to displace out of the xy plane, thus increasing the area enclosed when compared to the harmonic
potential. Furthermore, because the fit and formula values for c match well, it shows that the
argument, 2πcΩz, is the Sagnac phase.
6 Summary
In this work we investigated a recent dual–Sagnac atom interferometer device using a varia-
tional model which provides rapid approximate solutions to the rotating–frame Gross–Pitaevskii
equation. This device uses a split Bose–Einstein condensate in an ideally harmonic potential
to measure the external rotation speed of the system. We used the model to study the effects
of interactions and anharmonicity on the performance of the device. In particular we explored
these effects through an increasing number of condensate atoms at various rotation speeds.
We found the presence of interactions to cause variations in the sizes of the condensate clouds.
Two forms of interactions were described here, those between the atoms in a cloud (self–
interactions) and those between atoms in different clouds (cloud–cloud interactions). In either
case the strength of interactions increases with a larger density of atoms present. When a cloud
is split into two the repulsive strength is lessened while the confinement from the external poten-
tial remains the same. This causes the cloud to contract, increasing the repulsion. Eventually
the repulsion is strong enough so they stop contracting and begin to expand. This breathing
motion due to self–interactions leads to a change in the cloud’s final size. We found that inter-
actions between different clouds can moderate the change in the rate of oscillation when a cloud
is split. This allows one to minimize the final width by modifying the four–cloud flight time.
We also found that the finite size of the condensate caused a slow decay in the envelope of the
variation of the stopped–atom fraction, S±, with increasing rotating–frame speed, Ωz. This is
demonstrated by parameter b in the study. The rate of decay is proportional to the square of
the condensate width at the final split. The decay rate is also proportional to the interferometer
area. We expect the effects of interactions to be important in state–of–the–art interferometer
applications.
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Our model shows that the presence of anharmonic terms in the potential cause the amplitude
of the envelope of the variation of the stopped–atom fraction. This is due to a relative velocity
between overlapping clouds and/or a lack of complete spatial overlap at the final split, see
parameter a in the study. The anharmonic terms in general will not affect the clouds in an
interferometer the same and cause the clouds to develop a relative velocity between them. This
can be a combination of the relative velocity of the cloud centers and the expansion or contraction
of the clouds; hence these effects decrease when the final width decreases. The trapping potential
can be engineered so as to minimize these effects to ensure a strong output signal, a necessity
for sensitive measurements.
The model also predicts that the frequency of the variation of the stopped–atom fraction depends
on the Sagnac phase regardless of the presence of interactions and/or anharmonicity, as indicated
by parameter c in the study. In all cases S± varied sinusoidally with the Sagnac phase. This is
critical for the performance of the device. It also suggests that the fit function, Eq. (86), could
be used to construct a similar procedure to the ellipse–fitting analysis used in the experiment.
One which allows for common–mode rejections but accounts for interactions and anharmonic
effects.
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