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Energy Efficiency Scaling Law for MIMO
Broadcasting Channels
Jie Xu and Ling Qiu
Abstract
This letter investigates the energy efficiency (EE) scaling law for the broadcasting channels (BC)
with many users, in which the non-ideal transmit independent power consumption is taken into account.
We first consider the single antenna case with K users, and derive that the EE scales as log2 lnK
α
when
α > 0 and log2K when α = 0, where α is the normalized transmit independent power. After that,
we extend it to the general MIMO BC case with a M -antenna transmitter and K users each with N
antennas. The scaling law becomes M log2 lnNK
α
when α > 0 and log2NK when α = 0.
Index Terms
Energy efficiency, MIMO broadcasting channels, scaling law.
I. INTRODUCTION
Energy efficiency (EE) is becoming increasingly important for the future green wireless
communication systems [1]. As multiuser multiple input multiple output (MIMO) is the key
technology for the next generation cellular networks, understanding the EE scaling behavior of
the MIMO broadcasting channels (BC) is a critical issue to help the design of the green wireless
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networks. Therefore, we will investigate the scaling law of the EE for the MIMO BC in this
letter.
The capacity scaling law of the MIMO BC is a well studied topic. It is known that the dirty
paper coding (DPC) is the capacity achieving scheme [2]. With DPC, the capacity scaling law of
MIMO BC has been widely investigated in the literature, and the M log2 lnNK scaling behavior
is famous [3], [4]. Surprisingly, some sub-optimal schemes with low complexity precoding and
user selection [5]–[7] can also achieve this scaling law, which makes them promising in the real
systems. However, to the best of our knowledge, the EE scaling law has not been addressed yet,
and thus is unknown.
EE is in general defined as the capacity divided by the total power consumption including the
transmit-dependent and independent power, which represents the delivered bits per unit energy,
measured in bits per Joule. To optimize the EE, adjusting the transmit power is the basis and
the fractional programming is always utilized as the mathematical tool [8]. Based on this tool,
an energy efficient iterative waterfilling scheme is shown to be optimal for the EE of the MIMO
BC [9]. The distinct feature of optimizing EE is that the sum transmit power should be adjusted
according to the channel conditions and the transmit-independent power. Therefore, compared
with the derivation of the capacity scaling law which is based on fixed transmit power, this
power adjusting feature would make the EE scaling law different.
The scaling law of the MIMO BC is first investigated in this letter, with the help of the
Lambert ω function [10]. The main contribution is as follows. We first derive that the EE scales
as
log2 lnK
α
when α > 0 and as log2K when α = 0 in the SISO scenario. After that, we extend
it to the general multi-antenna case and the scaling law becomes M log2 lnNK
α
when α > 0 and
log2NK when α = 0. The results give us insights about the effect of parameters, such as user
number, transmit antenna number, on the EE, and would help the design of the future green
wireless networks.
The rest of this letter is organized as follows. Section II introduces the system and power
model. The scaling laws for the SISO and MIMO cases are given in section III and IV respec-
tively. Finally, section V concludes this letter.
Regarding the notation, bold face letters refer to vectors (lower case) or matrices (upper case).
The superscript H and T represent the conjugate transpose and transpose operation, respectively.
tr(·) denotes the trace of the matrix, and E(·) denotes the expectations of random variables.
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II. SYSTEM MODEL
The system consists of a base station (BS) with M transmit antennas and K users each with
N receive antennas. We consider the homogeneous scenario and assume that each user has the
same large scale fading including pathloss and shadowing, which can be denoted as ψ. The
smaller scale Rayleigh fading is considered and that from the BS to the kth user Hk ∈ CN×M
is a zero-mean Gaussian random matrix, with each entry independent and identically distributed
(i.i.d.) CN (0, 1). Assume the transmitted signal at the BS is s ∈ CM×1, and then the received
signal of user k can be denoted as
yk = ψHks + n, (1)
where n is the noise at the user. Denote the transmit power as P = tr(ssH). Based on the
uplink-downlink duality [11], the sum capacity of the MIMO BC can be denoted as
C(P ) =
max
Qk≥0,
K∑
k=1
tr(Qk)≤P
W log2
∣∣∣∣∣I+
ψ
N0W
K∑
k=1
HHk QkHk
∣∣∣∣∣ , (2)
where Qk is the transmit covariance of the users in the dual uplink, W is the bandwidth and
N0 is the density of the noise power.
As the BS takes the main parts of the total power consumption in the cellular networks [12],
we only consider the power consumption at the BS in this letter. Based on the realistic BS model
[12] and our previous work [9], [13], the power model is denoted as
Ptotal(P ) =
P
η
+MPdyn + Psta, (3)
where η denotes the power amplifier (PA) efficiency; MPdyn denotes the dynamic power con-
sumption proportional to the number of radio frequency (RF) chains, e.g. circuit power of RF
chains which is always proportional to M ; and Psta accounts for the static power independent
of both M and P which includes power consumption of the baseband processing, battery unit
etc.. MPdyn + Psta is referred to as the transmit-independent power.
Therefore, the maximum EE of the MIMO BC can be defined as
Γ = max
P>0
C(P )
Ptotal(P )
. (4)
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To simplify the notation, we define that ψ
N0W
P = Q, α = N0Wη
ψ
(MPdyn + Psta), and then
Γ =
W 2N0η
ψ
ξ, (5)
where
ξ = max
Q≥0
max
Qk≥0,
K∑
k=1
tr(Qk)≤Q
log2
∣∣∣∣I+
K∑
k=1
HHk QkHk
∣∣∣∣
Q+ α
.
(6)
As our purpose is to derive the scaling law of the EE of the MIMO BC, and α, W 2N0η
ψ
can be
viewed as constant here, we would utilize ξ as the normalized EE metric in this letter. And α
is viewed as the normalized transmit-independent power.
Note that the solution of (6) can be obtained based on the energy efficient iterative waterfilling
in [9], however, it is difficult to derive the scaling law directly from [9]. Before discussing the
general MIMO scenario, let us look at the SISO case at first.
III. SCALING LAW FOR THE SISO CASE
For the SISO case, only transmitting to the user with the largest channel gain is the optimal
solution [4], and then the EE can be denoted as
ξ = max
Q≥0
log2(1 +Q max
1≤i≤K
|Hi|2)
Q+ α
. (7)
Fortunately, with the help of the Lambert ω function, we can obtain the close-form solution for
(7). We will give the following definition and lemma at first.
Definition 1 (Lambert ω function [10]): The Lambert ω function is defined as the inverse
function of
f(X) = XeX ,
where X is any complex number.
Lemma 1: For the optimization problem
max
x≥0
log2(1 + γx)
(x+ α)
, (8)
if we denote that y = log2(1 + γx), the optimal solution is given as
y∗ =
1
ln 2
[
ω
(
αγ − 1
e
)
+ 1
]
, (9)
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and the corresponding x∗ is
x∗ =
(αγ − 1)ω−1
(
αγ−1
e
)
− 1
γ
. (10)
Proof: Based on [14], the optimization of (8) is a quasi-concave optimization, and any local
optimal point is globally optimal. We can denote y = log2(1 + γx), and then the optimal y∗ is
y∗ = argmax
y≥0
y
2y−1
γ
+ α
= argmin
y≥0
2y − 1 + αγ
γy
.
(11)
Calculating the first order derivative, we have that
(ln 2 · y∗ − 1) 2y
∗
= αγ − 1. (12)
Thus, (9) can be obtained. Correspondingly, we have that
x∗ =
2y
∗
− 1
γ
=
exp
{[
ω
(
αγ−1
e
)
+ 1
]}
− 1
γ
.
According to the property of the Lambert ω function, ω(X)eω(X) = X , and then eω(X) =
Xω−1(X). Therefore, taking X = αγ−1
e
, and then (10) can be obtained.
Based on Lemma 1 and treating Q, max
1≤i≤K
|Hi|2 as x, γ respectively, the EE of (7) can be
denoted as
ξ =
1
ln 2
[
ω
(
α max
1≤i≤K
|Hi|
2−1
e
)
+ 1
]
Q∗ + α
,
(13)
where
Q∗ =
(
α max
1≤i≤K
|Hi|2 − 1
)
ω−1
(
α max
1≤i≤K
|Hi|
2−1
e
)
− 1
max
1≤i≤K
|Hi|2
. (14)
We have the following lemma.
Lemma 2: When K →∞, we have that Q∗ → 0.
Proof: When K →∞, max
1≤i≤K
|Hi|2 →∞, and then ω
(
α max
1≤i≤K
|Hi|2−1
e
)
→∞. Look at (14),
we can obtain that Q∗ → 0 easily.
We can try to obtain the scaling law as the following Theorem based on Lemma 2 and (13).
Theorem 1: When K →∞, we have that
lim
K→∞
E(ξ)
log2 lnK
α
= 1 (15)
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when α > 0 and
lim
K→∞
E(ξ)
log2K
= 1 (16)
when α = 0.
Proof: We will look at the α > 0 case at first.
According to Lemma 2, we have that
ξ ≈
1
ln 2
[
ω
(
α max
1≤i≤K
|Hi|
2−1
e
)
+ 1
]
α
(17)
when K → ∞. And then motivated by [3], as |Hi|2’s have χ2(2) distribution, we have that
β = max
1≤i≤K
|Hi|2 ∼ lnK. As ξ is a concave function of γ, following the similar idea in [3], we
can have that
E(ξ) ∼
1
ln 2
[
ω
(
α lnK−1
e
)
+ 1
]
α
(18)
And then, we have that
lim
K→∞
1
ln 2
[
ω
(
α lnK−1
e
)
+ 1
]
log2 lnK
≈ lim
K→∞
ω
(
α lnK−1
e
)
ln lnK
(a)
= lim
K→∞
ω(α lnK−1e )
α lnK−1
e [ω(
α lnK−1
e )+1]
· α
e
1
K
1
K·lnK
=1,
(19)
where (a) is following the L’Hospital’s rule and based on the following property of the first
order derivative of the Lambert ω function [10].
ω′ (X) =
ω (X)
X (ω (X) + 1)
Therefore, we have that
E(ξ) ∼
log2 lnK
α
, (20)
and the first part of Theorem 1 is proved.
When α = 0, the maximization of (7) is achieved when Q = 0. Based on (7), we can have
that
E{ξ} = E


max
1≤i≤K
|Hi|2
ln 2

 ∼
lnK
ln 2
∼ log2K. (21)
Thus, Theorem 1 is proved.
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Theorem 1 points out that the scaling law of the EE is affected by α significantly. When
α > 0, the scaling behavior is similar with the capacity. When α = 0, the scaling law becomes
different.
IV. SCALING LAW FOR THE MIMO CASE
We will turn to the EE scaling law for the general MIMO BC in this section. As only iterative
solution of optimizing the EE of the MIMO BC is available [9] and obtaining the closed-form
expression is difficult, we would utilize upper and lower bounds to employ Lemma 1 to derive
the EE scaling law.
The key result in this section is the following theorem.
Theorem 2: When K →∞, we have that
lim
K→∞
E(ξ)
M log2 lnNK
α
= 1 (22)
when α > 0 and
lim
K→∞
E(ξ)
log2NK
= 1 (23)
when α = 0.
Proof: Based on [3], we will give the upper bound at first. For any transmit covariances,
we have that
max
Qk≥0,
K∑
k=1
tr(Qk)≤Q
log2
∣∣∣∣I+
K∑
i=1
HHi QiHi
∣∣∣∣
(b)
≤ max
Qk≥0,
K∑
k=1
tr(Qk)≤Q
M log2

1 +
tr
(
K∑
i=1
HHi QiHi
)
M


(c)
≤ max
Qk≥0,
K∑
k=1
tr(Qk)≤Q
M log2

1 +
K∑
i=1
max
1≤j≤N
gijg
iH
j tr (Qi)
M


= M log2
(
1 +
Q
M
max
1≤i≤K
max
1≤j≤N
gijg
iH
j
)
(24)
where gij is the jth row of Hi, (b) follows det (A) ≤
(
tr(A)
M
)M
, (c) follows tr (HHi QiHi) ≤
max
1≤j≤N
gijg
iH
j tr (Qi), and gijgiHj ’s are i.i.d random variables with χ2(2M) distribution. Thus, the
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upper bound of ξ can be denoted as
ξupp = max
Q≥0
M log2
(
1 + Q
M
max
1≤i≤K
max
1≤j≤N
gijg
iH
j
)
(Q+ α)
.
(25)
About the lower bound, we will utilize the ZFDPC with greedy scheduling. Based on [5], treating
each antenna as a single antenna user1 and assuming equal power allocation, the capacity lower
bound can be denoted as
max
Qk≥0,
K∑
k=1
tr(Qk)≤Q
log2
∣∣∣∣I+
K∑
i=1
HHi QiHi
∣∣∣∣
≥
M∑
i=1
log2
(
1 + P
M
d2k,k
)
≥M log2
(
1 + P
M
d2M,M
)
,
(26)
where d2ii is the equivalent channel gain of each selected user and the distribution of d2kk follows
max
1≤i≤NK−k+1
χ2 (2(M − k + 1)). Thus, the lower bound of the EE can be denoted as
ξlow = max
Q≥0
M log2
(
1 + P
M
d2M,M
)
(Q + α)
. (27)
Based on (25), (27), Lemma 1, and following the similar procedure in Theorem 1, when
α > 0, we can have the following upper bound and lower bound
ξupp ≈
M
ln 2
[
ω
(
α max
1≤i≤K
max
1≤j≤N
gijg
iH
j −M
eM
)
+ 1
]
α
(28)
ξlow ≈
M
ln 2
[
ω
(
αd2M,M−M
eM
)
+ 1
]
α
(29)
As gijgiHj ’s are i.i.d random variables with χ2(2M) distribution, we have that max
1≤i≤K
max
1≤j≤N
gijg
iH
j ∼
lnNK. Meanwhile, we have d2M,M ∼ lnNK as d2kk follows max
1≤i≤NK−k+1
χ2 (2(M − k + 1)).
Therefore, we have that
E{ξ} ≤ E


M
ln 2
[
ω
(
α max
1≤i≤K
max
1≤j≤N
gijg
iH
j −M
eM
)
+ 1
]
α


∼
M
ln 2
[
ω
(
α lnNK−M
eM
)
+ 1
]
α
∼
M log2 lnNK
α
(30)
1This is a scheme with the lower bound performance, as the performance can be further improved through cooperation among
the antennas within a user.
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E{ξ} ≥ E


M
ln 2
[
ω
(
αd2M,M−M
eM
)
+ 1
]
α


∼
M
ln 2
[
ω
(
α lnNK−M
eM
)
+ 1
]
α
∼
M log2 lnNK
α
(31)
When α = 0, following the same procedure in (21), we can have
E{ξ} ≤ E


max
1≤i≤K
max
1≤j≤N
gijg
iH
j
ln 2

 ∼
lnNK
ln 2
∼ log2NK. (32)
and
E{ξ} ≥ E
{
d2M,M
ln 2
}
∼
lnNK
ln 2
∼ log2NK. (33)
(23) is proved. Therefore, Theorem 2 is verified.
Remark 1: Theorem 2 gives us insights about the EE of the MIMO BC case. When α > 0, it
is similar with the SISO case, where the transmit-independent power dominates the denominator.
However, things change when α = 0. Although the EE scales as log2NK, the multiplexing gain
is unavailable. That is, varying the transmit antenna number in this case cannot change the EE.
Furthermore, let us look at the effect of the transmit antenna number M when α > 0. As
α = N0Wη
ψ
(MPdyn + Psta), we can have that
E(ξ) ∼
ψ
N0Wη
·
M log2 lnNK
(MPdyn + Psta)
Therefore, we can conclude that when K → ∞, utilizing more antennas always benefits from
the standpoint of both EE and capacity2.
V. CONCLUSIONS
We analyze the EE scaling law for the MIMO BC with many users in this letter. We employ the
closed-form solution in the SISO case to derive the EE scaling law at first. After that, we obtain
the scaling law for the general MIMO BC based on the upper and low bound, and borrowing
the results of the SISO case. It is shown that the EE scaling law is affected by the transmit-
independent power α significantly. When α > 0, a scaling law M log2 lnNK
α
can be acquired, while
when α = 0, the EE scales as log2NK.
2It is worthwhile to note that it does not hold when the user number is limited, in which case there exists a tradeoff between
the capacity gain and the increasing power consumption, e.g. see [13].
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