Formulation of the problem
The purpose of this note is to draw the attention of specialists to some results of A. F. Filippov, which the author believes to be of crucial importance to gain insight into the dynamics of systems with Coulomb friction.
The theory of A. F. Filippov [5, 6] is considered using the following problem as an example. A rough horizontal plane Π undergoes translational motion in a prescribed manner without changing height, in such a way that each of its points executes periodic motion with period ω > 0.
A particle P of mass m slides on the plane in a standard gravitational field. The particle is acted upon by the force of Coulomb friction with coefficient σ > 0 and by the gravity force, which is balanced by the normal reaction of the plane. In addition, the particle is acted upon by constant force G directed along the plane Π. The problem is: Can the constant force G be chosen so that ω-periodic motions of the particle exist in this system?
A positive answer to this question is provided by Theorem 1, which is formulated and proved below.
The problem of the motion of a particle on a rough plane undergoing circular translational motion with constant frequency was investigated by N. E. Joukowski [4] , see also [3] . The motion of a particle on an inclined plane, which undergoes periodic translational motion along a horizontal straight line, is considered in [1] .
We now turn to formalizing the problem. It is convenient to choose dimensions of the physical quantities so that ω = 1, g = 1, m = 1.
We define two coordinate systems: a laboratory frame Oxyz with the plane Oxy coinciding with the plane Π, and a frame Aξηζ attached to the plane,
Accordingly, the law of motion of any point B of the plane Π is described by the vector function OB(t) = OA(t) + AB.
The vector function OA(t) ∈ C 2 [0, ∞) is assumed to be given. According to the condition, it has period 1; the vector AB does not depend on time.
The law of motion of the particle P is defined by the radius vector OP (t) = OA(t)+AP (t).
is the absolute velocity of the particle;
is the velocity of the particle relative to the plane,
is the velocity of any point of the plane in the laboratory frame. We note that, since the function V is a derivative of the periodic function, it is on average equal to zero; the same holds true for its derivativeV .
Let us write the equations of motion:
Let | · | denote the standard Euclidean norm. The constant vector G is to be defined. Since all vectors lie in the plane Π, we will assume in what follows that u ∈ R 2 can be decomposed by basis vectors e x , e y .
The right-hand side of (1.1) cannot be extended to the straight line {t ∈ R, u = 0} continuously. Thus, a standard definition of the solution makes no sense. We will search for periodic solutions in the class of generalized solutions in the sense of Filippov [5] .
Generalized solutions in the sense of Filippov
As above, the vectors of our physical Euclidean space are denoted in bold face. The vectors of abstract m−dimensional space are denoted in normal font:
Next, we let conv U denote a closed convex shell of the set U ⊂ R m . Recall that the intersection of all convex closed sets containing U is called a closed convex shell.
We also let
Definition 1 ([5]
). We call the absolutely continuous function
If the vector field f is continuous, then the set on the right-hand side of (1.3) consists of the only element f (t, x(t)), and Definition 1 becomes a standard definition of the solution of the differential equation.
By Theorem 2 [5] , the property of the function can be a generalized solution and does not depend on the choice of a system of coordinates x.
The main theorem
As noted above, the function F cannot be extended to the axis {(t, 0)} continuously. However, it does not matter from the viewpoint of Definition 1 how exactly we extend the function F to the straight line {(t, 0)}. Note that this definition gives exactly the result that we expect to obtain from the theory of Coulomb friction.
Indeed, the set
does not depend on the values of F (t, 0), since one of the sets of zero measure N necessarily contains the point u = 0, and the value of F (t, 0), no matter what we choose it to be, does not affect the set (2.1). If velocity u(t) is not zero on the time interval (t , t ), then u(t) is a smooth function of time that satisfies Eq. (1.1) in the usual sense.
If the particle is at rest relative to the plane Π on the interval t ∈ (τ , τ ), then, in accordance with the definition of a generalized solution, we havė
(2.
2)
The little line denotes the closure of the ball. Then it follows from (2.2) that
This is in agreement with the definition of Coulomb friction.
Remark 1. By Theorem 10 [5] , the generalized solution of the system (1.1) is unique forward in time at any given initial condition of u(t 0 ). Theorem 1. There exists a constant force G such that the system (1.1) has a 1-periodic generalized solution u(t).
1 0 u(t)dt = 0, and hence the law of motion OP (t) is also a 1-periodic function of class C 1 .
Remark 2. The solution obtained in Theorem 1 corresponds to motion where the relative velocity of the particle P can vanish, the position of the particle can for some time remain unchanged relative to the plane Π, and then the particle can start moving again.
If |V (t)| < σ for all t, then the periodic motion can be the state of rest of the particle relative to the plane Π. For motions with segments u = 0 to exist, it is necessary that |V (t)| > σ for some t.
In the next section we formulate two theorems that are necessary to prove Theorem 1. A proof of Theorem 1 is given in Section 4.
Two general theorems

Approximation theorem
Let the map
be Lebesgue measurable. For simplicity we impose a stronger condition than each of conditions "A" and "B" from [5] , namely, we will assume that the map f is bounded:
This condition is obviously satisfied for the right-hand side of (1.1).
Theorem 2 ([5]). Assume that there exists a sequence of functions
Then, if the sequence of solutions
then it contains a subsequence {x k j } uniformly converging on [t 1 , t 2 ], and the limit of this subsequence is a generalized solution to the system (1.2).
Existence theorem
Consider a system of differential equations in R m = {x = (x 1 , . . . , x m )} with time-periodic right-hand sideẋ = p(t, x) + G, p(t + 1, x) = p(t, x) .
The components of the vector p are functions of class C([0, ∞) × R m , R m ). The constant vector G ∈ R m is the parameter of the problem.
Theorem 3. Assume that there exist positive constants C 1 , C 2 , γ such that for all admis-
is satisfied and γ < 1.
Then one can find a constant vector G such that the system (3.2) has a 1-periodic solution Moreover,
where R is some number satisfying the inequality This implies that the map F translates the ball
Moreover, the image F(B R ) is an equicontinuous set.
Indeed, denoting u(t) = F(y), y ∈ B R , we obtain
Consequently, by the Ascoli theorem [7] , the image F(B R ) is relatively compact. By the Schauder theorem of a fixed point [2] , the map F has a fixed pointỹ ∈ B R :
According to the definition of space E, the functionỹ continues to the 1-periodic function
It is easy to check that Eq. (3.6) is satisfied for x(t) at all t 0:
Differentiating this equation with respect to t, we finḋ
To complete the proof, it remains to set G = − p(·, x(·)) . This proves Theorem 3.
Proof of Theorem 1
Set w = (w 1 , w 2 ) ∈ R 2 . Let ψ(w) ∈ C ∞ (R 2 ) be a nonnegative function such that
Construct for this function a δ-like sequence
Consider a family of smooth systemṡ
The vectors G k are to be defined.
follows immediately from (4.1) and (1.1). Thus, the right-hand side of the system (4.1) satisfies the conditions of Theorem 3 with constants, say,
Indeed, from (4.2) we have
By Theorem 3, for each number k we can choose a constant vector G k so that the systems (4.1) have 1-periodic solutions u k (t), Consequently, by the Ascoli theorem, we can single out the subsequence {u k j (t)}, which converges uniformly to the function u(t), 1 0 u(t)dt = 0 on [0, 1], and the sequence G k j converges to some vector G.
Approximate the system (1.1) bẏ
The systems (4.3) obviously constitute a subsequence of the systems (4.1). We note that F k j (t, u) + G = conv F (t, B δ j (u)) + G , δ j = 1 k j → 0.
By Theorem 2, the function u(t) is the desired periodic solution. This proves the theorem.
