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Abstract
We study a quartic matrix model with partition function Z =
∫
dM exp Tr (−∆M2−
λ
4M
4). The integral is over the space of Hermitian (Λ+1)×(Λ+1) matrices, the matrix
∆, which is not a multiple of the identity matrix, encodes the dynamics and λ > 0 is a
scalar coupling constant. We proved that the logarithm of the partition function is the
Borel sum of the perturbation series, hence is a well defined analytic function of the
coupling constant in certain analytic domain of λ, by using the multi-scale loop vertex
expansions. All the non-planar graphs generated in the perturbation expansions have
been taken care of on the same footing as the planar ones.
This model is derived from the self-dual φ4 theory on the 2 dimensional Moyal
space, also called the 2 dimensional Grosse-Wulkenhaar model. This would also be the
first fully constructed matrix model which is non-trivial and not solvable.
MSC: 81T08, Pacs numbers: 11.10.Cd, 11.10.Ef
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1 Introduction
Quantum field theories on noncommutative space time became popular after the discovery
that they may arise as effective regimes of string theory either due to the compactification [1]
or due to the presence of the Green-Schwarz B field for open strings [2, 3]. The simplest non-
commutative space is the Moyal space, which could be considered also as a low energy limit
of open string theory. However the usual quantum field theories on the Moyal space, defined
by simply replacing the commutative algebra of scalar fields by the noncommutative Moyal
algebra, are non-renormalizable due to a phenomenon called the UV/IR mixing, namely the
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amplitudes for the non planar graphs are infrared-divergent and non-renormalizable after
integrating out the ultraviolet degree of freedoms [4].
Several years ago H. Grosse and R. Wulkenhaar made a breakthrough by introducing a
harmonic oscillator term to the ill-defined φ?44 Lagrangian such that the resulting Lagrangian
obeys a symmetry called the Langmann-Szabo duality [5]. They proved in a series of papers
[6, 7, 9] (see also [10]) that this new model, also called the Grosse-Wulkenhaar model or
GW4 for short, is perturbatively renormalizable to all orders. Based on this idea many other
noncommutative QFT models with Langman-Szabo symmetry [11, 12, 13, 14, 15] have been
shown to be perturbatively renormalizable to all orders. More details could be found in [16].
The Grosse-Wulkenhaar model is not only perturbatively renormalizable but also asymp-
totically safe [17], [18], [19], namely, the renormalization flow of the coupling constant is
bounded. So it is even better behaved than many of the commutative quantum field theory
models, for example, there are the Landau ghost problems in the 4-dimensional φ4 theory
and QED, and infrared confinement problem in non Abelian gauge theory. Based on this
result Grosse and Wulkenhaar proved that this model can be exactly solved [20, 21] in the
limit θ → ∞, where θ characterizes the volume of the noncommutative Moyal space, by
using methods from the integrable model and the fixed point theorem.
But this is not the whole story. The Feynman graphs generated in the perturbation ex-
pansions are ribbon graphs [22, 23] which include both planar graphs [22] and the nonplanar
ones, and only planar graphs are non-vanishing after taking the limit θ → ∞. In other
words, the method is not suitable for the case when θ is finite, for which all the non-planar
graphs survive. Different method should be considered.
Constructive renormalization theory [24, 25] builds the exact Green’s functions whose
Taylor expansions correspond to perturbative quantum field theory. The traditional tech-
niques for Bosonic constructive theories are the cluster and Mayer expansions [26, 32], which
requires division of the Euclidean space into cubes and test the localization of the interac-
tion vertices. However they are not suitable for noncommutative quantum field theories due
to the non-commutativity of the space coordinates and the non-locality of the interaction
vertex.
About one decade ago a new method in constructive renormalization theory, called the
Loop Vertex Expansions [27, 28, 29, 30, 31] (LVE for short), has been invented exactly
for overcoming these difficulties. The LVE is a combination of the Hubbard-Stratonovich
intermediate field technique with the BKAR forest formula [32, 33] and has been proved
to be very useful for constructing models that doesn’t require renormalizations. In order
to implement the multi-scale analysis one has to generalize this method to the Multi-scale
Loop Vertex Expansions [34] (MLVE for short), which consist of three major steps: the
intermediate field representation of the partition function, which is the same as LVE, the
slice-testing expansions, which play the role of renormalizations, and the two-level forest
expansions, which rewrite the partition function and the density functions as convergent
perturbation series. This step plays the role of cluster and Mayer expansions. The MLVE
has been applied successfully to the construction of the commutative φ42 model [35] as well
as tensor field theory models [36, 37, 38].
In this paper we shall construct the Grosse-Wulkenhaar model on the 2 dimensional Moyal
plane (GW2 for short) of finite volume (namely θ <∞), with the method of MLVE, as a first
step towards building constructively the four dimensional Grosse-Wulkenhaar model. One
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can choose suitable basis on Moyal space under which the scalar field becomes Hermitian
matrix, and the GW2 model becomes an Hermitian matrix model with non-trivial covariance.
Recall that the Hermitian matrix model is a probability measure on the space of Hermitian
matrices M of the form
1
ZΛ
eTr [−∆M
2−V (λ,M)] dM,
where ZΛ :=
∫
exp Tr[−∆M2 − V (λ,M)] dM is the partition function, V (λ,M) is a poly-
nomial function of the Hermitian matrices M and λ is the coupling constant. The matrix
elements are not identically distributed if the Laplacian ∆, which is now a matrix, is not
proportional to the identity matrix.
We will study the asymptotic behavior of the partition function when the size of the
matrix Λ tends to infinity, with the method of MLVE. The main result of this paper is (see
also Theorem 5.1):
Theorem 1.1 (The Main Theorem). Let Vθ be the volume of the Moyal space and ρ > 0
a fixed constant that is small enough. The vacuum correlation function limΛ→∞ 1Vθ logZΛ(λ)
for the 2 dimensional Grosse-Wulkenhaar model exists and is an analytic function of λ in
the Cardioid domain λ ∈ Cardρ := {λ ∈ C | |arg λ| < pi, |λ| < ρ cos2(12arg λ)} (see Figure 8
for an illustration). Furthermore it is the Borel sum of its perturbation series in λ.
The plan of this paper is as follows: in Section 2 we provide the mathematical definition
of this model and state the main theorem. In Section 3 we introduce the intermediate field
representation of this model, at the heart of MLVE, which rewrites the partition function as a
functional integral over a Hermitian intermediate field. This is the first key step for perform-
ing the MLVE. In Section 4 we introduce the slice-testing expansions (STE), which is second
step of the MLVE. As briefly introduced before, the STE adapted to the current model is a
conditional expansion playing two roles: on the one hand it is a perturbative renormalization
procedure, in which the tadpole graphs are compensated in a multi-scale way; on the other
hand it generates enough convergent power-counting factors from the marked propagators
(see Definition 4.1 in that section), so as to compensate the non-perturbative bound. In
Section 5 we briefly recall the combinatorial definition of forests and the forest formulas of
different level as well as perform the two level forest formula, one for the Bosonic intermedi-
ate fields and the other for the Fermionic fields, so as to write the partition function and the
vacuum correlation function as convergent perturbation series. One single forest formula
would not be enough, as remarked in [35], since otherwise one would generate unbounded
factors from the contraction of the intermediate fields. The Fermionic variables play the role
of the hard-core constraints as in the cluster expansion and the second forest formula play
the role of a Mayer expansion. Section 6 is devoted to the proof of both the perturbative
and the non-perturbative bounds of the perturbation series and finally the Borel summability
[44, 45] of the perturbation series. In the Appendix we perform the second order slice-testing
expansion.
3
2 Moyal space and the Grosse-Wulkenhaar Model
2.1 Basic properties of the Moyal space
The D-dimensional Moyal space RDΘ for D even is generated by the non-commutative co-
ordinates xµ that obey the commutation relation [xµ, xν ] = iΘµν , where Θ is a D × D
non-degenerate skew-symmetric matrix such that Θµν = −Θνµ. It is the simplest and best
studied model of non-commutative space (see [40, 16] for more details).
The Moyal algebra of smooth and rapidly decreasing functions on RDΘ is the Schwartz
space of functions equipped with the non-commutative Groenewold-Moyal product defined
by:
(f ?Θ g)(x) =
∫
RD
dDk
(2pi)D
dDy f(x+ 1
2
Θ · k)g(x+ y)eik·y (1)
=
1
piD| det Θ|
∫
RD×RD
dDydDz f(x+ y)g(x+ z)e−2iyΘ
−1z , ∀f, g ∈ SD := S(RD).
We shall consider the case of D = 2 in the rest of this paper, for which the symplectic
matrix Θ =
(
0 θ
−θ 0
)
and θ ∈ R+. For better understanding the Moyal algebra it is
convenient to define the creation and annihilation operators by: [7, 9, 40]:
a =
1√
2
(x1 + ix2) , a¯ =
1√
2
(x1 − ix2) ,
∂
∂a
=
1√
2
(∂1 − i∂2) , ∂
∂a¯
=
1√
2
(∂1 + i∂2) , (2)
where x1, x2 be the coordinates of the Moyal plane R2Θ. Then for any function f ∈ SD we
have:
(a ? f)(x) = a(x)f(x) +
θ
2
∂f
∂a¯
(x) , (f ? a)(x) = a(x)f(x)− θ
2
∂f
∂a¯
(x) ,
(a¯ ? f)(x) = a¯(x)f(x)− θ
2
∂f
∂a
(x) , (f ? a¯)(x) = a¯(x)f(x) +
θ
2
∂f
∂a
(x) . (3)
With the creation and annihilation operators we can define the matrix basis fmn(x):
fmn(x) :=
1√
n!m! θm+n
a¯?m ? f0 ? a
?n(x) (4)
=
1√
n!m! θm+n
min(m,n)∑
k=0
(−1)k
(
m
k
)(
n
k
)
k! 2m+n−2k θk a¯m−k an−kf0(x) ,
with f0(x) = 2e
− 1
θ
(x21+x
2
2).
The matrix basis is orthogonal and complete in the sense that
(fmn ? fkl)(x) = δnkfml(x),
∫
R2
d2xfmn(x) = 2piθδmn, (5)
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and that for any square integrable function φ(x) defined on RDθ there exists a sequence
φmn ∈ C,∀ m,n ∈ N such that:
φ(x) =
∑
m,n∈N
φmnfmn(x). (6)
Remark that matrices φmn carries the topology of the function space of φ [8], due to nice
properties of the Moyal plane.
2.2 The 2-dimensional Grosse-Wulkenhaar Model
The 2-dimensional Grosse-Wulkenhaar model (GW2 for short) is defined by the action:
S =
∫
R2
d2x
[1
2
∑
µ=1,2
∂µφ ? ∂
µφ+
Ω2
2
∑
µ=1,2
(x˜µφ) ? (x˜
µφ) +
κ2
2
φ ? φ
+
λ
4
: φ ? φ ? φ ? φ :
]
, (7)
where φ : R2 → R is a real scalar field, x˜µ = 2(Θ−1)µνxν ; κ ∈ R+ ∪ 0, λ ∈ R+ are the
mass and coupling constant, respectively, and the Euclidean signature has been used. Wick
ordering is taken to the interaction so that the tadpoles are renormalized. The explicit form
of the Wick ordered interaction is given by (13).
The main feature of this model is the introduction of the harmonic potential term, namely
the second term in (7). This term relates the infrared dynamics (large x˜) with the ultraviolet
behavior (large derivations in the Laplacian) and is essential for curing the UV/IR mixing
problem and proving the renormalizability of this model [9, 10]. Another interesting feature
of the action is a symmetric property called the Langmann-Szabo duality [5].
The scalar fields become Hermitian matrices [φmn], m,n ∈ Z, under the matrix basis
(4) and integration over R2 is replaced by summing over the matrix indices. The action
becomes:
S[φ] = 2piθ
∑
m,n,k,l∈N
[1
2
φmn∆mn;klφkl +
λ
4
: φmnφnkφklφlm :
]
, (8)
where 2piθ is the volume of the Moyal space, ∆ is the Laplacian (remark that the mass term
is also included) with elements ∆mn,kl:
∆mn,kl = [κ
2 +
2(1 + Ω2)
θ
(m+ n+ 1)]δmkδnl − 2
θ
(1− Ω2)
× [√(m+ 1)(n+ 1)δm+1,kδn+1,l +√mnδm−1,kδn−1,l]. (9)
Introducing an ultraviolet cutoff Λ ∈ N+, then the Laplacian becomes an Λ2×Λ2 dimen-
sional matrix. The covariance Csr,kl is defined by the following equation: [7]:
Λ∑
r,s=0
∆mn,rsCsr,kl = δmlδnk. (10)
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Notice that the Laplacian becomes diagonal at Ω = 1:
∆mn,kl = 2piθ
[
κ2 +
4
θ
(m+n+1)
]
δmlδnk, (11)
so does the covariance matrix:
Cmn,kl =
1
2piθ
1
κ2 + 4
θ
(m+n+1)
δmlδnk :=
1
2piθ
Cmnδmlδnk. (12)
Setting θ = 4 and forgetting inessential factor 1
8pi
for simplicity, we have Cmn =
1
m+n+1+κ2
,
where the term 1 in the denominator plays the role of infrared regulator for m = 0 = n. In
order to further simplify the calculation we set κ2 = 0. Remark that this setting doesn’t mean
that the theory is massless; it is massive and the mass term does receive renormalization.
Setting κ2 = 0 makes the propagator in the simplest form. We forget also the volume factor
2piθ = 8pi and the density function becomes logZ(λ).
Remark that Ω = 1 is a fixed point of the 4 dimensional Grosse-Wulkenhaar model [18],
at which the β function is vanishing for all orders [17, 18] and the flow of the coupling
constant is bounded [19]. So it is important to take Ω = 1 for the GW4 model. But is is not
the case for GW2 model since it is super-renormalizable. We set Ω = 1 in the present paper
only for simplicity.
The Wick-ordered interaction with ultraviolet cutoff Λ reads:∑
mnkl
: φmnφnkφklφlm :=
∑
mnkl
φmnφnkφklφlm −
∑
mp
4φmpφpmT
Λ
m + 2
∑
m
(TΛm)
2. (13)
where
TΛm =
∑
q
Cmq,qm =
Λ∑
q=0
1
q +m+ 1
∼ log Λ +m
m+ 1
∼ log Λ, for 0 6 m Λ, (14)
is the counter-term for the tadpole. Let ΠΛ :=
∑Λ
m=0(T
Λ
m)
2, we have
ΠΛ =
Λ∑
m=0
(
Λ∑
p=0
1
m+ p+ 1
)(
Λ∑
q=0
1
m+ q + 1
) ∼
∑
m
log2
Λ +m
m+ 1
∼ c1Λ + c2 ln2 Λ + c3 ln Λ, (15)
where c1, c2, c3 are positive constants such that 1 < c1 < 3. Π
Λ is also called the vacuum
tadpole.
The partition function reads:
Z(λ,Λ) =
∫
dµΛ(φ)e−S[φ], (16)
where
dµΛ(φ) = pi−
Λ2
2 detC−1 e−
1
2
Tr φ∆φ
Λ∏
m≤n
dRe(φmn)
Λ∏
m<n
dIm(φmn) , (17)
6
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Figure 1: The counter-terms Tr(φ2TΛ) and ΠΛ from the Wick ordering.
is the normalized Gaussian measure for the Hermitian matrices [φmn] with covariance C =
∆−1 (see Formula (12)) and S[φ] is the Wick ordered interaction term. Before proceeding
some remarks on the Gaussian integrations are in order: Gaussian integrations over (Λ +
1)× (Λ + 1) dimensional Hermitian matrices [Amn](Λ+1)×(Λ+1) are considered as integrations
over the (Λ + 1)2 × 1 dimensional vectors ~A, which is formed by listing the elements of the
matrices [Amn] as ~A = (A01, A02 · · · , A0Λ, · · · , AΛ0, · · · , AΛΛ), one row after another, and
result in a determinant of a (Λ + 1)2 × (Λ + 1)2 dimensional matrix.
The rest of this paper is devoted to proving the main theorem, namely proving the well-
definedness the density function logZ(Λ, λ) (recall that Vθ = 1) in the cardioid domain Cardρ
(see Section 6) in the limit Λ→∞. The main difficulty for proving this theorem lies in the
fact that the action in (8) is not positive. Observe that for λ > 0,
e−
1
4
Tr [φ4−4φ2 TΛ+2 (TΛ)2] = e−
1
4
Tr [(φ2−2 TΛ)2−2 (TΛ)2] ≤ eλ2 ΠΛ , (18)
reproducing the Nelson’s divergent factor [42] (also called the Nelson’s bound):
| Z(λ,Λ) | ≤ eλO(1)Λ. (19)
Remark that the divergent behavior is much worse than the φ42 model, for which we have
|Zφ42(λ,Λ)| ≤ eλO(1) ln
2 Λ, when Λ→∞.
The Nelson’s factor will be compensated in a multi-scale way, step by step following
the flow of the renormalization group, by convergent power counting factors generated in
the slice-testing expansions. This is the content of the Section 4. Before discussing this
point in more detail we shall first of all introduce the intermediate field technique of the
partition function, a key step for the MLVE and an important preparation for the slice-
testing expansions.
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3 The Multi-scale loop vertex expansions, Step one:
The intermediate field representation
3.1 The intermediate field representation
The multi-scale loop vertex expansions (MLVE) combine an intermediate field representation
of the partition function with a replica trick, a slice-testing expansion and a two-level forest
formula to express the connected function of a Bosonic field theory with quartic interaction
as a convergent perturbation series indexed by two-level trees. As a first step of applying
MLVE we shall introduce the (Λ + 1)× (Λ + 1) dimensional Hermitian matrices σ = [σmn] as
intermediate fields and write the partition function (using (18))
∫
dµΛ(φ)e−
λ
4
Tr[(φ2−2TΛ)2]+λ
2
ΠΛ
as ∫
dµΛ(φ)e−
λ
4
Tr(φ2−2TΛ)2e
λ
2
ΠΛ =
∫
dφe−
1
2
TrφC−1φ
∫
dσe−
1
2
Trσ2e−
i
√
2λ
2
Tr[σ(φ2−2TΛ)]e
λ
2
ΠΛ . (20)
Remark that the term− i
√
2λ
2
Trσφ2 in the above formula should be written as− i
4
√
2λTr(σφ2+
φ2σ), as σ can be added to different sides of the matrix φ2 to make a full square φ4.
Now we consider the Gaussian integral over φ and we have∫
dφe−
1
2
φC−1φe−
i
2
√
2λσφ2 = e−
1
2
Tr log(1+i
√
2λ
2
C(1⊗σ+σt⊗1)). (21)
So the partition function can be written as:
Z(λ) =
∫
dν(σ) e
i
√
2λ
2
Tr TΛ(I⊗σ+σt⊗I)− 1
2
Tr log[1+i
√
2λ
2
C(I⊗σ+σt⊗I) ]+ 1
2
λΠΛ , (22)
where
dν(σ) = pi−Λ
2/2e−1/2 Tr σ
2
∏
m≤n
dRe(σmn)
∏
m<n
dIm(σmn), (23)
is the normalized Gaussian measure with covariance < σmn, σkl >=
∫
dµ(σ)σmnσkl = δnkδml.
The term exp{−Tr log[1 + i
√
2λ
2
C(I⊗σ+σt⊗ I)]} means the (Λ + 1)2× (Λ + 1)2 dimensional
determinant resulted from the Gaussian integration and σt means the transpose of the matrix
[σmn]. Let σˆ = I ⊗ σ + σt ⊗ I, then the partition function can be written as
Z(λ) =
∫
dν(σ) e
i
√
2λ
2
Tr TΛσˆ− 1
2
Tr log[1+i
√
2λ
2
Cσˆ ]+ 1
2
λΠΛ , (24)
which is called the intermediate field representation for the partition function and the inter-
action term Tr log[1 + i
√
2λ
2
Cσˆ], which is also called the loop vertex [27], is defined in the
operator sense. Formula (24) is the starting point for the future expansions.
The main message of this intermediate field technique is that it makes the constructive
renormalization of this model much easier (the cumulants can be expressed in terms of
ordinary propagators and the resolvents operators (see Formula (37)), for which we have the
nice ”resolvent bound” (see Lemma 3.1)).
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The matrix elements of Cσˆ read:
(Cσˆ)mn,kl =
∑
pq
Cmn,pq(I ⊗ σ + σt ⊗ I)qp,kl = Cmnσnkδlm + σlmCmnδnk, (25)
and the linear counter-term reads:
i
√
2λ
2
Tr TΛ((I ⊗ σ + σt ⊗ I)) = 2× i
√
2λ
2
∑
m
TΛmσmm, (26)
where the factor 2 reflects the fact that there are two different ways of decomposing the
quartic term Trφ4 into the cubic term Tr φ2σ, see Figure 2.
m m 
n 
n 
k k 
l 
l 
m 
n 
k 
l 
m 
n 
k 
l 
Figure 2: Two different ways of decomposing a φ4 vertex. The dotted lines stand for the σ
propagators.
Let em ⊗ en, m,n = 0, 1 · · ·Λ, be the basis of the Hilbert space HΛ ⊗HΛ and define the
matrix operator σˆ = I ⊗ σ + σt ⊗ I with
σˆmn,pq = [I ⊗ σ + σt ⊗ I]mn,pq = σnpδqm + σqmδnp , (27)
then σˆ acts on HΛ ⊗HΛ with the following rule:
σˆ : em ⊗ en →
∑
k
σmkek ⊗ en + em ⊗
∑
k
σknek . (28)
The Feynman graphs generated in the perturbation expansion are Ribbon graphs [9, 23, ?].
Each edge of a ribbon graph comprises of two borders. Ribbon graphs can be embedded into
a surface of genus g ≥ 0 in such a way that the edges do not intersect and dissecting the
surface along the edges decomposes it into faces each of which is homeomorphic to a disc.
It is useful to label the two Hilbert spaces in HΛ ⊗HΛ as HΛ1 ⊗HΛ2 and identify the two
borders of a ribbon with the two Hilbert spaces HΛ1 and HΛ2 , respectively. Define the border
of an edge on which the operator I⊗σ acts, namely the border corresponding to the Hilbert
space HΛ2 , as the inner border and the border on which σt ⊗ I acts as the outer border.
Graphically (28) means that the intermediate field σ can hook to both the inner border and
the outer border of a ribbon.
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In order to simplify the combinatorial factors in the perturbation expansion we’d like to
expand the loop vertex term as [35]:
−1
2
Tr log[1 + i
√
2λ
2
Cσˆ] = − i
2
Tr(
√
2λ
2
Cσˆ)− 1
2
Tr log2[1 + i
√
2λ
2
Cσˆ], (29)
where logn(1+x) for n ≥ 2 is defined as the n-th Taylor remainder of the function log(1+x):
logn(1 + x) = log(1 + x)− [x− x2/2 + x3/3 · · ·+ (−1)n+1xn/n] .
Using (25) we can easily find that −i/2 Tr(√2λ/2 Cσˆ) = −i√2λ/2∑m TΛmσmm, which
partially cancels the counter-term (see Formula (26)). The resulting interaction vertex reads:
V (σ) = −1
2
Tr log2 [1 + i
√
2λ
2
Cσˆ] + i
√
2λ
2
∑
m
TΛmσmm +
1
2
λΠΛ . (30)
Define the resolvent matrix R by
R =:
1
1 + i
√
2λ
2
Cσˆ
, (31)
which originates from the derivation over the loop vertex w.r.t. σ:
∂
∂σαβ
Tr log[1 + i
√
2λ
2
Cσˆ] =
∂
∂σαβ
∑
mn,nm
[∑
N
(−1)N+1
N
(i
√
2λ
2
)N(Cσˆ)N
]
mn,nm
= i
√
2λ
2
[
∑
m
Rmβ,αmCmα +
∑
n
Rαn,nβCβn], (32)
where Rmn,pq =
[
1
1+i
√
2λ
2
Cσˆ
]
mn,pq
is an element of R. The resolvent matrices appear fre-
quently in the next section when we consider the forest expansions and play a very important
role for constructing the GW2 model.
We can easily find that the resolvent matrix obeys the following equation:
∂
∂σαβ
Rmn,pq = −i
√
2λ
2
∑
s
[Rmn,αsCsαRsβ,pq +Rmn,sβCβsRαs,pq ], (33)
which could be symbolically written as
∂
∂σ
R = −i
√
2λ
2
RCR. (34)
Remark that since the operators C are positive, we can define naturally the operator
C1/2 with elements [C1/2]mn,kl =
(
1
m+n+1
)1/2
δmlδnk and equivalently write (30) as:
V (σ) = −1
2
Tr log2
[
1 + i
√
2λ
2
C1/2 σˆ C1/2
]
+ i
√
2λ
2
∑
m
TΛmσmm +
1
2
λΠΛ . (35)
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Similarly we can define the symmetric resolvent by the following equation:
∂
∂σαβ
Tr log[1 + i
√
2λ
2
C1/2σˆC1/2]
= i
√
2λ
2
[
∑
m
C
1/2
mβ Rˆmβ,αmC
1/2
mα +
∑
n
C1/2αn Rˆαn,nβC
1/2
βn ], (36)
where Rˆ is called the symmetric resolvent matrix with elements:
Rˆmn,pq =
[ 1
1 + i
√
2λ
2
C1/2σˆC1/2
]
mn,pq
. (37)
We have
∂
∂σαβ
Rˆmn,pq = −i
√
2λ
2
∑
s
[Rˆmn,αsC
1/2
sα C
1/2
βs Rˆsβ,pq + Rˆmn,sβC
1/2
βs C
1/2
sα Rˆαs,pq ]. (38)
We shall use the resolvents and symmetric resolvents and formulas (33) and (38) inter-
changeably in the rest of this paper. We have the following lemma for the bound of the
symmetric resolvent:
Lemma 3.1. Let λ ∈ C \R−, then the symmetric resolvent Rˆ is well defined and uniformly
bounded:
||Rˆ|| < 1
cos(1
2
arg λ)
, (39)
where || · || is the operator norm for the matrix operator Rˆ.
Proof. First of all remark that C1/2σC1/2 is a self-adjoint operator acting on a Hilbert space,
so that its eigenvalues are real. We can easily prove the following bound:
||(I + i
√
2λ
2
L)−1|| < 1
cos(1
2
arg λ)
, (40)
for any self-adjoint operator L and λ ∈ C\R−, using the spectral mapping theorem [43].
Remark that to each resolvent operator R or Rˆ is associated with a factor
√
λ (see
Formulae (32) and (34) or (36) and (38)), as well as a propagator C, which can be simply
bounded by a constant of order one. In order to obtain the non-perturbative bound for the
vacuum correlation function one needs to consider the H.S. norm of the operator ‖√λRˆ‖. It
is easy to find that
‖
√
λRˆ‖ = ‖
√
λ
cos(1
2
arg λ)
‖ < √ρ, for λ ∈ Cardρ, (41)
which is the desired result, namely
√
λRˆ can be bounded by a small constant ρ. And that is
the reason why the analytic domain for λ should be Cardρ in order that Theorem 5.1 being
true. Since Cardρ ⊂ C \ R− for ρ small enough, the resolvent Rˆ obeys the same bound as
(39) for λ ∈ Cardρ.
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4 The Multi-scale loop vertex expansions, Step two:
The slice-testing expansions
One of the main problems in the construction of the GW2 model is to bound properly the
divergent factors in (14) and (19) so as to render the partition function Z and the vacuum
connected function logZ well defined. The compensation of these divergent terms is not
performed at one stroke but is realized in multi-steps in a recursive way: these divergent
terms are further decomposed into geometric series such that each term is indexed by an
integer, called the scaling index, and is of order 1. The compensations of the divergent factors
with the counter-terms then take place to these order one terms of the geometric series, one
after another following the decreasing order of the scaling indices. This is the basic idea of
the renormalization groups invented by K. Wilson. The renormalization procedure adapted
to the current situation is called the slice-testing expansions.
Let’s first of all introduce the scaling indices.
4.1 Sliced propagators and the index sets
Let IΛ = {1, 2, · · · ,Λ} be the set of matrix indices. Define S := {0, 1, · · · , jmax} as the set
of coarse scaling indices, where for a fixed integer M ≥ 2, jmax is defined as the integer part
of the number j˜max such that M
j˜max = Λ. Then S divides IΛ into jmax + 1 slices:
IΛ = I0 ∪ I1 ∪ I2 ∪ · · · ∪ Ijmax , (42)
each of which is made of the integers ω(j) ∈ Ij = [M j,M j+1 − 1], called the refined scaling
indices. Define also I≤j = ∪jk=0 Ik. Let J ⊆ S be subset of S, we can define the union of
index sets IJ = ∪j∈JIj. Clearly IJ ⊆ IΛ.
Define the propagator of refined scaling index ω(j) as:
Cω(j)mn := Cmn · Im+n=ω(j)∈Ij , (43)
where Ix is the characteristic function for the event x:
Ix =
{
1, if x is true,
0, otherwise,
(44)
we set
Cmn =
∑
ω∈IΛ
Cω =
jmax∑
j=0
∑
ω(j)∈Ij
Cω(j)mn . (45)
It is easy to find that
O(1)M−j−1 ≤ |Cω(j)mn | ≤ O(1)M−j, (46)
where O(1) is a general name for the inessential constants of order 1.
Then the tadpole term can be written as TΛm =
∑jmax
j=0
∑
ω(j)∈Ij T
ω(j)
m , where
T ω(j)m =
∑
n∈I≤j
Cω(j)mn · Im+n=ω(j)∈Ij =
1
ω(j) + 1
. (47)
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Define T jm =
∑
ω(j)∈Ij T
ω(j)
m . Using the fact that ω(j) ∈ Ij = [M j,M j+1 − 1] and |Ij| =
(M − 1)M j, we have:
T jm =
Mj+1−1∑
ω(j)=Mj
1
ω(j) + 1
= O(1), (48)
which reproduces the bound for the tadpole (see Formula (14)):
TΛm =
∑
j
T jm = O(1) ln Λ. (49)
Similarly we can decompose the vacuum tadpole (see Formula (15)) as
ΠΛ =
jmax∑
j=0
Πj, (50)
where
Πj =
∑
m∈Ij
(
∑
p∈I≤j
1
p+m+ 1
)(
∑
q∈I≤j
1
q +m+ 1
) ≤
∑
m∈Ij
O(1) ≤M j. (51)
So we have
ΠΛ =
jmax∑
j=0
Πj ≤
jmax∑
j=0
M j ∼ O(1)Λ, (52)
which reproduces the linear divergence of (15).
4.2 The slice-testing expansion
The slice-testing expansions play two roles in the renormalization process: on the one hand,
it generates at each scale the counter-terms to cancel exactly the sliced tadpoles (47), on
the other hand, it generates the marked propagators, which are propagators with scaling
index ω(j) that are not tadpoles, so as to compensate the Nelson’s bound for the connected
function . This compensation is more involved. Since the amplitude of each vacuum tadpole
at coarse scale j is bounded by M j, the Nelson’s bound at each coarse scale is given by
eλO(1)M
j
, while from each marked propagator of refined scaling index ω(j) one can only
gain a convergent factor M−j (see (46)). Obviously one marked propagator at each coarse
scale j is not enough. Instead one has to generate aM j, a ∈ (0, 1), marked propagators at
each coarse scale j. This is possible since the cardinality of the set of the refined scaling
indices Ij is (M −1)M j. Of course one can generate much more marked propagators at each
scale j hence cumulate a much better convergent factor. But this is also problematic since
this would generate large combinatorial factor in the slice-testing expansion such that the
convergent factor we gained is not enough to compensate it. So we have to set a stopping
rule to the slice testing expansion. Namely the expansion should be terminated as long as
the number of marked propagators at each scale j reaches aM j. Now we go to the details.
First of all we introduce inductively a set of interpolation parameters t := {tω(j)} ∈ [0, 1],
ω(j) ∈ Ij, j ∈ S, one for each propagator Cω(j). Define the interpolated propagator, the
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counter-term and the interaction vertex as:
C(t) =
∑
j
∑
ω(j)
tω(j)Cω(j), T (t) =
∑
j
∑
ω(j)
tω(j)T ω(j),
V (σ)(t) = VΛ(σ, t) = −1
2
Tr log2[1 + i
√
2λ
2
jmax∑
j=0
Mj+1−1∑
ω(j)=Mj
Cω(j)tω(j)σˆ ] (53)
+ i
√
2λ
4
Tr [
jmax∑
j=0
Mj+1−1∑
ω(j)=Mj
T ω(j)tω(j)σˆ] +
1
2
λTr [
jmax∑
j=0
Mj+1−1∑
ω(j)=Mj
T ω(j)tω(j)]2.
Then the partition function is noted as Zjmax(λ, tω(1), · · · tω(jmax))|tω(j)=1,j∈[0,jmax]. For each
interpolation parameter tω(j) we shall use the fundamental theorem of calculus:
Zjmax(λ, · · · , tω(j) · · · )|tω(j)=1 (54)
= Zjmax(λ, · · · , tω(j) · · · )|tω(j)=0 +
∫ 1
0
dtω(j)
∂Zjmax(λ, · · · , tω(j) · · · )
∂tω(j)
.
Let Ωj ⊆ Ij be a subset of refined scaling indices of coarse scale j. For J ⊆ S = [0, jmax],
we can define ΩJ = ∪j∈JΩj be a subset of IJ = ∪j∈JIj. Then the partition function can be
written as:
Zjmax(λ) =
∑
J⊆S
∑
ΩJ⊆IJ
∫
dν(σ) [
∏
j∈J
∏
ω(j)∈Ωj
∫ 1
0
dtω(j)
∂
∂tω(j)
] eV (σ)(t) | tω(j)=0, for j /∈J, ω(j)/∈ΩJ .
(55)
The above formula is also called the multi-variable interpolation formula, as we use the
fundamental theorem of calculus (54) for each interpolation parameter t(ω(j)). We use the
convention that when J = ∅, we have tω(j) = 0, ∀ω(j) ∈ Ij,∀j ∈ [0, jmax], for which we have
Zjmax(λ, 0 · · · , 0) = 1.
Each derivation ∂
∂tω(j)
on V (σ, t) results in:
∂
∂tω(j)
V (σ, t) = −i
√
2λ
4
Tr [Cω(j)(I ⊗ σ + σt ⊗ I)(R− 1)]
+ i
√
2λ
4
Tr [T ω(j)(I ⊗ σ + σt ⊗ I)] + λ Tr [T ω(j)(
∑
j
∑
ω(j)
T ω(j)tω(j))]. (56)
The linear terms σt ⊗ I and I ⊗ σ in the numerator will contract on the resolvents and
the vertex eV (σ,t) that are functions of σ, due to the Gaussian integration. Tadpoles will be
generated in this process and they are automatically compensated with the corresponding
counter-terms and the resulting terms, which are called the renormalized amplitudes, are
free of tadpoles and counter-terms.
Definition 4.1 (Marked propagators and tadpoles). A propagator Cω(j) of refined scaling
index ω(j) generated in the slice-testing expansion is called a marked propagator. A tadpole
term of scaling index ω(j) is defined by T
ω(j)
n = (tr Cω(j))nn, where n is the index for the
border of the tadpole which doesn’t form a closed face and the trace is defined in (69) (see
also Formula (14)).
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Before proceeding it is useful to consider the slice-testing expansions of the first order.
Example 4.1. Let A1 be the amplitude of the first order slice-testing expansion, we have:
A1 =
∫
dν(σ)
∫ 1
0
dtω(j1)
∂
∂tω(j1)
eV (t,σ)
=
∫
dν(σ)
∫
dtω(j1)eV
{− i√2λ
4
Tr [(R− 1)Cω(j1)(I ⊗ σ + σt ⊗ I)]
+ i
√
2λ
4
Tr [T ω(j1)(I ⊗ σ + σt ⊗ I)] + λTr [T ω(j1)(
∑
j
∑
ω(j)
T ω(j)tω(j))]
}
, (57)
where we have used the fact that ∂tω(j)/ ∂tω(j1)
′
= δω(j)ω(j1)′.
Writing explicitly the matrix indices we have:
A1 =
∫
dν(σ)
∫
dtω(j1)eV (t,σ)
{− i√2λ
4
∑
mnpq
[(R− 1)mn,pqCω(j1)qp,pq (I ⊗ σ + σt ⊗ I)qp,nm]
+ i
√
2λ
4
∑
mn
[T ω(j1)m (I ⊗ σ + σt ⊗ I)mn,nm] + λTr [T ω(j1)(
∑
j
∑
ω(j)
T ω(j)tω(j))]
}
, (58)
First of all we consider the first term in the above formula. Using the fact that (I ⊗σ+σt⊗
I)qp,nm = σpnδqm + σmqδnp this term can be written as∫
dν(σ)dtω(j1)eV (t,σ)
∑
mnpq
{−i
√
2λ
4
∂
∂σnp
(R− 1)mn,pqCω(j1)qp,pq δqm (59)
+(−i
√
2λ
4
)[
∂
∂σnp
V ](R− 1)mn,pqCω(j1)qp,pq δqm + derivations w.r.t. σqm}.
Graphically the terms resulted from derivations over σnp correspond to attaching and con-
tracting the intermediate fields σ to the border n of the ribbon while the terms resulted from
derivations over σqm is attaching and contracting the intermediate fields σ to the border m
of the ribbon. Due to the symmetric properties of ribbon graphs the amplitude of the terms
from derivations over σqm is the same as that of derivations over σnp and we don’t explicitly
write these terms.
The first term in Formula (59) reads:∫
dν(σ)dtω(j1)eV (t,σ)
∑
mnps
{−λ
4
(Rmn,psCsp,psRsn,pmC
ω(j1)
mp,pm +Rmn,snCns,snRps,pmC
ω(j1)
mp,pm)}.
(60)
It is easy to find that while the first term corresponds to a planar term, the second term
corresponds to a non-planar graph (see Figure 4), which is also the only non-planar term in
the first order expansion.
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The second term in Formula (59) is equal to∫
dν(σ)dtω(j1)eV (t,σ){−λ
8
∑
mnps
[(R− 1)sp,nsCsn,ns(R− 1)mn,pmCω(j1)mp,pm
+(R− 1)ns,spCps,sp(R− 1)mn,pmCω(j1)mp,pm] +
λ
4
∑
mn
TΛn Rmn,nmCmn,nm}. (61)
Here both of the first two terms correspond to planar graphs, namely, the σ propagators are
attached to the outer border for the first term and are attached to the inner border for the
second term. The amplitudes for the two terms are equal and can be written as:∫
dν(σ)dtω(j1)eV (t,σ){−λ
4
∑
mnps
(R− 1)sp,nsCsn,nsRmn,pmCω(j1)mp,pm +
λ
4
∑
mn
TΛn Rmn,nmCmn,nm}.
(62)
Taking into account the contributions from the derivations of σqm, Formula (59) is equal to∫
dν(σ)dtω(j1)
[− λ
2
∑
mnps
(Rmn,psCsp,psRsn,pmC
ω(j1)
mp,pm +Rmn,snCns,snRps,pmC
ω(j1)
mp,pm)(63)
−λ
2
∑
mnps
(R− 1)sp,nsCsn,ns(R− 1)mn,pmCω(j1)mp,pm +
λ
2
∑
mn
TΛn Rmn,nmCmn,nm
]
.
Now we consider the second term of (58), which is equal to
i
√
2λ
2
T ω(j)
∂
∂σmm
V =
λ
4
∑
ms
T ω(j)m [(R− 1)sm,msCsm,ms
+(R− 1)ms,smCms,sm]− λ
2
∑
m
T ω(j)m T
Λ
m . (64)
Again both of the first two terms correspond to planar graphs and have the same amplitude,
we can write (64) as
λ
2
∑
ms
T ω(j)m (R− 1)sm,msCsm,ms −
λ
2
∑
m
T ω(j)m T
Λ
m. (65)
Combine the terms in (63) and (64) and write the first term in Formula (62) as
− λ
2
∑
s
[(R− 1) + 1]mn,psCsp,ps[(R− 1) + 1]sn,pmCω(j)mp,pm, (66)
in which we used the fact that tr CΛnn = T
Λ
nn, tr C
ω(j)
nn = T
ω(j)
nn , then formula (58) can be
written as ∫
dν(σ)deω(j)eV (t,σ)
∑
mnps
[−λ(R− 1)mn,psCsp,ps(R− 1)sn,pmCω(j)mp,pm
−λ
2
Rmn,spCps,spRns,pmC
ω(j)
mp,pm], (67)
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in which the first term corresponds to a planar graph while the second term corresponds to
a non-planar graph. Remark that in order to obtain the above formula we have used the
duality relation such that the tadpoles in Graph A and Graph B in Figure 5 have the same
amplitude, which is a consequence of the fact that each φ4 interaction can be decomposed in
two different ways into φ2σ vertex (see Figure 2).
In order to simplify the notation, it is useful to introduce the circle product as follows:
Definition 4.2. Let A and B be two N2×N2 dimensional matrices with double indices, we
can define the trace product trA ◦ trB as
trA ◦ trB :=
∑
n
(trA)nn(trB)nn =
N∑
n=1
[
N∑
m=1
Anm,mn][
N∑
k=1
Bnk,kn], (68)
where trA means taking the partial trace to the matrix Anm,mn, namely summing over the
indices corresponding to the inner border of the ribbon, and
(trA)nn :=
N∑
m=1
Anm,mn. (69)
Let A be an N2×N2 matrix and B an N×N diagonal matrix, we can still define the produce
as
trA ◦B =
∑
n
(trA)nnBnn. (70)
If both A and B are N ×N diagonal matrices we can define the circle product as
A ◦B =
∑
n
AnnBnn. (71)
It is easy to find that the definition of the circle product can be generalized to more matrices.
The trace operator Tr means that taking the full trace for matrix Anm,mn, namely summing
over all matrix indices.
Then the expression of A1 can be written as:
A1 =
∫
dν(σ)
∫
dtω(j1)eV (t,σ)
{− λ
2
tr [(R− 1)Cω(j1)] ◦ tr [(R− 1)C(t)]
+
λ
2
tr [(R− 1)Cω(j1)] ◦ T (t) + λ
2
tr [(R− 1)C(t)] ◦ T ω(j1)
− λ
2
tr [RCω(j1)] ◦ tr [RC(t)] + non− planar term }
=
∫
dν(σ)
∫
dtω(j1)eV (t,σ)
{− λ tr [(R− 1)Cω(j)] ◦ tr [(R− 1)C(t)]
+ non− planar term}, (72)
where the non-planar term is given in the second line of Formula (67).
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ω1
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ω1
C R-1 R
A
D
B
C E F
Figure 3: Intermediate Feynman graphs for the first order slice-testing expansions. The dash
line means the propagator for the intermediate fields σ, Cω1 represents a marked propagator
of scale ω, C is the full propagator C(t); R − 1 is the renormalized resolvent and R is the
full resolvent. Graph A as well as its variants B, D and E are called dumbbell graphs.
ω1
Figure 4: A nonplanar graph in the first order slice-testing expansion. We used different
colors for the σ propagators.
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Figure 5: Duality for the tadpoles.
An illustration of the tadpole is given in Figure 5 and an illustration of the first order
expansion is given in Figure 3.
The propagator Cω(j) is the source of the convergent factors. Another source of convergent
factors is the crossings, for each of which of scale ω(j) we can also gain a convergent factor
M−j (see Formula (46)).
An explanation of the numerical factors in (72) is in order. We have −λ = −λ
8
×4− λ
4
×2,
where λ
8
is the contribution from the graphs A, B, C and the total combinatorial factor is
4, 1 and λ
4
is the contribution from the graphs D and E for which the total combinatorial
factor is 2.
The the second order slice-testing expansion is given in the appendix. One can better
understand the graphical representation of the slice-testing expansion amplitudes by the
following definition:
Definition 4.3. The ribbon graphs generated in the slice-testing expansions are also called
the resolvent graphs, as they bear resolvents R. Let ΩJ be the set of refined scaling indices. An
ΩJ− resolvent graph is defined as a resolvent graph in which exactly |ΩJ | marked propagators
bear marks ΩJ . An ΩJ resolvent graph is called minimal if any connected component of the
graph bears at least one mark and the total perturbation order of the graph, i.e. the number
of σ propagators, is at most |ΩJ |. The set of minimal ΩJ resolvent graphs is noted G(ΩJ)
and we denote G = ∪JG(ΩJ).
Definition 4.4. A resolvent propagator is defined as a combination of a resolvent R or
(R − 1) with the propagator C(t) or Cω(j). We call also the propagator C(t) or Cω(j) the
c-propagator.
From the example of the second order slice-testing expansion we find that many different
resolvent graphs can be generated. It is important to estimate the total number of graphs
generated by an arbitrary order of expansion. We have the following lemma:
1Remark that graph A represents two different graphs where the tadpole with marked propagator can
appear on the left side or on the right side.
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Lemma 4.1. The total number of resolvent graphs generated by the N-th order slice-testing
expansion is bounded by 4N+1N !.
Proof. Observe that each derivation w.r.t. t on the interaction V generate 4 σ variables,
which eventually acting on either the resolvent amplitude or on the interaction term again
and generate new terms. Remark that due to the cyclic ordering the newly generated terms
are not in arbitrary positions of the graph but still follow the cyclic ordering according to the
previous position of the terms. The N ! are due to the combinatorial factors of the marked
propagators.
Remark that the bound is by no means optimal. The actual number of resolvent graphs
can be much smaller, due to symmetric properties. But it will be enough for the purpose of
this paper.
Now we have the following theorem for the renormalized partition function:
Theorem 4.1. For an arbitrary minimal ΩJ resolvent graph G the partition function can
be expressed as follows in terms of the renormalized amplitude ARG of the minimal resolvent
graphs G:
Zjmax(λ) =
∑
J⊆S
∑
ΩJ⊆IJ
∑
G⊂G(ΩJ )
c(G)
∫
dν(σ)
∏
ω(j)∈ΩJ
∫ 1
0
dtω(j)[eV (t)ARG(t, σ)]|tω(j)=0, for ω(j)/∈IJ ,
(73)
where
ARG(t, σ) = (−λ)|Ωj |
∏
Gc
TrG
c{
∏
`∈CP (G), ` tadpole
[(R(σ)− 1)C˜(`)]
∏
`∈CP (G),` not tadpole
[R(σ)C˜(`)]},
(74)
is the renormalized amplitude, c(G) =
∏
c(Gc) is an order-one numerical factor character-
izing the symmetric properties of a graph G, which factors over connected components Gc;
the trace operator TrG
c
means summing over the double indices for the matrices in ARG(t, σ),
namely it is taken over the (Λ + 1)2 × (Λ + 1)2 dimensional matrices, for the connected
component Gc in a general graph G, which could have many connected components; CP (Gc)
is the set of c-propagators of Gc, namely the propagators which are CΛ or Cω(j) and we use
C˜(`) to denote a c-propagator. The sum over G(ΩJ) runs over a set of minimal resolvent
graphs. The index ω(j)(`) specifies the markings, that is, restricts the c-propagator ` to be
Cω(j) if that propagator bears the mark ω(j). All propagators belonging to a single loop of
the form Tr RC are renormalized, hence accompanied by an R − 1 resolvent factor. The
c-propagator which do not bear any mark are equal to C(t).
Proof of Theorem 4.1. We shall prove this theorem inductively. Assume that Theorem 4.1
holds up to n− 1 slices, which means that |ΩJ | = n− 1, and the renormalized amplitude is
written as:
AR,n−1G (t, σ) (75)
= (−λ)(n−1)
∏
Gc
TrG
c{
∏
`∈CP (Gc), ` tadpole
[(R(σ)− 1)C˜(`)]
∏
`∈CP (Gc),l not tadpole
[R(σ)C˜(`)]}.
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Let ω(j) /∈ ΩJ and consider∫
dν(σ)
∫
dtω(j)
∂
∂tω(j)
[An−1,RG e
V (σ,t)]. (76)
Without losing generality (the number of such contributions is estimated in Lemma 4.1)
we can write
∂
∂tω(j)
An−1,RG = tr (
∂
∂tω(j)
[R˜C˜]) ◦ trAn−1,RG,rest(t, σ),
where R˜ is a general name for the resolvent R or (R − 1), which depend on t via (31) and
(53), C˜ is a general name for CΛ or a a marked propagator Cω, ω ∈ ΩJ , and An−1,RG,rest(σ)
corresponds to the other terms in An−1,RG (σ) such that the derivation ∂/∂t
ω(j) doesn’t act on.
Each intermediate field in the numerator in the form of σ ⊗ I or I ⊗ σ will act either on
the vertex V or the resolvent R by integration by parts. Remark that the derivation of σ⊗ I
w.r.t. I ⊗ σ will generate a non-planar graphs from which we gain convergent factors.
We have:∫
dν(σ)
∫
dtω(j)
∂
∂tω(j)
[ An−1,RG e
V (σ,t)] (77)
=
∫
dν(σ)
∫
dtω(j) eV (σ,t)
{
tr An−1,RG,rest(σ) ◦ tr(−i
√
2λ
2
RCω(j)σˆRC˜ )]
+tr[R˜Cω(j)] ◦ trAn−1,RG,rest(t, σ)
+ An−1,RG
(− i√2λ
4
Tr [(R− 1)Cω(j)σˆ] + i
√
2λ
4
Tr [T ω(j)σˆ] + λTr [T ω(j)T (t)]
) }
.
The matrix elements of σˆ in the numerator will act on all other terms that are functions
of σ as differential operators, due to the Gaussian integrals and integration by parts. We
shall consider all the possibilities and prove that each tadpole generated in this process is
canceled exactly with the corresponding counter term.
We start the analysis with the term in the second line of (77):
• if σˆ acts on the adjacent resolvent, by using formula (33) and tr(RC(t)) = tr(R −
1)C(t) + T (t), a tadpole term with amplitude (−i
√
2λ
2
) × (−i
√
2λ
2
)T (t) × 2 = −λ T (t)
will be generated;
• if σˆ acts on any other resolvents or on the log2[· · · ] term in the interaction V , the
resulting terms contain no tadpoles nor counter terms hence belong to An,RG ;
• if σˆ acts on the term i
√
2λ
4
tr σˆT (t) from V (σ, t), then the term (−i
√
2λ
2
)×(i
√
2λ
4
T (t))×4 =
λT (t) will be generated. This term cancels exactly with the tadpole generated above.
So we find that, after contracting the σ fields in in the second line of (77), the resulting
terms contain neither tadpoles nor counter terms, hence belong to An,RG .
Now we consider the first term in the third line.
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• If σˆ acts on the adjacent resolvent, then we get
tr [−i
√
2λ
4
RCω(j)] ◦ tr [−i
√
2λ
2
RC]× 2
= −λ
2
[
tr [(R− 1)Cω(j)] ◦ tr [(R− 1)C] + tr [(R− 1)C] ◦ T ω(j)
+ tr [(R− 1)Cω(j)] ◦ T (t) + T ω(j) ◦ T (t) ]. (78)
Recall that each tadpole term T (t) or T ω(j) is an (Λ + 1)× (Λ + 1) dimensional matrix
and we have T ω(j) ◦ T (t) = ∑n T ω(j)nn T (t)nn,
• If σˆ acts on the counter term in V (σ, t), then we get λ
2
tr [(R−1)Cωn ]◦T , which cancels
exactly the third term in (78),
• If σˆ acts on An−1,RG or on the log2(· · · ) term in V (σ, t), then no tadpole nor counter
term will be generated.
Now we consider the last two terms in (77).
• if σˆ acts on log2(· · · ), then the term
(−i
√
2λ
4
tr T ω(j)) ◦ (i
√
2λ
4
tr [(R− 1)C] )× 4 = λ
2
tr [(R− 1)C] ◦ T ω(j)
will be generated, which cancels with the second term in (78),
• if σˆ acts on the counter term in V (σ, t), then the term −λ
2
T ω(j)T will be generated,
which, together with the last term in (78), cancel with the last term in (77).
So all tadpoles generated in the slice-testing expansions cancel exactly with the counter-
terms and AR,n contains only terms that are finite. So we have proved this Theorem.
Remark 4.1. From Lemma 4.1 we find that if we perform the slice-testing expansions at
very high order, we may generate a large combinatorial factor which could be unbounded.
Hence we need to control the number of the marked propagators by controlling the order of
the slice-testing expansions so that it generates just enough marked propagators for getting
the convergent factors while not generates unbounded combinatorial factors. For the resolvent
graphs which are not generated we simply put c(G) = 0 while for the graphs generated in the
slice-testing expansions we put c(G) = O(1).
So we have the following stopping rule for the slice-testing expansions:
Definition 4.5 (The Stopping Rule). Let nj ∈ Z+ be the number of marked propagators of
coarse scale index j ∈ [0, jmax] in the renormalized amplitude (74) and a > 0 be a constant to
be decided later. The stopping rule for the slice-testing expansions is defined as follows: the
slice-testing expansion is to be performed recursively starting from j = jmax in the decreasing
order of j until jmin and at each coarse scale j one should continue the expansion until
nj = aM
j; Then one restart the expansions at scale j − 1.
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Remark 4.2. The merit of the stopping rule is as follows. Let the set of refined scaling
indices for the marked propagators at each coarse scaling index j be Ω¯j,then |Ω¯j| = aM j
marked propagators would be generated in the slice-testing expansion, from which we gain a
convergent power-counting factor (M−j)|Ω¯j | ∼ O(1)e−ajMj (see Formula (46)), which could
compensate the constructive bound. If we didn’t impose the stopping rule, the total number
of marked propagators could be as large as aM2j and the corresponding combinatorial factor
would be unbounded.
It is easy to find that the ribbon graphs labeling the resulting expressions of the partition
function of slice-testing expansions are not connected in general (see the second order slice-
testing expansions shown in the Appendix.). A general graph G can be decomposed as G =
∪Ga, where Ga is a connected component of G and a runs over all connected components.
Define Ω¯J := ∪j∈JΩ¯j ⊂ ΩJ , as the set of refined scaling indices of the marked propagators
generated in the slice-testing expansions. Then we have: Ω¯J = ∪aΩ¯a, where Ω¯a is a set of
refined scaling indices for the marked propagators in Ga. Obviously, Ω¯a ∩ Ω¯a′ = ∅ for a 6= a′.
So the partition function also factorizes as product of different amplitudes, each of which
is labeled by a connect graph Ga with refined indices set Ω¯a. In order to explicit this de-
composition we should further slice the integrand and the Gaussian measure of the partition
function, respectively. These are the contents of Section 4.3 and Section 5.
4.3 Slicing the integrand
In order to factorize the slice-testing expanded partition function one should first of all
factorize the exponent eV in Formula (73) over the set of refined indices {Ω¯a} . It is useful
to define a new index set ΩJ , by listing all the elements of Ω¯J in the increasing order and
labeling these indices by ordinal natural numbers as:
ΩJ := {ω1, ω2, · · · , ωh |ωj > ωi, ∀j > i,∀ωj ∈ Ω¯J}, h = |Ω¯J | .
Clearly ΩJ = Ω¯J as sets. Let Ωa the set of refined scaling indices attributed to each connected
graph Ga, where a runs over all connected components in G, we have: ΩJ = ∪aΩa. Again
the sets {Ωa} are disjoint. Define also the index set Ωstop to be the set of refined scaling
indices labeling the marked propagators that are not generated in the slice-testing expansions.
Clearly we have ΩJ ∩ Ωstop = ∅.
Now we factorize the interaction V according to the index sets {Ωa}.
4.3.1 Slicing the interaction
In order to perform this factorization we shall attribute to each loop vertex the index of its
highest marked propagator and to each interpolation parameter tω(j) we introduce an addi-
tional auxiliary parameter uω(j) which multiplies tω(j). We can consider the multiplication
tω(j)(uω(j)) = uω(j)tω(j) as a substitution of each tω(j)(uω(j)) by uω(j)tω(j).
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So the interaction with cutoff ω(j) reads:
V ({t}, σ)≤ω(j) = −1
2
Tr log2[ 1 + i
√
2λ
2
j∑
j′=0
Mj
′+1−1∑
ω′(j′)=Mj′
Cω
′(j′)tω
′(j′)(uω
′(j′))σˆ ]|uω′(j′)=1
+ i
√
2λ
4
Tr [
j∑
j′=0
Mj
′+1−1∑
ω′(j′)=Mj′
T ω
′(j′)tω
′(j′)(uω
′(j′))σˆ ]|uω′(j′)=1
+
1
2
λTr [
j∑
j′=0
Mj
′+1−1∑
ω′(j′)=Mj′
T ω
′(j′)tω
′(j′)(uω
′(j′)) ]2|uω′(j′)=1. (79)
The specific part of the interaction attributed to the scaling index ω(j) is the sum over all
loop vertices with at least one marked propagator at scale ω(j) and all other c-propagators
at scales ≤ ω(j). We shall abbreviate tω(j)(uω(j)) as tω(j) and we have:
Vω(j) := V≤ω(j) − V≤ω(j)−1 = V≤ω(j)|uω(j)=1 − V≤ω(j)|uω(j)=0
=
∫ 1
0
duω(j)
d
duω(j)
{
1
2
λ
j∑
j1=0
∑
p∈I≤j1
(
Mj1+1−1∑
ω1(j1)=Mj1
T ω1(j1)p t
ω1(j1) )2
+ Tr
[
i
√
2λ
4
[
j∑
j1=0
Mj1+1−1∑
ω1(j1)=Mj1
T ω1(j1)tω1(j1)]σˆ
− 1
2
log2[1 + i
√
2λ
2
j∑
j1=0
Mj1+1−1∑
ω1(j1)=Mj1
Cω1(j1)tω1(j1)σˆ]
]}
=
∫ 1
0
tω(j)duω(j)
{
λ
∑
j
∑
p∈I≤j
(
Mj1+1−1∑
ω1(j1)=Mj1
T ω1(j)p t
ω1(j) ) T ω(j)p t
ω(j)
+ Tr
[
i
√
2λ
4
T ω(j)tω(j)σˆ − i
√
2λ
4
[R≤ω(j)(t)− 1]Cω(j)tω(j)σˆ
] }
, (80)
where t = t(u) and
R≤ω(j)(t) = (1 + i
√
2λ
2
j∑
j1=0
Mj1+1−1∑
ω1(j1)=Mj1
Cω1(j1)tω1(j1)σˆ )−1. (81)
Since Ω¯J = Ω
J as sets, for each ω(j) ∈ Ω¯J there exist a unique ωj ∈ ΩJ such that
ω(j) = ωj. So we can define the sliced interaction as Vωj := Vω(j) and R≤ωj = (1 +
i
√
2λ
2
∑j
j1=0
∑Mj1+1−1
ω=Mj1 C
ωtωσˆ )−1. Remark that since tωj = 0 for ωj /∈ ΩJ , we have the
following decomposition for the interaction term:
V (σ, t) =
jmax∑
j=0
∑
ω(j)∈Ω¯j
Vω(j)(σ, t) =
∑
ω∈ΩJ
Vω. (82)
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4.3.2 Slicing the integrand
Now each graph G ∈ G(ΩJ) is partitioned into the non-empty connected components
G1, · · · , Gn of G with the corresponding index set of marked propagators Ωa, · · · ,Ωn, for
which we have Ωa ∈ ΩJ and Ωa ∩ Ωb = ∅ for a 6= b. The last property is also called
the hard core constraint. Remark that the combinatorial weights of Feynman graph also
factorize over connected components, namely cG =
∏
a cGa .
We can write the result of the slice-testing expansion as:
Zjmax(λ) =
∞∑
n=0
1
n!
∫
dν(σ)
∑
Ω1,··· ,Ωn;Ωa∩Ωb=∅, ∀a6=b,
Ωa∩Ωstop=∅
[ n∏
a=1
∏
ω∈Ωa
∫ 1
0
dtω
] n∏
a=1
I(Ωa, {t}, σ), (83)
where
I(Ωa, t, σ) =
∑
Ga∈CG(Ωa)
cGa
( ∏
ω∈Ωa
[eVω({t},σ)]ARGα(t, σ)
)
, (84)
is the amplitude for the set of connected graphs CG(Ωa) ⊂ G(Ω). The 1/n! in (83) comes
from summing over the sequences Ω1, · · · ,Ωn in (83). The sum over n is in fact finite due
to the hardcore constraint, which forces all terms to be zero for n ≥ M jmax + 1. n = 0
corresponds to the factor 1 in the sum (the normalization of the free theory). We would
like to factorize now the sum over the blocks Ωa. The obstacle is that the functions I are
still coupled through the integration w.r.t. the σ variables, the hardcore constraints and the
parameters {t}, which don’t factorize the blocks Ωa. We shall discuss the first two issues in
the next section and in the rest of this section we shall only focus on the factorization of the
variables {t}.
Let ~ta be the list of |Ωa| parameters tωj for ωj ∈ Ωa so that we can write the integration
of I w.r.t. t as ∫
d~t1 · · · d~tn
n∏
a=1
Ia(~t1, · · · ,~tn; Ωa, σ, ). (85)
For each pair ~ta, ~tb we introduce a pair interpolation parameters xa,b to simultaneously
multiply the ~tβ dependence of Ia and the ~ta dependence of Ib. Then (85) can be written as∫
d~t1 · · · d~tn
n∏
a=1
Ia(x1,a~t1, · · · , xa−1,a~ta−1,~ta, xa,a+1~ta+1, · · · , xa,n~tn; Ωa, σ)|xa,b=1 ∀a,b=1,··· ,n.
(86)
The canonical way of factorizing the partition function into disconnected parts labeled by
forests is the standard BKAR forest formula [32, 33], which is a Taylor expansion formula
with remainders:
Theorem 4.2 (The BKAR Forest Formula.). Let n ≥ 1 be an integer, IN = {1, · · · , n} be
an index set and ` = (i, j), i 6= j be an unordered pair of In, also called a link on In. Let
Pn = {` = (i, j), i, j ∈ In, i 6= j} be the set of links of In, F be the set of spanning forests
over In and S be the set of smooth functions from RPn to an arbitrary Banach space. Let
x = (x`)`∈Pn be an arbitrary element of R
Pn and f ∈ S, we have
f(1) =
∑
F
(∫ 1
0
∏
`∈F
dw`
)(∏
`∈F
∂
∂x`
)
f [XF(w`)], (87)
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where the sum over F runs over all forests with n vertices, including the empty forest with no
edge, 1 ∈ RPn is the vector with every entry equals 1, XF(w`) is the vector (x`)`∈Pn defined
by x` = x
F
ij(w`), the value at which we evaluate the derivations on f and is defined as follows:
xFij = 1 if i = j, x
F
ij = 0 if i and j are not connected by a forest and x
F
ij = inf`∈PFij w`, where
PFij is the unique path in the forest that connects i and j.
Then we perform the BKAR formula w.r.t. the parameters xa,b and the above formula
can be written as:∑
F
∫
d~t1 · · · d~tn
∏
`=(a,b)∈F
∫ 1
0
dwa,b
∏
`=(a,b)∈F
∂
∂xa,b
(88)
n∏
a=1
Ia(x1,a~t1, · · · , xa−1,a~ta−1,~ta, xa,a+1~ta+1, · · · , xa,n~tn; Ωα, σ)|xa,β=XFa,b({w}) ∀a,b .
Consider a derivation ∂
∂xa,b
on Ia for arbitrary a, b, we have
∂
∂xa,b
Ia(· · · ,~ta, · · · , xa,b~tb)
= ~tb · ∂
∂~t′b
Ia(· · · ,~ta, · · · ,~t′b) :=
|Ωb|∑
i=1
tbi
∂
∂t′bi
Ia(· · · ,~ta, · · · ,~t′b), (89)
where ~tb = (tb1 , · · · , tb|Ωb|) is the list of the interpolation parameters in ~tb and ~t′β is the set de-
fined by multiplying each member of the above set by xa,b. The analysis is very similar to the
slice-testing expansions (cf. (55) and (73)) so we don’t repeat the explicit calculations here
but give some general remarks. First of all it is easy to find that |Ωb| marked propagators
are attached to the graph Ga, as each derivation
∂
∂t′bi
generates one marked propagator to Ia
in two ways: when it acts on the resolvents amplitude AR then a propagator Cωbi together
with a resolvent R and a c-propagator C(t) will be generated to Ga; when the derivation
acts on the exponential, it will bring a new marked propagator Cωbi . The index set of the
marked propagators is Ωa∪Ωb. Secondly, the graphs generated from the auxiliary expansions
are not minimal in general, as a derivation in (89) could generate a connected amplitude
such that two marked propagators bear the same indices. One important difference from the
slice-testing expansion is that the linear terms of the tadpole T ωa are not generated by the
derivation, due to the fact that all the parameters xa,b associated with T
ωa are equal to one.
The newly generated tadpoles are of the form T ωaT ωb . Since each of the newly generated tad-
pole is bounded by 1
ωaωb
, they are not dangerous for the bound and can be bounded easily by
the convergent factors gathered from the marked propagators. Another important difference
from the slice-testing expansion is that each derivation ∂
∂tbi
generate a term RCωbiσRCωaσ
from the exponential, which contains two σ variables. We shall integrate out the σ variables
w.r.t. the Gaussian measure and this will generate combinatorial factors. But this is not
dangerous, as each σ variable is associated with an additional marked propagator Cω, which
can be used to compensated these combinatorial factors (See Formula (113) and Section 6.4
for the details.).
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The result of (88) is a perturbation series indexed by forests F . Each connected com-
ponent of F , noted by T , which is a tree, is indexed by a larger block of index sets
ΩMα = Ωa1 ∪ · · · ∪ Ωap composed of p previous blocks. We also call ΩMα the modified in-
dex sets. In this way each vertex of a tree T corresponds to a term Wa and T is a tree with
p vertices. Denoting the corresponding connected graphs by CGM, the partition function
result can be written as
Zjmax(λ) =
∞∑
n=0
1
n!
∫
dν(σ)
∑
ΩM1 ,··· ,ΩMn ;ΩMα ∩ΩMβ =∅, ∀α 6=β,
ΩMα ∩Ωstop=∅
n∏
α=1
IM(ΩMα , σ), (90)
where
IM(ΩMα , σ) =
∑
Π
∑
T
∫
dtΩM
∫
dwT
∑
G∈CGM(ΩM,Π,T )
cG
( ∏
ω∈ΩMα
[eVω(t,w,σ)]AR,MGα (t, w, σ)
)
, (91)
is the modified amplitude for the corresponding modified graph CGM resulted from the
derivations w.r.t. xα,β, Π is a partition of Ω
M
α into disjoint unions Ωa1 ∪ · · ·∪Ωap ; AR,MGα (t, σ)
is called the modified resolvent amplitude and has very similar expression than ARGM , except
that it contains now the quadratic terms of tadpoles; The w dependence means that all t
factors are multiplied by the weakening parameters xTa,b({w}).
Now we consider the factorization of the integration for the σ variables and get rid of the
hardcore constraints. First of all recall that for a pair of Grassmann variables χ, χ¯ one has
χ2 = 0 = χ¯2,
∫
dχ = 0 =
∫
dχ¯,
∫
χdχ = 1 =
∫
χ¯dχ¯. (92)
We can express the mutually disjointness of the index sets {Ωa} in Formula (83) in terms
of Grassmann integrals:∑
Ωα,Ωα∩Ωβ=∅, ∪αΩα= I
1 =
∫ ∏
ω∈I
dχ¯ωdχω
∑
Ωα,∪Ωα=I
∏
ω∈Ωα,∪Ωα=I
χωχ¯ω, (93)
since, if ΩMα ∩ ΩMβ 6= ∅, the terms like χ2ρ or χ¯2ρ would appear in the integrand for some
ρ ∈ ΩMa ∩ ΩMβ , which are vanishing identically.
Using the the fact that V =
∫
dχ¯dχe−χ¯V χ, for any V that is not a function of χ and χ¯,
we can write the partition function as:
Zjmax(λ) =
∫
dν(σ)dµIS (χ¯, χ)e
W , (94)
W =
∑
ΩM⊆ΩJ
∑
Π
∑
T
∫
dtΩM
∫
dwT
∑
G∈CGM(ΩM,Π,T )
cG
(∏
ω∈Ω
[−χ¯ωeVω(t,w,σ)χω]AR,MG (t, w, σ)
)
,
(95)
where dµIIΛ (χ¯, χ) =
∏ωmax
ω=1 dχ¯ωdχω e
−χ¯ωχω is the standard normalized Grassmann Gaussian
measure with covariance IS , which is the (Λ + 1)× (Λ + 1) dimensional identity matrix. The
Grassmann integration implement automatically the hardcore constraints, and saturate the
Grassmann pairs for ωi /∈ ΩM = ∪αΩMα . Since WM contains potentially infinitely many
vertices of type V , it is called an exp-vertex [35].
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5 The Multiscale Loop Vertex Expansion, step four:
the two level jungle formula
After this long preparation we shall compute in this section the vacuum correlation function
logZjmax , by first expand the partition function Zjmax into convergent perturbation series
indexed by disconnected resolvent graphs. Then the perturbation series of logZjmax simply
corresponds to the terms indexed by connected graphs. It is well known that the fully
expanded perturbation series labeled by Feynman graphs is divergent, due to the fact that
Feynman graphs proliferate too fast, namely, the number of Feynman graphs of order n
in φ4 theory is proportional to (2n)! ∼ (n!)2, while the number of labeled trees with n
vertices is bounded by O(n!), by Cayley’s theorem. One doesn’t really need to know the
full information of the Feynman graphs to compute the partition function or the connected
function; Information about connectedness properties would be enough. Since there are two
different kinds of Gaussian integrations in the partition function (94), one Bosonic and the
other Fermionic, we shall expand the partition function as a convergent perturbation series
such that each term is labeled by a two-level forest J2 = (F1,F2), which is a two-member
sequence of forests such that F1 are the Bosonic forests and F2 are the final forests formed
by connecting certain trees in F1 with Fermonic lines. Clearly we have F1 ⊆ F2. The
canonical way of generating two-level forests is the two-level BKAR forest formula [33],[34],
which can be obtained by using twice the the one level BKAR forest formula (cf. Theorem
4.2), one for the Bosonic variables and another for the Fermionic variables.
Now we derive the two-level forest formula for the partition function in (94). Our deriva-
tion follows closely [34] and the interested reader is advised to look at [34] for the other
aspects of the two-level forest formula.
The first step is an analogue of the cluster expansions in statistical mechanics, which
expand the partition function into a (new) power series that are indexed by forests. In order
to do that we shall use the replica trick for the σ variables, namely we assign different labels
σα, σβ, · · · to the σ variables in different vertices W and we write W (σ)n =
∏n
a=1W (σa).
Let W = {1, · · · , n} is the set of labels for the exp-vertices, we can write the partition
function as:
Zjmax(λ) =
∞∑
n=0
1
n!
∫
dνW(σ, χ¯, χ)
n∏
α=1
Wα(σα, χ¯, χ) , (96)
where
Wα(σα, χ¯, χ) =
∑
ΩM⊆ΩJ
∑
Π
∑
T
∫
dtΩM
∫
dwT
∑
G∈CGM(ΩM)
cG
( ∏
ω∈ΩM
[−χ¯ωeVω(t,σα)χω]AR,MG (t, σα)
)
,
(97)
and
dνW(σ, χ¯, χ) = dν1W ({σα}) dµIS (χ¯ω, χω), (98)
in which 1W is a n by n matrix with coefficients 1 everywhere, reflecting the fact that the
replicated Bosonic measure is completely degenerate, namely the Gaussian measure over the
fields {σα} has covariance 〈σα,mn, σβ,kl〉 = δmlδnk. In order to factorize the block 1W in the
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measure dν we introduce the coupling parameters xα,β = xβ,α, xα,α = 1, between the Bosonic
vertex replicas.
It is useful two write the Gaussian measure as differential operators by using∫
dµC(φ)f(φ) = e
1
2
∂
∂φ
C ∂
∂φ f(φ) |φ=0, (99)
where dµC(φ) is the Gaussian measure with covariance C, then we can rewrite the partition
function as:
Zjmax(λ) =
∞∑
n=0
1
n!
[
e
1
2
∑n
α,β=1 xα,β
∂
∂σα
∂
∂σβ
+
∑
ω∈ΩJ
∂
∂χ¯ω
∂
∂χω
n∏
α=1
Wα(σα, χ¯, χ)
]
σ,χ,χ¯=0
xα,β=1
. (100)
Then we apply the standard BKAR forest formula w.r.t. the parameters {xα,β} and we
have:
Zjmax(λ) =
∞∑
n=0
1
n!
∑
FB
∫ 1
0
( ∏
`B∈FB
dw`B
)∫ ∏
v∈VFB
dtv · (101)
·
[
e
1
2
∑n
α,β=1Xα,β(w`B )
∂
∂σα(`B)
∂
∂σβ(`B)
+
∑
α∈FB
∑
ω∈ΩMα
∂
∂χ¯ω
∂
∂χω
∏
`B=(α,β)∈FB
( ∂
∂σα(`B)
∂
∂σβ(`B)
) n∏
α=1
Wα(σα, χ¯, χ)
]
σ,χ,χ¯=0, xα,β=Xα,β(w`B )
,
where
• FB is a forest, called the Bosonic forest, with n vertices such that each vertex corre-
sponds to a term Wα, α = {1, . . . n}; the summation in the first line is over all Bosonic
forests.
• for each `B ∈ FB, α(`B), β(`B) are denoted as the ends vertices of `B and the weakening
parameters Xαβ(w`B) are similarly defined as in Theorem 4.2, except that each vertex
of the forest corresponds to a modified amplitude term Wα, instead of Wa.
The corresponding graph is shown in Figure 6, in which each block represents a connected
graph.
Remark that an analogue of this formula has been discussed in [34] for the construction
of a vector model, which is simpler in that renormalization is not needed.
The Gaussian integrations over σ are still not completely factorized in that the variables
σ are coupled with the Grassmann variables χ¯, χ, which are not factorized. So we repeat the
procedure in the first step: first of all we introduce the replica Fermionic fields χBω for the
blocks in FB and the coupling parameters yBB′ = yB′B for each pair of blocks B,B′ ∈ FB.
The last step applies (once again) the forest formula, this time for the coupling parameters
yB,B′ and generates a set of forests FF . Let LF be a generic Fermionic edge in the Fermionic
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Figure 6: A Bosonic forest. The configuration of the Blocks are trees, whose vertices corre-
spond to the modified vertex {Wα}.
forest, which connects two blocks and let B(LF ),B′(LF ) the end blocks of LF , we have:
Zjmax(λ) =
∞∑
n=0
1
n!
∑
FB
∑
FF
∫ 1
0
( ∏
`B∈FB
dw`B
∏
LF∈FF
dwLF
)
·
{
e
1
2
∑n
α,β=1Xα,β(w`B )
∂
∂σα(`B)
∂
∂σβ(`B)
+
∑
B,B′ YBB′ (wLF )
∑
α∈FB
∑
ω∈ΩJ
∂
∂χ¯Bω
∂
∂χB′ω
·
∏
`B=(α,β)∈FB
( ∂
∂σα(`B)
∂
∂σβ(`B)
)
·
∏
LF∈FF
(∑
α∈FB
∑
ω∈ΩMα
[ ∂
∂χ¯
B(LF )
ω
∂
∂χ
B′(LF )
ω
+
∂
∂χ¯
B′(LF )
ω
∂
∂χ
B(LF )
ω
] ) ·
·
n∏
α=1
Wα(σα, χ¯, χ)
}
σ,χ,χ¯=0
. (102)
Organizing the Fermionic forests and Bosonic forests into two-level jungles and we obtain
the two-level jungle formula:
Zjmax(λ) =
∞∑
n=0
1
n!
∑
J
∫
dwJ
∫
dνJ ∂J
[∏
B
∏
α∈B
Wα(σα, χ
B, χ¯B)
]
, (103)
where
• J is a two level jungle, which is defined as an ordered pair J = (FB,FF ) of two (each
possibly empty) disjoint forests onW , such that FB is a forest over the vertices a ∈ VFB ,
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FF is a forest over the connected components of FB and the union J¯ = FB ∪ FF is
still a forest on W . The forests FB and FF are called the Bosonic and Fermionic
components of J , respectively. The sum runs over all two-level jungles J .
• ∫ dwJ means integrals over the parameters w`, one for each edge ` ∈ J¯ , namely∫
dwJ =
∏
`∈J¯
∫ 1
0
dw`. There is no integration for the empty forest since by convention
an empty product is 1. A generic variable wJ is therefore made of |J¯ | parameters
w` ∈ [0, 1], one for each ` ∈ J¯ .
•
∂J =
∏
`B∈FB
`B=(α,β)
( ∂
∂σα
∂
∂σβ
) ∏
`F∈FF
`F=(α
′,β′)
ωmax∑
ω`F =0
( ∂
∂χ¯
B(α′)
ω`F
∂
∂χ
B(β′)
ω`F
+
∂
∂χ¯
B(β′)
ω`F
∂
∂χ
B(α′)
ω`F
)
(104)
generate both Boonic lines and Fermionic lines. Remark that a Fermionic line `F
connects two Bosonic blocks B and B′ on the vertices α′ ∈ B, β′ ∈ B′.
• The measure dνJ has covariance X(w`B) on Bosonic variables and Y (w`F ) ⊗ IS on
Fermionic variables:∫
dνJF =
[
e
1
2
∑n
α,β=1Xα,β(w`B )
∂
∂σα
∂
∂σβ
+
∑
B,B′ YBB′ (w`F )
∑
ω∈ΩJ
∂
∂χ¯Bω
∂
∂χB′ω F
]
σ=χ¯=χ=0
. (105)
• Xα,β(w`B) is the infimum of the w`B parameters for all the Bosonic edges `B in the
unique path PFBα→β from a to b in FB. This infimum is set to zero if such a path does
not exists and to 1 if α = β.
• YBB′(w`F ) is the infimum of the parameters w`F for all the Fermionic edges `F in any
of the paths PFB∪FFα→β from some vertex α ∈ B to some vertex β ∈ B′. This infimum is
0 if there are no such paths, is equal to 1 if such paths exist but do not contain any
Fermionic edges.
The resulting graph are two-level forests made of two level trees J T , which is a connected
graph with both Bosonic lines and Fermionic lines such that the vertices together with the
Bosonic lines form the Bosonic blocs. A two level tree made of one single Bosonic bloc
(without Fermionic or Bosonic edges) is allowed. Figure 7 shows an example of a MLVE
forest made of two trees. Recall the following Lemma about the combinatorial properties of
the two level trees.
Lemma 5.1. The number of labeled two-level trees over n ≥ 1 vertices is equal to 2n−1nn−2.
Proof. This is a well known result in graph theory and can be generalized to the case of
arbitrary labeled m-level trees, m ≥ 1, over n ≥ 1 vertices: the number of labeled m-level
trees over n vertices is given by mn−1nn−2. Indeed there are m kinds of edges of different
nature (if the edges are of the name nature, e.g. all edges are Bosonic, we can label them
with m colors) in a m-level tree so that each edge has m choices. Since there are n− 1 edges
in the tree and the total number of labeled trees is nn−2, the result comes. A constructive
estimate about the number of labeled 2-level trees is given [34] and the interested readers
are advised to consult that paper.
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Figure 7: A Fermionic forest, which is made of two trees.
Now that the assignments for the slices, the integration measure and the integrand are
now factorized over the connected components of J , the logarithm of Z is easily computed
as exactly the same sum but restricted to two-levels spanning trees, denoted by J T , on
W = [1, · · · , n]. We have:
logZjmax(λ) =
∞∑
n=1
1
n!
∑
J T
∫
dwJ T
∫
dνJ T ∂J T
[∏
B
∏
α∈B
(
Wα(σα, χ
B, χ¯B)
)]
.
(106)
The main result is the convergence of this representation uniformly in jmax for λ in the
Cardioid domain, allowing to perform in this domain the ultraviolet limit of the theory:
Theorem 5.1. Let 0 < ρ < 1 be a fixed small constant. The series (106) is absolutely
convergent, uniformly in jmax, for λ in the cardioid domain Cardρ := {λ ∈ C : |λ| <
ρ cos2(1
2
arg(λ))}. Its ultraviolet limit logZ(λ) = limjmax→∞ logZjmax(λ) is therefore well-
defined and analytic in λ in the cardioid domain; furthermore it is the Borel sum of its
perturbation series in powers of λ.
6 Proof of Theorem 5.1
In this section we shall prove the Borel summability for perturbation series of logZjmax in
the cardioid domain. The key steps to prove this theorem is to get the optimal bounds for
the Fermionic integral and the Bosonic integrals. While the former is essentially algebraic
and the procedure for getting the bound is very similar to [35], the latter is new due to the
linear divergence of the vacuum tadpole term ΠΛ (see (15)). We shall start with the bounds
for the Grassmann integrals.
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Figure 8: A Cardioid Domain
6.1 Grassmann Integrals
First of all consider a fixed forest FF with k edges: {`i = (αi, βi), i = 1 · · · k}. Using the
basic properties of the Grassmann integrals ( see Formula (92) ) we can easily find that:∫ [∏
B
∏
ω
(dχ¯Bωdχ
B
ω)
]
e−
∑ωmax
ω=0 χ¯
B
ωYBB′ (w`F )χ
B′
ω
∏
`F∈FF
`F=(α,β)
(
χB(α)ω`F χ¯
B(β)
ω`F
+ χB(β)ω`F χ¯
B(α)
ω`F
)
=
(∏
B
∏
α,β∈B
1(Ωα ∩ Ωβ = ∅)
)(
Yβˆ1...βˆkαˆ1...αˆk + Y
αˆ1...βˆk
βˆ1...αˆk
+ · · ·+ Yαˆ1...αˆk
βˆ1...βˆk
)
, (107)
where
Yαˆ1...βˆk
βˆ1...αˆk
=
∫ (∏
i
dχ¯idχi
)
e−
∑
i,j χ¯iYijχj
k∏
i=1
χ¯αiχβi , (108)
is the minor of Y with the lines α1 · · ·αk and columns β1 · · · βk deleted. There are precisely
2k such terms in the sum, as there are exactly 2k ways to exchange the vertices αi and βi of
each `i = (αi, βi) ∈ F . The factor
∏
B
∏
α,β∈B I(Ωα ∩Ωβ = ∅) means the hard core constraint
inside each block, ensures the disjointness of the slices in each block.
Since the matrix Y is positive semi-definite with each element smaller or equal to one,
we can easily find that each minor is bounded:∣∣∣Yαˆ1...βˆk
βˆ1...αˆk
∣∣∣ ≤ 1 . (109)
So the Grassmann integral is bounded by O(1) · 2k.
6.2 Bosonic Integrals
The main problem is now the evaluation of the Bosonic integrals in (106), for which the two-
level trees J T restrict to the bosonic trees TB in certain bosonic block B. So it is sufficient
to bound separately this integral in each fixed block B. Let the resolvent graphs associated
with that block be G(B) and the index sets of refined indices be Ω(B) = ∪α∈B Ωα. Let the
Bosonic Gaussian measure restricted to B be dνB(σ), the bosonic integral reads:∫
dνB(σ) FB(σ) =
[
e
1
2
∑
α,β∈BXα,β(w`B )
∂
∂σα
∂
∂σβ FB(σ)
]
σ=0
, (110)
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where FB(σ) is obtained by evaluating the action of the derivatives on the exp− vertices:
FB =
∏
α∈B
[ ∏
e∈EαB
( ∂
∂σe
)
Wα
]
=
∏
α∈B
∏
e∈EαB
( ∂
∂σe
)[ ∏
ω∈ΩMα
[∫ 1
0
dtωe
Vω(t,σα)
]
AGa(t, σα)
]
, (111)
where ΩMα is the modified set of refined scaling indices of vertex α, E
α
B runs over the set of
all edges in TB ending at the vertex α, hence |EαB | is equal to the degree of coordinations of
the tree TB at vertex Wα, denoted by dα(TB). We call the newly generated graph GMB . The
derivatives
( ∏
e∈EαB
∂
∂σe
)
act either on the amplitudes AMGα or generate new loop vertices
from the exponential
∏
ω∈ΩMα e
V (σα). There are two cases to be considered: when the block B
is reduced to a single vertex α, there is no derivative to compute and the integrand reduces
simply to the one of the slice-testing expansion; when B has more than one vertex, then each
vertex α ∈ B is touched by at least one derivative. We only consider the second case.
• the exponential ∏α∈B∏ω∈ΩMα eVω(σa) doesn’t disappear since the exponential function
is its own derivative,
• the derivatives which act on the graph integrand AGa(σa) must act on the R resolvent
factors and create therefore new propagators sandwiched by resolvents, through ∂
∂σ
R =
−i
√
2λ
2
RCR (see (34)),
• each derivative acting on the exponential eVω(σ) generates either a term of the type
i
√
2λ
2
(R−1)Cω, a counter terms T ω, or a term proportional to RCRCωσ, which contains
a σ variable in the numerator (see (80)). Similar to the discussion of the auxiliary
expansions, the counter-term T ω is bounded by 1/ω < 1; In last case, we shall integrate
out these σ variable by Gaussian integration. Since each σ variable is associate with
a marked propagator Cω, the combinatorial factors from Gaussian integrations can be
eventually bounded (see the next section).
We can write the Bosonic integrand as:∫
dwB
∫
dνBFB =
∑
TB
[
∏
`∈TB
∫ 1
0
dw` ]
∫
dνB(σ)
∏
α∈B
∏
ω∈Ωα
eVω(σα)
∑
GB∈G(B)
AGB(σ), (112)
where G(B) is the set of resolvent graphs after the derivation and AGB is the amplitude for
a member GB ∈ G(B).
It is useful to collect the terms that are linear in the σ variables, which are generated
from the sliced interaction terms Vω by derivations w.r.t. the interpolation parameter t in
the auxiliary expansions (cf. Formula (89)) or by derivations w.r.t. the σ variables in the
two-level forest formula. An interesting property of these terms is that each σ variable always
comes with a marked propagator Cω. So we denote these terms as P(σ,Cω). Remark that
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P(σ,Cω) ∼ (σCω)p is a monomial of σCω with even power 2 ≤ p ≤ 2|B|. Formula (112) can
be written as ∫
dνB(σ)
∏
α∈B
∏
ω∈Ωα
eVω(σα)
∑
GRB ∈G(B)
ARGRB (σ)P(σ,C
ω) , (113)
where AR
GRB
(σ) is defined as the remainder terms in AGB(σ) with corresponding resolvent
graphs GRB .
The merit of such identification is as follows. The graphs GB resulted after the auxiliary
expansions and the two level forest formulas are not minimal in general due to the derivations
w.r.t. the sliced interaction potential Vω. These derivatives generate marked propagators to
a connected resolvent graph such that the indices of the newly generated marked propagators
may coincide with that in the resolvent graph. We call these terms the minimal-violation
terms, the collection of which is exactly P(σ,Cω). So after identifying the terms P(σ,Cω)
the resolvent graphs GRB corresponding to the remainder terms A
R
GRB
(σ) are still minimal.
Due to the positivity of the integration measure dνB we can use the Ho¨lder inequality for
the Bosonic integrations:∑
GB∈G(B)
∣∣∣∫ dwB ∫ dνB(σ)∏
α∈B
∏
ω∈Ωα
eVω(σα)AGRB (σ)
∣∣∣ (114)
≤
∑
GB∈G(B)
(∫
dνB(σ) |ARGRB (σ)|
2
)1/2(∫
dνB(σ) |
∏
α∈B
∏
ω∈Ωα
eVω(σα)|4
)1/4
·
·
(∫
dνB(σ) P4(σ,Cω)
)1/4
. (115)
In the following we shall write AR
GRB
as AGB and note G
R
B as GB, just for simplicity.
6.3 Non-Perturbative Bounds I: Bounds for the Resolvent Oper-
ators
In this subsection we explain how to bound, for a fixed graph GB (which is minimal) the
factor
I =
(∫
dνB(σ)|AGB(σ)|2
)1/2
(116)
using the Cauchy-Schwarz inequality (114). This is a non-perturbative problem, since the
resolvents in the AGB(σ), if expanded in power series of σ and integrated out with respect to
dνB, would lead to infinite divergent series of Feynman graphs. Hence we shall use the norm
bound (128) to get rid of these resolvents. This part follows closely [35] and the interested
reader is advised to look at [35] for more details. We shall work on the dual representation
of for the graphs generated in MLVE, defined as follows.
Definition 6.1 (Dual Graph of MLVE). For any tree generated by MLVE one can define the
dual representation for the graph, also called the dual tree, as follows: the dual tree graph is
represented as a single big circle divided by dotted lines representing the σ propagator. Each
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region enclosed by the σ propagators in the dual graph represents a loop vertex in the direct
representation, see Figure 9. The cyclic ordering for the resolvents is the same as in the
direct representation.
Remark that due to the cyclic ordering of the various objects (eg. the resolvents, the
c-propagators, the σ propagators) in the ribbon graph, planar or not, the dual representation
always exist and is uniquely defined given the ribbon graph in the direct representation.
For each graph in the dual representation we can defined its complex conjugate graph:
Definition 6.2 (Complex Conjugate Graph). A graph G¯B is called the complex conjugate
graph for the resolvent graph GB if G¯B is isomorphic to GB as a combinatorial object and if
each resolvent in G¯B is the complex conjugate of the corresponding one in GB. Then GB∪G¯B
is considered as a (non-connected) graph with twice the number of propagators and vertices
of GB.
A A
E
D
C
B
E
C
D
B
G G
Figure 9: A planar LVE graph in the direct representation and the dual representation.
The ribbons on the l.h.s. are the resolvent propagators in which the c-propagators are not
distinguished with the resolvents. The dotted lines are the σ propagators which are attached
to both borders of the ribbons. The graph on the r.h.s. is the dual graph, in which each
region enclosed by the σ propagator correspond to a loop vertex on the l.h.s.. If any loop
vertices A, · · · , E contains non-planar graphs the corresponding dual graph is constructed
in the same way.
Let AG¯B(σ) be the amplitude of G¯B, we can write square of the amplitude as
I2 =
∫
dνBAGB(σ)AG¯B(σ), (117)
where AG¯B(σ) is the amplitude for the complex conjugate graph.
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Before proceeding it is important to observe that AGB contains still many renormalized
tadpoles in the form of Tr (R− 1)C˜. In order to get the correct bounds we write each R− 1
as R − 1 = −i
√
2λ
2
CσˆR and contract all the σ variables using integration by parts, starting
one arbitrary σ variable in the dual graph and follow the cyclic ordering. Each step of the
contraction decreases the number of σ fields by two if they contract on themselves or by one
if they contract to R. At the end of this step we obtain a new set of resolvents graph in
which no tadpoles are presented but many new resolvents are generated. Let the set of the
newly generated σ propagators be γ and we still use GB to represent the resulting graph of
order n. The amplitude for the resulting graphs can be written as:
AGB = [(−λ)|ΩB|]
{∑
T ∈B
Tr [
∏
`∈T (B)
R(σ)C R(σ)Cω]
}
, (118)
where T (B) means a spanning tree over vertices in B and ΩB is the set of refined scaling
indices in B with cardinality |ΩB|.
In the next step we shall get rid of the resolvents R(σ), by using the fact that each
resolvent is bounded by 1/ cos(arg λ/2) in the cardioid domain (see Lemma 3.1). This is
not trivial and we shall rely on the technique of recursive Cauchy-Schwarz (CS) inequalities.
[28, 35]. It is more convenient to perform the recursive CS equality in the dual representation
of the graphs of MLVE. The key step of performing the CS inequality is to choose a balanced
cut:
Definition 6.3 (Balanced Cut for the Dual Graph). Let G be a resolvent graph in the dual
representation. A balanced cut with ends X and Y for G is a partition of the G into two
pieces Ht and Hb such that Ht and Hb contains equal number of resolvents (up to one unit
if the initial number of resolvent propagators is odd). Here Ht is called the upper chain and
Hb is called the lower chain. X and Y are called the ends of the chains, each made of a half
resolvent propagator.
Remark 6.1. Remark that although the σ propagators can attach to either the inner border
or the outer border of the ribbon, we still have the cyclic ordering for the resolvents and
c-propagators. So we can choose the balanced cup as above no matter to which border the σ
propagators are attached.
Figure 10 shows one example of such balance. Remark that the σ propagators have no
reason to occur at symmetric positions along the top and bottom chains.
Let (G,R) be a graph in the dual representation with the set of resolvents R and m
σ propagators. Balanced cuts for a (G,R) with R 6= ∅ can be obtained in many different
ways. A nice way to define such cuts is to first go to the direct representation and select a
spanning tree of σ propagators of G. Turning around the tree provides a well defined cyclic
ordering for the resolvent propagators and pure propagators of the graph (jumping over the
σ-propagators not in the tree). Then we go back to the dual representation. We shall choose
the balanced cuts by first contracting all marked propagators along the cycle, and selecting
an antipodal2 pair (X, Y ) among the resolvent propagators left in that cycle. We then cut
the cycle across that pair (see Figure 10).
2Or almost antipodal if the number of resolvents is not even; this can happen only at the first CS step.
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X Y 
Figure 10: A resolvent graph with a balanced cut. Here σ-propagators are pictured as dotted
lines.
X Y 
H t 
X Y 
H b 
Figure 11: The top and bottom mirror graphs for the balanced cut of Firure 10.
To any such balanced cut is associated a Cauchy-Schwarz (CS) inequality. It bounds the
resolvent amplitude AGB (see (118)) by the geometric mean of the amplitudes of the two
graphs Gt = Ht∪ H¯t and Gb = Hb∪ H¯b. These two graphs are obtained by gluing Ht and Hb
with their mirror image along the cut. Remark that in this gluing the σ propagators crossing
the cut are fully disentangled: in Gt and Gb they no longer cross each other, see Figure 11.
Remark also that the right hand side of the CS inequality, hence the bound obtained for AG,
is a priori different for different balanced cuts.
Now the two half propagators X and Y crossed by the balanced cut at the end of the
top and bottom chain, which had values RC in the amplitude AG, can be replaced by two
ordinary propagators C in the amplitudes of Gt and Gb, loosing simply a factor cos
−2(φ/2)
from the norm of R. More precisely, let R− {X ∪ Y } be the set of resolvents such that the
two half resolvent (RC) related at X and Y are replaced by C, respectively. Then we have
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Lemma 6.1. For any balanced X − Y cut
|AG,R(σ)| ≤ 1
cos2(arg λ/2)
√
AGt,R−{X∪Y }(σ)
√
AGb,R−{X∪Y }(σ) (119)
uniformly in σ. Hence we have cleaned the two resolvent propagators X and Y crossed by
the cut.
Proof Each CS inequality is simply obtained by writing
< Ht,OHb >≤ ‖O‖
√
< HtHt >
√
< HbHb > (120)
in the tensor product of 2+q Hilbert spaces corresponding to the two c-propagators associated
to the ends of the cuts and the q σ-propagators which cross the cut. We symmetrize first the
operators RC of the two cut propagators, writing them as C1/2BC1/2 with B = C−1/2RC1/2.
The operator O = B ⊗ Π ⊗ B in (120) is the tensor product of the two end operators B
and of a permutation operator Π for the remaining H⊗q tensor product of the q crossing
σ-propagators. Therefore ‖O‖ ≤ ‖B‖2‖Π‖. Any permutation operators has eigenvalues
which are roots of unity, hence has norm bounded by 1, and ‖B‖ = ‖R‖ ≤ 1/ cos(arg λ/2)
(see Lemma 3.1).
Starting with a full resolvent graph, the inductive Cauchy-Schwarz inequalities of [41]
consist in iterating lemma 6.1 until all resolvent operators are bounded and no resolvents are
left. In this way we can therefore reach a bound made of a geometric mean of 2m ordinary
perturbation amplitudes for an initial resolvent graph of of order m. To understand the
result of the induction, let us observe that
• Only at the first step the number of resolvent propagators can be odd. In that case we
choose an almost antipodal pair (antipodal up to half a unit): but at all later stages the
mirror gluing creates an even number of resolvents and we can choose truly antipodal
pairs.
• The result of m complete inductive layers of CS steps applied to a starting graph G
of order m is a family F Cm(G) of 2
m graphs, which depends on the inductive choices,
noted by C, of all the balanced cuts of the induction. Each layer of graphs and can
be pictured to stand at the leaves of a rooted binary tree, with the initial graph G
standing at the root.
• Although the graphs in the family F Cq (G) may have very different orders, they all have
the same number of resolvents (up to one at most, if the initial number of resolvents
was odd).
• No matter which inductive choice C is made, every c-propagator ` of the initial graph
G gets finally copied into exactly 2m c-propagators in the union of all graphs of F Cm(G).
Notice that all these copies have the same set of refined scaling indices than the initial
propagator. But they are not evenly distributed among the members of the family.
This is summarized in the following lemma.
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Lemma 6.2. For any choice C of m recursive cuts we have
|AG(σ)| ≤
[ ∏
G′∈FCn (G)
|AG′|
]2−m
, (121)
uniformly in σ. The amplitudes AG′ are computed with coupling constants ρ instead of |λ|.
Remark that no additional combinatorial factor is generated in the course of removing
the resolvents since the mirror graphs are generated symmetrically and the cuts are chosen
by following the cyclic ordering. The amplitudes AG′ have no resolvent factors any more,
hence are ordinary perturbative amplitudes no longer depending on σ.
6.4 Non-Perturbative Bound II: Bounding the polynomials P(σ,Cω)
In this part we shall consider the bound for integration(∫
dνB(σ) P4(σ,Cω)
)1/4
, (122)
where P is a monomial of (σCω) of degree 2 ≤ p ≤ 2(|B| − 1) resulted from the auxiliary
expansions and the forests formula. We have(∫
dνB(σ) [Cωσ]4p
)1/4
≤ |Cω||p|
(∫
dνB(σ) σ4p
)1/4
. (123)
Then (123) is bounded by
O(1)pM−jp(
p
2
)! ≤ O(1)p[( p
2e
)
1
2M−j]p. (124)
Due to the fact that p ≤ M2j for any scale j, summing over p for the above formula is
bounded by O(1) so that (122) is bounded by O(1).
6.5 Non-Perturbative Bound III: The Remaining Interaction
In this subsection we bound of the Gaussian integration for the interacting potential in (114).
First of all we have∫
dνB |
∏
α∈B
∏
ω∈Ωα
eVω(σˆ) |4 =
∫
dνB [
∏
α∈B
∏
ω∈Ωα
| eVω(σˆ) | ]4. (125)
We shall first consider the bound for |eVω(σˆ)|, for which we have the following lemma:
Lemma 6.3. For λ in the cardioid domain Cardρ defined in Theorem 5.1 and ω ∈ Ij we
have:
| expVω(σˆ)| ≤ exp
[
0(1) ρ+
1
ω
|λ|1/2 sin(φ/2) Tr σˆ + ρ Tr(C≤ωσˆCωσˆ) ].
(126)
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Proof Using (80) we write, putting Arg λ = φ, we have:
| expVω(σˆ)| ≤ exp<
(∫ 1
0
dtω
[
λ
∑
p∈Ij
(
ω∑
ω1=Mj+1
T ω1p (t) )T
ω
p
+ i
√
2λ
4
Tr T ωσˆ − i
√
2λ
4
Tr [R≤ω(t)− 1]Cωσˆ
])
≤ exp(O(1) (ρ+ |λ|1/2 sin(φ/2) 1
ω
Tr σˆ + |λ||Tr(CωσˆR≤ωC≤ωσˆ)|)
≤ exp(O(1) (ρ+ |λ|1/2 sin(φ/2) 1
ω
Tr σˆ + ρ Tr
(
C
1/2
≤ω σˆCωσˆC
1/2
≤ω
))
= exp
(
O(1)
(
ρ+ |λ|1/2 sin(φ/2) 1
ω
Tr σˆ + ρ Tr
(
C≤ωσˆCωσˆ
))
. (127)
From the first to second line we used the fact that (R≤ω(t)−1)Cωσˆ = −
√
2λ
4
iR≤ωC≤ωσˆCωσˆ
and the bounds |T ωp | ≤ O(1) 1ω ,
∑
p∈Ij 1 ≤ O(1)M j (cf. Section 4.1). We also used the fact
that for a positive semi-definite Hermitian operator A and a bounded operator B we have
|Tr AB| ≤ ‖B‖ TrA. Indeed if B is diagonalizable with eigenvalues µi, computing the trace
in a diagonalizing basis we have |∑iAiiµi| ≤ maxi |µi|∑iAii; if B is not diagonalizable we
can use a limit argument. We can now remark that for any Hermitian operator L we have,
if |Arg λ| = |φ| < pi, ‖(1− i√λL)−1‖ ≤ 1
cos(φ/2)
. We can therefore apply these arguments to
A = C
1/2
≤ω σˆCωσˆC
1/2
≤ω (which is Hermitian positive) and B = C
−1/2
≤ω R≤ωC
1/2
≤ω . Indeed
‖B‖ = ‖R≤ω‖ = ‖(1− i
√
λC
1/2
≤ω σˆC
1/2
≤ω )
−1‖ ≤ 1
cos(φ/2)
. (128)
We conclude since |λ|
cos2(φ/2)
< ρ in the cardioid domain.
Let J(B) be the set of coarse scaling indices for the marked propagators in the block B.
In order to derive the bound in a more explicit way we shall identify the ordered refined
scaling index ω ∈ Ωa ⊂ Ω(B) with the corresponding index ω(j) ∈ Ωj, for each α ∈ B. So
we have: ∑
a∈B
∑
ω∈Ωa
1 =
∑
j∈J(B)
∑
ω(j)∈Ωj
1. (129)
As a corollary of the above lemma we have:
Corollary 6.1. For λ in the cardioid domain Cardρ defined in Theorem 5.1 we have
| exp [
∑
ω(j)∈Ωj
Vω(j)(σˆ) ]| ≤ exp
(
0(1) ρM j + |λ|1/2 sin(φ/2)Tr σˆ + ρ Tr(∑
ω∈Ωj
C≤ωσˆCωσˆ
)
]
)
.
(130)
We have the following bound for the first integration in the Cauchy-Schwartz inequality
(114):
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Theorem 6.1 (Bosonic Integration). Let ρ be a fixed positive constant that is small enough,
one has [ ∫
dνB |
∏
α∈B
∏
ω∈Ωα
eVω(σˆ) |4 ]1/4 ≤ eO(1)ρ∑j∈J(B)Mj . (131)
Proof From Lemma 6.3 we know that it would be enough to prove that( ∫
dνB
∏
α∈B
∏
ω∈Ωα
exp
[
4O(1) ρ+
4
ω
|λ|1/2 sin(φ/2)Tr σˆα + 4ρ Tr
(
C≤ωσˆαCωσˆα
) ] )1/4
≤ eO(1)ρ
∑
j∈J(B) M
j
. (132)
Then it is easy to find that the first term (cf. Corollary 6.1) in the above formula gives
precisely the bound exp[O(1)ρ
∑
j∈J(B) M
j]. So it remains to check that(∫
dνB
∏
α∈B
∏
ω∈Ωα
e [
4
ω
|λ|1/2 sin(φ/2)Tr σˆα+4ρ Tr(C≤ωσˆαCωσˆα)]
)1/2
≤ eO(1)ρ
∑
j∈J(B) M
j
. (133)
The idea of proving the above formula is to collect the quadratic terms in σ and perform the
Gaussian integration w.r.t. the σ variables.
So we can rewrite (133) as∫
dνB
∏
α∈B
∏
ω∈Ωα
e [
4
ω
|λ|1/2 sin(φ/2)Tr σˆα+4ρ Tr(C≤ωσˆαCωσˆα)] :=
∫
dνB e
1
2
<σ,Qσ>+<σ,P> , (134)
where the inner product < σ,P > is defined as
< σ,P >=
∑
α∈B
< σα, P
α >= O(1)|λ|1/2 sin(φ/2)
∑
α∈B
∑
ω∈Ωα
1
ω
Tr σα. (135)
So that P = (Pα), α = 1, · · · , |B|, can be considered as a vector in which
Pα = O(1)|λ|1/2 sin(φ/2)
∑
ω∈Ωα
1
ω
. (136)
In order to evaluate the summation in the above formula we shall pass to the summation
over the scaling indices {ω(j) ∈ Ωj, j ∈ J(B)}. See Formula (153).
The matrix Q is defined by the following equation:
< σ,Qσ > =
∑
α∈B
∑
ω∈Ωα
< σα, Q
ωσα >=
∑
α∈B
∑
ω∈Ωα
O(1)ρ Tr
(
C≤ωσˆαCωσˆα
)
=
∑
α∈B
∑
ω∈Ωα
O(1)ρ Tr
(
C
1/2
≤ω σˆαCωσˆαC
1/2
≤ω
)
. (137)
42
Using the fact that (cf. (27)) σˆmn,pq = σnpδmq + σqmδnp, the trace in above formula reads:
Tr C≤ωσˆCωσˆ =
∑
mnkl
(C≤ωσˆ)mn,kl(Cωσˆ)lk,nm
=
∑
mnkl
(C≤ωmnσnkδlm + C
≤ω
mnσlmδnk)(C
ω
lkσknδlm + C
ω
lkσmlδnk)
= 2
∑
mnk
σnkC
≤ω
mnC
ω
mkδmmσkn + 2
∑
pq
σmmC
≤ω
mpC
ω
qnσnn
=:
∑
mn,kl
σnmQ
ω
mn,klσlk, (138)
we have
Qmn,kl = O(1)ρ
(
2δmlδnk
∑
r
C≤ωrl C
ω
rk + 2δmnδkl
∑
pq
C≤ωmpC
ω
ql
)
. (139)
First of all it is easy to find that Q is a positive and symmetric matrix. What’s more, it
is diagonal in the replica space generated by an orthogonal basis {eα}, α ∈ B. It is useful
to look at the graphical representation of the above two terms. While the first term in(139)
can be represented by Graph A of Figure 12, the second term corresponds to Graph B of
Figure 12.
A
m m
nn
r
C ω
C ≤ ω
m
m
k
k
p q
B
C ≤ ω C
ω
Figure 12: The graphic representations for the kernel functions in (139). We have drawn
explicitly the intermediate fields σ, which correspond to the half dash lines.
We have the following lemma concerning the kernel Q:
Lemma 6.4. Uniformly in jmax we have the following bound for Q
ω:
‖Qω‖ ≤ O(1)ρM−j, (140)
|Tr Qω| ≤ O(1)ρ. (141)
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Proof. Using the refined scaling indices ω(j) ∈ Ij we have Qω = Qω(j) and formula (140)
follows directly by using the bound for Cω(j) and C≤ω(j) (cf. Section 4.1). Indeed for the
first term in (139) we have∑
r∈Ij
C
≤ω(j)
rl C
ω(j)
rk =
∑
r∈Ij
(
1
r + l + 1
1r+l≤ω(j))(
1
r + k + 1
1r+k=ω(j))
≤ 1
ω(j) + 1
∑
r∈Ij
1
r + l + 1
1r+l≤ω(j) =
1
ω(j) + 1
T j ≤ O(1)
ω
. (142)
Since ω ∈ Ij = [M j,M j+1 − 1] we have∑
r∈Ij
C
≤ω(j)
rl C
ω(j)
rk ≤ O(1)M−j. (143)
And the second term in (139) is bounded by (cf. (47), (48))
|T ω(j)||T≤ω(j)| ≤ O(1)
ω(j)
≤ O(1)M−j. (144)
Thus we have proved Formula (140). In the same way we can derive formula (141), by using
the bound for Cω(j) and C≤ω(j) and for T≤ω(j), T ω(j) (cf. Section 4.1). We have
|Tr Qω(j)| = O(1)ρ|
∑
m,n,p∈Ij
C≤ωmn,nmC
ω
mp,pm| = O(1)ρ
∑
m∈Ij
T≤ω(j)m T
ω(j)
m ≤ O(1)ρ. (145)
The two terms of (139) are presented in Figure 12, in which we also keep the σ fields
explicit. It is easy to see that the two graphs have the same amplitude after contracting the
σ fields w.r.t. the Gaussian measure, as both of them correspond to the vacuum tadpole
graphs with one marked propagator but no resolvents, which also implies that the two terms
in (139) have the same bounds.
The covariance X of the Gaussian measure dνB (cf. (101)) is a symmetric matrix on the
big space V, which is the tensor product of the identity in matrix spaces with the matrix
Xaβ(w`B) in the replica space. Since the matrix X = (Xαβ) commutes with Q (to remember
the Q is diagonal in the replica indices α), we can perform the Gaussian integration over σα,
we have ∫
dνB e
1
2
<σ,Qσ>+<σ,P> = e
1
2
<P,X(1−A)−1P> [det(1−A)]−1/2, (146)
where A ≡ √XQ√X = XQ.
Lemma 6.5. The following bounds hold uniformly in jmax:
|Tr A| ≤ O(1)ρ
∑
j∈J(B)
M j, (147)
‖A‖ ≤ O(1)ρ. (148)
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Proof We shall use again the identity
∑
α∈B
∑
ω∈Ωα 1 =
∑
j∈J(B)
∑
ω(j)∈Ωj 1, we can write
Q =
∑
j∈JB
∑
ω(j)∈Ωj Q
ω(j). Since Q is diagonal in replica space, we have:
|Tr A| = |
∑
a∈B
∑
ω∈Ωa
TrXQω| = |
∑
j∈JB
∑
ω(j)∈Ωj
TrXQω(j)|
≤
∑
j∈JB
∑
ω(j)∈Ωj
|Tr Qω(j)| ≤ O(1)ρ
∑
j∈J(B)
M j, (149)
where in the third inequality we have used the fact that Xαα = 1 and in the last inequality
we used (141) and the fact that |Ωj| ≤ O(1)M j. Furthermore by the triangular inequality
in (137) and using (140)
‖A‖ ≤
∑
a∈B
Xaa(w`B)
∑
j∈Ja
∑
ω(j)∈Ωj
‖Qω(j)‖ =
∑
a∈B
∑
j∈Ja
O(1)ρM−j
≤ O(1)ρ. (150)
We can now complete the proof of Theorem 6.1. Since |TrAn| ≤ |TrA|‖A‖n−1, by (148)
for ρ small enough the series |∑∞n=1 ‖A‖n−1/n| converges and is bounded by 2. So we have:
[ det(1−A)]−1/2 = e 12
∑∞
n=1(TrA
n)/n
≤ e 12 |TrA|
∑∞
n=1 ‖A‖n−1/n ≤ e|TrA| ≤ eO(1)ρ
∑
j∈J(B) M
j
. (151)
Moreover, passing to the index set (J(B),Ωj) we have (c.f. (136)):∑
α∈B
Pα = O(1)|λ|1/2 sin(φ/2)
∑
α∈B
∑
ω∈Ωα
1
ω
= O(1)|λ|1/2 sin(φ/2)
∑
j∈J(B)
∑
ω(j)∈Ωj
1
ω(j)
≤ O(1)|λ|1/2 sin(φ/2)
∑
j∈J(B)
O(1) ≤ O′(1)|λ|1/2 sin(φ/2)|J(B)|, (152)
where O′(1) is another constant of order 1 and we shall not distinguish it with O(1). In the
second line of the above formula we have used the fact that Ωj ⊂ Ij = {M j, · · · ,M j+1 − 1}
(cf. (42)) so that
∑
ω(j)∈Ωj
1
ω(j)
≤ O(1). So we have
e
1
2
<P,X(1−A)−1P> ≤ e 12‖(1−A)−1‖<P,XP> ≤ e
∑
α,β∈BXαβ(w`B )P
αPβ
≤ e(|
∑
α∈B P
α|)2 ≤ eO(1)ρ |J(B)|2 ≤ eO(1)ρ
∑
j∈J(B) M
j
, (153)
where in the fourth inequality we used the fact that |λ| sin2(φ/2) ≤ ρ and Xaβ(w`B) ≤ 1
∀α, β ∈ B and |J(B)|2 ≤∑j∈J(B) M j for the last inequality.
6.6 The Combinatorial factors and the non-perturbative Bounds
Now we gather all the convergent factors and combinatorial factors for an arbitrary fixed
connected graph G of order n. We write the summing over refined scaling indices ω ∈ ΩB in
(114) as (129) and gather the factors scale by scale, from jmax ∈ J(G) to jmin ∈ J(G), to get
the final bound. Remark that since the nonperturbative bound from the vacuum tadpole is
eλΠ
Λ ∼ eλMjmax , we can simply choose jmin = jmax − 1.
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• Let nG,jmax be the number of marked propagators of coarse scale jmax in graph G. The
number of marked propagators at scale j, j = jmax or jmax− 1, is bounded by nG,jmax ;
• The total number of minimal resolvent graphs with nG,jmax marked propagators is
bounded by 4nG,jmaxnG,jmax ! ;
• The nonperturbative bound for each scale jmax is eρO(1)nG,jmax (see Formula (130)).
Each counter-term at scale j generated in the MLVE is bounded by O(1), hence we
have the bound O(1)nG,jmax ;
• Since from each marked propagator of scale jmax we gain the convergent factor M−jmax ,
we gain in total the convergent power-counting factor M−jmaxnG,jmax . This convergent
factor is good enough to compensate both the combinatorial factor and the nonpertur-
bative bound:
eρO(1)nG,jmax4nG,jmax (nG,jmax !)M
−jmaxnG,jmax
∼ eρO(1)nG,jmax (4nG,jmax
e
)nG,jmaxM−jmaxnG,jmax ≤ 1, (154)
as long as nG,jmax ≤ aM jmax . This condition can be certainly verified since at each
scale j we generate no more than aM j marked propagators and we can choose a < e
4
;
• The summation ∑Π∑T ∑J T 1, where the first two sums are from the auxiliary
expansions and the third sum runs over all two-level trees, is bounded by O(1)nn!,
which is partially canceled by 1
n!
from the perturbation expansion of logZ. Indeed the
auxiliary expansions together with the two-level forest expansions can be considered as
a three-level forest expansion. From Lemma 5.1 we know that the number of labeled
three-level trees over n vertices is bounded by 3n−1nn−2. So we find that the amplitude
of the MLVE graph at any order n is bounded by polynomials (O(1)ρ)n.
Remark that we have considered both the planar graphs and the non-planar graphs. The
amplitude of a non-planar graph is less divergent than planar ones. They are dangerous
only because their number can be much larger than the planar ones if the theory is fully
expanded. So we have to impose the stopping rule to control the total number of expanded
graphs. In the above we proved that the perturbation series of logZjmax at any order is
bounded by polynomial. We shall consider the remainder terms in the next subsection.
6.7 Borel summation
The Borel summation technique determines a unique analytic function from a divergent
perturbation series.
Definition 6.4. [44, 24] A family Fj(λ) of functions is called Borel summable in λ uniformly
in j if
• each Fj is analytic in a disc Dλ = {λ|<λ > 0,Argλ ∈ (−pi/2, pi/2)},
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• each Fj admits an asymptotic power series
∑
aj,kλ
k, which is the Taylor expansion
with remainder terms around λ = 0,
Fj(λ) =
n−1∑
k=0
aj,kλ
k +Rj,n(λ), (155)
such that the bound
|Rj,n| ≤ AjKnn!|λ|n (156)
holds uniformly in n and K is a constant independent of jmax.
Finally we have the theorem:
Theorem 6.2. The perturbation series is Borel summable [44, 34] in the Cardioid domain
Cardρ = {λ| |λ| < ρ cos2[(arg λ)/2]} ⊂ Dλ, uniformly in jmax.
Proof. In the previous section we proved the polynomial bounds for the perturbation series
of arbitrary order n and now we consider the remainder term. This corresponds to further
Taylor expanding the vacuum correlation functions that are labeled by trees to completely
graphs by adding loop lines. This is called the mixed expansion [46]. Here we don’t repeat
it here and the interested is advised to consult [46] for more details.
Remark that an easier way to obtain the correct combinatorial factors for the remainder
term is to go back to the direct representation and contract all the fields φ by Wick’s rule.
In this way we can easily obtain the bound n!(O(1)ρ)n for the remainder term and prove the
Borel summability of the perturbation series.
7 Conclusions and Perspectives
In this paper we have proved that the perturbation series of the vacuum correlation functions
of the two-dimensional Grosse-Wulkenhaar model is Borel summable, with the method of
Loop vertex expansions. Remark that this method is also suitable for the construction of
the general 2n-point Schwinger functions. In fact one can introduce in the partition function
(16) a term Tr φJ , where J is an (Λ + 1) × (Λ + 1) matrix, called the Schwinger source
matrix. We can still integrate out the terms linear and quadratic in φ so that Formula (24)
is replaced by:
Z(λ, J) =
∫
dν(σ) e
i
√
2λ
2
Tr TΛσˆ− 1
2
Tr log[1+i
√
2λ
2
Cσˆ ]+ 1
2
λΠΛ+ 1
2
Tr JˆRJˆ , (157)
where Jˆ = J ⊗ I + I ⊗ J t and Rˆ = ( 1
1+i
√
2λ
2
Cσˆ
) is the resolvent matrix. Deriving the above
formula w.r.t. {Jmn, m, n = 0 · · ·λ} for 2n-times one obtains a formal expression for the
2n-point Schwinger functions (See also [18] for the construction of 2n-point functions for the
commutative φ4 model and [38, 46] for the tensor models, with the method of loop vertex
expansions). Performing the slice-testing expansions followed by the 3-level forest expansions
one can obtain the expression for the 2n-point connected correlation functions, which is
similar to (106) but with derivations w.r.t. the source matrix elements ∂Jmn involved. Then
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using the method in Section 6 one can prove that the perturbation series for the connected
2n-point correlation functions is Borel summable in the Cardiod domain.
Remark that although this method might not be applicable to the 4-d Grosse Wulken-
haar model, which is a just renormalizable model in which all the two-point and four-point
functions are divergent, this method could be applicable to the construction of 3-dimensional
Grosse-Wulkenhaar model with one commutative coordinate and two non-commutative co-
ordinates. This is left to future publications [47].
8 Appendix: Second Order Expansions
In the appendix we shall consider the second order slice-testing expansion. In the previous
section we have calculated
A1 =
∫
dν(σ) eV (σ,t)
{− λtr [Cω(j)(R− 1)] ◦ tr [C(t)(R− 1)]
+ non− planar terms}. (158)
We shall forget the contributions from the non-planar graphs as their amplitudes are not
divergent. The second order expansion reads:
A2 =
∫
dν(σ) dtω(j1)dtω(j2)
d
dtω(j2)
d
dtω(j1)
eV (σ,t) =
∫
dtω(j2)
d
dtω(j2)
A1
=
∫
dν(σ) dtω(j1)dtω(j2)eV (σ,t)
{− λ tr d
dtω(j2)
[Cω(j1)(R− 1)] ◦ tr [C(t)(R− 1)]
− λ tr [Cω(j1)(R− 1)] ◦ tr d
dtω(j2)
[C(t)(R− 1)]
− λ tr [Cω(j1)(R− 1)] ◦ tr [C(t)(R− 1)] d
dtω(j2)
V (t, σ)
}
. (159)
Using the same method as the the first order slice-testing expansion, including using the
flipping symmetry ( see Figure 5 ) for the tadpoles and after some lengthy but straightforward
calculation we have:
ω1
ω1 ω2
ω2
G1 (ω1, ω2)
G2 (ω1, ω2)
Figure 13: The graphs for the second order slice-testing expansions. We have only shown
the case such that all the σ propagators are hooked to the outer border of the ribbon graphs.
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ω1
ω2ω1
ω2
ω1
ω1
ω2ω2
ω1
ω2
ω2
ω1
Figure 14: The graphs for the second order slice-testing expansions.We have only shown the
case such that all the σ propagators are hooked to the outer border of the ribbon graphs.
A2 =
∫
dν(σ)dtω(j1)dtω(j2) eV (σ,t)
{
2λ2
[ ∑
mn
tr[(R− 1)Cω(j1)]mm ◦ tr[RC(t)RCω(j2)]mm,nn ◦ tr[(R− 1)C(t)]nn
+
∑
mn
tr[(R− 1)Cω(j2)]mm ◦ tr[RC(t)RCω(j1)]mm,nn ◦ tr[(R− 1)C(t)]nn
+
∑
mn
tr[(R− 1)C(t)]mm ◦ tr[RCω(j1)RCω(j2)]mm,nn ◦ tr[(R− 1)C(t)]nn
+
∑
mn
tr[(R− 1)Cω(j1)]mm ◦ tr[RC(t)RC(t)]mm,nn ◦ tr[(R− 1)Cω(j2)]nn
]
+ λ2
∑
mn,pq
[
[RCω(j1)RCω(j2)]mn,pq[RC(t)RC(t)]qp,nm
+ [RCω(j1)RC(t)]mn,pq[RC
ω(j2)RC(t)]qp,nm
]
+ λ2 tr [(R− 1)Cω(j1)] ◦ tr[(R− 1)C(t)]× tr [(R− 1)Cω(j2)] ◦ tr[(R− 1)C(t)]
− λtr[(R− 1)Cω(j1)] ◦ tr[(R− 1)Cω(j2)] }, (160)
where [trA]nn means the partial trace introduced in Section 4 (see Definition 4.2 ); similarly
we can define trAmm,nn :=
∑
k
∑
q Amk,km;nq,qm. The product ◦ is defined in Formula (68);
The product × means that the terms are not connected (see Graph G2(ω1, ω2) in Figure 13).
The terms in the last line of (160) correspond to Graph G1(ω1, ω2) in Figure 13 while the
terms in the previous line correspond to Graph G2(ω1, ω2) in Figure 13. The first four terms
correspond to the first four graphs in Figure 14 while the two following two terms correspond
to the last two terms in Figure 14. Here for simplicity we have only shown the graphs such
that all the σ propagators are hooked to the outer border of the planar graphs. The other
half such that all the σ fields are hooked to the inner border of the ribbon graph has been
omitted.
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