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Section 1 deals with the study of properties of the set of solutions of (1) 
k E R(t), x(O) = 0, where the set valued map R is measurable with nonempty 
compact subsets (of a ball of finite radius in E”) as values. This is equivalent 
to the study of solutions of a linear control system. If n/r, CLm[O, T] denotes 
the set of all measurable selections of R, and for T E n/r, , (Yr)(t) = si r(7) d7, 
then 4(MR) C C[O, T] is the space of all solutions of (1). One type of typical 
“cost functional” for an associated optimization problem is a continuous 
mapF: C[O, T] -+ El. An extension of Aumanns theorem is used, together 
with the Stone-Weierstrass theorem, to show that the set of F: CIO, T] ---f E’ 
such that F(Y(MR) is compact is dense in the space of all continuous maps 
from C[O, T] -+ E’ with the uniform topology. The implications to optimal 
control problems are evident. 
Section 2 deals with the nonlinear problem (2) % E R(x), x(O) = 0, where R 
has values as in Section 1. Using the machinery of Section 1, the existence of 
solutions of Eq. (2) when R is Lipschitzian (a result of Filippov, 1966) is 
shown to be a trivial consequence of a fixed point theorem for contracting set 
valued mappings. If R is continuous and convex valued, the fact that the set of 
solutions in CIO, T] is compact and has compact fixed time cross section 
(Filippov-Roxin theorem) is also an immediate consequence of, now, the 
Bohnenblust-Karlin fixed point theorem for set valued maps. The remainder 
of Section 2 gives an example in which the set of points attainable by solutions 
of an equation of the form (2), at some time T > 0, is actually open! In fact, 
in this example R has the control representation R(x) = {f (x, u) : u E U} with 
U compact and f smooth. To construct this, every point of the boundary of the 
attainable set of the convexified problem is attainable only as a limit of “chat- 
tering solutions” of the original system. This is quite difficult to accomplish (in 
fact many people conjectured it was not possible). 
* This research was sponsored by the Air Force Office of Scientific Research, 





Let En denote Euclidean n space and ‘iif the set of nonempty compact 
subsets of En endowed with the Hausdorff metric topology. A mapping R, 
of a real interval [0, T] into V(P) is (Lebesgue) measurable if for each closed 
set D C En, {t E [0, T] : R(t) n D f ,D} is measurable. (Here o denotes 
the empty set.) A (linear) generalized differential equation has the form 
W E R(t), x(O) = x0 E E” (2 = dx/dt) (1) 
where x(t) E En, R : [0, T] --+ %(E”) is measurable and we shall assume 
throughout that the values R(t) are contained in some origin centered ball 
of radius p in En. A solution of (1) is an absolutely continuous function p 
such that ~(0) = x0 and q(t) E R(t) p.p. in [0, T]. The study of properties 
of the set of solutions of (1) includes the study of properties of solutions of an 
n-dimensional linear control system of the form 
3’ = &)Y + B(t) w, y(0) = x0 (2) 
where A has integrable components, B has essentially bounded components, 
and u, the control, is measurable with values u(t) restricted to a compact, 
nonempty, set U C ET. Indeed, let Y(e) be the fundamental solution of 
9 = A(t)y such that Y(0) is the identity; define x = Y-l(t)y, and R(t) = 
{Y-‘(t) B(t)u : u E U>. Then one may easily show (see, for a more general 
case [l, p. 1061) that y(a) is a solution of (2) if and only if y(t) = Y(t) x(t) 
where X( *) is a solution of (1). 
With the above assumptions, the set of solutions of (1) is nonempty (see, 
for example, [2]), call this set Y and consider it as a subset of %?[O, 2’1, the 
space of continuous n vector valued functions on [0, T] with the uniform 
topology induced by the norm 11 x 11 = sup{1 x(t)] : 0 < t < T} where 
1 x(t)1 denotes the Euclidean length of x(t). In Section 1, we first extend a 
result of Aumann [3] to show that if Lk is any continuous linear map of 
CIO, T] -+ Ek, then L”(Y) is compact and convex. We use this to next show 
(essentially) that the set of continuous mappings F : CIO, T] + El such that 
F(Y) is compact, is dense in the space of all continuous mappings from 
C[O, T] -+ El with the uniform topology. If one considers such a mapping F 
as a cost functional for a linear control system, this can be interpreted as 
stating that in any (uniform) neighborhood of such a cost functional there 
exists a cost functional for which an optimal control exists. 
In Section 2, we study properties of the set of solutions of a (nonlinear) 
generalized differential equation of the form 
k E R(x), x(O) = x0 E E”, (3) 
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where R : En -+ g(En) continuously (actually we assume R satisfies a 
Lipschitz condition). The main result of this section is an example for which 
R admits the control representation R(x) = {f(x, U) : u E U} with f smooth, 
yet the (nonempty) set of points attainable by solutions of (3) at some time 
tr > 0 is actually open. Previous examples to illustrate that this set need not 
be closed when R is not convex valued are well known, e.g. [4; 1, p. 1061. 
1. LINEAR SYSTEMS 
Let R : [0, T] + V(E”) be measurable, with values contained in an 
origin centered ball of radius p in En. The notation MR will denote the set of 
all measurable selections of R, i.e. 
MR = {Y E 9f[O, T] : YE R(t),0 < t < T}. 
For notational convenience, and without loss of generality, assume x0 = 0 
in Eq. (1). Let C,[O, 2’1 be the compact subset of C[O, T] defined by 
C-JO, T] = {x E C[O, T] : x(0) = 0, 1 x(t) - x(t’)( < p 1 t - t’ I, t, t’ E [O, T]} 
(4) 
while Z&JO, T] is defined to be the closed ball of radius p in ZEIO, T]. 
If we consider 9- with its weak * topology, then 9,,,,r, is a compact subset 
and the map 9 : ,Ep,, -+ C,, defined by 
(Jr)(t) = 1; Y(T) d7 (5) 
is a weak * linear homeomorphism [5, p. 342, ex. 271. Note that x is a solution 
of Eq. (1) if and only if x = .FY for some Y E MR . Had we not made the 
assumption x0 = 0, the map 9 would be replaced by (Yr)(t) = x0 + si Y(T) d7 
and becomes a weak * afhne homeomorphism. 
For future reference, we first state a counterpart of Aumann’s theorem. 
In [3], this is given for Bore1 measurable functions; by replacing the Von 
Neumann selection lemma by a Filippov type measurable selection lemma, 
see for example [6, Lemma 3.31, we have: 
AUMANN'S THEOREM. Let S : [0, T] -+ W(E*) be measurable andintegrably 




and co S the set valuedfunction with values co S(t) the convex hull of S(t). Then 
jr S(T) dr = s:, co S(T) dT 
and each is a nonempty, compact, convex set. 
Consider the following diagram. 
-%P, TII So,~P, Tl4 
J 
+ C,P, Tl C ‘3, Tl weak * linear homeomorphism 
\ / 
1” : dp,[O, T] --+ Ek \ / 
weak * continuous, linear 
‘\ J 
/ 
L” : C[O, T] --+ E” 
continuous, linear 
THEOREM 1. (a) If lk is a weak * continuous linear map of grn --f Ek then 
lk(MR) is compact and convex and lk(MR) = l”(M,,,). 
(b) If Lk is a continuous linear map of CIO, T] -+ Ek then Lk(YMR) is 
compact and convex and Lk(#MR) = Lk(3Mco,). 
Note that if Lk is the evaluation map, i.e. Lkx = x(T), then (b) is Aumann’s 
theorem for the case S having bounded values. 
Proof. (a) If 1” is a weak * continuous linear map of SW -+ E”, there 
exists an n x k matrix valued function M(e), with 9; components, such that 
1”~ = j; M(r) T(T) d7. D e fi ne S(t) = {M(t)y : y eI?(t)}. Then S(e) is a 
measurable, integrably bounded map of [0, T] -+ V(E”). Clearly if r E MR , 
the function s is defined by s(t) = M(t) r(t) EM, . Conversely, let s E M, 
and define G : [0, T] x En -+ Ek by G(t, y) = M(t)y. Then S(t) = G(t, R(t)) 
and by the (extended; see, for example, [7, Lemma 2.61) lemma of Filippov, 
there exists an r E MR such that s(t) = G(t, r(t)) p.p., i.e. s(t) = M(t) r(t) p.p. 
Thus s E M, if and only if s(t) = M(t) r(t) p.p. where Y E MR , hence 
lk(MR) = 11: M(T) Y(T) dT : r E MR/ = s,’ s(T) dT. 
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Similarly, Zk(MeO,) = JOT co S(T) dr and the conclusion of (a) follows as 
a direct consequence of Aumann’s Theorem. 
(b) Let Lk be a continuous linear map of C[O, T] -+ E”. Define I” : 
LZ&[O, T] + E” by F(r) = Lk(Y(r)). S ince Lk and 9 are linear, it follows 
that : 
(i) Ik(w) = cJk(r) if r E 6p,,, , 1 01 / < 1. 
(ii) F(& + (1 - a)?) = &(rl) + (1 - a) PC(@) if rl, r2 E Pa,, , 
O,<a!<l. 
Also, since 9 is a weak * homeomorphism and Lk is continuous, 
(iii) ik is continuous in the relative weak c topology. Since the ball of 
radius p in Z”, , (i.e., ,Ep,,,), is absorbing, for any y E 9m , ay E 9& for some 
(II > 0, and if we define Z”(y) = (l/(~)f”(ay) t f 11 i o ows that 1” is a linear extension 
of ik to all of OEP, . From the definition cuZk(y) = F(oly) we see I” is weak * 
continuous on any ball in Za of the form {y E Pa : ljy 11 < p/a}, (Y > 0. 
Hence Zk is continuous in the bounded 9r topology of -Ep, (see [5, p. 4271). 
Then [5, Theorem 6, p. 4281, Zk is continuous in the weak jr topology of 9,, 
and by part (a), Zk(MR) is compact, convex, and equals Zk(Mc,,,). Since 1” 
is an extension of F, we have L”(YM,) = lk(MR) = lk(MR), hence Lk(9MR) 
is compact and convex; also clearly Lk(9MR) = Lk(9McoR). 
Note that the above argument shows that the continuous linear functions 
on CIO, T] are congruent (isometrically isomorphic) to a subspace of the weak t 
continuous linear functionals on Z,[O, T]. However, since C,[O, T] is not 
absorbing in C[O, 7’1, the argument cannot be used to show that if I is a weak * 
continuous linear functional on 6p, , then L defined by L(x) = &Y-l(x)) can 
be extended from C,[O, T] to a continuous linear functional on CIO, T]. 
In the previous theorem, the convexity of, for instance, Lk($M,J clearly 
depends on the linearity ofLk. However, for optimization problems associated 
with systems of the form of Eq. (l), we often consider cost functionals which 
are of the form F : C[O, T] --+ El continuously, and F is to be maximized 
(or minimized) on Y(MR) C C[O, T]. N ow it is quite easy to show that MR 
is weak * arc connected. Indeed, let r”, y1 E MR and define, for 0 ,< a! < 1, 
r(t, a) = 
I 
r”(t) if 0 < t < (1 - a)T 
e> if (1 - a)2 < t < T. 
Then r(*, 0) = YO, r(*, 1) = r1 and the map 01-j r(., a) is weak * continuous. 
Thus F(9(MR)) is arc connected and when F has range in El we have&@(MJ 
convex. The question of existence of optimal solutions, however, depends 
on the compactness of F(9(M,)). We proceed as follows: 
Consider Z,,, with the relative weak * topology and let C(6p,,,, , El) 
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denote the space of all continuous real valued functions from 9m,, -+ El 
with the uniform topology induced by the supremum norm. Let 
@ = {f~ C(sa,, , El) :f(Ms) is compact}. 
We note: 
(i) Ifeisdefinedbye(r) = lforallr~9~,,,thene~GY. 
(ii) By Theorem 1 (a), any weak * continuous linear functional from 
9m + El belongs to 02, hence 0 distinguishes points of -Em,, . 
(iii) Iffi ,..., fn E @, 01~ ,..., Us are scalars, then h = C qfi belongs to 02. 
To show this, we will use the following 
LEMMA 1. MCoR is weak * compact and the weak * closure of MR , denoted 
cl * MR , equals MCoR . 
Proof. MCoR is convex, closed, and bounded in the norm topology of Ya . 
A simple argument, as given for instance by Karlin [8, p. 603-&M], shows 
it to be weak * closed, hence by the theorem of Alaoglu, see [5, Corollary 3, 
p. 4241, it is weak * compact. 
From [2, Corollary 1.11 we have .Y(MR) dense in Y(MCOR); while from the 
above, Y(M,,,) is compact. Thus since 9 is a weak * homeomorphism, 
cl 9(M,) = 9(cl * MR) = S(M,&, hence cl * MR = MCoR . 
We now prove property (iii) above. Let j(r) = (fi(r),..., fn(r)). Then 
i : Z., + En weak * continuously. Since fd(MR) is compact, by hypothesis, 
while by Lemma 1 MR is weak * dense in M coR which is compact, it follows 
that fi(MR) = fi(Mc,,). Thus j(MR) = j(M,,,) and each is a compact set in 
En. Now let k : E” + El be defined by k(a, ,..., a,) = Cy aiai . Then k 
is continuous and 
k(j(M,)) = 1: aif&) : y E MR/ = h(MiJ 
is compact, which implies h E GZ. 
(iv) If f, g E a then h defined by h(r) = f(r) g(r) belongs to 02. 
To verify this, define j : Y,,, -+ E2 by j(r) = (f(r), g(r)). Then, as above, 
j(M,) is compact. Let k : E2 --t El be defined by k(a, b) = ab; k is continuous 
and k( j(M,)) is compact. But k( j(M,)) = {f(r)g(r) : r EM,) = h(M,) 
showing h E a. 
Properties (i)-(iv) show that fl is a subalgebra, of the algebra C(oE& , El), 
which contains the identity and distinguishes points of -Em,, . If d were 
closed, as a linear manifold in C(9& , El), the Stone-Weierstrass theorem 
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([5, p. 2721) would yield @ = C(P& , El). Thus, at this point, we can 
conclude that the closure of 0! equals C(9m,P , El) or 
THEOREM 2. The weak * continuous functions f : P&, -+ El such that 
f (MR) is compact are dense in C(L?& , El). 
To show that 0! is not necessarily all of C(Pm,, , El), let I* E MCoR , 
I* 4 MR and F : CIO, T] --+ El be defined by F(x) = 11 x - Y(r*)jj. Then 
f : Pm,, + El defined by f(r) = F($(r)) is weak * continuous; 0 E f (M,,,) 
but 0 $ f (Ma). F rom Lemma 1, it follows that 0 is a limit point off (MR), 
thus f (MR) is not compact, i.e., f E C(9& , El), f $ GZ. 
Let C(C,[O, T], El) denote the space of all continuous maps from 
CJO, T] + El with the topology induced by the supremum norm. We may 
now use the weak * homeomorphism 3 to immediately obtain, from Theo- 
rem 2, 
COROLLARY 1. The functions F : C,[O, T] -+ El continuously, for which 
F(Y(M,) is compact, me dense in C(C,[O, T], El). 
Now each FE C(C,[O, T], El) can be considered a cost functional for an 
optimization problem associated with Eq. (1). The above corollary then 
admits the following interpretation: 
In any neighborhood of a given cost functional FE C(C,[O, T], El), there 
exists a continuous cost functional for which there exists an optimal solution. 
2. NONLINEAR SYSTEMS 
In this section we shall consider the attainable set for a generalized differen- 
tial equation of the form 
R E R(x), x(0) = 0 (6) 
where R : En -+ V(En) satisfies a Lipschitz condition of the form h(R(y), 
R(y’)) < k 1 y - y’ I and h denotes the Hausdorff metric. A solution of (6) 
is an absolutely continuous function p such that ~(0) = 0 and $(t) E R(p(t)) 
p.p. in some interval [0, T]. Again, we consider the values, R(x), to be 
contained in an origin centered ball of radius p, while C,[O, T] and J shall 
remain as given by (4), (5), respectively. For x E C,[O, T], R(x(-)) : [O, T] + 
%?(En) continuously, and we denote the set of all measurable selections for 
W4.N by MI&)- 
Clearly v is a solution of (6) if and only if 9) E ~M&I), i.e., if and only if 9 
is a fixed point of the map 4M,(*) which maps C,,[O, T] into the nonempty 
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subsets of C,[O, T]. For R : En -+ @(Em) continuously (i.e., if the Lipschitz 
condition had not been assumed) the existence of a solution of (6) is an open 
question. With the Lipschitz condition, Filippov [9] has shown the existence 
via an iterative scheme. This result can be obtained within our framework 
as follows. For r E Pm,, let A!,(r) = M&Yr). Since the values R(x(t)) are 
compact, it follows that A’,(r) is a closed bounded, nonempty, subset of 
P- , in the norm topology. Thus AR(*) : 2, + closed, bounded, nonempty 
subsets of Pm , and if r* is a fixed point of AR , then q = 3r* is a fixed 
point of the map YMR and hence a solution of Eq. (6). Since A’, has closed 
values, we may compute (letting xi = Yri) 
W@&% d~(r~)) = ~(MR(=W, MRW’)) 
= k max 
O<XT 
//;(r1(+r2(7))d~[ <kTjlrl--211. 
For T < l/k, A%‘~(*) is a contractive set valued map with closed, bounded, 
nonempty subsets as values, hence, by [lo, Theorem 51, it has a fixed point; 
i.e. Eq. (6) has a solution. 
If R is replaced with co R, by Lemma 1 of Section 1, for each x E C,[O, T], 
MC&x) is weak * compact in 6p,; clearly it is convex, and hence its linear 
homeomorphic image YMcoR(x) is convex and compact. In this case the 
existence of fixed points for the continuous set valued map 9McoR(*) is 
assured by the fixed point theorem of Bohnenblust and Karlin [ll]. In fact, 
it is clear that the set, QI C C,[O, T], of fixed points is compact; thus its 
“cross section” ‘%(T) = (v(T) : v E iFI> C En is compact, a result of Filippov 
[4] for convex valued R. 
If R does not have convex values, it is well known that the set ‘ill(T) need 
not be closed. The next example will show that for T > 0 (and sufficiently 
large) 2I( T) may actually be open even when R admits the “control representa- 
tion” R(x) = {f(x, U) : u E U> withfsmooth and U compact! 
EXAMPLE 1. Define R : E2 + V(E2) as follows. Let 
R(O,O) = ((v, w) E E2 : v = fw, -42 < w < 42). 
Let the continuous, scalar valued, functionf be given by 
f(x, r> = f<(x2 + Y2P2, tan-l r/4 = j(p, 0) = [~xp(~~ ,R2Y$ p z o 
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and 
R(x, y) = {f(X, Y)’ : T E R(O, ON 
or, for notational simplicity, we shall use the notation f(x, y) R(0, 0) = 
R(x, y) for the scalar multiple of a set; while, in polar coordinates, we let 
&, 0) = R(% Y). 
We shall study 
.2 E R(z), x(0) = 0, where x = (%Y), (7) 
in particular, the attainable set a,(T) = {q~( T) E E2 : q~ is a solution of (7)). 
Note, for instance, that 
if 6 = 0, ~12, rr, 3n/2, 
if e = 7r/4, 3~14, 5~14, 7i7/4. 
Thus we may follow either the x or y axis arbitrarily closely with a “chattering” 
solution, having limiting (but unattainable) velocity 1/2, while proceeding 
directly along the lines x = fy, in polar coordinates 0 = f7r/4, where p 
satisfies p = 2e-p or p(t) = ln(2t + 1). 
A. A control representation for co R(z) 
Let U={u=(~,,u,):~u,~+~u,~<l)andMbethematrix 
i.e., d/2 times a rotation (through 45”) matrix. Define 
g@, 4 = f (4 ivh 
Clearly g(z, U) = co R(z), which is a convex set with interior containing 
the origin; hence any time optimal control u* for the system 
f = &, 4, z(0) = 0, (8) 
with IJ measurable with values in U, will always have values u*(t) on the 
boundary of co R(z). This means that we need anly consider controls u such 
that 1 u,(t)1 + 1 u,(t)] = 1 in order to discuss time optimal trajectories of (8). 
This “obvious” necessary condition can easily be obtained analytically from 
the Pontriagin maximum principle. 
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B. We shall call a control u pure if for almost all t, 1 u,(t)1 + 1 u,(t)1 = 1 
and 1 q(t)/ is either zero or one. Note that a time optimal solution of (8), 
corresponding to a control u, is a solution of (7) if and only ;f u is a pure control. 
An admissible control which is not pure (on at least some set of positive 
measure) will be termed nonpure. It is known [2, Theorem 2.21 that a trajec- 
tory of a nonpure control can be approximated (uniformly) by a trajectory of 
a pure control. Also, if a point 4 E E2 can be attained in time t, by some trajec- 
tory of (8), then it can be attained in any time t’ > t, by a trajectory of a pure 
control. 
C. Some properties of the attainable set for this example 
The first two properties are self-evident; the remaining are given proofs. 
(i) ‘3,&t’) is properly contained in 2&&t) if t’ < t. 
(ii) Let %,(t, t’, q’) = (a(t) E E2 : q~ is a solution of i: E R(z), z(t’) = 4’). 
Then for t > t’, 21c,(t, t’, q’) contains a neighborhood of 4’. 
Property (ii) also holds, of course, for 21zc0, . In particular (i) and (ii) 
imply that ‘ucO, is “expanding” in the sense of [l, Section 171. 
(iii) For t > 0, ‘K&t) h as nonempty interior, denoted int 2&.(t), and 
int 2le,,( t) C g,(t). 
Proof. Since zero is an interior point of co R(z) for all z, it follows that 
2&&t) has nonempty interior for t > 0. Suppose p E int ‘21ZCOR(t). From 
the continuity of the mapping t -+ ‘IlcoR(t) there exists a 0 < t’ < t such 
that 4 E f&&t’). Take a small closed disc D, of radius 6 > 0, about 4. It 
follows from (ii) that there exists a y > 0 such that for any point q’ E D, 
%,(t, t’, q’) contains a disc of radius y about q’. By the approximation theorem 
[2, Theorem 2.21, there exists a q’ E ‘&(t’) such that j q - q’ 1 < min(y, 6). 
Then q E %,(t, t’, q’) and hence q E 2&(t). 
Our method of showing that 2&(T) is open for some T > 0 will be a 
consequence of the next property: 
(iv) If the boundary points of’&,,(T) can only be attained by trajectories 
of (8) corresponding to nonpure controls, then ‘2&(T) is open. 
Proof. Let z be a solution of (8) corresponding to control u. If q = z(T) 
is a boundary point of 2&,&T), from properties (i) and (ii) it readily follows 
that u is a time optimal control for the system (8) and problem of reaching q 
in minimum time. By hypothesis, u is nonpure hence z is not a solution of (7), 
i.e., q $2l,( T). By (iii) int ‘3&,(R) C 2&(T), but we have shown no point 
on the boundary of NCOR( T) belongs to 5&(T). Since ‘&(T) C ‘2XcoR(T) it 
follows that ‘%x(T) = int ‘$I,,,,( T) and hence is open. 
We will next show that the boundary points of‘&,,(T), denoted ?XlccoR( T), 
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cannot be attained by solutions of (8) having pure controls, if T is sufficiently 
large. Using the symmetry of co R(z), we need only consider, say, reaching 
points of the form 4 = (p, 0) E S&,,,(T) with n/4 6 0 < 37r/4 in minimum 
time. We shall do this in two parts; the first, subsection D, will consider 
points of the form q = (p, 0) with 7r/4 < 0 < 377/4. The method to show 
optimal control is nonpure is the Green’s theorem approach, see [I, Section 
221. The second part (E), will consider points of the form q = (p, 0) with 
6’ = ~r/4. It is here that we shall see that for T sufficiently small (i.e., p small) 
such points may be attained optimally by trajectories of pure controls; how- 
ever, this is not the case for T sufficiently large. 
D. Minimum time control to points q = (p, 0) E B.lc,,,( T) with ~14 -=c fl < 3rr/4. 
From the definition of g, or of R, for z = (p, 0) we see that g(z, U) = co R(z) 
is a square with center at the origin and sides, of length 2d2 exp( -p sin2 20), 
parallel to the coordinate axes. The upper left corner of this square corre- 
sponds to control value u = (0, 1) while the upper right corresponds to 
control value u = (1,O). As we remarked, time optimal controls for (8) 
must always satisfy 1 u1 1 + 1 u2 1 = 1. If p ure control were optimal, clearly 
it would have values u(t) either (0, 1) or (1, 0). We shall show that in the class 
of controls with values u(t) of the form (v(t), 1 - v(t)) with 0 < v(t) < 1, 
Y measurable, pure control is not optimal. Although we will not claim to 
necessarily find optimal controls for (8), we shall show optimal control to 
points q = (p, 0) with r/4 < 8 < 37r/4 for Eq. (9), below, are nonpure, which 
will imply optimal control for Eq. (8) must also be nonpure. 
Using u = (v, 1 - v), Eq. (8) becomes 
(;) = f(x, y) ilJf ( 1 Y’$)) = (-;;g $) + (” d2;(x9 “) w, (9) 
a form in which the Green’s theorem approach can be applied. The notation 
and theory of [l, Section 221 will be used to apply this method to the time 
optimal problem associated with Eq. (9). Computing, d(x, y) = 4f2(x, y) f 0, 
as required, while (with much arithmetic) we find 
= - 9 exp[-4xay2(x2 + r2)-s/z] 
x [-(x2 + y”)‘l”(x”/2 - y2) 8xy2(xz + Y~)~]. 
In the sector 7r/4 < 0 < 37r/4 we have the following Fig. 1. 
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From Eq. (9) and the constraint 0 < v(t) < 1, the Green’s theorem 
method shows the optimal trajectory to a point q = (p, 0) with 7~14 < 0 < ~12 
consists of a segment, Oa, of the y axis, along which the control v(t) = l/2 
(i.e., nonpure) and then (if a f q, i.e., 0 f 7r/2) a straight line segment, uq, 
along which v(t) z 1. Similarly, the optimal trajectory to a point q’ = (p, 0) 
with 3~12 < 6 < 3~14 contains an arc of the y axis, which corresponds to a 
nonpure control. Thus the optimal control to any point q = (p, 0) E S&oR(T), 
T > 0, with r/4 < 6’ < 3n[4, is nonpure. 
E. Minimum time control to points q = (p, 0) E 8%0R(T) with 0 = 7~14 
For such a point q it is clear that the best pure control would be u(t) = (1,O) 
in Eq. (8). As discussed previously, for this control Eq. (8) becomes, in polar 
coordinates, p = 2e-0, p(O) = 0, 0 = 0, e(O) = n/4 with solution p(t) = 
ln(2t + l), e(t) = n/4. Thus the time to reach a point (p, n/4) by this solution 
is given by t’ = (1/2)(eD - l), and this is the optimal time in the class of 
pure controls. 
We need now only exhibit a nonpure control which produces a smaller 
time. Consider the solution path Oa, then uq as shown in Fig. 2. The arc Oa 
is the trajectory of Eq. (8) corresponding to nonpure control u(t) = (l/2, l/2). 
The speed along this arc is 2/2, hence the time to traverse it is t, = p. 
Along the line segment uq, we use rectangular coordinates in Eq. (8) with 
x(0) = 0, y(0) = p/d/2, and control u(t) E (l/2, -l/2). This gives y(t) s 
p/d2 whiIe x satisfies 
i(t) = exp[ -d/2&x2 + p”/2)-‘/“] > e-2xD 
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if p > 42. This gives z(t) > In(2pt + 1) or if t, is the time to traverse the 
segment aq, t, < (1/2)(e”ld2 - 1). This shows that if p is sufficiently large 
(or equivalently T sufficiently large), t, + t, < t’ and optimal control of 
Eq. (8) to (p, ?r/4) E %I,,,( T) is nonpure. 
In view of the symmetry and C (iv), this completes the argument to show 
‘$I,( T) is open, for T sufficiently large. 
Equation (7) can be given a control formulation, e.g., f = f(x) &h(t) 
where 
w(t) E v = {(q , w2) : -l,<v,<l, v,=O or -l<v,<l, vi=O}. 
Since, for sufficiently large T, the attainable set aI, is open, no optimal 
control will exist for the time optimal problem of reaching any point 4 = (p, 6) 
from the origin, for p sufficiently large. This is then an example in which the 
Pontriagin maximum principle-a necessary condition derived under the 
assumption of having an optimal control-provides no information. 
In closing, we conjecture that if R : E* --f V(En) is Lipschitzian, then it is 
impossible to have the associated attainable set U,(T) of Eq. (3) open for 
all T > 0. Furthermore, it seems reasonable to expect that at least n + 1 
exposed points of UC&T) belong to 9I,( T) for sufficiently small T. A proof 
of these conjectures should have bearing on the difficult problem of showing 
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