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Abstract
We propose a new proof technique which can be used
to analyze many parallel load balancing algorithms.
The technique is designed to handle concurrent load
balancing actions, which are often the main obstacle in
the analysis. We demonstrate the usefulness of the ap-
proach by analyzing various natural diﬀusion-type pro-
tocols. Our results are similar to, or better than, previ-
ously existing ones, while our proofs are much easier.
The key idea is to ﬁrst sequentialize the original,
concurrent load transfers, analyze this new, sequential
system, and then to bound the gap between both.
1 Introduction
In this paper we study the following neighbourhood
load balancing problem.W eh a v en identical nodes that
are connected by a network with maximum degree δ.
Nodes are allowed to communicate with each other only
if they are connected by an edge. Initially, each node
stores some number of tokens (tasks, jobs, ...). The
total number of tokens is time-invariant, i.e., neither
do new tokens appear, nor do existing ones disappear.
The objective is to distribute the tokens as evenly as
possible among the nodes whilst minimizing the num-
ber of load balancing steps.
The load of a node at time t is the number of tokens
the node stores at that time. At each time step, nodes
compare their current load with the load of a subset of
their neighbours, possibly with all of them. If the own
load exceeds the load of such a neighbour by a certain
amount, then they send a certain number of tokens to
that neighbour. Clearly, it will take a “long” time until
the system is balanced if the number of tokens sent is
“small” compared to the load diﬀerence. On the other
hand, if this amount is too big, then load might bounce
back and forth. To prevent that, the amount of load
that a node is allowed to forward to a neighbour is
typically upper bounded by a function of the diﬀerence
d and the maximum degree, δ, e.g., d/(δ +1 ) .
A common classiﬁcation of neighbourhood load bal-
ancing schemes is the distinction between diﬀusion and
dimension exchange methods. In the case of diﬀusion
methods every node balances its load concurrently with
all neighbours. In the case of the dimension exchange
method, each node communicates with only one neigh-
bour per time step. For the latter case it remains
to specify the method of choosing balancing partners.
Here, some well-known approaches are either to ran-
domly generate a matching of the underlying network
in every time step ([12]), or to ﬁx the balancing part-
ners in a round robin-like predetermined order ([3]).
Another classiﬁcation is that between discrete and con-
tinuous load balancing methods. In the former, tokens
can not be split, and balancing partners are allowed
to exchange only integer amounts of load. In the lat-
ter, load can be split into arbitrarily small pieces, and
balancing partners are allowed to exchange fractional
amounts of load.
So far, the analysis methods for diﬀusion and di-
mension exchange methods were quite diﬀerent. For
dimension exchange methods, potential functions [3,
12, 13, 15] are a widely used approach. In that ap-
proach, a suitable potential function is chosen that as-
signs a potential to every possible state of the system.
Simplifying matters somewhat, it is then shown that
the potential decreases in every time step. However, it
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diﬀusion type algorithms (see [13, 15]). This is mainly
due to the concurrent load balancing actions which can
change the load situation in one step drastically. Diﬀu-
sion methods are normally analyzed with an algebraic
approach (see [3, 18, 15]) that only works for the con-
tinuous case. See Section 2 for an overview of this
approach.
In this paper we propose a very simple potential
function technique to analyze discrete diﬀusion load
balancing schemes. First, we sequentialize the load bal-
ancing actions of the diﬀusion approach in a suitable
way, and then we show that the potential decreases
after each of these sequential load balancing actions.
We use the potential drop of the sequentialized load
balancing scheme to lower bound the potential drop of
the original system with concurrent load balancing ac-
tions. In more detail, we show that under certain con-
ditions the potential drop of both the sequentialized
and the concurrent system diﬀer by only a constant
factor. Our proof method simply neglects the concur-
rency in the original load balancing approach and maps
the problem to the corresponding sequential load bal-
ancing method. To analyze the related sequential load
balancing algorithm, we can using existing ideas, e.g.,
from [12].
We use our technique to analyze the standard diﬀu-
sion algorithm in the continuous and the discrete case.
Then we apply our technique to get results for the dy-
namic model of [10], where the network can change over
the time. Again, we get results for the discrete and the
continuous case. Finally, we step aside from the tra-
ditional neighbourhood load balancing approach and
allow nodes to randomly choose their load balancing
partners from among set set of all other nodes. Note
that in this setting, a node can easily be forced to bal-
ance its load with many other nodes, such that many
of concurrent load balancing actions will take place.
Note also that this setting can be regarded as neigh-
bourhood load balancing where the network topology
is randomly chosen and changes from step to step. We
call such a network random in the following. To our
best knowledge, the results for discrete version of the
dynamic network, and the random network are new.
The remainder of the paper is organized as follows.
Section 2 introduces related work. We sketch our tech-
nique, and compare our results to previous ones in Sec-
tion 3. Section 4 deals with continuous and discrete
load balancing in the ﬁxed network model. Section 5
deals with continuous and discrete load balancing in
the dynamic network model, and Section 6 does the
same for the random network model. Finally, Section
7 concludes the paper.
2 Related Work
In this section we review some related results. We
partition the work into the two categories continuous
and discrete load balancing strategies.
2.1 Continuous Load Balancing
Continuous load balancing is the “ideal” case in
which tokens can be split arbitrarily. Hence it is pos-
sible to balance the load perfectly.
Diﬀusion. Cybenko [3] and, independently, Boillat
[2], were the ﬁrst to study the diﬀusion method. In
the diﬀusion model of Cybenko, the work distribu-
tion at time step t is quantiﬁed by an n vector, Lt =
( t
1,...,  t
n), where  t
i is the load of node i at time t ≥ 0.
In each round t,n o d ei and node j compare their load.
If  t
j >  t
i,n o d ej sends αij
 
 t
j −  t
i
 
tokens to node i.
α is called the diﬀusion factor and is set to 1/(δ +1 ) ,
where δ is the maximum degree of the network. We
can write Lt+1 = M ·Lt,w h e r eM =( mij)i sam a t r i x
deﬁned as
mij =
 
αij, if i  = j
1 −
 
k αik if i = j.
M is commonly referred to as diﬀusion matrix.C y -
benko [3] (see also [18, 15]) shows a tight connec-
tion between the convergence rate of his diﬀusion al-
gorithm and the second largest eigenvalue of M.L e t
  =
 n
i=1  t
i/n be the averageload and let b =(  ,..., )
be the balanced distribution.F o re a c ht ≥ 0, deﬁne the
error e(t) to be  (t) − b.L e t −1 ≤ µ1 ≤ µ2 ≤ ... ≤
µn = 1 be the set of eigenvalues of M and denote γ =
maxµi =1 |µi| to be the second largest eigenvalue of M.
Let ||e(t)||2 be the  2 norm of the error vector e(t).I t
can be shown that ||e(t+1)||2 = ||M ·e(t)||2 ≤ γ·||e(t)||2,
which implies ||e(t)||2 ≤ γt ·| | e(0)||2,
Subramanian and Scherson [18] observe similar re-
lations between convergence time and the properties
of the underlying network. They obtain the following
bound on the convergence time T: Ω(log(σ)/Γ) ≤ T ≤
O(nσ/Γ) and Ω(log(σ)/Λ) ≤ T ≤ O(σ/Λ2). where n is
the size of the network, σ is the standard deviation of
the initial load distribution. Γ and Λ are the network’s
electrical and ﬂuid conductance, respectively.
Ghosh et al. [15] refer to the above diﬀusion model
as the ﬁrst order scheme and further generalize it
to the so called second order scheme,w h e r eLt =
β · MLt−1 +(1−β) ·Lt−2,w i t hβ a constant. Lt does
not only relate to Lt−1 but also Lt−2, hence the name
second order. They show that the second order schemeconverges much faster than the ﬁrst order scheme for
suitably chosen values of β. Diekmann et al. [7] extend
the idea of [15] and propose a general framework to
analyze the convergence behaviour of a wide range of
diﬀusion type methods. They introduce the so called
Optimal Polynomial Scheme (OPS), which can deter-
mine an optimal balancing ﬂow within m steps, where
m is the number of distinct eigenvalues of the graph.
In [11] the authors analyze the diﬀusion algorithm
for dynamically changing networks. The results are
stated in Theorem 7. The proof method is similar to
the one in [7].
2.1.1 Dimension Exchange
In [12], Ghosh and Muthukrishnan study the dimen-
sion exchange method for an arbitrary network G.T o
avoid concurrent load balancing actions they randomly
generate a matching Mt in every step t. The nodes of
the matching are then allowed to balance their load
by exchanging half the load diﬀerence between every
pair. They use a standard potential function argument.
They ﬁrst show that the probability for an edge to be
included in the matching Mt is at least 1/8δ.N e x t ,
they estimate the expected potential drop by summing
over all edges. The show that in each round the ex-
pected drop of φ is at least λ2/16δ. Here, λ2 is deﬁned
as the second smallest Eigenvalue of the Laplacian ma-
trix of G. The Laplacian matrix of G is deﬁned as
L = D − A,w i t hA denoting the adjacency matrix of
G and D =( dij)w i t hdij =0i fi  = j and dii the
degree of node i.
2.2 Discrete Load Balancing
Discrete load balancing, in which only integer to-
kens are allowed to be transferred, is a more realistic
model than continuous load balancing. In this case the
network can not be completely balanced. To see that
consider the line as a network where the load of node i
is simply i. The load is certainly not totally balanced
but no neighbouring pair of nodes would balance their
load. Unfortunately, discrete load balancing can not
be analyzed using the algebraic technique of [3].
Quite often, the continuous model is used to bound
the convergence time of discrete load balancing. Since
the approximation error is mainly caused by rounding,
it is not signiﬁcant when the system is far from the
balanced state (see [12, 15]). For the discrete version
of their random matching based algorithm, by care-
fully calculating how much error can be introduced by
rounding, Ghosh and Muthukrishnan [12] prove that,
as long as φ ≥ 2δn/λ2, the rounding can at most slow
down the convergence time by a factor of two.
Besides, using the same rounding technique as
above, Muthukrishnan et al. [15] show that in the case
of the discrete version of their ﬁrst order scheme, the
initial potential ϕ0 can be reduced to O(δ2n2/ 2)i n
O
 
logϕ0/(1 − (1 +  )γ2)
 
steps.
Rabani, Sinclair and Wanka [16] propose a more
general technique to study the discrete load balancing.
Their idea is to approximate the discrete system by ide-
alized Markov chains. Let M be the diﬀusion matrix of
a diﬀusion algorithm, and let γ,µ =1−|γ| be the sec-
ond largest eigenvalue and the eigenvalue gap of M,r e -
spectively. Furthermore, let K =m a x i,j | i− j| be the
discrepancy of the initial load vector  . They show for
the idealized Markov chain that r = 2
µ ln
 
Kn
2
x
 
rounds
are suﬃcient to reduce the discrepancy to x. Next, to
quantify the deviation of the actual load and the distri-
bution generated by the Markov chain, they propose to
use a natural quantity, the local divergence Ψ, which is
the sum of load diﬀerences of the two systems across all
edges of the network, aggregating over time. They ob-
tain the following bound for Ψ: Ψ(M)=O(δ logN/µ).
Finally, applying the knowledge of the second largest
eigenvalue and of r from above, they get fairly tight
convergence results for various network topologies, e.g.,
line graph, de Bruijn network, degree-d expander etc.
Using a Markov chain based approach, Els¨ asser and
Monien [8] propose a new discrete diﬀusion scheme
which is fully randomized and distributed. Let K be
the initial discrepancy (deﬁned as above) and δ be the
maximum degree of the underlying graph. They show
that, after O
 
δ
λ2(lognloglogn +l o gK)
 
steps, the al-
gorithm can reduce the error bound ||e(k)||2 to O(
√
n).
3O u r R e s u l t s
The main contribution of this paper is a new proof
technique which can be used to analyze many diﬀusion-
type load balancing algorithms, where the concurrent
load balancing actions are the main challenge to the
analysis. We demonstrate that our approach can be
used to analyze diﬀusion discrete and continuous load
balancing in a variety of underlying network models.
The key idea is to ﬁrst sequentialize the concur-
rent actions in a diﬀusion algorithm, and then check
to which extent the concurrency can degrade the algo-
rithm performance. We can show that under certain
conditions, the potential drop of both the sequential-
ized system and the concurrent system diﬀer by a con-
stant factor only. Hence, one can simply “neglect” the
concurrency, and the remaining analysis can be easily
done using existing techniques like in [12]. To illus-trate how the idea works, we ﬁrst analyze Algorithm 1,
a classic diﬀusion algorithm similar to the ones studied
in [3, 18, 15]. Next, we consider Algorithm 2, which
allows every user to randomly ﬁnd its balancing part-
ner. We again analyze it using the same proof idea;
this shows that our technique is quite general.
Speciﬁcally, Section 4 analyzes a diﬀusion algorithm
(Algorithm 1) with concurrent load balancing actions.
For the proof, we use a standard potential function Φ
(similar to the ones deﬁned in [3, 12, 15, 18]). We can
show that at each step, the potential drop of Algorithm
1 is at least some constant (0.5) times that of the corre-
sponding sequentialized algorithm. In other words, the
concurrency can degrade our algorithm performance by
at most a factor of two. Finally, we adopt the proof
idea in [12] to analyze the sequentialized algorithm so
as to obtain the main convergence result (Theorem 4)
for Algorithm 1.
Note that most existing results for diﬀusion-type
algorithms consider the corresponding diﬀusion ma-
trix of the network (see [2, 3, 18, 15]), while our re-
sult is expressed in terms of network parameters (e.g.,
the second-smallest eigenvalue of the Laplacian ma-
trix, the maximum degree). Moreover, our approach is
much simpler. Furthermore, due to the concurrent load
balancing actions, our algorithm converges a constant
times faster than the dimension exchange algorithm in
[12].
Next, we analyze the discrete version of Algorithm
1 and obtain similar results to the ones in [12, 15].
We prove that as long as the potential is larger than
a certain threshold (i.e., the system is “far” from the
well-balanced state), the discrete case has similar con-
vergence behaviour to the continuous case. For the
same discrete diﬀusion algorithm, our result (Theorem
6) is stronger than the one in [15], as it only requires the
potential to be larger than a term linear in n instead
of quadratic. Furthermore, compared to the discrete
dimension exchange algorithm in [12], our algorithm is
still a constant times faster.
In Section 5 we use our proof method to get similar
results similar to the ones in [11] for a dynamic network
model where the active edges can change from round
to round. In contrast to [11], we get also results for the
discrete load balancing model.
In Section 6, we analyze Algorithm 2, which allows
nodes to randomly to choose balancing partners. Note
that Algorithm 2 also contains concurrent load bal-
ancing actions since a node may have been chosen by
many other nodes. Using the same proof idea to handle
the concurrency, one can show that Algorithm 2 also
converges quickly, as in each round the system poten-
tial drops by at least a constant factor in expectation.
This implies that Algorithm 2 has a strict logarithmic
convergence time which does not rely on any network
parameters. Note that our results for this model are
stronger that the ones that we would get by simply
applying our results for the dynamic model. To our
best knowledge this is the ﬁrst time that the diﬀusion
scheme is analyzed in a model where nodes are allowed
to randomly to choose balancing partners.
4 Diﬀusion Algorithm on Fixed Net-
works
In this section we present our results in the standard
diﬀusion model for arbitrary networks. The next sec-
tion deals with the continuous case, where tokens can
be arbitrarily split. In section 4.2 we show how to use
our technique to obtain results for the discrete case.
4.1 Continuous Case
First we need some more notation. G =( V,E)i s
the underlying network. Let {e1,e 2,...e |E|} be the set
of edges of G. For each node i ∈ V ,l e tdi be the degree
of i,a n dl e tδ =m a x i∈V di. α =m i n
S⊂V
|E(S,S)|
min(|S|,|S|) is the
edge expansion of G,w i t hS = V/S,a n dE(S,S)t h es e t
of edges with one endpoint in S and the other endpoint
in S. Furthermore, let N(i)={j ∈ V |(i,j) ∈ E}
denote the set of all neighbours of node i.L e t  t
i be
the load of node i at the end of round t. Whenever
clear from the context we will simply write  i in the
following. Then the vector L = { 1,...,  n} represents
the entire load distribution. Now we are ready to deﬁne
the load balancing algorithm we are considering in this
section.
Algorithm 1 diﬀ-balancing(G)
1: for every node i ∈ V in parallel do
2: for any j ∈ N(i) do
3: if  i >  j then
4: send
 i− j
4ma x(di,dj) load from node i to j
5: end if
6: end for
7: end for
Similar to the result in [12], Theorem 4 (presented
below) is a function of the edge expansion value and the
maximum degree of G.L e t 0 = λ1 <λ 2 ≤ ... ≤ λn
be the eigenvalues of the Laplacian matrix of G (for
the deﬁnition of Laplacian matrix, see Section 2.1.1).
Let Lt = { t
1,...,  t
n},t≥ 0 be the load vector after t
balancing steps and   =
 n
i=1  i/n the average load.In the following we will assume that all load vectors
are normalized, i.e.,  t
1 ≤  t
2 ≤ ...≤  t
n.T oa n a l y z et h e
algorithm, we will use the following potential function
Φ(Lt)=
 n
i=1 ( t
i −  )2. Hence, Φ(Lt−1)−Φ(Lt)i st h e
potential drop in round t.
We assign weight wij =
 
  
t−1
i −  
t−1
j
 
 /4max(di,d j)
to each edge e =( i,j) in every round. The weight wij
is the load that will be transferred over e =( i,j)i n
round t.L e tEt = {et
1,e t
2,...e t
|E|} be the set of edges
sorted in increasing order of their weights. For the sake
of the analysis, we now assume the edges are activated
one by one starting with the edge et
1 with the smallest
weight. Then we can deﬁne L(t,k) =
 
 
(t,k)
1 ,..., 
(t,k)
n
 
to be the load vector right after the activation of the
ﬁrst k edges et
1,...e t
k in round t (applied to the load
distribution Lt−1). ∆Φt
  is the potential drop due to
the activation of edge e  in round t. The next lemma
lower bounds the potential drop due to a single edge
activation.
Lemma 1 Fix a round t. For all edges e  =( i,j) ∈ E
we have ∆Φt
  ≥ wij
    
t−1
i −  
t−1
j
   .
Proof: Assume  t
i ≥  t
j. Since all edges are acti-
vated in increasing order of their weights, the amount
of load that node i can send to any other neighbour
in round t before the activation of ek,i sa tm o s t
wij =
 
  
t−1
i −  
t−1
j
 
 /4max(di,d j). Node i has at most
di−1 additional neighbours, hence it can send at most
(di−1)· | 
t−1
i − 
t−1
j |
4max(di,dj) load to other neighbours before the
activation of edge (i,j). Consequently,
 
(t,k−1)
i ≥  
t−1
i − (di − 1) · wij
=  
t−1
i − di ·
   
  
t−1
i −  
t−1
j
 
 
4max(di,d j)
 
+ wij
≥  
t−1
i −
1
4
 
  
t−1
i −  
t−1
j
 
  + wij. (1)
Similarly, node j receives at most (dj −1)· | 
t−1
i − 
t−1
j |
4max(di,dj)
before the activation of edge (i,j). Hence,
 
(t,k−1)
j ≤  
t−1
j +( dj − 1) · wij
=  
t−1
j + dj ·
      
t−1
i −  
t−1
j
   
4max(di,d j)
 
− wij
≤  
t−1
j +
1
4
 
  
t−1
i −  
t−1
j
 
  − wij. (2)
Consequently,
∆Φ
t
  =
 
 
(t,k−1)
i −  
 2
+
 
 
(t,k−1)
j −  
 2
−
 
 
(t,k)
i −  
 2
−
 
 
(t,k)
j −  
 2
(a)
=
 
 
(t,k−1)
i
 2
+
 
 
(t,k−1)
j
 2
−
 
 
(t,k)
i
 2
−
 
 
(t,k)
j
 2
=
 
 
(t,k−1)
i
 2
+
 
 
(t,k−1)
j
 2
−
 
 
(t,k−1)
i − wij
 2
−
 
 
(t,k−1)
j + wij
 2
=2 wij
 
 
(t,k−1)
i −  
(t,k−1)
j − wij
 
(b)
≥ 2wij
  
  
t−1
i −  
t−1
j
 
 
2
+ wij
 
≥ wij
    
t−1
i −  
t−1
j
   .
Here (a) holds since  
(t,k−1)
i +  
(t,k−1)
j =  
(t,k)
i +  
(t,k)
j .
(b) is due to Inequalities 1 and 2. 
Now it is straightforward to lower bound the potential
decrease in a whole round.
Lemma 2
Φ(L
t−1) − Φ(L
t) ≥
1
4δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
.
Proof:
Φ(Lt−1) − Φ(Lt)
=
 
e =(i,j)∈E
∆Φt
 
(a)
≥
 
(i,j)∈E
wij
 
  
t−1
i −  
t−1
j
 
 
=
 
(i,j)∈E
   
  
t−1
i −  
t−1
j
 
 
4max{di,d j}
·
 
  
t−1
i −  
t−1
j
 
 
 
≥
1
4δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
.
Here (a) is due to Lemma 1. 
We shall use the following lemma.
Lemma 3 (From [12].)
λ2 =m i n
x
 
xTLx
xTx
| x ⊥ v1,x =0
 
.
where v1 =( 1 ,1,...,1)T and x ⊥ v1 means that x is
orthogonal to v1.Proof: Application of the the Courant-Fischer Mini-
max Theorem, see [12] for the full proof. 
It is now easy to derive the following theorem.
Theorem 4 For any  >0,a f t e rT =
4δ ln(1/ )
λ2 steps,
we have Φ(LT) ≤   · Φ(L).
Proof: Fix a round t. First we lower bound
Φ(L
t−1)−Φ(L
t)
Φ(Lt) . The idea is similar to [12]. Deﬁne
x to be a vector of length n with xi =  
t−1
i −  .
Note that
 n
i=1 xi =0 ,a n dt h a tx is orthogonal to
v1 =( 1 ,1,...,1)T. Hence,
Φ
 
Lt−1 
− Φ(Lt)
Φ(Lt−1)
(a)
≥
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
4δ ·
 n
i=1 x2
i
=
 
(i,j)∈E (xi − xj)2
4δ ·
 n
i=1 x2
i
=
1
4δ
 
xTLx
xTx
|
n  
i=1
xi =0 ,x =0
 
≥
1
4δ
min
x
 
xTLx
xTx
|x ⊥ v1,x =0
 
(b)
=
λ2
4δ
. (3)
Here, (a) holds by Lemma 2. (b) is due to Lemma 3.
Hence, the potential drops by a constant factor in every
round and we obtain
Φ(LT) ≤
 
1 −
λ2
4δ
 T
Φ(L0)
=
  
1 −
λ2
4δ
  4δ
λ2
 ln(1/ )
· Φ(L)
<
 
1
e
 ln(1/ )
Φ(L)=  · Φ(L),
where the second inequality is due to ∀0 <x<1,
(1 − x)1/x < 1/e. 
4.2 Discrete Case
In this section we analyze the discrete version of
Algorithm 1 under the assumption that only integral
amounts of tokens can be transferred. This means that
for each edge (i,j), we transfer
 
| i− j|
4ma x (di,dj)
 
tokens.
Theorem 6 upper bounds the balancing time for the
discrete process. Note that it is no longer possible to
balance the load completely. (See the example in the
introduction.) Compared to the continuous version of
the protocol, it takes longer for the discrete protocol
converge against a “nearly balanced state”, but the
diﬀerence is only a multiplicative constant.
Lemma 5 Fix a round t.I f Φ
 
Lt−1 
≥ 64δ3n/λ2,
Φ(L
t−1)−Φ(L
t)
Φ(Lt−1) ≥ λ2/8δ.
Proof:
Φ
 
Lt−1 
− Φ(Lt)
Φ(Lt−1)
(a)
≥
 
(i,j)∈E
  
  
t−1
i −  
t−1
j
 
 
4max(di,d j)
 
·
 
  
t−1
i −  
t−1
j
 
 
≥
 
(i,j)∈E
  
  
t−1
i −  
t−1
j
 
 
4max(di,d j)
− 1
 
·
 
  
t−1
I −  
t−1
j
 
 
≥
1
4δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
−
 
(i,j)∈E
 
  
t−1
i −  
t−1
j
 
 
(b)
≥
1
4δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
−
 
|E|
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
(c)
≥
1
8δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
.
Here (a) is due to Lemma 2. (b) follows from
 m
i=1 ai ≤  
m
 
i a2
i.F o r( c), by Lemma 3, we get
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
≥ λ2Φ
 
L
t−1 
≥ 64nδ
3.
Moreover, since |E|≤nδ,w eh a v e
 
|E|·
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
≤
1
8δ
 
(i,j)∈E
 
 
t−1
i −  
t−1
j
 2
.

Remark. Lemma 5 is slightly stronger than Theorem 4
of [15], in that we only require the potential to be linear
in n, while Theorem 4 of [15] requires the potential to
be at least quadratic in n.Theorem 6 After T =
8δ ln
“
λ2Φ(L)
64δ3n
”
λ2 steps, Φ
 
LT 
<
64δ3n/λ2.
Proof: By Lemma 5, the potential drops by a
constant factor in every round as long as Φ(LT) ≥
64δ3n/λ2. Hence, After T =
8δ ln
“
λ2Φ(L)
64δ3n
”
λ2 steps,
Φ(L
T) ≤
 
1 −
λ2
8δ
 T
Φ(L
0)
=
  
1 −
λ2
8δ
  8δ
λ2
 ln
“
λ2Φ(L)
64δ3n
”
· Φ(L)
≤
 
1
e
 ln
“
λ2Φ(L)
64δ3n
”
· Φ(L)
=6 4 δ
3n/λ2,
Here, the second inequality is due to ∀0 <x<1,
(1 − x)1/x < 1/e. 
5 Diﬀusion on Dynamic Networks
In [10], Els¨ asser et al. considered the diﬀusion pro-
cess on dynamic networks, in which the set of nodes
in ﬁxed, but the set of of communication edges may
vary from round to round. They assume that every
node knows the edges that are active in a certain time
step. The network can now be described by a sequence
of “standard” graphs (Gk)k≥0,w h e r eGk is the under-
lying network at time step k. In this section we show
how to use our analysis approach to get results for their
network model. Similar to Section 4, we diﬀerentiate
the continuous and the discrete cases. The proofs can
be found in the appendix. Note that [10] only considers
to continuous case.
5.1 Continuous Case
For the continuous case, Els¨ asser et al. proved the
following theorem. We can show exactly the same re-
sult for Algorithm 1 with our proof method. In fact,
Theorem 7 can be easily derived by Theorem 4.
Theorem 7 (From [10]). Denote λ
(k)
2 and δ(k) to be
the second smallest eigenvalue and the maximum degree
of Gk respectively. Let AK =
PK
k=1
“
λ
(k)
2 /δ
(k)
”
K be the
average value of λ
(k)
2 /δ(k) occurring during the ﬁrst K
iterations. Algorithm 1 needs at most K steps to reduce
the system potential from Φ(L) to  Φ(L),w h e r eK =
O(ln(1/ )/AK).
5.2 Discrete Case
For the discrete case, we combine Theorem 7 and
Lemma 5 and obtain the following theorem for the dis-
crete version of Algorithm 1.
Theorem 8 Let λ
(k)
2 ,δ(k),A K be deﬁned as above.
The discrete counterpart of Algorithm 1 needs at most
K steps to reduce the system potential to
Φ∗ =6 4 n ·
K
max
k=1
  
δ(k)
 3
/λ
(k)
2
 
K = O
 
ln(Φ(L)/Φ∗)
AK
 
.
Similar to Lemma 5, one can show that whenever
the potential is larger than some threshold Φ∗ deﬁned
above, the potential drops at least by a factor of
λ
(k)
2
8δ(k)
in iteration k. The rest part of the proof is similar to
that of Theorem 7, thus the detail is omitted.
6 Randomly picking balancing partners
In this section, we consider an alternative load bal-
ancing method (Algorithm 2) which allows nodes to
randomly choose their balancing partners. The algo-
rithm proceeds in the following fashion: in each round,
ﬁrst every node randomly picks a balancing partner;
later, load is transferred concurrently between the cor-
responding balancing partners. Note that unlike Al-
gorithm 1, Algorithm 2 does not specify the underly-
ing network topology. Using our analyzing technique
to handle the concurrency, we can show that in each
round, the system potential drops by at least a con-
stant factor. This implies that Algorithm 2 has a strict
logarithmic convergence time. Again, we ﬁrst show re-
sults for the continuous case, and then for the discrete
case.
6.1 Continuous Case
We denote by E the set of links whose endpoints
are balancing partners, i.e., if node i chooses node j as
balancing partner, we create a link (i,j)a n da d di tt o
E.M o r e o v e r , l e t i, d(i) be the load and the number
of balancing partners of node i. Our algorithm is as
follows:
Below we analyze Algorithm 2. First note that
by the classic result of balls into bins games (see,
for example, [1]), there is at least one vertex having
Θ
 
log n
log log n
 
balancing partners, with high probability.
Consequently, one can not simply use the result in Sec-
tion 4, which is in terms of the maximum degree of theAlgorithm 2 Randomly picking balancing partners
1: E = ∅
2: for every node i ∈ V do in parallel do
3: pick j ∈ V uniformly at random
4: E ← E ∪ (i,j)
5: end for
6: for every node i ∈ V do in parallel do
7: for every j such that (i,j) ∈ E do
8: if  i >  j then
9: send
 i− j
4ma x(di,dj) tokens from node i to j
10: end if
11: end for
12: end for
underlying network. Instead, we prove the following
result, which indicates that for a given link, it is un-
likely for both sides of the link to have more than a
constant number of balancing partners.
Lemma 9 For a ﬁxed link (i,j) ∈ E,
Pr[max(di,d j) ≤ 5|(i,j) ∈ E] > 0.5.
Proof: By symmetry, we can assume that link (i,j)i s
built by node i. In this case, among the remaining n−1
nodes, there must be di−1n od e sw h i c hc h oo s ei as their
balancing partner. Since the probability for every node
to choose i is 1/n,w eh a v edi ∼ 1+B(n−1,1/n), where
B(n,p) is the binomial distribution. Next we consider
node j.N o t et h a tn o d ej has already connected to two
links: (i,j) and another one that node j builds. Hence
dj ∼ 2+B(n−2,1/n) by similar reason as above. Next,
we calculate
Pr[di > 5|(i,j) ∈ E]
=P r [ B(n − 1,1/n) ≥ 5]
≤
 
n − 1
5
 
·
 
1
n
 5
<
 ne
5
 5  
1
n
 5
=
 e
5
 5
< 0.05.
Similarly, we can prove that Pr[dj > 5|(i,j) ∈ E] <
 
e
4
 4
< 0.25. Using Pr[A or B] ≤ Pr[A]+P r [ B], we
can show that
Pr[max(di,d j) ≤ 5|(i,j) ∈ E]
=1 − Pr[di > 5o rdj > 5|(i,j) ∈ E]
> 1 − (Pr[di > 5|(i,j) ∈ E]+
Pr[dj > 5|(i,j) ∈ E])
> 1 − (0.05 + 0.25) > 0.5.

Before we prove Lemma 11, we show the following re-
sult which shows that the potential drop at some step
t is a constant times the current system potential.
Lemma 10
 n
i=1
 n
j=1 ( t
i −  t
j)2 =2 n · Φ(Lt).
Proof: Let yi = | t
i −  |, and denote A (or B)t ob e
the set of indices i for which  t
i ≤   (or  t
i >   resp.).
First observe that
 
i∈A
 
j∈B
(yi + yj)2 =
 
i∈B
 
j∈A
(yi + yj)2, (4)
and
 
i∈A
 
j∈B
(yi + yj)2
=
 
i∈A
 
j∈B
 
y2
i + y2
j +2 yiyj
 
= |B|·
 
i∈A
y
2
i + |A|·
 
j∈B
y
2
j +
2 ·
 
i∈A
yi ·
 
j∈B
yj. (5)
Similar to (5), we get
 
i∈A
 
j∈A
(yi − yj)2 =2·| A|·
 
i∈A
y2
i − 2 ·
 
 
i∈A
yi
 2
(6)
and
 
i∈B
 
j∈B
(yi − yj)2 =2 |B|
 
j∈B
y2
j − 2
⎛
⎝
 
j∈B
yj
⎞
⎠
2
. (7)
By Equations 4, 5, 6 and 7,
n  
i=1
n  
j=1
( t
i −  t
j)2
=
 
i∈A
 
j∈B
(yi + yj)2 +
 
i∈B
 
j∈A
(yi + yj)2 +
 
i∈A
 
j∈A
(yi − yj)2 +
 
i∈B
 
j∈B
(yi − yj)2
=2 ( |A| + |B|) ·
 
i∈A
y2
i +2( |A| + |B|) ·
 
j∈B
y2
j +
4 ·
 
 
i∈A
yi
 
·
 
 
i∈B
yj
 
−
2
 
 
i∈A
yi
 2
− 2
⎛
⎝
 
j∈B
yj
⎞
⎠
2(a)
=2 ( |A| + |B|) ·
⎛
⎝
 
i∈A
y2
i +
 
j∈B
y2
j
⎞
⎠
(b)
=2 n · Φ(Lt).
Here (a) holds since
 
i∈A
yi =
 
j∈B
yj,( b) is because
|A| + |B| = n and Φ(Lt)=
 
i∈A
y2
i +
 
j∈B
y2
j. 
Now we are ready to prove the following lemma.
Lemma 11 E[Φ(Lt+1 |Lt = L)] ≤ 19
20Φ(L).
Proof:
E[Φ(L
t+1)|L
t = L]
=Φ ( L) −
n  
i=1
n  
j=1
(Pr[e  =( i,j) ∈ E] · ∆Φ (L))
(b)
≤ Φ(L) −
1
n
n  
i=1
n  
j=1
tij| i −  j|
=Φ ( L) −
1
n
n  
i=1
n  
j=1
( i −  j)2
4max(di,d j)
≤ Φ(L) −
1
n
n  
i=1
n  
j=1
 
Pr[max(di,d j) ≤ 5|(i,j) ∈ E] ×
( i −  j)2
4 · 5
 
(c)
=Φ ( L) −
1
40n
n  
i=1
n  
j=1
( i −  j)2
(d)
=Φ ( L) −
Φ(L)
20
=
19
20
Φ(L).
Here (b) is from Lemma 1. (c) is due to Lemma 9. (d)
holds by Lemma 10. 
Finally, we prove the following convergence theorem.
Theorem 12 For c>0,a f t e rT ≥ 120clnΦ(L)
rounds, Pr[Φ(LT) ≤ e−c] ≥ 1 − Φ(L)−c/4.
Proof: For any t>0, by linearity of expectation, we
can repeatedly use Lemma 11, and obtain
E
 
Φ
 
L
t+30  
≤
 
19
20
 30
Φ(L
t) ≈ 0.21Φ(L
t).
By Markov’s inequality, Pr[Φ(Lt+30) < Φ(Lt)/2] ≥
1/2. Denote a stage to be 30 rounds. For any c>0, let
k =4l o gΦ ( L). For stage 0 ≤ i ≤ k, deﬁne the random
variable
Xi =
 
1i f Φ ( L30(i+1)) ≤ Φ(L30i)/2.
0o t h e r w i s e .
If Xi = 1, we say stage i is successful. We use Cher-
noﬀ’s inequality to bound the number of successful
stages. Let X =
 k
i=0 Xi. Clearly E[X] ≥ k/2. By
Chernoﬀ,
Pr[X ≤ clnΦ(L)]
≤ e−E[X]0.5
2/2 ≤ e−k/16 ≤ Φ(L)−c/4.
Hence, after T =3 0 c · k = 120c · lnΦ(L) rounds, the
number of successful stages is bigger than or equal to
clnΦ(L) with probability at least 1 − Φ(L)−c/4.C o n -
sequently, for T ≥ 120c·lnΦ(L), Pr[Φ(LT) ≤ e−c]w i t h
probability at least 1 − Φ(L)−c/4. 
Remark. The random network model of this section
can be viewed as a special case of the dynamic network
model in Section 5. For random networks we are able
to show that the potential drops by a constant factor in
each round. Theorem 7 does not give a constant factor
drop for our random networks.
6.2 Discrete Case
For the discrete case we use Algorithm 2 with one
change. In every step, whenever  i >  j,w et r a n s f e r  
 i− j
4max(di,dj)
 
tokens from  i to  j. We show the follow-
ing result indicating that whenever the potential Φ(L)
is bigger than a threshold of 3200n, the potential drops
at least by a constant factor of 1
40 in every iteration.
The proofs are omitted due to space constraints.
Lemma 13 If Φ(L) ≥ 3200n, E[Φ(Lt+1 |Lt = L)] ≤
39
40Φ(L).
Finally, similar to Theorem 12, we directly obtain
the following theorem:
Theorem 14 ∀c>0,a f t e rT ≥ 240cln
 
Φ(L)
3200n
 
rounds, Pr[Φ(LT) ≤ 3200n] ≥ 1 −
 
Φ(L)
3200n
 −c/4
.
7 Conclusion
In this paper we propose a new proof technique
which can be used to analyze many parallel diﬀusive
load balancing algorithms. The technique ﬁrst sequen-
tializes a diﬀusion algorithm with concurrent load bal-
ancing actions, and then shows that the concurrencyonly degrade the system performance by a constant
factor. We demonstrate the strength of the technique
by analyzing diﬀusion continuous and discrete load bal-
ancing algorithms for several network models.
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