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Abstract 
This paper proposes an Individual Compositional Cluster Analysis with the aids of conventional individual 
difference scaling (INDSCAL) model. Our target data is 3-way data which consists of objects, variables, and 
subjects and we treat the case when the number of objects is relatively large. The purpose of this method is to show 
the difference of individual subjects visually in a lower dimensional space including the feature of objects with 
respect to variables as clusters. Numerical examples using sensor data obtained from several subjects show a better 
performance.  
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Recently, data analysis for large multiple source time-series data, such as sensor information or server log data, 
has attracted interest as the need for real-time accumulated data has grown. For example, if we observe values of 
sensor data to measure individual human body activity and the data is consisted of observed times with respect to 
several kinds of sensors over multiple numbers of persons, then this data can be treated as a 3-way data in which 
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objects are times, variables are several kinds of sensors, subjects are the multiple numbers of persons. From this data, 
if we know the difference among subjects through features of clusters of times with respect to several kinds of 
sensors, then this will be useful to diagnose an individual subject’s body activity. If these subjects are machines, then 
known difference among several machines over the times with respect to several kinds of sensors can contribute for 
fault diagnosis of the machines. In addition, if we can see the difference of subjects visually in a lower dimensional 
space, then this will be useful. Therefore, this paper proposes a method named “Individual Compositional Cluster 
Analysis” to show difference among several subjects visually in a lower dimensional space when we observe a 3-
way data consisted of objects, variables, and subjects.  
Conventionally, INDSCAL1,2 model can show the difference among several subjects visually in a lower 
dimensional space when we observe a 3-way data. However, if the observed number of objects is large, then the lost 
of original data information by using the INDSCAL model is large and we can not safficientlty obtain a good fitness 
to the original data.  
In order to solve this problem,  the Individual Compositional Cluster Analysis exploits a result of fuzzy clustering 
for 3-way data. That is, if the clusters can summerize the objects with respect to variables and if we can obtain 
exactly the “same” clusters over the subjects, then we can use the obtained clusters as features representing objects, 
replaced by original objects. In order to obtain exactly the same clusters over the subjects, we propose a fuzzy 
clustering method for 3-way data in the Individual Compositional Cluster Analysis. Since the number of clusters is 
much smaller than the number of objects, we can fit the INDSCAL model well for the clusters. In addition, in order 
to locate the obtained clusters in a lower dimensional Euclidean vector space, we need to provide “common” 
dimensions over the subjects to the obtained clusters by using the “common” scale over the subjects. To provide 
these common dimensions to the obtained clusters over the subjects, we propose a transformation of combination 
between a result of a fuzzy clustering for a 3-way data and a result of INDSCAL in the Individual Compositional 
Cluster Analysis. The transformation is essentially similar to our previously proposed transformation3, but also, 
different from the previous transformation at a point, that is, in the case of the Individual Compositional Cluster 
Analysis, the clustering result obtained at an individual subject over the same clusters and the result of INDSCAL 
obtained as single result over the subjects are used.  
This paper consists of the following: Section 2 describes conventional INDSCAL model. Section 3 proposes a 
fuzzy clustering for 3-way data. Section 4 proposes the Individual Compositional Cluster Analysis. Section 5 
proposes a criterion for the selection of an adaptable number of clusters for the Individual Compositional Cluster 
Analysis. Section 6 presents numerical examples of the Individual Compositional Cluster Analysis for a 3-way 
sensor data and Section 7 contains the conclusion. So, Sections 3 to 6 detail the original study of this paper.  
2. Individual Difference Scaling 
Multidimensional scaling (MDS) 4,5,6 is a method for capturing efficient information from observed dissimilarity 
data by representing the data structure in lower dimensional spatial space. Suppose the observed dissimilarity among 
n objects as follows: 
).(,,,,1,),( jiddnjidD jiijij z                                 (1) 
As a metric MDS, the following model4,5 has been proposed.  
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In (2), 
ijd is an observed dissimilarity between objects i and j shown in (1) and Oix is a point of an object i with
respect to dimension O in R dimensional configuration space and nR  .
ijH is an error. That is, MDS finds R
dimensional scaling (coordinate) ),,( 1 iRi xx  and throws light on the structure of the similarity relationship among 
the objects by representing the observed
ijd as the distance between a point ),,( 1 iRi xx  and a point ),,( 1 jRj xx  in R
dimensional space. If the dissimilarity among n objects shown in (1) is observed by T subjects, then the data is 
represented as follows:  
).(,,,,1,,,1,),( ,,, jiddTtnjidD tjitijtijt z                                                                                    (3) 
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Individual difference scaling (INDSCAL)1,2 is a method for capturing efficient information from observed T
dissimilarity data by representing the T data structures in the common lower dimensional spatial space. By using the 
common lower dimensional space as the common scale over the T subjects, the individual difference among the T
subjects is represented by the individual weights for the obtained dimensions spanning the common lower 
dimensional space. The model of the INDSCAL has been proposed as follows:  
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In (4), 
tijd , is an observed dissimilarity between objects i and j at t -th subject shown in (3) and Otw is a weight of a 
subject t with respect to dimensionO in R dimensional configuration space and nR  .
tij ,H is an error at t -th subject. 
That is, INDSCAL finds R dimensional scaling (coordinate) ),,( 1 iRi xx  over the T subjects commonly and the 
weights Otw which show individual salience for each common dimension. Therefore,    
Ttxwo itti ,,1,,  { OOO (5) 
in (4) shows individual scale at each t subject, however, this scale is comparable over the T subjects, since the 
dimension O is exactly the same dimension over the T subjects. Suppose the observed dissimilarity
tijd ,  is a 
Euclidean distance in (4), then jitij ,,0,  H and (4) can be rewritten as follows: 
,)()(2)( '''''2 1111 XXWdiagXXWXXWdiagD tttt                                                                           (6) 
where ,,,1,),(,)1,,1(),( '2,
2 njixXdD ijtijt      1  and tW is a diagonal matrix consisted of diagonal elements
tnt ww ,,1  . )(Adiag  means a diagonal matrix which consists of diagonal elements of A . From (6) and the Young-
Householder transformation6, 2
tD in (6) can be transformed as follows: 
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where .,,1,,,1,),( , TtnjipP tijt      Matrix J is a symmetric matrix whose diagonal elements are n/11 and
non-diagonal elements are n/1 which means the centering operation for each column of X , that is the following 
condition 
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is satisfied in order to fix an origin as 0 for all n dimensions in the obtained coordinate space. If the following 
condition IW
T
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t
t  ¦
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1 is assumed for the weights, where I is a unit matrix, then  
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By using eigenvalue decomposition of P in (9), P can be represented as follows: 
,'VVP '                                                                                                                                                           (10) 
where ,,,1,,),,(),,,()( '11 njivvvV nnij      OOOvvv  and' is a diagonal matrix whose diagonal elements 
are eigen values 
nGG ,,1  and satisfy .1 nGG !! V is a matrix whose column vectors are eigen vectors nvv ,,1 
corresponding to eigen values 
nGG ,,1  .  From (10), we obtain as follows: 
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where 2
1
' is a diagonal matrix whose diagonal elements are eigen values
nGG ,,1  . From (9) and (11), if we 
assume that one solution of X isY , then Y can be obtained as follows: 
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1
' VY                                                                                                                                                               (12) 
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Then from  (9), for any nnu  orthogonal matrix L , X has to satisfy the following equation. 
.YLX                                                                                                                                                                 (13) 
In order to determine L , the following linear combination is defined, where Tff ,,1  are any scalars. 
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From (13) and (14), 
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From  (15), 
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From (16), it can be seen that L is obtained by using eigen vectors of C
~ . From  (15), when )(0,1 tlff lt z  ,
then 
tW is obtained by using obtained L and tC  as follows: 
.,,1,)()(, 1''1'' TtYYYPYYYCLCLW tttt  { 
                                                                                              (17)          
When nR  and eigen values nR GG ,,1  are close to 0 , that is, dimensions 1R to n do not have explanatory power 
for the given dissimilarity data,  (10) can be approximately represented as follows by using lower R dimensions: 
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~ is a diagonal matrix whose diagonal elements are eigen 
values
RGG ,,1  . Then using V
~ and '~ in (18),  (11) can be approximately represented as follows: 
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where 2
1~' is a diagonal matrix whose diagonal elements are eigen values RGG ,,1  . From (19), Y and X shown in 
(12) and (13) can be estimated as follows: 
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where ,,,1,,,1),ˆ(ˆ RnixX i     OO  and the elements of Xˆ show values of the coordinate of n objects in R
dimensional space when nR  . Therefore, the elements of Xˆ in (20) are the estimate of Oix in the INDSCAL model 
shown in (4). In order to determine a RRu  orthogonal matrix Lˆ in (20), the following linear combination is defined, 
where Tff ,,1  are any scalars. 
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where 
tWˆ is a diagonal matrix consisted of elements tRt ww ,,1  . From (20) and (21), 
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From  (22), 
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Therefore, Lˆ  is obtained by using eigen vectors of Cˆ
~
. From (22), when )(0,1 tlff lt z  , then tWˆ  is obtained by 
using obtained Lˆ and
tCˆ  as follows: 
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So, once we obtain dissimilarity data 2
tD over T subjects shown in (6), then using the Young-Householder 
transformation shown in (7), 
tP is obtained. Using the tP  and (19), Yˆ shown in (20) is obtained. Then using the 
obtained Yˆ and P
~ shown in (14), Cˆ
~ can be obtained by using (22). And by using the eigenvalue decomposition of Cˆ
~ ,
we obtain Lˆ  by using R eigen vectors shown in (23), and using the obtained Yˆ and Lˆ , we can obtain Xˆ by using 
(20). 
tWˆ  is obtained by using tP , Yˆ , Lˆ , and (24). 
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3. Fuzzy Clustering for 3-Way Data 
Suppose 
tZ  be a given data matrix consisted of n objects with respect to p variables at a subject t  called a 3-
way data and shown as follows:  
.,,1,,,1,,,1),( , TtpanizZ tiat                                                                                                     (25) 
In order to obtain the same clusters over the T subjects, the following pnT u super matrix Z
~ is created. 
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The purpose of this fuzzy clustering is to classify the nT objects into K clusters. The state of the fuzzy clustering is 
represented by a partition matrix: 
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where  
jku
~  is a degree of belongingness of an object j which is shown as )~,,~(~ 1 jpjj zz  z  to a fuzzy cluster k  and 
tiku ,  is a degree of belongingness of an object i  to the same fuzzy cluster k  at a subject t . From (27), it can be seen 
that the obtained K  fuzzy clusters are the same over T subjects. In general, 
jku
~ satisfies the following conditions: 
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From these conditions in (28), it can be seen that the result of fuzzy clustering has a compositional data structure. 
Fuzzy c-means (FCM) 7 is one of the methods of fuzzy clustering. FCM is a method which minimizes the weighted 
within-class sum of squares: 
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where ),,( 1 kpkk gg  g  denotes the values of the centroid of a cluster k , ),
~(2 kjd gz is the squared Euclidean distance 
between 
jz
~ and
kg . The exponent m that determines the degree of fuzziness of the clustering is chosen from ),1( f in 
advance. By minimizing (29) under the conditions shown in (28), we obtain the solutions
KU gg ,,,
~
1  .
4. Individual Compositional Cluster Analysis 
Suppose a 3-way data 
TZZ ,,1  shown in (25) is given. Then the following squared Euclidean distance can be 
caluculated.
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Then using this as a given 3-way dissimilarity data )( 2,
2
tijt dD  in (6), and by using INDSCAL model, we can obtain 
the coordinate values for all objects over all subjects in a fewer dimensional space which is Xˆ shown in (20), as well 
as the weights of individual subjects for the obtained dimensions which is tWˆ shown in (24). However, if the number 
of objects, n , is very large, then large information of data ( Rn  dimensions data information) has to be deleted in 
order to obtain the result of coordinate values in the R  dimensional space when R is a much smaller number (fewer 
number) of dimensions than n ( )nR  . In this case, obviously it is very difficult to fit the observed data shown in 
(30) to the INDSCAL model, and number of dimensions has to be large. In order to solve this problem, we utilize 
the fact in which fuzzy clustering result, TtU t ,,1,  , shown in (27) are obtained with respect to the same fuzzy 
clusters over T subjects and the number of clusters, K , is much smaller than the number of objects, n . First, we 
define the following transformation from the coordinate values of n objects shown by Xˆ  shown in (20) to weighted 
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coordinate values of K clusters shown as tX
~ as follows. 
.,1,ˆ
~ ' TtXUX tt                                                                                                                                           (31) 
Where Xˆ is a Rnu matrix which is consisted of common coordinate values over T subjects and this is a result of 
INDSCAL shown in (20). TtUt ,1,  show Knu matrixes obtained as a fuzzy clustering result shown in (27). 
Therefore, (31) means that we combine a result of fuzzy clustering for 3-way data and a result of INDSCAL. By 
using the combination, from (31), we can see that TtXt ,,1,
~  are RK u matrixes, where K is the number of 
fuzzy clusters and these fuzzy clusters are guaranteed to be the same over the T  subjects, because these fuzzy 
clusters are obtained as the result of the fuzzy clustering for 3-way data described in section 3. In addition, R
dimensions are obtained as a result of INDSCAL. Therefore, since TtXt ,,1,
~  are consisted of the “same” K
fuzzy clusters and the “same” R dimensions over the T subjects, TtXt ,1,
~  can be regarded as a 3-way data. In 
addition, by using the 3-way data TtXt ,,1,
~  , replaced by original 3-way data TtZt ,,1,  , we can reduce the 
number of objects from n to K , which can overcome the problem of large number of objects and the difficulty to fit 
the large amount of data to the lower dimensional space. The squared Euclidean distance of TtXt ,1,
~  can be 
calculated as follows. 
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where .,,1,,,1,,,1),~(
~
, TtRKkxX tkt      OO  By applying the 3-way dissimilarity data shown in (32) to 
the INDSCAL model, the solution  
RKkxX k
~
,,1,,,1),ˆ(ˆ     OO                                                                                                                    (33) 
shown in (20) which is consisted of common coordinate values of K clusters in R
~
dimensional space where R
~
could 
be much smaller than R , since RKn
~!!! . Also, the solution RTtwW tt
~
,,1,,,1),ˆ(ˆ     OO shown in (24) are 
obtained to show the difference of T subjects. From (5), the estimated individual coordinate values Tto tk ,,1,ˆ ,  O
are obtained as follows: 
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,,1,,,1),ˆˆ()ˆ(ˆ , TtRKkxwoO kttk       OOOO                                                                            (34) 
The solutions Xˆ and Oˆ shown in (33) and (34) can be jointly plotted in the same space spanned by R
~
dimensions, 
since the R
~
dimensions are exactly the same for both solutions Xˆ and Oˆ  mathematically. Then we can compare the 
location of K clusters as well as the clusters including the individual difference visually in the R
~
dimensional vector 
space.      
5. Selection of Adaptable Number of Clusters 
We propose the following criterion which determines an adaptable number of clusters with the cluster centroids 
Kkgg kpkk ,,1),,,( 1    g  shown in (29). 
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where 
ks
~ shows number of objects in a cluster k . The numerator of the criterion )(KH shows variance of the values 
of obtained cluster centroids over the variables. Therefore, the fact that the value of the numerator is large means the 
obtained cluster centers are separated well and should be determined as an adaptable number of clusters when )(KH
has a maximum value. However, in this case, the criterion will be very sensitive to the outlier, that is, if there is an 
extremely separated singleton cluster, then the value of criterion becomes large and mistakenly suggest a wrong 
number of clusters.  In order to avoid this problem, we add the denominator part which shows the variance of cluster 
size ratio with respect to the minimum size of the cluster for the purpose of avoiding the situation of outlier cluster. 
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6. Numerical Example 
We use a dataset of sensor data of daily and sports activities performed by 8 subjects with respect to 45 
variables8,9. The dataset consists of 19 regular daily and sports activities, and we select the activity of running on a 
treadmill with a speed of 8 km/h. For this activity, we use data which is consisted of 1250 times (or objects), 45 
variables, and 8 subjects. For times (or objects), we select the first 50 seconds of data whose number of times is 
1250. For the variables, the data was observed for 45 (5 body positions u  9 kinds of sensors) variables which 
consists of 5 body-worn sensor units positioned on the torso (T), right arm (RA), left arm (LA), right leg (RL), left 
leg (LL), and each sensor unit has 9 kinds of information including x-axial accelerometers (xacc), y-axial 
accelerometers (yacc), z-axial accelerometers (zacc), x-axial gyroscopes (xgyro), y-axial gyroscopes (ygyro), z-axial 
gyroscopes (zgyro), x-axial magnetometers (xmag), y-axial magnetometers (ymag), z-axial magnetometers (zmag).  
For the subjects, eights subjects (4 females, 4 males) are performed for this activity. We treat this data as a 3-way 
data shown in (25), where n  is 1250, p is 45, and T is 8. Then a super matrix Z~ shown in (26), whose number of 
rows is 10000 (=1250u 8) and the number of columns is 45, is created. By applying this data to the fuzzy clustering 
for 3-way data shown in (29) under the conditions in (28), the result of the clustering shown in (27) is obtained. Fig. 
1 shows the result of the values of criterion shown in (35). The abscissa shows the number of clusters and ordinate 
shows the values of the criterion, )(KH .  From this result, we select the number of clusters as 3. Fig. 2 shows the 
result of fuzzy clustering for 3-way data shown in (27). In this figure, the abscissa shows the number of times, so 
from 1 to 1250 shows a result of the first subject, from 1251 to 2500 is for subject 2, from 2501 to 3750 is for 
subject 3, from 3751 to 5000 is for subject 4, from 5001 to 6250 is for subject 5, from 6251 to 7500 is for subject 6, 
from 7501 to 8750 is for subject 7, and from 8751 to 10000 is for the subject 8. 
Fig. 1. Criterion values for selecting number of clusters 
Fig. 2. Result of fuzzy clustering for 3-way data 
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Fig. 3. Result of centroids of fuzzy clusters 
45 variables are as follows: 1: T_xacc, 2: T_yacc, 3: T_zacc, 4: T_xgyro, 5: T_ygyro, 6: T_zgyro, 7: T_xmag, 8: T_ymag, 9: T_zmag, 10: RA_xacc, 11: RA_yacc, 12: RA_zacc, 
13: RA_xgyro, 14: RA_ygyro, 15: RA_zgyro, 16: RA_xmag, 17: RA_ymag, 18: RA_zmag, 19: LA_xacc, 20: LA_yacc, 21: LA_zacc, 22: LA_xgyro, 23: LA_ygyro, 24: 
LA_zgyro, 25: LA_xmag, 26: LA_ymag, 27: LA_zmag, 28: RL_xacc, 29: RL_yacc, 30: RL_zacc, 31: RL_xgyro, 32: RL_ygyro, 33: RL_zgyro, 34: RL_xmag, 35: RL_ymag, 
36: RL_zmag, 37: LL_xacc, 38: LL_yacc, 39: LL_zacc, 40: LL_xgyro, 41: LL_ygyro, 42: LL_zgyro, 43: LL_xmag, 44: LL_ymag, 45:  LL_zmag 
The first cluster is shown as a red color, the second cluster is represented as green, and the third cluster is shown as 
blue. Since the subjects 1, 2, 6, 7 are females and subjects 3, 4, 5, 8 are males, from this result, we can see the 
tendency of distinguishing between female and male. Fig. 3 shows the values of obtained centroids of fuzzy clusters. 
The red line shows the first cluster, green shows the second cluster, and the blue shows the third cluster. In this 
figure, the abscissa shows the number of variables and the ordinate shows values of centroids. From this result, it 
can be seen that the centroids of three clusters are quite different from each other that is, the obtained three clusters 
are separated well. Using the 3-way data, the squared Euclidean distance TtdD tijt ,,1),(
2
,
2   shown in (30) is 
calculated. Then the calculated distance is applied to the INDSCAL model. As the first step, the 3-way distances are 
transformed to  8,,1,  tPt  shown in (7) and calculates P shown in (9). By the eigen value decomposition of P ,
eigen values 
12501 ,, GG   are obtained. Fig. 4. Shows the eigen values of 1250 dimensions. We selected 80 eigen 
values, since the cumulative proportion of the 80 eigen values is almost 0.8,  81.0/
1250
1
80
1
 ¦¦
  i
i
i
i GG
.  However, the 80 
dimensions are large to capture the data structure. Therefore, we transform the data to weighted data 8,1,
~  tX t by 
using the fuzzy clustering result shown in Fig. 2 and the transformation shown in (31). By applying the squared 
Euclidean distance of  8,1,
~  tX t  shown in (32) to the INDSCAL model, we obtain the solution of three clusters 
which are common coordinate values of the three clusters over 8 subjects in two dimensional space shown in (33), 
and the solution of the three clusters with individual difference of the 8 subjects included which is shown in (34). 
Fig. 5 shows the results of common clusters shown in (33) and clusters including an individual subject’s difference 
shown in (34). In this figure, “C1”, “C2”, and “C3” show the three common clusters and “P1C1” – “P8C1” are the 
first to eighth subject’s difference including the first cluster’s location. “P1C2” – “P8C2” and “P1C3” – “P8C3” are 
the location points of individual difference included cluster 2 and cluster 3. The cumulative proportion of two eigen 
values for the two dimensions is almost 1.0. This means the result shown in Fig. 5 can almost perfectly explain the 
data structure shown in (31) and the proposed method can successfully reduce the number of dimensions from 1250 
to 2 dimensions. From Fig. 5, it can be seen that dimension 1 shows the difference between clusters 2 and 3, and 
dimension 2 shows the difference of cluster 1 from other two clusters. Figs. 6 - 8, show the magnified figures of Fig. 
5 at areas of the neighborhoods of “C1”, “C2”, and “C3”, respectively. From these figures, we can see that subjects 
3, 4, and 7 have a similar tendency of the commonly obtained cluster feature, and other subjects have stronger 
individuality. Fig. 9 shows the difference of weights obtained from the diagonal elements 8,,1,ˆ  tWt  shown in 
(24). The result of 8,,1,ˆ  tWt is not always obtained as the diagonal matrixes, however, in this time, the values of 
the non-diagonal part are relatively small enough when compared with the values of the diagonal part, so we only 
capture the diagonal part.  In Fig. 9, the abscissa shows the values of weights of dimension 1 and the ordinate shows 
the values of weights for dimension 2. From this result, we can see the difference of the 8 subjects, for example, it 
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can be seen that subjects 1 and 2 are more strongly related with dimension 2 when compared with the reliance to the 
first dimension. On the other hand, subjects 5, 6, and 8 are more reliant with dimension 1 than the second dimension. 
Subjects 3, 4, and 7 have balanced reliance, that is, for the two dimensions evenly related to each other. We can see 
that dimension 1 seems to show the Leg movements such as RL_xmag, RL_ymag, LL_xmag, LL_ymag, since Fig. 
5 shows that dimension 1 shows the difference between clusters 2 and 3, and from Fig. 3, variables of Leg 
movements has big difference between clusters 2 and 3. Dimension 2 is most likely to show the relation of 
accelerometers, since from Fig. 5, dimension 2 shows difference of cluster 1 from other two clusters, as well as  
Fig. 4. Eigen values                                             Fig. 5. Result of proposed Individual 
Compositional Cluster Analysis 
Fig. 6. Subjects around cluster 1 in area magnified Fig. 5     Fig. 7. Subjects around cluster 2 in area magnified Fig. 5 
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Fig. 8. Subjects around cluster 3 in area magnified Fig. 5                            Fig. 9. Result of weights 
Fig. 3 shows that the value of cluster 1 tends to differ from the values of clusters 2 and 3 at the variables related with 
accelerometers. From figures 5-8, we can see the difference of 8 subjects visually in two dimensional space 
including clusters capturing the latent features of the original 3-way data consisted of 1250 times (or objects), 45 
variables, and 8 subjects.  
7. Conclusions 
With the observed data consisting of objects, variables, and subjects, this paper proposes a method named 
Individual Compositional Cluster Analysis for showing the individual difference of subjects visually in a lower 
dimensional Euclidean vector space including clustering of objects. This method is especially useful when the 
number of objects is large, due to the number of clusters being much smaller than the number of objects. Although 
the reduction of the number of dimensions tends to lose a lot of information contained in the original data, with this 
method, the loss of information is reduced due to the inclusion of clustering in the data reduction.  In addition, for 
the proposed method, a fuzzy clustering for 3-way data and a criterion to select an adaptable number of clusters are 
proposed. Several numerical examples using 3-way time series data show a better performance of the proposed 
method. Considering the continuous change of the time, the extension of the proposed method by using the higher-
order metrics is a future problem. 
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