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1. Introduction
Wang and Fan [1] proposed the following predator–prey system:
x˙1 =
(
r1(t)− a11(t)x1
)
x1 − f (t, x1)x2,
x˙2 =
(
r2(t)− a21(t)x2x1
)
x2,
(1.1)
where x1 and x2 stand for the population of the prey and predator, respectively. f (t, x1) is the so-called predator functional
response to prey. But most of the work on a class of systems with monotonic function [1–4], that is ∂ f (t,x1)
∂x1
> 0 for
x1 > 0. However, there are experiments that indicate that nonmonotonic responses occur at the microbial level: when
the nutrient concentration reaches a high level, an inhibitory effect on the specific growth rate may occur. This is often
seen whenmicroorganisms are used for waste decomposition or for water purification, see Bush and Cook [5]. The so-called
Monod–Haldane function
f (x1) = a12(t)x1m2 + nx1 + x21
has been proposed and used tomodel the inhibitory effect at high concentrations, see Andrews [6]. Collings [7] also used this
response function tomodelmite predator–prey interactions and called it a Holling IV function. On the other hand, time delay
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due to negative feedback is a common example, because the process of a reproduction of a population is not instantaneous.
The effect of these kinds of delays on the asymptotic behavior of populations has been studied by many authors (see, for
example, [8–11]).
So, it is very interesting to investigate dynamics of a semi-ratio-dependent predator–prey system with Holling IV
functional response and time delays
x˙1(t) = x1(t)
(
r1(t)− a11(t)x1(t − τ1(t))− a12(t)x2(t)m2 + nx1(t)+ x21(t)
)
x˙2(t) = x2(t)
(
r2(t)− a21(t)x2(t − τ2(t))x1(t)
) (1.2)
with initial conditions
xi(θ) = φi(θ), θ ∈ [−τM , 0], φi(0) > 0,
φi ∈ C([−τM , 0], R+), i = 1, 2,
(1.3)
where x1(t) and x2(t) stand for the density of the prey and the predator, respectively;m 6= 0, n ≥ 0 are constants. τ1(t) ≥ 0
and τ2(t) ≥ 0 denote the time delays due to negative feedback of the prey and the predator population, respectively. r1(t),
r2(t) stand for the intrinsic growth rates of the prey and the predator, respectively. a11(t) is the intra-specific competition
rate of the prey. a12(t) is the capturing rate of the predator. The predator growswith the carrying capacity
x1(t)
a21(t)
proportional
to the population size of the prey or prey abundance. a21(t) is a measure of the food quality that the prey provided for
conversion into predator birth. For the ecological sense of the system (1.2), we refer to [1,12–14] and the references cited
therein.
The effects of a periodically changing environment are important for evolution theory as the selective forces on systems
in a fluctuating environment differ from those in a stable environment (see [7]). Therefore, the assumptions of periodicity of
the parameters are a way of incorporating the periodicity of the environment (e.g. seasonal changes, food supplies, mating
habits, etc.), which leads us to assume that all coefficients in system (1.2) are positive continuousω-periodic functions with
period ω > 0. The assumptions on the functions τi(t) are given below:
C1 τi(t) is nonnegative and continuously differentiable periodic function with period ω, mint∈[0,ω](1 − τ˙i(t)) > 0
(where τ˙i(t) = dτi(t)/dt), and τM = maxt∈[0,ω] τi(t), τ L = mint∈[0,ω] τi(t).
It is easy to verify that solutions of system (1.2) corresponding to initial conditions (1.3) are defined on [0,+∞) and
remain positive for all t ≥ 0. In this article, the solution of system (1.2) satisfying initial conditions (1.3) is said to be
positive.
The article is organized as follows. In Section 2, by using the continuation theorem of coincidence degree theory, we
discuss the existence of positive ω-periodic solutions of system (1.2). In Section 3, by constructing a Lyapunov functional,
we establish a sufficient condition for the attractivity of a positive periodic solution of system (1.2). In Section 4, a numerical
simulation is carried out to support the theoretical analysis of the research.
2. Existence of positive periodic solutions
In this section, based on Mawhin’s continuation theorem, we will study the existence of at least one positive periodic
solution of system (1.2). First, we shall make some preparations.
Let X , Z be normed vector spaces, L : Dom L ⊂ X → Z be a linear mapping, and N : X → Z be a continuous mapping.
This mapping Lwill be called a Fredholmmapping of index zero if dimKer L = codimIm L <∞ and Im L is closed in Z . If L is
a Fredholmmapping of index zero and there exist continuous projectors P : X → X and Q : Z → Z such that Im P = Ker L,
KerQ = Im L = Im (I − Q ), it follows that L|Dom L ∩ Ker P : (I − P)X → Im L is invertible, we denote the inverse of that
map by kP . If Ω is an open bounded subset of X , the mapping N will be called L-compact on Ω if QN(Ω) is bounded and
kP(I − Q )N : Ω → X is compact. Since ImQ is isomorphic to Ker L, there exist isomorphisms J : ImQ → Ker L.
For convenience of use, we introduce the continuation theorem [15, p. 40] as follows:
Lemma 2.1. Let L be a Fredholm mapping of index zero and let N be L-compact onΩ . Suppose
(a) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6∈ ∂Ω;
(b) QNx 6= 0 for each x ∈ ∂Ω ∩ KerŁ;
(c) deg{JQN,Ω ∩ KerŁ, 0} 6= 0, where deg(·, ·, ·, ) is the Brouwer degree.
Then, the equation Lx = Nx has at least one solution lying in Dom L ∩Ω .
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In order to explore the existence of periodic solutions system (1.2), first we should embed our problem in the frame of
coincidence degree theory. Define
f = 1
ω
∫ ω
0
f (t)dt, f L = min
t∈[0,ω] f (t), f
M = max
t∈[0,ω]
f (t),
ψω = {(u1, u2)T ∈ C(R, R2) : u1(t + ω) = u(t), u2(t + ω) = u2(t), for all t ∈ R}, and
‖(u1, u2)T‖ = max
t∈[0,ω]
|u(t)| + max
t∈[0,ω]
|u2(t)|, for (u1, u2)T ∈ ψω.
It is not difficult to show that ψω is a Banach space when it is endowed with the above norm ‖ · ‖. Let
ψω0 = {(u1, u2)T ∈ ψω : u1 = 0, u2 = 0},
ψωc = {(u1, u2)T ∈ ψω : (u1, u2)T ≡ (h1, h2)T ∈ R2, for t ∈ R}.
Then, it is easy to show that ψω0 and ψ
ω
c are both closed linear subspaces of ψ
ω , ψω = ψω0 ⊕ ψωc , and dimψωc = 2.
Theorem 2.1. System (1.2) has at least one ω-periodic solution provided that
r1 − a12m2 exp{H2} > 0, (2.1)
where H2 = (r1 + |r1|)ω + ln
(
r2r1
a21a11
)
+ (r2 + |r2|)ω.
Proof. Since solutions of (1.2) and (1.3) remain positive for all t ≥ 0, we make the changes of variables
u1(t) = ln[x1(t)], u2(t) = ln[x2(t)]. (2.2)
Then, system (1.2) can be reformulated as
u˙1(t) = r1(t)− a11(t)eu1(t−τ1(t)) − a12(t)e
u2(t)
m2 + eu1(t) + e2u1(t) ,
u˙2(t) = r2(t)− a21(t)e
u2(t−τ2(t))
eu1(t)
.
(2.3)
It is easy to see that if system (2.3) has one ω-periodic solution (u∗1(t), u
∗
2(t))
T , then x∗(t) = (x∗1(t), x∗2(t))T = (exp[u∗1(t)],
exp[u∗2(t)])T is a positiveω-periodic solution of system (1.2). Therefore, to complete the proof, it suffices to show that system
(2.3) has at least one ω-periodic solution.
Let X = Z = ψω and define
N
(
u1
u2
)
=
(
N1
N2
)
=
r1(t)− a11(t)eu1(t−τ1(t)) − a12(t)e
u2(t)
m2 + eu1(t) + e2u1(t)
r2(t)− a21(t)e
u2(t−τ2(t))
eu1(t)
 ,
L
(
u1
u2
)
=
(
u˙1
u˙2
)
, and P
(
u1
u2
)
= Q
(
u1
u2
)
=
(
u1
u2
)
.
Then, Ker L = ψωc , Im L = ψω0 , and dim Ker L = 2 = codim Im L. Since ψω0 is closed in ψω , it follows that L is a Fredholm
mapping of index zero. It is not difficult to show that P and Q are continuous projections, such that Im P = Ker L and
Im L = KerQ = Im (I − Q ). Furthermore, the generalized inverse (to L) kP : Im L→ Ker P ∩ Dom L exists and is given by
kP
(
u1
u2
)
=
(
U1 − U1
U2 − U2
)
where U1(t) =
∫ t
0 u1(s)ds and U2(t) =
∫ t
0 u2(s)ds. Thus,
QN
(
u1
u2
)
=

1
ω
∫ ω
0
[
r1(t)− a11(t)eu1(t−τ1(t)) − a12(t)e
u2(t)
m2 + eu1(t) + e2u1(t)
]
dt
1
ω
∫ ω
0
[
r2(t)− a21(t)e
u2(t−τ2(t))
eu1(t)
]
dt

and
kP(I − Q )N
(
u1
u2
)
=

∫ t
0
N1(s)ds− 1
ω
∫ ω
0
∫ t
0
N1(s)dsdt −
(
t − ω
2
)
N1∫ t
0
N2(s)ds− 1
ω
∫ ω
0
∫ t
0
N2(s)dsdt −
(
t − ω
2
)
N2
 .
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Clearly, QN and kP(I−Q )N are continuous. Since X is a Banach space, using the Arzela–Ascoli theorem, it is easy to show
that kP(I − Q )N(Ω) is compact for any open bounded set Ω ⊂ X . Moreover, QN(Ω) is bounded. Thus, N is L-compact on
Ω with any open bounded setΩ ⊂ X .
Now, we reach the position to search for an appropriate open, bounded subsetΩ for the application of the continuation
theorem, Lemma 2.1. Corresponding to the operator equation Lu1 = λNu1, Lu2 = λNu2, λ ∈ (0, 1), we have
u˙1 = λ
(
r1(t)− a11(t)eu1(t−τ1(t)) − a12(t)e
u2(t)
m2 + eu1(t) + e2u1(t)
)
dt,
u˙2 = λ
(
r2(t)− a21(t)e
u2(t−τ2(t))
eu1(t)
)
.
(2.4)
Assume that (u1, u2)T ∈ X is an arbitrary solution of system (2.4) for a certain λ ∈ (0, 1). Integrating both sides of (2.4) over
the interval [0, ω], we obtain
r1ω =
∫ ω
0
(
a11(t)eu1(t−τ1(t)) + a12(t)e
u2(t)
m2 + eu1(t) + e2u1(t)
)
dt,
r2ω =
∫ ω
0
(
a21(t)eu2(t−τ2(t))
eu1(t)
)
dt.
(2.5)
From (2.4) and (2.5), we get
∫ ω
0
|u˙1(t)|dt ≤ λ
(∫ ω
0
|r1(t)|dt +
∫ ω
0
a11(t) exp{u1(t − τ1(t))}dt +
∫ ω
0
a12(t) exp{u2(t − τ2(t))}
m2 + exp{u1(t)} + exp{2u1(t)}dt
)
= λ(r1 + |r1|)ω < (r1 + |r1|)ω,∫ ω
0
|u˙2(t)|dt ≤ λ
(∫ ω
0
|r2(t)|dt +
∫ ω
0
a21(t) exp{u2(t)}
exp{u1(t)} dt
)
= λ(r2 + |r2|)ω < (r2 + |r2|)ω.
(2.6)
Note that since (u1, u2)T ∈ X , there exist ξi, ηi ∈ [0, ω], i ∈ {1, 2}, such that
u1(ξ1) = min
t∈[0,ω] u1(t), u1(η1) = maxt∈[0,ω] u1(t),
u2(ξ2) = min
t∈[0,ω] u2(t), u2(η2) = maxt∈[0,ω] u2(t).
(2.7)
From (2.7) and the first equation of (2.5), we have
r1ω ≥
∫ ω
0
a11(t) exp{u1(ξ1)}dt ≥ a11ω exp{u1(ξ1)},
which implies that
u1(ξ1) ≤ ln
(
r1
a11
)
=: L1.
Also in view of (2.6), we have
u1(t) ≤ u1(ξ1)+
∫ ω
0
|u˙1(t)|dt < ln
(
r1
a11
)
+ (r1 + |r1|)ω =: H1. (2.8)
On the other hand, from (2.7) and (2.8) and the second equation of (2.5), we also obtain
r2ω ≥
∫ ω
0
a21(t) exp{u2(ξ2)}
r1
a11
exp{(r1 + |r1|)ω}
dt,
which implies
u2(ξ2) ≤ (r1 + |r1|)ω + ln
(
r2r1
a21a11
)
=: L2,
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and similar with (2.8) we derive from (2.6) that
u2(t) ≤ (r1 + |r1|)ω + ln
(
r2r1
a21a11
)
+ (r2 + |r2|)ω =: H2. (2.9)
From (2.7), (2.9) and the first equation of (2.5), we can derive that∫ ω
0
(
a11(t) exp{u1(η1)} + a12(t)m2 exp{H2}
)
dt ≥ r1ω
and
u1(η1) ≥ ln
(
r1 − a12m2 exp{H2}
a11
)
=: l1,
thus, we derive from (2.6) that
u1(t) ≥ u1(η1)−
∫ ω
0
|u˙1(t)|dt ≥ ln
(
r1 − a12m2 exp{H2}
a11
)
− (r1 + |r1|)ω =: H3 (2.10)
which, together with (2.8), leads to
max
t∈[0,ω]
|u1(t)| ≤ max{|H1|, |H3|} =: B1.
On the other hand, from (2.5), (2.10) and (2.7), we also have∫ ω
0
a21(t) exp{u2(η2)}
exp{H3} dt > r2ω,
which implies
u2(η2) > ln
(
r2
a21
)
+ H3 =: l2.
Thus, we derive from (2.6) that
u2(t) > ln
(
r2
a21
)
+ H3 − (r2 + |r2|)ω =: H4, (2.11)
which, together with (2.9), leads to
max
t∈[0,ω]
|u2(t)| ≤ max{|H2|, |H4|} =: B2.
Obviously, B1 and B2 are both independent of λ.
Next, let us consider the algebraic equationsr1 − a11 exp{u1} − a12
ν exp{u2}
m2 + exp{u1} + exp{2u1} = 0,
r2 − a21 exp{u2 − u1} = 0,
(2.12)
for (u1, u2)T ∈ R2, where ν ∈ [0, 1]. Similar to the above discussions, we easily get that the solutions (u1, u2)T of (2.12)
satisfy
l1 ≤ u1 ≤ L1 and l2 ≤ u2 ≤ L2. (2.13)
Let B = B1+B2+B3, where B3 > 0 is taken sufficiently large such that B3 ≥ |l1|+|L1|+|l2|+|L2|, we defineΩ = {(u1, u2)T
∈ X : ‖(u1, u2)T‖ < B}. Then, it is clear that Ω satisfies the requirement (a) of Lemma 2.1. If (u1, u2)T ∈ ∂Ω ∩ Ker L =
∂Ω ∩ R2, then u = (u1, u2)T is a constant vector in R2 with ‖(u1, u2)T‖ = |u1| + |u2| = B. Then, from (2.13) and the
definition of B, we have
QN
(
u1
u2
)
=
r1 − a11 exp{u1} − a12 exp{u2}m2 + exp{u1} + exp{2u1}
r2 − a12 exp{u2 − u1}
 6= (00
)
.
Moreover, note that J = I since ImQ = Ker L. In order to compute the Brouwer degree, let us consider the homotopy
Hν(u) = νQN(u)+ (1− ν)G(u), for ν ∈ [0, 1],
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where
G(u) =
(
r1 − a11 exp{u1}
r2 − a12 exp{u2 − u1}
)
.
From (2.13), it is easy to show that 0 6∈ Hν(∂Ω ∩ Ker L) for ν ∈ [0, 1]. Furthermore, one can easily show that the algebraic
equation G(u) = 0 has a unique solution in R2. By the invariance property of homotopy, direct calculation produces
deg( JQN,Ω ∩ Ker L, 0) = deg(QN,Ω ∩ Ker L, 0) = deg(G,Ω ∩ Ker L, 0) 6= 0.
By now, we have proved thatΩ satisfies all requirements of Lemma 2.1. Hence, (2.3) has at least oneω-periodic solution. As
a consequence, system (1.3) has at least one positive ω-periodic solution. This completes the proof of our main result. 
3. Uniqueness and global stability
In this section, we establish some results for the uniqueness and global stability of the periodic solution of (1.2). It is
immediate that if x∗(t) is globally asymptotically stable then x∗(t) is unique in fact. We first derive certain upper bound and
lower bound estimates for the solutions of system (1.2).
Theorem 3.1. Let x(t) = (x1(t), x2(t))T denote any positive solution of (1.2) with initial conditions (1.3) and assume further
that rL1 − a
M
12M2
m2
> 0. Then, there exists T > 0 such that if t > T ,
m1 ≤ x1(t) ≤ M1, m2 ≤ x2(t) ≤ M2,
where
M1 = r
M
1 e
rM1 τ
M
aL11
, M2 = r
M
2
aL21
er
M
2 τ
M
M1,
m1 =
rL1 − a
M
12M2
m2
aM11
e[r
L
1−aM11M1−
aM12M2
m2
]τ L
,
m2 = r
L
2m1
aM21
e[r
L
2−
aM21
m1
M2]τ L .
Proof. It follows from the positivity of the solution of (1.2) that
x˙1(t) ≤ x1(t)
(
r1(t)− a11(t)x1(t − τ1(t))
)
,
≤ x1(t)
(
rM1 − aL11x1(t − τ1(t))
)
.
Using the fact that
x1(t − τ1(t)) ≥ x1(t)e−rM1 τM , for t > τM
and for t sufficiently large, we get
x˙1(t) ≤ x1(t)
(
rM1 − aL11x1(t)e−r
M
1 τ
M )
.
A standard comparison argument shows that
lim sup
t→+∞
x1(t) ≤ r
M
1 e
rM1 τ
M
aL11
= M1.
Hence, there exists a T1 > 0 that if t > T1 + τM , we have
x(t) ≤ M1.
According to the second equation of system (1.2), we have
x˙2(t) ≤ x2
(
rM2 − aL21
x2(t − τ2(t))
M1
)
.
Using the fact that
x2(t − τ2(t)) ≥ x2(t)e−rM2 τM , for t > τM
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and for t sufficiently large, we get
x˙2(t) ≤ x2(t)
(
rM2 −
aL21
M1
x2(t)e−r
M
2 τ
M
)
.
Also, using a standard comparison argument we can get that
lim sup
t→+∞
x2(t) ≤ r
M
2
aL21
er
M
2 τ
M
M1 = M2.
Therefore, there exists a T2 > T1 + τM such that
x2(t) ≤ M2, for t > T2.
On the other hand, according to the first equation of system (1.2), we have
x˙1(t) ≥ x1(t)
(
rL1 − aM11x1(t − τ(t))−
aM12M2
m2
)
, for t > T2
and using the fact that
x1(t − τ(t)) ≤ e−(r
L
1−aM11M1−
aM12M2
m2
)τ Lx1(t), for t > τM ,
therefore, for t > T2, we get
x˙1(t) ≥ x1(t)
(
rL1 − aM11e−(r
L
1−aM11M1−
aM12M2
m2
)τ Lx1(t)− a
M
12M2
m2
)
.
If rL1 − a
M
12M2
m2
> 0 hold, then
lim inf
t→+∞ x1(t) ≥
rL1 − a
M
12M2
m2
aM11
e(r
L
1−aM11M1−
aM12M2
m2
)τ L = m1.
Along with the second equation of (1.2), we also get that there exists a T3 > T2 such that
x˙2(t) ≥ x2(t)
(
rL2 − aM21
x2(t − τ2(t))
m1
)
, for t > T3.
Similarly, we have
lim inf
t→+∞ x2(t) ≥
rL2m1
aM21
e(r
L
2−
aM21
m1
M2)τ L = m2,
thus, there exists a T > T3 such that x2(t) > m2 for t > T . 
We now formulate the uniqueness and global stability of the positive ω-periodic solutions of system (1.2):
Theorem 3.2. In addition to (2.1) and
rL1 −
aM12M2
m2
> 0, (3.1)
assume further that lim inft→∞ Ai(t) > 0, i = 1, 2 where
A1(t) = a11(t)− a12(t)M2(2M1 + n)m4 −
a21(t)M2
m21
− a11(σ
−1
1 (t))M1
1− τ˙ (σ−11 (t))
∫ σ−11 (σ−11 (t))
σ−11 (t)
a11(s)ds
−
(
r1(t)+ a11(t)M1 + m
2a12(t)M2 + a12(t)M21M2
m4
) ∫ σ−11 (t)
t
a11(s)ds− a21(t)M2
m31
∫ σ−12 (t)
t
a21(s)ds
A2(t) = a21(t)M1 −
a12(t)(m2 +M21 + nM1)
m4
− m
2a12(t)M1 + a12(t)M31 + a12(t)nM21
m4
∫ σ−11 (t)
t
a11(s)ds
− a21(t)
m21
∫ σ−12 (t)
t
a21(s)ds, (3.2)
C. Lu et al. / Computers and Mathematics with Applications 59 (2010) 868–879 875
in which σ−1i (t) is inverse function of σi(t) = t − τi(t). Then, system (1.2) has a unique positive ω-periodic solution x∗(t) =
(x∗1(t), x
∗
2(t))
T which is globally asymptotically stable.
Proof. Let x∗(t) = (x∗1(t), x∗2(t))T be a positive ω-periodic solution of (1.2), and y(t) = (y1(t), y2(t))T be any positive
solution of system (1.2) with the initial conditions (1.3). It follows from Theorem 3.1 that there exist positive constants T
andMi,mi, such that for all t ≥ T
mi ≤ x∗i (t) ≤ Mi, mi ≤ yi(t) ≤ Mi, i = 1, 2. (3.3)
We define
V11(t) = | ln x∗1(t)− ln y1(t)|. (3.4)
Calculating the upper right derivative of V11(t) along the solutions of (1.2):
D+V11(t) =
(
x˙∗1(t)
x∗1(t)
− y˙1(t)
y1(t)
)
sgn(x∗1(t)− y1(t))
= sgn(x∗1(t)− y1(t))
(
−a11(t)[x∗1(t − τ1(t))− y1(t − τ1(t))]
− a12(t)x
∗
2(t)
m2 + nx∗1(t)+ (x∗1(t))2
+ a12(t)y2(t)
m2 + ny1(t)+ y21(t)
)
= sgn(x∗1(t)− y1(t))
(
−a11(t)(x∗1(t)− y1(t))−
a12(t)(m2 + (x∗1(t))2)(x∗2(t)− y2(t))
(m2 + ny1(t)+ y21(t))(m2 + nx∗1(t)+ (x∗1(t))2)
+ a12(t)x
∗
2(t)(x
∗
1(t)− y1(t))(x∗1(t)+ y1(t))
(m2 + ny1(t)+ y21(t))(m2 + nx∗1(t)+ (x∗1(t))2)
− a12(t)nx
∗
1(t)(x
∗
2(t)− y2(t))
(m2 + ny1(t)+ y21(t))(m2 + nx∗1(t)+ (x∗1(t))2)
+ a12(t)nx
∗
2(t)(x
∗
1(t)− y1(t))
(m2 + ny1(t)+ y21(t))(m2 + nx∗1(t)+ (x∗1(t))2)
+ a11(t)
∫ t
t−τ1(t)
(x˙∗1(u)− y˙1(u))du
)
≤ −a11(t)|x∗1(t)− y1(t)| +
a12(t)(m2 +M21 +M1n)|x∗2(t)− y2(t)|
m4
+ a12(t)M2(2M1 + n)|x
∗
1(t)− y1(t)|
m4
+ a11(t)
∣∣∣∣∫ t
t−τ1(t)
(x˙∗1(u)− y˙1(u))du
∣∣∣∣ . (3.5)
On substituting (1.2) into (3.5), we derive that
D+V11(t) ≤ −a11(t)|x∗1(t)− y1(t)| +
a12(t)(m2 +M21 +M1n)|x∗2(t)− y2(t)|
m4
+ a12(t)M2(2M1 + n)|x
∗
1(t)− y1(t)|
m4
+ a11(t)
∣∣∣∣∫ t
t−τ1(t)
(
[r1(u)− a11(u)y1(u− τ1(u))](x∗1(u)− y1(u))− a11(u)x∗1(u)(x∗1(u− τ1(u))
− y1(u− τ1(u)))− a12(u)x
∗
1(u)x
∗
2(u)
m2 + nx∗1(u)+ (x∗1(u))2
+ a12(u)y1(u)y2(u)
m2 + ny21(u)+ y21(u)
)
du
∣∣∣∣
= −a11(t)|x∗1(t)− y1(t)| +
a12(t)(m2 +M21 )|x∗2(t)− y2(t)|
m4
+ 2a12(t)M2M1|x
∗
1(t)− y1(t)|
m4
+ a11(t)
∣∣∣∣∫ t
t−τ1(t)
(
[r1(u)− a11(u)y1(u− τ1(u))](x∗1(u)− y1(u))− a11(u)x∗1(u)(x∗1(u− τ1(u))
− y1(u− τ1(u)))− m
2a12(u)[(x∗1(u)− y1(u))x∗2(u)+ y1(u)(x∗2(u)− y2(u))]
(m2 + nx∗1(u)+ (x∗1(u))2)(m2 + ny1(u)+ y21(u))
− a12(u)y1(u)x
∗
1(u)[y1(u)(x∗2(u)− y2(u))]
(m2 + nx∗1(u)+ (x∗1(u))2)(m2 + ny1(u)+ y21(u))
− a12(u)y1(u)x
∗
1(u)n(x
∗
2(u)− y2(u))
(m2 + nx∗1(u)+ (x∗1(u))2)(m2 + ny1(u)+ y21(u))
+ a12(u)y1(u)x
∗
1(u)[y2(u)(x∗1(u)− y1(u))]
(m2 + nx∗1(u)+ (x∗1(u))2)(m2 + ny1(u)+ y21(u))
)
du
∣∣∣∣ . (3.6)
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It follows (3.3) and (3.6) that for t > T
D+V11(t) ≤ −a11(t)|x∗1(t)− y1(t)| +
a12(t)(m2 +M21 + nM1)|x∗2(t)− y2(t)|
m4
+ a12(t)M2(2M1 + n)|x
∗
1(t)− y1(t)|
m4
+ a11(t)
∫ t
t−τ1(t)
((
r1(u)+ a11(u)M1
+ m
2a12(u)M2 + a12(u)M21M2
m4
)
|x∗1(u)− y1(u)| + a11(u)M1|x∗1(u− τ1(u))− y1(u− τ1(u))|
+ m
2a12(u)M1 + a12(u)M31 + a12(u)M21n
m4
|x∗2(u)− y2(u)|
)
du. (3.7)
Define
V12(t) =
∫ σ−1(t)
t
∫ t
σ(s)
a11(s)
((
r1(u)+ a11(u)M1 + m
2a12(u)M2 + a12(u)M21M2
m4
)
|x∗1(u)− y1(u)|
+ a11(u)M1|x∗1(u− τ1(u))− y1(u− τ1(u))| +
m2a12(u)M1 + a12(u)M31 + a12(u)M21n
m4
|x∗2(u)− y2(u)|
)
duds, (3.8)
We obtain from (3.7) and (3.8) that for t > T
D+V11(t)+ V˙12(t) ≤ −
(
a11(t)− a12(t)M2(2M1 + n)m4
)
|x∗1(t)− y1(t)|
+ a12(t)(m
2 +M21 + nM1)|x∗2(t)− y2(t)|
m4
+
∫ σ−1(t)
t
a11(s)ds
((
r1(t)+ a11(t)M1
+ m
2a12(t)M2 + a12(t)M21M2
m4
)
|x∗1(t)− y1(t)| + a11(t)M1|x∗1(t − τ1(t))− y1(t − τ1(t))|
+ m
2a12(t)M1 + a12(t)M31 + a12(t)M21n
m4
|x∗2(t)− y2(t)|
)
. (3.9)
We now define
V1(t) = V11(t)+ V12(t)+ V13(t),
where
V13(t) = M1
∫ t
t−τ(t)
∫ σ−1(σ−1(l))
σ−1(l)
a11(s)a11(σ−1(l))
1− τ˙ (σ−1(l)) |x
∗
1(l)− y1(l)|dsdl.
It then follows from (3.9) that for t > T
D+V1(t) ≤ −
(
a11(t)− a12(t)M2(2M1 + n)m4
)
|x∗1(t)− y1(t)|
+
(a12(t)(m2 +M21 + nM1)
m4
+ m
2a12(t)M1 + a12(t)M31 + a12(t)nM21
m4
∫ σ−11 (t)
t
a11(s)ds
)
|x∗2(t)− y2(t)|
+
(
r1(t)+ a11(t)M1 + m
2a12(t)M2 + a12(t)M21M2
m4
) ∫ σ−11 (t)
t
a11(s)ds|x∗1(t)− y1(t)|
+ a11(σ
−1
1 (t))M1
1− τ˙ (σ−11 (t))
∫ σ−11 (σ−11 (t))
σ−11 (t)
a11(s)ds|x∗1(t)− y1(t)|. (3.10)
Similarly, we define
V2(t) = V21(t)+ V22(t),
where
V21(t) = | ln x∗2(t)− ln y2(t)|,
V22(t) =
∫ σ−12 (t)
t
∫ t
σ2(s)
a21(s)
m1
{
a21(u)
m1
|x∗2(u)− y2(u)| +
a21(u)M2
m21
|x∗1(u)− y1(u)|
}
duds.
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Calculating the upper right derivative of V2(t) along the solutions of (1.2), we derive for t ≥ T that
D+V2(t) ≤ −a21(t)M1 |x
∗
2(t)− y2(t)| +
a21(t)M2
m21
|x∗1(t)− y1(t)|
+ a21(t)
m21
∫ σ−12 (t)
t
a21(s)ds|x∗2(t)− y2(t)| +
a21(t)M2
m31
∫ σ−12 (t)
t
a21(s)ds|x∗1(t)− y1(t)|. (3.11)
We now define a Lyapunov functional V (t) as
V (t) = V1(t)+ V2(t).
It then follows from (3.10) and (3.11) that for t > T
D+V (t) ≤ −A1(t)|x∗1(t)− y1(t)| − A2(t)|x∗2(t)− y2(t)|, (3.12)
where A1(t) and A2(t) are defined in (3.2).
By hypothesis, there exists positive constant α1, α2 and T ∗ ≥ T + τ such that if t ≥ T ∗
Ai(t) ≥ αi > 0. (3.13)
Integrating both sides of (3.12) on interval [T ∗, t],
V (t)+
2∑
i=1
∫ t
T∗
Ai(s)|x∗i (s)− yi(s)|ds ≤ V (T ∗). (3.14)
It follows from (3.13) and (3.14) that
V (t)+
2∑
i=1
αi
∫ t
T∗
|x∗i (s)− yi(s)|ds ≤ V (T ∗) for t ≥ T ∗.
Therefore, V (t) is bounded on [T ∗,∞) and also∫ ∞
T∗
|x∗i (s)− yi(s)|ds <∞, i = 1, 2.
By Theorem 3.1, |x∗i (t) − yi(t)|(i = 1, 2) are bounded on [T ∗,∞). On the other hand, it is easy to see that x˙∗i (t) and
y˙i(t)(i = 1, 2) are bounded for t ≥ T ∗. Therefore, |x∗i (t) − yi(t)|(i = 1, 2) are uniformly continuous on [T ∗,∞). By
Barbalat’s Lemma [16, Lemmas 1.2.2 and 1.2.3], we conclude that limt→∞ |x∗i (t)− yi(t)| = 0. The proof is complete. 
Remark 3.1. If τi(t) ≡ τi, where τi are nonnegative constants, then assumption (3.2) can be simplified. We, therefore, have
the following result:
Corollary 3.1. Let τi(t) ≡ τi, where τi are nonnegative constants. In addition to (2.1) and (3.1), assume further that
lim inf
t→∞
{
a11(t)− a12(t)M2(2M1 + n)m4 − a11(t + τ1)M1
∫ t+2τ1
t+τ1
a11(s)ds− a21(t)M2m21
−
(
r1(t)+ a11(t)M1 + m
2a12(t)M2 + a12(t)M21M2
m4
) ∫ t+τ1
t
a11(s)ds− a21(t)M2
m31
∫ t+τ2
t
a21(s)ds
}
> 0
and
lim inf
t→∞
{
a21(t)
M1
− a12(t)(m
2 +M21 +M1n)
m4
− m
2a12(t)M1 + a12(t)M31 + a12(t)M21n
m4
∫ t+τ1
t
a11(s)ds
− a21(t)
m21
∫ t+τ2
t
a21(s)ds
}
> 0,
Then, system (1.2) has a unique positive ω-periodic solution, which is globally asymptotically stable.
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Fig. 1. ‘‘· − ·’’: with initial condition (1); ‘‘· · ·’’:with initial condition (2); ‘‘−’’:with initial condition (3).
Remark 3.2. The conditions in Theorem3.2 look a bit complicated. In fact, ifm is sufficiently big relative to other coefficients,
it is easy to see that r1 − a12m2 exp{H2} > 0, rL1 −
aM12M2
m2
> 0 and
A1(t) ≈ a11(t)− a21(t)M2m21
− a11(σ
−1
1 (t))M1
1− τ˙ (σ−11 (t))
∫ σ−11 (σ−11 (t))
σ−11 (t)
a11(s)ds
− [r1(t)+ a11(t)M1]
∫ σ−11 (t)
t
a11(s)ds− a21(t)M2
m31
∫ σ−12 (t)
t
a21(s)ds,
A2(t) ≈ a21(t)M1 −
a21(t)
m21
∫ σ−12 (t)
t
a21(s)ds.
Thus, the conditions in Theorem 3.2 are easy to verify in practice (see, for example, (4.1)).
4. Numerical simulations
We now illustrate our result with an example.
Example 4.1. We consider the following delayed system:
x˙(t) = x(t)
(
1.1+ 0.1 sin t − 0.1x(t − 0.01)− y(t)
1010 + x(t)+ x2(t)
)
,
y˙(t) = y(t)
(
0.4− 0.1 sin t − 0.6y(t − 0.01)
x(t)
)
,
(4.1)
with initial conditions
(1) φ1(θ) ≡ 2, φ2(θ) = 1.7;
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(2) φ1(θ) ≡ 3, φ2(θ) = 3.8;
(3) φ1(θ) ≡ 4, φ2(θ) = 0.6
respectively.
Here, r1(t) = 1.1 + 0.1 sin t , a11(t) = 0.1, a12(t) = 1, m = 105, n = 1, r2(t) = 0.4 − 0.1 sin t , a21(t) = 0.6,
τ1(t) = τ2(t) = 0.01. By computation, we have
M1 = 12.14, M2 = 10.17, m1 = 9.98, m2 = 4.97.
It is easy to check that the coefficients above satisfy the conditions in Corollary 3.1. Hence, we obtain that system (4.1) has
a unique positive 2pi-periodic solution which is globally stable (see Fig. 1).
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