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A SIMPLE SEPARABLE EXACT C*-ALGEBRA NOT
ANTI-ISOMORPHIC TO ITSELF
N. CHRISTOPHER PHILLIPS AND MARIA GRAZIA VIOLA
Abstract. We give an example of an exact, stably finite, simple, sep-
arable C*-algebra D which is not isomorphic to its opposite algebra.
Moreover, D has the following additional properties. It is stably finite,
approximately divisible, has real rank zero and stable rank one, has a
unique tracial state, and the order on projections over D is determined
by traces. It also absorbs the Jiang-Su algebra Z, and in fact absorbs
the 3∞ UHF algebra. We can also explicitly compute the K-theory of D,
namely K0(D) ∼= Z
[
1
3
]
with the standard order, and K1(D) = 0, as well
as the Cuntz semigroup of D, namely W (D) ∼= Z
[
1
3
]
+
⊔ (0,∞).
1. Introduction
A C*-algebra A is said to be anti-isomorphic to itself if is isomorphic to its
opposite algebra Aop. The opposite algebra is by definition the C*-algebra
whose underlying vector space structure, norm, and adjoint are the same as
for A, while the product of x and y is equal to yx instead of xy.
In this paper we give an example of a simple separable exact C*-algebra
which is not anti-isomorphic to itself. There are several examples in the
literature of factors of type II1 and type III which are not isomorphic to
their opposite algebras. (See for example [7], [30], and [8].) A C*-algebra
isomorphism of von Neumann algebras is necessarily a von Neumann algebra
isomorphism, by Corollary 5.13 of [29]. These are therefore also examples
of simple C*-algebras not isomorphic to their opposite algebras. However,
none of these examples is separable or exact in the C*-algebra sense. (An
infinite factor contains a copy of every separable C*-algebra, so is not exact
as a C*-algebra. A factor of type II1 contains a copy of the C*-algebra M
of all bounded sequences in
∏∞
k=1Mk, and the proof of the proposition in
Section 2.5 of [31] shows that M is not exact.)
In a recent work [23], the first author proved the existence of a simple
separable C*-algebra A which is not isomorphic to its opposite algebra.
Moreover, A was shown to have real rank zero and K1(A) = 0. The C*-
algebra A was constructed as a subalgebra of Connes’ example of a II1 factor
N not anti-isomorphic to itself (see [7]), by finding a series of intermediate
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C*-algebras (Bn)n≥0 in N with some nice properties relative to the trace
and the real rank, and taking A =
⋃∞
n=0Bn. However, the construction did
not give an explicit model for this example. Problem 4.5 of [23] asked for
a more natural and explicit example of a simple separable C*-algebra not
isomorphic to its opposite algebra, and Problem 4.7 of [23] asked for an
exact example. We provide an example satisfying both conditions here.
We construct our example using a C* analog of a variation, due to the
second author [30], of Connes’ example of a II1 factor not anti-isomorphic to
itself. We let Zn denote Z/nZ. Our C*-algebra is a crossed product of a C*-
algebra C by an action γ of Z3. We show that D = C ⋊γ Z3 is exact, stably
finite, simple, separable, and unital. Moreover, using our explicit construc-
tion, we show that D is approximately divisible and has stable rank one and
real rank zero, and that it tensorially absorbs the Jiang-Su algebra Z and
the 3∞ UHF algebra. Also, the order on projections over D is determined
by traces, and the K-groups and Cuntz semigroup of D are given by
K0(D) ∼= Z
[
1
3
]
, K1(D) = 0, and W (D) ∼= Z
[
1
3
]
+
⊔ (0,∞).
In Section 2 we recall definitions related to the properties we prove for D.
Section 3 contains a result on tracial states on crossed products. The C*-
algebra C and the action γ are described in Section 4. The algebra C is the
tensor product of a reduced free product A and the 3∞ UHF algebra B. The
action γ is a perturbation by an inner automorphism of the tensor product of
two automorphisms α ∈ Aut(A) and β ∈ Aut(B). The proof that D 6∼= Dop,
which is done in Section 5, relies on uniqueness of the tracial state on D,
and the fact that its Gelfand-Naimark-Segal representation yields a II1 factor
not isomorphic to its opposite algebra. We show in Section 6 that γ has the
Rokhlin property, which is the key to obtaining the additional properties of
D that are given above. These are proved in Sections 6 and 7. We conclude
with some open questions in Section 8.
2. Definitions
In this section, we give some definitions and known results which play a
key role in this paper.
Definition 2.1. A C*-algebra A is exact if for every short exact sequence
of C*-algebras and homomorphisms
0 −→ J −→ B −→ B/J −→ 0,
the sequence of spatial tensor products
0 −→ A⊗min J −→ A⊗min B −→ A⊗min (B/J) −→ 0
is exact.
The theory of exact C*-algebras was developed by Kirchberg in a series
of papers, particularly [18], [19], and [20]. He proved a number of conditions
equivalent to exactness for separable, unital C*-algebras. For example, ex-
actness is equivalent to nuclear embeddability. (See Theorem 4.1 and the
preceding comment in [19].) He also proved that the class of exact C*-
algebra is closed under some of the standard operations on C*-algebras, like
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quotients, tensor products, direct limits, and crossed products by amenable
locally compact groups (Proposition 7.1 of [20]). Nuclear C*-algebras are ex-
act, so abelian C*-algebras, AF algebras, and group C*-algebras of amenable
groups are all exact.
Definition 2.2. Let A be a C*-algebra, and let p, q ∈ A be projections.
Then p - q if and only if there is v ∈ A such that p = vv∗ and v∗v ≤ q.
In a finite factor, the order on projections is determined by the trace.
This means that if M is a finite factor with standard trace τ, and e, f ∈M
are projections, then e - f if and only if τ(e) ≤ τ(f). In [2] Blackadar asked
to what extent a similar comparison theory could be developed for simple
unital C*-algebras. A simple unital C*-algebra A may have more than one
tracial state, so we use the set T (A) of all tracial states on A. The following
definition is Blackadar’s Second Fundamental Comparability Question for⋃∞
n=1Mn(A). See 1.3.1 in [2].
Definition 2.3. Let A be a unital C*-algebra. Set M∞(A) =
⋃∞
n=1Mn(A),
using the usual embedding of Mn(A) in Mn+1(A) as the upper left corner.
We say that the order on projections over A is determined by traces if when-
ever p, q ∈M∞(A) are projections with q 6= 0 such that τ(p) < τ(q) for every
τ in T (A), then p - q.
Unfortunately, one must sometimes use quasitraces instead of tracial
states. A quasitrace on a C*-algebra A is essentially a not necessarily linear
trace, but which extends to all matrix algebras over A. See 4.2 of [25]. (This
definition differs slightly from that in Definition II.1.1 of [3], which omits
normalization and the requirement that the quasitrace extend properly to
matrix algebras.) It is an open question whether every quasitrace is a trace.
Definition 2.4 (Definition 1.2 of [4]). Let A be a separable unital C*-
algebra. We say that A is approximately divisible if for every x1, x2, . . . , xn ∈
A and ε > 0, there exists a finite-dimensional C*-subalgebra B of A, con-
taining the unit of A, such that:
(1) B has no commutative central summand, that is, B has no abelian
central projection.
(2) ‖xky − yxk‖ < ε for k = 1, 2, . . . , n and all y in the unit ball of B.
Many standard simple C*-algebras are approximately divisible. For our
purposes, we need:
Lemma 2.5. (1) Every infinite-dimensional simple unital AF algebra
is approximately divisible.
(2) Let A and B be separable unital C*-algebras. If A is approximately
divisible, then so is the tensor product A ⊗ B, with any choice of
tensor norm.
Proof. Part (1) is contained in Proposition 4.1 of [4]. Part (2) is immediate.

Proposition 2.6. Let A be a finite approximately divisible simple separable
unital exact C*-algebra. Then the order on projections over A is determined
by traces.
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Proof. Corollary 3.9(b) of [4] implies that if p, q ∈ M∞(A) are projections
with q 6= 0 and τ(p) < τ(q) for every quasitrace τ on A, then p - q. It is
proved in [13] that any quasitrace on a unital exact C*-algebra is a tracial
state. It is now clear that if τ(p) < τ(q) for every quasitrace τ on A, then
q 6= 0. This verifies Definition 2.3. 
Remark 2.7. Since [13] remains unpublished, we explain how one can prove
Proposition 2.6 using only published results. First, every quasitrace τ on A
defines a state on K0(A) by using the extension of τ to M∞(A) and the
formula τ∗([p]) = τ(p). The converse is also true (Theorem 3.3 of [5]). So it
is enough to show that every state on K0(A) is actually induced by a tracial
state on A. For a unital exact C*-algebra A, this is Corollary 9.18 of [14].
We follow Section 2 of [6] (not the original source) for the Cuntz semi-
group. See [6] and the references there for proofs of the assertions made
here.
Definition 2.8. Let A be a C*-algebra. Given a, b ∈M∞(A)+, we say that
a is Cuntz subequivalent to b, denoted by a - b, if there is a sequence (vn)
∞
n=1
in M∞(A) such that
lim
n→∞
‖vnbv∗n − a‖ = 0.
Moreover, we say that a and b are Cuntz equivalent , denoted by a ∼ b, if
a - b and b - a.
This is an equivalence relation, so we can make the following definition.
Definition 2.9. Given a C*-algebra A, we define the Cuntz semigroup
W (A) of A to be M∞(A)+/∼. We write 〈a〉 for the class of a ∈ M∞(A)+.
We define a semigroup operation by 〈a〉+ 〈b〉 = 〈a⊕ b〉, and a partial order
by 〈a〉 ≤ 〈b〉 if and only if a - b.
This semigroup is an analog for positive elements of the semigroup of
Murray-von Neumann equivalence classes of projections. If the C*-algebra A
is stably finite, then two projections p, q ∈M∞(A) are Murray-von Neumann
equivalent if and only if they are Cuntz equivalent. In general, it is not
easy to compute the Cuntz semigroup and it is not known how the Cuntz
semigroup behaves with respect to tensor products or reduced free products.
3. Uniqueness of the tracial state on some crossed products
Let α : G → Aut(A) be an action of a finite group G on a unital C*-
algebra A. Consider the crossed product A⋊αG = A⋊α,rG, with standard
unitaries ug coming from the elements of G. The usual conditional expec-
tation E : A ⋊α G → A is given by E
(∑
g∈G agug
)
= a1, where 1 is the
identity of G. Any state ω on A gives rise to a state ω ◦ E on A⋊α G.
Remark 3.1. Let the notation be as above, and further assume G is abelian.
One easily checks that a state ψ on A⋊αG is of the form ω◦E for some state ω
on A if and only if ψ is invariant under the dual action α̂ : Ĝ→ Aut(A⋊αG).
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Lemma 3.2. Let A be a unital C*-algebra with a unique tracial state τ. Let α
be an action of Zn on A. Let πτ be the Gelfand-Naimark-Segal representation
of A corresponding to τ. Set Nτ = (πτ (A))
′′ ⊆ B(L2(A, τ)). Denote by α˜ the
extension of α to Nτ . Assume that the von Neumann algebra Nτ ⋊α˜ Zn is a
II1 factor. Then there is a unique tracial state on A⋊α Zn.
Proof. Let E : A⋊α Zn → A be the conditional expectation on the crossed
product, as defined above. Then τ ◦E is a tracial state on A⋊αZn. Suppose
σ is a different tracial state on A⋊αZn. Identifying Ẑn with Zn, let α̂ : Zn →
Aut(A⋊α Zn) denote the dual action. Take
µ =
1
n
n−1∑
k=0
σ ◦ α̂k.
Then µ is an α̂-invariant tracial state, so by Remark 3.1 and uniqueness
of τ, we have µ = (µ|A) ◦ E = τ ◦ E. Therefore.
σ ≤ n · (τ ◦E).
We claim that σ extends to a normal tracial state σ˜ on Nτ ⋊α˜Zn. Denote
by τ0 the unique trace on Nτ ⋊α˜ Zn, so that τ0|A⋊αZn = τ ◦ E. Recall that
the L2-norm on Nτ ⋊α˜ Zn is given by ‖y‖22 = τ0(y∗y) for y ∈ Nτ ⋊α˜ Zn.
Fix x ∈ Nτ ⋊α˜ Zn, and choose a sequence (xm)m≥0 in A ⋊α Zn such that
limm→∞ ‖xm − x‖2 = 0. Then for every ε > 0 there exists n0 such that
‖xk − xl‖2 ≤ ε/
√
n for k, l > n0. Using the Cauchy-Schwarz inequality for
the inner product corresponding to the tracial state σ at the first step, we
get
|σ(xl − xk)|2 ≤ σ((xl − xk)∗(xl − xk)) ≤ n
[
τ ◦ E((xl − xk)∗(xl − xk))
]
= n‖xl − xk‖22 ≤ ε2
for all k, l > n0. So the sequence (σ(xm))m≥0 is Cauchy. Set σ˜(x) =
limm→∞ σ(xm). By a similar argument we can show that the definition of
σ˜(x) does not depend on the choice of the sequence (xm)m≥0. This proves
the claim.
Since σ˜ is a normal trace on Nτ ⋊α˜ Zn satisfying σ˜ ≤ nτ0, there exists an
element c in the center of Nτ ⋊α˜ Zn such that:
• 0 ≤ c ≤ n.
• τ0(c) = 1.
• σ˜(x) = τ0(xc) for every x ∈ Nτ ⋊α˜ Zn.
The element c is not a scalar since σ˜ 6= τ0. This contradicts the assumption
that Nτ ⋊α˜ Zn is a factor. 
4. The description of the C*-algebra D = C ⋊γ Z3
In this section we describe our example of a C*-algebra D not isomorphic
to its opposite algebra. It is the crossed product of a C*-algebra C by an
action γ of the finite group Z3. The algebra C is the tensor product A⊗B,
where A is a reduced free product C*-algebra and B is a UHF algebra.
The automorphism γ which generates our action of Z3 is a perturbation,
by an inner automorphism, of an automorphism of the form α ⊗ β, with
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α ∈ Aut(A) and β ∈ Aut(B). We start by describing the two C*-algebras A
and B, and the two automorphisms α and β.
Definition 4.1. Define ϕn : M3n →M3n+1 by ϕn(x) = diag(x, x, x) for x ∈
M3n . Let B be the UHF algebra obtained as the direct limit of the sequence
(M3n , ϕn)n∈N. We identify M3n with the tensor productM3⊗M3⊗· · ·⊗M3
(n copies of M3) and think of B as the infinite tensor product C*-algebra⊗∞
1 M3.
Notation 4.2. Denote by Bn the image of the embedding jn : M3n → B,
which we identify with
M3 ⊗M3 ⊗ · · · ⊗M3 ⊗ 1⊗ 1⊗ · · ·
(n copies of M3). For k ≥ 1, let πk : M3 → B be the map
πk(x) = 1⊗ 1⊗ · · · ⊗ 1⊗ x⊗ 1⊗ 1⊗ · · · ,
with x in position k, and denote by λ the shift endomorphism of B, deter-
mined by λ(πk(x)) = πk+1(x) for all k and all x ∈M3. Let (ei,j)3i,j=1 be the
standard system of matrix units in M3. Define unitaries u, v ∈ B by
v = π1
(
e2pii/3e1,1 + e
4pii/3e2,2 + e3,3
)
and
u = π1(e3,1)λ(v
∗) + π1(e1,2) + π1(e2,3).
From the above data we construct an automorphism β of B of outer
period 3, that is, 3 is the least integer m > 0 such that βm is inner. The
following result is due to Connes (Proposition 1.6 of [9]), who proved it
in the context of convergence in the strong operator topology by working
with the L2-norm. Below we simply outline the few changes from the von
Neumann algebra setting to the C*-algebra setting.
Lemma 4.3 (Connes). Let the notation be as in Definition 4.1 and Nota-
tion 4.2. Define automorphisms βn ∈ Aut(B) by
βn(x) = Ad
(
uλ(u)λ2(u) · · · λn(u))(x)
for all x ∈ B. Then β(x) = limn→∞ βn(x) exists for every x ∈ B, and β is
an outer automorphism of B such that β3 = Ad(v) and β(v) = e2pii/3v.
Proof. For each fixed k ≥ 1, and for any j > 0, the element λk+j(u) com-
mutes with all elements of Bk. Thus βk+j(x) = βk(x) for any j > 0 and
x ∈ Bk. Since
⋃∞
k=0Bk is dense in B, it follows that β(y) = limn→∞ βn(y)
exists for all y ∈ B. This gives a homomorphism β : B → B, necessarily
injective since B is simple. Clearly β(v) = uvu∗ = e2pii/3v. Next, the proof
of Proposition 1.6 of [9] shows that β3(y) = Ad(v)(y) for every y ∈ B. The
equality β3(y) = Ad(v)(y) implies that β is surjective, so β is an automor-
phism of B. Finally, β is outer because Proposition 1.6 of [9] implies that
it is outer on the type II1 factor obtained from the Gelfand-Naimark-Segal
construction using the unique tracial state on B. 
Definition 4.4. Define the C*-algebra A to be the reduced free product
A = C([0, 1]) ⋆r C([0, 1]) ⋆r C([0, 1]) ⋆r C
3,
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amalgamated over C, taken with respect to the states given by Lebesgue
measure µ on the first three factors and the state given by ϕ(c1, c2, c3) =
1
3(c1 + c2 + c3) on the last factor. For k = 1, 2, 3, let εk : C([0, 1]) → A be
the inclusion of the kth copy of C([0, 1]) in the reduced free product. Let
u0 = (e
2pii/3, 1, e−2pii/3) ∈ C3, and regard u0 as an element of A via the
obvious inclusion.
Lemma 4.5. The C*-algebra A of Definition 4.4 is unital, simple, separable,
exact, and has a unique tracial state.
Proof. It is trivial that A is unital and separable. That it is simple and has
a unique tracial state follows from several applications of the corollary on
page 431 of [1]. (The notation is as in Proposition 3.1 of [1], and the required
unitaries are easy to find.) Exactness follows from Theorem 3.2 of [11]. 
Lemma 4.6. Let the notation be as in Definition 4.4. Then there exists a
unique automorphism α ∈ Aut(A) such that, for all f ∈ C([0, 1]),
α(ε1(f)) = ε2(f), α(ε2(f)) = ε3(f), and α(ε3(f)) = Ad(u0)(ε1(f)),
and such that α(u0) = e
−2pii/3u0. Moreover, α
3 = Ad(u0).
Proof. We can identify C3 with the universal C*-algebra generated by a
unitary of order 3, with the generating unitary taken to be u0. The definition
of α(u0) is then legitimate because
(
e−2pii/3u0
)3
= 1. It is now obvious that
if we replace A by the full free product C([0, 1]) ⋆ C([0, 1]) ⋆ C([0, 1]) ⋆ C3
(taking u0 and the values of εk to be in the full free product), then the
definition gives an endomorphism α0 of the full free product. Moreover,
one checks immediately that α30 = Ad(u0) on the full free product. Finally,
using ϕ(u0) = 0, it is easily checked that α0 preserves the free product
state µ ⋆ µ ⋆ µ ⋆ ϕ. (See Proposition 1.1 of [1] for the definition of the free
product of two states.) Therefore α0 descends to an automorphism α of
C([0, 1]) ⋆r C([0, 1]) ⋆r C([0, 1]) ⋆r C
3 such that α3 = Ad(u0). 
Definition 4.7. Let A, u0 ∈ A, and α ∈ Aut(A) be as in Definition 4.4.
Let B and v ∈ B be as in Definition 4.1, and let β ∈ Aut(B) be as in
Lemma 4.3. We define C = A ⊗ B. (This tensor product is unambiguous
since B is nuclear.) Choose and fix a unitary w ∈ C∗(u0 ⊗ v) ⊆ C such
that w3 = (u0 ⊗ v)∗ (see Lemma 4.8 below), and define γ ∈ Aut(C) by
γ = Ad(w) ◦ (α ⊗ β). We also write γ for the action of Z3 on C generated
by Ad(w) ◦ (α⊗ β). (See Lemma 4.8 below.)
Lemma 4.8. Let the notation be as in Definition 4.7. Then there is a
unitary w ∈ C∗(u0 ⊗ v) ⊆ C such that w3 = (u0 ⊗ v)∗, and the resulting
γ ∈ Aut(C) satisfies γ3 = idC .
Proof. Since sp(u0), sp(v) ⊆
{
1, e2pii/3, e−2pii/3
}
, it immediately follows that
sp(u0 ⊗ v) is finite. Therefore there is a unitary w ∈ C∗(u0 ⊗ v) such that
w3 = (u0⊗ v)∗. Moreover, one checks that (α⊗β)(u0⊗ v) = u0⊗ v, whence
(α⊗β)(w) = w. It is now a routine calculation to check that (Ad(w) ◦ (α⊗
β)
)3
= idC . 
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Lemma 4.9. The C*-algebra C of Definition 4.7 is exact and has a unique
tracial state, namely the tensor product tracial state.
Proof. This is true for A by Lemma 4.5, and for B because B is a UHF al-
gebra. For exactness, apply Proposition 7.1(ii) of [20], and for existence of
a unique tracial state, apply Corollary 6.13 of [10]. 
Definition 4.10. Define the C*-algebra D by D = C ⋊γ Z3.
5. The C*-algebra D = C ⋊γ Z3 is not anti-isomorphic to itself
Definition 5.1. Let E be an arbitrary C*-algebra. The opposite algebra
Eop of E is by definition the C*-algebra whose underlying Banach space and
adjoint operation are the same as for E, while the product of x by y is equal
to yx instead of xy.
Our main result is that the C*-algebra D = (A ⊗ B) ⋊γ Z3, given in
Definition 4.10, is not isomorphic to its opposite algebra. We reduce the
statement about the nonisomorphism of D and Dop to a statement about
the nonisomorphism of the von Neumann algebra M associated to D (via
the Gelfand-Naimark-Segal representation coming from the obvious tracial
state of D) and Mop.
To this end, we first examine the weak operator closures of the images of
A and B in the Gelfand-Naimark-Segal representations coming from their
tracial states. These algebras were defined so that the statements in the
following lemmas would hold.
Lemma 5.2. Let B be as in Definition 4.1, and let β ∈ Aut(B) be as in
Lemma 4.3. Let R0 be the weak operator closure of the image of B under the
Gelfand-Naimark-Segal representation coming from the unique tracial state
of B, and let β˜ be the automorphism of R0 which extends β. Then R0 is
isomorphic to the hyperfinite factor R of type II1. The isomorphism R0 ∼= R
can be chosen so that β˜ becomes the automorphism of Proposition 1.6 of [9],
for the case p = 3 and γ = e2pii/3. In particular, with v as in Notation 4.2,
we have β˜3 = Ad(v) and β˜(v) = e2pii/3v.
Proof. This is obvious from the definitions and from the proof of Proposi-
tion 1.6 of [9]. 
Lemma 5.3. Let A be as in Definition 4.4, and let α ∈ Aut(A) be as in
Lemma 4.6. Let N0 be the weak operator closure of the image of A under the
Gelfand-Naimark-Segal representation coming from the unique tracial state
of A (Lemma 4.5), and let α˜ be the automorphism of N0 which extends α.
Then N0 is a factor of type II1 isomorphic to the free product N of three
copies of L∞([0, 1]) (using Lebesgue measure) and the group von Neumann
algebra L(Z3) ∼= C3 (using the tracial state ϕ of Definition 4.4). With
λk : L
∞([0, 1]) → L∞([0, 1]) ⋆ L∞([0, 1]) ⋆ L∞([0, 1]) ⋆ L(Z3),
for k = 1, 2, 3, being the inclusion of the kth free factor, and with u0 ∈ C3 ∼=
L(Z3) being as in Definition 4.4, the isomorphism N0 ∼= N can be chosen
so that, on N, for all g ∈ L∞([0, 1]), we have
α˜(λ1(g)) = λ2(g), α˜(λ2(g)) = λ3(g), and α˜(λ3(g)) = Ad(u0)(λ1(g)),
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and α˜(u0) = e
−2pii/3u0. Moreover, α˜
3 = Ad(u0).
Proof. This is obvious from the definitions. 
The nonisomorphism of the von Neumann algebra M of the next propo-
sition and its opposite algebra was proved in [30]. We recall it here for the
convenience of the reader, and refer to the original paper for the proof.
Proposition 5.4. Let N, u0, and α˜ ∈ Aut(N) be as in Lemma 5.3, and let
R, v, and β˜ ∈ Aut(R) be as in Lemma 5.2. Let w be as in Definition 4.7,
regarded as an element of the von Neumann algebra tensor product N⊗R.
Then Ad(w) ◦ (α˜ ⊗ β˜) generates an action γ˜ of Z3 on N⊗R, and M =
(N⊗R)⋊γ˜ Z3 is a factor of type II1 which is not isomorphic to its opposite
von Neumann algebra.
Proof. That γ˜ generates an action of Z3 follows as in the proof of Lemma 4.8.
(Or see [30].) That M is a factor is in Section 4 of [30], and M 6∼= Mop is
Theorem 6.1 of [30]. 
Proposition 5.5. The C*-algebra D = C⋊γZ3 of Definition 4.10 is simple,
separable, unital, exact, and has a unique tracial state.
Proof. It is obvious that D is separable and unital.
The automorphism γ is outer, because β is outer (Lemma 4.3). Therefore
γ2 = γ−1 is outer. Simplicity of D now follows from Theorem 3.1 of [21].
Exactness follows from Proposition 7.1(v) of [20] and Lemma 4.9.
To prove that D has a unique tracial state, apply Lemma 3.2, using
Lemmas 4.9, 5.2, and 5.3, as well as Proposition 5.4, to verify its hypotheses.

To reduce the nonisomorphism of the C*-algebra D and its opposite to the
nonisomorphism of the von Neumann algebraM and its opposite, we use the
unique tracial state defined on D and its associated Gelfand-Naimark-Segal
representation.
Theorem 5.6. The C*-algebra D = C ⋊γ Z3 of Definition 4.10 is not
isomorphic to its opposite algebra.
Proof. Assume that there exists an isomorphism Φ: D → Dop. Let τ be the
unique tracial state on D (Proposition 5.5), and denote by τop the corre-
sponding (unique) tracial state on Dop. Denote by π and πop the Gelfand-
Naimark-Segal representations of D and Dop associated to τ and τop. By
uniqueness of the tracial states, we have τ = τop ◦ Φ, so π is unitarily
equivalent to πop ◦ Φ. It follows that as von Neumann algebras (π(D))′′
and (πop(Dop))′′ are isomorphic. As in the proof of Theorem 3.2 of [23],
the algebra (π(D))′′ is isomorphic to the factor M of Proposition 5.4, and
(πop(Dop))′′ ∼=Mop. So M ∼=Mop, contradicting Proposition 5.4. 
6. The Rokhlin property
We obtain further properties of the C*-algebra D = C ⋊γ Z3 by showing
that γ has the Rokhlin property.
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Definition 6.1. Let E be a unital C*-algebra and let σ : G → Aut(E) be
an action of a finite group G on E.We say that σ has the Rokhlin property if
for every finite set F ⊆ E and every ε > 0, there exist mutually orthogonal
projections eg ∈ E for g ∈ G such that:
(1) ‖σg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F.
(3)
∑
g∈G eg = 1.
We first prove a Rokhlin-like property of order 3 for the automorphism β
of Lemma 4.3.
Lemma 6.2. Let B be as in Definition 4.1, and let β ∈ Aut(B) be as in
Lemma 4.3. Then for any ε > 0 and any finite set F ⊆ B there exist
projections p1, p2 and p3 such that:
(1) ‖β(pj)− pj+1‖ < ε for j = 1, 2, and ‖β(p3)− p1‖ < ε.
(2) ‖pja− apj‖ < ε for all a ∈ F and all j ∈ {1, 2, 3}.
(3) p1 + p2 + p3 = 1.
Proof. Adopt the notation of Notation 4.2 and Lemma 4.3. Since B =
lim−→Bn, we need only consider finite subsets F such that there is n with
F ⊆ Bn. Set
p1 = πn+1(e1,1), p2 = πn+1(e3,3), and p3 = πn+1(e2,2).
Obviously p1+p2+p3 = 1. Since p1, p2, and p3 commute with every element
in F, condition (2) is verified. To check condition (1), we need to compute
β(pj) for j ∈ {1, 2, 3}. Note that if 0 ≤ k ≤ n − 2 or k ≥ n + 1, then λk(u)
commutes with pj for j ∈ {1, 2, 3}. Set v0 = e2pii/3e1,1 + e4pii/3e2,2 + e3,3, so
that v = π1(v0). We have
Ad(λn(u))(p1) = λ
n
(
(e3,1 ⊗ v∗0 ⊗ 1⊗ · · · )(e1,1 ⊗ 1⊗ · · · )(e3,1 ⊗ v∗0 ⊗ 1⊗ · · · )∗
)
= p2,
Ad(λn(u))(p2) = λ
n
(
(e2,3 ⊗ 1⊗ 1⊗ · · · )(e3,3 ⊗ 1⊗ · · · )(e2,3 ⊗ 1⊗ 1⊗ · · · )∗
)
= p3,
Ad(λn(u))(p3) = λ
n
(
(e1,2 ⊗ 1⊗ 1⊗ · · · )(e2,2 ⊗ 1⊗ · · · )(e1,2 ⊗ 1⊗ 1⊗ · · · )∗
)
= p1.
Also,
λn−1(u) = πn(e3,1)πn+1(v
∗
0) + πn(e1,2) + πn(e2,3),
and v∗0 commutes with e1,1, e2,2, and e3,3, so λ
n−1(u) commutes with p1, p2,
and p3. Therefore
β(p1) = Ad(λ
n−1(u)λn(u))(p1) = p2,
β(p2) = Ad(λ
n−1(u)λn(u))(p2) = p3,
β(p3) = Ad(λ
n−1(u)λn(u))(p3) = p1.
So p1, p2, and p3 verify condition (1). 
Proposition 6.3. The action γ : Z3 → Aut(C) of Definition 4.7 has the
Rokhlin property.
Proof. Recall that γ is generated by the automorphism (also called γ) Ad(w)◦
(α⊗ β) of C = A⊗B.
We first claim that for any finite subset F ⊆ A⊗B and any ε > 0, there
are projections e1, e2, e3 ∈ A⊗B such that:
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(1) ‖(α ⊗ β)(ej)− ej+1‖ < ε for j = 1, 2, and ‖(α ⊗ β)(e3)− e1‖ < ε.
(2) ‖eja− aej‖ < ε for all a ∈ F and all j ∈ {1, 2, 3}.
(3) e1 + e2 + e3 = 1.
A standard approximation argument shows that it suffices to choose a subset
G ⊆ A ⊗ B which generates a dense *-subalgebra of A ⊗ B, and consider
only finite subsets F ⊆ G. Thus, we may assume that there are finite subsets
S ⊆ A and T ⊆ B such that
F =
{
a⊗ b : a ∈ S and b ∈ T}.
Set M = sup{‖a‖ : a ∈ S}. Apply Lemma 6.2 with ε/(M + 1) in place of ε
and with T in place of F, obtaining projections p1, p2, p3 ∈ B as there. Set
ej = 1 ⊗ pj for j ∈ {1, 2, 3}. Conditions (1) and (3) above are immediate.
For (2), let a ∈ S and b ∈ T, and let j ∈ {1, 2, 3}. Then
‖(1⊗ pj)(a⊗ b)− (a⊗ b)(1 ⊗ pj)‖ = ‖a‖‖pjb− bpj‖ ≤M · ε/(M + 1) < ε.
This proves the claim.
To show that the action γ = Ad(w) ◦ (α ⊗ β) has the Rokhlin property,
let F ⊆ C be finite and let ε > 0. It suffices to find projections e1, e2, e3 ∈ C
satisfying Conditions (1)–(3) in the claim above with γ in place of α ⊗ β.
Choose e1, e2, e3 ∈ C as in the claim with F ∪ {w} in place of F and 12ε
in place of ε. The analogs of Conditions (2) and (3) above are immediate.
For (1), estimate
‖γ(e1)− e2‖ = ‖(α ⊗ β)(e1)− w∗e2w‖ ≤ ‖(α⊗ β)(e1)− e2‖+ ‖e2 − w∗e2w‖
= ‖(α ⊗ β)(e1)− e2‖+ ‖we2 − e2w‖ < 12ε+ 12ε = ε.
Similarly ‖γ(e2)− e3‖ < ε and ‖γ(e3)− e1‖ < ε. 
Recall the Jiang-Su algebra Z, from Theorem 2.9 of [17]. It is a simple
separable unital nuclear C*-algebra, not of type I, which has a unique tracial
state and which satisfies K0(Z) ∼= Z and K1(Z) = 0.
Proposition 6.4. The C*-algebra D = C ⋊γ Z3 of Definition 4.10 is ap-
proximately divisible, stably finite, and has real rank zero and stable rank
one. The order on projections over D is determined by the unique tracial
state on D, in the sense of Definition 2.3. Moreover, D tensorially absorbs
the 3∞ UHF algebra B and the Jiang-Su algebra Z.
Proof. The C*-algebra D is stably finite since it is simple and has a (neces-
sarily faithful) tracial state.
The same applies to A. Since B is a UHF algebra, Corollary 6.6 in [24]
implies that tsr(A ⊗ B) = 1. Since γ has the Rokhlin property, Proposi-
tion 4.1(1) in [22] now implies that tsr(D) = 1.
Since any quasitrace on a unital exact C*-algebra is a tracial state ([13]),
Lemma 4.5 implies that the projections in A distinguish the quasitraces.
Theorem 7.2 in [25] now implies that A⊗B has real rank zero, and Propo-
sition 4.1(2) in [22] implies that D has real rank zero.
Lemma 2.5(1) implies that B is approximately divisible, so Lemma 2.5(2)
implies that A ⊗ B is approximately divisible, and Proposition 4.5 in [22]
(or Corollary 3.4(2) in [15]) implies that D is approximately divisible.
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Proposition 2.6 now implies that the order on projections over D is de-
termined by traces.
For the absorption properties, first note that C⊗B = A⊗B⊗B ∼= A⊗B.
Thus C absorbs B. It now follows from Corollary 3.4(1) of [15] that D
absorbs B. Now D absorbs Z because, by Corollary 6.3 of [17], the algebra
B absorbs Z. 
7. The K-theory of the crossed product D = C ⋊γ Z3
In this section, we compute the K-theory of the algebra
D = C ⋊γ Z3 = (A⊗B)⋊Ad(w)◦(α⊗β) Z3.
We start with the K-theory of A.
Lemma 7.1. Let A be as in Definition 4.4. Then the inclusion η : C3 → A
of the last free factor is a KK-equivalence. In particular, K1(A) = 0 and
K0(A) ∼= Z3, generated by the classes of the images of the projections
r1 = (1, 0, 0), r2 = (0, 1, 0), and r3 = (0, 0, 1)
in C3. Moreover, K0(α) is given by permuting the coordinates: (η1, η2, η3) 7→
(η3, η1, η2).
Proof. First, the inclusion C→ C([0, 1]) is clearly a homotopy equivalence.
By taking the full free product of homotopies, we find that
C = C ⋆ C ⋆ C→ C([0, 1]) ⋆ C([0, 1]) ⋆ C([0, 1])
(full free products) is a homotopy equivalence. Therefore
C
3 = C ⋆C3 → C([0, 1]) ⋆ C([0, 1]) ⋆ C([0, 1]) ⋆C3
is a homotopy equivalence. Theorem 4.1 of of [12] (see the introduction to
that paper for the notation A and Ar used there) implies that
C([0, 1])⋆C([0, 1])⋆C([0, 1])⋆C3 → C([0, 1])⋆rC([0, 1])⋆rC([0, 1])⋆rC3 = A
is a KK-equivalence. (Note that “K-equivalence” in [12] is what is usually
called KK-equivalence; see Section 6 of [28].)
To compute K0(α), observe that the unitary u0 of Definition 4.4 is given
by u0 = e
2pii/3r1 + r2 + e
−2pii/3r3. Since it generates C
3 and
α(u0) = e
−2pii/3u0 = r1 + e
−2pii/3r2 + e
2pii/3r3,
we must have α(r1) = r3, α(r2) = r1, and α(r3) = r2. The desired formula
is now immediate. 
Proposition 7.2. Let C = A ⊗ B be as in Definition 4.7, and let D =
C ⋊γ Z3 be as in Definition 4.10. Then
K0(D) ∼= Z
[
1
3
]
and K1(D) = 0.
The first isomorphism sends [1] to 1, and is an isomorphism of ordered
groups. Letting τ be the tracial state on D as in Proposition 5.5, the map
τ∗ : K0(D)→ R corresponds to the inclusion of Z
[
1
3
]
in R.
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Proof. We use the notation of Definition 4.1, Lemma 4.3, Definition 4.4,
Lemma 4.6, and Definition 4.7.
We begin by computing K∗(C) and K∗(γ). We apply the Ku¨nneth for-
mula [27]; this is valid because B is in the bootstrap category of [27]. Since
K0(B) ∼= Z
[
1
3
]
, with [1] being sent to 1, and K1(B) = 0, Lemma 7.1 gives
K1(C) = 0 and K0(C) ∼= Z
[
1
3
]3
.
The inclusion C3 → A of the last free factor in A gives an inclusion C3⊗B →
C, and this map is an isomorphism on K-theory. Since K∗(β) is the identity,
it moreover follows that K0(α ⊗ β) : Z
[
1
3
]3 → Z[13]3 is given by permuting
the coordinates as in Lemma 7.1: (η1, η2, η3) 7→ (η3, η1, η2). Since Ad(w) is
trivial on K-theory, K0(γ) is given by the same formula.
We now compute the K-theory of the fixed point algebra Cγ of C under
the action γ. Since C is simple and unital, and γ has the Rokhlin property
(Proposition 6.3), we can apply Theorem 3.13 in [16] to conclude that the
inclusion of Cγ in C is injective on K-theory, and that its range is
2⋂
m=0
ker(id−K∗(γm)).
We can ignore the term for m = 0. Since
id−K∗(γ2) = K∗(γ2) ◦ (−(id−K∗(γ)))
and K∗(γ
2) is injective, we can also ignore the term for m = 2. Thus,
K∗(C
γ) ∼= ker(id−K∗(γ)).
It immediately follows that K1(C
γ) = 0. Moreover, id − K0(γ) is given
by the matrix 
 1 −1 00 1 −1
−1 0 1

 .
The map η 7→ (η, η, η) is an isomorphism from Z[13] to ker(id−K0(γ)) which
sends 1 to (1, 1, 1) = [1]. This completes the computation of K∗(C
γ).
Let z ∈ C ⋊γ Z3 be the standard unitary corresponding to the usual
generator of Z3, and let p ∈ C ⋊γ Z3 be the projection p = 13(1 + z + z2).
The Proposition, Corollary, and proof of the Corollary in [26] imply that Cγ
is isomorphic to the corner p(C⋊γ Z3)p. Since C⋊γ Z3 is simple, this corner
is full, and its inclusion is an isomorphism on K-theory. Thus,
K1(C ⋊γ Z3) = 0 and K0(C ⋊γ Z3) ∼= Z
[
1
3
]
,
with [p] corresponding to 1 ∈ Z[13]. Let γ̂ ∈ Aut(C ⋊γ Z3) denote the
generator of the dual action. Then p + γ̂(p) + γ̂2(p) = 1. Moreover, K0(γ̂)
is an automorphism of Z
[
1
3
]
which fixes the nonzero element [1], so we
must have K0(γ̂) = id. Therefore [1] = 3[p]. Since multiplication by 3 is
an automorphism of Z
[
1
3
]
, it follows that there is an isomorphism K0(C ⋊γ
Z3) ∼= Z
[
1
3
]
which sends [1] to 1 ∈ Z[13].
The map τ∗ : K0(D) → R is a homomorphism which sends [1] to 1 ∈ R.
There is a unique homomorphism Z
[
1
3
]→ R which sends 1 to 1, namely the
inclusion. Therefore the isomorphism K0(C ⋊γ Z3) ∼= Z
[
1
3
]
must send τ∗ to
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the inclusion. Since the order on projections over D is determined by the
tracial states (Proposition 6.4), it follows that this isomorphism is an order
isomorphism for the usual order on Z
[
1
3
]
. 
Since D is simple and tensorially absorbs the Jiang-Su algebra, we can
also determine the Cuntz semigroup of the C*-algebra D. (See Definitions
2.8 and 2.9.)
Corollary 7.3. Let D = C ⋊γ Z3 be as in Definition 4.10. The Cuntz
semigroup of D is given by W (D) ∼= Z
[
1
3
]
+
⊔ (0,∞). Here, Z[13]+ is the
set of nonnegative elements in Z
[
1
3
]
. Addition and the order on each part of
the disjoint union are the usual ones. If η ∈ Z[13]+ and η0 ∈ (0,∞) is the
corresponding element of (0,∞), and if µ ∈ (0,∞), then η ≤ µ if and only
if η0 < µ in (0,∞), while η ≥ µ if and only if η0 ≥ µ in (0,∞). Moreover,
η + µ = η0 + µ, the right hand side being computed in (0,∞).
Proof. Since D is simple, unital, exact, stably finite, and Z-stable (Propo-
sition 5.5 and Proposition 6.4), we can apply Corollary 5.7 of [6]. Also, the
order on projections over D is determined by the tracial states (Propo-
sition 6.4), so the K-theory computation (Proposition 7.2) implies that
V (D) ∼= Z
[
1
3
]
+
. Lastly, LAffb(T (D))
++ (as defined in Section 2 of [6])
is isomorphic to (0,∞), since T (D) consists of just one point. The proof
is completed by observing that the order and semigroup operation in the
statement match those defined on W˜ (D) in Section 2 of [6]. 
8. Open problems
We discuss here some open questions on simple separable C*-algebras
not isomorphic to their opposites. Similar techniques to those of this paper
give examples with some other choices of K-theory. (Details will appear
elsewhere.) However, it seems that new methods are required to solve the
general case of the following problem.
Question 8.1. Let B be any UHF algebra. Is there a simple separable
exact C*-algebra, not isomorphic to its opposite algebra, whose K-theory
is the same as that of B, but which otherwise has all the properties of the
algebra D constructed in this paper?
Of course, one can generalize this question, letting B be a simple unital
AF algebra, or a simple unital AH algebra with no dimension growth and
real rank zero. If one drops the requirement that D have real rank zero,
there are even more choices for B.
New methods are also needed to address the following two questions.
Question 8.2. Is there a simple separable purely infinite C*-algebra which
is not isomorphic to its opposite algebra?
Question 8.3. Is there a simple separable nuclear C*-algebra which is not
isomorphic to its opposite algebra?
We see no obvious obstruction to a positive answer to Question 8.2, es-
pecially since there are type III factors not isomorphic to their opposite
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algebras [8]. A positive answer to Question 8.3 would be much more sur-
prising, in view of the Elliott program and the fact that all known invariants
of simple nuclear C*-algebras, even the Cuntz semigroup, are unable to dis-
tinguish a C*-algebra from its opposite.
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