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Abstract
We give uniformly convergent splines difference scheme for singularly perturbed boundary value problems
−u′′ + p(x)u′ + q(x)u= f (x), u(a)= 0, u(b)= 1, (1)
by using splines ﬁtted with delta sequence due to the very stiff nature of the problem under consideration. We
prove the O(min(h2, 2)) order of uniform convergence with respect to small parameter  at nodes on uniform
mesh and O(min(h, )) order of uniform global convergence with respect to the approximate solution given by
S(x)=∑Ni=1 Si (x)H(xi − x) where H is the Heaviside function, which is the approximation for the closed form
of the exact solution.
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1. Introduction
The use of the classical numerical methods for solving singularly perturbed boundary value problems
give rise to difﬁculties when  is very small since it causes boundary or interior layers phenomena. These
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include ﬁtted ﬁnite difference methods, ﬁnite elements methods with exponential ﬁtting or use of the
special meshes (cf. [1–4]).
Problem (1) exhibits one or two boundary layers depending on p and q which are caused by singularly
perturbed behaviour.
We ﬁnd splines collocation method using the continuity condition of the ﬁrst derivative of ﬁtted ex-
ponential splines at nodes for problem (1) where p, q, f are smooth and bounded functions and satisfy
some regularity requirements important to avoid turning points, and >1.
We use splines ﬁtted with delta sequence as numerical strategies for the solution of singularly perturbed
two-point boundary value problem (1). Due to the stiff nature of the problem we ﬁt the exponential
splines with delta sequence which closely follows the narrow nature of the singularly perturbed two-point
boundary value problem.We use exponential splines ﬁtted with delta sequence to obtain desired accuracy
in an uniform manner.
We consider the following form of the error estimate at nodes:
|u(xi)− Si (xi)|M min(h2, 2), 1< i <N − 1,
where M is independent of i, h, , u(xi) and Si (xi) are the exact and the approximate solution of the
difference scheme and the following global error estimate:
|ui(x)− Si (x)|M min(h, ),
i.e. the estimate between the nodes on each interval [xi, xi+1].
We prove that the difference scheme (5) for problem (1) has the nodal error O(min(h2, 2)) and the
global error O(min(h, )) on intervals [xi, xi+1], i = 1(1)N − 1. It allows us to calculate empirically
approximate solution on the whole interval [a, b] by replacing u(x) with splines Si (x) on [xi, xi+1],
i = 1(1)N − 1, where the approximate solution is given by
S(x)=
N∑
i=1
Si (x)H(xi − x),
H is the Heaviside function, H(x)= 0 for x < 0 and H(x)= 1 for x0.
The advantage of this method is global convergence, i.e. convergence between the mesh points and the
explicit form of the approximate solution.
2. Delta sequence as the ﬁtting factor
Function
f (x)=
{0 when |x|1,
exp
(
1
|x|2 − 1
)
when |x|< 1,
belongs to the space C∞0 (R), suppf = [−1, 1]. Deﬁne the function  : (x)= c−1f (x), x ∈ R, where
c = ∫R f (x) dx, (cf. [7]).
Function
(x)= 1/(x/), > 0, x ∈ R,
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has the following properties:∫
R
(x) dx = 1, supp(x)= {x| |x|< }, (x)0,
and deﬁne delta sequence, i.e. Friedrich molliﬁer. We shall use it as the ﬁtting factor j = 1/(xj ) in
the derivation of the exponential splines (cf. Eq. (4)) instead of  but slightly modiﬁed. We shall use the
molliﬁer
j =  exp(−x2j /2)
to follow the narrow feature of the exact solution to Eq. (1).
For h/
√
1, we have
|j − |Cx2j /C1h2/,
what we obtain by Taylor expansion. When h/
√
1, we obtain
|j − | = | exp(−x2j /2)− 1|C,
since | exp(−x2j /2)| → 0 as  → 0.
We shall use in the sequel the following estimate
|xj/ exp(−x2j /2)|(2e)−1/2 when h/1 (cf.[10]). (2)
|x2j /2 exp(−x2j /2)|1/e, x ∈ [0, 1], >1, h/1. (3)
These estimates allows us to improve the convergence rate for very small parameter . It was the reason
for introducing delta sequence as the ﬁtting factor.
3. Scheme generation
Consider uniform mesh x0 = a, xN = b, xi = a + ih, h= (b − a)/N , i = 0(1)N .
Interpolatory exponential spline Si (x) ∈ C2[a, b] which interpolates u(x) at mesh points xi is the
solution on each interval [xi, xi+1] of the differential equation
−jS′′i (x)+ piS′i (x)+ qiSi (x)= fi(xi+1 − x)/h+ fi+1(x − xi)/h, (4)
where j =  exp(−x2j /2), for xj  and zero for xj , Si (xi)= ui , i = 1(1)N − 1, pi = p(xi), qi =
q(xi), fi = f (xi) or we use piecewise constants pi = (p¯i + p¯i−1)/2, p¯i = p(xi), and similarly for fi ,
and qi . Solving (4) we obtain
Si (x)= exp(r1(xi − x))/(exp(−r2h)− exp(−r1h))
× {exp(−r2h)[(ui − Ypi)− (ui+1 − Ypi+1)]}
+ exp(r2(xi − x))/(exp(−r2h)− exp(−r1h)){ui+1 − Ypi+1 − exp(−r1h)(ui − Ypi)}
+ x/(hqi)(fi+1 − fi)+ 1/(hqi){−pi/qi(fi+1 − fi)+ xi+1fi − xifi+1},
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where
r1 = pi/(2j )−
√
p2i /(4
2
j )+ qi/j , r2 = (pi/(2j ))+
√
p2i /(4
2
j )+ qi/j ,(
r1 + r2 = pi/j , r2 − r1 = 2
√
p2i /(4
2
j )+ qi/j , r1r2 =−qi/j
)
,
Ypi = fi+1(−pi/(hq2i ))+ fi(1/qi + pi/(hq2i )),
Ypi+1 = fi+1(1/qi − pi/(hq2i ))+ fi(pi/(hq2i )).
From the continuity condition of the ﬁrst derivative of the splinesSi (x) at the pointxi (S′i (x
−
i )=S′i (x+i ))
on intervals [xi−1, xi] and [xi+1, xi] we obtain the following splines difference scheme:
Rui =Qf i, i = 1(1)N − 1, u0 = 0, uN = 1, (5)
where
Rui = r−i ui−1 + rci ui + r+i ui+1, Qf i = fi−1q−i + fiqci + fi+1q+i
and
r−i = (r2 − r1) exp(−(r2 + r1)h)/(exp(−r2h)− exp(−r1h)),
r+i = (r2 − r1)/(exp(−r2h)− exp(−r1h)),
rci = (r1 − r2)(exp(−r2h)+ exp(−r1h))/(exp(−r2h)− exp(−r1h)),
q−i = 1/qi{1/h+ [(r2 − r1) exp(−(r2 + r1)h)]/(exp(−r2h)− exp(−r1h))}
+ pi−1/(hq2i ){[(r2 − r1) exp(−(r2 + r1)h)− r2 exp(−r2h)
+ r1 exp(−r1h)]/(exp(−r2h)− exp(−r1h))},
q+i = 1/qi+1{1/h+ (r2 − r1)/(exp(−r2h)− exp(−r1h))}
+ pi+1/(hq2i+1){[r2 exp(−r1h)− r1 exp(−r2h)− (r2 − r1)]/(exp(−r2h)− exp(−r1h))},
qci = 1/qi{−1/h− [r2 exp(−r2h)− r1 exp(−r1h)]/(exp(−r2h)− exp(−r1h))}
+ pi/(hq2i ){[−(r2 − r1) exp(−(r2 + r1)h)
+ r2 exp(−r2h)− r1 exp(−r1h)]/(exp(−r2h)− exp(−r1h))}
+ 1/qj+1{−1/h+ [r1 exp(−r2h)− r2 exp(−r1h)]/(exp(−r2h)− exp(−r1h))}
+ pi+1/(hq2i+1){[r1 exp(−r2h)− r2 exp(−r1h)+ (r2 − r1)]/(exp(−r2h)− exp(−r1h))},
where pi = (p¯i−1+ p¯i)/2, pi+1= (p¯i + p¯i+1)/2, p¯i =p(xi). Thus, we obtain the tridiagonal system of
equations which gives approximation u1, u2, . . . , uN−1 of the solution u(x) at the points x1, . . . , xN−1.
4. Nodal errors
The proof of the uniform convergence is given according to [6]. The tridiagonal system (5) has the
following matrix form:
AU + F = C, (6)
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whereA=(aij ) is tridiagonal diagonally dominant matrix of orderN−1 where ai,i+1 are the coefﬁcients
of ui+1 in (5), i = 1(1)N − 2,
ai,i are the coefﬁcients of ui in (5), i = 1(1)N − 1,
ai,i−1 are the coefﬁcients of ui−1 in (5), i = 2(1)N − 2,
F = (f1, . . . , fN−1)T, fi=qci , i=1(1)N−1,U= (u1, . . . , uN−1)T, andC= (c1, 0, 0, . . . , 0, cN−1)T,
where c1 =−r−0 u0 − q−0 f0 =−r00 − q−0 f0, cN−1 =−r+N−1uN − q+NfN =−r+N−11 − q+NfN .
We have also
AU¯ + F = T (h)+ C, U¯ = (u(x1), . . . , u(xN+1))T (7)
is the exact solution, T (h)= (T1(h), . . . , TN(h))T is the truncation error of the scheme. Truncation error
can be expressed as
T (h)= (0)i ui + (1)i u′i + (2)i u′′(i),
where xi−1ixi+1 and
(0)i = r−i + rci + r+i − qiq−i − qiqc−i − qi+1qc+i − qi+1q+i ,
(1)i = h(r+i − r−i )− piq−i − piqc−i − pi+1qc+i − pi+1q+i + h(qiq−i − qi+1q+i ),
(2)i = h2/2(r+i + r−i )+ (q−i + qci + q+i )+ h(piq−i − pi+1q+i )− h2/2(qiq−i + qi+1q+i ).
Since (0)i = (1)i = 0 we shall consider only the part (2)i . Using
r+i + r−i = [(r2 − r1)(1+ exp(−(r2 + r1)h))]/(exp(−r2h)− exp(−r1h)),
q+i + q−i = 1/qi{2/h+ [(r2 − r1)(exp(−(r2 + r1)h)+ 1)]/(exp(−r2h)− exp(−r1h))}
+ pi/(hq2i ){[(r2 − r1)(exp(−(r2 + r1)h)− 1)]
/(exp(−r2h)− exp(−r1h))− (r2 + r1)},
q−i + qci + q+i = 1/qi{(r2 − r1)[exp(−(r2 + r1)h)+ 1− exp(−r2h)− exp(−r1h)]
/(exp(−r2h)− exp(−r1h))},
q+i − q−i = 1/qi{[(r2 − r1)(1− exp(−(r2 + r1)h))]/(exp(−r2h)− exp(−r1h))}
+ pi/(hq2i ){[(r2 − r1)(−1− exp(−(r2 + r1)h)+ exp(−r1h)
+ exp(−r2h))]/(exp(−r2h)− exp(−r1h))},
we obtain
(2)i = − h− hpi/(2qi)[(r2 − r1)(1− exp(−(r2 + r1)h))]/(exp(−r2h)− exp(−r1h))
+ hpi/(2qi)(r2 + r1)− p2i /q2i [(r2 − r1)(−1− exp(−(r2 + r1)h)+ exp(−r1h)
+ exp−(r2h))]/(exp(−r2h)− exp(−r1h))
+ /qi{[(r2 − r1)(1+ exp(−(r2 + r1)h)− exp(−r1h)− exp(−r2h)]
/(exp(−r2h)− exp(−r1h))}. (8)
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Suppose that h/1. After developing into Taylor series corresponding terms we obtain
(2)i = − h+ hp/(2q)(r2 + r1)+ hp/(2q)(r2 + r1)h2/6(r1r2)+ · · · + hp/(2q)(r2 + r1)
+ p2/(hq2)h2(r1r2) [−1+ h/2(r1 + r2)− h
2/12(2r22 + 3r1r2 + 2r21 )+ · · ·]
[1− h/2(r1 + r2)+ h2/6(r21 + r1r2 + r22 )+ · · ·]
+ /(hq)h2(r1r2) [1− h/2(r1 + r2)+ h
2/12(2r22 + 3r1r2 + 2r21 )+ · · ·]
[1− h/2(r1 + r2)+ h2/6(r21 + r1r2 + r22 )+ · · ·]
.
Then, ordering the terms we obtain
(2)i = − h+ hp/q(r1 + r2)+ h3p/(12q)(r1r2)(r1 + r2)+ · · ·
− p2h/q2(r1r2)− p2h3/(12q2)(r1r2)(4r21 + 5r1r2 + 4r22 )
+ · · · + h/q(r1r2)+ h3/(12q)(r1r2)2 + · · · .
Since r1r2 = (−q/), r1 + r2 = (p/) we have
(2)i = − h+ hp2/(q)− h3p2/(12q2)+ · · · − p2h/(q)+ p2h3/(12q)(4r21 + 5r1r2 + 4r22 )
+ · · · + h+ h3q/(12)+ · · · .
We omitted subscript i whenever it was not necessary. Thus,
|(2)i |Mh3/, when h/1.
When h/1 after cancelling the lower order term in (8) we obtain that |(2)i |Mh when h/1. Thus,
the truncation error is
T (h)=
{
M(h3/)u(2)(i), xi−1ixi, when h/1,
Mhu(2)(i), xi−1ixi, when h/1.
(9)
From (6) and (7) we obtain
A(U¯ − U)= T (h) (10)
andAE=T (h)whereE= U¯ −U = (e1, . . . , eN−1)T.We also have (cf. [6]) 1=∑N−1j=1 a1,j = rc1 + r+2 ,
i=∑Ni=1 ai,j=r−i +rci +r+i , i=2(1)N−2, N−1=r−N−2+rcN−1.When (p=0, q > 0), (p > 0, q > 0),
(p < 0, q > 0), (p > 0, q = 0), (p < 0, q = 0) there exist so small h such that A−1 exists and its elements
are non-negative (cf. [6,5]). Thus, from (10) we have
E = A−1T . (11)
Since
N−1∑
i=1
a−1k,i i = 1, k = 1(1)N − 1, (12)
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where a−1k,i is the (k, i)th element of the matrix A−1 we obtain
N∑
i=1
a−1k,i 1
/
min
1 iN−1 i |i0 |,
i0 is between 1 and N − 1. By (9), (11) and (12) we have
ej =
N−1∑
i=1
a−1j,i Ti(h), j = 1(1)N − 1, (13)
and thus
|ej |
{
M(h3/)/i0, h/1,
M(h/)/i0, h/1,
(14)
j = 1(1)N − 1, M is a constant independent of h and .
We shall estimate i0 . We have
i0 = r−i + rci + r+i = [(r2 − r1)(exp(−(r2 + r1)h)+ 1− exp(−r2h)
− exp(−r1h))]/(exp(−r2h)− exp(−r1h)). (15)
When h/1 after developing into Taylor series and cancelling the hardest terms we obtain
i0 =−h(r1r2)[1+ h2/12(r1r2)+ · · ·]
and since r1r2 = (−q/) we obtain
i0 = hq/(1+ O(h2/)).
Thus,
|i0 |Mh/ when h/1.
When h/1 we have in (15) that
|i0 |2M
√
p2/(42)+ q/M/
√
p2 + 4qM/
M/ exp(−x2j /2)M/(xj/ exp(−xj/2)/xj )Mxj/2Mjh/2,
since y exp(−y2t)(2et)−1/2 (cf. [10] and (2)) and r2−r1=2
√
p2/(4)+ q/, r1+r2=(p/). Finally,
|i0 |
{
Mh/ when h/1,
M2/h when h/1. (16)
Thus by (14) and (16) we have
|ej |
{
Mh2 when h/1,
M2 when h/1.
Therefore, ‖E‖ = O(min(h2, 2)). We can formulate the main theorem.
Theorem 1. The proposed method (5) for problem (1) when q(x)0 and h is sufﬁciently small has the
nodal errors which are O(min(h2, 2)) accurate on uniform mesh.
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5. Special cases
We shall consider special cases when p = 0, q = 0 or p = 0, q = 0.
I. Let q = 0, p = 0. Then we obtain the difference scheme from [9] where i = pih/i . With our
ﬁtting factor the following theorem holds what is remarkable progress with respect to the results from
[9]. Since for h/1, |i(u)|Mh4/ and by x2i /2 exp(−x2i /2)C we have |Ri |Mh2/i . Follows,
the nodal errors areM2 for h/1. When h/1 we obtain the nodal errorsMh2. Using the approach
in the proof of [9] we obtain
Theorem 2. Let p, f ∈ C3[a, b], and {ui}, i = 1(1)N − 1 be the solution of
Rui =Qf i, i = 1(1)n− 1, u0 = 0, uN = N 1,
where Rui = r−i ui−1+ rci ui + r+i ui+1,Qf i = q−i fi−1+ qci fi + q+i fi+1 with coefﬁcients [9] and = j .
Then the nodal errors are
|u(xi)− ui(xi)|M min(h2, 2), i = 1(1)N − 1,
where u(xi) is the exact and ui(xi) is the approximate solution obtained by discretization [9].
II. Let p = 0, q = 0. The coefﬁcients of the scheme are
r−i =−i/ sinh i , r+i =−i+1/ sinh i+1, rci = i coth i + i+1 coth i+1,
q−i = 1/qi{1− i/ sinh i}, q+i = 1/qi+1{1− i+1/ sinh i+1},
qci = 1/qi{−1+ i coth i} + 1/qi+1{−1+ i+1 coth i+1}, (17)
where i =
√
qi/ih.
Theorem 3. Let p, f ∈ C2[a, b]. Let {ui}, i = 1(1)N − 1 be the approximate solution to the equation
−iu′′ +q(x)u=f (x), u(a)=0, u(b)=1 obtained by (17). Then, the nodal errors areO(min(h2, 2)),
accurate.
Proof. Calculation for h/
√
1, is the same as in the proof of the uniform convergence in [8] but for
h/
√
1, |i0 |Mh2/(2), and |(2)j |Mh2. Hence we obtain the nodal errors of the O(min(h2, 2))
accuracy. The rest of the proof is the same taking into consideration when h/
√
1, estimate (3). 
Scheme in Section 2 is the generalization of the previous results for p, q, f = 0, q(x)> 0.
6. Global error estimate
Theorem4. Theapproximate solution to problem (1)givenby splineSi (x)on [xi, xi+1]has the following
global error estimate:
|u(x)− Si (x)|M min(h, ),
i.e. the estimate between the nodes on each subinterval x ∈ [xi, xi+1], i = 0(1), n− 1.
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Proof. Since −u′′i + piu′i + qiui = fi we have in S′i (xi) the following:
S′i (xi)= ui{[−r1 exp(−r2h)+ r2 exp(−r1h)]/(exp(−r2h)− exp(−r1h))}
+ ui+1{(r1 − r2)/(exp(−r2h)− exp(−r1h))}
+ (−u′′i + piu′i + qiui){[r1 exp(−r2h)(1/qi + pi/(hq2i ))− r1(pi/(hq2i ))
+ r2(pi/(hq2i ))/(exp(−r2h)− exp(−r1h))] − [r2 exp(−r1h)(1/qi + pi/(hq2i ))]
/(exp(−r2h)− exp(−r1h))− 1/(hqi)} + (−u′′i+1 + pi+1u′i+1 + qi+1ui+1)
× {[−r1 exp(−r2h)(pi/(hq2i ))− r1(1/qi − pi/(hq2i ))+ r2(1/qi − pi/(hq2i ))
+ r2 exp(−r1h)(pi/(hq2i ))]/(exp(−r2h)− exp(−r1h))+ 1/(hqi)},
where u′′i and u′i stands for second and the ﬁrst derivative of u(xi). Then, we have the global error
e(xi + 	h)= u(xi + 	h)− Si (xi + 	h)= (u(xi)− Si (xi))+ (	h)(u′(xi)− S′i (xi))
+ (	h)2/2!(u′′(xi)− S′′i (x))+ R,
where R is negligible part in the error estimate. Since u(xi)− Si (xi)= 0 by interpolation property and
by checking we obtain that u′(xi)− S′i (xi)= 0. Then we shall estimate only the third term.
Let h/1. Then, after Taylor development the part multiplied by u′′(xi) in S′i (xi), we obtain
u′′(xi)− S′′i (xi)= u′′(xi)− [u′′(xi)+ u′′(xi)(−pih2/(4i)+ pih3/(2q2i )+ · · ·)]
and thus
|u′′(xi)− Si (xi)|Mu′′(xi)h2/.
When h/1 we have
|u′′(xi)− S′′i (xi)|Mu′′(xi)h/.
Then, we have
|e(xi + 	h)|(	h)2/2!u′′(xi)
{
Mh2/, when h/1,
Mh/, when Mh/1.
Since the ﬁrst derivative of Si (x) is continuous on interval [xi, xi+1] we have for each 0< 	< 1,
= rci + r+i = [−r1 exp(−r2h)+ r2 exp(−r1h)+ (r1 − r2)]/(exp(−r2h)− exp(−r1h)).
Whenh/1 then ||Ch/ andwhenh/1wehave ||C/C/(2/h)Ch/2.Then,we estimate
the global error as
|ui(x)− Si (x)|
{
Mh2//(h/), when h/1,
Mh//(h/2), when h/1,
which gives the desired global error estimate
|u(x)− Si (x)|M min(h, )
on each [xi, xi+1], i = 1(1)N − 1. 
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