Abstract. The class of n-fundamental algebras is introduced. It is a subclass of string algebras. For n-fundamental algebras we study the problem of when the Auslander-Reiten quiver contains, at the beginning or at the end, a component which is not generalized standard.
(1) Every vertex of Q A is the source of at most two arrows. (2) Every vertex of Q A is the target of at most two arrows. (3) For every arrow α in Q A there exists at most one arrow β (resp. γ) such that αβ ∈ I A (resp. γα ∈ I A ).
Throughout the paper we shall always consider special biserial algebras of the form KQ A /I A with (Q A , I A ) satisfying the above conditions.
Let (Q, I
) be a bound quiver. Recall that a walk in the quiver Q is a formal composition of arrows and their formal inverses. We shall also consider trivial walks e x attached to vertices x of Q. A walk w in the bound quiver (Q, I) is a walk in Q such that no subpath v in w or its formal inverse belongs to I.
We are interested in closed walks, i.e. ones with start vertices coinciding with end vertices. A closed walk w in a bound quiver (Q, I) will be called small if it is not of the form v n for any integer n ≥ 2, and for any positive integer m the walk w m does not contain αα −1 or α −1 α, and it is not of the form w m = w 1 uw 2 , where u is a path (resp. its formal inverse) such that either u (resp. u −1 ) lies in I, or u − z (resp. u −1 − z) belongs to I for some path z in Q.
A pair of two different small closed walks w 1 , w 2 is said to be inadmissible if:
(i) w 1 , w 2 have the same start vertex, (ii) for every prime p and any decompositions p = t j=1 (i j + l j ), i j , l j ≥ 1, the closed walks w 
Let A = KQ A /I
A be a special biserial algebra which is a string algebra, that is, I A is generated only by paths. Then there is a full classification of indecomposable finite-dimensional right A-modules (see [6, 19] ). For every such module X we have two possibilities. The first is that X is induced by a walk w satisfying: w = w 1 αα −1 w 2 , w = w 1 β −1 βw 2 and w does not contain a subwalk of the form u or u −1 with u ∈ I A . In this case we shall denote X by X(w). The other possibility is that there is a small closed walk v, an integer n ≥ 1 and an element λ ∈ K * such that X is uniquely determined (up to isomorphism) by these data. In this case we write X ∼ = X (v, n, λ) .
Under the above notation we have the following algorithm for computing Auslander-Reiten sequences, found by Skowroński and Waschbüsch in [18] . If X ∼ = X(w) for some walk w in Q A then we construct a walk w R in the following way. If Similarly we can construct a walk w L using the same rules on the other end of the walk w. Then we can compose our constructions and obtain a walk w RL . Finally, if X(w) is noninjective then we have the following Auslander-Reiten sequence in mod(A):
Furthermore, if X ∼ = X(v, n, λ) then it is known from [19] that the Auslander-Reiten sequence ending at X is of the form
where X(v, 0, λ) is always the zero module. Following Auslander and Reiten (see [2, 3] ) we attach to any K-algebra A its Auslander is the two-sided ideal in mod(A) generated by the irreducible morphisms. We shall not distinguish between indecomposable A-modules and their isoclasses.
A component in Γ A will always mean a connected component.
Following Ringel (see [14] ) two components C 1 , C 2 in Γ A are said to be orthogonal if Hom A (M, N ) = 0 = Hom A (N, M ) for any M ∈ C 1 and N ∈ C 2 . A family {C j } j∈J of pairwise orthogonal components in Γ A separates a component C from a component C provided that:
(1) Γ A = C j∈J C j C . (2) Hom A (C , C) = Hom A (C , j∈J C j ) = Hom A ( j∈J C j , C) = 0. (3) For any nonzero morphism f : M → N with M ∈ C, N ∈ C and for any j ∈ J there exists a finite-dimensional module X j in the additive category formed by the modules from C j and there are homomorphisms f 1 : M → X j and f 2 : X j → N such that f = f 2 f 1 .
1.7.
Throughout the paper A = KQ A /I A will denote a string algebra which is triangular. We define a triangular string algebra A to be A nseparated provided that for any two subquivers Q , Q in Q A of type A n such that KQ ∩ I A = 0 = KQ ∩ I A we have Q 0 ∩ Q 0 = ∅, where Q 0 , Q 0 denote the sets of vertices of Q , Q , respectively. 
Let
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The path algebra KQ (p,l) = A (p,l) is a tame hereditary algebra. It is well known (see [14] ) that its Auslander-Reiten quiver is a disjoint union
of components, where P(A (p,l) ) is the preprojective component and
is the preinjective component. Moreover, the family
) is a tube of rank 1 in the sense of [8] . The component C 0 (A (p,l) ) is a tube of rank
Finally, the following ( * )-condition is satisfied: ( * 1 ) if S i is a simple A (p,l) -module which is neither projective nor injective and the vertex i belongs to a clockwise oriented path then S i ∈ C 0 (A (p,l) ), ( * 2 ) if S i is a simple A (p,l) -module which is neither projective nor injective and i belongs to a counter-clockwise oriented path then
is an A (p,l) -module and w is a maximal path which is counter-clockwise oriented then
is an A (p,l) -module and w is a maximal path which is clockwise oriented then M (w) ∈ C ∞ (A (p,l) ).
1.9.
Let B be an algebra. Following Skowroński [17] we shall say that a component C of Γ B is generalized standard if rad A connected component C in Γ B is defined to be starting (resp. ending) if there is no nonzero morphism f : X → Y between indecomposable modules X, Y such that Y ∈ C and X ∈ C (resp. X ∈ C and Y ∈ C). An example of a starting component is the preprojective component P(A (p,l) ). It is also obvious that the preinjective component I(A (p,l) ) is an ending component.
One-point extensions
2.1. Let B be a finite-dimensional triangular K-algebra. Consider the algebra
where K M B is a finite-dimensional K-B-bimodule. It is clear that C is a finite-dimensional triangular K-algebra. Moreover, we can treat finitedimensional, right C-modules as triples (V, X B , f ), where V is a finitedimensional K-linear space, X B is a finite-dimensional right B-module and
The algebra C is said to be a one-point extension of B by K M B (see [13, 15] ).
2.2.
We can associate a vector space category X M B (see [15] ) to the bimodule K M B ; the indecomposable objects of X M B are the indecomposable finite-dimensional right B-modules X with Hom B ( K M B , X) = 0, and morphisms are of the form Hom B ( K M B , f ) for f ∈ Hom B (X, Y ). The structure of a left K-linear space on K M B yields the structure of a right K-linear space on Hom B ( K M B , X) for any X ∈ X M B , and the functor
. We know from [13] that there exists a functor η : U(X M B ) → mod(C) which is full and faithful and establishes an equivalence between the subspace category U(X M B ) and the full subcategory of mod(C) consisting of the modules without direct summands of the form (0, X, 0). Moreover, there is an equivalence of categories (mod(C))/[mod(B)] ∼ = U(X M B ) (see [15] 
One-point extensions of A (p,l)
3.1. Now we shall consider the algebra
where
is a simple regular A (p,l) -module in the sense of [14] . Then M A (p,l) is either a simple A (p,l) -module which is neither projective nor injective, or a simple regular A (p,l) -module which is not simple. In both cases ,l) ). In these notations we have
Lemma. (1) The vector space category
is linear. Proof. See [14] . Proof. Let Q be as in the definition of a fundamental algebra. Then there exists a sequence p and an integer l ≥ 1 such that Q = Q (p,l) . We put A 0 = A (p,l) . Let Q denote the quiver obtained from Q A by removing all arrows in Q and identifying all vertices in Q with vertex 0. Since Q is a tree, there is a vertex x = 0 which is either the source of exactly one arrow and the target of none, or the target of exactly one arrow and the source of none. If Q has r + 1 vertices then we put A r = A. Let Q r−1 be the quiver obtained from Q A by removing the vertex x and the only arrow α whose source or target is x. Let I r−1 be the two-sided ideal in KQ r−1 generated by the paths in I A which do not contain α. We put A r−1 = KQ r−1 /I r−1 . Then A r−1 is fundamental by construction.
Let
Suppose that the removed arrow α has source x. Let P x be an indecomposable projective right A-module which is not an A r−1 -module. It is clear that rad(P x ) is a uniserial right A-module which is an A r−1 -module. Thus clearly
and rad(P x ) is a uniserial A r−1 -module. If α has target x then consider an indecomposable injective right Amodule E x which is not an A r−1 -module. Again it is clear that E x /soc(E x ) is a uniserial A-module which is an A r−1 -module. Thus Proof. Since the quiver Q obtained from Q A by removing all arrows in Q and identifying all vertices in Q with vertex 0 is a tree, the assertion is obvious.
Define a ±-arrow of a quiver Q to be an arrow of Q or its formal inverse.
4.4.
Proposition. Let A be a fundamental K-algebra. Then
and the following conditions are satisfied :
versely, P(A) contains all X(w) for the walks w satisfying one of the following conditions: 
conversely, C 0 (A) contains all X 0 (w) for the walks w satisfying one of the following conditions: 
for the walks w satisfying one of the following conditions:
(3ii) w = w ww for some walks w , w which do not contain any 
(5ii) w = w ww for some walks w , w which do not contain any Assume that the assertion is true for all fundamental algebras A with r ≤ r 0 . Let A be a fundamental algebra such that there is a sequence of fundamental algebras A 0 , A 1 , . . . , A r 0 , A r 0 +1 which satisfies the relevant conditions. Assume that A r 0 +1 = A is a one-point extension of A r 0 = A. Every bound quiver (Q A , I A ) of A is obtained from a bound quiver (Q A , I A ) of A by adding to Q A one vertex 0 and one arrow κ with source 0 and target x ∈ Q A . Furthermore, I A is a two-sided ideal which contains I A and possibly new paths starting with κ.
Consider rad(P 0 ), which is a uniserial A-module. There is a nonzero path
If no walk in (Q A , I A ) starts at x and ends at a vertex of Q (p,l) then the vector space category X M contains only finitely many indecomposable
. . , n, and either w is trivial, or w = w τ −1 , or else w j = w τ −1 , where τ is an arrow in Q A whose target is x. Then X M is linear by [12] .
If there is a walk w in (Q A , I A ) which starts at x and ends at a vertex from Q (p,l) then by Lemma 4.3 there exists exactly one such walk w of minimal length. If w = w δε n · · · ε 1 then Hom A (M, M (w)) = 0 and X M consists of finitely many indecomposable A-modules of the above form. Hence
be the end of w. Then there are walks w in Q (p,l) which start at y such
In this case all X 0 (ww) are of the form 1 w) , . . . , and it is easy to see that
and w is as above. Then
Then it is easy to see that
Moreover, all indecomposable modules Z(w ) in X M for the walks w of the form w = wτ −1 ε a · · · ε 1 with a > i such that w is disjoint from Q (p,l) form a linear vector space category by [12] , and
Likewise, the indecomposable modules Z(w ) in X M for the walks w of the form w = wτ −1 ε b · · · ε 1 with b < i such that w is disjoint from Q (p,l) form a linear vector space category and
Finally, the indecomposable modules
also form a linear vector space category. Next, for every walk w 1 it is easy to see that either
or vice versa. In view of the above remarks the vector space category X M is linear. Now consider the case y = 0, p 2 , p 4 , . . . , p q−1 . Then y is a vertex of a maximal counter-clockwise oriented path in Q (p,l) , and y is neither the starting nor the ending point of this path. To simplify notation assume that y is the target of the arrow α 0,i , i = l. Then X 0 (ww) ∈ C 0 (A) ∩ X M provided that w is one of the following walks:
It is easy to see that
provided that w is one of the following walks: α
. . Then it is easy to see that
Next, the indecomposable modules Z(w ) in X M for w = wτ −1 ε a · · · ε 1 with a > i such that w is disjoint from Q (p,l) form a linear vector space category by [12] , and
The indecomposable modules Z(w ) for w = wτ −1 ε b · · · ε 1 with b < i such that w is disjoint from Q (p,l) also form a linear vector space category, and
Finally, the indecomposable modules Z(w 1 ) for
Consequently, the vector space category X M is linear. The case when
Now Lemma 2.3 shows that the indecomposable A -modules which are not A-modules can be identified with the following objects of the subspace category U(X M ): (K, 0, 0), (K, Z, id) for all indecomposable Z ∈ X M . Since every indecomposable Z ∈ X M is of the form Z ∼ = Z(w) for some walk w in (Q A , I A ) which starts at x, (K, 0, 0) is in fact the simple A -module S 0 . However every object (K, Z(w), id) is in fact an A -module of the form Z(wκ). Therefore we obtain condition (4) for the algebra A .
If there is no walk connecting x to Q (p,l) in (Q A , I A ) then X M is a finite vector space category whose indecomposable objects are Z(w) for the walks w of the form e x , w τ −1 ,
Then the indecomposable A -modules which are not A-modules are of the form Z(wκ) for the above w. Moreover, if there is an irreducible morphism If there is a walk in (Q A , I A ) which connects x to Q (p,l) then let w be such a walk of minimal length. By the first part of the proof the vector space category X M is linear, and the indecomposable A-modules of the form Z(w ww ) which belong to
In order to check (2), (5), notice that the new walks in (Q A , I A ) are of the form wκ. Thus if f : Z(w) → Z 1 is an irreducible morphism in mod(A) then either it is irreducible in mod(A ), or there are irreducible morphisms
Hence passing from Γ A to Γ A we do not glue any different components, and so
Furthermore, it is obvious that if (2) (resp. (5)) is satisfied for w then it is also satisfied for wκ.
The other cases can be checked similarly. We omit the details. Consequently, A r 0 +1 is a one-point extension of A r 0 , and conditions (1)-(5) hold for A r 0 +1 .
The case when A r 0 +1 is a one-point coextension of A r 0 is similar.
Proposition. Let A be a fundamental algebra. Then
Proof. We keep the notation of the previous proof and again argue by induction on r. If r = 1 then the assertion holds by Lemmas 3.2 and 3.3.
Assume that the assertion is true for a fixed r 0 . Let A be such that the above r for A is r 0 + 1. Set A r 0 = A for A ∼ = A r 0 +1 . By the inductive assumption, the required condition holds for A .
Suppose that A is a one-point extension of A by a uniserial A -module M . Then a bound quiver (Q A , I A ) is obtained from (Q A , I A ) by adding one vertex 0 and one arrow κ with source 0 and target x ∈ Q A . Furthermore, the two-sided ideal I A contains I A and possibly some new paths starting with κ.
Consider the uniserial A -module M ∼ = rad(P 0 ). There exists a nonzero In particular f ι factorizes through a module X λ ∈ add(C λ (A)) for some λ ∈ K * . Thus im(f ι) is an A (p,l) -module. But x ∈ supp(im(f ι)). Hence x ∈ Q (p,l) . Then by Proposition 4.4(1), either X(w ) is an A (p,l) -module, or X(w ) = X(w w) with X(w) ∈ P (A (p,l) ), or else w does not contain any ±-arrow from Q (p,l) . In the last case we have no factorization of f ι through any module X λ ∈ add(C λ (A)), for λ ∈ K * . Thus the last case is impossible.
If X(w ) is an A (p,l) -module from P(A (p,l) ) then X(w) is not an indecomposable A-module by Lemma 3.3. If X(w ) ∼ = X(w w) with X(w) ∈ P(A (p,l) ) then X(w wκ) is not an indecomposable A-module from P(A) by Proposition 4.4(1).
If Y (w 1 ) ∼ = S 0 then f factorizes through the indecomposable injective A-module E x and a similar analysis shows that X(w) cannot be an indecomposable A-module from P(A). Therefore f = f 1 and the required condition holds for f 1 , and so for f . Consequently,
is a one-point coextension of A r 0 we proceed dually. Thus, the proof is finished. 
It is clear that any 1-fundamental algebra is fundamental.
In this section we shall study Auslander-Reiten quivers of 2-fundamental algebras.
A 2-fundamental algebra A is defined to be minimal if the quiver Q A is of type A m .
Lemma. Let A be a minimal 2-fundamental algebra. If Q A is a path w such that w ∈ I A then Γ A has only one starting component P(A) and only one ending component I(A); both are generalized standard.
Proof. Since A is 2-fundamental, there are exactly two disjoint subquivers Q (p,l) and Q (p ,l ) in (Q A , I A ) . Moreover, Q A is a path w = β m · · · β 1 by assumption. Assume that the source of β 1 belongs to Q (p,l) and the target of β m belongs to Q (p ,l ) .
We start by studying the component P(A) which contains the simple projective A-modules S i for i = p 1 , p 3 , . . . , p q . By the Skowroński-Waschbüsch algorithm, Now we show that if
is not, then there exists a nonzero homomorphism f : 
. We infer that gf = 0. Hence im(f ) ⊂ X(w 2 ). But there is a monomorphism h : X(w 1 ) → X 1 (v 1 ) and f h = 0 by the last inclusion. Thus f h ∈ rad ∞ (X(w 1 ), X 2 (v 2 )). Furthermore, gf h = 0 is in rad ∞ (X(w 1 ), X(w 2 )). Since it is easily seen that no homomorphism from X(w 1 ) to X(w 2 ) can factorize through an A-module which is not a KQ A /I Amodule for I A = KQ A ∩ I A , we have gf h = 0, and so f is zero. Proof. The assumptions imply that there exists a vertex r in Q A which is either the source of no arrow in Q A , or the target of no arrow in Q A . If r is not the target of any arrow in Q A then there are fundamental subalgebras 
Similar considerations in the cases
X 1 (v 1 ), X 2 (v 2 ) ∈ P(A ), or X 1 (v 1 ) ∈ P(A ), X 2 (v 2 ) ∈ P(A ), or else X 1 (v 1 ) ∈ P(A ), X 2 (v 2 ) ∈ P(A ) show thatA 1 , A 2 in A such that A = K rad(P r ) 0 A 1 × A 2 and rad(P r ) ∼ = M ⊕ NΓ A 1 = P(A 1 ) C 0 (A 1 ) λ∈K * C λ (A 1 ) C ∞ (A 1 ) I(A 1 ), Γ A 2 = P(A 2 ) C 0 (A 2 ) λ∈K * C λ (A 2 ) C ∞ (A 2 ) I(A 2 ).
By the proof of Proposition 4.4, X M is contained either in
then Proposition 4.4 shows that any X ∈ X M is of the form X ∼ = X(w) for some walk w in (Q A 1 , I A 1 ) which starts at x. Moreover, if X(w) ∈ P(A 1 ) then either w is a walk in Q A or w = ww , where w is a walk in Q A and w is a walk without ±-arrows which belong to Q A and w = α −1 w for some arrow α. If X(w) ∈ C 0 (A 1 ) then either w is a walk in Q A or w = ww for some walk w in Q A and some walk w without ±-arrows from Q A .
Similarly, any Y ∈ X N is of the form Y ∼ = Y (u) for some walk u in (Q A 2 , I A 2 ) which starts at y. Furthermore, u is either contained in Q A or u = uu , where u is a walk contained in Q A which does not contain any ±-arrow from Q A .
By Lemma 2.4 the indecomposable A-modules which are not A 1 × A 2 -modules are in 1-1 correspondence with the following objects of the subspace category
Notice that in passing from
the Skowroński-Waschbüsch algorithm acts identically in mod(A) and in mod(A 1 × A 2 ). Thus they too are components in Γ A . We now show that P(
Since A is a minimal 2-fundamental algebra and Q A is of type A n , is not a path and is relation-free, it follows that Q A 1 contains a subquiver Q (p,l) and a subquiver Q A 1 = Q A 1 ∩ Q A . The arrows of Q A 1 which belong to Q (p,l) will be denoted by α ij (as in 1.8). By Proposition 4.4(1), Q A 1 is of the form
where m = 0 denotes that x is the target of the arrow t,s t , and z is the only vertex of Q A 1 which belongs to Q (p,l) . Similarly Q A 2 contains a subquiver Q (p ,l ) and a subquiver Q A 2 = Q A 2 ∩ Q A . The arrows in Q A 2 which belong to Q (p ,l ) will be denoted by α i ,j . Proposition 4.4(1) implies that Q A 2 is of the form
where n = 0 denotes that y is the target of the arrow η c,a c , and z is the only vertex of Q A 2 which belongs to Q (p ,l ) .
In the above notation
n ) ∼ = P r and N → P r in mod(A). Then applying the Skowroński-Waschbüsch algorithm, we find that if X(w) ∈ X M ∩ P(A 1 ) then we have an irreducible morphism X(w) → XY (wετ
It is easy to see, applying the Skowroński-
, where P(A) is the component in Γ A which contains the projective module P r . Now notice that we have the chain of irreducible morphisms 
Further in the respective cases we have the following chains of irreducible morphisms in mod(A):
In both cases the sources of the chains correspond to the objects (K, X(w), id) for X(w) ∈ X M ∩ P(A 1 ). Repeating the above arguments for any X(w) ∈ X M ∩ P(A 1 ), we obtain X(wε) ∈ P(A). Symmetrically one shows that
Further it is easy to see that for any X(w) ∈ X M ∩ P(A 1 ) we have the following chain of irreducible morphisms in mod(A):
Furthermore, the Skowroński-Waschbüsch algorithm shows that for S z nonprojective there exists the following chain of irreducible morphisms in mod(A):
when z is not the end point of a maximal path in Q (p,l) , and
when z is the end point of the maximal path
Applying the algorithm again, we obtain the chains
and
Moreover, we have the chains
in the same cases. Thus by the Skowroński-Waschbüsch algorithm, for any
If S x is a simple projective A-module then the above arguments can be applied for X(
Consequently, P(A) is the only component of Γ A which contains the A-modules from P(A 1 ) ∪ P(A 2 ) ∪ C 0 (A 1 ) ∪ C 0 (A 2 ) and the indecomposable A-modules which are not A 1 × A 2 -modules. Therefore
The arguments from the proof of Proposition 4.5 imply that
. By the arguments from the proof of Lemma 5. If either
and X N ⊂ P(A 2 ) C ∞ (A 2 ), then similar arguments yields respectively
or else
Moreover, in each case P(A) is a starting component and I(A 1 ), I(A 2 ) are generalized standard ending components.
Dual arguments show that if A similar analysis to that in the first part of the proof shows that if
, where i 1 , j 1 ∈ {0, ∞} are different, i 2 , j 2 ∈ {0, ∞} are different, and C(A) is a component which contains C i 1 (A 1 ) P(A 1 ) C i 2 (A 2 ) I(A 2 ) and the indecomposable A-modules which are not A 1 × A 2 -modules. Furthermore, P(A 2 ) is a starting component, I(A 1 ) is an ending component, and both are generalized standard.
Consequently, the assertion is shown in the case when r is not the target of any arrow in Q A . If r is not the source of any arrow in Q A then A is a one-point coextension of A 1 × A 2 and a similar analysis yields the assertion. 
Corollary. Let
is not the end point of a maximal path in Q (p,l) , and the indecomposable A-module X(α
) and the length l(w n+1 ) is greater than l(w n ). Thus S z 1 does not belong to the τ -orbit of any indecomposable projective A-module. Further it is easy to see that for any indecomposable M ∼ = M (v) such that there exists a chain of irreducible morphisms M (v) → · · · → S z 1 , the module M (v) is not projective. Thus there is no nonzero morphism f : P → S z 1 such that f ∈ rad ∞ (P, S z 1 ) and P is a projective A-module. But there exists a nonzero homomorphism g : P z 1 → S z 1 . Hence g ∈ rad ∞ (P z 1 , S z 1 ). Consequently, the component P(A) is not generalized standard.
In the case of the module X(α
) similar arguments show that P(A) is not generalized standard, which finishes the proof of (1).
Dual arguments yield (2).
5.7.
Theorem. Let A be a minimal 2-fundamental algebra.
( such that w w = w 0 κu 1 w 1 u 2 γ −1 w 2 , where u 1 is a walk in Q 1 and u 2 is a walk in Q 2 . Now let A be a minimal (n 0 + 1)-fundamental algebra which contains a lower minimal 2-fundamental subalgebra A . Then Q A contains n 0 + 1 pairwise disjoint subquivers Q j , j = 1, . . . , n 0 + 1, of type A m such that KQ j ∩ I A = 0. Two of them, say Q 1 , Q 2 , are subquivers of Q A . Since A is multifundamental, Q A is a tree. Since A is minimal, there exists a vertex 0 j 0 in Q A which is different from 0 1 , 0 2 and either is not the source of any arrow in Q A , or is not the target of any arrow in Q A .
Consider the case when 0 j 0 is not the target of any arrow in Q A . Then 0 j 0 is the source of an arrow β. Let If X(wβ −1 ) ∈ P(A 1 ) for any walk wβ −1 in (Q A 1 , I A 1 ) then P(A 1 ) is a component in Γ A by the Skowroński-Waschbüsch algorithm. Furthermore, it is a starting component in Γ A which is not generalized standard. It is also clear that for every X(w) ∈ P(A 1 ) there is a walk w such that w w = w 0 κu 1 w 1 u 2 γ −1 w 2 . Now suppose that there exists a walk wβ −1 in (Q A 1 , I A 1 ) such that X(wβ −1 ) ∈ P(A 1 ). Then Hom A 1 (S x , X(wβ −1 )) = 0, hence S x ∈ P(A 1 ), because P(A 1 ) is a starting component. Then by the inductive assumption there is a walk u 1 w 1 u 2 γ −1 w 2 β −1 such that u 1 is a walk in Q 1 and u 2 is a walk in Q 2 . It is easily seen that we can choose u 1 , u 2 in such a way that they satisfy the conditions of the definition of a lower minimal 2-fundamental subalgebra. Then we have in (Q A , I A ) the walk u 1 w 1 u 2 γ −1 w 2 β −1 u 3 , where u 3 is a walk in Q j 0 starting at a vertex which is not the target of any arrow in Q j 0 . Existence of the above walk contradicts the assumption that A is a lower minimal 2-fundamental subalgebra of A. This completes the inductive proof of the proposition. Proof. By Lemma 6.3 there exists a sequence of n-fundamental algebras A 0 , . . . , A t , t ≥ 0, such that A 0 is a minimal n-fundamental algebra and A t ∼ = A. Moreover, for each 0 ≤ i < t, A i+1 is obtained from A i by a one-point extension or coextension by a uniserial A i -module.
Proposition. Let
We argue by induction on t. If A is an upper (resp. lower) minimal 2-fundamental subalgebra in A t then it is an upper (resp. lower) minimal 2-fundamental subalgebra in A i , 0 ≤ i ≤ t, by definition.
