Depression is a complex phenomenon thought to be due to the interaction of 2 biological, psychological and social factors. Currently depression assessment uses 3 self-reported depressive symptoms but this is limited in the degree to which it can 4 characterise the different expressions of depression emerging from the complex causal 5 pathways that are thought to underlie depression. In this study, we considered the 6 depressed individual as a subsystem of an open complex system, proposed Generalized 7
Nomenclatures dx k =dx k1 dx k2 …dx kn is a unit of the ensemble. The probability for the state of all units dx at 1 time t is ρ(x, t)dx, here ρ(x, t) is the distribution function of the ensemble, which satisfies 2 the normalization condition ∫ρ(x, t)dx=1. The parameter J combines all possible 3 information microstates [21] [22] [23] Here η is a constant and γ are coefficients which vary with different interactions within or 6 among x k . J is the information flux existing within the unit dx at time t, the averaged flux 7 function over all possible information microstates is then: 8 ( ) ( )
Here J represents the general characteristics of information entropy of the system and 10 we call it the Generalized Information Entropy (GIE). 11
Without boundaries, to fully define a system we need constraints. From the 12 perspective of GIE, constraints f including all kinds of conservations of the system can be 13 generated by certain interactions among information sets x which can be sufficiently 14 transformed into one to four order momentum quadratures: Normally constraints are expressed by many partial differential equations (PDEs) with 17 temporal-spatial boundary conditions. However for our system, the constraints are 18 usually unmeasurable, for example people share the same culture; in this scenario, how 19 do we formulate the PDEs? Even if the system has measurable constraints, suppose these 20 people are neighbours and they have regular interactions with each other, given that the 21 interactions are complex, then the PDEs will be mainly nonlinear making numerical 22 solutions difficult to find [23] [24] . The treatments for constraints we use are also different 1 from the popular simulation methods mentioned above which set interaction rules to 2 correspond with the non-linear PDEs. Here we believe the constraints can be investigated 3 from the information sets x -if these people share the same culture or live in the same 4 community they must have something in common, which is reflected by their information 5 set interactions. 6 Given defined information entropy J and constraints, we can implement 7
Maximum-Entropy Estimates, or in other words, use the Maximum Entropy Principle to 8 derive equations for depression patterns, by this means depression patterns emerge when 9 the GIE of the whole system goes to a maximum: 10 ( ) ( )   1  2  3  4 max , , , ,
xx xx x xx x x (4) 11 Equation (4) is actually a self-organized optimization model, but unlike other rule-setting 12 models (e.g. Generic Algorithm, Ant Colony Optimization) the optimization here is based 13 on the input information. 14 By using a Lagrange multiplier Eq. (4) yields: 15
Here α is a constant and β are coefficients which also reflect the interactions. Then: 17
Here c is an integral constant. Rearranging Eq. (6) gives: 19
Substituting Eq. (1) for the J in Eq (7): 1
We obtained the ensemble distribution function of the system. Using the power series for 3
We further obtained the potential function of the system is as follows: 6 ( , )
The potential function regulates the asymptotic stabilization of the system. Since the 8 system here is formed by the individuals with certain depressive symptoms, Eq. (10) 9 controls the characteristics of the depression patterns of depressed individuals. 10
According to the connection of potential functions and dynamic evolutional 11 equations, we deduced the stochastic differential equations (SDEs) of depression pattern 12 from Eq. (10) as: 13
Here the information entropy term S k (x 1 , x 2 , …, x n ) is from the non-linear 15 interactions among information. If the interactions are linear which means all information 16 is independent, there will be no information entropy term and then the equation is exactly 17 the Langevin equation. Therefore, the SDEs deduced by our proposed modelling 18 methodology are the generalized Langevin equations, which are a modified form of the 19 classical Langevin equations. They represent the dynamical evolution of patterns in a 20 system, and the stochastic force ( ) F t , which also appears in the Langevin equations, 21 often makes the pattern jump from one state to another [25] . 1
To derive a potential function related to patterns, we mortify Eq. (10) Here α are coefficients directly related the information x ki of the depressed individual and 5 the logic chain between γ and α is: γ α ⇒ . Since γ represents the possible information 6 microstates and α information interactions, the logic chain we obtain through statistical 7 modelling sets up a bridge connecting microscopic dynamics and macroscopic 8 characteristics which ensure a more reliable way to identify patterns from observable 9 information rather than assumed rules. And the potential function then becomes: 10
As the main parameter in the potential function, ξ k is an order parameter defined in 12 Synergetics by Haken [26] which represents the emerged patterns of the system. From the 13 transformation equation (12) , it is clear that ξ k is a combination of an individual's 14 information related to depression, thus the value of ξ k can be interpreted as a depression 15 pattern value and the corresponding a ki are the weights or the contribution of information 16
x ki to his/her depression pattern. Thus, with n different kinds of information related to 17 depression in the observed data for each depressed individual in the complex system, individual
The potential function equation (13) represents a physical picture of how the system 1 reaches optimization when we implement maximum-entropy estimation based on GIE: 2 when the system is in the process of information microstates interacting or allocating 3 information flux, two kinds of patterns will exist: 1) inactive patterns (λ k <0) which cannot 4 obtain enough information flux in the line of least resistance and will be eliminated in the 5 optimization; 2) active patterns (λ k >0) which can obtain sufficient information flux and 6 make the whole system trend towards the optimization state and will survive and emerge. 7
Simulation Algorithms 8
Self-Organized Feature Maps (SOMs), a kind of artificial neural network (ANN), 9
are an unsupervised learning mechanism dependent on non-linear interactions among 10 neurons competing for activation and a "winner-take-all" strategy: only the neuron with 11 the highest activation stays active while all other neurons shut down, with other 12 variations allowing more than one neuron to be active also existing. The computational 13 principles of SOMs and the maximum-entropy estimate based on GIE are completely 14 equivalent, introducing non-linear connections and optimization to the complex system. 
Data source 7
The data used is the cleaned data from the Diamond Cohort Study, a large Commission. GPs were eligible to participate if they had seen at least 600 individuals 13 aged 18-75 years in the previous year; were able to generate a computerised list of the 14 details of these people; agreed to complete a survey; and were the only GP in their 15 practice to take part in the study. 2) Practice staff supported by research assistants 16 searched the GP's computerized records to randomly sample 600 eligible individuals 17 from each of the 30 GPs. In total almost 18,000 individuals were sent a screening survey. 18
Individuals were eligible for the screening survey if they: were able to read English; were 19 not terminally ill; were aged 18-75 years; and did not reside in a nursing home. surveys were sent at 3, 6, 9 and 12 months. Computer-assisted telephone interviews were 2 undertaken with participants at baseline and 12 months. A full description of data 3 collection is detailed elsewhere [9, 27] . 4
Data selection and pre-treatment 5
Based on our proposed model, the more exhaustive the information available for the 6 depressed individual, the more accurately the patterns will be identified. However, in 7 practice we cannot collect complete information about a system. For example, a 8 questionnaire cannot cover all aspects of the participant, their life and context. However 9 comprehensive a questionnaire aims to be, participants do not answer all the questions. 10 We suggest that for our objective, to identify patterns of depression and how they change 11 over time, it might only be necessary to have information about each individual that is 12 known to be important in relation to depression. From the variables collected as part of 13 the Diamond Cohort study, we selected 14 factors known to be strongly related to 14 depression [6] [7] as the information set x, shown in Tab.1. Some variables were used as 15 collected from participants e.g. "employment status" but others were formed by 16 combining a number of variables, e.g. the value of "total exercise" is the sum of 17 "vigorous exercise" and "moderate exercise". 18
In order to ensure the final depression pattern values consistently quantified the state 19 of depression, we reversed the values of some variables so a higher value of the variable 20 always contributed to increasing the likelihood of depression. For example, in the original 21 data for "social relationship" 100 represented a person with excellent social relationship 22 so this was reversed so that 100 meant this person had no social relationships at all. Also 23 as a requirement for neural network simulation, we rescaled all the data to the interval [0, 1 1] . 2
Analysis

3
Technically by using the methodology described above we can identify the pattern 4 of every depressed person involved in the Cohort since all the participants form a large 5 complex system. In this paper, we present exploratory analysis of information about 28 6 individuals from the cohort. These individuals were chosen for this exploratory analysis 7 as based on a mixed methods longitudinal analysis concurrently underway these cases 8 were known to have a diversity of depression trajectories over one year. 9
Numerical simulation of different systems 10
By utilizing the baseline data of the chosen 28 depressed individuals we formed a 11 small complex system to identify their depression patterns. Since we chose 14 variables 12 according to Eq. (5) and normalized them into the range of [0 1], the value of ξ k in this 13 study ranges from 0 to 14 with a higher value indicating a more severe state of depression. 14 We then implemented our proposed simulation algorithms using SOMs by choosing a 15 network of 4 7 and 500 training steps. 
Comparison with traditional methods 9
The 20-item Centre for Epidemiologic Studies Depression Scale (CES-D) is a 10 common measurement of depressive symptoms used in the community, and scores range 11 from 0 to 60 with high scores indicating higher depressive symptoms [28] . We averaged 12 the last 100 steady ξ k values as the depression pattern value of the depressed individual In Fig. 3 we show four depression fingerprints. The blue areas in the circles indicate 12 dysfunction, so the greater the size of the blue area the more dysfunction, the smaller the 13 blue area the less dysfunction. The fingerprints in Fig. 3 (A) and ( 
Practical application of depression pattern values 9
There is ongoing controversy and debate about using symptom based diagnostic 10 criteria for depression without taking into account function or other factors which may be 11 associated with a poor outcome [17, 29] . Clinicians usually diagnose depression based on 12 symptoms often supported by a patient-completed questionnaire about symptoms such as 13 the PHQ-9, HADS or the BDI-II [30] [31] [32] [33] . Rather than focusing on symptoms we devised 14 a modelling methodology to draw together multiple types of information related to 15 factors strongly associated with increased risk of depression, and which may have 16 causative influence, including functional measures, perceived health status, social 17 measures and risk factors. We introduced a novel way to identify a depression pattern by 18 calculating depression pattern values ξ k and weights a ki that represents the importance of 19 a certain factor related to depression. We were also able to demonstrate that the 20 depression pattern values obtained varied over time even though some of the variables as 21 measured are unchanging (e.g. having had the experience of childhood abuse). If the data 1 were available a measure of the impact of the childhood experience might provide a 2 variable more sensitive to change. It is arguable whether the 14 variables we used here 3 are sufficient to identify depression patterns with utility for clinical practice. However, 4 these variables were selected to represent a biopsychosocial and functional model of 5 depression causation. There is some evidence that the depression pattern values changed 6 over time with a similar trend to the of CES-D scores. As would be expected, the 7 depression value that includes multiple factors, some of which do not change or change 8 slowly, fluctuates differently to symptoms. 9
Practical application of "depression fingerprint" and the temporal changes 10
Assessing patients as individuals is part of the traditional art of doctoring [34] , and 11 patients often want advice that is individually tailored [35] . Our analytical approach 12 suggests that it is possible to identify for each depressed person within a particular 13 complex system (for example, the community of the State of Victoria, Australia), a 14 unique "depression fingerprint". The "depression fingerprint" provides both a numerical 15 score and a visual pattern. The fingerprint could potentially be used to tailor interventions 16 to the fingerprint pattern and track change over time for individuals. In research this 17 analysis method may have potential for identifying subgroups of depression. 18
Future research 19
The results presented in this paper are only preliminary; however the methodology 20 proposed here has shown promise and has clinical relevance. Future research is needed to 21 test the potential for this approach to analysis including analysis of information from 22 large numbers of individuals, evaluation of the temporal changes of depression patterns, 23 and relating the depression patterns to depression outcomes. 1
Conclusions
2
As a common emotional disorder, depression remains a problem for primary care 3 both in practice and research. Considering different interventions might be appropriate for 4 different types of depression, so it is important to develop evidence on whether an 5 intervention is appropriate to a certain type of depression. In this paper we aimed to 6 identify depression patterns by utilizing the data of depressed individuals about how they 7 functioned and related to their context. 8 This paper suggests that the depressed individual can be considered as subsystems of 9 an open complex system. This complex system is connected with its environment by its 10 information flux which describes the status of the system both internally and externally to 11 the environment. By averaging the information flux function over all possible 12 information microstates, the Generalized Information Entropy has been defined. By 13 implementing Maximum-Entropy Estimation (used the Maximum Entropy Principle) to 14 derive equations for depression patterns and the stochastic differential equations we 15 deduced what we believed to be a modified form of the classical Langevin equations. 16 Based on the proposed model, we also developed a numerical simulation method using Table Legends Tab. 1 14 major factors highly related to depression Tab. 2 Depression pattern values of the depressed individual at baseline and standard deviations (SD) with CES-D score in the ascending order Table   Tables   Tab. 1 No * These numbers (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) were also used in Fig. 3 and Fig. 4 presenting the same variables. 
