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1. Introduction
It is well known that continuous-time Markov chains (CTMCs) (also called Q -processes), i.e. continuous-time Markov
processes on a countable state space, play a very important role in stochastic processes, which model many real phenomena
in biology, physics, ﬁnance and other disciplines. Ergodicity has been one of the central topics in this ﬁeld. There are three
standard types of ergodicity: ordinary, exponential (geometric) and strong ergodicity, which have recently received increas-
ing attentions (see, e.g. [1,3,4]). In the past decade or so, nonexponential phenomena were observed in many real systems,
and this inspired people’s interest for further research in this ﬁeld. More and more discrete- or continuous-time Markov
chains have been identiﬁed, in which geometric ergodicity fails while subgeometric ergodicity holds. Characterizations of
subgeometric ergodicity for discrete-time Markov chains are rather complete (see, e.g. [5,10,14,16]). However, due to tech-
nical diﬃculties, results for discrete-time Markov chains cannot be transferred to their counterparts for continuous-time
Markov chains through a standard argument, such as through the skeleton chains. Recently, subgeometric ergodicity was
studied for continuous-time Markov processes with a general state space (see, e.g. [6,7,9]). However, a complete character-
ization has not been obtained even for CTMCs. Therefore, a further detailed analysis of subgeometric ergodicity for CTMCs
leading to criteria that are useful for applications is very necessary and is the focus of this paper.
Let Z+ = {0,1,2, . . .}, N+ = {1,2, . . .} and R+ = [0,∞). For a sequence {ak, k ∈ Z+} of real numbers, we make the
convention that
∑n
k=m ak = 0 whenever m > n. Denote by (Φt)t∈R+ a continuous-time Markov chain on a countable state
space E with intensity matrix Q = {qij; i, j ∈ E} (also called a q-matrix). Note that for a q-matrix Q , qij  0 for any
i, j ∈ E such that i = j, and qii  0 for any i ∈ E. Write qi = −qii . Assume throughout the paper that Q is regular (i.e., Q
is conservative and the minimal q-function is the unique solution of the backward equations), totally stable (i.e., qi < ∞ for
all i ∈ E) and is irreducible, which implies that the chain Φt is the unique Q -process and irreducible. Denote by Pt(i, j) the
corresponding transition function of the process, i.e.
Pt(i, j) = Pi[Φt = j] = Ei[I{Φt= j}],
where Pi and Ei denote the probability and the expectation of the chain under the initial condition Φ0 = i, respectively.
* Corresponding author.
E-mail addresses: liuyy@csu.edu.cn (Y.Y. Liu), hjzhang001@gmail.com (H.J. Zhang), zhao@math.carleton.ca (Y.Q. Zhao).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.03.019
Y.Y. Liu et al. / J. Math. Anal. Appl. 368 (2010) 178–189 179To study the subgeometric ergodicity, consider the following class of functions. Let Λ0 be the family of the increasing
functions r : R+ → [1,∞) satisfying
log r(t)
t
↓ 0, as t ↑ ∞. (1.1)
As a direct consequence of (1.1), the following two important properties for a function r ∈ Λ0 will be frequently used in
later sections:
r(x+ y) r(x)r(y) for all x, y ∈ R+, (1.2)
and for each a ∈ R+ ,
r(x+ a)
r(x)
→ 1 as x→ ∞. (1.3)
It is more convenient to consider another class of Λ functions, which is more general than Λ0. In fact, it is equivalent to
Λ0 in the following sense. A function r ∈ Λ if r(t) > 0 for all t ∈ R+ and if there exists an r0 ∈ Λ0 such that
lim inf
t→∞
r(t)
r0(t)
> 0 and limsup
t→∞
r(t)
r0(t)
< ∞.
Without loss of generality we assume that r(0) = 1 whenever r ∈ Λ. Any function in Λ is said to be a subgeometric
rate function (see e.g. [15]). Examples of functions r in Λ are r(t) = tα(log t)β ∨ 1, α,β  0 such that α,β do not equal
zero simultaneously. Throughout the paper, whenever a function r appears it is always assumed to be a subgeometric rate
function, or r ∈ Λ. However, according to the above equivalence, without of loss of generality, all proofs are presented only
for a corresponding r0. Alternatively, one may simply assume that r has properties (1.2) and (1.3).
Recall that the chain Φt is called ergodic if there exists a unique invariant probability measure π (i.e. π Q = 0 and∑
i∈E πi = 1) such that∥∥Pt(i, ·) −π∥∥→ 0, as t → ∞, (1.4)
for any i ∈ E, where ‖Pt(i, ·)−π‖ =∑ j∈E |Pt(i, j)−π j |.
Deﬁnition 1.1. Let r be a subgeometric rate function. The ergodic chain Φt is called subgeometrically ergodic of order r if
r(t)
∥∥Pt(i, ·)−π∥∥→ 0, as t → ∞, (1.5)
for any i ∈ E.
The rest of the paper is organized as follows. The main results are presented in Section 2, in which subgeometric
ergodicity is characterized in Theorem 2.1 through three equivalent conditions: (i) an integral-type functional of the ﬁrst
hitting time has a ﬁnite moment; (ii) there exists a ﬁnite nonnegative drift function; and (iii) the subgeometric moment
of the ﬁrst hitting time has a ﬁnite expectation on the stationary distribution. Moreover, based on ﬁnitely many drift
functions, a drift criterion for -ergodicity, which can be practically checked, is given in Corollary 2.1. Explicit bounds on the
subgeometric convergence rate are also obtained for stochastically monotone chains. Detailed proof of the main theorem is
provided in Section 3. In Section 4, examples are shown to illustrate applications of the results.
2. Main results
The two ﬁrst hitting times, which are important in the analysis of ergodicity, are deﬁned as follows: for any nonempty
set A ∈ B(E),
τA = inf{t  0: Φt ∈ A},
and
δA = inf{t  J1: Φt ∈ A},
where J1 denotes the ﬁrst jump time of the chain Φt . When A is a singleton consisting of state j, we write δ j for δA . It is
worthwhile to note the following relationship between δA and τA : τA = 0 = δA when Φ0 ∈ A, and τA = δA when Φ0 /∈ A.
Let rˆ(t) = ∫ t0 r(s)ds. We are now in a position to state the main theorem of this paper.
Theorem 2.1. The following statements are equivalent.
(i) The chain Φt is subgeometrically ergodic of order r.
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max
i∈A
Ei
[
rˆ(δA)
]
< ∞.
(iii) For some (and then for any) ﬁnite nonempty A ⊂ E, there exist a ﬁnite nonnegative function V and a constant b < ∞ such that∑
k∈E
qikVk −Ei
[
r(τA)
]+ bI{A}(i) (2.1)
for all i ∈ E.
(iv) The chain Φt is ergodic with the invariant probability measure π and
Eπ
[
r(δ j)
]
< ∞
for some (and then for any) j ∈ E.
Proof. The equivalence of (ii) and (iii) is Theorem 3.1. The equivalence of (ii) and (iv) is Theorem 3.2. And, the equivalence
of (ii) and (i) is Theorem 3.3. 
Remark 2.1. (i) The theorem is not completely new. The parts of the theorem that show that (ii) ⇒ (i) and (ii) ⇒ (iv)
were previously shown in [9]. (ii) The equivalence of (i)–(iv) is a counterpart of the well-known results about subgeometric
ergodicity for the discrete-time case shown in [16] and [17]. (iii) The equivalent relations in the theorem provide us with
different methods to investigate subgeometric ergodicity for CTMCs, which make the analysis more ﬂexible when we deal
with speciﬁc models.
Remark 2.2. For  ∈ R+ such that   1, the chain Φt is called -ergodic if maxi∈A Ei[δA] < ∞ for some ﬁnite nonempty
A ⊆ E. When  is restricted to be in Z+ , -ergodicity was investigated in [13]. Speciﬁcally, only the equivalence between
(ii) and (iii) for r(t) = t ,  ∈ Z+ was proved by using a completely different method.
It could be challenging to ﬁnd a drift function satisfying (iii) because it involves the unknown information Ei[r(τA)].
Hence, it is necessary to derive practically more favorable drift conditions. The -ergodic case is dealt with in the following
corollary.
Corollary 2.1. Let  ∈ R+ with  1. The following statements are equivalent.
(i) The chain Φt is -ergodic, i.e. maxi∈A Ei[δA] < ∞ for some ﬁnite nonempty set A.
(ii) For some nonempty ﬁnite set A, there exist  + 1 ﬁnite nonnegative functions V (n)i , 0  n   and a constant b such that
V (0)i  Ei[τ ˆ0 ] and∑
k∈E
qikV
(m+1)
k −(ˆ +m+ 1)V (m)i + bI A(i) (2.2)
for 0m  − 1, where ˆ =  −  and  denotes the integer-part function, or the largest integer which is smaller than or
equal to .
The proof needs Lemmas 3.1 and 3.2, which looks a bit weird since we haven’t proved them yet. It could look better if
we prove them after these two lemmas. However, at this stage, we probably don’t want to make a big change.
Proof. First prove (i) ⇒ (ii). Let V (n)k = Ek[τ ˆ+nA ] for k ∈ E and 0 n . Then for any 0m  − 1, we have from (ii)
of Lemma 3.1 that∑
k∈E
qikV
(m+1)
k = −(ˆ+m+ 1)V (m)i , i /∈ A,
and from (i) of Lemma 3.1 that∑
k∈E
qikV
(m+1)
k = b(m+1)i , i ∈ A,
where b(m+1)i = qi Ei[δˆ+m+1A ] − (ˆ+m+ 1)Ei[δˆ+mA ]. Then (2.2) holds for V (m)i = Ei[τ ˆ+mA ] and b =max0m−1,i∈A b(m+1)i .
Next prove (ii) ⇒ (i). We only prove the case for m = 0 since for the other cases (1m  ) we can similarly have a
proof. From (2.2), we have
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k/∈{i}∪A
qikV
(1)
k  qi V
(1)
i − (ˆ+ 1)V (0)i , i /∈ A. (2.3)
By Lemma 3.1(ii), we know that {Ei[τ ˆ+1A ], i /∈ A} is the minimal nonnegative solution to (2.3) for V (0)i = Ei[τ ˆA]. Then by
a comparison theorem (see Theorem 3.3.1 in [8]) we have that V (1)i  Ei[τ ˆ+1A ], i /∈ A, which implies
∑
k/∈A qik Ek[τ ˆ+1A ] ∑
k/∈A qikV
(1)
k < ∞, so it follows from Lemma 3.2 that the chain is (ˆ + 1)-ergodic. 
Remark 2.3. (i) The application of Corollary 2.1 is illustrated in Example 4.4. (ii) A nested suﬃcient condition for -ergodicity
can be found in the literature. It was shown in Corollary 6 in [7] or Theorem 3.4 in [6] that if there exist 0< α < 1, b > 0,
V  1 and a nonempty ﬁnite set A satisfying that for all α  η 1, there exists Cη > 0 such that∑
j∈E
qij V
η
j −CηV η−αi + bI A(i),
then the chain Φt is ( 1α − 1)-ergodic.
In the following, we derive computable bounds on the subgeometric convergence rate for stochastically monotone chains.
The chain Φt is called stochastically monotone if
∑
jk P
t(i, j) is an increasing function of i for any ﬁxed k ∈ E and t ∈ R+ .
It is known from Theorem 3.1 in [18] that Φt is stochastically monotone if and only if Q is monotone, i.e.,∑
jk
qi j 
∑
jk
qi+1, j
for all i,k ∈ E such that k = i + 1. For stochastically monotone CTMCs, computable bounds on the exponential convergence
rate were given in [12] by using the coupling method. By extending the arguments in [12] to the subgeometric case, bounds
on the integral on the left hand side of (1.3) were derived by Theorem 4.1 in [9] in terms of the ﬁrst hitting time. We now
investigate another form of bounds based on the ﬁrst hitting time and the drift function.
Corollary 2.2. Let E = Z+ . Suppose that Q is monotone and r(t) is strictly increasing. If E0[rˆ(δ0)] < ∞, then Φt is subgeometrically
ergodic of order r and for any i ∈ E and any t ∈ R+
r(t)
∥∥Pt(i, ·)−π(·)∥∥ Di, (2.4)
where Di = 2Ei[r(τ0)] + 2Eπ [r(τ0)] < ∞. In particular, if r(t) = t ,  > 1 such that  ∈ Z+ and the drift criterion (ii) of Corollary 2.1
holds for A = {0}, V (n)i , 0 n  and b, then for any i ∈ E and any t ∈ R+ ,
t−1
∥∥Pt(i, ·)−π(·)∥∥ Di, (2.5)
where Di = 2V (−1)i + 2bπ0  2V (−1)i + 2b < ∞.
Proof. It follows from (3.4) in [12] that∥∥Pt(i, ·) −π(·)∥∥ 2Pi[τ0 > t] + 2Pπ [τ0 > t]
for any i ∈ E, from which (2.4) follows from the Markov inequality. To show Di < ∞, we use a similar argument to the
proof of Lemma 4.1 in [9] to have that E0[r(δ0)] < ∞ if and only if Ei[r(τ0)] < ∞ for any i ∈ N+ . It is easy to show
that E0[rˆ(δ0)] < ∞ implies that E0[r(δ0)] < ∞ and it is known from Theorem 2.3 in [9] that E0[rˆ(δ0)] < ∞ implies that
Eπ [r(τ0)] < ∞. Hence, we have that Di < ∞ for any i ∈ E.
In (2.2), take m =  − 1 and A = {0}, then∑
k∈E
qikV

k −lV (−1)i + bI{0}(i). (2.6)
Multiplying both sides of (2.6) by πi and summing over i, we have∑
i∈E
πi
∑
k∈E
qikV

k −
∑
i∈E
πi V
(−1)
i + bπ0,
from which and π Q = 0 it follows that
∑
πi V
(−1)
i 
bπ0

 b

. (2.7)i∈E
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Ei
[
τ −10
]
 V (−1)i . (2.8)
(2.5) now follows from (2.4), (2.7) and (2.8). 
3. Proof of Theorem 2.1
This section is devoted to proving Theorem 2.1. To do this, we divide the theorem into three theorems: Theorems 3.1,
3.2 and 3.3. The proof of Theorem 3.1 is based on the theory of the minimal nonnegative solution developed in [8]. For a
proof of Theorems 3.2 and 3.3, the skeleton-chain method is adopted to bridge the subgeometric ergodicity between CTMCs
and discrete-time Markov chains.
To prove Theorem 3.1, we need the following Lemmas 3.1, 3.2 and Proposition 3.2. Proposition 3.2 is also used in the
proof of Theorems 3.2 and 3.3. The following proposition about moments of integral-type functionals, which is a restatement
of Theorem 9.5.2 in [8] for p = 1, is needed to prove Lemma 3.1.
Proposition 3.1. Let A be a (probably inﬁnite) nonempty subset of E and let f be a nonnegative ﬁnite function on E. Deﬁne Ti,A =
Ei[
∫ δA
0 f (Φt)dt] for i ∈ E. Then {Ti,A, i ∈ E} is the minimal nonnegative solution of the following equation
xi =
∑
k/∈{i}∪A
qik
qi
xk + f (i)qi . (3.1)
Lemma 3.1. Let A be a (probably inﬁnite) nonempty subset of E.
(i) For any i ∈ A,∑k/∈A qik Ek[rˆ(δA)] = qi Ei[rˆ(δA)] − Ei[r(δA)].
(ii) The sequence {Ei[rˆ(τA)], i /∈ A} is the minimal nonnegative solution of the equation∑
k/∈{i}∪A
qikxk  qixi − Ei
[
r(τA)
]
, i /∈ A, (3.2)
and {Ei[rˆ(τA)], i /∈ A} satisﬁes the system (3.2) with equality.
Proof. Let f (i) = Ei[r(δA)] for i ∈ E. Using the usual drift operator θ t , we have
Ti,A =
∞∫
0
Ei
[
I[δA>t]EΦt
[
r(δA)
]]
dt
=
∞∫
0
Ei
[
I[δA>t]Ei
[
r
(
δA ◦ θ t
)∣∣Ft]]dt
=
∞∫
0
Ei
[
Ei
[
I[δA>t]r
(
δA ◦ θ t
)∣∣Ft]]dt
=
∞∫
0
Ei
[
I[δA>t]r
(
δA ◦ θ t
)]
dt
= Ei
[ δA∫
0
r(δA − t)dt
]
= Ei
[
rˆ(δA)
]
. (3.3)
For the ﬁrst and ﬁfth equalities, since the integrand is nonnegative, by Tonelli’s theorem we know that the order of integrals
can be interchanged and both sides are simultaneously convergent or divergent. The second equality follows from the
Markov property and the third one holds because the indicator function I[δA>t] is measurable for the natural σ -ﬁeld Ft .
The fourth equality follows from the smoothing property of conditional expectation.
From Proposition 3.1, we know that {Ei[rˆ(δA)], i ∈ E} is the minimal nonnegative solution of (3.1), from which (i) follows
directly for i ∈ A. Furthermore, by noting that Ei[rˆ(τA)] = Ei[rˆ(δA)] for i /∈ A, it follows from the localization theorem and
the comparison theorem of the minimal nonnegative solution (see, for example, Chapter 3 in Hou and Guo [8]) that the
sequence {Ei[rˆ(τA)], i /∈ A} is the minimal nonnegative solution to the equations in (3.2) with equality. 
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k/∈A qik Ek[rˆ(τA)] < ∞.
Proof. The necessity follows from (i) of Lemma 3.1 and the fact that if Ei[rˆ(δA)] < ∞ then Ei[r(δA)] < ∞.
Now, we prove the suﬃciency. For any ﬁxed state i ∈ A, we suppose that ∑k/∈A qik Ek[rˆ(τA)] < ∞. Assume that the chain
Φt starts in state i. Let T1 be the ﬁrst jump time and T2 be the length of time between the ﬁrst jump time from i and the
ﬁrst hitting time on the set A. Then we have δA = T1 + T2. By the Markov property of the process Φt and the property in
(1.2), we have
Ei
[
rˆ(δA)
]= Ei[rˆ(T1)]+ Ei
[ T1+T2∫
T1
r(t)dt
]
= Ei
[
rˆ(T1)
]+ Ei
[ T2∫
0
r(t + T1)dt
]
 Ei
[
rˆ(T1)
]+ Ei[r(T1)rˆ(T2)]
= Ei
[
rˆ(T1)
]+ Ei[r(T1)EΦT1 [rˆ(T2)]]
= Ei
[
rˆ(T1)
]+ Ei[r(T1)]∑
j =i
qi j
qi
E j
[
rˆ(τA)
]
= Ei
[
rˆ(T1)
]+ Ei[r(T1)]∑
j /∈A
qij
qi
E j
[
rˆ(τA)
]
. (3.4)
The ﬁrst inequality follows from (1.2). The third equality is obtained by conditioning on FT1 and by using the strong
Markov property. The fourth equality holds since r(T1) and EΦT1 [rˆ(T2)] are conditionally independent for a given i. Since
r(t) is subgeometric and T1 is exponentially distributed with parameter qi , it implies that Ei[r(T1)] and Ei[rˆ(T1)] are ﬁnite.
Therefore, Ei[rˆ(δA)] < ∞ follows from (3.4). 
Remark 3.1. Besides proving Theorem 3.1, Lemmas 3.1 and 3.2 are often practically preferable, which will be illustrated in
Examples 4.1 and 4.2. Lemma 3.1(i) makes it possible to reduce computations of a higher moment Ei[rˆ(δA)] to a lower
moment Ei[r(δA)]. Lemma 3.2 relates the ﬁniteness of Ei[rˆ(δA)] for i ∈ A to the ﬁniteness of the Ei[rˆ(δA)] for i /∈ A.
The following lemma is an extension of Lemma 6.1.4(ii) in [1] from the geometric case to the subgeometric case, which
will be used to prove Proposition 3.2.
Lemma 3.3. Let B be a (probably inﬁnite) nonempty subset of E and let B ′ ⊂ B be nonempty. Suppose that
inf
i∈B\B ′
Pi
[
Φ
(
τ
η
B
) ∈ B ′]= γ > 0, (3.5)
where τηB = inf{t > η: Φt ∈ B} and η is a stopping time (also called Markov time). If supi∈B Ei[rˆ(τ ηB )] < ∞, then supi∈B Ei[rˆ(τ ηB ′ )]
< ∞.
Proof. Write M = supi∈B Ei[rˆ(τ ηB )]. Let τ 0 = 0, τ 1 = τηB , and deﬁne recursively
τn = τn−1 + τ 1 ◦ θτn−1 , n 2
to be the time of the nth post-η entry into B . Deﬁne for n ∈ N+ the {0,1}-valued random variables by Zn = 1 if and only
if Φ(τn) ∈ B ′ . Then we see from (3.5) that Pi[Zn = 1|Fτn−1 ]  γ for i ∈ B \ B ′ . Set N = inf{n ∈ N+ | Zn = 1} and deﬁne
ai(n) = Ei[rˆ(τn−1)I{Nn}] and bi(n) = Ei[r(τn−1)I{Nn}] for n 1.
Using the property that rˆ(s + t)  rˆ(s) + r(s)rˆ(t) for any s, t ∈ R+ and a similar argument to that in the proof of (3.4)
in [14], we have that for any n 2,
ai(n) Ei
[
E
[
rˆ
(
τn−2
)
I{Nn}
∣∣Fτn−2]]+ Ei[r(τn−2)E[rˆ(τ 1 ◦ θτn−2)I{Nn}∣∣Fτn−2]]
 Ei
[
rˆ
(
τn−2
)
I{Φ(τ 1)∈B\B ′} · · · I{Φ(τn−2)∈B\B ′}E
[
I{Φ(τn−1)∈B\B ′}
∣∣Φ(τn−2)]]
+ Ei
[
r
(
τn−2
)
I{Nn−1}EΦ(τn−2)
(
rˆ
(
τ 1
))]
 (1− γ )ai(n− 1)+ Mbi(n − 1). (3.6)
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ρ < 1 such that for any n 2
bi(n) ρbi(n− 1)+ c(1− γ )n−1. (3.7)
Obviously, both ai(1) and bi(1) are ﬁnite. Hence, from (3.6) and (3.7) we have
sup
i∈B
Ei
[
rˆ
(
τ
η
B ′
)]= sup
i∈B
Ei
[
rˆ
(
τ N
)]
 sup
i∈B
∞∑
n=1
Ei
[
rˆ
(
τn
)
I{Nn}
]
 sup
i∈B
∞∑
n=1
ai(n) + M sup
i∈B
∞∑
n=1
bi(n)
< ∞.  (3.8)
Proposition 3.2. For some ﬁnite nonempty set A, max j∈A E j[rˆ(δA)] < ∞ if and only if for any ﬁnite set B and any i ∈ E, Ei[rˆ(δB)]
< ∞.
Proof. First, assume maxi∈A Ei[rˆ(δA)] < ∞ for some ﬁnite set A. Then, it follows from Lemma 3.3 and a similar argument
to that in the proof of (2) in the remarks on page 210 in [1] that maxi∈A Ei[rˆ(δ j)] < ∞ for any j ∈ A. The assertion follows
now by noting the fact, shown in Remark 2.2 in [9], that if Ek[rˆ(δk)] < ∞ for some k ∈ E, then Ei[rˆ(δ j)] < ∞ for all i, j ∈ E.
In our case, for any ﬁnite set B and any i ∈ E, it follows that Ei[rˆ(δB)] Ei[rˆ(δ j′ )] < ∞ for any j′ ∈ B .
The converse of the proposition is obvious. 
Theorem 3.1. The following statements are equivalent.
(i) For some (and then for any) ﬁnite nonempty A ⊂ E, there exist a ﬁnite nonnegative function V and a constant b < ∞ such that∑
k∈E
qikVk −Ei
[
r(τA)
]+ bI{A}(i) (3.9)
for all i ∈ E.
(ii) For some (and then for any) ﬁnite nonempty A ⊂ E, we have
max
i∈A
Ei
[
rˆ(δA)
]
< ∞.
Proof. First, we prove (i) ⇒ (ii). Suppose that Vi is a ﬁnite nonnegative solution to (3.9). For i /∈ A, we have∑
k/∈A∪{i}
qikVk  qi V i +
∑
k∈E
qikVk  qi V i − Ei
[
r(τA)
]
.
From Lemma 3.1, we see that Ei[rˆ(τA)] Vi < ∞ for all i /∈ A. For i ∈ A, we have∑
k/∈A
qik Ek
[
rˆ(τA)
]

∑
k/∈A
qikVk 
∑
k =i
qikVk  qi V i − Ei
[
r(τA)
]+ b < ∞.
Therefore, it follows from Lemma 3.2 that Ei[rˆ(δA)] < ∞.
Next, we prove (ii) ⇒ (i). Suppose that Ei[rˆ(δA)] < ∞ for all i ∈ A. Then it follows from Proposition 3.2 that Ei[rˆ(δA)] < ∞
for all i ∈ E. Deﬁne Vi = Ei[rˆ(τA)] for i ∈ E. It follows from Lemma 3.1 that for i ∈ A,∑
k∈E
qikVk = qi Ei
[
rˆ(δA)
]− Ei[r(δA)]< ∞,
and for i /∈ A,∑
k∈E
qikVk =
∑
k/∈A
qikVk = −Ei
[
r(τA)
]
.
Thus we have already shown that {Vi, i ∈ E} is a ﬁnite nonnegative solution to (3.9) with b = maxi∈A{qi Ei[rˆ(δA)] −
Ei[r(δA)]} < ∞. 
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δ˜i(h) = inf{n 1: Φnh = i}.
Then δi(h) := hδ˜i(h) denotes the ﬁrst hitting time on i of the skeleton chain Φnh .
Theorem 3.2. The following statements are equivalent.
(i) For some (and then for any) ﬁnite nonempty set A ⊂ E, we have
max
i∈A
Ei
[
rˆ(δA)
]
< ∞.
(ii) The chain Φt is ergodic with the invariant probability measure π and
Eπ
[
r(δ j)
]
< ∞
for some (and then for any) j ∈ E.
Proof. It follows from Proposition 3.2 and Theorem 2.3 in [9] that (i) implies (ii).
Now we prove that (ii) implies (i). Suppose that
∑∞
i=0πi Ei[r(δ j)] < ∞ for some j ∈ E. Then we have E j[r(δ j)] < ∞
because π j > 0. For any h > 0, it is possible that the skeleton chain Φnh can miss visits of the continuous-time process
to j, and so result in δ j  δ j(h). Suppose that Φ0 = i. When the process Φt arrives at j, it must stay at j for a posi-
tive length, then repeat leaving and returning inﬁnitely. Let Dk be the kth sojourn time in j and Wk be the length of
the interval between the kth exit from j and the next visit to j. Note that Wk are independent and that Dk are inde-
pendent of each other and the Wk . Moreover, Dk are identically exponentially distributed with parameter q j . Deﬁne N =
min{n 1: the h-skeleton is in state j during the interval Dn}. Observe that
δ j(h) τ j +
N−1∑
k=1
(Dk + Wk)+ h.
Using (1.2), we have
Ei
[
r
(
δ j(h)
)]
 r(h)Ei
[
r(τ j)
] ∞∑
n=1
E j
[
r
(
n−1∑
k=1
(Dk + Wk)
)
I{N=n}
]
 r(h)Ei
[
r(τ j)
] ∞∑
n=1
E j
[
r
(
n−1∑
k=1
(Dk + Wk)
)
I⋂n−1
k=1{Dkh}
]
 r(h)Ei
[
r(τ j)
] ∞∑
n=1
E j
[
r
(
(n − 1)h)r
(
n−1∑
k=1
Wk
)](
1− e−q jh)n−1
 r(h)Ei
[
r(τ j)
] ∞∑
n=1
r
(
(n − 1)h)(E j[r(δ j)])n−1(1− e−q jh)n−1. (3.10)
Deﬁne D(h) =∑∞n=1 r((n− 1)h)(E j[r(δ j)])n−1(1− e−q jh)n−1. Since
E j
[
r(δ j)
]
< ∞, lim
h→0
(
1− e−q jh)= 0 and lim
n→∞
r(nh − h)
r(nh)
= 1,
we can choose a small enough h0 > 0 such that D(h0) < ∞. Using (3.10) and the remark on page 786 of [16], we have
E j
[ δ˜ j(h0)∑
k=0
r(kh0)
]
= E j
[
r
(
δ j(h0)
)]+ E j
[ δ˜ j(h0)−1∑
k=0
r(kh0)
]
= E j
[
r
(
δ j(h0)
)]+ 1
π j
Eπ
[
r
(
δ j(h0)− h0
)]
 E j
[
r
(
δ j(h0)
)]+ 1
π j
r(h0)D(h0)Eπ
[
r(τ j)
]
< ∞, (3.11)
which implies from Theorem 2.1 in [9] that E j[rˆ(δ j)] < ∞. Now (i) follows immediately from Proposition 3.2. 
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(i) For some (and then for any) ﬁnite nonempty set A ⊂ E, we have
max
i∈A
Ei
[
rˆ(δA)
]
< ∞.
(ii) The chain Φt is subgeometrically ergodic of order r.
Proof. We have from Theorem 2.2 in [9] and Proposition 3.2 that (i) implies (ii).
Now we show that the converse also holds. Suppose that (ii) holds. Let t = nh in (1.5), then we have
r(nh)
∥∥Pnh(i, ·) −π(·)∥∥→ 0, n → ∞
for any h > 0 and i ∈ E. For any skeleton chain Φnh , by Theorem 2(iii) in [17], we have
Ei
[
δ˜i(h)∑
n=0
r(nh)
]
< ∞
for any i ∈ E , which implies Ei[rˆ(δi)] < ∞ from Theorem 2.1 in [9]. Hence (i) holds from Proposition 3.2. 
4. Examples
In this section, four examples are provided to illustrate the application of the main results. In Examples 4.1 and 4.2,
subgeometric ergodicities are studied through calculating moments of the ﬁrst hitting time. The equivalent condition (iv)
in Theorem 2.1 is used to investigate 2-ergodicity for a generalized Markov branching process in Example 4.3. Finally, in
Example 4.4, we consider -ergodicity and computable bounds on convergence rates for a queueing model (see, e.g. [11])
by using Corollaries 2.1 and 2.2.
Example 4.1. Let Φt be a chain with the following q-matrix Q = (qij)
q00 = −λ0, q0i = λ0pi, qi0 = −qii = λi for i  1, and qij = 0 otherwise,
where
∑
i1 pi = 1, λi > 0 for i  0. Suppose that infi0 λi = 0 and
∑
i1 piλ
−1
i < ∞. Then the chain Φt is ergodic but not
exponentially ergodic, and it is subgeometrically ergodic of order r if and only if
∑
j =0
p j
∞∫
0
r(t)e−λ jt dt < ∞.
Proof. Since
E0[δ0] = 1+
∑
i1
λ0pi
λ0
Ei[τ0] = 1+
∑
i =0
piλ
−1
i < ∞,
Φt is ergodic. However, Φt is not exponentially ergodic because infi0 qi = infi0 λi = 0.
For i  1, we have
Ei
[
rˆ(τ0)
]=
∞∫
0
λie
−λi t r(t)dt.
Then, it follows from Lemma 3.2 that E0[rˆ(δ0)] < ∞ if and only if
∑
j =0
q0 j E j
[
rˆ(τ0)
]=∑
j =0
λ0p j
∞∫
0
λ jr(t)e
−λ jt dt < ∞.
The assertion follows from Theorem 2.1 immediately. 
Example 4.2. Let Φt be a chain with the following q-matrix Q = (qi, j)
q0k > 0, −q00 =
∑
q0k, qi,i−1 = −qii for i  1, and qij = 0 otherwise.
k1
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k1 k
q0k < ∞.
Proof. It is easy to ﬁnd that
Ei[τ0] =
i∑
k=1
1
−qkk ,
which implies that there exists some constant c < ∞ such that
Ei
[
τ
−
0
]

(
Ei[τ0]
)−  ci−.
From Lemma 3.1, we see that for  > 1
Ei
[
τ 0
]= Ei−1[τ 0 ]+ qi Ei
[
τ −10
]= · · · =  i∑
j=1
E j[τ −10 ]
q j
. (4.1)
On the one hand, by the induction on , we can prove that
Ei
[
τ 0
]
< di−+ = di < ∞
for some positive constant d < ∞.
On the other hand, since f (x) = x , x 0, is a concave function, i.e.
(
1
n
n∑
i=1
xi
)
 1
n
n∑
i=1
xi ,
where {xi, i = 1, . . . ,n} is a sequence of nonnegative real numbers, we have(
n∑
i=1
xi
)
 n−1
n∑
i=1
xi . (4.2)
By using (4.2) and the skip-free structure of Q , we have Ei[τ 0 ] c˜i for some constant c˜ > 0. Hence, from (4.1) we have
Ei[τ 0 ] ci for some constant c > 0 by the induction on .
Thus, it follows from Lemma 3.2 that E0[δ0] < ∞ if and only if
∑
k1 k
q0,k < ∞. The assertion follows from Theorem 2.1
immediately. 
Remark 4.1. It was shown in [13] that for  ∈ N+ , the chain Φt in Example 4.2 is -ergodic if and only if ∑k1 kq0k < ∞.
In the above example, we extended the case to  ∈ R+ .
Example 4.3. Let Φt be a generalized Markov branching processes with q-matrix Q = (qij) given by
qij =
⎧⎨
⎩
h j, if i = 0,
iθb j−i+1, if i  1 and j  i − 1,
0, otherwise,
where θ > 0. Deﬁne
B(z) =
∞∑
k=0
bkz
k, h(z) =
∞∑
k=0
hkz
k
for 0 z 1. Assume Q is regular and the corresponding process is positive recurrent (see, e.g. [2]). Then, it is 2-ergodic if
and only if
1∫
0
(− log s)θ−1
B(s)
1∫
s
H(y)
B(y)
(− log y)θ−1 dy ds > −∞.
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Π(z) :=
∞∑
i=0
πi z
i = 1− [1/Γ (θ)]
∫ z
0 [H(y)/B(y)](− log y)θ−1 dy
1− [1/Γ (θ)]∫ 10 [H(y)/B(y)](− log y)θ−1 dy ,
and from Lemmas 2.2 and 2.4 in Chen [2] that
Ei[τ0] = 1
Γ (θ)
1∫
0
1− yi
B(y)
(− log y)θ−1 dy, i  1.
Hence, we have
∞∑
i=0
πi Ei[τ0] = 1
Γ (θ)
1∫
0
[1−Π(y)]
B(y)
(− log y)θ−1 dy
= −
∫ 1
0 [(− log s)θ−1/B(s)]
∫ 1
s [H(y)/B(y)](− log y)θ−1 dy ds
Γ (θ) − ∫ 10 [H(y)/B(y)](− log y)θ−1 dy . (4.3)
The assertion follows from (4.3) and Theorem 2.1. 
Example 4.4. Let Φt be a chain with q-matrix Q = (qij) as follows
Q =
⎛
⎜⎜⎜⎜⎜⎝
b0 b1 b2 b3 . . .
a0 a1 a2 a3 . . .
0 a0 a1 a2 . . .
0 0 a0 a1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎠ ,
where b0 < 0, bi  0 for i  1, a1 < 0, ai  0 for i = 1. Suppose that Q is irreducible and conservative (i.e. ∑∞i=0 ai =∑∞
i=0 bi = 0). It is known that Φt is ergodic if and only if
∑∞
k=2 kak < −a1 and
∑∞
k=0 kbk < ∞. Suppose that Φt is ergodic.
If
∑∞
k=0 kak < ∞ and
∑∞
k=0 kbk < ∞ for some  2 and  ∈ Z+ , then Φt is -ergodic, and for any i ∈ E and any t ∈ R+
t−1
∥∥Pt(i, ·)−π(·)∥∥ 2(ci + d)−1 + 2b

, (4.4)
where b, c and d are computable constants.
Proof. Suppose that
∑∞
k=0 kak < ∞ and
∑∞
k=0 kbk < ∞ for some  2 and  ∈ Z+ . It has been shown in Example 5.2 in
[11] that Φt is -ergodic. We now prove (4.4). Let ρ =∑∞k=0 kak , then ρ < 0. Take V (m)i = (ci + d)m . For any 0m  − 1
and i  1, we have
∞∑
k=0
qikV
(m+1)
k =
∞∑
j=0
a jV
(m+1)
i+ j−1
=
∞∑
j=0
a j
[
(ci + d)+ c( j − 1)]m+1
=
∞∑
j=0
a j
[
m+1∑
k=0
(
m+ 1
k
)
(ci + d)m+1−kck( j − 1)k
]
= V (m)i
[
m+1∑
k=1
(
m+ 1
k
)
ck
(ci + d)k−1
∞∑
j=0
a j( j − 1)k
]
= (m+ 1)V (m)i
[
cρ + 1
m+ 1
m+1∑
k=2
(
m+ 1
k
)
ck
(ci + d)k−1
∞∑
j=0
a j( j − 1)k
]
.
Now choose c = 2−ρ > 0, so that cρ = −2. Since
∑∞
j=0 a j jl < ∞, we know that
∑∞
j=0 a j jm < ∞ for each 1 m  . Thus
we can choose appropriate d > 0 that is independent of m, such that
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m+ 1
m+1∑
k=2
(
m+ 1
k
)
ck
(ci + d)k−1
∞∑
j=0
a j( j − 1)k < 1
for any 0m − 1. In the above, we have checked that∑
k∈E
qikV
(m+1)
k −(m+ 1)V (m)i (4.5)
for any i  1 and 0m  − 1. Let
b = max
0m−1
[ ∞∑
k=0
bk(ck + d)m+1 + (m+ 1)dm+1
]
.
When i = 0, since ∑∞j=0 b j j < ∞, we have
∑
k∈E
q0kV
(m+1)
k + (m+ 1)V (m+1)0 =
∞∑
k=0
bk(ck + d)m+1 + (m+ 1)dm+1  b. (4.6)
It follows from (4.5) and (4.6) that∑
k∈E
qikV
(m+1)
k −(m+ 1)V (m)i + bI{0}(i)
for any 0m − 1. By Corollaries 2.1 and 2.2, we get the assertion immediately. 
5. Concluding remarks
In this paper, several equivalent conditions are presented in the main theorem for subgeometric ergodicity for a CTMC.
It should be noted that Lemmas 3.1 and 3.2 are also useful, as a supplementary result, to practically verify subgeometric
ergodicity for some application models.
We expect that most of the results obtained for a CTMC also hold for Markov processes on a general state space. However,
the method presented here depends heavily on the discrete state structure and cannot be directly applied to investigate the
general case. One major diﬃculty is to extend Lemmas 3.1 and 3.2, and Theorem 3.1 to the general case. Therefore, we
require a new method in the analysis, which will be a topic in our future research.
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