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Abstract
Determining reliable single crystal material parameters for complex
polycrystalline materials is a significant challenge for the materials
community. In this work, a novel methodology for determining those
parameters is outlined and successfully applied to the titanium alloy,
Ti-6Al-4V. Utilizing the results from a lattice strain pole figure exper-
iment conducted at the Cornell High Energy Synchrotron Source, an
iterative approach is used to optimize the single crystal elastic moduli
by comparing experimental and simulated lattice strain pole figures
at discrete load steps during a uniaxial tensile test. Due to the large
number of unique measurements taken during the experiments, com-
parisons were made by using the discrete spherical harmonic modes of
both the experimental and simulated lattice strain pole figures, allow-
ing the complete pole figures to be used to determine the single crystal
elastic moduli.
1 Introduction
Microstructurally detailed, crystal-scale simulations are increasingly being
used to better understand and predict the mechanical behavior of engineering
materials. The predictive capabilities of these crystal-scale simulations are
fundamentally dependent on the single crystal material properties (such as
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elastic moduli and critical resolved shear stresses) used for the constituent
phases.
For the elastic response, the moduli appear as components of the elas-
ticity tensor, C(r), in Hooke’s law, written here using the unstressed config-
uration as a reference volume:
τ = C(r)ee (1)
where τ is the Kirchhoff stress and ee is the elastic strain. The anisotropic
behavior stemming from the crystal symmetry arises through the orientation
dependence of C(r), which is indicated by its argument, r, the Rodrigues
vector for the lattice orientation. An accurate simulation of a polycrystalline
aggregate requires high fidelity moduli of the constituent phases.
Traditionally, determination of the single crystal elastic stiffness tensor
involves constructing mechanical tests on a single crystal specimen that sys-
tematically isolates each term [1]. For nearly a century, quasi static [2–4],
and dynamic loading experiments - including ultrasonic probes [5–9] - have
been conducted on single crystals to quantify elastic moduli. X-rays have
also been used to quantify lattice strains within single crystal specimens
subjected to simple, often uniaxial, loading conditions [10, 11].
However, manufacturing single crystal specimens with the same chem-
istry as engineering alloys can be problematic. As such, methods are required
that are capable of determining the elastic moduli of the constituent phases
from polycrystalline specimens. If the microstructure within a polyphase
metal can be approximated with a simple morphology - such as a lattice -
ultrasonic methods can be used to approximate the moduli of each phase [12].
Lattice strains from individual grains within a loaded aggregate can also be
measured using high energy synchrotron x-ray diffraction [13]. Individual
grain strains can be used to estimate the elastic moduli in conjunction with
models for polycrystal responses.
For example, along with a crystal-based finite element simulation, the
lattice strains from several individual crystals within a deforming aggregate
were used to quantify the single crystal moduli of a BCC titanium alloy [14].
Often, due to the small grain sizes present in engineering alloys, one cannot
obtain diffraction data from individual crystals and experiments that mea-
sure average strains over an aggregate is the only option. In the past, the
diffraction elastic constants - often employed in the determination of residual
stress - and several lattice strains measured under uniaxial loading conditions
have been inverted for components of the single crystal moduli tensor using
both lab source x-rays [15–17] and neutrons [18, 19]. A possible disadvantage
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of these methods is the assumption that each crystal is subjected to a uniax-
ial stress state. In situ strain pole figure experiments employing a uniaxial
test specimen [20] and associated finite element simulations have shown that
the stress state can vary significantly over a polycrystalline sample [21].
In this paper, we present a methodology for determination of the single
crystal elastic moduli of the hexagonal close-packed (HCP) α phase of a Ti-
6Al-4V specimen subjected to uniaxial tension. The lattice strains in the α
phase were measured during mechanical loading using in situ high energy
x-ray diffraction measurements. The challenge is to accurately represent the
stress state of the crystals participating in each diffraction measurement,
then to recover the moduli by comparing the simulations to the experiment.
We employ a crystal-scale finite element model to simulate the experiment
and a discrete spherical harmonic-based data analysis technique to com-
pare the simulated and experimental lattice strain pole figures. The discrete
spherical harmonic analysis allows the lattice strain trends over the entire
polycrystal to be extracted and for noise in the data to be isolated. An
optimization routine has been implemented to determine the single crystal
elastic moduli that give the best fit between the experimentally measured
and simulated lattice strain distributions.
2 Moduli Optimization Methodology
The changes in lattice strain that occur with increments of load in the elastic
regime can be used to estimate the elastic moduli. The estimation method
presented here consists of finding the set of moduli that minimize the dif-
ferences between simulated and measured lattice strain distributions. The
lattice strain distributions are available in the form of lattice strain pole
distributions (also referred to as strain pole figures, SPF). In the limit of
infinite resolution, a strain pole distribution has infinite degrees of freedom,
but in practice is represented approximately with a number of parameters
determined by the extent of the data defining it. With currently available
experimental methods, this number can be relatively large – on the order of
thousands for each SPF.
The methodology presented here limits the degrees of freedom used to
represent the measured and simulated strain distributions by framing the
minimization in terms of the coefficients of the spherical harmonic expansions
used to represent the lattice strain distributions over the unit sphere. In
addition to curtailing the size of the optimization problem, the expansions
effectively smooth the distributions and draw out the dominant trends.
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In a polycrystal subjected to mechanical loads, the crystals are strained,
and because the crystals are elastically and plastically anisotropic, the strain
varies spatially over the volume of the polycrystal. The value of the strain
observed within a specific grain depends on many factors, including the ori-
entation of the lattice, the relative strengths and stiffnesses of surrounding
grains, and, of course, the type and intensity of the loading. Again owing
to the anisotropy of the properties, the lattice orientation plays a primary
role, such that a distribution of strain as a function of orientation can be
identified from either experimental or simulation data. Here, we define (r)
as the average strain in crystals with orientation r. It is defined over the
fundamental region of orientation space, Ωfr. See Appendix A for additional
explanation of the orientation space parameterization used in this paper.
Crystallographic fibers are loci within the fundamental region on which
crystals share a common orientation up to a rotation about one axis [22, 23].
If we designate this axis as a sample direction, s, then the condition satisfied
by all crystals lying on a common fiber is:
c(r) = ±s (2)
where c(r) includes both the designated crystallographic plane for a crys-
tal with orientation, r, and its symmetric equivalents. A fiber defined by
Equation 2 is designated by Υc‖s.
The normal component of the strain within a crystal with orientation r
in the direction parallel to the sample direction, s, is s ·(r) ·s. The average
value of this strain component for all the crystals satisfying Equation 2 is
obtained by integrating along the crystallographic fiber, Υc‖s:
c‖s =
∫
Υc‖s
A(r) s · (r) · s dΥ (3)
where A(r) is the texture and the average value of the strain component is
designated as c‖s. As is evident from its definition, c‖s depends on both c
and s. These dependencies are displayed by constructing distributions of c‖s
over the unit sphere for each family of crystallographic planes, c, of interest.
Points on the sphere correspond to sample directions, s. These distributions
are lattice strain pole figures, SPFs.
The SPF distributions can be represented by a continuous, piecewise
polynomial representation over the unit sphere:
c‖s(s) = [N s(s)]{ˆc‖s} (4)
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where [N s(s)] are interpolation functions with C0 continuity and {ˆc‖s} are
nodal point values. Both the measured and simulated strain distributions
are represented with Equation 4 and the appropriate sets of the nodal point
values: {ˆc‖s}e for experimental data and {ˆc‖s}s for the simulated distribu-
tions of strain. {ˆc‖s}e is known from experiments and thus is fixed. {ˆc‖s}s,
on the other hand, depends on values of the elastic moduli and will be re-
computed as the moduli are varied in search of optimal values.
For both the experimental and simulated distributions, we represent
{ˆc‖s} with a series expansion, in this case a set of discrete spherical har-
monics:
{ˆc‖s} =
nw∑
k=1
wk{Hˆk} (5)
The method for determining the basis functions for the harmonic expansion
is presented in Appendix B. To evaluate the weights, wk, for a given {ˆc‖s},
we first re-write Equation 5 in a matrix form:
{ˆc‖s} = [H˜]{wc} (6)
where
{wc} = {wc1 wc2 wc3 ... wcnw}T (7)
and
[H˜] =
[
{Hˆ1} {Hˆ2} {Hˆ3} ... {Hˆnw}
]
(8)
Here, the superscript c refers to a particular reflection for which we have
experimental data. To solve for {wc} from Equation 6, we construct the
corresponding normal equations using least squares to obtain:
[H˜]T[H˜]{wc} = [H˜]T{ˆc‖s} (9)
Given {wc} for both the experimental and simulated distributions (desig-
nated as {wc}e and {wc}s, respectively), an error, Rw, is defined:
Rw =
∑
c
[{wc}e − {wc}s]2 (10)
Equation 10 serves as the objective function in the optimization procedure
for estimating values of the elastic moduli by minimizing Rw. The opti-
mization search begins with an initial estimate of the independent moduli,
typically taken from handbook references, and iterates on their values to
minimize the objective function. The contributions to Rw span strain pole
figures for all of the crystal plane families at each of the load steps with
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measurements. Iterates for {wc}s are expensive, as they involve performing
a finite element simulation as outlined in Section 3.3 using different combi-
nations of the moduli. Consequently, to minimize Rw, a manual, univariate
descent procedure is invoked in which the values of the moduli are varied
one at a time to generate the necessary gradient evaluations. The descent
process is continued to achieve smallest error and thereby to estimate the
set of elastic moduli that provides the best fit overall between the measured
and computed lattice strains.
The described methodology is based on the availability of SPF distribu-
tions. SPF distributions are directly available from in situ powder diffraction
experiments as a consequence of Bragg’s Law and rotation of the specimen
to populate the pole figure. SPF distributions can also be generated from
simulation results by evaluating which crystals in a virtual polycrystal sat-
isfy the Bragg condition for x-rays with a given input vector. Generation
of experimental and simulated SPFs are outlined in the following section, as
well as a description of the material the methodology has been applied to,
the titanium alloy, Ti-6Al-4V.
3 Material and Lattice Strain Pole Figures
To demonstrate the methodology for determining single crystal elastic mod-
uli for an engineering alloy, we examine the titanium alloy, Ti-6Al-4V. In
this section, the material microstructure is quantified and the lattice strain
data are presented.
3.1 Material
Ti-6Al-4V is a dual-phase titanium alloy consisting of a HCP α phase and a
body-centred cubic (BCC) β phase. The α phase typically constitutes 92%
of Ti-6Al-4V by volume and, as such, dominates the elastic response of the
material. The material used in this study had a nominal yield stress and
Young’s modulus of 800 MPa and 110 GPa, respectively.
Ti-6Al-4V can be thermo-mechanically processed to have a number of
different microstructural forms, ranging from fine transformed lath structures
to equiaxed grains. The material used in this study came from the "mill
annealed" plate processing route and consisted of equiaxed α grains with an
average grain size of 12 µm in a matrix of prior-β. A backscatter electron
micrograph of the material is given in Figure 1.
For a particular diffraction volume, the texture intensity pole figures were
computed using the Materials Analysis Using Diffraction (MAUD) software
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Figure 1: Backscatter electron image showing the microstruture of the mill-
annealed Ti-6Al-4V material. Dark regions are α phase and light regions are
β phase.
[24]. These intensity pole figures were then used to compute the orientation
distribution function (ODF). The OdfPf package 1 was employed for the ODF
calculation. The ODF for the α phase of the Ti-6Al-4V is plotted over the
fundamental region of the orientation space for hexagonal crystal symmetry
using Rodrigues parameterization in Figure 2, relative to the rolling (RD),
transverse (TD) and normal (ND) directions of the plate. This ODF was
used to instantiate a virtual polycrystal for the simulation work.
Figure 2: The ODF for the α phase of the Ti-6Al-4V sample. The units are
in multiples of uniform distribution (MUD).
1http://anisotropy.mae.cornell.edu
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3.2 In situ HEXD experiments and measured lattice strain
data
High energy x-ray diffraction (HEXD) measurements were conducted on a
Ti-6Al-4V tensile specimen under in situ loading in the A2 experimental
station at the Cornell High Energy Synchrotron Source (CHESS). The ten-
sile loads were applied to the specimen using a custom-built, displacement-
controlled load frame. The applied force was measured using a 10 kN load
cell and the strain in the gage section of the specimen was measured using
a strain gage attached to the surface of the specimen. The tensile specimen
had a gage section with a square cross-section of width, 1.8 mm and length,
8 mm. The loading axis of the tensile specimen was orientated in the rolling
direction (RD) of the plate and the square cross-section of the gage section
was aligned with the orthogonal transverse (TD) and plate normal (ND)
directions. The engineering stress-strain response is given in Figure 3.
Figure 3: Experimental and simulated engineering stress-strain curves, with
HEXD measurement points highlighted.
For the HEXD measurements, the transmission geometry described by
Miller et al. [20] was employed. Figure 4 illustrates the experimental ge-
ometry. The wavelength of the monochromatic x-ray was 0.02086 nm (60
keV). The nominal beam size was 500 µm × 500 µm. Taking the average
grain size (12 µm) and assuming spherical grains, this beam size results in
approximately 500,000 grains contributing to each diffraction image. An
amorphous Si area detector was placed approximately 941 mm from the
sample to record the full Debye-Scherrer rings. A set of CeO2 images were
recorded to characterize the experimental setup.
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Figure 4: A schematic of the experimental geometry used in this work.
At several points during the loading program, the loading was paused
and a set of diffraction images were recorded. To ensure that the specimen
did not excessively creep while the diffraction images were recorded, the load
was reduced by 10% from the peak load. At each of these interruptions of the
loading, the specimen was rotated with respect to the incident monochro-
matic x-ray beam by ±75◦ about the loading direction, Ys, to maximize
the number of measurement directions while avoiding the shadows from the
load frame posts. A schematic of the experimental geometry used is given
in Figure 4. During rotation, 15 diffraction images were recorded at equal
angular intervals. Furthermore, the specimen was also translated along the
loading direction to interrogate six different diffraction volumes in the gage
length. In total, ninety diffraction images were recorded at each measure-
ment point of the loading program. Unlike high energy x-ray diffraction
microscopy measurements [13], where individual crystals are tracked with
changing macroscopic loads, the individual grains within a diffraction vol-
umes were not tracked in this work; here, the underlying assumptions are
that:
• the applied load is uniform along the gage length, and
• the volume of material illuminated by the x-ray beam is sufficient to
be representative of the material at-large.
For each diffraction volume at a particular macroscopic load, the diffrac-
tion images were used to construct the lattice strain pole figures for multiple
families of crystallographic planes in the α phase of the Ti-6Al-4V sam-
ple. The β phase was ignored as its volume fraction was small. For any
9
given diffraction volume, the raw strain pole figures were computed using
the analysis method outlined in [20]. The lattice strain at particular scat-
tering vector, s, for a particular family of crystallographic planes, denoted
by s, was computed by:
c‖s(s) =
dc‖s(s)− dc‖so (s)
d
c‖s
o (s)
(11)
where dc‖so (s) and dc‖s(s) are the plane spacings of the family of crystallo-
graphic planes measured along s while the sample was under load and at
zero load, respectively.
The raw lattice SPF data points were used to construct continuous dis-
tributions over the unit sphere for three families of crystallographic planes
from the HCP α phase, {0 0 0 2}, {1 0 1 0} and {1 0 1 1}. The finite element
mesh over the unit sphere is shown in Figure 5. The data points were inter-
polated to the nodal points of the finite element mesh using a biharmonic
spline interpolation over the 2-D surface of the unit sphere. With lattice
strain values prescribed at every nodal point of the mesh, the lattice strain
field is defined completely over the unit sphere via Equation 4. The stages of
this process of constructing the continuous SPFs are illustrated in Figure 5.
Figure 5: Plots of the unit sphere showing (a) the finite element mesh used
to calculate the discrete spherical harmonics, (b) the raw SPF data for an
example family of crystallographic planes and loading step, (c) the raw SPF
data interpolated to the nodal points of the finite element mesh and (d) the
lattice strain field over the unit sphere.
The lattice strain distributions at five load steps within the elastic region
of the macroscopic true stress-strain response for the {0 0 0 2}, {1 0 1 0}, and
{1 0 1 1} crystal plane families are given in Figure 6 for a single diffraction
volume. Although the outer rings on the detector provide better strain
resolution, the inner three rings where chosen as these gave the most complete
coverage over the pole figures. From Figure 6 it can be seen that for all three
families of crystallographic planes, the tensile component of the lattice strain
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distribution increases in the RD (loading) direction as the macroscopic load
is increased. Further, due to the Poisson effect, a compressive component of
the lattice strain distribution develops around the equator of the SPF as the
macroscopic load increases.
Figure 6: Experimental lattice strain pole figures for the {0 0 0 2}, {1 0 1 0},
and {1 0 1 1} crystal plane families at five macroscopic true stress values in
the elastic region of the macroscopic true stress-strain response for a repre-
sentative volume.
The experimental data rendered a total of 15 SPF distributions within
the elastic domain (three crystal plane families, each at five load steps) for six
independent diffraction volumes. For each of the 15 SPF conditions, the har-
monic expansion coefficients defined in Equations 6 and 7 were evaluated for
the six independent diffraction volumes. The error analysis indicated that
some sample directions were subject to higher variability in the measured
strains than others, a trend that can be traced to the completeness of the
experimental coverage [25]. Interestingly, calculating the harmonic expan-
sion coefficients of the standard Error Pole Figure (EPF) (see Appendix C)
showed that this variability had a strong influence on the first mode in the
harmonic expansion, but tended to have only a weak influence on the higher
modes. The first mode is a uniform distribution over the sphere, thus show-
ing no orientation dependence.
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3.3 Crystal-scale finite element simulations and simulated
lattice strain data
The simulated strain pole figures are computed by simulating the responses
of virtual polycrystals using a crystal-scale finite element formulation for the
elasto-plastic deformations of polycrystals. Thorough documentation of the
finite element formulation together with details of its numerical implemen-
tation may be found in [26]. Virtual polycrystals were instantiated with
2000 grains to represent the test specimen. Although the number of grains
in the virtual polycrystals are significantly lower than those sampled in the
experiment (500,000 grains per diffraction image), 2000 grains was found to
be sufficient to accurately capture the observed lattice strain distributions.
Each grain is discretized with approximately 50-100 10-node tetrahedral el-
ements. An example of a typical virtual polycrystal used in this study is
shown in Figure 7.
Figure 7: Virtual polycrystal used in HEXD simulations. Color indicates a
grain.
Crystal lattice orientations are assigned to the grains by sampling from a
known orientation distribution function (ODF) for the material. A baseline
set of single crystal elastic moduli is chosen, usually from the literature,
to initiate the optimization procedure described in Section 2. The virtual
polycrystals are subjected to the same load history as the experiment.
The stress and strain tensors are recorded for every element at every load
step. From these records, virtual SPFs are then constructed for each of the
load steps and crystallographic reflections of interest. The process of ex-
tracting c‖s(s) consists of sweeping through all the elements and computing
the following quantities:
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1. Given s, if c‖s, then compute c‖s
2. Add weighted value to a running total. (Weight = volume element /
volume of crystals satisfying: c‖s.)
3. Repeat for all s corresponding to nodal points of the mesh on the
sphere.
The texture, A(r), enters via the instantiation step as orientations were as-
signed to elements consistent with texture, so weighting of the lattice strains
by appropriate volumes is implicit in summing over elements that satisfy the
fiber condition.
Figure 3 shows a typical computed stress-strain response on the same
plot with the experimental stress-strain results. The simulations included
the unloading episodes that were conducted in the experiments to avoid
specimen creep during the diffraction measurements. The simulations were
carried out for the entire loading history, which extended beyond the yield
point. For the evaluation of the elastic moduli the experimental points up
to a nominal stress of 675 MPa were considered.
The optimization procedure seeks to find the optimal set of moduli by
minimizing the error defined by Equation 10. Each iterate of the procedure
involves recomputing the simulated strain pole figures and re-evaluating the
expansion coefficients. Thus, the finite element simulations are performed
repeatedly with different values of the moduli following a univariant descent
procedure. The variations in the moduli were constrained to values that
provided a fixed bulk modulus, as explained in Section 4.1.
4 Optimization of Elastic Moduli
Using the methodology presented in Section 2 and the lattice strain data
presented in Section 3.2, we now evaluate the elastic moduli for the domi-
nant HCP α phase of Ti-6Al-4V. We first examine the stiffness tensor for the
HCP phase of Ti-6Al-4V to expose the moduli of interest, discuss constraints
on those moduli, and to identify those moduli that bear on the bulk and de-
viatoric responses. We then discuss the simulations conducted in performing
the optimization. This is followed by presentation of the optimized moduli.
4.1 Elastic moduli for the HCP phase of Ti-6Al-4V
We re-write Equation 1 in matrix form for the case of hexagonal symmetry
to identify the specific moduli of interest:
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
τ11
τ22
τ33
τ23
τ13
τ12

=

C11 C12 C13
C12 C11 C13
C13 C13 C33
C44
C44
(C11 − C12)/2


e11
e22
e33
2e23
2e13
2e12

(12)
As indicated in Equation 12, for hexagonal symmetry there are in general five
independent moduli. The elastic behavior can be decomposed into deviatoric
(shear) and spherical (bulk) parts provided that the elastic moduli satisfy
the constraint:
C11 + C12 = C13 + C33 (13)
This constraint was imposed here, leaving four independent moduli. The
bulk response is isotropic (no orientation dependence), as is apparent from
its equation involving only first invariants of the stress and strain:
tr(τ ) =
κ
3
tr(ee) (14)
where the scalar bulk modulus, κ, is a linear combination of the C11, C12,
and C13:
κ = 3(C11 + C12 + C13) (15)
The single crystal elastic anisotropy is expressed entirely through a tensor
relation between the deviatoric parts of the stress and strain.
The decomposition of Hooke’s law into bulk and deviatoric parts has im-
portant implications relative to the harmonic expansions of the lattice strains
and the subsequent determination of the elastic moduli using the expansions.
Namely, it is the bulk modulus that is sensitive to the variability in the first
mode coefficients (recall that the first mode of the harmonic expansion is
simply a constant). However, with Hooke’s law written in the form of Equa-
tion 12 that combines the bulk and deviatoric responses, uncertainty in the
bulk response may also influence determination of moduli that associated
with the deviatoric response. This is because in Equation 12 the three single
crystal moduli that define the bulk response also influence the deviatoric
response. This is in contrast to Equation 14 that isolates the bulk response
using the single parameter, κ.
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The consequence of uncertainty in the first mode of the expansion, then,
is that using the SPF data reported here, it was not possible to reliably esti-
mate of the bulk modulus. However, because the high level of uncertainty was
limited to the first mode, it was possible to estimate moduli associated with
the deviatoric (anisotropic) response. This was accomplished by constrain-
ing the values of C in the optimization procedure according to Equation 15
to maintain a fixed value of the bulk modulus. The value was one chosen
from the literature for titanium [27]. At first this appears to be a limitation
of using this approach to determine the moduli. However, further consider-
ation points to a definite strength of the harmonic expansions as an avenue
to treat data. Without isolating the variability to the first mode, it was not
possible to assign the uncertainty to the bulk response alone. Thus, we were
able to separate the deviatoric response and evaluate moduli associated with
that part of the full behavior.
4.2 Optimized moduli
The total error, Rw, was minimized between the experimental spherical har-
monic coefficients (taken as the average from the 6 diffraction volumes) and
the simulated spherical harmonic coefficients for the 15 SPF conditions (5
load points each for 3 crystal family planes) by adjusting the elastic shear
moduli. For each SPF condition, the error was taken as the root sum of
squares of the difference between the experiment and simulation. The to-
tal error, Rw, is the sum of all the errors across all SPF conditions. 42
simulations were run to optimise the elastic moduli, with the initial Rw of
30.6× 10−4 reduced to a final Rw of 12.9× 10−4. The resulting strain pole
figures for the optimized moduli are shown in Figure 8. These SPFs are
virtually indistinguishable from the measured ones shown in Figure 6.
The expansions were dominated by contributions from the fifth and sixth
modes, and so we focus on comparisons of the harmonic expansion coeffi-
cients for these two modes. Figure 9 shows a good match between exper-
imental and simulated responses for modes five and six. Over the entire
elastic domain, the coefficients for the simulated responses using the opti-
mized moduli tract the experimental coefficients closely. In contrast, as can
also be seen in Figure 9, there are clear differences in the trends for modes
five and six for the responses computed with the moduli given for titanium
in Kelly and Groves [27]. In particular, the magnitudes of contributions
for both modes are substantially greater in the simulated behavior than is
observed in experiment for the {0 0 0 2} crystal plane family.
The result of the optimization procedure is a set of moduli, C11, C12, C13
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Figure 8: Simulated lattice strain pole figures for the {0 0 0 2}, {1 0 1 0}, and
{1 0 1 1} crystal plane families at five macroscopic true stress values in the
elastic region of the macroscopic true stress-strain response.
and C44, that best describe the elastic responses quantified by the lattice
strain distributions measured in the HEXD experiments. This is a very
demanding test given the extensive number of independent measurements
generated in these experiments. The optimized moduli are given in Table 1.
As can be seen from comparisons of values in the table, the optimized values
overall are in general agreement with the literature values. However, because
the bulk moduli for the two sets are the same, the differences in the two sets
of values lie in the deviatoric responses. Here, the difference between the two
sets is about 10%, which is directly evident in the C44 values but is present
in the relative values of the other moduli, as well.
Case C11 C12 C13 C44 EmaxEmin
Gmax
Gmin
Kelly/Groves 161 91 70 47 1.360 1.367
Optimized 169 89 62 43 1.494 1.399
Table 1: Optimized and reference single crystal elastic moduli (GPa)
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Figure 9: Coefficients of discrete spherical harmonics 5 and 6 for the {0 0 0 2},
{1 0 1 0}, and {1 0 1 1} crystal plane families plotted against macroscopic true
stress calculated from experiments and simulations using the original Kelly
and Groves moduli and the optimized moduli.
5 Discussion
Although the differences between the base (Kelly and Groves) and optimized
moduli given in Table 1 are relatively small, these differences result in subtle
but significant changes to the elastic response of the HCP unit cell. To quan-
tify these subtle changes to the elastic response, we can define a directional
elastic modulus and shear modulus that capture the elastic response of the
HCP unit cell. The directional modulus is defined as 1/S33, where S33 is the
directional component of the rotated compliance matrix. Likewise, a shear
modulus for the HCP unit cell can be defined as 1/S44, where S44 is the
shear component of the rotated compliance matrix. The direction and shear
moduli can then be normalized and plotted over the fundamental region
of Rodrigues space, as shown in Figure 10 for the cases of the base (Kelly
and Groves) elastic constants, the optimized elastic constants and those for
zirconium and magnesium [1].
From the plots shown in Figure 10, a number of interesting observations
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Figure 10: Plots showing the normalized directional modulus (1/S33) and
shear modulus (1/S44) over the hexagonal fundamental region of Rodrigues
space for (a) titanium (Kelly and Groves), (b) titanium (optimized), (c)
zirconium and (d) magnesium.
can be made about the elastic response given by the base (Kelly and Groves)
moduli compared with the optimized moduli, particularly in relation to the
equivalent plots for magnesium and zirconium. The directional modulus for
the base (Kelly and Groves) moduli is seen to monotonically decrease as it
reaches the edges of the fundamental region. In contrast, although difficult
to see due to the color scaling, the directional modulus for the optimized
moduli has a minimum before increasing slightly as it reaches the edge of
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the fundamental region. Interestingly, this response for the directional mod-
ulus for the optimized moduli shows the same trend as for magnesium and
zirconium [28]. Comparing the shear moduli plots for the base (Kelly and
Groves) and optimized moduli, we can again see that there are differences
between the responses. Comparing with the equivalent plots for magnesium
and zirconium, it is once again interesting to note that the optimized moduli
show the same trend in shear response.
It is worth highlighting that this is the first time this analysis has been
conducted and, although efforts have been made to quantify errors, further
experiments are required to validate the technique and assess it’s applicabil-
ity across different materials systems. Further, the BCC β phase of Ti-6Al-
4V was neglected in the optimization. Although the β phase accounts for
only 7-8% of the material, it does contribute to the overall elastic response
of Ti-6Al-4V. However, for the determination of the moduli for the α phase,
it is uncertain how much the inclusion of the β would change the response
of the HCP α phase, particularly in terms of the spherical harmonics of the
lattice SPFs. In future studies, the authors intend to extend this analysis
technique to include the β phase, with the aim of determining the extent of
the β phase’s role in the elastic response of Ti-6Al-4V and to find optimal
elastic moduli for the β phase.
6 Conclusions
In this paper we have presented a new methodology for extracting single
crystal elastic moduli from mechanical tests on polycrystalline samples and
coordinated simulations of virtual polycrystals. The experiments use high
energy x-ray, powder diffraction measurements during in situ mechanical
loading to give extensive sets of lattice strain distributions. The simulations
of virtual polycrystals mimic the mechanical loading of the experiments,
producing similar lattice strain distributions.
The new method provides a framework to evaluate moduli by minimizing
the difference between the measured and predicted responses. Central to the
method is the use of a discrete spherical harmonic expansion of SPFs that
permits comparison of the entire lattice strain distributions on the basis
of the expansion coefficients. Further, the use of the spherical harmonic
expansion allows decomposition of the lattice strain response to isolate the
bulk and shear moduli.
The method has been successfully applied to the microstructurally com-
plex engineering alloy, Ti-6Al-4V, with optimized single crystal moduli ex-
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tracted for the HCP α phase. It is envisioned that this approach can be
applied to a wide range of engineering materials where determining single
crystal elastic moduli using traditional techniques is generally not possible.
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Appendices
A Crystal orientations and lattice strains
The orientation of the crystallographic lattice is quantified using an angle-
axis parameterization to relate a set of basis vectors attached to the lattice
to a common fixed reference frame. Rodrigues vectors, r, are angle-axis
representations of orientations defined by:
r = tan (
φ
2
)n (16)
in which n is the rotation axis and φ is the rotation angle [29]. Using crystal
symmetries to define bounding planes, a fundamental region in orientation
space, Ωfr, may be determined with the property that all points on the inte-
rior of the region represent unique orientations. Points on the boundary are
duplicated by other boundary points according to crystal symmetries [30–
32]. The fundamental region for hexagonal crystal symmetry is shown in
Figure 11. Continuous distributions over the fundamental region are con-
structed with linear piecewise polynomials (e.g. lower-order finite element
interpolation functions) [33].
Using a Rodrigues parameterization of orientations, crystallographic fibers
are straight lines in orientation space. Several examples from the hexagonal
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Figure 11: Fundamental region of Rodrigues space for hexagonal symmetry
showing three crystallographic fibers, {0 0 0 2} - red, {1 0 1 0} - blue, and
{1 0 1 1} - yellow, with crystal plane normals parallel to the sample x3 direc-
tion.
case, namely {0 0 0 2}, {1 0 1 0}, and {1 0 1 1}, with crystal plane normals
parallel to the sample x3 direction, are shown in Figure 11. Utilizing the
Rodrigues parameterization of orientations and the finite element represen-
tation of the fundamental region significantly simplifies calculations over ori-
entation space, such as the integration of quantities along crystallographic
fibers.
B Discrete Spherical Harmonics
One approach in comparing two distributions is to examine the coefficients
associated with series expansions of the distributions. Similarity of matching
coefficients implies that the two distributions both possess a variation over
the domain that is captured by the corresponding term in the expansion.
In this appendix we develop the discrete spherical harmonic expansion func-
tions that are used in Section 2 to compare simulated and measured strain
distributions via the coefficients in their series representations.
Solid harmonics are homogeneous polynomials with zero Laplacian [34].
This means that, over the solid domain Ω, a solid harmonic, u, that is
homogeneous of degree m must satisfy:
∇2u = 0 (17)
u(λx) = λmu(x) (18)
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Spherical harmonics are solid harmonics that are constrained to lie on
the surface of a unit sphere, designated as Γ. Note that the domain of the
solid may be defined in any number of dimensions, Rn+1, with n ≥ 1. The
surface of the sphere exists in a space, Sn, that is one lower in dimension.
For representation of the strain distributions as a function of the sample
direction s, n = 2.
Because of the homogeneity of the solid harmonics, their normal deriva-
tives are proportional to their values. This leads to the requirement that, on
the sphere surface, Γ, the spherical harmonic functions satisfy:
−∇2u = λu (19)
From this requirement we can identify the spherical harmonics as the eigen-
functions of Equation 19. Using the spherical harmonic functions as bases
of the series expansion allows us to write u as:
u =
nw∑
k=1
wkHk(s) on Γ (20)
where wk are the weights and the eigenvectors, Hk(s), lie on the sphere and
are smooth. The expansion is limited to nw terms using the lower-mode
eigenvectors. As a consequence of being the eigenvectors of Equation 19, the
functions admit the following orthogonality:∫
Γ
H i(s)Hjs)ds =
{
1 i = j
0 i 6= j (21)
Equation 19 may be solved for the spherical harmonics using finite ele-
ments. To do this, a weighted residual is constructed from Equation 19 using
the weights, Ψ(s), as: ∫
Γ
Ψ(s)(∇2u+ λu)ds = 0 (22)
and subsequently is modified to obtain its weak form. The domain, Ωs,
is discretized with elements to create a finite element mesh and Hk(s) is
represented over the mesh using piecewise polynomial approximation, Hˆk(s),
with C0 continuity:
Hˆk(s) = [N s(s)]{Hˆk} (23)
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Here, [N s(s)] are interpolation functions over the element domains and {Hˆk}
are the associated nodal point values.
Applying a Galerkin approach, the weights are defined using the same
interpolation functions:
Ψˆ(s) = [N s(s)]{ψˆk} (24)
These discrete representations of Hk(s) and Ψ(s) are substituted into the
weak form of the residual to obtain:
[[KH ]− λ [MH ]] {Hˆk} = {0} (25)
where [KH ] and [MH ] are the assembled elemental matrices:
[KH ] =
∑
ne
[kH ] and [MH] =
∑
ne
[mH] (26)
The elemental matrices in turn are:
[kH ] =
∫
Γe
[B]T[B]ds (27)
and
[mH ] =
∫
Γe
[N ]T[N ]ds (28)
where [B] are the gradients of [N s(s)] on the sphere.
Extracting the eigenvectors from Equation 25 provides a set of discrete
spherical harmonics, Hˆk(s), which are tied explicitly to the finite element
mesh used for Equation 23. The number of modes corresponds to the number
of nodal points in the mesh. However, only a relatively small number of
modes are needed to capture the dominant trends of a distribution. Here we
employed the first 25 modes, as displayed in Figure 12.
C Experimental error analysis
Since SPF measurements were made for six independent volumes in the
gage section of the specimen at each load step, a statistical analysis can be
conducted to determine the measurement error in the lattice strain at every
nodal point. Assuming a normal distribution, the standard error at each
nodal point was calculated with a confidence interval of 95%. The results
from this analysis were then combined to define a continuous standard error
function over the unit sphere. The standard error can then be plotted as an
26
Figure 12: 25 discrete spherical harmonic modes used in this analysis.
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error pole figure (EPF) for each family of crystallographic planes and load
step, as shown in Figure 13.
From Figure 13 it can qualitatively be seen that the distribution of stan-
dard error over the EPF is random but that the error distribution propagates
through load steps. It can also be see that there are differences in the level of
standard errors between the families of crystallographic planes, with {1 0 1 1}
having the lowest peaks in standard error.
Figure 13: Standard error in the lattice strain pole figures for the {0 0 0 2},
{1 0 1 0}, and {1 0 1 1} crystal plane families at five macroscopic true stress
values in the elastic region of the macroscopic true stress-strain response.
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