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SHAPE ANALYSIS OF AN ADAPTIVE ELASTIC ROD MODEL∗
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Abstract. We analyze the shape semiderivative of the solution to an asymptotic nonlinear
adaptive elastic rod model, derived in Figueiredo and Trabucho [Math. Mech. Solids, 9 (2004),
pp. 331–354], with respect to small perturbations of the cross section. The rod model is deﬁned by
generalized Bernoulli–Navier elastic equilibrium equations and an ordinary diﬀerential equation with
respect to time. Taking advantage of the model’s special structure and the regularity of its solution,
we compute and completely identify, in an appropriate functional space involving time, the weak
shape semiderivative.
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1. Introduction. In this paper we consider a sensitivity analysis problem in
shape optimization: the calculus of the derivative of the solution to an asymptotic
nonlinear adaptive elastic rod model, with respect to shape variations of the cross
section of the rod. More precisely, for each small parameter s ∈ [0, δ] we deﬁne a
perturbed adaptive elastic rod Ωs = ωs × [0, L]. The scalar L > 0 is its length,
and ωs = ω + s θ(ω) is a perturbation of a ﬁxed cross section ω, in the direction
of the vector ﬁeld θ = (θ1, θ2), that realizes the shape variation. To each rod Ωs
we associate the corresponding unique solution (us, ds) of the asymptotic adaptive
elastic rod model, derived in Figueiredo and Trabucho [7]. The purpose of this paper
is to compute the limit (u
s−u
s ,
ds−d
s ), when s → 0+, where (u, d) is the solution’s
rod model for the case s = 0. This limit is the semiderivative of the shape function
J : s ∈ [0, δ] → J(Ωs) = (us, ds), at s = 0 in the direction of the vector ﬁeld θ (in
the sense of Delfour and Zole´sio [5, p. 289]), or equivalently, the material derivative
of the map J at s = 0 (in the sense of Haslinger and Ma¨kinen [8, p. 111]).
The diﬃculties that arise in the computation of the limit (u
s−u
s ,
ds−d
s ), when s→
0+, are caused by the complicated form of the asymptotic adaptive elastic rod model
derived in Figueiredo and Trabucho [7]. In fact, this is a simpliﬁed adaptive elastic
model, proposed for the mathematical modeling of the physiological process of bone
remodeling. It couples the generalized Bernoulli–Navier elastic equilibrium equations
with an ordinary diﬀerential equation with respect to time, which is the remodeling
rate equation. This latter equation expresses the process of absorption and deposition
of bone material due to external stimulus (cf. Cowin and Hegedus [3] and Hegedus and
Cowin [9] for a description of the theory of adaptive elasticity, Cowin and Nachlinger
[4] for uniqueness results, and Monnier and Trabucho [10] for existence results of three-
dimensional solutions). For each s ∈ [0, δ], the pair (us, ds) is the unique solution of
this asympotic adaptive elastic rod model, where us is the displacement vector ﬁeld
∗Received by the editors February 25, 2004; accepted for publication (in revised form) May 10,
2005; published electronically October 17, 2005. This work is part of the European project HRN-CT-
2002-00284 and is partially supported by the project FCT–POCTI/MAT/59502/2004 of Portugal.
http://www.siam.org/journals/siap/66-1/60444.html
†Departamento de Matema´tica, Universidade de Coimbra, Apartado 3008, 3001-454 Coimbra,
Portugal (Isabel.Figueiredo@mat.uc.pt, http://www.mat.uc.pt/∼isabelf, carlosl@mat.uc.pt).
‡Departamento de Matema´tica, Escola Superior de Tecnologia de Viseu, Campus Polite´cnico,
3504-510 Viseu, Portugal (cagostinho@mat.estv.ipv.pt).
153
D
ow
nl
oa
de
d 
06
/1
9/
13
 to
 1
93
.1
37
.7
.8
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
154 I. N. FIGUEIREDO, C. F. LEAL, AND C. S. PINTO
of the rod Ωs and d
s is a scalar ﬁeld that represents the change in volume fraction
of the elastic material (from a reference volume fraction) in the rod Ωs. Moreover,
us is the solution of the generalized Bernoulli–Navier equilibrium equations, and ds
is the solution of the remodeling rate equation. In addition, us and ds are coupled
in the model because the material coeﬃcients depend on ds and the remodeling rate
equation depends on us.
In spite of this complex structure, we are able to compute the limit (u
s−u
s ,
ds−d
s )
when s → 0+. There are two main results in this paper, which lead to this limit’s
computation. The ﬁrst principal result states that, for each time t, the sequence
(u
s−u
s ,
ds−d
s )(., t) converges weakly to (u¯, d¯)(., t), when s → 0+, in an appropriate
functional space of Sobolev type. (We denote by (us, ds) the solution of the perturbed
rod model, formulated in the unperturbed ﬁxed domain Ω, which is the domain of
(u, d).) The second main result identiﬁes the weak shape semiderivative denoted
by (u¯, d¯); it is the unique solution of a nonlinear problem which couples a variational
equation (whose solution is u¯) and depends on (u, d) and d¯, and an ordinary diﬀerential
equation with respect to time (whose solution is d¯) that depends on (u, d) and u¯.
The reasonings that we have used to achieve these two results are next sum-
marized. We show that the sequences (us, ds) and (u
s−u
s ,
ds−d
s ) are bounded in ap-
propriate functional spaces, involving time; we use the continuity, the ellipticity, the
regularity properties, and the special structure of the asymptotic adaptive elastic rod
model. In order to identify the weak shape semiderivative we also apply the weak
and/or strong convergence of the sequences {us} and {ds}, when s→ 0+, and again
the special structure of the asymptotic adaptive elastic rod model. In particular, due
to the form of the remodeling rate equation, we are able to use the integral Gron-
wall’s inequality, which is the key to obtaining the estimates for the sequences {ds}
and {ds−ds } and to identifying the ordinary diﬀerential equation with respect to time,
whose solution is d¯.
Finally let us brieﬂy explain the contents of the paper. After this introduction,
in section 2, we describe the problem Ps, which is the asymptotic nonlinear adaptive
elastic model for the perturbed rod Ωs; we also prove a regularity property of its
solution, and ﬁnally we describe the shape problem that we want to solve. In section
3 we reformulate the problem Ps in the unperturbed domain Ω; this reformulation is
necessary because, in order to compute the limit of the quotient sequence (u
s−u
s ,
ds−d
s ),
the vector ﬁelds us, u, ds, and dmust be deﬁned in the same ﬁxed domain, independent
of s. In section 4 we prove that all the sequences {us}, {ds}, {us−us }, and {d
s−d
s } are
bounded in appropriate functional spaces involving time; we determine, for each time
t, the weak limit of the quotient sequence (u
s−u
s ,
ds−d
s )(., t) when s → 0+; and we
identify the weak shape semiderivative (this identiﬁcation is summarized in theorem
4.11). Finally we present some conclusions and future work.
2. Description of the problem. In this section we ﬁrst introduce the notation
used in this paper; namely, we consider a family of rods Ωs = ωs × [0, L], with length
L and cross section ωs, parameterized by s ∈ [0, δ], which is a small parameter. Next,
for each s, we describe the adaptive elastic rod model denoted by Ps, derived by
Figueiredo and Trabucho [7]. We prove a regularity result for the displacement vector
ﬁeld us, the ﬁrst component of the solution (us, ds) of Ps. Finally, we describe the
shape problem under consideration in this paper.
2.1. Notation. Let δ > 0 be a small parameter, and for each s ∈ [0, δ] we
consider the perturbation Is of the identity operator I in R
2, deﬁned by Is(x1, x2) =
(I + sθ)(x1, x2) = (xs1, xs2), for all (x1, x2) ∈ R2, where θ = (θ1, θ2) : R2 −→ R2 is a
D
ow
nl
oa
de
d 
06
/1
9/
13
 to
 1
93
.1
37
.7
.8
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
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vector ﬁeld regular enough (at least θ ∈ [W 2,∞(R2)]2). Let ω be an open, bounded,
and connected subset of R2, with a boundary ∂ω regular enough. For each s ∈ [0, δ]
we deﬁne ωs = Is(ω), which is the perturbation of ω in the direction of the vector
ﬁeld θ. We also denote by Ωs the set occupied by a cylindrical adaptive elastic rod,
in its reference conﬁguration, with length L > 0 and cross section ωs, that is, Ωs =
ωs× [0, L] = Is(ω)× [0, L] ⊂ R3. Moreover, we denote by xs = (xs1, xs2, x3) a generic
element of Ωs and deﬁne the sets Γs = ∂ωs× ]0, L[, Γs0 = ωs × {0}, ΓsL = ωs × {L},
and Γs0,L = Γs0∪ΓsL, where ∂ωs is the boundary of ωs. These last four sets represent,
respectively, the lateral boundary of the rod Ωs and its extremities. We assume that,
for each s ∈ [0, δ], the coordinate system (O, xs1, xs2, x3) is a principal system of
inertia associated with the rod Ωs. Consequently, axisOx3 passes through the centroid
of each section ωs×{x3}, and we have
∫
ωs
xs1 dωs =
∫
ωs
xs2 dωs =
∫
ωs
xs1xs2 dωs = 0.
(We observe that the choice of the vector ﬁeld θ, which realizes the shape variation
of the cross section ω, must be admissible with this condition.)
The set Cm(Ωs) is the space of real functions m times continuously diﬀerentiable
in Ωs. The spaces W
m,q(Ωs) and W
0,q(Ωs) = L
q(Ωs) are the usual Sobolev spaces,
where q is a real number satisfying 1 ≤ q ≤ ∞ and m is a positive integer. The norms
in these Sobolev spaces are denoted by ‖.‖Wm,q(Ωs). The set Rs = {vs ∈ R3 : vs =
a+ b∧xs, a, b ∈ R3}, where ∧ is the exterior product in R3, is the set of inﬁnitesimal
rigid displacements. We denote by [Wm,q(Ωs)]
3/Rs the quotient space induced by
the set Rs in the Sobolev space [Wm,q(Ωs)]3.
Throughout the paper, the Latin indices i, j, k, l, . . . belong to the set {1, 2, 3};
the Greek indices α, β, μ, . . . vary in the set {1, 2}; and the summation convention
with respect to repeated indices is employed, that is, for example, aibi =
∑3
i=1 aibi.
Let T > 0 be a real parameter, and denote by t the time variable in the interval
[0, T ]. If V is a topological vectorial space, the set Cm([0, T ];V ) is the space of
functions g : t ∈ [0, T ] → g(t) ∈ V such that g is m times continuously diﬀerentiable
with respect to t. If V is a Banach space, we denote by ‖.‖Cm([0,T ];V ) the usual
norm in Cm([0, T ];V ). Moreover, given a function gs(xs, t) deﬁned in Ωs × [0, T ], we
denote by g˙s its partial derivative with respect to time and by ∂sαgs and ∂3gs its
partial derivatives with respect to xsα and x3; that is, g˙s =
∂gs
∂t , ∂sαgs =
∂gs
∂xsα
, and
∂3gs =
∂gs
∂x3
.
2.2. The adaptive elastic rod model. Figueiredo and Trabucho [7] have ap-
plied the asymptotic expansion method to the three-dimensional adaptive elasticity
model derived by Cowin and Hegedus [3, 9], with the modiﬁcations proposed by Mon-
nier and Trabucho [10], for a thin rod whose cross section is a function of a small
parameter and for a three-dimensional remodeling rate equation depending nonlin-
early or linearly on the strain tensor ﬁeld (cf. also Trabucho and Vian˜o [11] for an
explanation of the mathematical modeling of rods with the asymptotic expansion
method). They have obtained a simpliﬁed adaptive elastic rod model, which is desig-
nated in what follows by the asymptotic adaptive elastic rod model. This is a system
of nonlinear coupled equations, which includes generalized Bernoulli–Navier equilib-
rium equations and a simpliﬁed remodeling rate equation. For any perturbed rod Ωs
(with s ∈ [0, δ]) and for the case where the original three-dimensional remodeling rate
equation depends linearly on the strain tensor ﬁeld, this system is deﬁned as follows:⎡
⎢⎢⎣
us = (us1, us2, us3) : Ωs × [0, T ]→ R3, ds : Ωs × [0, T ]→ R,
usα : [0, L]× [0, T ]→ R,
us3 = us3 − xsα∂3usα and us3 : [0, L]× [0, T ]→ R,
(us, ds) satisﬁes the following:
(2.1)
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⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Equilibrium equations in (0, L)× (0, T )[ −∂3(ls(ds)∂3us3 − esα(ds)∂33usα)
=
∫
ωs
γs(ξs0 + Pη(ds)) fs3 dωs +
∫
∂ωs
gs3 d∂ωs,⎡
⎢⎢⎣
∂33
(− esβ(ds)∂3us3 + hsαβ(ds)∂33usα)
=
∫
ωs
γs(ξs0 + Pη(ds)) fsβ dωs +
∫
∂ωs
gsβ d∂ωs
+
∫
ωs
xsβ ∂3[γs(ξs0 + Pη(ds)) fs3] dωs +
∫
∂ωs
xsβ ∂3gs3 d∂ωs, β = 1, 2,
(2.2)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Boundary conditions for {x3} × (0, T ), with x3 = 0, L(
ls(ds)∂3us3 − esα(ds)∂33usα
)
(x3) =
∫
ωs
hs3(x3) dωs,(
esβ(ds)∂3us3 − hsαβ(ds)∂33usα
)
(x3) =
∫
ωs
xsβ hs3(x3) dωs,⎡
⎢⎢⎣
∂3
(
esβ(ds)∂3us3 − hsαβ(ds)∂33usα
)
(x3)
=
∫
ωs
hsβ(x3) dωs −
∫
∂ωs
xsβgs3(x3) d∂ωs
− ∫
ωs
xsβ γs(ξs0 + Pη(ds))fs3(x3) dωs,
(2.3)
⎡
⎢⎢⎢⎢⎢⎣
Remodeling rate equation
d˙s = c(ds)e33(us) + a(ds) in Ωs × (0, T ),
c(ds) = Aαβ(ds)
bαβ33(ds)
b3333(ds)
+A33(ds),
ds(xs, 0) = dˆs(xs) in Ωs.
(2.4)
The unknowns of the model (2.1)–(2.4) are the displacement vector ﬁeld us(xs, t),
corresponding to the displacement of the point xs of the rod Ωs at time t, and the
measure of change in volume fraction of the elastic material (from the reference volume
fraction ξs0) ds(xs, t) at (xs, t). In particular, e33(us) = ∂3us3 = ∂3us3 − xsα∂33usα
is an element of the linear strain tensor ﬁeld (eij(us)), which depends on us.
On the other hand, the data of the model (2.1)–(2.4) are the following: the open
set Ωs× (0, T ); the density γs = γ of the full elastic material, which is supposed to be
a constant independent of s; the reference volume fraction of the elastic material ξs0,
which belongs to C1(Ωs) for each s; the body load fs = (fsi) such that fsi ∈ C1([0, T ])
and depends only on t; the normal tractions on the boundary gs = (gsi) and hs =
(hsi); the initial value of the change in volume fraction dˆs, which belongs to C
0(Ωs);
the truncation operator Pη(.); and the coeﬃcients ls(ds), esα(ds), hsαβ(ds), c(ds),
a(ds), Aαβ(ds), A33(ds), bαβ33(ds), and b3333(ds), which are all material coeﬃcients
depending upon the change in volume fraction ds.
On these data we also suppose further conditions, which we will describe next.
We assume that, for each s ∈ [0, δ], 0 < ξmins0 ≤ ξs0(xs) ≤ ξmaxs0 < 1 and the normal
tractions verify
gsi ∈ C1([0, T ];W 1−1/p,p(Γs)), hsi ∈ C1([0, T ];W 1−1/p,p(Γs0 ∪ ΓsL)),(2.5)
with p > 3. In addition, we assume that the resultant of the system of applied forces
is null for rigid displacements; this means that, for any vs = (vsi) in Rs and for all
t ∈ [0, T ], ∫
Ωs
γ(ξs0 + Pη(ds))fsivsidxs +
∫
Γs
gsivsidΓs +
∫
Γs0,L
hsivsidΓs0,L = 0.(2.6)
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The truncation operator Pη is of class C1 and satisﬁes 0 < η2 ≤ (ξs0+Pη(ds))(xs) ≤ 1
for all xs ∈ Ωs, where η > 0 is a small parameter.
The coeﬃcients bαβ33(ds) and b3333(ds) are continuously diﬀerentiable with re-
spect to ds and are elements of the matrix (bijkl(ds)), which is the inverse of the ma-
trix deﬁned by the three-dimensional elastic coeﬃcients (cijkl(ds)) of the rod Ωs, that
depend on ds through truncation and molliﬁcation (cf. formulas (47)–(48), Figueiredo
and Trabucho [7]). The coeﬃcients Aαβ(ds), A33(ds), c(ds), and a(ds) are remodeling
rate coeﬃcients and are continuously diﬀerentiable with respect to ds.
Moreover, bαβ33(ds) and b3333(ds) belong to the space C
1([0, T ];C1(R3)) when
ds ∈ C1([0, T ];C0(Ωs)) (cf. Monnier and Trabucho [10, p. 542] and also formulas
(47)–(48) of Figueiredo and Trabucho [7]). In addition we also assume that there
exist strictly positive constants C1, C2, C3, C4, C5, and C6 independent of s and t
such that for any (xs, t) ∈ Ωs × [0, T ]
0 < C1 ≤ 1
b3333(ds)
≤ C2 ∀s ∈ [0, δ],(2.7)
|c(ds)| ≤ C3, |a(ds)| ≤ C4, |c′(ds)| ≤ C5, |a′(ds)| ≤ C6 ∀s ∈ [0, δ],(2.8)
where c′(.) and a′(.) are the derivatives of the scalar functions c(.) and a(.). We
remark that the assumption (2.7) is a direct consequence of the deﬁnition of b3333,
and also a consequence of [10, Lemma 1, p. 542]. The assumption (2.8) can be proven
using exactly the same arguments of this Lemma 1, supposing that c(ds) and a(ds)
depend on ds through truncation and molliﬁcation.
The coeﬃcients ls(ds), esα(ds), and hsαβ(ds), which depend on b3333(ds) (cf. for-
mula (49), Figueiredo and Trabucho [7]), are functions of x3 and t, and are deﬁned
by
ls =
∫
ωs
1
b3333(ds)
dωs, esα =
∫
ωs
xsα
b3333(ds)
dωs, hsαβ =
∫
ωs
xsαxsβ
b3333(ds)
dωs.(2.9)
The variational formulation of the equilibrium equations (2.2) is obtained by mul-
tiplying the ﬁrst equilibrium equation (2.2) by vs3 ∈ W 1,2(0, L) and the second and
third equilibrium equations by xs1 vs1 and xs2 vs2, respectively, with vsβ ∈W 2,2(0, L),
for β = 1, 2, and subsequently integrating in (0, L) and using the boundary conditions
(2.3). Thus, the asymptotic adaptive elastic rod model (2.1)–(2.4) is equivalent to
the following nonlinear (variational and diﬀerential) system (Ps) (cf. formula (56) of
Figueiredo and Trabucho [7]):⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Find us : Ωs × [0, T ]→ R3 and ds : Ωs × [0, T ]→ R :
us(., t) ∈ V (Ωs)/Rs,
as(us, vs) = Ls(vs) ∀vs ∈ V (Ωs)/Rs,
d˙s = c(ds)e33(us) + a(ds) in Ωs × (0, T ),
ds(xs, 0) = dˆs(xs) in Ωs.
(Ps)
The space V (Ωs) = {vs ∈ [W 1,2(Ωs)]3 : eαβ(vs) = e3β(vs) = 0} is identiﬁed with{
vs = (vs1, vs2, vs3) ∈ [W 2,2(0, L)]2 ×W 1,2(Ωs) : vsα(xs) = vsα(x3),
vs3(xs) = vs3(x3)− xsα∂3vsα(x3), vs3 ∈W 1,2(0, L)
}
,
(2.10)
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and the quotient space V (Ωs)/Rs is the following set:{
vs = zs + a+ b ∧ xs : zs ∈ V (Ωs), a ∈ R3, b = (b1, b2, 0) ∈ R3
}
.(2.11)
The bilinear form as(., .), depending on the unknown ds, is deﬁned in V (Ωs)/Rs by
as(zs, vs) =
∫
Ωs
1
b3333(ds)
e33(zs)e33(vs)dΩs ∀zs, vs ∈ V (Ωs)/Rs,(2.12)
and Ls(.) is a linear form also deﬁned in V (Ωs)/Rs such that Ls(vs) is equal to∫
Ωs
γ(ξs0 + Pη(ds)) fsi vsi dΩs +
∫
Γs
gsi vsi dΓs +
∫
Γs0,L
hsi vsi dΓs0,L.(2.13)
We remark that in (2.11) we must have b3 = 0, because otherwise the quotient space
V (Ωs)/Rs would not be contained in V (Ωs). In fact, developing vs = zs+a+b∧xs, we
have for the ﬁrst component vs1 = zs1 + a1 + b2x3 − b3xs2, for the second component
vs2 = zs2 + a2 − b1x3 + b3xs1, and ﬁnally for the third component vs3 = zs3 −
xsα∂3zsα + a3 + b1xs2 − b2xs1. Therefore if b3 = 0, then vs /∈ V (Ωs), and if b3 = 0,
then (b1, b2, 0)∧xs =
(
b2x3,−b1x3, b1xs2−b2xs1) and we obtain vs1 = zs1+a1+b2x3,
which depends only on x3, vs2 = zs2 + a2 − b1x3, which depends only on x3, and
vs3 = vs3 − xsα∂3vsα with vs3 = zs3 + a3, which depends only on x3.
By the following Korn-type inequality in the quotient space V (Ωs)/Rs (cf. Ciarlet
[1] or Valent [12]) we have
∃c > 0 : ‖vs‖2[W 1,2(Ωs)]3 ≤ c‖e33(vs)‖2L2(Ωs),(2.14)
where
‖e33(vs)‖2L2(Ωs) = cs‖∂3vs3‖2L2(0,L) +
(∫
ωs
x2sαdωs
)
‖∂33vsα‖2L2(0,L),(2.15)
with cs = [meas(ωs)]
1
2 , since e33(vs) = ∂3vs3 = ∂3vs3−xsα∂33vsα. Hence, we conclude
that ‖e33(.)‖L2(Ωs) is a norm in the space V (Ωs)/Rs, equivalent to the usual norm
induced in the quotient space by ‖.‖[W 1,2(Ωs)]3 . Moreover, V (Ωs)/Rs is a Hilbert space
with the norm ‖e33(.)‖L2(Ωs), and the bilinear form as(., .) is elliptic in V (Ωs)/Rs. In
fact, there exists a constant C > 0 such that{
as(vs, vs) =
∫
Ωs
1
b3333(ds)
e33(vs) e33(vs) dΩs ≥ C1‖e33(vs)‖2L2(Ωs)
= C1‖vs‖2V (Ωs)/Rs ≥ C‖vs‖2[W 1,2(Ωs)]3 ∀vs ∈ V (Ωs)/Rs,
(2.16)
where C1 is the constant deﬁned in condition (2.7).
For each s ∈ [0, δ], there exists a unique pair (us, ds) solution of the asymp-
totic adaptive elastic rod model Ps, which veriﬁes us ∈ C1([0, T ];V (Ωs)/Rs) and
ds ∈ C1([0, T ];C0(Ωs)) (cf. Theorem 6, Figueiredo and Trabucho [7]). The next the-
orem states a regularity result, concerning the component solution us, that will be
important in section 4. In order to prove it, we introduce the following notation:
zs3 = ls∂3us3 − esα∂33usα, zsβ = hsαβ∂33usα − esβ∂3us3,
Fs3 =
∫
ωs
γ(ξs0 + Pη(ds)) fs3 dωs +
∫
∂ωs
gs3 d∂ωs,
Fsβ =
{ ∫
ωs
γ(ξs0 + Pη(ds)) fsβ dωs +
∫
∂ωs
gsβ d∂ωs
+
∫
ωs
xsβ ∂3[γ(ξs0 + Pη(ds)) fs3] dωs +
∫
∂ωs
xsβ ∂3gs3 d∂ωs,
(2.17)
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where zsi ∈ C1([0, T ];L2(0, L)), Fsi ∈ C1([0, T ];L2(0, L)), for i = 1, 2, 3, and the
matrix Ms,
Ms =
⎡
⎣ ls −es1 −es2−es1 hs11 hs12
−es2 hs21 hs22
⎤
⎦ ∈ C1([0, T ]; [C1(R3)]9).(2.18)
Theorem 2.1 (regularity of us). Let (us, ds) be the unique solution of problem
(Ps). We assume that the determinant of matrix Ms is not zero, detMs = 0 (for
example, if b3333(d
s) = c, where c is a constant, then detMs > 0). Then, for each
t ∈ [0, T ], usβ(., t) ∈ W 3,2(0, L), us3(., t) ∈ W 2,2(0, L), and consequently us(., t) ∈
[W 2,2(Ωs)]
3.
Proof. We ﬁrst remark that the equilibrium equations (2.2) can be written in the
form
−∂3 zs3 = Fs3, ∂33 zsβ = Fsβ , for β = 1, 2,(2.19)
and for each t, Fs3(., t) and Fsβ(., t) belong to the space L
2(0, L).
Since zs3(., t) belongs to L
2(0, L), and because of the ﬁrst equilibrium equa-
tion in (2.19), ∂3 zs3(., t) also belongs to L
2(0, L), so we conclude that, for each t,
zs3(., t) ∈ W 1,2(0, L). For each t, zsβ(., t) ∈ L2(0, L) and consequently ∂3 zsβ(., t) ∈
[W 1,2(0, L)]′, where [W 1,2(0, L)]′ is the dual of W 1,2(0, L). But from the second equi-
librium equation in (2.19) we have that ∂33 zsβ(., t) ∈ L2(0, L) and also ∂33 zsβ(., t) ∈
[W 1,2(0, L)]′ because L2(0, L) ⊂ [W 1,2(0, L)]′. Thus, as a consequence of a lemma
of Lions (cf. Ciarlet [2, p. 39]) we have ∂3 zsβ(., t) ∈ L2(0, L). Hence the elements
zsβ(., t), ∂3 zsβ(., t), and ∂33 zsβ(., t) belong to the space L
2(0, L), which means that
zsβ(., t) ∈W 2,2(0, L).
Therefore, assembling these properties, we obtain for each t and for β = 1, 2
zs3(., t) = ps3(., t) ∈W 1,2(0, L), zsβ(., t) = psβ(., t) ∈W 2,2(0, L),(2.20)
where psi is a primitive of Fsi, in the distribution’s sense in W
1,2(0, L), for i = 1, 2, 3.
Replacing zsi by its deﬁnition (2.17), the system (2.20) is equivalent to the following
system: ⎡
⎣ ls −es1 −es2−es1 hs11 hs12
−es2 hs21 hs22
⎤
⎦
⎡
⎣ ∂3us3∂33us1
∂33us2
⎤
⎦ =
⎡
⎣ ps3ps1
ps2
⎤
⎦ .(2.21)
With the assumption detMs = 0, we clearly obtain, by solving (2.21), that
∂3us3(., t) ∈W 1,2(0, L), ∂33usβ(., t) ∈W 1,2(0, L), for β = 1, 2.(2.22)
We remark that the regularity indicated in (2.22) depends also on the regularity of
the elements of Ms that belong to the space C
1([0, T ];C1(R3)).
Thus we conclude that the components usβ(., t) ∈ W 3,2(0, L), for β = 1, 2 and
us3(., t) ∈ W 2,2(0, L), and consequently, because us = (us1, us2, us3 − xsβ∂3 usβ), we
have us(., t) ∈ [W 2,2(Ωs)]3.
2.3. The shape problem. We now consider the shape map J deﬁned by
J : [0, δ] −→ C1([0, T ];V (Ωs)/Rs)× C1([0, T ];C0(Ωs))
s −→ J(Ωs) = (us, ds),
(2.23)
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where (us, ds) is the unique solution of the nonlinear asymptotic adaptive rod model
Ps (cf. (Ps)), deﬁned in the perturbed rod Ωs. As remarked before, the unknowns us
and ds are coupled in the model Ps and depend on (xs, t).
We recall that Is(ω) is a shape perturbation of the cross section ω of the rod
Ω = ω×[0, L], so Ωs is a shape perturbation of the rod Ω; that is, Ωs = Is(ω)×[0, L] =
(I + s θ)(ω)× [0, L] and Ω = ω × [0, L] = I0(ω)× [0, L] = Ω0.
The aim of this paper is to compute the shape semiderivative dJ(Ω; θ) at s = 0 in
the direction of the vector ﬁeld θ. This semiderivative is deﬁned by (cf. Delfour and
Zole´sio [5, p. 289])
dJ(Ω; θ) = lim
s→0+
J(Ωs)− J(Ω)
s
=
(
lim
s→0+
us − u
s
, lim
s→0+
ds − d
s
)
,(2.24)
where (u, d) is the solution of problem (Ps) but for the unperturbed rod Ω0 = Ω =
ω × [0, L]. We also remark that the semiderivative dJ(Ω; θ) is equivalent to the
deﬁnition of the material derivative of the map J at s = 0, in the sense of Haslinger
and Ma¨kinen [8, p. 111].
As explained in section 4, Theorem 4.11, it is possible to compute and to identify,
in a weak sense and in an appropriate product space, this shape semiderivative.
3. Equivalent formulation of the adaptive rod model. In order to be able
to calculate the shape semiderivative (2.24) we must reformulate, for each s, the
problem Ps (cf. (Ps)) in the domain Ω × [0, T ], independent of s. Therefore we ﬁrst
formulate in Ω all the forms involved in the deﬁnition of problem Ps. Afterwards, we
describe the resulting rod model, denoted by P s (with upper index s) and formulated
in the ﬁxed domain Ω× [0, T ], that is equivalent to Ps (with lower index s).
3.1. Reformulation of the forms deﬁning Ps. We deﬁne the map
Qs(x1, x2, x3) =
(
x1 + sθ1(x1, x2), x2 + sθ2(x1, x2), x3
)
,(3.1)
which veriﬁes
Ωs = Qs(Ω) and det∇Qs = 1 + sdiv θ + s2 det∇θ,(3.2)
where the matrices ∇Qs and ∇θ are the gradients of Qs and θ, respectively, and
div θ = ∂αθα is the divergence of θ.
To each function vs deﬁned in Ωs we associate the corresponding function v
s (with
upper index s) deﬁned on Ω by vs = vs ◦ Qs. Hence, for any vs ∈ V (Ωs)/Rs, the
correspondent vs is in V (Ω)/R (whose deﬁnition is (2.11), with s = 0). Moreover,
e33(vs) = ∂3vs3 − xsα∂33vsα = ∂3vs3 − (xα + s θα)∂33vsα
= ∂3v
s
3 − xα∂33vsα − s θα∂33vsα = e33(vs)− s θα∂33vsα.
(3.3)
Using (3.2)–(3.3) and the change of variables formula for domain and boundary in-
tegrals (cf. Delfour and Zole´sio [5, pp. 351–353]), we get the next expression for
as(us, vs), ∫
Ω
1
b3333(ds)
(
e33(u
s)− s θα∂33usα
)(
e33(v
s)− s θα∂33vsα
)
det∇QsdΩ,(3.4)
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and for Ls(vs) the expression{ ∫
Ω
γ(ξs0 + Pη(d
s)) fsi v
s
i (det∇Qs) dΩ +
∫
Γ
gsi v
s
i |(Cof ∇Qs)Tn|R3 dΓ
+
∫
Γ0∪ΓL h
s
i v
s
i |(Cof ∇Qs)Tn|R3 d(Γ0 ∪ ΓL).
(3.5)
In (3.5), |.|R3 is the Euclidean norm in R3, n = (n1, n2, n3) is the unit outer normal
vector along the boundary ∂Ω of Ω, and (Cof ∇Qs)T is the transpose of the cofactor
matrix of ∇Qs, that is, (Cof ∇Qs)T = (det∇Qs)(∇Qs)−T , whose deﬁnition depends
only on s and the partial derivatives of θ. Developing (3.4)–(3.5), we obtain the
following decomposition for the equation as(us, vs) = Ls(vs):
⎡
⎢⎢⎢⎣
as0(u
s, vs) + sas1(u
s, vs) + s2as2(u
s, vs) + s3as3(u
s, vs) + s4as4(u
s, vs)
=
{
F s0 (v
s) +Gs0(v
s) +Hs0(v
s) + s
(
F s1 (v
s) +Gs1(v
s) +Hs1(v
s)
)
+ s2
(
F s2 (v
s) +Gs2(v
s) +Hs2(v
s)
)
+ s3
(
F s3 (v
s) +Gs3(v
s) +Hs3(v
s)
)
.
(3.6)
The bilinear forms asi (., .) for i = 0, 1, 2, 3, 4 depend on θ and d
s and are deﬁned by
the formulas
as0(u, v) =
∫
Ω
1
b3333(ds)
e33(u)e33(v)dΩ,
as1(u, v) =
⎧⎪⎨
⎪⎩
∫
Ω
1
b3333
(ds)
[
− θα
(
e33(u)∂33vα + e33(v)∂33uα
)
+ e33(u)e33(v)div θ
]
dΩ,
as2(u, v) =
⎧⎪⎨
⎪⎩
∫
Ω
1
b3333(ds)
[
e33(u)e33(v) det∇θ + θα θβ ∂33uα ∂33vβ
− (div θ) θα
(
e33(u)∂33vα + e33(v)∂33uα
)]
dΩ,
as3(u, v) =
⎧⎪⎨
⎪⎩
∫
Ω
1
b3333
(ds)
[
θαθβ∂33uα∂33vβ div θ
− (det∇θ) θα
(
e33(u)∂33vα + e33(v)∂33uα
)]
dΩ,
as4(u, v) =
∫
Ω
1
b3333(ds)
[
θα θβ ∂33uα ∂33vβ det∇θ
]
dΩ
(3.7)
for any pair (u, v) in the space V (Ω)/R. The linear forms F s0 , F s1 , F s2 , and F s3 depend
on θ and ds and are also deﬁned in the same quotient space V (Ω)/R by the following
expressions:
F s0 (v) =
∫
Ω
γ(ξs0 + Pη(d
s)) (fsα vα + f
s
3 v3) dΩ,
F s1 (v) =
∫
Ω
γ(ξs0 + Pη(d
s))
[
(fsα vα + f
s
3 v3) div θ − fs3 θα ∂3vα
]
dΩ,
F s2 (v) =
∫
Ω
γ(ξs0 + Pη(d
s))
[
(fsα vα + f
s
3 v3) det∇θ − fs3 θα ∂3vα div θ
]
dΩ,
F s3 (v) = −
∫
Ω
γ(ξs0 + Pη(d
s)) fs3 θα ∂3vα det∇θ dΩ.
(3.8)
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The linear forms Gs0, G
s
1, G
s
2, G
s
3 and H
s
0 , H
s
1 , H
s
2 , H
s
3 result from the change of
variable in the boundary integrals (deﬁned in Γs and in Γs0 ∪ ΓsL, respectively) and
depend on θ and n (the unit outer normal vector) but are independent of ds. These
forms are deﬁned by the following expressions, for any v in the space V (Ω)/R:
Gs0(v) =
∫
Γ
(
gsα vα + g
s
3 v3
)
dΓ,
Gs1(v) =
∫
Γ
[
(gsα vα + g
s
3 v3)G1(θ, n)− gs3 θα ∂3vα
]
dΓ,
Gs2(v) =
∫
Γ
[
(gsα vα + g
s
3 v3)G2(θ, n)− gs3 θα ∂3vαG1(θ, n)
]
dΓ,
Gs3(v) = −
∫
Γ
gs3 θα ∂3vαG3(θ, n) dΓ,
(3.9)
where G1(θ, n), G2(θ, n), and G3(θ, n) are bounded scalar functions of θ and n and
Hs0(v) =
∫
Γ0∪ΓL
(
hsα vα + h
s
3 v3
)
d(Γ0 ∪ ΓL),
Hs1(v) =
∫
Γ0∪ΓL
[
(hsα vα + h
s
3 v3)H1(θ)− hs3 θα ∂3vα
]
d(Γ0 ∪ ΓL),
Hs2(v) =
∫
Γ0∪ΓL
[
(hsα vα + h
s
3 v3)H2(θ)− hs3 θα ∂3vαH1(θ)
]
d(Γ0 ∪ ΓL),
Hs3(v) = −
∫
Γ0∪ΓL
hs3 θα ∂3vαH2(θ) d(Γ0 ∪ ΓL),
(3.10)
where H1(θ) and H2(θ) are bounded scalar functions of θ.
3.2. The problem Ps formulated in Ω× [0,T]. As a direct consequence
of (3.6) we can formulate, for each s ∈ [0, δ], the problem (Ps) in the ﬁxed domain
Ω × [0, T ], as explained in the following theorem. The new equivalent problem is
denoted by (Ps), with upper index s.
Theorem 3.1 (problem (Ps)). For each s ∈ [0, δ], we assume that ds(x, 0) = dˆ(x)
in Ω, and dˆ is independent of s. Then, the problem (Ps), for s = 0, is equivalent to
the following problem (Ps) posed in the domain Ω× [0, T ] independent of s:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Find us : Ω× [0, T ]→ R3 and ds : Ω× [0, T ]→ R such that
us(., t) ∈ V (Ω)/R,⎡
⎢⎢⎢⎢⎣
as0(u
s, v) + s as1(u
s, v) + s2 as2(u
s, v) + s3 as3(u
s, v) + s4 as4(u
s, v)
= F s0 (v) + sF
s
1 (v) + s
2 F s2 (v) + s
3 F s3 (v)
+ Gs0(v) + sG
s
1(v) + s
2Gs2(v) + s
3Gs3(v)
+ Hs0(v) + sH
s
1(v) + s
2Hs2(v) + s
3Hs3(v) ∀v ∈ V (Ω)/R,
d˙s = c(ds)e33(u
s) + a(ds)− s c(ds)θα∂33usα in Ω× (0, T ),
ds(x, 0) = dˆ(x) in Ω,
(3.11)
where the sets V (Ω) and V (Ω)/R are deﬁned by (2.10) and (2.11), for s = 0. We
also denote by (u, d) the unique solution of problem (Ps) for s = 0; that is, (u, d) is
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the solution of the following problem (P0) (cf. (Ps), for the case s = 0), formulated
in Ω× [0, T ]:
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Find u : Ω× [0, T ]→ R3 and d : Ω× [0, T ]→ R such that
u(., t) ∈ V (Ω)/R,
a0(u, v) = L0(v) ≡ F0(v) +G0(v) +H0(v) ∀v ∈ V (Ω)/R,
d˙ = c(d)e33(u) + a(d) in Ω× (0, T ),
d(x, 0) = dˆ(x) in Ω,
(3.12)
where a0(., .), F0(.), G0(.), and H0(.) are independent of s and are deﬁned by
a0(z, v) =
∫
Ω
1
b3333(d)
e33(z) e33(v) dΩ (a0(., .) depends on d),
F0(v) =
∫
Ω
γ(ξ0 + Pη(d)) (fα vα + f3 v3) dΩ (F0(.) depends on d),
G0(v) =
∫
Γ
(
gα vα + g3 v3
)
dΓ,
H0(v) =
∫
Γ0∪ΓL
(
hα vα + h3 v3
)
d(Γ0 ∪ ΓL) ∀z, v ∈ V (Ω)/R.
(3.13)
4. Calculus and identiﬁcation of the shape semiderivative. In this section
we ﬁrst present some preliminary estimates, which prove that the sequences {(us, ds)},
{e33(us)}, and {(us−us , d
s−d
s )} are bounded, independently of s, in appropriate func-
tional spaces involving time. These results guarantee the existence, for each t, of
a pair (u¯, d¯)(., t), which is the weak limit of a subsequence of {(us−us , d
s−d
s )(., t)}
when s→ 0+. Moreover, using the regularity of us, we also show that the sequences
{e33(us−u)} and {ds−d} converge strongly to 0, in C0([0, T ];C0(Ω)), when s→ 0+.
These two strong convergences and the preliminary estimates are the key results that
enable us to prove that the weak shape semiderivative (u¯, d¯) exists and is the unique
solution of a nonlinear problem.
4.1. Preliminary estimates. We present several estimates that are needed for
the identiﬁcation of the shape semiderivative.
Theorem 4.1 (ﬁrst estimates for the sequences us and ds). We suppose that the
conditions (2.7)–(2.8) are veriﬁed and dˆ(x) ∈ L2(Ω); then
∃c1 > 0 : ‖us‖C0([0,T ];V (Ω)/R) ≤ c1 ∀s ∈ [0, δ],(4.1)
∃c2 > 0 : ‖ds‖C0([0,T ];L2(Ω)) ≤ c2 ∀s ∈ [0, δ],(4.2)
where c1 and c2 are constants independent of s.
Proof. The pair (us, ds) is the solution of problem (Ps) (cf. (3.11)); thus for each
time t,
as0(u
s, us) = Ls(us)−
4∑
i=1
si asi (u
s, us).(4.3)
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By the ellipticity of as0(., .) in V (Ω)/R (cf. (2.16)) we have for each t
as0(u
s, us) ≥ c ‖us(., t)‖2V (Ω)/R,(4.4)
where c is a constant independent of s and t. From (2.15), for s = 0, we obtain
‖∂3us3(., t)‖L2(0,L) ≤ ‖e33(us(., t))‖L2(Ω) = ‖us(., t)‖V (Ω)/R,
‖∂33usα(., t)‖L2(0,L) ≤ c ‖e33(us(., t))‖L2(Ω) = c ‖us(., t)‖V (Ω)/R,
(4.5)
where c is a constant independent of s and t. Thus using (4.5), we easily check that
asi (., .), for i = 1, 2, 3, 4, are continuous bilinear forms that verify, for each t,
asi (u
s, us) ≤ ci ‖us(., t)‖2V (Ω)/R(4.6)
with ci strictly positive constants, independent of s and t, and depending on θ. Using
the deﬁnition of the linear form Ls(.) and (4.5), we also have, for each t,
Ls(us) ≤ cL ‖us(., t)‖V (Ω)/R,(4.7)
where cL is another strictly positive constant independent of s and t. So applying
(4.4), (4.6), and (4.7), we conclude that, for each time t,(
c−
4∑
i=1
si ci
)
‖us(., t)‖2V (Ω)/R ≤ cL ‖us(., t)‖V (Ω)/R,(4.8)
and we obtain the estimate (4.1), since s is a very small parameter.
Taking now the integral in time in the remodeling rate equation of problem (3.11),
we get
ds(x, t) =
∫ t
0
[
c(ds)e33(u
s) + a(ds)− s c(ds)θα∂33usα
]
dr + dˆ(x).(4.9)
But as the material and remodeling coeﬃcients c(ds) and a(ds) appearing in (4.9) are
bounded (cf. (2.8)), we deduce that
‖ds(., t)‖L2(Ω) ≤
∫ T
0
[
c1 ‖us(., r)‖V (Ω)/R + c2
]
dr + ‖dˆ(x)‖L2(Ω),(4.10)
with c1 and c2 two strictly positive constants independent of s. Therefore and because
of (4.1) we have the inequality (4.2).
Theorem 4.2 (second estimate for the sequence us). We assume that the hy-
potheses of Theorem 2.1 are satisﬁed, and 1b3333(ds) = b+O(s), where b : R→ R is a
scalar function independent of s, 0 < |b| ≤ c with c > 0 a constant, and O(s) is a term
of order s (cf. Monnier and Trabucho [10, formulas (6) and (2)], for a justiﬁcation of
this latter condition on the material coeﬃcient b3333(d
s)). Then
∃c1 > 0 : ‖us‖C0([0,T ];W 2,2(Ω)) ≤ c1,(4.11)
∃c2 > 0 : ‖e33(us)‖C0([0,T ];C0(Ω)) ≤ c2,(4.12)
where c1 and c2 are constants independent of s ∈ [0, δ].
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Proof. Using (2.21)–(2.22) (in the proof of Theorem 2.1), we infer that, for each
t, ‖us(., t)‖W 2,2(Ω) ≤ C(Ms; psi ), where Ms = Ms ◦Qs, psi = psi ◦Qs, and C(Ms; psi )
is a strictly positive constant depending on the W 1,2(0, L) norms of the elements of
Ms and psi . As p
s
i are data of the problem, related to the forces (cf. (2.20)), for
i = 1, 2, 3, and due to the deﬁnition of Ms and the additional hypothesis for 1b3333(ds) ,
we easily deduce that there exists a constant c > 0, independent of s and t, such that
C(Ms; psi ) ≤ c for all s ∈ [0, δ], and therefore we have (4.11).
Also from the regularity Theorem 2.1 we have, for each t,
e33(u
s)(., t) = ∂3u
s
3(., t)− xα∂33usα(., t) ∈W 1,2(Ω) ∩ C0(Ω)(4.13)
because ∂3u
s
3(., t) and ∂33u
s
α(., t) belong to W
1,2(0, L), which is compactly embedded
in the space C0([0, L]). Hence we get
‖e33(us)(., t)‖C0(Ω) ≤ c1 ‖e33(us)(., t)‖W 1,2(Ω) ≤ c2 ‖us(., t)‖W 2,2(Ω) ≤ c3,(4.14)
where c1, c2, and c3 are constants independent of s and t, and consequently we have
(4.12).
Theorem 4.3 (estimate for the sequence u
s−u
s ). Let (u
s, ds) and (u, d) be the
solutions of problems (Ps) (cf. (3.11)) and (P0) (cf. (3.12)), respectively. We assume
that conditions (2.7)–(2.8) are veriﬁed, and, for each s, ξs0 = ξ0, f
s
i = fi, g
s
i = gi,
hsi = hi, where ξ0, fi, gi, and hi are independent of s. Then,∥∥∥∥us − us
∥∥∥∥
C0([0,T ];V (Ω)/R)
≤ c1
∥∥∥∥ds − ds
∥∥∥∥
C0([0,T ];L2(Ω))
+ c2,(4.15)
where c1 and c2 are strictly positive constants independent of s and t.
Proof. In this proof we sometimes write us instead of us(., t) in order to simplify
the notations. For each t ∈ [0, T ], we have
1
s
[as(us, v)− a0(u, v)] = L
s(v)− L0(v)
s
∀v ∈ V (Ω)/R.(4.16)
Developing this last equation for the choice v = u
s−u
s , we obtain that, for each t,⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
as0(
us−u
s ,
us−u
s ) =
1
s
[
F s0 (
us−u
s )− F0(u
s−u
s )
]
− s3 as4(us, u
s−u
s )
− ∫
Ω
b3333(d)−b3333(ds)
s
(
b3333(d
s) b3333(d)
)−1
e33(u)e33(
us−u
s ) dΩ
+ 1s
[
Gs0(
us−u
s )−G0(u
s−u
s ) +H
s
0(
us−u
s )−H0(u
s−u
s )
]
− as1(us, u
s−u
s ) + F
s
1 (
us−u
s ) +G
s
1(
us−u
s ) +H
s
1(
us−u
s )
+ s
[
− as2(us, u
s−u
s ) + F
s
2 (
us−u
s ) +G
s
2(
us−u
s ) +H
s
2(
us−u
s )
]
+ s2
[
− as3(us, u
s−u
s ) + F
s
3 (
us−u
s ) +G
s
3(
us−u
s ) +H
s
3(
us−u
s )
]
.
(4.17)
Using this last equation, the ellipticity of as0(., .), and the properties of continuity
of all the other remaining terms in (4.17), we obtain the estimate (4.15). We next
explain these calculations in detail, analyzing (4.17) for each t.
Because of condition (2.7), we have for each t,∣∣∣∣as0
(
us − u
s
,
us − u
s
)∣∣∣∣ ≥ c
∣∣∣∣
∣∣∣∣us − us (., t)
∣∣∣∣
∣∣∣∣2
V (Ω)/R
,(4.18)
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where c is a strictly positive constant independent of s and t. Using the deﬁnitions of
asi (., .) and the estimate (4.1), we obviously obtain∣∣∣∣asi
(
us,
us − u
s
)∣∣∣∣ ≤ cai
∣∣∣∣
∣∣∣∣us − us (., t)
∣∣∣∣
∣∣∣∣
V (Ω)/R
,(4.19)
where cai , for i = 1, 2, 3, 4, are strictly positive constants independent of s and t.
Considering now the deﬁnitions of the forms F si , G
s
i , and H
s
i , associated with the
applied forces, we easily check that, for each t,
F si
(
us − u
s
)
+Gsi
(
us − u
s
)
+Hsi
(
us − u
s
)
≤ ci
∣∣∣∣
∣∣∣∣us − us (., t)
∣∣∣∣
∣∣∣∣
V (Ω)/R
,(4.20)
where ci are strictly positive constants independent of s and t, for i = 1, 2, 3. In
addition we also have, for each t, Gs0(
us−u
s ) = G0(
us−u
s ) and H
s
0(
us−u
s ) = H0(
us−u
s ).
Using the mean value theorem for the operator Pη, we deduce⎡
⎢⎢⎢⎣
∣∣∣ 1s[F s0 (us−us )− F0(us−us )]∣∣∣
≤ ∫
Ω
γ |Pη(ds)−Pη(d)ds−d | |d
s−d
s | |fα u
s
α−uα
s + f3
us3−u3
s | dΩ
≤ c0 ‖ds−ds (., t)‖L2(Ω)) ‖u
s−u
s (., t)‖V (Ω)/R,
(4.21)
where c0 is a strictly positive constant independent of s and t. Finally, using the mean
value theorem for the material coeﬃcient b3333(.), the estimate (4.12) for s = 0, and
condition (2.7), we get⎡
⎢⎢⎢⎣
∣∣∣ ∫Ω b3333(d)−b3333(ds)s (b3333(ds) b3333(d))−1e33(u)e33(us−us ) dΩ∣∣∣
=
∣∣∣ ∫Ω b3333(d)−b3333(ds)ds−d ds−ds (b3333(ds) b3333(d))−1e33(u)e33(us−us ) dΩ∣∣∣
≤ cb ‖ds−ds (., t)‖L2(Ω) ‖u
s−u
s (., t)‖V (Ω)/R,
(4.22)
where cb is a strictly positive constant independent of s and t. Therefore using (4.17)
and the estimates (4.18)–(4.22), we have, for each t,{
c ‖us−us (., t)‖2V (Ω)/R
≤ c1 ‖ds−ds (., t)‖L2(Ω) ‖u
s−u
s (., t)‖V (Ω)/R + c2 ‖u
s−u
s (., t)‖V (Ω)/R,
(4.23)
where c, c1, and c2 are strictly positive constants independent of s and t. The proof
is ﬁnished, dividing (4.23) by c ‖us−us (., t)‖V (Ω)/R.
Theorem 4.4 (estimate for the sequence d
s−d
s ). Let (u
s, ds) and (u, d) be the
solutions of problems (3.11) and (3.12), respectively. We assume that the hypotheses
of Theorem 4.3 are satisﬁed. Then∣∣∣∣
∣∣∣∣ds − ds
∣∣∣∣
∣∣∣∣
C0([0,T ];L2(Ω))
≤ c,(4.24)
where c is a strictly positive constant independent of s and t.
Proof. Subtracting the remodeling rate equations of problems (Ps) and (P0)
(cf. (3.11) and (3.12)), taking the integral in time between 0 and t and then the
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L2(Ω) norm, using the conditions (2.7)–(2.8) and the mean value theorem for the
terms c(ds)− c(d) and a(ds)− a(d), we obtain, for each t, the estimate
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
‖(ds − d)(., t)‖L2(Ω)
≤ ∫ t
0
[
c1 ‖e33(us − u)(., r)‖L2(Ω) + s c4 ‖∂33usα(., r)‖L2(Ω)
+
(
c2 ‖e33(u)(., r)‖C0(Ω) + c3
) ‖(ds − d)(., r)‖L2(Ω)] dr,
(4.25)
where c1, c2, c3, and c4 are strictly positive constants independent of s and t. However,
‖e33(us − u)(., t)‖L2(Ω) = ‖(us − u)(., t)‖V (Ω)/R,
‖e33(u)(., t)‖C0(Ω) ≤ c2,
‖∂33usα(., t)‖L2(Ω) ≤ c0‖e33us(., t)‖L2(Ω) = c0‖us(., t)‖V (Ω)/R ≤ c,
(4.26)
where c2 is the constant deﬁned in (4.12) for the case s = 0, c0 is deﬁned in (4.5),
and c is a constant depending on the constant deﬁned in (4.1); these three constants
are independent of s and t. So, dividing (4.25) by s, we have from (4.25)–(4.26) and
Theorem 4.3 ∣∣∣∣
∣∣∣∣ds − ds (., t)
∣∣∣∣
∣∣∣∣
L2(Ω)
≤ c5 +
∫ t
0
c6
∣∣∣∣
∣∣∣∣ds − ds (., r)
∣∣∣∣
∣∣∣∣
L2(Ω)
dr,(4.27)
where c5 and c6 are strictly positive constants independent of s and t. Then, applying
the integral Gronwall inequality (cf. Evans [6, p. 625]),∣∣∣∣
∣∣∣∣ds − ds (., t)
∣∣∣∣
∣∣∣∣
L2(Ω)
≤ c5 (1 + t c6 ec6 t) ∀t ∈ [0, T ],(4.28)
which implies (4.24).
Corollary 4.5. With the hypotheses of Theorem 4.3,
∃c > 0 :
∣∣∣∣
∣∣∣∣us − us
∣∣∣∣
∣∣∣∣
C0([0,T ];V (Ω)/R)
≤ c,(4.29)
where c is independent of s and t.
Thus we conclude that the solutions (us, ds) and (u, d), of problems (Ps) and (P0),
verify for all s ∈ [0, δ]∣∣∣∣
∣∣∣∣us − us
∣∣∣∣
∣∣∣∣
C0([0,T ];V (Ω)/R)
≤ c1 and
∣∣∣∣
∣∣∣∣ds − ds
∣∣∣∣
∣∣∣∣
C0([0,T ];L2(Ω))
≤ c2,(4.30)
where c1 and c2 are strictly positive constants independent of s. As a consequence of
this property we state the following theorem.
Theorem 4.6 (weak limits of the quotient sequences). Let (us, ds) and (u, d) be
the solutions of problems (Ps) and (P0), and assume that the hypotheses of Theorem
4.3 are veriﬁed. Then, for each t, there exists a subsequence of {(us, ds)(., t)}, also
denoted by {(us, ds)(., t)}, and elements u¯(., t) ∈ V (Ω)/R and d¯(., t) ∈ L2(Ω) such
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that, when the parameter s→ 0+,
us − u
s
(., t) ⇀ u¯(., t) weakly in V (Ω)/R,(4.31)
e33
(
us − u
s
)
(., t) ⇀ e33(u¯)(., t) weakly in L
2(Ω),(4.32)
ds − d
s
(., t) ⇀ d¯(., t) weakly in L2(Ω).(4.33)
Therefore, when s → 0+, (us − u)(., t) converges strongly to 0 in V (Ω)/R, and the
sequences e33(u
s − u)(., t) and (ds − d)(., t) converge strongly to 0 in L2(Ω).
We conclude this section with a convergence result concerning the sequences {us}
and e33(u
s), and a corollary about the convergence of {ds}, which will be useful in
subsection 4.2.
Theorem 4.7 (strong limit of e33(u
s)). Let (us, ds) and (u, d) be the solutions
of problems (Ps) and (P0) and assume that the hypotheses of Theorems 2.1, 4.2, and
4.3 are veriﬁed. Then there exists a subsequence of {us}, also denoted by {us}, that
veriﬁes the following convergence, when the parameter s→ 0+:
e33(u
s − u) −→ 0 strongly in C0([0, T ];C0(Ω)).(4.34)
Proof. Recalling the deﬁnition of us − u and its regularity (cf. Theorem 2.1),
we have, for each t, (usα − uα)(., t) ∈ W 3,2(0, L) for α = 1, 2 and (us3 − u3)(., t) ∈
W 2,2(0, L). The calculus of e33(u
s − u) gives
e33(u
s − u) = ∂3(us3 − u3) = ∂3(us3 − u3)− xα∂33(usα − uα),(4.35)
where [∂3(u
s
3−u3)](., t) ∈W 1,2(0, L) and [∂33(usα−uα)](., t) ∈W 1,2(0, L), for α = 1, 2.
But, because of the strong convergence of e33(u
s−u)(., t) to 0 in L2(Ω) (cf. Theorem
4.6), and applying the deﬁnition of ‖e33(us − u)(., t)‖L2(Ω) (cf. (2.15)), we conclude
immediately that, for each t, ∂3(u
s
3−u3)(., t) and ∂33(usα−uα)(., t) converge strongly
to 0 in L2(0, L). On the other hand, we get directly from (4.11){ ‖e33(us − u)‖C0([0,T ];W 1,2(Ω)) ≤ ‖us − u‖C0([0,T ];W 2,2(Ω))
≤ ‖us‖C0([0,T ];W 2,2(Ω)) + ‖u‖C0([0,T ];W 2,2(Ω)) ≤ c,
(4.36)
where c is a constant independent of s. Therefore the sequences ∂3(u
s
3 − u3) and
∂33(u
s
α − uα) are bounded in C0([0, T ];W 1,2(0, L)), and consequently, we obtain that
∂3(u
s
3 − u3)(., t) and ∂33(usα − uα)(., t) weakly converge to 0, in W 1,2(0, L) when s→
0+. But as the space W 1,2(0, L) is compactly embedded in C0([0, L]), we have that
∂3(u
s
3−u3)(., t) and ∂33(usα−uα)(., t) strongly converge to 0 in C0([0, L]) when s→ 0+.
This implies the strong convergence of e33(u
s − u) to 0 in C0([0, T ];C0(Ω)).
Corollary 4.8 (strong limit of ds). Let (us, ds) and (u, d) be the solutions of
problems (Ps) and (P0), and assume the same hypotheses of Theorem 4.7. Then there
exists a constant c > 0 independent of s such that when s→ 0+
ds − d −→ 0 strongly in C0([0, T ];C0(Ω)).(4.37)D
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Proof. Using exactly the same arguments as in the beginning of the proof of
Theorem 4.4,
|(ds − d)(x, t)| ≤
∫ t
0
[
c1|e33(us − u)(x, r)|+ c2|(ds − d)(x, r)|+ sc3
]
dr,(4.38)
where the constants ci, for i = 1, 2, 3, are strictly positive constants independent of s
and t, and consequently
⎧⎪⎪⎨
⎪⎪⎩
|(ds − d)(x, t)| ≤ ∫ t
0
c2 |(ds − d)(x, r)| dr
+T
[
c1 ‖e33(us − u)‖C0([0,T ];C0(Ω)) + s c3
]
︸ ︷︷ ︸
ϕs
.(4.39)
Because of the strong convergence (4.34), the scalar ϕs → 0 when s → 0+. Then
we obtain the convergence (4.37), applying to (4.39) the integral Gronwall inequality
(cf. Evans [6, p. 625]).
4.2. Shape semiderivatives. The objective of this section is to identify, for
each t, the weak limits u¯(., t) and d¯(., t) of the sequences {us−us (., t)} and {d
s−d
s (., t)},
deﬁned in (4.31) and (4.33). The procedure is the following: we subtract and divide by
s the equilibrium variational equations and the remodeling rate equations in problems
(Ps) and (P0), and then we take the limit, when the parameter s→ 0+. We conclude
that, for each t, the pair (u¯(., t), d¯(., t)) is the solution of another nonlinear problem.
Finally we end up proving that (u¯, d¯) is the unique solution of this latter problem in
the space C1([0, T ];V (Ω)/R)× C1([0, T ];C0(Ω)).
4.2.1. Weak limit u¯(., t). Subtracting and dividing by s the two equilibrium
variational equations of problems (P s) and (P0), we obtain, for each t ∈ [0, T ]
(cf. (4.16)–(4.17)),
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∫
Ω
1
b3333(ds)
e33(
us−u
s )e33(v)dΩ
+
∫
Ω
b3333(d)−b3333(ds)
s
(
b3333(d
s) b3333(d)
)−1
e33(u)e33(v) dΩ
+ as1(u
s, v)− F s1 (v)−Gs1(v)−Hs1(v)
= 1s
[
F s0 (v)− F0(v) +Gs0(v)−G0(v) +Hs0(v)−H0(v)
]
+ s
[− as2(us, v) + F s2 (v) +Gs2(v) +Hs2(v)]
+ s2
[− as3(v) + F s3 (v) +Gs3(v) +Hs3(v)]− s3 as4(us, v).
(4.40)
Computing now for each t the limit of each term of (4.40), we obtain the following
theorem.
Theorem 4.9 (identiﬁcation of u¯(., t)). We assume the hypotheses of Theorems
2.1, 4.2, and 4.3. Then the weak limit u¯(., t) of the sequence {us−us }(., t) veriﬁes the
following variational equation for each t ∈ [0, T ]:
B(u¯, v) = S(v) ∀v ∈ V (Ω)/R.(4.41)
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The linear form S(.) is deﬁned in V (Ω)/R by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
S(v) =
∫
Ω
b′3333(d) b3333(d)
−2
d¯ e33(u) e33(v) dΩ
− ∫
Ω
1
b3333(d)
[− θα(e33(u)∂33vα + e33(v)∂33uα)
+ e33(u)e33(v)div θ
]
dΩ
+
∫
Ω
γ d¯ P ′η(d) (fα vα + f3 v3) dΩ
+
∫
Ω
γ(ξ0 + Pη(d))
[
(fα vα + f3 v3) div θ − f3 θα ∂3vα
]
dΩ
+
∫
Γ
[
(gα vα + g3 v3)G1(θ, n)− g3 θα ∂3vα
]
dΓ
+
∫
Γ0∪ΓL
[
(hα vα + h3 v3)H1(θ)− h3 θα ∂3vα
]
dΓ0 ∪ ΓL,
(4.42)
with b′3333(.) and P
′
η(.) the ﬁrst derivatives of the scalar functions b3333(.) and Pη(.),
respectively. The bilinear form B(., .) is deﬁned by
B(z, v) =
∫
Ω
1
b3333(d)
e33(z) e33(v) dΩ ∀z, v ∈ V (Ω)/R.(4.43)
Proof. We give a sketch of the computation of the limits in (4.40), for each t.
The ﬁrst term in (4.40) veriﬁes, when s→ 0+,∫
Ω
1
b3333(ds)
e33
(
us − u
s
)
e33(v)dΩ −→
∫
Ω
1
b3333(d)
e33(u¯)e33(v)dΩ,(4.44)
because the sequence e33(
us−u
s )(., t) weakly converges to e33(u¯)(., t) in L
2(Ω) (cf. (4.32)),
and e33(v)b3333(ds) converges strongly to
e33(v)
b3333(d)
in L2(Ω), due to the condition (2.7), the
mean value theorem for the function 1b3333(.) , and the strong convergence of d
s to d in
C0([0, T ];C0(Ω)) (cf. (4.37)).
The second term in (4.40) converges to
−
∫
Ω
b′3333(d) b3333(d)
−2
d¯ e33(u) e33(v) dΩ,(4.45)
when s → 0+, because of condition (2.7), the mean value theorem for the function
b3333(.), the condition (4.12) for the case s = 0, the strong convergence of ds to d
in C0([0, T ];C0(Ω)) (cf. Corollary 4.8, formula (4.37)), and the weak convergence of
ds−d
s (., t) to d¯(., t) in L
2(Ω).
For the third term in (4.40), we have that as1(u
s, v) converges to∫
Ω
1
b3333(d)
[
− θα
(
e33(u)∂33vα + e33(v)∂33uα
)
+ e33(u)e33(v)div θ
]
dΩ(4.46)
when s→ 0+, and F s1 (v) +Gs1(v) +Hs1(v) converges to⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∫
Ω
γ(ξ0 + Pη(d))
[
(fα vα + f3 v3) div θ − f3 θα ∂3vα
]
dΩ
+
∫
Γ
[
(gα vα + g3 v3)G1(θ, n)− g3 θα ∂3vα
]
dΓ
+
∫
Γ0∪ΓL
[
(hα vα + h3 v3)H1(θ)− h3 θα ∂3vα
]
dΓ0 ∪ ΓL.
(4.47)D
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To prove (4.46) we remark that, when s → 0+, ‖(e33(us) − e33(u))(., t)‖L2(Ω) and
‖(ds − d)(., t)‖L2(Ω) converge to 0 (cf. Theorem 4.6). To obtain (4.47) we apply the
deﬁnitions of the forms F s1 , G
s
1, H
s
1 and the strong convergence of Pη(d
s) to Pη(d),
when s→ 0+, in the space C0([0, T ];C0(Ω)).
The fourth term in (4.40) converges to∫
Ω
γ d¯ P ′η(d) (fα vα + f3 v3) dΩ(4.48)
when s→ 0+. In fact, we have Gs0(v) = G0(v) and Hs0(v) = H0(v), and⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
s
[
F s0 (v)− F0(v)
]
− ∫
Ω
γ d¯ P ′η(d) (fα vα + f3 v3) dΩ
=
∫
Ω
γ
[
Pη(d
s)−Pη(d)
ds−d
(
ds−d
s − d¯
)
+
(Pη(ds)−Pη(d)
ds−d − P ′η(d)
)
d¯
]
(fα vα + f3 v3) dΩ.
(4.49)
When s→ 0+, γ Pη(ds)−Pη(d)ds−d converges strongly to γ P ′η(d) in C0([0, T ];C0(Ω)), and,
for each t, d
s−d
s converges weakly to d¯ in L
2(Ω) (cf. Theorem 4.6, formula (4.33)),
and d¯ (fα vα + f3 u3) belongs to L
1(Ω). Thus (4.49) converges to 0, for each t, when
s→ 0+.
Finally the last two terms in (4.40) converge to 0 when s → 0+, because those
are composed of bounded terms multiplied by a positive power of s.
4.2.2. Weak limit d¯(., t). By subtracting and dividing by s the remodeling
rate equations of problems (Ps) and (P0), and integrating in time between 0 and t,
we obtain the following theorem.
Theorem 4.10 (identiﬁcation of d¯(., t)). We assume that the hypotheses of The-
orems 2.1, 4.2, and 4.3 are veriﬁed. For each t, the weak limit d¯(., t) of the sequence
{ds−ds (., t)} is the solution of the following ordinary diﬀerential equation with respect
to time: {
˙¯d = c(d)e33(u¯) + d¯ [c
′(d) e33(u) + a′(d)]− c(d) θα∂33uα,
d¯(x, 0) = 0.
(4.50)
Proof. For any v ∈ L2(Ω) and for each t, we have⎧⎨
⎩
∫
Ω
ds−d
s v dΩ =
∫ t
0
( ∫
Ω
[
c(ds) e33(
us−u
s ) +
c(ds)−c(d)
s e33(u)
+ a(d
s)−a(d)
s − c(ds)θα∂33usα
]
v dΩ
)
dr.
(4.51)
On the other hand, for each t, and when s → 0+, c(ds) converges strongly to c(d)
in C0(Ω), e33(
us−u
s ) converges weakly to e33(u¯) in L
2(Ω), c(d
s)−c(d)
s e33(u) converges
weakly to d¯ c′(d) e33(u) in L2(Ω),
a(ds)−a(d)
s converges weakly to d¯ a
′(d) in L2(Ω), and
∂33u
s
α converges strongly to ∂33uα in L
2(Ω). Hence, we have that, for each t and when
s→ 0+, the sequence ∫
Ω
ds−d
s v dΩ converges to∫
Ω
(∫ t
0
[
c(d)e33(u¯) + d¯ c
′(d) e33(u) + d¯ a′(d)− c(d) θα∂33uα
]
dr
)
v dΩ.(4.52)
But by (4.33), d
s−d
s (., t) converges weakly to d¯(., t) in L
2(Ω) when s→ 0+. Therefore
d¯(., t) must verify (4.50), since the weak limit is unique.
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4.2.3. Final identiﬁcation result. Assembling the results of Theorems 4.9 and
4.10, we have the next theorem, which completely identiﬁes, for each t, the (weak)
shape semiderivatives u¯(., t) and d¯(., t).
Theorem 4.11. We assume that the hypotheses of Theorems 2.1, 4.2, and 4.3
are veriﬁed. For each t ∈ [0, T ], the weak limit (u¯, d¯)(., t) is an element of the space
(V (Ω)/R)× L2(Ω) and is the solution of the following nonlinear problem (P¯):
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
Find u¯ : Ω× [0, T ]→ R3 and d¯ : Ω× [0, T ]→ R such that
u¯(., t) ∈ V (Ω)/R,
B(u¯, v) = S(v) ∀v ∈ V (Ω)/R,
˙¯d = c(d)e33(u¯) + d¯ [c
′(d) e33(u) + a′(d)]− c(d) θα∂33uα in Ω× (0, T ),
d¯(x, 0) = 0 in Ω,
(4.53)
where the linear form S(.) and the bilinear form B(., .) are deﬁned by (4.42) and (4.43),
respectively. We observe that S(.) depends on (u, d), which is the solution of problem
(P0), and also on d¯. The bilinear form B(., .) depends on d, that is, the measure of
change in volume fraction of the elastic material of problem (P0). Moreover, there
exists a unique solution (u¯, d¯) of problem (P¯) such that u¯ ∈ C1([0, T ];V (Ω)/R) and d¯ ∈
C1([0, T ];C0(Ω)). Consequently, for each t, the entire sequence {(us−us , d
s−d
s )(., t)}
weakly converges to (u¯, d¯)(., t) in the space V (Ω)/R × L2(Ω) when s → 0+. Thus,
there exists the weak shape semiderivative of the shape map J(Ωs) = (u
s, ds) at s = 0
in the direction of the vector ﬁeld θ (cf. (2.24)), and it is perfectly deﬁned, for each
t, by dJ(Ω; θ)(., t) = (u¯, d¯)(., t), where (u¯, d¯) ∈ C1([0, T ];V (Ω)/R)×C1([0, T ];C0(Ω))
is the unique solution of problem (P¯).
Proof. The arguments used to prove the existence and uniqueness of the solu-
tion (u¯, d¯) to problem (P¯), in the space C1([0, T ];V (Ω)/R) × C1([0, T ];C0(Ω)), are
analogous to those utilized in the proof of existence and uniqueness of the solution to
problem (Ps) (cf. Figueiredo and Trabucho [7]) and rely on the Schauder ﬁxed point
theorem.
5. Conclusions and future work. In this paper we have considered the family
Ωs of perturbed thin rods, for s ∈ [0, δ], and the corresponding family of solutions
(us, ds) of the nonlinear asymptotic adaptive elastic model, derived in Figueiredo and
Trabucho [7]. We have proved that, for each t, the sequence (u
s−u
s ,
ds−d
s )(., t) con-
verges weakly to (u¯, d¯)(., t) in the space (V (Ω)/R) × L2(Ω) when s → 0+. Con-
sequently, for each t, (u¯, d¯)(., t) is the weak shape semiderivative of the function
J(Ωs) = (u
s, ds) at s = 0 in the direction of the vector ﬁeld θ. Moreover, we have
showed that the pair (u¯, d¯) is the unique solution of another nonlinear problem that
couples a variational equation, depending on (u, d) and d¯, and an ordinary diﬀeren-
tial equation with respect to time, depending on (u, d) and u¯. We intend to apply
this methodology to analyze the weak shape semiderivative of the solution to the
nonlinear adaptive elastic asymptotic model (2.1)–(2.4), but for the case where the
remodeling rate equation (2.4) depends nonlinearly on e33(us) (cf. Figueiredo and
Trabucho [7]). We think that this nonlinear term may generate some diﬃculties in
proving that the sequence {ds−ds } is bounded, independently of s, and subsequently
in the identiﬁcation of the shape semiderivative.
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