We consider the dynamics of actively entraining turbulent density currents on a conical sloping surface in a rotating fluid. A theoretical plume model is developed to describe both axisymmetric flow and single-stream currents of finite angular extent. An analytical solution is derived for flow dominated by the initial buoyancy flux and with a constant entrainment ratio, which serves as an attractor for solutions with alternative initial conditions where the initial fluxes of mass and momentum are non-negligible. The solutions indicate that the downslope propagation of the current halts at a critical level where there is purely azimuthal flow, and the boundary layer approximation breaks down. Observations from a set of laboratory experiments are consistent with the dynamics predicted by the model, with the flow approaching a critical level. Interpretation in terms of the theory yields an entrainment coefficient E ∝ 1/Ω where the rotation rate is Ω. We also derive a corresponding theory for density currents from a line source of buoyancy on a planar slope. Our theoretical models provide a framework for designing and interpreting laboratory studies of turbulent entrainment in rotating dense flows on slopes and understanding their implications in geophysical flows.
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in the ocean (e.g. Smith 1975; Price & Baringer 1994) and landfalling cold fronts in the atmosphere (e.g. Garratt, Howells & Kowalczyk 1989) , but these share much of the same basic physical mechanisms at play during star formation and within turbulent accretion discs (e.g. Rieutord & Zahn 1995; Lignieres, Catala & Mangeney 1996; Youdin & Shu 2002) . As a particular example, dense overflows in ocean basins represent important components of the circulation, but the relevant mixing processes occur on length scales that are unresolved in climate models (e.g. Price & Baringer 1994; Ivanov et al. 2004) . Hence, dynamically informed parameterisations are required to characterise buoyancy-driven currents. For flow down a slope from a persistent source of buoyancy flux, the initial transient propagation of the head of the current is driven by downslope differences in hydrostatic pressure across the density front (e.g. Shapiro & Zatsepin 1997; Wobus et al. 2011) , whilst the downslope component of the gravitational body force becomes more significant in the subsequent phase of quasi-steady propagation. It is the latter, steady phase of propagation that we shall focus on here.
When the length and time scales are appropriate, the problem is complicated by the presence of the Earth's rotation, which puts additional constraints on the dynamics of currents and on the efficiency of turbulent entrainment (Griffiths 1986 ). An important consequence of rotation is that large-scale density currents running down the continental shelves get deflected by the Coriolis forces and eventually tend to propagate along the isobaths (Griffiths 1986) , which are contours of constant depth. The flow along an isobath is considered to be in geostrophic balance with the Coriolis force balancing the pressure gradient force. However, it has been argued that frictional forces associated with bottom Ekman layers play a key role in breaking geostrophic balance and allowing a component of the current to cascade downwards (see Shapiro & Hill 1997, for example) . Wirth (2009) pointed out that such density currents consist of a main thick current (or vein) and a thin frictional layer below it. For flows with negligible inertia and no entrainment, Wirth (2009) showed that the dynamics of the vein is mainly geostrophic but is modified by the presence of an Ekman layer. The Ekman layer leads to drainage of fluid from the vein into the frictional layer where it falls downslope and eventually mixes with the surrounding water. As a result, the main current slowly drifts downslope and its trajectory can be used to estimate the frictional drag (Wirth 2011) . In this study we focus on the dynamics of the vein and in particular on how mixing processes affect its trajectory before reaching any geostrophically balanced state.
Mixing of ambient fluid into a dense current is often characterised in terms of an entrainment ratio E = w e /U, i.e. the ratio of a mean inflow w e normal to the interface to the mean velocity of the current U, itself depending on the instantaneous density and hence mixing. This entrainment hypothesis, introduced in the modelling of turbulent plumes (Morton, Taylor & Turner 1956) , underlies many models of turbulent buoyancy-driven currents (see Turner 1986 for a survey). Such mixing can play a critical role not only in the trajectory and dynamics of a particular dense current but also in the maintenance of stratification in the interior of an ocean basin via the 'filling box' mechanism of Baines & Turner (1969) . For example, Hughes & Griffiths (2006) and Wåhlin & Cenedese (2006) suggested that weak yet persistent entrainment into dense overflows could play a leading-order role in controlling the structure of the thermocline in the ocean interior. In the Arctic, a halocline separates warm, deep waters from the colder, fresher surface ocean and provides a barrier to vertical heat transfer that could melt the overlying sea-ice cover (Carmack 2000; Timmermans et al. 2009 ). The analysis and laboratory experiments of Wells & Wettlaufer (2007) Steady rotating turbulent density currents 407 suggested that mixing rates can control whether dense currents will penetrate the halocline and ventilate the deep ocean or intrude into the halocline and maintain the stratification via the 'filling box' mechanism. Hence, mixing in dense currents provides an important contribution to the evolution of ocean stratification and, via the potential for feedback on sea-ice melting, to the state of the climate system as a whole.
The entrainment ratio E has been parameterised on the basis of a range of laboratory data and field observations; see Turner (1986) and Wells, Cenedese & Caulfield (2010) for reviews. For currents of thickness h, reduced gravity g and viscosity ν, flowing on a slope at angle α to the horizontal, the data show that entrainment increases with both the Reynolds number Re = Uh/ν, which characterises the vigour of turbulence, and the Froude number Fr = U/ √ g h cos α, which characterises the tendency for shear-driven mixing to overcome the stabilising effect of stratification.
(Note that some studies use the Richardson number Ri = Fr .) Here U represents the relevant velocity scale along the slope, and for flows in pure geostrophic balance it would correspond to the Nof velocity U geo ∼ g tan α/f , where f is the Coriolis parameter (Nof 1983; Wells 2007) . The dependence of E on Fr and Re across a compilation of both rotating and non-rotating experiments and field measurements has been characterised by the empirical parameterisation of Cenedese & Adduce (2010) . Alternatively, Wells et al. (2010) constructed a theory using a flux coefficient, which measures the ratio of buoyancy flux to viscous dissipation. This results in a scaling E = A(Re, α)Fr n , where the prefactor A(Re, α) depends on the Reynolds number and the slope angle. The exponent n captures a variety of scalings, with n → 0 for Fr 1, n ∼ 2 for Fr ∼ 1 and n 1 for Fr 1, which is consistent with the trend in the observations. However, there is some scatter in the data about the mean trend, and in particular observations indicate a substantial increase in mixing for larger Reynolds numbers (Princevac, Fernando & Whiteman 2005; Cenedese & Adduce 2010; Wells et al. 2010) . This scatter could be due to intrinsic dynamical variability of turbulent entrainment about a mean value, the technical challenges of measuring entrainment, or differences in entrainment depending on the dynamical source of turbulence.
The previously described measurements of the entrainment parameter E rely on a variety of methods. In the absence of rotation, measurements of full velocity profiles allow E to be determined directly from mass conservation both for the flow of dense salty water on a laboratory-scale slope (Ellison & Turner 1959) and in field observations of katabatic winds (Princevac et al. 2005 ). An alternative approach constrains theoretical predictions using readily measured experimental features, such as the evolution of the background stratification in a filling box (Wells & Wettlaufer 2005) . This allows a value of E to be inferred that is dynamically consistent with theory, and accounts for downslope evolution of the flow without requiring detailed measurements of velocity profiles. Entrainment into dense rotating currents in the ocean has been estimated from changes in the mass flux between two or more points on the path of the current (see Cenedese & Adduce 2010 for a summary). Laboratory studies of rotating currents have estimated entrainment from the increase in volume of the current between the source and the base of the tank (Cenedese et al. 2004; Wells 2007; Cenedese & Adduce 2008) . In order to determine a value for E, a characteristic velocity scale is identified and assumed constant along the length of the flow. For example, Wells (2007) identified a velocity scale from the initial mass flux, whilst Cenedese et al. (2004) and Cenedese & Adduce (2008) used the propagation speed of the initial unsteady density front that is driven by downslope variations of hydrostatic pressure and precedes the subsequent steady flow driven by the downslope component of gravity. For these measurements in rotating systems, it is plausible that variations of the downslope velocity between measurement points may contribute to the scatter of the measured E values around the parameterisations of Cenedese & Adduce (2010) and Wells et al. (2010) . Motivated by this background, we developed a theoretical model for steady flow of a turbulent rotating density current down a conical sloping surface. The approach accounts for downslope development of the flow and provides a framework for systematic studies of entrainment dynamics in well-characterised laboratory experiments.
In the next section we formulate the problem of a shelf-slope system in which a density current is delivered onto the surface of a cone, considering both axisymmetric flow and isolated currents of finite angular extent. The essence of the problem can be thought of as a steady rotating version of the model of Morton et al. (1956) but with bottom friction associated with the fact that our 'plume' is a current on a slope (Ellison & Turner 1959) . In § 3 we determine numerical solutions for a representative laboratory set-up, as well as analytical solutions for a dense current from an initial buoyancy source where the initial fluxes of mass and momentum are small and dynamically negligible, along with a first-order asymptotic correction to account for the initial mass and momentum fluxes. The attractor solution qualitatively reproduces the asymptotic behaviour of the numerical solutions away from the source, and allows us to characterise the parametric dependence of the flow on entrainment. The linearised asymptotic correction is necessary to account for the initial conditions and provide a good quantitative approximation to the numerical solutions across the full length of the flow. A set of experiments is described in § 4, demonstrating how the theory captures the correct flow structure and allows us to estimate how the turbulent entrainment varies with rotation rate, which we explore in detail in § 5. The work is summarised in § 6, where we describe ongoing experimental research and implications for future studies.
Formulation of the model
The model considers fluid of densityρ introduced onto the surface of a solid cone of slope angle α to the horizontal, immersed in a background fluid of uniform density ρ 0 , as illustrated in figure 1. The system rotates with angular velocity Ω parallel to both gravity g and the vertical. With flow confined below the apex of the cone, we use an orthogonal coordinate system relative to the conical surface, with s representing the distance downslope parallel to the conical surface, η the distance normal to the cone and θ the azimuthal angle. The local velocity components in each direction are u = (u s , u η , u θ ).
Plume model for a density current on a cone
The governing equations for the density current flow in a rotating reference frame are derived from first principles in appendix A. The approach follows that of Morton et al. (1956) and Ellison & Turner (1959) to derive plume equations for the downslope fluxes. This method of modelling uses depth-integrated budgets to describe the turbulent core of the current (described as the 'vein' by Wirth 2009) and does not explicitly resolve the viscous Ekman layers. The consistency of this assumption is discussed in § 6. Note that this modelling approach can incorporate frictional effects from the Ekman layer in a drag parameterisation for the basal shear stress, as discussed below. In contrast to earlier streamtube models (such as e.g. Smith 1975), we develop a theory specific to conical geometry that allows analytical progress to . Schematic view of the density current on a cone in a rotating fluid, as described in the main text: (a) view from the side, indicating the system geometry, notation and experimental set-up; (b) view from above for a current with effective angular extent θ .
be made with the goal of analysing turbulent mixing in experimental studies. For flow of angular extent θ over the surface of the cone as illustrated in figure 1(b) , the conservation equations of mass, vertical momentum, azimuthal momentum and buoyancy are given by 
where r s = s cos α is the local radius of the cone, f = 2Ω cos α is the Coriolis parameter, r = s cos α + η sin α, and we have assumed self-similar profiles for u s , u θ andρ − ρ 0 when determining the buoyancy-force term and Coriolis-force term, as discussed in appendix A. For axisymmetric flow the angular extent is θ = 2π, whilst for flows of finite angular extent θ must be specified separately, as discussed in § 2.2. To close the model, we must specify the entrainment velocity v e and the shear stress at the base, τ = (τ s , τ θ ). We extend the entrainment criterion of Morton et al. (1956) to account for two velocity components by assuming that the entrainment velocity is proportional to the mean speed of the current on the slope,
where E is the entrainment coefficient. For large-Reynolds-number flow, the turbulent drag is dominated by eddy momentum fluxes, with the eddy velocity determined from the mean flow speed. Hence we set
where K is the friction coefficient (Taylor 1920 ). In § 6 we discuss the impact of an alternative drag parameterisation that approximates Ekman veering. Ekman layer dynamics may also lead to a leakage of fluid from the main core of the current, which can be described by an additional mass sink added to (2.5) following Wåhlin & Walin (2001) . However, based on the analysis of Wåhlin & Walin (2001) for geostrophic flows, we expect this Ekman mass flux to be small whenever δ Ek b so that the Ekman-layer thickness is small compared to the depth of the current. In the subsequent analysis, we neglect this Ekman flux and revisit the assumption in § 6. For axisymmetric flow with θ = 2π, the resulting equations (2.1)-(2.10) yield a closed system of four ordinary differential equations, which are solved with initial conditions for prescribed values of b, w, v and ρ at a particular distance s I close to the top of the cone. In addition to seeking analytical solutions, the system was integrated numerically using forward Euler time-stepping, with convergence confirmed as the discretisation step s → 0.
Density currents from isolated sources of confined angular extent
The equations (2.1)-(2.10) are also a valid description of the flow of a single stream of fluid as illustrated in figure 1(b) , once the angular extent θ has been specified. In appendix A we show that whenever the variation of the angular extent θ is sufficiently small (according to (A 19)), a single-stream flow can be described by a subsection of constant angle θ of the corresponding axisymmetric flow. Hence, when changes in θ are small, the trajectory of the centre-line of a single-stream flow is given by a path-line of the axisymmetric solution. Changes in θ can be driven either by the force resulting from lateral gradients in hydrostatic pressure at the edge of the current, or by the widening of the current via turbulent entrainment along the current sides. To estimate the influence of changing θ in the model, we computed an "indicator" d(ln θ)/d(ln s). This approximate indicator estimates the relative magnitude of terms neglected from the model that arise from changes in θ , as compared to terms retained in the model that describe downslope variation of mass and momentum fluxes (see the discussion of criterion (A 19) in appendix A for a theoretical rationale for this indicator). We estimate that the neglected terms are likely to be insignificant whenever d(ln θ)/d(ln s) 5/3. For a sample experimental current path without rotation, the resulting change in θ has only a moderate effect on the dynamics, with the average value d(ln θ )/d(ln s) = 0.24; so in the absence of any validated theoretical model for changes in θ , we develop analytical solutions for constant θ . Note that this approximation implicitly prevents rapid widening of the current in a hydraulic jump (Pratt, Riemenschneider & Helfrich 2007) , and the assumption may need to be relaxed in alternative flow configurations.
An adaptation of the model to describe flow down a planar surface is described in appendix C. The solutions exhibit qualitatively similar dynamics to that of flow over an axisymmetric cone, which is discussed below.
Model solutions
The development of the axisymmetric flow described by (2.1)-(2.10) depends on the initial fluxes of mass, momentum and buoyancy, in addition to the entrainment parameter E and friction parameter K. Whilst the theory can describe a wide range of steady turbulent flows on conical slopes, ranging from pure momentum jets to buoyancy-driven wall plumes, in this paper we focus on initial conditions relevant to a buoyancy-driven overflow that is primarily controlled by the input buoyancy flux, with small initial fluxes of mass and momentum. We begin by illustrating the behaviour of a numerical solution of (2.1)-(2.10) in an example experimental setting, before deriving analytical solutions and a first-order asymptotic correction for a special case that reveals the essential features of the dynamics.
General solution properties
The thick black curves in figure 2 illustrate an example numerical solution of the plume model (2.1)-(2.10) that is representative of a laboratory setting, with initial fluxes of buoyancy, mass and momentum released some distance s = s I below the apex of the cone. The solution involves a critical point occurring at a particular depth s = s cr . In the vicinity of this critical point, the downslope component of velocity approaches zero (see figure 2) as the flow approaches a state of purely azimuthal flow. In the framework of our steady-state axisymmetric plume model, there are no physical solutions beyond the critical point, and fluid is not allowed to penetrate below it. Hence the persistent flux of fluid results in a divergence of the modelled plume width. This leads to a breakdown of the boundary-layer approximation employed by the theory, which assumes that the current is thin compared to the along-slope extent, with additional physical processes becoming important in a small neighbourhood of the critical point. We thus expect that in laboratory experiments there will still be downslope leakage of dense fluid beyond the critical point. However, one should be able to observe an abrupt change in the behaviour of the flow as it approaches the critical level. At this juncture it is appropriate to note an analogy with critical levels for intrusion of plumes into stratified ambients (Morton et al. 1956) . In the plume model of Morton et al. (1956) , the flow is arrested at a critical point due to the stratification reducing the relative buoyancy force, with the inertia of the plume causing it to slightly overshoot the level of neutral buoyancy before the plume is decelerated. For rotating density currents the outward flow is arrested at a critical point by rotation, with the Coriolis forces counteracting the downslope buoyancy forces and stopping the downslope flow after the current overshoots a level where Coriolis and buoyancy forces are in geostrophic balance.
The path-line of a tracer particle released into the axisymmetric flow has no downslope component at the critical point s cr . As illustrated by the thick black curves in figure 3(a), the trajectory s = s(θ) terminates at the critical point (where w = 0) , Ω = 0.6 rad s after traversing a finite angle around the cone, rather than θ (s) → ∞, because the azimuthal velocity v remains bounded on approach to the critical point. Note that this trajectory also corresponds to the centre-line of a single-stream flow of constant angular extent. Clearly, the trajectories depend on the entrainment ratio E, which we explore further in § 3.4.
Attractor solution
To shed light on the generality of the dynamics illustrated by the numerical solutions, we now derive an analytical solution to the full model (2.1)-(2.10) for initial conditions with a constant initial buoyancy flux and negligible initial fluxes of mass and momentum. We later demonstrate that this solution is an attractor for the flow dynamics with arbitrary initial fluxes. From (2.4) we immediately observe that the downslope buoyancy flux Q B is conserved, ; the numerical solution (thick black solid curve) is compared with the analytical scaling (3.22) for the attractor (thin grey curve) and the approximate solution (dashed curve) with higher-order corrections (3.14) and (3.19)-(3.21); note the logarithmic scales. (c) Approximate power-law exponent β plotted as a function of Ω (rad s −1 ), where β is estimated from a power-law fit ξ cr = A E −β to the curves in (b) and similar curves with different rotation rates, to approximate the sensitivity of the critical distance to entrainment; the numerical solution converges toward the attractor at small Ω.
with its value determined from the initial conditions. One could think of Q B as the normalised integral mass flux of salt (or other density tracer) passing through a particular depth, which in the steady state has to be independent of depth to prevent accumulation of salt. It is natural to non-dimensionalise variables using Q B and f , and so we introduce a dimensionless coordinate ξ = sf
and define the new variables
which represent dimensionless fluxes of mass, downslope momentum and azimuthal momentum, respectively, scaled by θ cos α. Neglecting changes in θ , the system (2.1)-(2.3) can be written asṖ
where a dot denotes d/dξ . Note that the only remaining parameters in (3.3)-(3.5) are the entrainment coefficient E and the drag coefficient K.
It is useful to sum W times (3.4) and V times (3.5) and recast this system in terms of the variable
For the special case of an initial point source of buoyancy at the apex of the cone, with no fluxes of mass or momentum, the initial conditions are
so that F(0) = 0. Seeking power-law similarity solutions in ξ for P, F and V, we obtain
(3.11) and V = 9 2 2/3 5 2/3 11 12) which straightforwardly yield b(s), v(s), w(s) and ρ(s) upon algebraic manipulation. In appendix B we show that this solution is a unique attractor for the system of ordinary differential equations (3.6)-(3.8) with arbitrary initial conditions; that is, for sufficiently large s, the solutions (3.10)-(3.12) will approximate the leading-order asymptotic behaviour of any solution to (3.6)-(3.8). Note that we expect this attractor solution to provide a useful approximation when s I s < s cr , which requires the critical level s cr to be sufficiently far downstream of the initial level s I .
In addition to the qualitative flow structure already discussed, two interesting features revealed by the leading-order attractor solution are the following. First, the resulting dimensional azimuthal velocity is v ∼ 3fs/(11 + 5K/E), which increases linearly with depth, has no explicit dependence on the buoyancy force and, for small friction coefficients, depends only weakly on the entrainment rate. Second, the downslope mass flux θ r s bw ∼ θ cos α 3 2 2/3 5 2/3
is independent of the rotation rate f (except via any implicit dependence of the entrainment parameter E on rotation).
Figure 2 compares the analytical attractor solution (thin grey curves) to the numerical solutions with small but non-zero initial fluxes of mass and momentum (thick black curves) relevant to an example experimental configuration. The attractor solution captures the qualitative behaviour of the numerical solutions, after an initial transient due to the experimental initial conditions not lying on the attractor. However, to achieve an improved quantitative comparison for initial conditions relevant to our experiments, it is useful to consider the next-order corrections to the asymptotic attractor solution (3.10)-(3.12) in order to account for the non-zero initial fluxes of mass and momentum in experimental settings.
3.3. Linearised correction to the attractor solution Inspection of numerical solutions, such as those in figure 2, shows that for large rotation rates Ω the disagreement between the attractor solution and the numerical solution is large because the critical point s = s cr is reached before the solution has adjusted to the attractor. However, for Ω → 0 or Q B → ∞, (3.2) shows that the initial conditions P 0 , V 0 and F 0 approach zero at ξ = ξ I → 0, thus recovering the initial conditions for the attractor solution. Hence, the attractor also acts as an asymptotic solution for small rotation rates or large buoyancy fluxes. We make use of this fact and calculate an approximate solution in the whole range of ξ using a generalised asymptotic expansion of the true solution around the attractor:
(3.14)
TakingP P a ,F F a andV V a and linearising (3.6)-(3.8) around the attractor solution, we find that
where we have set K = 0 for mathematical simplicity, which corresponds to neglecting bottom drag. For a typical value of K = 10
, this approximation results in only small quantitative differences from the full numerical solution, as illustrated in figure 2. EliminatingP from (3.15)-(3.16) leads to an Euler equation forF,
with solutionF
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where α 1,2 = −1/3 ± √ 7/3 and the coefficients A 1,2,3 are determined from the initial conditions. We note here that if the initial conditions are far from the attractor, the constants A 1,2,3 would be O(1) and thus the linearisation of the solution around the attractor would no longer be formally justified. Nonetheless, this method allows us to construct a solution that satisfies the initial conditions exactly and still preserves the asymptotic behaviour of the attractor solution as ξ → ∞, since the perturbations grow more slowly than the attractor (α 1,2 < 5/3). Whilst a further correction could be made or the impact of small but non-zero K could be considered, this first-order correction provides sufficient accuracy over the experimentally motivated range of parameters that we consider in this paper. This is illustrated in figure 2 by the good agreement between this approximate solution (dashed curves) and the full numerical solution (thick black curves); see also figure 3. on the entrainment rate E. It is clear that as turbulent entrainment increases, the distance to the critical point s = s cr decreases, which can be understood as a result of two effects. Increased entrainment of ambient fluid via turbulent mixing results in a decreased mean density of the mixture and hence a weakened buoyancy force. Furthermore, the ambient fluid has no momentum, and so increased entrainment dilutes the downslope momentum of the mixture. These effects combine to reduce the distance flowed downslope.
Sensitivity to entrainment
For cases where s cr s I , we can estimate s cr from the asymptotic solution (3.10)-(3.12). The critical depth s cr is obtained when W = 0, which corresponds to V . Note that the dependence on the buoyancy flux Q B and entrainment rate E is rather weak, but there is a stronger dependence on the Coriolis parameter f . For comparison, we note that the flow down a planar surface described in appendix C results in a scaling s cr ∝ E −1/3 . As illustrated by the thin grey curve in figure 3(b) , the scaling (3.22) from the asymptotic solution captures the leading-order magnitude of the numerical solution (thick black curve) for moderate values of E, of order 0.1, but does not capture the scaling behaviour with E. This disagreement arises because the numerical solutions are still influenced by the values of the initial condition and have not yet closely approached the attractor before s cr is reached. After accounting for non-zero initial fluxes of mass and momentum using the first-order asymptotic correction, the approximate solution (dashed curve) produces much closer agreement with the numerical solution, as seen in figures 2 and 3. Figure 3(c) illustrates the sensitivity of ξ cr to entrainment for different rotation rates, by plotting the exponent β of a power-law fit ξ cr = AE −β to data for different rotation rates Ω. For large Ω, the numerical solution (thick black curve) produces a power-law exponent β which differs markedly from the value β = 0.25 for the attractor solution (thin grey curve) expected from (3.22). The agreement improves markedly and the numerical scaling exponent approaches the attractor exponent as Ω → 0, consistent with the rationale described in § 3.3. The approximate solution (dashed curve), upon accounting for the full initial conditions via a linearised correction, produces much better agreement with the scaling exponent β observed in the numerical solutions. Hence, whilst the full solution of (2.1)-(2.10) approaches the asymptotic attractor solution (3.10)-(3.12) for large s, we conclude that the approximate linearised correction (3.14) and (3.19)-(3.21) may be required in experimental settings with large rotation rates where the initial fluxes of mass and momentum play a non-trivial role.
We have demonstrated that the modelled flow dynamics is sensitive to the entrainment parameter E, suggesting that an indirect measure of entrainment can be achieved in suitable experiments by observing flow quantities such as s cr . This motivates a series of laboratory experiments to examine the theory discussed in this section and to investigate the effects of rotation on the effective entrainment rate.
Experimental comparison
Experimental arrangement
A set of laboratory experiments was conducted to investigate the dynamics of a singlestream turbulent flow of small angular extent. Consistent with the situation shown in figure 1, we consider flow on a truncated cone with slope angle α = 36
• to the horizontal, maximum radius 18.4 cm and minimum radius r I = 3.1 cm, so that s I = r I / cos α = 3.8 cm.
The cone was mounted at the centre and 4 cm above the base of a large tank of 100 cm × 100 cm square cross-section, allowing a large overflow region to minimise the influence of any 'filling box' effects in the far-field fluid over the course of an experiment. The tank was filled to a depth of 8 cm above the top of the truncated cone, to minimise the influence of an effective two-layer geostrophic flow induced by the input of dense fluid. Lane-Serff & Baines (1998) and Sutherland et al. (2004) showed that this effect is significant when the lower dense layer occupies an appreciable fraction of the total depth, and this contributes to the formation of large eddies.
The tank was spun up into an approximate state of solid-body rotation with angular velocity 0.4 rad s which was varied between experiments. This range of angular velocities was chosen for practical reasons. The lower limit prevents the lower edge of the current from approaching the edge of the cone as the current reaches the critical level s cr , and also avoids difficulties in image processing due to a reduced signal-to-noise ratio as the current becomes more diluted. As the rotation rate was increased beyond 1.3 rad s −1
, we observed the onset of large-scale baroclinic instabilities which introduced large variance into the current trajectory, with safety considerations precluding further increases in rotation rate.
A dense NaCl-H 2 O solution was dyed with potassium permanganate, with total density excess ρ = ρ i − ρ e measured using an oscillating-type densitometer (Anton Paar DMA 3.5N). The dense fluid was introduced at the top of the cone via the following flow-injection mechanism. A pump supplied dense water at flow rates The rotation rate Ω, initial normalised density difference ρ/ρ e and initial dimensional buoyancy flux Q B θ supplied by the pump are imposed for each experiment, and the initial angular extent θ = 0.5 rad is diagnosed from the data as described in the main text. The final two columns show the estimated critical distance s cr , at which the downslope propagation of the core of the current stops, and the corresponding entrainment coefficient E inferred as a value that produces best agreement between the observed s cr and a numerical solution, described further in the main text. to an enclosed cylindrical 'pill box'-shaped reservoir of 3.1 cm radius and 1 cm depth. The pill-box reservoir was filled with glass beads and the piping was filled with sponge material so that flow through it acted to suppress small flow oscillations introduced by the pump. Dense fluid exited the pill-box reservoir via a cylindrical hole drilled adjacent and parallel to the cone surface. The small hole diameter d = 0.5 cm produces a sufficient initial velocity for the dense current to be initiated in a turbulent state with visible eddying motion. Earlier attempts with an axisymmetric flow release resulted in only unsteady laminar flow without significant eddy-driven mixing, because the flow rates of the available pump could not achieve a sufficiently high Reynolds number when spread over an axisymmetric source. Table 1 summarises the experimental parameters. Note that in determining the buoyancy flux Q B given by (3.1) and appropriate to the theory, we estimate the angular extent θ of the current as described below.
Structure of the current
Plan-view images were recorded at a frame rate of 24 Hz for the approximate 500 s duration of an experiment using a digital camera mounted above the tank in the rotating frame and DigiFlow software (Dalziel Research Partners, Cambridge). Distribution of the greyscale intensity in the plan-view images also provides information concerning the density distribution in the current. The greyscale intensity increases with increased concentration of dye and fluid density. After a 45 s transient period during which the flow develops, the subsequent 11 000 images were analysed using a custom-written MATLAB code. For further analysis the images were time-averaged over 10 inertial periods, where the inertial period is 1/(2Ω), to smooth out the effects of small-scale eddies and to avoid shadow effects from the background lighting, thus obtaining time series of the large-scale variability of the density current. The initial angular extent of the current was estimated from the time-averaged greyscale colour intensity, by fitting a Gaussian profile A exp[−(θ − θ 0 ) 2 /σ 2 θ ] to the data averaged over 3.6 cm < r < 4.1 cm, a short distance beyond the initial contact of the current with the cone. We estimate the angular extent using θ = Mσ θ , with M = 4 chosen corresponding to the central 95 % of a Gaussian distribution. There is some arbitrariness in the choice of θ , but we note that different values of M simply result in a uniform linear rescaling of all values of Q B . Hence, whilst this rescaling may uniformly affect the absolute values of the entrainment parameter E inferred below, it does not influence the relative changes of E with Ω. We expect non-negligible errors associated with the nonlinearity of the mapping function between the pixel intensity and the density and thickness of the current as well as due to refraction effects. Thus, rather than estimating a value of θ for each experiment individually subject to large statistical fluctuations, we choose to use a constant value of θ = 0.50 rad, which is an ensemble mean value over all the experiments (with ensemble standard deviation σ ( θ) = 0.13 rad). Figure 4 shows an example of both the instantaneous and the time-averaged structure of the current, with the scale indicating changes in dye colour intensity extracted from the black-and-white images. For the rotation rates reported here, the dense current propagates both down the cone surface and azimuthally until a state of azimuthal flow is approached at s = s cr . The core of the current approaches the critical level s = s cr (where the theory breaks down) after traversing an angle of order θ ∼ 60
• , and there is strong downslope leakage in a thin unsteady laminar layer featuring roll waves but lacking any notable entraining eddy structures. This leakage leads to the current dispersing over the lower section of the cone surface. There is also weak downslope leakage in an Ekman layer along the length of the current, but image analysis allows us to extract the maximum dye colour intensity to track the turbulent entraining core of the current. We note here that the time-averaged current cannot transport buoyancy downslope across the critical level (because w = 0 there). The entire buoyancy flux supplied by the source is transported across the critical level by the subsequent transient leakage.
Effective trajectories and critical depth
In order to quantitatively analyse the flow, the following automated image processing algorithm was used to extract the path of the current and its temporal variability. Since the theoretical model describes the trajectory of a Reynolds-averaged flow, we split the original data into a sequence of images that are time-averaged over 10 inertial periods. For each time-averaged image (numbered with j = 1, . . . , J), we estimate a flow centre-line path R j (θ) by finding the maximum greyscale colour intensity on each θ = constant ray with 1
• increments, using polar coordinates centred at the tip of the cone. A nine-point 'lowess' smoothing filter (Cleveland 1981 ) is then applied along the θ dimension to remove outliers from each of the trajectories R j (θ ). An example time-averaged trajectory R(θ) = j R j (θ ) /J is shown as the white solid curve in figure 4(b), whilst figure 5 illustrates the variability of all individual subsample trajectories (thin grey curves) compared to the time-averaged trajectory (thick black curve). In figure 5 , the standard deviation increases significantly on approaching the region of smallest dR/dθ for 60
• θ 90
• , consistent with the breakdown of the theoretical model and leakage from the core of the current as the critical level is approached. As an objective and reproducible estimate of the distance at which the breakdown occurs, we first define an index
, which is the slope of the trajectory normalised by the standard deviation Std(R) due to temporal variability at each value of θ. The index has large values at the beginning of a trajectory and attains its first local minimum when the slope starts to diminish significantly and the variability of the current increases. We thus define the critical radius R cr (and hence the critical downslope distance s cr = R cr / cos α) by fitting a horizontal line between the point of the first minimum in I W and the remaining path up to an angle θ end , after which the current is significantly diluted and the path-detection algorithm fails. The low-frequency temporal variability of the trajectories leads to uncertainties in determining s cr , which we estimate using the standard deviation based on the difference between the mean path and the approximated horizontal line (figure 5). initial buoyancy flux varying between different experiments, as listed in table 1, the general trend clearly shows that ξ cr increases as the rotation rate increases. We attribute this increase to the dependence of the entrainment coefficient on the rotation rate. As an attempt to quantify this, we investigate the consequences of assuming that the entrainment coefficient E is independent of s, so that a single value of E applies to each experiment. We firstly calculate an entrainment coefficient consistent with a numerical solution of the plume equations, using an optimisation routine that adjusts E to minimise the difference between the numerically obtained s cr and the value based on experiments. The initial conditions for the numerical solutions are derived using the measured values described in table 1, combined with an estimated initial velocity scale w 0 ≈ Q m /πd , with the experimental constraints preventing us from delimiting definitive upper and lower limits over which this scaling can be further extended. The entrainment values for experiments with low rotation rates are less well constrained due to large temporal variability of the currents. We indicate this variability with error bars calculated using the standard deviation of the spread in s cr from the individual trajectories R j (θ ). Note that the attractor scaling (3.22) gives E ∝ s −4 cr , so we heuristically expect that the spread in E will be much larger than the spread in s cr .
Critical point and entrainment estimates
The dependence of entrainment on dimensionless groups
To investigate the robustness of the above result, we also considered an alternative estimate of entrainment, by inverting the attractor scaling (3.22) and using the observed s cr to determine a value E = E att . Figure 6 (c) compares E att to the estimate E num based on a full numerical integration. The data can be approximated by a linear relationship E att = 1.46E num , showing that the attractor solution captures the trend of the variation of E between experiments but tends to overestimate its value relative to the full numerical solution. A power-law fit to this second estimate yields
, which is also consistent with the trend E ∝ 1/f identified above. This suggests that the variation of E with f appears to be robust and independent of the choice of M = 4 in the estimate θ = Mσ θ : a different choice of M results in a uniform rescaling of Q B in (3.22) and hence only modifies the proportionality constant in the trend E att ∝Ω −1.05±0.24 without changing the exponent. The scaling dependence on the Coriolis parameter f and choice of dimensionless rotation rate is explored in further detail in figure 7. The Buckingham pi theorem requires that the entrainment parameter E depend only on non-dimensional quantities. The physical quantities characterising the attractor state are f , Q B and the downslope coordinate s. Although in principle E could depend on the non-dimensional coordinate ξ , one cannot construct a constant non-dimensional group to characterise the significance of rotation for each experiment without invoking the initial conditions. The experimental initial conditions introduce the initial length scale s I , along with additional fluxes of mass and downslope momentum, with the initial flux of azimuthal momentum being negligible. This leads to three independent dimensionless groups that depend on f , which can be characterised by (a)Ω = ξ , (b) P 0 defined using (3.2), and (c) W 0 defined using (3.2) (note that V 0 ≡ 0 is redundant). Figure 7 (a) shows that the variation of E num with 1/Ω is consistent with a linear trend, in support of the scaling E ∝ 1/f . To investigate whether this trend captures the dominant variation with f , the renormalised quantity EΩ is plotted versus P , P 0 and W 0 defined by (3.2), which depend on the rotation rate f : (a) variation of the scaled entrainment rate E withΩ −1 (crosses with error bars, as in figure 6 ), which is consistent with a fitted linear trend E = 0.16Ω trend (dashed line) captures the leading scaling with f , and there is no further systematic variation with the initial conditions P 0 or W 0 .
scaling E ∝ Fr geo where Fr geo = √ g /h tan α/f was calculated using the geostrophic Nof velocity U geo = g tan α/f and the initial thickness h of the current. However, our theoretical model reveals the challenges associated with identifying a relevant Froude number for the entire trajectory of the flow, which evolves away from a state characterised by the initial thickness towards an attractor state that depends only on Q B , f , α and s. There is no azimuthal velocity at the source, and hence the initial local Froude number Fr i = w 0 / b 0 g 0 cos α is characterised by the initial velocity w 0 , current thickness b 0 and reduced gravity g 0 , which are all independent of f . If the entrainment ratio E is constant, the flow then evolves towards the local Froude number in the attractor state,
which varies along the flow. Thus the local Froude number differs from Fr geo as the flow develops, and the direct relevance of Fr geo to the entire flow is difficult to rationalise. The predicted variation of Froude number along the flow also highlights the potential limitation of using a single constant value of the entrainment coefficient E along the entire length of the flow, as is commonly assumed when inferring entrainment values from experimental data. In particular, if the imposed initial momentum flux in the experiment causes the current to behave more like a jet very close to the source, this may modify the entrainment dynamics close to the source and require a correction to the critical level that would be predicted by a single constant value of E. An alternative hypothesis is that the entrainment coefficient is instead a function of the local Froude number. To investigate this hypothesis, the theoretical solutions must be modified to allow the entrainment coefficient to vary along the flow, with E given by an as-yet-undetermined function of the Froude number. A full investigation of the validity of these assumptions lies beyond the scope of the present study. However, an experimental design that allows estimates of entrainment which account for local changes in Froude number along the current represents a compelling challenge for future work. The present theoretical framework offers a potentially valuable tool to contribute to such a goal.
Summary and discussion
We have developed a theoretical framework for modelling steady turbulent density currents flowing down a conical slope in a rotating system, for both the case of currents from an axisymmetric source of dense fluid and the case of a single-stream flow from a source of confined angular extent. As a demonstration of the utility of this modelling framework, we have presented solutions for flow with a constant entrainment coefficient and demonstrated that the flow evolves towards a critical level where there is no downslope flow. The inertia of the current causes it to overshoot a level of geostrophic balance between buoyancy and Coriolis forces, with the downslope propagation of the current subsequently arrested when the upslope component of the Coriolis force exceeds the downslope buoyancy forces. In contrast to earlier studies of flows with negligible inertia (for a summary, see Griffiths 1986; Shapiro & Hill 1997; Wirth 2009) , our model of a turbulent entraining buoyancy-driven flow suggests that the state of azimuthal flow is attained even in the presence of basal friction. However, we expect our model to be adequate in simulating only the approach of the density current to its critical level, and not any subsequent propagation in a state of geostrophic balance as was considered by Shapiro & Hill (1997) and Wirth (2009) . The steady model approximations break down at the critical level, as the plume thickness becomes large and violates the boundary layer approximation. Large gradients in thickness also generate significant gradients in hydrostatic pressure, which have been neglected in our model and will drive spreading of the current in both lateral and along-slope directions at the critical level. Because of this, we expect to observe a subsequent leakage of dense fluid down the slope. In fact, since the current does not transfer buoyancy downwards at the critical level, and in a statistical steady state the buoyancy flux should be constant at every depth level, the entire salt flux that enters at the source is transferred to the bottom of the tank through the transient leakage. Quantifying the transient leakage dynamics remains a difficult problem as it involves parameterisation of a transient turbulent Ekman layer subject to an overlying inertial flow, which remains an open question.
The modelling results described above do not explicitly characterise the Ekman layer dynamics, and we now evaluate this assumption for settings relevant to our laboratory experiments. Following the analysis of Wåhlin & Walin (2001) , an appropriate viscous Ekman layer depth scale is δ Ek ∼ √ ν/2f where ν is the kinematic viscosity of the fluid, which yields 6 × 10 −4 m < δ Ek < 9 × 10 −4 m over the range of rotation rates considered in our laboratory experiments. The estimated Ekman layer thickness δ Ek is smaller than the numerically predicted thickness b of the turbulent plume (see, for example, figure 2), which suggests that (2.1) captures the leading-order behaviour of the mass flux. However, a more complete theory might apply a higher-order correction of order δ Ek /b to account for drainage in the Ekman layers resulting from the divergence of the Ekman transport (Wåhlin & Walin 2001) . We can also investigate the potential role of Ekman drag. For example, Wobus et al. (2011) showed that the viscous Ekman layer drainage in transient gravity currents is not well characterised by the drag law (2.10). To test the robustness of the existence of a critical level in our model, we obtained further solutions using a different parameterisation of the frictional Ekman drag motivated by the results in appendix B of Wilchinsky, Feltham & Holland (2007) , who observed that drag is oriented at approximately 10
• to the current trajectory. Our alternative drag law replaces (2.10) with a drag
that varies linearly with the plume speed but is rotated by an angle γ relative to the flow. Note that this expression also recovers the drag for an Ekman layer generated by the geostrophic component of the flow (Shapiro & Zatsepin 1997) , by setting γ = −45
• and K ek = 0.75 √ 2ν/f . For the experimental setting simulated in figure 2, we found only 0.7 % difference in the value of s cr between solutions using (2.10) with K = 2 × 10 −3
and solutions using (6.1) with a drag coefficient
and turning angle γ = −10
• . The latter parameters were chosen so that the drag parameterisations lead to similar magnitudes of τ but differing directions. For significantly larger values of the drag coefficient, we found that the critical level still exists even when frictional forces have a component perpendicular to the flow, and the value s cr depends on the friction coefficient K as well as on the angle to the current (results not illustrated here). Nevertheless, while appropriate parameterisations of the drag are still in question, the robust structure of the mean current and the distance at which it reaches the critical level allow us to infer fundamental properties of the turbulent fluxes that control the flow.
We derived an analytical solution for the special case of initial conditions with a constant buoyancy flux but negligible initial fluxes of mass and momentum delivered at the apex of the cone. This special solution serves as an attractor for general initial conditions, with the flow asymptotically approaching it as the current develops downslope. The attractor yields the prediction (3.22) for the dependence of the critical level on system parameters, which scales as s cr ∝ Q B /Ef 3 1/4 in the limit of weak friction with K/E 1. However, for experimental configurations with large rotation rates, the true solution does not closely approach the attractor before it reaches a critical level, below which the solution to the plume equations does not exist. In this case, we constructed an approximate solution by using an asymptotic expansion around the attractor. This correction to the solution satisfies the initial conditions and proved to be a reasonable approximation across a range of appropriate parameters. We have also described an analysis of a density current on a planar slope in a rotating frame (see appendix C), and this leads to qualitatively similar solutions. The analysis provides useful guidance in interpreting experiments with density currents from line sources of buoyancy released on planar slopes.
Guided by our theoretical understanding of the plume dynamics, we conducted a set of laboratory experiments for the case of a single-stream flow of confined angular extent. The experimental system exhibits behaviour consistent with the existence of a critical point. We explored experimentally the sensitivity of the critical point s cr to the rotation rate of the reference frame. Furthermore, guided by our plume model solutions, we inferred the entrainment rate under the assumption that E is constant for each experiment. The data suggest that for rotationally dominated flow, the entrainment has the form E ∝ 1/f , implying a suppression of turbulent mixing with increasing background rotation.
Such a dependence on rotation has previously been interpreted in terms of entrainment proportional to a geostrophic Froude number, E ∝ Fr geo = √ g /h tan α/f (Wells 2007) , which would be consistent with the slower geostrophic flow at higher rotation rates leading to reduced shear and thus reduced mixing. However, if we assume a spatially uniform value of the entrainment ratio E, the theoretical model considered here shows that the flow develops from initial conditions where the input Froude number is independent of f towards an attractor with a more complicated dependence on f . Hence, the local Froude number differs from the geostrophic Froude number Fr geo , suggesting that the explanation for the observed reduction in entrainment with increased rotation rate is more complicated than previously anticipated. The model developed here provides a theoretical structure that can be applied to future studies, allowing entrainment to be more precisely quantified in a well-defined experimental and theoretical setting. In particular, whereas previous experiments (Cenedese et al. 2004; Wells 2007; Cenedese & Adduce 2008) have sought to characterise entrainment as a function of Froude number, our theoretical solutions for constant entrainment demonstrate that the local Froude number evolves along the length of the flow. Whilst previous estimates of entrainment in rotating laboratory experiments have determined the mean entrainment for flows under given experimental conditions, our results suggest that the variation of Froude number along the flow may complicate attempts to infer a functional relationship E(Fr) using a constant Froude number based on the initial conditions and/or purely geostrophic flow. Subject to suitable specification of an entrainment function E, our theory is applicable to a wide range of turbulent flows, from jets to purely buoyancy-driven currents. Further extensions motivated by oceanographic applications might also consider the role of downslope variations in hydrostatic pressure relevant to very shallow ocean slopes (Borenäs & Wåhlin 2000) , or complications due to topographic steering by seafloor canyons and ridges (Wåhlin et al. 2008) . A further intriguing possibility for future work is to extend the theory and experiments to consider flows with a shallow depth of ambient fluid and a large current thickness that induces a significant potential vorticity anomaly in the upper layer, thus providing a setting to study buoyancy-driven flows with an effective beta-plane approximation (G. Veronis, personal communication).
(s, η, θ ) coordinate system. The transformed Navier-Stokes equations yield
)
is an effective pressure that includes the fluid pressure P and the centrifugal contribution from the rotating reference frame. The frictional force F = (F s , F η , F θ ) includes both viscous shear stresses and eddy momentum fluxes due to the time-average of turbulent fluctuations in velocity:
The density current has a shallow characteristic thickness H compared to the distance L flowed along the slope, and so we apply a boundary layer approximation under the condition L H (Schlichting 1968) . This yields
where ρ 0 is the environmental density far away from the current and τ ηs and τ ηθ are components of τ . We have here neglected the contribution from downslope and define ζ = ln ξ , yielding
Note that this system can be treated as closed in the following manner. Consider z as determined from (B 4) to be slaved to x and y as determined from (B 2) and (B 3). Setting dx/dζ = dy/dζ = dz/dζ = 0 yields the unique fixed point corresponding to the special solution (3.10)-(3.12).
To determine the stability, we linearise about the fixed point by letting x =x + χ x , y =ȳ + χ y and z =z + χ z . Writing χ = χ x , χ y , χ z with |χ | 1, this yields the linearised system ∂χ ∂ζ = Dχ , ( Since 0 < c < b 2 /4, these eigenvalues are negative and the fixed point is asymptotically stable. Because the closed system in (x, y) is two-dimensional, the unique fixed point serves as an attractor for all solution trajectories with different initial conditions. An example of the evolution of the (x, y) trajectories corresponding to the closed subsystem (B 2) and (B 3) is illustrated in figure 8 . 
where u x (x, s, η) is the across-slope velocity field in planar coordinates. Similarly to the axisymmetric case, we neglect lateral spreading driven by across-slope variations in hydrostatic pressure and mixing at the current sides, so that the planar current width a is assumed constant. After dividing (C 1)-(C 4) through by the constant a, the resulting differential equations can describe either flows from an infinite line source at s = s I or the path-lines of a single-stream flow of constant width from a localised line source at s = s I with effective width 0 < x < a. A leading-order similarity solution and asymptotic corrections to account for initial conditions can be derived in a similar fashion to the axisymmetric case, which we summarise briefly below. The downslope buoyancy flux per unit width, Q B , is conserved, with (C 4) integrating to yield in dimensional units. The similarity solution (C 14)-(C 16) is exact for initial conditions with P = V = F = 0 at ξ = ξ 0 , but similarly to the axisymmetric case we also expect this solution to capture the leading-order asymptotic behaviour for large ξ when more general initial conditions are used. However, the similarity solution does not satisfy all possible initial conditions with fluxes P = P 0 , F = F 0 and V = V 0 imposed at ξ = ξ I . In a similar fashion to the axisymmetric case, we therefore derive linearised corrections to the similarity solution for planar geometry. The resulting combination of similarity solution plus leading-order corrections can be used to approximate solutions with non-zero initial fluxes of mass and momentum imposed at some ξ = ξ I , with the similarity solution describing the asymptotic leading-order behaviour for larger ξ . Following the method of § 3.3, we perturb the similarity solution by letting P = P a +P, F = F a +F, V = V a +V, (C 18) where P = P a , F = F a and V = V a are given by (C 14)-(C 16), with ξ 0 being an asyet-undetermined virtual origin (see Hunt & Kaye 2001 , for example), andP P a , F F a andV V a . Setting K = 0 again for mathematical simplicity and linearising (C 11)-(C 13), we find that which has a regular singular point at ξ = ξ 0 . The resulting solution iŝ
where the constants B 1,2,3 are chosen so that the total solution (C 18) satisfies the initial conditions for F, P and V at ξ = ξ I > ξ 0 . For this approximate solution, there is still the freedom to choose the virtual origin correction ξ 0 . One could potentially choose ξ 0 so that the initial conditions P = P 0 , F = F 0 and V = V 0 imposed at ξ = ξ I lie close to the similarity solution, thus improving the accuracy of the linearisation. For example, choosing ξ 0 so that P a (ξ I ) = P 0 would be a convenient and simple choice. Alternatively, one might try to determine a virtual origin correction explicitly by using analytical methods (Hunt & Kaye 2001) , although such an analysis has not been attempted here. The sum of the similarity solution (C 14)-(C 16) and the correction (C 23)-(C 25) then constitutes an approximate solution that satisfies the initial conditions and captures the leading-order asymptotic behaviour for large ξ .
