Abstract-This paper presents a novel global object descriptor, achieving a balance of descriptiveness, robustness and efficiency. The proposed descriptor forms a comprehensive description of an object instance by encoding projection statistics in terms of contour signature and distribution matrix (CSDM). To generate a CSDM descriptor, a local reference frame is defined to align the object's point cloud with the canonical coordinate system. After that, the sub-histogram of contour signature and distribution matrix can be determined from orthographic 2D projected patterns. Finally, a CSDM descriptor is generated with a concatenation of sub-histogram. In recognition stage, a two-stage comparison metric is designed to eliminate information redundancy. A comprehensive performance evaluation in terms of scalability, descriptiveness, robustness and efficiency is performed on the publicly available dataset. Experimental results show that the performance of CSDM descriptor is comparable with the other two state-of-theart descriptors.
I. INTRODUCTION
For the community of service robots, object recognition is a primary 3D visual capability to achieve environment perception. A robot can recognize an object's class in order to index its knowledge of such object sets [1] via an object descriptor. With the growing availability of 3D sensors such as Microsoft Kinect, Structure sensor and ToF (time of flight) cameras [2] , 3D object descriptors are heavily employed in numerous applications in fields of both computer vision and robotics. Depth information naturally included in depth images can resolve the ambiguity in monocular-based applications. In addition, 3D representations can shake off difficult external distractions such as illumination variation.
Let us consider an application scenario, a mobile device equipped with depth sensors need to detect a glass cup in the given scene. For this purpose, a reliable and unique object representation should be offered to encode the object's geometric or spatial characteristics in the scene. Then, the descriptor of detected object is matched with a database of 3D point clouds stored in the mobile platform to determine the object's class. One of the most important steps in the object recognition based applications, is to design a reliable and unique 3D feature descriptor to index the object's class. It is worthy noting that the scope of this paper concentrates on global object representation for a rigid object.
Global feature descriptors for 3D point cloud have evolved considerably over the last ten years. Global feature descriptors are meant to be used to describe a larger set of data containing objects of interest, and capture the geometric properties of these objects [3] . The viewpoint based histogram style feature descriptors [4, 5, 6] encode the geometrics of the object, which are stored in a binned histogram. The above approaches require normal calculation, making the corresponding time overhead big.
In this context, we present a novel global descriptor, which comprises contour signature and distribution matrix (CSDM) of an object point cloud. In recognition stage, a two-stage comparison metric is performed to eliminate information redundancy. Specially, the spatial distribution matrix of CSDM is utilized to generate candidates. Then, the contour signature part is considered to determine the final object's class. The contributions of this work mainly lies in three aspects: (1) contour signature and distribution matrix of an object's point cloud are employed to simultaneously achieve high descriptiveness, robustness and time efficiency for the purpose of object recognition, (2) to better utilize the hybrid statistics histograms, a two-stage comparison metric is designed to eliminate information redundancy, (3) a comprehensive performance evaluation of the proposed method is performed in comparison with the other two state-of-the-art global feature descriptors.
The paper is organized as follows. A concise review of the works related to the point cloud description is presented in Section 2. Section 3 gives a detailed course to design the proposed descriptor, followed by experiment evaluation and conclusions.
II. RELATED WORK
Here, we concisely review state-of-the-art works related to global point cloud descriptor, can be categorized into three classes, according to the approaches employed to construct descriptor components: (1) viewpoint based histogram descriptors; (2) multiview projection based descriptors; (3) shape distribution based descriptors.
A. Viewpoint based Histogram Descriptors
Rusu et al. modified the construction style of persistent point feature histogram (PFH) [7] and fast point feature histogram (FPFH) [8] to generate the viewpoint feature histogram (VFH) [4] . VFH resolves the pose invariance of PFH/FPFH with the aid of a camera viewpoint. The additional component of VFH is the distribution of angles between points' normal and the direction of the camera viewpoint. Then, enhanced versions of VFH [5, 6] are proposed to cope with partial occlusion and noise. Unfortunately, these normal based methods are time consuming. On top of all this, global fast point feature histograms (GFPFH) [9] inherit the theoretical aspects of the original FPFH and utilize a support vector model to label the whole object.
B. Multiview Projection based Descriptors
In multiview projection based methods, projections of an object's point cloud and their corresponding projection statistics are employed to encode the object's spatial distribution. Most multiview projection based descriptors, such as the global orthographic object descriptor (GOOD) [10, 11] , utilize a local reference frame (LRF) [12, 13] to keep invariant to translations and rotations. Therefore, the repeatability and robustness of a LRF play a crucial role in the performance of the descriptor. For multiview projection based descriptors, projection planes can be principal orthographic views [10, 14] or 2D views rotated by a set of angles [15, 16] . In the projection planes, projection area is divided into square bins [14, 15] or concentric circles [16] . Finally, the projection statistics will be concatenated to generate an unique feature histogram.
C. Shape Distribution based Descriptors
Shape distribution [17] samples from a shape function measuring the global geometric properties of an object instance. Compared to the two above-mentioned categories, shape distribution based descriptors mainly utilize the encoded geometric characteristics to label an object's class. The ensemble of shape functions (ESF) [18] simultaneously describes distance, angle and area distributions on the surface of an object's point cloud with three distinct shape functions [17] . More recently, a point cloud descriptor inspired by neurophysiology, named SCurV [19] , was developed. Benefiting from the tensor product between a global shape representations and local viewpoint distribution component, SCurV shows a competitive performance in recognition task with a febrile computational cost.
III. METHODOLOGY
This section presents the details of the proposed CSDM descriptor. Specifically, a repeatable and robust LRF is defined firstly. Then, CSDM descriptor is generated by performing principal orthographic projections, distribution matric calculation, contour signature determination and sub-features concatenation. Finally, the key parameters of CSDM are quantitatively analyzed. The flowchart of computing a CSDM descriptor from the raw object point cloud is shown in Fig. 1 . 
A. Local Reference Frame
Before the flow, the original object point cloud is processed with a StatisticalOutlierRemoval filter in the point cloud library (PCL) [20] firstly to remove outliers, as shown in Fig. 1(a) . For the LRF-based local/global descriptors, these methods achieve invariance to rigid transformations by defining a LRF. Different from the LRF in local descriptors, the origin of coordinates of the proposed CSDM descriptor is determined with the geometric center of object point cloudp .Then, the X and Y axes of a given object point cloud Q are determined based on principal component analysis (PCA) [10] . The covariance matrix, M, of k object points is calculated as:
where i p is the ith point in the object point cloud. This principal, in essence, is similar to the idea proposed in [21] . As mentioned in [20] , eigenvectors of (1) provide repeatable directions for the LRF. Note that, the Z axes is determined based on the cross product of the first two eigenvectors rather than the third eigenvector. Following the disambiguation principal described in [10] , an unique LRF is determined.
B. CSDM Descriptor
After the alignment with the LRF, a pose invariant global feature descriptor can be determined based on it. Distribution matrix is a popular component in both local and global feature descriptors [10, 14, 15] . Most existing global feature descriptors struggle to simultaneously achieve a balanced performance in terms of distinctiveness, robustness and time efficiency.
CSDM comprises both spatial and geometric information characterizations. The component of spatial information is provided by the distribution matrix. The contour signature is for geometric information characterizations. During the determination of distribution matrix, the contour signature can be generated as a by-product. For the aligned object point cloud Q′ in the LRF, a tight-fitting axis-aligned bounding box (AABB) of an object instance is achieved correspondingly. The three orthographic projection planes are parallel to the xy, xz and yz planes, respectively. For the 2D projection Q is defined as a contour point. As reported in [22] , the distance from the center point to its surrounding neighbours can be employed to generate point signatures. In this paper, the geometric information characterizations are encoded by the distance ( ) With the computation of contour signatures, a vector contains the corresponding distance is generated. However, constructing a 1D histogram with distance elements immediately is unadvisable. All elements in the raw contour signature are a floating-point number, which occupy more memory footprint compared to a binary representation. Meanwhile, the real distance doesn't describe the geometric contour well especially when an object's point cloud is noisy. For that reason, a binary representation step is added to the raw contour signature. Threshold based binary representations [23, 24, 25] have been successfully used to encode the feature statistics. For the contour point cs j p , the binary operation is performed based on thresholding:
where T denotes a threshold for the binary representation. A common technique is to assign the median of all elements in distance vector to the threshold T, as shown in Fig. 2 .
Thus far, two sub-features of a CSDM descriptor, distribution matrixes and contour signatures have been determined. The last thing to do is to assemble the above subfeatures into a 1D histogram in a fixed order. For a better visualization, contour signatures are a real-value representation with normalization step in Fig. 1(f) and (g). Once the generation of CSDM descriptor is done, an index library for training can be established to realize the task of object recognition. Here, a baseline recognition framework based on fast approximate K-Nearest Neighbors using kd-trees [4] is utilized. CSDM is a hybrid-type descriptor, which comprises float-type spatial characteristic and binary geometric characteristic. Thus, the comparison of descriptors cannot be operated uniformly. In this paper, a two-stage comparison metric is proposed to handle this issue. In the first stage, the best N candidates are found according to a Chi-Square distance metric in FLANN library [26] . Only the distribution matrix is considered to index the candidates in this stage. For the resulting N candidates, the contour signature part of feature histogram is utilized to label the final category.
C. CSDM Generation Parameters
CSDM object descriptor mainly has two parameters: (1) the number of partition bins L, (2) the number of contour points. The performance of CSDM descriptor against different settings of these parameters are tested on a publicly available dataset [27] .
The number of partition bins L plays a vital role in the generation of a CSDM descriptor. Both the descriptiveness and robustness of a descriptor are determined based on it. Obviously, a dense partition of 2D projections achieves more descriptiveness and robustness. The consequent result is to increase the computation time, memory usage and sensitivity to noise [15] . The tests performed in [10] show L = 5 can reach a good balance between computation cost, recognition accuracy and memory usage. Here, the number of partitions bins L is set to 5 and the corresponding distribution matrix has a dimension of 5 5 × .
Similar to L, the number of contour points determines both the descriptiveness and robustness of a CSDM descriptor. We test the performance of a CSDM descriptor on the UW RGB-D dataset with a varying C N . The accuracy of the CSDM descriptor with respect to C N is shown in Fig. 3 . Note that 50 categories are selected from the UW RGB-D dataset in this experiment. To determine the accuracy of various descriptors, a standard F1-measure which takes into account both precision and recall is computed for performance evaluations. The plot shows that the performance of the CSDM approach improves as the number of contour points increases from 10 to 14, and degrades when C N is larger than 14. In fact, the performance improved slightly as the number of contour points increases from 12 to 14. Thus, the number of contour points is set to 12 by default with a consideration of both descriptiveness and efficiency.
IV. EXPERIMENTAL EVALUATION

A. Experiment Setup and Dataset
In this section, the proposed CSDM descriptor is evaluated on the UW RGBD dataset in terms of descriptiveness, scalability, robustness and efficiency. As shown in Fig. 4 , the RGB-D object dataset offers 300 common household objects which are organized into 51 categories. We compare our proposed CSDM descriptor with other two global descriptor VFH [4] and GOOD [10] . Note that the number of partition bins in GOOD is set to 5 for comparison. The proposed CSDM is implemented in C++, and the other two descriptors adopt the C++ implementation in PCL. All the evaluations are performed on an Intel Core i3 desktop with 6GB RAM, running 64-bit Windows 7 OS. All the three descriptors are evaluated in terms of accuracy with the 10-fold cross validation algorithm. Specifically, when the number of selected categories in the UW RGB-D dataset is 5, such as apple, ball, bowl, cap and comb, the corresponding accuracy computation can be described as follows: (1) for the selected categories, all of the object data is randomly split into 10 mutually exclusive subsets with the equal size, (2) the 1NN classifier is trained and tested 10 times. It's tested on any one of subsets and trained on the rest each time, (3) a standard F1-measure which takes into account both precision and recall is employed as the criterion.
B. Scalability
The scalability of a feature descriptor can be understood as the recognition accuracy of a descriptor against the increasing number of categories. Naturally, a feature descriptor with high scalability offers stable performance with increasing number of categories. As shown in Fig. 5, the number of categories was  set to different values, that is, 5, 10, 15, 20, 25, 30, 35 , 40, 45 and 51 in this experiment. It's found that as the number of categories increases, recognition accuracy of all three descriptors decreases, which is consistent with the fact that larger number of categories makes a recognition task more difficult. The plots show that the scalability of CSDM is comparable with respect to the other two state-of-the-art descriptors. 
C. Descriptiveness and Robustness
To evaluate the robustness of the three descriptors to noise and varying point cloud density, two experiments are performed on the UW RGB-D dataset. In the noise tests, 10 levels of Gaussian noise with increasing standard derivation from 1mm to 10mm are added to the test data. Note that the Gaussian noise added to the X, Y and Z axes is independent.
All the three descriptors achieve a similar performance under the low-level noise with a standard deviation of 6mm or lower, as shown in Fig. 6 . As the standard deviation of the noise increases to 7mm or larger, the two distribution matrix based descriptors are significantly better than VFH. This result is also consistent with the fact that the noise added to the test data affects the computation of normal seriously. The plots show that CSDM performs better than the other two descriptors with a noise deviation larger than 5mm, which can be inferred that CSDM offers strong robustness to noise, particularly against a high-level noise. In the second experiment, the robustness of the three descriptors against varying point cloud density is evaluated further. All the test data without noise is resampled with 5 levels of resampling rate and the corresponding voxel sizes are set to 0.1cm, 0.5cm, 1.0cm, 1.5cm and 2.0cm, respectively. Note that a voxelized grid approach implemented in PCL is employed to downsample the object's point cloud. That is, the object's point cloud after downsampling owns smaller number of points with a larger voxel size. As shown in figure 7 , CSDM performs better than VFH under a voxel size less than 1mm and larger than 15mm. As the voxel size increases, the performance of both two distribution matrix based descriptors deteriorate. With the fusion of spatial and geometric characteristic, CSDM shows better performance than GOOD under all the downsampling tests.
Compared to the onefold representation with distribution matrix in GOOD descriptor, the fusion of the distribution matrix and contour signature in our proposed descriptor shows better robustness in terms of low point cloud density. As the voxel size increases from 10 mm to 20 mm, the accuracy of CSDM descriptor even improved slightly (see figure 7) . This result is not really surprising, since the contour signature achieves an excellent representation of object even at a low point cloud density.
D. Efficiency
The efficiency of a point cloud descriptor mainly shows in two aspects, that is, memory usage and computational speed. The length of a point cloud descriptor affects both the memory footprint and computational time during the descriptor generation. A brief comparison among the three descriptors discussed in this paper can be found in Table I . a. For the float-type descriptor, the corresponding byte is four times of the dimensionality. For the binarytype descriptor, the size is one-eighth of the dimensionality.
Benefiting from the binary representation of contour signatures, single CSDM descriptor offers a memory footprint of 305 bytes which is close proximity to that of a GOOD descriptor.
In order to further evaluate the computation time of these feature descriptors, a total of 100 object instances from 50 categories are randomly selected from the UW RGB-D object dataset. Then, the average time cost of generating descriptor for each selected object instance is considered for the efficiency evaluation. As can be seen in Fig. 8 , VFH takes an average more than 100 ms per object instance. Although the proposed CSDM descriptor is more time-consuming than the GOOD method, it's significantly faster than the real-time descriptor--VFH. 
V. CONCLUSIONS
Designing a feature descriptor achieves a good balance between descriptiveness, robustness and efficiency is still a challenge. In this paper, a novel feature descriptor named CSDM, which comprises both spatial and geometric information characterizations, is presented. To increase the descriptiveness, robustness and efficiency of CSDM against noise and varying point cloud density, binary operation is performed after the generation of original contour signatures. The binary representations of geometric information, in turn, increase the compactness of the proposed CSDM descriptor. Experimental results show CSDM performs better than the other two state-of-the-art descriptors under noise interference. Meanwhile, CSDM achieves a comparable performance in terms of scalability and efficiency.
