The distribution of different intron groups with respect to phases has been analyzed. It has been established that group II introns and nuclear introns have a minimum frequency of phase 2 introns. Since the phase of introns is an extremely conservative measure the observed minimum reflects evolutionary processes. A sample of all known, group I introns was too small to provide a valid characteristic of their phase distribution. The findings observed for the unequal distribution of phases cannot be explained solely on the basis of the mobile properties of introns. One of the most likely explanations for this nonuniformity in the intron phase distribution is the process of exon shuffling. It is proposed that group II introns originated at the early stages of evolution and were involved in the process of exon shuffling.
INTRODUCTION
The notion of a phase or type of intron was introduced in 1981 by P.A.Sharp [1] . Introns that interrupt the reading frame between codons are known as 'phase 0' introns; those which interrupt the codons between the first and second nucleotides are known as 'phase 1' introns; those interrupting the codons between the second and third nucleotides are known as 'phase 2' introns. Exons flanked by an intron of one phase at 5'-end (i) and by an intron of another phase at 3'-end (j), are formed double phase (i, j). If i=j, then the exon is referred to as a symmetrical one.
The intron phase of genes has been highly conserved throughout evolution. Variations are possible only through simultaneous mutations which alter the phase at the 5'-and 3'-ends of introns in a complementary manner. Otherwise, a shift in the reading frame would take place. Most mutational changes in the intron phase result in variations in the primary structure of the protein encoded in adjacent exons, therefore, the overwhelming majority of them should be selected against. Thus, if the frequency of mutations in the genome makes up p (mutations per site per year), then one may assume, as a rough approximation, that the frequency of complementary phase mutations equals p 2 (phase mutations per intron per year; with 2 In the current classification system, introns are divided into five groups or classes: nuclear introns, group I, n, HI introns and tRNA introns [2] . This division is based on the existence of five different molecular mechanisms of excision of introns from pre-mRNA. Nuclear introns represent the most numerous group. They occur only in nuclear genes of eukaryotes. A detailed description of group I introns [3, 4] is given in the review by T.R.Cech [5] . Presently about 70 introns of this group are known. In addition to chloroplast and mitochondrial genes, four introns of group I are found in bacteriophages [6] [7] [8] [9] ; four introns in rRNA nuclear genes [10] [11] [12] ; and one intron in the leucine tRNA gene of cyanobacteria [13 -14] . Group II introns [3, 4, 15] are also found in mitochondrial and chloroplast genes. Altogether 68 introns of this group are known. They have a mechanism of excision from pre-mRNA analogous to that of nuclear introns [15, 16] . These two groups are believed to share a common evolutionary origin. Group III introns [17] , about 20 to 40, have been described exclusively in the chloroplast genes of E. gracia. Since we know the phases of only nine introns of this group, they have been excluded from this statistical analysis of phase distribution. tRNA introns also represent a small group, occurring in nuclear genes of tRNA, as well as in tRNA and rRNA genes of archeobacteria [18] . No introns of this group have been found in genes coding for proteins and therefore none of the introns of the tRNA group has a phase.
In the present paper we have carried out a statistical analysis of the phase distribution of group I, group n, and nuclear introns. The results show that the later two groups share a minimum frequency of phase 2 introns. Evolutionary processes which could account for this minimum frequency are considered. Based on the results obtained a hypothetical model of intron evolution is proposed.
MATERIALS AND METHODS
We have studied the distribution of nuclear introns in three groups: vertebrates, insects and higher plants. Introns from humans, Drosophila melanogaster, and cereals (maize, barley) have been selected for analysis, since these species have the most representative distribution of introns.
A collection of introns and exons of human nuclear genes was extracted from the GenBank R.55 database. Explicit duplicates, having homology exceeding 75%, revealed by applying a special program, and introns with non-consensus splice sites were excluded from consideration. Owing to insufficient amount of data on plant and D. melanogaster genes in this version of the GenBank database, a sample of genes for these organisms was obtained from a later version of the EMBL R.26 database of nucleotide sequences. Phases of introns and exons were determined by means of the DPHASE program that controls for the validity of the reading frame. After the preliminary analysis by computer, the exon and intron samples were validated manually. For calculation of phases we selected introns for only one gene of a gene family. Introns of human immunoglobulin genes were not examined at all because of their unique features. We have also excluded from our investigation introns of some genes encoding fibrillar proteins, such as collagen, which have multiple repeated symmetrical exons with the same phase. The intron samples analyzed included 72 different human genes; 93 genes of D. melanogaster; and 22 plant genes.
Phases of all known, group I and II introns were determined by analyzing data from original papers on the basis of: 1) experimentally determined sites of splicing; 2) terminal consensus sequences of introns and exons; and 3) terminal, sequences of introns (for review see [5, 15] ). In some cases the intron phases indicated earlier have been clarified.
To construct the phase distribution of the ..AG1GT.. consensus sequence, the CNTMATCH program was used. It marks a ..AGGT.. site in the sequence and computes the phase of that site with respect to the exon chain. The programs were written in the Turbo Pascal and Turbo C languages and executed with the IBM PC/AT.
The set of the three differential equations (3) was solved numerically, by using Runge-Kutta methods, with the forthorder approximation. The accuracy was evaluated by selecting particular constants which yielded an analytical solution to this set of equations.
RESULTS AND DISCUSSION

Intron phase distribution
The results of our analysis of the phase distribution of nuclear introns and group I and group II introns are presented in Table  1 . The observed values of phase frequencies of introns from all groups vary considerably from a uniform distribution with all frequencies of 0.33. A reduced frequency of phase 2 introns (P 2 ) exists in all groups examined. The frequencies of phase 0 and 1 introns (P o and P^ for human nuclear introns and for group II introns are equal within the limits of error. The nuclear introns of the insect and plants as well as the group I introns have an absolute maximum frequency of the phase 0 which significantly exceeds the phase 1 frequency. For all nuclear and group n introns the observed values of P 2 are different from an even distribution of 0.33 by more then 3 a. Consequently within a confidence interval 99% these groups of introns can be considered to have a reduced frequency of phase 2. Since the intron sample size of group II is relatively small (63 introns) the bindings are not robust. Therefore we also evaluated the data from another point of view. The probability that the number of phase 2 introns would be less than 12 in a random sample of 63 introns, with a uniform phase distribution, can be calculated according to the binomial distribution:
Thus, with a confidence interval of 99.5%, one can assume that group II introns have the P 2 minimum. The same calculations according to equation (1) for the confidence interval of the P 2 minimum was done for all nuclear introns shown in the table 1.
Confidence interval also was 99.5% in all cases.
Because of the small sample of group I introns, the root-meansquare deviation for different phase frequencies is large, and the observed values for frequencies of phase 1 and 2 introns (P,=0.24; P 2 =0.22) in this group differ from a uniform distribution by no more than 1.6 a. Consequently, their difference from the uniform distribution is not valid and could result from random variation. The detected value for the frequency of phase 0 introns (P 0 =0.53) in group I differ from a uniform distribution of 0.33 by 2.8 a and additional data are necessary to clarify the real value P o for introns of this group.
All intron groups have the same minimum frequency of phase 2 introns (P 2 =0.19 to within one rms deviation). Since sum of frequencies of all three phases is equal to 1, the existence of a reduced frequency of phase 2 results in an increase in the frequencies of phases 0 and 1. If phases 0 and 1 were then observed with equal probability, they would each have a frequency of 0.40. The actual observed values of P o and P| of human introns and group II introns agree with this value within the limits of error. At the same time the value for P o for introns of D. melanogaster and cereals is significantly higher than the value for P,. The disparity between P o and P] for fruit fly is more then 6 a (P 0 -P|=0.20=6.6a) and consequently the increase of the phase 0 frequency for this species is statistically significant. For cereals, disparity between P o and P, is also significant (P o -P] =0.23=4.6 a), but because of the larger measuring error in this sample the observed disparity does not exceeded the limit of the confidence interval (6a) and thus is less reliable. Additional intron sequences for cereals are needed in order to make a final conclusion about the frequency distribution of phase 0 and 1 in these plants.
Mobile introns Several theories might explain this nonuniform phase distribution of introns. First, this organization may reflect the mobile properties of introns (for reviews see : 2,19,20) . It has been hypothesized that introns arose as self-splicing transposons or retroposons, whose copies are capable of moving throughout the genome [19] [20] [21] . If insertion of introns into new sites of coding sequences takes place in phases 0, 1, 2 at frequencies mo, ni|, m 2 then, in time, phase i intron frequency would tend to m, in accordance with exponential law. Phase nonuniformity of intron insertion can not be explained, however, by current data on nuclear introns, in particular by the preferential location of splice sites corresponding to the surface of several proteins was shown by Craik et al [22] . In the same time we haven't discovered any conformity to natural law in the arrangement of splice sites for group II introns with respect to amino acid sequences. The only mechanism which would provide nonuniformity in the phase distribution of mobile introns, that seems likely and is testable is the preferential insertion of mobile introns into a consensus sequence. If these consensus sequences are observed to have different frequencies for different phases, that could account for the nonuniform distribution of intron phases. The presence of consensus sequences at the 5'-ends-(intronlGT..) and 3'-ends (..AGlintron) of the exons of nuclear genes [20, 23, 24] indicates that nuclear introns had or have a preference for insertion at the consensus .. AGIGT.. . Computer analysis of GenBank data on the internal nucleotide sequences of exons, showed a substantial nonuniformity of ..AGIGT.. consensus distribution with respect to reading frame (phases) in different organisms (Table 2) . However a comparison of data in tables 1 and 2 shows that the phase distributions of introns and ..AGIGT.. consensus sequences differ from each other. Thus, there are not enough proves for explanation of nonuniformity in intron phase distribution by virtue of mobile features of introns alone. Moreover group II introns show no consensus sequences on their junctions (table 3 ). In the model of mobile introns the findings of Craik et al. [22] are also hard to explain. All these facts give us the basis to look for another molecular process that caused the nonuniform phase distribution.
Exon shuffling
Another theory that might explain a nonuniform phase distribution of introns involves 'exon shuffling' as described by W.Gilbert [25] . This process might also affect the nature of intron phase distribution. One of the possible explanations of exon shuffling is the process of 'exon skipping' during splicing of pre-mRNA with subsequent insertion of the excised exon-intron fragment at another location in the genome [26, 20] . This exon-intron unit could also be mobile just like introns, and could be inserted at additional sites of the genome. An effective rate of exon shuffling under these conditions would be (n d y) times less than that of intron transposition. The coefficient n indicates the frequency of 'exon skipping' as compared to the frequency of normal excision of introns during splicing; d represents an averaged probability of retaining a protein undamaged by the exon insertion; and y is the probability of the mobile exon being symmetrical. Since the n and d coefficients are much less than unity, exon shuffling would occur less frequently by several orders of magnitude than intron transposition. For mis reason exon shuffling could not exert an appreciable influence on the phase distribution of mobile introns. This model cannot explain the large conservatism in the position of introns within homologous genes in organisms from different phyla [27] [28] [29] in light of the multiple processes of exon shuffling that would have occurred during evolution [30] , nor can it explain the high frequency of exons encoding individual protein domains [27, [31] [32] [33] [34] .
At the same time exon shuffling, brought about by other recombination mechanisms, may account for the nonuniform intron phase distribution observed here. In the proposed model, copies of small DNA fragments transpose from one site of the genome to another as a result of non-homologous recombination events. Such events continue to take place in the human genome [35, 36] . Mobile DNA fragments may transfer pieces of genes, such as individual exons confined by flanking portions of introns. If such fragments are inserted within an intron of another gene, then in splicing of the pre-mRNA of the target gene, the nucleotide sequence of the mobile exon may not be excised but may remain in the mature mRNA instead, since the 5' -and 3' -terminal portions of the chimeric introns in half cases would have correct organization for normal splicing. Such shuffling may occur only with symmetrical exons which do not shift the reading frame. If, in the first approximation, we assume that individual exons are involved in the shuffling, rather than large fragments of genes containing several exons, then each event of exon shuffling leads to an increase by one in the number of introns in the genome. Also suppose that the average probability of fixation of the mobile exons, translated in the correct reading frame, makes up k (k< < 1), while the probability of those translated in another reading frame makes up k| (k\ < < 1, k]<k), then the variation in the number of introns can be described by the following set of equations:
where Ij is the number of phase i introns; I=Io+Ii+l2 is the number of all introns in the genome; Ey is the number of exons with the phase (i,j); v is a mean rate of exon shuffling; s is a The codons are shown in brackets. N is any nucleotide in a codon. constant, allowing for a relation between a total stretch of introns and the length of the genome; and (si/I) is the probability of inserting a mobile exon into an intron with phase i. Since the number of nonsymmetrical exons in this process does not vary, Ii can be presented in the form of Ii= Ejj+C, or E^Ij-Cj, where C, is constants. Substituting the later expression in the equation (2), we obtain:
The numerical solution of this set of equations showed that if the number of introns of each phase fluctuates at the initial stage of exon shuffling (time to), then this difference monotonously increases over time (Fig. 1) . Since the velocity value of exon shuffling (v), which occurs at different stages of evolution, cannot be determined, and the increase in intron number with time is a monotonously increasing function, then the solution may be represented conveniently as a function 1/1(1) of the variable I, rather than as a function I/I(t) of the time variable t. The peculiarity of the given set of equations is that the relations I s /I depend on the initial relations Ii(to)/I(to), and relation k|/k; and not on the numerical values k; k,; v; s; and initial values I|(to). For this reason we assume the initial value I(to) to be equal to 1. This makes the relationship between the variation in the frequency of intron of different phases [1/1] and the multiplicity of exon shuffling [I(t)/I(to)] graphically evident (Fig. 1) . It should be emphasized again, that this set of equations (3) is a first and rough approximation that describes the effect of exon shuffling on the phase distribution of introns. Its solution assumes that in the process of exon shuffling, uniform intron phase distribution is an unstable state and that appreciable nonuniformity in the phase distribution can only be attained after multiple exon shuffling. For calculating real frequencies of intron phases it is necessary at least to know distribution of fixation coefficients k for all symmetrical exons in any time moment. However we have no such data and they will not be available in the near future.
It should be pointed out that an analogous effect to that of exon shuffling on the intron phase distribution would be seen in the model of mobile introns with one additional condition. It would be necessary for transposing introns to insert into the genome not at random sites but at preexisting splice sites. Such a process could result in replacement of some introns by other ones without increasing in the number of introns in the genome. The later would be possible only if the exon-intron mobile unit, generated in the process of 'exon skipping' were substituted for an intron. According this model a single event of exon shuffling would lead to an increase in the number of introns in the genome by one and could take place only with a symmetrical exon. Therefore, in this case variation in the number of introns can also described by a set of equations (3). Other phenomena noted here may also be explained by multiple exon shuffling during evolution, such as 1) a relative increased frequency of exons encoding separate protein domains; 2) the large size of protein molecules while termination codons occur at the relatively high frequency [37] ; and 3) the preferential allocation of splice sites corresponding to the surface of protein molecules [22] . In the later case, the disruption of the conformation of the protein caused by the mobile exon would, most probably, be much less (and the probability of selection against it lower), than if the same polypeptide fragment coded by the exon were inserted into the central portion of the protein molecule.
Exon symmetricity
The process of exon shuffling under consideration would result in an increase only in the number of symmetrical exons. In reality, in nuclear genes, nonsymmetrical exons are observed in large abundance. In human genes the relationship between the symmetrical exon number and the total internal exon number is equal: E sym /E m , = 0.44; in D. melanogaster genes, E sym /E int =0.33; in cereals, E sym /E mt =0.36; in group I introns, E sym /E int =0.37; and in group II introns, E sym /E int =0.56. From the viewpoint of the model in question such a large quantity of nonsymmetrical exons could be explained by mutations that affect intron phase or by intron transpositions, which occur less frequently than exon shuffling. Both these processes should result in loss the P 2 minimum, which could be retained only by additional exon shuffling. Based on calculations using the set of equations (3) we have estimated the multiplicity of exon shuffling which would be necessary to achieve the current intron phase arrangement of genes. According to our rough approximation of the initial small negative fluctuations (3%-5%) in the number of phase 2 introns observed, a P 2 minimum equal to 0.15-0.20 and a relationship of Es ym /E int =0.35-0.45 would be attained when each exon, on average, has experienced over 100 shuffling events. This assessment is consistent with the conclusions drawn by R.L. Dorrit, L. Schoenbach and W. Gilbert [30] that all existing genes were assembled from a very small pool of primitive exons, whose initial number was about 1000-7000.
Scheme of intron evolution
Based on this analysis of the phase distribution of introns, we propose the following hypothetical scheme of intron evolution: Primitive introns appeared in the earliest stages of evolution prior to the division of eukaryotes and prokaryotes. At that time the process of exon shuffling had began resulting in the initiation of the P 2 minimum. After the division of organisms into eukaryotes and prokaryotes, introns of the former were transformed into the now existing nuclear introns, while those of the later were transformed into group II introns. In the overwhelming proportion of prokaryotes, introns gradually disappeared [38] , remaining only in the genomes of chloroplasts and mitochondria of the present time. The process of exon shuffling continued for both group II introns and nuclear introns. Thus retaining the the P 2 minimum for both. In more recent stages of evolution, the frequency of exon shuffling has probably decreased and phase mutations or intron transpositions have resulted in an increase in the number of nonsymmetrical exons.
Group I introns originated at some later stages of evolution in eubacteria [13, 14] . Most likely, this intron group was not actively involved in the process of exon shuffling, since it has a different mechanism of excision of introns from pre-mRNA and this group is not large.
