An integrated approach for the identification and assessment of the most critical chemical contaminant(s) at a drinking water intake has been developed. It involves the determination of a threshold or critical raw water concentration (CRWC) for target contaminants using the observed overall removal efficiency of a specific water treatment plant (WTP) and regulated drinking water concentrations for the target contaminants. The exceedance probability relative to the CRWC based on historical raw water quality monitoring data is then calculated. Finally, the integration of the raw water quality data and the overall efficiency of a particular WTP sequence allows for identification of the most critical contaminant(s) as well as an advance indication of which contaminants are most likely to challenge a plant. The proactive nature of this approach gives a utility the impetus and time to assess current treatment processes and potential alternatives. In addition, it was found that three-or four-parameter theoretical distributions are more appropriate than twoparameter probability distributions for the fitting of raw water quality data. This study reveals that the reliance on raw and/or treated water contaminant concentrations in isolation or on theoretical removals through treatment processes can, in some circumstances, be misguided.
INTRODUCTION
Traditionally, the safety of drinking water is for the most part evaluated based on sensors or retroactively on treated water quality data collected as part of a sampling program. However, the analysis of raw and treated water quality data is typically viewed in isolation, which may preclude observations that may otherwise have been made between raw water quality changes and water treatment plant (WTP) performance. In particular, there is a time lag between contaminant release from a source and the recognition of trends in monitored contaminant concentrations within intake protection zones (Jayaratne ) . Regulated contaminants can potentially enter a WTP before their presence is reflected (or at least noted) in an off-line intake monitoring system (i.e. weekly to monthly manual sampling). This could result in the production of non-compliant drinking water and its associated regulatory and potentially health consequences. Occasionally the removal efficiency of a WTP for target contaminants fluctuates as a result of nonoptimal unit operation or human error during peak contamination events (Laîné et al. ) . Despite the fact that historical site-specific raw water monitoring has shown that peak contaminant concentrations may be below regulated treated water concentrations or are theoretically well removed by available processes (although the processes may never have been challenged in the particular plant), the risk of producing non-compliant drinking water may actually be higher than assumed. Some traditional monitoring strategies are relatively passive and cannot typically provide early warning to WTP personnel until non-compliant drinking water has been produced. A more proactive system is required to identify the most critical contaminants in a particular raw water and to act pre-emptively to remedy potential WTP deficiencies. The monitoring of intake protection zones for regulated contaminants should be conducted in parallel with the evaluation of the robustness of WTP operation. For microbial contaminants, Quantitative Microbial Risk Assessment (QMRA) (e.g. Jaidi et al. ) addresses these types of issues; however, there is as yet no parallel process for chemical or radiological contaminants.
Several conceptual frameworks for assessing source to tap risk in the production of drinking water have been developed (Jayaratne ) and emphasize the importance of employing preventive risk management approaches to improve drinking water safety. However, these conceptual frameworks lack practical approaches to integrate source protection and WTP management. Two WTP design-phase studies have proposed the concept of a critical raw water concentration (CRWC) to estimate the risk of producing non-compliant drinking water, taking into account both the raw water quality and process information from a WTP (Laîné et al. ; Hokstad et al. ) . The removal efficiencies of treatment units within a WTP can be related to the raw water concentration through this concept. The exceedance probability relative to the CRWC is used to comprehensively evaluate the design robustness of the WTP.
However, the prediction of the exceedance probability relative to the CRWC for target contaminants has been somewhat speculative due to the complexity of most systems and lack of sampling data in the design phase (Laîné et al. ) . Instead, subjective methodologies such as expert judgement and the use of published removal efficiencies have typically been recommended (Hokstad et al. ) . Therefore, the predicted risk of producing non-compliant drinking water presently only applies to the design phase and essentially assumes that the removal efficiencies of WTP treatment units are optimized and remain so. In reality, the removal efficiency of WTPs varies with treatment unit type and complexity, operation and maintenance practices, operator skill, and influent conditions. Due to the lack of long-term raw water data and actual treatment plant operational data, the prediction of exceedance probabilities in raw water for target contaminants is relatively subjective and at best semi-quantitative for the approaches as outlined above. The approach we are proposing in this paper establishes a bridge between raw water monitoring data and the actual removal of contaminants in a specific full-scale WTP treatment train to determine the most critical among a suite of chemical contaminants at a drinking water intake.
In the absence of heavy contamination of a source water, the calculated CRWCs for target contaminants usually exceed the historical monitoring peak concentrations and a CRWC should be interpreted as an extreme raw water quality event. In engineering practice, statistical frequency analysis can be used to predict extreme events through parameterizing a theoretical distribution fit to an available data set (Crabtree et al.  The objective of this study was to integrate some proposed concepts into a working model (assessment) to determine the specific risk of non-compliance with regulated concentrations of a chemical contaminant for a given water type and WTP configuration. This will allow utilities and consultants to identify raw water contaminants that have been quantitatively shown to pose a risk in a sufficiently timely manner to be able to respond to unanticipated contamination events. This approach not only allows for the identification of contaminants of most risk, but so too does it provide an estimation of the actual likelihood that a problem will occur, thus allowing system operators to prioritize their responses. Probability distributions with three or four parameters were investigated for their suitability and performance in fitting raw water quality data. The statistical procedure for predicting the exceedance probability of a target contaminant based on monitoring data and WTP process removal efficiency is explained.
METHODS

Study sites and data acquisition
The approach described in this study was developed using 24 years of data acquired from the Elgin Area WTP, which is situated on the north shore of Lake Erie in Ontario,
Canada. Port Stanley, located at the mouth of Kettle
Creek, is about 3 km west of the Elgin Area WTP and was previously home to an oil/coal gasification complex. The gasification site and the Kettle Creek were found to be con- This process sequence remained unchanged over the study period. A literature 'review' conducted by Chen () revealed that most of the potential contaminants should theoretically be removed to varying degrees by the conventional drinking water treatment technologies currently available in the WTP. CFS can effectively remove most dissolved and particle-associated heavy metals. PAC addition during coagulation has been demonstrated to be an effective method for removing trace concentrations of organic compounds and in some cases can also help to provide additional removal of dissolved heavy metals which cannot be completely removed by coagulation (Gray ).
As would be expected, rapid dual-media filtration is of limited value for the removal of most dissolved oil/coal tar contaminants (unless GAC was substituted for the current anthracite/sand media). Chen () also illustrates that con- only, as risk prediction of potential failure modes was beyond the scope of the investigation. Hence, the overall removal efficiency predicted using long-term monitoring of raw and treated water data was deemed more appropriate for this study. Additionally, overall removal efficiency takes into account the impacts of inherent interactions within the treatment system and competition among various contaminants. The overall removal efficiencies (Ro j ) for contaminant j based on both influent (C in,j ) and treated water concentrations (C t,j ) were then calculated using Equation
(1) as follows:
where Ro j is overall removal factor for contaminant j; C in,j is the influent concentration for contaminant j; C t,j is treated water concentration for contaminant j.
In some circumstances, treated water concentrations were reported to be higher than raw water concentrations (i.e. antimony and selenium). In these cases, removal efficiencies were considered to be 0%.
The CRWC (CRWC j ) for contaminant j is defined as the concentration in the raw water that must not be exceeded to comply with drinking water guidelines/standards (Hokstad 
where Cg j is the guideline/regulated value for the specific contaminant j.
Distribution fitting and goodness of fit test
As a component of quantifying the risk from the target contaminants, the exceedance probability for each relative to the CRWC is then estimated. The first step in this approach was to select a probability distribution model for each target contaminant. EasyFit (MathWave Technologies) and
Matlab 7.11.0 (MathWorks, Natick, MA) were utilized to fit statistical distributions to raw water quality data for each contaminant and the goodness of fit of an observed distribution (F E (x)) with the theoretical distribution (F T (x)) was evaluated 
The null hypothesis was defined as the requirement that the observed data follow the specified distribution. If the K-S test statistic (D) is greater than a critical value, the null hypothesis is rejected. In other words, the fit is better when D is smaller. The critical D value tables were produced by Kececioglu (). Prediction of exceedance probability using fitted distribution Chow () demonstrated that for many types of frequency analyses, the extreme measurement Y p (in this case contaminant concentration) with a given exceedance probability can be written in the following general form:
where Y P is the quantile with specified exceedance probability (P); Y is the mean of all sample values; K P is the frequency factor which is dependent on the distribution selected, exceedance probability (P), and sometimes on skewness (G); and S is the standard deviation of the data.
According to Equation (4) According to Elgin Area DWSP monitoring data from 1987 to 2010 (Table 1) , the mean concentrations of oil/coal tar contaminants in treated water (and even in raw water)
were all below the MOE regulated concentrations. Similarly, the treated water peak concentrations were all less than their regulated concentrations. In the case of benzene and toluene, there were no measurable concentrations during the monitoring period for either contaminant (except for three trace detections for toluene) and their concentrations were therefore reported as their detection limits (both 0.05 μg/L).
However, while the raw water mean concentrations were all well below the maximum acceptable concentration (MAC) or maximum contaminant level (MCL) (lead, at 15% of the MAC was highest), the peak raw water concentration for lead did exceed the treated water MAC of 10 μg/L and the selenium peak concentration in the treated water on one isolated occasion reached 90% of the MAC (also 10 μg/L). It should be noted that the raw water concentration for selenium on the same day the 9 μg/L peak treated water concentration occurred was reported to be only 2 μg/L. Therefore, this peak concentration for selenium in treated water should be interpreted with caution as this might be attributed to measurement or sample attribution error. Although there is some uncertainty with respect to the removal of copper by CFS in terms of what is available in published studies, copper is being partially removed (54 ± 27%) in the Elgin Area WTP suggesting that at least some is sediment-bound and had been removed through the CFS process.
Distribution fitting of raw water data
Sixty-one theoretical distributions were fitted to the raw water data and evaluated using a K-S test at the 95% confidence level.
None of the selected distributions accurately fitted the data for cadmium and selenium. Figure 1(a) illustrates the raw data plot for selenium, indicating that its concentration was dominated by values of 1.00 μg/L, which was the detection limit at the time the data were collected. Figure 1(b) illustrates a more typical distribution of raw water concentrations for nickel. For the selenium data set, the presence of large numbers of similar values causes a large dominant value in data fitting as illustrated in the probability difference (between the empirical cumulative distribution function (CDF) and theoretical CDF) plot (Figure 1(c) ). Comparatively, nickel shows a better model fit with absolute probability differences of less than 0.04 (10 times less than those observed for cadmium and selenium) (Figure 1(d) ). As with selenium, cadmium data were also dominated by the concentration corresponding to its detection limit of 0.05 μg/L and has a dominant value in its probability difference plot (data not shown). In practice,
such dominant values imply that the contaminant concentration is relatively stable and a parametric distribution fitting may not be necessary to predict the exceedance probability, especially when contaminant concentrations are much lower than regulated values. For this reason, cadmium and selenium were removed from the analysis as were benzene, and toluene, because their concentrations in both raw and treated water were too close to their detection limits to be meaningful.
For the remaining six heavy metals, nine theoretical distributions with three or four parameters were confirmed to accurately fit the data for each due to their additional fitting flexibility. The K-S test statistic (D) values of all distributions were shown to be smaller than (or equal to) the critical value for each heavy metal (Table 2) . However, all two-parameter distributions failed to fit the raw water quality data for all contaminants, confirming observations in previous studies (Crabtree et al.
;
McBean & Rovers ).
Prediction of CRWC
The MACs mandated by the Ontario MOE were selected as the regulated values. For those contaminants which It should be noted that the actual overall Elgin Area WTP removal efficiencies for some target contaminants, particularly in the case of antimony, were less than theoretical predictions (Guo et al. ) . This is likely attributable to the consistently low raw water concentrations of the target contaminants, which were considerably less than their regulated concentrations.
Using the CRWC concept, CRWCs of oil/coal tar contaminants for the Elgin Area WTP under normal operating conditions were calculated and are summarized in Table 3 . The inverse Log Pearson Type III distribution is written using Equations (5)-(8) as follows:
where X P is the log-transformed extreme measurement which has the potential to be equalled or exceeded with an exceedance probability P; X is the mean of the log-transformed data (X ); G X is the skewness of the logtransformed data; S X is the standard deviation of the logtransformed data; N is the sample size; and k P is the Pearson frequency factor.
It should be noted that the Pearson frequency factor is a function of the specified exceedance probability and the skewness of the logarithms of the sample (USWRC ).
In the present research, the frequency factor k P was first calculated using fixed X P (log-transformed extreme measurements or CRWC) and the other two moments (standard deviation and mean) were estimated from the DWSP data.
The Pearson frequency factors for selected values of skewness and exceedance probability have been previously tabulated (USWRC ; Bulletin 17B). The table can be used to directly estimate the exceedance probability when skewness (G X ) and the value of the Pearson frequency factor (k P ) are both fixed.
The exceedance probability can also be estimated from approximating functions when necessary. For G X values other than zero, Equations (9)-(12) summarized in U.S. Army Corps of Engineers () apply:
z ¼ w À 2:515517 þ 0:802853w þ 0:010328w 2 1 þ 1:432788w þ 0:189269w 2 þ 0:001308w 3 (10)
where w is an intermediate variable; z is a normal-distribution frequency factor corresponding to the exceedance probability P (0 < P < 0.5).
If the calculated P > 0.5, P is re-calculated using Equations (13)-(14) as follows:
The exceedance probabilities of the raw water concentration for the target oil/coal tar contaminants relative to their CRWCs are summarized in Table 3 . As can be seen, copper has the highest exceedance probability (0.0034), making it the most likely of the targeted contaminants to challenge this WTP. All other oil/coal tar contaminants have exceedance probabilities below 0.0001. Therefore, in this case, if the utility is concerned about regulated oil/ coal tar contaminants, copper is the one that should be monitored. Even so, the exceedance probability, at 0.3%, is extremely low. (Table 1) , lead (Pb) might be considered to be the most critical contaminant because its maximum concentration exceeded the treated water MAC of 10 μg/L. However, Pb does not have the highest exceedance probability due to the high Pb removal efficiency of the WTP (82%). On the other hand, while copper has a relatively high removal efficiency (54%), it has a higher exceedance probability than antimony which for all purposes is not removed in the current WTP configuration (4%), confirming that it is unreliable to attempt to identify the most critical contaminants based solely on WTP performance.
The above analysis demonstrates an approach to predict the exceedance probability for a target contaminant under specific WTP operating conditions. Average removal efficiencies were used to illustrate the utility of this approach.
In reality, removal efficiency is affected by a variety of factors such as raw water concentrations and operational conditions (e.g. chemical dosage and pH). If a WTP has access to a historical database containing overall removal efficiencies for a particular contaminant at different operational conditions and influent concentrations, a real-time removal efficiency could be determined and would allow for the determination of a more accurate exceedance probability.
Approach for determining most critical contaminant(s)
The objective of our research was to develop an operational-phase approach for determining the most critical contaminant(s) at a drinking water intake. This is the first step in identifying the need for and nature of potential in the current investigation long-term monitoring data for raw and treated water were available to calculate the overall removal efficiency of a real operating WTP. Moreover, we have demonstrated that raw water monitoring data can also be used to predict the exceedance probability relative to the CRWC using a Log Pearson Type III distribution.
After identifying the most critical contaminant(s), additional monitoring data can then be collected in order to obtain more information on target contaminants and better estimate their exceedance probabilities. If additional monitoring results confirm a high exceedance probability for a particular contaminant, a change in WTP configuration may be required to improve the removal efficiency of the target contaminant(s). The adjustment could be either optimization of current processes or the addition of new technologies. The CRWC and exceedance probability information can then be updated using the newer treated water data. The interaction of a well-managed sampling program and an understanding of a WTP's capabilities and limitations using the procedure illustrated here set the stage for an integrated and proactive decision-making procedure for source water assessment and WTP management.
It should be noted that the approach demonstrated in this study is only to deal with issues relating to the likelihood of a contaminant to be a treatment issue at the WTP. However, it does not take into account the health significance of the contaminant. The utility of this approach could be further enhanced by integrating the exceedance probability estimation with the prediction of exposure and healthrelated risk for the contaminant and eventually become a parallel technique to QMRA.
CONCLUSIONS
An integrated and proactive approach for determining the most critical contaminants in raw surface water being used as a source for drinking water has been developed. Integrating raw and treated water monitoring allows for more effective monitoring, identification of critical contaminants, and robustness evaluation of producing non-compliant drinking water. Exceedance probability relative to a CRWC is recommended for decision-making, as opposed to simply comparing water monitoring data with their corresponding guideline values. The proactive nature of the approach can improve responses to accidental or deliberate contamination events. Operational responses can include, for example, additional monitoring of contaminants with high exceedance probability and optimization and/or upgrading of current treatment technologies employed.
All two-parameter distributions failed to describe the raw water quality data for the contaminants examined.
The inappropriate use of two-parameter distributions in fitting of raw water quality data may have been overlooked in many previous such studies. It was found that probability distributions with three or four parameters better describe raw water quality data due to their additional fitting flexibility. In the current investigation, the Log Pearson Type III distribution was demonstrated to be a good choice for fitting raw water quality data, especially in the case of heavy metals. However, its appropriateness for other contaminants under different water treatment scenarios remains to be confirmed.
