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Abstract. In this paper, we present a novel feature normalization method in the log-scaled spec-
tral domain for improving the noise robustness of speech recognition front-ends. In the proposed
scheme, a non-linear contrast stretching is added to the outputs of log mel-filterbanks (MFB) to
imitate the adaptation of the auditory system under adverse conditions. This is followed by a
two-dimensional filter to smooth out the processing artifacts. The proposed MFCC front-ends
perform remarkably well on CENSREC-2 in-car database with an average relative improvement
of 29.3% compared to baseline MFCC system. It is also confirmed that the proposed processing
in log MFB domain can be integrated with conventional cepstral post-processing techniques to
yield further improvements. The proposed algorithm is simple and requires only a small extra
computation load.
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Figure 1: Effect of car noise on log mel-filter bank (MFB) trajectories. Upper left: waveform of close-
talking speech; Lower left: log MFB output of the third channel for close-talking speech; Upper right:
waveform of distant speech; Lower right: log MFB output of the third channel for distant speech. The
speech is “12439” in Japanese.
1 Introduction
The auditory system is particularly responsive to spectral changes and seems particularly well suited
to such kind of changes [1]. When some aspect of a stimulus is changed, the changed aspect stands
out and thus will be enhanced perceptually. As an example, auditory-nerve fibers show increased
rates of firing at the onsets of syllables and during transient events such as stop constant burst. It has
been suggested that such adaptation of the auditory system plays an important role in enhancing the
spectral contrast under adverse conditions [2]. From the formal experiments performed by Summerfield
and his colleagues [3], it is shown that the perception of speech-like sounds depends on the spectral
difference between the current sound and the preceding sound.
Standard mel-frequency cepstral coefficients (MFCC) [4] are extracted from log scaled mel-filterbank
(MFB) outputs. Under adverse conditions, background noise generally leads to a reduction in the dy-
namic ranges of log MFB trajectories. This kind of reduction implies a decay of spectral contrast
between speech and background noise. Figure 1 shows the third-channel log MFB trajectories of
speech captured by a close-talking (headset) microphone and a distant microphone (attached to the
ceiling above the driver’s seat [5]) in a car-driving environment. Compared to close-talking speech,
the floor level of the log MFB trajectory of distant speech is elevated and the valleys are buried by
noise energy. While spectral contrasts between some speech segments and noise are rather evident
for close-talking speech, they disappear for distant speech. If the derived MFCC front-ends are fed
into an automatic speech recognition (ASR) system, they will produce a mismatch between relatively
clean speech (for training) and noisy speech (for testing). Motivated by the adaptation of the auditory
system described above, we therefore propose to enhance the spectral contrast of the log mel-filterbank
(MFB) outputs. We term this “spectral contrast stretching”. In order to smooth out the processing
artifacts, a two-dimensional smoothing filter is applied. Finally, the corresponding cepstral features
are computed. Through spectral contrast stretching and two-dimensional smoothing, the mismatch
between the training and test conditions can be reduced, which helps improve the performance of an
ASR system.
It is well known that the distortions caused even by additive noise are highly non-linear in the log
spectral or cepstral domain. Although linear methods (like the Cepstral Mean Normalization (CMN)
or Mean and Variance Normalization (MVN) [6]) are shown to provide significant improvements for
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ASR systems, these methods have limitations in non-linear distortion. Histogram equalization (HEQ)
[7] provides a non-linear compensation, however, it depends on an explicit assumption of the reference
probability distribution and/or the accuracies of the estimated histograms. Our proposed method ,
which is oriented to the compensation of the mismatch between training and test conditions, can deal
with the non-linear effects and does not have the limitations of HEQ techniques. Furthermore, our
method can be integrated with conventional cepstral post-processing techniques, such as CMN, MVN,
or HEQ, to yield further improvements. Although the present implementation is in the standard log
MFB domain, the proposed method can be straightforward applied for J-RASTA [8] or in the root
power domain [9].
The organization of this paper is as follows: Section 2 describes the proposed MFCC front-ends.
In section 3, the experimental evaluations are presented, and section 4 draws the conclusions.
2 The proposed MFCC front-ends
The proposed mel-frequency cepstral coefficients (MFCC) are calculated according to the scheme
shown in Figure 2. Firstly overlapping frames of short-time speech are extracted, pre-emphasized,
and filtered by a zero-padded Hamming window. Then the fast Fourier transformation (FFT) is
performed. Mel-scaled bandpass filters are applied by weighting the power spectrum FFT coefficients.
Then the logarithmic outputs of the filterbanks are computed. The following processing blocks are
explained in the next subsections.
yx zMFB log SCS 2DS DCTspeech FFT
c
Figure 2: Block diagram of the proposed mel-frequency cepstral coefficients (MFCC). The abbrevi-
ations are: FFT - fast Fourier tranformation; MFB - mel-scaled filterbank anaysis; SCS - spectral
contrast streching; 2DS - 2-D smoothing; DCT - discrete cosine transformation.
2.1 Non-linear spectral contrast stretching (SCS)
Non-linear spectral contrast stretching (SCS) is performed for each mel-filterbank. Let x(k, l) denote
the log mel-filterbank output at the k-th filterbank channel and the l-th frame. Let xmax(k) denote
the maximum value of the kth filterbank along the frame index, i.e.,
xmax(k) = max[x(k, 1), x(k, 2), . . . , x(k, L)], (1)
where L is the number of the frames for an utterance. Let xn(k) denote the estimated noise in the
log mel-filterbank (MFB) domain. More specifically, xn(k) can be estimated using the first P noise
(non-speech) frames, i.e.,
xn(k) =
1
P
P∑
l=1
x(k, l). (2)
The non-linear compensation is implemented by
y(k, l) =
U(x(k, l)− xn(k))
xmax(k)− xn(k)
· x(k, l), (3)
where U(·) is the step function:
U(v) =
{
v, if v ≥ 0,
0, otherwise.
(4)
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Figure 3: Graphic representation of spectral contrast stretching (SCS) implemented by Eq. (3).
A graphic representation of spectral contrast stretching (SCS) based on Eq. (3) is shown in Figure
3 (assuming xn > 0). When x(k, l) ≤ xn(k), the proposed transformation implicitly includes a noise
subtraction in the log MFB domain. When x(k, l) > xn(k), the curve is monotonically increasing
and takes a non-linear quadratic form. The proposed transformation tends to amplify speech changes
(likely appear as peaks) and to suppress noise components (likely appear in the valleys). In this way,
the spectral contrast beween the speech and the noise can be enhanced. The proposed algorithm also
has a function of variance normalization in that the dynamic range is normalized to [0, xmax(k)].
2.2 2-D smoothing (2DS)
By taking into account the time sequence and the log mel-filterbank vector jointly, a two-dimensional
(2-D) time-filterbank matrix is obtained. In order to eliminate the processing artifacts due to the
previous operations, the 2-D time-filterbank matrix is filtered by using the 2-D smoothing filters
which are widely used in image restoration.
Mean filtering [10] is a simple but effective method of smoothing images. Mean filtering simply
replaces each pixel value in an image with the mean value of its neighbors, including itself. In our
case, the 2-D log mel-filterbank ouput z(k, l), smoothed by using a mean filter, can be obtained as
z(k, l) =
1
MN
∑
(m,n)∈R
y(m,n), (5)
where R denotes the window used M ×N and y(m,n) denotes the mel-filterbank outputs around the
point (k, l), which is obtained in the previous subsection. Given a 3× 3 window, the mean filter can
be represented as
w(k, l) =
1
9

 1 1 11 1 1
1 1 1

 . (6)
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Figure 4: 1-3th MFCC trajectories of the close-talking speech and the distant speech without and with
compensation (The speech is the same as Figure 1). The left three small figures depict the original
versions with standard MFCCs, and the right three small figures correspond to the ones using the
proposed MFCCs. Inside each small figure, bold line is for clean speech and thin line is for distant
speech.
2.3 Discrete cosine transformation (DCT)
The proposed Mel-frequency cesptral coefficients (MFCC) are calculated from z(k, l) using the discrete
cosine transform (DCT)
c(i, l) =
√
2
K
K∑
k=1
z(k, l) cos
(
pii
K
(k − 0.5)
)
(7)
where i and K denote the MFCC index and the number of filterbank channels, respectively.
The 1-3th MFCC trajectories for the original and the compensated are plotted in Figure 4 (The
speech is the same as Figure 1). As shown in this figure, original versions yield remarkable mismatches
between the close-talking speech and the distant speech in the first and third MFCC trajectories. By
using the proposed method, however, the mismatches are reduced and the speech variations become
more pronounced. As for the second MFCC trajectories which are almost matched, the proposed
method can keep the matched property. Note that the dynamic ranges of the compensated MFCC
trajectories become larger because of the contrast stretching in the log MFB domain.
3 Speech Recognition Experiments
3.1 Experimental setup
In order to evaluate the proposed algorithms, the CENSREC-2 database [5] was used to perform
speech recognition experiments. This database comprises a task for continuous digit recognition in
real car driving environments. In-car speech data is collected in a specially equipped vehicle under 11
environmental conditions. The speech recorded by a distant microphone (attached to the ceiling above
the driver’s seat) is used for evaluation. There are four evaluation environments for speech recognition
depending on whether the recording environments and the microphones used between training and
testing data are matched or not.
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Table 1: Relative improvements (RI) (as percentages) for different methods. The first line denotes
word accuracies (as percentages) for the baseline recogntion system [5].
baseline 81.6 74.5 61.5 48.9 66.4
Cond. 1 Cond. 2 Cond. 3 Cond. 4 Average
LSA 0.6 21.9 16.3 22.2 17.4
AFE 17.4 -16.0 1.9 14.5 5.5
CMN 2.0 23.2 0.2 0.1 4.8
MVN 7.1 27.1 23.6 29.8 24.2
HEQ 15.1 23.7 14.3 19.7 18.3
proposed 6.2 34.8 32.9 32.6 29.3
+CMN 12.1 33.1 39.0 48.5 37.6
+MVN 10.1 36.9 34.9 44.3 35.3
+HEQ 21.4 37.2 35.4 37.3 34.4
Table 2: Word accuracies (as percentages) achieved by combining the proposed MFCC front-ends with
cepstral mean normalization (CMN).
car speed in-car condition condition 1 condition 2 condition 3 condition 4
normal 94.6 – – –
idling fan on 95.0 – – –
audio on 63.6 – – –
window open 96.6 – – –
normal 91.6 92.2 87.5 86.2
low speed fan on 91.8 91.6 85.7 83.3
(on city street) audio on 71.8 76.9 71.9 69.2
window open 80.2 83.4 74.5 70.8
high speed normal 85.4 84.1 77.5 73.0
(on expressway) fan on 84.6 82.1 74.7 70.3
audio on 67.7 69.9 63.4 62.4
overall 82.9 82.9 76.5 73.7
The speech signals are sampled at 16 kHz. In the baseline system, spectral components lower than
250 Hz are filtered out to compensate for the spectrum of engine noise, which is concentrated in the
lower frequency region. The duration of the analysis window is 20 milliseconds with a frame shift of 10
milliseconds. 12 mel-frequency cepstral coefficients (MFCC) are drived based on a 24-channel MFB
analysis. Finally, a vector size of 39 parameters, including 12 MFCC, log energy, and their deltas and
the accelerations, is used for HMM modeling. Further details of the corpus and the baseline speech
recognition system can be found in [5].
3.2 Speech recognition results
Table 1 shows the recognition results of different methods in terms of relative improvement (RI), which
is calculated as
RI(%) =
NewScore−Baseline
100−Baseline
× 100 (%) (8)
where NewScore and Baseline are word accuracies (as percentages) for each testing method and
reference algorithm, respectively. The upper part of this table depicts the relative improvement
by using conventional methods: “LSA” denotes the conventional MFCCs extracted from the speech
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enhanced using the minimum mean square error (MMSE) on log-spectral amplitude [11]; “AFE”
denotes the ETSI advanced front-end [12]; “CMN”,“MVN”,“HEQ”denote the cepstral post-processing
methods based on cepstral mean normalization, mean and variance normalization, and histogram
equalization, respectively. The lower part of this table corresponds to the ones using the proposed
MFCC front-ends and with the combinations of CMN, MVN, and HEQ techniques. CMN, MVN, and
HEQ are performed for the 12 static cepstral coefficients, leaving the delta and acceleration coefficients
unchanged. In the proposed MFCC front-ends, the 2nd ∼ 24th log MFB outputs are smoothed using
the mean filter (the first log MFB and log energy outputs are filtered as zero), then the cepstral
coefficients are derived using Eq. (7) and the delta and acceleration coefficients are calculated.
As shown in Table 1, the speech enhancement method LSA is effective for all the four evaluation
conditions for its noise reduction effects, however for speech recognition, the algorithm introduces
much computation cost. The ETSI advanced front-end (AFE) is not very effective except for con-
dition 1 where both the recording environments and the microphones are matched. Using all the
three conventional normalization methods (CMN, MVN, and HEQ) in cepstral domain is helpful for
improving the in-car speech recognition performance, and among them MVN provides the largest gain
(a relative improvement of 24.2% in average). The CMN yields only a marginal gain for the last two
conditions where a close-talking headset microphone is used for training and a distant microphone for
testing.
Compared with the five conventional methods, the proposed MFCC front-ends perform better in
terms of average relative improvement and are very effective for the last three conditions where the
conditions between training and test data are highly mismatched. Moreover, it can be found from
this table that the combinations of conventional normalization methods for post-processing in cepstral
domain yield higher recognition accuracies. The best recognition performance (a relative improvement
of 37.6% in average) is achieved by combining the proposed MFCC front-ends with cepstral mean
normalization (CMN). The degree of gain provided by MVN , and HEQ is not necessarily consistent
in comparing systems with and without the proposed MFCC front-ends. The detailed experimental
results of the proposed MFCC front-ends combined with CMN is given in Table 2 as well.
4 Conclusions
In this paper, we have proposed non-linear spectral contrast stretching (SCS) based MFCC front-ends
for the improvement of speech recognition. It is evaluated on the CENSREC-2 continuous digit recog-
nition task in real in-car environments. The proposed MFCC front-ends can have an average relative
improvement of 29.3% compared to the baseline MFCC system. Further improvements are achieved
when the proposed method is integrated with conventional cepstral post-processing techniques. Fu-
ture directions lies in the investigation of the performance of the proposed method using other corpus
and in more elaborate noise estimation with the combination of other speech enhancement methods
to further improve the recognition accuracy.
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