A problem solved deftly by the human motor system each day is adapting established movement patterns to altered dynamic environments. Examples of this process include learning to swing a new tennis racquet, reaching after picking up a baby, and walking in a coordinated fashion after exchanging boots for slippers. Anticipatory control plays a key role in this process. For example, when people are unexpectedly exposed to a novel force field created by a robot or other mechanical device, their reaching paths initially become curved but gradually straighten with practice (Ghez and Sainburg 1995; Lackner and Dizio 1998; Shadmehr and Mussa-Ivaldi 1994) . When the force field is unexpectedly removed, the reaching paths become distorted in a way that indicates the motor system was anticipating the force field. This anticipation has been attributed to the construction of an "internal model" that is expressed as a mapping between limb state, rather than time (Conditt and Mussa-Ivaldi 1999) , and muscle activation, rather than force (Takahashi et al. 2006) . The motor system is capable of generalizing the internal model to different parts of the workspace (Shadmehr and Moussavi 2000) , different movement speeds (Goodbody and Wolpert 1998) , and different tasks (Conditt et al. 1997) .
Although anticipatory cancellation of environmental dynamics is a key aspect of motor adaptation, it remains unclear how this process relates to the minimization of energy, a process that accounts for a wide range of experimental findings in motor control. The kinematic paths taken during reaching (Nakano et al. 1999) , walking (Anderson and Pandy 2001) , and even waddling by penguins (Griffin and Kram 2000) appear to minimize the energetic cost of movement. Indeed if the motor system was concerned about energy expenditure, then one would also expect to see evidence of this concern during adaptation to novel force fields. However, evidence along these lines is limited. In one experiment, the motor system reduced the force it produced when a stiff virtual channel replaced a perpendicular, viscous force field following adaptation during reaching (Scheidt et al. 2000) . In another experiment, the steady-state kinematic error during reaching increased with the magnitude of the applied force field (Lai et al. 2003) . These two experiments suggest that the elimination of kinematic error by predictive control processes is not the only goal during motor adaptation. However, they leave the details of how the motor system coordinates internal model formation and energy optimization unclear.
Here we show that the motor system coordinates these two processes by minimizing a cost function that includes muscle activation and kinematic error terms on a movement-to-movement basis. This minimization occurs in what can be termed a "greedy" fashion because it considers only the immediate cost of the next movement rather than the overall cost of multiple future movements. We present data that support this optimization model for the task of adapting to a viscous force field during walking. Portions of this work were published in abstract form (Reinkensmeyer et al. 2004 ).
Theoretical result: optimization model of motor adaptation to a dynamic environment
Recent studies have shown that the evolution of kinematic errors during reaching or walking in a viscous force field is well captured by an autoregressive equation with external input (ARX) that relates the current and previous force to kinematic performance (Donchin et al. 2003; Emken and Reinkensmeyer 2005; Scheidt et al. 2001; Thoroughman and Shadmehr 2000) e iϩ1 ϭ a 1 e i ϩ b 1 F i ϩ b 0 F iϩ1 (1) where e i is a scalar measure of the trajectory error on the ith movement, F i is a scalar measure of the external force field on the ith movement, and a 1 , b 0 , b 1 are constant parameters. These dynamics are consistent with the formation of an internal model to an externally applied force field by an error-based learning controller. For instance, they predict the presence of a kinematic after effect when the force field is unexpectedly removed as would be expected if the motor system were anticipating the field. In this section, we address two related questions concerning these autoregressive dynamics. The first question is: "what are the overall control goals that cause the motor system to adapt to an external force field using these dynamics?" The second question is: "what is the neural learning law that implements these control goals?" In the model proposed here, the on-line learning dynamics are driven by an error-based learning rule that implements the overall goal of minimizing both error and muscle activation.
The learning rule can be viewed as being part of a sensorimotor loop with the following structure. First, given a desired trajectory, a controller with a feedback learning rule determines the next muscle force by using the performance error and muscle force in the last step (Fig. 1) . The controller contains an inverse model of the limb dynamics that accounts for muscle activation under null-field conditions and a learning rule that drives adaptation when the limb or external dynamics change. The learning rule can be viewed as being composed of a next-force estimator and an optimization controller that minimizes a cost function on a trialto-trial basis (Fig. 1, inset) . The muscle force specified by the learning rule is applied to the limb dynamics, which in turn can be perturbed through the addition of an external force field. Finally, feeding an efferent copy of the muscle command and proprioceptive information of the limb position back into the learning rule closes the loop. We show that this control structure yields to a linear autoregressive equation that is the same as one identified experimentally (Eq. 1) . Further, our model predicts a range of admissible values for the linear coefficients in Eq. 1 not defined previously.
Consider a cost function that takes into account scalar measures of current kinematic error, e iϩ1 and current muscle activation, u iϩ1 , for a given movement trajectory,
where i denotes the ith step or reach in an environment and Ͼ 0 weights the cost of the kinematic error versus effort. For this derivation, we assume motor command and muscle force are proportional quantities (Cheney and Fetz 1980) and represent them as a single variable u, expressed in Newtons. However, we recognize that the relationship between activation and force changes in some cases, for example, after neuromuscular fatigue (Takahashi et al. 2006) or because of the force-velocity property of muscles. The model could be extended to account for these conditions. Next, assume spring-like dynamics for the limb, with stiffness K, in response to the force-field perturbation F i and any change in the motor command u i
This assumption is verified experimentally in the following text (see Fig. 6A ). The controller that greedily minimizes this cost function during force-field adaptation is found by determining u i ϩ 1 such that dJ/du i ϩ 1 ϭ 0 in Eq. 2 and noting from Eq. 3 that e i ϩ 1 depends on u i ϩ 1 . This controller is given by
From Eq. 4, it is clear that an estimation of the next force F i ϩ 1 is required to apply the control law. We assume that the external force field is of the form
where F 0 is a constant unknown force-field intensity and v i is a zero-mean, independent and identically distributed (iid) noise with variance 2 that accounts for errors in the force perception (measurement error). We expect that the sensorimotor system will attempt to learn F 0 and compensate for it through the motor command u. Common iterative estimation schemes, such as recursive least squares and Kalman filtering (Haykin 1996) accomplish this and result in a recursive estimator in the form of a first-order, low-pass filter with time-varying coefficients (Haykin 1996, p. 285) . We take here a time-invariant low-pass filter as our next force estimator
where ␣ weights the importance of previous estimated force F i and previous perceived force F i in the recursive calculation of the next-force estimate. The estimate provided by Eq. 6 is asymptotically unbiased and therefore the mean square estima- Thus the estimator reduces the variance and mean square estimation error associated with force perception, when 0 Ͻ ␣ and Ͻ1. Further, ␣ controls the tradeoff between the accuracy of the estimate and the speed of the estimation. We note that the validity of this choice of estimator is tied to the fact that it ultimately results in the appropriate learning dynamics (i.e., Eq. 1), rather than the fact that it is related to Kalman or least squares filtering. Exploring the link with Kalman filtering is an interesting direction for future research.
Assuming that the estimate of the force field F iϩ1 in Eq. 6 is used for F iϩ1 in the control law (Eq. 4) and using the limb dynamics equation (Eq. 3) , we obtain the learning rule
where
are defined as the "forgetting factor" and the "learning gain," respectively. The controller defined by Eq. 8 can be viewed as determining the motor command required to anticipate the force field, as it increments the motor command in proportion to the previous error, in the direction that reduces error. However, the controller also tries to reduce the motor command when error is small because 0 Ͻ f Ͻ 1 (note 0 Ͻ ␣ Ͻ 1 in Eq. 6). Thus this controller is an error-based controller with a forgetting factor. This learning process can also be viewed as driving the gradual formation of an inverse internal model of the external force field.
We can then predict the temporal evolution of trajectory errors by applying the learning rule (Eq. 8) to the spring-like dynamics of the limbs (Eq. 3) to obtain
which recovers the autoregressive dynamics (i.e., Eq. 1) that describes error evolution during adaptation to a force field, with a 1 ϭ (f Ϫ g/K) ϭ ␣, b 1 ϭ Ϫf/K, and b 0 ϭ 1/K. The fact that ␣ ϭ a 1 provides an interpretation for a 1 : namely, a 1 controls the tradeoff between speed and accuracy of the estimation of the force field. We also note here that this optimization theory makes the following prediction regarding the ARX model: The admissible range of the autoregressive coefficients is
The proof of this inequality is established by solving the equation
(Kb 1 ϩ a 1 )]. Then because Ͼ 0, the only feasible solution for the coefficients is when the numerator 1 ϩ Kb 1 Ͼ 0 and the denominator factor (Kb 1 ϩ a 1 ) Ͻ 0. Now, recall that b 0 ϭ 1/K and notice a further constraint: for Eq. 9 to be stable, Ϫ1 Ͻ ␣ ϭ a 1 Ͻ 1. An even more restrictive constraint is 0 Ͻ ␣ ϭ a 1 Ͻ 1 for the estimator to reduce variance in its estimate of force. Taking this constraint, the desired relationship is obtained. Note that the requirement of Eq. 10 restricts the allowable parameter range more than the stability requirement for Eq. 9. This additional restriction arises essentially because Ͼ 0 for the optimization model to make sense [if Ͻ 0, the optimizing controller would try to make muscle force as large as possible to make the associated cost as small (negative) as possible].
Thus in response to the question "what are the overall control goals that cause the motor system to adapt to an external force field using the dynamics of Eq. 1", the answer is the minimization of kinematic error and effort. This overall control goal is precisely defined as the minimization of the cost function (Eq. 2) in conjunction with the next force estimator (Eq. 6). We note that in our previous research (Reinkensmeyer et al. 2004 ), we used a more complicated cost function that included a penalty on the change in effort along with a simplified force estimator that assumed that the estimate of the next force would be the same as the previous one. Both approaches predict the same learning dynamics (i.e., Eq. 1). In response to the question "what is the neural learning law that implements these control goals", the answer is an error-based learning law with a forgetting factor, as given by Eq. 8.
The novel contribution of this theoretical result is that it provides a computational connection between an overall control goal (minimization of error and effort) and the specific closed-loop learning dynamics in Eq. 1. This theoretical result is already verified experimentally, at least in part, because a main experimental prediction of this theory is Eq. 1, and Eq. 1 has been experimentally confirmed by several studies of reaching and walking in a force field (Donchin et al. 2003; Emken and Reinkensmeyer 2005; Scheidt et al. 2001; Thoroughman and Shadmehr 2000) . What was missing from these previous studies that identified Eq. 1 and is now provided here is a high-level explanation of what the motor system seeks to accomplish when it adapts with the dynamics in Eq. 1. In addition, the optimization theory also predicts admissible values for the coefficients of Eq. 1, which were not predicted by previous research that identified Eq. 1. The coefficients of Eq. 1 must satisfy Eq. 10 for the optimization model to be valid. Using the experimental methods described in the next section, we verify that the coefficients identified during motor adaptation actually do satisfy Eq. 10.
We emphasize that the validity of the optimization model is essentially tied to the validity of the learning dynamics of Eq. 1-one leads to the other, with the added constraint that the coefficients of Eq. 1 must fall in some range. The optimization model could thus be falsified by showing that Eq. 1 does not fit adaptation data or by showing that Eq. 1 fits the data but its coefficients do not fall in the admissible range. We attempted to falsify the model by performing experiments in two conditions: repeated exposure to a force field and exposure to force fields of different strengths.
We were interested in the first condition because previous studies have found evidence of retention (Brashers-Krug et al. 1996; Gandolfo et al. 1996; Shadmehr and Brashers-Krug 1997) , and learning at multiple time scales (Smith et al. 2006) . Eq. 1, which has only one state, does not capture these time-dependent features.
We were interested in the condition of exposure to different force-field strengths because the optimization model predicts, for all but the trivial case when ϭ 0, that steady-state kinematic error will increase as the forces applied by the dynamic environment increase. That is, when Ͻ 0, there is an effort term in the cost function, and f Ͻ 1 because f ϭ (1 ϩ ␣K 2 )/(1 ϩ K 2 ) and ␣ varies between 0 and 1. The presence of a forgetting factor not equal to 1 has the consequence that the steady-state trajectory error predicted by Eq. 9 should increase proportionally to the constant field strength F i ϭ F, with the forgetting factor f, the learning gain g, and the limb stiffness K, determining the proportionality constant
We tested the dependence of e f on force strength F predicted by Eq. 11 for the task of walking in a robot-generated, perpendicularly directed, viscous force field. Specifically, we measured the forgetting factor f, stiffness K, and learning gain g, at one force-field strength and then examined whether these values predicted the dependence of error on field strength given by Eq. 11. We note that Eq. 1 by itself, without the conceptual framework of the optimization, predicts that final error depends on force-field strength, provided that b 1 -b 0 as is suggested by the data of Scheidt et al. (2001) . But the condition that b 1 -b 0 also corresponds to the condition that f 1, which corresponds to including an effort term in the optimization. Thus establishing the fact that final kinematic error increases predictably with force-field strength, according to Eq. 11, verifies that effort minimization takes place along with error minimization. Further, testing the applicability of the equation, with parameters identified at one force level, to predict performance at many force levels, probes its generality.
M E T H O D S

Subjects
The University of California-Irvine, Institutional Review Board, approved all experiments. Six healthy, subjects (age 24 -37 yr, 5 male) with no history of neurologic disorders participated in the experiments. Data from a previous study in which 10 healthy adults subjects walked in a viscous force field (Emken and Reinkensmeyer 2005) were also used to test the model.
Experimental apparatus and robot-generated dynamic environments
Subjects walked on a treadmill with a lightweight, 2 degrees of freedom robot secured to their left shank via a custom composite brace secured just above the ankle (Fig. 2) . The brace could rotate in the sagittal plane around a passive revolute joint attached to the robot's apex, and the robot allowed a small amount of passive movement of the leg in the frontal plane. The effects of friction and gravity were cancelled in software, leaving only the effect of the robot's inertia. Details of the robotic device design and performance specifications can be found in Emken et al. 2006 . Subjects wore a chest harness attached to an overhead frame as a safety precaution in case they stumbled. The harness was adjusted so that it did not provide weight support or constrain torso movement during walking. Subjects were instructed to walk as consistently as possible without looking at or thinking about the motions of their feet.
To create a novel dynamic environment, the robot was programmed to apply a vertical force proportional to the shank's (i.e., the apex of the robot) forward horizontal velocity (Eq. 12). In most experiments, the gain, B, was chosen positive such that the force field pushed the leg upward during the swing phase of gait.
The field gain was calculated for each subject and chosen to produce a peak upward force of Ϯ1-10% of the subjects' body weight, depending on the experiment. Gains in this range produced obvious perturbations without causing stumbling.
Experimental protocol
Subjects first walked during a warm-up period with the robot secured to their ankle with no field applied by the robot, to become comfortable walking within the robot, and to select a comfortable walking speed. The subjects' preferred treadmill speeds ranged between 0.80 and 1.07 m/s.
The subsequent experimental protocols conformed to the following general paradigm. Experiments began with an initial null phase in which the subjects walked in a null field (N) in which the robot applied no forces to the leg. After this initial stage, subjects were presented with a force stage during which the force field (F) was turned and held on for a number of steps. Subjects then again stepped in the absence of the force field in a second null field (N). In some cases, catch trials, in which the field strength was altered to an arbitrary value or set to zero for a single step, were randomly introduced into both the null and force-field stages.
Two specific experiments were performed by altering the number of N-F-N sequences, the length of the individual stages, the strength and direction of the F stages, or the strength, number, and spacing of catch trials (Table 1) . Experiment A was designed to examine the effect of repeated exposure on direct effect height and speed of adaptation. For this experiment, we reanalyzed previously published data (Emken and Reinkensmeyer 2005 ) with a new error measure described in the following text. Experiment B was designed to test the prediction of field strength on direct effect size and final steady-state error.
Data analysis
The model of motor adaptation proposed above requires that muscle force and kinematic error be summarized with scalar values for each step in the force field. Previous studies have used the peak force, and the maximum perpendicular error , the distance after 300 ms from movement initiation (Shadmehr and Brashers-Krug 1997) The robot makes use of a linear motor with 2 forcer coils and a V-shaped linkage to accommodate and drive motion of the apex in the parasagittal plane. The apex is attached through a padded brace and revolute joint to the subject's lower shank. Subjects wore a harness attached to an overhead frame to catch them in case they fell.
whether there was an optimal time during the movement to take scalar measures of force and kinematic error by examining how the ability of the model (Eq. 1) to fit the data depended on when the scalar measurement was made. Specifically, we varied the timing of the error and force measurements from 75 to 350 ms after the zero crossing of the x velocity. The error-force pair with the highest mean R 2 was found to be the force applied by the robot 100 ms following the start of forward ankle movement and the resulting step height error 200 ms later. These measures of force and error significantly outperformed the use of peak force and peak step height measures that we used previously (Emken and Reinkensmeyer 2005) by increasing the R 2 for the fit of (Eq. 1) to the data from experiment A by 12% (P Ͻ 0.02, 1-way ANOVA). Residual analysis (Montgomery et al. 2001) indicated that the measures were linear between the 0.1 and 0.9 cumulative probability points and flattened at both ends, suggesting that the residual distribution obtained with these measures did not deviate substantially from normality, but was slightly light-tailed. The 200-ms lag between the optimal times at which force and position are best measured is interesting because it corresponds approximately to the leg's voluntary reaction time. This timing for measuring position error thus allows the force perturbation to create a positional deviation for as long as possible before the potential confound of voluntary reaction can influence limb kinematics.
Given these measures of force and error, multiple linear regression was used to identify the coefficients a 1 , b 0 , and b 1 of Eq. 1. Then, f, g, and K were calculated as follows
In turn, the parameters of the cost function were calculated as
Model performance as a function of model complexity was compared by multiple linear regression (MLR) and K-fold cross validation using data from Emken and Reinkensmeyer (2005) . For both analyses, 13 different models were assumed to represent the data. For each model, MLR was performed to extract the R 2 correlation coefficient and regression coefficients. In all cases, only models whose regression was significant were chosen for comparison (P Ͻ 0.05). All assumptions to perform classical linear regression were true with the exception that the residuals were often auto-correlated. This stems from the fact that the model is autoregressive in nature and that there are often drifts in the baseline of both the null and force-field step heights that are likely a function of changes in walking posture. Due to this possible misinterpretation, we chose to analyze the models with a cross validation approach as well. For each candidate model structure, we computed fitted models based on 9 of the 10 subjects and computed the performance of each of the fitted models on the tenth subject. Actual subject performance as quantified by mean square error (MSE) is defined as the mean of the square differences between the actual and estimated subject performance. By averaging the 10 MSEs obtained for each model structure, we obtain an estimate for the expected MSE error for that structure.
R E S U L T S
The main theoretical contributions of this paper are 1) a theory that demonstrates that the autoregressive dynamics that have been previously identified for force-field adaptation (Eq. 1) are mathematically identical to a minimization of a cost function containing kinematic error and muscle effort terms and 2) the derivation of an admissible range for the autoregressive coefficients of Eq. 1, for the minimization framework to hold (i.e., Eq. 10). We also performed two experiments designed to test the validity of Eqs. 1 and 10 and thus of the optimization model also.
Do the learning coefficients fall in the admissible range predicted by the optimization model?
We analyzed data from two experiments (A: repeated exposure to a force field, B: exposure to force fields of different strengths) to identify coefficients for Eq. 1 and test whether they fell within the admissible range. Equation 1 fit the data adequately well, capturing 83 Ϯ 0.052% of the variance of the step height error for experiment A in which 10 subjects were exposed to 10 consecutive constant strength force fields, each followed by a period of washout ( Table 2 ). The identified forgetting factor f for this experiment was significantly less than one (P Ͻ 0.0001, t-test, mean ϭ 0.76 Ϯ 0.21), consistent with the inclusion of an effort term the cost function. Average weighting parameters from the cost function and the model parameters from (Eqs. 1, 13, and 14) are given in Table 2 . When we plotted the parameters for both experiments A and B, the autoregressive coefficients (a 1 , Ϫb 1 /b 0 ) fell in the admissible range defined by Eq. 10 for every subject (Fig. 3) .
Is Eq. 1 the simplest linear equation that predicts the learning dynamics?
Because the validity of the optimization model rests on the ability of Eq. 1 to predict errors, we thought it prudent to revisit the question of whether linear difference equations that were simpler or more complex than Eq. 1 better explained the error dynamics for this type of experiment. Scheidt et al. (2001) addressed this question by identifying the error and force variables that are correlated for different trial-to-trial lags. Here we tested a broad range of linear models with error and force terms at different lags to see which fit the data best with the fewest terms. Models with fewer terms than model 7 explained Ն10% less of the variance (Fig. 4, model 7) . More complex models that looked back in time more than one step did not explain significantly more of the variance. MSE dropped and then leveled off at model 7, indicating that more complex models did fit significantly better. An increase in MSE was not seen with more complex models suggesting that over fitting was not a concern. Thus model 7 (Eq. 1) was the simplest model that captured the data well.
Effect of repeated exposure
The autoregressive equation (Eq. 1) predicts that the motor system will respond in a stereotypical fashion each time it is exposed to a force field. Specifically, because the equation's coefficients are assumed constant, it predicts that the motor system will respond to changes in field strength in a rote fashion blind to all previous steps in the force field except the most recent one. Analysis of the data from experiment A in which 10 subjects were exposed to the force field 10 consecutive times with null fields interspersed between each exposure, demonstrated that subjects indeed responded in a rote fashion to the field (Fig. 5) . They did not have smaller initial step height errors (P ϭ 0.82, linear regression) nor did they show a trend to learn more quickly with repeated exposure to the field (P ϭ 0.60, linear regression). The equation slightly overestimated the rate of adaptation and underestimated the initial rate of de-adaptation, but these misestimates were not statistically different from the model (Fig. 5) . 3 . Admissible range for model parameters defined by Eq. 1. The parameter a1 in Eq. 1 must fall in the region labeled "a1 constraint" for the estimator of Eq. 6 to reduce both the variance and mean square error in its estimation process. This is more restrictive than the basic stability constraint for Eq. 1, which is that Ϫ1 Ͻ a1 Ͻ 1. For the optimization to be valid, the ratio Ϫb1/b0 must satisfy Eq. 10, which together with the a1 constraint is shown as the gray shaded triangular region. E and ‚, actual parameters identified for individual subjects in experiments A and B, respectively. 
Dependence of initial and steady-state stepping error on force-field strength
A key consequence of including an effort term in the optimization model is that the steady-state stepping error after adaptation will increase with the strength of the force field (Eq. 11) because the model proposed here suggests that the motor system cares not only about kinematic error but also muscle effort. This relationship was experimentally verified using data from experiment B in which the force-field strength was systematically varied during eight exposures to the force field (Fig. 6, C and D, R 2 ϭ 0.99, P Ͻ 0.0001, linear regression). The forgetting factor identified for one force amplitude allowed detailed prediction of the relationship between force and kinematic error to all other force amplitudes studied. Thus the optimization model provides a precise high-level explanation for the form of the dependence of steady-state kinematic error on field strength, demonstrating its validity across a range of field strengths.
Validity of the linear spring model of the leg/robot dynamics
A key assumption in the derivation of the autoregressive model (Eq. 9) from a minimization of the cost function (Eq. 2) is that the leg behaves like a linear spring (Eq. 3) in response to the force field for the stepping task. Figure 6A shows that the initial step height error (i.e., the "direct effect") experienced when the force field was turned on unexpectedly was a linear function of the force-field strength (R 2 ϭ 0.97, P Ͻ 0.0001, linear regression), verifying this assumption. The linear spring model well predicted the initial error for a range of force-field strengths (Fig. 6B ).
D I S C U S S I O N
We have shown that motor adaptation to an externally applied force field is mathematically equivalent to a process that greedily minimizes a weighted sum of kinematic error and muscular effort. Optimization of kinematics or effort alone fails to capture the observed learning dynamics. The optimization can be implemented in one simple computation by an error-based learning law with a forgetting factor. This learning algorithm yields a linear autoregressive error equation (i.e., closed-looped learning dynamics) identical to one previously identified for reaching and for walking (Donchin et al. 2003; Emken and Reinkensmeyer 2005; Scheidt et al. 2001; Thoroughman and Shadmehr 2000) . We show here that the coefficients of this equation must fall within an admissible range for the optimization model to be valid; we found that the experimentally identified coefficients for two experimental protocols involving 16 subjects did indeed fall in this range. Thus if one accepts that the autoregressive Eq. 1 is a good fit to the data, as demonstrated before and re-checked here, the theoretical result given here shows that an appropriate high-level interpretation of these learning dynamics is that they minimize error and effort.
Further, we examined an experimental condition in which the rote learning dynamics of Eq. 1 might not be expected to apply. We found that adaptation and de-adaptation occur in a stereotypical fashion when subjects are exposed repeatedly to a force field (i.e., no evidence of retention after a washout period and re-exposure). Finally, we found that steady-state kinematic error increases with increasing force-field strength in a way precisely predicted by the cost function. It is somewhat remarkable to us that an equation as simple as Eq. 1, a first-order linear equation, was competent to predict learning dynamics in these experimental conditions. This means, equivalently, that the optimization model is also applicable to these experimental conditions, given that the coefficients identified for Eq. 1 for these experiments fell in the admissible range.
Relationship to some previous work in motor adaptation, optimization, and supervised learning
The proposed learning algorithm only uses local information of error and effort during the optimization. Thus in the framework proposed here, motor adaptation is driven by local gradients of the cost function rather than by the search of globally optimal solutions. Such an approach is only "one step ahead" (or "greedy") in the sense that the learning dynamics are driven by a recursive update rule that does not necessarily yield to the best possible control action. It is unclear how well such a greedy optimization would generalize to more complex tasks and dynamic environments and whether the motor system can resort to more sophisticated optimization techniques. However, it is striking that such a simple process can capture the dynamics of motor adaptation.
Optimization principles have been widely proposed in motor control research to explain motor phenomena (for an extensive review, see Todorov 2004) . For example, the spatiotemporal properties of reaching trajectories can be explained by a controller that minimizes jerk (Hogan 1984) , torque change (Uno et al. 1989 6. Initial and steady-state step height errors when adapting to force fields with different strengths (experiment B). A: initial step height error increased with peak force-field strength. B: measured initial step height error vs. the initial step height error predicted by the model. C: final step height error, which was quantified as the mean of the last half stepping errors, increased linearly with peak force-field strength. D: measured final step height error vs. the final error predicted by the model according to equation (Eq. 11). The stiffness, learning gain, and forgetting factor were identified by regressing (Eq. 1) with data from a 7% of peak body weight field and then were used to predict the direct effect and final error for the Ϯ2, 5, 8, and 11% peak body weight fields. For both B and D, the solid line is the best-fit line across subjects and the dashed line's slope is 1. Symbols represent data from 6 different subjects.
Pandy 2001). Optimal feedback control strategies can account for the way that the motor system manages redundant degrees of freedom in reaching and grasping tasks (Todorov and Jordan 2002) . The present work is different from this previous work in that it does not consider either the details of the movement trajectory or the use of redundant degrees of freedom-the trajectory is abstracted by a single scalar measure-"the trajectory error." Instead the focus of the optimization model presented here is in explaining how this trajectory error evolves in the presence of an external, perturbing force field. The fact that different cost functions, including the one found here, can explain different aspects of motor behaviors may indicate that the motor system changes the weighting of different costs across different tasks and types of movements (Bays and Wolpert 2007) .
The model proposed also corresponds to a supervised learning algorithm because it uses information about errors to adjust its output. Different supervised learning schemes have been proposed for the acquisition of inverse models in feedforward motor control (Jordan 1996; Kawato and Gomi 1992; Wolpert and Kawato 1998) . The most relevant is the feedback error learning theory proposed by Kawato et al. (1987) that suggests that the inverse model is acquired by using a feedback controller proportional to the kinematic error. The optimization model presented here extends such an error-based learning law by including a forgetting factor in the error-based learning law. This forgetting factor is directly linked to the inclusion of an effort term in the cost function that is minimized.
Some previous studies of motor adaptation proposed errorbased leaning laws that implicitly (Donchin et al. 2003; Scheidt et al. 2001; Thoroughman and Shadmehr 2000) or explicitly (Emken and Reinkensmeyer 2005; Liu and Reinkensmeyer 2004; Smith et al. 2006; Emken, Benitez, and Reinkensmeyer, 2007) included forgetting factors [also called "slacking" (Reinkensmeyer et al. 2004) or "retention" factors (Smith et al. 2006) ] in error-based learning laws. The present paper extends this research by making a connection between such forgetting factors and an effort term in a cost function that is minimized.
A prediction of the presence of an effort term in the proposed optimization is the existence of a linear relationship between final kinematic error and external field strength. The measurements of step height adaptation for walking in different strength force fields confirmed the accuracy of this prediction. This finding is consistent with previous work for reaching that showed that steady-state kinematic error increased with field strength (Lai et al. 2003) . However, the present work is novel in that it specifies the functional form and an interesting high level interpretation for the dependence.
We specified here that the muscular force that is minimized is an absolute muscular force, but it could also be expressed as a relative force, such as percent maximum voluntary force. Minimizing an absolute force carries the implication of metabolic cost minimization, in which case the error-effort tradeoff might be more observable for movements that involve large muscles, such as walking, versus movements that use small muscles, such as eye movement. Minimizing a relative force is similar to the concept of minimizing sense of effort or perhaps fatigue. The optimization model is amenable to both formulations, since the weighting coefficient in the cost function could be adjusted to account for a relative versus absolute formulation.
Falsifying the error/effort optimization model of motor adaptation
It is interesting to speculate about how the optimization model proposed here might be shown to be invalid. One interesting direction for testing the model concerns an experimental finding from Scheidt et al. (2000) , who measured how subjects behaved when they moved in a stiff, virtual channel after adapting to a perpendicular viscous force field. The forces that the subjects had been generating to cancel the force field were now reacted by the channel so that subjects could not perceive the switch in environment. However, the lateral forces against the channel were unnecessary to move accurately to the target. Scheidt et al. found that subjects slowly decreased the contact force against the channel with reaching practice. This decrease is consistent with the presence of a forgetting factor that scales down previous muscle activations when kinematic error is small as proposed here.
However, if we compare the current results with those of (Scheidt et al. 2000) more closely, we find a discrepancy. Specifically, when kinematic error is zero, then the motor command u will decay according to a simplified version of Eq. 8 u iϩ1 ϭ fu i , which has the solution
Using the mean value for f found here for stepping (0.76), ϭ 3.6 trials. However, (Scheidt et al. 2000) found the time constant of decay of force in the virtual channel (i.e., "0-error") condition to be 138 trials. The difference might be explained by differences in protocol (walking in a relatively strong force field in gravity vs. reaching in a relatively weak force field with the arm supported). Alternately, the optimization model proposed here may not adequately explain the behavior of the motor system when kinematic errors are small; more research is clearly needed. Another possible path for falsifying the model is to identify history-dependent changes in adaptation that depend on experiences more than one movement back in time. There is indeed evidence that the motor system can retain an internal model learned in one session, reducing error in a subsequent session (Brashers-Krug et al. 1996; Gandolfo et al. 1996; Shadmehr and Brashers-Krug 1997) . Similar to Caithness et al. (2004) , however, we found no evidence of retention after repeated exposure to the force field after deadaptation in the null field. The explanation offered by Caithness, which we concur with, is that the experimental protocol used here hindered contextual association of the force field with the robot by applying a null field immediately following any force-field stage. However, it has been shown that retention in robotic reaching tasks is possible as long as the robot applies consistent forces that are linked with appropriate contextual clues (Wada et al. 2003 ). The optimization model proposed here cannot account for such retention. It also cannot account for changes in retention observed when subjects simply rest their hands between forcefield exposures (Takahashi et al. 2006) .
Another possible way the optimization model can be shown to have limited applicability is by showing that the dynamics of Eq. 1 do not capture the learning dynamics as well as other models. Indeed the autoregressive dynamics in Eq. 1 appear to consistently overestimate the initial learning rate and then underestimate the subsequent learning rate (Fig. 5) , although this mismatch was not statistically significant with the small number of subjects studied here. A recent model that includes two interacting adaptive processes, each with a forgetting (or "retention" factor), may better capture these dynamics (Smith et al. 2006) . Determining how such a two time constant model links to higher level optimization goals is an interesting area for future research. We note that one of the linear equations that we tested (model 12 in Fig. 4.) is equivalent to the two-state, gain-independent model in (Smith et al. 2006 ). We did not find this equation to be better at explaining data as a whole. This may be because the added value of the higherorder terms in this equation is primarily in fitting those periods of time when error changes rapidly, which were periods of short durations in the present experiments. In other words, our experimental paradigms may have been biased toward a model that fits well steady-state behavior at different force levels.
Surprisingly to us, we found that the coefficients of Eq. 1 must lie within an admissible range, defined by Eq. 10, for the optimization model to have validity. The fact that Eq. 1 could well fit experimental data, but its coefficients be inconsistent with the optimization model, means that the optimization model is falsifiable in a straightforward way. The coefficients identified for the stepping tasks studied here did indeed fall in the admissible range. Finding tasks in which they do not fall in this range may give insight into when the motor system does not use an optimization approach for motor adaptation.
Finally, other shortcomings of the model include the fact that we ignored the known dependence of limb stiffness on force (Gomi and Osu 1998; Perreault et al. 2001) . The model likely still worked fairly well because the forces we applied to cause adaptation were small relative to the forces already generated by the legs to control walking. Larger force perturbations, and a nonconstant stiffness, might be accounted for by a cost-function weighting factor lambda that changes with force, or other forms of costs besides quadratic. The model also cannot account for explicit impedance control, which has been observed in unstable and noisy environments (Burdet et al. 2001; Takahashi et al. 2001) , and incorporating impedance considerations in the cost function is a direction for future research. We also chose to study a repetitive movement paradigm (stepping on a treadmill at a constant speed) for which the desired leg trajectory is approximately the same each movement. However, it is known that when people reach along different trajectories, experiences along one trajectory can generalize to others (Conditt et al. 1997; Goodbody and Wolpert 1998; Shadmehr and Mussa-Ivaldi 1994) . An interesting question is how the optimization model can be extended to account for such generalization.
In summary, it is likely that experimental paradigms can be generated for which Eq. 1 (or the admissibility condition for its coefficients) does not fit the data well, and thus for which the link to the error/effort optimization model of adaptation is broken. Indeed several such paradigms already appear to exist. What will likely remain true, however, is that the error/effort optimization model provides a good explanation for steadystate behavior after adaptation, and a reasonable approximation to transient behavior, during first exposure to a range of novel dynamic environments. 
