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We establish the existence and multiplicity of solutions for the semiclassical nonlinear
Schrödinger equation{−ε2u + V (x)u = g(x,u) for x ∈RN ,
u(x) → 0 as |x| → ∞,
where ε > 0 is a small parameter, and the potential V changes sign and may not be
bounded from below, and g(x,u) is asymptotically linear in u as |u| → ∞.
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1. Introduction and main results
1.1. The problem
In this paper we study the existence and multiplicity of solutions for the semiclassical nonlinear Schrödinger equation:
(Qε)
{−ε2u + V (x)u = g(x,u) for x ∈ RN ,
u(x) → 0 as |x| → ∞,
where ε > 0 is a small parameter. We are interested in the case that the potential V changes sign and may not be bounded
from below. The problem (Qε) arises in ﬁnding standing wave solutions of the nonlinear Schrödinger equation
ih¯
∂ϕ
∂t
= − h¯
2
2m
ϕ + N(x)ϕ − f (x, |ϕ|)ϕ. (1.1)
A standing wave solution of (1.1) is a solution of the form ϕ(x, t) = u(x)e− iEth¯ . Then ϕ(x, t) solves (1.1) if and only if u(x)
solves (Qε) with V (x) = N(x) − E , ε2 = h¯22m and g(x,u) = f (x, |u|)u.
In very recent years, Eq. (Qε) has been deeply investigated by variational methods. See for example [2,5,6,8–15,19–27]
and the references therein. In these papers, they did not handle Eq. (Qε) directly, but instead they handled an equivalent
equation. Let λ := ε−2, then Eq. (Qε) is equivalent to the following one
(Pλ)
{−u + λV (x)u = λg(x,u) for x ∈ RN ,
u(x) → 0 as |x| → ∞.
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equivalent equation
(P ′λ)
{−u + λV (x)u = g(x,u) for x ∈ RN ,
u(x) → 0 as |x| → ∞.
Clearly, u is a solution of (P ′λ) if and only if v = λ
−1
p−2 u is a solution of (Qε). Hence, as far as the existence and the
number of solutions are concerned, Eqs. (Qε) and (P ′λ) are equivalent. See also [25–27] for early results on that direction.
Let Aλ := − + λV be the self-adjoint operator acting in L2(RN ) and σ(Aλ) denote the spectrum of Aλ . To the best of our
knowledge, the spectrum of Aλ is very important in searching solutions for (Pλ). For example, if 0 is a spectrum of the
operator Aλ , there brings diﬃculty in usual variational argument. So most of the papers such as [10–15,19–23] handled the
case that 0 is not a spectrum of Aλ , and they often assumed that
(L1) infx∈RN V (x) > 0.
Plainly, under this condition, one has β := infσ(Aλ) > 0, and so 0 is not a spectrum of Aλ . Later, the condition (L1) was
replaced by the following more general condition
(L∗1) min V (x) = 0,
which is considered in [8,9]. Clearly, under this condition, 0 may be a spectrum of Aλ . Recently, in [2,5], the authors
assumed that the potential V can change sign and relaxed the condition (L∗1). More precisely, they assumed that
(V ∗) V (x) ∈ C(RN ) is bounded from below, and there exists b > 0 such that the set Λb := {x ∈ RN : V (x) < b} has ﬁnite
measure.
Motivated by present works, in this paper, we consider more general case and weaken the condition of (V ∗). Assume that
(V0) V ∈ C(RN ), and there exist x0 ∈ RN and b > 0 such that V (x0)  0 and the set Λb := {x ∈ RN : V (x) < b} has ﬁnite
measure.
Under this condition (V0), V may not be bounded from below, and in this case the spectrum of Aλ may not be bounded
from below. Moreover, 0 may be a spectrum of Aλ , and so the operator Aλ cannot lead the behavior at 0 of the equation,
which brings diﬃculty in usual arguments. Fortunately, we have an embedding theorem as compensation (see Proposi-
tion 2.3).
Since the boundedness of (PS)c or (C)c-condition is always needed in searching solutions for Eq. (Pλ), then the assump-
tions on the nonlinearity g(x,u) are very important. Most of the papers assumed that g(x,u) is superlinear and subcritical
in u. Recall that g is superlinear if |g(x,u)|/|u| → ∞, as |u| → ∞, g is subcritical if g(x,u) C |u|p−1 for 2 p < 2∗ with
2∗ := 2N/(N−2) (N  3), and g is critical or supercritical if c1|u|2∗−1  g(x,u) c2|u|2∗−1 or only c1|u|2∗−1  g(x,u) for all
large |u|. Floer and Weinstein in [10] considered N = 1, g(u) = u3 and studied ﬁrstly the existence of spike solutions based
on a Lyapunov–Schmidt reduction. This result was extended in high dimension case with N  2 and for g(u) = |u|p−2u in
Oh [11,12]. For the general subcritical case see [6,8,13–15,19–24]. Later, the papers [2,9] considered the critical case, and
acquired solutions for Eq. (Qε). Up to present, a few of papers handled the case that the nonlinearity g is asymptotically
linear at ∞. More recently, Ding and Szulkin [5] considered the asymptotically linear case, in this case we can have that
g(x,u) := a∞(x)u + h(x,u) with h(x,u) = o(|u|) as |u| → ∞ uniformly in x. Under some non-periodic asymptotically lin-
ear conditions and (V ∗), the authors proved that Eq. (Qε) has existence and multiplicity of solutions when V (x) < a∞(x)
for some x. Motivated by this result, in this paper, under the more general condition (V0), we consider the case that the
nonlinearity g is asymptotically linear at ∞ and prove the existence and multiplicity of solutions for Eq. (Qε).
1.2. The main theorems
Let G(x,u) := ∫ u0 g(x, s)ds. Throughout this paper we assume that the following conditions are satisﬁed:
(R1) g ∈ C(RN × R,R), g(x,u) = o(|u|) uniformly in x as |u| → 0 and G(x,u) 0;
(R2) g(x,u) = g∞(x)u + r(x,u), where g∞ is a bounded, continuous real-valued function, and r(x,u)|u| → 0 as |u| → ∞
uniformly in x;
(R3) β := infx∈RN g∞(x) > ν1 := inf[σ(Aλ) ∩ (0,∞)];
(R4) γ := sup|x|R0,u =0 g(x,u)|u| < bmax for some R0  0, where bmax := sup{b ∈ R: the measure of the set Λb has ﬁnite
measure};
(R5) One of the following holds: (i) 0 /∈ σ(Aλ −λg∞) for λ > 0; (ii) 12 Ru(x,u)u− R(x,u) 0 for all (x,u) and 12 Ru(x,u)u−
R(x,u) δ for some δ > 0 and all (x,u) with |u| large enough.
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it yields that for any ε > 0, there is Cε > 0 such that∣∣g(x,u)∣∣ ε|u| + Cε|u|p−1, 2 p < 2∗. (1.2)
Moreover, we have∣∣G(x,u)∣∣ C |u|2, (1.3)
where C > 0.
Theorem 1.2.1. Suppose (V0) and (R1)–(R5) are satisﬁed. Then there exists ε0 > 0 such that Eq. (Qε) has at least one nontrivial
solution whenever ε ∈ (0, ε0). Moreover, if g is odd in u, then for each m  1, there exists Em > 0 such that Eq. (Qε) has at least m
pairs of nontrivial solutions whenever ε ∈ (0,Em).
Remark 1.2. The following functions satisfy (R1)–(R3) and (R5);
Ex1. G(x,u) := b(x)|u|2(1− 1
ln2(e+|u|) ), where 0< infb(x) and b(x) ∈ C(R,R).
Ex2. g(x,u) := f (x, |u|)u, where f (x, t) is increasing for t ∈ [0,∞), and f (x, t) → 0 as t → 0, f (x, t) → b(x) uniformly in x,
as t → ∞, 0< infb(x) and b(x) ∈ C(R,R).
Clearly, for both the above of examples, β = infb(x) and γ = sup|x|R0 b(x) for an arbitrarily ﬁxed R0 > 0.
1.3. The equivalent variational problem
Recall that λ = ε−2, and (Qε) is equivalent to Eq. (Pλ). So Theorem 1.2.1 is equivalent to the following result.
Theorem 1.3.1. Suppose (V0) and (R1)–(R5) are satisﬁed. Then there exists Λ0 > 0 such that (Pλ) has as least one nontrivial
solution whenever λ ∈ (Λ0,+∞). Moreover, if g is odd in u, then for each m  1, there exists Λm > 0 such that (Pλ) has at least m
pairs of nontrivial solutions whenever λ ∈ (Λm,+∞).
2. The embedding theorem and space decomposition
In this section, we ﬁrst study the spectrum of the operator Aλ = − + λV , where λ = ε−2 > 0. Recall that the op-
erator Aλ is self-adjoint on L2(RN ) := H with domain D(Aλ) = H2(RN ) if λV (x) is bounded and D(Aλ) ⊆ H2(RN ) if
λV (x) is not bounded. Let σd(Aλ), σess(Aλ) denote, respectively, the discrete spectrum and the essential spectrum of Aλ .
Set λe := infσess(Aλ). Let | · |p denote the usual Lp-norm, and (·,·)2 the usual H-inner product. Especially, if V (x) → ∞ as
|x| → ∞, then σd(Aλ) = σ(Aλ). In this case we set λe = ∞.
Lemma 2.1. Suppose (V0) holds. Then λe  λb.
Proof. This result is that of Lemma 2.4 in [2]. Here we give the outline of the proof for reader’s convenience. Set Nλ :=
λ(V (x)− b), N±λ = max{±Nλ,0}, and Dλ := −+ λb+ N+λ . By (V0), the multiplicity operator N−λ is compact relative to Dλ .
By the Weyl’s theorem, we know that σess(Aλ) ⊂ σess(Dλ) ⊂ [λb,∞). 
In the following, we follow the idea of [4,29] to establish the variational framework. Let {E(ν): ν ∈ R} be the spectral
family of Aλ , and denote by |Aλ| and |Aλ| 12 its absolute value and square root, respectively. Aλ has polar decomposition
Aλ = U |Aλ| with U = I − E(0) − E(−0), and the Hilbert space H has an orthogonal decomposition
H = H− ⊕ H0 ⊕ H+, z = z− + z0 + z+,
where H± = {z ∈ H; Uz = ±z} and H0 = {z ∈ H; Uz = 0} (see Theorem IV, 3.3 in [7]). Lemma 2.1 implies that
dim(H0) < ∞. Let P0 : H → H0 denote the associated projector. By spectrum theory, we have that P0 commutes with
Aλ and |Aλ|. Clearly, D(Aλ) is a Hilbert space with the inner product
〈z,w〉Aλ := (Aλz, Aλw)2 +
(P0z,P0w)2 = (|Aλ|z, |Aλ|w)2 + (P0z,w)2,
whose induced norm will be denoted by | · |Aλ . Deﬁne
Aˆλ := |Aλ| + P0.
Then D(Aλ) = D( Aˆλ). Noting that P0|Aλ| = |Aλ|P0 = 0, we have for z,w ∈ D( Aˆλ),
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(|Aλ|z, |Aλ|w)2 + (P0z,P0w)2 = (|Aλ|w, |Aλ|z)2 + (P0z,w)2
= (Aλz, Aλw)2 +
(P0z,P0w)2 = 〈z,w〉Aλ ,
and hence,
|z|Aλ = | Aˆλz|2, ∀z ∈ D(Aλ). (2.1)
Let E := D(|Aλ| 12 ) be the domain of the self-adjoint operator |Aλ| 12 which is a Hilbert space equipped with the inner
product
(z,w)λ =
(|Aλ| 12 z, |Aλ| 12 w)2 + (P0z,P0w)2,
and the induced norm ‖z‖λ = (z, z)
1
2
λ . E has the following orthogonal decomposition
E = E−λ ⊕ E0λ ⊕ E+λ , where E±λ = E ∩ H± and E0λ = H0
with respect to both (·,·)2 and (·,·)λ inner products. In fact, orthogonality in (·,·)2 follows from the decomposition of H. To
show the orthogonality in (·,·)λ , for z± ∈ H± ∩D(Aλ), we have(
z+, z−
)
λ
= (|Aλ| 12 z+, |Aλ| 12 z−)2 = (|Aλ|z+, z−)2 = (|Aλ|Uz+, z−)2
= (Aλz+, z−)2 = (z+, Aλz−)2 = (z+, |Aλ|Uz−)2 = −(z+, |Aλ|z−)2
= −(|Aλ| 12 z+, |Aλ| 12 z−)2 = −(z+, z−)λ,
hence (z+, z−)λ = 0. Since D(Aλ) is dense in E , one see that E+λ and E−λ are orthogonal in (·,·)λ . Similarly, one can check
that E±λ are orthogonal to E0λ in the inner product (·,·)λ . Observe that for all z ∈ D(Aλ) and w ∈ D(|Aλ|
1
2 ),
(
Aˆ
1
2
λ z, Aˆ
1
2
λ w
)
2 = ( Aˆλz,w)2 =
((|Aλ| + P0)z,w)2 = (|Aλ|z,w)2 + (P0z,w)2
= (|Aλ| 12 z, |Aλ| 12 w)2 + (P0z,P0w)2 = (z,w)λ.
Consequently, since D(Aλ) = D( Aˆλ) is a core of Aˆ
1
2
λ , we have
(z,w)λ =
(
Aˆ
1
2
λ z, Aˆ
1
2
λ w
)
2, for all z,w ∈ D
(|Aλ| 12 ),
which implies in particular that
‖z‖λ =
∣∣ Aˆ 12λ z∣∣2 for all z ∈ E. (2.2)
The self-adjoint operator A0 := − + 1 acts on H with D(A0) = H2 := H2(RN ). For z ∈ H1(RN ), we have∣∣A 120 z∣∣22 = (A 120 z, A 120 z)2 = (A0z, z)2 = |∇z|22 + |z|22 = ‖z‖2H1 . (2.3)
Hence D(A
1
2
0 ) = H1(RN ) (see [3]).
Lemma 2.2. For each z ∈ D(Aλ) ⊂ H2 , there exists h3 > 0 such that
|A0z|2  h3| Aˆλz|2. (2.4)
Proof. Let A1 be the restriction of A0 to D(Aλ). A1 is a linear operator from D(Aλ) to H. We claim that A1 is closed.
Indeed, let zn
|·|Aλ−→ z and A1zn |·|2−→ w . Since (D(Aλ), | · |Aλ ) is complete, we have z ∈ D(Aλ). Since A0 is a closed operator,
A1zn = A0zn → A0z = A1z. Hence the claim holds. Now the Closed Graph Theorem implies that A1 : D(Aλ) → H is a
bounded linear operator. So |A0z|2 = |A1z|2  d|z|Aλ for all z ∈ D(Aλ). This together with (2.1), implies (2.4). 
Proposition 2.3. E embeds continuously into H1(RN ). Hence, E embeds continuously into Lp(RN ) for all 2 p < 2∗ and compactly
into Lploc for all 1 p < 2∗ , where 2∗ := 2NN−2 if N  3, and 2∗ := ∞ if N = 1,2.
Proof. From (2.4), we have
|A0z|2  h3| Aˆλz|2 =
∣∣(h3 Aˆλ)z∣∣2
for all z ∈ D(Aλ). Thus (A0z, z)2  (h3 Aˆλz, z)2 for all z ∈ D(Aλ) (see Proposition III, 8.11 of [7]). This implies∣∣A 12 z∣∣2 = (A0z, z)2  (h3 Aˆλz, z)2 = h3∣∣ Aˆ 12 z∣∣20 2 λ 2
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1
2
λ , we obtain that |A
1
2
0 z|22  h3| Aˆ
1
2
λ z|22 for all
z ∈ E . This, jointly with (2.2), shows that
∣∣A 120 z∣∣22  h3‖z‖2λ for all z ∈ E,
which, together with (2.3), implies that
‖z‖H1(RN )  h4‖z‖λ for all z ∈ E. 
From now on we ﬁx a number  with
γ <  < bmax,
where γ is given in the assumption (R4). Let k be the number of the eigenfunctions with corresponding eigenvalues lying
in [−λ,λ]. We write gi (1 i  k) for the eigenfunctions. Set
Hd := span{g1, . . . , gk}.
So we have the following orthogonal decomposition for H:
H = Hd ⊕ He, z = zd + ze.
Correspondingly, E has the decomposition
E = Edλ ⊕ Eeλ with Edλ = Hd and Eeλ = E ∩ He, (2.5)
orthogonal with respect to both the inner products (·,·)λ and (·,·)2. Moreover, by Lemma 2.1, we have
λ|z|22  ‖z‖2λ for all z ∈ Eeλ. (2.6)
3. The abstract critical point theorems
Now, we deﬁne
Ψ (u) =
∫
RN
G
(
x,u(x)
)
dx.
By assumptions and Proposition 2.3 Ψ (u) ∈ C1(E,R) and
Ψ ′(u)v =
∫
RN
g
(
x,u(x)
)
v(x)dx, ∀u, v ∈ E.
Deﬁne the functional
Φλ(u) = 1
2
(∥∥u+∥∥2
λ
− ∥∥u−∥∥2
λ
)− λΨ (u), ∀u = u− + u0 + u+ ∈ E.
Then Φλ(u) ∈ C1(E,R), and for each u, v ∈ E
Φ ′λ(u)v =
∫
RN
(−u(x) + λV (x)u(x) − λg(x,u(x)), v(x))dx. (3.1)
It follows that critical points of Φλ are solutions of (Pλ).
In order to study the critical points of Φλ , we now recall some abstract critical point theory developed recently in [1];
see also [16,17] for earlier results on that direction.
Let (E,‖ · ‖) be a Banach space with direct sum decomposition E = X ⊕ Y and P X , PY denote the projections onto
X , Y , respectively. For a functional Φλ ∈ C1(E,R), we write Φλa := {z ∈ E: Φλ(z)  a}, Φbλ := {z ∈ E: Φλ(z)  b} and
Φbλa = Φλa ∩ Φbλ . Recall that Φλ is said to be weakly sequentially upper semi-continuous if for any zn ⇀ z in E one has
Φλ(z) lim infn→∞ Φλ(zn), and Φ ′λ is said to be weakly sequentially continuous if limn→∞ Φ ′λ(zn)w = Φ ′λw for each w ∈ E.
A sequence {zn} ⊂ E is said to be a (C)c-sequence if Φλ(zn) → c and (1 + ‖zn‖)Φ ′λ(zn) → 0. Φλ is said to satisfy the
(C)c-condition if any (C)c-sequence has a convergent subsequence.
From now on we assume that X is separable and reﬂexive, and ﬁx a countable dense subset B ⊂ X∗ . For each b ∈ B
there is a semi-norm on E deﬁned by
Pb : E = X ⊕ Y → R, Pb(x+ y) = qb(x) + ‖y‖, for x+ y ∈ X ⊕ Y ,
where qb(x) = |(x,b)X,X∗ | = |b(x)|. We denote by TB the induced topology. Let w∗ denote the weak∗-topology on E∗ .
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(A0) For any c > 0, there exists ξ > 0 such that ‖z‖ < ξ‖PY z‖ for all z ∈ Φλc .
(A1) For any c ∈ R, Φλc is TB -closed, and Φ ′λ : (Φλc,TB) → (E∗,w∗) is continuous.
(A2) There exists  > 0 with κ := infΦλ(SY ) > 0 where SY := {z ∈ Y : ‖z‖ = }.
Then we have the following theorem:
Theorem 3.1. Let (A0)–(A2) be satisﬁed and suppose there are R >  > 0 and e ∈ Y with ‖e‖ = 1 such that supΦλ(∂M) κ where
M := {z = x+ se; s 0, x ∈ X, ‖z‖ R}. If Φλ satisﬁes the (C)c-condition for all c  c˜ := supΦλ(M), then Φλ has a critical point
z with κ Φλ(z) c˜.
This theorem is a special case of Theorem 4.4 of [1].
To get the multiple critical points we further assume:
(A3) There are a ﬁnite-dimensional subspace Y0 ⊂ Y and R >  such that for E0 := X ⊕ Y0 and B0 := {z ∈ E0; ‖z‖ R} we
have that c˜ := supΦλ(E0) < ∞ and supΦλ(E0 \ B0) < infΦλ(B ∩ Y ).
A special case of Theorem 4.6 of [1] is
Theorem 3.2. Suppose that Φλ is even and satisﬁes the assumptions (A1), (A2), (A3) and the (C)c-condition for all c ∈ [κ, c˜]. Then
it has at least Υ := dim Y0 pairs of critical points with critical values less or equal to c˜.
4. Some preliminary works
4.1. The (C)c-sequences
In this section we discuss the Cerami-condition on E .
Lemma 4.1.1. Let (V0), (R1)–(R5) be satisﬁed. Then any (C)c-sequences is bounded.
Proof. Let {un} ⊂ E be such that
Φλ(un) → c and
(
1+ ‖un‖λ
)
Φ ′λ(un) → 0. (4.1)
Then, there is constant C0 > 0 such that
Φλ(un) − 1
2
Φ ′λ(un)un = λ
∫
RN
(
1
2
g(x,un)un − G(x,un)
)
 C0. (4.2)
To prove that {un} is bounded we develop a contradiction argument related to that introduced in [18]. If ‖un‖λ → ∞, as
n → ∞, let wn := un‖un‖λ . Then ‖wn‖λ = 1, |wn|s  γs‖wn‖λ = γs for all s ∈ [2,2∗). Passing to a subsequence if necessary,
we have wn ⇀ w in E , wn → w in Lsloc for all 1  s < 2∗ , and wn(x) → w(x) for a.e. x ∈ RN . We claim that w(x) = 0.
Arguing by contradiction we assume that w(x) ≡ 0. Then wdn → 0 in E and wn → 0 in Lsloc . Let BR0 := {x ∈ RN ; |x|  R0}
and BcR0 = RN \ BR0 where R0 > 0 is the number given in (R4). It follows from
Φ ′λ(un)(ue+n − ue−n )
‖un‖2λ
= ∥∥wen∥∥2λ − λ
∫
RN
g(x,un)
|un|
(
we+n − we−n
)|wn| (4.3)
that
∥∥wen∥∥2λ = λ
∫
BR0
g(x,un)
|un|
(
we+n − we−n
)|wn| + o(1) + λ
∫
B
c
R0
g(x,un)
|un|
(
we+n − we−n
)|wn|
 Cλ
∫
BR0
∣∣we+n − we−n ∣∣|wn| + o(1) + λγ
∫
BcR0
∣∣we+n − we−n ∣∣|wn|
 λγ
∣∣wen∣∣2 + o(1).2
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1− γ

)∥∥wen∥∥2λ  o(1),
which implies that ‖wen‖2λ → 0. Hence 1 = ‖wn‖2λ = ‖wen‖2λ + ‖wdn‖2λ → 0. This contradiction implies w(x) = 0. By (R2), we
have ru(x,u) = o(u) as |u| → ∞. Again |un| = |wn|‖un‖ → ∞ if w(x) = 0. It is easy to see that∫
RN
g(x,un)ϕ
‖un‖ →
∫
RN
g∞(x)wϕ
for all ϕ ∈ C∞0 (RN ). From (3.1), we have
−w = λ(−V (x) + g∞(x))w. (4.4)
This is impossible if (i) of (R5) is satisﬁed. Now we assume that (ii) of (R5) holds. Thus there exists ρ > 0 such that
1
2 Ru(x,u)u − R(x,u) δ for all |u| ρ . Note that
C0 Φλ(un) − 1
2
Φ ′λ(un)un = λ
∫
R
(
1
2
Ru(x,un)un − R(x,un)
)
 λ
∫
|un|ρ
(
1
2
Ru(x,un)un − R(x,un)
)
 λδ
∣∣{x ∈ RN : ∣∣un(x)∣∣ ρ}∣∣,
hence ∣∣{x ∈ RN : ∣∣un(x)∣∣ ρ}∣∣ C0
λδ
.
Set Ξ := {x ∈ RN : w(x) = 0}. By (4.4) and the unique continuation arguments similar to [5,28], we deduce that |Ξ | = ∞.
Hence there exist ε > 0 and Ξ ′ ⊂ RN such that |w(x)| 2ε for x ∈ Ξ ′ and 2C0
λδ
 |Ξ ′| < ∞. By Egoroff’s theorem, we can
ﬁnd a set Ξ ′′ ⊂ Ξ ′ with |Ξ ′′| > C0
λδ
such that wn → w uniformly on Ξ ′′ . So for almost all n, |wn(x)|  ε and |un(x)|  ρ
in Ξ ′′ . Then
C0
λδ
< |Ξ ′′| ∣∣{x ∈ RN : ∣∣un(x)∣∣ ρ}∣∣ C0
λδ
.
This contradiction proves Lemma 4.1.1. 
Let {un} be an arbitrary (C)c-sequence. By Lemma 4.1.1 it is bounded, hence, we may assume without loss of generality
that un ⇀ u in E , un → u in Lqloc for 1 q < 2∗ and un(x) → u(x) a.e. in x. Plainly, u is a critical point of Φλ .
Lemma 4.1.2. Let q ∈ [2,2∗) and assume that (V0), (R1)–(R2), (R4)–(R5) are satisﬁed. There exists a subsequence {un j } such that
for any β > 0, there exists Rβ > 0 such that
limsup
j→∞
∫
Γ j\ΓR
|un j |q  β (4.5)
for all R  Rβ , where Γk := {x ∈ RN ; |x| k}.
Proof. We follow the idea of the proof in [2,9]. For each j ∈ N, ∫
Γ j
|un|q →
∫
Γ j
|u|q as n → ∞. There exists nˆ j ∈ N such that∫
Γ j
(|un|q − |u|q)< 1
j
for all n = nˆ j + i, i = 1,2, . . . .
Without loss of generality we can assume nˆ j+1  nˆ j . In particular, for n j = nˆ j + j we have∫
Γ j
(|un j |q − |u|q)< 1j .
Clearly, there is Rβ satisfying∫
N
|u|q < β (4.6)
R \ΓR
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Γ j\ΓR
|un j |q =
∫
Γ j
(|un j |q − |u|q)+
∫
Γ j\ΓR
|u|q +
∫
ΓR
(|u|q − |un j |q)
 1
j
+
∫
RN\ΓR
|u|q +
∫
ΓR
(|u|q − |un j |q),
by (4.6), the lemma now follows easily. 
Remark 4.1.1. By the proof of Lemma 4.1.2, we can have some subsequence of {un j } satisfying Lemma 4.1.2 for both q = 2
and q = p.
Let η : [0,∞] → [0,1] be a smooth function satisfying η(s) = 1 if s  1, η(s) = 0 if s  2. Deﬁne u˜ j(x) = η( 2|x|j )u(x).
Clearly,
‖u˜ j − u‖λ → 0, as j → ∞. (4.7)
Lemma 4.1.3. Assume that (V0), (R1)–(R2), (R4)–(R5) are satisﬁed. Then Φ ′λ(un j − u˜ j) → 0.
Proof. Observe that, for any v ∈ E
Φ ′λ(un j − u˜ j)v = Φ ′λ(un j )v − Φ ′λ(u˜ j)v + λ
∫
RN
(
g(x,un j ) − g(x,un j − u˜ j) − g(x, u˜ j)
)
v.
Now, (4.7) and the local compactness of Sobolev embeddings imply that, for any R > 0,
lim
j→∞
∣∣∣∣∣
∫
ΓR
(
g(x,un j ) − g(x,un j − u˜ j) − g(x, u˜ j)
)
v
∣∣∣∣∣= 0
uniformly in ‖v‖λ  1. For any β > 0, let Rβ > 0 be so large that (4.5) and (4.6) hold. Then
limsup
j→∞
∫
Γ j\ΓR
|u˜ j |q 
∫
RN\ΓR
|u|q  β
for all R  Rβ . Using (4.5) for q = 2, p and by Remark 1.1, we have
limsup
j→∞
∣∣∣∣∣
∫
RN
(
g(x,un j ) − g(x,un j − u˜ j) − g(x, u˜ j)
)
v
∣∣∣∣∣
= limsup
j→∞
∣∣∣∣∣
∫
Γ j\ΓR
(
g(x,un j ) − g(x,un j − u˜ j) − g(x, u˜ j)
)
v
∣∣∣∣∣
 C1 limsup
j→∞
∫
Γ j\ΓR
(|un j | + |u˜ j |)|v| + C2 limsup
j→∞
∫
Γ j\ΓR
(|un j |p−1 + |u˜ j |p−1)|v|
 C1 limsup
j→∞
(|un j |H(Γ j\ΓR ) + |u˜ j |H(Γ j\ΓR ))|v|2 + C2 limsup
j→∞
(|un j |p−1Lp(Γ j\ΓR ) + |u˜ j |p−1Lp(Γ j\ΓR ))|v|p
 C3β
1
2 + C4β
p−1
p ,
uniformly in ‖v‖λ  1. Since ‖Φ ′λ(un j )‖ → 0 and ‖Φ ′λ(u˜ j)‖ → 0. This proves the lemma. 
Lemma 4.1.4. Assume that (V0), (R1)–(R2), (R4)–(R5) are satisﬁed. Then Φλ(u) satisﬁes the (C)c-condition.
Proof. Let {un} ⊂ E be an arbitrary (C)c-sequence. Now we use the decomposition E = Edλ ⊕ Eeλ of (2.5). Recall that
dim Edλ < ∞. Write
x j := un j − u˜ j = xd + xe.j j
J. Wang et al. / J. Math. Anal. Appl. 357 (2009) 403–415 411Then xdj = (udn j − ud) + (ud − u˜dj ) → 0, and by Lemma 4.1.3, Φ ′λ(x j) → 0. Let x˜ej = xe+j − xe−j . Then
o(1) = Φ ′λ(x j)x˜ej =
∥∥xej∥∥2λ − λ
∫
RN
g(x, x j)x˜
e
j . (4.8)
Recall that BR0 := {x ∈ RN ; |x| R0} and BcR0 := RN \ BR0 , where R0  0 is deﬁned in (R4). By (4.8), we have
∥∥xej∥∥2λ  o(1) + λ
∫
BR0
|g(x, x j)|
|x j| |x j |
∣∣x˜ej∣∣+ λ
∫
BcR0
|g(x, x j)|
|x j | |x j |
∣∣x˜ej∣∣
 o(1) + cλ
∫
BR0
|x j |
∣∣x˜ej∣∣+ λγ
∫
BcR0
|x j |
∣∣x˜ej∣∣
 o(1) + γ λ∣∣xej∣∣22  o(1) + γ
∥∥xej∥∥2λ.
Hence (1 − γ

)‖xej‖2λ → 0, and so ‖x j‖λ → 0. Note that un j − u = x j + (u˜ j − u), and hence ‖un j − u‖λ → 0. This ends the
proof. 
4.2. Linking structure
In order to study the linking structure of the function Φλ , we ﬁrst give the following lemma:
Lemma 4.2.1. Assume that (V0) holds. Then for each m ∈ N, there exists Λm > 0 such that Aλ has at least m eigenvalues (counted
with multiplicity) lying in (0, λβ) for all λΛm, where β is given in (R3).
Proof. Similar to Lemma 5.2 of [29], we will establish this lemma constructively. By Lemma 2.1, we know that σess(Aλ) ⊂
R \ (−∞, λbmax]. Set 0< θ < 1,
Ξθ :=
{
x ∈ RN : θβ
2
 V (x) θβ
}
and Ωθ := intΞθ .
For each m ∈ N, we choose m real functions ω j ∈ C∞0 (Ωθ ,R), j = 1,2, . . . ,m, satisfying
|ω j |2 = 1 and suppω j ∩ suppωk = ∅ if j = k.
Let
η j = (ω j,0, . . . ,0) ∈ C∞0
(
Ωθ,R
N), j = 1,2, . . . ,m.
Plainly, η1, . . . , ηm are linearly independent. Moreover,
|∇η j |22 +
λβθ
2
 (Aλη j, η j)2 = |∇η j |22 + λ
∫
RN
V (x)|η j |2 dx |∇η j |22 + λβθ. (4.9)
For any λ > 0, we have the representation η j = η+λ j + η0λ j + η−λ j ( j = 1,2, . . . ,m), where η±λ j ∈ E±λ and η0λ j ∈ E0λ . Set
Nm := span{η1, . . . , ηm} and Nλm := span
{
η+λ1, . . . , η
+
λm
}
.
Similar to Lemma 4.7 of [30], we know that dim(Nλm) =m for all λ > 0. Indeed, suppose that ∑mj=1 k jη+λ j = 0 with k j ∈ R,
j = 1,2, . . . ,m. Then
m∑
j=1
k jη j =
m∑
j=1
k jη
0
λ j +
m∑
j=1
k jη
−
λ j +
m∑
j=1
k jη
+
λ j
=
m∑
j=1
k jη
0
λ j +
m∑
j=1
k jη
−
λ j ∈ E0λ ⊕ E−λ ,
and so
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∥∥∥∥∥
m∑
j=1
k jη
−
λ j
∥∥∥∥∥
2
λ
=
(
Aλ
(
m∑
j=1
k jη
−
λ j
)
,
(
m∑
j=1
k jη
−
λ j
))
2
=
(
Aλ
(
m∑
j=1
k jη j
)
,
(
m∑
j=1
k jη j
))
2
=
m∑
j=1
|k j |2(Aλη j, η j)2.
By (4.9), we know that (Aλη j, η j)2 > 0 ( j = 1,2, . . . ,m). This implies that k j = 0 for j = 1,2, . . . ,m. So η+λ1, . . . , η+λm are
linearly independent. Thus η+
λ j ≡ 0 ( j = 1,2, . . . ,m). Let
N ′λm := span
{
η¯+λ1, . . . , η¯
+
λm
}
,
where η¯+
λ j =
η+
λ j
|η+
λ j |2
. Then dim(N ′λm) =m for all λ > 0 and |η¯+λ j |2 = 1 ( j = 1,2, . . . ,m). In the following, we set
δ = max{∣∣∇η¯+
λ j
∣∣2
2: j = 1,2, . . . ,m
}
.
Obviously, δ is independent of λ. Denote u =∑mj=1 c jη¯+λ j ∈ N ′λm , it is clear that |u|22 =∑mj=1 c2j . Since
λβθ
2
|u|22  ‖u‖2λ = (Aλu,u)2 =
m∑
j=1
c2j
(
Aλη¯
+
j , η¯
+
j
)
2
 (δ + λβθ)|u|22 =
[
λβ + δ + λβ(θ − 1)]|u|22,
then
‖u‖2λ − λβ|u|22 
[
δ + λβ(θ − 1)]|u|22.
Noting that 0< θ < 1, there exists Λm > 0 such that
‖u‖2λ − λβ|u|22 −γθ |u|22, ∀λ ∈ [Λm,∞),
where γθ > 0. From the above, we obtain that for λΛm
μm(Aλ|H+ ) := inf
(F⊂E+λ ,dim(F )=m)
sup
(η∈E−λ ⊕F , |η|2=1)
(Aλη,η)2
 sup
u∈N ′λm, |u|2=1
(Aλu,u)2
 sup
u∈N ′λm, |u|2=1
(λβ − γθ )
< λβ
(see Lemma 5.2 of [29]). The conclusion follows. 
Next, we study linking structure of the function Φλ . For each m  1, by Lemma 4.2.1, there exists Λm > 0 such that,
for each λ > Λm , Aλ has at least m eigenvalues (counted with multiplicity) lying in (0, λβ). We arrange them as 0 < μ1 
· · ·  μm < λβ . Let e j denote the corresponding eigenfunctions: Ae j = μ je j for j = 1, . . . ,m. Set N0 := span{e1, . . . , em}.
Obviously,
μ1|u|22  ‖u‖2λ μm|u|22 for all u ∈ N0.
For any ﬁnite-dimensional subspace W of N0, set EW = E− ⊕ E0 ⊕ W .
Lemma 4.2.2. Let (V0), (R1)–(R3) be satisﬁed. Then there is λ > 0 such that κλ := infΦλ(S+λ) > 0, where S+λ = ∂Bλ ∩ E+λ ,
Bλ := {u ∈ E; ‖z‖λ  λ}.
Proof. By the inequality (1.2), we choose p > 2 such that for any ε > 0,
Ψ (u) ε|u|22 + Cε|u|pp  C
(
ε‖u‖2λ + Cε‖u‖pλ
)
,
for all u ∈ E+λ . Thus,
Φλ(u) = 1
2
‖u‖2λ − λΨ (u)
(
1
2
− Cλε
)
‖u‖2λ − λCε‖u‖pλ,
and the desired result follows. 
J. Wang et al. / J. Math. Anal. Appl. 357 (2009) 403–415 413Lemma 4.2.3. Let (V0), (R1)–(R3) be satisﬁed, and λ > 0 be given in Lemma 4.2.2. Then for each λ > Λm, and any subspace W
of N0 , supΦλ(EW ) < ∞, there is RWλ > 0 such that Φλ(u) < infΦλ(Bλ ∩ E+λ ) for all u ∈ EW with ‖u‖λ  RWλ .
Proof. It is suﬃcient to show that Φλ(u) → −∞ as u ∈ EW , ‖u‖λ → ∞. Arguing indirectly, assume that for some sequence
{un} ⊂ EW with ‖un‖λ → ∞, there is K > 0 such that Φλ(un)−K for all n. Then, setting wn = un‖un‖λ , we have ‖wn‖λ = 1,
wn ⇀ w , w−n ⇀ w− , w0n → w0, w+n → w+ ∈ W and
− K‖un‖2λ
 Φλ(un)‖un‖2λ
= 1
2
∥∥w+n ∥∥2λ − 12
∥∥w−n ∥∥2λ − λ
∫
RN
G(x,un)
‖un‖2λ
. (4.10)
We claim that w+ = 0. Indeed, if not, it follows from (4.10) and (R1) that ‖w−n ‖λ → 0 and thus wn → w = w0. Also∫
RN
G(x,un)
‖un‖2λ
→ 0.
Let R(x,u) := G(x,u) − 12 g∞(x)u2. Then |R(x,u)| C |u|2 and R(x,u)|u|2 → 0 uniformly in x as |u| → ∞. Since |un| → ∞ if
w(x) = 0,
o(1) =
∫
RN
G(x,un)
‖un‖2λ
= 1
2
∫
RN
g∞(x)|wn|2 + 1
2
∫
RN
R(x,un)|wn|2
|un|2
 1
2
β|wn|22 −
∫
RN
|R(x,un)||wn − w|2
|un|2 −
∫
w(x)=0
|R(x,un)||w|2
|un|2
= 1
2
β|wn|22 − 0(1), (4.11)
where β is given in (R3). It follows that |wn|2 → 0. Then 1 = ‖wn‖λ → 0 and this contradiction implies that w+ = 0. Since
λ > Λm , we have∥∥w+∥∥2
λ
− ∥∥w−∥∥2
λ
− λ
∫
RN
g∞(x)w2 
∥∥w+∥∥2
λ
− ∥∥w−∥∥2
λ
− βλ|w|22 −(λβ −μm)
∣∣w+∣∣22 < 0.
So there is suﬃciently large R > 0 such that
∥∥w+∥∥2
λ
− ∥∥w−∥∥2
λ
− λ
∫
BR
g∞(x)w2 < 0, (4.12)
where BR := {x ∈ RN : |x| R}. Note that
lim
n→∞λ
∫
BR
R(x,un)
‖un‖2λ
= λ lim
n→∞
∫
BR
R(x,un)|wn|2
|un|2 = 0.
Thus (4.10), (4.11) and the weakly semi-continuity of norm imply that
0 lim
n→∞
(
1
2
∥∥w+n ∥∥2λ − 12
∥∥w−n ∥∥2λ − λ
∫
BR
G(x,un)
‖un‖2λ
)
 1
2
(∥∥w+∥∥2
λ
− ∥∥w−∥∥2
λ
− λ
∫
BR
g∞(x)w2
)
< 0,
a contradiction. 
Especially, we have the following lemma:
Lemma 4.2.4. Let (V0), (R1)–(R3) be satisﬁed, and κλ > 0 be given by Lemma 4.2.2. Then, letting e ∈ N0 with ‖e‖λ = 1, there is
Rλ > λ > 0,Λ0 > 0 such that supΦλ(∂Q )  κλ , for all λ > Λ0 , where Q := {u = u− + u0 + se: u− + u0 ∈ E−λ ⊕ E0λ, s  0,‖u‖λ  Rλ}.
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In this section we will apply Theorems 3.1 and 3.2 to Φλ and obtain solutions for (Pλ). Let E := E , E+λ = Y and
E−λ ⊕ E0λ = X . Then X is separable and reﬂexive. Let B be a countable dense subset of X∗ .
Lemma 5.1. Φλ satisﬁed (A0).
Proof. For any c > 0 and u ∈ Φλc , using the fact that G(x,u) 0 one has
0< c  1
2
(∥∥u+∥∥2
λ
− ∥∥u−∥∥2
λ
)
 1
2
∥∥u+∥∥2
λ
.
This yields∥∥u+∥∥
λ
>
∥∥u−∥∥
λ
,
∥∥u+∥∥2
λ
 2c. (5.1)
It suﬃces to show that there exists C > 0 such that ‖u0‖λ  C‖u+‖λ . If not, there is a sequence {un} ⊂ Φλc such that
‖un‖2λ 
∥∥u0n∥∥2λ  n∥∥u+n ∥∥2λ. (5.2)
By (5.1), ‖u0n‖λ → ∞, and so ‖un‖λ → ∞. Set wn := un‖un‖λ , w±n :=
u±n‖un‖λ and w
0
n := u
0
n‖un‖λ . Then ‖wn‖λ = 1 and ‖w+n ‖λ 
1
n → 0, hence ‖w−n ‖λ → 0 as n → ∞. Therefore, we can assume that there is a subsequence {wn}, wn ⇀ w . Thus, wn → w0
and ‖w0‖λ = 1. Recall that G(x,u) = 12 g∞(x)u2 + R(x,u), where R(x,u)|u|2 → 0, as |u| → ∞ uniformly in x. From (5.2) and
Φλ(un) c, one has
∥∥u0n + u−n ∥∥2λ  (n − 1)∥∥u+n ∥∥2λ  (n − 1)
(
2c + ∥∥u−n ∥∥2λ + 2λ
∫
RN
G(x,u)
)
,
or ∥∥u0n∥∥2λ  (n − 1)2c + (n − 2)∥∥u−n ∥∥2λ + 2(n − 1)λ
∫
RN
G(x,u).
Since G(x,u) 0, we have
1
∥∥w0n∥∥2λ  2c(n − 1)‖un‖2λ + (n − 2)
∥∥w−n ∥∥2λ + 2(n − 2)λ
∫
RN
G(x,u)
‖un‖2λ
,
and so
∫
RN
G(x,u)
‖un‖2λ
 12(n−2)λ → 0, as n → ∞. Hence
o(1) =
∫
RN
G(x,un)
‖un‖2λ
= 1
2
∫
RN
g∞(x)|wn|2 + 1
2
∫
RN
R(x,un)|wn|2
|un|2
 1
2
β|wn|22 −
∫
RN
|R(x,un)||wn − w|2
|un|2 −
∫
w(x)=0
|R(x,un)||w|2
|un|2
= 1
2
β|wn|22 − 0(1), (5.3)
where β > 0 is given in (R3). This implies that |wn|22 → 0 as n → ∞. Then ‖wn‖2λ → 0, and this is a contradiction with‖wn‖λ = 1. 
Lemma 5.2. Φλ satisﬁed (A1).
Proof. For every a ∈ R, consider a sequence {un} in Φλa which TB -converges to u ∈ E , and write un = u+n + u0n + u−n ,
u = u+ + u0 + u− . Observe that u+n converges to u+ in norm. Since Ψ (u) 0 for all u ∈ E , it follows from
1∥∥u−n ∥∥2λ = 1∥∥u+n ∥∥2λ − Φλ(un) − λΨ (un) C2 2
J. Wang et al. / J. Math. Anal. Appl. 357 (2009) 403–415 415that u−n is bounded, hence u−n ⇀ u− . Since dim E0λ < ∞, the TB -convergence coincides with the weak convergence. Therefore
un ⇀ u. By Fatou’s lemma, Ψ is weakly sequentially lower semi-continuous. Thus, it follows from the deﬁnition of the Φλ
that Φλ(u) lim infΦλ(un) a, so Φλa is TB -closed. By Proposition 2.3, Ψ ′ is weakly sequentially continuous. Then suppose
{un} ⊂ E is TB -converges towards u in Φλa , as above it follows that un is bounded and converges weakly towards u. Then
Φ ′λ(un)
w∗−→ Φ ′λ(u). 
Proof of Theorem 1.3.1. (Existence.) Let X = E−λ ⊕ E0λ and Y = E+λ , by Lemmas 5.1 and 5.2, we know that the conditions
(A0) and (A1) hold. Moreover, Lemmas 4.2.2 and 4.2.4 show that Φλ possesses the linking structure for all λ > Λ0, and the
(C)c-condition is satisﬁed by Lemma 4.1.4. Then Φλ has at lest one nontrivial critical point u with λΛ0.
(Multiplicity.) Assume that g is old in u. Then Φλ is even. Lemma 4.2.3 says that Φλ satisﬁed (A3) with m = dimN0.
Therefore, for all λΛm , Φλ has at least m pairs of nontrivial critical points by Theorem 3.2. 
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