In this note, we investigate almost sure exponential stability for a class of switching diffusion processes. Lyapunov type sufficient conditions to ensure this type of stability for nonlinear switching diffusions are derived. The conditions are an improvement over related results in the literature, since they do not rely on the moment stability of the system. These conditions are then specialized to case of linear switching diffusion processes, to provide easily checkable sufficient criteria for exponential stabilization and robust stability.
diag(10; 10; 10; 10; 10; 10); 3(s) = (s + 2:5) 3 . The initial values of all parameters are chosen as zero.
First, we compare the modified least-squares with the polynomial identification [6] under the same conditions. As shown in Fig. 1 , the modified least-squares and the polynomial identification exhibit satisfactory performance. However, the proposed algorithms give better estimation results since they are better approximation to the exact nonlinear least-squares, and the addition of the momentum term can improve the parameter convergence speed. Fig. 2 shows the effect of the different parameter on estimation performance. It is demonstrated that larger can lead to larger normalizing signal and slow down the speed of convergence.
We use the identification error E = (1=N) N k=1 [y(kTt) 0 y(kT t )] 2 to compare the performance of these algorithms with the direct identification [9] , where T t is the sampling time, y(kT t ) and 
IV. CONCLUSION
This note has presented the modified least-squares with momentum term for the estimates of unknown time delay and rational dynamics of the continuous-time systems. A distinctive characteristic of the proposed identification algorithm in contrast to existing continuous-time methods is its ability for online identification of high-order systems with unknown time delay. The performances of the proposed algorithm, the polynomial identification and the direct identification from step responses were compared with simulations.
I. INTRODUCTION
Markovian jump systems are a class of stochastic hybrid systems, whose state can be partitioned into two components, denoted here by X(t) and r(t). The first component takes values in Euclidean space, while the second component (typically referred to as the "mode") is discrete and takes a finite or countable number of values. Along the trajectories of the Markovian jump system, the mode switches from one value to another in a random way, governed by a Markov process with discrete state space; the evolution of this Markov process may also depend on the continuous state. The continuous state, on the other hand, flows along the solution of an ordinary or stochastic differential equation; the dynamics of this differential equation may depend on the value of the mode at the given time. In general, the continuous state may also display instantaneous jumps, concurrently or independently of the jumps of the mode. In the special case where the evolution of the continuous state does not display any jumps the resulting stochastic process is typically referred to as a switching diffusion process [7] , [9] .
The stability and control of Markovian jump systems has recently received a lot of attention. For example, Ji and Chizeck [11] and Mariton [18] studied the stability of linear jump equations dX(t) = A(r(t))X(t)dt (1) where r(t) is a Markov chain taking values in S = f1; 2; . . . ; Ng.
Dragan and Morozan [5] obtained necessary and sufficient conditions for the exponential stability in mean square for linear switching diffusion processes. Mao [16] [24] and Wonham [27] studied the linear quadratic regulator problem and Mariton and Bertrand [19] extended this to the case of output feedback. Pakshin [21] studied robust stability and stabilization of linear jump systems. Finally, Ghosh et al. [7] , [9] developed a dynamic programming approach to the optimal control of general, nonlinear switching diffusions. Classical stochastic stability theory deals not only with moment stability but also almost sure stability [8] , [12] , [15] . Mao [16] investigated the almost sure exponential stability of switching diffusions. However, the almost sure exponential stability conditions given in his work rely on moment exponential stability. It is known that a system may possess the almost sure exponential stability property without being moment stable. Therefore, it is desirable to obtain direct almost sure exponential stability conditions that do not rely on moment stability. The aim of this note is to provide such conditions for nonlinear switching diffusions, in the special case where the mode evolves independently of the continuous state. These conditions are subsequently used to obtain stabilization and robust stability conditions for systems whose stochastic differential equation in each mode is linear.
The material in the note is organized in four sections. In Section II, we investigate almost sure stability for general, nonlinear switching diffusion processes. In Section III, the results of Section II are applied to establish a sufficient criterion for the stabilization of linear switching diffusion processes. In Section IV, robust stability is discussed for the same class of systems.
II. ALMOST SURE EXPONENTIAL STABILITY Let (; F; fF t g t0 ; P ) be a complete probability space with a filtration fFtg t0 satisfying the usual conditions (increasing and right continuous and F 0 contains all P -null sets). Let B(t) = (B 1 t ; . . . ; B m t ) T be an m-dimensional Brownian motion defined on this probability space. Let j 1 j denote the Euclidean norm for vectors or the trace norm for matrices. If A is a square matrix, we denote by max (A) and min (A) its largest and smallest eigenvalues, respectively, while (A) denotes its spectral radius.
Let r(t); t 0, be a right-continuous Markov chain on the probability space taking values in a finite state-space S = f1; 2; . . . ; Ng with generator 0 = (ij)N2N given by
for > 0. Here, ij 0 is the transition rate from i to j if i 6 = j while ii = 0 j6 =i ij . We assume that the Markov chain r( 1 ) is independent of the Brownian motion B( 1 ).
Consider a stochastic differential equation with Markovian switching of the form dX(t) = f (X(t);t; r(t))dt + g(X(t); t; r(t))dB(t)
on t 0 with initial data X(0) = x0 and r(0) = i0 2 S, where f : n 2 + 2S ! n and g : n 2 + 2S ! n2m . The following hypothesis is imposed on the coefficients f and g. (H)f(0; t; i) = 0 and g(0; t; i) = 0 for all i 2 S; t 0. f and g are locally Lipschitz and have linear growth. In other words, For all k = 1; 2; . . ., there is an h k > 0 such that jf(x; t; i) 0 f (y; t; i)j + jg(x; t; i) 0 g(y; t; i)j h k jx 0 yj for all t 0; i 2 S and x; y 2 n with jxj _jyj k. Moreover, there is an h > 0 such that jf(x; t; i)j + jg(x; t; i)j h(1 + jxj)
for all x 2 n and i 2 S; t 0.
It is known [16] that under hypothesis (H), (3) has a unique continuous solution X(t; x 0 ; i 0 ) on t 0 for any given initial data x 0 and i0. Moreover, this solution is the trivial solution X(t; 0; i0) 0 for the initial value x 0 = 0 and any i 0 2 S. We are interested in the stability properties of this trivial solution. 
where as usual For the convenience of the reader, we cite the generalized Ito formula (see [23, Lemma 3, p . 104] or [1] ) for this class of switching diffusion processes. For V 2 C 2;1 ( n 2 + 2 S; ) and t 0 V (X(t); t; r(t)) = V (X(0); 0; r(0)) (V (X(s);s; i0 + h(r(s);l)) 0 V (X(s);s; r(s)))(ds; dl) (6) where (ds; dl) = (ds; dl) 0 m(dl)ds is a martingale measure. We can now state our main result.
Theorem 2.1: Under assumption (H), assume that there exists a function V 2 C 2;1 ( n 2 + 2 S; +) and fx : V (x; t; i) = 0; 8t 0; i 2 Sg = f0g or = ;. Moreover, assume that there exist positive constants ; ; 1 and 2 such that L log V (x; t; i) 0 (7) 1 V (x; t; i) V (x; t; j) 2 8x 2 n ; i; j 2 S (8) jVx(x; t; i)g(x; t; i)j V (x; t; i): (9) Then, the solution of (3) is almost surely exponentially stable.
Remark: Since we have to estimate the quadratic variational process of the martingale with Poisson random measure, we need condition (8) , which is different from the classical stochastic Lyapunov approach.
Proof of Theorem 2.1:
Fix any x 0 6 = 0 and i 0 2 S and write X(t; x 0 ; i 0 ) = X(t). By [16] , X(t) 6 = 0 for all t 0 almost surely.
Using the generalized Itô formula (6) and (7), we have j log V (X(s);s; i0 + h(r(s); l)) 0 log V (X(s);s; r(s))j 2 dsm(dl) max((log 1) 2 ; (log 2) 2 )m(2)t:
By the strong law of the large numbers for local martingales [14, p. 140-141] , we have that lim t!1 M 1 (t) t = 0 a:s: and lim t!1 M 2 (t) t = 0 a:s:
This, together with (10), yields lim t!1 sup log V (X(t);t; r(t)) t 0:
The required assertion follows. Assume that B(t) and r(t) are independent. Consider a one-dimensional stochastic differential equation with Markov switching of the form dX(t) = f(X(t);t; r(t))dt + g(X(t); t; r(t))dB(t) (11) on t 0, where f(x; t; 1) = x sin(x) cos(2t) f(x; t; 2) = 3 2 x + 1 2
x sin 2 x 0 3x 3 g(x; t; 1) = 2x g(x; t; 2) = x sin x:
To examine the exponential stability, we construct a function V : 2 S ! + by V (x; i) = i jxj 2 with 1 = 1 and 2 = a constant to be determined. It is easy to show that L log V (x; t; 1) 0(2012 log ) and L log V (x; t; 2) 0( 21 log 0 3). Notice that if 21 > 1:5 12 then we can select such that 2 0 12 log > 0 and 2 0 12 log > 0, so that (7) is satisfied. It is easy to see that (8) and (9) also hold. Therefore, applying Theorem 2.1, we can conclude that if 21 > 1:5 12 , (11) is almost surely exponentially stable.
III. EXPONENTIAL STABILIZATION OF LINEAR SWITCHING DIFFUSIONS
Stabilization by state feedback is one of the most important issues in classical control theory [5] , [6] , [13] , [26] . So far, the only known results on stabilization for switching diffusion processes are mainly concerned with the design of feedback controllers under which the underlying equations becomes asymptotically stable in moment, e.g., in mean square [2] , [25] . In this section, we treat the same stabilization problem for the case of almost sure exponential stability. We restrict our attention to systems whose dynamics are linear. This allows us to formulate the stabilization criterion in terms of matrix inequalities that can be solved efficiently.
Consider the following linear stochastic differential equation:
[D k (r(t))X(t)]dB k (t) (12) for t 0 with initial value X(0) = x0 2 n and r(0) = i0 2 S. Here, u is an p -valued control. For each mode r(t) = i 2 S, we write A(i) = A i etc. for simplicity; A i ; D ki are all n 2 n matrices, while Ci is an n 2 p matrix.
The main aim of this section is to design a switched, linear state feedback controller of the form u(t) = H(r(t))X(t) based on the state X(t) and the mode r(t), such that the closed-loop system dX(t) = [A(r(t)) + C(r(t))H(r(t))]X(t)dt
[D k (r(t))X(t)]dB k (t) (13) is almost surely exponentially stable. Clearly, for each mode r(t) = i 2 S; H(i) = H i is a p 2 n matrix. Let I denote the n 2 n identity matrix. For an n 2 n matrix Q i and the system of (12) define qi = (1)=( max(Qi)) and pi = N l=1;l6 =i il log max(Q l ) 0 jiij log min(Qi) (14) 
Theorem 3.1: If the matrix equation
has the solutions ; Q i , and H i , subject to Q i = Q T i > 0, then the closed-loop system (13) with controller u(t) = H(r(t))X(t)is almost surely exponentially stable.
By the Schur complement lemma [3] and (16) 
from where it is easy to show that L log V (x; i) 0. It is also not difficult to verify the other conditions of Theorem 2.1. Therefore, (13) is almost surely exponentially stable. Assume that B(t) and r(t) are independent. Consider a two-dimensional stochastic differential systems with Markovian switching of the form
on t 0, where A 1 = 03 1 0:1 02:5 C 1 = 02 0:1 0:05 04 D 1 = 03 00:8 00:01 00:1 A 2 = 10 1 2 15 C 2 = 020 0 0 030 D 2 = 03 0:5 0:1 01 :
By [17] , we know the system (18) without a control (i.e., set u = 0) has the property lim inf t!1 1 t log(jX(t)j) > 0
that is system (18) is not stable without a control. Therefore, it is necessary to design a feedback control in order to stabilize (18 Obviously, Q1 and Q2 are symmetric, positive-definite matrices. By Theorem 3.1, we can then conclude that (18) is almost surely exponentially stable with the feedback control u = H(r(t))x(t) and the exponential rate 01.
IV. ROBUST STABILITY OF LINEAR SWITCHING DIFFUSIONS
In many practical situations, the system parameters can only be estimated with a certain degree of uncertainty. The robustness of stability is therefore another important issue in the stability theory [5] , [15] , [16] . We conclude this brief note by providing a result on the robust stability of linear switching diffusion processes.
Consider the following equation:
dX(t) = [A(r(t)) + 1A(r(t))]X(t)dt + m k=1 D k (r(t))X(t)dB k (t): (20) As before, we will write A(i) = A i , etc. Assume that 1A i = M i H i N i where M i 2 n2p and N i 2 q2n are known real constant matrices but Hi's are unknown p 2 q-matrices such that
Equation (20) can be regarded as the perturbed system of the linear switching system dX(t) = A(r(t))X(t)dt (21) by taking into account the uncertainty of system parameter matrices as well as the standard Brownian motion perturbation. Assuming that system (21) is exponentially stable, we are interested in finding the conditions under which the system can tolerate the parameter uncertainty and the stochastic perturbation without losing the stability property. 
Then, (20) is exponentially stable. The proof of this theorem is similar to the proof of Theorem 3.1, and is omitted in the interest of space.
V. CONCLUSION
We presented Lyapunov sufficient conditions to ensure the almost sure exponential stability of a class of switching diffusion processes. The novelty of the results lies in the fact that they do not require moment stability to ensure almost sure exponential stability. The results were subsequently used to derive sufficient conditions for stabilization and robust stability in the special case where the diffusion processes are linear. The work is part of a longer term effort into stability of classes of stochastic hybrid systems. Next steps include studies of stabilization and robust stability for general switching diffusion processes (relaxing the assumption that the Markovian switching is independent of the diffusion process) and the almost surely exponential stability and control of switching diffusion processes with delays.
