A statistical method to predict the stochastic evolution of corrosion fronts has been developed. The method is based on recording material loss and maximum front depth. In this paper we introduce the method and test its applicability. In the absence of experimental data we use simulation data from a three-dimensional corrosion model for this test. The corrosion model simulates localized breakdown of a protective oxide layer, hydrolysis of corrosion product and repassivation of the exposed surface. In the long time limit of the model, pits tend to coalesce. For different model parameters the model reproduces corrosion patterns observed in experiment. The statistical prediction method is based in the theory of stochastic processes. It allows the estimation of conditional probability densities for penetration depth, pitting factor, residual lifetimes, and corrosion rates which are of technological interest.
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I. INTRODUCTION
The evolution of corrosion fronts is a complex problem of widespread interest. One distinguishes two different morphologies, uniform corrosion and localized corrosion. Often both morphologies appear simultaneously in the same system. Current interest includes observations of self-affine scaling behavior within localized attacks ͓1͔, as well as in situ observations of dynamical growth ͓2͔ to observations of pit area and depth as function of time ͓3͔.
An important scientific and technological question is to predict the lifetime of constructions in different environments. Because of the inherently random character of corrosion, statistical methods such as extreme value statistics are commonly used for such predictions ͓4,5͔.
This paper presents a statistical method to predict the evolution of front depths, based on data from experiments or simulations. The basic quantities recorded are the material loss v and maximum depth of front X as functions of time. The evolution process is assumed to be a stochastic process, and the recorded data are used to form probability distributions concerning penetration, lifetimes, corrosion rates, and pitting factors.
Several models have recently been developed for simulation of pitting processes ͓6,7͔. Inspired by these models, we present a three-dimensional ͑3D͒ model for pitting corrosion that has been developed from a 2D model ͓8͔. It includes the buildup of an aggressive environment within the pit due to hydrolysis, and transport of aggressive ions as observed in real systems. The patterns obtained by this model look qualitatively similar to real corrosion patterns.
We begin our presentation in Sec. II by explaining our statistical prediction scheme. The scheme is based on the concept of corrosion events and penetration probabilities. Next we describe the simulation model. It simulates a corrosion process with passivation and depassivation. Finally we apply the statistical prediction scheme to the simulation result. We emphasize that the prediction scheme can be applied in the same manner to experimental data.
II. CORROSION EVENTS AND PENETRATION PROBABILITIES
Consider a rectangular piece of material in a corrosive environment inside a box with lateral dimensions L x and L y and height L z . We choose a Cartesian coordinate system whose origin is the left hand corner of the box, and where the x-y plane coincides with the surface of the material.
The volume of material lost by corrosion, V(t), is an increasing function of time. The maximum pit depth is denoted as X(t), and it is defined to be the global minimum in the corrosion front at time t. The total material loss is the integrated volume of material that has been corroded up to time t. The corrosion rate at time t is defined as
and it gives the velocity of the corrosion front. The ratio
is called the pitting factor at time t. The maximum pit depth is a quantitative measure of the localized pitting corrosion processes, while the corrosion rate ␥(t) characterizes mainly the background or uniform corrosion processes. The corrosion process is viewed as a time sequence of random corrosion events. An individual corrosion event is defined to occur at an instant t* if the time derivative dX(t)/dt of the maximum pit depth falls to zero or, in practice, below a small threshold value. This is shown schematically in Fig. 1 . For times tϽt* earlier than a corrosion event, the slope ⌬X(t)/⌬t is larger than the threshold, while for tϾt* it falls below the threshold for at least an infinitesimal time interval. In the jth corrosion event the random variables X, V, and t all increase by random amounts,
where ͕t j * ͖ jϭ1, . . . ,M denotes the set of corrosion events. The reaction increments are assumed to be statistically independent, and to have the joint probability density function w (x,v,) . The joint probability density function w gives the probability to find the increment of maximum pit depth in the infinitesimal interval ͓x,xϩdx͔, the material loss increment in the infinitesimal interval ͓v,vϩdv͔, and the temporal increment in the interval ͓,ϩd͔. The transition probabilities w (x,v,) are the main input functions for our analysis. They can be determined through observations in the field, through measurements in a laboratory experiment, or through calculations in a simulation. In the present study we use computer simulations to determine w (x,v,) in order to illustrate our approach. Different corrosion processes are characterized and distinguished by different w functions.
The function of main interest is the joint probability density p(X,V,t) that a time t has elapsed and a volume V of material has been corroded when the maximum pit depth reaches the value X given that the corrosive process started at tϭ0 from Xϭ0 and Vϭ0. This function p(X,V,t) will also be called the penetration probability function, and it forms the basis for the prediction of quantities of interest.
The general theory of stochastic processes allows us to express the penetration probabilities p(X,V,t) in terms of the transition probabilities w(x,v,) ͓9,10͔. The basic relationship reads
Here
is the Fourier-Laplace transform of w (x,v,) , and
is the Laplace transform of () where
For the derivation of Eq. ͑6͒ the reader is referred to the literature ͓10͔. The penetration probability p(X,V,t) is completely determined through integrals of the transition probability w. Of course the integrals to be performed cannot generally be calculated analytically, and it may be necessary to resort to numerical methods to evaluate them. Solution ͑6͒ generates predictions for the spatiotemporal behavior of the advancing corrosion front. For a corrosive process in which the transition probability function w (x,v,) has large-t behavior,
with 0Ͻ␣Ͻ1, it can be shown ͓10-12͔ that the width Ќ of the advancing corrosion front will grow as
and the expected maximum pit depth will increase like
as a function of time. Note that a corrosion process characterized by a transition function w obeying Eq. ͑10͒ is strongly intermittent. This means that in such a process there are strong fluctuations in the corrosion rate as a function of time. The temporal fluctuations have the irregular behavior characteristic of fractals in time. Bursts of corrosion activity are separated by quiescent intervals. These quiescent intervals have a fractal distribution of interval lengths with divergent expectation. Thus an average corrosion rate cannot be sensibly defined because it would depend on the length of time over which one averages. Such a behavior is characteristic of some corrosion processes, and Eq. ͑12͒ is corroborated by experimental observation ͓13,5͔.
We have applied our method to computer simulations where X(t) can be measured directly. In an experiment or field application, measuring this information is also possible. Measuring the transition probability function w directly from a computer simulation is particularly convenient for testing the feasibility of our approach.
III. DESCRIPTION OF SIMULATION MODEL
The simulations are performed on a 3D cubic lattice of size L x ϭL y ϭ256 and depth L z ϭ101. Periodic boundary conditions are applied in the x and y lateral directions ͑see Fig. 2͒ . Six different labels will be used to represent the six different states of a lattice site. At the start of a simulation the lattice sites with z coordinates in the range 1рzр89 represent the uncorroded metal labeled (M ). The layer of sites at zϭ90 is given a different label to represent a protective oxide layer (O). Sites in the range 90Ͻzр101 represent the outer aqueous environment. These sites are labeled differently depending on whether they represent cations (C), anions (A) or inert fluid ͑water or solvent͒ (U). In the corrosion process, product sites labeled ( P) are produced as described below. The cations C, anions A, products P, and inert fluid U are mobile, while M and O are not. At the upper boundary with zϭ101 a constant concentration of A and C is maintained. Figure 2 shows the initial configuration of the simulated system.
A simple move of the simulation consists in choosing one site S occupied by a movable ion A, C, or P and trying to move it onto a nearest neighbor target site using force biased transition probabilities. Whether or not the attempted move is successful depends on the occupation of the target sites.
To choose a target site for a force biased move, neighboring sites are inspected within a region K of 5ϫ5ϫ5 lattice units defined as
where r ជ 0,j is the chosen site S from which the move starts. K can be considered as the union of six pyramidic shaped regions,
The particles in each region K j Ϯ are assumed to exert a net force in the j direction on the particle at site S. Charges of Z A ϭϪ1, Z C ϭ1, and Z P ϭ2 are associated with sites labeled A, C, and P, respectively. The net force in the positive x direction is
where A is a constant, Z i is the charge value, and r i is the Euclidean distance to site S. Analogously the forces in the y and z directions are obtained from charges in the volumes K y Ϯ and K z Ϯ . To calculate the transition rates, we view the ion motion as an activated process. The net force on S gives rise to unequal transition rates ͓14͔. The transition rate k j for a move in the j direction is
where jϭx Ϯ ,y Ϯ ,z Ϯ , B is a constant, and l is the step distance. The constants were set to ABlϭ1 for the simulations discussed here. The rates are calculated for all six possible move directions, and the sum of the rates is
The target site T(S) is selected among the six directions by drawing a random number
i.e., if the reaction rate k j falls in the corresponding subinterval. T(S) is then selected as the nearest neighboring site in the direction j. The time is incremented by one unit every N d ϭN A ϩN C ϩN P moves, where N A (t), N C (t), and N P (t) are the number of A, C, and P sites, and N d (t) is the total number of movable sites. In other words, the time step is
If an ion within the layer zϭ100 steps onto the layer at zϭ101, it is removed from the simulation. Simultaneously, new ions enter the lattice from the layer at zϭ101 at a rate that depends on the constant ion concentration and the force exerted from nearby ions.
The A and C ions are initially positioned at random in the region for 90Ͻzр100. The protective oxide layer at zϭ90 covers the metal completely. The immobile sites O in the oxide layer can react and form a mobile corrosion product P. This reaction O→ P exposes bare metal sites that can later dissolve into the aqueous phase. The exposed metal can react to form product M → P or oxide M →O. In this way the number N b of bare metal sites change continually during the simulation of the corrosion process.
A flow diagram of the main program loop in our simulation is shown in Fig. 3 . The monomolecular dissolution M → P and passivation reactions M →O appear in A and B. The schematic representation of the adjacent sections A and B read as follows: First a metal site at the boundary of the aqueous phase is drawn at random. A boundary site is a site not surrounded entirely by other M or O sites. The dissolution probability P diss of the boundary site is given by
where k diss is a reaction rate constant. A random number 0р⌶р1 is drawn from a uniform distribution. If ⌶Ͻ P diss and there exists a nearest neighbor labeled U, the metal dissolves, M → P. If not proceed to section B. Section B is analogous to section A, with the passivation probability P pass given as
where k pass is a reaction rate constant. In section C a site occupied by anion A, cation C, or product P is selected at random. For the selected site S a target site T(S) is determined as described above. Depending upon the state of S and T(S) three different choices are allowed in section D of Fig. 3 
. If T(S) O or SϭC, the middle path is selected. If further T(S)ϭM or T(S)ϭO no move takes place. If T(S) M or T(S)
O the particles at sites S and T(S) are interchanged. The two paths of the flow diagram in section D to the left and right are analogous in structure, and are discussed together. If site SϭA ͑right͒ or Sϭ P ͑left͒ and T(S)ϭO, these paths are selected. A reaction is initiated given the condition ⌶Ͻ P prod or ⌶Ͻ P A , respectively, where P prod and P A are probability constants. This transforms an oxide site into a product site, O→ P. In the end of section D the time t and time interval ⌬t are updated before the loop returns to the start of section A.
Having described our simulation algorithm we now discuss the physical-chemical processes underlying the simulated model. Mass transport in our model is purely diffusive.
The charged nature of ions is modeled through a bias in the diffusion, and hydrodynamic flow is neglected.
A metal in contact with a corroding environment is often covered by an oxide layer ͓15͔, which in our model is represented by O. Various mechanical and chemical reactions can destroy the integrity of the layer locally. In our model we consider chemical oxide destruction represented by the reaction AϩO→Aϩ P. A common example from the literature are Cl Ϫ ions for a range of metals and alloys, i.e., Ni, Al, and stainless steel ͓15,16͔. In the model, anions are given a probability P A to convert an oxide site into a corrosion product P. The cations C are assumed unreactive.
As bare metal sites are exposed, metal dissolves with a rate constant k diss according to the reaction
where nϭ2 in our model. This charge released to the bulk metal in a dissolution process must be consumed either by an external connection or by cathodic reactions in a real metal system. In the model the cathodic part of the corrosion process is taken to be fast and not to limit the dissolution rate. The actual cathodic reaction is not modeled. In many corrosion processes the metal ions react with water to form metal hydroxides and hydronium ions ͓17,18͔ in the reaction
Product sites P in the model can be considered to represent both metal ions from reaction ͑22͒ and the further hydrolysis products from Eq. ͑23͒. The increasing acidity destabilizes the oxide sites ͓19͔. A probability P prod to remove oxide sites by contact with product sites is therefore included. The model does not include formation of salts which affect the dissolution rate. Instead, if the nearest neighbor shell of a metal site does not contain solvent U, the dissolution process is postponed until a more dilute electrolyte results. The concentrated environment without solvent is also believed to have a low pH due to hydrolysis reactions of metal ions, and this reduces the formation of oxide sites. This is imple- mented as the condition of requiring at least one U site at nearest neighbor position for a passivation process to occur. The detailed processes involved in oxide breakdown and formation are not represented in the model.
In addition to the two processes of oxide destruction, fresh oxide is created at bare metal sites with rate constant k pass . The initial electrolyte represents a salt which is assumed to have dissociated completely into ions, such as Na ϩ Cl Ϫ . Outside the simulated lattice at zϾ101 a constant concentration bulk electrolyte is maintained. Ions which enter this region from the region zϽ100 are removed by the flow. All ions are subject to both diffusion and interactions. In the model a simplified Coulomb interaction of ions within a given volume of 5ϫ5ϫ5 lattice sites has been included as described above. This perturbs the free diffusion and increases the concentration of anions within a pit above the bulk concentration. The effect is known experimentally ͓20,21͔ to increase the corrosivity within the pit, and it reduces the probability of pit repassivation.
The model requires the parameters k diss , k pass , P prod , and P A together with the bulk electrolyte concentration C 0 as input. In the simulations we used two different sets of parameter values which are listed in Table I . Cross sections of the resulting corrosion patterns are shown in Fig. 4 . The images on the left show smoother fronts than the rough pits to the right. The black sites mainly observed within the rougher pit are passive sites that form complex diffusion paths for the movable ions. The simulations were terminated at a maximum pit depth of 22 lattice units for R 1 ͑left͒ and 20 lattice units for R 2 ͑right͒.
The metal sites in the present model consisted of equal labeled sites with equal reaction rates. To include impurities or alloys in the model additional sites with additional labels could be included in a future improvement. This would allow us to assign different reaction rates leading to preferred sites for pit initiation.
Changes in the electrochemical potential as a result of localized corrosion processes are known to influence the reaction rates locally ͓22͔. Difficulties arising from such effects are not included in this version of the model, but are left for future refined models.
IV. APPLICATION OF THE PREDICTION SCHEME TO THE SIMULATION DATA

A. General definitions
In this section we apply the prediction scheme described in Sec. II to predict the maximum pit depth, pitting factor, lifetime, and corrosion rate for the model described in Sec. III. The predictions could in principle be calculated from experimental data. To this end it is necessary to measure the corroded volume from iron counts or weight loss measurements together with identifications of maximum pit depths as a function of time.
To apply the method to our computer simulations we record the integrated material loss and the elapsed time whenever the maximum pit depth increases by one lattice unit. This increase of X(t jϩ1 * )ϪX(t j *)ϭ1 represents a corrosion event in the simulation. Thus instead of measuring
X(t) and V(t) directly the inverse functions t"X(t j *)… and
V"X(t j *)… were recorded. The differences x, v, and were calculated according to Eqs. ͑3͒-͑5͒, and collected into a histogram approximating the transition probability function w (x,v,) . Based on this approximation the penetration probability p(X,V,t) could be calculated numerically. The penetration probability p(X,V,t) allows us to obtain quantities of great interest. A typical question that can be answered is the following: What is the probability of finding a maximum pit depth X if it is known that the material was immersed in a corrosive environment for a time t, and that within this period a total material loss V(t) has accumulated? Such a conditional probability density p(X͉V,t) for the maximum pit depth given the material loss and the elapsed time can be calculated from the penetration probability function p(X,V,t) as
where
Similarly the probability density for a sample of thickness X to have lifetime t is obtained as p(t͉X) after integrating out the material loss. This conditional lifetime probability density gives the distribution of lifetimes ͑i.e., the time before failure͒ of a material with wall thickness X. Residual lifetimes can also be estimated given the remaining wall thickness.
The time dependent probability density for the pitting factor p(⌸͉V,t), given the material loss where ⌸ is defined in Eq. ͑2͒, and the distribution of corrosion rates p(␥͉X,V), as Cross section in the x-y plane ͑top͒ and x-z plane ͑bot-tom͒ for patterns produced by two different sets of parameters R 1 ͑left͒ and R 2 ͑right͒. Light gray represents uncorroded metal sites, and black sites are passive oxide sites. Passive or metal sites disconnected from the base of the metal in the process are not removed. The left image shows a corroded volume with a more open smooth surface than the structure seen to the right. defined in Eq. ͑1͒, have also been calculated. The penetration probability distributions could in principle be estimated directly from our computer simulations. However, to obtain adequate statistics on the order of 10 000, such runs would have to be performed. With present technology, such extreme calculations are only possible for very small systems. For our systems of size 256ϫ256ϫ100 lattice units, only a small number of runs are feasible. Our prediction method allows us to extrapolate the results to much larger systems.
B. Specific results
Measurements of the increments v and t during corrosion events as a function of maximum pit depth X are plotted in Fig. 5 . The left plot was obtained by use of the parameters R 1 , and the right plot by R 2 . The run R 1 stops at depth Xϭ22. To assess the influence of transients the R 1 run was resumed, and extended to a depth Xϭ32. The extended run is referenced as R 1,Ext .
The volume increment v(X) shows an increasing trend for both simulations whereas the time increments t(X) tend to fluctuate without a systematic trend. The transient is most pronounced in the early stage of the left plot, whereas the remaining part indicates a stationary behavior. The initial increase in v(X) can be understood from the approximately hemispherical form of the early pits. Between two corrosion events the radius of the pit increases on the average by one lattice unit, which results in a steady increase in v. Additional pits are initiated elsewhere at the top surface, increasing v even more. This transient behavior will be dominant as long as the pits grow separately. At a later stage pits combine, as can be observed to the left in Fig. 4 . At the end of run R 1,Ext all pits have combined, and the transient behavior has turned into a continuous growth, characteristic of uniform corrosion.
From the functions v(X) and t(X) it is possible to estimate the transition probabilities w (x,v,) . The transition probability function w (x,v,) is then used to estimate the conditional probability densities. Random and v increments are drawn from w (x,v,) and accumulated. To estimate p(X͉V,t) the accumulation of random increments is continued until the accumulated volume falls into the interval ͓V min ,V max ͔ and the accumulated time into the interval ͓t min ,t max ͔, where
Here f is a parameter, and v and are the average increments. Figure 6 shows the predicted conditional probability densities for runs R 1 and R 1,Ext . These predictions were made from the histograms, given the condition that V and t have the same values as were actually observed at the end of the simulation runs, see legend of plot ͑A͒, with f ϭ1. The solid curve results from the simulation run R 1 and the dashed curve is from run R 1,Ext . The conditional probability density for the maximum pit depth, p(X͉V,t), shown in ͑A͒ indicates a maximum probability in the region of the termination depth of the runs, as expected. The extended run has a somewhat wider distribution, which reflects the large fluctuations observed in the later stage of the simulation as shown in the left plot of Fig. 5 . Plot ͑B͒ in Fig. 6 shows that the predicted pitting factor decreases as more and more pits coalesce in the extended run. The predicted lifetimes in plot ͑C͒ follow the termination times and corrosion rates in ͑D͒, indicating an increased predicted rate as the run is extended.
Distributions for run R 1 and R 1,Ext
Dependence on conditions and condition intervals
To explore the usefulness of these predictions it was studied how the predictions depend on the conditions and the interval that was specified for the conditions. The left side of Fig. 7 shows conditional probability distributions p(X͉V,t) for a maximum depth obtained from the R 1 histogram by use of different conditional parameter intervals with f in the range f ϭ͓0.5,5͔. The solid unmarked curve with f ϭ5 will predict a lower value for the maximum depth, as expected from its low value of V min and t min . When f is lowered, the interval decreases and a smaller fraction of the iterations are successful. This results in poorer data quality of the predictions, and requires more computations for the same data quality. From the plot one sees that the maximum probable depth that is predicted approaches the termination depth Xϭ22 with decreasing f .
To illustrate the effect of transients in the basic quantity p(X͉V,t), we have plotted to the right in Fig. 7 the maximum pit depth probability functions for the R 1 ͑solid curve͒ and R 1,Ext ͑dashed curve͒ histograms given the conditions V R 1,Ext and t R 1,Ext at the termination stage of the extended run with f ϭ2. The two curves differ as a result of the transient behavior of the volume increments. The R 1 histogram curve oversamples increments from the transient region relative to the extended run. Increments from the transient region are FIG. 5 . The increments v(X), number of lattice sites removed, and t(X), elapsed time steps, as a function of maximum pit depth X measured in lattice units where run parameters R 1 and R 2 are used for the left and right plots, respectively. The data for t(X) were multiplied by factors of 100 ͑left͒ and 10 ͑right͒ for better visualization. small and will therefore lead to a faster penetration for the R 1 histogram. Figure 8 shows X max versus the conditional parameter V, where X max is the X value corresponding to the maximum of p(X͉V,t). The most probable pit depth, X max , was plotted for different conditions V for the R 1 and R 1,Ext run. A relatively small number of iterations, Nϭ10.000, were used in these calculations. The conditions were set to VϭV R 1 ϩn f v and tϭt R 1 ϩn f , where n is a positive integer, f ϭ1, and V R 1 and t R 1 represents the termination values of the R 1 simulation. A plot of X max versus the conditional parameter t would show similar behavior. This indicates that predictions of maximum pit depths based on iron counts are higher for short runs (R 1 ) than for longer runs (R 1,Ext ).
Hence short runs with large transients lead to a more conservative prediction.
In Fig. 9 the most probable pit depth X max has been plotted for different combinations of conditional parameters V and t. One of the conditions were held constant while the other was allowed to change. The constant conditional parameter was set to Vϭ6V R 1 and tϭ6t R 1 for the calculations in the left and right side plots, respectively. For each combination (V,t), Nϭ120.000 iterations were performed to calculate the histogram. For combinations of (V,t) that were unlikely to be observed, the procedure terminated with zero or very few iterations fulfilling the conditions. The number of iterations was here too small, leading to difficulties when identifying X max . Wide spreading of X max was observed in FIG. 6 . Conditional penetration probabilities ͑A͒, pitting factor probabilities ͑B͒, lifetime probabilities ͑C͒, and corrosion rate probabilities ͑D͒ have been calculated for simulation run R 1 (Xϭ22) drawn with a solid curve, and the extended run R 1,Ext (Xϭ32) drawn with a dashed curve. The final mass loss and final elapsed time used for estimating the conditional probabilities for the two runs are listed in the legend of the plot labeled ͑A͒.
FIG. 7. Left: Conditional penetration probability given conditions from the end of simulation R 1 (V R 1 ,t R 1 ) with variations of the conditional parameter interval specified by f as listed in the legend. Right: Comparison of the predictions made from the two histograms R 1 and R 1,Ext , given the conditions at the termination stage of run R 1,Ext as listed in the legend. the outer part of the varying condition parameter range, as observed most clearly in the right plot. This is ascribed to the effect of a scarcely populated histogram. The spread in X max along the axis of the free parameter is Ϸ10 in both plots for the R 1,Ext run and somewhat smaller for the shorter run. The actual increase in the left plot ͑constant V) and the more steady behavior in the right plot ͑constant t) probably relates to the specific positions in the parameter space and the form of the histogram used. Parameters in other regions would result in a different appearance.
The range of where parameter settings resulted in fulfillment in the numerical procedure shows that the two histograms are different. What is observed is that, given one condition, two limiting values of the other condition can be estimated from the plot. In principle, maps of the limiting conditional parameters could be estimated from a series of similar calculations, given an iteration number N.
In general, we can conclude that an accumulated histogram with an initial transient in the increments consisting of small values, will predict a too large maximum probable depth if the conditions are set above the end values of the histogram accumulated runs. This gives a conservative prediction. Too low a predicted maximum depth will result if the conditions are set below the end values. This is due to oversampling and undersampling of the transient increments.
If the transient period of the increments is small compared to the whole data set, its effect on the probability predictions is less significant than in our case, where it extends over a longer period. Often the whole set of increments can be treated as one randomly fluctuating set.
If the process generates increments that have a transient character which influence the predictions in a significant manner, special attention must be paid to handle this in a proper way. One way to incorporate these initial increments would be to identify a typical depth X trans where the transient region ends. Increments that belong to different maximum pit depths X i ϽX trans are then collected into separate histograms w i (x,v,) . Increments found at XϾX trans contribute to the ordinary histogram w (x,v,) . When calculating the conditional probabilities numerically, one value is drawn initially from each histogram in the depth interval Xϭ1 to X trans . This is followed by randomly selecting increments from w (x,v,) until the condition is met. A large number of iterations by use of this procedure produces the probability distributions given the condition. In addition to the maximum probable depth, the width of the distributions are important, indicating the uncertainty of the prediction. Figure 10 shows the predicted conditional probability densities for the two different sets of parameters R 1 and R 2 of Table I . The predictions were made from the histograms given the condition that V and t have the values observed at the end of the simulation runs as listed in the legend of plot ͑A͒. The interval was set to f ϭ1. The solid curve results from the simulation run R 1 and the dashed curve from run R 2 . The maximum pit depth probabilities of the two simulations show almost similar behavior as expected from their termination depths of Xϭ22 and 20. All other predictions however are different. The large difference in the pitting factor reflects a morphology of the R 1 pattern that is close to FIG. 8 . The most probable depth X max found at max͓ p(X͉V,t)͔ is plotted given different combinations of conditional material loss V and time t. The solid curve represent results from the R 1 simulation histogram and the dashed curve is from the extended run. The conditions V and t were increased by adding integer number of v and , starting at the conditions given at the termination of simulation run R 1 . The conditional parameter intervals were set by the parameter f ϭ1 .   FIG. 9 . This plot shows the most probable depth X max found at max͓ p(X͉V,t)͔, given different combinations of conditional material loss V and time t by use of the R 1 and R 1,Ext run histograms. V and t are held constant in the left and right plots, respectively, whereas the other parameter is allowed to change. The dotted line indicates where the constant value was set for the other plot. uniform corrosion, whereas the large value of R 2 indicates a heavily pitted morphology. This agrees with the morphology shown in Fig. 4 . Note, however, that the pitting factor alone can be misleading if it is used to predict internal pit morphology. If the morphology consists of only one pit, a higher pitting factor could indicate a rougher pit or a deeper pit relative to a smooth hemispherical formed pit at the same maximum depth. Both shapes would lead to a higher pitting factor.
Distributions for different simulation parameters
Lifetime predictions indicate approximately twice as long lifetime for R 2 versus the R 1 run. The difference of termination depth, Xϭ22 for R 1 and Xϭ20 for R 2 , does not account for the large lifetime difference. The longer lifetime of R 2 can be understood from the simulation parameters. R 2 has twice as high a passivation rate as compared to R 1 , and will therefore more easily form protection against further dissolution. At the same time, corrosion products in the R 1 run were assumed to be 100 times more aggressive toward passive sites than in the R 2 run. The surface of R 2 pits therefore has a higher coverage of passive sites, leading to slower growth speed. The predicted corrosion rate for R 2 is small compared to R 1 . This was expected from the high pitting factor and long lifetime prediction of R 2 .
V. CONCLUSION
A statistical method has been developed to predict the evolution of front depths based on information of the material loss V and maximum depth of front X as a function of time t. The statistical method was applied to our developed 3D model of corrosion. The model includes local breakdown of a protective layer in a simulated aggressive environment forming localized attacks ͑pits͒ with an aggressive local environment due to hydrolysis of corrosion products and anion concentration buildup that resist repassivation. Several of these pits grow and eventually combine to form a more complex corrosion front that is qualitatively similar to many real corrosion patterns. This long time limit represents a front that can be characterized as uniform corrosion or a mixture of uniform and pitting corrosion. From the accumulated transition probabilities w (x,v,) obtained from the simulation model, conditional probability distributions were estimated for the penetration depth, pitting factor, lifetime, and corrosion rate.
We observed that a conservative prediction resulted in the case when the histogram is influenced by transients. This conservative estimate converges to the stationary situation when the accumulation time was increased. When there is no transient in the increments, the accumulation range should not cause large changes to the predictions. An alternative method of collecting increments from transient and nontransient regions into different histograms was suggested.
Conditional parameter settings and their interval specified by f influenced the prediction of penetration depth. Different limits of where penetration depths could be estimated given a number N of iterations can be found from calculations using FIG. 10. The solid curve shows run R 1 , and the dashed curve represents a simulation run with parameters R 2 . The conditional parameters V and t that were used are listed in the legend of plot ͑A͒. These values correspond to the final stage of the simulations. ͑A͒ This plot shows the probability of reaching a given maximum depth with conditional information from material loss V and time t. ͑B͒ Conditional pitting factor probability given the final material loss. ͑C͒ This plot shows the probability for a material of given wall thickness ͑22 for R 1 and 20 for R 2 ) to last for a certain time. ͑D͒ Conditional corrosion rate probability given the wall thickness of the R 1 and R 2 simulations. varying conditional parameters. Such calculations identify regions in (V,t) space that are most likely to be observed. We found by one example that the R 1 run and the extended simulation resulted in different prediction regions as a result of the transient.
The difference between the pitted morphology of run R 2 and the more uniform corrosion pattern of run R 1 can be clearly distinguished from the conditional probability densities of the pitting factor. This shows that our method is useful to determine the morphology of the corrosion pattern. Finally, we emphasize again that the same statistical predictions presented here for simulation data can be applied in the same manner to increments measured in an experiment.
