Most of the atmospheric and oceanic data assimilation (DA) schemes rely on the Best Linear Unbiased Estimator (BLUE), which is sub-optimal if errors of assimilated data are non-Gaussian, thus calling for a full Bayesian data assimilation. This paper contributes to the study of the non-Gaussianity of errors in the observational space. Possible sources of non-Gaussianity range from the inherent statistical skewness and positiveness of some physical observables (e.g. moisture, chemical species), the nonlinearity, both of the data assimilation models and of the observation operators among others. Deviations from Gaussianity can be justified from a priori hypotheses or inferred from statistical diagnostics of innovations (observation minus background), leading to consistency relationships between the error statistics. From samples of observations and backgrounds as well as their specified error variances, we evaluate some measures of the innovation non-Gaussianity, such as the skewness, kurtosis and negentropy. Under the assumption of additive errors and by relating statistical moments from both data errors and innovations, we identify potential sources of the innovation non-Gaussianity. These sources range from: (1) univariate error nonGaussianity, (2), nonlinear correlations between errors, (3) spatio-temporal variability of error variances (heteroscedasticity) and (4) multiplicative noise. Observational and background errors are often assumed independent. This leads to variance-dependent bounds for the skewness and the kurtosis of errors. From innovation statistics, we assess the potential DA impact of some scenarios of non-Gaussian errors. This impact is measured through the mean square difference between the BLUE and the Minimum Variance Unbiased Estimator (MVUE), obtained with univariate observations and background estimates. In order to accomplish this, we compute maximum entropy probability density functions (pdfs) of the errors, constrained by the first four order moments. These pdfs are then used to compute the Bayesian posterior pdf and the MVUE. The referred impact is studied for a large range of statistical moments, being higher for skewed innovations and growing in average with the skewness of data errors, specially if the skewnesses have the same sign. An application has been performed to the quality-accepted ECMWF innovations of brightness temperatures of a set of High Resolution Infrared Sounder (HIRS) channels. In this context, the MVUE has led in some extreme cases to a potential reduction of 20%-60% of the posterior error variance as compared to the BLUE, specially for extreme values of the innovations.
Introduction
Most of the operational atmospheric-oceanic data assimilation (DA) systems rely on the linear estimation theory which aims to compute the Best Linear Unbiased Estimator (BLUE) of the system state from all available data (observations and background) and the corresponding error covariance matrices. For some cases, errors of assimilated data (direct or indirect observations and non-Gaussianity, thus proving that observation or background errors are separately non-Gaussian or even that errors are jointly non-Gaussian in the observational space. This in turn gives proof of the BLUE sub-optimality as far as the a posteriori error variance minimization is concerned. The assumption of Gaussian errors generally comes with the linearity of the observation operators and Gaussianity of errors in state variables, which is not true in general. In fact, assimilated observations can have instrumental and representativeness errors of non-Gaussian nature, particularly if they come from complex discontinuous and/or nonlinear observation operators such as in the cases of specific humidity, tracing and reactive chemical species (e.g. ozone) [2, 3] cloud droplet concentrations, land-species concentrations, remote sensing data (e.g. satellite radiances, scatterometer and Doppler radar data).
Moreover, Gaussianity of errors implies a symmetric pdf around the mean, which is not valid for example in cases dealing with moisture, gaseous pollutants and aerosols. Extreme events like droughts and floods are also not well modeled by Gaussian pdfs. Another source of non-Gaussianity in observation errors is the presence of extreme gross errors [4] . The modeling of non-Gaussianity in geophysical data assimilation is thoroughly reviewed in [5] . Data assimilation schemes coping with nonGaussian error pdfs such as the lognormal are now available [6] [7] [8] [9] . When errors are non-Gaussian, the maximum likelihood posterior state lies at the absolute mode of the Bayesian posterior pdf or at the Maximum A Posteriori (MAP). This likelihood is normally expressed in terms of a cost function which can be decomposed into a quadratic term corresponding to Gaussian errors, with the minimum at the BLUE, into a term measuring the departure from Gaussianity and eventually into a term of weak constraining. Under strongly constrained variational DA, the cost function minimum, the MAP, is shifted from the BLUE in accordance with the weight of non-Gaussianity. This appears as a correcting term due to a priori ill-specified error pdfs or equivalently to a generalized parametric bias. The removal of parametric bias, as considered above, is automated by the Variational Bias Correction [10] by the addition of penalty terms to the cost function, weighting the deviation of parameters from certain a priori estimates. An alternative scheme of dealing with non-Gaussianity, though still not satisfactory, is to build nonlinear control variables by Gaussian anamorphosis, whose small departures are nearly Gaussian as presented by Holm [11] for moisture. The assumptions about pdfs of errors always depend on statistical hypotheses, which must be supported by independent sampling statistics.
Innovations are expressed as differences between observation errors and background errors in the observational space. Therefore, measures of non-Gaussianity of innovations, estimated from samples, can be directly related to the non-Gaussianity of errors, through their skewnesses and kurtoses. We aim to clarify how data (observations and background) errors can accommodate nonGaussianity under certain hypothesis on its origin, either univariate or bivariate, and also under the hypothesis of observation and background error's independence. This is shown in Section 3 using samples of innovations, described in Section 2, of the brightness temperature (BT) measured at a number of certain HIRS (High resolution Infrared Sounder) channels carried by satellite NOAA-17. The samples are collected from the ECMWF data assimilation feedback files. Then, in Section 4, we establish statistical consistency relationships linking the non-Gaussianity of innovations and errors, particularly when errors are independent. In Section 5, we apply the Maximum Entropy (ME) method [12] [13] [14] , constrained by innovations statistical moments up to the fourth order, and a few hypotheses about the errors, in order to find the least committing error pdfs, compatible with the available statistical information. This is performed on the observational space for univariate observations and background estimates. Finally in Section 6, we compute the Minimum Variance Unbiased Estimator (MVUE), obtained with the error pdfs determined by the ME method, and compare it with the BLUE in the observational space. The average difference between MVUE and BLUE measures the potential impact of taking into account non-Gaussianity of errors in the a posteriori analysis. This impact is measured for an extended range of possible values of the skewness and kurtosis of innovations and errors and for different scenarios of non-Gaussian origin. In Section 7, the method is applied to observations and background estimates of BTs. Discussion and conclusions come in Section 8 followed by an Appendix with the numerical implementation and properties of the pdfs obtained by the ME method.
Description of the data
The data on which the diagnostics are performed below are extracted from the database of ECMWF. It consists on qualitycontrolled observations of brightness temperature (BT) performed over the ocean by the High resolution Infrared Sounder In the ECMWF assimilation system, both the observations and the background are assumed to be unbiased. The standard deviation σ so of the observational error, as specified by the ECMWF assimilation system, is taken constant for each channel. Hereafter, the subscript so stands for 'specified for the observations'. The specified standard deviation σ sb of the background error depends on the channel, pixel position and temporal instant [15, 16] . The subscript sb stands for 'specified for the background'. The five channels: 5, 6, 7, 14 and 15, are sensitive to sea-ice, whose temperature is considered to be ill-predicted by the forecast model.
The corresponding σ sb is therefore taken larger when sea-ice is forecasted, which occurs mostly at latitudes poleward of 60°. Fig. 1 , relative to channel 6, shows this fact through the scatter plot of pairs (σ sb , North latitude), thus putting in evidence the clustering in the distribution of σ sb . This has led to partitioning the data pairs (observation, background) for each of the five channels into two subsamples, meant to correspond respectively to 'ice-free' and 'icecovered' surface conditions. In the case of Fig. 1 for channel 6, the partitioning is defined by the thick lines; a similar partitioning is used for the other ice-sensitive channels. Samples corresponding to 'ice-free' surface conditions are identified by the subscript s: 4s, 5s, 6s, 7s, 11s, 12s, 14s and 15s, where the leading number stands for channel. Data points under 'ice-free' surface conditions were previously 'thinned' to a mutual distance of at least 300 km. The samples for 'ice-covered' conditions, identified by the subscript i: 5i, 6i, 7i, 14i and 15i were not subject to any thinning in order not to drastically reduce the sample size. The main statistical features of the 13 samples are given in Table 1 . For each sample, N denotes the size while m(σ sb ) and std(σ sb ) denote, respectively, the mean and standard deviation of σ sb estimated from data. It is seen that both m(σ sb ) and std(σ sb ) are larger for the 'ice-covered' samples, comparatively to the 'ice-free' samples for each of the channels 5, 6, 7, 14 and 15.
Innovation statistics
We recall that the innovation corresponding to an observation y = x + ε o , where x is the exact value and ε o is the observational error, is defined as the difference: Table 1  Statistics of the background errors, observation errors and innovations for the samples 4s, 5s, 6s, 7s, 11s, 12s, 14s 15s for 'ice-free' conditions and samples 5i, 6i, 7i, 14i and 15i for 'ice-covered' conditions. Sample  4s  5s  6s  7s  11s  12s  14s  15s  5i  6i  7i  14i  15i   N  5907  4419  4132  3580  4426  6741  4081  4234  4980  4306  2043  3237 where x b = x + ε b is the background estimate for x, and ε b the background error. Under the commonly assumed hypothesis of additive noise, the innovation is the only combination of the data (observation and background) that is independent of the exact value x, and is as such the only objective source of information on the errors ε o and ε b . However, it clearly brings no information on either ε o or ε b individually.
Bias and variance
Rows 5 and 6 of 
larger than 1, varying along the samples between 10 and 40.
In the ECMWF assimilation system, background and observation errors are assumed, as usually, to be mutually uncorrelated.
The variance of the innovation should therefore be the sum of the variances of the two errors. This is not so in the present case. It can be seen from the Table 1 that the latter sum is larger than the innovation variance for all 13 subsets, by a large factor which varies between 1.84 (sample 11s) and as much as 27.72 (sample 7i). This is due in part to the assumed variance for observational error, which, with the only exception of sample 11s, is larger than the variance of the innovation. This corresponds to a purposeful inflation of the variance of the observational error in the ECMWF assimilation system. That inflation is meant to compensate for the fact that the spatial correlation of errors in satellite observations is ignored. For the 5 'ice-covered' samples, the specified background error variance exceeds largely the variance of the innovation.
Higher order statistical moments and non-Gaussianity
The skewness and kurtosis of innovations d, are defined as:
where the bar and the prime stand respectively for the sampling mean and departure with respect to the mean. The skewness and kurtosis are respectively the third and fourth order standardized deviation from those values is a proof of non-Gaussianity. The probability distribution is said to be platykurtic (resp. leptokurtic) if the kurtosis k d is negative (resp. positive). It thus has tails that are less populated (resp. more populated) than those of the Gaussian distribution with the same mean and variance. The kurtosis is very sensitive to the presence of outliers, which can significantly increase its value. There is a lower bound for k d as a function of s d [17] . This is seen from the variable
, which has sampling variance:
As a consequence, the kurtosis ranges in the interval [−2, +∞[. There is another way of measuring non-Gaussianity through the concept of relative entropy [14] . The relative entropy of a pdf ρ 1 (x) with respect to another pdf ρ 2 (x), also called the Kullback-Leibler divergence between ρ 1 (x) and ρ 2 (x), is defined as:
It is equal to zero for ρ 1 = ρ 2 and is strictly positive for ρ 1 = ρ 2 .
It also possesses the fundamental property of being invariant in any one-to-one mapping x ↔ ξ . Despite not defining a distance in the sense of metric spaces (it is not symmetric), the relative entropy is a useful measure of the discrepancy between ρ 1 and ρ 2 . The negentropy of a pdf ρ in the sense of information theory, is the relative entropy of ρ with respect to the Gaussian pdf ρ G with the same mean and variance [14] . For small absolute values of skewness s d and kurtosis k d , the negentropy is approximated thanks to the Gram-Charlier expansion of ρ/ρ G [18] :
The approximate negentropy J d , expressed in terms of s d and k d , will be used as an integrated diagnostic of non-Gaussianity. Rows 7 to 9 of Table 1 show the three quantities s d , k d and J d for the 13 samples of innovations. For each sample, checks of deviation from Gaussianity have been performed on the basis of an ensemble of 1000 realizations, each with the same size N, of the Gaussian probability distribution with the same mean and variance of the sample. Values marked in bold in rows 7 to 9 of the Table 1 indicate non-Gaussianity at the corresponding 99% level of confidence. It is seen that only sample 14s can be considered Gaussian by those checks and 10 subsets out of 13 are non-Gaussian by all three checks. It can also be noted that the kurtosis is positive (leptokurtic) for the 8 'ice-free' samples. The 5 'ice-covered' samples are platykurtic (negative kurtosis) and negatively skewed. In order to show a graphical evidence of nonGaussianity, we present in Fig. 2 , the histogram of innovations for the sample 4s which has the largest absolute skewness |s d |. In that figure, we superpose the Gaussian pdf fit and the non-Gaussian pdf fit obtained by the ME method, constrained by moments up to the fourth order (cf. Section 5). There is a clear difference between the two fits which shows that the sample is non-Gaussian.
It is interesting to elucidate the origin of those features as a result of the observations and background statistics, the quality control and other possible sources of non-Gaussianity. The elimination, through the quality control, of too large absolute values of innovations can lead to an extra reduction of innovation extremes and therefore leading to possible platykurtosis of innovations.
It is seen that there are significant inconsistencies between the a priori hypotheses that lie at the basis of the assimilation system on the one hand, and the observed statistics of the innovation on the other. Both the first and the second order statistical moments of the innovation are inconsistent with the a priori specified biases and variances of the observation and background errors. In addition, the innovation turns out to be significantly non-Gaussian, meaning that the assimilation system, even if optimal in the sense of the BLUE, does not achieve Bayesian estimation. These conclusions are not limited to the satellite observations considered above. Similar results (not shown) have been obtained in the ECMWF system with radiosonde observations. The only significant difference with the case of satellite observations is that the amplitude of the observational error does not seem to be overevaluated or at least not systematically. 
Statistical consistency between innovations and errors

Mean and variance
The statistical moments of the innovations d can be expressed as combinations of single and joint moments of the errors ε o , ε b , leading to consistency relationships between the statistics of errors, which can be specified either by the assimilation scheme or through additional error hypotheses. The statistical moments can also be expressed in terms of cumulants [19, 20] , i.e. the Taylor coefficients of the cumulant generating function. The use of cumulants instead of moments will lead to consistency cumulantrelationships. In order to accomplish consistency, we need in general to perform appropriate tuning of the specified error statistics including in particular bias error correction and tuning of error variances [21, 22] . Therefore, let us consider the statistically consistent biases b co and b cb , respectively of ε o and ε b , taken uniform over each sample.
The subscript c in co and cb refers to statistical consistency. Then we introduce tuning factors f o and f b , respectively for observations and backgrounds, with both taken constant within each sample. 
We will make here the crucial hypothesis that the joint and 
in which d is then written as a function of two random variables ε * o , ε * b , with varying tuned error standard deviations σ co , and σ cb .
In the case of multiplicative errors, one simply needs to multiply those standard deviations by certain weighting x-dependent functions.
Under the hypothesis of additive errors, the average, the centered moments and the cumulants of d are then factorized in terms of assumed single and joint standardized error moments, as well as in terms of power averages of σ cb . Therefore,the innovation bias reads as:
where E is the expectation operator taken over the standardized errors and the bar operator runs through the sample. 
where
is the observational-background error correlation. Under the usual hypothesis of uncorrelated errors, the innovation variance is simply the sum of the mean error variances:
where β o and β b are the explained variance fractions of the innovation variance. Uncorrelated errors lead to:
Skewness and kurtosis
The formulae of the skewness s d and kurtosis k d of innovations are obtained after expanding the third and fourth order powers of d and then averaging it. For that purpose we need to define the single error skewnesses:
the single error kurtoses:
the joint standardized cumulants of order 3:
and the joint standardized error cumulants of order 4:
If observation and background errors are assumed bivariate Gaussian, then all the above, single and joint cumulants will vanish. If errors are independent, then only the joint cumulants vanish. The joint cumulants appear also in correlations between nonlinear functions of errors.
The expression for s d and k d depends also on the average of powers of the tuned background error standard deviation σ cb . We express those averages in a non-dimensional form as:
The h-terms h nb are measures of the heteroscedasticity of background errors. Since the tuning factor f b is assumed uniform, those terms are simply obtained from statistics of σ sb . The h-terms are equal to 1 if the specified σ sb does not vary along the sample, i.e. in homoscedastic conditions. By definition, h 2b = 1. In addition the inequalities: h 1b ≤ 1, h 3b ≥ 1 and h 4b ≥ 1, hold by virtue of the Jensen inequality [23] , applied to the convex power functions of the type: 
Playing with the above equation, the kurtosis k d of the innovation comes as:
The term within k d1 in Eq. (18a) is the contribution from the kurtosis of individual errors. The second term k d2 is uniquely due to the fourth order joint cumulants and finally the third term k d3 is due to heteroscedasticity. The kurtosis k d can be completely attributed to one of the above terms. This means that a non-vanishing k d can occur for non-independent, uncorrelated errors with Gaussian marginal pdfs (
On the other hand, bivariate Gaussian independent errors in a sample of heteroscedastic background errors produce a symmetric leptokurtic innovation pdf with s d = 0 and
This is well understood because the mixture of Gaussian random variables of different variances is non-Gaussian. For the case of multiplicative noises, all the errors are multiplied by x-dependent factors as it happens for heteroscedastic errors. Then both effects work similarly in a combined form onto the innovation moments.
Constraints under independent errors
We discuss here some necessary consequences, relative in particular to skewnesses and kurtoses, of the hypothesis that backgroung and observation errors are statistically independent under the framework of additive noises. The first property comes from the Cramèr theorem which states that a necessary and sufficient condition for a sum of independent variables to be Gaussian is that those variables are themselves Gaussian [24] . Therefore, if the innovation, taken as a difference of independent errors, is non-Gaussian, then at least one of the errors will be nonGaussian. The averaged skewness s b and averaged kurtosis k b of the background error over a heteroscedastic sample are respectively given by:
The observational errors being homoscedastic, we obtain directly their mean skewness and kurtosis: 
The corresponding weights are proportional to powers of error variance fractions β o and β b suggesting that non-Gaussianity of innovations tends to be explained by the non-Gaussian error with the largest variance. Under independent errors, the value of η d in (3) has a positive lower bound resulting from the positiveness of the following variance: 
The upper limit of k b in (23a) is obtained by expanding the . This suggests that, when the innovation is not Gaussian, the errors with largest variances tend to be forbidden to be Gaussian. When heteroscedasticity is present, the skewnesses and kurtoses must be substituted by (19a), (19b), (20a), (20b) in the inequalities (23a), (23b).
We have analysed the conditions for the full attribution of nonGaussianity to one of the errors, keeping the remaining one to be Gaussian. The necessary condition for the existence of a single nonGaussian error of variance β is given by the third order polynomial inequality:
Let us prove (24) , by considereing for example that the background error is non-Gaussian and the observation error is Gaussian
leads directly to (24) . The variance fraction of the Gaussian error is β = 1 − β which satisfies to an equivalent inequality to (24) :
The polynomial P(β ) has a single root β g in the interval [0, 1] which is a function of ( 
is symmetrical with respect to s d and decreases when the limiting curve η d = 0 is approached thus requiring increasing variance to the non-Gaussian error with the variance fraction 1 − β g . In practice, comparison of β g with specified consistent values of β o and β b makes it possible to state whether non-Gaussianity of innovations can originate exclusively from one of the errors (scenario of single source of non-Gaussianity) or whether on the contrary it must originate from both observation and background errors (scenario of multiple source of non-Gaussianity). These two scenarios will be explored farther in the paper. The reverse condition of (25) states that if β is the variance fraction of a certain error and P(β ) > 0, then either this error is non-Gaussian or the errors are Gaussian but not independent.
The error fractions β o , β b depend on tuning factors f o , f b , according to (10a) and (10b). This means that the partition of the non-Gaussianity of innovations among the errors is not independent from the problem of tuning of the error variances. Bounds are therefore imposed on tuning factors in the case of single attribution of non-Gaussianity and independent errors. Let us consider the quotient between the specified error variances and the innovation variance
Then, the necessary conditions for Gaussian observation errors or equivalently the necessary condition for non-Gaussianity coming exclusively from background errors is:
On the other hand, the necessary conditions for Gaussian background errors or equivalently the necessary condition for nonGaussianity coming exclusively from observation errors is:
The values of β g and the limiting tuning factors f o1 , f o2, , f b1 , f b2
are listed in Table 1 for the 13 studied samples. For example, under the hypothesis of Gaussian observation errors, many samples require a maximum tuning f o1 of the order of 0.5. This accounts for the need of a strong deflation of the specified variance of the observation error. We also notice the necessary inflation of background error variance for sample 4s at which f b2 = 1.305.
Under the hypothesis of Gaussian background errors, we notice in particular the need for a strong deflation of the specified background error variances in the 5 'ice-covered' samples, as it is 
Error pdfs obtained by the maximum entropy method
General formulation
The motivation of this section is to build non-Gaussian univariate pdfs of the errors in the observational space which are compatible with prescribed values of the bias, variance, skewness and kurtosis, both of the errors and of the innovations. The interest of formulating a probabilistic model or a pdf of the errors is the possibility of computing the Bayesian estimate of the projected system state from the pair (y, x b ) and to compare it with the basic BLUE emanating from the same a priori data. This, as shown in the next section will give an indication of the impact of taking into account the non-Gaussianity of errors in the posterior estimation. However, there is a large range of possible error pdfs satisfying the imposed moments. In order to resolve that undeterminacy, we have used the Maximum Entropy (ME) method. The least committing method of finding the joint pdf ρ ob (ε o , ε b ) of the errors (ε o , ε b ) is the Maximum Entropy method [12] [13] [14] , which looks for the maximum of the differential joint Shannon entropy [25] of the errors H(ε o , ε b ), subject to a certain set of constraints in terms of expectations. Applications of the ME method in data assimilation and inversion problems can also be found in [26] [27] [28] [29] . Now, let us explain how to formulate the ME problem in our context. A given sample of quadruplets (y, x b , σ co , σ cb ), of possible varying error standard deviations, i.e, subjected to heteroscedasticity, as it is case for BTs, corresponds to a sample of error pairs (ε o , ε b ). Then we assume that all the error pairs are independent from each other. In the case of BT samples, this is a reasonable hypothesis due the spatial and temporal data thinning, thus minimizing the problem of spatial and temporal error correlations. Therefore, the sampling mean Shannon entropy is written as:
where the bar is the sample mean as previously defined and
is the Shannon entropy of the standardized errors. In view of the assumed independence of errors, the joint entropy reduces to the sum of individual error entropies: 
In our case, the constraints correspond to moments, both of the errors and of the innovations. Due to error independence, the constraint functions are additive separable functions of the background error and of the observational error in the form of monomials. Then we write:
For a well-posed ME problem, the maximum entropy H M is finite and it is found at the global minimum of a globally convex function , of N c Lagrange multipliers (LMs) λ 1 , . . . , λ Nc , one for each constraint, and which reads:
The LM values at the minimum of are respectively: λ 1 , . . . ,λ Nc . In order to assure the convergence of integrals and the well-posedness of the ME problem, the largest order of the imposed statistical moments must be an even number if the pdf support is ] − ∞, +∞[. This condition holds in our case since the maximum moment order is four, corresponding to kurtosis. Finally, the individual Maximum Entropy pdfs of the standardized errors, ME-pdfs for short, belong to the exponential family [30] and reads: In general, the lower the number of constraints N c , the larger is the value of H M . When the set Ω includes only error moments of order one and two, then the ME-pdf is Gaussian. For the standard Gaussian the entropy reaches the value H G = 0.5 ln(2π e) ≈ 1.41 nats where nat is the natural logarithmic unit of Shannon entropy and information with the conversion: 1nat = log 2 (e) bit ≈ 1.44 bit.
Maximum entropy errors constrained by innovation statistics
Two kinds of maximum entropy problems are formulated bellow. The first one is the so-called problem of 'prescribed error non-Gaussianity'. In the first problem, each observation and background standardized errors satisfy the N c = 4 constraints:
with s co , s cb , k co , k cb , being defined by Eqs. (11a), (11b), (12a), (12b), and satisfying innovation constraints expressed by Eqs. (16), (18a). Then, two ME problems are solved, one for the background error and another for the observation error. A particular case is that in which all non-Gaussianity is fully attributed to one of the errors i.e. the case of single source of non-Gaussianity. The ME-pdf is obtained from Eq. (34) after applying the corresponding LMs in the exponential and computing the integral giving the normalization factor.
We now present an example of non-Gaussian ME-pdf. This is derived from the most strongly skewed sample of innovations (4s), (35) is discussed by [17] as well as in the Appendix. The second kind of ME problem, hereafter called 'Maximum entropy sharing of non-Gaussianity', correspond to the case in which the skewnesses and kurtoses of errors are not anchored to prescribed values, though they still satisfy the innovation constraints given by Eqs. (21a), (21b). In this case we get a total of N c = 6 constraints terms in the standardized errors:
to which correspond 6 Lagrange multipliers: λ o1 , λ o2 , λ b1 , λ b2 , λ d1 , λ d2 with the first and second pair of LMs, corresponding to the mean and variance constraints, respectively for the observation and background errors. The last two LMs correspond to constraints related to s d and k d respectively. The function to be minimized reads:
The corresponding ME-pdfs of the standardized errors are written in the condensed equation:
Positive and negative signs in Eq. 
As a consequence, when one of the errors is dominant, i.e. max(β o , β b ) is close to unity, the non-Gaussianity of innovations through (s d , k d ) tends to be explained by the error with the largest variance, whereas the remaining one is close to Gaussianity. We will refer again to the example of Fig. 3 
, are drawn as function, both of (s b , k b ) (Fig. 6(a) ) and of (s o , k o ) (Fig. 6(b) All of the above ME problems are numerically solved following a modified version of the algorithm presented in [31] , also used in [32] . Numerical details are given in the Appendix.
Minimum variance and best linear unbiased estimators
Generic properties
The Minimum Variance Unbiased Estimator (MVUE) x M , determined from an observation y and a background estimate x b = y−d is equal to the conditional mean
where ε M is the posterior error. x M can be expressed in terms of the correction ∆ Mb to be added to the unbiased background estimate in the form:
(41) Therefore, the posterior error ε M is regarded as the deviation of the unbiased background error with respect to the innovation conditional mean. Expressing ε b in terms of the standardized error and assuming that it is independent from the observation y for a given innovation, one obtains:
Since d is a known function of the errors (7), we can evaluate ∆ Mb from the conditional mean of ε * b by using the joint specified pdf of ε * b and ε * o and the Bayes formula for pdfs. Then, using the independence of errors, we get:
The normalization integral in the denominator of Eq. (43) is proportional to the theoretical innovation pdf ρ d (d|σ cb ), inferred from pdfs of errors and computed at the particular value of d and σ cb . The empirical estimate of ρ d (d|σ cb ) can be obtained from the innovations samples and its difference from the theoretical pdf is a measure of the goodness of the specified pdfs of the errors. Smaller is this difference, more consistent are the specified error pdfs with the innovations.
Using Eq. (43), the correction ∆ Mb will be given by the formula of the mean:
On the other hand, the pdf ρ M (ε M ) of the posterior error ε M is given by a scaled transform of the pdf (43) as:
This pdf is completely determined by pdfs of errors thus providing a way of computing centered moments and cumulants of the posterior error such as the variance, skewness and kurtosis, as well as the Shannon entropy, say the posterior entropy of the error. An alternative estimator, not used here, to the MVUE is the The prior entropy of errors also relates to the posterior error entropy in the form: 
into an increasing σ M term and a non-Gaussianity dependent term. This shows that the ME posterior state, maximizing H(ε M ), is not necessarily that which maximizes variance.
When errors are Gaussian, the MVUE is the classical Best Linear Unbiased Estimator, [34] given by:
where ∆ Lb is the linear correction to be added to the unbiased background and ε L is the BLUE error. Even when errors are nonGaussian, the BLUE still gives the optimal linear estimator of the state x from the observation y and the background x b . The impact in the a posteriori estimate of taking into account non-Gaussianity of errors is given by the difference between the BLUE and MVUE:
also given by the difference between the BLUE and MVUE errors. The mean square error of the BLUE, over a large set of innovations, admits the decomposition:
which shows that a self-consistent assimilation scheme based on the non-Gaussian MVUE has in fact minimal variance thus performing better than the BLUE.
Average skill in the SK-domain
In this section we assess the performance of the MVUE over the innovation SK-domain. In order to evaluate the overall relative skill of the MVUE, compared to the BLUE, we compute the nondimensional Mean Square Error Skill Score (MSESS), taken with respect to the BLUE, also often used in forecasting evaluation [35] :
(52) This is independent from the innovation variance and ranges between 0, for Gaussian errors and 1 when the MVUE is exact, i.e. null a posteriori error, holding if one of the error variances vanishes. The MSESS depends on the error variance partition: β o , β b = 1 − β o and also on the assumed pdfs of the standardized errors. The MSESS can also be seen as a measure of the BLUE suboptimality in presence of non-Gaussian errors.
Next, we study how MSESS changes with the fixed constraints for the three scenarios of non-Gaussianity partition among errors, described in Section 5.2. The full assessment is performed numerically since no analytical formula exists for the MSESS dependence on the imposed error moments. In Section 7, the MSESS is evaluated for the analysed samples of brightness temperatures.
Single source of non-Gaussianity
Here, we compute the MSESS, (52) when only one of the errors is non-Gaussian. Without loss of generality we put all the nonGaussianity into the background error of variance β b thus leading Fig. 7(a) the Gaussian error (high β o ), the BLUE is rather satisfactory as it is seen from the low MSESS values (Fig. 7(b) ). On the other hand, if the dominant error is non-Gaussian (low β o ), the MVUE is much better than the BLUE, especially at high values of |s b |. Now, fixing k d and s d and increasing β o up to the allowable maximum β g (s d , k d ) leads to increasing values of the skewness and kurtosis of the non-Gaussian error and also to an increasing MSESS ( Fig. 8(a)-(c) for k d = 1, 5, 13 respectively) . This means that the smaller is the variance of the error to which non-Gaussianity is attributed, the larger is the difference between the MVUE and BLUE. If the non-Gaussian error variance β b is much lower β o much closer to 1, then k b can assume extremely high values with remarked effects of the finiteness of the ME-pdfs supports (e.g. k d = 5 and β b = 0.1 leads to k b = 503). This effect happens inside hill-shaped regions bounded by contour inflections in Fig. 8(a)-(c) . 
Prescribed non-Gaussian errors
In a second experiment, we study the case of two non-Gaussian errors. In order to mimic that situation, we compute MSESS by fixing equal error variances: β o = β b = 0.5. For the observation error we fix (s o , k o ) = (1.5, 3) and let varying (s b , k b ) of the background error. Corresponding MSESS contours are shown in Fig. 9(a) , homologous to Fig. 7(a) (fixed Gaussian error) . By comparing those figures, the symmetry around s b is broken. The effect of non-Gaussianity of errors in the a posteriori estimate is stronger (MSESS higher) when the skewnesses of errors have the same sign. Conversely the MSESS is lower when the error skewnesses tend to equilibrate or have opposite skewness signs (left side of Fig. 9(a) ), as compared to the case of equal signs (right side of Fig. 9(a) ). The minimum of MSESS (∼0), is found at s b = −s o = −1.5 and equal error kurtosis: k b = k o = 3. This means that both the MVUE and BLUE are quite similar despite the fact that the a posteriori pdf is strongly non-Gaussian. Indeed, when prior skewnesses have opposite signs, the posterior tends to be more symmetric leading to more equal MVUE and BLUE. The MVUE and the BLUE are still the same for any symmetric a posteriori pdf. 
Maximum entropy sharing of non-Gaussianity
Here, we assess how the MSESS depends on both innovation (Fig. 10(a), (b) ). In Fig. 10 verifies that the ME solution tends to concentrate the skewness and kurtosis of the innovations onto the error with largest variance.
Average skill for brightness temperature innovation samples
One of the aims of this article is to assess the potential average gains from using the MVUE, using priors inferred from the Maximum Entropy method, as an alternative to the BLUE. This is applied here to the assimilation of brightness temperatures extracted from HIRS channels. In order to measure that, we use an adimensional score (larger when it is better), based on the mean square of the correction (MVUE minus BLUE):
The score is obtained from conditional averages over three classes of the standardized innovations according to its size as: runs over a large set of innovations and then it is pertinent to equal sample averages to innovation expectations as:
Using (51) and (52), one finds the relationship between the MSC and the MSESS: (27) and (28) for the scenarios 1 and 2. All in all, there are 9 score graphics per sample in each Fig. 12(a)-(d) . The root mean square of the differences between the BLUE and MVUE are obtained by taking the root square of MSC j (j = a, b, c) and then multiplying it by σ d from Table 1 .
Some conclusions, common to every one of the 12 samples can be drawn, even for the 8 samples whose graphics are not shown. This is particularly evident in some 'ice-free' samples namely: 4s ( Fig. 12(a) ), 5s, 6s, 11s (Fig. 12(b) ), and 15s in which MSC c , corresponding to the most extreme innovation values, go beyond the threshold of 10%, or a mean correction for non-Gaussianity ∆ ML (MVUE minus BLUE) of about ∼0.31 σ d , for a quite large range of possible background error variances, thus showing that, independently of the correct tunings, the relative performance of the MVUE is meaningful. Furthermore, in most of those cases, the variance of the non-Gaussian errors does not need to reach extremely low variances corresponding to unlikely high values of skewness and kurtosis. For the 'ice-covered' samples, the impact of non-Gaussianity in the MVUE is not very high as shown for the sample 7i (Fig. 12(d) ).
Secondly, in the medium classes I a and I b , the correction ∆ ML is quite small for the majority of consistent combinations of error skewnesses and kurtoses. For each scenario and class, the behaviour of MSC j (j = a, b, c) as a function of the variance of errors follows closely the behaviour described in Section 6.2 in terms of MSESS. In fact, in scenarios 1 and 2 (single source of non-Gaussianity), MSC increases as far as the variance of the nonGaussian error decreases, as suggested from Fig. 8(a) to 8(c) . There are quite local exceptions to this behaviour in samples 7s and 12s (Fig. 12(c) Finally, we notice that only certain tuning intervals are compatible with the hypothesis of single source of non-Gaussianity. For example, in sets 4s (Fig. 12(a) ), 5s, 7s and all 'ice-covered' samples (e.g. sample 7i, in Fig. 12(d) 
Conclusions and further work
Most data assimilation (DA) schemes rely on the Best Linear Unbiased Estimator (BLUE) combining observations and background information. However, the a posteriori validation of DA algorithms, through the diagnostics both of the innovations (observations minus background) and of the 'data minus analysis', often reveal error biases and inconsistencies in the specified error variances as well as the consequent sub-optimality of the DA schemes. These a posteriori diagnostics are extended here to some non-Gaussianity measures of the innovations such as the skewness, kurtosis and negentropy, i.e, the difference in terms of Shannon entropy with respect to the Gaussian distribution with the same first and second statistical moments. The presence of statistically significant nonGaussianity in innovations points out the fact that errors of the assimilated data are non-Gaussian. Therefore, as far as the minimization of the analysis error variance is concerned, the BLUE is not optimal thus calling for the application of the Minimum Variance Unbiased Estimator (MVUE), obtained from the Bayesian data assimilation, using in general non-Gaussian pdfs for errors.
In this paper we present consistency relationships for the third and fourth order moments of innovations, relating it to skewnesses and kurtoses of the errors, coming both from observations and background estimates in the observational space. These diagnostics are obtained from samples of observations and backgrounds of assimilated data as well as from the corresponding specified variance errors, as specified operationally in a certain DA scheme. Significant estimates of non-Gaussianity are obtained from data assimilation ECMWF files of brightness temperature (BT), obtained from HIRS channels. In the paper, we address possible sources of the non-Gaussianity of innovations as: (a) the marginal nonGaussianity of observation and background errors, (b) the nonlinear error correlations and (c) the heteroscedasticity of errors, i.e, the variability of error variances and (d) multiplicative noise. The usually assumed observation-background error independence in DA, imposes the existence of error variance-dependent bounds for the skewness and the kurtosis of errors. As consequence the a posteriori tuning of error variances also depends on how non-Gaussian are the errors.
As an application of the innovation diagnostics, we present a measure of the potential impact of the non-Gaussian errors in data assimilation. This is obtained through the mean square difference between the BLUE and the Minimum Variance Unbiased Estimator (MVUE), emanted from the Bayesian filter in the observational space, obtained with single observations and background estimates. This is accomplished by specifying nonGaussian probability density functions (pdfs) of errors. These pdfs are obtained by the maximum entropy method, constrained by statistical moments up to the fourth order. This is because the ME method provides the least committing pdfs when they are constrained by a certain set of constraints.
The impact of non-Gaussian errors is studied for a large range of moments, being higher for skewed extreme innovations and growing in average with the absolute value of the skewnesses of data errors, especially if those skewnesses have the same sign. The impact is larger for the higher absolute values of innovations, typically larger than two standard deviations. The impacts are assessed for two scenarios, one prescribing the skewness and kurtosis of errors and the second one in which only the nonGaussianity of innovations is imposed. The square average of the difference (MVUE minus BLUE) is smaller for the second scenario because error pdfs are allowed to be closer to Gaussian ones. All of those conclusions are corroborated in practice in certain samples of BTs.
The above diagnostics only give an indication of the potential impacts of non-Gaussian errors in a Bayesian-ME-based DA scheme. However those diagnostics have the advantage of being obtained from a posteriori DA files, without the need of running data assimilation models. An alternative, much intensive assessment of the effect of non-Gaussian errors is the systematic comparison of analyses obtained from a BLUE-based DA scheme and a 'frozen' Bayesian-based DA scheme, which is obviously out of the scope of the paper.
The plans for further work are to develop the approach for the multivariate innovation vector taking into account spatial error correlations. For this case, we have to estimate third and fourth order tensors corresponding respectively to multivariate skewnesses and multivariate kurtosis as presented in [37] . However, there must have a tradeoff between the number of statistics and the sample size. This can probably be solved by considering a reduced number of non-Gaussian variables or by considering integrated diagnostics of non-Gaussianity. The effect of correcting for non-Gaussian errors in DA can be the addition to the BLUE-based cost functions of penalty terms weighting nonGaussianity.
Appendix. Maximum entropy pdfs constrained by skewness and kurtosis
The ME-pdf of a random variable ε (e.g. error) is closely obtained by solving the ME problem in a finite interval
(1/k) where {c k } is the set of constrained k-order moments with max(k) being an even number in order to get a well-posed ME problem. The value of L is made large enough in order the maximum entropy H M and the Lagrange multipliers (LMs) does not practically change with increasing L. By using the Leibnitz derivation rule and fixing the expected values, it is easy to obtain the derivative of the ME H M with respect to L:
where ρ is the ME-pdf. In the present paper, since the maximum order moment is 4, the logarithm ln ρ at the interval bounds is scaled as O(−L 4 ), decreasing when L increases. That exponent, 4, is here the maximum even power of the constraining moments. Due to the finite L and for pdfs with kurtosis k and skewness s, near the limit k ≈ s 2 − 2, a small hump in the pdf tail will accommodate the assumed innovation constraints. Given the above scaling and the range of moments, we can extend the pdf support D sufficiently further so as to get negligible bound effects, both on the entropy and on the ME-pdfs. Furthermore, in order to get integrands of order exp(O(1)), during the optimization process, we solve the ME problem for the scaled variable ε/L in the interval [−1, 1] by taking the appropriate scaled constraints. Afterwards, we apply the scaling entropy relationship: In order to get full resolution during the minimization, and to avoid NAN (Not-a-Number) and INF (Infinite) numbers in computation, we subtract the polynomials in the arguments of exponentials by the correspondent maximum in D. Finally, the functional is multiplied by a sufficient high factor F a in order to emphasize the gradient.
In the paper, we have considered centered, unitary variance errors ε with skewness s ∈ [0, 4.5] and kurtosis k ∈ [−2, 17]. For each pair (s, k), the LMsλ 1 , . . . , λ 4 and the normalization factor λ 0 of the ME-pdf have been computed for which some generic properties can be found in [38] . Recall that for a standard Gaussian 
