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ABSTRACT
The natural fractures and hydraulic fractures often form complex fracture network in shale
reservoirs, which poses great challenge to the flow simulation of such complex reservoirs. In this
study, a theoretically sound, and practically robust boundary element method (BEM) numerical
algorithm is developed and successfully implemented. Explicit and discrete fracture description
is adopted in this approach, and the complex fracture settings and interactions are effectively sim-
ulated. Comparing with the domain discretization methods (e.g., finite element method (FEM),
finite difference method (FDM)), mesh generation is greatly simplified in our approach, espe-
cially for reservoirs with complex fracture configurations. Case studies show: our algorithm is
capable of modeling two-dimensional (2D) steady state flow in fractured reservoirs with different
boundary conditions and complex fracture networks; also, the transient flow dynamics and the
flow dependence on matrix heterogeneity, which are seldom considered through a BEM approach,
are successfully accounted for; in addition, by characterizing the fracture flow using finite volume
element (FVM) formulation, the fluid flow in three-dimensional (3D) fractured reservoirs with
irregular fractures is properly handled through this algorithm.
Multiple porosity systems (especially organic matter) existing in shale reservoirs require a
reservoir simulator to properly account for the multi-component diffusion/adsorption phenomena
occurring in the matrix. A compositional model specifically tailored for the characteristics of shale
reservoirs is thus developed. The model takes the pressure and component molar masses as the
primary variables, and the IMPEM (implicit pressure and explicit mass) method as the solution
technique. The multi-component adsorption and diffusion influences are shown to be successfully
accounted for through this model. Case studies indicate: the multi-component adsorption which
mainly exists in the shale organic matter usually plays a positive role in shale reservoir recovery;
the influence of the different TOC values on shale fluid recovery may be different depending on
the fluid type and the operating conditions; and the multi-component diffusion facilitates the gas
recovery, yet the degree of this improvement differs for different wettability formations.
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NOMENCLATURE
b right hand side function in Poisson’s equation
c coefficient in boundary integral equation
ct total compressibility
C fracture element
d distance
D vertical depth, or diffusion coefficient
f interpolation basis function in DRBEM
F1, F2 line integral
J diffusion molar flux
k permeability
l connecting side length
L square side length, or number of internal nodes
m time step, or number of PEBI element sides, or molar mass
of component
M molecular weight
n outward normal vector, or number of components
nf number of embedded fractures
N number of nodes or elements
p pressure
Pfe vector containing fracture element end point pressures
Pfm,Pf vector containing fracture element collation point pressures
Q fracture linear or planar source strength, or adsorption molar
mass
vi
Q fracture source strength vector
Qa adsorbed gas storage capacity
t time
u transformed variable from pressure p
u,~v Darcy velocity
U vector containing boundary unknowns
wf fracture aperture
x molar fraction
x, y local coordinate
~x,~z local coordinate at matrix and fracture, respectively
A1,A2,B1,B2,B3,B4,C2,C3,C4,D3,D4
coefficient block matrices in matrix-vector system
R1,R2,R3 right hand side vector terms in matrix-vector system
Greek:
α weight in DRBEM, or shape factor in Warren-Root dual
porosity model
Γ boundary
δ Dirac delta function
 relative error
θ angle between fracture and the perpendicular line of its inter-
secting boundary
λ, τ dimensionless parameters in Warren-Root dual porosity
model
µ viscosity
ξ, µ local coordinate
ρ density
vii
φ porosity
Φ fundamental solution of 2D Laplace’s equation
Subscripts & Superscripts :
b boundary
eb neighboring elements
eff effective
f fracture
fm fracture element collation (middle) point
fe fracture element end point
hc non-aqueous components
i component
M molecular diffusion
K Knudsen diffusion
t total
w water
α phase
Abbreviations:
2D two dimensional
3D three dimensional
BEM boundary element method
BIE boundary integral equation
DFN discrete fracture network
DRBEM dual reciprocity boundary element method
EDFM embedded discrete fracture method
FEM finite element method
viii
FVM finite volume method
IMPEM implicit pressure explicit molar mass
PEBI perpendicular bisector
MINC multiple interacting continua approach
R.H.S. right hand side
TOC total carbon content
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1. INTRODUCTION AND LITERATURE REVIEW
Fluid flow simulation in shale reservoirs has never been an easy task for researchers and engi-
neers. The abundant natural fractures usually existing in shale reservoirs, together with the com-
plex primary fracture clusters induced by the hydraulic fracturing, pose great challenge to the
fracture modeling techniques. Also, the existence of multiple porosity systems (organic matter,
inorganic matter, and fractures), especially the nano-scale organic pores, attracts researchers to
study Non-Darcy flow effects on fluid flow in shale reservoirs. In this proposal, we try to advance
knowledge towards these two aspects. In the first aspect, an improved boundary element method
(BEM) is proposed to facilitate flow simulation in fractured shale reservoirs. In the second aspect,
the influence of the important Non-Darcy flow mechanisms, namely multi-component diffusion
and adsorption, on shale reservoir fluid flow, has been studied through a novel compositional sim-
ulator we developed. These two aspects are not exclusively independent, and studies integrating
both aspects exist. But currently we constrain ourselves to these studies in a parallel fashion with
emphasis on the first aspect.
First to concentrate on the aspect of fracture modeling techniques in shale reservoirs. The dif-
ficulties mainly lie in the embedded fractures which are usually multiple-scale, irregularly shaped
and have complex connections. The conductivities of the fracture network are usually orders of
magnitude larger than those of the surrounding matrix (Wang et al. 2015). To honor the complex
fracture geometry and connection, also fully capture the sharp pressure transition between frac-
tures and the matrix, large number of refined, preferably unstructured grids are required to be put
around the fracture-matrix interfaces, which renders the popular finite difference method (FDM)
cumbersome in simulating realistic fractured reservoir fluid flow. Several other approaches have
therefore been adopted to tackle this problem.
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1.1 Continuum medium methods
The industrial standard approach is the dual-porosity model (DPM). The dual-porosity con-
cept was first introduced by Barenblatt and Zheltov (1960), later popularized by Warren and Root
(1963) in the oil and gas industry. In this model, the fractures are viewed as a separate, contin-
uous porous medium with appropriate attributes definable to characterize its hydraulic properties
(Cao and Killough, 2016). Most of the reservoir fluid is stored in the matrix, while the fractures
serve as the main flow conduits. Depending on whether intra-flow is allowed in the matrix, DPM
can be sub-divided into two sub-categories: dual-porosity single-permeability model (DPSK, no
matrix intra-flow) and dual-porosity dual-permeability model (DPDK, having matrix intra-flow),
see Fig.1.1. The reason of DPM’s popularity is in its simplicity. The complicated fracture network
is lumped into one porous medium, and the complex interflow between fractures and matrix is
described by the term called transfer function, which can be calculated either through analytical
method (Kazemi et al. 1976) or history match. DPM is appropriate for reservoirs with highly con-
nected, small-scale fractures (Jiang and Younis, 2015) and is proved useful in many applications.
It has been extended to characterize two-phase flow (Kazemi et al. 1976) and three-phase flow
(Thomas et al. 1983) in fractured reservoirs.
Figure 1.1: Connection schematic: DPDK (Left) and DPSK (Right). Reprinted from Figure 10.2
in Halliburton (2013)
The standard DPMs assume constant pressure and saturation in each matrix block, which may
not be the case for local matrix regions with large spatial variations (Karimi-Fard et al. 2006).
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To incorporate the spatial variability, the time or saturation-dependent transfer functions are de-
veloped, such as Zimmerman et al (1993), and Sarma and Aziz (2004). Another approach for
resolving this issue is matrix subdivision. In this approach, the matrix cell is sub-divided into
several sub-grids to capture the flow dynamics in the matrix. Different subgridding strategies ex-
ist, such as Gilman (1986), Gilman and Kazemi (1988), and Karimi-Fard et al. (2006), among
them the most famous one is the multiple interacting continua approach (MINC) (Pruess and
Narasimhan, 1985; Wu and Pruess, 1988). In order to divide the sub-grids more realistically,
Pruess and Karasaki (1982) proposed the concept of proximity function, which represents the total
matrix volume within some distance from the fracture faces, and can be computed through Monte
Carlo integration. Also Karimi-Fard et al. (2006) established a coarse-scale continuum flow mod-
els where the geometry of the local subgrids and the required parameters are determined from
local flow solutions using the underlying discrete fracture model. Gong et al. (2008) extended
the approach of Karimi-Fard et al. (2006) to include the gravity influence, and Hui et al. (2007),
Hui et al. (2008) successfully applied this technique to solve a number of flow problems. The
methodologies of Pruss and Karasaki (1982), Karimi-Fard et al. (2006), and Gong et al. (2008)
are subordinate to a broader endeavor where the dual-porosity parameters are extracted from the
underlying discrete fracture models. Some of the other research in this respect are Dershowitz et
al. (2000) and Sarda et al. (2002).
DPM belongs to continuous medium methods, other similar methods exist, such as single-
medium method and multi-porosity method. When adequate pseudo-capillary pressure curves and
pseudo-relative permeability curves are defined, single-medium method can be used to perform
fractured reservoir simulation with acceptable accuracy (Sarda et al. 2002). In order to honor
the complex interaction during shale reservoir’s multiple porosity systems (such as organic mat-
ter, inorganic matter, natural fractures, and hydraulic fractures), several researchers (Hinkley et al.
2013; Sun et al. 2014; Yan et al. 2015) have explored the multi-porosity approach, where each
porosity system is generalized as a separate, continuous porous medium respectively. Arbitrary
intra-porosity and inter-porosity connection can be studied, and features capable of porosity subdi-
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vision are also developed (Yan et al. 2015). The multi-porosity approach provides large flexibility
in handling the complex interaction in complex lithology reservoirs, also can readily honor the
specialty of each porosity system, yet the troublesome of determining or history match multiple
transfer function parameters hinders its popularization.
1.2 Discrete fracture methods
To the contrary of continuous medium methods, the discrete fracture modeling (DFM) ap-
proach treats the fractures discretely and explicitly. Comparing to continuous methods, DFMs
can resolve the flow details of complex flow paths and high, localized anisotropy even with large
fracture density and sever irregular fracture patterns (Moinfar et al. 2011). The main differences
among various DFM techniques lie in how they characterize and discretize the fracture networks.
A simple approach is the discrete fracture network (DFN) model, where only the fracture intersec-
tions are meshed and fracture matrix interflow is linked through the middle points (recharge points)
of the intersections (Mckoy and Sams, 1997; Mi et al. 2016). More complex approaches not only
consider the fracture intersections and end points, but also discretize and set unknowns along each
fracture line or surface. In these approach, several numerical methods have been adopted. For
example, Rubin (2010) and He et al. (2015) used finite difference method (FDM) to discretize
the fracture network and simulate fluid flow. And due to the constraints mentioned above, FDM
usually is applied in reservoirs with regular fracture patterns (Rubin, 2010) or adopts large number
of refined grids (He et al. 2015). Karimi-Fard et al. (2004) developed a finite volume method
(FVM) based simulator, where the concept of delta transfer function was proposed to eliminate
control volumes at fracture intersections, which facilitate the simulation process. Syihab (2009)
discretized the two-dimensional (2D) DFN using Voronoi diagrams, and the non-uniform aperture
distribution was implicitly accounted through appropriate computation domain treatment. To the
contrary, Sun and Schechter (2014) simulated the natural fractures with actual aperture sizes ex-
plicitly using unstructured grids, and a force-based optimization method was combined with the
fixed-point scheme to ensure good mesh quality. For fractured reservoirs with homogeneity ma-
trix, boundary element method (BEM) has been used by several researchers. Rasmussen et al.
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(1987) applied the boundary integral method to determine the relative contribution of the fracture
flow and the matrix flow to the total liquid flow, and for fracture discretization, nodes were placed
around the rim of each fracture. Lough et al. (1995, 1997, 1998) and Shapiro et al. (1983) both
set only one single layer potential type integral for each fracture, and differences existed in their
discretization schemes. When the fractured reservoirs contain very complex configurations, where
the small distance between fracture extremities and the small angles between fractures pose great
difficulties for good mesh generation, techniques reducing the complex structures and provide op-
timal grids exist (Graf and Therrien, 2007; Mustapha and Dimitrakopoulos, 2011; Mustapha et
al. 2011). These methodologies indicate that the best strategy to simulate flow in fractured shale
reservoirs is probably to first modify the given complex fracture configurations to some extent,
instead of strictly adhering to the given fracture network throughout the simulation.
1.3 Integration methods
Studies combining the continuum medium approach and the discrete fracture approach have
been conducted. The discrete fracture methods honor the local fracture configurations and can be
used to generate the apparent or equivalent properties (permeability, conductivity, etc) for local
grids, which afterwards can be taken as inputs for the continuum medium methods to simulate
global scale fluid flow. The researches, such as Pruess and Karasaki (1982), Karimi-Fard et al.
(2006), Gong et al. (2008), and Dershowitz et al. (2000) all belong to this category. Lough et al.
(1995, 1997, 1998) and Teimoori et al. (2005) conducted similar investigations using BEM, where
only the local grid boundaries and the fracture surfaces are discretized instead of domain discretiza-
tion as for other methods. Jiang and Younis (2015) proposed a coupled method which integrates
unstructured DFM with continuum models which can include dual-porosity, dual-permeability and
MINC features. Another direction integrating the merits of both the continuum medium approach
and discrete fracture approach comes from Lee et al. (2001), Li and Lee (2008) and Moinfar
(2013), who proposed and studied the embedded discrete fracture method (EDFM). In this ap-
proach, the matrix is represented by structured grids, while additional fracture control volumes are
applied for computing the intersection of fractures with the matrix grid. And this approach has at-
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tracted attention of many researchers. Jiang and Younis (2015) developed a hybrid fracture model
by combing EDFM with MINC to simulate unconventional gas reservoirs. Chai et al. (2016) ex-
plored the methodology of combing multiple porosity model and EDFM model, and highlighted
their simulator’s capacity for dynamic fracture network modeling. Recently, Ding et al. (2017)
presents an EDFM based on the MINC proximity function to overcome the insufficiency of the
conventional dual-porosity model in simulating unconventional reservoirs.
Continuum medium method disregards the explicit simulation of specific fracture configuration
and interaction, thus simplifies the simulation process. Discrete fracture method, on the other
hand, aims to capture the details of the flow dynamics induced by the fractures, which irrefutably
improves the simulation accuracy yet carries heavier computation burden. Besides, the intrinsic
uncertainties of the fracture characterization parameters probably blur the improved accuracy from
the discrete fracture modeling. Therefore a good simulation strategy should balance off both the
accuracy and efficiency. The hierarchical fracture models developed by Lee et al. (2001) and
Hajibeygi et al. (2011) are two good examples in this regard.
Next, we will introduce the second aspect: the influence of multi-component diffusion/adsorption
on fluid flow in shale reservoirs. The background on this subject is briefly summarized as follow-
ing.
1.4 Multi-component adsorption/diffusion ∗
Four types of porosity systems coexist in shale reservoirs: organic matter, inorganic medium,
natural fractures and hydraulic fractures, with different attributes associated with each (Wang and
Reed, 2009). Significant porosity is discovered to exist within shale organic matter, and as pointed
out by Loucks et al. (2009), most of the nano-pores are located in the organic matter. Large
amounts of adsorbed hydrocarbon may exist in the porous organic matter of the shale matrix. Hill
et al. (2000) mentioned that in some cases 85% of gas in shale might be stored as adsorbed gas.
Proper treatment of the influence of adsorbed hydrocarbon on shale reservoir development is an
∗Part of this section is reprinted with permission from "A Novel Compositional Model of Simulating Fluid Flow
in Shale Reservoirs - Some Preliminary Tests and Results" by Y. Cao, B. Yan, M. Alfi and J. E. Killough, 2015. SPE
Proceedings, Copyright [2015] by Society of Petroleum Engineers.
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indispensable requirement for shale reservoir modeling to be realistic and accurate.
Also, as the pore size and the permeability decrease significantly in the shale matrix, Darcy
flow may not be appropriate or adequate to describe the fluid flow in such media (Yan et al. 2013).
Several methods have been proposed to describe the fluid flow in tight formations, such as the
Dual-Mechanism Approach (Darcy flow and Fickian diffusion occur simultaneously) (Ertekin et
al. 1986; Clarkson et al. 2010); the apparent permeability approach, either based on considering
the combining effect of various flow mechanisms (Knudsen diffusion, slippage flow and advection
flow) (Javadpour et al. 2009) or based on the condition of Knudsen number (Civan 2010); a more
practical method is to use the experimentally determined effective diffusivity (which lumps both
convection and diffusion) in the simulation (Sun et al. 2014). But the above mentioned methods or
approaches limit the diffusivity or permeability adjustment to a single phase or component. Dif-
ferent diffusivity or permeability adjustments should be incorporated for different components. A
compositional model specifically accounting for the aforementioned aspects should be developed.
1.5 Research objective and dissertation structure
The first objective of this work will focus on advancing BEM application in simulating fluid
flow in fractured shale reservoirs. It belongs to the discrete fracture method category, and can be
used to generate the local grid apparent or equivalent properties passing to the continuum medium
method. Several limitations suffered by the previous studies are removed in this work, which in-
clude: (1) more compacted and efficient BEM formulations modeling fractured reservoirs fluid
flow are proposed, (2) modules characterizing the transient flow dynamics and the matrix het-
erogeneity influence on fluid flow, which are seldom considered through a BEM perspective by
previous researchers, are developed and investigated, and (3) in three-dimensional (3D) cases,
the workflow for discretizing the fracture and the boundary surfaces, and the characterization of
fracture flow using finite volume method (FVM) formulation are developed, which enable BEM
simulator to readily model fluid flow in reservoirs with irregular fracture patterns. Other issues,
such as the influence of the boundary and fracture element discretization strategy, are also covered.
The second objective of this work is to develop a new compositional simulator specifically
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for shale fluid storage and flow modeling. The multi-component adsorption and diffusion phe-
nomena occurring in the shale matrix are properly incorporated. The influences of the important
parameters, such as total carbon content, wettability, and fluid composition, on shale reservoir fluid
recovery are also investigated through this new simulator.
The following of this dissertation is arranged as these. In Section 2, our improved boundary
element model for simulating steady state flow in 2D homogeneous fractured reservoirs is pre-
sented. (In this dissertation, the homogeneity or heterogeneity of the fractured reservoirs is defined
by the properties of the matrix medium. If the matrix is homogeneous/heterogeneous, then the
reservoirs are called homogeneous/heterogeneous by simplification.) The theoretical background
and the case studies using this model are also described.
In Section 3, the theoretical background of the dual reciprocity boundary element method
(DRBEM), which is a technique for treating matrix heterogeneity and transient flow dynamics
in this work, is first briefly summarized. The technique for modeling matrix heterogeneity and
transient flow in fractured shale reservoirs is then introduced. Examples verifying the feasibility of
the model are presented. Studies on the influence of the matrix permeability, fracture permeability,
and fluid viscosity on the transient flow dynamics are also to be discussed.
In Section 4, we extend the model to simulating flow in three-dimensional (3D) fractured reser-
voirs. Complex and irregular fracture configurations can be investigated. The description of the
discretization scheme and the numerical implementation will first be described in this chapter.
Then examples and discussions showing fluid flow in 3D porous medium with and without frac-
tures are illustrated to validate our approach. The final part is devoted to the conclusion.
In Section 5, the equations and the methodology adopted in the development of the compo-
sitional simulator are discussed. The multi-component adsorption and diffusion terms are incor-
porated into the component mass balance equations. Several cases are conducted to validate the
model. The influences of the important parameters, such as total carbon content, wettability, and
fluid composition, on shale reservoir fluid recovery are investigated through the new simulator.
The last section (Section 6) presents the conclusion and the suggested future work.
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2. STEADY STATE FLOW SIMULATION FOR 2D HOMOGENEOUS FRACTURED
RESERVOIR∗
In this section, we introduce the simulation of steady state flow in two-dimensional homo-
geneous fractured reservoirs. First, the background of boundary integral equation and boundary
element method is introduced. This serves the basis for our improved boundary element method
in this section and the following two sections. Then, the methodology of the improved bound-
ary element method in simulating steady state flow in 2D homogeneous fractured reservoirs is
shown. Finally, examples verifying the feasibility of our approach are presented. Conclusions are
presented in the end.
2.1 BEM basics
The partial differential equations characterizing the physical problem can be converted to an
integral form using the technique of weighted residuals. By employing integration by parts, we can
obtain a series of boundary integrals, and the domain integral contains only the partial derivatives
of the weighting function. The domain integral containing the field function can be eliminated by
setting the fundamental solution as the weighting function. The resulted representation formula
will have no unknown variables in the domain integral. Take Laplace equation as an example.
52 p = 0 in Ω (2.1)
The resulting representation formula is
c(ξ)p(ξ) =
∫
Γ
G
∂p
∂n
dΓ−
∫
Γ
p
∂G
∂n
dΓ (2.2)
Where p is the pressure, Γ is the boundary, G is the fundamental solution of the Laplace oper-
∗Part of this section is reprinted with permission from "An Improved Boundary Element Method for Modeling
Fluid Flow through Fractured Porous Medium" by Y. Cao, and J. E. Killough, 2017. SPE Proceedings, Copyright
[2017] by Society of Petroleum Engineers.
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ator, ξ is the load point position, and the value of c depends on the position of the load point with
respect to the domain Ω, c = 0 for load point outside of the domain, c = 1 for load point inside,
and c =
1
2
for load point on the smooth boundary. The details on the derivation from Eq.(2.1)
to Eq.(2.2) can be found in many references, such as Gaul et al. (2003), Ang (2007) and Archer
(2000).
Eq.(2.2) relates one point’s pressure with the contour integrals as shown in the right hand side of
Eq.(2.2), and when the load point ξ is moved to the boundary, the resulted equation from Eq.(2.2)
is the boundary integral equation (BIE). To numerically solve the BIE, the boundary is discretized
into small elements honoring the boundary geometry, and the collocation type scheme is used by
applying the BIE subsequently at each element node, which will generate the same number of
equations as that of the boundary unknowns. And this is the BEM scheme. After the boundary
unknowns are solved, the pressure of any point in the interior of the domain Ω can be computed
using Eq.(2.2) with c(ξ) = 1.
2.2 Governing equations
The fractures embedded in the matrix are generated by nearby seismic activity or through local
deformation of the strata containing the porous rock. The generated fractures are usually tortuous,
irregular-shaped, with varying sizes of apertures. To improve the simulation efficiency, two sim-
plifications have been made: first, the flow across the fracture apertures is assumed as negligible,
and second, the fractures are equivalently seen linear (in 2D reservoirs) or planar (in 3D reservoirs)
source or sink entities interacting with the matrix. These simplifications are not totally new. Lough
et al. (1998), Shapiro and Andersson (1983) have adopted them in their studies. The justification
is that the fracture apertures are usually much smaller than the other dimensions. Based on these
assumptions, Lough et al. (1998), Shapiro and Andersson (1983) independently derived the equa-
tions governing the 2D fracture flow, and furthermore Lough et al. (1998) estimated the accuracy
of this simplification, see Eq.(16) of their paper. The simplifications facilitate the BEM applica-
tion, previously very fine meshes are required to be placed on the front and back of the fracture
surfaces (Rasmussen et al. 1987; Teimoori et al. 2005), now only one layer of meshes are needed,
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therefore the computation time and storage requirements are reduced significantly.
Ignoring well source or sink terms, the governing equation for single phase (constant viscosity
assumed) flow at any point ~x in the matrix is
5 ·(km5 p) = φµct∂p
∂t
+ µ
∫
f
Q(~z)δ(~x− ~z)dA (2.3)
The last term in Eq.(2.3) represents the fracture source term. The governing equation for the
mass flow in the fracture is (Lough et al. 1997):
5f ·(~vf (~z)) = −Q(~z)
wf
(2.4)
In Eq.(2.3) and Eq.(2.4), km is the matrix permeability, µ is the fluid viscosity, φ is the matrix
porosity, ct is the total compressibility, ~z is a position point in the fracture, Q is the linear or planar
source strength of the fracture, ~vf is the fracture Darcy velocity, wf is the fracture aperture and
δ is Dirac delta function. Eq.(2.3) and Eq.(2.4) are the basic equations in our study to relate the
unknowns and solve the problems.
Eq.(2.3) are used to be converted into BEM/DRBEM form, and depending on the given reser-
voir and fluid conditions, the specific conversions vary; and Eq.(2.4) is transferred and solved either
using finite difference method (FDM) for 2D reservoir cases or finite volume method (FVM) for
3D reservoir cases.
The transformation of Eq.(2.3) is shown first. Here we consider steady state flow in homoge-
neous fractured reservoirs, Eq.(2.3) becomes
5 ·(5p) = µ
km
∫
f
Q(~z)δ(~x− ~z)dA (2.5)
This is the same form as Eq.(5) in Lough et al. (1997), and the corresponding boundary integral
equation is shown as Eq.(2.6)
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c(ξ)p(ξ) =
∫
Γ
G
∂p
∂n
dΓ−
∫
Γ
p
∂G
∂n
dΓ +
µ
km
∫
f
GQ(~z)dA (2.6)
As for Eq.(2.4), the fluid velocity in the fracture is given by Darcy’s Law (Lough et al., 1997)
~vf (~z) = −kf
µ
5 pf (2.7)
Substitute Eq.(2.7) into Eq.(2.4), then we get
5f (kf
µ
5 pf ) = Q(~z)
wf
(2.8)
Where kf is the fracture permeability, pf is the fracture pressure, and wf is the fracture aperture.
Depending on the simulated fractured reservoirs, Eq.(2.8) is discretized using the finite difference
method (for 2D cases) or finite volume method (for 3D cases, in Section 4). The flexibility of
finite volume method enables the handy discretization and simulation of the complex 3D fracture
network.
2.3 Discretization scheme
In order to simulate flow in fractured reservoir using the approach we proposed above, the
discretization of the fractures need be implemented. In this chapter, we consider the discretization
of fractures in a square reservoir porous medium. One example is shown in Fig.2.1. In this case,
6 fractures exist and each fracture can be viewed as a line segment. And the problem of fracture
discretization boils down to: how to generate fracture elements given a certain number of fracture
segments in a square.
The procedure is as following: (1) Since flow at fracture intersections need special treatment,
see Part 2.4.2, first the fracture intersections should be identified. We need check for any pair
of the line segments to see if intersection points exist, and if so, the location of the intersection
together with the associated fracture indexes need be recorded; (2) And for each fracture segment,
the contained intersection points (if existing) plus its two end points are taken as the fixed points
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for the fracture element generation. No matter how coarse or refined the following discretization
is, these fixed points always serve as the element end points; (3) Generating fracture elements only
through the fixed points usually results in low quality element, such as too large fracture elements.
To control the size and number of the fracture elements on each fracture segment, the flexible
points can be inserted.
For example, 6 fractures exist in Fig.2.1. Among the 6 fractures, 5 fractures intersect directly
or indirectly, where 5 intersections A, B, C, D, and E (represented by red circles) exist. Fracture
6 has no fracture intersections. Each fracture segment has its own set of fixed points. Take fracture
3 as an example, where the intersection points (red circles) A, B, C and the two end points (blue
circle) M , N are its fixed points. Since the adjacent fixed points A and B form a fracture element
with suitable length, no flexible points (green circles) are inserted between them. Otherwise, flex-
ible points (green circles) are inserted between fixed points A and M or B and C. In our example
Fig.2.1, 3 flexible points (green circles) are inserted on fracture 3, which results in a total of seven
fracture elements. The fracture element can be enclosed by either fixed points or flexible points.
Figure 2.1: Schematic of fracture element generation
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The developed algorithm honors the intersections and the end points of each fracture, also is
able to adjust the fracture element number and sizes flexibly. Next we will explicitly introduce the
techniques we used in the above Procedure (1) and Procedure (3).
For Procedure (1): the fracture intersection between two fractures is determined through the
technique introduced by Bourke (1989). Take Fig.2.2 as an example. There are two fractures
intersecting. The equations for the two fracture lines (where the two fracture segments belong to)
are
Figure 2.2: Schematic of fracture intersection determination
Pa = PM + ua(PN − PM) (2.9a)
Pb = PS + ub(PT − PS) (2.9b)
Where P is the coordinate vector corresponding to different subscripts, for example, for 2D Carte-
sian coordinates, Pa = (xa, ya). xa, ya are the x, y coordinates of point a. a and b are the two
moving points located on line segment MN and line segment ST , respectively. And ua, ub are the
normalized distances of point a and b to the starting point M and S, respectively. The intersection
point O if exists, whose coordinates are represented as:
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xo = xM + u
∗
a(xN − xM) (2.10a)
yo = yM + u
∗
b(yN − yM) (2.10b)
Where u∗a and u
∗
b are expressed in Eq.(2.11a) and Eq.(2.11b), respectively:
u∗a =
(xT − xS)(yM − yS)− (yT − yS)(xM − xS)
(yT − yS)(xN − xM)− (xT − xS)(yN − yM) (2.11a)
u∗b =
(xN − xM)(yM − yS)− (yN − yM)(xM − xS)
(yT − yS)(xN − xM)− (xT − xS)(yN − yM) (2.11b)
0 ≤ u∗a, u∗b ≤ 1 (2.11c)
To make sure the intersection point is located inside the fracture segments, Eq.(2.11c) should be
satisfied.
And if the denominators of u∗a and u
∗
b are 0 then the two line segments are parallel, and if the
denominator and numerators both are 0 then the two segments are coincident. This technique is
applied to all pairs of the fractures in the porous medium to detect the intersection points.
For Procedure (3): After the intersection points being determined, the flexible points need be
inserted to generate the fracture elements with suitable sizes. We continue our description using
the example in Fig.2.3. Define the fracture segment enclosed by the adjacent fixed points as Sub-
segment, such as Subsegment M1A, Subsegment AB in Fig.2.3. In other words, the numbers and
the locations of flexible points in the subsegments need be determined. The following techniques
are applied:
(a) Scan all the Subsegments in the fracture network and identify the longest Subsegment with
its length as Lmax, such as in Fig.2-3, subsegment M2B is the longest. Recall in Fig.2.3, the blue
circles and the red circles represent the fixed end points and fixed intersection points respectively;
(b) Divide the longest Subsegment into N (a user defined value) equal spaced segments by
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Figure 2.3: Flexible points insertion procedure (a)
inserting N − 1 flexible points (green circles), with each small segment’s length as Lmax
N
, such as
in Fig.2.4, two flexible points (green circles) are inserted in Subsegment M2B;
Figure 2.4: Flexible points insertion procedure (b)
(c)
Lmax
N
serves as the basic length to divide the remaining Subsegments. For example, if some
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Subsegment has length L, and
L
Lmax
N = Q with remainder R, then this Subsegment will be
divided into Q (if R = 0) or Q + 1 (if R > 0) small elements (with equal length of
L
Q+ 1
). For
example, in Fig.2.5, Subsegment BC and Subsegment M4N4 are therefore divided;
Figure 2.5: Flexible points insertion procedure (c)
(d) The procedure is repeated for all the remaining subsegments, which generates the final
discretization, as shown in Fig.2.6.
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Figure 2.6: Flexible points insertion procedure (d)
The fracture elements generated through this approach will usually have suitable sizes, and the
total number of the fracture elements can be reasonably controlled. Fig.2.7 and Fig.2.8 show the
discretization examples for a 10 fracture example, whereN sets to be 2 and 6 respectively. The first
discretization generates 26 fracture elements, while the second discretization generates 56 fracture
elements.
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Figure 2.7: Discretization for 10 fractures (N = 2)
Figure 2.8: Discretization for 10 fractures (N = 10)
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2.4 Numerical implementation
After the discretization is finished, here we will introduce how to apply the governing equations
on the discretized elements and generate the corresponding matrix-vector system of the equations.
For illustration, we take Fig.2.9 as an example, which is a simple discretization schematic of a
2D reservoir block with two embedded fractures. The block boundaries and the fractures are
discretized into small elements, and each element is closed by two element end points (in triangular,
these element end points can be fixed points or flexible points as introduced above.) with the
middle points (in circle) selected as the collation points. The fracture elements are generated from
the above procedures.
For the boundary elements in Fig.2.9, constant shape function is adopted, which indicates the
pressure and the flow rate over each boundary element are set as constants. For each fracture
element, a constant source strength Q is assumed. The BEM formed equations (e.g., Eq.(2.3),
Eq.(2.6)) are set at the collocation points (red circles) subsequently on both the fracture elements
and the boundary elements, and the flow equations (Eq.(2.4) or Eq.(2.8)) are set at the collation
points (red circles) and the end points (white triangles) on the fracture elements.
Figure 2.9: Discretization schematic of a reservoir block with two fractures
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The matrix-vector system resulting from the above collations has the following block-matrix
expressions:

A1 B1 0 0
A2 B2 C2 0
0 B3 C3 D3
0 B4 C4 D4


U
Q
Pfm
Pfe

=

R1
R2
R3
0

(2.12)
The collocated equations are grouped into four separate blocks. The first block comes from collat-
ing the BEM formed equations on the boundary collation points, the second block is from collating
the BEM formed equations on the fracture collation points, while the third block is from collating
the fracture flow equations on the fracture collation points, and the fourth block is from collat-
ing the fracture flow equations on the fracture element end points (Notice the difference between
fracture element end points and fracture end points). U is an unknown vector with each element
being either the pressure or the normal velocity (depending on the given boundary conditions) of
the boundary collation points. Q is the vector with each element being the source strength of each
fracture element. Pfm holds the pressure values on the fracture element collation points, while
Pfe holds the pressure values on the fracture element end points. Notice C2 is just an identity
matrix. Eq.(2.12) can be solved using direct methods or iterative methods. Eq.(2.12) can be fur-
ther simplified by keeping the first three blocks unchanged, and only collating the fracture flow
equations at the fracture end points and the fracture intersections. This will reduce the problem
size significantly especially when fracture number is large.
Two aspects regarding to the matrix-vector system assembly and computation are described in
the following.
2.4.1 Line integral computation
To compute the first block and second block in Eq.(2.12), the line integrals F k1 and F
k
2 for a
collation point (ξ, µ) over a boundary element or fracture element Ck need be computed, where
the line integrals are:
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F
(k)
1 =
∫
Ck
Φ(x, y; ξ, µ)ds(x, y) (2.13a)
F
(k)
2 =
∫
Ck
∂
∂n
Φ(x, y; ξ, µ)ds(x, y) (2.13b)
Where Φ is the fundamental solution for the two-dimensional Laplace’s equation, and its form is
as Eq.(2.14a):
Φ(x, y; ξ, µ) =
1
4pi
In[(x− ξ)2 + (y − µ)2] (2.14a)
∂Φ
∂n
= nx
∂Φ
∂x
+ ny
∂Φ
∂y
(2.14b)
Where
∂Φ
∂n
is the normal derivative of Φ, and (nx, ny) is the unit normal vector of the element Ck.
To compute Eq.(2.13a) and Eq.(2.13b), the approaches outlined in Part 1.6 of Ang (2007) are
adopted. Ang (2007) presents the analytical formulations to compute the line integrals. Depending
on whether the collation point (ξ, µ) is on the same line of the element segment Ck or not, the for-
mulations are different for both Eq.(2.13a) and Eq.(2.13b) (See Eq.(1.40), Eq.(1.14), and Eq.(1.37),
Eq.(1.38) in Ang (2007)). For each collation point, the line integrals over all the fracture and the
boundary elements need be computed.
2.4.2 Fracture intersection
When collating flow equations at the fracture intersections, the mass conservation should be
conserved considering flow from all intersecting fractures. Take Fig.2.10 as an example, two
fractures intersecting at point O, and four fracture elements, which are enclosed by element end
points (triangles), form surrounding this intersection and A,B,C,D (blue circles) are the mid-
points of the respective elements. The flow equation applied at the intersection O should be in the
following form:
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Figure 2.10: Schematic of fracture intersection
∑
j=A,B,C,D
kfwf
µdj,O
(pj − pO) = 1
2
∑
j=A,B,C,D
Qjdj,O (2.15)
Where wf , kf , µ are the fracture aperture, fracture permeability and fluid viscosity respectively
(here constant fracture permeability and aperture are assumed, but the methodology works for
variable fracture permeabilities and apertures), and dj,O is the distance from point j to point O. Qj
and pj are the element source strength and the pressure associated with the point j, respectively,
where j = A,B,C,D.
In Eq.(2.15), the left sum represents the net flow from the two intersecting fractures to the
controlling region of the intersection point O, and the right sum represents the fluid source of the
fracture intersection controlling region to the surrounding matrix. The fracture intersection region
includes half (which corresponds to the coefficient of
1
2
in the right hand side of Eq.(2.15)) of the
fracture segments AO, BO, CO, and DO. When multiple fractures intersect at the same point, the
same methodology similar to Eq.(2.15) is applied.
Special adjustment should be conducted when the fractures intersecting at the boundaries. For
example, in Fig.2.10, one fracture hits the left boundary and the resulting intersection is point E.
If the pressure is given for the left boundary, then the pressure at E equals to the given pressure
(one unknown in Pfe of Eq.(2.12) is thus reduced); if the flow rate is given at the boundary, then
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the flow equation collating at point E should be changed into the following form:
qwfcosθ +
kfwf
µdC,E
(pC − pE) = 1
2
QCdC,E (2.16)
Where q is the given volume flow rate (whose unit is ft2/s for flow in a 2D porous medium) on
that boundary, and q > 0 means flow into the matrix, θ is the angle between the fracture and the
perpendicular line of the intersecting boundary.
2.5 Examples
2.5.1 Case A
In this case, a square porous medium with two intersecting fractures is considered, see Fig.2.11.
The upper and lower boundaries are set as 100 psi and 50 psi, respectively. And the other two
boundaries are set as no flow boundaries. This is a case with very simple fracture configurations.
The fracture aperture is set as 50 um, and the corresponding fracture permeability is 211 D, and
Figure 2.11: Schematic for Example Case A
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the matrix permeability is set as 1e-4 md. And the fluid viscosity is 1 cp. We have computed
the pressure distribution inside the porous medium through our BEM simulator and compared the
results with those from a commercial FEM simulator. Fig.2.12 shows the discretization used in the
FEM simulator, where 644 triangles are adopted.
Figure 2.12: FEM Discretization for Example Case A
Different discretization schemes in our BEM simulator. Fig.2.13 shows one example, where
20 boundary elements and 8 fracture elements are contained. The green circles and the numbers
on the fractures indicate the fracture element end points and their local indexes; and the red circles
and the associated numbers on the boundaries indicate the boundary element end points and their
associated boundary indexes (Notice that for fracture intersection point, two fracture local indexes
3 and 8 are allocated. Also, two boundary indexes 1 and 21 are assigned to the same point. The
redundant indexes, such as fracture local index 8 and boundary local index 21, are removed in the
matrix-vector system assembly).
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Figure 2.13: Discretization scheme for our simulator
The pressure distributions computed from our simulator (discretization based on Fig.2.13) and
the FEM simulator are shown in Fig.2.14 and Fig.2.15 respectively. And we can see the results
match each other closely.
Figure 2.14: Pressure distribution computed from our simulator
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Figure 2.15: Pressure distribution computed from FEM simulator
To quantity the difference, we compare the results at 100 internal points of the square, whose
x coordinates are x = (0.1× i− 0.05)L, and y coordinates are y = (0.1× j − 0.05)L, where L is
the square side length, and i, j = 1, 2, · · · , 10. Fig.2.16 shows the pressures for these 100 points
from both simulators. We can see the results are very close with the average relative error is 0.49%
and the maximum relative error is 2%.
Figure 2.16: Pressure comparison at 100 internal points for Case A
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2.5.2 Case B
In this part, we consider another case with more complex fracture configurations in the square
porous medium, which is shown in Fig.2.17. There are 8 fractures with different lengths. Among
the 8 fractures, 6 fractures intersecting with each other form a connecting network, and 2 fractures
are isolated from the others. The same boundary conditions, rock and fluid properties as those in
Case A are used.
Figure 2.17: Schematic for Case B
Fig.2.18 shows one FEM discretization example for the above fractured porous medium, where
938 triangular elements are generated. We can see that many small triangles needed be placed in
the intersections and the endpoints of the fractures. And Fig.2.19 shows the pressure distribution
generated from this FEM simulator.
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Figure 2.18: FEM Discretization for Example Case B
Figure 2.19: Pressure distribution computed from FEM simulator for Case B
Again we have tested different discretization strategies for our simulator. Fig.2.20 and Fig.2.21
are two examples. There are 20 boundary elements, 24 fracture elements, and 20 boundary ele-
ments, 40 fracture elements in Fig.2.20 and Fig.2.21, respectively.
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Figure 2.20: Discretization strategy 1 for Case B
Figure 2.21: Discretization strategy 2 for Case B
The pressure distributions from our simulator are shown in Fig.2.22 and Fig.2.23 respectively,
both match Fig.2.19 acceptably, and Fig.2.22 is computed based on the discretization strategy of
Fig.2.20 and Fig.2.23 is computed based on Fig.2.21. We can see as the number of the fracture
elements increases, the pressure subtleness (especially near the fracture tips and intersections) is
30
captured more.
Figure 2.22: Pressure distribution computed from our simulator (Discretization based on Fig.2.20)
Figure 2.23: Pressure distribution computed from our simulator (Discretization based on Fig.2.21)
Again, we pick up 100 uniformly distributed internal points in the square and compare their
pressures. Fig.2.24 shows the results from our simulator and those of the FEM simulator. We can
31
see that the results from our BEM simulator match that from FEM simulator very well. And as
the number of discretized elements increase, the difference between our simulator result and the
FEM simulator result decreases, which can be seen by the fact that the blue curve (corresponding to
Fig.2.23) is closer to the red curve (corresponding to Fig.2.19) than the green curve (corresponding
to Fig.2.22). Comparing the result from our simulator (corresponding to Fig.2.23) with that from
the FEM simulator, the average relative error is 1.15% and the maximum relative error is 7.9%.
And the accuracy can be increased if more elements are adopted or higher order of shape functions
on the elements are used.
Figure 2.24: Pressure comparison at 100 internal points for Case B
2.5.3 Case C
Different boundary conditions have been developed into our simulator. In this part, we test the
Neumann boundary condition in our example.
The porous medium under study is shown in Fig.2.25. The upper and lower boundaries are set
as constant pressures of 100 psi and 50 psi, respectively. Fluid flows into the left boundary at a
constant flow rate, and the right boundary is set as no flow boundary. The rock and fluid properties
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are set the same as those in Case A.
Figure 2.25: Schematic for Example Case C
Fig.2.26 shows the FEM discretization scheme, and there are 684 triangular elements within.
Fig.2.27 shows the corresponding BEM discretization scheme, and there are 20 boundary elements
and 19 fracture elements.
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Figure 2.26: FEM Discretization for Case C
Figure 2.27: Discretization strategy for Case C in our simulator
Three different inflow mass fluxes are considered: (a): 10−8 kg/m2·s; (b): 10−7 kg/m2·s; and
(c): 10−6 kg/m2·s. And the pressure distributions calculated from the commercial FEM simulator
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are shown in Fig.2.28 to Fig.2.30, respectively. We can see as the inflow rate increases, the average
pressure increases. And the pressure maps change significantly for different inflow rates.
Figure 2.28: Pressure distribution of Case C (10−8 kg/m2·s) from FEM simulator
Figure 2.29: Pressure distribution of Case C (10−7 kg/m2·s) from FEM simulator
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Figure 2.30: Pressure distribution of Case C (10−6 kg/m2·s) from FEM simulator
The results from our BEM simulator are presented as in Fig.2.31 to Fig.2.33 correspondingly.
The results from our simulator match those of the FEM simulator very well.
Figure 2.31: Pressure distribution of Case C (10−8 kg/m2·s) from our simulator
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Figure 2.32: Pressure distribution of Case C (10−7 kg/m2·s) from our simulator
Figure 2.33: Pressure distribution of Case C (10−6 kg/m2·s) from our simulator
Again, 100 internal points (selected as those in Case A) inside the square are selected to com-
pare the results. Fig.2.34 to Fig.2.36 show the comparisons between our results and the FEM
results for different inflow rates. For the three inflow rates, the maximum relative errors are 3.2%,
5.1%, 16.6%, and the average relative errors are 0.61%, 0.97%, 2.73%, respectively. The maxi-
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mum relative error is a little large at a few points, which can be reduced by increasing the fracture
element number and/or adopting higher order shaper function on each element.
Figure 2.34: Pressure comparison at 100 internal points (10−8 kg/m2·s)
Figure 2.35: Pressure comparison at 100 internal points (10−7 kg/m2·s)
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Figure 2.36: Pressure comparison at 100 internal points (10−6 kg/m2·s)
2.5.4 Case D
Our simulator is convenient to simulate flow in curved fractures and handle complex fracture
connections. For example, Fig.2.37 shows the pressure map of flow in a porous medium with two
curved fractures. And each curved fracture is actually discretized using small straight segments.
And the numerical implementation follows the same workflow described above. Fig.2.38 shows
the pressure map of three fracture intersecting at a common point. Any number of fractures in-
tersecting at the same point can be handled easily through our simulator. This is an significant
improvement comparing to some approaches (Mckoy and Sams, 1997; Mi et al. 2016), where only
two-fracture intersection is allowed. Notice in Fig.2.37 and Fig.2.38, the same boundary condi-
tions and relevant properties as those in Case A are assigned. We compared with both results with
those from FEM simulators, and the results match very well.
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Figure 2.37: Pressure distribution for curved fracture case from our simulator
Figure 2.38: Pressure distribution for three fracture intersecting at the same point from our simu-
lator
2.6 Conclusions
(1) Novel 2D fractured reservoir modeling technique based on improved boundary element
method has been developed. Our technique has more compacted and efficient formulations com-
paring with previous research;
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(2) General and flexible 2D fracture discretization algorithm is developed, which can readily
discretize the complex fracture networks and generate suitable number and appropriate sizes of
fracture elements. This procedure is much simplified comparing with other approaches (FEM or
FDM). The more complex the fracture network, the more convenient our approach;
(3) The feasibility and accuracy of our simulator in modeling 2D steady flow in fractured
reservoirs have been verified;
(4) Modules handling different boundary conditions have been incorporated in our simulator
and verified through cases;
(5) Our simulator is convenient to simulate flow in curved fractures and handle complex frac-
ture connections.
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3. FLOW SIMULATION OF TRANSIENTNESS AND HETEROGENEITY IN FRACTURED
RESERVOIR∗
In this section, modules characterizing the transient flow dynamics and the matrix heterogene-
ity influence on fluid flow in fractured reservoirs are presented. First, the underlying mathematical
background and the numerical implementation are introduced. Then, several cases verifying the
feasibility and accuracy of our models are presented. Finally, the discussions and conclusions are
presented. To the best of our knowledge, no previous research has been conducted to simulate fluid
flow concerning transientness and heterogeneity in fractured reservoir through a BEM perspective.
3.1 DRBEM basics
For problems with non-linearity and/or heterogeneity, the fundamental solution is usually hard
to find, if not impossible, and they generally introduce volume integrals which require volume
discretization before the solution can be attempted. One technique for treating the volume integral
without discretizing the volume is the dual-reciprocity boundary element method (DRBEM). In
DRBEM, a series of interpolation functions is applied to approximate the integrand, which con-
verts the associated domain integrals into boundary integrals only (Zhang et al. 1994). Instead of
discretizing the volume into meshes, unknowns at chosen points inside the domain are involved
in the linear algebraic equations approximating the problem being considered. Take Poisson’s
equation as an example:
52 p = b(x, y) (3.1)
The boundary integral equations (BIE) corresponding to Eq.(3.1) is as following:
c(ξ)p(ξ) +
∫
Γ
(p
∂G
∂n
−G∂p
∂n
)dΓ = −
∫
Ω
bGdΩ (3.2)
∗Part of this section is reprinted with permission from "An Improved Boundary Element Method for Modeling
Fluid Flow through Fractured Porous Medium" by Y. Cao, and J. E. Killough, 2017. SPE Proceedings, Copyright
[2017] by Society of Petroleum Engineers.
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Notice the existence of the domain integral on the right hand of Eq.(3.2). The other nomencla-
tures follows the definitions of Eq.(2.2). The domain integral can be avoided by setting
b =
N+L∑
j=1
αjfj (3.3)
Where αj are initially unknown weights and can be determined from collocation, fj are the known
interpolation basis functions, N and L are the number of boundary nodes and internal nodes,
respectively. The use of the internal nodes improves the accuracy of the DRBEM, yet no internal
gridding is involved (Archer 2000). The basis function fj must be the Laplacian of the other
function pˆj:
52 pˆj = fj (3.4)
Therefore, Eq.(3.2) evolves into the following form:
c(ξ)p(ξ) +
∫
Γ
(p
∂G
∂n
−G∂p
∂n
)dΓ =
N+L∑
j=1
αj[cpˆj +
∫
Γ
(pˆj
∂G
∂n
−G∂pˆj
∂n
)dΓ] (3.5)
Applying Eq.(3.5) at the N + L boundary nodes and internal nodes subsequently, the same
number of equations as that of the unknowns will be acquired. The detailed methodologies and
algorithms of the DRBEM can be found in Archer (2000), Gaul et al. (2003), and Partridge et al.
(1991).
3.2 Governing equations
Eq.(2.3) and Eq.(2.4) are still the governing equations for this chapter. Special treatments need
be implemented for Eq.(2.3) to deal with transientness and heterogeneity in fractured reservoirs.
For transient flow in fractured reservoirs with heterogeneous matrix, km in the left hand side of
Eq.(2.3) needs be moved out to form a Laplace operator. Here we use the technique proposed by
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El Harrouni et al. (1996), Eq.(2.3) becomes
52 u = k′mu+
Φµct
km
∂u
∂t
+
µ√
km
∫
f
Q(~z)δ(~x− ~z)dA (3.6)
And
u =
√
kmp (3.7a)
k
′
m =
52√km√
km
(3.7b)
u = (1− θu)um + θuum+1 (3.7c)
q = (1− θq)qm + θqqm+1 (3.7d)
∂u
∂t
=
1
4t(u
m+1 − um) (3.7e)
Notice that a new variable u (Eq.3.7a) has been defined, and the given boundary conditions are
adjusted accordingly. The solution of p can be back calculated from Eq.(3.7a) once u is solved.
The first two terms on the right hand side of Eq.(3.6) require the application of DRBEM. The
transient term needs special treatment. Here we adopt a two-level time integration scheme for the
variation of u and q (Partridge et al., 1991), such as Eq.(3.7c) to Eq.(3.7e), where q refers to the
normal derivative of the transformed pressure u, the indices m and m+1 correspond to time steps,
θu, θq are time integration scheme coefficients, θu = 1, θq = 1 correspond to a fully implicit
formulation.
The final DRBEM formulation in matrix form for this case is
(
1
4tCγ + θuA− θuCk
′
m)u
m+1 − θqBqm+1 =( 14tCγ − (1− θu)A+ (1− θu)Ck
′
m)u
m
+ (1− θq)Bqm +DQm+1
(3.8)
Where A, B are coefficient matrices from collation, C = (AUˆ − BQˆ)F−1, γ = (φµct)/km , Q
is the source strength vector at the collation points of the fracture elements, D is the coefficient
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matrix originated from collation of the 3rd term of the right hand side of Eq.(3.6). Archer derived
a similar DRBEM formulation (Eq.(2.70) in Archer (2000)) without considering the last term.
3.3 Numerical implementation
The discretization scheme for the transient flow and heterogeneous matrix reservoirs is similar
to that of the steady state flow in homogeneous reservoirs. Besides the block boundaries and
the fracture surfaces need be discretized, when the reservoir heterogeneity and the transient flow
are involved, additional internal points are required for computation using DRBEM. Fig.3.1 is a
simple discretization schematic for a 2D reservoir block with two embedded fractures. The block
boundaries and the fractures are discretized into small elements, and each element is closed by
two element end points (in triangular) with the middle points (in circle) selected as the collation
points. The additional internal points for DRBEM are represented by the stars. The locations of
the internal points are selected by the users, as those stars shown in Fig.3.1. In our case studies,
we usually take the internal points as uniformly distributed inside the square.
Figure 3.1: Discretization schematic of a reservoir block with two fractures
The BEM/DRBEM formed equations (Eq.(3.8)) will be set at the collocation points and the
additional internal points respectively, and the flow equations (Eq.(2.4)) will be set at the collation
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points and the end points on the fracture elements. The matrix-vector system resulting from the
above collations has the following block-matrix expressions:

A1 B1 0 0
A2 B2 C2 0
0 B3 C3 D3
0 B4 C4 d4


U
Q
Pfm
Pfe

=

R1
R2
R3
0

(3.9)
This is the very same form as Eq.(2.12) in Section 2. The only difference is that the first block
contains not only the boundary collation points but also the internal points. The assembly and
computation of Eq.(3.9) follows the same approaches outlined in Section 2.
3.4 Examples
3.4.1 Transient case without fractures
First, we would like to verify our DRBEM code for the cases without fractures. A rectangular
homogeneous porous medium with unit length is tested, see Fig.3.2. The governing flow equation
is as the following:
5 ·(k5 p) = φµct∂p
∂t
(3.10)
And since the matrix is homogeneous, and the above equation can be simplified as
∂p
∂t
= 5 · (γ 5 p) (3.11)
Where γ =
k
φµct
. We design cases like those described in J. Crank (1975), and compare our
results with theirs. Fig.3.3 represents the concentration distribution C for different locations of a
circular porous medium at different times, where Ci, Co are the given initial concentration and the
boundary concentration, respectively. The different curves are classified by
Dt
a2
, where D is the
diffusion coefficient, t is the time and a is the radius of the circular porous medium. Although
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Fig.3.3 is describing for diffusion effects, considering the mathematical equivalence between the
flow problem (Eq.(3.11)) and the diffusion problem (Eq.(5.1) in J. Crank (1975)), it also represents
the pressure distributions at different times.
Figure 3.2: A rectangular homogeneous porous medium (no fracture)
Figure 3.3: Concentration distribution at various times. Reprinted from Fig.5.3 in J. Crank (1975)
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The relevant parameters adopted in our flow simulation of Fig.3.2 are: the permeability k,
porosity φ, viscosity µ, and the total compressibility ct are set as 0.1 md, 0.05, 1 cp, and 4.4e-6
psi−1, respectively. And the boundary pressure p0 is set 100 psi constant, the initial pressure pi is
set as 50 psi. For the DRBEM computation, 80 boundary elements, and 100 internal points, which
are uniformly distributed inside the square, are selected.
Here we convert the square porous medium (Fig.3.2) to an equivalent circle (whose equivalent
radius ae is
1√
pi
) and present the pressure distributions at different times for this circle. The pres-
sures for t=1s, 3s, 14s, 28s (The corresponding dimensionless times tD =
γt
a2e
are 0.014, 0.043, 0.2
and 0.4, respectively) along the radius of the equivalent circle are shown in Fig.3.4. The results
are compared with the analytical solutions taken from Fig.3.3. We can see that the results for tD =
0.043, 0.2 and 0.4 match very well, and the difference for tD = 0.014 seem a little large, that is due
to that the compared analytical solution is for tD = 0.01 instead of tD = 0.014. Anyway, by com-
paring with the analytical solutions, Fig.3.4 validates the accuracy of our simulator in simulating
transient flow in porous medium without fractures.
Figure 3.4: Pressure distribution comparison: BEM solution vs analytical solution
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3.4.2 Transient case with fractures
Here we test our simulator for handling transient flow in porous medium with fractures. In
addition, we will change the parameter settings and see the influence of the relevant parameters on
pressure propagation and fluid flow.
A rectangular porous medium with three fractures contained are studied, among which two of
them are intersecting with each other, and the specific configuration is shown in Fig.3.5.
Figure 3.5: Fracture configurations in a block porous medium
The initial pressure in the domain is 100 psi, and the boundary pressure is kept constant as 50
psi. Single-phase fluid water is simulated with the constant density 62.4 lb/ft3 and the constant
viscosity 1 cp. The total compressibility is 3e-6 psi−1. The fracture porosity and matrix porosity
are set as 1 and 0.05 respectively. We set the fracture aperture as 1.64e-5 ft, according to the cubic
law the fracture permeability is 2.11e5 md, and the matrix permeability is set as 0.1 md.
To verify our simulation code, the results from our simulator are compared with those from a
commercial finite element method (FEM) software. Fig.3.6 shows the the domain discretization
scheme in the FEM simulator, where 641 triangular elements are contained. The whole medium
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can be depleted in about 10 seconds. Three representative pressure distribution results from the
FEM simulator are shown in Fig.3.7 to Fig.3.9, and the figures correspond to results at 1 s, 3 s ,
and 5 s, respectively.
Figure 3.6: Domain discretization for Case in Fig.3.5
Figure 3.7: Pressure distribution at t=1 s for Case in Fig.3.5 (FEM simulator)
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Figure 3.8: Pressure distribution at t=3 s for Case in Fig.3.5 (FEM simulator)
Figure 3.9: Pressure distribution at t=5 s for Case in Fig.3.5 (FEM simulator)
In our DRBEM simulator, the fractures are discretized as shown in Fig.3.10, where in total 32
elements are discretized on the fractures. Besides, 80 boundary elements, and 81 internal points
(the stars in Fig.3.10), which are uniformly distributed inside the square, are selected, and the
time step increment is 0.1 s. By the way, to avoid the formation of singular matrix, the internal
points coinciding with the fracture element collation points or the fracture element end points are
disregarded. The pressure distributions from our DRBEM simulator corresponding to Fig.3.7 to
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Fig.3.9 are shown in Fig.3.11 to Fig.3.13, and the results match Fig.3.7 to Fig.3.9 very well.
Figure 3.10: Domain discretization for Case in Fig.3.5
Figure 3.11: Pressure distribution at t=1 s for Case in Fig.3.5 (our simulator)
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Figure 3.12: Pressure distribution at t=3 s for Case in Fig.3.5 (our simulator)
Figure 3.13: Pressure distribution at t=5 s for Case in Fig.3.5 (our simulator)
Here we quantitatively analyze the difference between our results and those from the FEM
simulator. The relative error is defined as
 =
|pBEM − pFEM |
pBEM
(3.12)
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Where pFEM , pBEM are the pressures calculated from our DRBEM simulator and the FEM sim-
ulator, respectively. Pressures at 361 internal points uniformly distributed in the domain (whose
x coordinates as x =
i
20
L , y coordinates as y =
j
20
L, where L is the square side length, and
i, j = 1, 2, · · · , 19) are computed and compared. The maximum relative error at these points for
the first 5 seconds are shown in Fig.3.14. We can see that the maximum relative error decreases as
time goes on, and for t =1 s, the maximum relative error is 8.9%, which is quite acceptable. Also,
the average and the standard deviation for the 361 relative errors are 1.98% and 1.71% respectively,
which indicates a good relative error distribution. This comparison validates our BEM model. The
comparably large relative errors locates around the fracture tips (see Fig.3.15), and from experi-
ence, we notice that if more fracture elements (especially near the fracture tips or intersections) or
higher order shape functions on the fracture elements are implemented, these relative errors can be
decreased.
Figure 3.14: Maximum relative error comparison for Case in Fig.3.5
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Figure 3.15: Relative error distribution for Case in Fig.3.5
3.4.3 Sensitivity parameter analysis
In this part, the influences of the relevant parameters on the pressure distribution and the fluid
flow dynamics are studied using our DRBEM simulator. Each time, one parameter is investigated
while keeping the other parameters unchanged. Expect for parameters explicitly mentioned, the
other parameters are set as the same as those in Part 3.4.2. The parameters investigated here include
the matrix permeability, the fracture permeability and the fluid viscosity.
First, the influence of the matrix permeability is studied. As the matrix permeability decreases,
more time is required to deplete the matrix and the pressure distribution becomes more gradual
in the real time space. Fig.3.16 to Fig.3.18 show the domain pressure distribution for t =100 s,
300 s and 500 s when the matrix permeability is 0.01 md, comparing with the case when matrix
permeability is 1 md (such as Fig.3.31 to Fig.3.33), the time for the depletion is much longer. The
time step increment is 5 s in the simulation.
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Figure 3.16: Pressure distribution at t = 100 s (km = 0.01 md, kf = 2.11e5 md)
Figure 3.17: Pressure distribution at t = 300 s (km = 0.01 md, kf = 2.11e5 md)
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Figure 3.18: Pressure distribution at t = 500 s (km = 0.01 md, kf =2.11e5 md)
Second, the influence of the fracture permeability is studied. Here the matrix permeability is
set as 0.01 md, and the fracture permeability is varied. Fig.3.19 to Fig.3.21 show the pressure
distributions for fracture permeability of 2.11e3 md. And Fig.3.22 to Fig.3.24 show those for the
fracture permeability of 2.11e8 md.
Figure 3.19: Pressure distribution at t = 100 s (km = 0.01 md, kf = 2110 md)
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Figure 3.20: Pressure distribution at t = 300 s (km = 0.01 md, kf = 2110 md)
Figure 3.21: Pressure distribution at t = 500 s (km = 0.01 md, kf = 2110 md)
Comparing with Fig.3.16 to Fig.3.18 (whose fracture permeability are 2.11e5 md), Fig.3.19 to
Fig.3.21 have a little higher average pressure, which indicates that the pressure depletion is slowed
due to lower fracture permeability. and the pressure depletion process for the case of Fig.3.22 to
Fig.3.24 is almost identical as Fig.3.16 to Fig.3.18, which indicates although the fracture perme-
ability increases one thousand times (from 2.11e5 md to 2.11e8 md), the pressure depletion process
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Figure 3.22: Pressure distribution at t = 100 s (km = 0.01 md,kf = 2.11e8 md)
Figure 3.23: Pressure distribution at t = 300 s (km = 0.01 md,kf = 2.11e8 md)
does not speed up significantly.
To quantify the influence of the fracture permeability, we calculate the relative difference com-
paring with the base case (whose fracture permeability is 2.11e5 md, such as Fig.3.16 to Fig.3.18),
and the relative difference is defined as:
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Figure 3.24: Pressure distribution at t = 500 s (km = 0.01 md,kf = 2.11e8 md)
 =
|pb − pc|
pb
(3.13)
Where pb means the pressure computed from the base case, and pc means the pressure from other
fracture permeability cases. The relative difference maps at t = 100 s for the two cases (whose
fracture permeabilities are 2.110e3 md and 2.11e8 md, respectively) are shown in Fig.3.25 and
Fig.3.26 respectively.
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Figure 3.25: Relative error between Fig.3-16 and Fig.3-19
Figure 3.26: Relative error between Fig.3-16 and Fig.3-22
And we can see that the maximum relative errors are about 0.4 and 9.31e-4 respectively for
Fig.3.25 and Fig.3.26. This proves our observation: keeping the other parameters constant, as the
fracture permeability increases over a critical value, the pressure distribution generated will not
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change significantly. Before reaching that critical value, the fracture permeability still plays an
important role in influencing the flow dynamics and pressure distribution, as proved by Fig.3.25.
After reaching the critical value, the flow will be mainly constrained by other parameters (instead
of the fracture permeability), such as the matrix permeability, as indicated by Fig.3.26.
Third, the influence of the fluid viscosity is studied. In this part the fluid viscosity is set as
constant 10 cp. And the pressure distributions for t = 100 s, 300 s, 500 s are presented in Fig.3.27
to Fig.3.29, respectively. Comparing the pressure distributions to those in Fig.3.11 to Fig.3.13
(whose km = 0.1 md, µ = 1 cp), we see as the fluid viscosity increases, the pressure perturbation
slows down. Also, we notice that the pressure distributions for Fig.3.27 to Fig.3.29 (whose km =
0.01 md, µ = 10 cp), are very close to those of Fig.3.16 to Fig.3.18 (whose km = 0.01 md, µ = 1
cp). Indeed, the relative errors between the two cases after computation are found to be below a
few percent.
Figure 3.27: Pressure distribution at t = 100 s (km = 0.1 md, µ = 10 cp)
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Figure 3.28: Pressure distribution at t = 300 s (km = 0.1 md, µ = 10 cp)
Figure 3.29: Pressure distribution at t = 500 s (km = 0.1 md, µ = 10 cp)
As in the single porosity homogeneous reservoir, the flow behavior is governed by the param-
eter (γ =
k
φµct
), any combination of the permeability k, porosity φ, viscosity µ and the total
compressibility ct resulting in the same value γ will have the same fluid flow behavior. In the
fractured porous medium, a similar parameter of γf =
αkm
(φmcm + φfcf )µ
can be defined, where α is
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the shape factor describing the flow interchange between the fractures and the matrix, and φm, cm
and φf , cf indicate the corresponding compressibilities and porosities for the matrix and fractures,
respectively. And the definition of parameter γf is inspired from Warren and Root (1963), by the
multiplication of λ and τ , where λ and τ are two dimensionless parameters defined by Warren
and Root. In our studies here, since the fracture network is fixed (then α is fixed), and the cases
of Fig.3.27 to Fig.3.29 and those of Fig.3.16 to Fig.3.18 will generate the same value of γf , thus
generate the similar pressure distributions.
3.4.4 Heterogeneous matrix porous medium without fractures
We have tested several cases to validate our model for handling matrix heterogeneity. These
cases involve fluid flow in porous medium with and without fractures. For the cases where fractures
are absent, the computed results are compared with the analytical solutions, and for the cases where
fractures exist, the results are compared with the results from a commercial FEM simulator. We
describe the cases where fractures are absent first.
A square porous medium with length of L is under consideration, such as Fig.3.2. The perme-
ability of this porous medium is set in the form either as (1) quadratic variation k = k0(1 +βy)2 or
(2) exponential variation k = k0e2βy, where k0, β are constants, and y is the y coordinate. Notice
the permeability changes only in the y direction. The boundary conditions applied are: no flow
conditions for both the left and right boundaries, and the constant pressure conditions for the upper
and lower boundaries. And the upper boundary has a higher pressure, while the lower boundary
has a lower pressure, and the pressure difference applied is set as constant of 5p. The analytical
solutions for these two permeability variations are respectively:
p(y) =
y
√
k0(1 + βL)5 p√
k(y)L
(3.14a)
p(y) =
5p(1− e−2βy)
1− e−2βL (3.14b)
First, the case for the quadratic permeability variation is studied. The specific parameters
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are: k0 =5 md, β = 0.05, 5p = 100 psi,and L = 100 ft. Fig.3.30 shows the permeability field
for the porous medium, notice that along y direction the permeability increases. Fig.3.31 and
Fig.3.32 show the pressure distributions computed from the analytical equation (Eq.(3.14a)) and
our numerical simulator, respectively. In our simulation, the boundary elements and the internal
points selected are 40 and 25, respectively. These two figures match very close, and Fig.3.33
represents the relative error map for 361 uniformly distributed internal points, which indicates
the maximum relative error is below 0.03, which locates mainly at the lower corners and lower
boundary of this porous medium.
Figure 3.30: Schematic for quadratic permeability variation
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Figure 3.31: Pressure distribution from analytical solution for Case Fig.3.30
Figure 3.32: Pressure distribution from our solution for Case Fig.3.30
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Figure 3.33: Relative errors between analytical and numerical solutions for Case Fig.3.30
Next, the case for the exponential permeability variation is studied. The specific parameters are:
k0 = 5 md, β = 0.03,5p = 100 psi,and L = 100 ft. Fig.3.34 shows the permeability field for this
case. Fig.3.35 shows the pressure distribution computed analytically. Fig.3.36 shows the pressure
distribution computed from our model with 120 boundary elements and 25 internal points. Again,
the two figures match very well, with Fig.3.37 presents the relative error map for 361 uniformly
distributed internal points, and the maximum relative error is below 0.037 with more than 90% of
the relative errors are less than 0.02.
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Figure 3.34: Schematic for exponential permeability variation
Figure 3.35: Pressure distribution from analytical solution for Case Fig.3.34
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Figure 3.36: Pressure distribution from our solution for Case Fig.3.34
Figure 3.37: Relative errors between analytical and numerical solutions for Case Fig.3.34
3.4.5 Heterogeneous matrix porous medium with fractures
Next, we incorporate the influence of fractures in our simulation. A unit square porous medium
embedded with five fractures is considered, see Fig.3.38. No flow boundary condition is applied to
69
the left and the right boundary. And the pressures at the upper boundary and the lower boundary
are set as 100 psi and 50 psi, respectively. The fluid viscosity is set as 1 cp. The fracture aperture
is 5 um and accordingly its permeability is 2110 md. The matrix permeability is set following the
exponential variation k = k0e2βy, where k0 = 5e-4 md and β = 3.
Figure 3.38: Fracture configurations in a block porous medium
Fig.3.39 and Fig.3.40 show the numerical solutions from a commercial FEM simulator and
our BEM simulator, respectively. For the FEM simulation, there are 684 triangular elements dis-
cretized, see Fig.3.41. For our DRBEM simulation, the numbers of the boundary elements and the
internal points are 40 and 25 respectively. And the number of the fracture elements is 73. The pres-
sure distributions from these two methods are very close (as shown in Fig.3.39 and Fig.3.40). To
quantify the difference, we computed the pressures at points ( i
10
L, j
10
L), where i, j = 1, 2, · · · , 9, L
is the square porous medium length, and the results are shown in Fig.3.42. The maximum relative
error is 6.1%, with most of the relative error is below 2%. Also, the accuracy can be improved if
more boundary elements or internal points are set.
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Figure 3.39: Pressure distribution from FEM simulator for Case Fig.3.38
Figure 3.40: Pressure distribution from our simulator for Case Fig.3.38
Figure 3.41: Domain discretization for Case Fig.3.38
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Figure 3.42: Pressure comparison for FEM solution and BEM solution
3.5 Conclusions
(1) Based on DRBEM, modules characterizing the transient flow dynamics and the matrix
heterogeneity influence in fractured reservoirs have been developed;
(2) By comparing with analytical and/or numerical solutions, case studies validate the above
modules;
(3) Sensitivity analysis indicates that: as the matrix permeability decreases or the viscosity
increases, more time is required to deplete the porous medium;
(4) Keeping the other parameters constant, the depletion first speeds up as the fracture perme-
ability increases, after the fracture permeability reaching over a certain value, the pressure distri-
bution does not change significantly as the fracture permeability increases further;
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4. FLOW SIMULATION FOR 3D FRACTURED RESERVOIR
We have extended our algorithm to simulate fluid flow in 3D fractured reservoirs. Not only
regular fracture network, but also relatively complex fracture configurations can be incorporated.
First, we will introduce the governing equations related to simulating flow in 3D fractured reser-
voirs; then the numerical implementation of the methodology is described, where the emphasis is
put on the discretization algorithm and the assemblance of the matrix-vector system; finally, the
results of the case study and conclusions are presented.
4.1 Governing equations
Eq.(4.1) and Eq.(4.2) are the governing equations are used to simulate flow in 3D fractured
porous medium.
c(ξ)p(ξ) =
∫
Γ
G
∂p
∂n
dΓ−
∫
Γ
p
∂G
∂n
dΓ +
µ
km
nf∑
i=1
∫
Γfi
GQ(~ξ)dΓfi (4.1)
5f ·(kf
µ
5 p) = Q
wf
(4.2)
Where Γ and Γf are the boundary surfaces and the fracture surfaces. nf is the number of the em-
bedded fractures. Q is the source strength of the fracture plane to the matrix, and the last term
of right hand side (R.H.S.) in Eq.(4.1) is the flow contribution from the fractures to the matrix.
(See the introduction of Eq.(2.2) for the other nomenclatures.) Eq.(4.1) is the boundary integral
equation which indicates how to compute the pressure at any point ξ using the variables on the
boundary surfaces Γ and the fracture surfaces Γf . Eq.(4.2) is the differential equation which indi-
cates the mass conservation in the fractures, where the mass at any point of the fractures conserves
considering the flow terms and the fracture source term. In the derivation of Eq.(4.1) and Eq.(4.2),
the gravity effects are ignored. And constant kf , µ and wf are assumed in the derivation.
Surface discretization is an important component in the whole workflow. The next part intro-
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duces the algorithms developed to discretize the boundary surfaces and the fracture surfaces. The
approaches computing the relevant parameters are also included.
4.2 Discretization scheme
The discretization is only done on the boundary surfaces and the fracture surfaces, and no
domain discretization is needed. And the discretization on the boundary surfaces and the frac-
ture surfaces are conducted separately. The discretization on the boundary surfaces is done using
the conventional triangular discretization, while the discretization on the fracture surfaces is done
through the perpendicular bisector (PEBI) method. The reason is that PEBI method can flexibly
handle irregular fractures and complicated fracture intersections. We will take Fig.4.1 as an ex-
ample to illustrate our algorithm, where two intersecting fractures are contained in a cubic porous
medium, and the six boundary surfaces Γ and the two fracture surfaces Γf need be discretized.
Figure 4.1: Fracture configurations in a cubic porous medium
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4.2.1 Boundary surface discretization
Fig.4.2 shows one example for the discretization of the boundary surfaces. In this example,
14 triangles are generated in each boundary surfaces. Each boundary element is associated one
unknown, which is either pressure or flow rate depending on the given boundary condition. A
particular point inside each triangle (see description in Part 4.3) is selected as the allocation point
and to represent the properties of that triangle.
Figure 4.2: Boundary surface discretization example for Fig.4.1
4.2.2 Fracture surface discretization
The fracture surfaces are discretized into perpendicular bisector (PEBI) elements, such as
Fig.4.3. The locally orthogonal unstructured grids can represent complex fracture network. Eq.(4.2)
is applied to each PEBI element node. Two unknowns are associated with each PEBI element: the
pressure pf and the source strength Q.
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Figure 4.3: Fracture surface discretization for Fig.4.1
During the fracture surface discretization, some parameters need be computed and recorded.
For each PEBI element, these parameters include: its neighboring element number and indexes,
the connecting side lengths, the node distances, and the element area. For example, Fig.4.4 illus-
trates the fracture surface element i and its neighboring elements, there are 6 elements neighboring
element i, whose nodes (also the equation allocation points) are represented by the green stars.
Oi and Oj are the nodes of element i and element j. Then the lengths of OiOj and AB are the
node distance dj,i, the connecting side length lj,i for the connection of element i and element j,
respectively.
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Figure 4.4: Schematic for PEBI element relevant parameters
The specific fracture discretization procedures are described in the following:
First, the fracture intersections are detected. Then the constrained Delaunay triangulation hon-
oring these intersections are be conducted for each fracture surface. This triangulation step is
tedious for complex fracture configurations. Some open source meshing programs and commer-
cial softwares can be used, such as gmesh (Geuzaine and Remacle, 2009), Triangle (Shewchuk,
2002) and CMOSOL. Here we use the meshing feature in the commercial software CMOSOL,
which takes the coordinates of the corner points (such as A1, B1, · · · , D2 in Fig.4.5) of all the frac-
ture surfaces, and conducts the constrained Delaunay triangulation with specified element sizes for
each fracture surface (as in Fig.4.5). The output of this step are the coordinates of all the triangle
vertices and a triangulation connectivity list T , which is recorded as an m-by-3 matrix, where m
is the number of triangles, and each row of T contains the vertex indexes that define that triangle.
The output is then passed to our self-developed program.
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Figure 4.5: Delaunay triangulation on fracture surfaces
Second, generate the PEBI elements on the fracture surfaces using our self-developed Matlab
code. The PEBI element generation is conducted on each fracture surface individually. The pro-
cedures include: (1) From the output of the last step, determine for each fracture surface: which
triangles are included and their connectivity; (2) For each fracture surface, convert the coordinates
for the triangles of 3D coordinate system Oxyz to a 2D coordinate system O′st, Fig.4.6 shows one
example of this conversion for fracture surface 1 (whose converted corner points are A′1,B
′
1,C
′
1,
and D′1); (3) PEBI element generation is conducted on the converted 2D coordinate system O
′st.
The Voronoi diagram (PEBI elements) are dual to the Delaunay triangulation. Fig.4.7 shows the
discretization result corresponding to Fig.4.6.
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Figure 4.6: Coordinate conversion for fracture surface 1
Figure 4.7: PEBI element generation for fracture surface 1 on the converted coordinate
The PEBI elements on all fracture surfaces are indexed together. And the relevant properties,
such as the connectivities, the node distances, and the connecting side lengths, are computed for
each PEBI element. In addition, the PEBI element indexes (such as I1, · · · , I5 in Fig.4.7) cor-
responding to the fracture intersections, together with their belonged fracture surface indexes are
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also recorded. The properties (such as pressure pf , source strength Q) at the PEBI element nodes
are taken to represent each element.
4.3 Numerical formulation
And suppose the boundary surfaces are discretized into Nb surface elements with symbols
as Γib, where i = 1, 2, · · · , Nb. The fracture surfaces are discretized into Nf elements with the
symbols as Γif , where i = 1, 2, · · · , Nf . Constant shape functions are used to approximate the
unknowns on the (boundary and fracture) surface elements. The unknown on each boundary sur-
face element Γib is ui, which is either pressure or flow rate (depending on the given boundary
conditions), and the unknowns on the fracture surface element Γjf are pressure p
j
f and the source
strength Qj , where i = 1, 2, · · · , Nb and j = 1, 2, · · · , Nf . In total we will have Nb + 2Nf
unknowns.
Eq.(4.1) can be transformed into the following discretized form, as
c(ξ)p(ξ) =
Nb∑
i=1
∫
Γib
G
∂p
∂n
dΓib −
Nb∑
i=1
∫
Γib
p
∂G
∂n
dΓib +
µ
K
Nf∑
i=1
∫
Γif
GQ(~ξ)dΓif (4.3)
In order to compute the integrals in Eq.(4.3), an interior point (x¯i, y¯i, z¯i) is selected to represent
each element Γib or Γ
i
f . For the boundary triangular element Γ
i
b, this point is determined using the
approach introduced by Ang (2007). Ang (2007) parameterizes the points in each triangle using
two variables a and b,
(x, y, z) = (X(a, b), Y (a, b), Z(a, b)) for 0 < a < 1− b, 0 < b < 1 (4.4)
The point corresponding to (X(
1
4
,
1
2
), Y (
1
4
,
1
2
), Z(
1
4
,
1
2
)) is selected as the interior point for each
boundary triangular element. Details on how to conduct this transformation of Eq.(4.4) are in Part
6.2.6 of Ang (2007). For the fracture surface element Γif , each PEBI element node is treated as the
representative point.
Apply Eq.(4.3) to the selected internal points successively,Nb+Nf equations can be generated:
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pj =
Nb∑
i=1
∫
Γib
G
∂p
∂n
dΓib −
Nb∑
i=1
∫
Γib
p
∂G
∂n
dΓib +
µ
K
Nf∑
i=1
∫
Γif
GQ(Γif )dΓ
i
f (4.5)
Where in the derivation, c = 1 are adopted since the elements under studied are all planar.
Eq.(4.2) is only applied on the fracture surface element Γif , whose discretized form is in the
following:
Neb(i)∑
j=1
KfAj,i
µdj,i
(pj − pi) = QiSi i = 1, 2, . . . , Nf (4.6)
Where Qi, and Si are the planar source strength and the element area for the fracture element
Γif , j is the index for its neighboring elements, and for each fracture element i, it has Neb(i)
neighboring elements. (The exact values depend on the discretization scheme. For example, for
finite difference method, Neb is the same for all the non-boundary elements, which equals 4, and 8
for 2D and 3D problems, respectively. Here since we use finite volume method (FVM) to discretize
the fracture surfaces, Neb values may be different for different PEBI elements.) Aj,i is the interface
area between the fracture element i and its neighboring fracture element j, andAj,i = wf lj,i, where
wf is the fracture aperture, and lj,i and dj,i, as shown in Fig.4.4, are the connecting side length, the
node distance between the element i and element j, respectively.
Eq.(4.5) and Eq.(4.6) form a set of Nb+2Nf equations , which correspond to the same number
of unknowns. The equations are shown in block matrix form as Eq.(4.7):

A1 01 C1
A2 B2 C2
02 B3 C3


U
Pf
Q
 =

R1
R2
03
 (4.7)
Where U is a Nb × 1 vector containing the boundary element unknowns u, and Pf , Q are the
unknown vectors containing the fracture element unknowns Pf and Q respectively. Both have
the size of Nf × 1. A1, A2, B2, B3, C1, C2, C3 are the coefficients matrixes for the respective
unknowns derived from Eq.(4.5) and Eq.(4.6). R1, R2 are vectors generated from the known parts
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of Eq.(4.5). 01, 02 and 03 are the zero matrixes, whose sizes are Nb × Nf , Nf × Nb and Nf × 1
respectively. B2 is the identity matrix with the size of Nf × Nf . Eq.(4.7) are solved numerically
using direct or iterative methods.
To be specific, two issues regarding to solving Eq.(4.7) are discussed: one is the surface inte-
grals computation; the other is the fracture intersection treatment.
4.3.1 Surface integral computation
To solve Eq.(4.7), the integrals over the surface elements need be computed. For example,
A1, A2 in Eq.(4.7) involve the integral computation over the boundary triangular elements. To be
specific,
A1(i, j) =

− ∫
Γjb
G(x¯i, y¯i, z¯i;x, y, z)dΓjb Pressure is given for Γ
j
b∫
Γjb
∂G(x¯i, y¯i, z¯i;x, y, z)
∂n
dΓjb −
1
2
δi,j Flow rate is given for Γ
j
b
(4.8)
Where G is the fundamental solution for the 3D Laplace operator, (x¯i, y¯i, z¯i) are the coordinates of
the representative point for element i, i, j = 1, 2, · · · , Nb, and
A2(i, j) =

− ∫
Γjb
G(x¯i, y¯i, z¯i;x, y, z)dΓjb Pressure is given for Γ
j
b∫
Γjb
∂G(x¯i, y¯i, z¯i;x, y, z)
∂n
dΓjb Flow rate is given for Γ
j
b
(4.9)
Where i = 1, 2, · · · , Nf , j = 1, 2, · · · , Nb.
While C1, C2 involve
∫
Γif
G(x¯i, y¯i, z¯i;x, y, z)dΓjf , which is the integral computation over the
fracture PEBI elements Γjf , where j = 1, 2, · · · , Nb. To be specific, C1 computes the surface
integrals for the representative points (x¯i, y¯i, z¯i) on the boundary elements; whileC2 computes the
surface integrals for the representative points (x¯i, y¯i, z¯i) on the fracture elements.
For the surface integral computation over boundary triangular elements: the approach outlined
by Ang (2007) is adopted. The surface integrals over triangular elements are rewritten in terms
of two new variables (t, v), as in Eq.(6.30) of Ang (2007). The Gaussian integration formula is
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used to compute the transformed double integrals, as shown in Eq.(4.10), where F is some general
function and f is its associated transformed function. The function values at 16 different points are
summarized to give the value of the double integrals.
∫
Γjb
F (x¯i, y¯i, z¯i;x, y, z)dΓjb ⇒
∫ 1
0
∫ 1
0
f(t, v)dtdv ≈ 1
16
16∑
i=1
f(ti, vi) (4.10)
For the surface integral computation over the fracture PEBI elements: each PEBI element is
essentially a polygon with a certain number of edges. And the edge number for different PEBI
elements may be different. We developed a general and flexible numerical integration algorithm:
(1) Any fracture PEBI element with m-sides is decomposed into either m triangles or (m − 1)
triangles or (m − 2) triangles, see Fig.4.8. The triangles are generated by connecting the PEBI
Figure 4.8: PEBI element triangular decomposition
element node with its vertices. And if the PBEI element lies inside the fracture surface plane (as
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PEBI element M in Fig.4.8), then it will generate m triangles; when the PEBI element lies on the
boundaries but not the corners (as PEBI element N in Fig.4.8), it will generate (m− 1) triangles;
when it lies in the corner of the fracture plane (as PEBI element Q in Fig.4.8), it will generate
(m− 2) triangles; (2) The surface integral over each decomposed triangle is computed through the
approach described as in Eq.(4.10); (3) The surface integral over each PEBI element is acquired
by summing up the surface integrals over its decomposed triangles. Eq.(4.11) lists the procedure
we described for computing surface integrals over the fracture PEBI elements.
∫
Γjf
G(x¯i, y¯i, z¯i;x, y, z)dΓjf =
N4(j)∑
S=1
∫
Γj4S
G(x¯i, y¯i, z¯i;x, y, z)dΓj4S ⇒
N4(j)∑
S=1
∫ 1
0
∫ 1
0
fS(t, v)dtdv ≈
N4(j)∑
S=1
1
16
16∑
i=1
fS(ti, vi)
(4.11)
Where N4(j) is the number of the decomposed triangles for PEBI element Γ
j
f , Γ
j
4s is the sth
decomposed triangles, and fS(t, v) is the transformed two variable equation for computing surface
integral over Γj4s .
4.3.2 Fracture intersections
The fracture PEBI elements at the fracture intersections share the same element nodes. For
example nodes I1, · · · , I5 in Fig.4.3, each is shared by the two PEBI elements on the two corre-
sponding fractures. Whenever intersections occur, the number of the pressure unknowns on the
fracture surfaces reduces, since the PEBI elements shared with the same nodes have the same
pressure.
Suppose there are NI PEBI element nodes located at the fracture intersections, and each ele-
ment node Ii (i = 1, 2, · · · , NI) is shared byNIi PEBI elements (that isNIi fractures intersecting at
the node Ii, and NIi ≥ 2 ∈ N ), then the number of pressure unknown reduction is
∑NI
i=1 NIi−NI .
When applying Eq.(4.5) to some fracture PEBI element Γif , if an fracture PEBI element sharing
the same node with Γif has already been allocated of Eq.(4.5), then this application of Eq.(4.5) is
skipped. Correspondingly, the same number of equations are reduced in Eq.(4.5).
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The application of Eq.(4.6) is also influenced by fracture intersections. First, for fracture PEBI
elements sharing the same fracture intersections, Eq.(4.6) is applied for one (not all) of the PEBI el-
ements. This results in the same number (
∑NI
i=1 NIi−NI) of equation reduction as that for Eq.(4.5).
Second, the applications of Eq.(4.6) for nodes at fracture intersections will be different from those
of non-intersections. Suppose one PEBI element node Ii is shared by NIi PEBI elements, and the
indexes of these elements are J1, J2, · · · , JNIi , respectively. (The indexes are put in increase order
and here we set J1 = Ii). Each PEBI element Ji is contained in a sperate fracture surface with the
number of its neighboring elements on that fracture as Nc(Ji), and suppose the indexes of these
neighboring elements are T 1Ji , T
2
Ji
, · · · , TNc(Ji)Ji . Then for element Ji, the net flow from its neigh-
boring elements are
∑Nc(Ji)
k=1
kfATkJi ,Ji
µdTkJi ,Ji
(pTkJi
− pJi), since pressure at J1, J2, · · · , JNIi are the same
(as that of element Ii), so further this net flow can be written as
∑Nc(Ji)
k=1
KfATkJi ,Ji
µdTkJi ,Ji
(pTkJi
− pIi).
Then Eq.(4.6) can be rewritten for element node Ii as:
NIi∑
S=1
Nc(Js)∑
k=1
kfATkJs ,Js
µdTkJs ,Js
(pTkJs
− pIi) =
NIi∑
s=1
QsSs for intersection element node Ii (4.12)
Where Qs, Ss are the source strength and area for PEBI element s, the left-hand side and the
right-hand side of Eq.(4.12) are the net inflow and the sum of the source strengths for intersection
element node Ii. Eq.(4.12) represents the material conservation at the controlling volume of the
shared node Ii.
There are in total 2× (∑NIi=1 NIi −NI) equation reductions for applying Eq.(4.5) and Eq.(4.6)
when we haveNI intersection element nodes. The pressures of the PEBI elements sharing the same
intersections are equal, this reduces the unknowns by a number of
∑NI
i=1NIi−NI . We assume that
the source strengths of the PEBI elements sharing the same intersections are equal, which reduces
the number of the unknowns by another number of
∑NI
i=1 NIi −NI . Thus the equations are closed.
Therefore, Eq.(4.10) can be derived as
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NIi∑
S=1
Nc(Js)∑
k=1
KfATkJs ,Js
µdTkJs ,Js
(PTkJs
− PIi) = QIi
NIi∑
s=1
Ss for intersection element node Ii (4.13)
When fractures hit the boundaries, our algorithm is adjusted accordingly to honor the given
boundary conditions.
4.4 3D case study
4.4.1 No fracture case
First, we would like to test our code applying for 3D problems without fractures. The result is
compared with the analytical solution. The case is from an example in Partridge et al. (1992). The
following equation is considered:
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
= −2 (4.14)
Where u is the unknown variable. And since Eq.(4.14) is a non-homogeneous Laplace equation,
the method of DRBEM is applied. Eq.(4.14) is solved for the geometry in Fig.4.9. The essential
boundary condition as Eq.(4.15) is imposed on the cubic boundaries, which is also the analytical
solution for this problem.
u = −1
3
(x2 + y2 + z2) (4.15)
The cubic boundaries are discretized into triangular as shown in Fig.4.10. In total, there are
108 triangular elements on the boundaries, and one internal point in the cubic center is additionally
taken for applying the DRBEM computation. We solved Eq.(4.14) following the approach outlined
in the previous sections, and the results are compared with the analytical solution Eq.(4.15) for the
125 selected internal points, which uniformly distributed in the domain, with their x coordinates
as x =
i
6
L , y coordinates as y =
j
6
L, z coordinates as z =
k
6
L, where L is the square side length,
and i, j, k = 1, 2, · · · , 5. The relative errors are shown in Fig.4.11. We can see the maximum
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Figure 4.9: Geometry for 3D problem without fractures. Reprinted from Fig.4.15 in Partridge et
al. (1992)
relative error is 6.48%, and most of the relative errors are less than 2%. This validates the capacity
of our code in simulating 3D problems without fractures.
Figure 4.10: Discretized triangular on one boundary
87
Figure 4.11: Relative errors at selected internal points
4.4.2 Multiple fracture case
Here we test a case with a cubic porous medium with 3 fractures, where two of them are
intersecting with each other, Fig.4.12 shows the specific configurations. The fluid viscosity is
set as 1 cp. The fracture aperture is 5 um and accordingly its permeability is 2110 md. The
matrix permeability is set as 5e-4 md, the matrix porosity and fracture porosity are 0.05 and 1.0,
respectively. And the pressures at boundary y = 0 and x = 0 are set as 100 psi and 50 psi,
respectively. No flow condition is applied to the remaining boundaries.
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Figure 4.12: Fracture configurations for a cubic porous medium
If FEM method is used, the tetrahedral elements are generated. Fig.4.13 shows an example
generated by a commercial simulator, and 806 tetrahedral elements are included. If the fracture
Figure 4.13: FEM Domain discretization of cubic porous medium
network is more complicated, the number of the tetrahedral elements will be increased largely.
For our BEM simulator, only the cubic boundaries and the fracture surfaces are discretized, where
the cubic boundaries are discretized as that in Fig.4.10, while the fracture surfaces are discretized
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following the procedure we have outlined previously. Fig.4.14 and Fig.4.15 shows two differ-
ent schemes of the fracture discretization, which have 82 triangular elements and 360 triangular
elements, respectively. PEBI elements can be generated from these fracture surface triangles.
(a) Fracture triangulation (b) PEBI element generation
Figure 4.14: Fracture discretization for our simulator (82 triangles)
(a) Fracture triangulation (b) PEBI element generation
Figure 4.15: Fracture discretization for our simulator (360 triangles)
We have compared our results with those from a FEM simulator. Here the numbers of the PEBI
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elements are 15, 13, and 16 on fracture 1, fracture 2, and fracture 3, respectively. And the number
for the boundary triangular elements is 192. Fig.4.16 to Fig.4.18 show the pressure distribution
computed for three cross sections z = 0.2, z = 0.5, and z = 0.7 respectively. The results are very
close.
(a) FEM results (b) BEM results
Figure 4.16: Pressure distribution for z = 0.2 (left: FEM; right: BEM)
(a) FEM results (b) BEM results
Figure 4.17: Pressure distribution for z = 0.5 (left: FEM; right: BEM)
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(a) FEM results (b) BEM results
Figure 4.18: Pressure distribution for z = 0.7 (left: FEM; right: BEM)
Fig.4.19 to Fig.4.21 show the pressure values computed from both FEM simulator and our
BEM simulator for 81 points at the three cross sections. The coordinates for these selected points
are x =
i
10
L , y =
j
10
L, z = 0.2, 0.5, and 0.7, where i, j = 1, · · · , 9.
Figure 4.19: Pressure comparison at selected points for z = 0.2
We further compared the relative differences of the pressures in 729 internal points of the cubic
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Figure 4.20: Pressure comparison at selected points for z = 0.5
Figure 4.21: Pressure comparison at selected points for z = 0.7
domain, with their coordinates as (
i
10
L,
j
10
L,
k
10
L), where i, j, k = 1, · · · , 9. The maximum
relative difference is 6.36%, and the average of the relative difference is 0.58%. This indicates the
validity of our approach for modeling flow in 3D fractured porous medium.
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4.5 Conclusions
(1) Novel formulations have been developed to characterize the fluid flow in 3D fractured
porous medium. Fluid flow in the matrix is described using BEM/DRBEM approach, while the
flow in the fracture are considered using FVM approach;
(2) A general workflow has been developed to discretize the fracture and boundary surfaces;
(3) The fracture surfaces are discretized into PEBI elements, which simplifies the modeling of
complex fracture network comparing with domain discretization methods;
(4) General and flexible numerical integration algorithm is developed to compute the surface
integral over the fracture PEBI elements;
(5) 3D Case studies have validated the feasibility of our simulator.
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5. COMPOSITIONAL SIMULATOR DEVELOPMENT AND MULTI-COMPONENT
DIFFUSION/ADSORPTION INFLUENCE IN SHALE RESERVOIRS∗
The influence of multi-component diffusion/adsorption on fluid flow and hydrocarbon recovery
are studied through our own developed compositional simulator. In the following section, the
important aspects of the compositional simulator for modeling hydrocarbon recovery from shale
reservoirs will be first described. The purpose is to show a general picture of the model’s structure
and methodology, and the methods/equations adopted in our study.
5.1 Governing equations
The component material balance equations serve as the governing equations, which have the
following form:
∂mi
∂t
+5 ·
∑
α
(ραxi,αuα + Ji,α) = Qi − ∂Qai
∂t
i = 1, · · · , nhc; α = o, g (5.1)
∂mw
∂t
+5 · (ρwuw) = Qw (5.2)
Eq.(5.1) describes the material conservation of the non-aqueous components, where nhc is the
number of non-aqueous components, mi is the molar mass for component i, ρα is the phase α
(oil phase or gas phase) molar density, xi,α is molar fraction of component i in phase α, uα is
the Darcy velocity for phase α, which is calculated using Darcy’s Law, Qi is the source/sink term
for component i, and Ji,α, Qai are the diffusion molar flux for component i in phase α, and the
adsorption molar mass of component i, respectively, and more discussions on these two terms are
in Part 5.2. Eq.(5.2) describes the material conservation for the water component (aqueous phase),
where mw is the molar mass for water component, ρw is the aqueous phase molar density, uw is
∗Part of this section is reprinted with permission from "A Novel Compositional Model of Simulating Fluid Flow
in Shale Reservoirs - Some Preliminary Tests and Results" by Y. Cao, B. Yan, M. Alfi and J. E. Killough, 2015. SPE
Proceedings, Copyright [2015] by Society of Petroleum Engineers.
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the Darcy velocity for aqueous phase, Qw is the source/sink term for aqueous phase.
uβ =
kkrβ
µβ
5 (pβ − ρβMβgD) β = o, g, w (5.3)
Eq.(5.3) is Darcy’s Law for calculating the phase velocity in Eq.(5.1) and Eq.(5.2), where k
is the absolute permeability, krβ is the relative permeability of phase β (β = o, g, w), Mβ is the
molecular weight of phase β (β = o, g, w), D is vertical depth.
The diffusion and adsorption terms in the aqueous phase are ignored. Other formulation as-
sumptions include instantaneous equilibrium between oil and gas phases in any grid block and
mutual insolubility of water and hydrocarbon components. The Peng Robinson Equation of State
is used for the gas and liquid thermodynamic property calculations (Peng et al. 1976). Finally, the
finite difference method is used for discretization.
5.2 Diffusion/Adsorption terms
Besides the compressed oil and gas, a substantial fraction of the fluid stored in shale is adsorbed
on the surface of the shale (Hill et al. 2000). The adsorbed hydrocarbon has critical influence on the
assessment of shale-gas resources, and also has significant implications on the production profile.
Ambrose et al. (2010) account for the pore space taken up by the sorbed phase, and proposes
a new gas-in-place equation. Later a multi-component version of this equation was developed
(Ambrose et al. 2011). Without properly accounting for the influence of the adsorbed phase, a 20%
overestimation of the total gas storage capacity may occur (Ambrose et al. 2011). Haghshenas et
al. (2014) studies the influence of heavy hydrocarbon fraction desorption on the production in
liquid-rich shale gas reservoirs, and they observe that condensate production will largely increase
as the heavy component fraction increases. Gas adsorption characteristics are influenced by the
organic-matter type, thermal maturity and the content of moisture, but generally speaking, the
higher the total carbon content (TOC), the greater the gas-sorption capacity (Zhang et al. 2012).
We also try to investigate the influence of TOC on adsorption and the production profile in shale
reservoirs; the corresponding algorithms incorporating TOC influence thus are developed.
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Adsorption is usually described using an isotherm, which is defined as the amount of adsorbate
on the adsorbent as a function of pressure at constant temperature. Various models have been
proposed to describe the adsorption phenomenon and correlate pure- and mixed-gas adsorption
isotherms, such as the Langmuir model, Extended Langmuir model, the ideal adsorbed solution
(IAS) theory, real adsorbed solution (RAS) theory, two-dimensional equation of state (2D EOS)
models, and pore-filling theory (Gasem et al. 2009). Among these the most popular remain the
simple Langmuir model and its extensions to multi-components. This comes for good reasons: it is
simple and easy to use, and also the performance of the Langmuir adsorption models is generally
acceptable, probably due to the flexibility offered by the Langmuir parameters (Freeman et al.
2013) . Thus in our model we stick to the Langmuir model and Extended Langmuir model, whose
forms are illustrated as follows:
Qa = ρs
pVL
p+ PL
(5.4)
Qai = ρs
VL,ibipyi
1 +
∑
j bjpyj
(5.5)
Eq.(5.4) is the Langmuir equation used for single component adsorption, and Eq.(5.5) is the Ex-
tended Langmuir equation for multi-component adsorption. Where Qa is the adsorbed gas storage
capacity, VL is the Langmuir storage capacity, which equals the total storage at infinite pressure,
PL is the Langmuir pressure, which is the pressure with half of VL stored, Qai, VLi are the corre-
sponding parameters for component i, bi is the reciprocal of Langmuir pressure for component i,
and yi is gas molar fraction for component i, p is pressure, and ρs is the adsorbent density.
Three molecular diffusion models for single-phase multicomponent mixtures are commonly
used: the classical Fick’s first law, the Maxwell-Stefan (MS) model, and the generalized Fick’s
Law (Hoteit 2013). Most commercial and academic reservoir simulators apply the classical Fick’s
law, which assumes that each component diffuses as a result of only its own concentration gradient.
The classical Fick’s law is simple to compute and provides acceptable accuracy in most cases. But
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Hoteit (2013) points out, it may fail to honor the total flux balance and in some cases the incorrect
diffusion direction may be predicted. Thus besides the classical Fick’s law, the generalized Fick’s
law is also incorporated into our simulator to account for the phase thermodynamic non-ideality
and the component interactions. The two models adopted are expressed in Eq.(5.6) and Eq.(5.7)
(Hoteit 2013).
Ji = −cDeffi 5 xi i = 1, · · · , nc (5.6)
Ji = −c
nc−1∑
j=1
Dij 5 xj i = 1, · · · , nc − 1 (5.7a)
Jnc = −
nc−1∑
j=1
Jj (5.7b)
Where Deffi is the effective diffusion coefficient of component i, Dij is the Fickian diffusion
coefficient and characterizes the interaction of component j on the diffusion flux of component i,
c is the overall molar density, xi is the phase molar fraction of component i. Note that Eq.(5.7b)
comes from the equi-molar constraint and guarantees that the total diffusion flux is zero (total flux
balance). In our simulator, a variant form of the above equations is also used, which put the overall
molar density into the operator5, for example, therefore Eq.(5.6) evolves into
Ji = −Deffi 5 (cxi) = −Deffi 5 (ci) i = 1, · · · , nc (5.8)
Where ci is the phase molar density of component i. In tight porous bodies, Knudsen diffusion
may also be important.
Knudsen diffusion describes the gas molecules traveling through very small capillary pores,
where the pore size is smaller than the mean free-path of the gas molecules and the molecules
collide with the walls more often than between themselves. Many researchers have investigated
the influence of Knudsen diffusion in shale reservoirs (Civan 2010; Alfi et al. 2014). Although the
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classical and generalized Fick’s law is initially developed for describing for molecular diffusion, an
augmented effective diffusion coefficient can be adopted to incorporate the influence of Knudsen
diffusion, such as (Sherwood et al. 1975)
Deff = (
1
DeffM
+
1
DeffK
)−1 (5.9)
Where Deff , DeffM , D
eff
K is the augmented effective diffusion coefficient, the effective molecular
diffusion coefficient, and the effective Knudsen diffusion coefficient. In our model, a specialized
and independent module is formulated to calculate or assign the diffusion coefficients. The dif-
fusion coefficients can either be computed through some theoretical or empirical relations, such
as Leahy-Dios and Firoozabadi’s unified model (Leahy-Dios et al. 2007), or be assigned directly
with experimental data, as did by Sun et al. (2014).
5.3 Numerical method
As concluded by Acs et al. (1985), for an isothermal system, the total number of fluid properties
that uniquely determine all the others is nc in the intensive case and nc+ 1 in the extensive case. In
our model, we select the oil pressure po and the component molar masses mi, i = 1, · · · , nc as the
nc + 1 primary variables, and all the other properties can be uniquely determined thereafter. The
corresponding nc + 1 primary equations are the material mass balance equations described above,
plus one additional equation VF = VP , which expresses that the volume of fluid, VF , occupying
in a block must be equal to the pore space available VP in that block (Acs et al. 1985; Wong et
al. 1987). The standard Newton-Raphson procedure, which involves the calculation of the partial
derivatives of all the pertinent equations with respect to a set of selected primary variables in the
Jacobian matrix, is used to compute the next time step’s unknowns. At this stage, we use the
IMPEM technique to solve our model, which treats the pressure implicitly and the component
molar masses explicitly.
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5.4 Simulation results and discussions
In this part, a few cases will be investigated. The validity of our compositional model, espe-
cially the capacity of the multi-component adsorption and diffusion feature, is tested. Some rele-
vant parameters’ influence on the shale fluid production is also presented. The parameters under
investigation include the operating condition (bottom hole pressure), TOC, adsorption coefficients,
fluid type, diffusivity, and wettability.
5.4.1 Adsorption feature case study
In this part, a 2D reservoir well model of a horizontal well with multi-stage hydraulic fractures
as introduced in Chaudhary et al. is modeled (Chaudhary et al. 2011), as shown in Fig.5.1. The
reservoir is 2000 ft long, 1000 ft wide and 200 ft thick. The well length consists of 10 transverse
hydraulic fractures placed equally 200 ft apart, and the fracture half-length and height is 500 ft
and 200 ft, respectively. Local grid refinement or adaptive mesh refinement (Luo et al 2008)
can be used to capture the steep pressure and saturation changes near the hydraulic fractures. In
our calculation, the logarithmically spaced grids are assigned along the fracture, and the "trick"
proposed by Rubin (2010) is adopted, that is setting the simulation fracture cells as 2 ft wide and
41.65 md permeability instead of the physical fracture of 0.001 ft wide and 83300 md permeability.
A quarter of a single fracture is selected as simulation unit, to get the entire well’s production, the
simulation results need be multiplied to 40. The specific reservoir and fracture properties set in our
calculation are presented in Table 5.1.
The synthetic Eagle Ford gas-condensate with condensate gas ratio (CGR) of 30 stb/MMscf
introduced by Orangi et al. (2011) is used as the reservoir fluid. The specific composition of the
fluid (we name it as Fluid Type 1) is shown in Table 5.2. And the EOS parameters are also taken
from Orangi et al. (2011).
The Langmuir coefficients used are from Ambrose et al. (2011), with the specific values shown
in Table 5.3. We have taken the liberty to assign the C4+ data to the components from IC4 to C20+
since there are no other available adsorption data for them. Zero adsorption is assumed for N2.
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Figure 5.1: Simulated reservoir well model. Modified from Chaudhary et al. (2011)
Initial Water Saturation 0.05
Porosity in Shale 0.1
Compressibility of Shale 3e-6 psi−1
Permeability of Shale 0.0001 md
Reservoir Thickness 200 ft
Fracture Spacing 200 ft
Fracture Half Length 500 ft
Fracture Width 0.001 ft
Fracture Perm 83300 md
Fracture Conductivity 83.3 md-ft
Fracture Cell Width 2 ft
Fracture Cell Permeability 41.65 md
Grid Size 50× 25× 1
Initial Reservoir Pressure 6000 psi
Initial Reservoir Temperature 210 ◦F
Table 5.1: Reservoir and fracture properties specification
The corresponding adsorption isotherms are shown in Fig.5.2.
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Component Mole Frac
C1 0.743
N2 0.002
C2 0.094
C3 0.052
CO2 0.031
ICH4 0.011
NCH4 0.02
IC5 0.008
NC5 0.007
NC6 0.002
C7+ 0.0167
C11+ 0.008
C15+ 0.001
X20+ 0.001
Table 5.2: Reservoir fluid composition Fluid Type 1. Reprinted from Orangi et al. (2011)
C1 C2 C3 C4+ CO2
VL (scf/ton) 56 91 179 232 145
PL (psia) 1562 811 844 355 836
Table 5.3: Adsorption isotherm parameters. Reprinted from Ambrose et al. (2011)
Figure 5.2: Adsorption isotherms for different components
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The influence of the multi-component adsorption on shale fluid production are investigated,
and the sensitivity analysis of the two relevant parameters, bottom hole pressure and TOC, are
conducted, results are presented in the subsequent sections.
(A) Bottom hole pressure influence:
Three different constant production bottom hole pressures are investigated, 3000 psi, 4000 psi,
and 5000 psi. We name them as Case 1, Case 2 and Case 3. Note for the fluid system (Fluid
Type 1) we simulated, the dew point pressure is approximately 3500 psi (Haghshenas et al. 2014),
thus, reservoir condensate dropout only occurs for Case 1. The cumulative gas and condensate
production for the three cases with and without considering multi-component adsorption is shown
in Fig.5.3 and Fig.5.4. We observe that the cases considering adsorption will unanimously yield
more production (either for oil or gas) than their corresponding cases without adsorption consider-
ation. The reason is that adsorption adds the gas in place significantly and as depletion continues,
the released adsorbed hydrocarbon will offset the produced fluid and mitigate the decrease of the
reservoir pressure. These results fit our expectations, and they reflect the significance of multi-
component adsorption in shale reservoir development, similar results have also been reported by
Haghshenas et al. (2014). Another observation is that for the three cases, the lower the produc-
tion pressure, the more gas will be produced for the case with adsorption compared with the case
without adsorption. It is hard to make this a general conclusion that the lower the production
pressure, the more hydrocarbon we can recover for cases with the adsorbed hydrocarbon. As the
low pressure also facilitates condensate dropout around the wellbore and may serve to increase the
condensate blockage. This aspect should also be accounted for.
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Figure 5.3: Cumulative gas production comparison for Case 1, Case 2 and Case 3
Figure 5.4: Cumulative condensate production comparison for Case 1, Case 2 and Case 3
(B) TOC influence:
Generally speaking, the higher the TOC content, the greater the gas-sorption capacity. Zhang et
al. (2012) observes a linear relationship between methane Langmuir maximum capacity and TOC
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in shale, shown in Fig.5.5. And a regression equation is given to relate TOC with the maximum
capacity, shown in Eq.(5.10).
Figure 5.5: Linear relation between Langmuir maximum capacity and TOC. Reprinted from Fig.8
in Zhang et al. (2012)
VL = 1.34× TOC + 0.0148 (5.10)
Assume the methane adsorption data given in Table 5.3 fits this relation. This is a very tenable
assumption, as mentioned in Ambrose et al. (2011), the TOC used to generate their data is 4%,
when we substitute this value into Eq.(5.10), the Langmuir capacity will be 57.9 scf/ton and very
close to the value of 56 scf/ton in Table 5.3. By analogy, other components in Table 5.3 follow the
similar trend as in Eq.(5.10), which can be expressed as a general equation as in Eq.(5.11).
VL = Ai × TOC +Bi (5.11)
105
Where VLi is the Langmuir maximum capacity for component i, and Ai, Bi are the constants for
linear relations between Langmuir maximum capacity and TOC of component i. For methane, the
constant values are already known as 1.34 and 0.0148, respectively. For the other components,
we only know that when we substitute TOC as 4% into Eq.(5.11), the value should equal to its
corresponding value in Table 5.3. Since no experimental data is available, a further assumption
that Bi of all the components equals to 0.0148 is made, after that Ai of the other components can
be calculated and the results are shown in Table 5.4.
C1 C2 C3 C4+ CO2
Ai 1.34 2.51 5.29 6.96 4.21
Table 5.4: Ai value for different components
Thus the Langmuir maximum capacity for all the components can be calculated through Eq.(5.11)
together with Table 5.4. In this paper, three cases with different TOC are considered, 2%, 4% and
6%. The maximum adsorption capacity VL for the three cases are calculated and listed in Table
5.5.
TOC C1 C2 C3 C4+ CO2
2% 34 51 95 121 78
4% 56 91 179 232 145
6% 78 131 263 342 212
Table 5.5: Maximum adsorption capacity VL (scf/ton) for different TOC
The Langmuir pressure PL is constant at a given temperature (Halliburton 2008), the values
will be kept the same as those in Table 5-3. First we examine the Fluid Type 1, and the bottom
hole pressure will be set as 4000 psi. The cumulative gas productions for the three TOC values
are compared in Fig.5.6. Only slightly increase appears for the cumulative gas production as the
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TOC increases, and in Fig.5.6 the three curves for different TOC can hardly be distinguished.
The similar behavior is also observed for the cumulative oil production of this fluid system. The
reason is that during the pressure range (from the initial reservoir pressure 6000 psi to bottom hole
pressure 4000 psi), for this fluid system Fluid Type 1 the amounts of the desorbed hydrocarbon
are comparably insignificant for the recovery of the three TOC cases. To confirm this, the mixture
Langmuir curves of the three TOC cases are calculated and shown in Fig.5.7. Apparently, in the
pressure range we investigated, gas desorption is very limited for all three TOC values.
Figure 5.6: Cumulative gas production comparison of 3 TOC values for Fluid Type 1
Later another set of fluid (we name it as Fluid Type 2) is investigated, which consists only 3
hydrocarbon components C1, C2 and C8 with their initial molar fraction as 0.95, 0.01 and 0.04
respectively. The reservoir and fracture properties keep the same except for the initial reservoir
pressure and bottom hole pressure change to 4568 psi and 2000 psi, respectively. The cumulative
oil and gas production for the three TOC cases is shown in Fig.5.8 and Fig.5.9, respectively. The
difference for the influence of TOC on cumulative shale fluid production is obvious and significant
for this fluid type and consistent with our intuition that the larger TOC, the more shale gas and oil
we recover. From the above investigations, we conclude that multi-component adsorption brought
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Figure 5.7: Fluid mixture isotherm curves for Fluid Type 1
up by the existence of organic matter will usually play a positive role in shale reservoir recovery,
yet the influence of different TOC values on shale fluid recovery may be different depending on
the fluid composition and the operating conditions. For example, for test of Fluid Type 1, changing
TOC from 2% to 6% will produce almost no change for cumulative gas production, yet for test of
Fluid Type 2, the change is quite noticeable.
Figure 5.8: Cumulative gas production comparison of 3 TOC values for Fluid Type 2
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Figure 5.9: Cumulative oil production comparison of 3 TOC values for Fluid Type 2
5.4.2 Diffusion feature case study
In this part, first the diffusion feature in our compositional model is tested in a simple 1D case.
Then a 2D reservoir scale model is constructed, with an additional intention is to investigate the
influence of diffusivity and wettability on shale fluid recovery.
(A) Validation of the diffusion feature: First the same conceptual model as depicted in Fig.3 of
Hoteit (2013) is considered. A binary mixture of C1 and CO2 is existing in a 1D porous medium of
length 100 ft, with initially that C1 saturates the left half of the domain, and CO2 saturates the right
half of the domain. The diffusion coefficients are set to be 1 ft2/d for both components. The sketch
of the porous medium and the initial gas composition is shown in Fig.5.10. The intra-diffusion
of this binary mixture will be simulated under the standard PVT condition using our simulator,
results are compared with the analytical solution given by Eq.(58) in Hoteit (2013). The grid size
is 20 × 1 × 1 with each grid 5 ft long equally. The comparison result at 100 days is shown in
Fig.5.11. We can see the results from our simulator and the analytical calculation are very close.
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Figure 5.10: Sketch of the binary mixture conceptual model. Reprinted from Fig.3 in Hoteit (2013)
Figure 5.11: Comparison of CO2 mole fraction as distance at 100 days
(B) Reservoir model investigation: In this part, we construct a simple reservoir model with a
synthetic reservoir fluid consisting of ternary hydrocarbon components of C1, C2, and C8. This
simulation has a twin purpose: first to test the multi-component diffusion feature in a reservoir scale
modeling, and the second is to investigate how wettability together with diffusion may influence
the production profiles from shale reservoirs, since besides the water wet character, in some cases,
the shale systems may present less water wet properties (negative capillary pressure curves) (Jurus
et al. 2013), and to our knowledge, not much research has been carried out studying the combined
effects of wettability and diffusion.
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A shoe-box shape homogeneous reservoir (200 ft long, 200 ft wide and 100 ft thick) with a
single vertical well drilling in the center is investigated, no hydraulic fracturing stimulation is con-
sidered. One quarter of the reservoir is selected as the simulation unit. And the specific reservoir
properties and parameters are listed in Table 5.6. The initial water saturation is 0.25 and 0.1 for
water wet and oil wet case, respectively. The initial molar composition for the three components
C1, C2 and C8 is 0.82, 0.1, and 0.08, respectively.
Initial Water Saturation 0.25/0.1
Porosity in Shale 0.1
Compressibility of Shale 3e-6 psi−1
Permeability of Shale 0.001 md
Reservoir Thickness 100 ft
Reservoir Width 200 ft
Reservoir Length 200 ft
Fracture Width 0.001 ft
Grid Size 20× 20× 1
Initial Reservoir Pressure 3600 psi
Initial Reservoir Temp 180 F ◦
Table 5.6: Reservoir and fracture properties specification
The capillary pressure curves introduced by Jia et al. (2013) are modified and incorporated
into our simulator, and the relative permeability curves for water wet case are borrowed from
Haghshenas et al. (2014), which are represented by Fig.5.12. By analogy, a set of relative perme-
ability curves for oil wet case is developed, and shown in Fig.5.13. To simplify the problem, only
the diagonal terms in the diffusivity matrix are considered (which means the component interac-
tions are ignored). The same diffusivity of 1 ft2/d is assigned to the components. The experimental
diffusivity values for this ternary system in shale matrix under reservoir conditions are not avail-
able. Dutta (2009) reported a scale of 0.65 ft2/d for a ternary system (CO2, N2, CH4) at a condition
of 305 K and 400 psia. Considering the increase in reservoir temperature and especially the en-
hancement from Knudsen diffusion, this value we assigned appears reasonable. The results for
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different wettability cases with and without considering diffusion are presented in Fig.5.14 and
Fig.5.15. The results indicate that no matter what wettability the shale formation is, diffusion will
invariably improve the gas recovery. Yet the degree of this improvement differs for different wet-
tability cases; the diffusion exerts a larger positive role for the oil wet wettability case than that
for the water wet wettability case. The reason is likely to be: that for the oil wet case, diffusion
can effectively accelerate the recovery of the hydrocarbon components and mitigate the chances
of these components dropping out as condensates and blocking the flow pathways. Thus the gas
recovery in these oil wet reservoirs is largely enhanced.
(a) Oil water relative perm curves (b) Gas liquid relative perm curves
Figure 5.12: Relative permeability curves used for water wet case. Reprinted from Fig.3 in
Haghshenas et al. (2014)
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(a) Oil water relative perm curves (b) Gas liquid relative perm curves
Figure 5.13: Relative permeability curves used for oil wet case
Figure 5.14: Cumulative gas production comparison with and without comparison (water wet case)
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Figure 5.15: Cumulative gas production comparison with and without comparison (oil wet case)
5.5 Conclusions
A compositional model specially designed for modeling fluid flow in shale reservoirs was de-
veloped. The multi-component adsorption and diffusion terms for the model are incorporated into
the governing equations. The IMPEM method is applied as the solution technique.
Case studies have been conducted to validate the proposed model, and the influences of some
important parameters, such as bottom hole pressure, TOC, wettability, and fluid type, on shale
reservoir fluid recovery were investigated. The results indicate: multi-component adsorption which
mainly exists in the shale organic matter usually plays a positive role in shale reservoir recovery,
yet the influence of different TOC values on shale fluid recovery may be different depending on the
fluid type and the operating conditions; multi-component diffusion will facilitate the gas recovery,
but the degree of this improvement differs in different wettability formations, a larger positive role
appears for oil wet wettability case. These tests and results illustrate the validity and capacity of
our established model.
Later more work can be done to improve the model, such as adopting a more efficient solution
technique (adaptive implicit or fully implicit method), and developing the feature to consider the
special phase behavior in shale nano-pores.
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6. CONCLUSIONS AND FUTURE WORK
Considering the explicit fracture modeling can better capture the flow intricacies and dynam-
ics in fractured reservoirs, and the inconvenience of the domain discretization techniques (such
as FDM, FEM) in dealing with complex explicit fracture modeling, we developed a more concise
and efficient BEM based approach to model fluid flow in fractured porous medium. For simulat-
ing the steady state flow in homogeneous reservoirs, only the block boundaries and the fracture
surfaces need be discretized, thus the complicated domain discretization is dismissed. When the
flow transientness and matrix heterogeneity are concerned, additional internal matrix points are
selected and taken into computation, following the procedure of DRBEM. To our knowledge, none
of the previous researchers have studied fractured reservoir fluid flow through this approach. For
3D cases, the matrix flow is treated through the BEM approach, while the fluid flow in the fractures
is characterized through FVM approach. This greatly adds flexibility to our approach in handling
reservoirs with irregular fractures. And the discretization process occurs essentially only on the
2D entities (fracture surfaces and block boundaries), which significantly simplifies the simulation
procedure.
Also, a compositional model specially designed for modeling fluid flow in shale reservoirs was
developed. The multi-component adsorption and diffusion terms for the model are incorporated
into the governing equations. The IMPEM method is applied as the solution technique at the
current stage of development. The influences of some important parameters, such as bottom hole
pressure, on shale reservoir fluid recovery are investigated through our model. This compositional
model can serve as a helpful tool for us to better understand the fluid flow in shale reservoirs and
improve the decision-making in shale reservoir development.
Preliminary studies have validated the feasibility of our developed models, but more work in
the following aspects can be done in the future.
First, the automation of workflow for simulating fluid flow in 3D fractured reservoirs should
be improved. Since external software, which is used in constrained Delaunay triangulation, and
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multiple self-developed programs are interactively employed in the process, currently data commu-
nication among these components is conducted manually. Later high-level main program should
be developed to automatically control the workflow implementation.
Second, our developed BEM based approach simplifies the discretization and element gen-
eration process. To further simplify this procedure, especially for the reservoirs with very com-
plex fracture configurations, inspired by the work (Graf and Therrien, 2007; Mustapha and Dimi-
trakopoulos, 2011; Mustapha et al. 2011), techniques reducing the complex structures yet accept-
ably honoring the solution accuracy can be implemented. The modified fracture configurations
then can be passed to our simulator.
Third, one disadvantage of the BEM is the generation of dense matrix, which may pose heavy
burden on computation and storage requirements. Techniques dealing with the generated fully
populated matrices from the BEM, such as the fast multipole boundary element method (FMM-
BEM) (Liu and Nishimura, 2006), hierarchical matrix (H-Matrix) (Benedetti et al. 2008) are to be
explored next step. Also, the coupling usage of FEM and BEM for simulating flow in fractured
reservoirs is also recommended to be explored in the future, which will take the advantages of both
methods.
Finally, regarding to the compositional simulator, two aspects are to be done to improve the
model, adopting a more efficient solution technique (adaptive implicit or fully implicit method),
and developing a feature to consider the phase behavior deviation in shale nano-pores.
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