Tensor decompositions such as the canonical format and the tensor train format have been widely utilized to reduce storage costs and operational complexities for high-dimensional data, achieving linear scaling with the input dimension instead of exponential scaling. In this paper, we investigate even lower storage-cost representations in the tensor ring format, which is an extension of the tensor train format with variable end-ranks. Firstly, we introduce two algorithms for converting a tensor in full format to tensor ring format with low storage cost. Secondly, we detail a rounding operation for tensor rings and show how this requires new definitions of common linear algebra operations in the format to obtain storage-cost savings. Lastly, we introduce algorithms for transforming the graph structure of graph-based tensor formats, with orders of magnitude lower complexity than existing literature. The efficiency of all algorithms is demonstrated on a number of numerical examples, and we achieve up to more than an order of magnitude higher compression ratios than previous approaches to using the tensor ring format.
the associated graph are known to not be closed (in the Zariski topology) [8, 10, 20] , which may lead to concerns about numerical stability issues in analogy to a classical setting in [2] . Moreover, it was recently shown in [20] that for the TR-format, minimal TR-ranks for a given tensor need not be unique (not even up to permutation of the indices i 1 , . . . , i d ), leading to difficulties in their calculation. On the other hand, from a pragmatically practical viewpoint, the use of this format in numerical experiments has been seen to lead to lower ranks of the core tensors as compared to the TT-format [6, 18, 19, 21, 22] , resulting in higher compression ratios and lower storage costs required to represent a given tensor. The mathematics literature has therefore seen renewed interest in the TR-format in recent years, aiming to build on the success of the theory and applications of the TT-format while at the same time improving the compression ratios of the involved tensors even further [3, 5, 6, 18, 19, 21, 22] . Recent applications making use of the TR-format include compressions of convolutional neural networks [19] , image and video compression [21, 22] as well as image and video reconstruction [18] . In this paper, we are interested in analysis and algorithms for computing with the TR-format that lead to higher compression ratios for representing tensors.
1.1. Prior work. Previous work in [3, 21, 22] has devised efficient SVD-and alternating least-squares-based (ALS-based) approximation schemes to convert a tensor in full format to TR-format, has detailed how common linear algebra operations on the tensor level can be captured on the level of the TR-representation and has presented ways of converting a tensor into the TR-format from other common tensor formats such as the canonical or Tucker-format (see e.g. [9] for an overview of these tensor formats). In [5] , a method of transforming a given TT-representation into TR-format with r 0 ‰ 1 is provided. In [18] , the authors consider completion of a tensor in the TR-format with missing entries, using iterations of ALS. The authors in [6] consider the problem of converting a tensor in full format into TR-format using only a limited sample of the tensor elements T pi 1 , . . . , i d q, which enables the algorithms to be applied to higher dimensional tensors. The non-sampled entries are recovered using an ALSbased iterative procedure. Since the completion problem is non-convex, a good initialization is required to avoid being trapped in a local minimum, and the authors motivate a heuristic initialization procedure under certain probabilistic assumptions.
Remaining challenges.
Compared to the analogous situation for the TT-format, a number of important questions remain a challenge:
‚ Choice of TR-rank: For the TT-format, it is known that each r k is greater than or equal to the rank of the k:th unfolding matrix of the tensor T (defined in Sec. 1.4 below) and equality is achieved when using the TT-SVD algorithm based on successive SVDdecompositions of the unfolding matrices [13] . In contrast, for the TR-format, there is not a single unique minimal rank of a given tensor [20] . The previously mentioned algorithms therefore require a manual choice of either r 0 (SVD-based algorithms) or the entire vector pr 0 , r 1 , . . . , r d q (ALS-based algorithms). How are these ranks to be chosen, and how does the end result depend on this choice? ‚ On efficient rounding: Arguably the most important algorithm for the TT-format is an efficient, SVD-based and non-iterative rounding procedure to convert a TTrepresentation with suboptimal ranks into one with more beneficial ranks. Is there an efficient analogue also in the TR-format?
Contributions.
In order to answer these questions, we present the three main contributions in this paper.
1. Importance of choice of TR-rank and heuristic algorithm: We show that the compression ratio of the TR-format is highly dependent (in our examples, up to more than one order of magnitude) on the choice of the rank r 0 in Eq. (1.1). In earlier work [3, 21, 22] , this choice was always kept fixed and not adapted to the underlying tensor, but finding the optimal r 0 is crucial for the efficiency of the TRformat. Using the notion of minimal TR-ranks defined below, we clarify why this is the case. By leveraging a certain invariance of the TR-format under cyclic shifts of the tensor dimensions n 1 , . . . , n d , we show how to improve compression ratios even further. We detail a heuristic algorithm to find a low-cost choice of r 0 and cyclic shift in the previous SVD-based algorithms. 2. Rounding, operations, and compressed tensor format conversions: We describe an efficient SVD-based rounding procedure to decrease the ranks of a given TR-representation. Surprisingly, we show that earlier definitions of common linear algebra operations in the literature need to be redefined in order for ranks to be reduced when combined with the rounding procedure. As an application, this enables us to specify conversions from the TT-and canonical formats into TR-format that are more efficient than previous results in the literature [21, 22] , leading to orders of magnitude higher compression ratios. Moreover, the complexity of these conversions is asymptotically lower than previous ideas [5] by a factor of more than max k n 3 k . We also describe a stability result of tensors in the TR-format under perturbations of their cores. 3. Extension to graph-based formats: We extend these ideas to general graph-based tensor formats. As an application, we present an algorithm for selecting a low-cost graphical format with which to represent a given tensor. Operations on graph-based formats also enable the aforementioned conversions from the TT-and canonical formats into TR-format. The remainder of the paper is organized as follows. Sec. 1.4 explains our notation. Sec. 2 details a heuristic algorithm for choosing r 0 and cyclic shift to achieve low storage cost. Sec. 3 defines a rounding procedure for the TR-format and redefines some common linear algebra operations in order to make them amenable to storage-cost savings using the rounding procedure. Sec. 4 contains a stability result for tensors in the TR-format under perturbations of their cores. Sec. 5 extends the procedures to general graph-based formats and contains algorithms for converting representations of tensors between different graph-based formats. Sec. 6 concludes with a number of performance comparisons of the presented algorithms with algorithms previously described in the literature. Implementations of all algorithms in this paper are publicly available online 1 .
Notation.
Algorithms will be presented in pseudocode using MATLAB commands and notation. The i:th standard basis vector will be denoted by e i . We will use the Frobenius tensor norm }¨} F given by
The k:th unfolding matrix [4] of a tensor T P R n 1ˆ. ..ˆn d will be denoted by
and can be computed in MATLAB by reshape´T,
The δ-rank of a matrix A is (1.5) rank δ pAq :" min B:}A´B} F ďδ rankpBq and can be computed by calculating the rank of the result of a δ-truncated SVD on A,
The Hadamard (or elementwise) product of two tensors T 1 , T 2 in R n 1ˆ. ..ˆn d is defined by
We will denote the group of circular shifts on d variables by S c d , which has generator γ " p1, d, d´1, . . . , 2q in cycle notation. This notation means that γp1q " d, γpdq " d´1, . . . , γp2q " 1, i.e. γ corresponds to a circular shift to the left by one step; see e.g. [11, p . 30] for more information. For any τ P S c d and tensor T P R n 1ˆ. ..ˆn d , we define the τ -permuted tensor T τ P R n τ´1p1qˆ. ..ˆn τ´1pdq by T τ pi 1 , . . . , i d q " T pi τ p1q , . . . , i τ pdq q. The vector of singular values of a matrix A will be denoted by σpAq. The Schatten p-norm of a matrix A is then defined by }A} S p :" }σpAq} p . Tensor products will be denoted by¨b¨, and since we will exclusively deal with finite-dimensional vector spaces, we will explicitly work with coordinate representations and we identify
for v k P R n k . The Kronecker product of two matrices A, B will be denoted by A b K B, to avoid confusion. The Kruskal rank of a matrix A is defined to be the largest integer k such that all choices of k columns of A are linearly independent. We will denote this by krankpAq. For graph-based tensor formats, there is an elegant and coordinate-free notation presented in e.g. [10, 20] which avoids explicit reference to cores and indices. However, we will be concerned with practical algorithms, which therefore are required to work explicitly with the cores and indices which arise in the implementation data structures. Our notation is therefore chosen to reflect this.
Let G " pV, Eq be an undirected graph with the set of vertices V " t1, . . . , du and with the set of edges E. We will denote an edge between vertices labeled by k 1 and k 2 by pk 1 , k 2 q. The set of edges emanating from the vertex k will be denoted by epkq. For each i P epkq, we will specify a maximal edge rank r ik P N. A tensor T P R n 1ˆ. ..ˆn d will then be said to be in G-format if there exist core tensors for each vertex, denoted by G k pi k , Ś iPepkq α ik q where 1 ď α ik ď r ik , such that T pi 1 , . . . , i d q equals the contraction over all α ik of G k pi k , Ś iPepkq α ik q. We will then refer to the collection of r ik for 1 ď k ď d and i P epkq as the G-ranks of T . See e.g. the review article [12] for more information. In the case when G is a cycle of d vertices, the G-format is precisely the TR-format. 2.1. Negative result. As presented in [3] and reproduced in [21, 22] , Alg. 2.1 below can be used to compute an approximate TR-representation r T of a tensor T given in full format, given a desired accuracy ε. r T then satisfies }T´r T } F ď ε}T } F . Alg. 2.1 computes the quantity δ :" ε}T } F ? d and requires a manual input of a divisor r 0 of rank δ`Tx1y˘. In [3, 22] , the choice of r 0 is to minimize |r 0´r ank δ pTx1yq r 0 |, but examples (see Sec. 6.1) show that this can lead to suboptimal compression ratios.
In Sec. 2.3, we will minimize storage costs of a TR-representation of a tensor by choosing r 0 appropriately. It is therefore of interest to compare the rank vectors r and r 1 resulting from the different choices r 0 and r 1 0 in Alg. 2.1. To this end, we will make use of the following concept. We will say that a vector r :" pr 0 , . . . , r d´1 , r 0 q is a minimal rank of T if (i) there exists a TRrepresentation of T with TR-ranks r, and (ii) any other TR-rank r 1 of T satisfies r ď r 1 under the elementwise inequality in R d`1 . The elementwise inequality is only a partial order on R d`1 , so there can be multiple minimal ranks for a given tensor, as discussed in [20] ; Prop. 2.2 below will show that this is in fact a common occurrence. For the TT-representation in [13] , the ranks satisfy r k ě rank`T xky˘a nd an exact TT-decomposition using the TT-SVD algorithm results in ranks satisfying r k " rank`T xky˘. This is therefore the unique minimal rank with r 0 " 1 " r d . For the TR-format, an analogous argument [22] shows that r 0 r k ě rank`T xky˘, which will be used below.
Clearly, smaller rank vectors under the elementwise ordering result in lower storage cost. Rank vectors that are a priori known to be greater than others under the elementwise ordering can therefore be disregarded. Unfortunately, this situation does not occur when using Alg. 2.1, as we show in Prop. 2.2.
Lemma 2.1. Let r 0 be a divisor of rank`T x1y˘. If r denotes the rank obtained when running Alg. 2.1 with precision ε " 0 and first rank r 0 , then any minimal rank r 1 ď r has r 1 0 " r 0 and r 1 1 " r 1 .
Algorithm 2.1 TR-SVD [3, 21, 22] Input: d-tensor T in full format, accuracy ε, divisor r 0 of rank δ`Tx1y˘. Output:
Ź Initial step 3: rU, Σ, V s " SVD δ pCq 4: Put r 1 :" rank pΣq. 5: G 1 " permutepreshapepU, rn 1 , r 0 , r 1 sq, r2, 1, 3sq 6: C :" permutepreshapepΣV T , rr 0 , r 1 , ś d j"2 n j sq, r2, 3, 1sq 7: Merge the last two indices by C " reshapepC, rr 1 , ś d´1 j"2 n j , n d r 0 sq. C " reshapepC, rr k´1 n k , numelpCq pr k´1 n k q sq 11: rU, S, V s " SVD δ pCq 12: r k " rankpΣq 13:
G k " reshapepU, rr k´1 , n k , r k sq 14:
C " ΣV T 15:
Proof. The minimal rank obeys r 1 0 ď r 0 and r 1 1 ď r 1 , by definition and r 1 0 r 1 1 ě rank`T x1y˘" r 0 r 1 , where the equality follows by construction of the TR-SVD algorithm. The conclusion then follows. Proposition 2.2. Let r 0 , r 1 0 be two distinct divisors of rank`T x1y˘. If r and r 1 denote the ranks obtained when running Alg. 2.1 with precision ε " 0 and first rank r 0 and r 1 0 , respectively, then there is no common minimal rank r m satisfying r m ď r, and r m ď r 1 .
Proof. This follows from Lemma 2.1 and the fact that r 0 ‰ r 1 0 .
Different choices of divisors r 0 and r 1 0 are therefore incomparable, so in order to find the rank which results in the lowest storage cost, we need to compare the results of using all choices of divisor r 0 in Alg. 2.1. This also implies that it is of interest to be able to convert a TRrepresentation with initial rank r 0 to one with initial rank r 1 0 ‰ r 0 , and this is considered in Sec. 5.2 below.
Cyclic shifts.
We next consider cyclic shifts in order to reduce storage costs further. Let τ P S c d be a cyclic shift. If T is given in the form of Eq. (1.1), then T τ can be represented by
using the fact that the trace of a product of matrices is unchanged under cyclic shifts of the matrices. T τ is then of the format in Eq. (1.1) with core tensors G τ´1p1q , . . . , G τ´1pdq . Conversely, we can fix a cyclic shift τ and compute a TR-representation of T τ with cores G k pi τ´1pkq q. A TR-representation of T is then given by the cores G τ p1q pi 1 q, . . . , G τ pdq pi d q. We will see in the following that choosing the cyclic shift τ appropriately and computing a TRrepresentation in this way can result in far lower storage costs than without the use of the cyclic shift. The following is an illustrative example.
..ˆn d be a tensor given as a discretization of a function f :
..n k´1 qˆpn k ...n d´1 q has constant columns for k ě 2, and so matrix rank 1. Choosing r 0 " 1, Alg. 2.1 then results in r k " 1 for k ě 2 and consequently a low storage cost. Directly computing a TR-representation of T without making use of a cyclic shift will in general give ranks r k ą 1, incurring a far higher storage cost.
Note that cyclic shifts cannot be used in the same way when considering the TT-format. Storage costs of individual tensors can be reduced by fixing one given shift of the indices. However, two tensors with shifted indices can only be considered simultaneously if they use the same shifts, making this approach impractical for the TT-format. For each choice of pτ, r 0 q, Alg. 2.1 can be used to compute a tensor representation, and the representation with the lowest storage cost can be retained.
This leads to a total complexity which is Cpdq times the cost of a single call to Alg. 2.1,
Here, divprq denotes the number of divisors of a positive integer r. The asymptotic complexity is then Opdr 1{loglogprtimes that of a call to Alg. 2.1. This procedure requires keeping the currently smallest (which can be significantly larger than the actually smallest) representation stored during the entire duration of the algorithm. It can, however, be run in parallel on up to d processors simultaneously.
2.4. Heuristic reduced-cost algorithm. It would be desirable to determine a choice pτ, r 0 q leading to low storage cost without exhausting all possibilities. In this section, we describe a heuristic approach to this choice with only small extra computational costs as compared to Alg. 2.1.
Heuristic choice of cyclic shift.
Let r k pT q denote the TR-ranks of the tensor T as computed by Alg. 2.1 for some choice of r 0 and ε that will be clear from the context. Note that the storage cost of a tensor in TR-format is given by the sum ř k r k´1 r k n k , so a low storage cost can be achieved by minimizing max k r k pT τ q over τ P S c d . This would however require a sweep over all indices k for each choice of τ and therefore incur the same cost as computing the TR-SVD decompositions of all T τ . However, the TT-ranks r k as computed by the TT-SVD algorithm are typically non-decreasing up to an index k˚, after which they are non-increasing. Although not always true (see e.g. Ex. 2.4), it is true when replacing the rank of T xjy with its Kruskal rank, as we now show in case it may be of independent interest.
which has rank 2. We then have
with ranks 1 and 2, respectively, showing r 1 ě r 2 ď r 3 .
Proof. The expression on the rightmost side of Eq. (2.7) equals the number of columns of T xj`1y , so the upper bound is clear. As for the lower bound, write
Pick now any min pq j , mq columns of T xj`1y . Since min pq j , mq ď q j , any min pq j , mq columns of T xjy are linearly independent. In particular when we pick s k P t1, . . . , mu, it follows that if Proof. This follows from Prop. 2.5 when taking j˚to be the first index for which q j ě ś d k"j`2 n k . As a less costly alternative to minimizing max k r k pT τ q over τ P S c d , one can then instead minimize r 2 pT τ q, in an attempt to minimize the slope of r k pT τ q as a function of k, and therefore minimize its maximum value. We therefore make the following definition.
We will see in the examples below that choosing
and calling TR-SVD on T τ k˚r esults in low storage cost.
2.4.2.
Heuristic choice of divisor. After choosing k˚, we have the choice of choosing a divisor r 0 of rank δ´T τ kx 1y¯w hen running TR-SVD above. As an alternative to looping over all possible divisors, we can choose the divisor to be close to the interaction ranks. In detail, we choose r0 | rank δ´T
The intuition behind this is that r 0 controls the strength of interaction between i k˚´1 and i k˚i n the TR-format, and rank δ´T τ kx 1yr 0 the strength of interaction between i k˚a nd i k˚`1 . These interactions should be chosen to match the interactions i-rank k˚p T q and i-rank k˚´1 pT q between the same indices, respectively, for the full tensor T .
Heuristic algorithm.
We combine the steps in the previous two sections into an algorithm, which then consists of ‚ a preprocessing step wherein the interaction ranks i-rank k pT q are computed for each k " 1, 2, . . . , d. 
Since rank´T τ kx 1y¯ď n k˚, the cost of the preprocessing step of Alg. 2.3 is
if n i ∼ n for all i. Comparisons of performance in terms of actual storage cost and total computation times are performed in Sec. 6.1.
3.
Operations. This section details some common operations performed on the TRformat. We firstly define an SVD-based rounding procedure for the TR-format (Alg. 3.1 in Sec. 3.1), and then find it necessary to redefine the addition of two TR-representations in order to make full use of the rounding procedure (Thm. 3.3 and Prop. 3.6 in Sec. 3.2). We finally comment on the computation of the Frobenius norm of a tensor in Sec. 3.3. For the remainder of this section, we will let T be a tensor for which a TR-decomposition of the form in Eq. (1.1) has been computed.
3.1. Rounding. Analogously to [13] , we can perform a rounding of a TR-representation with suboptimal ranks r 0 , r 1 , . . . , r d . The proposed procedure is, just like the TT-rounding procedure in [13, Alg. 2] , based on a structured QR-decomposition which enables lower costs of the SVD-computations in Alg. 2.1, and results in a TR-representation with ranks r r 0 , r r 1 , r r 2 , . . . , r r d´1 , r r d " r r 0 . Unlike for the TT-rounding procedure, invariance under cyclic shifts of the successive matrix factors in the QR-decompositions of the reshaped cores contribute to an even lower storage cost. Also, the motivation for the TT-rounding procedure is that it carries out the same steps as the TT-SVD algorithm. This is not easily generalized to the TR-format -the reshaping of the low-rank decomposition of the first unfolding matrix T x1y in Alg. 2.1 cannot be captured on the level of cores in a straightforward way. This necessitates a different approach, which is detailed in Alg. 3.1. Unlike for TT-SVD, the TR-SVD algorithm has no guarantee of quasi-optimality since the TR-format is not closed. Instead, only a bound on the approximation error is guaranteed. It is therefore enough to produce a rounding procedure with just a bound on the approximation error, which then does not necessitate the procedure to perform the same steps as the TR-SVD algorithm.
We now prove the correctness of Alg. 3.1.
Proof. The main insights in the proof are that (i) the rounding of a TR-representation of T can be related to the rounding of a related TT-representation by reshaping T to have first component of size r 0 n 1 ; (ii) introducing a cyclic step in Alg. 3.1 enables a reduction of the end rank r 0 and that this can be encoded by introducing a helper index i d`1 with special structure.
We will relate Alg. 3.1 to an application of the TT-rounding procedure on an extended tensor T e in R r 0 n 1ˆn2ˆ. ..ˆn d´1ˆndˆnd`1 ,with n d`1 " r d and r d`1 " 1. The entries of T e are defined by its TT-representation
where the final core is G d`1 pi d`1 q " e i d`1 P R r dˆ1 . Note here that the index α 0 is not summed over. Using the Kronecker delta defined as δ i,j " 1 if i " j and 0 otherwise, we also have
3)
Algorithm 3.1 TR-rounding Input: d-tensor T with cores G 1 , . . . , G d , TR-ranks r 0 , . . . , r d , accuracy ε. Output: d-tensor r T with cores r G k , TR-ranks r r k ď r k and }T´r T } F ď ε}T } F .
rQ k , R k s " QRpreshapepG k , rr k´1 n k , r k sqq 4:
G k " reshapepQ k , rr k´1 , n k , numelpQ k q{pr k n k qsqq 5: 
By the choice of the final core G d`1 , Alg. 3.1 now returns precisely the cores
where the last equation ignores the singleton dimension r d`1 " 1 in p G d`1 . This can be verified by writing out the steps in [13, Alg. 2] and using the fact that reshape pG d`1 , rr d , n d`1 sq " I r d , by construction. This means that
which we will now use. Write ∆T :" T´r T , and ∆T e :" T e´p T e . Eqs. (3.2) and (3.6) now give is usually overly conservative in practice, stemming from the fact that the inequality in Eq. (3.12) is generically far from being tight, since the left hand side sums over a factor of r 0 fewer elements than the right hand side.
The complexity of Alg. 3.1 is O`dnr 3 0˘p lus the complexity of calculating the norm }T } F . We will see below that it is possible to compute }T } F with complexity O`min k r k dnr 3
0˘.
This reduces to the cost of computing the Frobenius norm in the TT-format in [13] when min k r k " 1, i.e. in particular when r 0 " 1 " r d .
Addition.
One criterion for the rounding procedure in Alg. 3.1 to be of practical use, is for it to reduce the ranks of the added tensor T`T to those of T . For this to hold, we need to redefine the addition operation described in earlier literature, as in the following. G k pi k q "
Proof. We consider only the case r 1 0 ě r 2 0 ; the complementary case is treated analogously. We have
If we now write the left and right matrices in the product as
respectively, then it follows that
Remark 3.4. Another valid choice of added cores would be to stack the cores G 1 1 pi 1 q, G 2 1 pi 1 q and the cores G 1
respectively, which is proved by a similar calculation. By permutation invariance, any choice of adjacent indices where the cores of one index is stacked as in the left matrix in Eq. (3.23) and the cores of the other according to the right matrix in Eq. (3.23) then defines cores of an added tensor G " G 1`G2 . In the remainder, we fix the choice in Thm. 3.3 for the sake of definiteness.
Remark 3.5. Note that, unlike in [8, 22] , we treat the end cores in a special fashion. This is required in order for the rounding procedure to reduce the size of the formally added tensor T in Thm. 3.3. In [8, 22] , the formally added tensor T is chosen to have all cores defined by Eq. (3.13), including k " 1, d. In view of Prop. 3.6 below, a call of TR-rounding on T would in this case have no effect at all. Proposition 3.6. Let T 1 and T 2 be tensors with cores G 1 k and G 2 k , respectively and define the tensor T by its cores 1 and k " d) . If the TR-ranks of the representations of T 1 and T 2 are minimal, then calling Alg. 3.1 on T with accuracy ε " 0 returns cores with same size as the input cores G k .
Proof. The QR-sweep of Alg. 3.1 first performs a QR-decomposition of the matrix
The two matrices
both have full column rank. To see this, assume that e.g. A 1 could be factored as U V , for U P R r 0 n 1ˆr , V P R rˆr 1 , and some r ă r 1 . Then reshapepU, rr 0 , n 1 , rsq, G 1 2ˆ1 V, G 1 3 , . . . , G 1 d would be cores of a representation of T 1 with TR-rank vector strictly smaller than the one of G 1 1 , . . . , G 1 d , which contradicts the minimality assumption. It then follows that also A has full column rank, so it has a unique reduced QR-factorization up to signs. When this is computed using the Gram-Schmidt procedure, it is clear that the decomposition A " QR has the sparsity pattern Q "
In the QR-sweep, the 1-mode contraction of R with the next matrix in the sweep therefore preserves the sparsity pattern of Eq. (3.25), which continues until the last core. By a similar argument, the SVD-sweep also respects the sparsity pattern of Eq. (3.25) . This means that all matrices for which we calculate the SVD-decomposition have full rank and no ranks are reduced in the SVD-sweep. The conclusion then follows.
The size of the formally added tensor T in Prop. 3.6 is therefore not reduced by rounding, so no storage space is saved and storage sizes in practical computations quickly explode. On the contrary, defining the addition operation as in Thm. 3.3 leads to sizeable storage-cost reductions.
Frobenius norm.
In this section, we present an algorithm to compute the Frobenius norm of a tensor T , which improves on the cost of the algorithms previously recorded in the literature. In [22] , it is suggested to form the Hadamard product T 1 " T˝T after which T 1 can be contracted with a tensor of all ones. This leads to a total complexity O`dnr 4`d r 6˘. However, the explicit formation of the large tensor T 1 can be avoided, and the resulting Kronecker structure can be used together with permutation invariance to lower the total complexity to O`dnr 3 min k r k˘.
Algorithm 3.2 Frobenius norm
X ďk pi k q :" A pG 1 k pi k q b K G 1 k pi kusing the Kronecker structure to reduce cost
5:
A " ř i k X ďk pi k q 6: }T } F " Trace pAq To describe the algorithm, note that }T } F " Trace pX 1 . . . X d q, where X k " ř i k G k pi k qb K G k pi k q. When computing the products X ďk :" X 1 . . . X k , we can proceed from left to right and use the Kronecker structure to achieve cost O`knr 0 r 3˘, so the total cost of computing }T } F " Trace pX 1 . . . X d q is O`dnr 0 r 3˘. The large matrix G k pi k q b K G k pi k q never has to be explicitly formed during the calculations, except for the initial matrix G 1 pi 1 q b K G 1 pi 1 q. Note also that }T } F is invariant under cyclic shifts, so we can choose the shift minimizing r 0 , giving total cost O`dnr 3 min k r k˘. This is summarized in Alg. 3.2.
4.
Perturbations in }¨} 8 -norm. We consider a tensor T represented in the TR-format with cores G k pi k q, i " 1, . . . , d and a perturbed tensor r T with cores r G k pi k q " G k pi k q`F k pi k q. For the sake of numerical stability, we are interested in how this perturbation on the level of cores translates into a perturbation on the tensor level. An analogous result for the canonical decomposition is given in Prop. 7.10 in [4, p. 207], and we adapt this result to the setting of the TR-format. The main result of this section is the following. 
We now denote ∆ :" ś d k" G k pi k q´ś d k" pG k pi k q`F k pi k qq, and proceed by induction to bound }∆ 1 } S 1 by the upper bound in Eq. (4.1). The base case " d is clear. For the induction step, note that
where we used Hölder's inequality for Schatten-norms (}AB} S 1 ď }A} S 1 }B} S 8 ). The triangle inequality together with the induction hypothesis now gives
This concludes the induction step and therefore the proof.
Note that the above Hölder inequalities hold with equality if each G k pi k q for 1 ď k ď d´1 has all singular values identical, so equal to some positive σ k , and likewise for F k pi k q and F k pi k q`G k pi k q. The first of these conditions holds for instance if each G k pi k q is (a multiple of) an orthogonal matrix, which in particular is true if pG k q x1y are orthogonal matrices for each 1 ď k ď d´1. This is however not a restriction, since it can be achieved by an orthogonalization sweep similar to the rounding procedure. 
Proof. The left hand side in Eq. (4.1) is invariant under cyclic shifts τ P S c d of the indices i 1 , . . . , i d , so the conclusion follows after applying Thm. 4.1 to T τ , r T τ , for all τ P S c d . 5. Graph-based formats. As noted in [20] , the representation ranks and therefore the storage cost of a tensor can depend strongly on the structure of the graph used for the tensor format. It is therefore desirable to generalize the algorithms from the previous sections to general graph formats. These questions are discussed below and lead to an algorithm to, given a tensor, select a low cost graph representation, and to an alternative conversion from canonical format into TR-format, producing higher compression ratios.
5.1.
Rounding. For a general graph, we can perform a TR-rounding procedure on each cycle in the graph and alternate between different cycles to reduce overall ranks in a procedure we now describe. Let G be a graph containing a cycle C. The graph G C can be written in terms of its connected components C k , k " 1, . . . , M as G C " Ť M k"1 C k . The cores of each connected component determine a tensor
where e CC k denotes the edges between C and C K and i C k the indices of the vertices within C k . Likewise, we will use i C to denote the indices of the vertices within C. See Fig. 5.1 for an illustration.
The indices i v of vertices v within C k incident to a vertex w in C can be paired up with the edge pv, wq, resulting in the core Figure 5 .1: Illustration of the notation. For this graph and choice of cycle C, we have i C " ti 2 , i 3 , i 6 , i 7 u, i C 1 " i 5 , i C 2 " i 1 , i C 3 " ti 4 , i 8 u, e CC 1 " p5, 6q, e CC 2 " p1, 2q and e CC 3 " tp3, 4q, p7, 8qu.
where for each v P C k , we define i e v " i v for v not incident to C, and where for each v P C, we define i e v " i v for v not incident to any C k , and
written as one long index for pv, wq in e CC k . The TR-rounding procedure can be applied to T e C pi e v q, giving a resulting tensor r T e C , while leaving the remaining cores unaltered. The result can be reshaped back into the G-format and we denote the result by r T . The rounding error propagates to the whole tensor as in the following, which is a straightforward generalization of a result in [5, Sec. 6 ].
Theorem 5.1.
Proof. We have
using the triangle inequality in the first step, and the fact that the tensor Frobenius norm is a crossnorm in the second. Next, we use
, which follows by induction on M from Cauchy-Schwarz, to conclude that
Because of the upper bound in Thm. 5.1, we can achieve a rounding error }T´r T } F ď ε}T } F by performing the rounding of the cycle C with rounding error
Note that the second factor on the right hand side is bounded from above by }T e C } F , which can be seen by an application of Thm. 5.1 with r T e C " 0. We summarize the above considerations in Alg. 5.1.
5.2.
Transforming the graph structure. This section details an inexpensive way of transforming a tensor T given in a G-graph based format into a G 1 -graph based format, for any two graphs G and G 1 .
The graph G can be transformed into the graph G 1 by successively inserting and deleting edges. We now describe how to capture these successive transformations on the level of the tensor T . For simplicity of the exposition, we describe the procedure of deleting an edge in TR-format (Alg. 5.2) and inserting an edge into a TT-format (Alg. 5.3).
Algorithm 5.1 G-truncation
Input: d-tensor T with cores G 1 , . . . , G d , G-ranks r ik , accuracy ε. Output: d-tensor r T with cores r G k , G-ranks r r ik ď r ik and }T´r T } F ď ε}T } F . 1: Write G as a union of cycles and paths. 2: for each cycle or path C do Output: TR-representation of T with r r k´1 " 1. 1: Take τ k " p1, d, d´1, . . . , 2q k´1 2: for " 1 : r k do 3:
In order to describe the procedure for deleting an edge from a TRrepresentation, note that having r k´1 " 1 is equivalent to a TR-representation with the edge between vertices i k´1 and i k deleted. By fixing all cores except for the k:th one, the tensor can be written as a sum of r k´1 distinct tensors in TR-format, where each one has k:th core tensor G k p , i k ,¨q, for 1 ď ď r k´1 . We demonstrate in Thm. 5.2 that this addition can be performed on the level of the cores in such a way that the result has k´1:th rank equal to 1 and the full procedure is written out in Alg. 5.2. Proof. With the notation from Alg. 5.2, each T τ k can be represented with the cores G k p ,¨,¨q, G k`1 p¨,¨,¨q, . . . , G k´1 p¨,¨, q for fixed . Since the first core for each has size 1ˆn kˆrk , it follows from Thm. 3.3 that ř r k "1 T τ k has first core of size 1ˆ¨ˆ¨, from which the first claim of the theorem follows. For the second, we have r T pi 1 , . . . , i d q "
Alg. 5.2 itself has negligible cost. It can (and should) however be combined with a call to the TR-rounding procedure, resulting in a total complexity of Opdnr 3 r 3 k´1 q, since the cores of ř r k "1 T τ k have ranks not greater than rr k´1 . Note that r r k´1 " 1 is unchanged by an application of TR-rounding.
5.
3.1. Greedy algorithm for selecting graph structure. Consider a tensor T for which we would like to choose a graph G with which to represent T . We introduce a cost function f T pGq measuring the cost associated to representing T with the graph G (storage cost, maximum/average rank et.c.) and would like to minimize f T pGq. Clearly, an exhaustive search over all possible graph structures is computationally intractable because of their number. We therefore limit the scope to searching over graphs G with a certain structure and let the set of permissible graphs be denoted by G. We consider the problem of finding (5.23) G˚" argmin GPG f T pGq.
Alg. 5.4 details the simplest attempt at finding a low-cost graph, although we do not claim any convergence to the minimum value. Two examples attaining low cost are discussed in Sec. 6.4 below.
In the TR-format, we now have an additional degree of freedom to choose the starting rank r 0 as any divisor of r, and therefore apply Alg. 5.3 with this choice. The optimal choice of r 0 can be chosen in a loop where the representation with currently smallest storage cost is retained. A numerical example is shown in Sec. 6.3.
Remark 5.7. Unlike [8, 22] , the end cores G 1 and G d are treated differently from the other cores. This is done in order to ensure that the rounding procedure is able to reduce the TR-ranks of the tensor (cf. Remark 3.5).
5.3.
3. An alternative to TR-SVD. Alg. 5.5 presents an alternative approach to finding a low-cost choice of r 0 in Alg. 2.1, with asymptotically lower complexity. Round the representation using Alg. 3.1 with accuracy ε 2
5:
Store the representation with currently lowest storage cost.
Computational experiments.
This section is devoted to numerical studies of the algorithms presented in Secs. 2 -5. All computations were carried out on a MacBook Pro with a 3.1 GHz Intel Core i5 processor and 16 GB of memory.
6.1. Converting from full format to TR-format. We convert a tensor given in full format into a TR-representation and compute its storage cost. We compare the TT-representation with r 0 " 1, Alg. 2.1 using the balanced representation with r 0 " argmin |r 0´r ank δ pTx1yq r 0 | from [3, 22] , and Alg. 2.2, to Alg. 2.3. The tensors were taken to be discretizations of functions f px 1 , . . . , x d q on a grid in R d with n discretization points in each dimension. The result is shown in Table 6 .1. Unless otherwise noted, the parameters were set to d " 5, n " 20, ε " 10´1 2 and the grid to be r0, 1s d . The balanced choice of r 0 is ambiguous in that both r 0 and rank δ pTx1yq r 0 minimize the expression and we report the choice with the highest resulting storage cost. The results suggest that finding the optimal choice of r 0 and cyclic shift τ are crucial for storage savings when using the TR-format. Note also that Alg. 2.3 performs rather well for these choices of f pxq. For the simple solver, we firstly represent a first-order finite difference approximation of the Laplacian in TR-and TT-format. We consider a u 0 given in canonical format with n " 2 5 discretization points in each dimension and convert it into TT-and into the optimal TRformat in Sec. 5.3.2, using Rem. 5.5. Afterwards, implicit Euler is used as time-marching, and we explicitly compute the inverse´I´p∆tq 2 ∆¯´1 to be applied at each time step in the TT-format, using the procedure of [14] . After each iteration, we perform a rounding using either TT-rounding, or TR-rounding. We show the results for the two initial functions u 0,1 pxq " 20 ÿ k"1 sinpkx 1 q sinpkx d q, u 0,2 pxq " x 1 x d`d´1 ÿ k"2
x k , (6.2) in Table 6 .2. The parameters used were ε " 10´1 2 , and n " 2 5 discretization points in each dimension. The results show that the TR-format requires lower storage cost, possibly at the expense of longer runtime. 6.3. Converting canonical format to TR-format. We consider the discretization of a function given in canonical format on a grid in r0, 1s d with n " 2 5 discretization points in each dimension. Converting the resulting canonical decomposition into the TR-format in Eq. (5.25) and using Rem. 5.5, we find the optimal storage cost among all permutations and choices of r 0 and compare the costs to the TT-format obtained by r 0 " 1. The precision of the rounding was set to ε " 10´8. We consider the four examples The results are shown in Fig. 6.1 , and indicate good storage savings for a range of dimensions and functions.
6.4. Selecting graph structure. We apply Alg. 5.4 to discretizations of the two functions (6.5) f px 1 , . . . , x d q " 20 ÿ k"1 sinpkx 1 q sinpkx t d 2 u q, gpx 1 , . . . , x d q " d´1 2 ÿ k"1
x 2k´1 x 2k`1 , d odd,
given in the canonical format. The grid r0, 1s d used n " 2 5 grid points in each dimension. The set of permissible graph structures G for f and g were set to be all cycles with vertices i 1 , . . . , i d and exactly zero or one chords, and all chains with edges between every other index i k , i k`2 , for k " 1, 3, 5, . . . , d´2, respectively. For f , we repeated the application of Alg. 5.4 to compare all graphs with exactly one chord. The initial graph format was taken to be the TR-format and the TT-format, respectively. The rounding accuracy was set to ε " 10´9. The result is presented in Fig. 6.2 and clearly shows storage savings as compared to the TT-and TR-formats. The graphical structure with lowest cost for the function g is shown in Fig. 6 .3.
Conclusions.
In this paper, we studied efficient tensor representations and computation in the tensor ring format. Firstly, we showed theoretically and numerically how two degrees of freedom in SVD-based algorithms for converting a tensor in full format into TR-format are crucial for obtaining low-cost representations. A heuristic algorithm achieving a lowcost representation with low runtime was introduced and tested numerically. Secondly, we presented a rounding procedure for the tensor ring format and showed how this required redefining common linear algebra operations to obtain a reduction of the storage-cost. Lastly, we devised algorithms for transforming the graph structure of a tensor in a graph-based format, producing even higher compression ratios. Numerical examples achieved up to more than an order of magnitude higher compression ratios than previous approaches to using the tensor ring format, without significantly affecting the runtime.
