Two different definitions of an average for time-varying systems with inputs and a small parameter that were recently introduced in the literature are considered: "strong" and "weak" averages. It is shown that if the strong average is input-to-state stable (ISS), then the solutions of the actual system satisfy an integral bound in a semiglobal practical sense. The integral bound that we prove can be viewed as a generalization of the notion of finite-gain L 2 stability, that was recently introduced in the literature. A similar result is proved for weak averages but the class of inputs for which the integral bound holds is smaller (Lipschitz inputs) than in the case of strong averages (measurable inputs).
Introduction
Averaging is an important tool used in the analysis of time-varying systems. An auxiliary time-invariant dynamical systemẋ = f av (x), called the average, is used to investigate properties of a time-varying dynamical systemẋ = f t , x that depends on a small parameter . Averaging has been instrumental in solving a wide range of important control problems, such as vibrational control or adaptive control (for classical results on averaging see [1, 4, 9] and for some more recent results see [15] and references therein). We emphasize that classical averaging results apply only to inputfree systems although systems with inputs are prevalent in control theory. In this paper we concentrate on averaging of systems with inputs.
Among many different stability notions for analysis of properties of systems with inputs, L ∞ and L 2 stability play a central role for their practical importance and intuitive appeal: the former captures the notion of "bounded inputs imply bounded outputs" whereas the latter guarantees that "bounded energy inputs imply bounded energy outputs".
A recently introduced notion of input-to-state stability (ISS) [10] provides a particularly useful framework for analysis of L ∞ stability of nonlinear systems that is fully compatible with Lyapunov theory [5, 10, 11] . ISS was originally defined for systems of the formẋ
where f is locally Lipschitz, using the L ∞ framework (see [10] ). A necessary condition for a system to be ISS is that the origin of the system is globally asymptotically stable in the absence of inputs. Hence, systems that exhibit limit cycles, multiple equilibria or chaotic attractors in the absence of inputs cannot be ISS. One way to overcome this is to consider ISS with respect to compact sets [13] . Another possibility is to consider the so called input-to-state practical stability (ISpS) first considered in [2] and which is shown to be equivalent to set-ISS in [13] . ISpS is defined in the following way [2] :
Property I 1 : There exists 1 γ ∈ K, β ∈ KL and λ > 0 such that the solutions x(t) of the system (1) satisfy
It was proved in [13] [Section VI] that ISpS is equivalent to the following property:
(equivalently there exist α 1 , α 2 ,α 3 ,γ ∈ K ∞ , λ > 0 and a smooth function V : R n → R ≥0 such that (2) holds and
Recently, yet another important integral characterization of ISS was proved in [14] (see Theorem 1). Although ISpS was not considered in [14] , it can be shown that an appropriate integral version of ISpS for forward complete systems (1) is given by the following property:
There exist α, κ, γ ∈ K ∞ and λ > 0 such that the solutions of the system (1) exists and satisfy:
Note that if the state is regarded as the output of the system, then Property I 1 represents a generalization of finite-gain L ∞ stability, Property I 3 represents a generalization of finite-gain L 2 stability and Property I 2 provides a tool for simultaneously verifying both of these important properties.
In this paper we investigate properties of time-varying systems with inputs via averaging. The systems we consider are of the formẋ = f t , x, w , where is a small parameter. We make use of "weak" and "strong" averages recently introduced in [8] for dealing with systems with inputs. In [8] it was shown under appropriate conditions on inputs that if Property I 2 holds with λ = 0 for the weak or strong average, then Property I 1 holds for the actual timevarying system in a semiglobal practical sense ( is the parameter that we need to adjust). This showed that ISS Lyapunov techniques for the time invariant strong and weak averages of [8] provide a set of tools for the analysis of "L ∞ -stability" (more precisely ISpS) of time-varying systems with inputs. A related result proved in [16] shows that under appropriate conditions on inputs, solutions of the weak or strong average can be made arbitrarily close to the solutions of the actual system on bounded time intervals if the parameter is sufficiently small (the result is derived without assuming that Property I 2 holds for the strong or weak average).
We emphasize that Properties I 1 , I 2 and I 3 can be shown to be equivalent for forward complete time-invariant systems (1). Some results in this direction for general time-varying systemsẋ = f (t, x, w) were shown in [6] . The implication "I 2 for weak or strong average =⇒ I 1 for the actual time-varying system" was proved in [8] for a class of time-varying systems for which averages (strong or weak) exist. It is the purpose of this paper to show that if Property I 2 holds for the strong or weak average, then Property I 3 also holds for the actual time-varying system in a semiglobal practical sense and under appropriate conditions on inputs. Hence, the results of this paper show that the combination of strong and weak averages of [8] with ISS Lyapunov functions provides also a tool for "L 2 -stability"
analysis of time-varying systems. (For related results see also [7, 17] .)
The paper is organized as follows. In Section 2 we present definitions and the main assumption. The main results are presented in Section 3 along with some related comments. All proofs are presented in Section 4.
Preliminaries
Given a measurable function w, we define its infinity norm
is Lipschitz, its derivative is defined almost everywhere and we can write
Consider the time-varying system:ẋ
where x ∈ R n is the state and w ∈ R m is the input. We will use the following: t] are usually clear from the context). We also investigate the time-varying system that depends on a small parameter > 0:
We recall the definition of strong and weak averages for time-varying systems with inputs [8] : 
The strong average of system (4) is then defined asẋ = f sa (x, w). 2
The weak average of system (4) is then defined asẋ = f wa (x, w). 2
It was shown in [8, 16] that weak averages exist for a strictly larger class of systems than strong averages, but using strong averages we can prove stronger results for the actual time-varying system. However, we emphasize that both definitions have been found to be useful in different situations (for more details see [8, 16] ).
Main results
In this section we state in Theorems 1 and 2 the main results of the paper. 
then given any strictly positive real numbers Ω x , Ω w , ν, there exists * > 0 such that for all ∈ (0, * ) and for all t ≥ t • ≥ 0 the solutions of (5) exist and satisfy: 
and if only Lipschitz inputs w are acting on the system (5), then given any strictly positive real numbers
there exists * > 0 such that for all ∈ (0, * ) and t ≥ t • ≥ 0 the solutions of (5) exist and satisfy (8) whenever
Remark 1 The condition on derivatives of inputs in Theorem 2 cannot be relaxed, as the following example shows
(the example is taken from [8] 
Proofs
We start with a set of "continuity of solutions" results whose proofs are standard and are omitted (see [4, Section
2.5]).
Lemma 1 
] the solution x(t) of (5) exists and satisfies |x(t) − x(t • )| ≤ M (t − t • ). 2
For notational convenience, we state an obvious corollary: (iv) the following property holds: (5) exists and satisfies . Let β av ∈ KL and T * > 0 be such that (6) holds for all T ≥ T * . Let T ≥ T * be such that
Property C: for all t ∈ [t • , t • + d] the solution x(t) of (5) exists and satisfies
Throughout the rest of the proof we assume that |x(t • )| ≤ ∆ and
Integrate both sides of the inequality (12) 
along the solution x(t) over the interval [t • , t • + d] and divide by d to obtain
Now we turn to bounding each of the terms on the right-hand side of (13).
1 : From ISS of the strong average we can write:
2 : 
Introduce the change of variables τ = s/ in the above integral and introduce w 1 (τ ) := w( τ ) (note that w 1 ∞ = w ∞ ≤ ∆ 1 ) and T 1 := * T > T . Then by the definition of strong average we have:
which follows from the fact that T 1 = d and (11).
3:
Using Assumption 1 and the definition for L > 0, for all x, w with max{|x 1 | , |x 2 |} ≤∆, |w| ≤ ∆ 1 we have 4 :
Using Properties A and B it follows that we can over bound the term 3 by 2 . From the bounds on terms 1-3 on the right-hand side of (13), it follows that (10) 
Sketch of proof of Lemma 3:
The proof of Lemma 3 is very similar to the proof of Lemma 2 and we only point out the differences. The main difference comes form the fact that instead of (13) we use the following inequality:
. 4 The Lipschitz assumption on ∂V ∂x may be relaxed to continuity with some additional work.
Term 1 is bounded in the same way as in proof of Lemma 2 and since |w(s) − w(t • )| ≤ Ωẇ |s − t • |, we can bound Term 2 by T .
First, we use a continuity of solutions argument in Lemma 4 to show that the required integral bound on solutions of the actual system holds on small time intervals. Then the proof is extended to arbitrary large time intervals.
We now bound Term 1 in (27). Since |x(t)| ≤ ∆ + 1, ∀t ≥ t • and using the definitions of M in (i) and L α we can write 
