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BLOCKS OF RESTRICTED RATIONAL CHEREDNIK ALGEBRAS FOR
G(m,d, n)
MAURIZIO MARTINO
Abstract. We study the Dunkl-Opdam subalgebra of the rational Cherednik algebra for wreath
products at t = 0, and use this to describe the block decomposition of restricted rational Cherednik
algebras for G(m,d, n).
1. Introduction
1.1. Restricted rational Cherednik algebras have been a topic of recent interest due to connections
with cells and families for cyclotomic Hecke algebras, [GM] and [Mar]. This paper is an attempt
to understand better the Cherednik side of the picture. In particular, we extend the description
of the blocks of the restricted algebras to arbitrary parameters. The case of rational parameters
was dealt with in [Gor2] (see [GM, Theorem 2.5]), and the combinatorics reinterpreted in [Mar,
Theorem 3.13]. Key to our arguments is the Dunkl-Opdam subalgebra of the rational Cherednik
algebra, which we study in the t = 0 situation. This algebra has already been used to great effect
in the study of rational Cherednik algebras in the t 6= 0 case, see for example [DG].
1.2. Let us decribe our results in a little more detail, for notation see Sections 2 and 3. Let
W = G(m, 1, n) be the wreath product of the symmetric group with the cyclic group of order m.
Corresponding to tuples (t, κ, c1, . . . cm−1) ∈ C
m+1, Etingof and Ginzburg defined in [EG] a flat
family of algebras Ht,c called rational Cherednik algebras. When t = 0, these algebras, which are
denotedHc, are finite-dimensional modules over their centres. There exists a particularly interesting
finite dimensional quotient algebra Hc of Hc called the restricted rational Cherednik algebra. The
main focus of this paper is to determine the block structure of Hc.
1.3. The algebras Hc have many interesting properties. There exist baby Verma modules ∆c(E)
for each irreducible W -module E. These are indecomposable modules whose simple heads yield
all simple Hc-modules. It is well-known that the irreducible W -modules are parametrised by
m-multipartitions of n. Given a multipartition λ = (λ0, . . . , λm−1), we denote by ∆c(λ) the corre-
sponding baby Verma module. Our main result, Theorem 5.5, is that one can use the combinatorics
of multipartitions to describe the block decomposition of Hc. The numbers ai are defined in 5.4
and the polynomials Resλi(x) denote residue of λ
i, which is defined in 5.2.
Theorem. Let λ and µ be m-multipartitions of n. The baby Verma modules ∆c(λ),∆c(µ) lie in
the same block if and only if
∑m−1
i=0 x
aiResλi(x
−κ) =
∑m−1
i=0 x
aiResµi(x
−κ).
1.4. It is interesting to note the method of proof. An important role is played by the Dunkl-Opdam
subalgebra, which is generated by the elements zi from 3.2. This is a commutative subalgebra of
Hc, and a crucial point is that the subalgebra Zc of symmetric polynomials in the zi is central in
Hc, Theorem 3.4. This is proved in Section 4 by direct calculation; a proof using the theory of
generalised Jack polynomials was kindly passed on to the author by Stephen Griffeth and we sketch
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this argument in 4.5. It is shown in Theorem 5.5 that the action of Zc on baby Verma modules
determines the blocks for Hc. Evaluating the eigenvalues of Zc on baby Verma modules then yields
the block description of Theorem 1.3. We conclude the paper by applying the results from [Bel]
to describe the block decomposition of restricted Cherednik algebras for the normal subgroups
G(m,d, n), Theorem 5.7.
1.5. Relation to Hecke algebras and further questions. The combinatorics governing the
blocks of Hc are conjectured to be related to cells at unequal parameters, [GM], and to Rouquier
families for cyclotomic Hecke algebras, [Mar] (where our ai are written mi). In both these cases the
parameters (more precisely the His from 3.1) need to be rational in order to be able to interpret
the corresponding Hecke algebras. Our results hold for all parameters, and we note here another
interpretation of the resulting combinatorics which holds also in non-rational cases. Let us assume
that κ 6= 0, so that without loss of generality we can set κ = −1, see (1). Let Han be the degenerate
cyclotomic Hecke algebra for Sn associated to the parameter a from 1.3, see [Bru]. Then the
blocks of Han are precisely determined by the formula in Theorem 1.3, [Bru, Lemma 4.2]. It would
be interesting to know whether Hc is more closely related to H
a
n, or to the associated parabolic
category O.
It is natural to ask whether analogues of the Dunkl-Opdam subalgebra exist for the exceptional
complex reflection groups, and whether the methods presented here could be extended to those
cases. These techniques should also be applicable to studying blocks for restricted Cherednik
algebras in characteristic p > 0 and at t 6= 0. We will return to these questions in future work.
1.6. Acknowledgements. We would like to thank Stephen Griffeth for informing us of an alter-
native proof of Theorem 3.4 and for allowing us to reproduce it in 4.5. We thank Gwyn Bellamy
for useful comments. This work was supported by the SFB/TR 45 “Periods, Moduli Spaces and
Arithmetic of Algebraic Varieties” of the DFG (German Research Foundation).
2. Rational Cherednik algebras
2.1. Let W be a complex reflection group and V its reflection representation over C. Let S ⊂ W
denote the set of complex reflections in W . For s ∈ S let Hs ⊂ V denote the reflection hyperplane
Fixs(V ), and let Ws denote the pointwise stabiliser of Hs. For every s ∈ S we choose vs ∈ V such
that Cvs is a Ws-stable complement to Hs, and choose also a linear form αs ∈ V
∗ with kernel Hs.
Let < , > denote the natural pairing of V ∗ with V .
2.2. Rational Cherednik algebras. We introduce formal parameters t, cs for s ∈ S, where we
set cs = ct if the conjugacy classes of s and t are equal. Let R be the polynomial ring C[t, cs]s∈S .
Let TR(V ⊕V
∗) and SR(V ⊕V
∗) denote the tensor and symmetric algebras, respectively, of V ⊕V ∗
over R.
Definition. The rational Cherednik algebra HR is the quotient of the smash product TR(V ⊕V
∗)⋊W
by the relations:
[x, x′] = 0, [y, y′] = 0 and [y, x] = t < x, y > −
∑
s∈S
cs
< αs, y >< x, vs >
< αs, vs >
s
for y, y′ ∈ V and x, x′ ∈ V ∗.
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Let t ∈ C and let c : S → C be aW -invariant function. We write cs for the value c(s), and identify
c with an element in C|S/W |. Let mt,c be the maximal ideal of R = C[C × C
|S/W |] corresponding
to (t, c). The rational Cherednik algebra specialised at (t, c) is the algebra Ht,c := R/mt,c ⊗R HR.
The first important property about HR is the following PBW theorem.
Theorem. The multiplication map SR(V ) ⊗R RW ⊗R SR(V
∗) → HR is an isomorphism of R-
modules.
Proof. The analogous property is proved for all Ht,c in [EG, Theorem 1.3]. The multiplication map
over R is clearly surjective. If x ∈ SR(V )⊗R RW ⊗R SR(V
∗) lies in the kernel, then there exists a
(t, c) such that the specialisation xt,c of x at (t, c) is nonzero, and furthermore xt,c lies in the kernel
of the multiplication map SC(V )⊗C CW ⊗C SC(V
∗)→ Ht,c, a contradiction. 
We can filter HR by the putting V and V
∗ in degree 1, and putting RW in degree 0, and we
denote by grHR the corresponding associated graded algebra. A consequence of the PBW theorem
is the following.
Corollary. There is an isomorphism of R-algebras grHR ∼= SR(V ⊕ V
∗)⋊W .
There exists a Z-grading on HR by putting V and V
∗ in degree 1 and −1, respectively, and
putting RW in degree 0. This is obtained by considering an algebraic C∗-action on HR with the
corresponding weights. In particular, it follows that the filtered pieces of HR are also Z-graded.
2.3. Restricted rational Cherednik algebras. Let c = (0, c) be a parameter and let Hc =
H(0,c). By [Gor1, Proposition 3.6], there is an algebra monomorphism
A := (SCV )
W ⊗C (SCV
∗)W →֒ Hc,
whose image lies in the centre of Hc. Let A
+ denote the ideal in A generated by polynomials
with zero constant term. The quotient algebra Hc := Hc/ < A
+ > is called the restricted rational
Cherednik algebra.
By Theorem 2.2, Hc is a free A-module, and Hc ∼= (SCV )
co W ⊗CCW ⊗C (SC(V
∗))co W as vector
spaces (here (SCV )
co W denotes the coinvariant ring). The Z-grading on HR induces a Z-grading
on Hc and also on Hc, since < A
+ > is a graded ideal.
For any a ∈ C∗, it is easy to show that there is an isomorphism of algebras Hc ∼= Hac, which
induces isomorphisms
Hc ∼= Hac. (1)
2.4. Baby Verma modules. Let IrrCW denote the complex irreducible representations of W .
Let E ∈ IrrCW . We can construct the corresponding baby Verma module as in [Gor1]: it is the
induced module Hc ⊗(SCV )co W⋊W E, where the action of an element pg ∈ (SCV )
co W ⋊W on E is
given by p(0)g. Denote this module by ∆c(E).
Proposition. [Gor1, Proposition 4.3] The baby Verma modules ∆c(E) are indecomposable Hc-
modules. They have simple heads Lc(E), and the set {Lc(E) : E ∈ IrrCW} is a complete set of
pairwise nonisomorphic simple modules for Hc.
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3. Cherednik algebras for G(m, 1, n)
3.1. Let m,n be positive integers. Let Cm be the cyclic group of order m. We fix a generator
g ∈ Cm and let η ∈ C be a primitive mth root of unity. Let sij ∈ Sn denote the transposition
which swaps i and j. We denote by sj the simple transposition swapping j and j + 1. The group
W = G(m, 1, n) is the semidirect product Sn⋉(Cm)
n. We write gli for the element (1, . . . , g
l, . . . 1) ∈
G(m, 1, n) with gl in the ith place. Let V be the reflection representation of G(m, 1, n): we fix a
basis {y1, . . . , yn} of V so that
gi(yj) =
{
ηyj if i = j
yj otherwise
and σ(yj) = yσ(j),
for all i, j and all σ ∈ Sn. Let {x1, . . . , xn} ∈ V
∗ be the dual basis.
The conjugacy classes of reflections in W are given by
{sijg
−l
i g
l
j : 0 6 l 6 m− 1 and i 6= j}, (2)
and, for each 1 6 l 6 m− 1,
{glj : 1 6 j 6 n}. (3)
We fix formal variables (t;κ, c1, . . . , cm−1), where κ corresponds to (2) and the cl correspond to the
classes in (3). Let R = C[t, κ, c1, . . . , cm−1]. In the case W = G(m, 1, n), Definition 2.2 becomes
the following.
Definition. The rational Cherednik algebra for G(m, 1, n), HR = HR(G(m, 1, n)), is the quotient
of the smash product TR(V ⊕ V
∗)⋊W by the relations:
[xi, xj ] = 0, [yi, yj] = 0,
[yi, xi] = t− κ
m−1∑
l=0
∑
j 6=i
sijg
−l
i g
l
j −
m−1∑
l=1
cl(1 − η
−l)gli,
[yi, xj ] = κ
m−1∑
l=0
η−lsijg
−l
i g
l
j .
As in 2.3, if we are given a tuple c = (0;κ, c1, . . . , cm−1) ∈ C
m+1, then we can specialise HR to
the algebra Hc. We will also use the formal parameters (t, h,H0, . . . ,Hm−1) from [Gor2]. Thus,
H0 + · · ·+Hm−1 = 0, and the h, H i are related to the parameters above via
h = −κ and − cl(1− η
−l) =
m−1∑
j=0
η−ljHj . (4)
We will denote by (0, h,H0, . . . ,Hm−1) the image of the t, h,H i in R/m(0,c) - these then become
another set of parameters for Hc.
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3.2. The Dunkl-Opdam operators. For all 1 6 i 6 n, we define elements in HR:
zi = yixi −
1
2
t+ κ
m−1∑
l=0
∑
16j<i
sijg
l
ig
−l
j −
m−1∑
l=1
clη
−lgli (5)
= xiyi +
1
2
t− κ
m−1∑
l=0
∑
i<j
sijg
l
ig
−l
j −
m−1∑
l=1
clg
l
i. (6)
Remark. The elements zi have already appeared in [DO] and [Gri1] for the rational Cherednik
algebra specialised at t = 1, where their action on Verma modules is studied. Our definition differs
from these because we have added the terms −12t and −
∑m−1
l=1 clη
−lgli in (5). This is important for
Theorem 3.4, but using this definition changes little in the t = 1 applications.
We define
ξij =
m−1∑
l=0
glig
−l
j .
Lemma. The following relations hold in HR:
(a) [zi, zj ] = 0;
(b) zigk = gkzi;
(c) zisi = sizi+1 − κξi,i+1
(d) zisj = sjzi for i 6= j, j + 1.
Proof. By [Gri1, Propositions 4.2 and 4.3], these hold for the elements z˜i = zi+
∑m−1
l=1 η
−lclg
l
i+
1
2t.
It is straightforward to check that the relations (a)-(d) above can be deduced from this. 
By Theorem 2.2, the algebra tR generated over R by the zi and W is isomorphic to a graded
Hecke algebra for G(m, 1, n) as introduced in [RS, § 5]. In particular, the subalgebra generated
by the zis is a polynomial algebra in n variables. It follows from [Gri1, Lemma 5.1] that the R-
subalgebra ZR of symmetric polynomials in the zi is central in tR, and in particular commutes with
W .
3.3. An involution on HR. We define an automorphism ψ of HR via:
t 7→ −t, κ 7→ − κ, cl 7→ η
lc−l,
si 7→ sn−i, gi 7→ g
−1
n−i+1, xi 7→ yn−i+1, yi 7→ xn−i+1.
It is an easy check using the relations in 3.1 that ψ is indeed a C-algebra homomorphism, and
clearly ψ2 = Id. Furthermore, by the equality of (5) and (6) it follows that ψ(zi) = zn−i+1 for all i.
3.4. A central theorem. We now state one of our main theorems, the proof of which will occupy
Section 4.
Theorem. Let Sr =
∑
16j1<j2<···<jr6n
zj1 . . . zjr denote the rth symmetric polynomial in the zis.
Then [x1,Sr] lies in tHR. In particular, the element Sr specialised at c = (0, c) is central in Hc.
Let us explain how the second claim follows from the first. We assume that Sr is specialised at c.
We know that Sr commutes with W , 3.2, so it remains to show that [Sr, xi] = [Sr, yi] = 0 for all i.
From the first part of the theorem we know that [Sr, x1] = 0. Thus s1i[Sr, x1]s1i = [s1iSrs1i, xi] =
[Sr, xi] = 0. Now we apply the involution from 3.3 to obtain [Sr, yn−i+1] = ψ([Sr , xi]) = 0 for all
i.
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Remark. In the theory of rational Cherednik algebras, an important role is played by the Euler
element
eu :=
n∑
i=1
xiyi +
n
2
t− κ
∑
i 6=j
m−1∑
l=0
sijg
−l
i g
l
j −
n∑
i=1
m−1∑
l=1
clg
l
i.
An easy check shows that the sum
∑n
i=1 zi equals the eu in HR. It is known that specialising eu at
c produces a central element, see [GGOR, Section 3.1 (4)]. This verifies the theorem in the special
case r = 1.
4. Proof of Theorem 3.4
4.1. Identities in the graded Hecke algebra. We begin our proof of Theorem 3.4 by listing
some relations in HR. We define for all i 6= j,
γij = −κ
m−1∑
l=0
sijg
−l
i g
l
j .
To simplify notation, let γj = γ1j for all j > 1. The next relations all follow directly (by sometimes
fairly lengthy computations) from the Definition 2.2 and Lemma 3.2:
γij = γji; (7)
σγijσ
−1 = γσ(i),σ(j) for all σ ∈ Sn; (8)
γuzv =


zuγu +
∑
1<t6u γuγt if v = 1,
zvγu if u < v,
(z1 −
∑
1<t6u γt)γu if u = v,
zvγu + γvγu − γuγv if u > v 6= 1.
(9)
The relations (7)-(9) yields the following identities (we assume that u, v 6= 1):
γu(zv + γv) =


(zv + γuv)γu if 1 6= u < v,
(z1 −
∑
1<t<u γt)γu if u = v,
(zv + γv)γu if u > v;
(10)
(zv + γv)γu =


γu(zv + γuv) if 1 6= u < v,
γu(z1 −
∑
1<t<u γt) if u = v,
γu(zv + γv) if u > v.
(11)
Let 1 < k 6 u. An important consequence of (11) for us will be:
(zu + γu)(
∑
k<t6u
γt) = γu(z1 −
∑
1<t<u
γt) + (zu + γu)(
∑
k<t<u
γt)
= γuz1 − γu
∑
1<t6k
γt +
∑
k<t<u
γtzu. (12)
6
We now record commutation relations for the zi in HR. Let 1 6 i, j 6 n be integers. Then
[xi, zj ] =


−txi −
∑
16k<i xiγki −
∑
i<k6n γikxi if i = j,
γijxi if i < j,
xiγij if i > j;
(13)
and
[yi, zj ] =


tyi +
∑
16k<i γkiyi +
∑
i<k6n yiγik if i = j,
−yiγij if i < j,
−γijyi if i > j.
(14)
4.2. We define elements in the Dunkl-Opdam subalgebra which will play a significant role in our
proof of Theorem 3.4.
Definition. Given integers 1 < j1 < · · · < jr 6 n, let
Pj1,...,jr :=
∑
zk1 . . . zksγl1 . . . γlt ,
where the sum is taken over all 1 < k1 < · · · < ks 6 n, 1 < l1 < · · · < lt 6 n such that t > 1 and
{k1 . . . , ks} ∪ {l1, . . . , lt} = {j1, . . . , jr}. We also define
P˜j1,...,jr :=
∑
zk1 . . . zksγl1 . . . γlt ,
where the sum is taken as above, except that we allow t = 0.
It is clear from the definitions that
P˜j1,...,jr = Pj1,...,jr + zj1 . . . zjr . (15)
Since γjtzjs = zjsγjt if t < s by (9), it follows that
P˜j1,...,jr = (zj1 + γj1) . . . (zjr + γjr). (16)
Now combining (15) and (16) we obtain:
Pj1,...,jr = (zj1 + γj1)Pj2,...,jr + γj1zj2 . . . zjr . (17)
Lemma. Let 1 < j1 < · · · < jr 6 n. In the algebra HR we have [x1, zj1zj2 . . . zjr ] = Pj1,...,jrx1 or
equivalently, x1zj1zj2 . . . zjr = P˜j1,...,jrx1.
Proof. The proof is by induction on r. The case r = 1 follows from (13). Now by (13), induction
and (17),
[x1, zj1zj2 . . . zjr ] = [x1, zj1 ]zj2 . . . zjr + zj1 [x1, zj2 . . . zjr ]
= γj1x1zj2 . . . zjr + zj1Pj2,...,jrx1
= γj1 [x1, zj2 . . . zjr ] + γj1zj2 . . . zjrx1 + zj1Pj2,...,jrx1
= γj1Pj2,...,jrx1 + γj1zj2 . . . zjrx1 + zj1Pj2,...,jrx1
= Pj1,...,jrx1.
The equivalence of the equations is a consequence of (15). 
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4.3. Key calculation. We require one further technical result.
Proposition. Keep the notation from 4.2. Let 1 6 k < j1. Then
∑
k<j1<···<jr6n
(z1 −
∑
k<t6n
γt)P˜j1,...,jr =
∑
k<j1<···<jr6n
z1zj1 . . . zjr −
∑
k<j1<···<jr<jr+16n
Pj1,...,jr+1
+
∑
k<j1<···<jr6n
∑
1<t6k
γtPj1,...,jr .
Proof. We prove this by induction on r. We begin with the case r = 1. Let 1 6 k < j < n. Then
by (10),
(z1 −
∑
k<t6n
γt)(zj + γj) = z1zj + z1γj −
∑
k<t<j
γt(zj + γj)− z1γj +
∑
1<t<j
γtγj −
∑
j<t6n
(zj + γj)γt
= z1zj −
∑
k<t<j
γtzj +
∑
1<t6k
γtγj −
∑
j<t6n
(zj + γj)γt. (18)
Thus,
∑
k<j6n
(z1 −
∑
k<t6n
γt)(zj + γj)
=
∑
k<j6n
z1zj −
∑
k<j6n

 ∑
k<t<j
γtzj +
∑
j<t6n
(zj + γj)γt

+ ∑
k<j6n
∑
1<t6k
γtγj
=
∑
k<j6n
z1zj −
∑
k<j1<j26n
Pj1,j2 +
∑
k<j6n
∑
1<t6k
γtPj , (19)
where (19) follows from (17).
For the induction step, we first apply (18) to obtain
∑
k<j1<···<jr6n
(z1 −
∑
k<t6n
γt)P˜j1,...,jr
=
∑
k<j1<···<jr6n
(z1 −
∑
k<t6n
γt)(zj1 + γj1)P˜j2,...,jr
=
∑
k<j1<···<jr6n
(
(zj1 + γj1)(z1 −
∑
j1<t6n
γt)− γj1z1 −
∑
k<t<j1
γtzj1 +
∑
1<t6k
γtγj1
)
P˜j2,...,jr .
By induction, this equals
∑
k<j1<···<jr6n
(−γj1z1 −
∑
k<t<j1
γtzj1 +
∑
1<t6k
γtγj1)P˜j2,...,jr
+
∑
k<j1<···<jr6n
(zj1 + γj1)
(
z1zj2 . . . zjr −
∑
jr<jr+16n
Pj2,...,jr+1 +
∑
1<t6j1
γtPj2,...,jr
)
.
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By applying (15) and rearranging terms we obtain∑
k<j1<···<jr6n
(−γj1z1 −
∑
k<t<j1
γtzj1 +
∑
1<t6k
γtγj1 + (zj1 + γj1)z1)zj2 . . . zjr
+
∑
k<j1<···<jr6n
(−γj1z1 −
∑
k<t<j1
γtzj1 +
∑
1<t6k
γtγj1)Pj2,...,jr −
∑
k<j1<···<jr<jr+16n
(zj1 + γj1)Pj2,...,jr+1
+
∑
k<j1<···<jr6n
(γj1z1 +
∑
1<t<j1
γtzj1)Pj2,...,jr , (20)
where line (20) follows from (12). We now cancel terms to obtain∑
k<j1<···<jr6n
(−
∑
k<t<j1
γtzj1 +
∑
1<t6k
γtγj1 + zj1z1)zj2 . . . zjr −
∑
k<j1<···<jr<jr+16n
(zj1 + γj1)Pj2,...,jr+1
+
∑
k<j1<···<jr6n
(
∑
1<t6k
γtzj1 +
∑
1<t6k
γtγj1)Pj2,...,jr .
By rearranging terms and rewriting the summation indices, we obtain∑
k<j1<···<jr6n
z1zj1zj2 . . . zjr −
∑
k<j1<···<jr<jr+16n
(
γj1zj2 . . . zjr+1 + (zj1 + γj1)Pj2,...,jr+1
)
+
∑
k<j1<j2<···<jr6n
∑
1<t6k
γt
(
γj1zj2 . . . zjr + (zj1 + γj1)Pj2,...,jr
))
.
Now by (17), this equals∑
k<j1<···<jr6n
z1zj1 . . . zjr −
∑
k<j1<···<jr<jr+16n
Pj1,...,jr+1 +
∑
k<j1<···<jr6n
∑
1<t6k
γtPj1,...,jr ,
as required. 
4.4. Proof of Theorem 3.4. Recall that we want to show that [x1,Sr] ∈ tHR for any r.
We calculate
[x1,Sr] = [x1,
∑
16j1<j2<···<jr6n
zj1 . . . zjr ]
= [x1,
∑
1=j1<j2<···<jr6n
zj1 . . . zjr ] + [x1,
∑
1<j1<j2<···<jr6n
zj1 . . . zjr ]
=
∑
1<j2<···<jr6n
([x1, z1]zj2 . . . zjr + z1[x1, zj2 . . . zjr ]) +
∑
1<j1<j2<···<jr6n
Pj1,...,jrx1 (21)
=
∑
1<j2<···<jr6n
[x1, z1]zj2 . . . zjr +
∑
1<j2<···<jr6n
z1Pj2,...,jrx1 +
∑
1<j1<j2<···<jr6n
Pj1,...,jrx1.
(22)
The lines (21) and (22) follow from Lemma 4.2.
By (13) and Lemma 4.2,∑
1<j2<···<jr6n
[x1, z1]zj2 . . . zjr =
∑
1<j2<···<jr6n
−tx1zj2 . . . zjr −
∑
1<j2<···<jr6n
∑
1<t6n
γtx1zj2 . . . zjr
=
∑
1<j2<···<jr6n
−tx1zj2 . . . zjr −
∑
1<j2<···<jr6n
∑
1<t6n
γtP˜j2,...,jrx1.
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Plugging this back into (22), it suffices to show that∑
1<j2<···<jr6n
∑
1<t6n
−γtP˜j2,...,jr +
∑
1<j2<···<jr6n
z1Pj2,...,jr +
∑
1<j1<j2<···<jr6n
Pj1,...,jr = 0. (23)
Equivalently, we want to show that∑
1<j2<···<jr6n
(z1 −
∑
1<t6n
γt)P˜j2,...,jr −
∑
1<j2<···<jr6n
z1zj2 . . . zjr +
∑
1<j1<j2<···<jr6n
Pj1,...,jr = 0. (24)
This is the statement of Proposition 4.3 (in the case k = 1).
4.5. An alternative proof of Theorem 3.4. We sketch now a proof of Theorem 3.4 using
the theory of Jack polynomials. We use freely the notation from [Gri1]. Let W = G(m, 1, n)
and let HR = HR(W ). Let λ = ((n), ∅, . . . , ∅) be the m-multipartition corresponding to the
trivial representation of W , see 5.3 below. Then HR has the standard polynomial representation
∆R(λ) = SR(V
∗). It is a faithful representation of HR. Indeed, if we consider ∆K(λ) := K⊗RHR,
which contains HR as a subring, then we obtain a representation K ⊗R ∆(λ) of HK , and this has
a non-degenerate contravariant form. Therefore ∆K(λ) and also ∆R(λ) are faithful.
There is a basis fµ of ∆K(λ) consisting of non-symmetric Jack polynomials, where µ ∈ Z
n; see
[Gri1, Section 6]. The Jack polynomials do not have poles at t = 0. So in calculations involving
fµ it makes sense to specialize t = 0 (this is not necessarily true for the polynomials fµ,T in other
standard modules, [Gri2]).
In the notation of the proof of Lemma 3.2, we have
zi = z˜i −
1
2
t−
m−1∑
l=1
η−lclg
l
i
= z˜i −
1
2
t−
∑
06l6m−1
dl−1πi,l,
where the idempotents πi,l are given by
πi,l =
1
m
∑
06j6m−1
η−jlgji ,
and
dl−1 =
m−1∑
k=1
ηk(l−1)ck.
Then by [Gri1, Theorem 6.1],
πi,lfµ =
{
fµ if l = −µi and
0 else.
It follows from the above and [Gri1, Theorem 6.1] that zi acts on fµ as
zi.fµ =
(
t(µi +
1
2
)− d0 −m(wµ(i)− 1)κ
)
fµ. (25)
Working modulo t, for any µ, ν ∈ Zn>0 we have an equality of multisets:
{t(µi +
1
2
)− d0 −m(wµ(i)− 1)κ}16i6n = {t(νi +
1
2
)− d0 −m(wν(i)− 1)κ}16i6n mod t.
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Therefore for any symmetric polynomial f = f(z1, . . . , zn) in the operators z1, . . . , zn the eigen-
values by which f acts on fµ and fν are equal modulo t. Applying this with ν = φ.µ and ν = φ
−1.µ
where φ is defined in equation (5.6) of [Gri1], it follows that
[Φ, f ].fµ = 0 mod t and [Ψ, f ].fµ = 0 mod t for all µ ∈ Z
n
>0. (26)
Each monomial xµ is an linear combination of fµ, so we have also
[Φ, f ].xµ = 0 mod t and [Ψ, f ].xµ = 0 mod t for all µ ∈ Zn>0. (27)
Since the polynomial representation is faithful the relations [Φ, f ] = [Ψ, f ] = 0 mod t hold in HR.
But wf = fw for all w ∈ W by [Gri1, Lemma 5.1], so since HR is generated by Φ, Ψ, and W it
follows that f becomes central upon setting t = 0.
Remark. More generally, zi acts on the basis {fµ,T } of the standard module ∆K(λ
′) constructed
in [Gri2] by
zi.fµ,T =
(
t(µi + 1)− dβ(T−1wµ(i)) −mct(T
−1wµ(i))κ
)
fµ,T . (28)
Setting t = 0 gives the eigenvalues by which symmetric polynomials in the zi’s will act on the baby
Verma module for λ′, even though fµ,T may have a pole at t = 0. This is written out in 5.4.
5. Blocks of Hc for G(m,d, n)
5.1. Jucys-Murphy elements for wreath products. Let W = G(m, 1, n). We recall a gen-
eralisation of the beautiful construction of representations of the symmetric group described in
[OV], which is explained in [Pus]. Let GZn be the subalgebra of CW generated by elements g
l
j for
1 6 j 6 n and 0 6 l 6 m− 1, and
ui :=
m−1∑
l=0
∑
16j<i
sijg
−l
i g
l
j
for 1 6 i 6 n. The algebra GZn is a maximal commutative subalgebra of CW which acts diagonally
on the irreducible representations of W .
5.2. Combinatorics. To describe the eigenvalues of GZn on irreducible representations we need
to introduce some combinatorics, we follow the conventions of [Mar, Section 3]. We denote by
P(m,n) the set of m-multipartitions of n, P(m,n) := {(λ0, . . . , λm−1) :
∑m−1
i=0 |λ
i| = n}. We will
often identify a mulitpartition with its m-tuple of Young diagrams. Given an m-multipartition
λ = (λ0, . . . , λm−1) we define a standard tableau on λ to be a numbering of the Young diagram of
λ with {1, . . . n} such that the numbers in the Young diagram corresponding to each λi are row
increasing and column increasing. One can think of a tableau as a map T : {1, . . . , n} → Boxes of λ.
For example, this is a standard tableau on the multipartition
(
(3, 3), (2, 1, 1)
)
:(
1 3 5
4 9 10
,
2 8
6
7
)
.
Let b be a box in λ. We denote by β(b) the i such that b lies in λi. The content of a box b in
λ is the number ct(b) := j − i, where β(b) = k for some k and b lies in column j and row i of λk.
The residue of a partition λi is the polynomial Resλi(x) :=
∑
b∈λi x
ct(b).
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5.3. The irreducible representations of G(m, 1, n). The irreducible representations of W are
labelled by the set P(m,n). To each λ ∈ P(m,n) we denote by the Vλ the corresponding repre-
sentation. By [Pus, Theorem 9], there exists a basis {vT : T is a standard tableau on λ} of Vλ
such that the vT are eigenvectors for GZn. Let us describe the eigenvalues. Let T be a standard
tableau on λ and let βT (i) = β(T (i)). Then ui and g
l
j act on vT by scalars m.ct(T (i)) and η
lβT (i),
respectively.
5.4. Characters of Zc. Let c = (0, κ, c1, . . . , cm−1) ∈ C
m+1. Recall the notation of 2.3 and 2.4.
We calculate the character of Zc := R/m(0,c) ⊗R ZR on a baby Verma module ∆c(λ). Let us first
note that Zc acts on ∆c(λ) by a scalar. This is because Zc acts on the subspace 1 ⊗ Vλ ⊂ ∆c(λ),
and since Zc is central (and in particular commutes with W ) its acts on 1⊗ Vλ, and therefore also
on ∆c(λ), via a scalar.
Let T be a standard tableau on λ. Since yi annhilates the subspace 1⊗Vλ, zi ∈ Zc acts on 1⊗Vλ
via the element
−κ
m−1∑
l=0
∑
i<j
sijg
−l
i g
l
j −
m−1∑
l=1
clg
l
i.
This equals
w0(−κun−i+1 −
m−1∑
l=1
clg
l
n−i+1)w0,
where w0 ∈ Sn denotes the longest element. Thus the set of {w0 · (1 ⊗ vT )} forms a basis of
eigenvectors for the action of the zi. By 5.3, zn−i+1 acts on w0 · (1⊗ vT ) via the eigenvalue
−κm.ct(T (i)) −
m−1∑
l=1
clη
lβT (i). (29)
Recall the parameters Hi from 3.1 and the formula relating the ci and Hi, (4). Let us fix i and set
β = βT (i), then
−
m−1∑
l=1
clη
βl =
m−1∑
l=1
m−1∑
j=0
ηβl
η−lj
(1− η−l)
Hj =
m−1∑
j=1
m−1∑
l=1
ηβl
(η−lj − 1)
(1− η−l)
Hj
= −
m−1∑
j=1
(
m−1∑
l=1
ηβl(1 + η−l + · · · + η−l(j−1))
)
Hj
=
β∑
j=1
jHj +
m−1∑
j=β+1
(j −m)Hj
=
m−1∑
j=1
(j −m)Hj +
β∑
j=1
mHj. (30)
Let C =
∑m−1
j=1 (j −m)Hj , and let a = (0,H1,H1 +H2, . . . ,H1 + · · · +Hm−1).
Since Zc is generated by symmetric polynomials in the zi, the character of Zc on ∆c(λ) is
given by the unordered n-tuple of the eigenvalues from (29). It is convenient to replace the term
12
−
∑m−1
l=1 clη
βl with (30) and to express the n-tuple using polynomials:
n∑
i=1
x
∑m−1
l=1 −clη
βT (i)l
x−κmct(T (i)) = xC
m−1∑
j=0
xmajResλj (x
−mκ). (31)
Finally, (31) is uniquely determined by the expression:
m−1∑
j=0
xajResλj (x
−κ). (32)
5.5. Blocks for wreath products.
Theorem. Let c = (0, κ, c1, . . . , cm−1) ∈ C
m+1 be a parameter as in 3.1. Let λ,µ ∈ P(m,n). Let
a = (0,H1,H1 +H2, . . . ,H1 + · · ·+Hm−1). Then the baby Verma modules ∆c(λ),∆c(µ) lie in the
same block if and only if
∑m−1
i=0 x
aiResλi(x
−κ) =
∑m−1
i=0 x
aiResµi(x
−κ).
Proof. Recall that there is a a grading on Hc where the yi are in degree 1, the xi in degree −1,
and W is in degree 0. Let Zc denote the centre of Hc, a graded subalgebra of Hc. Let f1, . . . , fk be
a set of homogeneous algebra generators for S[V ⊕ V ∗]W . Since grZc = S[V ⊕ V
∗]W is a domain,
any lifts f˜i of the fi form a set of algebra generators for Zc. Furthermore, since the filtered pieces
of Zc are graded, 2.2, we can choose the f˜i to be homogeneous of the same degree as the fi.
We begin by finding a set of homogeneous generators for S[V ⊕ V ∗]W . This amounts to finding
generators for (
C[xi, yj : 1 6 i, j 6 n]
Cnm
)Sn
= C[xmi , xjyj, y
m
k : 1 6 i, j, k 6 n]
Sn .
By Weyl’s Theorem, [Wey], a generating set is given by the power sums
Pq,r,s :=
∑
16i6n
(xmi )
q(xiyi)
r(ymi )
s, (33)
where q, r and s run through all values such that 1 6 q + r + s 6 n. The degree of Pq,r,s equals
−mq +ms, so the only degree zero generators in this set are the Pq,r,q. A lift of Pq,r,q is given by
P˜q,r,q :=
∑
16i6n z
mq+r
i ∈ Zc. Let P˜q,r,s denote homogeneous lifts of the remaining generators.
By Mu¨ller’s Theorem, [BG, Theorem III.9.2], the blocks of Hc are determined by the characters
of Zc on baby Verma modules. For any generator P˜q,r,s of degree not equal to zero, we know that
P˜q,r,s|∆(λ) is a nilpotent operator, since the action of P˜q,r,s factors through the finite-dimensional
Z-graded algebra Hc. Thus P˜q,r,s|∆(λ) = 0. It follows that ∆c(λ),∆c(µ) lie in the same block if
and only if the characters of P˜q,r,q on these modules are equal. Since C[P˜q,r,q] = Zc, this is the same
as comparing characters for the latter algebra. This was calculated in the previous section.

Remark. If κ 6= 0, then we can assume without loss of generality that κ = −1, see (1). Thus
∆c(λ),∆c(µ) lie in the same block if and only if
m−1∑
i=0
xaiResλi(x) =
m−1∑
i=0
xaiResµi(x).
This is precisely the condition obtained in [Mar, Theorem 3.13] for rational Hi.
In the case κ = 0, we get that ∆c(λ),∆c(µ) lie in the same block if and only if
∑m−1
i=0 x
ai |µi| =∑m−1
i=0 x
ai |λi|.
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5.6. Irreducible modules for G(m,d, n). Let d be a positive integer which divides m, and let
p = md . We assume throughout that n > 2, or n = 2 and d is odd - this avoids degeneration
of conjugacy classes below. We describe a parametrisation of irreducible modules for the normal
subgroup G(m,d, n) of G(m, 1, n). See [Bel, Section 5] for a detailed discussion of the group
G(m,d, n). Let δ be a generator of the cyclic group Cd. We define an action of Cd on P(m,n) by
δ · (λ0, . . . , λm−1) = (λm−p, λm+1−p, . . . , λm−2, λm−1, λ0, λ1, . . . , λm−p−1).
Let Cλ be the stabiliser of λ under this action, and let {λ} denote the orbit of λ. The irreducible
representations of G(m,d, n) are parameterized by distinct pairs ({λ}, ǫ), where λ ∈ P(m,n) and
ǫ ∈ Cλ.
The conjugacy classes of reflections in G(m,d, n) are given by:
{sijg
−l
i g
l
j : 0 6 l 6 m− 1 and i 6= j},
and, for each 1 6 l 6 p− 1,
{gdlj : 1 6 j 6 n}.
In particular, a parameter for the rational Cherednik algebra of G(m,d, n) is given by a tuple
c′ = (0, κ, cd, c2d, . . . , cd(p−1)) ∈ C
p+1. If we set c = (0, κ, c1, . . . , cm−1), where cl = 0 if d ∤ l, then
there is an algebra monomorphism
Hc′(G(m,d, n)) →֒ Hc(G(m, 1, n)).
5.7. Blocks for G(m,d, n). Let us write λ = (λ0, . . . , λd−1) where λi = (λ
ip, . . . , λ(i+1)p−1). A
multipartition λ is called d-stuttering if λi = λj for all 0 ≤ i, j ≤ d− 1. The following theorem is
[Bel, Corollary 6.10], whose proof remains valid for arbitrary c′ once Theorem 5.5 is known.
Theorem. Let c′ and c be as in 5.6. Let ({λ}, ǫ), ({µ}, η) be pairs labelling irreducible G(m,d, n)-
modules. Then:
• if {λ} 6= {µ}, then ∆c′({λ}, ǫ) and ∆c′({µ}, η) lie in the same block if and only if
m−1∑
i=0
xaiResλi(x
−κ) =
m−1∑
i=0
xaiResµi(x
−κ);
• if λ is a d-stuttering multipartition and
m−1∑
i=0
xaiResλi(x
−κ) 6=
m−1∑
i=0
xaiResµi(x
−κ)
for all λ 6= µ ∈ P(m,n), then ∆c′({λ}, ǫ) and ∆c′({λ}, η) are in the same block if and only
if ǫ = η;
• otherwise, ∆c′({λ}, ǫ) and ∆c′({λ}, η) are in the same block.
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