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Abstract
The Whittaker–Shannon–Kotel’nikov sampling theorem enables one to reconstruct signals f
bandlimited to [−πW,πW ] from its sampled values f (k/W), k ∈ Z, in terms of
(SWf )(t)≡
∞∑
k=−∞
f
(
k
W
)
sinc(Wt − k)= f (t) (t ∈ R).
If f is continuous but not bandlimited, one normally considers limW→∞(SWf )(t) in the supremum-
norm, together with aliasing error estimates, expressed in terms of the modulus of continuity of f
or its derivatives. Since in practice signals are however often discontinuous, this paper is concerned
with the convergence of SWf to f in the Lp(R)-norm for 1 < p < ∞, the classical modulus of
continuity being replaced by the averaged modulus of smoothness τr (f ;W−1;M(R))p . The major
theorem enables one to sample any bounded signal f belonging to a certain subspace Λp of Lp(R),
the jump discontinuities of which may even form a set of measure zero on R. A corollary gives the
counterpart of the approximate sampling theorem, now in the Lp-norm.
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first to be extended to functions defined on the whole real axis R. Basic tools are the de La Vallée
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1. Introduction
Let Bpσ , 1  p < ∞, σ > 0, be the class of all entire functions of exponential type σ
which belongs to Lp(R) when restricted to the real axis. The fundamental Whittaker–
Kotel’nikov–Shannon sampling theorem states that every signal function f bandlimited
to [−πW,πW ], i.e., f ∈ BpπW , can be completely reconstructed from its sampled values
f (k/W) taken at the nodes k/W , k ∈ Z, via
f (t)=
∞∑
k=−∞
f
(
k
W
)
sinc(Wt − k)=: (SWf )(t) (t ∈ R), (1.1)
where the function
sinc t :=
{
sinπt
πt
, t = 0,
1, t = 0,
is known as sinus cardinalis. A somewhat weaker result holds for p = ∞; see, e.g., [9].
Since band-limitation is a rather restrictive condition, Brown [6] and Butzer and
Splettsstößer [8] (see Higgins [20, pp. 118–122]) showed that if f ∈ Lp(R) ∩ C(R),
1  p  2, and the Fourier transform f ∧(v) := (1/√2π ∫∞−∞ )f (u)e−ivu du belongs to
L1(R), then
∣∣(Swf )(t)− f (t)∣∣
√
2
π
∫
|v|πW
∣∣f ∧(v)∣∣dv (t ∈ R). (1.2)
Thus
lim
W→∞(SWf )(t)≡ limW→∞
∞∑
k=−∞
f
(
k
W
)
sinc(Wt − k)= f (t) (1.3)
uniformly on R. Other authors, beginning already with de La Vallée Poussin in 1908,
established (1.3) by imposing bounded variation or Lipschitz conditions upon the func-
tion f . Furthermore, one can give various error estimates for the so-called aliasing error
|(SWf )(t)−f (t)|. It is also well known that continuity of f alone does not suffice for (1.3)
to hold even if f has compact support; see [8,12,25,26,29,30,32], and also the overview
paper [10]. The assertion (1.3), based on the inequality (1.2), has been termed the approx-
imate sampling theorem in, e.g., [9].
The question arises whether the convergence (1.3) is valid in the Lp(R)-norm. In this
respect, Rahman and Vértesi [25] have shown that
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W→∞
∥∥(SWf )(t)− f (t)∥∥Lp(R) = 0 (1.4)
for 1 <p <∞ provided f is locally Riemann integrable on R and, in addition,
f (t)=O((1 + |t |)−1/p−δ) (|t | → ∞) (1.5)
for some δ > 0. Fang [16] proved (1.4) by replacing the additional condition (1.5) by the
weaker condition
f (t)=O(g(t)) (t ∈ R), (1.6)
where g ∈ Lp(R) is a real-valued, even function, non-increasing on [0,∞).
A major achievement of Fang, however, is that he supplied the assertion (1.4) with an
error estimate in the form∥∥(SWf )(t)− f (t)∥∥Lp(R)  crW−rω1(f (r);W−1;Lp(R)) (W > 1) (1.7)
provided just f ∈ Wr(Lp(R)) ∩ C(R) for some r ∈ N, and 1 < p < ∞; the constant cr
depending only on r . Above, ω1(f (r);W−1;Lp(R)) denotes the classical modulus of con-
tinuity of order 1 of f ∈ Lp(R) (cf. (2.8) for the definition).
Observe that in the aliasing error estimate (1.7) at least the first derivative occurs, mak-
ing the estimate unsuitable for non-smooth signals such as signals possessing a finite (or
infinite) number of discontinuities.
Now the Bulgarian school under Sendov [27] has introduced a so-called averaged
modulus of smoothness τr (f ; δ;M[a, b])p (cf. Definition 2), which allows one to esti-
mate the aliasing error for functions which are not necessarily differentiable. However, in
Sendov and Popov [27] this modulus is only studied for bounded, measurable functions
f : [a, b] → R, whereas (at least) in sampling analysis one needs signals f :R → R (or C).
For this purpose we had to extend the concept of this averaged modulus to functions be-
longing to the space M(R) := {f :R → C;f measurable and bounded on R}. It is defined
as
τr
(
f ; δ;M(R))
p
:= ∥∥ωr(f,•; δ;M(R))∥∥Lp(R) (δ  0),
where ωr(f, x; δ;M(R)) is the local modulus of smoothness of order r ∈ N at x ∈ R,
ωr
(
f,x; δ;M(R)) := sup{∣∣(∆rhf )(t)∣∣; t, t + rh ∈
[
x − rδ
2
, x + rδ
2
]}
,
and ∆rhf is the usual forward difference (2.2).
The problem with this extension is that it may by infinite for certain Lp(R)-functions,
even for functions vanishing almost everywhere. So one has to restrict the matter to a
suitable subspace of Lp(R). To this end we introduced the space Λp  Lp(R) (cf. Defini-
tion 10(b)), which contains the spaces used by Rahman and Vértesi [25], and Fang [16] as
proper subspaces.
Our basic theorem in this respect (Theorem 32) reads:
If f ∈Λp for 1 <p <∞, then for every r ∈ N,
‖SWf − f ‖Lp(R)  crτr
(
f ;W−1;M(R)) (W > 0).p
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lim
W→∞‖SWf − f ‖Lp(R) = 0,
i.e., there holds the approximate sampling theorem in Lp-space.
In the course of the proof a fundamental interpolation theorem for the M(R)-averaged
modulus of smoothness is needed, a particular case of which reads (cf. Theorem 23):
For each n ∈ N let Σn := {xj,n ∈ R;xj−1,n < xj,n, j ∈ Z} be a partition of R with
∆j,n := xj,n − xj−1,n and upper mesh size ∆n := supj∈Z∆j,n. Let (Ln)n∈N be a sequence
of linear operators mapping Λp into Lp(R), 1 p <∞, satisfying the boundedness con-
dition
(i) ‖Lnf ‖Lp(R) K
{∑
j∈Z
∣∣f (xj,n)∣∣p∆j,n
}1/p (
f ∈Λp; n ∈ N),
as well as the Jackson-type inequality;
(ii) ‖Lng − g‖Lp(R) Kr∆rn
∥∥g(r)∥∥
Lp(R)
(
g ∈Wr(Lp(R))∩C(R); n ∈ N)
for an r ∈ N. Then for each f ∈Λp ,
‖Lnf − f ‖Lp(R)  cτr
(
f ;∆n;M(R)
)
p
(n ∈ N).
One could expect that convergence in variation, thus in the total variation seminorm
‖f ‖TV(R) := VR[f ], would be more natural than Lp(R)-convergence. However, as is also
observed in [2], a function f ∈ TV(R) can be approximated arbitrarily close by absolutely
continuous functions if and only if f is absolutely continuous, as well, because AC(R)
is a closed subspace of TV(R) in the variation seminorm. On the other hand, there are
continuous or discontinuous functions f ∈ TV(R) the sampling series SWf of which is
absolutely continuous, and it follows from the above that such f cannot be approximated
by their sampling sum in the TV(R)-norm. However, working in the Lp(R)-norm with the
τ -modulus then our basic Theorem 32 shows that, roughly speaking, even functions the
discontinuities of which form a set of measure zero can be approximated by their sampling
sum in the Lp(R)-norm.
A drawback is that the operator SW does not have the variation detracting property
discussed in [2], enjoyed by those operators T which can be handled in the TV-seminorm.
This property is usually connected with the zeros of Tf and the sign changes of f , a rather
important property (see, e.g., [13, p. 308]).
Nevertheless, in recovering images from noisy, blurred data, Tikhonov regularization
with a total variation regularization functional as J (F ) := ∫
G
|∇F(x)|dx is often used.
In its solution the determination of the minimum minF∈BV(G) ‖F‖TV(G) := minF J (F )
with F :RN → R, G ⊂ RN , is involved. To avoid other difficulties associated with non-
differentiability of F often |∇F | is regularized to |∇F |β :=
√|∇F |2 + β2 for some small
parameter β . In this situation absolute continuity plays no role. See, e.g., [3,11,31].
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for functions in Lp(R) without defining it nor proving or stating any of its properties. He
used this modulus in connection with error estimates for the generalized sampling operator
(FWf )(t) := 12
∞∑
k=−∞
f
(
k
W
)
sinc2(Wt − k) (t ∈ R)
based upon Fejér’s kernel. He gave the following estimate for bounded functions f ∈
Lp(R),
‖FWf − f ‖Lp(R)

{
crτr (f ;W−1;M(R))p, 1 < p <∞,
cr{τr(f ;W−1;M(R))1 +ωr(Hf ;W−1;L1(R)}, p = 1, (1.8)
where Hf is the Hilbert transform of f .
Dryanov does not say anything about the finiteness of the left-hand side of (1.8) nor
of the τ -modulus. Indeed, there exist functions in Lp(R) for which (1.8) would read
“finite ∞” or “∞ ∞”. Neither does he say anything about the convergence of the
right-hand side and hence of the left-hand side of (1.8) to zero for W → ∞.
Section 2 is devoted to a study of the τ -modulus of smoothness τr (f ; δ;M(R))p for
functions defined on the whole real axis R. Of interest is that
lim
n→∞ τr
(
f ; δ;M[−n,n])
p
= τr
(
f ; δ;M(R))
p
(cf. Proposition 3), enabling one to transfer the properties from the classical finite interval
case to the new instance. Furthermore, the τ -modulus τr (f ; δ;M(R))p is compared with
the integral modulus ωr(f ; δ;Lp(R)).
Section 3 is concerned with the definition of the subspace Λp ⊂ Lp(R) and its main
properties. In particular, it is shown that it contains the spaces Fp , Ωp , and the Sobolev
space Wr(Lp(R)) used by Rahman and Vértesi [25] and Fang [16], respectively. Corol-
lary 16 and Proposition 18 state that the τ -modulus of a function f ∈Λp is finite, and that
limδ→0+ τr (f ; δ;M(R))p = 0 provided f is additionally locally Riemann integrable.
Section 4 presents the basic interpolation theorem needed, in a more general form than
that of the introduction. A basic preliminary result is Proposition 21 dealing with modified
integral means, usually used in connection with Peetre K-functional estimates (see [7,
pp. 192–194]).
Section 5 deals with the de La Vallée Poussin means as well as with three types of
Hilbert transforms, the classical one H , mapping Lp(R) into itself, the discrete Hilbert
transform H˜ , mapping the sequence space lp(Z) into itself, and the semi-discrete H˜, map-
ping lp(Z) into Lp(R). All three are bounded linear transforms, provided 1 <p <∞. The
de La Vallée Poussin means are a major tool in approximation theory. Proposition 25 is
essentially a result on the rate of approximation by functions of exponential-type, thus by
functions bandlimited to [−W,W ]. This result as well as the boundedness of the semi-
discrete Hilbert transform H˜ (Lemma 27) are essential tools for the proof of our new
sampling theorem.
Section 6 treats this sampling theorem in the Lp(R)-norm, its rate of approximation
being given in terms of the τ -modulus. Theorem 32 is our major contribution, and Corol-
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in case of absolutely continuous signal functions f .
Section 7 deals with several distinctive examples to which the theory developed can or
not be applied, as well as with examples pointing out that the specific conditions utilized
throughout cannot be left out.
2. The τ -modulus of smoothness
In the following Lp(I), 1 p <∞, are the spaces of complex-valued measurable func-
tions f , defined on a finite or infinite interval I ⊂ R, which are Lebesgue integrable to
the pth power. We do not identify functions coinciding almost everywhere, thus do not
deal with equivalence classes of functions, as usual. Since we consider discrete opera-
tors such as the sampling operator SW of (1.1), which depend on single function values,
such an identification would be useless because such operators possibly map different in-
dividuals of the same equivalent class to different classes. E.g., the zero-function and the
function f0 of Section 7 belong to the same class, but the sampling series of the zero-
function is identically zero, whereas (SWf0)(t) = sincWt = 0, a.e. As a consequence,
‖f ‖Lp(I) := {
∫
I
|f (x)|p dx}1/p is only a semi-norm on Lp(I).
We also make use of the sequence spaces lp(Z), 1 p <∞, consisting of all complex-
valued sequences c := (cj )j∈Z with
‖c‖lp(Z) :=
{ ∞∑
j=−∞
|cj |p
}1/p
<∞. (2.1)
Let C(I) be the set of continuous functions and M(I) the set of measurable and bounded
functions on the interval I . ACr [a, b] is the set of all r-fold absolutely continuous functions
on [a, b], and ACrloc(R) is the set of all r-fold locally absolutely continuous functions on R.
Further, let
(
∆rhf
)
(t) :=
r∑
j=0
(−1)r−j
(
r
j
)
f (t + jh) (2.2)
be the classical finite forward difference of order r ∈ N of f with increment h at the point t .
Definition 1.
(a) For f ∈M[a, b], the local modulus of smoothness of order r ∈ N at the point x ∈ [a, b]
is defined for 0 δ  (b − a)/r by
ωr
(
f ;x; δ;M[a, b])
:= sup
{∣∣(∆rhf )(t)∣∣; t, t + rh ∈
[
x − rδ
2
, x + rδ
2
]
∩ [a, b]
}
.
(b) For f ∈M(R) the corresponding definition at the point x ∈ R and δ  0 reads
ωr
(
f ;x; δ;M(R)) := sup{∣∣(∆rhf )(t)∣∣; t, t + rh ∈
[
x − rδ , x + rδ
]}
.2 2
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different behaviour near the endpoints a and b the moduli ωr(f, x; δ;M[a, b]) and
ωr(f, x; δ;M(R)) do not coincide for all x ∈ [a, b], but one has for all c rδ/2,
ωr
(
f,x; δ;M[a − c, b + c])= ωr(f,x; δ;M(R)) (x ∈ [a, b]; δ  0). (2.3)
It was shown in [27, Theorem 1.3] that in the case of a compact interval [a, b] the local
modulus ωr(f, x; δ;M[a, b]) of f ∈ M[a, b], considered as a function of x ∈ [a, b], be-
longs to M[a, b]. Now, it follows from (2.3) that ωr(f, x; δ;M(R)) is measurable, and
since
ωr
(
f,x; δ;M(R)) 2r sup
x∈R
∣∣f (x)∣∣ (x ∈ R), (2.4)
one has ωr(f, x; δ;M(R)) ∈ M(R). Moreover, ωr(f, x; δ;M(R)) is an non-decreasing
function of δ for each fixed x ∈ R, i.e.,
ωr
(
f,x; δ′;M(R)) ωr(f,x; δ′′;M(R)) (δ′  δ′′). (2.5)
Definition 2. For f ∈ M[a, b], F ∈ M(R), 1  p < ∞ the Lp-averaged modulus of
smoothness of order r ∈ N (or τ -modulus) is defined by
τr
(
f ; δ;M[a, b])
p
:= ∥∥ωr(f ; •; δ;M[a, b])∥∥Lp(a,b)
=
{ b∫
a
[
ωr
(
f,x; δ;M[a, b])]p dx
}1/p
for 0 δ  (b − a)/r , and by
τr
(
f ; δ;M(R))
p
:= ∥∥ωr(f ; •; δ;M(R))∥∥Lp(R)
=
{ ∞∫
−∞
[
ωr
(
f,x; δ;M(R))]p dx
}1/p
for δ  0, respectively.
These definitions are meaningful because the local moduli are measurable functions on
the interval in question. For the compact interval [a, b] it follows from the boundedness of
ωr(f, x; δ;M[a, b]) as a function of x (cf. (2.4)) that it also belongs to Lp(a, b) for every
1  p < ∞. Thus τr(f ; δ;M[a, b])p is always finite. However, τr (f ; δ;M(R))p can be
infinite, even if f ∈ Lp(R). Thus it would seem to be convenient to restrict the matter to a
suitable subclass of Lp(R), where the τ -modulus τr (f ; δ;M(R))p is finite.
The definition of the τ -modulus can obviously be extended to continuous and L∞ func-
tions by replacing the Lp-norm by the C-norm and L∞-norm, respectively. Recalling that
the classical modulus of continuity of order r of f ∈ C(R) is given by
ωr
(
f ; δ;C(R)) := sup ∥∥∆rhf ∥∥C(R),|h|<δ
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τr
(
f ; δ;M(R))
C
:= ∥∥ωr(f,•; δ;M(R))∥∥C(R) = ωr(f ; δ;C(R)).
Similarly,
τr
(
f ; δ;M(R))∞ = ωr(f ; δ;L∞(R))
so that the τr -modulus for L∞-functions is nothing but the classical modulus. For a finite
interval [a, b] see [27, p. 6].
In case of compact intervals [a, b] the τ -modulus has been considered in great detail
by the Bulgarian school, particularly in [27]. The connection between this instance and the
τ -modulus on R, thus for M(R), is given by the following proposition.
Proposition 3. Let f ∈M(R), r ∈ N, 1 p <∞. There holds
lim
n→∞ τr
(
f ; δ;M[−n,n])
p
= τr
(
f ; δ;M(R))
p
.
Proof. It follows from the definition of the local modulus and (2.3) that for f ∈ M(R),
δ  0, n rδ, and j ∈ N with j  rδ/2,
ωr
(
f,x; δ;M[−n,n]) ωr(f,x; δ;M(R))= ωr(f,x; δ;M[−n− j,n+ j ])(
x ∈ [−n,n]).
Integrating yields
τr
(
f ; δ;M[−n,n])
p

{ n∫
−n
[
ωr
(
f,x; δ;M(R))]p dx
}1/p
=
{ n∫
−n
[
ωr
(
f,x; δ;M[−n− j,n+ j ])]p dx
}1/p
 τr
(
f ; δ;M[−n− j,n+ j ])
p
(2.6)
and the assertion follows by letting n→ ∞. 
This proposition will enable us to transfer most of the known properties of the τ -
modulus for compact intervals presented in [27] to those for infinite intervals. The proper-
ties, in pairs, present the classical ones followed by the R versions.
Proposition 4. One has for all f,g ∈ M[a, b], and f,g ∈ M(R), respectively, r ∈ N, and
all δ, δ′, δ′′  0 for which the corresponding moduli are defined:
Monotonicity:
(i) τr (f ; δ′;M[a, b])p  τr(f ; δ′′;M[a, b])p (δ′  δ′′),
(i)′ τr (f ; δ′;M(R))p  τr (f ; δ′′;M(R))p (δ′  δ′′).
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(ii) τr(f + g; δ;M[a, b])p  τr(f ; δ;M[a, b])p + τr(g; δ;M[a, b])p,
(ii)′ τr(f + g; δ;M(R))p  τr (f ; δ;M(R))p + τr(g; δ;M(R))p.
Estimate of higher-order-modulus by means of lower-order-modulus:
(iii) τr (f ; δ;M[a, b])p  2τr−1(f ; rr−1δ;M[a, b])p (r  2),
(iii)′ τr (f ; δ;M(R))p  2τr−1(f ; rr−1δ;M(R))p (r  2).
Iterating the latter inequality:
(iii)′′ τr (f ; δ;M(R))p  2sτr−s(f ; rr−s δ;M(R))p (s = 1,2, . . . , r − 1).
Estimate of modulus of order r of f by one of order r − 1 of the derivative f ′:
(iv) τr (f ; δ;M[a, b])p  δτr−1(f ′; rr−1δ;M[a, b])p
(f ∈ AC[a, b], f ′ ∈M[a, b]; r  2),
(iv)′ τr(f ; δ;M(R))p  δτr−1(f ′; rr−1δ;M(R))p
(f ∈ ACloc(R), f, f ′ ∈M(R); r  2).
More generally, if f ∈ AC(s)loc(R) and f,f (s) ∈M(R),1 then:
(iv)′′ τr (f ; δ;M(R))p  δsτr−s(f (s); rr−s δ;M(R))p (s = 1,2, . . . , r − 1).
Multipliers taken before the modulus:
(v) τr (f ;nδ;M[a, b])p  (2n)r+1τr(f ; δ;M[a, b])p (n ∈ N),
(v)′ τr (f ;nδ;M(R))p  (2n)r+1τr (f ; δ;M(R))p (n ∈ N);
(vi) τr (f ;λδ;M[a, b])p  (2(λ+ 1))r+1τr(f ; δ;M[a, b])p (λ > 0),
(vi)′ τr (f ;λδ;M(R))p  (2(λ+ 1))r+1τr (f ; δ;M(R))p (λ > 0).
Estimates in terms of the norms of derivatives (r ∈ N):
(vii) τr (f ; δ;M[a, b])p  δ‖f ′‖Lp(a,b) (f ∈ AC[a, b], f ′ ∈ Lp(a, b)),
(vii)′ τr (f ; δ;M(R))p  δ‖f ′‖Lp(R) (f ∈ ACloc(R)∩Lp(R), f ′ ∈ Lp(R));
(viii) τr (f ; δ;M[a, b])p  crδr‖f (r)‖Lp(a,b) (f ∈ ACr [a, b], f (r) ∈ Lp(a, b)),
(viii)′ τr (f ; δ;M(R))p  crδr‖f (r)‖Lp(R) (f ∈ ACrloc(R)∩Lp(R), f (r) ∈ Lp(R)),
the constant cr > 0 depending only on r .
Estimates in terms of the variation of f :
(ix) τ1(f ; δ;M[a, b])1  δV[a,b]f (f ∈ BV[a, b]),
(ix)′ τ1(f ; δ;M(R))1  δVRf (f ∈ BV(R)).
1 Note that f,f ′ ∈M(R) implies f,f ′, . . . , f (s) ∈M(R); see, e.g., [13, p. 156].
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V[a,b]f := sup
P
{
n∑
k=1
∣∣f (xj )− f (xj−1)∣∣
}
, VRf := lim
b→∞
a→−∞
V[a,b]f,
the supremum taken over all partitions P : x0 < x1 < · · ·< xn of the interval [a, b].
Next we compare the τ -moduli with respect to different norms.
Lemma 5.
(a) For f ∈M[a, b], 1 <p <∞ and 1/p + 1/p′ = 1 there hold the estimates:
τr
(
f ; δ;M[a, b])1  (b − a)1/p′τr(f ; δ;M[a, b])p,
τr
(
f ; δ;M[a, b])
p

(
2r sup
x∈[a,b]
∣∣f (x)∣∣)1/p′(τr(f ; δ;M[a, b])1)1/p.
In particular, one has
lim
δ→0+ τr
(
f ; δ;M[a, b])
p
= 0 ⇔ lim
δ→0+ τr
(
f ; δ;M[a, b])1 = 0.
(b) If f ∈M(R), 1 <p <∞ and 1/p + 1/p′ = 1, then
τr
(
f ; δ;M(R))
p

(
2r sup
x∈R
∣∣f (x)∣∣)1/p′(τr(f ; δ;M(R))1)1/p,
yielding
lim
δ→0+ τr
(
f ; δ;M(R))1 = 0 ⇒ limδ→0+ τr(f ; δ;M(R))p = 0.
Proof. (a) One applies the well-known inequalities
‖g‖L1(a,b) 
{ b∫
a
1p
′
dx
}1/p′{ b∫
a
∣∣g(x)∣∣p dx
}1/p
= (b − a)1/p′ ‖g‖Lp(a,b),
‖g‖Lp(a,b) 
{ b∫
a
∣∣g(x)∣∣p−1∣∣g(x)∣∣dx
}1/p

(
sup
x∈[a,b]
∣∣g(x)∣∣)1/p′∥∥g(x)∥∥1/p
L1(a,b)
,
(2.7)
which are valid for every g ∈ M[a, b], to the local modulus ωr(f, x; δ;M[a, b]) and uses
the upper bound in (2.4). For the proof of (b) one proceeds analogously noting that (2.7)
holds for infinite intervals as well. 
Concerning the behaviour for δ → 0+, there exists a characteristic property of the
modulus τ1(f ; δ;M[a, b])p . The case p = 1 can be found in Sendov and Popov [27, The-
orem 1.2], and the extension to p > 1 follows from Lemma 5.
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f ∈M[a, b] to be Riemann integrable is
lim
δ→0+ τ1x
(
f ; δ;M[a, b])
p
= 0.
Remark 7. For r > 1 one deduces from Proposition 4(iii) that Riemann integrability of
f ∈M[a, b] is still sufficient for limδ→0+ τr (f ; δ;M[a, b])p = 0 to hold.
Let us now compare the τ -moduli with the integral moduli of smoothness
ωr(f ; δ;Lp(a, b)) and ωr(f ; δ;Lp(R)), defined for f ∈ Lp(a, b), and f ∈ Lp(R), re-
spectively, 1 p <∞ and r ∈ N by
ωr
(
f ; δ;Lp(a, b)) := sup
0hδ
{ b−rh∫
a
∣∣(∆rhf )(u)∣∣p du
}1/p (
0 δ  (b − a)/r),
ωr
(
f ; δ;Lp(R)) := sup
0hδ
{ ∞∫
−∞
∣∣(∆rhf )(u)∣∣p du
}1/p
(δ  0). (2.8)
As is the case of the τ -modulus (cf. Proposition 3), one has
Proposition 8. For f ∈ Lp(R), 1 p <∞, r ∈ N, δ  0 there holds
lim
n→∞ωr
(
f ; δ;Lp(−n,n))= ωr(f ; δ;Lp(R)).
Proof. Since the sequence on the left-hand side is monotone increasing and bounded by
the right-hand side, the limit exists and there holds
lim
n→∞ωr
(
f ; δ;Lp(−n,n)) ωr(f ; δ;Lp(R)).
Conversely, on has for each h ∈ [0, δ],
lim
n→∞ωr
(
f ; δ;Lp(−n,n))= lim
n→∞ sup0hδ
{ n−rh∫
−n
∣∣(∆rhf )(u)∣∣p du
}1/p
 lim
n→∞
{ n−rh∫
−n
∣∣(∆rhf )(u)∣∣p du
}1/p
=
{ ∞∫
−∞
∣∣(∆rhf )(u)∣∣p du
}1/p
.
This yields
ωr
(
f ; δ;Lp(R)) sup
0hδ
{ ∞∫
−∞
∣∣(∆rhf )(u)∣∣p du
}1/p
 lim
n→∞ωr
(
f ; δ;Lp(−n,n)),
and the proof is complete. 
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ulus.
Proposition 9.
(a) If f ∈M[a, b], then for all 1 p <∞, and all r ∈ N there holds:
(i) ωr(f ; δ;Lp(a, b)) τr (f ; δ;M[a, b])p (0 δ  (b − a)/r).
Similarly, if f ∈M(R)∩Lp(R) for some 1 p <∞, then one has for all r ∈ N,
(i)′ ωr(f ; δ;Lp(R)) τr (f ; δ;M(R))p (δ  0).
(b) There exists a constant cr > 0 depending on r ∈ N, r  2 only, such that for each
f ∈M[a, b], which is absolutely continuous with f ′ ∈ Lp(a, b) for some 1 p <∞,
there holds:
(ii) τr (f ; δ;M[a, b])p  crδωr−1(f ′; δ;Lp(a, b)) (0 δ  (b − a)/r).
The same applies to each f ∈M(R), which is locally absolutely continuous with f ′ ∈
Lp(R) for some 1 p <∞, namely,
(ii)′ τr(f ; δ;M(R))p  crδωr−1(f ; δ;Lp(R)) (δ  0).
Proof. The case of the compact interval [a, b] can be found in [27, Section 1.4]. The
proofs for the infinite intervals then simply follow from Propositions 3 and 8. Note that the
constant cr in (ii) is independent of the underlying interval [a, b]. One may choose, e.g.,
cr = r(2r − l)2r+1. 
3. Subspaces of Lp(R)
Since the sampling series SWf of (1.1) of an arbitrary Lp-function f may be divergent,
we have to restrict the matter to a suitable subspace. Further, since we want to use the τ -
modulus as a measure for the approximation error, we have to ensure that it is finite for all
functions under consideration.
One possible subspace is Fp ⊂ Lp(R) consisting of functions f ∈ M(R) for which
there exists an η > 0 with
f (x)=O((1 + |x|)−1/p−η) (x → ±∞).
If f ∈ Fp then ∑k∈Z |f (k/W)|p < ∞. This space was considered in [25]. Other possible
choices are the spaces Ωp and Wr(Lp(R)) ∩ C(R) to be defined below (Definition 13),
which were used in [16]. Here we will use the space Λp of Definition 10(b), which contains
all three spaces mentioned above as proper subspaces; it still guarantees that for functions
f ∈Λp the sampling series SWf is well defined and the τ -modulus is finite.
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(a) A sequence Σ := (xj )j∈Z ⊂ R is called an admissible partition of R or an admissible
sequence, if it satisfies
0 <∆ := inf
j∈Z(xj − xj−1)∆ := supj∈Z(xj − xj−1) <∞. (3.1)
∆ and ∆ are called the lower and upper mesh size, respectively.
(b) Let Σ := (xj )j∈Z be an admissible partition of R, and let ∆j := xj − xj−1. The dis-
crete lp(Σ)-norm of a sequence of function values fΣ on the partition Σ of a function
f :R → C is defined for 1 p <∞ by
‖fΣ‖lp(Σ) ≡ ‖f ‖lp(Σ) =
{∑
j∈Z
∣∣f (xj )∣∣p∆j
}1/p
.
(c) The space Λp for 1 p <∞ is defined by
Λp := {f ∈M(R); ‖f ‖lp(Σ) <∞ for each admissible sequence Σ}.
Note that any admissible partition (xj )j∈Z, is strictly monotone increasing with
lim
j→−∞xj = −∞, limj→∞xj = ∞.
For a fixed partition Σ = (xj )j∈Z, the lp(Σ)-norm of the sequence (f (xj ))j∈Z can be
estimated from below and from above by the usual lp(Z)-norm (cf. (2.1)), indeed,
∆1/p
{∑
j∈Z
∣∣f (xj )∣∣p
}1/p

{∑
j∈Z
∣∣f (xj )∣∣p∆j
}1/p
∆1/p
{∑
j∈Z
∣∣f (xj )∣∣p
}1/p
. (3.2)
If one, however, deals with sequences (Σn)n∈N or families (Σρ)ρ∈A of partitions, as we
will do in the following, the use of the lp(Σ)-norm often results in estimates with constants
that are independent of the parameter n or ρ, e.g., Corollary 29 or (6.1).
The signal function f belonging to Λp tells us in particular that the series∑
k∈Z |f (k/W)|p is convergent and therefore the series SWf is absolutely convergent
for all 1 < p < ∞ by Hölder’s inequality. Another characterization of the space Λp is
given in
Lemma 11. A function f ∈ M(R) belongs to Λp if and only if there exist a ∆∗ > 0 such
that ‖f ‖lp(Σ) <∞ for each admissible sequence Σ with lower mesh size ∆∆∗.
Proof. The direction “⇒” is obvious. Conversely, assume that ‖f ‖lp(Σ) < ∞ for every
admissible sequence Σ with lower mesh size  ∆∗. Now, let (xj )j∈Z be an arbitrary
admissible sequence with mesh sizes ∆ and ∆. Our aim is to decompose the sequence
(xj )j∈Z into a finite number of subsequences with lower mesh sizes ∆∗ each. Indeed, if
k ∈ N is such that k∆∆∗, then the subsequences (xkj+ν)j∈Z, ν = 0,1, . . . , k− 1, satisfy
∆∗  k∆ xkj+ν − xk(j−1)+ν  k∆<∞ (j ∈ Z),
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assumption upon f that{ ∞∑
j=−∞
∣∣f (xj )∣∣p
}1/p
=
{
k−1∑
ν=0
∞∑
j=−∞
∣∣f (xkj+ν)∣∣p
}1/p
<∞,
completing the proof in view of (3.2). 
Proposition 12. Λp is a proper linear subspace of Lp(R).
Proof. We have only to show that f ∈ Λp implies ∫
R
|f (x)|p dx < ∞. Since f is
bounded, one can find for each j ∈ Z an x∗j ∈ [j − 1, j ] such that
sup
x∈[j−1,j ]
∣∣f (x)∣∣< ∣∣f (x∗j )∣∣+ 1j2 + 1 ,
and it follows{ ∞∫
−∞
∣∣f (x)∣∣p dx
}1/p
=
{ ∞∑
j=−∞
j∫
j−1
∣∣f (x)∣∣p dx
}1/p

{ ∞∑
j=−∞
[∣∣f (x∗j )∣∣+ 1j2 + 1
]p}1/p

{ ∞∑
j=−∞
∣∣f (x∗j )∣∣p
}1/p
+
{ ∞∑
j=−∞
[
1
j2 + 1
]p}1/p
.
Now the last series is finite for every p  1. Concerning the last but one series, there
is the difficulty that the sequence (x∗j )j∈Z is not necessarily admissible. However, the two
subsequences (x∗2j )j∈Z and (x∗2j+1)j∈Z are admissible, and hence by definition of the space
Λp and (3.2),
∞∑
j=−∞
∣∣f (x∗j )∣∣p =
∞∑
j=−∞
∣∣f (x∗2j )∣∣p +
∞∑
j=−∞
∣∣f (x∗2j+1)∣∣p <∞.
This completes the proof. 
In order to make it easier to check whether a function belongs to Λp , we consider two
subspaces.
Definition 13.
(a) The space Ωp , 1 p <∞, is defined by
Ωp := {f ∈M(R); ∣∣f (t)∣∣ g(t), t ∈ R, for g ∈ Lp(R)
with g non-negative, even, non-increasing on [0,∞)}.
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Wr
(
Lp(R)
) := {f ∈ Lp(R); f (t)= ϕ(t) a.e., ϕ ∈ ACrloc(R), ϕ(r) ∈ Lp(R)}.
Proposition 14.
(i) Ωp and Wr(Lp(R)) are linear spaces.
(ii) Fp  Ωp  Λp .
(iii) If f ∈Wr(Lp(R))∩C(R) for some r ∈ N, 1 p <∞, then
‖f ‖lp(Σ)  ‖f ‖Lp(R) +∆‖f ′‖Lp(R) (3.3)
for any admissible partition Σ with upper mesh size ∆. In particular, there holds
Wr(Lp(R))∩C(R)  Λp .
Proof. Property (i) and the first inclusion of (ii) are clearly valid. As to the second inclu-
sion of (ii), Definition 13(a) implies that f ∈ M(R). Now, let (xj )j∈Z ⊂ R be an arbitrary
admissible sequence, and choose j0 ∈ Z such that xj0  0, then
∞∑
j=j0+1
∣∣f (xj )∣∣p ∆−1 ∞∑
j=j0+1
∣∣g(xj )∣∣p∆j ∆−1 ∞∑
j=j0+1
xj∫
xj−1
∣∣g(x)∣∣p dx
∆−1
∞∫
xj0
∣∣g(x)∣∣p dx <∞.
Similarly, one has for j1 ∈ Z with xj1  0 that
j1−1∑
j=−∞
∣∣f (xj )∣∣p ∆−1
xj1∫
−∞
∣∣g(x)∣∣p dx <∞,
proving that f ∈Λp in view of (3.2). A function belonging to Λp but not to Ωp is provided
in Section 7.
Concerning part (iii), first note that f ∈ Wr(Lp(R)) for an arbitrary r ∈ N implies
f ′ ∈ Lp(R) by Stein’s inequality [13, p. 156],
‖f ′‖Lp(R) K‖f ‖1−1/rLp(R)
∥∥f (r)∥∥1/r
Lp(R)
<∞.
Now, if the partition (xj )j∈Z is given, then, according to the mean value theorem of the
integral calculus, there exist ξj ∈ (xj−1, xj ) such that{ ∞∫
−∞
∣∣f (u)∣∣p du
}1/p
=
{ ∞∑
j=−∞
xj∫
xj−1
∣∣f (u)∣∣p du
}1/p
=
{ ∞∑ ∣∣f (ξj )∣∣p∆j
}1/p
=: S1.j=−∞
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S2 :=
∣∣∣∣∣
{ ∞∑
j=−∞
∣∣f (xj )∣∣p∆j
}1/p
−
{ ∞∑
j=−∞
∣∣f (ξj )∣∣p∆j
}1/p∣∣∣∣∣

{ ∞∑
j=−∞
∣∣f (xj )− f (ξj )∣∣p∆j
}1/p

{ ∞∑
j=−∞
[ xj∫
xj−1
∣∣f ′(u)∣∣p du
]p
∆j
}1/p

{ ∞∑
j=−∞
xj∫
xj−1
∣∣f ′(u)∣∣p du∆p/p′j ∆j
}1/p
∆‖f ′‖Lp(R).
Altogether, there follows the desired inequality, namely, ‖f ‖lp(Σ)  S2 + S1 
∆‖f ′‖Lp(R) + ‖f ‖Lp(R).
The inclusion Wr(Lp(R)) ∩ C(R) ⊂ Λp simply follows from (3.3), which in partic-
ular implies that f is bounded. Concerning , note that a function in Λp need not be
continuous. 
Inequality (3.3) generalizes inequality (6.1) below (cf. Nikol’skiı˘ [24, p. 123]) to not
necessarily bandlimited functions and non-equidistant partitions. The equidistant case of
(3.3) can be found in Fang [16]; see Lemma 30 below.
Proposition 15. Let f ∈ Λp , 1 p < ∞, and r ∈ N, then ωr(f,•; δ;M(R)) ∈ Λp for all
δ  0.
Proof. According to Lemma 11, it suffices to show that (ωr(f, xj ; δ;M(R)))j∈Z ∈ lp(Z)
for every admissible sequence (xj )j∈Z with ∆ > rδ. Let (xj )j∈Z be such a sequence.
Setting Ir,δ(x) := [x − rδ/2, x + rδ/2], one has∣∣(∆rhf )(t)∣∣ 2r sup
t∈Ir,δ(xj )
∣∣f (t)∣∣(t, t + rh ∈ Ir,δ(xj )),
and thus,
ωr
(
f,xj ; δ;M(R)
)
 2r sup
t∈Ir,δ(xj )
∣∣f (t)∣∣.
As in the proof of Proposition 12 one can find x∗j ∈ Ir,δ(xj ) such that
sup
t∈Ir,δ(xj )
∣∣f (t)∣∣< ∣∣f (x∗j )∣∣+ 1j2 + 1 ,
and there follows{ ∞∑
j=−∞
[
ωr
(
f,xj ; δ;M(R)
)]p}1/p
 2r
{ ∞∑ ∣∣f (x∗j )∣∣p
}1/p
+ 2r
{ ∞∑ [ 1
j2 + 1
]p}1/p
. (3.4)j=−∞ j=−∞
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0 <∆− rδ  x∗j − x∗j−1 ∆+ rδ <∞ (j ∈ Z),
the right-hand side of (3.4) is finite, which was to be shown. 
Since Λp ⊂ Lp(R), we obtain as an immediate consequence of the foregoing proposi-
tion.
Corollary 16. If f ∈Λp , 1 p <∞, then for each r ∈ N,
τr
(
f ; δ;M(R))
p
<∞ (δ  0).
As seen above, the condition f ∈Λp is sufficient for the finiteness of τr (f ; δ;M(R))p .
If we want the τ -modulus to vanish for δ → 0+, we have to impose additional conditions
upon the function f . In this respect, we need a further well-known space.
Definition 17.
Rloc(R) := {f :R → C; f is locally Riemann integrable on R}.
Proposition 18. If f ∈Λp ∩Rloc(R), 1 p <∞, r ∈ N, then
lim
δ→0+ τr
(
f ; δ;M(R))
p
= 0.
Proof. It suffices to consider p = 1 in view of Lemma 5(b). Let ε > 0 and choose N > 0
so large that∫
|x|>N
ωr
(
f,x;2;M(R))dx < ε.
Then for all 0 δ  2/r  2, according to (2.5),
τr
(
f ; δ;M(R))1 =
N∫
−N
ωr
(
f,x; δ;M(R))dx + ∫
|x|>N
ωr
(
f,x; δ;M(R))dx
=
N∫
−N
ωr
(
f,x; δ;M(R))dx + ∫
|x|>N
ωr
(
f,x;2;M(R))dx
< IN + ε,
say. Since δ  2/r , one has as in (2.6) and by Remark 7,
IN  τr
(
f ; δ;M[−N − 1,N + 1])1 = o(1) (δ → 0+),
which proves the proposition. 
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(a) If f ∈M[a, b] for any compact interval [a, b], 1 p <∞, r ∈ N, and
lim
δ→0+
τr (f ; δ;M[a, b])p
δr
= 0, (3.5)
then f is a polynomial of degree  r − 1.
(b) If f ∈Λp , 1 p <∞, r ∈ N, and
lim
δ→0+
τr (f ; δ;M(R))p
δr
= 0, (3.6)
then f (t)= 0 for all t ∈ R.
Proof. For a proof of part (a) in case p = 1, by no means trivial, see Kirchhoff [22, pp. 47–
51], and for p > 1 use in addition Lemma 5(a). As to part (b), it follows from the obvious
inequality
τr
(
f ; δ;M[a, b])
p
 τr
(
f ; δ;M(R))
p
that (3.6) implies that (3.5) holds for all −∞ < a < b < ∞, implying in turn that f is
a polynomial of degree  (r − 1) on [a, b]. Since [a, b] is arbitrary, f is a polynomial
of degree  (r − 1) on R, which must reduce to f (t) = 0 for all t ∈ R in view of f ∈
Lp(R). 
This proposition is the “little-oh” part of the saturation theorem for τr (f ; δ;M(R))p .
A characterization of the so-called saturation class, i.e., the set of functions satisfying the
“big-Oh” condition τr (f ; δ;M(R))p =O(δr ), δ → 0+, fixed r ∈ N, is as yet unsolved. In
view of Proposition 4(viii)′ one has that Wr(Lp(R)) ∩ C(R) is a subset of this saturation
class.
Using the same arguments, one can show: If f ∈ M(R) satisfies (3.6), then f equals a
constant on R.
There exists an interesting characterization of τ1(f ; δ;M(R))1 in terms of functions
being of bounded coarse variation in the sense of Haber and Shisha [17,18]. As to this
definition, for a fixed ε > 0 a finite or infinite sequence (xj )j is called ε-separated if
xj − xj−1  ε for every j . If g :R → C, then the supremum
Vε(g) := sup
∑
j
∣∣g(xj )− g(xj−1)∣∣
over all ε-separated sequences (xj )j ⊂ R is called the ε-variation of g. Finally, g is said
to be bounded coarse variation, g ∈ BCV(R), if the ε-variation is finite for every ε > 0.
If for g ∈ BCV(R) the ε-variations are uniformly bounded with respect to ε, i.e.,
Vε(g)  C ∞ for all ε > 0, then f is of bounded variation on R. Thus BCV(R) is
a larger class than BV(R). Further, the introduction of BCV is only meaningful for un-
bounded intervals, for otherwise BCV is equivalent to f being bounded.
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(i) f ∈ BCV(R),
(ii) τ1(f ; δ;M(R))1 <∞ for all δ > 0.
For the proof see Kirchhoff [22, pp. 20–24].
4. Error estimates for linear operators in terms of the τ -modulus. An interpolation
theorem
We begin with some results on Steklov functions fr,h, which are well known in connec-
tion with the classical moduli of continuity ωr(f ; δ;C(I)) and ωr(f ; δ;Lp(I)), and also
for the τ -modulus τr (f ; δ;M[a, b])p in the instance of compact intervals [a, b]; see [1,
Sections 67 and 83], [27, Theorem 2.5′].
Proposition 21. For each function f ∈Λp , 1 p <∞ and each r ∈ N, h > 0 there exists
a function fr,h ∈Λp with the three properties:
(i) fr,h ∈Wr(Lp(R))∩C(R) and for its sth derivative∥∥f (s)r,h ∥∥Lp(R)  crh−sτs(f ;h;M(R))p (s = 1,2, . . . , r),
(ii) |f (x)− fr,h(x)| ωr(f, x;2h;M(R)) (x ∈ R),
(iii) ‖f − fr,h‖Lp(R)  τr(f ;2h;M(R))p .
Proof. For r ∈ N and h > 0 set
(
Arhf
)
(x) := 1
hr
h∫
0
· · ·
h∫
0
f (x + u1 + u2 + · · · + ur) du1 du2 · · ·dur (x ∈ R).
It follows∥∥Arhf ∥∥Lp(R)  ‖f ‖Lp(R) (h > 0),
i.e., Arhf ∈ Lp(R). By the substitution x + ur = t , one obtains the representation
(
Arhf
)
(x) := 1
hr
x+h∫
x
{ h∫
0
· · ·
h∫
0
f (x + u1 + · · · + ur−1) du1 · · ·dur−1
}
dt
(x ∈ R),
yielding that Arhf is differentiable with
(
Arhf
)′
(x) := 1
hr
h∫
· · ·
h∫ [
f (x + h+ u1 + · · · + ur−1)0 0
288 C. Bardaro et al. / J. Math. Anal. Appl. 316 (2006) 269–306− f (x + u1 + · · · + ur−1)
]
du1 · · ·dur−1
= 1
h
(
Ar−1h ∆
1
hf
)
(x).
Iterating the procedure shows that Arhf is r-times differentiable with(
Arhf
)(s)
(x)= 1
hs
(
Ar−sh ∆
s
hf
)
(x) (s = 1,2, . . . , r),
where A0h = Id. Since (Arhf )(r) = h−r (∆rhf ), one has, in particular, (Arhf ) ∈Wr(Lp(R)).
The function fr,h can now be defined as
fr,h := − 1
hr
h∫
0
· · ·
h∫
0
r∑
j=1
(−1)j
(
r
j
)
f
(
x + j
r
(u1 + u2 + · · · + ur)
)
du1 du2 · · ·dur
= −
r∑
j=1
(−1)j
(
r
j
)
f
(
Arhj f
)
(x) (x ∈ R; h > 0)
with hj := jh/r . It follows from the above that fr,h ∈Wr(Lp(R))∩C(R), and
f
(s)
r,h (x)= −
r∑
j=1
(−1)j
(
r
j
)
1
hsj
(
Ar−shj ∆
s
hj
f
)
(x) (s = 1,2, . . . , r).
For the norm of the derivative there holds∥∥f (s)r,h ∥∥Lp(R)

r∑
j=1
(
r
j
)(
r
jh
)s∥∥∆shj f ∥∥Lp(R)  h−srs2r sup0uh
∥∥∆suf ∥∥Lp(R)
= h−srs2rωs
(
f ;h;Lp(R)) h−srs2r τs(f ;h;M(R))p (s = 1,2, . . . , r),
proving part (i). As to part (ii), the difference f (x)− fr,h(x) can be rewritten as
f (x)− fr,h(x)
:= f (x)+ 1
hr
h∫
0
· · ·
h∫
0
r∑
j=1
(−1)j
(
r
j
)
f
(
x + j
r
(u1 + · · · + ur)
)
du1 · · ·dur
= 1
hr
h∫
0
· · ·
h∫
0
r∑
j=0
(−1)j
(
r
j
)
f
(
x + j
r
(u1 + · · · + ur)
)
du1 · · ·dur
= 1
hr
h∫
0
· · ·
h∫
0
(
∆ru1+···+ur
r
f
)
(x) du1 · · ·dur (x ∈ R),
and one easily obtains desired estimate, namely,
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x,x+u∈[x,x+h]
∣∣(∆ruf )(x)∣∣ ωr(f,x;2h;M(R)) (x ∈ R),
which is (ii), and integrating this inequality gives (iii). Finally, it follows from (i) that
fr,h ∈Λp since Wr(Lp(R))∩C(R)⊂Λp (cf. Proposition 14(iii)). 
Proposition 22. For each f ∈Λp , 1 p <∞, one has
∥∥ωr(f,•;2h;M(R))∥∥lp(Σ)  21/p+2(r+1)τr
(
f ;h+ ∆
r
;M(R)
)
p
(h 0).
Proof. The definition of the local modulus ωr(f, x;h;M(R)) yields∥∥ωr(f,•;2h;M(R))∥∥lp(Σ)

{∑
j∈Z
xj+1∫
xj−1
[
ωr
(
f,xj ;2h;M(R)
)]p
dx
}1/p

{∑
j∈Z
xj+1∫
xj−1
[
ωr
(
f,x;2
(
h+ ∆
r
)
;M(R)
)]p
dx
}1/p
 21/p
{∫
R
[
ωr
(
f,x;2
(
h+ ∆
r
)
;M(R)
)]p
dx
}1/p
= 21/pτr
(
f ;2
(
h+ ∆
r
)
;M(R)
)
p
,
and the proof can be completed by noting Proposition 4(v)′. 
Now to the basic interpolation theorem for the M(R)-averaged modulus of smooth-
ness. We consider a family of linear operators (Lρ)ρ∈A, A being an index set, from Λp to
Lp(R). Further, (Σρ)ρ∈A, is a family of admissible partitions (xj,ρ)j∈Z with ∆j,ρ , ∆ρ as
in Definition 10(b).
Theorem 23. Let (Σρ)ρ∈A, be a family of partitions as above with upper mesh sizes ∆ρ .
Let (Lρ)ρ∈A be a family of linear operators mapping Λp into Lp(R), 1 p <∞, satisfy-
ing the properties:
(i) ‖Lρf ‖Lp(R) K‖f ‖lp(Σρ) (f ∈Λp; ρ ∈ A),
(ii) ‖Lρg − g‖Lp(R) Kr∆sρ‖g(r)‖Lp(R) (g ∈Wr(Lp(R))∩C(R); ρ ∈ A)
for some fixed r, s ∈ N with s  r and a constant Kr depending only on r . Then for each
f ∈Λp and each ∆ρ  r there holds the estimate
‖Lρf − f ‖Lp(R)  cτr
(
f ;∆s/rρ ;M(R)
)
p
(ρ ∈ A),
the constant c depending only on r , K and Kr .
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Then
‖Lρf − f ‖Lp(R)

∥∥Lρ(f − fr,h)∥∥Lp(R) + ∥∥Lρ(fr,h)− fr,h∥∥Lp(R) + ‖fr,h − f ‖Lp(R)
=: S1 + S2 + S3,
say. Noting Proposition 21(iii),
S3  τr
(
f ;2h;M(R))
p
.
As to S2, by assumption (ii) and Proposition 21(i),
S2 Kr∆sρ
∥∥f (r)r,h ∥∥Lp(R) Krcr∆sρh−r τr(f ;h;M(R))p.
Concerning S1, in view of assumption (i), Proposition 21(ii), and Proposition 22,
S1 K‖f − fr,h‖lp(Σρ) =K
{∑
j∈Z
∣∣f (xj,ρ)− fr,h(xj,ρ)∣∣p∆j
}1/p
K
{∑
j∈Z
[
ωr
(
f ;xj,ρ;2h;M(R)
)]p
∆j
}1/p
K21/p+2(r+1)τr
(
f ;h+ ∆ρ
r
;M(R)
)
p
.
Setting now h=∆s/rρ , and collecting the three estimates yields
‖Lρf − f ‖Lp(R) K21/p+2(r+1)τr
(
f ;∆s/rρ +
∆ρ
r
;M(R)
)
p
+Krcrτr
(
f ;∆s/rρ ;M(R)
)
p
+ τr
(
f ;2∆s/rρ ;M(R)
)
p
.
Since ∆ρ  r and s  r , we have ∆s/rρ + ∆ρ/r  ∆s/rρ + (∆ρ/r)s/r  2∆s/rρ , and alto-
gether,
‖Lρf − f ‖Lp(R) 
(
K21/p+2(r+1) +Krcr + 1
)
τr
(
f ;2∆s/rρ ;M(R)
)
p
 4(r+1)
(
K21/p+2(r+1) +Krcr + 1
)
τr
(
f ;∆s/rρ ;M(R)
)
p
,
the last inequality being valid by Proposition 4(v)′. 
Remark 24. It follows from the last lines of the proof that the restriction ∆ρ  r can be
dropped if s = r .
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In order to study the sampling theorem in the norm of the space Lp(R) together with
error estimates expressed in terms of the τ -modulus, we need further fundamental, foun-
dational results.
Let BpW for W > 0, 1  p  ∞ be the set of all entire functions (on the complex
plane C) of exponential type W which belong to Lp(R) when restricted to the real axis.
Note that
B1W ⊂ BpW ⊂ BqW ⊂ B∞W (1 p  q ∞);
see Nikol’skiı˘ [24, Chapter 3], Boas [4, Section 6.7]. The de La Vallée Poussin means play
a major role in the proof of the first proposition needed.
Proposition 25. For 1 p ∞ and r ∈ N there exists a constant cr > 0 such that for each
f ∈Wrp and W > 0 one can find a function gW ∈ BpW satisfying
‖f − gW‖Lp(R)  crW−r
∥∥f (r)∥∥
Lp(R)
, (5.1)
‖f ′ − g′W‖Lp(R)  crW−r+1
∥∥f (r)∥∥
Lp(R)
. (5.2)
Proof. Consider the de La Vallée Poussin means defined for f ∈ Lp(R), 1 p ∞, by
J (f ;ρ)(x) := ρ
∫
R
f (x − u)ϑ(ρu)du (ρ > 0), (5.3)
the kernel ϑ being given by
ϑ(x)= 2
π
(sin(x/2))(sin(3x/2))
x2
.
It is well known that J (f ;ρ) ∈ Bp2ρ for every f ∈ Lp(R) and (cf. Splettstößer et al. [28],
also Nikol’skiı˘ [24, Section 8.6])
∥∥J (f ;ρ)∥∥
Lp(R)
 ‖ϑ‖L1(R)‖f ‖Lp(R) 
3
2
‖f ‖Lp(R)
(
f ∈ Lp(R)). (5.4)
Furthermore, the singular convolution integral (5.3) reproduces functions in Bpρ , i.e.,
J (gρ;ρ)(x)= gρ(x)
(
gρ ∈ Bpρ ; x ∈ R
)
. (5.5)
Now let gW/4 ∈ BpW/4 ⊂ BpW be the element of best approximation of f by functions in
B
p
W/4. It is known that (cf. Achieser [1, p. 194]) for f ∈Wr(Lp(R))
∥∥f − gW/4∥∥Lp(R)  π2
(
4
W
)r∥∥f (r)∥∥
Lp(R)
(W > 0). (5.6)
Hence it follows for the integral J (f ;W/2) ∈ Bp noting (5.4), (5.5) and (5.6)W
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∥∥∥∥J
(
f ; W
2
)∥∥∥∥
Lp(R)

∥∥∥∥J
(
f ; W
2
)
− J
(
gW/4;
W
2
)∥∥∥∥
Lp(R)
+ ∥∥gW/4 − f ∥∥Lp(R)

(
3
2
+ 1
)∥∥gW/4 − f ∥∥Lp(R)  5π4
(
4
W
)r∥∥f (r)∥∥
Lp(R)
.
This established (5.1) with gW = J (f ;W/2), as well as (5.2) by applying last inequality
above to f ′, yielding∥∥∥∥J
(
f ; W
2
)′
− f ′
∥∥∥∥
Lp(R)
=
∥∥∥∥J
(
f ′; W
2
)
− f ′
∥∥∥∥
Lp(R)
 5π
4
(
4
W
)r−1∥∥f (r)∥∥
Lp(R)(
f ∈Wr(Lp(R))). 
Next to a result on Hilbert transforms. It is well known that the classical Hilbert trans-
form of f ∈ Lp(R), 1 p <∞, defined by
(Hf )(x) := lim
δ→0+
∫
|x−u|δ
f (u)
x − u du
at every point x ∈ R for which this limit exists, is a bounded, linear operator mapping
Lp(R) into Lp(R) provided 1 < p < ∞. The discrete Hilbert transform (cf. Zygmund
[33, Theorem 8], of a sequence y = (yj )j∈Z is defined by
H˜y := (y˜j )j∈Z =
(∑
k∈Z
k =j
yk
j − k
)
j∈Z
.
Using the fact that H maps Lp(R) into itself for 1 <p <∞, Zygmund showed that
Lemma 26. The discrete Hilbert transform H˜ is a bounded linear operator mapping lp(Z)
into lp(Z) provided 1 <p <∞.
There exists a further Hilbert-type transform, the semi-discrete Hilbert transform of a
sequence y = (yj )j∈Z, defined for all x ∈ R by
(H˜y)(x) :=
∑
k∈Z
k =k(x)
yk
x − k , (5.7)
where k(x) is the uniquely determined element of Z satisfying k(x) − 1/2  x <
k(x) + 1/2. In this respect Marsden et al. [23] have shown, making use of Lemma 26,
that
Lemma 27. The semi-discrete Hilbert transform H˜ is a bounded linear transform, from
lp(Z) into Lp(R) for 1 <p <∞, i.e.,
‖H˜y‖Lp(R) K‖y‖lp(Z)
(
y ∈ lp(Z)).
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Consider for the sequence y = (yk)k∈Z the Whittaker operator
(SWy)(t)=
∞∑
k=−∞
yk sinc(Wt − k) (t ∈ R; W > 0).
Our first aim is to show that SW maps lp(Z) into Lp(R) for 1 <p <∞. Indeed,
Theorem 28. The Whittaker operator SW for 1 < p < ∞ is a bounded, linear operator
from lp(Z) into Lp(R), satisfying
‖SWy‖Lp(R)  CW−1/p‖y‖lp(Z) (W > 0),
the constant C being independent of W .
Proof. (See also Fang [16].) Consider first the case W = 1. For t ∈ R let k(t) be the unique
integer with t ∈ [k(t)− 1/2, k(t)+ 1/2). Setting zk = (−1)kyk , then
∣∣(S1y)(t)∣∣=
∣∣∣∣∑
k∈Z
yk
sinπ(t − k)
π(t − k)
∣∣∣∣=
∣∣∣∣ ∑
k∈Z
k =k(t)
yk
(−1)k sinπt
π(t − k) + yk(t)
sinπ(t − k(t))
π(t − k(t))
∣∣∣∣
=
∣∣∣∣ ∑
k∈Z
k =k(t)
zk
π(t − k)
∣∣∣∣+ |yk(t)| = 1π
∣∣(H˜z)(t)∣∣+ |yk(t)|.
Since z ∈ lp(Z) with ‖z‖lp = ‖y‖lp , the first term on the right can be estimated by
Lemma 27 by
1
π
‖H˜z‖Lp(R)  K
π
‖z‖lp(Z) = K
π
‖y‖lp(Z).
As to the second term,
‖yk(t)‖Lp(R) =
{∑
j∈Z
j+1/2∫
j−1/2
|yk(t)|p dt
}1/p
=
{∑
j∈Z
j+1/2∫
j−1/2
|yj |p dt
}1/p
= ‖yk(t)‖lp(Z).
Thus we end up with
‖S1y‖Lp(R) 
(
K
π
+ 1
)
‖y‖lp(Z),
proving the theorem for the case W = 1. For arbitrary W > 0 the result follows by the
substitution tW = u. 
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equidistant partition ΣW := { kW ; k ∈ Z} for W > 0, then one simply writes SWf instead of
SWfΣW , i.e.,
(SWf )(t)=
∞∑
k=−∞
f
(
k
W
)
sinc(Wt − k) (t ∈ R; W > 0).
The series SWf is usually referred to as sampling series of f . The result of Theorem 28
can now be rewritten in terms of the lp(ΣW)-norm as
Corollary 29. For every f ∈Λp , 1 <p <∞, there holds
‖SWf ‖Lp(R)  C‖f ‖lp(ΣW ) (W > 0),
where the constant C is independent of f and W .
Proof. According to Theorem 28 and the definition of the lp(ΣW)-norm (Defini-
tion 10(b)), one has
‖SWf ‖Lp(R)  CW−1/p
{ ∞∑
k=−∞
∣∣∣∣f
(
k
W
)∣∣∣∣
p
}1/p
= C
{ ∞∑
k=−∞
∣∣∣∣f
(
k
W
)∣∣∣∣
p
W−1
}1/p
= C‖f ‖lp(ΣW ),
noting that f ∈Λp implies (f (k/W))k∈Z ∈ lp(Z). 
This corollary shows that the Whittaker operator satisfies inequality (i) of Theorem 23.
Our next aim is to show that it also satisfies condition (ii), i.e., a so-called Jackson-type
inequality. We need an extension of the inequality
‖f ‖lp(ΣW )  2‖f ‖Lp(R)
(
f ∈ BpW
) (6.1)
(cf. Nikol’skiı˘ [24, Theorem 3.3.1]) from f ∈ BpW to f ∈Wr(Lp)∩C(R). It is a particular
case of Proposition 14(iii) for the equidistant partition xj = j/W , j ∈ Z, with ∆=W−1.
Lemma 30. If f ∈Wr(Lp(R))∩C(R) for r ∈ N, 1 p <∞, then
‖f ‖lp(ΣW )  ‖f ‖Lp(R) +W−1‖f ′‖Lp(R) (W > 0). (6.2)
In order to apply Theorem 23, we now prove the announced Jackson-type inequality for
the Whittaker operator SW .
Proposition 31. For f ∈Wr(Lp(R))∩C(R) with r ∈ N, 1 <p <∞, there holds
‖SWf − f ‖Lp(R)  C
Wr
∥∥f (r)∥∥
Lp(R)
(W > 0),
C being a constant independent of f and W .
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Kotel’nikov–Shannon sampling theorem (see, e.g., [9]). Hence, by Corollary 29,
‖SWf − f ‖Lp(R)  ‖SWf − SWg‖Lp(R) + ‖g − f ‖Lp(R)
 C‖f − g‖lp(ΣW ) + ‖g − f ‖Lp(R) = I1 + I2.
Since f − g ∈ Wr(Lp(R)) ∩ C(R), the first term can be estimated in view of Lemma 30
by
I1  C
{‖f − g‖Lp(R) +W−1‖f ′ − g′‖Lp(R)}.
Thus there holds altogether
‖SWf − f ‖Lp(R)  (C + 1)
{‖f − g‖Lp(R) +W−1‖f ′ − g′‖Lp(R)}.
Choosing finally the function g as gW from Proposition 25, the present proposition fol-
lows. 
As an application of Theorem 23 we finally arrive at the estimate of the approximation
error (aliasing error) for the sampling series in the Lp-norm in terms of the τ -modulus.
Theorem 32. Let f ∈Λp , 1 <p <∞, any r ∈ N. Then
‖SWf − f ‖Lp(R)  crτr
(
f ;W−1;M(R))
p
(6.3)
 cr−s
Ws
τr−s
(
f (s);W−1;M(R))
p
(W > 0; s = 1,2, . . . , r − 1),
(6.4)
the latter holding, if, in addition, f ∈ AC(s)loc(R) and f,f (s) ∈ M(R). The constants cj are
independent of f and W .
Now to the approximate sampling theorem for Lp-spaces, 1 < p < ∞, thus the coun-
terpart of (1.3) in Lp-norm.
Corollary 33. Let f ∈ Λp , 1 < p < ∞, and f ∈ Rloc. Then there holds the approximate
sampling theorem in the form
lim
W→∞‖SWf − f ‖Lp(R) = 0. (6.5)
Corollary 33 was first established by Rahman and Vértesi [25] under the stronger condi-
tion that f ∈ Fp ∩Rloc (cf. the beginning of Section 3). Their result is a pure convergence
theorem, not derived from a theorem with rates such as Theorem 32. As to their method
of proof, their major tool is Dirichlet’s singular convolution integral for f ∈ Lp(R),
1 < p < ∞. Although it is also bandlimited, just as are the de La Vallée Poussin means
used in our approach, their proofs are necessarily more intricate.
If we assume that f belongs to the subspace Ws(Lp(R)) ∩ C(R) of Λp , then the
τ -modulus can be replaced by the integral modulus (2.8).
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r ∈ N,
‖SWf − f ‖Lp(R)  crW−1ωr
(
f ′;W−1;Lp(R)) (W > 0; s = 1).
Furthermore, one has
‖SWf − f ‖Lp(R)  csW−sω1
(
f (s);W−1;Lp(R)) (W > 0).
The constants cr , cs are independent of f and W .
Proof. The first estimate can be deduced by inequality (ii)′ of Proposition 9 applied to
(6.3) with r replaced by r + 1. The second estimate then follows using the well-known
inequality (see, e.g., [13, (7.13)])
ωr+k
(
g;W−1;Lp(R))W−kωr(g(k);W−1;Lp(R)) (g ∈Wk(Lp(R))). 
The second but not the first estimate of Corollary 34 can also be found in Fang [16].
7. Discontinuous functions exhibiting the distinctive results
Example 35. First of all, let us consider an example of a function f0 ∈ Λp with f0 /∈ Ωp ,
showing that Ωp  Λp . Let 1 p <∞ and
f0(t) :=
{
2−j/p, t = 2j , j ∈ N0,
0, otherwise.
The smallest, non-increasing function g majorising f0 in the sense of Definition 13(a) is
given by
g(t)=
{
1, |t | 1,
2−j/p, 2j−1 < t  2j , j ∈ N0.
Now there holds
∞∫
−∞
∣∣g(t)∣∣p dt = 2
{ 1∫
0
∣∣g(t)∣∣p dt + ∞∑
j=1
2j∫
2j−1
∣∣g(t)∣∣p dt
}
= 2
{
1 +
∞∑
j=1
2−j
(
2j − 2j−1)
}
= 2
{
1 +
∞∑
j=1
2−1
}
= ∞,
showing that g /∈ Lp(R), and hence f0 /∈Ωp .
On the other hand, if (xj )j∈Z is an arbitrary admissible partition, then
∞∑
j=−∞
∣∣f0(xj )∣∣p  ∞∑
j=0
(
2−j/p
)p = 2.
This gives f0 ∈Λp by (3.2).
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f1(t)=
{
1, t = 0,
0, otherwise.
Obviously, f1 ∈ Ωp ⊂ Λp(R) for all 1 p ∞, with ‖f1‖Lp(R) = 0. Its sampling series
is (SWf1)(t)= sincWt and its Lp-norm
‖SWf1‖Lp(R) =
{ ∞∫
−∞
∣∣sinc(Wt)∣∣p dt
}1/p
=W−1/p∥∥sinc∥∥
Lp(R)
(1 <p <∞),
with ‖SWf1‖L∞(R) = 1. Since ‖SWf1‖Lp(R) > 0, and ‖f1‖Lp(R) = 0, SW cannot be a
bounded operator mapping Lp(R) into Lp(R) (also not Lp into Lq for arbitrary 1 
p,q ∞). As to convergence, however, one has for 1 <p <∞,
lim
W→∞‖SWf1 − f1‖Lp(R) = limW→∞‖SWf1‖Lp(R) = limW→∞W
−1/p‖ sinc‖Lp(R) = 0.
Had one worked with the classical modulus of continuity ωr(f1; δ;Lp(R)), since f1(t)= 0
a.e., naturally also ωr(f1; δ;Lp(R))= 0 for all δ > 0, all r ∈ N and 1 p ∞. Thus there
could not hold an error estimate of the form
‖SWf1 − f1‖Lp(R) Kωr
(
f1;W−1;Lp(R)
)
or something similar.
Fig. 1. Graphs of the sampling series of the function f1 for W = 10 and W = 30.
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evaluate ωr(f1, x; δ;M(R)). If |x| > rδ/2, then 0 /∈ [x − rδ/2, x + rδ/2], so that
ωr(f1, x; δ;M(R)) = 0. But for |x|  rδ/2, so that 0 ∈ [x − rδ/2, x + rδ/2], one can
find t, h ∈ R such that t, t + rh ∈ [x − rδ/2, x + rδ/2] and t + r0h = 0 with r0 = r/2.
For this choice of t, h one has (∆rhf1)(t)= (−1)r0
(
r
r0
)
(
∆rhf1
)
(t)= (−1)r0
(
r
r0
)
, ωr
(
f1, x; δ;M(R)
)

(
r
r0
) (|x| rδ/2).
On the other hand for this f1,∣∣(∆rhf1)(t)∣∣ max0kr
(
r
k
)
=
(
r
r0
)
.
Hence there results
ωr
(
f1, x; δ;M(R)
)= {( rr0), |x| rδ/2,
0, otherwise,
yielding for our τ -modulus
τr
(
f1; δ;M(R)
)
p
=
{ rδ/2∫
−rδ/2
∣∣∣∣
(
r
r0
)∣∣∣∣
p
dx
}1/p
= r1/p
(
r
r0
)
δ1/p.
This is fully compatible with our approximation theorem with rates, Theorem 32, for 1 <
p <∞, namely,
‖SWf1 − f1‖Lp(R) =W−1/p‖ sinc‖Lp(R), τr
(
f1;W−1;M(R)
)
p
 crW−1/p
(W > 0).
This example also shows that the τ -modulus is totally sensitive to single function values.
On top, the function f1 tells us that our results cannot be extended to p = 1 since SWf1 /∈
L1(R) although f1 ∈Ω1 ⊂Λ1.
On the other hand, this example might be somewhat misleading since the sampling
series (SWf1)(t) = sincWt converges not only with respect to the Lp-norm towards f1,
but also pointwise for every t ∈ R. However, this is not the situation in general as the next
slightly modified example does show. Let
f2(t)=
{
1, t = 1,
0, otherwise.
If W = n ∈ N, then (Snf2)(t) = sinc(nt − n), which again converges to f2(t) for every
t ∈ R. If, however, W =m/n ∈ Q \N with m/n > 1, or W > 0 is irrational, then k/W = 1
for all k ∈ Z, and hence (SWf2)(t) = 0 for all t ∈ R, i.e., (SWf2)(1) does not converge
to f2(1). Nevertheless, one has convergence in the Lp-norm for all 1 < p < ∞ with rate
O(W−1/p).
Example 37. As a third example consider the simple discontinuous function
f3(t)=
{
1, t ∈ Z,
0, otherwise,
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with m,n ∈ N relatively prime, one has
f3
(
k
W
)
= f3
(
kn
m
)
= 1 ⇔ k = jm for some j ∈ Z.
Hence its sampling series is
(SWf3)(t)=
∞∑
k=−∞
f3
(
kn
m
)
sinc
(
mt
n
− k
)
=
∞∑
j=−∞
sinπm( t
n
− j)
πm( t
n
− j) .
For t/n an integer this sum equals 1, if not it can be rewritten as
(SWf3)(t)
sin(πmt
n
)
πm
∞∑
j=−∞
(−1)mj
( t
n
− j) .
The latter sum can fortunately be evaluated by the theory of meromorphic functions ([21,
pp. 261, 264], [5, p. 392]), namely
lim
N→∞
N∑
j=−N
(−1)mj
(x − j) =
{
π cot(πx), m even,
π
sin(πx) , m odd.
This finally yields
(Sm/nf3)(t)=


sin( πmt
n
) cot( πt
n
)
m
, m even,
sin( πmt
n
)
m sin( πt
n
)
, m odd.
In both instances Sm/nf3 is a continuous, periodic function not identically zero. This gives
for rational W =m/n,
‖Sm/nf3 − f3‖Lp(R) = ‖Sm/nf3‖Lp(R) = ∞.
On the other hand, if W > 0 is irrational, then f3(k/W) = 0 for all k ∈ Z \ {0}, and
f3(0/W)= 1. Thus, for 1 <p <∞,
‖SWf3 − f3‖Lp(R) =
∥∥sinc(Wt)∥∥
Lp(R)
=W−1/p‖ sinc‖Lp(R)
(W ∈ R \ Q, W > 0).
For the τ -modulus one has similarly to the situation for the function f1 in the second
example,
ωr
(
f3, x; δ;M(R)
)= {( rr0), |x − j | rδ/2, j ∈ Z,
0, otherwise,
for 0 < δ < 2/r , where r0 = r/2. This yields for our τ -modulus for any 1 p <∞,
τr
(
f3; δ;M(R)
)
p
= ∞ (δ > 0).
Thus we have seen that ‖SWf3 −f3‖Lp(R) = ∞ if W is rational, and =W−1/p‖ sinc‖Lp(R)
if W is irrational, whereas the τ -modulus equals infinity. In fact, our Theorem 32
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{∑j∈Z |f3(j)|p}1/p = ∞.
This example tells us that not every continuous or discontinuous Lp(R)-function can
be handled by our present approach. However, it can indeed be applied to any (continuous
or discontinuous) bounded and measurable function vanishing outside a compact interval
of R, the usual situation in practice.
The function f3 can also be used to show that the situation does not change if one
replaces the sinc-kernel by sinc2 as Dryanov did (see [14,15]). In this case the generalized
sampling series of f3 for W =m/n ∈ Q as above reads
(FWf3)(t)=
∞∑
k=−∞
f
(
kn
m
)[
sinc
(
mt
n
− k
)]2
=
∞∑
j=−∞
[
sinπm( t
n
− j)
πm( t
n
− j)
]2
.
Since each term of the latter series in non-negative it defines a continuous, periodic function
not identically zero, and one has similarly as in the case of the Shannon sampling series
SWf3 that ‖FWf3 − f3‖Lp(R) = ‖FWf3‖Lp(R) = ∞ for every 1  p < ∞. If W > 0 is
irrational, then the infinite series reduces to the term for k = 0 and it follows that ‖FWf3 −
f3‖Lp(R) = ‖ sinc2(Wt)‖Lp(R) =W−1/p‖ sinc2 ‖Lp(R).
Since we have seen above that τr (f3; δ;M(R))p = ∞ for every δ > 0 and 1 p < ∞,
Dryanov’s error estimates (1.8) for the function f3 would read,
∞∞, if W > 0, W ∈ Q,
W−1/p
∥∥sinc2∥∥
Lp(R)
∞, if W > 0, W ∈ R \ Q.
Example 38. (Cf. Fig. 2.) As a fourth application consider the piecewise continuous func-
tion
f4(t) :=
{1, t = 0,
k−2, t = k ∈ Z \ {0},
0, otherwise,
which belongs to Ωp for each 1 p <∞. The sampling series (SWf4)(t) can be given in
a closed form. For W > 0 irrational one obviously has (SWf4)(t) = sincWt , t ∈ R. Now
assume W =m/n ∈ Q, m,n ∈ N with m,n relatively prime. If t/n= j ∈ Z, then
(Sm/nf4)(t)= f4(jn)=
{
1, j = 0,
(jn)−2, j ∈ Z \ {0}.
Otherwise, the sampling series can be rewritten as
(Sm/nf4)(t)=
∞∑
k=−∞
f4
(
kn
m
)
sinc
(
mt
n
− k
)
=
∞∑
j=−∞
f4(jn) sinc
(
mt
n
− jm
)
= sinc
(
mt
n
)
+
∞∑
j=1
1
(jn)2
{
sinc
(
mt
n
− jm
)
+ sinc
(
mt
n
+ jm
)}
= sinc
(
mt
n
)
+
∞∑ 1
(jn)2
sin
(
πmt
n
){
(−1)jm
π(mt
n
− jm) +
(−1)jm
π(mt
n
+ jm)
}
j=1
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= sinc
(
mt
n
){
1 − 2t
2
n4
∞∑
j=1
(−1)jm
j2(j2 − ( t
n
)2)
}
.
Using the representations
∞∑
j=1
(−1)jm
j2(j2 − x2) =
{ 1
2x
−4 − π26 x−2 − π2 x−3 cot(πx), m even,
1
2x
−4 + π212 x−2 − π2 x−3 1sin(πx) , m odd,
(cf. (6.1.116) and (6.1.118) in [19, p. 109]) for the latter infinite series, one finally obtains
(Sm/nf4)(t)= sinc
(
mt
n
)

(
1 − 1
t2
+ π23n2 +
π cot( πt
n
)
nt
)
, m even,(
1 − 1
t2
+ π26n2 + πnt sin( πt
n
)
)
, m odd.
(7.1)
Concerning the Lp(R)-norm of SWf4, 1 <p <∞, an upper bound can be easily deduced
from the series representation, namely,
‖SWf4‖Lp(R) 
∞∑
k=−∞
∣∣∣∣f4
(
k
W
)∣∣∣∣∥∥sinc(Wt − k)∥∥Lp(R)
=
∞∑
k=−∞
∣∣∣∣f4
(
k
W
)∣∣∣∣W−1/p‖ sinc‖Lp(R)

∞∑
j=−∞
∣∣f4(j)∣∣W−1/p‖ sinc‖Lp(R)

(
1 + 2
∞∑ 1
j2
)
W−1/p‖ sinc‖Lp(R)j=1
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(
1 + π
2
3
)
W−1/p‖ sinc‖Lp(R) (W > 0).
This yields the error estimate,
‖SWf4 − f4‖Lp(R) 
(
1 + π
2
3
)
W−1/p‖ sinc‖Lp(R) =O
(
W−1/p
)
(W → ∞).
Furthermore, the order of approximation O(W−1/p) cannot be improved because for irra-
tional W > 0 there holds ‖SWf4 − f4‖Lp(R) = ‖ sinc(Wt)‖Lp(R) =W−1/p‖ sinc‖Lp(R).
As to the τ -modulus of the function f4, one has similarly as for the function f1,
ωr
(
f4, x; δ;M(R)
)=


(
r
r0
)
, |x| rδ2 ,
1
j2
(
r
r0
)
, |x − j | rδ2 , j ∈ Z \ {0},
0, otherwise,
for 0 < δ < 2/r , and r0 = r/2 . Thus one obtains for 1 p <∞,
τr
(
f4; δ;M(R)
)
p
=
{∣∣∣∣
(
r
r0
)∣∣∣∣
p
rδ +
∞∑
j=−∞
j =0
∣∣∣∣ 1j2
(
r
r0
)∣∣∣∣
p
rδ
}1/p
=
(
r
r0
)
r1/p
{
1 + 2
∞∑
j=1
1
j2p
}1/p
δ1/p (0 < δ < 2/r).
Thus τr(f4; δ;M(R))p =O(δ1/p) for δ → 0+, which is in accordance with the order of
approximation in ‖SWf4 − f4‖Lp(R) =O(W−1/p) for W → ∞.
Example 39. (Cf. Fig. 3.) Let us modify the foregoing example by considering the function
f5(t) :=
{
k−2, t = k ∈ N,
0, otherwise.
An upper bound for the norm ‖SWf5‖Lp(R) and the approximation error ‖SWf5 −f5‖Lp(R)
can be deduced in exactly the same manner as for SWf4 to yield for 1 < p <∞ and W > 0,
‖SWf5 − f5‖Lp(R) = ‖SWf5‖Lp(R) 
∞∑
j=1
1
j2
W−1/p‖ sinc‖Lp(R)
= π
2
6
W−1/p‖ sinc‖Lp(R). (7.2)
In order to show that this estimate is best possible we choose W = m ∈ N. Then the sam-
pling series takes the form
(Smf5)(t)=
∞∑
k=−∞
f5
(
k
m
)
sinc(mt − k)=
∞∑
j=1
1
j2
sinc(mt −mj)
for k = jm ∈ N. The norm can be estimated from below in terms of
C. Bardaro et al. / J. Math. Anal. Appl. 316 (2006) 269–306 303Fig. 3. Graphs of the sampling series SWf5 for W = 10 and W = 30 (solid lines), both evaluated by means of
their truncated series with 50 terms. The dotted lines show the function g(t) := 1/t2 for t  1.
‖SWf5‖Lp(R) 
∥∥sinc(mt)∥∥
Lp(R)
−
∞∑
j=2
1
j2
∥∥sinc(mt −mj)∥∥
Lp(R)
=m−1/p‖ sinc‖Lp(R) −
(
π2
6
− 1
)
m−1/p‖ sinc‖Lp(R)
=
(
2 − π
2
6
)
m−1/p‖ sinc‖Lp(R) (m ∈ N; 1 <p <∞).
Since (2 − π2/6) ≈ 0.3 > 0 this estimate shows that the order W−1/p in (7.2) cannot
be improved.
As to the τ -modulus, one deduces along the same lines as for f4 that τr (f5; δ;M(R))p =
O(δ1/p) for δ → 0+, which is in accordance with the order of approximation given by
Theorem 32.
Example 40. (Cf. Fig. 4.) Our final example will show that the condition f ∈ Rloc in the
approximate sampling theorem (Corollary 33) cannot be dropped without making any other
additional assumption. To this end, first consider the function
f6(t)=
{
1, 0 t  1,
0, otherwise.
It follows immediately from Corollary 33 that its sampling series
(SWf6)(t)=
∑
0kW
f6
(
k
W
)
sinc(Wt − k)=
∑
0kW
sinc(Wt − k)
converges in Lp-norm towards f6. This in turn implies
lim ‖SWf6‖Lp(R) = ‖f6‖Lp(R) = 1 (1 <p <∞). (7.3)
W→∞
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Now, let f7 define Dirichlet’s function on [0,1], which is not Riemann integrable, given by
f7(t)=
{
1, t ∈ Q ∩ [0,1],
0, otherwise.
Thus f7 ∈ Ωp with ‖f7‖Lp(R) = 0, 1  p < ∞, but f7 /∈ Rloc. Concerning convergence,
one has for rational W > 0 that f7(k/W)= 1 for 0 k W , thus
(SWf7)(t)=
∑
0kW
f7
(
k
W
)
sinc(Wt − k)=
∑
0kW
sinc(Wt − k)= (SWf6)(t)
(t ∈ R).
This implies
lim
W→∞
W∈Q
‖SWf7 − f7‖Lp(R) = lim
W→∞
W∈Q
‖SWf6‖Lp(R) = 1
by (7.3), i.e., one does not have norm convergence for this function.
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continuities of a locally bounded function f has measure zero, then f is locally Riemann
integrable and we would have norm convergence in view of Corollary 33.
The foregoing examples and applications reveal the wide applicability of the approach
presented in this paper. Whereas Fang’s approach also contains error estimates, not covered
in [25], these are in terms of the classical Lp-modulus of continuity, so that they apply only
to absolutely continuous functions and not to discontinuous ones. The latter was made pos-
sible by employing the τ -modulus of continuity (cf. Definition 2). Precisely this modulus
enables one to handle discontinuous functions, which is also more natural when dealing
with convergence in Lp-norm. Moreover, Fang’s class of admissible functions has been
enlarged from Ωp to Λp; instead of the de La Vallée Poussin means he employed Fejer’s
convolution integral for Lp .
In particular, Examples 35 and 40 show that the class Λp is weaker than Ωp , and that
condition Rloc cannot be neglected, respectively. Example 36 reveals that our results can
even be applied to functions which consist of just one point (being zero elsewhere), but
that they are invalid for L1-space. Example 37 tells us that condition f ∈ Λp cannot be
weakened to f ∈ Lp(R)—our theory cannot be put to use to the example in question. Ex-
amples 38 and 39 present functions which belong to Ωp , thus have a decreasing majorant;
so our theory can indeed be utilized.
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