Introduction
The problem to establish the "optimum" transformation or its parameters between two geodetical networks (coordinate systems) which preserves some of their special features is still an open mathematical problem which we can find in geodesy.
One of the transformation most often used is the linear conform transformationHelmert transformation-which is the composition of three simple ones: the shift, the rotation and changing of the scale. If we denote the coordinates of the "important"-the so called identical-points in the first system by η I,i = (x i , y i ) and in the second by η II,i = (X i , Y i ) , i = 1, . . . , n, then this transformation can be written in the following way:
(1.1) η II,i = ϕ 1 ϕ 2 + ϕ 3 , ϕ 4 −ϕ 4 , ϕ 3 η I,i , i = 1, . . . , n, where ϕ 1 , ϕ 2 , ϕ 3 and ϕ 4 are the parameters of this transformation. Measurement by any apparatus is naturally influenced by its random error. This fact makes determining these parameters difficult and changes an at first sight deterministic problem into a more complicated stochastic one. Now the problem can be formulated as determining the optimum parameters within the following linear regression model with nonlinear constraints-see [3] : 
Model with constraints of type II
Due to the nonlinearity of the constraints it is not possible to determine the optimum estimators-in this paper we mean the best linear unbiased ones (BLUEs)-of the unknown parameters δβ 1 and δβ 2 within the model (1.2). That is why it is necessary (by neglecting the quadratic term ω (δβ1,δβ2) ) to make its linearization and turn it in that way into the so called linear regression model with constraints of type II:
Theorem 2.1. Let us consider the model (2.1), where Y is a k 1 -dimensional observation vector, β 1 ∈ " k1 and β 2 ∈ " k2 are unknown parameters, Σ is a known positive definite matrix, b ∈ " q is a known vector
and B 1 and B 2 are known matrices satisfying
Then within this model the BLUEs of the estimators δβ 1 and δβ 2 are
the covariance matrix of these estimators is
where
In the previous theorem we have used the following statements for general matrices C, X: The nonlinear (quadratic) term in the constraints of the model (1.2) depends on the choice of the approximation β 0 = (β 1,0 , β 2,0 ) of the accurate values of the unknown estimated parameters β = (β 1 , β 2 ) , or better to say it depends on their mutual (and of course also unknown) difference δβ = (δβ 1 , δβ 2 ) . That is why naturally the biases of the given estimators (2.2) are also functions of these differences as will be shown in the theorems below.
From now on let us suppose that the approximation β 0 was chosen such that b = 0 in the constraints of the model (1.2).
To derive the biases of the estimators (2.2) we have to rewrite the model (1.2) into a model without constraints. For the sake of simplicity we write ω KB δs ≡ ω(K B1 δs, K B2 δs). Theorem 2.2. Model (1.2) is equivalent (up to terms of order 2) to the model without constraints
(B 1 , B 2 )K B = 0 and the relation between δβ and δs is given by
Using this theorem we can prove the assertions of the next theorem which concerns the biases of the estimators (2.2).
Theorem 2.3. Let us consider the model (1.2).
Then the biases of the estimators (2.2) (up to terms of order 2) satisfy
Tω KB δs (2.6)
, Corollary 2.3.5 and Theorem 2.3.14. ! 2.2. The remark "up to terms of order 2" from the preceding theorems has to be understood in the way that the argument in the term ω KBδs has to be more precisely not (K B1 δs, K B2 δs), but (δβ 1 , δβ 2 ). Nonetheless, as the terms of order higher then 2 are beyond our interest and the term ω(δβ 1 , δβ 2 ) is quadratic itself, it is possible to use instead of the correct argument its linear approximation.
Weak nonlinearity
It follows from Remark 1.1 that if we used the approximation β 0 = β (i.e. the unknown actual value) then the bias would naturally equal zero. Moreover it is clear (as the term ω(δβ 1 , δβ 2 ) is quadratic) that the biases decrease when the approximation β 0 tends to the actual value β. On the basis of these facts let us try to formulate some criteria-restrictions on the regions for β 0 or δβ-under which it is possible to justify neglecting of these biases, i.e. to take the estimators (2.2) as practically unbiased even in the nonlinear model (1.2).
The following definition of the so called nonlinearity measures provides an important tool for determining such criteria. 
1. These definitions have arisen from the procedure which is used in the proof of Theorem 3.1 below. Their construction was motivated by the Bates and Watts measures of curvature which have been used in the theory of nonlinear regression models, but is not the same.
Theorem 3.1. Using the Hölder inequality together with the preceding definition we can prove the following implications: 
II,δβ2 (β 0 ) then the bias of the estimator of an arbitrary linear function respectively of δβ 1 or δβ 2 is covered by an ε-multiple of the term which as will be shown represents in some sense the standard error of this linear function. It means that this bias can be considered practically neglectable. In simple words we can say that the bias of the given linear function is "drown" in its dispersion.
Lemma 3.1. It simply follows from Theorem 2.1 that
It is a direct consequence of Theorem 2.1. ! 3.3. As the quadratic forms If we denote
the estimator δβ 1 can be written as (3.5)
Taking into account Theorem 2.3 and the fact that the space " k1 can be decomposed into the sum of two subspaces M([P
we can formulate the following lemma:
] ) : h 1 δβ 1 = 0, which also means that var(h 1 δβ 1 ) = 0;
Assertion easily follows from (3.5) and Theorem 2.3.
Corollary 3.1. It follows from the preceding lemma that every estimator h 1 δβ 1 of the linear function h 1 δβ 1 can be written as the sum of the estimator h 1,1 δβ 1 which estimates with no bias the parameter h 1,1 δβ 1 and the estimator h 1,2 δβ 1 which is identically equal to zero vector (but as the estimator of the parameter h 1,2 δβ 1 it is biased!).
On the basis of Theorem 3.1 we can formulate the regions of δβ 1 which make the bias of linear functions of the estimator δβ 1 neglectable in the previously mentioned sense. :
:
are called the linearization regions for b 1 and b 2 , respectively, in β 0 with respect to δβ 1 .
To define the linearization region with respect to δβ 2 it is necessary to formulate the following lemma. Lemma 3.3. Let M be a symmetric p.d. matrix of the type n×n, and let c ∈ " . Then for all matrices L of the type k × n, r(L) = k we have
Using the fact that the matrix B 2 is of full rank in columns we can simply prove the next lemma: Lemma 3.4. We have
, proof of Theorem 2.3.14.
The matrix [(B 2 )
− m(B1ΣB 1 ) ] B 1 is of the type k 2 × k 1 and its rank is equal to k 2 . Hence using Lemma 3.3 the linearization region with respect to δβ 2 can be defined. 
are called the linearization regions for b 1 and b 2 , respectively, in β 0 with respect to δβ 2 .
So now we know the regions where the vectors δβ 1 a δβ 2 should occur. That is why it is necessary to compare these regions with the ones which delimitate the locus of their real occurrence. If we found out that the regions of real occurrence are covered by the linearization ones it could be considered a strong argument for "practical" unbiasness of the estimators (2.2) even within the nonlinear model (1.2) (Remark 3.2).
It follows from Theorem 2.1 that the random vectors δβ 1 and δβ 2 satisfy
That is why δβ 1 and δβ 2 are covered with probability near to 1 − α by the ellipsoids holds.
Simply said: weak nonlinearity of the model (1.2) with respect to the preceding assertions means that the estimators which were derived from the linearization of this model, i.e. (2.1), can by considered unbiased in some sense even within this nonlinear model. ! 3.4. However, it is important to mention one thing. Definition 3.4 concerns only the comparison of the areas of the given ellipsoids. It would be ideal and correct in the sense of the aim we want to reach (i.e. finding out whether our δβ 1 lies in the linearization region or not) to compare not only their areas but also their positions. But these ellipsoids have not the same center which makes finding some easy criterion for comparison of their positions difficult. That is why Definition 3.4 does not express exactly what we originally wanted. To temper this fact we have formulated the relation (3.8) in this definition as a "sharp" inequality instead of a "simple" one. That is why we can believe that this definition practically ensures the original purpose.
Example
As a model of the identical points let us use the grids of the square whose sides are 300 metres long. In System I we have located this square at the points η I,1 = (100, 100) , η I,2 = (400, 100) , η I,3 = (400, 400) , η I,4 = (100, 400) and in System II, for an easy verification of the results, we have transformed its grids to the points η II,i satisfying the relation
These relations correspond to the Helmert transformation (1.1) with parameters
Let us consider the measurements of the particular grids and also of their coordinates to be independent in both systems. So we can construct the initial estimators of the coordinate vectors, i.e. Y I and Y II , by generating the normally distributed errors with zero mean values and with dispersions σ 2 I and σ 2 II to the grids η I and η II , respectively, i.e.
The transmission of this situation to the model (1.2) and its partial solution is shown in the paper [3] . For the matrices B 1 , B 2 , vector b and the quadratic term ω(δβ 1 , δβ 2 ) see Remark 1.1.
The main aim of the paper [3] has been to compare two algorithms which lead to derivation of estimators of the parameters of the Helmert transformation between two coordinate systems. Namely, standardly used algorithm which unrealistically assumes errorless measurement in the first coordinate system and the algorithm which we consider in this paper, i.e. the algorithm which is based on the linearization of the model (1.2), see Section 2. Within the paper [3] several arguments were found which support the use of the second algorithm. But these arguments represent "only" the empirical point of view.
Therefore, let's try to support the second algorithm not only by simulation but also theoretically. Let us try to show that this is the question of the model with weak nonlinearity and so the linearization we used to obtain the model (2.1) has not any statistically important influence on the bias of the estimators which we are looking for.
The following tables contain the nonlinearity measures (3.1) from Definition 3.1. We have used the actual values of the vectors η I , η II and β 2 , as η I,0 , η II,0 , and β 2,0 . 
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II,δβ1 (β 0 ) σ 
II,δβ2 (β 0 ) σ Using statistical tables we can easily find out that if k 1 = 16 (which is our case) then χ 2 16 (0; 0.95) = 26.30 and so the relation (3.8) holds for all cases mentioned in the previous tables. That is why, according to Definition 3.4, the model (1.2) involves a weak nonlinearity in (η I,0 , η II,0 , β 0 ) and so using linearization is, in the sense we have talked about, correct.
For a check let us verify validity of the relations (3.2) and (3.3). Let us denote:
the biases of the estimators of coordinate vectors of the identical points in both systems, i.e. E(
the bias of the estimators of the transformation parameters, i.e. E(β)
right-hand side of (3.2), i.e. p 1,h1 = ε h 1 Σh 1 , p 2,h2 right-hand side of (3.3), i.e. Table 5 .
Vectors e i and f i were chosen purposefully in their forms as the values e i b 1 and f i b 2 represent now the biases of the i-th components of the estimatorsβ 1 andβ 2 , respectively. The results from these tables expressively show that in all the mentioned cases the relations (3.2) and (3.3) hold, i.e. that the biases of all components of the given estimators are covered by their standard errors or more precisely by their upper estimators.
