Introduction
The Hilbert schemes Hilb n ðC 2 Þ of points on C 2 have a rich geometric structure with many interesting links to representation theory, combinatorics and integrable systems. One reason for this is perhaps that the points of Hilb n ðC 2 Þ admit a few di¤erent algebraic incarnations which underlie the geometric properties of Hilb n ðC 2 Þ. Specifically, the space HilbðC 2 Þ :¼ F nf0
Hilb n ðC 2 Þ parametrizes
(1) the ideals of finite codimension in the polynomial algebra A 0 :¼ C½x; y;
(2) the isomorphism classes of finite-dimensional representations ðV ; i Þ of A 0 with a fixed cyclic vector i A V ; (3) the isomorphism classes of finitely generated rank 1 torsion-free A 0 -modules; (4) the isomorphism classes of rank 1 torsion-free coherent sheaves on P 2 ðCÞ ''framed'' over the line at infinity.
The relations between these objects are well known and almost immediate. Thus, (1) is essentially the definition of (closed) points of HilbðC 2 Þ. The bijection (1) ! (2) is given by taking the quotient M 7 ! A 0 =M modulo a given ideal and letting i be the image of 1 A A 0 in A 0 =M. The inverse map (2) ! (1) is then defined by assigning to a given cyclic module its annihilator in A 0 . The correspondence (1) $ (3) follows from the fact that every f. g. rank 1 torsion-free A 0 -module is isomorphic to a unique ideal of finite codimension in A 0 . Finally, the bijection (3) ! (4) can be constructed geometrically by extending A 0 -modules to coherent sheaves on P 2 , and its inverse by restricting such sheaves via the natural embedding C 2 ,! P 2 .
Now, let us ''quantize'' the a‰ne plane C 2 replacing the commutative polynomial ring A 0 by the first complex Weyl algebra A 1 :¼ Chx; yi=ðxy À yx À 1Þ. One can ask then the natural (though, perhaps, very naïve) question: What happens to the above bijections? At first glance, this question does not make sense since only (3) has a clear analogue for the Weyl algebra. However, following an idea of Le Bruyn [LeB] , we can replace P 2 (or rather, the category CohðP 2 Þ of coherent sheaves on P 2 ) by a quantum projective plane P 2 q and identify a class of objects in CohðP 2 q Þ that are natural analogues (deformations) of (4). As a result, we can extend the bijection (3) $ (4) to the noncommutative case (see [BW2] ).
In this paper we make one step further suggesting what might be a ''quantum analogue'' of a finite-dimensional cyclic representation of A 0 . Our main observation is that the Weyl algebra A 1 does have finite-dimensional modules V , which can be related to its ideals in an essentially canonical way, provided we relax the associativity assumption on the action of A 1 , i.e. assume that ðv:aÞ:b 3 v:ðabÞ for some a; b A A 1 and v A V :
As we will see, such ''non-associative representations'' of A 1 have a natural origin from the point of view of deformation theory. To define them we should think of A 1 not as an associative algebra but as an A y -algebra, and thus work not with (complexes of) A 1 -modules but with A y -modules over A 1 .
To explain this idea we return for a moment to the commutative case. By definition, a cyclic representation of A 0 is an A 0 -module V generated by a single vector i A V . Giving a pair ðV ; i Þ is then equivalent to giving a surjective A 0 -linear map A 0 ! V , 1 7 ! i, which, in turn, can be written as a two-term complex of A 0 -modules 0 ! A 0 ! V ! 0: ð1:1Þ Now, for any associative algebra A there is a natural (''interpretation'') functor ComðAÞ ! Mod y ðAÞ from the category of complexes of A-modules to that of A ymodules1) over A. This functor is faithful, but neither full nor surjective: in other words, ComðAÞ can be viewed as a subcategory of Mod y ðAÞ, but Mod y ðAÞ has more objects and more morphisms than ComðAÞ.
If we deform now A 0 to A 1 via the family of algebras A h :¼ Chx; yi=ðxy À yx À hÞ, the complex (1.1) with 0 < dimðV Þ < y does not admit deformations in ComðA h Þ (as A h has no non-trivial finite-dimensional modules except for h ¼ 0). However, it can be deformed naturally within the larger categories Mod y ðA h Þ. The resulting A y -module K can still be represented by a two-term complex of vector spaces 0 ! K 0 ! K 1 ! 0, with K 1 being finite-dimensional, but the action of A h on K will not be strictly associative. Letting h ¼ 1 and restricting to K 1 , we get thus a finite-dimensional ''non-associative representation'' of A 1 . We will characterize such representations (or rather, the corresponding A ymodules) axiomatically and relate them to the rank 1 torsion-free right modules (ideals) of A 1 .
In the commutative case, the ideal (class) of A 0 corresponding to a cyclic representation ðV ; i Þ is determined by cohomology of the complex (1.1). For the Weyl algebra, 1) We will review the definition and basic properties of A y -modules in Section 2. the relation is now similar: every ideal M of A 1 embeds in the corresponding K as A ymodule, and this embedding is a quasi-isomorphism in Mod y ðA 1 Þ. Thus, relative to M, the A y -module K plays the role of a certain resolution in Mod y ðA 1 Þ whose properties resemble the properties of minimal resolutions (envelopes) in classical homological algebra. We will therefore refer to K as an A y -envelope of M.
In view of non-associativity, the action of x and y of A 1 on the A y -module K ¼ K 0 l K 1 is not subject to the canonical commutation relation. Instead, when restricted to K 1 , the corresponding endomorphisms X and Y satisfy the ''rank-one'' condition: rkð½X ; Y þ IdÞ ¼ 1. We will show that K can be uniquely reconstructed from the data ðK 1 ; X ; Y Þ up to strict isomorphism. Thus we establish a bijection between the set M of strict isomorphism classes of A y -envelopes and the disjoint union C of the CalogeroMoser varieties C n (see the definition below). On the other hand, an object of Mod y ðA 1 Þ satisfying the axioms of A y -envelopes is uniquely determined by its cohomology which, in turn, is given by a rank 1 torsion-free A 1 -module. Hence, we have also a bijection M $ R, where R is the set of isomorphism classes of (right) ideals of A 1 . Combining these last two bijections, we arrive at the Calogero-Moser correspondence R $ C, which gives a geometric classification of ideals of A 1 .
The correspondence R $ C was first proved in [BW1] by combining some earlier results of Cannings-Holland [CH] and Wilson [W] . Two other proofs using the methods of noncommutative projective geometry and representation theory of quivers can be found in [BW2] and in the appendix to [BW2] . All three proofs are fairly involved and indirect, especially in contrast with elementary arguments in the commutative case. A proof given in this paper results from our attempt to extend those arguments to the noncommutative case. As an indication of this attempt being worth-while, we mention a simple formula for the Calogero-Moser map o : C ! R, which appears naturally in our approach but seems to be missing (or implicit) in earlier papers2).
First, we recall that the variety C n can be defined as a quotient of the space of matrices fðX ; Y ; i; j Þ : X ; Y A EndðC n Þ, i A HomðC; C n Þ, j A HomðC n ; CÞg satisfying the equation ½X ; Y þ Id n ¼ i j modulo a natural action of GL n ðCÞ (see [W] ). Now, given a point ½ðX ; Y ; i; j Þ of C n , we claim that the class of R corresponding to it under the bijection o can be represented by the (fractional) ideal
where k is given by the expression 1 À jðY À yÞ À1 ðX À xÞ À1 i in the quotient skew-field of A 1 . Surprisingly, in the commutative case, there seems to be no analogue of such an explicit presentation of ideals.
A few words about the organization of this paper: it consists of nine sections, each starting with a brief introduction. There is also an appendix containing an alternative (geometric) construction of A y -envelopes. In the last section we discuss the question of 2) Actually, this formula is a ''noncommutative version'' of a remarkable formula of G. Wilson for the rational Baker function of the KP hierarchy (see [W] ). It can be deduced by comparing the results of [BW2] and [W] (see Notes in [BW3] , p. 116).
functoriality of the Calogero-Moser correspondence which was originally our motivation for the present work. As often happens, we have not clarified it completely, but we hope some more details will appear elsewhere. 
A T -modules and morphisms
In this section we review the definition of A y -modules and their homomorphisms. These concepts can be defined naturally over an arbitrary A y -algebra (see [Ka] , [K1] ). However, in the present paper we deal mostly with usual associative algebras and thus we restrict our discussion below to this special case.
2.1. A T -modules. Let A be a unital associative algebra over a field k. In what follows we will often think of A as being Z-graded with single nonzero component
equipped with a sequence of homogeneous multilinear operations m n : K n A nðnÀ1Þ ! K; n f 1:
These operations are subject to the following conditions. First, m 1 : K ! K has degree þ1 and satisfies the equation
Thus, K is a complex of vector spaces with di¤erential m 1 .
Second, m 2 : K n A ! K has degree 0 and commutes with m 1 :
Thus, m 2 may be thought of as an action of A on the complex ðK; m 1 Þ. This action, however, need not be associative. The corresponding associativity diagram for all x A K and a; b A A.
In general, the maps m n have degree 2 À n and satisfy the following algebraic relations (called the strong homotopy relations): Since A is a unital algebra it is natural to work with unital A y -modules: thus, in addition to (2.4), we will assume that m 2 ðx; 1Þ ¼ x and m n ðx; . . . ; 1; . . .
Observe that if m n 1 0 for all n f 3 then m 2 is associative, and ðK; m 1 ; m 2 Þ can be identified with a usual complex of (right) A-modules. Moreover, if K has only finitely many (say, N) nonzero components, all being in non-negative degrees, then we have m n 1 0 for n > N þ 1, because degðm n Þ ¼ 2 À n. This does not mean, however, that any choice of linear maps ðm 1 ; m 2 ; . . . ; m N Þ satisfying the first N equations of (2.4) extends to an A y -structure on K. In general, the higher homotopy relations impose certain obstructions; we will need the following easy result showing that no such obstructions arise in the special case of complexes with two components.
be a two-term complex of vector spaces equipped with a surjective di¤erential m 1 and operations m 2 and m 3 satisfying (2.2) and (2.3). Then the triple ðm 1 ; m 2 ; m 3 Þ extends to a (unique) structure of A y -module on K.
Proof. Since K has nonzero components only in degrees 0 and 1 we have m n 1 0 for all n f 4. It remains to check that the sequence of maps ðm 1 ; m 2 ; m 3 ; 0; 0; . . .Þ satisfies the relations (2.4). These relations hold automatically for n > 4, while for n ¼ 4 we have the apparent compatibility condition:
uniquely determines m 3 in terms of m 1 and m 2 , and (2.9) is easily seen to be an algebraic consequence of (2.6) and (2.7). r 2.2. Morphisms of A T -modules. A morphism f : K ! L between two A y -modules over A is defined by a sequence of homogeneous linear maps
which are subject to the following conditions.
First, f 1 : K ! L has degree 0 and commutes with di¤erentials on K and L: 
commutes only ''up to homotopy'' to be specified by the next component of f .
Thus, f 2 : K n A ! L is a map of degree À1 satisfying the relation
for all x A K and a A A.
In general, the maps f n have degree 1 À n and satisfy some infinite system of algebraic relations similar to (2.4) (see [K2] , (6.9)).
If both K and L have at most N nonzero components (located in non-negative degrees), then f n 1 0 for all n > N þ 1. Not any pair of linear maps ð f 1 ; f 2 Þ satisfying (2.10) and (2.11) extends, in general, to an A y -morphism. However, as in the case of structure maps (cf. Lemma 1), the following result shows that no obstructions arise for extending morphisms between two-term complexes.
Lemma 2. Let K and L be A y -modules having nonzero components only in degrees 0 and 1. Assume that m
Then any pair of linear maps ð f 1 ; f 2 Þ satisfying (2.10) and (2.11) extends to a unique morphism f : K ! L of A y -modules.
Proof. The uniqueness is obvious, since we have f n 1 0 for n f 3 by degree considerations. We need only to check that the sequence of maps ð f 1 ; f 2 ; 0; 0; . . .Þ satisfies the higher homotopy relations, provided its first two components satisfy (2.10) and (2.11). For n f 4, these relations hold trivially, while for n ¼ 3 we get the compatibility condition (cf. [K2] , (6.9), n ¼ 3):
Again, in view of surjectivity of m 1 , (2.17) is equivalent to (2.16). r
The A y -morphisms f : K ! L with f n 1 0 for all n f 2 are called strict. In view of (2.11), f being strict implies that f 1 is A-linear. Thus, if K and L are usual complexes of Amodules, strict A y -morphisms K ! L can be identified with usual morphisms of complexes. More generally, working with arbitrary A y -modules, we will assume the identity morphisms to be strict.
2.3. The category of A T -modules. The (right unital) A y -modules over A with (nonstrict) A y -morphisms form a category which we denote Mod y ðAÞ. Since the usual complexes of modules over A can be regarded as A y -modules (with higher operations m n , n f 3, vanishing) and the usual maps of such complexes can be identified with strict A ymorphisms, the category ComðAÞ can be interpreted as a subcategory of Mod y ðAÞ. Note, however, being faithful, such an ''interpretation'' functor 1 : ComðAÞ ! Mod y ðAÞ is neither full nor surjective: the category Mod y ðAÞ has more objects and more morphisms than ComðAÞ.
Assigning to an A y -module K its cohomology H n ðKÞ (with respect to the di¤erential m 1 ) and to an A y -morphism f : We call a morphism f : K ! L a quasi-isomorphism in Mod y ðAÞ (in short, an A yquasi-isomorphism) if the maps H n ð f Þ : H n ðKÞ G H n ðLÞ are isomorphisms in ModðAÞ for all n A Z. As in the classical case, the derived category D y ðAÞ of A y -modules can now be defined by universally localizing Mod y ðAÞ at the class of all A y -quasi-isomorphisms. This notion, however, turns out to be ''redundant'' as the following important result, due to Keller (see [K1] ), shows.
Theorem 1. The canonical functor 1 : ComðAÞ ! Mod y ðAÞ descends to an embedding Dð1Þ : DðAÞ ! D y ðAÞ, which is an equivalence of (triangulated ) categories.
Remark. In [K1] the category D y ðAÞ includes nonunital modules and thus, strictly speaking, it is larger than the one we introduced above. In this nonunital setting the functor Dð1Þ is fully faithful but not surjective: the (essential) image of Dð1Þ consists of A y -modules which are unital at the cohomology level.
A T -envelopes
Theorem 1 shows that passing from usual (complexes of) modules to A y -modules over A does not yield new quasi-isomorphism classes. However, since D y ðAÞ has more objects than DðAÞ, this does yield new representatives of such classes. Being A y -modules, such representatives come equipped with higher homotopy products, and these can be used to construct new algebraic invariants of A-modules.
In this section we illustrate this general principle by looking at (probably) the simplest nontrivial example: the rank one torsion-free modules over the Weyl algebra A 1 . Such modules are isomorphic to ideals of A 1 and hence are all projective (but not free). The classical (abelian) homological algebra fails to produce any invariants that would allow one to distinguish such modules up to isomorphism. However, as we will see below, such invariants-the Calogero-Moser matrices-can be introduced via certain A y -modules representing ideals in D y ðA 1 Þ. The properties of these A y -modules somewhat resemble the properties of minimal resolutions (injective envelopes), and thus we term them the A y -envelopes of our ideals.
3.1. Axioms. From now on, we assume k to be an algebraically closed field of characteristic zero, and let A ¼ A 1 ðkÞ denote the first Weyl algebra over k. We fix, once and for all, two canonical generators x and y of A satisfying xy À yx ¼ 1, and thus we distinguish two polynomial subalgebras k½x and k½y in A.
Let M be a rank 1 finitely generated torsion-free module over A. Using the canonical embedding ModðAÞ ! Mod y ðAÞ, we will regard M as an object of Mod y ðAÞ (so that m M n 1 0 for n 3 2 and m M 2 is the given action of A on M). A few informal comments on these axioms may be relevant.
1. Since M is a 0-complex, the quasi-isomorphism r is strict, and hence A-linear. Moreover, since K has only two components, r induces an isomorphism of A-modules: M ! @ H 0 ðKÞ ¼ Kerðm 1 Þ, and the map m 1 : K 0 ! K 1 is surjective3). Now, M has only trivial (A-linear) automorphisms, i.e. Aut A ðMÞ ¼ k Â . Hence, being strict, the A y -morphism r is determined uniquely (up to a constant factor) by its target K. Thus, we may (and often will) refer to K, rather than r, as an A y -envelope of M. See also Lemma 5 below.
2. The axiom (3.2) suggests to think of K 0 as a ''free module of rank 1'' over A, though with A acting non-associatively. Then, being a finite quotient of K 0 , K 1 might be regarded as (a non-associative analogue of) a ''finite-dimensional cyclic representation'' of A. Proposition 1 below justifies in part this interpretation. These could be interpreted by saying that the elements of k½x act associatively on K when written ''on the left'', while the elements of k½y act associatively when written ''on the right'', i.e.
3) The surjectivity of m 1 is also a formal consequence of axiom (3.1) as the latter implies dim Cokerðm 1 Þ < y while A has no nontrivial finite-dimensional modules. [N] , Lemma 2.9) implies then j 1 0. r Thus, if A ¼ k½x; y, an A y -module K satisfying the axioms of Definition 1 can be identified with a usual complex of A-modules, K 0 being isomorphic to the free module of rank 1 and K 1 being a finite-dimensional cyclic representation of A. As mentioned in the Introduction, the latter corresponds canonically to a point of the Hilbert scheme Hilb n ðA
Returning now to the Weyl algebra, we will see that the points of the Calogero-Moser varieties C n arise from A y -envelopes in a similar manner.
3.2. The Calogero-Moser matrices. Let K be an A y -module satisfying the axioms (3.1)-(3.5). Denote by X , Y (resp., X , Y ) the action of the canonical generators of A on K 0 (resp., K 1 ), i.e. In view of (2.2) we have
Now the axiom (3.5) yields a k-linear functional j on K 1 such that
Combining j and the cyclic vector i A K 0 (see (3.2)) with di¤erential on K we define
Lemma 3. The data introduced above satisfy the equations
Indeed, in view of (3.9) and surjectivity of m 1 , the second equation in (3.12) is a consequence of the first, while the first follows formally from (3.4) and (3.5): 
Thus, given an A y -envelope K, the quadruple ðX ; Y ; i; j Þ represents a point of the Calogero-Moser variety C n , where n ¼ dim K 1 . Conversely, given a quadruple ðX ; Y ; i; j Þ satisfying (3.12), we will show now how to construct an associated A y -envelope.
3.3. From Calogero-Moser matrices to A T -envelopes. Let R :¼ khx; yi be the free algebra on two generators. Denote by t : R ! R, a 7 ! a t , the canonical anti-involution acting identically on x and y. (Thus,
) Given a quadruple ðX ; Y ; i; j Þ representing a point of C n , we introduce the linear functional e : R ! k; aðx; yÞ 7 ! ja t ðX ; Y Þi; ð3:13Þ and define the right action of R on k n by aðx; yÞ 7 ! a t ðX ; Y Þ A End k ðk n Þ. By [W] , Lemma 1.3, k n becomes then a cyclic (in fact, irreducible) module over R with cyclic generator i. We denote this module by K 1 and write m : R ! K 1 for the R-module homomorphism sending 1 7 ! i. More explicitly, we have m : aðx; yÞ 7 ! a t ðX ; Y Þi and hence the equality e ¼ jm.
Next, we form the following right ideal in the algebra R
where w :¼ xy À yx À 1 A R, and let K 0 :¼ R=J. Clearly, K 0 is a cyclic right module over R whose generator ½1 J we denote by i.
Note that both maps e and m factor through the canonical projection R ! ! R=J, thus defining a linear functional j : K 0 ! k and an R-module epimorphism m 1 : K 0 ! ! K 1 respectively. Indeed, since e ¼ jm it su‰ces to check that m vanishes on J, and that is an easy consequence of our definitions:
Now, we have obviously i ¼ m 1 ðiÞ and j ¼ jm 1 . Moreover, if we let X and Y denote the endomorphisms of K 0 coming from the action of x and y in R then
and hence the relation XY À YX þ Id ¼ ij.
Summing up, we have constructed a complex of vector spaces
together with linear data ðX ; Y ; i; jÞ and ðX ; Y ; i; j Þ satisfying (3.9), (3.11) and (3.12). Clearly, assigning ðX ; X Þ and ðY ; Y Þ to the canonical generators of A does not make K a complex of A-modules. However, this does define an action of A on K ''up to homotopy''. More precisely, we have Lemma 4. The assignment x 7 ! ½ðX ; X Þ and y 7 ! ½ðY ; Y Þ extends to a well-defined a l g e b r a homomorphism a : A ! End HðkÞ ðKÞ opp ; ð3:15Þ
where HðkÞ denotes the homotopy category of ComðkÞ.
Remark. Given an algebra map (3.15), we say that A acts homotopically on the complex K and refer to ðK; aÞ as a (right) homotopy module over A (cf. [K2] ).
Proof. We need only to check that ½x; y acts on K by an endomorphism homotopic to the identity map. This is an easy consequence of (3.12). Indeed,
Now, the required homotopy h :
Let p : End ComðkÞ ðKÞ opp ! End HðkÞ ðKÞ opp be the canonical projection assigning to an endomorphism of K its homotopy class. Thus, p is an algebra map with KerðpÞ consisting of null-homotopic endomorphisms. Now, to make a homotopy module ðK; aÞ a unital A y -module over A it su‰ces to choose a linear lifting Indeed, given such a lifting, we can define
where o : A n A ! End ComðkÞ ðKÞ opp denotes the ''curvature'' of the map % which measures its deviation from being a ring homomorphism (see [Q1] ): oða; bÞ :¼ %ðabÞ À %ðbÞ%ðaÞ; a; b A A: ð3:18Þ Note, in view of (3.16), oða; bÞ A KerðpÞ for all a; b A A. Hence oða; bÞ is null-homotopic and therefore induces the zero map on cohomology of K. Since in our case H 0 ðKÞ ¼ Kerðm 1 Þ, we see that o 0 ða; bÞ : K 0 ! K 0 vanishes on Kerðm 1 Þ and thus induces naturally a linear map o 0 ða; bÞm
This justifies the definition of m 3 in (3.17).
It is now a trivial exercise to check that the maps (3.17) satisfy the first three defining relations (2.1)-(2.3) of A y -modules. Since K is a two-term complex with surjective m 1 , Lemma 1 guarantees then that K is a genuine A y -module over A. Moreover, K is unital due to the last condition in (3.16). Thus, we need only to find a specific lifting that would verify the axioms (3.2)-(3.5).
There is an obvious choice for such a lifting: namely, we may define % by
Then, choosing the monomials fx k y m g as a linear basis in A, we have
where ½x k y m J denotes the residue class of x k y m A R modulo J. Such residue classes are all linearly independent and span R=J as a vector space. Hence, m 0 2 ði; ÀÞ : A ! K 0 ¼ R=J is a vector space isomorphism as required by (3.2). The conditions (3.3)-(3.5) are verified at once by computing the ''curvature'' of (3.19) and substituting the result in (3.17): for example,
and hence m 3 ðv; y; xÞ ¼ jðvÞi for all v A K 1 .
Thus, starting with Calogero-Moser data ðX ; Y ; i; j Þ, we have constructed an A ymodule K that satisfies the axioms of Definition 1. It remains only to show that K represents a rank 1 torsion-free A-module in D y ðAÞ.
Lemma 5. If K A Mod y ðAÞ satisfies (3.1)-(3.5) then H 0 ðKÞ is a finitely generated rank 1 torsion-free module over A.
Proof. Fix some standard increasing filtration on A, say
A n =A nÀ1 G k½x; y. With isomorphism (3.2) we can transfer this filtration on the complex K: more precisely, we set K
A n Þ for each n f 0. Now, using the relations (3.12) it is easy to see that m 2 ðK n ; A m Þ L K nþm for all n; m f 0. Hence, the A y -structure on K descends to the associated graded complex grðKÞ :¼ L nf0 K n =K nÀ1 making it an A y -module over grðAÞ. Relative to grðAÞ, this module satisfies the same axioms (3.1)-(3.5) as K, and hence by Proposition 1, it must be a genuine complex of grðAÞ-modules. In particular, we have grðK 0 Þ G grðAÞ (as grðAÞ-modules). Putting now on H 0 ðKÞ ¼ Kerðm 1 Þ L K 0 the induced filtration and passing to the associated graded level we see that gr H 0 ðKÞ is a f. g. rank 1 torsion-free module over grðAÞ (as it canonically embeds in grðK 0 Þ). By standard filtration arguments all the above properties lift to H 0 ðKÞ. Hence H 0 ðKÞ is a f. g. rank 1 torsion-free module over A. r
Envelopes vs. resolutions
In this section we show how to construct some explicit representatives of (the isomorphism class of) a module M from its A y -envelope M ! r K. The key idea is to relate K to a minimal injective resolution of M.
Thus, let e : M ! E be a minimal injective resolution of M in ModðAÞ. This has length one, i.e. E ¼ ½0 ! E 0 ! m 1 E 1 ! 0, and is uniquely determined (by M) up to isomorphism in ComðAÞ. When regarded as an object in Mod y ðAÞ, E represents the same quasiisomorphism class as K. It is therefore natural to find a quasi-isomorphism that ''embeds'' K in E. Indeed, if K were a genuine complex of A-modules, such an embedding would always exist in ComðAÞ and would be unique and canonical by injectivity of E. In our situation, however, no strict quasi-isomorphism in Mod y ðAÞ maps r to e (unless M is free). Instead, we will construct two ''partially strict'' quasi-isomorphisms g x : K ! E and g y : K ! E, the first being linear with respect to the action of k½x and the second with respect to the action of k½y. As we will see, such maps are unique and defined canonically (depending only on the choice of generators x and y of the algebra A). What seems remarkable is that both g x and g y can be expressed explicitly in terms of the CalogeroMoser matrices. Identifying then E 0 with Q (the quotient field of A) and restricting our maps to the cohomology of K we will get two distinguished representatives of M as fractional ideals in Q.
Before stating our main theorem we notice that any A y -morphism g : K ! E has at most two nonzero components: with a slight abuse of notation, we will write these in the form g 1 : K ! E; ðu; vÞ 7 ! À g 1 ðuÞ; g 1 ðvÞ Á ;
Theorem 2. Let r : M ! K be an A y -envelope of M, and let e : M ! E be a minimal injective resolution of M in ModðAÞ.
(a) There is a unique pair ðg x ; g y Þ of A y -quasi-isomorphisms making the diagram 2. The formulas (4.5) and (4.6) define the maps D km x; y : K 1 ! Q for m; k f 0, which could be written more accurately as follows:
where Id :¼ Id K 1 , ðX À x IdÞ Ã A End k ðK 1 Þ n A denotes the classical adjoint of the matrix X À x Id and j n 1 : K 1 n A ! A is defined naturally by v n a 7 ! jðvÞa.
3. The dot in the right-hand sides of (4.3) and (4.4) denotes the (right) action of A on E. Even though D km x; y ðvÞ A Q, these formulas make sense since both components of E are injective (and hence divisible) modules over A. Now we proceed to the proof of Theorem 2. We will describe in detail only the map g x writing it simply as g. Repeating a similar construction for g y is a (trivial) exercise which we will leave to the reader.
First, observe that (3.6) implies m 3 ðv; k½x; k½xÞ 1 0, and thus allows us to treat K as a usual complex of k½x-modules (via the embedding k½x ,! A). Being strict, the quasi-isomorphism r : M ! K is k½x-linear, and hence can also be regarded as a quasiisomorphism in Modðk½xÞ. Now, since A is projective (in fact, free) as k½x-module, every injective over A is automatically injective over k½x (see [CE] , Prop. 6.2a, p. 31). Hence, e : M ! E extends to a k½x-linear morphism g 1 :
commutes in Comðk½xÞ. We claim that such an extension is unique. Indeed, if g
Þ by exactness of the first row of (4.9). So the di¤erence d :¼ g
Lemma 6. The map g 1 : K ! E extends to a unique quasi-isomomorphism of A ymodules over A.
Proof. According to Lemma 2, it su‰ces to show the existence of a map
satisfying the conditions (cf. (2.14) and (2.15))
Since m 1 is surjective, (4.11) is a consequence of (4.10) and commutativity of the diagram (4.9). On the other hand, to satisfy (4.10) we need only to show
Á a for all u A Kerðm 1 Þ; ð4:12Þ and this again follows easily from the diagram (4.9). Indeed, since the first row is exact, we have u ¼ rðmÞ for some m A M whenever u A Kerðm 1 Þ, and in that case
. Thus, we can simply define g 2 by the formula
which makes sense due to (4.12). The uniqueness of g 2 is obvious. r Clearly, the A y -morphism given by Lemma 6 satisfies the conditions on g x of Theorem 2(a): in fact, g being k½x-linear means
On the other hand, if an A y -morphism g : K ! E satisfies g 2 ðv; xÞ ¼ 0, Ev A K 1 , then (4.14) holds automatically. This is immediate by induction from (4.10) and the axiom (3.3). Thus, the uniqueness of g x follows again from Lemma 6. This finishes the proof of Part (a) of the theorem.
To prove Part (b) we start with the identity g 3 ¼ 0 which holds automatically once the existence of the A y -morphism g is established. As in Lemma 2, we will regard this identity as an equation on g 1 and g 2 . Taking into account that m 3 1 0 on E, we can write it in the form (cf. (2.16)): which is exactly the second formula of (4.3); the first one follows now from (4.10):
A similar calculation (with roles of x and y interchanged) leads to formulas (4.4).
The relation (4.7) can be deduced from (4.3) and (4.4) as follows. First, we observe that ðg x Þ 1 ¼ ðg y Þ 1 on ImðrÞ, which is immediate in view of commutativity of the diagram (4.1). Now, by the Hamilton-Cayley theorem, the polynomial pðxÞ :¼ detðX À xÞ acts triv-
and therefore pðX Þi A Kerðm 1 Þ ¼ ImðrÞ. Thus, we have
By (4.3), the left-hand side of (4.21) is i x Á pðxÞ. On the other hand, (4.4) together with the identity pðX Þv ¼ 0 yields
Now, since E 0 is a torsion-free A-module, the equation (4.21) implies (4.7). This finishes the proof of Theorem 2.
As an application of Theorem 2, we can describe the cohomology of an A y -envelope in terms of its Calogero-Moser data. Corollary 1. Let K A Mod y ðAÞ be an A y -envelope of M, and let ðX ; Y ; i; j Þ be the Calogero-Moser data associated with K. Then, M is isomorphic to each of the following ( fractional) ideals
where k A Q is given by formula (4.8).
Remark. It is easy to see that M x and M y are the ''distinguished representatives'' of (the isomorphism class of) M in the sense of [BW2] (see loc. cit., Section 5.1).
Proof. Recall that an injective envelope of a rank one torsion-free module over a Noetherian domain is isomorphic to its quotient field (see, e.g. [B] , Exemple 1, p. 20).
Thus, if E is a minimal injective resolution of M, and g : K ! E is one of the maps constructed in Theorem 2, there is a (unique) A-module isomorphism E 0 ! @ Q sending g 1 ðiÞ A E 0 to 1 A Q. Using this isomorphism we can identify E 0 with Q and compute the image of H 0 ðKÞ ¼ Kerðm 1 Þ under g 1 with the help of Theorem 2. As a result, for g ¼ g x we will get the ideal M x , and for g ¼ g y the ideal M y . We will consider only g ¼ g x leaving, as usual, g y to the reader.
Let pðxÞ :¼ detðX À xÞ and qðyÞ :¼ detðY À yÞ. Then, pðX Þi A Kerðm 1 Þ by (4.20), and similarly qðY Þi A Kerðm 1 Þ. We claim that these elements generate Kerðm 1 Þ as Amodule. Indeed, the submodule m
Þ has finite codimension in K 0 , and hence a fortiori in Kerðm 1 Þ. But the latter is a genuine A-module and therefore cannot have proper submodules of finite codimension. It follows that
Thus, it su‰ces to compute the images of pðX Þi and qðY Þi under g 1 . Such a computation has already been done in the proof of Theorem 2: the image of pðX Þi is given by i x Á pðxÞ, and
where w :¼ 1 þ jðX À xÞ À1 ðY À yÞ À1 i A Q. Using (3.12), it is easy to check that wk ¼ 1 in Q, so the right-hand side of (4.25) is precisely M x . r
Uniqueness
The aim of this section is to prove the uniqueness of A y -envelopes. As we will see, this should be understood in the strong sense: to wit, given M, its A y -envelope is defined uniquely up to unique strict isomorphism. The key result here (Theorem 3) establishes an equivalence between di¤erent types of isomorphisms of A y -envelopes, and it is perhaps the most important consequence of our axiomatics.
Before stating this theorem, we introduce some numerical invariants to distinguish between di¤erent A y -envelopes. Specifically, keeping the notation of Section 3.2 we associate to an A y -module K the linear form l : A ! k; lðaÞ :¼ jm Equivalently, l can be defined by its values on the basis of monomials in A:
and thus is determined by the double-indexed sequence of scalars fl lk : k; l f 0g.
Theorem 3. Let K andK K be two A y -modules satisfying (3.1)-(3.5). Then the following are equivalent:
(d) K andK K determine the same functionals (5.1), i.e. l ¼l l.
Proof. The implications (a) ) (b) ) (c) are obvious. It su‰ces only to show that (c) ) (d) and (d) ) (a).
If K satisfies (3.1)-(3.5) then H 0 ðKÞ is a f. g. rank 1 torsion-free A-module (see Lemma 5). By Corollary 1, H 0 ðKÞ is then isomorphic to the fractional ideals M x and M y which are related by M y ¼ kM x (see (4.22), (4.23)). The element k A Q is given by the formula (4.8). Developing the right-hand side of (4.8) into the formal series:
ð5:3Þ
we notice that the coe‰cients of (5.3) are precisely the numbers (5.2). Now, it is easy to see (cf. [BW2] , Lemma 5.1) that k is uniquely determined, up to a constant factor, by the isomorphism class of H 0 ðKÞ. Hence, if K andK K are quasi-isomorphic A y -modules, we havek k ¼ c Á k for some c A k. Comparing the coe‰cients of (5.3) yields at once c ¼ 1 and l l lk ¼ l lk for all l; k f 0. Thus, we conclude (c) ) (d). Now, assuming (d) we construct a strict isomorphism f : K !K K. By definition, f is given by two components:
In view of (3.2), there is an obvious candidate for the first one: namely, we can define f 0 by the commutative diagram 
we have at once N þÑ N ¼Ñ N, and therefore N LÑ N. On the other hand, using (3.12) we find 
which follows easily by induction from (3.12). Hence
On the other hand, In view of (5.2) the latter conditions are equivalent to (d). Thus, if (d) holds, the map f 0 is A-linear and induces a strict isomorphism f : K !K K, implying (a). This finishes the proof of Theorem 3. r
The uniqueness of A y -envelopes is an easy consequence of Theorem 3.
Corollary 2. Let r : M ! K andr r : M !K K be two A y -envelopes in the sense of Definition 1. Then there is a unique s t r i c t isomorphism of A y -modules f : K !K K such that r r ¼ f r in Mod y ðAÞ. Thus, an A y -envelope of M is determined uniquely up to (unique) strict isomorphism.
Proof. Once M is fixed, the quasi-isomorphism r : M ! K is uniquely determined by K to a (nonzero) scalar factor (see remarks following Definition 1). Hence, it su‰ces to have any strict isomorphism f : K !K K in Mod y ðAÞ: multiplying f by an appropriate factor we can always achiever r ¼ f r. Now, the existence of such an isomorphism is guaranteed by implication (c) ) (a) of Theorem 3. The uniqueness is clear for the di¤erence of any two strict morphisms satisfyingr r ¼ f r vanishes obviously on ImðrÞ and induces an A-linear map K 1 !K K 0 which is also zero by torsion considerations. r
Existence
In this section we give two di¤erent constructions of A y -envelopes4). The first construction refines an elementary treatment of ideals in [BW2] and can be described in a nutshell as follows. Given a rank one torsion-free A-module M, one cannot embed M in A as a submodule of finite codimension. However, as shown in [BW2] , there are two di¤erent embeddings M ,! A, one being a map of k½x-modules and the other of k½y-modules, which do have finite cokernels of the same dimension. Using these embeddings, we construct two complexes of vector spaces, each quasi-isomorphic to M, but on which the algebra A does not act in the usual (strict) sense. It turns out, however, that these complexes can be ''glued'' together by a natural linear isomorphism, and on the resulting complex one can define a weak, homotopic action of A. As in Section 3.3, this last action can then be enriched to a full structure of A y -module giving an A y -envelope of M.
The second construction is also elementary, but it involves a priori no distinguished realization of M in A. Instead, we use an inductive procedure which somewhat resembles the construction of minimal models (semi-free resolutions) in rational homotopy theory (see [FHT] ). As in the case of minimal models, this procedure is far from being canonical-it involves a lot of choices-but the uniqueness of Section 5 guarantees that the result is independent of any choices.
We start with formulating the main theorem of this section.
Theorem 4. Every finitely generated rank 1 torsion-free module over A has an A yenvelope in Mod y ðAÞ satisfying the axioms of Definition 1.
6.1. The first construction. As shown in [BW2] , Section 5.1, the isomorphism class of each rank 1 torsion-free module in ModðAÞ contains a pair of fractional ideals M x and M y , which are uniquely characterized by a list of properties and, in particular, such that M x H kðxÞ½y and M y H kðyÞ½x. Despite being fractional, these ideals can be embedded in A with the help of the following maps: where ''þ'' means taking the polynomial part of the corresponding rational function. As in [BW2] , we write r x and r y for the restrictions of these maps to M x and M y respectively and 4) Another, more geometric but less elementary, construction is given in the Appendix. denote by V x :¼ A=r x ðM x Þ and V y :¼ A=r y ðM y Þ the corresponding cokernels. In this way we get two complexes of vector spaces
together with quasi-isomorphisms r x : M x ! K x and r y : M y ! K y . By definition, r x is k½y-linear and r y is k½x-linear with respect to the natural (right) multiplication-actions. Hence, K x can be viewed as a complex of k½y-modules and K y as a complex of k½x-modules. Note, however, that neither on K x nor on K y the full algebra A acts. Now, since M x G M y as (right) A-modules, there is an element k A Q, unique up to a constant factor, such that M y ¼ kM x . We can naturally extend k to an isomorphism of complexes F : K x ! K y making commutative the diagram
To do this we need some extra notation. First, we denote by kðxÞðyÞ (resp., kðyÞðxÞ) the subspace of Q spanned by elements of the form f ðxÞgðyÞ (resp., gðyÞ f ðxÞ) with f ðxÞ A kðxÞ and gðyÞ A kðyÞ. Next, we extend (6.1) and (6.2) to these subspaces. More precisely, we define the four linear maps: kðxÞðyÞ kðyÞðxÞ r r x r r y r r x r r y ð6:4Þ k½xðyÞ kðxÞ½y kðyÞ½x k½yðxÞ where the accents indicate ''on which side'' the polynomial part is taken. For example, r r x : kðxÞðyÞ ! k½xðyÞ is given by f ðxÞgðyÞ 7 ! f ðxÞ þ gðyÞ. Now, given a triple ðM x ; M y ; kÞ as above, we define f : A ! A by fðaÞ :¼ r r y r r x ðk Á aÞ; a A A: ð6:5Þ Note that (6.5) makes sense since k A kðyÞðxÞ and kðyÞðxÞ is closed in Q under the right (and left) multiplication by elements of A.
Lemma 7.
(1) f extends k through r x , i.e. f r x ¼ r y k.
(2) f is invertible with f À1 : A ! A given by f À1 ðaÞ ¼ r r x r r y ðk À1 Á aÞ.
(3) We have fðaÞ ¼ a whenever a A k½x or a A k½y.
Remark. In [BW2] the map f is denoted by F and defined by a di¤erent formula (cf. [BW2] , (5.4)). Lemma 7(1) implies that the two definitions in fact coincide.
Proof. Denote by kðxÞ À H kðxÞ (resp., kðyÞ À H kðyÞ) the subspace of functions vanishing at infinity, so that kðxÞ ¼ k½x l kðxÞ À (resp., kðyÞ ¼ k½y l kðyÞ À ). Then we can extend our earlier notation writing, for example, kðyÞ À ðxÞ À for the subspace of kðyÞðxÞ spanned by all elements f ðyÞgðxÞ with f ðyÞ A kðyÞ À and gðxÞ A kðxÞ À . With this notation, it is easy to see that k A 1 þ kðyÞ À ðxÞ À and k À1 A 1 þ kðxÞ À ðyÞ À (cf. [BW2] , Proposition 5.2(iii)).
(1) Since M x H kðxÞ½y, r x ðmÞ À m A kðxÞ À ½y ¼ k½yðxÞ À for any m A M x . Hence k Á r x ðmÞ À k Á m A kðyÞðxÞ À and therefore r r x À k Á r x ðmÞ Á ¼ r r x ðk Á mÞ. On the other hand, if m A M x then k Á m A M y H kðyÞ½x and r r x ðk Á mÞ ¼ k Á m. Combining these together, we get r r y r r x À k Á r x ðmÞ Á ¼ r r y ðk Á mÞ ¼ r y ðk Á mÞ, which is equivalent to (1).
(2) It follows trivially from (6.5) that r r y r r In view of Lemma 7, f induces naturally the isomorphism of quotient spaces f : V x ! V y , and hence the isomorphism of complexes F : K x ! K y . We can use F to identify K x and K y and transfer the algebraic structure from one complex to another. More precisely, we set K :¼ K x , i.e. K 0 :¼ A and K 1 :¼ V x , and denote by m 1 : K 0 ! K 1 the canonical projection. Next, we fix the ''cyclic'' vectors: Proposition 2. The endomorphisms (6.9) and (6.10) satisfy the equations
Proof. It su‰ces to show that
Indeed, if (6.11) holds we may simply define jðaÞ :¼ ðXY À YX Þa þ a satisfying the first equation of Proposition 2. By Lemma 7(1), it is then easy to see that jðaÞ ¼ 0 on Imðr x Þ, and since Imðr x Þ ¼ Kerðm 1 Þ the second equation follows from the first. Now, to prove (6.11) we start with equation (6.7) which is equivalent to k À1 Á fðaÞ À a A kðxÞ À ðyÞ þ kðxÞðyÞ À ¼ k½yðxÞ À þ kðxÞðyÞ À :
Multiplying this by x on the right, we get
whence the inclusion r r x r r y
By Lemma 7(2), this can be written as f À1 À fðaÞ Á x Á À a Á x A k½y, or equivalently X ðaÞ À a Á x A k½y for all a A A: ð6:12Þ Now, using (6.12), we observe
Arguing as above, we can show then that Y 0 ðaÞ À a Á y A k½x for all a A A, which, in turn, yields the inclusion
It follows now that fð½X ; Y a þ aÞ ¼ ½X 0 ; Y 0 fðaÞ þ fðaÞ A k½x, and therefore ½X ; Y a þ a A f À1 ðk½xÞ: ð6:14Þ By Lemma 7(3), f À1 ðk½xÞ ¼ k½x, so comparing (6.13) and (6.14), we see that ½X ; Y a þ a A k½y X k½x ¼ k as claimed in (6.11). r By Proposition 2, the complex K together with linear data ðX ; Y ; i; jÞ and ðX ; Y ; i; j Þ satisfies the conditions (3.11) and (3.12), and hence by Lemma 4, defines a homotopy module over A. Using the lifting (3.19) we can now refine K into an A y -module as in Section 3.3. The corresponding structure maps (3.17) satisfy the conditions (3.3)-(3.5) automatically. The finiteness axiom (3.1) follows from [BW2] , Prop. 5.2, and, with our identification 
This finishes our first construction of A y -envelopes.
6.2. The second construction. In this section A stands, as usual, for the Weyl algebra and A 0 for the commutative polynomial ring k½x; y in variables x and y. We fix the lexicographic order on monomials of A and A 0 setting
Given an element a A A (resp., a A A 0 ), we write sðaÞ A A (resp., sðaÞ A A 0 ) for the initial (¼ greatest) term of a with respect to this order, and abbreviate ''l.t.'' for the lower terms a À sðaÞ. As an A 0 -module, I is free and generated by some monomial, which we denote i. Next, we extend (somewhat arbitrarily) the endomorphisms X and Y from M 0 to I by letting Xa :¼ x:a and Ya :¼ y:a for all monomials a ¼ x k y l A I nM 0 . The resulting maps still satisfy the properties Xa ¼ x:a þ l:t: and Ya ¼ y:a þ l:t: for any a A I ; ð6:17Þ and, as xy À yx ¼ 1, the following relation
Also, in view of (6.17), the elements Y l X k ðiÞ with k; l f 0 form a linear basis in I .
The above data satisfy the assumptions of the following proposition which is crucial for our construction of A y -envelopes.
Proposition 3. Let I be a rank 1 free A 0 -module with generator i and induced order 0 (as defined above). Let M 0 be a subspace of I , stable under a pair of linear endomorphisms X ; Y A End k ðI Þ, satisfying (6.16), (6.17) and (6.18). Then there is another pair X ; Y A End k ðI Þ that agrees with the given one on M 0 , satisfies the properties (6.17), (6.18) and, in addition,
Assuming (for the moment) that Proposition 3 is true, we complete our construction of an A y -envelope of M. To this end, let K :
and m 1 given by the canonical quotient map. Equip K 0 with endomorphisms X and Y (granted by the above proposition) and define a functional j :
As m 1 is surjective, these maps induce linear maps X , Y and j on K 1 satisfying (3.9), (3.11) and (3.12). Thus, we obtain a complex K of vector spaces with ðX ; Y ; i; jÞ and ðX ; Y ; i; j Þ, satisfying (3.12), and a quasiisomorphism r : M ,! K satisfying (6.15). As shown in Section 3.3, these data determine an A y -envelope of M. Now we turn to the proof of Proposition 3. We will do this in two steps: first, we will ''modify'' X to achieve the inclusion Imð½X ; Y þ IdÞ L k½x:i; ð6:20Þ then we will ''modify'' Y to achieve (6.19). The first step is described by the following lemma. Note that the condition (b) below guarantees that the ''modification'' ðX ; Y Þ c ðX þ X 0 ; Y Þ preserves (6.17).
Lemma 8. Under the assumptions of Proposition 3, there is X
Proof. Since M 0 is a subspace of finite codimension in I , invariant under the action of Y , there is a filtration on I :
If a j A k are the eigenvalues of the maps induced by Y on the quotients M j =M jÀ1 , we have
Now, we will construct X 0 A End k ðI Þ by setting X 0 1 0 on M 0 and defining X 0 ðv j Þ successively for j ¼ 1; 2; . . . ; n. At each step, we will verify that
Clearly, the last condition of Lemma 8 follows from (6.22).
Suppose that we have already defined X 0 on M jÀ1 , and it satisfies the condition (b) of the lemma. (This is obviously the case for j ¼ 1.) A trivial calculation then shows
where m jÀ1 A M jÀ1 is defined by (6.21) and X 0 ðv j Þ has yet to be defined.
By our induction assumption, the expression ð½X ; Y þ IdÞv j þ X 0 ðm jÀ1 Þ is already defined, and we denote it by u. The right-hand side of (6.23) then becomes u À ðY À a j ÞX 0 ðv j Þ. Now, to satisfy (6.22), it su‰ces to find a A I such that u À ðY À a j Þa A k½x:i. To this end, using (6.17), one can show easily that every u A I can be written as u ¼ ðY À a j Þa þ b for some a A I and b A k½x:i: ð6:24Þ
we take a A I as in (6.24) and let X 0 ðv j Þ :¼ a. Then (6.22) follows from (6.23).
Finally, we check that the condition (b) holds on each filtration component M j . By induction assumption, we have X 0 ðm jÀ1 Þ 0 x:m jÀ1 ¼ ðxyÞ:v j þ l:t:; whence
Furthermore, it follows from (6.17) that ð½X ; Y þ IdÞv j 0 ðxyÞ:v j . Thus we have u 0 ðxyÞ:v j . On the other hand, (6.24) implies that u ¼ y:a þ l:t: Combining these last two facts, we see that X 0 ðv j Þ ¼ a 0 x:v j . So, if the condition (b) holds on M jÀ1 , then it holds also on M j ¼ M jÀ1 l k:v j . This completes the induction and the proof of our lemma. r Now, assuming (6.20), we will ''modify'' Y c Y þ Y 0 so that the new endomorphisms ðX ; Y Þ satisfy (6.19). Again, the condition (b) of Lemma 9 below will guarantee that (6.17) remains true after such a ''modification.'' Lemma 9. In addition to the assumptions of Proposition 3, suppose that X , Y satisfy
Proof. We will argue as in the proof of Lemma 8. We start by fixing a filtra-
stable under the action of X and such that dim k ðM j =M jÀ1 Þ ¼ 1 for each j ¼ 1; 2; . . . ; n. Then we choose w 1 ; w 2 ; . . . ; w n A I so that M j ¼ M jÀ1 l k:w j and define the elements
. . . ; n; ð6:25Þ where b j A k are the eigenvalues of the maps induced by X on the quotients M j =M jÀ1 .
Next, setting Y 0 1 0 on M 0 , we will define Y 0 ðw j Þ successively for j ¼ 1; 2; . . . ; n, so that Y 0 ðw j Þ A k½x:i and
Suppose that Y 0 is already defined on M jÀ1 and Y 0 ðmÞ A k½x:i for all m A M jÀ1 . (This is obviously true for j ¼ 1.) Then, using (6.25), we can write
Note that in view of (6.20), ð½X ; Y þ IdÞw j A k½x:i, and Y 0 ðm jÀ1 Þ A k½x:i by our induction assumption. Hence u :
The right-hand side of (6.27) then becomes u þ ðX À b j ÞY 0 ðw j Þ. So, given u A k½x:i, it su‰ces to show that there exists a A k½x:i such that u þ ðX À b j Þa A k:i. But this follows easily from (6.17). Taking such an element a for u ¼ ð½X ; Y þ IdÞw j À Y 0 ðm jÀ1 Þ and letting Y 0 ðw j Þ :¼ a, we get (6.26) as a consequence of (6.27). This finishes the induction and the proof of the lemma, as well as the proof of Proposition 3. r
The Calogero-Moser correspondence
Let M be the set of strict isomorphism classes of A y -modules satisfying the axioms (3.1)-(3.5). In this section we establish two natural bijections between M and (a) the set R of isomorphism classes of (right) ideals in A, (b) the (disjoint) union C of Calogero-Moser spaces C n , n f 0. Combining these bijections we then recover the one-one correspondence Proof. All the maps have already been defined (implicitly) in the previous sections.
First, y 1 is given by the constructions of Section 6 which assigns to an ideal M its A yenvelope M ! r K. Since passing from M to an isomorphic module results only in changing the quasi-isomorphism r (not K), this indeed gives a well-defined map from R to M.
Second, o 1 is defined by taking cohomology of A y -modules: ½K 7 ! ½H 0 ðKÞ. By Lemma 5, this makes sense since H 0 ðKÞ is a f. g. rank 1 torsion-free module over A and hence its isomorphism class is indeed in R. With this definition the equation o 1 y 1 ¼ Id R is obvious while y 1 o 1 ¼ Id M follows immediately from Theorem 3. The maps y 1 and o 1 are thus mutually inverse bijections.
Third, in Section 3.2 we have shown how to obtain the Calogero-Moser data from an A y -module K satisfying (3.1)-(3.5). Specifically, we associate to K the pair of endomorphisms ðX ; Y Þ arising from the action of x and y on K 1 together with a cyclic vector i A K 1 and a covector j : K 1 ! k (see (3.10), (3.11)). By Lemma 3, these satisfy the relation ½X ; Y þ Id K 1 ¼ i j and hence represent a point in C. A strict isomorphism of A y -modules commutes with the action of A and hence transforms the quadruple ðX ; Y ; i; j Þ into an equivalent one. Thus, strictly isomorphic A y -modules yield one and the same point in C, and we get a well-defined map y 2 : M ! C.
Fourth, in Section 3.3, starting with Calogero-Moser data ðX ; Y ; i; j Þ we construct an A y -module K that satisfy (3.1)-(3.5). If we replace now ðX ; Y ; i; j Þ by equivalent data, then the functional (3.13) remains the same, and hence so do the ideal (3.14) and the R-module K 0 . On the other hand, the di¤erential m 1 gets changed to gm 1 . As a result, we obtain an A y -moduleK K strictly isomorphic to K, the isomorphism K !K K being given by ðId K 0 ; gÞ. Thus, the construction of Section 3.3 yields a well-defined map o 2 : C ! M.
Finally, it remains to see that o 2 and y 2 are mutually inverse bijections. First of all, the composition y 2 o 2 being the identity on C is an immediate consequence of definitions. On the other hand, o 2 y 2 ¼ Id M can be deduced from Theorem 3. Indeed, if we start with an A y -module K and letK K represent the class o 2 y 2 ½K then K andK K have equivalent finite-dimensional data ðX ; Y ; i; j Þ, and hence, in view of (5.2), determine the same functionals (5.1). It follows now from (the implication (d) ) (a) of) Theorem 3 that ½K K ¼ ½K in M. r Combined with Corollary 1, Theorem 5 leads to an explicit description of ideals of A in terms of Calogero-Moser matrices.
Corollary 3. The map o : C ! R assigns to a point of C represented by ðX ; Y ; i; j Þ the isomorphism class of the fractional ideals
where k is given by (4.8).
DG-envelopes
The most interesting feature of the Calogero-Moser correspondence is its equivariance with respect to the Weyl algebra automorphism group G. Both in [BW1] and [BW2] , this result was proved in a rather sophisticated and roundabout way. The main problem was that the bijection R ! C was defined in [BW1] , [BW2] indirectly, by passing through a third space5), and the action of G on that space was di‰cult to describe. Unfortunately, our Theorem 5 has the same disadvantage: the axiomatics of A y -envelopes (specifically, the axioms (3.3)-(3.5)) are not invariant under the action of G, and thus it is not obvious how G acts on M. In this section we resolve this problem in a simple and natural way. The key idea inspired by [Q2] is to replace A by its DG-algebra extension A and work with DG-modules over A instead of A y -modules over A.
8.1. Axioms. Let A denote the graded associative algebra I l R having two nonzero components: the free algebra R ¼ khx; yi in degree 0 and the (two-sided) ideal I :¼ RwR in degree À1. The di¤erential on A is defined by the natural inclusion d : I ,! R (so that dw ¼ xy À yx À 1 A R and da 1 0 for all a A R). Regarding R and A as DG-algebras (with single component in degree 0) we have two DG-algebra maps: the canonical inclusion i : R ! A and projection h : A ! A. The latter is a quasi-isomorphism of complexes which we can interpret, following [Q2] , as a ''length one resolution'' of A in the category of associative DG-algebras. Now, if DGModðAÞ is the category of (right unital) DG-modules over A we have two restriction functors i Ã : DGModðAÞ ! ComðRÞ and h Ã : ComðAÞ ! DGModðAÞ, each being an exact embedding. We may (and often will) identify the domains of these functors with their images, thus thinking of ComðAÞ as a full subcategory of DGModðAÞ and DGModðAÞ as a subcategory of ComðRÞ. Note that, under the first identification, a DG-module L A DGModðAÞ belongs to ComðAÞ if and only if the element w A A acts trivially on L.
Let M be, as usual, a rank 1 finitely generated torsion-free module over A.
is a DG-module with two nonzero components (in degrees 0 and 1) satisfying the conditions:
Finiteness:
5) Namely, the adelic Grassmannian Gr ad in [BW1] and the moduli spaces of rank 1 torsion-free sheaves over a noncommutative P 2 in [BW2] .
Existence of a cyclic vector: L 0 is a cyclic R-module with cyclic vector i. ð8:2Þ
where L:w denotes the action of w on L.
The following properties are almost immediate from the above definition.
1. The di¤erential on L is given by a surjective R-linear map:
L being surjective follows from (8.1) (and the fact that A has no nontrivial finitedimensional modules); d L commuting with action of R is a consequence of the Leibniz rule. Together with (8.2) these two properties imply that L 1 is a cyclic R-module generated
2. Being of negative degree in A, the element w acts trivially on 
while the second by di¤erentiating (8.4):
3. Define e : R ! k by a 7 ! jði:aÞ (cf. (3.13)) so that i:ðawÞ ¼ eðaÞi for all a A R. Differentiating then the identity i:aw ¼ 0 yields i:½aðxy À yx À 1Þ þ eðaÞ ¼ 0; Ea A R:
Hence the multiplication-action map R ! L 0 , a 7 ! i:a, factors through the canonical projection R ! ! R=J, where J :¼ P (cf. (3.14) ). We claim that the resulting map f : R=J ! L 0 is an isomorphism of R-modules: ð8:6Þ Indeed, in view of (8.2), f is surjective. On the other hand, by the Snake Lemma, the kernel of f coincides with the kernel of the natural map: Kerðd L fÞ ! Kerðd L Þ. Since both Kerðd L fÞ and Kerðd L Þ are rank 1 torsion-free A-modules, the last map is injective, and hence so is f.
Theorem 6. Every rank 1 torsion-free A-module has a DG-envelope in DGModðAÞ satisfying the axioms of Definition 2.
Proof. We define a DG-module L together with quasi-isomorphism q : M ! L by reinterpreting the construction of Section 6. We let K x (see (6.3)) be the underlying complex for L, but instead of giving K x the structure of a homotopy module over A, we make it a DG-module over A. Specifically, using the notation (6.8)-(6.10), we define the action of 
The sums in (8.9) and (8.10) run over all r : 1 e r e n À 1 and all integer decompositions If we apply this construction in the situation of Lemma 10 (for f ¼ 2) and take into account that DGModðAÞ is naturally a subcategory of Mod y ðAÞ, we get a faithful functor 2 Ã : DGModðAÞ ! Mod y ðAÞ transforming DG-modules over A to A y -modules over A. Using this functor, we can state the precise relation between A y -and DG-envelopes.
Theorem 7. Let % : A ! R be given by
The corresponding restriction functor 2 Ã : DGModðAÞ ! Mod y ðAÞ gives an equivalence between the full subcategory of DGModðAÞ consisting of DG-modules that satisfy Definition 2 and the subcategory of A y -modules with s t r i c t morphisms satisfying Definition 1. Under this equivalence a DG-envelope q : M ! L of M transforms to its A y -envelope
Proof. First, using (8.9) we compute the structure maps on K :¼ 2 Ã L when L has only two nonzero components (in degrees 0 and 1):
x A K; ð8:12Þ m 2 ðx; aÞ ¼ x:2 1 ðaÞ;
x A K; a A A; ð8:13Þ m 3 ðx; a; bÞ ¼ x:2 2 ða; bÞ; x A K; a; b A A; ð8:14Þ and m n 1 0 for all n f 4. Next, we observe that if % is given by (8.11) then oðx; x k y m Þ ¼ oðx k y m ; yÞ ¼ 0 for all k; m f 0, and oðy; xÞ ¼ xy À yx À 1. As o ¼ d2 2 (see Lemma 10) and d : I ! R is injective, this implies 2 2 ðx; aÞ ¼ 2 2 ða; yÞ ¼ 0; Ea A A; and 2 2 ðy; xÞ ¼ w: ð8:15Þ Looking now at (8.14) we see that (3.3) and (3.4) hold automatically for K, while (3.5) follows from (8.3).
To verify (3.2), we factor m 2 ði; ÀÞ : A ! K 0 , a 7 ! i:%ðaÞ (see (8.13)) as
where f is the quotient of the multiplication-action map R ! L 0 , a 7 ! i:a. If % is defined by (8.11) then the composition of the first two arrows is obviously an isomorphism. On the other hand, if L satisfies Definition 2 (specifically, H 0 ðLÞ is a rank 1 torsion-free A-module) then f is also an isomorphism (see (8.6)), and hence so is m 2 ði; ÀÞ. Finally, the axiom (3.1) is equivalent to (8.1).
Thus, we have shown that 2 Ã takes a DG-envelope of any M (in the sense of Definition 2) to its A y -envelope (in the sense of Definition 1). Moreover, it is clear that every A y -envelope K satisfying (3.1)-(3.5) is strictly isomorphic to one of the form 2 Ã L. Indeed, given such a K we can define L by identifying it with K as (a complex of) vector spaces, and imposing a DG-structure on K as in Theorem 6 (see (8.7)).
It remains to see that 2 Ã transforms DG-morphisms to strict A y -morphisms, and that every strict morphism between A y -envelopes can be obtained in this way. The first statement follows directly from formula (8.10) which simplifies in our case to ð2 Ã jÞ 1 ¼ j 1 , ð2 Ã jÞ 2 ¼ j 2 ðId n %Þ and ð2 Ã jÞ n ¼ 0 for all n f 3. (So if j A DGModðAÞ then j 2 ¼ 0 and hence ð2 Ã jÞ n ¼ 0 for all n f 2.) Conversely, if f : K !K K is a strict morphism of A ymodules in Mod y ðAÞ then f ¼ f 1 commutes both with di¤erentials and the action of x and y. Moreover, we have
; a; bÞ Á (see (2.16)) which is equivalent, in view of (8.14), to f 1 ðvÞ:2 2 ða; bÞ ¼ f 0 À v:2 2 ða; bÞ Á . Letting a ¼ y and b ¼ x and taking into account (8.15) we see that f also commutes with w, and hence with any element of A (as A is generated by x, y, w). This shows that f is indeed a morphism of DG-modules over A, thus finishing the proof of the theorem. r Corollary 4. A DG-envelope of a given module M is determined uniquely, up to unique isomorphism in DGModðAÞ.
Proof. Combine Theorem 7 with Corollary 2. r Corollary 5. There is a natural bijection % Ã between the setM M of isomorphism classes of DG-modules satisfying Definition 2 and the set M of strict isomorphism classes of A ymodules satisfying Definition 1.
Proof. The bijection % Ã is induced by the equivalence of Theorem 7. r 8.3. G-equivariance. Let G be the group of k-linear automorphisms of the free algebra R preserving the commutator xy À yx A R. Every s A G extends uniquely to an automorphisms s of the graded algebra A in such a way thats sd A ¼ d As s. Specifically, s s : A ! A is defined on generators bys sðxÞ ¼ sðxÞ,s sðyÞ ¼ sðyÞ ands sðwÞ ¼ w. Thus, we have an embedding G ,! DGAut k ðAÞ, where DGAut k ðAÞ is the group of all DG-algebra automorphisms of A.
For any s A G there is a natural auto-equivalences s Ã of the category DGModðAÞ given by twisting the (right) action of A bys s À1 . It is obvious thats s Ã preserves the full subcategory of DG-modules satisfying (8.1)-(8.3), and hence we have a natural action of G on the setM M of isomorphism classes of such modules. On the other hand,s s Ã preserves also ModðAÞ (regarded as a subcategory of DGModðAÞ) and, more specifically, the full subcategory of rank 1 torsion-free A-modules in ModðAÞ. This gives an action of G on R. Now, if a quasi-isomorphism q : M ! L satisfies Definition 2 then obviously so does s s Ã q :s s Ã M !s s Ã L. Hence, the mapõ o 1 :M M ! R defined by taking cohomology of DGmodules is G-equivariant. By Theorem 5 and Corollary 5,õ o 1 is a bijection equal to o 1 % Ã ; the inverse mapỹ y 1 :¼õ o It remains to note that G is isomorphic to the automorphism group of the Weyl algebra (see [M-L]) , and the actions of G on R and C defined above are the same as in [BW1] , [BW2] .
Functoriality
The classical (commutative) analogue of the Calogero-Moser correspondence relates the rank 1 torsion-free modules over the polynomial algebra k½x; y to its finite-dimensional cyclic representations. It is easy to see that this relation is functorial, the corresponding functor being the cokernel of the natural transformation M ! M ÃÃ . Such a construction, however, does not generalize immediately to the noncommutative case since, unlike for k½x; y, all rank 1 torsion-free modules over A 1 are projective and hence reflexive (meaning that M G M ÃÃ ). To understand this apparent ''loss of functoriality'' was our original motivation for the present work. We conclude the paper with a few remarks concerning this question. In fact, we give an answer (see Corollary 6 and remarks thereafter), but probably not the answer, as some more subtle questions seem to arise.
Passing to the category of A y -modules reduces the problem of functoriality to that of extension of morphisms. This last problem has a simple solution which can be stated as follows.
Proposition 4. Let r 1 : M 1 ! K 1 and r 2 : M 2 ! K 2 be A y -envelopes of modules M 1 and M 2 respectively. Then every A-module homomorphism f : M 1 ! M 2 extends to a morphismf f : K 1 ! K 2 of A y -modules so that the diagram In view of exactness of j Ã , the sequence (10.10) collapses on the line q ¼ 0 giving the required isomorphisms H n ðX ; j Ã j Ã FÞ G H n ðX ; j Ã FÞ for all n f 0. r 10.3. Envelopes. Now we are in position to formulate conditions underlying the existence of DG-envelopes in the geometric setting.
First, recall that we are working with an algebra A with a fixed set of generators fx 1 ; x 2 ; . . . ; x n g, or equivalently, with an algebra epimorphism h : R ! ! A, where R ¼ khx 1 ; x 2 ; . . . ; x n i. As in Section 8, we form the two-component DG-algebra A ¼ I l R with I ¼ KerðhÞ and di¤erential given by the natural inclusion d : I ,! R. The map h extends then to a quasi-isomorphism of DG-algebras A ! A which we will also denote by h.
Second, we need some finiteness results, and thus, will work with objects F A QcohðX Þ represented by finitely generatedÃ A-modules. These form a full subcategory of QcohðX Þ which, by analogy with the geometric case, is called the category CohðX Þ of coherent sheaves on X . In addition, we assume thatÃ A is Noetherian and satisfies the Artin-Zhang property w (see [AZ] , Definition 3.7): this guarantees that Serre's Finiteness and Vanishing theorems hold for the cohomology of coherent sheaves on X (see [AZ] , Theorem 7.4). Now, let M A ModðAÞ be a finitely generated A-module. We call F A CohðX Þ an extension of M to X if j Ã F ¼ M and i ! F ¼ 07). The following theorem is the main result of this section. has a natural structure of DG-module over A with connecting morphism q (see Proposition 5) giving a quasi-isomorphism M ! L in DGModðAÞ.
Proof. We combine Lemma 11 and Proposition 5 to get the following commutative diagram with exact rows and columns: 
