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Abstract
Suppose a decision maker (DM) has partial information about certain events of a 휎-algebra풜
belonging to a set ℰ and assesses their likelihood through a capacity 푣.When is this information
probabilistic, i.e. compatible with a probability? We consider three notions of compatibility
with a probability in increasing degree of preciseness. The weakest requires the existence of a
probability 푃 on 풜 such that 푃 (퐸) ≥ 푣(퐸) for all 퐸 ∈ ℰ , we then say that 푣 is a probability
minorant. A stronger one is to ask that 푣 be a lower probability, that is the infimum of a
family of probabilities on 풜. The strongest notion of compatibility is for 푣 to be an extendable
probability, i.e. there exists a probability 푃 on 풜 which coincides with 푣 on 풜.
We give necessary and sufficient conditions on 푣 in each case and, when ℰ is finite, we provide
effective algorithms that check them in a finite number of steps.
Keywords: Partial probabilistic information, exact capacity, core, extensions of
set functions.
JEL Classification Number: D81
Domain: Decision Theory
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1 Introduction
Following the pioneering work of von Neumann-Morgenstern [11] and Savage [5],
numerous authors have considered the problem of defining a mathematical frame-
work allowing to model situations of uncertainty. Notably, Dempster [1] and
Shafer [8, 9] have proposed a representation of uncertain environments requiring
a "lower probability" function (Dempster) or "degree of belief" (Shafer). This
belief function is the lower envelope of a family of probabilities which are compat-
ible with the given data. Though it is not additive in general, it is nevertheless a
capacity.
These works have been at the source of the study of the properties of the core
of a capacity. In particular, Shapley [10] has shown that the core of a convex
capacity is not empty and has studied its geometry in detail, giving economic
interpretations of his results.
In this paper, we are interested in the situation of a decision maker (DM) who
considers a set of states of nature Ω and has partial subjective or objective in-
formation about certain events in a subset ℰ of 풜 a 휎-algebra of subsets of Ω. ℰ
will be naturally assumed to contain Ω and ∅ and his assessment of likelihood 푣
to take its values in [0, 1] and satisfy 푣(Ω) = 1 and 푣(∅) = 0.
The aim of this paper is to answer the three following questions:
1) When can 푣 be interpreted as a minorant for some probability 푃 on 풜, that
is when does there exist a probability 푃 on 풜 such that 푃 (퐸) ≥ 푣(퐸) ∀퐸 ∈ ℰ
(i.e. 퐶(푣) ∕= ∅)?
2) When can 푣 be interpreted as a lower probability i.e. when is 푣 the infimum
of family of probabilities on 풜? When this is the case 푣, according to the usual
denomination, will be called exact (i.e. ∀퐸 ∈ ℰ , ∃푃 on 풜 such that 푃 (퐸) = 푣(퐸)
and 푃 ∈ 퐶(푣)).
3) When can 푣 be interpreted as the restriction to ℰ of a given probability on
풜? When this is the case, 푣 will be called an extendable probability on ℰ . By
definition, this means that there exists a probability 푃 on 풜 such that
푃 (퐸) = 푣(퐸) for all 퐸 ∈ ℰ .
One notices that, indeed, these three notions correspond to more and more pre-
cise probabilistic "information" (objective or subjective).
In all the paper, we will assume the natural requirement that 푣 is furthermore
monotone i.e. a capacity. This condition is indeed needed for 푣 to be a lower
probability or else an extendable probability.
We show that Ky Fan’s theorem [4] allows to derive such criteria but, unfortu-
nately, the application of these criteria requires the checking of an infinite number
of conditions, even when the set of states of nature Ω is finite. Using a trick due
to Wolf (see Huber [2]), we then show that it is possible to modify these criteria
in such a way that when ℰ is finite (even if Ω is not) there remains only a finite
number of conditions that can be checked through an effective algorithm in a
finite number of steps.
In section 2, we give the definitions of the main notions needed.
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In section 3, we give preliminary results which will be useful in the sequel.
In section 4, we state the main results of the paper.
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2 Definitions
We first give some definitions that will be used in the sequel.
Definition 2.1 Let Ω be a set. A collection 풜 ⊂ 풫(Ω) is a 휆-system if it
satisfies the following three properties:
1) ∅,Ω ∈ 풜.
2) 퐴,퐵 ∈ 풜, 퐴 ∩퐵 = ∅ ⇒ 퐴 ∪퐵 ∈ 풜.
3) 퐴 ∈ 풜 ⇒ 퐴푐 ∈ 풜.
풜 is an algebra if it satisfies in addition:
4)퐴,퐵 ∈ 풜 ⇒ 퐴 ∩퐵 ∈ 풜.
5) An algebra 풜 is a 휎-algebra if it is closed under denumerable union i.e. if
(퐴푛)푛∈ℕ is a sequence of elements of 풜, then ∪푛∈ℕ퐴푛 ∈ 풜.
Definition 2.2 Let 풜 be an algebra,ℳ풜 will denote the set of finitely additive
set-functions on 풜, i.e. the set of set-functions 휇 such that
휇(퐴∪퐵) = 휇(퐴)+휇(퐵) whenever 퐴∩퐵 = ∅ and 푃풜 ⊂ℳ풜 the set of probabilities
on 풜.
Definition 2.3 The characteristic function of a set 퐴 will be noted 퐴∗.
Definition 2.4 Let Ω be a set and ℰ a subset of 풫(Ω) (in this paper, we will
always assume that ℰ contains ∅ and Ω) the algebra (repectively 휎-algebra) gen-
erated by ℰ is denoted by 풜(ℰ) (respectively 풜휎(ℰ)).
Definition 2.5 Let Ω be a set and ℰ a subset of 풫(Ω) containing ∅ and Ω.
A set function 푣 on ℰ is called a (generalized) capacity if it is monotone i.e.
퐴,퐵 ∈ ℰ 퐴 ⊂ 퐵 ⇒ 푣(퐴) ≤ 푣(퐵), 푣(∅) = 0 and 푣(Ω) = 1.
Definition 2.6 Given a set Ω, an algebra 풜 of subsets of Ω, ℰ ⊂ 풜 and 푣 a
capacity on ℰ , the inner set-function 푣∗ associated with 푣 is defined on 풜 by:
푣∗(퐴) = 푠푢푝 {푣(퐸) ∣ 퐸 ∈ ℰ , 퐸 ⊂ 퐴} .
Definition 2.7 Let 푣 a capacity defined on a subset ℰ of an algebra 풜. The core
of 푣 is defined by:
퐶(푣) = {푃 ∈ 풫풜 ∣ 푃 (퐸) ≥ 푣(퐸) ∀퐸 ∈ ℰ}
(in case there is more than one algebra, we will note 퐶풜(푣) the core of 푣 with
respect to 풜, in order to avoid any risk of confusion).
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Definition 2.8 Let ℰ be a subset of an algebra 풜. A capacity 푣 is said to be a
probability minorant if 퐶(푣) ∕= ∅ i.e. if there exists a probability 푃 on 풜 such
that 푃 ∈ 퐶(푣) i.e. such that 푃 (퐸) ≥ 푣(퐸) for all 퐸 ∈ ℰ .
Definition 2.9 Let ℰ be a subset of an algebra 풜. A capacity 푣 is said to be a
lower probability if 푣 is exact i.e. if for all 퐸 ∈ ℰ , there exists 푃 on 풜 such that
푃 (퐸) = 푣(퐸) and 푃 ∈ 퐶(푣).
Definition 2.10 Let ℰ be a subset of an algebra 풜. A capacity 푣 is said to be an
extendable probability if there exists a probability 푃 on 풜 such that 푃 (퐸) = 푣(퐸)
for all 퐸 ∈ ℰ .
Definition 2.11 A capacity 푣 on an algebra 풜 is said to be convex if whenever
퐴, 퐵 ∈ 풜,
푣(퐴 ∪퐵) + 푣(퐴 ∩퐵) ≥ 푣(퐴) + 푣(퐵).
3 Preliminary results
First we introduce some preliminary results that will be useful in the rest of the
paper.
Lemma 3.1 Let 풜 be an algebra of subsets of a set Ω, ℰ ⊂ 풜 and 푣 a capacity
on ℰ . Then 푣∗ is a capacity on 풜 such that 푣∗(퐸) = 푣(퐸) for all 퐸 ∈ ℰ .
Proof : ★ 푣∗(∅) = 푠푢푝 {푣(퐸) ∣ 퐸 ∈ ℰ , 퐸 ⊂ ∅} = 푣(∅) = 0 by hypothesis.
★ 푣∗(Ω) = 푠푢푝 {푣(퐸) ∣ 퐸 ∈ ℰ , 퐸 ⊂ Ω} = 푣(Ω) = 1 by hypothesis.
★ Let퐴1, 퐴2 ∈ 풜 such that퐴1 ⊂ 퐴2. Since {퐸 ∈ ℰ , 퐸 ⊂ 퐴1} ⊂ {퐸 ∈ ℰ , 퐸 ⊂ 퐴2} ,
푣∗ (퐴1) = 푠푢푝 {푣(퐸) ∣ 퐸 ∈ ℰ , 퐸 ⊂ 퐴1} ≤ 푠푢푝 {푣(퐸) ∣ 퐸 ∈ ℰ , 퐸 ⊂ 퐴2} = 푣∗ (퐴2) .
★ Finally, it is obvious that 푣∗ extends 푣 since 푣 is monotone.
⊓⊔
Lemma 3.2 Let ℰ be a subset of an algebra 풜 on a set Ω and 푣 a capacity
defined on ℰ . Then 퐶(푣) = 퐶(푣∗).
Proof : It is obvious that 퐶(푣∗) ⊂ 퐶(푣), since if 푃 ∈ 퐶(푣∗) and 퐸 ∈ ℰ ,
푃 (퐸) ≥ 푣∗(퐸) ≥ 푣(퐸).
Conversely, if 푃 ∈ 퐶(푣) and 퐴 ∈ 풜. For all 퐸 ∈ ℰ such that 퐸 ⊂ 퐴,
푃 (퐴) ≥ 푃 (퐸) ≥ 푣(퐸), which clearly implies that 푃 (퐴) ≥ 푣∗(퐴).
⊓⊔
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Proposition 3.3 Let 풜 and ℬ be two algebras of subsets of a set Ω such that
ℬ ⊂ 풜, then every probability 푃 on ℬ can be extended into a probability on 풜
and the set of extensions of 푃 to a probability on 풜 is equal to 퐶풜(푃∗).
Proof : Let 푃 be a probability on ℬ and 풬 := {푄 ∈ 풫풜 ∣ 푄∣ℬ = 푃} be the set
of extensions of 푃 to 풜. We want to show that 풬 is non-empty and is equal to
퐶풜 (푃∗) .We first note that 푃∗ is a convex capacity on 풜. Indeed, let 퐴1, 퐴2 ∈ 풜,
we must show that 푃∗ (퐴1) + 푃∗ (퐴2) ≤ 푃∗ (퐴1 ∪ 퐴2) + 푃∗ (퐴1 ∩ 퐴2) .
By the very definition of 푃∗, for all 휖 > 0 we can find 퐵1, 퐵2 ∈ ℬ such that
퐵1 ⊂ 퐴1, 퐵2 ⊂ 퐴2 and 푃∗(퐴1)− 휖 < 푃 (퐵1), 푃∗(퐴2)− 휖 < 푃 (퐵2).
Adding these two inequalities, we obtain
푃∗(퐴1) + 푃∗(퐴2)− 2휖 < 푃 (퐵1) + 푃 (퐵2)
= 푃 (퐵1 ∪퐵2) + 푃 (퐵1 ∩퐵2)
≤ 푃∗(퐴1 ∪ 퐴2) + 푃∗(퐴1 ∩ 퐴2)
Which gives the result since 휖 is arbitrary. Now, since 푃∗ is convex, its core is
non-empty (see Schmeidler (1986) [7]), so that the only thing that remains to be
proved is that 풬 = 퐶풜 (푃∗) .
Let 푄 ∈ 풬 and 퐴 ∈ 풜. Since, for every 퐵 ∈ ℬ such that 퐵 ⊂ 퐴, 푃 (퐵) = 푄(퐵)
and 푄(퐵) ≤ 푄(퐴), we see that 푃∗(퐴) ≤ 푄(퐴) and therefore 풬 ⊂ 퐶풜 (푃∗) .
Conversely, let 푄 ∈ 퐶풜 (푃∗) . Then 푄∣ℬ ∈ 퐶ℬ(푃 ), since, for all 퐵 ∈ ℬ,
푄(퐵) ≥ 푃∗(퐵) = 푃 (퐵). Now, since 푃 is a probability, 퐶ℬ(푃 ) = {푃}1 so that
푄∣ℬ = 푃 i.e. 푄 ∈ 풬.
⊓⊔
4 Partial probabilistic information
Let 풜 be a 휎-algebra of subsets of a set Ω and ℰ a subset of 풜 containing ∅
and Ω. Let also 푣 be a capacity on ℰ assumed to represent the likelihood over ℰ
obtained through subjective or objective information by a decision-maker.
We first give a characterization of "probability minorants".
Theorem 4.1 The following assertions are equivalent:
1) 푣 is a probability minorant.
1Indeed, let 퐵 ∈ ℬ, then 푃 (퐵) + 푃 (퐵푐) = 1 = 푄(퐵) + 푄(퐵푐). Therefore, 푃 (퐵) − 푄(퐵) = 푄(퐵푐) − 푃 (퐵푐)
and since 푃 (퐵)−푄(퐵) ≤ 0 and 푄(퐵푐)− 푃 (퐵푐) ≥ 0, this shows that 푃 (퐵) = 푄(퐵)
6
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2) For all 푛 ∈ ℕ∗, 푎푖 > 0 and 퐴푖 ∈ 풜휎(ℰ) such that the functions 퐴∗푖 are linearly
independent,
푛∑
푖=1
푎푖퐴
∗
푖 = 1⇒
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 1.
Proof : ★ 1) implies 2) :
Let 푃 ∈ 퐶(푣), 푎푖, 퐴푖 be given as in 2) such that
∑푛
푖=1 푎푖퐴
∗
푖 = 1. By Lemma 3.2,
푃 (퐴) ≥ 푣∗(퐴) for all 퐴 ∈ 풜휎(ℰ). Therefore,∑푛
푖=1 푎푖푣∗(퐴푖) ≤
∑푛
푖=1 푎푖푃 (퐴푖)
=
∫
Ω
(
∑푛
푖=1 푎푖퐴
∗
푖 ) 푑푃
=
∫
Ω
푑푃
= 1
★ 2) implies 1) :
Since by Proposition 3.3, any probability on 풜휎(ℰ) can be extended to a proba-
bility on 풜 and by Lemma 3.2 퐶(푣) = 퐶(푣∗), it is enough to show that 퐶(푣∗) is
non-empty.
★ In a first step, we show that 퐶(푣∗) ∕= ∅ if and only if for all 푛 ∈ ℕ∗, 푎푖 > 0,
퐴푖 ∈ 풜휎(ℰ),
푛∑
푖=1
푎푖퐴
∗
푖 ≤ 1⇒
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 1 (∗)
It is clear that this condition is necessary. In order to show that it is sufficient
it is enough to prove that it implies the existence of a functional 푓 ∈ ℬ′∞(풜휎(ℰ))
(the topological dual of the space of bounded functions on 풜휎(ℰ), ℬ∞(풜휎(ℰ)))
which satisfies the following conditions:
i) 푓(퐴∗) ≥ 푣∗(퐴) ∀퐴 ∈ 풜휎(ℰ).
ii) 푓(Ω∗) = 1.
This will give the result, indeed 푃 defined on 풜휎(ℰ) by 푃 (퐴) := 푓(퐴∗) is then
clearly a probability and by condition 푖) it belongs to the core of 푣∗.
In order to show the existence of such a functional, we will use the following theo-
rem of Ky Fan (see Theorem 13 p. 126 of "On systems of linear inequalities" [4]).
Theorem (Ky Fan) Let (푥휈)휈∈퐽 be a family of elements, not all 0, in a real
normed linear space푋, and let (훼휈)휈∈퐽 be a corresponding family of real numbers.
Let
휎 := 푆푢푝
{
푛∑
푗=1
훽푗훼휈푗 푠푢푐ℎ 푡ℎ푎푡 푛 ∈ ℕ∗, 훽1, ..., 훽푛 ∈ ℝ+∗ ∥
푛∑
푗=1
훽푗푥휈푗∥ = 1
}
.
7
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Then:
1) The system 푓(푥휈) ≥ 훼휈 (휈 ∈ 퐽) has a solution 푓 ∈ 푋 ′ if and only if 휎 is finite.
2) If the system 푓(푥휈) ≥ 훼휈 (휈 ∈ 퐽) has a solution 푓 ∈ 푋 ′ and if the zero-
functional is not a solution, then 휎 is equal to the minimum of the norms of all
solutions 푓 of this system.
We apply the theorem to the normed vector space ℬ∞(풜휎(ℰ)) and the family of
vectors 퐴∗ (퐴 ∈ 풜휎(ℰ)) and the corresponding family of real numbers 푣∗(퐴).
In order to prove that 휎 is finite, we need to find an upper bound for
∑푛
푖=1 푎푖푣∗(퐴푖)
over all families (푎푖)1≤푖≤푛, (퐴푖)1≤푖≤푛 such that 푎푖 > 0, 퐴푖 ∈ 풜휎(ℰ) and
∥
푛∑
푖=1
푎푖퐴
∗
푖 ∥∞ = 1. (∗∗)
By (∗∗),
푛∑
푖=1
푎푖퐴
∗
푖 ≤ 1
and therefore by (∗) :
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 1.
so that 휎 ≤ 1.
Therefore by Ky Fan’s theorem there exists 푔 ∈ ℬ′∞(풜휎(ℰ)) of norm 휎 satisfying
푖).
Now, either 푣(퐸) = 0 ∀퐸 ∈ ℰ , in which case the core of 푣 is obviously non-empty
or there exists 퐸 ∈ ℰ such that 푣(퐸) > 0, in which case the zero-functional is not
a solution and therefore by Ky Fan’s theorem, since 0 < 휎 ≤ 1, we obtain the
desired functional by setting 푓 = 1
휎
푔.
★ We now show that 2) is equivalent to (∗), which will complete the proof.
First, we show that we can assume that equality holds in the premise of (∗) i.e.
that (∗) is equivalent to
푛∑
푖=1
푎푖퐴
∗
푖 = 1⇒
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 1 (∗ ∗ ∗)
where 푛 ∈ ℕ∗, 푎푖 > 0 and 퐴푖 ∈ 풜휎(ℰ).
Indeed (∗) obviously implies (∗ ∗ ∗). Now, in order to show that (∗ ∗ ∗) implies
(∗), suppose that ∑푛푖=1 푎푖퐴∗푖 ≤ 1 and set
휙 = 1−
푛∑
푖=1
푎푖퐴
∗
푖 .
8
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Since 휙 is a positive 풜휎(ℰ)-measurable function which takes only a finite number
of values there exist 푏푗 > 0, 퐵푗 ∈ 풜휎(ℰ) such that
휙 =
푚∑
푗=1
푏푗퐵
∗
푗 .
So that,
푛∑
푖=1
푎푖퐴
∗
푖 +
푚∑
푗=1
푏푗퐵
∗
푗 = 1
Therefore by (∗ ∗ ∗),
푛∑
푖=1
푎푖푣∗(퐴푖) +
푚∑
푗=1
푏푗푣∗(퐵푗) ≤ 1
and since 푏푗 > 0 and 푣∗(퐵푗) ≥ 0, we conclude that
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 1.
★ We now show that (∗ ∗ ∗) is equivalent to 2), which will conclude the proof.
It is obvious that (∗ ∗ ∗) implies 2).
To show the converse implication, suppose that 2) holds and that (∗ ∗ ∗) is
not satisfied. Then, for a certain choice of 푎푖 and 퐴푖,
∑푛
푖=1 푎푖퐴
∗
푖 = 1 and∑푛
푖=1 푎푖푣∗(퐴푖) > 1, where we can suppose that 푛 is the minimum integer for
which these two relations hold simultaneously. Obviously, since 2) is supposed
to hold, the functions 퐴∗푖 are linearly dependent and therefore there exist 푏푖 ∈ ℝ
not all equal to zero such that
푛∑
푖=1
푏푖퐴
∗
푖 = 0.
From which it follows that for all 푡 ∈ ℝ,
푛∑
푖=1
(푎푖 + 푡푏푖)퐴
∗
푖 = 1.
Set 퐼 = {푡 ∈ ℝ ∣ 푎푖 + 푡푏푖 ≥ 0 ∀푖 ∈ {1, ..., 푛}} .
Since
∑푛
푖=1 푏푖퐴
∗
푖 = 0 and the coefficients are not all equal to zero, there exist 푖, 푗
such that 푏푖 > 0 and 푏푗 < 0, so that for all 푡 ∈ 퐼,
−푎푖
푏푖
≤ 푡 ≤ −푎푗
푏푗
.
Hence 퐼 is a closed interval which contains 0 in its interior and it is bounded.
Therefore the function 푡 7→ ∑푛푖=1(푎푖 + 푡푏푖)푣∗(퐴푖) reaches its maximum at an
9
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endpoint 푡0 of 퐼. At this point we still have
푛∑
푖=1
(푎푖 + 푡0푏푖)퐴
∗
푖 = 1
while
푛∑
푖=1
(푎푖 + 푡0푏푖)푣∗(퐴푖) ≥
푛∑
푖=1
푎푖푣∗(퐴푖) > 1.
But since 푡0 is an endpoint of 퐼, one of the coefficient must be equal to zero
contradicting the minimality of 푛.
⊓⊔
We now come to a generalization of well-known characterizations of exact games
previously performed in case of capacities defined on 휎-algebras (see e.g. Kannai
(1969) [3], Schmeidler (1972) [6]) or else finite algebras (see Huber (1981) [2]).
Theorem 4.2 The following assertions are equivalent:
1) 푣 is a lower probability.
2) For all 퐸 ∈ ℰ , 푛 ∈ ℕ∗, 푎푖 ∈ ℝ, 퐴푖 ∈ 풜휎(ℰ) ∖ {퐸} such that 푎푖 > 0 if 퐴푖 ∕= Ω
and the functions 퐴∗푖 are linearly independent.
푛∑
푖=1
푎푖퐴
∗
푖 = 퐸
∗ ⇒
푛∑
푖=1
푎푖푣∗(퐴푖) ≤ 푣(퐸).
Proof : ★ 1) implies 2) :
Let
∑푛
푖=1 푎푖퐴
∗
푖 = 퐸
∗ as in 2). Since 푣 is exact, there exists 푃 ∈ 퐶(푣) such that
푃 (퐸) = 푣(퐸). By Lemma 3.2, 푃 (퐴) ≥ 푣∗(퐴) for all 퐴 ∈ 풜휎(ℰ) therefore, since
푎푖 > 0 if 퐴푖 ∕= Ω, we have:∑푛
푖=1 푎푖푣∗(퐴푖) ≤
∑푛
푖=1 푎푖푃 (퐴푖)
=
∫
Ω
(
∑푛
푖=1 푎푖퐴
∗
푖 ) 푑푃
=
∫
Ω
퐸∗ 푑푃
= 푃 (퐸)
= 푣(퐸).
★ 2) implies 1) :
- In a first step, we show that 2) is sufficient, without restricting the 퐴∗푖 to form
a linear independent system.
10
Documents de Travail du Centre d'Economie de la Sorbonne - 2009.82
We must show that for all 퐸 ∈ ℰ , there exists 푃 ∈ 퐶(푣) such that 푃 (퐸) = 푣(퐸).
We need only consider 퐸 ∕= Ω since otherwise condition 2) of Theorem 4.2 is
exactly condition 2) of Theorem 4.1 and the existence of such a 푃 follows from
that theorem. Proceeding as in Theorem 4.1, given 퐸 ∈ ℰ ∖ {Ω} , we have to find
푓 ∈ ℬ′∞(풜휎(ℰ)) satisfying the following conditions:
i) 푓(Ω∗) ≥ 1
ii) 푓(−Ω∗) ≥ −1
iii) 푓(퐸∗) ≥ 푣(퐸)
iv) 푓(−퐸∗) ≥ −푣(퐸)
v) 푓(퐴∗) ≥ 푣∗(퐴) ∀퐴 ∈ 풜휎(ℰ) ∖ {Ω, 퐸} .
Again as in Theorem 4.1, we derive the existence of such an 푓 from Ky Fan’s
theorem.
Here we have to show that the upper bound 휎 of the quantities
푛∑
푖=1
푎푖푣∗(퐴푖) + 푎푣(퐸)
is finite, where 퐸 ∈ ℰ , 퐴푖 ∈ 풜휎(ℰ) ∖ {퐸} , 푛 ∈ ℕ∗, 푎, 푎푖 ∈ ℝ (푎푖 > 0 if 퐴푖 ∕= Ω)
are such that
∥
푛∑
푖=1
푎푖퐴
∗
푖 + 푎퐸
∗∥∞ = 1. (∗)
Since (∗) implies
푛∑
푖=1
푎푖퐴
∗
푖 − Ω∗ + 푎퐸∗ ≤ 0,
it is clear that if we assume that for 퐸 ∈ ℰ , 퐴푖 ∈ 풜휎(ℰ) ∖ {퐸} , 푛 ∈ ℕ∗, 푎, 푎푖 ∈ ℝ
(푎푖 > 0 if 퐴푖 ∕= Ω)
푛∑
푖=1
푎푖퐴
∗
푖 + 푎퐸
∗ ≤ 0⇒
푛∑
푖=1
푎푖푣∗(퐴푖) + 푎푣(퐸) ≤ 0 (2′)
then 휎 ≤ 1 and that, by applying Ky Fan’s theorem, we can therefore find the
desired functional, thereby showing that 푣 is exact.
The fact that (2′) implies 2) without restricting the퐴∗푖 ’s to be linearly independent
can be straightforwardly obtained in a similar way as in Theorem 4.1. This ends
the first step of the proof.
- In a second step we intend to show that assuming as in 2) that the 퐴∗푖 ’s are
linearly independent is sufficient.
Let us reason ad absurdum.
Assume that 퐸 ∈ ℰ , 푛 ∈ ℕ∗, 푎푖 ∈ ℝ, 퐴푖 ∈ 풜휎(ℰ) ∖ {퐸} such that 푎푖 > 0 if
퐴푖 ∕= Ω, the functions 퐴∗푖 are linearly dependent and
∑푛
푖=1 푎푖퐴
∗
푖 = 퐸
∗,∑푛
푖=1 푎푖푣∗(퐴푖) > 푣(퐸).
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Let 푛 be the minimum integer such that these relations are both satisfied and
assume that 퐴푖 ∈ 풜휎(ℰ) ∖ {퐸} for 1 ≤ 푖 ≤ 푛− 1 and 퐴푛 = Ω.
Since the 퐴∗푖 ’s are linearly dependent, there exist 푐푖’s ∈ ℝ such that
∑푛
푖=1 푐푖퐴
∗
푖 = 0
and indeed there exist 푖, 푗 ∈ {1, ..., 푛} such that 푐푖 × 푐푗 < 0.
Several cases must be consedered:
Case 1: There exist 푖, 푗 ∈ {1, ..., 푛− 1} such that 푐푖 × 푐푗 < 0.
In such a case, it is easy to see that 퐼 := {푡 ∈ ℝ ∣ 푎푖 + 푡푐푖 ≥ 0 ∀푖 ∈ {1, ..., 푛− 1}}
is a compact interval containing 0 in its interior.
For a 푡 belonging to 퐼,
∑푛
푖=1 (푎푖 + 푡푐푖)퐴
∗
푖 = 퐸
∗ and indeed 푎푖 + 푡푐푖 ≥ 0
∀푖 ∈ {1, ..., 푛− 1} .
Furthermore, 푔(푡) :=
∑푛
푖=1 (푎푖 + 푡푐푖) 푣∗(퐴푖) is linear, therefore reaches its max-
imum at an endpoint 푡0 ∈ 퐼, so since 0 ∈ 퐼, one gets 푔(푡0) > 푣(퐸) and 푛 is
decreased by at least one. But 푛 was minimal, which leads to a contradiction.
Case 2: For 푖 ∈ {1, ..., 푛− 1} all the 푐푖’s are non-negative (a similar proof applies
if the 푐푖’s are non-positive). So indeed there exists 푐푖0 > 0 for 푖 ∈ {1, ..., 푛− 1}
and necessarily 푐푛 < 0.
In such a case, it is easy to see that 퐼 := {푡 ∈ ℝ ∣ 푎푖 + 푡푐푖 ≥ 0 ∀푖 ∈ {1, ..., 푛− 1}}
writes 퐼 = [푡0,+∞) with 푡0 < 0.
Furthermore, 푔(푡) :=
∑푛−1
푖=1 (푎푖 + 푡푐푖) 푣∗(퐴푖)+(푎푛+푡푐푛), so since 푐푛 < 0 and 0 ∈ 퐼,
푔 reaches its maximum on 퐼 at 푡0, so since 0 ∈ 퐼, one gets 푔(푡0) > 푣(퐸), and 푛 is
decreased by at least one. But 푛 was minimal, which leads to a contradiction.
⊓⊔
We are now interested in finding necessary and sufficient conditions for 푣 to be
an extendable probability.
A necessary condition for 푣 to be extendable is that, when 퐸 and 퐸푐 belong to
ℰ , then 푣(퐸) + 푣(퐸푐) = 1.
Now, suppose that this condition is satisfied and set:
ℰ˜ = {퐴 ∣ 퐴 ∈ ℰ 표푟 퐴푐 ∈ ℰ} .
Then, we can unambiguously extend 푣 to ℰ˜ by setting:
푣˜(퐸) =
{
푣(퐸) if 퐸 ∈ ℰ
1− 푣(퐸푐) if 퐸푐 ∈ ℰ
With this definition, we can state the following theorem:
Theorem 4.3 The following assertions are equivalent:
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1) 푣 is an extendable probability.
2)
⎧⎨⎩
(푎) 퐹표푟 푎푙푙 퐸 ∈ ℰ 푠푢푐ℎ 푡ℎ푎푡 퐸푐 ∈ ℰ , 푣(퐸) + 푣(퐸푐) = 1 푎푛푑 푣˜ 푖푠 푎 푐푎푝푎푐푖푡푦 표푛 ℰ˜ .
(푏) 퐹표푟 푎푙푙 푛 ∈ ℕ∗, 푎푖 > 0 푎푛푑 퐴푖 ∈ 풜휎(ℰ) 푠푢푐ℎ 푡ℎ푎푡 푡ℎ푒 푓푢푛푐푡푖표푛푠 퐴∗푖 푎푟푒
푙푖푛푒푎푟푙푦 푖푛푑푒푝푒푛푑푒푛푡,
∑푛
푖=1 푎푖퐴
∗
푖 = 1⇒
∑푛
푖=1 푎푖푣˜∗(퐴푖) ≤ 1.
Furthermore, if we let 풫풜(푣) (respectively 풫풜(푣˜)) denote the set of probabilities
on 풜 which extend 푣 (respectively 푣˜). Then, 풫풜(푣) = 풫풜(푣˜) = 퐶풜(푣˜).
Proof : ★ We first prove that 풫풜(푣) = 풫풜(푣˜) = 퐶풜(푣˜).
This is obvisous. Indeed:
★ 풫풜(푣) = 풫풜(푣˜) :
Clearly 풫풜(푣˜) ⊂ 풫풜(푣).
For the converse inclusion, let 푃 ∈ 풫풜(푣) and 퐴 ∈ ℰ˜ .
- If 퐴 ∈ ℰ , then 푃 (퐴) = 푣(퐴) = 푣˜(퐴).
- If 퐴푐 ∈ ℰ , then 푃 (퐴) = 1− 푃 (퐴푐) = 1− 푣(퐴푐) = 푣˜(퐴).
★ 풫풜(푣˜) = 퐶풜(푣˜) :
It is obvious that 풫풜(푣˜) ⊂ 퐶풜(푣˜).
On the other hand, if 푃 ∈ 퐶풜(푣˜) and 퐴 ∈ ℰ˜ then, since 1 = 푃 (퐴) + 푃 (퐴푐) ≥
푣˜(퐴) + 푣˜(퐴푐) = 1, it is clear that 푃 (퐴) = 푣˜(퐴).
★ 1)⇒ 2) :
Let 푃 be a probability on 풜 which extends 푣 and 퐸 ∈ ℰ such that 퐸푐 ∈ ℰ .
Then, clearly 푣(퐸) + 푣(퐸푐) = 푃 (퐸) + 푃 (퐸푐) = 1.
Furthermore, since 푣 is an extendable probability, it is obvious that 푣˜ is a capacity
on ℰ˜ , so that 푎) is satisfied.
Now, from what we have just shown 푃 ∈ 퐶풜(푣˜) = 퐶풜(푣˜∗). Therefore, since 푎푖 > 0
푛∑
푖=1
푎푖퐴
∗
푖 = 1⇒
푛∑
푖=1
푎푖푣˜∗(퐴푖) ≤
푛∑
푖=1
푎푖푃 (퐴푖) =
∫
Ω
(
푛∑
푖=1
푎푖퐴
∗
푖
)
푑푃 = 1,
so that 푏) is satisfied.
★ 2)⇒ 1) :
푎) implies that 푣˜ is a well-defined capacity on ℰ˜ and by Theorem 4.1, 푏) implies
that 퐶풜(푣˜∗) is non-empty. Since we have already shown that 퐶풜(푣˜∗) = 풫풜(푣),
we see that 푣 is an extendable probability.
⊓⊔
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Remark 4.4 Note that Theorems 4.1 to 4.3 are valid even when Ω is not finite.
When Ω is finite, there is clearly only a finite number of conditions to check in
order to see if the core of a (generalized) capacity is non-empty and if it is a lower
or an extendable probability. Furthermore we note that, since the characteristic
functions appearing in the left member of the relations in Theorems 4.1 to 4.3 are
linearly independent, the coefficients are fixed by these relations. Therefore when
ℰ is finite (so that 풜휎(ℰ) is also finite), one has only to check a finite number of
relations even if Ω is not assumed to be finite.
However it is necessary to take into consideration all 퐴푖 in 풜휎(ℰ) and not only
those belonging to ℰ . This cannot be improved by replacing 풜휎(ℰ) by ℰ in condition
2) of Theorem 4.1. Consider for instance the following example:
Ω := {1, 2, 3} , ℰ := {∅,Ω, {1} , {2}} and define 푣 on ℰ by:
푣(∅) = 0, 푣(Ω) = 1, 푣({1}) = 푣({2}) = 3
4
.
It is obvious that 푣 is a generalized capacity and that the only way to obtain 1 as a
linear combination with positive coefficients of linearly independent characteristic
functions of elements of ℰ is Ω∗ = 1.
Since 푣(Ω) = 1, condition 2) of Theorem 4.1 where 풜휎(ℰ) is replaced by ℰ would
be satisfied. However it is clear that 퐶(푣) is empty since 푣({1})+푣({2}) = 3
2
> 1.
Theorems 4.1 to 4.3 provide effective algorithms in case ℰ is finite. We give some
details about this algorithm for the non-emptiness of the core, in the case of
Theorem 4.1.
- From the data ℰ := {퐸1, ..., 퐸푝} , determine 풜휎(ℰ) = 풜(ℰ) in a finite number
of steps by taking finite unions, intersections and complements.
- From the data 푣(퐸푖), 1 ≤ 푖 ≤ 푝, compute 푣∗(퐴푖), 퐴푖 ∈ 풜(ℰ),
1 ≤ 푖 ≤ 푞 = 푐푎푟푑(풜(ℰ)). Let 푟 be the number of atoms of 풜(ℰ).
- For all 1 ≤ 푠 ≤ 푟, determine the free subsets of card 푠 of 풜(ℰ).
- Then, retain only the free subsets
{
퐴∗푖1 , ..., 퐴
∗
푖푠
}
.
- Compute in a standard way the (uniquely determined) coefficients 푎푖푘 , if they
exist, such that
∑푠
푘=1 푎푖푘퐴
∗
푖푘
= 1.
- Retain only the linear combinations where all the coefficients 푎푖푘 are positive.
- Finally, check for those combinations whether
∑푠
푘=1 푎푖푘푣∗(퐴푖푘) ≤ 1.
This allows to decide in a finite number of steps whether 퐶(푣) is empty or not.
Two simple examples:
1) An example of a set function whose core is non-empty.
Let Ω = {1, 2, 3} , ℰ = {{1} , {2, 3}} and set 푣 ({1}) = 1
3
and 푣 ({2, 3}) = 1
3
.
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It is obvious that 퐶(푣) ∕= ∅ (take for instance 푃 ({1}) = 푃 ({2}) = 푃 ({3}) = 1
3
).
One can also check this by applying Theorem 4.1:
풜(ℰ) = {∅,Ω, {1} , {2, 3}} , 푣∗ (∅) = 0, 푣∗ (Ω) = 푣∗ ({1}) = 푣∗ ({2, 3}) = 13 .
The only way to obtain
∑4
푖=1 푎푖퐴
∗
푖 = 1 with 퐴푖 ∈ 풜(ℰ) and 퐴∗푖 linearly indepen-
dent is to set:
Ω∗ = 1 표푟 {1}∗ + {2, 3}∗ = 1.
In the first case, we have
푣∗ (Ω) =
1
3
≤ 1
and in the second
푣∗ ({1}) + 푣∗ ({2, 3}) = 2
3
≤ 1.
2) An example of a set function whose core is empty.
Consider again the example of Remark 4.4. We have seen that 퐶(푣) is empty,
however considering linear combinations of characteristic functions of events in ℰ
did not yield this result. By contrast, the emptiness of the core follows immedi-
ately from Theorem 4.1, indeed:
{1}∗ + {2}∗ + {3}∗ = 1
and
푣∗({1}) + 푣∗({2}) + 푣∗({3}) = 3
2
> 1.
5 Concluding comments
This paper is concerned with the situation of a DM who has partial information
(objective or subjective) about certain events. We establish simple criteria that
allow to decide whether his (her) information is probabilistic in increasing degree
of preciseness. The lowest being merely the existence of a probability taking on
each event considered by the DM a greater value than the likelihood attributed
to that event by the DM. The highest being that there is a probability actually
coinciding with the likelihood assessment of the DM. In the intermediary case,
the DM is able to assess a lower probability. In each case, when the set of events
considered by the DM is finite, we show that these criteria are effective in the
sense that they can be checked in a finite number of steps.
15
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