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Let a > 0 be a ﬁxed number. A function f : R→ R is said to be a-shift-generating (a-SG)
if for every x ∈ R, { f (an − x)}∞n=−∞ is a totally positive sequence and it does not coincide
with a sequence of the form {Aλn}∞n=−∞, where A 0 and λ > 0. In this paper, we describe
all a-SG functions and obtain a new characterization of totally positive functions in the
terms of a-SG functions. In addition, using characteristic properties of a-SG functions, we
generalize the famous Jacobian identity in theory of elliptic functions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In recent paper [2] we introduced an E-Pólya frequency (PF) function f as an integrable function on R such that the
kernel f (u − x) is totally positive on E × R, where E is a subset of R. We showed in [2, Theorems 2.1 and 2.2] that if an
exponentially decreasing f is an E-PF function, where either E is a set with an accumulation point or E = {us}∞|s|=1 is a
symmetric increasing sequence with lims→∞ us = ∞ and us = o(√s) as s → ∞, then f is a PF (that is, R-PF) function. Note
that a classical characterization of PF functions was given by Schoenberg [5].
In addition, we showed in [2, Example 2.1] that a Z-PF function is not necessarily a PF function. The problem of ﬁnding
a characterization of the class of Z-PF functions is still open.
In this paper we give a description of a more general class of functions. We introduce so-called shift-generating func-
tions related to totally positive sequences and study their characterization properties. As applications, we obtain a new
characterization of totally positive functions and generalize the famous Jacobian identity in theory of elliptic functions.
Deﬁnition 1. A doubly inﬁnite sequence {bn}∞n=−∞ is said to be totally positive (TP) if and only if for every n = 1,2, . . . and
any sets of increasing integers m1 < · · · <mn , k1 < · · · < kn , the following inequalities hold: det|bmi−k j |1i, jn  0.
Deﬁnition 2. A sequence {bn}∞n=−∞ is said to be admissible if and only if it does not coincide with a sequence of the form
{Aλn}∞n=−∞ , where A  0 and λ > 0.
Suﬃcient and necessary conditions for an admissible sequence to be TP were found by Schoenberg [4] and Edrei [1],
respectively (see also [3, Theorem 8.9.5]). We present this classical result in the following equivalent form:
Theorem 1. An admissible sequence {bn}∞n=−∞ is TP if and only if the following conditions on its generating function
E-mail address:michael.ganzburg@hamptonu.edu.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.07.036
M.I. Ganzburg / J. Math. Anal. Appl. 361 (2010) 466–471 467F (z) :=
∞∑
n=−∞
bnz
n (1.1)
are satisﬁed:
(i) There exist numbers R1 and R2 such that 0 1/R1 < R2 ∞, and the Laurent series (1.1) converges in an open annulus A :=
{z ∈ C: 1/R1 < |z| < R2}.
(ii) There exist numbers C > 0, q1  0, q−1  0, αi  0, δi  0, βi  0, γi  0, i = 1,2, . . . , satisfying
∞∑
i=1
(αi + δi + βi + γi) < ∞, (1.2)
and there exists an integer m such that for z ∈A,
F (z) = Czm exp(q1z + q−1z−1)
∞∏
i=1
(1+ αi z)(1+ δi z−1)
(1− βi z)(1− γi z−1) . (1.3)
In this paper we extend Theorem 1 to so-called shift-generating functions, which generate TP sequences in a different
way than F .
Let R be the real axis, R¯ = R ∪ {∞} the extended real axis, C = R + iR the complex plane, Z the set of all integers, and
Z
+ the set of all positive integers. In addition, let [x] denote the largest integer n such that n  x, and let n(S) denote the
cardinal number of a ﬁnite set S .
Deﬁnition 3. Let a > 0 be a ﬁxed number. A function f : R → R is said to be a-shift-generating (a-SG) if and only if for
every x ∈ R, { f (an − x)}∞n=−∞ is an admissible TP sequence.
It is easy to see that if f is a Z-PF function, then f is 1-SG. A description of all a-SG functions is given below. We
introduce the generating function for f by
F (x, z) :=
∞∑
n=−∞
f (an − x)zn. (1.4)
Theorem 2.
(a) If f : R → R is an a-SG function, then the following conditions are satisﬁed:
(i) There exist a-periodic functions R∗1(x) : R → R¯ and R∗2(x) : R → R¯ such that 0 1/R∗1(x) < R∗2(x)∞, x ∈ R, and for each
ﬁxed x ∈ R, the Laurent series (1.4) converges in an open annulusA∗(x) := {z ∈ C: 1/R∗1(x) < |z| < R∗2(x)}.
(ii) There exist the unique a-periodic functions
C∗(x) : R → (0,∞), q∗1(x),q∗−1(x),α∗i (x), δ∗i (x),β∗i (x), γ ∗i (x) : R → [0,∞), i = 1,2, . . . , (1.5)
satisfying the conditions
∞∑
i=1
(
α∗i (x) + δ∗i (x) + β∗i (x) + γ ∗i (x)
)
< ∞, (1.6)
∞ · · · 1/α∗2(x) 1/α∗1(x) > 1 δ∗1(x) δ∗2(x) · · · 0, (1.7)
∞ · · · 1/β∗2 (x) 1/β∗1 (x) > R∗2(x) > 1/R∗1(x) > γ ∗1 (x) γ ∗2 (x) · · · 0, (1.8)
for every x ∈ R, and for any ﬁxed c ∈ R there exists the unique a-periodic function
m∗(x, c) =m∗(x) : R → Z, (1.9)
such that for all x ∈ R and z ∈A∗(x), the following representation holds:
F (x, z) = C∗(x)zm∗(x,c)+[(x−c)/a] exp(q∗1(x)z + q∗−1(x)z−1)
∞∏
i=1
(1+ α∗i (x)z)(1+ δ∗i (x)z−1)
(1− β∗i (x)z)(1− γ ∗i (x)z−1)
. (1.10)
(b) For any a-periodic functions R∗1(x) : R → R¯ and R∗2(x) : R → R¯ satisfying 0 1/R∗1(x) < R∗2(x)∞, x ∈ R, a > 0 and for any
a-periodic functions satisfying (1.5)–(1.9) for some c ∈ R, there exists the unique a-SG function f : R → R such that the Laurent
series (1.4) converges inA∗(x) := {z ∈ C: 1/R∗(x) < |z| < R∗(x)} and representation (1.10) holds.1 2
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x1 < · · · < xn , det| f (ui − x j)|1i, jn  0. Schoenberg [5] (see also [3, Theorem 7.3.2]) found suﬃcient and necessary condi-
tions for an integrable function f to be TP (that is, a PF function). A different characterization of continuous TP functions,
which are not exponentials, follows from Theorem 2 and the following simple result.
Theorem 3. Let f : R → R be a continuous function, which is not an exponential exp(Ax + B). Then f is TP if and only if for any
a > 0, f is an a-SG function.
2. Proofs of Theorems 2 and 3
To prove Theorem 2, we need the following strengthened version of Theorem 1:
Theorem 4. An admissible sequence {bn}∞n=−∞ is TP if and only if its generating function (1.1) satisﬁes the following conditions:
(i) There exist numbers R∗1 and R∗2 such that 0 1/R∗1 < R∗2 ∞, and the Laurent series (1.1) converges in an open annulusA∗ :={z ∈ C: 1/R∗1 < |z| < R∗2}.
(ii) There exist the unique numbers
C∗ > 0, q∗1  0, q∗−1  0, m∗1 ∈ Z, α∗i  0,
δ∗i  0, β∗i  0, γ ∗i  0, i = 1,2, . . . , (2.1)
satisfying the conditions
∞∑
i=1
(
α∗i + δ∗i + β∗i + γ ∗i
)
< ∞, (2.2)
∞ · · · 1/α∗2  1/α∗1 > 1 δ∗1  δ∗2  · · · 0, (2.3)
∞ · · · 1/β∗2  1/β∗1 > R∗2 > 1/R∗1 > γ ∗1  γ ∗2  · · · 0, (2.4)
such that for z ∈A∗ ,
F (z) = C∗zm∗1 exp(q∗1z + q∗−1z−1)
∞∏
i=1
(1+ α∗i z)(1+ δ∗i z−1)
(1− β∗i z)(1− γ ∗i z−1)
. (2.5)
Proof. If F satisﬁes conditions (i) and (ii) of Theorem 4, then by Theorem 1, the sequence {bn}∞n=−∞ is TP.
Let an admissible sequence {bn}∞n=−∞ be TP. Then by Theorem 1, condition (i) of Theorem 4 is satisﬁed for R∗1 = R1,
R∗2 = R2, and A∗ =A, and F (z) admits representation (1.3) with the constants satisfying condition (ii) of Theorem 1.
However, this representation, in general, is not unique. First of all, because of the identities
1+ αz = αz(1+ δz−1), 1+ δz−1 = δz−1(1+ αz), αδ = 1,
any “α-factor” can be transformed to a “δ-factor” and vice versa. Note that such a “factor trading” is impossible for the
denominator terms in (1.3) since by condition (i) of Theorem 4,
sup
i
γi < 1/R
∗
1 < R
∗
2 < inf
i
1/βi . (2.6)
Second of all, rearrangements of α-, δ-, β-, or γ -factors in (1.3) make different representations for F (z) as well (for the
most part). The following algorithm allows avoiding these situations.
We ﬁrst note that because of (1.2), sets of positive integers Sα := {i ∈ Z+: 1/αi  1} and Sδ := {i ∈ Z+: δi > 1} are
ﬁnite. Next, we replace in (1.3) every factor 1 + αi z, i ∈ Sα , by the factor 1 + α−1i z−1 and every factor 1 + δi z−1, i ∈ Sδ ,
by 1 + δ−1i z. The constants C and m need adjustments too. Namely, the new constants are C∗ := C
∏
i∈Sα αi
∏
i∈Sδ δi and
m∗1 :=m + n(Sα) − n(Sδ).
Further, we denote the new sequences of α- and δ-constants in a new representation for F (z) by {α¯i}∞i=1 and {δ¯i}∞i=1,
respectively. It is easy to verify the inequalities 0 α¯i < 1 and 0 δ¯i  1 for i = 1,2, . . . . Therefore, it remains to rearrange
the sequences {α¯i}∞i=1, {δ¯i}∞i=1, {βi}∞i=1, and {γi}∞i=1 in a decreasing order, which is possible because due to (1.2) each of
these sequences either is ﬁnite or approaches zero as i → ∞. Denoting rearranged sequences by {α∗i }∞i=1, {δ∗i }∞i=1, {β∗i }∞i=1,
and {γ ∗i }∞i=1, and setting q∗1 := q1, q∗−1 = q−1, we obtain the existence of representation (2.5), where the constants satisfy
conditions (2.1)–(2.4).
It remains to prove the uniqueness of this representation. We ﬁrst note that for any representation (1.3), the products
g1(w) :=
∞∏
(1+ αi w), g2(w) :=
∞∏
(1+ δi w), g3(w) :=
∞∏
(1− βi w), g4(w) :=
∞∏
(1− γi w)
i=1 i=1 i=1 i=1
M.I. Ganzburg / J. Math. Anal. Appl. 361 (2010) 466–471 469are entire functions, by (1.2). Therefore, the set Tα,δ := {1/α1,1/α2, . . .} ∪ {δ1, δ2, . . .} is invariant under all representations
of the form
F (z) = Czm exp(q1z + q−1z−1) g1(z)g2(1/z)
g3(z)g4(1/z)
, z ∈A. (2.7)
Next by (2.6), the sets Tβ := {1/β1,1/β2, . . .} and Tγ := {γ1, γ2, . . .} are invariant under all representations (2.7) as well.
Further, the algorithm of choosing sequences {1/α∗i }∞i=1 and {δ∗i }∞i=1, described above, is equivalent to the following
process: let us rearrange the set Tα.δ in the decreasing order, then in the rearranged sequence all numbers that > 1 form
the sequence {1/α∗i }∞i=1 and those that  1 form {δ∗i }∞i=1, see (2.3). Thus for a given Tα,δ , the sequences {1/α∗i }∞i=1 and{δ∗i }∞i=1 are chosen uniquely. It is easy to see that the sequences {1/β∗i }∞i=1 and {γ ∗i }∞i=1 as rearrangements of the sets Tβ
and Tγ are chosen uniquely as well, see (2.4).
Finally, the function Ψ (z) := Dzk exp(Az + Bz−1) coincides with 1 in A∗ only for D = 1 and k = A = B = 0. Therefore,
the constants C∗ , m∗1, q∗1, and q∗−1 are chosen uniquely. This completes the proof of the theorem. 
Proof of Theorem 2. (a) If f is an a-SG function, then for each x ∈ R, { f (an − x)}∞n=−∞ is an admissible TP sequence.
Therefore by Theorem 4, condition (i) of Theorem 2 holds and there exist the unique functions C∗(x), q∗1(x), q∗−1(x), α∗i (x),
δ∗i (x), β
∗
i (x), and γ
∗
i (x), i = 1,2, . . . , satisfying the conditions (1.5)–(1.8), and there exists the unique function m∗1(x) : R → Z
such that the generating function F (x, z) admits the representation
F (x, z) = C∗(x)zm∗1(x) exp(q∗1(x)z + q∗−1(x)z−1)
∞∏
i=1
(1+ α∗i (x)z)(1+ δ∗i (x)z−1)
(1− β∗i (x)z)(1− γ ∗i (x)z−1)
, (2.8)
in an annulus A∗(x) := {z ∈ C: 1/R∗1(x) < |z| < R∗2(x)}, where R∗1(x) : R → R¯ and R∗2(x) : R → R¯ are some functions such
that 0 1/R∗1(x) < R∗2(x)∞, x ∈ R.
To prove statement (a) of the theorem, it remains ﬁrstly, to establish the formula
m∗1(x) =m∗(x, c) +
[
(x− c)/a], x ∈ R, (2.9)
for some function m∗(x, c) = m∗(x) : R → Z and any ﬁxed c ∈ R, and secondly, to show that all the starred functions
mentioned in Theorem 2 are a-periodic on R.
Indeed by (1.4), the function F (x, z) satisﬁes the recurrence relation
F (x+ a, z) = zF (x, z), z ∈A∗(x), x ∈ R. (2.10)
Hence we can choose A∗(x + a) = A∗(x), that is, R∗1(x) and R∗2(x) can be chosen a-periodic on R. Next, substituting F
in (2.10) with its representation from (2.8), we have
C∗(x+ a)zm∗1(x+a) exp(q∗1(x+ a)z + q∗−1(x+ a)z−1)
∞∏
i=1
(1+ α∗i (x+ a)z)(1+ δ∗i (x+ a)z−1)
(1− β∗i (x+ a)z)(1− γ ∗i (x+ a)z−1)
= C∗(x)zm∗1(x)+1 exp(q∗1(x)z + q∗−1(x)z−1)
∞∏
i=1
(1+ α∗i (x)z)(1+ δ∗i (x)z−1)
(1− β∗i (x)z)(1− γ ∗i (x)z−1)
.
Further, we take into account the uniqueness of the representation in each side of this equation. The ﬁrst consequence of
the uniqueness is the recurrence relation m∗1(x + a) = m∗1(x) + 1, x ∈ R, which implies (2.9) if the a-periodic extension of
m∗1(x) from [c, c + a) to R is denoted by m∗(x, c). The second one is the fact that the functions C∗(x), q∗1(x), and q∗−1(x)
are a-periodic on R. Finally equating the corresponding α-, δ-, β-, and γ -factors in both sides of the equation, we establish
a-periodicity of α∗i (x), δ
∗
i (x), β
∗
i (x), and γ
∗
i (x), i = 1,2, . . . on R. Thus statement (a) follows.
(b) Let us denote the right-hand side of (1.10) by H(x, z). Then the following recurrence relation holds:
H(x+ a, z) = zH(x, z), z ∈A∗(x), x ∈ R. (2.11)
Next, it follows from (1.5), (1.6), (1.8), and (1.9) that for each ﬁxed x ∈ R, H(x, z) is an analytic function in A∗(x), and its
Laurent series expansion is
H(x, z) =
∞∑
n=−∞
cn(x)z
n, z ∈A∗(x), x ∈ R,
where
cn(x) = 1
2π i
∫
H(x, z)z−n−1 dz, x ∈ R, n = 0,1, . . . ,|z|=ρ(x)
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f (−x) := c0(x) = 1
2π i
∫
|z|=ρ(x)
H(x, z)z−1 dz, x ∈ R. (2.12)
Then by (2.11) and (2.12), for any x ∈ R and n = 0,1, . . . ,
f (an − x) = 1
2π i
∫
|z|=ρ(x)
H(x− an, z)z−1 dz = 1
2π i
∫
|z|=ρ(x)
H(x, z)z−n−1 dz = cn(x).
Hence generating function (1.4) coincides with H(x, z) for all z ∈A∗(x) and all x ∈ R. Therefore, representation (1.10) holds,
and by Theorem 4, f is an a-SG function. 
Proof of Theorem 3. Let f be an a-SG function for any a > 0. Next, let ri = ki/mi , 1 i  n; s j = l j/d j , 1 j  n, be rational
numbers with the Least Common Denominator N = N(n), n = 1,2, . . . . Then setting a = 1/N , we see that for some integers
qi , p j , 1 i, j  n, the following relations hold:
det
∣∣ f (ri − s j)∣∣1i, jn = det
∣∣ f (a(qi − p j))∣∣1i, jn  0, n = 1,2, . . . .
Therefore taking account of continuity of f , we conclude that f is TP. Since the necessity of the theorem is trivial, the proof
is completed. 
3. Examples and remarks
We ﬁrst discuss examples of a-SG functions.
Example 1. By Theorem 3, any TP function, which is not an exponential exp(Ax+ B), is a-SG.
Example 2. Let f : R → R be an integrable function satisfying the condition: f > 0 on [0,a) and f = 0 on R \ [0,a). Then
f is an a-SG function, while f is not TP since
∫
R
f (x)e−zx dx is an entire function of exponential type but not of the form
eμz , μ ∈ R, z ∈ C (see [5, p. 333] or [3, p. 345]). A similar example of a Z-PF function, which is not a PF function was given
in [2, Example 2.1].
Remark 1. We use Theorem 1 to prove Theorem 2. On the other hand, Theorem 2 is an extension of Theorem 1. Indeed, we
can reformulate Theorem 1 as a characterization statement about the subclass of all a-SG functions of the form f (x) = bn ,
an x < a(n + 1), n = 0,±1, . . . . The set of all these functions can be easily characterized by Theorem 1 and relation (2.12)
as the class of all f satisfying conditions (i) and (ii) of Theorem 2 with all a-periodic starred functions of x being constants
on R. Thus Theorem 2 is the extension of this version of Theorem 1 to all a-SG functions.
Remark 2. It is suﬃcient to verify representation (1.10) only for x ∈ [c, c + a), where the constant c is a free parameter
introduced in Theorem 2.
Next we apply Theorem 2 to an elliptic function.
Example 3. Let f (x) := qx2 , x ∈ R, where q ∈ (0,1) is a constant. It is well known that f (x) = exp(− log(1/q)x2) is a TP
function (see [5, p. 335] or [3, p. 30]). Therefore, f is an 1-SG function (see Example 1).
Next, an easy consequence of a classical theta-function relation [3, Eq. (8.11.2)]
∞∑
n=−∞
qn
2
zn = Cq
∞∏
i=1
(
1+ q2i−1z)(1+ q2i−1z−1), Cq :=
∞∏
i=1
(
1− q2i), 0 < |z| < ∞,
is the identity
F (x, z) :=
∞∑
n=−∞
f (n − x)zn =
∞∑
n=−∞
q(n−x)2 zn
= Cqqx2
∞∏
i=1
(
1+ q2i−1−2xz)(1+ q2i−1+2xz−1), x ∈ R, 0 < |z| < ∞. (3.1)
Then for any x ∈ R and 0 < |z| < ∞, the following generalized Jacobian identity holds:
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n=−∞
q(n−x)2 zn = Cqz[x+1/2]q(〈x+1/2〉−1/2)2
∞∏
i=1
(
1+ q2i−2〈x+1/2〉z)(1+ q2i+2〈x+1/2〉−2z−1), (3.2)
where 〈x〉 := x− [x] is a 1-periodic function on R.
Indeed, the right-hand sides of (3.1) and (3.2) coincide for x ∈ [−1/2,1/2). Next, choosing c := −1/2, we see that the
1-periodic functions
R∗1(x) = R∗2(x) := ∞, C∗(x) := Cqq(〈x+1/2〉−1/2)
2
, α∗i (x) := q2i−2〈x+1/2〉,
δ∗i (x) := q2i+2〈x+1/2〉−2, m∗(x,−1/2) = q∗1(x) = q∗−1(x) = β∗i (x) = γ ∗i (x) := 0, i = 1,2, . . . ,
satisfy conditions (1.5)–(1.9) of Theorem 2(a). Therefore (see Remark 2), using Theorem 2(a), we arrive at (3.2).
References
[1] A. Edrei, On the generating function of a doubly inﬁnite, totally positive sequence, Trans. Amer. Math. Soc. 74 (1953) 367–383.
[2] M.I. Ganzburg, On E-Pólya frequency functions, J. Math. Anal. Appl. 346 (2008) 1–8.
[3] S. Karlin, Total Positivity, Stanford Univ. Press, Stanford, 1968.
[4] I.J. Schoenberg, Some analytical aspects of the problem of smoothing, in: Courant Anniversary Volume “Studies and Essays”, New York, 1948, pp. 351–
370.
[5] I.J. Schoenberg, On Pólya frequency functions I: The totally positive functions and their Laplace transform, J. Anal. Math. 1 (1951) 331–374.
