Abstract-In this paper we describe an approximate dynamic programming policy for a discrete-time dynamical system perturbed by noise. The approximate value function is the pointwise supremum of a family of lower bounds on the value function of the stochastic control problem; evaluating the control policy involves the solution of a min-max or saddle-point problem. For a quadratically constrained linear quadratic control problem, evaluating the policy amounts to solving a semidefinite program at each time step. By evaluating the policy, we obtain a lower bound on the value function, which can be used to evaluate performance: When the lower bound and the achieved performance of the policy are close, we can conclude that the policy is nearly optimal. We describe several numerical examples where this is indeed the case.
I. INTRODUCTION
We consider an infinite horizon stochastic control problem with discounted objective and full state information. In the general case this problem is difficult to solve, but exact solutions can be found for certain special cases. When the state and action spaces are finite, for example, the problem is readily solved. Another case for which the problem can be solved exactly is when the state and action spaces are finite dimensional real vector spaces, the system dynamics are linear, the cost function is convex quadratic, and there are no constraints on the action or the state. In this case optimal control policy is affine in the state variable, with coefficients that are readily computable [1] , [2] , [3] , [4] .
One general method for finding the optimal policy is to use dynamic programming (DP). DP represents the optimal policy in terms of an optimization problem involving the value function of the stochastic control problem [3] , [4] , [5] . However, due to the 'curse of dimensionality', even representing the value function can be intractable when the state or action spaces are infinite, or as a practical matter, when the number of states or actions is very large. Even when the value function can be represented, evaluating the optimal policy can still be intractable. As a result approximate dynamic programming (ADP) has been developed as a general method for finding suboptimal control policies [6] , [7] , [8] . In ADP we substitute an approximate value function for the value function in the expression for the optimal policy. The goal is to choose the approximate value function (also known as a control-Lyapunov function) so that the performance of the resulting policy is close to optimal, or at least, good.
In this paper we develop a control policy which we call the min-max approximate dynamic programming policy. We first parameterize a family of lower bounds on the true value function; then we perform control, taking the pointwise supremum over this family as our approximate value function. The condition we use to parameterize our family of bounds is related to the 'linear programming approach' to ADP, which was first introduced in [9] , and extended to approximate dynamic programming in [10] , [11] . The basic idea is that any function which satisfies the Bellman inequality is a lower bound on the true value function [3] , [4] .
It was shown in [12] that a better lower bound can be attained via an iterated chain of Bellman inequalities, which we use here. We relate this chain of inequalities to a forward look-ahead in time, in a similar sense to that of model predictive control (MPC) [13] , [14] . Indeed many types of MPC can be thought of as performing min-max ADP with a particular (generally affine) family of underestimator functions.
In cases where we have a finite number of states and inputs, evaluating our policy requires solving a linear program at every time step. For problems with an infinite number of states and inputs, the method requires the solution of a semi-infinite linear program, with a finite number of variables, but an infinite number of constraints (one for every state-control pair). For these problems we can obtain a tractable semidefinite program (SDP) approximation using methods such as the Sprocedure [8] , [12] . Evaluating our policy then requires solving an SDP at each time step [15] , [16] .
Much progress has been made in solving structured convex programs efficiently (see, e.g., [17] , [18] , [19] , [20] ). These fast optimization methods make our policies practical, even for large problems, or those requiring fast sampling rates.
II. STOCHASTIC CONTROL Consider a discrete time-invariant dynamical system, with dynamics described by
where x t ∈ X is the system state, u t ∈ U is the control input or action, w t ∈ W is an exogenous noise or disturbance, at time t, and f : X × U × W → X is the state transition function. The noise terms w t are independent identically distributed (IID), with known distribution. The initial state x 0 is also random with known distribution, and is independent of w t . We consider causal, time-invariant state feedback control policies
where φ : X → U is the control policy or state feedback function.
The stage cost is given by ℓ : X × U → R ∪ {+∞}, where the infinite values of ℓ encode constraints on the states and inputs: The state-action constraint set
The stochastic control problem is to choose φ in order to minimize the infinite horizon discounted cost
where γ ∈ (0, 1) is a discount factor. The expectations are over the noise terms w t , t = 0, 1, . . ., and the initial state x 0 . We assume here that the expectation and limits exist, which is the case under various technical assumptions [3] , [4] . We denote by J ⋆ the optimal value of the stochastic control problem, i.e., the infimum of J φ over all policies φ : X → U.
A. Dynamic programming
In this section we briefly review the dynamic programming characterization of the solution to the stochastic control problem. For more details, see [3] , [4] .
The value function of the stochastic control problem,
subject to the dynamics (1) and x 0 = z; the infimum is over all policies φ : X → U, and the expectation is over w t for t = 0, 1, . . .. The quantity V ⋆ (z) is the cost incurred by an optimal policy, when the system is started from state z. The optimal total discounted cost is given by
It can be shown that the value function is the unique fixed point of the Bellman equation
for all z ∈ X . We can write the Bellman equation in the form
where we define the Bellman operator T as
for any g : X → R ∪ {+∞}. An optimal policy for the stochastic control problem is given by
for all z ∈ X .
B. Approximate dynamic programming
In many cases of interest, it is intractable to compute (or even represent) the value function V ⋆ , let alone carry out the minimization required evaluate the optimal policy (4). In such cases, a common alternative is to replace the value function with an approximate value functionV [6] , [7] , [8] . The resulting policy, given bŷ
for all z ∈ X , is called an approximate dynamic programming (ADP) policy. Clearly, whenV = V ⋆ , the ADP policy is optimal. The goal of approximate dynamic programming is to find aV for which the ADP policy can be easily evaluated (for instance, by solving a convex optimization problem), and also attains nearoptimal performance.
III. MIN-MAX APPROXIMATE DYNAMIC

PROGRAMMING
We consider a family of linearly parameterized (candidate) value functions V α : X → R,
where α ∈ R K is a vector of coefficients and V (i) : X → R are fixed basis functions. Now suppose we have a set A ⊂ R K for which
Thus {V α | α ∈ A} is a parameterized family of underestimators of the value function. (We will discuss how to obtain such a family later.) For any α ∈ A we have
i.e., the pointwise supremum over the family of underestimators must be at least as good an approximation of V ⋆ as any single function from the family. This suggests the ADP control policỹ
where we use sup α∈A V α (z) as an approximate value function. Unfortunately, this policy may be difficult to evaluate, since evaluating the expectation of the supremum can be hard, even when evaluating E V α (f (z, v, w)) for a particular α can be done.
Our last step is to exchange expectation and supremum to obtain the min-max control policy
for all z ∈ X . Computing this policy involves the solution of a min-max or saddle-point problem, which we will see is tractable in certain cases. One such case is where the function ℓ(z, v)+E w V α (f (z, v, w)) is convex in v for each z and α and the set A is convex.
A. Bounds
The optimal value of the optimization problem in the min-max policy (5) is a lower on the value function at every state. To see this we note that
where the first inequality is due to Fatou's lemma [21] , the second inequality follows from the monotonicity of expectation, and the equality comes from the fact that V ⋆ is the unique fixed point of the Bellman operator.
Using the pointwise bounds, we can evaluate a lower bound on the optimal cost J ⋆ via Monte Carlo simulation:
where z 1 , . . . , z N are drawn from the same distribution as x 0 and V lb (z j ) is the lower bound we get from evaluating the min-max policy at z j .
The performance of the min-max policy can also be evaluated using Monte Carlo simulation, and provides an upper bound J ub on the optimal cost. Ignoring Monte Carlo error we have
Theses upper and lower bounds on the optimal value of the stochastic control problem are readily evaluated numerically, through simulation of the min-max control policy. When J lb and J ub are close, we can conclude that the min-max policy is almost optimal. We will use this technique to evaluate the performance of the minmax policy for our numerical examples.
B. Evaluating the min-max control policy
Evaluating the min-max control policy often requires exchanging the order of minimization and maximization. For any function f :
In the context of the min-max control policy, this means we can swap the order of minimization and maximization in (5) and maintain the lower bound property. To evaluate the policy, we solve the optimization problem , v, w) )) subject to α ∈ A (7) with variable α. If A is a convex set, (7) is a convex optimization problem, since the objective is the infimum over a family of affine functions in α, and is therefore concave. In practice, solving (7) is often much easier than evaluating the min-max control policy directly.
In addition, if there existw ∈ W andz ∈ Z such that
for all w ∈ W and z ∈ Z, then we have the strong maxmin property (or saddle-point property) and (6) holds with equality. In such cases the problems (5) and (7) are equivalent, and we can use Newton's method or duality considerations to solve (5) or (7) [16], [22] .
IV. ITERATED BELLMAN INEQUALITIES
In this section we describe how to parameterize a family of underestimators of the true value function. The idea is based on the Bellman inequality, [10] , [8] , [12] , and results in a convex condition on the coefficients α that guarantees V α ≤ V ⋆ .
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A. Basic Bellman inequality
The basic condition works as follows. Suppose we have a function V : X → R, which satisfies the Bellman inequality V ≤ T V.
Then by the monotonicity of the Bellman operator, we have
so any function that satisfies the Bellman inequality must be a value function underestimator. Applying this condition to V α and expanding (8) we get
for all z ∈ X . For each z, the left hand side is linear in α, and the right hand side is a concave function of α, since it is the infimum over a family of affine functions. Hence, the Bellman inequality leads to a convex constraint on α.
B. Iterated Bellman inequalities
We can obtain better (i.e., larger) lower bounds on the value function by considering an iterated form of the Bellman inequality [12] . Suppose we have a sequence of functions V i : X → R, i = 0, . . . , M , that satisfy a chain of Bellman inequalities
with V M−1 = V M . Then, using similar arguments as before we can show V 0 ≤ V ⋆ . Restricting each function to lie in the same subspace
we see that the iterated chain of Bellman inequalities also results in a convex constraint on the coefficients α ij . Hence the condition on α 0j , j = 1, . . . , K, which parameterizes our underestimator V 0 , is convex. It is easy to see that the iterated Bellman condition must give bounds that are at least as good as the basic Bellman inequality, since any function that satisfies (8) must be feasible for (9) [12] .
V. BOX CONSTRAINED LINEAR QUADRATIC
CONTROL
This section follows a similar example presented in [12] . We have X = R n , U = R m , with linear dynamics
where A ∈ R n×n and B ∈ R n×m . The noise has zero mean, E w t = 0, and covariance E w t w T t = W . (Our bounds and policy will only depend on the first and second moments of w t .) The stage cost is given by
A. Iterated Bellman inequalities
We look for convex quadratic approximate value functions
where
0, p i ∈ R n and r i ∈ R, are the coefficients of our linear parameterization. The iterated Bellman inequalities are
for i = 0, . . . , M , we can write the Bellman inequalities as a quadratic form in (v, z, 1)
for all v ∞ ≤ 1, z ∈ R n , i = 1, . . . , M . We will obtain a tractable sufficient condition for this using the S-procedure [15] , [12] . The constraint v ∞ ≤ 1 can be written in terms of quadratic inequalities
where e i denotes the ith unit vector. Using the Sprocedure, a sufficient condition for (10) is the existence of diagonal matrices D i 0, i = 1, . . . , M for which
Finally we have the terminal constraint, S M−1 = S M .
B. Min-max control policy
For this problem, it is easy to show that the strong max-min property holds, and therefore problems (5) and (7) are equivalent. To evaluate the min-max control policy we solve problem (7), which we can write as
with variables P i , p i , s i , i = 0, . . . , M , and diagonal D i , i = 1, . . . , M . We will convert this max-min problem to a max-max problem by forming the dual of the minimization part. Introducing a diagonal matrix D 0 0 as the dual variable for the box constraints, we obtain the dual function
where Λ 0 has the form given in (12) . We can minimize over v analytically. If we block out the matrix
where M 11 ∈ R m×m , then
Thus our problem becomes
which is a convex optimization problem in the variables P i , p i , r i , D i , i = 0, . . . , M , and can be solved as an SDP.
To implement the min-max control policy, at each time t, we solve the above problem with z = x t , and let ⋆ 0 .
C. Interpretations
We can easily verify that the dual of the above optimization problem is a variant of model predictive control, that uses both the first and second moments of the state. In this context, the number of iterations, M , is the length of the prediction horizon, and we can interpret our lower bound as a finite horizon approximation to an infinite horizon problem, which underestimates the optimal infinite horizon cost. The S-procedure relaxation also has a natural interpretation: in [23] , the author obtains similar LMIs by relaxing almost sure constraints into constraints that are only required to hold in expectation.
D. Numerical instance
We consider a numerical example with n = 8, m = 3, and γ = 0.9. The parameters Q, R, A and B are randomly generated; we set B = 1 and scale A so that max |λ i (A)| = 1 (i.e., so that the system is marginally stable). The initial state x 0 is Gaussian, with zero mean. Table I shows the performance of the min-max policy and certainty equivalent MPC, both with horizons of M = 15 steps, as well as the lower bound on the optimal cost. In this case, both the min-max policy and MPC are no more than around 1% suboptimal, modulo Monte Carlo error.
VI. DYNAMIC PORTFOLIO OPTIMIZATION
In this example, we manage a portfolio of n assets over time. Our state x t ∈ R n is the vector of dollar values of the assets, at the beginning of investment period t. Our action u t ∈ R n represents buying or selling assets at the beginning of each investment period: (u t ) i > 0 means we are buying asset i, for dollar value (u t ) i , (u t ) i < 0 means we sell asset i. The post-trade portfolio is then given by x t +u t , and the total gross cash put in is 1 T u t , where 1 is the vector with all components one.
The portfolio propagates over time (i.e., over the investment period) according to
where A t = diag(ρ t ), and (ρ t ) i is the (total) return of asset i in investment period t. The return vectors ρ t are IID, with first and second moments
(Here too, our bounds and policy will only depend on the first and second moments of ρ t .) We letΣ = Σ − µµ T denote the return covariance. We now describe the constraints and objective. We constrain the risk of our post-trade portfolio, which we quantify as the portfolio return variance over the period:
where l ≥ 0 is the maximum variance (risk) allowed. Our action (buying and selling) u t incurs a transaction cost with an absolute value and a quadratic component, given by κ T |u| + u T Ru, where κ ∈ R n + is the vector of linear transaction cost rates (and |u| means elementwise), and R ∈ R n×n , which is diagonal with positive entries, represents a quadratic transaction cost coefficients. (Linear transactions cost model effects such as crossing the bid-ask spread, while quadratic transaction costs model effects such as price-impact.) Thus at time t, we put into our portfolio the net cash amount
(When this is negative, it represents revenue.) The first term is the gross cash in from purchases and sales; the second and third terms are the transaction fees. The stage cost, including the risk limit, is
Our goal is to minimize the discounted cost (or equivalently, to maximize the discounted revenue). In this example, the discount factor has a natural interpretation as reflecting the time value of money.
A. Iterated Bellman Inequalities
We incorporate another variable, y ∈ R n , to remove the absolute value term from the stage cost function, and add the constraints
We define the stage cost with these new variables to be
and +∞ otherwise. Here, the first set of inequalities is interpreted elementwise. We look for convex quadratic candidate value functions, i.e.
where P i 0, p i ∈ R n , s i ∈ R are the coefficients of our linear parameterization. Defining
where • denotes the Hadamard product, we can write the iterated Bellman inequalities as
for all (v, y, z) that satisfy (15) , for i = 1, . . . , M .
A tractable sufficient condition for the Bellman inequalities is (by the S-procedure) the existence of
Lastly we have the terminal constraint, S M−1 = S M .
B. Min-max control policy
The discussion here follows almost exactly the one presented for the previous example. It is easy to show that in this case we have the strong max-min property. At each step, we solve problem (7) by converting the maxmin problem into a max-max problem, using Lagrangian duality. We can write problem (7) as
with variables P i , p i , s i , i = 0, . . . , M , and
n + , i = 1, . . . , M . Next, we derive the dual function of the minimization part. We introduce variables λ 0 ∈ R + , ν 0 ∈ R n + , τ 0 ∈ R n + , which are dual variables corresponding to the constraints (15) and (14) . The dual function is given by 
where M 11 ∈ R 2n×2n , then the minimizer of the Lagrangian is
C. Numerical instance
We consider a numerical example with n = 8 assets and γ = 0.96. The initial portfolio x 0 is Gaussian, with zero mean. The returns follow a log-normal distribution, i.e., log(ρ t ) ∼ N (μ,Σ). The parameters µ and Σ are given by µ i = exp(μ i +Σ ii /2), Σ ij = µ i µ j exp(Σ ij ). Table II compares the performance of the min-max policy for M = 40 and M = 5, and certainty equivalent model predictive control with horizon T = 40, over 1150 simulations each consisting of 150 time steps. We can see that the min-max policy significantly outperforms MPC, which actually makes a loss on average (since the average cost is positive). The cost achieved by the min-max policy is close to the lower bound, which shows that both the policy and the bound are nearly optimal. In fact, the gap is small even for M = 5, which corresponds to a relatively myopic policy. 
Bound
VII. CONCLUSIONS
In this paper we introduce a control policy which we refer to as min-max approximate dynamic programming. Evaluating this policy at each time step requires the solution of a min-max or saddle point problem; in addition, we obtain a lower bound on the value function, which can used to estimate (via Monte Carlo simulation) the optimal value of the stochastic control problem.
We demonstrate the method with two examples, where the policy can be evaluated by solving a convex optimization problem at each time-step. In both examples the lower bound and the achieved performance are very close, certifying that the min-max policy is very close to optimal.
