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Abstract. The paper concerns the study of variational systems described by parameterized generalized 
equations/variational conditions important for many aspects of nonlinear analysis, optimization, and their 
applications. Focusing on the fundamental properties of metric regularity and Lipschitzian stability, we estab-
lish various qualitative and quantitative relationships between these properties for multivalued parts/fields 
of parametric generalized equations and the corresponding solution maps for them in the framework of ar-
bitrary Banach spaces of decision and parameter variables. 
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1 Introduction 
The main objective of this paper is to study some well-posedness properties for a large class of 
variational systems governed by parametric generalized equation in the sense of Robinson [20]: 
0 E f(x, y) + Q(y) (1.1) 
depending on the decision variable y E Y and the parameter variable x E X with a single-valued 
base mapping f: X x Y --+ Z and a set-valued field mapping Q: Y =t Z between arbitrary Banach 
spaces. Formalism (1.1), known also as "variational condition" [23], has been well recognized as a 
convenient model for the study of many qualitative and quantitative aspects of variational analysis, 
optimization, equilibria, and their numerous applications; see, e.g., books [5, 12, 17, 23] and the 
references therein. Recall that model (1.1) encompasses, in particular, parameterized variational 
inequalities corresponding to the normal cone mapping Q(y) = N(y; D) with a convex set D, 
various complementarity problems, KKT (Karush-Kuhn-Thcker) systems of first-order optimality 
conditions in mathematical programming, etc. 
Associating with (1.1) the parameter-dependent solution map S: X =t Y given by 
S(x) := {y E Yl 0 E f(x,y) + Q(y)}, (1.2) 
we intend to establish relationships between certain fundamental well-posedness properties of the 
solution map (1.2) and those of the field mapping Q of the generalized equation (1.1). Namely, 
we concentrate on two basic versions of metric regularity and Lipschitzian stability for S for Q, 
which all play a crucial role in many areas of nonlinear analysis and its applications, particularly 
in their variational aspects; see the subsequent discussion in Section 2. Our main results show that 
the metric regularity properties of S at and around the points in question are equivalent, under 
appropriate surjectivity assumptions on the partial derivative of the base mapping f with respect 
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to x or the like, to the corresponding Lipschitzian properties of the field mapping Q, and vice versa. 
Note that these two lines of equivalence are independent of each other, since there is no symmetry 
between the mappings Sand Q and/or their inverses. Besides these qualitative equivalence results, 
we derive quantitative relationships between the characteristic constants (exact bounds of moduli) 
associated with the metric regularity and Lipschitzian properties of S and Q involving also the 
corresponding data of the base mapping fin (1.1). 
In fact, the initial motivation for our study comes from the recent results in [18] discovering 
the failure of metric regularity around the points in question for solution maps (1.2) to some major 
classes of parametric generalized equations (1.1) due to the equivalence between this property and 
the Lipschitz-like/ Aubin property of the corresponding field mappings Q established in [6] on the 
base of coderivative analysis in Asplund spaces. This class of spaces can be described as Banach 
spaces, where all separable subspaces have separable duals. In this paper we extend, in particular, 
the aforementioned results of [6, 18] to the case of arbitrary Banach spaces employing a direct 
approach based on enhanced iterative processes of the Lyusternik-Graves type that does not use 
the coderivative characterizations of metric regularity and Lipschitzian stability and allows us in 
addition to derive tight relationships between the exact bounds of the corresponding moduli. The 
latter seems to be new even in finite dimensions. As already mentioned, the approach of this paper 
leads also to establishing new qualitative and quantitative relationships between the Lipschitz-like 
property of S and the metric regularity of Q around the corresponding points. 
Furthermore, we explore the validity as well as the violation of similar relationships between 
"unstable" counterparts of the above metric regularity and Lipschitz-like properties of S and Q 
defined at (versus around) the points in questions and known also as "metric subregularity" and 
"calmness," respectively; see the exact definitions and more discussions in the next section. 
The rest of the paper is organized as follows. Section 2 contains definitions of the basic properties 
under consideration, some preliminary results, and discussions. 
Section 3 is devoted to establishing various relationships (mainly equivalences) between, on one 
hand, metric regularity of solutions maps S to parametric generalized equations around and at the 
given points and, on the other hand, the corresponding Lipschitzian/ calmness properties of field 
mappings Q in (1.1). Quantitative results involving the exact bounds o(the corresponding moduli 
in these properties together with appropriate characteristics of base mappings fin (1.1) are derived 
simultaneously via the underlying iterative processes. 
In Section 4 we apply the equivalence results of the previous section to make a conclusion on 
violating the metric regularity property and also its weak counterpart around the points in question 
for important classes of variational systems described via solution maps to parametric generalized 
equations with monotone as well as composite subdifferential fields in the general Banach space 
framework. We discuss the essence of this ill-posedness phenomenon and show that the results of 
this type do not hold for the at point counterpart of metric regularity, i.e., for metric subregularity. 
The final Section 5 of the paper concerns establishing qualitative and quantitative relationships 
between, on one hand, the Lipschitzian/ calmness properties of solution maps to parametric gen-
eralized equations and, on the other hand, the metric regularityjsubregularity properties of field 
mappings in (1.1), i.e., we consider the reverse setting to Section 3. Besides deriving "positive" 
equivalence results in this direction independent of those in Section 3, it is shown here that there 
is no parallelism between these two settings in general. In particular, it is confirmed by examples 
that the equivalence between the at-point properties considered in this section holds to much lesser 
extent in comparison with the results established in Section 3. Finally, we combine the results 
obtained in this paper with those known in the literature to derive new verifiable conditions en-
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suring the at-point (calmness and metric subregularity) properties of solution maps to generalized 
equations with subdifferential fields. 
Throughout the paper we mainly use standard notation and terminology of variational analysis; 
see, e.g., [5, 17, 23] and Section 2 for more details. Recall that .C(X, Y) stands for the collection of 
all linear bounded operators A: X _____. Y between Banach spaces, that JR := JR U { oo} denotes the 
extended real line, and that IN := {1, 2, ... } is the set of all natural numbers. 
2 Basic Definitions and Preliminaries 
This section presents basic definitions and preliminaries widely used in what follows. Unless other-
wise stated, all the spaces under consideration are Banach with the generic notation II · II for their 
norms. If no confusion arises, the symbol Jffi stands for the closed unit ball of the space in question 
while lffia(x) indicates the closed ball of radius a > 0 centered at x. 
For a set-valued mapping F: X ~ Y, we denote its graph by 
gphF := {(x,y) EX x Yl y E F(x)} 
and usually use the notation f: X _____. Y for single-valued mappings. The symbol F-1 : Y =J X 
stands for the inverse mapping to F with gphF-1 = {(y,x) E Y x XI (x,y) E gphF}. 
Given subsets C, D C X, define the distance from x E X to C and the excess from C to D by 
d(x,C) := inf llx- Yll and e(C,D) := supd(x,D), 
yEC xEC 
respectively, with the convention that 
{ 
0 if D-/= 0, d(x, 0) := oo and e(0, D) := 
00 otherwise. 
(2.1) 
Recall that a single-valued mapping f: X x Y _____. Z is (partially) Lipschitz continuous around 
(x, y) with respect to x uniformly in y if there are neighborhoods U of x and V of 'i} along with a 
constant rJ 2: 0 such that 
llf(x, y)- f(x', Y)ll :S rJIIx·- x'll whenever x, x' E U and y E V. (2.2) 
The infimum of 'fJ over all such combinations of rJ, U, and Vis called the (exact) partial uniform 
Lipschitz modulus of f in x around (x, 'iJ) and is denoted by lip xf (x, 'iJ). 
Given f : X x Y _____. Z, we say that a function h: Y _____. Z is a strict estimator of f around (x, y) 
with respect to y uniformly in x with constant A 2: 0 if 
h(y) = f(x,y) and llpyg(x,Y)::; A< oo for g(x,y) := f(x,y)- h(y). (2.3) 
The following contraction principle held in complete metric spaces (see, e.g., [5, Theorem 5E.2] 
and the references therein) is used in some proofs of this paper in the Banach space setting. 
Theorem 2.1. (Contraction principle for set-valued mappings.) Let <I>: X ~ X be a set-
valued mapping, let x E X, and let a > 0 be such that the set gph <I> n (lffia (x) x lffia (x)) is closed in 
X X X. Given e E (0, 1)' impose the following assumptions: 
(i) d(x, <I>(x)) < a(l- B); 
(ii) e( <I>( u) n lffia(x), <I>(v)) ::; Bllu- vii for all u, v E lffia(x). 
Then <I> has a fixed point in Ba(x), i.e., the1·e is x E lffia(x) with x E <I>(x). 
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Next we define the major metric regularity and Lipschitzian properties of our study. 
Definition 2.2. (Metric regularity and subregularity.) Given a set-valued mapping F: X .:::::1 Y 
and a point (x, Y) E gph F, we say that: 
(i) F is METRICALLY REGULAR AROUND (x, Y) with constant/modulus 11, > 0 if there are neigh-
borhoods U c X and V c Y such that 
d(x, F-1(y)) ~ 11,d(y, F(x)) for all x E U and y E V. (2.4) 
The infimum of"' > 0 over all the combinations (11,, U, V) for which (2.4) holds is called the EXACT 
REGULARITY BOUND ofF around (x, y) and is denoted by reg F(x, y). 
(ii) F is METRICALLY REGULAR AT (x, Y) (or SUBREGULAR at this point) with constant 11, > 0 
if there is a neighborhood U c X such that 
d(x, F-1(Y)) ~ 11,d(y, F(x)) for all x E U. (2.5) 
The infimum of"' > 0 over all the combinations (11,, U) for which (2.5) holds is called the EXACT 
SUBREGULARITY BOUND ofF at (x, Y) and is denoted by subreg F(x, y). 
It is easy to check (see, e.g., [17, Proposition 1.48]) that conditions (2.4) and (2.5) can be 
equivalently rewritten as 
d(x, F-1(y)) ~ 11,d(y, F(x) n V) and d(x, p-1(Y)) ~ "'d(y, F(x) n V) for all x E fJ, (2.6) 
where fJ C X and V C Y are some neighborhoods of x and y, respectively, and where the first 
estimate in (2.6) is required to hold for all y E Y sufficiently close toy. 
As we can clearly see from (2.6), the difference between the metric regularity properties of 
Definition 2.2 at and around the given point (x, y) is that the underlying distance estimate in (ii) 
is taken at the fixed point y in question while the corresponding estimate in (i) is required for all 
y close to fi with the uniform modulus "' > 0. In the classical settings both these properties were 
implicitly used (in some equivalent forms) by Lyusternik [14] and Graves [7]. In the commentaries 
to [5, 9, 12, 17] the reader can find comprehensive information on the evolution of these properties 
and their various applications with more references and discussions. 
By now it has been well recognized that the "at" and "around" properties of metric regularity 
from Definition 2.2 are significantly different from each other. This was strongly emphasized by 
Milyutin, long before publishing his joint paper [4], who called (2.4) and its modifications by 
properties in a neighborhood in contrast to their "one-point" counterparts as, e.g., in Ioffe [8], 
where the metric (sub)regularity property of the latter type was introduced and developed in the 
case of nonsmooth Lipschitzian mappings f: X ~ Yin (2.5). It turns out that robustness of metric 
regularity (2.4) around (x, Y), besides its linear rate, allows us to obtain complete characterizations 
of this and related neighborhood properties with precise formulas for computing the exact regularity 
bound reg F(x, y) in terms of pointwise coderivative constructions satisfying full calculus; see [15, 
17, 23]. This does not seem to be possible for the unstable at-point/subregularity version from 
Definition 2.2(ii). Observe to this end that the zero function from lR to lR is surely subregular 
at x = 0 while this property vanishes after adding the function g(x) = x2 . Other examples and 
discussions in this direction can be found in [5, pp. 184-185] and in Remarks 3.4, 3.6, 5.5 presented 
below. In what follows we try to avoid (as in [4, 9, 17] and many other publications) using the 
"at-point" terminology adopted in [5, 23] for neighborhood properties of type (2.4), which can lead 
to confusion according to our understanding and experience. 
The discussion above equally applies also to the following properties of the Lipschitzian type for 
set-valued mappings "at" and "around" the points in questions; see more details in [5, 9, 17, 23]. 
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Definition 2.3. (Lipschitzian properties of set-valued mappings.) Given F: X =J Y and 
(x, y) E gph F, we say that: 
(i) F is LIPSCHITZ-LIKE AROUND (x, y), or has the AUBIN PROPERTY around this point, with 
modulus £ 2: 0 if there are neighborhoods U of x and V of y such that 
F(x) n V C F(x') + R.\\x- x'l\lffi for all x, x' E U. (2.7) 
The infimum of£ 2: 0 over all the combinations (£, U, V) for which (2.7) holds is called the EXACT 
LIPSCHITZIAN BOUND ofF around (x, y) and is denoted by lip F(x, y). 
(ii) F is CALM AT (x, y) with modulus£ if there are neighborhoods U ofx and V ofy such that 
F(x) n V c F(x) + R.l\x- xl\lffi for all x E U. (2.8) 
The infimum of£ 2: 0 over all the combinations (£, U, V) for which (2.8) holds is called the EXACT 
BOUND OF CALMNESS for F at (x, y) and is denoted by elm F(x, y). 
It is easy to observe, under the local closedness of F(x) around the reference point, that inclu-
sions (2.7) and (2.8) can be equivalently written via the correspondipg excess (2.1) as, respectively, 
e(F(x) n V, F(x')) :::; R.l\x- x'\1 and e(F(x) n V, F(x)) :::; R.l\x- x\1 for all x, x' E U. (2.9) 
Similarly to the metric regularity /subregularity properties from Definition 2.2 we have furthermore 
that conditions (2.9) can be in turn equivalently written as 
e(F(x) n V, F(x')) :::; R.l\x- x'\1 and e(F(x) n V, F(x)) :::; R.l\x- x\1 for all x EX and x' E U, 
- -
where U C X and V C Yare appropriate neighborhoods of x andy. 
The Lipschitz-like property from Definition 2.3(i) was introduced by Aubin [2] as the "pseudo-
Lipschitz" property. It reduces to the classical (Hausdorff) local Lipschitz continuity of F around 
x if V =Yin (2.7) and surely gives back the classical local Lipschitzian property for single-valued 
mappings. It seems that the Lipschitz-like/Aubin property (2.7) is the most natural extension of 
the classical local Lipschitz continuity to set-valued mappings being a graphical counterpart of the 
latter in the set-valued case; see [17, 23] for more discussions. 
In contrast, the calmness property from Definition 2.3(ii) does not go back to the classical local 
Lipschitz continuity in the case of single-valued mappings, which requires comparison between two 
points in a neighborhood of the reference one, while in (2.8) we have x' = x fixed. When V = Y in 
(2.8), this property was introduced by Robinson [21] as the "upper Lipschitz" property of set-valued 
and single-valued mappings. The graphical localization in (2.8) and the "calmness" terminology 
in this framework appeared in [23]. In [5, 10, 12, 25], the reader can find more information and 
discussion on the calmness property with recent results and applications. 
It has been long recognized in variational analysis the equivalence between appropriate met-
ric regularity properties of mappings and Lipschitzian properties of their inverses. The proofs of 
such results are straightforward and more or less based just on the definitions; see, e.g., [17, The-
orem 1.49] and [5, Theorem 3H.3] for the corresponding neighborhood and one-point properties 
from Definitions 2.2 and 2.3 with the commentaries therein. 
Proposition 2.4. (Equivalence between metric regularity and Lipschitzian properties.) 
For an arbitrary mapping F: X =J Y with (x, y) E gph F, the following assertions hold: 
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(i) F is metrically regular around (x, Y) if and only if the inverse mapping F-1 : Y =t X is 
Lipschitz-like around (y, x). Furthermore, we have the equality 
regF(x,y) = lipF-1(y,x). 
(ii) F is metrically subregular at (x, y) if and only if the inverse mapping F-1 : Y =t X is calm 
at (y, x). Furthermore, we have the equality 
subregF(x,y) = clmF-1(y,x). 
As mentioned in the above discussion on metric regularity, this property around the points 
in questions admits full pointwise characterizations with computing the exact bound of moduli 
in (2.4) in the general setting of set-valued mappings. In this paper we need the corresponding 
characterization and formula only for the case of linear operators between Banach spaces from 
[17, Corollary 1.58], which is in fact a refined version of the classical Banach-Schauder open map-
ping theorem directed originally (as well as its nonlinear Lyusternik-Graves extension) to deriving 
sufficient conditions for openness/metric regularity with no modulus estimates. 
Proposition 2.5. (Metric regularity for linear bounded operators.) A linear bounded 
operator A E .C(X, Y) is metrically regular around every point x E X if and only if it is surjective. 
In this case the exact regularity bound of A is computed by 
regA = II(A*)-1 11 
via the norm of the (single-valued) inverse to the adjoint operator A* E .C(Y*, X*). 
3 Metric Regularity of Solution Maps via Lipschitzian Properties 
of Fields in Generalized Equations 
The primary goal of this section is to find appropriate conditions imposed on the initial data of the 
generalized equation (1.1) that ensure the equivalence between the metric regularity of the solution 
map S: X =t Y from (1.2) around (x, y) and the Lipschitz-like property of the field mapping 
Q: Y =t Z of (1.1) around (y,- f(x, Y)), with establishing relationships between the corresponding 
exact bounds. Furthermore, we derive similar results relating the at-point metric subregularity and 
calmness properties of S and Q, respectively. 
The following lemma concerning the base mapping f in (1.1) plays a significant role in our 
consideration. Its proof is a certain modification of the Lyusternik-Graves iterative process (cf. [7, 
14]) while the result itself is a far-going extension of [7, Theorem 1] providing also a tight relationship 
between the exact bounds of the corresponding moduli; see more discussions in Remark 3.2 below. 
Lemma 3.1. (Implicit multifunctions.) Let f: X x Y --> Z be a mapping between Banach 
spaces, and let (x, y) E X x Y be such that f is locally Lipschitzian with respect to y with constant 
'f/ ?:: 0 uniformly in x on some neighborhood U x V of (x, y). Given a surjective linear operator 
A E .C(X, Z), suppose that there are f..L?:: 0 and 'Y > reg A satisfying the relationships f..L'Y < 1 and 
llf(x,y)- f(x',y)- A(x- x')ll :S J.LIIx- x'll for all x,x' E U and y E V. (3.1) 
Given further a mapping g: W --> Z between Banach spaces that is locally Lipschitzian around 
w E W with constant ).., consider a set-valued mapping r: Y x W =t X defined by 
f(y,w) := {x E XI f(x,y) + g(w) = o}. (3.2) 
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Then there is a > 0 such that for every (y, w), (y', w') E lffia (Y) x lffia ( w) we have the inclusion 
r(y', w') n Ba(x) c r(y,w) + _'Y_ (77IIY- y'll + .\llw- w'II)B. 
1- 'YJ.L 
(3.3) 
The latter implies, when g(w) = -f(x,y), that r is Lipschitz-like around ((y,w),x) with the 
following upper estimate of the exact Lipschitzian bound: 
. ( __ ) _) regA·max{llPyf(x,y),lipg(w)} 
hp r (y, w , x ::; 1 A . - J.L ·reg (3.4) 
Proof. The Lipschitz-like property off around ((fi, w), x) and the exact bound estimate (3.4) follow 
directly from (3.3), Definition 2.3(i) and the assumptions of the theorem. To justify (3.3), pick a > 0 
such that (3.1) holds for every x, x' E Ba(x) and y E Ba(Y), that f is Lipschitz continuous with 
respect toy uniformly in x on Ba(x) xJBSa(fi) with constant 77 ~ 0, and that g is Lipschitz continuous 
on Ba ( w). Choose further 0 < a ::; a satisfying the estimates 
(3.5) 
Fix arbitrary pairs (y,w), (y',w') E lffia(Y) x Ba(w) and take some point x' E r(y',w') n lffia(x) 
observing that we have inclusion (3.3) automatically if the latter point does not exist. 
Starting with xo := x', we construct next a sequence {xk} C Ba(x) by using the following 
iterates of the Lyusternik-Graves type as k E IN: 
A(xk- xk-l) = -g(w)- f(xk-l, y) with 
llxk- Xk-1ll::; 'Y('YJ.L)k-lllg(w) + f(x',y)ll· 
(3.6) 
(3.7) 
Let us first justify the well-posedness of the suggested iterative procedure. Indeed, by the surjectivity 
of the operator A from (3.1) we find x1 EX such that 
A(xl- x') = -g(w)- f(x',y) with llx1- x'll::; 'YIIg(w) + f(x',y)ll· 
Then the assumptions of the lemma ensure the estimates 
llx1- xll::; llx1- x'll + llx'- xll ::; 'YIIg(w) + f(x', Y)ll +a 
::; 'YIIg(w)- g(w')ll + 'YIIf(x', y)- f(x', y')ll +a 
::; 'Y.\IIw- w'll + 'Y77IIY- y'll +a 
::; a(2'Y(.\ + ry) + 1) ::; a. 
This implies that x1 E Ba(x) and that Xl satisfies relationships (3.6) and (3.7). Suppose now that 
for some n E IN we have constructed the iterates XI, ... , Xn in Ba(x) satisfying (3.6) and (3.7). 
Using again the surjectivity of A, get Xn+l EX such that A(xn+l- Xn) = -g(w)- f(xn, y) and 
llxn+l- Xnll ::; 'YIIg(w) + f(xn, Y)ll = 'YIIf(xn, Y)- f(xn-l, y)- A(xn- Xn-1)11 
::; 'YJ.LIIxn- Xn-d::; 'YbJ.Ltllg(w) + f(x',y)ll· 
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The latter yields furthermore that 
n+1 n+1 
llxn+1- x'll ::S 2.:= llxi- Xi-111 ::S 'YIIg(w) + f(x',y)lll:=bfk)i 
i=1 
::S -1 'Y llg(w) + f(x',y)ll 
- 'Yfk 
i=1 
· ::S 1 _'Y'Y/k (llg(w)- g(w')ll + llf(x',y)- f(x',y')ll) 
:::.:; _'Y_ (AIIw- w'll + 11IIY- y'll), 
1 - 'Yfk 
which allows us to conclude that 
(
2-y(_\+ry) ) 
llxn+1- xll :::.:; llxn+1- x'll + llx'- xll :::.:; 1- 'Yfk + 1 a:::.:; a. 
(3.8) 
This justifies by induction the possibility to construct a sequence { Xk} C lllla(x) satisfying (3.6) and 
(3.7). By (3.7) we get for any m > n;::: 1 the estimates 
m m 
llxm- Xnll ::S 2.:= llxi- Xi-111 ::S 'YIIg(w) + f(x',y)ll 2.:= ('YJ-L)i-1 
i=n+1 i=n+l 
00 
::S 'Ybfk)nllg(w) + f(x', Y)lll:=btk)i = ~llg(w) + f(x', Y)llbfkt, 
i=O - 'Y/k 
which proves that {xk} is a Cauchy sequence and it converges therefore to some x E lllla(x). Passing 
to the limit in (3.6) and (3.8) as k --7 oo and n --7 oo, we obtain that g(w) =- f(x, y) and that 
llx- x'll :::.:; _'Y_ (AIIw- w'll + 11IIY- y'll). 
1- 'Yf-l 
Thus x E r(y, w), which verifies (3.3) and completes the proof of the lemma. D 
Remark 3.2. (Related observations.) It is worth making the following observations regarding 
the results and assumptions of Lemma 3.1. 
(i) Let f(x, y) = f(x) and g(y) = -y for x E X andy E Yin the framework of Lemma 3.1. 
Then the multifunction r in (4.5) reduces to the inverse mapping r(y) = j-1(y). Taking into 
account that the Lipschitz-like property of the inverse mapping f- 1 around y is equivalent by 
Proposition 2.4(i) to the metric regularity of f around x while the latter is equivalent in turn to 
the so-called linear openness/covering property off around this point that is actually considered 
in [7], we get from Lemma 3.1 the main result of Graves [7]. By now it has been well recognized 
in variational analysis that the surjectivity condition on the (strict) derivative off similar to (3.1) 
fully characterizes the metric regularity and equivalent properties of nonlinear mappings around 
the corresponding points; see, e.g., [17, Theorem 1.57] and the commentaries therein. 
(ii) The calmness version of Lemma 3.1 is also valid: under the weaker assumptions 
cl;;;.yj(x, Y) < oo and clmg(w) < oo 
in the framework of Lemma 3.1 we get by a symmetric proof that the set-valued mapping r from 
(4.5) is calm at ((y,w),x) when f(x,y) = -g(w) with the exact bound estimate 
l (- _) _) reg A· max {clmyf(x, Y), clmg(w)} cmry,w,x::S A , 1- fk ·reg 
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where clmyf(x, y) is defined similarly to fiP vf(x, Y) as in Section 2. 
(iii) If f: X x Y -+ Z is Lipschitz continuous with respect to y uniformly in x around (x, y) 
with constant 'r/ :2 0 and if there is an operator A E .C(X, Z) satisfying (3.1), then f is locally 
Lipschitzian around this point with respect to both variables. Indeed, for any (x,y) and (x',y') 
close to (x, Y) we have the inequalities 
IIJ(x,y)- f(x',y')ll < IIJ(x,y)- f(x,y')ll + llf(x,y')- f(x',y')- A(x- x')ll 
+IIAII·IIx- x'll 
< 'TillY- Y'll + (1-L +II All) llx- x'll, 
which justify the local Lipschitz continuity off with respect to both x andy around (x, y). 
As discussed in Section 2, the at-point properties of subregularity and calmness are essentially 
different in general from (and less developed than) their metric regularity and Lipschitz-like coun-
terparts defined around the reference points. However, in what follows we discover some important 
settings, where the aforementioned "at" and "around" properties behave in a similar way. Fur-
thermore, the proofs of these results are fully symmetric and can be unified. To proceed in this 
direction, we rewrite the underlying metric regularity and subregularity inequalities (2.4) and (2.5) 
in the unified way 
d(x,F- 1 (y)) ~ ~d(y,F(x)) for all x E lffia(x) and y E lffib(Y), (3.9) 
where the constants a and~ are positive while b :2 0. The latter allows us to include into framework 
(3.9) both metric regularity property ofF around (x,Y) E gphF forb> 0 and metric subregularity 
property of F at (x, y) corresponding to b = 0 with the convention that lffio(Y) = {y} in (3.9). 
Similarly we unify the underlying Lipschitz-like and calmness inclusions (2. 7) and (2.8) as 
F(x) n lffia(Y) c F(u) + .e11x- ulllffi for all x E lffia(x) and u E lffib(x) (3.10) 
with .e :2 0, a > 0, and b :2 0, where the case of b > 0 in (3.10) corresponds to the Lipschitz-like 
property of F around (x, y), while b = 0 therein gives us the calmness property of F at (x, Y). 
The next theorem establishes the equivalence, on one hand, between metric regularity of the 
solution map Sin (1.2) and the Lipschitz-like property of the field Q in (1.1) around the reference 
points and, on the other hand, between subregularity of S and calmness of Q at these points. 
Furthermore, we derive tight quantitative relationships between the exact bounds of moduli for the 
corresponding properties via the initial data of (1.1). 
Theorem 3.3. (Metric regularity and subregularity of solution maps via Lipschitzian 
properties of fields in generalized equations.) Let f: X x Y -+ Z be a mapping between 
Banach spaces that is Lipschitz continuous on a neighborhood U x V of (x, Y) E X x Y, and let 
Q: Y =l Z be a set-valued field mapping with z := - f(x, Y) E Q(Y). Assume that A E .C(X, Z) is 
a surjective linear operator such that there is 1-L :2 0 with 
!-L·regA < 1 and llf(x,y)- f(x',y)- A(x- x')ll ~ 1-LIIx- x'll for all x,x' E U, y E V. (3.11) 
Then the following assertions are satisfied: 
(i) The solution map S in (1.2) is metrically regular around (x, Y) if and only if the field Q in 
(1.1) is Lipschitz-like around (y, z). Moreover, we have the exact bound relationships 
__ ) regA· [lipQ(y,z) +llPvf(x,y)] 
regS(x,y ~ 1 A , - J..L ·reg (3.12) 
lip Q(y, z) ~ llP xf(x, y) ·reg S(x, Y) +lip yf(x, Y). (3.13) 
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(ii) The solution map S is subregular at (x, y) if and only if the field Q is calm at (y, z). 
Furthermore, we have the exact bound relationships 
__ ) regA·[clmQ(y,z)+llPyf(x,y)] 
subreg S(x, y :::; A , 1- J-L ·reg 
elm Q(y, z) :S up xf(x, y) · subreg S(x, y) +lip yf(x, y). 
(3.14) 
(3.15) 
Proof. Observe first that the general assumptions made in this theorem ensure the fulfillment of 
all the requirements of Lemma 3.1 with W = Z and g(z) = z. Thus for any f/y > llpyf(x,Y) and 
'Y > reg A with 'Y J-L < 1 there is a positive constant a such that for every (y, z), (y', z') E lffia (y) x lffio: (z) 
we have the inclusion 
r(y', z') n lffia(x) C r(y, z) + _'Y_ (17yiiY- y'll +liz- z'll)lffi, 
1- 'YJ-L 
where r(y,z) := {X EX I f(x,y) + z = o}. 
(3.16) 
Starting with the proof of the "only if' part in assertions (i) and (ii) simultaneously, assume 
that the underlying estimate (3.9) holds for the solution map S on (1.2) with positive constants 
K-, a and with b 2 0. Take fJx > llP x f (x, y) and make a > 0 smaller if necessary to get 
d(x, s-1(y)) :::; K.d(y, S(x)) for every (x, y) E lffia(x) X lffib(Y) and 
llf(x,y)- f(x',y')ll :S 17xllx- x'll +17yiiY- y'll for all (x,y), (x',y') E lffia(x) x lffia(y). 
Next decrease a > 0 if necessary and choose f3 2 0 (with (3 > 0 of b =/= 0) satisfying the relationships 
a:::; a, f3:::; min{b,a}, (a+/3)"-<::, and 'Y(fJy+ 1)a:::;-2a. 2 1 - 'YJ-L 
Pick further y E lffia(Y), y' E lffi,a(Y), and z E Q(y) n lffia(z) observing that we are done if no such z 
exists. Note also that y' = y if b = 0 and thus f3 = 0. Then by (3.16) we find x E r(y, z) such that 
llx- xll :S - 1 - (11YIIY- 'YII +liz- zll) :S 'Y(fJy + 1) a :S ::2 · 1-"(J-L 1-"(J-L 
Hence y E S(x) by the choice of y and z, which allows us to conclude from the assumed metric 
regularity /subregularity of S in (3.9) that 
d(x,S-1(y')):::; K-d(y',S(x)) :S "-IIY'- Yll· 
The latter implies that for every£> 0 there is Xe: E s- 1(y') with llx- xe:ll :S "-IIY'- Yll +£,and so 
whenever£> 0 is sufficiently small. Letting now z10 := - f(x 10 , y'), we get z10 E Q(y') satisfying 
which gives d(z, Q(y')) :S ("-17x + f/y)IIY- y'll + fJx£. Passing to the limit in the latter expression as 
£ 1 0 allows us to conclude that 
d(z,Q(y')) :S ("-17x+17y)lly-y'll for all zEQ(y)nlffio:(z), 
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and therefore Q is Lipschitz-like around (y, z) with lip Q(y, z) ::; "''rlx + 'f/y when b > 0, and it is 
calm at this point with elm Q (y, z) ::; "''fJx + 'f)y if b = 0. Since the constants 'r/x and 'r/y above can 
be chosen arbitrarily close to llP xf(x, y) and llPyf(x, y), respectively, while r;, is arbitrarily close 
to reg S(x, y) for b > 0 and to subreg S(x, y) forb= 0, we arrive at the corresponding exact bound 
estimates (3.13) and (3.15) and thus complete the proof of the "only if'' part of the theorem in 
both assertions (i) and (ii). 
To justify next the "if'' part in assertions (i) and (ii) simultaneously, assume that inclusion 
(3.10) holds for the field Q, i.e., we have 
Q(y) n lffia(z) C Q(y') +illY- y'lllffi whenever y E lffia(fi) and y' E lffib(fi) (3.17) 
with some constants i ;:::: 0, a > 0, and b ~ 0, where b > 0 corresponds to the Lipschitz-like 
property of Q around (y, z) while b = 0 relates to the calmness property of Q at this point. Pick 
any rJx > llP xf(x, y) and make a smaller if necessary so that 
llf(x,y)- f(x',y')ll :S 'f/xllx- x'll + 'f/yiiY- y'll for all (x,y), (x',y') E lffia(x) X lffia(fi). 
Take a > 0 in (3.16) with a ::; a and select some constants "( > 0 and f3 ~ 0 (with f3 > 0 if b # 0) 
satisfying the inequalities 
"( ::; a, f3 ::; min {a, b}, 2"(( 'r/x + 'f)y) ::; a, and 2i(T + /3) ::; a. 
Fix further y E lffi-y(Y), y' E lffi,a(fi), and x E s-1 (y) nlffi-y(x) observing that there is nothing to prove 
if such a point x does not exist. Then for z := - f(x, y) we have z E Q(y) and 
liz- zll :S 'r/xllx- xll + 'f/yiiY- fill :S (rJx + 'r/yh :S a/2 :Sa. 
Thus z E Q(y) n lffia(z), and by (3.17) there is z' E Q(y') satisfying liz'- zll ::; illY'- Yll· Then 
liz'- zll :S liz'- zll + liz- zll :SillY'- Yll + a/2 :S i(T + /3) + a/2 :S a, 
which gives z, z' E lffia:(z). Since y, y' E lffia:(Y), we obtain from (3.16) that 
X E r(y, z) c r(y', z') + 1 _'Y 'Y/-k ( 'r/y IIY- y'll + liz- z'll)lffi 
ensuring the existence of x' E r(y',z') with llx- x'll::; 'Y/(1- "fp,)('rJyiiY- y'll +liz- z'll). Then 
- f(x', y') = z' E Q(y') or, equivalently, x' E s-1(y'). Even more, we get 
llx- x'll :S -1 'Y ('f/yiiY- Y'll +liz- z'll) :S 'Y~'r/y + i) IIY- Y'll· 
- 'Y/-k - 'Y/-k 
(3.18) 
Since 'Y and 'f/y can be chosen arbitrarily close to reg A and llP y! (x, y), respectively, while i can 
be arbitrarily close to lip Q(y, z) for b > 0 and to elm Q(y, z) for b = 0, the last estimate in (3.18) 
implies the exact bound formulas in (3.12) and (3.14) and completes the proof of the theorem. 0 
Remark 3.4. (Discussion on assumptions and conclusions of Theorem 3.3.) We have the 
following observations and examples concerning the assumptions and results obtained above. 
(i) Note first that the surjectivity requirement on the linear bounded operator A is essential 
for the validity of the equivalence between the metric regularity and Lipschitz-like properties in 
Theorem 3.3. Indeed, for f = 0 it is easy to observe that the solution map S is metrically regular 
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around (x, y) if and only ify E int Q-1 (0). However, the latter condition is not equivalent in general 
to the Lipschitz-like property of the field Q around (y, 0). To illustrate this, consider mappings 
Ql : Y :::::¥ Z and Q2 : Y :::::¥ Y defined by 
for y = 0, } 
for y f' 0 and Q2(Y) := {y}, y E Y. 
We can see that Q1 is not Lipschitz-like around (0, 0) while 0 E int Q11 (0) = Y. On the other hand, 
Q2 is Lipschitz-like around every point of its graph while S is not metrically regular anywhere. 
(ii) The upper estimates in (3.12) and (3.13) obtained by Theorem 3.3 cannot be improved 
without additional assumptions, in the sense that for some mappings we reach the equalities therein. 
To illustrate this, consider real functions f: lR x lR --> lR and Q: lR--> lR defined by 
f(x, y) :=ax+ by and Q(y) := cy 
with a, b, c E lR \ {0}. Since we easily get 
lb+cl 
lipQ =lei and regS= -lal-, 
the upper estimate (3.12) is satisfied as equality when lb + cl = lei- lbl. Moreover, the equality 
holds in (3.13) when lb + cl = lbl + 14 
(iii) Observe further that for f = 0 the solution map S is always metrically subregular at 
any point of its graph. However, this does not imply the calmness property of the field Q; it is 
illustrated by the mapping Q1 in Remark 3.4(i). In fact, S is always metrically subregular when 
the base mapping f does not depend on the parameter x. On the other hand, the examples in 
Remark 3.4(ii) illustrate also the tightness of the upper estimates obtained in (3.14) and (3.15). 
Let us now present consequences of Theorem 3.3 in the case of strict differentiability of base 
mappings in generalized equations. Recall that a mapping f: X x Y --> Z is strictly partially 
differentiable at (x, y) with respect to x uniformly in y with the partial derivative \1 xf(x, Y) if 
l. f(x,y)- f(x',y)- ("Vxf(x,y),x- x') -0 c ll E y . -111!. II 'II - 10r a y neal y. 
X-+X X- X 
x'-~oX 
(3.19) 
We obviously have that the partial strict differentiability postulated in (3.19) is implied by the 
(full) strict differentiability off at (x, Y), which ensures the local Lipschitzian property off around 
(x, Y) and is in turn satisfied when f is C1 around this point. 
Corollary 3.5. (Equivalence between metric regularity of solutions maps and Lips-
chitzian properties of fields for generalized equations with strictly differentiable bases.) 
Let f: X x Y --> Z be a mapping between Banach spaces that is locally Lipschitzian around (x, Y) 
and strictly partially differentiable at this point with respect to x uniformly in y with the surjective 
partial derivative \1 xf(x, y), and let Q: Y :::::¥ Z be a set-valued mapping with z := - f(x, Y) E Q(y). 
Then the following assertions hold: 
(i) The solution map S: X :::::¥ Y in (1.2) is metrically regular around (x, Y) if and only if Q is 
Lipschitz-like around (y, z) with the upper estimates of the corresponding exact bounds: 
regS(x,y)::; \\("Vxf(x,Y)*t1\\· [lipQ(y,z) +liPyf(x,y)], 
lip Q(y, z) ::; II"V xf(x, Y) II ·reg S(x, '[]) +lip yf(x, Y). 
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(3.20) 
(ii) The solution map S is subregular at (x, y) if and only if Q is calm at (y, z) with the upper 
estimates of the corresponding exact bounds: 
subregS(x,fi) ~ II(Vxf(x,Y)*)-1 11· [clmQ(y,z)+li'Pyf(x,y)], 
clmQ(y,z) ~ IIVxf(x,fi)ll·subregS(x,y)+li'Pyf(x,Y). 
(3.21) 
Proof. It is easy to see from definition (3.19) of strict partial differentiability of the base f at (x, Y) 
that assumption (3.11) of Theorem 3.3 is satisfied with the surjective linear operator A= \7 xf(x, Y) 
and with the choice of J-L > 0 such that J-L ·reg \7 xf(x, y) is arbitrary close to zero. Then all the 
results of this corollary follow from the corresponding assertions of Theorem 3.3 due to the formula 
for computing the exact regularity bound of \7 xf(x, y) given in Proposition 2.5. D 
Remark 3.6. (Comments on the equivalence and exact bound formulas under strict 
differentiability.) Observe the following: 
(i) In the case of Asplund spaces X, Y, and Z and a strictly differentiable mapping fin both 
variables (x, y) with the surjective partial derivative \7 xf(x, y), the equivalence in Corollary 3.5(i) 
is first formulated in [18, Theorem 5.1] with the full proof given in [6, Theorem 5.6] on the basis 
of coderivative analysis and complete coderivative characterizations of the metric regularity and 
Lipschitz-like properties of set-valued mapping between Asplund spaces; see [17, Chapter 4]. The 
proof of Corollary 3.5 (including those of Theorem 3.3 and Lemma 3.1) is based on quite differ-
ent ideas involving the iterative process of the Lyusternik-Graves type in general Banach spaces, 
which has been well recognized as a conventional tool of dealing with various problems involving 
surjective operators; see the above discussions and references. The latter allows us furthermore to 
establish the equivalence between one-point subregularity and calmness properties in assertion (ii) 
of Corollary 3.5, which cannot be done via the coderivative analysis of [6, 17, 18], and to derive in 
addition tight modulus relationships in (3.20) and (3.21). 
(ii) Recall that the inner norm of a positively homogeneous mapping F: X =1 Y is defined by 
IIFII- := supd(O,F(x)). 
xElffi 
It is not hard to verify that, for a surjective linear bounded operator F =A: X -t Y, we have 
This allows us to conclude, whenever llPyf(x, y) = 0, that the estimates in (3.20) and (3.21) reduce, 
respectively, to the equalities 
reg S(x, y) = IIV xf(x, Y) 11-1 ·lip Q(y, z) and subreg S(x, y) = IIV xf(x, Y) 11-1 ·elm Q(y, z) 
provided that the relative condition number 
(3.22) 
of the operator \7 xf (x, y) is equal to 1. We refer the reader to [19] for more information on condition 
numbers and their applications to numerical aspects of optimization. 
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(iii) The equivalence results of Theorem 3.3 and Corollary 3.5 are generally not valid if the 
field mapping Q in (1.1) depends on the parameter variable x. As a simple example, consider 
a modification of (1.1) with f(x, y) := x + y and Q(x, y) := -x + y. All the assumptions of 
Corollary 3.5 are satisfied, and Q is Lipschitz-like around the origin. At the same time we have 
S ( x) = { 0} for all x E JR, and thus this solution map is not metrically regular around the origin. 
The next result of its independent interest would help us to understand the observation made 
above in Remark 3.6(iii). It extends to the case of general normed spaces (in fact, the given proof 
holds in the metric space setting) the one obtained in [17, Theorem 4.16] in Asplund spaces, where 
on the other hand both mappings are considered to be set-valued. 
Proposition 3.7. (Lipschitz-like property and exact bounds under summation.) Let 
F: X ==t Y be a set-valued mapping between normed spaces that is Lipschitz-like around some point 
(x,y) E gphF, and let g: X---+ Y be a single-valued mapping locally Lipschitzian around x. Then 
the sum F + g is Lipschitz-like around (x; y + g(x)) with the exact bound estimate 
lip (F +g) (x, 11 + g(x)) ~lip F(x, 11) +lip g(x). (3.23) 
Proof. Take arbitrary numbers r;, > lip F(x, Y) and A > lip g(x) and find a constant a > 0 such that 
F(x) n lllSa(Y) C F(x') + r;,llx- x'lllllS for all x, x' E lllSa(x), 
llg(x)- g(x')ll ~ >-llx- x'll for all x,x' E lllSa(x). 
Letting f3 := a/(1 +.A), pick x, x' E lllS.e(x) andy E (g + F)(x) n lllS.e(11 + g(x)); there is nothing to 
prove if this latter intersection is empty. Since 
IIY- g(x)- 1111 ~ IIY- g(x)- 1111 + llg(x)- g(x)ll ~ f3 + >-!3 =a, 
there is fiE F(x') such that llfi-y+g(x)ll ~ "'llx-x'll· Denote further y' := fi+g(x') E (g+F)(x') 
and observe that 
IIY'- Yll ~ llfi + g(x)- Yll + llg(x)- g(x')ll ~ (r;, + .A)IIx- x'll· 
The latter justifies the Lipschitz-like property of g + F around (x, 11 + g(x)) with constant r;, +A. 
Moreover, we arrive at the exact bound estimate (3.23) due to the choice of r;, and A. D 
If we now suppose that a counterpart of Theorem 3.3 or Corollary 3.5 holds for parameter-
dependent field mappings Q = Q(x, y), then we could apply it to the solution maps 
S(x) := {y E Yl 0 E f(x, y) + Q(x, y)} (3.24) 
of such generalized equations with base mappings f: X x Y ---+ Z satisfying the assumptions of the 
aforementioned results. Given Q: Y ==t Z, form Q: X x Y ==t Z in (3.24) as 
Q(x, y) :=- f(x, y) + Q(y) 
and observe by Proposition 3.7 that Q is Lipschitz-like simultaneously with Q around the corre-
sponding points. Since the solution map S(x) = {y E Yl 0 E Q(y)} to (3.24) with the field Q(x, y) 
formed in this way is independent of x, it might not be metrically regular while Q has the Lipschitz-
like property; see Remark 3.4(i) for more details. This explains the impossibility of extending the 
results derived above to generalized equations with parameter-dependent fields. 
The last result of this section establishes a counterpart of Theorem 3.3 with the replacement 
of the base mapping fin (1.1) by its strict estimator around the point in question. This result is 
generally independent of both Theorem 3.3 and its Corollary 3.5. 
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Theorem 3.8. (Metric regularity and subregularity of solution maps via strict base 
estimators.) Suppose under the assumptions of Theorem 3.3 that h: Y -7 Z is a strict estimator 
of the base mapping f in (1.1) with respect toy uniformly in x at (x, y) with constant .A 2: 0. Then 
the following assertions hold: 
(i) The solution map S in (1.2) is metrically regular around (x, y) if and only if the perturbed 
field h + Q is Lipschitz-like around (y, 0). Furthermore, we has the exact bound estimates: 
(- _ reg A· [lip (h + Q)(y, 0) +A+ llPyf(x, y)] regS x,y):::; A , 1- J.L ·reg 
lip (h + Q) (y, 0) :::; liP xf(x, y) ·reg S(x, Y) +A. 
(ii) The solution map S is metrically subregular at (x, Y) if and only if the perturbed field h + Q 
is calm at (y, 0). We have furthermore that 
(- _) reg A· [ clm(h + Q)(y, 0) +.A+ iipyf(x,y)] subreg S x, y :::; A , 
1- J.L ·reg 
clm(h + Q)(y, 0) :::; liP xf(x, Y) · subreg S(x, y) +A. 
Proof. We follow the lines in the proof of Theorem 3.3 with the replacement of z and z' therein by 
z- h(y) and z'- h(y') and with the use of the underlying properties of strict estimators. D 
4 Failure of Metric Regularity and Weak Metric Regularity for 
Major Classes of Parametric Variational Systems 
In this section we implement some equivalence results obtained in Section 3 and the scheme devel-
oped in [18] to show that the property of metric regularity around the point in question fails for 
major variational systems in arbitrary Banach spaces represented as solution maps to rather broad 
classes of parametric generalized equations (1.1) including, in particular, classical variational in-
equalities, complementarity problems, KKT systems in mathematical programming, etc. Moreover, 
we show that the same phenomenon holds not only for the underlying metric regularity property 
but also for its weak counterpart introduced in this paper. Observe, however, that this does not 
hold for the at-point metric subregularity property as shown below. 
We start with introducing the weak metric regularity concept studied in what follows. 
Definition 4.1. (Weak metric regularity.) A set-valued mapping F: X .::::::t Y is WEAKLY 
METRICALLY REGULAR around (x, Y) E gph F if for every neighborhood of (x, y) there exists some 
point on it such that F is metrically regular around this point. 
It is obvious that any mapping F metrically regular around the reference point is always weakly 
metrically regular around it, but the opposite implication does not hold. Indeed, the latter property 
can be much weaker than the former one. As a simple example, consider a smooth real function 
f: IR -7 1R given by f(x) := x2 for x E JR. It is easy to see that this function is not metrically 
regular around (0, 0) while it is metrically regular at every point different from the reference one, 
i.e., it is weakly metrically regular around the origin. 
The next theorem on the failure of metric regularity and weak metric regularity under the cor-
responding pretty mild assumptions is based on the equivalence result of Corollary 3.5(i) and the 
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remarkable fact that set-valued monotone mappings and the like with appropriate lower semicon-
tinuity properties turn out to be singe-valued around the reference points. The original result in 
this direction goes back to Kenderov [11], and then this phenomenon has been well recognized and 
used in variational analysis; see, e.g., [1, 3, 5, 13, 18, 23] with the references therein for various 
manifestations, developments, and applications. We confine ourselves to the implementation of the 
equivalence results from Corollary 3.5(i) in the conclusions below while similar conclusions can be 
made on the basis of the more general equivalence results from Theorem 3.3(i) and Theorem 3.8(i). 
Theorem 4.2. (Failure of metric regularity and weak metric regularity for solution 
maps to parametric generalized equations with monotone fields.) Let f: X x Y ---+ Y* be a 
mapping between Banach spaces that is Lipschitz continuous in a neighborhood of (x, y) E X x Y and 
strictly partially differentiable at this point with respect to x uniformly in y with the surjective partial 
derivative \1 xf(x, y). Assume that the set-valued field mapping Q: Y :::::::? Y* is locally monotone 
around (y, y*) withy* := - f(x, y) E Q(y). The following assertions holds: 
(i) If there is no neighborhood of y on which Q is entirely single-valued, then the solution map 
S in (1.2) is not metrically regular around (x, y). 
(ii) If there exists a neighborhood ofy such that for every pointy on it there is no neighborhood 
of y on which Q is entirely single-valued, then S is not weakly metrically regular around (x, y). 
Proof. It follows the lines in the proof of [18, Theorem 5.1], where the only assertion (i) was con-
sidered in the case of Asplund spaces X, Y, Y* assuming in addition that f is strictly differentiable 
at (x, y) with respect to both variables (x, y) and that Q is locally closed-graph. The difference 
between the current setting and the one in the proof of [18, Theorem 5.1] is that we employ now 
the new equivalence result of Corollary 3.5(i) instead of [6, Theorem 5.6] used in [18]. D 
Remark 4.3. (Calmness plus monotonicity do not imply single-valuedness.) It turns out 
that, in contrast to robust semicontinuity /Lipschitzian properties, the aforementioned Kenderov-
type results that monotonicity implies single-valuedness does not hold for the at-point calmness 
property. A simple example is given by a set-valued mapping Q: IR:::::::? 1R defined as 
Q(y):={ ~-oo,O] 
{0}, 
for y < 0, 
for y = 0, 
for y > 0, 
which is is both monotone on 1R and calm at (0, 0) while not single-valued at the origin. Therefore, 
a parallel result to Theorem 4.2 would not be valid for metric subregularity. 
A striking realization of the non-metric-regularity results of Theorem 4.2 is provided by solution 
maps for broad and highly important classes of parametric variational inequalities described in the 
generalized equation form (1.1) with subdifferential field mappings of the type 
0Ef(x,y)+8<p(y) for xEX and yEY, (4.1) 
where the generating potential <p: X ---+ 1R is a convex extended-real-valued function. Note that 
model (4.1) encompasses, in particular, classical variational inequalities and complementarity prob-
lems corresponding to the case of <p(y) = o(y; D), the indicator function of a convex set n, in the 
generalized equation formalism (4.1). 
The first assertion in the following corollary extends the result of [18, Corollary 5.2], where the 
base mapping f acts between Asplund spaces and is assumed to be strictly differentiable at (x, y), 
and where'¢ is assumed in addition to be closed/lower semicontinuous around y. 
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Corollary 4.4. (Failure of metric regularity and weak metric regularity for solution 
maps to parametric variational inequalities.) Let S: X =4 Y be the solution map to the 
parametric variational inequality ( 4.1) generated by a convex function <p: X ---t JR. Assume that 
the base mapping f: X x Y ---t Y* between Banach spaces is Lipschitz continuous around (x, y) with 
- f(x, y) E o<p(Y) and strictly partially differentiable at this point with respect to x uniformly in y 
with the surjective partial derivative '\1 xf(x, y). Then the following assertions hold: 
(i) If the potential <p is not Gateaux differentiable at fj, then the solution mapS is not metrically 
regular around (x, y). 
(ii) If the potential <p is not Gateaux differentiable around fj, then the solution map S is not 
weakly metrically regular around (x, y). 
Proof. Observe directly from the definitions of the monotonicity and the subdifferential of convex 
functions that the subdifferential mapping Q(y) = o<p(y) is monotone. Thus both conclusions of 
the corollary follow from the corresponding assertions of Theorem 4.2 and the well-known fact of 
convex analysis that the subdifferential of <p is a singleton at some point if and only if the function 
is Gateaux differentiable at this point. D 
Remark 4.5. (Discussions on the failure of metric regularity.) The following comments 
illuminate the phenomenon of the failure of metric regularity for solution maps to parametric 
generalized equations revealed in [18] and in the results given above. 
(i) It has been pointed out to us by Terry Rockafellar (personal communication) that the 
observed phenomenon is in agreement with the generic ill-posedness of inverse problems, which has 
been recognized and employed in various branches of applied mathematics. Indeed, let us associate 
with the solution map S(x) in (1.2) the parameter map P: Y =4 X defined by 
P(y) := {x E XI 0 E f(x,y) + Q(y)}. (4.2) 
The parameter map ( 4.2) has direct motivation from the angle of parameter identification relating to 
models in which solutions are known from, e.g., experimental data while the generated parameters 
x are not actually known and should be identified and eventually computed. Observing that P is 
in fact the inverse mapping to S, we deduce from Proposition 2.4(i) that metric regularity of Sis 
equivalent to the Lipschitz-like property of P around the corresponding points. Thus the results 
of Theorem 4.2 and Corollary 4.4 above as well as those in [18] can be interpreted as revealing 
an inherent instabilityjill-posedness of the parameter identification problem ( 4.2). In this way 
we conclude that the obtained results on the failure of metric regularity for variational systems 
described by (1.2) can be treated as yet another manifestation of ill-posedness of inverse problems. 
(ii) In the recent paper [22], Robinson discussed the failure of metric regularity observed in [18] 
and some related "bunching phenomena" in several areas of optimization and variational analysis. 
He developed a powerful reparametrization approach to the class of nonsmooth equations considered 
in [22], which dealt with both primal and dual variables and allowed him, in particular, to avoid 
the aforementioned unpleasant phenomena; we refer the reader to [22] for more details. 
(iii) Aussel et al. [3] extended the non-metric-regularity result of [18, Theorem 5.1 J to the 
class of quasivariational inequalities generated by quasimonotone set-valued field mappings Q in 
the framework of (1.1). The proof of this result in [3, Theorem 5.1] is based on the new single-
directional property of such operators established therein under the Lipschitz-like assumption in 
Banach spaces and the aforementioned equivalence result of [6, Theorem 5.6] in the Asplund space 
setting. Thus the result of [3, Theorem 5.1] can be now extended to general Banach spaces by 
using the single-directional property of quasimonotone operators from [3] and the new equivalence 
relationships from Theorem 3.3 and Corollary 3.5 obtained above. 
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In the final theorem of this section on the failure of metric regularity and its weak counterpart, 
we aim to extend the results of Corollary 4.4 to the case of parameterized generalized equations 
with the so-called composite fields Q(y) = ( 8cp o g) (y). To proceed, derive first the following 
proposition of its own interest on preserving the Lipschitz-like property under compositions of 
mappings between Banach spaces establishing also tight quantitative relationships between the 
exact bounds of the corresponding Lipschitzian moduli. Assertion (i) of this proposition extends 
that of [17, Corollary 4.15] from Asplund to Banach spaces (note that the proof given below holds 
in fact for general metric spaces), while assertion (ii) seems to be new even in finite dimensions. 
Proposition 4.6. (Preservation of the Lipschitz-like property under compositions.) Let 
g: X -t Y and F: Y ==¥ Z be mappings between Banach spaces, and let z E (F o g) (x). Assume 
that g is Lipschitz continuous around x. Then the following assertions hold: 
(i) The composition Fog has the Lipschitz-like property around (x, z) provided that F enjoys 
this property around (g(x), z). In this case 
lip(F o g) (x, z) :=:; lip g(x) ·lip F(g(x), z). (4.3) 
(ii) If conversely Fog is Lipschitz-like around (x, z) and if g is strictly differentiable at x with 
the surjective derivative \7 g(x), then> F is Lipschitz-like around (g( x), z) with 
lipF(g(x),z) :=:; II("'Vg(x)*f1ll·lip(Fog)(x,z). (4.4) 
Proof. To justify (i), take arbitrary constants K > lipF(g(x),z) and A> lipg(x) and then find a 
positive number a such that 
F(y) nlBSa(z) C F(y') + KIIY- y'IIJBS for all y,y' E lBSa(g(x)) and 
llg(x)- g(x)ll ~ Allx- x'll for all x, x' E lBSa(x). 
Take further b E (0, a] satisfying Ab ~ a and pick any x, x' E JBSb(x) and z E (F o g)(x) n IBb(z). 
Then we have the inequalities 
llg(u)- g(x)ll :=:; Allu- xll :=:; Ab ~a for u = x, x'. 
F1:om the Lipschitz-like property ofF around (g(x), z) and the relationships above, observe that 
z E F(g(x)) n lllla(z) C F(g(x')) + Kllg(x)- g(x')llllll, 
i.e., there exists z' E (F o g)(x') satisfying the estimates 
liz'- zll :=:; Kllg(x)- g(x')ll ~ KAIIx- x'll· 
Since K and A were chosen arbitrarily close to lip F(g(x), z) and lip g(x), we arrive the Lipschitz-like 
property of the composition Fog around (x, z) with the exact bound estimate ( 4.3). 
To proceed with assertion (ii), take arbitrary K > lip F(g(x), z) and A > reg \7 g(x) = II (\7 g(x)*)-1 11, 
where the latter equality holds due to Proposition 2.5. Define a mapping r: Y ==¥ X by 
r(y) := {x E XI g(x) = y}, y E Y. (4.5) 
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Employing then Lemma 3.1, where the constant J.t > 0 can be chosen arbitrarily small due to the 
differentiability of g in ( 4.5), find a number a > 0 such that 
f(y') nlffia(x) c r(y) + >-IIY- y'lllffi for all y,y' E lffia(g(x)). 
' 
By the assumed Lipschitz-like property ofF o g around (x, z) there is a E (0, a) for which 
(F o g)(x) n lffia(z) C (F o g)(x') + ~11x- x'lllffi whenever x, x' E lffia(x). 
(4.6) 
(4.7) 
Take further bE (0, a] satisfying 3.>.b::; a and then picky, y' E lffib(g(x)) and z E F(y) n lffib(z); we 
are done if there is no such z. It follows from (4.6) and the definition of r that 
x E r(g(x)) nlffia(x) c f(y) + >-IIY- g(x)lllffi, 
which ensures the existence of x E f(y) with 
llx- xll ::; >-IIY- g(x)ll::; >.b::; a::; a. 
Employing ( 4.6) again, we get the inclusion 
x E r(y) n lffia(x) c f(y') + >-IIY- y'lllffi, 
which implies in turn the existence of x' E f(y') satisfying llx- x'll::; >-IIY- y'll· Thus 
llx'- xll ::; llx- x'll + llx- xll ::; 3>.b::; a. 
The latter gives, by the assumed Lipschitz-like property (4.7), that 
z E F(y) n lffib(z) = F(g(x)) n lffib(z) c (F o g)(x) n lffia(z) 
C (F o g)(x') + ~11x- x'lllffi = F(y') + ~11x- x'lllffi, 
and hence there is z' E F(y') satisfying liz- z'll ::; ~11x- x'll ::; ~>-IIY- y'll. By the choice of~ 
and>. above we thus arrive at the Lipschitz-like property ofF around (x, z) with the exact bound 
estimate ( 4.4). This completes the proof of the proposition. 0 
Now we are ready to derive the aforementioned results on the failure of the metric regularity and 
weak metric regularity properties for solution maps to the generalized equations (1.1) with com-
posite fields. The first statement of the following theorem extends the result of [18, Theorem 5.4] 
obtained therein in the Asplund space setting under additional assumptions on the strict differen-
tiability of the base mapping f with respect to both variables at (x, y) and the lower semicontinuity 
of the potential r.p around the point g(y) in the notation below. 
Theorem 4.7. (Failure of metric regularity and weak metric regularity for solution 
maps to parametric generalized equations with composite fields.) Let S: X =l Y be 
the solution map to the generalized equation (1.1) with the composite field Q(y) = (ar.p o g)(y), 
where f: X x Y --t W* is a mapping between Banach spaces that is Lipschitz continuous around 
(x, y) E gph S and strictly partially differentiable at this point with respect to x uniformly in y with 
the surjective partial derivative \l xf (x, y), where g: Y ___. W is strictly differentiable at y with the 
surjective derivative \l g(Y), and where r.p: W ___. lR is a convex function finite at w := g(Y). Then 
the following assertions are satisfied: 
(i) If the potential r.p is not Gateaux differentiable at w, then the solution mapS is not metrically 
regular around (x, y). 
(ii) If the potential r.p is not Gateaux differentiable around w, then the solution map S is not 
weakly metrically regular around (x, y). 
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Proof. It is sufficient to justify assertion (i) observing that the proof of assertion (ii) is similar by 
taking into account Definition 4.1 of weak metric regularity. Arguing by contradiction, suppose 
that the solution map S: X =t Y given by 
S(x) := {y E Yl 0 E f(x, y) + (or.p o g)(y)} 
is metrically regular around (x, Y) under the assumptions made. Then, by Corollary 3.5(i), the map-
ping Q(y) = (8r.p o g)(y) is Lipschitz-like around (y, w*) E gph (8r.po g), where w* := - f(x, Y). Since 
g has the surjective derivative \1 g(y), we conclude from Proposition 4.6(ii) that the subdifferential 
mapping 8cp: W =t W* is Lipschitz-like around (w,w*). The latter contradicts the assumption 
that r.p is not Gateaux differentiable at w; cf. the proofs of Corollary 4.4 and Theorem 4.2. D 
5 Lipschitzian Properties of Solution Maps via Metric Regularity 
of Fields in Generalized Equations 
The main theme of this section is to obtain results, which are reverse to some of those derived in Sec-
tion 3. Namely, we aim to establish the equivalence between the Lipschitz-like property of solution 
maps to generalized equations and the metric regularity of field mappings around the corresponding 
points, with tight quantitative relationships for the associated exact bounds of moduli. It is worth 
emphasizing that the results obtained in this section are fully independent of those from Section 3 
due to the asymmetry between solution maps and fields in generalized equations. Moreover, the 
equivalence between the at-point properties of calmness for fields and metric subregularity for so-
lution maps established in Section 3 does not generally hold in the reverse framework considered in 
this section. Nevertheless, we reveal some settings of such an "at-point" equivalence and explore 
the results obtained in this way for deriving new verifiable conditions for metric subregularity and 
calmness of solution maps to generalized equations. 
Let us start with a reverse counterpart of Theorem 3.3(i). It is worth mentioning that, in con-
trast to the results of Section 3, the converse assertions in the next theorem and its further coun-
terparts established below do not require the surjectivity assumption on the approximating/partial 
derivative operators under consideration. 
Theorem 5.1. (Lipschitz-like property of solution maps via metric regularity of fields 
in generalized equations.) Let f: X x Y -) Z be a mapping between Banach spaces that is 
Lipschitz continuous on a neighborhood U x V of (x, y) E X x Y, and let Q: Y =t Z be a set-valued 
field mapping with z := - f (x, y) E Q(Y) such that the graph of Q is locally closed around (y, z). 
The following assertions hold: 
(i) Assume that A E .C(X, Z) is a surjective linear operator satisfying (3.1) with some p, 2:: 0. 
If the solution map S: X =t Y in (1.2) is Lipschitz-like around (x, y) and if the condition 
reg A· [p, +lip S(x, y) .lip yf(x, y) J < 1 (5.1) 
is fulfilled, then Q is metrically regular around (y, z) with the exact bound estimate 
Q(- _) lip S(x, Y) ·reg A reg y, z :=:; _ 
1 -reg A· [p, +lip S(x, y) ·lip yf(x, Y) J (5.2) 
(ii) Conversely, assume that Q is metrically regular around (y, z) and that the condition 
iiPyf(x,y) ·regQ(y,z) < 1 (5.3) 
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is satisfied. Then S is Lipschitz-like around (x, y) with the exact bound estimate 
1. s(- -) < reg Q(y, z) . lip xf(x, y) 1p x,y _ _...._ . 
1 -reg Q(y, z) ·lip y!(x, y) (5.4) 
Proof. To justify (i), take e > lip S(x, y) and apply Lemma 3.1. Then for any 'f) > lip f(x, y) and 
any 'Y > reg A satisfying 'Y(f.-L + BrJ) < 1 we find a constant a > 0 such that 
r(y', z') n lffia(x) c r(y, z) + _'Y_ (rJIIY- y'll +liz- z'll)lffi 
1- 'Yf.-L 
(5.5) 
for every (y, z), (y', z') E lffia(Y) x lffia(z), where r(y, z) := { x EX I f(x, y) + z = 0}. Make a smaller 
if necessary so that gph Q n lffia(Y) x lffia(z) is closed and that 
S(x) nlffia(x) C S(x') + Bllx- x'lllffi whenever x,x' E lffia(x). (5.6) 
Select next (3 E (0, a) satisfying the estimates 
Pick z, z' E lffi.e(z) andy' E Q-1(z') n lffi.e(Y) observing that we are done if such a pointy' does not 
exist. We aim to construct by induction two sequences {xk} C lffia(x) and {Yk} C lffia(Y) such that 
the pair (xk,Yk) converges to some point (x,y) satisfying z = -f(x,y), y E Q-1(z), and 
IIY- y'll :S 1 _ 'Y~: + B'f)) liz- z'll· 
Start with Yo := y' and, by x E r(y, z) and (5.5), find xo E r(yo, z') such that 
llxo- xll :S -1 'Y (rJIIYo - 1111 + liz'- zll) :S _1/}_ ('fJ + 1) :S a. 
- 'Yf.-L 1- 'Yf-L 
Using again (5.5) but now with Xo E r(yo,z') and (yo,z), find Xl E r(yo,z) satisfying the estimate 
llx1- xoll :S 'Y/(1- 'YJ-L)IIz- z'll. Then we have 
llx1- xll :S llx1- xoll + llxo- xll :S 1 2(3'Yf.-L ('f)+ 3) :Sa. 
It follows from (5.6) that there is Yl E S(x1) with IIY1- Yo II :S Bllx1- xoll· Thus 
IIYI- Yoll :S ___!!l_llz- z'll, 
1- 'Yf.-L 
which in turn implies the estimate 
IIY1 - Yll :S IIYI - Yo II + II Yo - fJ\1 :S 1
2
f3B'Y + (3 :S a. 
- 'Yf.-L 
Utilizing once more (5.5), find xz E r(yi,z) such that llxz- XIII :S 'YrJ/(1- 'YJ-L)IIYl- Yoll· Hence 
llxz - xll :S llxz - xi II + llxi - xll :S ~ ( 2'f/0'Y +'f)+ 3) ::::; a, 
1 - 'Yf.-L 1 - 'Yf.-L 
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and then, by (5.6), there is Y2 E S(x2) with IIY2- Yd :S Bllx2- x1ll· This yields 
IIY2 - 1711 :S IIY2 - Y1ll + IIY1 - 1711 :S 1
2
f3B'Y ( 1 'f]B"f + 1) + (3 :S a. 
- 'Yf.k - 'Yf.k 
Now we proceed by induction. Take points Xk E Ba(x) and Yk E Ba(17) satisfying the conditions 
Yk E S(xk), IIYk- Yk-d :S Bllxk- Xk-111, 
Xk E r(Yk-1,z), and llxk- Xk-111:::; -1 'Y'TJ IIYk-1- Yk-211 
- 'Yf.k 
(5.7) 
for all k = 2, ... , n. Using condition (5.5), find a point Xn+1 E r(yn, z) for which we have the 
estimate llxn+1- Xnll :S 'Y'TJ/(1- 'Yf.k)IIYn- Yn-1ll· The induction assumption (5.7) yields that 
n+1 n+l e 2 
llxn+l - xll :::; 2: llxk- Xk-111 + llxl - xll :::; L ( 1 _'Y'TJ ) n- llx2 -XIII+ llx1 - xll 
k=2 k=2 'Yf.k 
'Y'TJ '""' 'Y'TJ -n+l ( e ) k-1 
:::; 1 _ 'Yf.k ~ 1 _ 'Yf.k IIY1- Yo II+ llx1- xll k=2 
:S 1 _ 'Y'(; + Bry) IIY1- Yo II+ llx1- xll 
< 2(3B"(2'f} + 'Yf3('TJ + 3) < a. 
- (1-'Yfl-)(1-'Y(f.k+Bry)) 1-'Yf.k -
Applying (5.6), find Yn+1 E S(xn+1) such that IIYn+l- Ynll :S Bllxn+l- Xnll· Consequently 
n+ 1 n+ 1 ( e ) k-1 
llYn+ I - 1711 :S 2: IIYk - Yk-1ll + II Yo - 1711 :S 2: 1 _'Y'TJ IIY1 - Yo II + f3 k=1 k=l 'Y f.k 
< 1-w ~~ 
- 1 _ 'Y(f.k + Bry) IIY1 -Yo II + f3 :S 1 _ 'Y(f.k + Bry) + (3 :S a, 
which completes the induction step. This gives us two Cauchy sequences {xk} and {yk} converging 
thus to some points x E lffia(x) andy E Ba(17), respectively. From the third condition in (5.7) and 
the continuity of j, we get z = - f(x,y). Furthermore, the first property in (5.7) and the local 
closedness of the graph of Q ensure that 0 E f(x,y) + Q(y), i.e., y E Q-1(z). Finally, the second 
equation in (5.7) implies that 
n n ( e )k-1 
llYn- Y'll :S 2: IIYk- Yk-1ll :S 2: 1 _'Y'TJ IIY1- Yo II k=1 k=l 'Yf.k 
1- 'Yf.k e'Y , 
:S 1 _ 'Y(f.k + Bry) IIY1- Yo II :S 1 _ 'Y(f.k + Bry) liz- z II· 
By passing to the limit as n ---> oo in the latter expression and taking into account the choice of the 
constants above, we conclude that the field mapping Q is metrically regular around (17, z) with the 
exact regularity bound satisfying (5.2). This completes the proof of the first part of the theorem. 
To justify assertion (ii), suppose that Q is metrically regular around (17, z) and, by the assump-
tions made, select arbitrary constants (11;, 'TJx, 'f}y) satisfying 
K; > regQ(17,z), 'fJx > fiPxf(x,11), and 'f}y > upyj(x,17). 
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Due to the metric regularity of Q around (y, z) and the choice of "' there is a > 0 such that 
d(y, Q-1 (z)) ~ "'d(z, Q(y)) for all (y, z) E IBa(Y) X IBa(:Z) and 
llf(x,y)- f(x',y')ll ~ 1Jxllx- x'll + 'IJyiiY- y'll whenever (x,y), (x',y') E IBa(x) x IBa(y). 
Choose further a positive constant j3 such that 
(5.8) 
and then take x, x' E IB.a(x) with x =/=- x' and y E S(x) n IB.e('Y); we are done if there is no such 
y E Y. Define a set-valued mapping <P: Y =r Y by 
<P(u) := Q-1(- f(x',u)) for u E Y 
and show that <P satisfies all the assumptions of Theorem 2.1. To proceed, pick c > 0 and denote 
a£ := ("''IJx/(1 - "''IJy) +c) llx- x'll· If u E IBa., (y), then 
llu- 'YII ~ a£+ f3 ~ 
1
2
"'1Jxf3 + 2cj3 + (3. 
- "''IJy 
Making c smaller if necessary, we can always assume that the latter expression is less than a; this 
can be done due to (5.8). Furthermore, we get the estimates 
II- f(x', u)- zll ~ llf(x', u)- f(x, 'Y)II ~ 17xllx'- xll + 1Jyllu- Yll ~ 1Jxf3 + ~"''IJx'IJy/3 + 2c/37Jy + /37Jy, 
- 1'\,'l]y 
where the last number can be also made smaller than a: by adjusting c. Thus the mapping <P is 
well defined on the balliBa., (y) satisfying 
d(y, <P(y)) = d(y, Q-1(- f(x', y))) ~ "'d(- f(x', y), Q(y)) 
~ "'llf(x',y)- f(x,y)ll ~ "'17xllx- x'll < a£(1- "''IJy), 
which verifies assumption (i) of Theorem 2.1. Moreover, for u, v E IBa., (y) we have 
e( <P(u) n IBa.,(y), <P(v)) =sup { d(w, Q-1(- f(x', v))) I wE <P(u) n IBa., (y)} 
~ K,sup{ d(- f(x',v),Q(w)) I- f(x',u) E Q(w),w E IBa.,(Y)} 
~ "'llf(x',u)- f(x',v)ll ~ "''IJyllu- vii, 
which verifies the assumption (ii) of the aforementioned theorem. Applying this contraction prin-
ciple, we find a fixed point Yc E <P (Yc) n IBa., (y). The latter means that 
Yc E S(x') and IIYc- Yll ~ ( "''IJx +c) llx- x'll· 1 - 1'\,'l]y 
Due to the arbitrary choice of the number c > 0 above, the last estimate ensures the Lipschitz-like 
property of the solution mapS around (x, y) with the exact bound formula (5.4) and thus completes 
the proof of the theorem. D 
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Note that both estimates (5.2) and (5.4) in Theorem 5.1 hold as equalities for some mappings 
f and Q in (1.1). Indeed, take f and Q as in Remark 3.4(ii) above. It can be easily checked that 
reg Q = 1/lcl and lipS= lal/lb + cl, which thus give the equality in (5.2) when lb + cl = lbl + lcl 
and the equality in (5.4) when lb + cl = lcl- lbl. 
The next result provides consequences of both assertions of Theorem 5.1 in the case when f is 
strictly partially differentiable with respect to the parameter variable. To the best of our knowledge, 
the first results establishing relationships between the Lipschitz-like property of solution maps and 
metric regularity of fields in generalized equations with strictly differentiable bases were obtained 
in [16, Corollary 5.10] in the finite-dimensional setting under the assumption that 'V yf(x, y) = 0. 
The latter ensures that both conditions (5.3) and (5.9) in the following corollary are satisfied. 
Corollary 5.2. (Equivalence between the Lipschitz-like property of solutions maps and 
metric regularity of fields for generalized equations with strictly differentiable bases.) 
Let f: X x Y ---t Z be a mapping between Banach spaces that is locally Lipschitzian around (x, y) 
and strictly partially differentiable at this point with respect to x uniformly in y with the partial 
derivative 'V xf(x, Y), and let Q: Y =? Z be a set-valued mapping with z :=- f(x, y) E Q(y) that is 
closed-graph around (y, z). The following assertions hold: 
(i) Assume that the operator 'Vxf(x,y): X -t Z is surjective, that the solution mapS in (1.2) 
is Lipschitz-like around (x, y), and that the condition 
II ('V xf(x, Y)*) - 1 11 . lip S(x, y) .lip yf(x, y) < 1 (5.9) 
is satisfied. Then Q is metrically regular around (y, z) with the exact bound estimate 
Q(- -) < lip S(x, Y) ·II ('V xf(x, Y)*t
1
ll 
reg y, z _ _1 -- · 1-II('Vxf(x,y)*) ll·lipS(x,Y) ·lipyf(x,y) 
(5.10) 
If we suppose in addition that lip yf(x, y) = 0, then 
regQ(y,z) ~ lipS(x,Y) ·II('Vxf(x,y)*t1 ll· (5.11) 
(ii) Conversely, suppose that Q is metrically regular around (y, z) and that condition (5.3) is 
satisfied. Then S is Lipschitz-like around (x, Y) with the exact bound estimate (5.4). Furthermore, 
we have the upper estimate 
lipS(x,y) ~ regQ(y,z) ·II'Vxf(x,y)ll (5.12) 
provided in addition that lip Y f (x, y) = 0. 
Proof. Since f is strictly partially differentiable at (x, y), condition (3.1) in Theorem 5.1 is satisfied. 
Furthermore, we conclude from Proposition 2.5 that conditions (5.1) and (5.2) reduce, respectively, 
to (5.9) and (5.10) of this corollary. The latter obviously gives (5.11) if iipyf(x, Y) = 0. Assertion 
(ii) of the corollary is a direct consequence of Theorem 5.1(ii). D 
Similarly to Remark 3.6(ii) we observe from (5.11) and (5.12) that the exact bound equality 
lip S(x, y) =reg Q(y, z) · IIV xf(x, Y) II (5.13) 
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holds provided that C('V xf(x, Y)) = 1 for the relative condition number defined in (3.22). 
Our next result establishes a characterization of the Lipschitz-like property for the solution map 
(1.2) via metric regularity of the sum involving the field Q in the generalized equation (1.1) and 
a strict estimator of the base mapping f with respect to y, which exists when, e.g., f is strictly 
partially differentiable with respect to the decision variable. A metric space version of assertion (ii) 
in the following theorem is given in [5, Theorem 5E.3]. 
Theorem 5.3. (Lipschitz-like property of solution maps via strict base estimators.) Let 
f: X x Y -t Z be a mapping between Banach spaces that is Lipschitz continuous in a neighborhood 
U x V of (x, Y) E X x Y, let Q: Y .=f Z be a set-valued mapping with - f(x, Y) E Q(y), and let 
h: Y -t Z be a strict estimator off around (x, Y) with respect to y uniformly in x with constant ).. 
such that the graph gph(h + Q) is locally closed around (y, 0). The following assertions hold: 
(i) Assume that the solution map S in (1.2) is Lipschitz-like around (x, y) and that there are a 
surjective mapping A E .C(X, Z) and a constant p, ~ 0 such that 
reg A· [p, + .Xlip S(x, y)] < 1 (5.14) 
and that condition (3.1) is satisfied. Then the mapping h + Q is metrically regular around (y, 0) 
with the exact bound estimate 
reg(h + Q)(y, O) s:; reg A ·lip S(x, y) . 
1-regA· [p,+.XlipS(x,y)] 
(ii) Conversely, assume that h + Q is metrically regular around (y, 0) and that 
>.reg(h + Q)(y, 0) < 1. 
Then the solution map S is Lipschitz-like around (x, y) with the exact bound estimate 
r s(- -) < reg(h + Q)(y, 0) .lip xf(x, y) . 
lp x,y- 1->.reg(h+Q)(y,O) · 
(5.15) 
(5.16) 
(5.17) 
Proof. To justify (i), we proceed similarly to the proof of assertion (i) in Theorem 5.1 applying 
Lemma 3.1 but with f(x,y) changed now by g(x,y) := f(x,y)- h(y). It is easy to see that 
l"fr; yg(x, y) = >.. Then for every 'Y > reg A there is a constant a > 0 such that for all points 
(y, z), (y', z') E lBSa(Y) x lBSa(O) we have the inclusion 
Y(y', z') n lBSa(x) C Y(y, z) + 1 _'Y 'Yf..L ( >-IIY- y'll +liz- z'II)IBS,. 
where Y(y,z) := {X E X I f(x,y)- h(y) + z = o}. The rest of the proof follows the lines in 
Theorem 5.1(i) with constructing Cauchy sequences satisfying the relationships 
Yk E S(xk), IIYk- Yk-1ll s:; Bllxk- Xk-111, 
Xk E Y(Yk-1,z), and llxk- Xk-d s:; ~IIYk-1- Yk-2ll· 
1- 'Yf..L 
To justify the converse implication of assertion (ii), we proceed as in the proof of Theorem 5.1(ii) 
while defining now a set-valued mapping <I>: X .=f Y by 
<P(u) := (h + Q)-1 (- f(x', u) + h(u)). 
Then we check that all the assumptions of Theorem 2.1 are satisfied for this mapping and apply 
the latter theorem to find a fixed point of <I> and thus to complete the proof. D 
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It is worth observing that the upper estimates in both (5.15) and (5.17) cannot be generally 
improved; e.g., they become the equalities, for the mappings f and Q from Remark 3.4(ii). 
Theorem 5.3 reduces to a much simpler form under the strict differentiability assumption im-
posed on the base mapping f at the reference point. In finite dimensions the following result is 
given in [5, Theorem 3F.9] with the upper estimate (5.19) of the exact Lipschitzian bound. 
Corollary 5.4. (Characterizing the Lipschitz-like property of solution maps to gen-
eralized equations with strictly differentiable bases.) Let f: X x Y __, Z be a mapping 
between Banach spaces that is strictly differentiable at (x, y) E X x Y, let Q: Y =t Z be a set-
valued field mapping with closed graph around (y,- f(x, Y)) E gphQ, and let h: Y __, Z be given by 
h(y) := f(x, y) + 'Vyf(x, y)(y- Y). The following assertions hold: 
(i) If the partial derivative operator \1 xf(x, y): X __, Z is surjective and if the solution map 
S: X =t Y in (1.2) is Lipschitz-like around (x, y), then h + Q is metrically regular around (y, 0) 
with the exact bound estimate 
reg(h + Q)(y, 0) ~ lip S(x, y) · II ('V xf(x, Y)*) - 1 11· (5.18) 
(ii) If conversely h+Q is metrically regular around (y,O), then the solution mapS is Lipschitz-
like around (x, y) with the exact bound estimate 
lipS(x,y) ~ reg(h+ Q)(y,O) ·II'Vxf(x,y)ll· (5.19) 
Proof. It is easy to verify that the mapping h: Y __, Z given in the corollary is a strict estimator of 
the base f around (x, y) with respect toy uniformly in x under the assumed strict differentiability of 
fat (x,y), and that the latter ensures the fulfillment of the imposed assumptions (3.1), (5.14), and 
(5.16) with reg A = II (\1 xf(x, Y)*)-1 11 therein due to Proposition 2.5. Thus we get both assertions 
of the corollary from the corresponding ones in Theorem 5.3 with the upper estimates (5.18) and 
(5.19) implied by (5.15) and (5.17), respectively. D 
Observe similarly to (5.13) that the exact bound equality 
lipS(x,Y) =reg (h+ Q)(y, 0) ·II'Vxf(x,Y)II 
follows from (5.18) and (5.19) provided that in addition to all the assumptions of Corollary 5.4 we 
have C(\1 xf(x, y)) = 1 for the relative condition number defined in (3.22). 
Remark 5.5. (Failure of calmness-subregularity relationships between solution maps 
and fields of generalized equations.) Let us illustrate by simple examples that at-point coun-
terparts of the above relationships obtained in this section for robust Lipschitz-like and metric 
regularity properties do not generally hold. 
( i) Consider mappings f : JR x JR __, JR and Q : JR __, JR in ( 1.1) given by 
f(x, y) := x- y2 and Q(y) := y2 for x, y E JR. 
Take x = y = 0 and define a strict estimator h: JR __, JR off as in Corollary 5.4, i.e., h = 0 in 
this case. Then \1 xf(O, O)(x) = x, which is obviously a surjective mapping from JR to JR. We have 
furthermore that llpyf(O, 0) = 0, and thus all the assumptions of Corollary 5.4(i) are satisfied. It 
is easy to see that the corresponding solution map 
S(x) = { f 
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if X=' 0, 
otherwise 
is calm at (0, 0) while the mapping Q = h + Q is not metrically subregular at (0, 0). 
(ii) The at-point counterpart of the converse implication obtained in Corollary 5.4(ii) does not 
hold as well. Indeed, take Q = 0 and f as in (i). Thus Q = h + Q is metrically subregular at (0, 0) 
while the solution map S(x) = { ± ylx} is not calm at (0, 0). 
It turns out nevertheless that an at-point counterparts of both assertions in Theorem 5.1 hold 
true for a special class of separated generalized equations with solution maps given by 
S(x) = { y E Y I 0 E f(x) + Q(y) }, x EX, (5.20) 
i.e., when base mappings do not depend on decision variables. Observe that we do not now impose 
the closed-graph assumption on fields Q as in Theorem 5.1. Note also that we skip formulating 
consequences of the next theorem for generalized equations with strictly differentiable bases; this 
can be easily done similarly to the previous developments. 
Theorem 5.6. (Equivalence between calmness of solution maps and metric subregu-
larity of fields in separated generalized equations.) Let f : X ---) Z be a mapping between 
Banach spaces that is Lipschitz continuous on a neighborhood U of x E X, and let Q: Y ::::1 Z be a 
set-valued mapping on a Banach spaceY with z :=- f(x) E Q(y) for some fiE Y. The following 
assertions hold: 
(i) Assume that there exist a surjective linear operator A E .C(X, Z) and a constant J.L ;:: 0 such 
that J.L • reg A < 1 and that 
llf(x)- f(x')- A(x- x')ll ~ J.LIIx- x'll for all x, x' E U. 
If the solution map S in (5.20) is calm at (x, fi), then the field mapping Q is metrically subregular 
at (y, z) with the exact bound estimate 
b Q(- _) < clmS(x,y) ·regA su reg y, z _ A . 
1- J.L. reg (5.21) 
(ii) Conversely, the metric subregularity of Q at (y, z) implies the calmness of the solution map 
S at (x, fi) with with exact bound estimate 
elm S(x, fi) ~lip f(x) · subreg Q(y, z). (5.22) 
Proof. To justify assertion (i), suppose that the solution mapS in (5.20) is calm at (x,y) with 
elm S(x, fi) < K, and 'Y > reg A with 'YJ.L < 1 under the assumptions made. It follows from Lemma 3.1 
that there is a constant a > 0 such that we have the inclusion 
r(z') n lB3a(x) c r(z) + -1 'Y liz- z'IIJB3 for every z, z' E lB3a(:Z), 
- 'YJ.L 
where r(z) := { x EX I f(x) + z = 0}. Make a smaller if necessary so that 
S(x) n lffia(fi) c S(x) + 1'\,llx- xiiJB3 for all x E lB3a(x) 
(5.23) 
(5.24) 
and then take z E lffia(z) andy E Q-1 (z) n lB3a(fi) observing that we are done if such a point y does 
not exist. Since X E r(z), there is some X E r(z) with llx- xll ~ 'Y/(1- 'YJ.L)IIz- zll· This gives 
y E S(x)nlffia(y), and from (5.24) we get yE S(x) satisfying llfi-fill ~ "'llx-xll· The latter implies 
that z = - f(x) E Q(fj) with the estimate 
llfi- fill ~ -1 1'\,"f llx- xll, 
- 'YJ.L 
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which justifies the subregularity of Q and the exact bound inequality (5.21). 
To prove the converse assertion (ii), suppose now that the field mapping Q is metrically sub-
regular at (y, z) and take some 11, > sub reg Q (y, z). Then there is constant a > 0 such that f is 
Lipschitz continuous on IBa(x) with constant fJ > lip f(x) and also 
d(y, Q-1(z)) ::::; 11,d(z, Q(y)) for all y E IBa(y). 
Pick further x E IBa(x) \ {x} andy E S(x) n IBa(Y) observing that there is nothing to prove if such 
a pointy does not exist. Then - f(x) E Q(y) and thus 
d(y, Q-1 (z)) ::::; 11,d(z, Q(y)) :S K,llf(x)- f(x)ll :S K,rJIIx- xll· 
The latter ensures that for every c > 0 there is Yc: E Q-1(z) satisfying IIYc:- Yll :S (K,fJ + c)llx- xll· 
Hence we have- f(x) = z E Q(yc:) and therefore Yc: E S(x). Since c can be taken arbitrarily small, 
the proof of (ii) and of the whole theorem is complete. 0 
In conclusion of the paper we establish new verifiable characterizations of calmness and met-
ric subregularity for solution maps to generalized equations with subdifferential fields generated by 
convex potentials <p: Y ~ JR. The results obtained are expressed via the so-called quadratic growth 
conditions imposed on the convex potential <p that have been used in [1] and [24] for character-
izing, respectively, metric regularity and subregularity of subdifferentials and upper Lipschitzian 
behavior of their inverses. More specifically, our results below are based on the quadratic growth 
characterization of metric subregularity of subdifferentials from [1] and the equivalence results for 
parametric generalized equations established in this paper. 
Lemma 5.7. (Characterizing metric subregularity and calmness ofsubdifferentials.) Let 
<p: Y ~ lR be a lower semicontinuous convex function on a Hilbert space Y = Y*, let <p* : Y ~ IR 
be its ( Fenchel) conjugate defined by 
<p*(v) :=sup { (v,y)- <p(y)}, v E Y, 
yEY 
and let v E a<p(Y). Then the following assertions hold: 
(i) The subdifferential mapping a<p: Y =1 Y is metrically subregular at (y, v) if and only if there 
is a neighborhood U of y and a constant a: > 0 such that 
<p(y) 2:: <p(y)- (v,y- y) + ad2 (y, (8<p)-1(v)) for all y E U. (5.25) 
(ii) The subdifferential mapping a<p is calm at (y, v) if and only if there is a neighborhood V of 
v and a constant a: > 0 such that 
<p*(v) 2:: <p*(v)- (y,v- v) + ad2 (v,8<p(y)) for all v E V. (5.26) 
Proof. Assertion (i) is proved in [1, Theorem 3.3]. To justify (ii), recall the classical relationship 
(a<p)- 1 = a<p* between the inverse subdifferential of <p and the subdifferential of its conjugate. Thus 
the quadratic growth characterization (5.26) follows from the one in (5.25) by taking into account 
that the calmness of O<p is equivalent to the metric subregularity of (8<p)-1 at the corresponding 
points due to the equivalence result of Proposition 2.4(ii). 0 
Our final statement provides quadratic growth characterizations of the metric subregularity and 
calmness properties of solution maps to parametric generalized equations. 
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Corollary 5.8. (Quadratic growth characterizations of metric regularity and calmness 
of solution maps to generalized equations.) Let 
S(x) := {y E Yl 0 E f(x, y) + acp(y) }, x EX, (5.27) 
define the solution map of the parametric generalized equation with the Hilbert space Y of decision 
variables and the Banach space X of parameters, and let cp: Y --t JR be a lower semicontinuous 
convex function. Given (x, y) with v :=- f(x, Y) E ocp(y), assume that f: X x Y --t Y is Lipschitz 
continuous around (x, y) and partially strictly differentiable at this point with respect to x uniformly 
in y and that its partial derivative operator \1 xf(x, y): X --t Y is surjective. The following hold: 
(i) The solution map S in (5.27) is metrically subregular at (x, y) if and only if the conjugate 
growth condition (5.26) is satisfied. 
(ii) Suppose that the base mapping f = f(x) in (5.27) does not depend on the decision variable 
y. Then the solution map S is calm ;t (x, y) if the quadratic growth condition (5.25) is satisfied. 
Proof. Assertion (i) of the corollary follows from assertions (ii) of Lemma 5.7 and the equiva-
lence between calmness of fields and metric subregularity of solution maps in generalized equations 
obtained in Corollary 3.5(ii). Assertion (ii) of this corollary is a consequence of Lemma 5.7(i) 
and the specification of Theorem 5.6 for the case of separated generalized equations with strictly 
differentiable base mappings. D 
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