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Abstract 
In this paper, we have considered the issue of effectively forming a representative sample for training the neural network 
of the multilayer perceptron (MLP) type. The main problems arising in the process of the factor space division into the test, 
validation and training sets were formulated. An approach based on the use of clustering that allowed to increase the entropy of 
the training set was put forward. Kohonen’s self-organizing maps (SOM) were examined as an effective clustering procedure. 
Based on such maps, the clustering of factor spaces of different dimensions was carried out, and a representative sample was 
formed. To verify our approach we synthesized the MLP neural network and trained it. The training technique was performed 
with the sets formed both with and without clustering. The approach under consideration was concluded to have an influence 
on the increase in the entropy of the training set and (as a result) to lead to the quality improvement of MLP training with 
the small dimension of the factor space. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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Neural network training is an important stage of 
its operation. The error back-propagation algorithm 
(EBP) is most frequently used to train a multilayer 
perceptron (MLP). 
Before the MLP training procedure can start, spe- 
cific attention is focused on data preprocessing. Most 
studies on neural networks applications reduce the pre- 
processing procedures to normalization, scaling and 
preinitialization of weights. ∗ Corresponding author. 
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(Peer review under responsibility of St. Petersburg Polytechnic University)While these operations are, without a doubt, neces- 
sary, they hardly seem sufficient. When the dimension 
of the factor space is small, the specifics of the ini- 
tial data distribution should be taken into account for 
effectively training the neural network, which can be 
too complicated with a large number of factors. In this 
case, it is advisable to use clustering to form a train- 
ing set from examples of attributes that are the most 
unique in the set. 
Using Kohonen’s self-organizing maps has proved 
to be an effective clustering method widely used 
in various fields. For example, Refs. [1,2] describe 
the application of these maps to pattern recognition. 
Additionally, they are effective in creating testing 
[3] and solution composition analysis [4] systems. ction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ) 
. 

















































































 New models for data clustering are developed based
on them [5] . The architecture, the training procedure
and examples of using self-organizing Kohonen’s
maps are detailed, for example, in Refs. [6,7] . 
As noted above, clustering the factor space allows
to create a representative sample containing the train-
ing examples with the most unique sets of attributes
for training an MLP. A similar approach involving the
use of self-organizing Kohonen maps for clustering is
mentioned, for example, in Ref. [8] . 
Our study investigated clustering based on Koho-
nen’s self-organizing maps in terms of increasing the
entropy of the training set. We analyzed the efficiency
of such an approach for factor spaces of various di-
mensions and the influence of the dimension on the
change in the entropy of the training set during clus-
tering. 
The stage of factor space formation is crucial when
training the neural network of the MLP type by the
EBP algorithm. The following requirements are im-
posed on the factor space: 
(1) the data participating in the training should be
consistent; 
(2) the examples comprising the training set must
have the most unique sets of attributes; 
(3) the amount of training data must be sufficient
for a network of the selected architecture. 
To meet the first requirement, the training set
should be analyzed for the presence of contradictions.
The errors should be identified by cause (i.e., whether
an error occurred when the data was entered, or, more
seriously, because not enough attributes of the factor
space had been used), and, if possible, eliminated. 
Meeting the second requirement is necessary to use
the training set with the maximum efficiency. The
amount of data used to train the neural network is
often small, so it is drastically important to correctly
form a training set that contains the data that is the
most unique by its combination of attributes. 
The third requirement is imposed in order to ob-
tain the given accuracy of the neural network training
in a finite number of steps. Ref. [9] presents the re-
lationship between the training error and the number
of free parameters W (of the architecture of the neural
network) and the number of training examples N : 
N = O(W/ε) , (1)
where ε is the tolerable accuracy of the training error
and O (…) is the order of the quantity in brackets. We have studied the methods for forming a train-
ing set containing the examples with the most unique
combinations of attributes through an increase in en-
tropy. The term entropy in this paper means the un-
certainty in choosing an example from the training
set. 
To increase the likelihood of adequate training of
the MLP, the factor space was divided into three sets:
the training, the testing and the validating ones [10] .
The first set was used for adjusting the free param-
eters of the neural network, the second for indepen-
dently testing the already trained neural network, and
the third for avoiding the overtraining effect, which
consisted in memorizing instead of generalizing the
training set. 
The NNtool Box from the MatLab package uses
80% of randomly selected vectors from the factor
space for training. This partition does not seem opti-
mal because there is a very low probability of choos-
ing the vectors with unique combinations of attributes,
i.e., making such a partition for which the entropy of
the training set would be maximal and equal to log 2 N t 
( N t is the size of the training set). 
Consequently, it is important to develop a method
for either achieving maximal entropy of the training
set (if it is allowed by the nature of the data compris-
ing the factor space) or reliably achieving a certain
entropy value of the set in question (greater than that
with a random partition of the factor space into a rep-
resentative sample). 
In order to increase the entropy of the training set,
it is proposed to perform a cluster analysis [11] of the
factor space, dividing it into the training, the testing
and the validation sets for forming a representative
sample. 
To apply the cluster analysis algorithms effec-
tively, it is very important to determine the number of
prototypes correctly. Kohonen’s self-organizing maps
should be considered one of the most reliable cluster-
ing methods [6] . The number of prototypes should be
specified to perform clustering using these maps, but
the network is capable of independently determining
cluster centers, as it is self-organized and no teacher is
needed for the training. Additionally, the implementa-
tion of Kohonen’s self-organizing maps is simple, and
receiving a response after the data has passed through
the map’s layers is guaranteed. 
Thus, it seems practical to use Kohonen’s self-
organizing maps for factor space clustering and to sub-
sequently analyze the results of training the MLP in a
representative sample, obtained with and without the
application of the proposed approach. 
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Fig. 1. Kohonen’s neural network: x 1 ,…, x n are the input parameters 
of the factor space; DL and KL are the distributed layer and the 
Kohonen layer, respectively; cluster elements are depicted by balls. Input data was generated for the experiment, 
forming a factor space described by four input 
( x 1 , x 2 , x 3 , x 4 ) and one output ( y ) parameters. The 
relationship between these parameters is given by the 
function 
y = e x 1 + e x 2 + 2 e x 3 + 3 e x 4 . (2) 
Furthermore, noise is added to the input vector, de- 
scribed by a random variable normally distributed with 
the variance of 0.01. The experiment was conducted 




X = { X 1 , . . . , X M , Y 1 , . . . , Y M } 
be a factor space,where X i = { x 1 , x 2 , x 3 , x 4 } , Y i = 
{ y( X i ) } , M is the number of vectors in the factor space. 
Using Kohonen’s self-organizing maps, we need to 
find such a partition of the factor space into three sets 
(the teaching T , the validation V and the testing E ), 
for which the condition 
H 0 (T ) < H (T ) ≤ H max (T ) (3) 
is fulfilled. Here H ( T ) and H 0 (T ) are the entropy val- 
ues of the training set using clustering and for a ran- 
dom partition of the factor space into the represen- 
tative sample, respectively; H max (T ) = log 2 N t is the 
maximal entropy of this set ( N t is the size of the train- 
ing set comprising 80% of the factor space). 
Kohonen’s neural network description 
This neural network, or a self-organizing map of 
attributes, has a set of input elements (the number 
of which coincides with the dimension of the vectors 
making up the factor space) and a set of output ele- 
ments corresponding to clusters (from now on we shall 
use the term ‘cluster element’, abbreviated as CE). 
The input elements are designed for distributing the 
input vector between the output elements of the net- 
work. CE weight values can be interpreted as coor- 
dinate values describing the position of the cluster in 
the input data space. 
Ref. [9] notes that it is advisable to arrange the 
CEs in the form of a two-dimensional lattice, be- 
cause this topology ensures that each neuron has a lot 
of neighbors. This arrangement determines which ele- 
ments will be adjusted within a radius of the winning CE. The set of adjustable CEs is specified by the norm 
selected in the weight space; this norm corresponds to 
the geometry of the neighborhood of the selected ra- 
dius. In the simplest case a CE is equal to unity (only 
the weights of the winning CE are adjusted). 
The distribution layer (DL) in Fig. 1 corresponds 
to the input one, and the Kohonen layer (KL) contains 
CEs forming a rectangle. 
Kohonen’s network training takes place in two 
stages [9] . First, the distances from the training sam- 
ples to each CE (neuron) are calculated by the formula 
[12] : 
d j = 
∑ 
i 
( ω i j − x i ) 2 , 
where ω i j is the weighting coefficient linking the input 
vector x i to the cluster element j . 
The d j values are transmitted to the competitive 
transfer function that returns a zero value for all output 
neurons except for the winning neuron k . The winning 
neuron is the one for which the condition 
d = min ( d j ) , 
where 1 ≤ j ≤ n ( n is the number of CEs), is fulfilled. 
The weight vector of the winning neuron is located 
the closest to the input vector, so its output is set to 
equal unity. 
The second step is in adjusting the weighting co- 
efficients of the winning neuron k and of all neurons 
from a given radius r , i.e., the positions of CEs are re- 
fined in the input data space. To adjust the weighting 
coefficients, we used the formula 
ω i j (n + 1) = ω i j (n) + η(n)[ x i − ω i j (n)] , 








































Fig. 2. Distribution of the factor space over 80 clusters, constructed 
by Kohonen’s network ((8 × 10)-sized rectangular table). The num- 
bers in the cells correspond to the number of elements in the clus- 
ters. The (X, Y) pair uniquely defines the position of a cluster in 























 where ω i j (n) is the weighting coefficient linking the
input vector x i to the cluster element j at iteration
n ; η(n) ∈ [0; 1] is the training rate factor allowing to
control the adjustment value of the weighting coeffi-
cients at each iteration . 
Weighting coefficients can be also adjusted through
other methods, for example, by using the neighbor-
hood function [9] , but this topic is beyond the scope
of our study. 
The training rate factor is usually initialized to a
sufficiently high value (close to unity) which decreases
throughout the training. 
The radius r is also first initialized to a sufficiently
high value, and decreases with each iteration up to a
single winning element. The law of the radius change
is fitted experimentally. In the simplest case, the radius
decreases linearly at each step. 
The criterion indicating that the training process is
finished is the amount of change in the weighting co-
efficients at the consequent iteration: if it is less than
the predetermined value, the process is completed. 
Cluster analysis of the factor space using Kohonen’s
neural network 
As mentioned above, a factor space with five pa-
rameters was formed for training the MLP in model-
ing the target function ( 2 ). NNToolbox of the MatLab
package randomly divides this space into three sets at
a 8 : 1 : 1 ratio [13] . 
Below we are going to introduce the calculations
for the factor space of the size N = 100. Calculations
for larger spaces ( N ∈ [200, . . . , 1000] ) were per-
formed similarly, so they are omitted here. A summary
table of the calculation results for N ∈ [100, . . . , 1000]
is given in the end of the section. 
The case N = 100. The representative sample is
formed by the NNToolbox of the MatLab package as
follows: 80 : 10 : 10 vectors, where the values corre-
spond respectively to the training, validation and test-
ing sets. 
In this case, the eighty vectors forming the testing
set do not account for the specifics of input attributes,
and therefore this choice of training examples should
not be considered optimal for maximizing entropy. 
In view of the above, we propose to select exam-
ples from clusters with the least number of elements
(ideally, from clusters with a single element) for the
training set based on clustering performed by Koho-
nen’s network. The idea is that in an ideal experi-
ment, the training set should contain one element from
each cluster. If Kohonen’s neural network has identi-  fied a small number of clusters, one more element
from each cluster is added to the training set. How-
ever, the number of representatives from non-identity
clusters should be kept inversely proportional to the
cluster size. 
With that in mind, we chose rectangular topology
of Kohonen’s network with the dimension of 8 × 10.
The configuration of the rectangle was chosen exper-
imentally (possible options were 10 × 8 or 4 × 20).
In our case, the configuration of 8 × 10 yielded the
maximal number of identity (single) clusters, and the
number of examples in each non-identity cluster was
minimal. 
Kohonen’s map initialization, i.e., assigning the ini-
tial values to neural weights, may be performed in
various ways. In this paper, the map was initialized to
small random values, but there are also more advanced
initialization algorithms [14] . 
In our case Kohonen’s network divided the factor
space, which is a 8 × 10 rectangular table, into 73
clusters (see Fig. 2 ). It can be seen from Fig. 2 that
7 clusters do not contain any elements; however, this
does not prove critical. In view of this, in order to in-
crease the entropy of the training set, the factor space
was divided into a representative sample as follows:
73 : 10 : 17 (teaching/validation/testing sets), with one
representative of each cluster taken for the training set.
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Fig. 3. Regressograms for neural network training with the training set formed randomly: 
Training results ( a ), retraining checks ( b ) and checks on the testing set ( c ), as well as the total result ( d ). The straight line on the plot passes 
through the center of the data cloud. 
Table 1 
Classification of clusters by number of elements. 
K i ∈ K K 1 K 2 K 3 K 4 ∑ 
K i 52 16 4 1 The entropy of the training set was calculated in 
view of this partition of the factor space, so that the 
training set could then be randomly partitioned into 
the representative sample (in this case the sets for 
training are selected randomly from the whole factor 
space) and partitioned based on clustering (the sets 
for training are selected from the existing 73 found 
via clustering). 
For the case N = 100 there are clusters containing, 
respectively, 1, 2, 3 and 4 elements (see Fig. 2 ). Let 
us denote them as K = { K 1 , K 2 , K 3 , K 4 } . 
Table 1 shows the proportion of the numbers of 
clusters falling into the corresponding subset of the 
set K . 
Let us calculate the factor space entropy for the 
current partition into clusters in such a manner that 
the representative sample would be formed randomly. Let us regard the factor space as a system of 73 
elements (Kohonen’s network divided the factor space 
into this number of clusters). If the training set is 
formed randomly, the probability p i of selecting an 
element from the cluster K i is equal to i /100 ( i is the 
number of elements in the cluster). 
The entropy for discrete random events is calcu- 
lated by the Shannon formula [15] : 
H (x) = −
n ∑ 
i=1 
p i log 2 p i . (4) 
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Fig. 4. Regressograms for neural network training with the training set formed via clustering 




















 Using this formula, we obtain the desired value: 
H (x) = −





























≈ 6 . 05 bits . 
If the training set is formed from the representa-
tives of each cluster (one per cluster), we obtain the
equiprobable events of choice, i.e., the probability of
such an event is equal to 1/73. With the help of for-
mula ( 4 ), we obtain the entropy equal to log 2 n = 6 . 19 ,
where n = 73 . Thus, the increase in entropy of the
testing set is 0.14 bits. The maximum possible entropy equal to 6.32
( log 2 80 = 6 . 32) for the case of N = 100 is hypotheti-
cally achieved if all 80 examples are absolutely unique
by their combinations of attributes. 
The results of similar calculations for factor spaces
with the number of vectors from 100 to 1000 are listed
in Table 2. 
Analysis of the data from Table 2 leads to the con-
clusion that condition ( 3 ) holds for each N . The en-
tropy value for the case using clustering lies about
halfway between the values of H 0 (T ) and H max (T )
for all N . The time expenditures for training Koho-
nen’s map grow almost linearly. 
It should be noted that the training time of the mul-
tilayer perceptron ( T 2 ) increases slower than that of
Kohonen’s self-organizing map ( T 1 ). It is possible that
analyzing the times of training on the data of more
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Fig. 5. Curves of neural network performance during training with 
the training set formed randomly ( a ) and using clustering ( b ): 
MSE is the mean square training error; Epoch number is the current 
training epoch; the graph shows the error behavior for the train- 
ing (Train), the validation (Validation) and the testing (Test) sets; 
Goal and Best are the target and the optimal error values, the latter 
reached for the validation set. 
Table 2 
Entropy calculation results for factor spaces of different dimen- 
sions. 
N Entropy, bits Time spent, s 
H max (T ) H (T ) H 0 (T ) T 1 T 2 
100 6 .32 6 .19 6 .05 3 1 
200 7 .32 7 .15 7 .02 5 2 
300 7 .91 7 .79 7 .67 7 4 
400 8 .32 8 .17 8 .07 10 3 
500 8 .64 8 .50 8 .38 15 3 
600 8 .91 8 .77 8 .66 21 4 
700 9 .13 8 .97 8 .86 29 9 
800 9 .32 9 .17 9 .05 36 7 
900 9 .49 9 .31 9 .16 42 8 
1000 9 .64 9 .45 9 .29 53 11 
Notations: N is the number of elements of the factor space; H max 
( T ) is the maximal entropy of the training set; H ( T ) and H 0 ( T ) are 
the entropy values of this set using clustering and for a random par- 
tition of the factor space into a representative sample, respectively; 
T 1 and T 2 are the periods of time spent on training, respectively, 
Kohonen’s self-organizing map (0.8 N -sized) and the MLP using the 
data of the corresponding dimension (MLP architecture was chosen 
in accordance with formula ( 4 ) assuming ε = 0. 2. complex quantitative and qualitative structures would 
be yield some additional information. This subject re- 
quires further study. 
We can thus state that the time expenditures may 
be unacceptable for a factor space of very high dimen- 
sion, but for smaller factor spaces, clustering provides 
a reduction in the size of the training set with a si- 
multaneous increase in its entropy. 
The next stage of the study is an experiment con- 
sisting in training the MLP using both the randomly 
generated representative sample and the one formed 
on the basis of clustering. Training the multilayer perceptron with and 
without clustering 
We have carried out two training procedures for the 
MLP-type neural network using the test data by the 
EBP method [16] . In the first case we formed a repre- 
sentative sample via the NNToolBox of the MATLAB 
package, and in the second took an approach based 
on cluster analysis. The experiment involved a factor 
space consisting of 100 elements. 
A training procedure by the algorithm different 
from the standard EBP, in particular, by the quasi- 
Newton back propagation method (BFGS), was also 
carried out for a test comparison with the results of 
the study. 
The MLP neural network has the same architec- 
ture in both cases: 4–4–1. The results of training the 
network for both cases are shown in Fig. 3 –7. 
The regression lines ( Figs. 3 and 4 ) for both cases 
are similar in appearance. Tables 3 and 4 contain the 
analysis results of the data shown in Figs. 3 and 4 , 
respectively. It can be established that the deviation 
from the trend in both cases was much less than 1%. 
Analysis of the results presented in Fig. 5 allow to 
draw the following conclusions: 
1. The best performance of the neural network (the 
lowest value of the mean square error (MSE)) for 
a testing set with the representative sample formed 
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Fig. 6. Graphs of the training quality with the testing set formed randomly. The plots of the gradient (Gradient) ( a ), adaptation μ ( b ) and the 
number of retraining checks (Validation Fail) ( c ) are shown versus the respective epoch values (Epoch). The gradient value at the end of the 
training procedure was found to be 0.033976, the adaptation value was 10 –5 ; the number of retraining checks was 6. 
Table 3 
Results of training the neural network with the training set formed 
randomly. 
Plot in Fig. 3 R Y ( T ) 
a 0.99998 T + 0.00150 
b 0.99993 T + 0.00046 
c 0.99994 T + 0.01900 
d 0.99997 T + 0.00240 
Notations: R is the indicator of the ratio ‘neural network output 
value/target value’, Y ( T ) is the approximated linear dependence of 
the actual values versus the target values T . 
Table 4 
Results of training the neural network with the training set formed 
via clustering. 
Plot in Fig. 4 R Y ( T ) 
a 0.99998 T + 0.0016 
b 0.99998 T + 0.0600 
c 0.99994 T + 0.1700 
d 0.99997 T + 0.0280 
























 without clustering was 0.31462 and 0.11601 with-
out clustering. 
2. The difference in the MSE between the training and
the testing/validation sets turned out to be much
higher without clustering. 3. The best performance (the lowest value of the
MSE) without clustering was reached at the 165th
training epoch against the 254th using clustering;
however, as noted above, the best performance for
the first case ( Fig. 4 , the minimal value in the Val-
idation line) was 0.31462, versus 0.11601 using
clustering. 
Comparing the results shown in Figs. 6 and 7 leads
to the conclusion that the gradient value of the error
response surface in Fig. 6 after the training procedure
is finished appears to be two orders of magnitude less
than that in Fig. 7 , which shows a random partition
into the representative sample. The error response sur-
face for the training is an n -space, where n is the num-
ber of the input parameters of the factor space ( n =
4 was taken). The vector of the error surface gradient
points to the steepest descent over this surface from
the given point to the minimal (not necessarily global)
training error. The gradient value for the response sur-
face function u( x 1 , x 2 , . . . , x n ) is determined through




∂ x 1 
)2 
+ . . . + 
(
∂u 
∂ x n 
)2 
. 
We should also note that the small value of the
gradient is not an indicator of the improvement in the
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Fig. 7. Graphs of the training quality with the testing set formed via clustering (see the captions for Fig. 6 for value notations). In this case 
the gradient value at the end of the training procedure turned out to be equal 0.35385, the adaptation value was 10 –5 ; the number of retraining 
checks was 6. quality of training in case such a training process has 
converged to a local minimum which is different from 
the global one. 
Using the BFGS method for spaces with a num- 
ber of elements close to 1000 yielded better results 
than using the standard EBP algorithm; however, for 
low-dimensional spaces (e.g., for N = 100) using the 
standard EBP algorithm based on the steepest descent 
proved to be more effective with regard to the final 
value of the mean square training error. 
Conclusion 
Summing up the results obtained, we can con- 
clude that our proposed approach allows to success- 
fully solve the problem set. The entropy of the training 
set formed using clustering increased and approached 
the maximum possible value. 
Despite the fact that the training set formed through 
clustering includes fewer examples than when it is ran- 
domly divided into a representative sample, the differ- 
ence between the errors for the training and the test- 
ing /validation sets is obviously less when clustering is 
used. This result clearly shows the improvement in the 
quality of training. In addition, the value of the mean 
square error turned out to be considerably smaller in the case of a partition into the representative sample 
using clustering. 
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