In shallow water areas, to enhance underwater targets detection performance improve computation efficiency of active sonar, a computationally efficient adaptive beamformer (spatial filter) based on inverse QR (IQR) and recursive least-squares (RLS) is developed under fast Fourier transform framework, for standard hexagonal receiving array implementation. The IQR-RLS algorithm has good numerical stability and can be mapped onto coordinate rotation digital computer processor-based systolic arrays, which is suitable for real time applications. Using the proposed scheme to construct beamformer, which reduces computational complexity significantly and offers better converge rate than conventional adaptive beamformer. The simulation and lake test results demonstrates the algorithm improves interference (reverberation) suppression ability. It improves SNR about 2dB of still bottom target detection in reverberation limited area.
INTRODUCTION
Active sonar involves transmitting an acoustic signal from a source and receiving reflected echoes from the objects of interest, and uses the acoustic signals propagated through the water to detect, classify and localize underwater objects, even to classify marine sediment [1] . A beamformer is a spatial filter that processes the data obtained from an array of sensors in a manner that serves to enhance the amplitude of the desired signal wavefront relative to background noise and interference [2] . Beamforming algorithms are the foundation for all array signal processing techniques, which is the core component of sonar signal processing system. Here, the application of beamforming techniques in the area of underwater sonar processing using a hexagonal array of uniformly spaced hydrophones is being considered. The desired function of the beamforming system is to perform spatial filtering of the data in order to find the direction of arrival (DOA) of the target signal, while maintaining a high signal-to-noise ratio (SNR) in the output [2, 18] .
Beamformer output y(n) is by appropriately defining a weight vector w and data vector x(k). Beamformer linearly combines the spatially sampled time series from each sensor to obtain a scalar output time series in the same manner than an FIR filter linearly combines temporally sampled data [2] . The output , is beamformer weigh vector. The adaptive algorithm is designed to the beamformer response converges to a statistically optimum solution [9] .
Recently implementing beamformer efficiently becomes an important problem especially in large aperture sonar systems, hexagonal planar array, and multi-dimension (3-D) array [3] [4] [5] [6] . The implementation of adaptive beamforming algorithms turns out to be a challenging computational problem due to the high data rate requested and to the ill-conditioning of the interference covariance matrix in typical sonar scenarios. Not surprisingly, the problem motivated the development of systolic algorithms and the investigation of mapping strategies on different parallel computing architectures [3] [4] . These sonar array technologies face difficulties, such as low fault tolerance due to computational complexity not readily supported in real-time conventional means that may be overcome with the use of parallel and distributed computing (PDC) technology [5] [6] . These challenges in achieving critical levels performance and reliability are particularly difficult to overcome for systems employ high-fidelity beamforming algorithms and must process data from a large number of sensor nodes.
A systolic array for minimum variance distortionless response (MVDR) adaptive beamforming based on inverse QR (IQR) is presented to implement with CORDIC (co-ordinate rotation digital computer) cells [7] . Li and Zhao [8] 
Adaptive beamforming algorithm based on inverse QR-RLS for hexagonal array implementation proposed a blind beamforming algorithm based on high-order cumulant and neural network, and neural network can operate in parallel structure. The triangular systolic array for space-time adaptive processing (STAP) is called IQR and promises an additional decrease of the required computational power [4] . It achieves greater improvement of reducing the computational requirements of the triangular systolic array. Since beamformer is a computation intensive algorithm, some research has concentrated on exploiting constructing fast processing techniques necessary to meet computational requirements of real-world applications [9] . The RLS algorithm offers better convergence rate, steady-state mean square error (MSE), and parameters tracking capability over the adaptive LMS based algorithm. But, RLS filters have been impeded by unstable numerical performance and high computation cost [10] , and its performances will seriously degrade due to finite-word-length effects [11] . To circumvent the above difficulties, a numerically robust and computationally efficient procedure to compute the adaptive filter output is known as QR-decomposition. A further advantage of the QR method is that it has a high degree of inherent parallelism which can be exploited to speed up the computation. Then, RLS based on IQR (IQR-RLS) algorithm is also presented in [12] , which is the most promising RLS algorithm because it possesses desirable properties for parallel processing. This paper is organized as follows: An hexagonal array spatial filter algorithm is discussed in section 2. A novel hexagonal array (HA) adaptive beamformer using IQR-RLS algorithm implementation under Fourier framework is proposed in sections 3. The stability and convergence of the IQR-RLS are analyzed respectively. Finally, some numerical simulation results and lake test data analysis are given. The proposed algorithm owns high parallelism, suppresses the interference and meets computation cost requirements of realtime implementation.
HEXAGONAL ARRAY (HA) BEAMFORMER
The motivation of designed HA for the deployment of broad band active sonar system is their potential to enhance bottom and buried object detection performance in ocean costal areas [1] . The HA has the best steerable characteristics, and it is the optimal sampling strategy for circularly band limited signals. Hexagonal sampling allows for 13.4% fewer samples than rectangular sampling. Moreover, HA owns vertical spatial resolution [13] .
HA conventional beamformer
The conventional beamformer (CBF) under Fourier transform framework supplies an efficient method for implement in practice. In Figure 1 , it is a standard hexagonal array, the sensor horizonal spacing is λ/2, then we show a finite area sequence corresponding to one of hexagonally periodic sequence. Discrete fourier transform of hexagonal sampling signal (HDFT) and hexagonal fast Fourier transform (HFFT) were firstly proposed by Mersereau [13] . The discrete hexagonal Fourier transform(HDFT) is derived as Eqn. (1): (1) where , , θ is incident signal elevation angle, φ is incident signal azimuth angle, λ is wave length.
The CBF of regular HA is written as Eqn. (2) : (2) where .
To wide-band signal, we modify the narrow band signal model and use correct terms S1 m , S2 m to guarantee the beam with different frequency f and wavenumber k point the same bearing angle [17] . ,
Adaptive beamforming algorithm based on inverse QR-RLS for hexagonal array implementation (4) where ** denotes hexagonal two-dimension convolution. So there exists a fast algorithm HFFT to improve computation efficiency [17] . The Eqn. (4) is written as: (5) The hexagonal array beamforming response weight v can be expressed in vector form as (6) From Figure 1 , the hexagonal array element coordinates in non-orthogonal coordinate is (n 1 , n 2 ). The v(n 1 , n 2 ) has the similar structure with HDFT. Based on Eqn. (2), the beampattern of standard 91-element hexagonal array is shown in Figure 2 , where λ = 0.1 m, wave speed c = 1500 m/s. It turns out CBF beampattern also exists high grating lobe, mean weight vector w does not converge and loses numerical stability.
The typical beampatterns of elevation and azimuth angle are showed in Figure 3 
DAPTIVE BEAMFORMING OF HA 3.1. MVDR beamformer
The objective of beamformer is to resolve the direction of arrival of spatially separated signals within the same frequency band. The sources of the signals are located far from the sensor array. Therefore, the propagating wave is a plane wave and the direction of propagation is approximately equal at each sensor. We also neglect the effect of multipath propagation caused by reflection. The sensor outputs are multiplied by the weights and summed to produce the beamformer output. The beamformer output is a spatially filtered signal with an improved
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Adaptive beamforming algorithm based on inverse QR-RLS for hexagonal array implementation SNR over that acquired from a single sensor: minimum variance distortionless response (MVDR) [1] . The signal model as receiving array data include: desired signal s(n), interference i(n) and w(n) white Gaussian noise. They are assumed to be independent each other. The output x(n) can be expressed by (7) MVDR stems from minimizing the array's overall output power (i.e. variance) whilst preserving the target signal impinging from the desired look direction as measured in the direction of the wanted signal, may be described simply as a measure of signal-to-noise-plus-interference ratio (SINR). where σ s 2 is the power of the signal of interest, R i+n is covariance matrix of interference plus noise. The constrain prevents the gain in the direction of the signal from being reduced.
To maximize the output SINR, The weight vector must satisfied conditions:
where α is a random constant. The weight vector c o of optimum beamformer (MVDR) is:
The outputs of MVDR is (11)
Sequential MVDR algorithm and performance
The adaptive beamforming with MVDR is divided into three tasks. The first task is the averaging of the cross-spectral density matrix (CSDM). The second task is matrix inversion, which inverts the exponential average of the CSDM. The third task is steering, which steers the array and calculates the power for each steering direction [6] . The block diagram of the narrowband sequential MVDR algorithm from Cho and George [19] is given in Figure 4 . In order to provide a reference point for the enhanced sequential algorithm studied in this research.
The creation of the CSDM requires computations involving an infinite series with an infinite number of sample values, which is of course not feasible in a real application. The CSDM is estimated from the streaming input data and updated at each iteration using the exponential averaging method given by where k + 1 denotes the current sample, k denotes the previous sample, and α is the exponential averaging parameter. This average provides an estimate of the CSDM, assuming that the signal data is stationary. The averaging task consists of n 2 complex multiplications and additions followed by n 2 divisions, to compute the estimate of the CSDM, which results in a computational complexity of O(n 2 ). The number of operations required in estimating the CSDM could be reduced by making use of the Hermitian property of the CSDM. However, the computational complexity of this task would still remain at O(n 2 ). The CSDM, R, is the autocorrelation of the frequency-domain sensor data vector, as given by R = E{x ⋅ x*} , where E is the expectation operation and the * denotes complex-conjugate transposition. The output power for each steering direction is defined as the expected value of the squared magnitude of the beamformer output, as given by
The averaging task consists of n 2 complex multiplications and additions followed by n 2 divisions, to compute the estimate of the CSDM, which results in a computational complexity of O(n 2 ). The number of operations required in estimating the CSDM could be reduced by making use of the Hermitian property of the CSDM. However, the computational complexity of this task would still remain at O(n 2 ) [15] . The inversion algorithm we use for the matrix inversion task is IQR-RLS. The steering task is responsible for steering the array and ending the output power for each of the steering directions. The main operation in the steering task is the product of a row vector by a matrix then by a column vector, which results in O(n 2 ) operations. This operation must be performed once for every steering direction, which increases the execution time linearly as the number of steering directions increases. The steering task is responsible for steering the array and finding the output power for each of the steering directions. The main operation in the steering task is the product of a row vector by a matrix then by a column vector, which results in O(n 2 ) operations. This operation must be performed once for every steering direction, which increases the execution time linearly as the number of steering directions increases. Although with a fixed number of steering angles the computational complexity of the steering task is lower than that of the matrix inversion task as n → ∞, it will dominate the execution time of the algorithm for sonar arrays where the number of nodes is less than the number of steering angles. The performance analysis in the next subsection will illustrate the impact of each of the tasks in the sequential algorithm.
HA MVDR beamformer
The MVDR beamforming outputs of HA is: (13) Covariance matrix R i+n is positive define Hermite matrix, Cholesky decomposition is used to gain Eqn. 
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Adaptive beamforming based on IQR-RLS
To RLS adaptive beamformer, its weight vector c rls is given by (17) Iterating weight vector c to update or R(n) with numerical stability is the key point. Conventional RLS algorithm becomes numerically unstable when R(n) losses its Hermitian symmetry. We introduced RLS beamformer based the inverse QR decomposition(IQR-RLS) beamforming algorithm, and need not calculate inversion of matrix [12] . We interated implement RLS beamforming algorithm through update .
Considering matrix A and B,
and (18) where, in Eqn. (18), , λ is forgetting factor.
and .
There exists a unit orthogonal matrix Q(K) meets Eqn. (19) requirement.
The Eqn. (19) shows, to update from , we need to search unit orthogonal matrix Q(n) and make elements of are zero based on Givens rotation [11] . The IQR-RLS initial value is .
The IQR-RLS is used to implement optimum beamforming algorithm.
The RLS-IQR array is schematically represented in Figure 5 , where ε is least squares residual. The triangular array computes the matrix-vector v = -R H x* from right to left and passes the resulting vector v to the left-hand column [4, 7] . The latter generates the rotation parameter and feed back to to the triangular 
Note that there are two computational steps taking place on the RLS-IQR array: matrix-vector multiplication, which proceeds from right to left, and triangular update, which proceeds in the opposite direction. The IQR array still offers pipelined weight extraction using roughly half the number of processors but with more complicated interconnections owing the presence of contraflow [4] .
A novel fast algorithm: combined HFFT-RLS with IQR-RLS is proposed in this study. Because using IQR-RLS algorithm directly update R -1 (n)'s Cholesky decomposition . Therefore, output of HFFT IQR-RLS adaptive beamforming is written as (21) where . Using IQR-RLS algorithm to update covariance matrix R -1 (n), the R -1 (n) satisfy positive definite Hermite characteristic. This
Adaptive beamforming algorithm based on inverse QR-RLS for hexagonal array implementation method owns good numerical stability and high computation efficiency, compared with HFFT CBF.
Complexity of HFFT IQR-RLS algorithm
Most of the computations in beamforming consist of vector and matrix operations with complex numbers. The number of complex multiplication of beamforming involved has main effect on computation speed. To narrow-band signal, a regular HA at horizonal direction has maximum element N x , the total elements of array is N = 1 + 3(N x 2 -1)/4, each side of hexagon owns elements is N 1 = (N x + 1)/2.
To form 3N 2 beams, CBF needs real number multiply operations 3N 2 * 3N 2 = 9N 4 , this is a most intensive stage with O(N 4 ) complexity, while HFFT beamforming algorithm just needs N 2 /log 2 N operations. The number of multiplication operations required to generate the beamforming output increase rapidly [17] .
If RLS beamforming to form 3N x 2 beams, it will require N 3 + N 2 + 3N 
SIMULATION TEST
In simulation test, a standard HA with 91 elements is designed. The incident signal elevation angle θ is -50 degree, azimuth angle φ is -10 degree. Then we input signal is sine signal, cosine of direction of arrival(DOA) is u x = 0, u y = 0, and SNR = 20 dB. The received signal in each hydrophone consists of a desired signal in the presence of a interference from incident angle u x = 0.5, u y = 0.5 and white Gaussian noise. The interference and noise ratio (SINR) is 60 dB. We consider a narrowband array with N isotropic receiving sensor elements [17] .
After 1000 times iteration, the beampatterns of HFFT CBF is shown in Figure 6 . From the simulation test, it turns out HFFT CBF beampattern also exists high grating lobe, mean weight vector w does not converge. But this algorithm improve computational complexity.
To examine the capability of interference suppression, the results in terms of nulling capability, are shown in Figure 7 . The simulation condition : SNR = 20 dB, and a stochastic interference incident angle (u x = 0.46, u y = 0.51), SINR = 60 dB [17] . An important feature observed in Figure 7 (b) is that large strong white spot, HFFT CBF is not able to differentiate target and disturbance signals, the target signal is covered by interference. The HFFT IQR-RLS algorithm outperforms the HFFT CBF. HFFT IQR-RLS BF can identify the target signal and disturbance (marked in the dashed circle) in Figure 7 (a), while target source is covered by strong interference. The HFFT IQR-RLS BF beampattern keep the high main beam and low side-lobe spatial response. It owns the good nullsteering capability.
ANALYSIS WITH REAL DATA
During a recent lake trial, data were gathered for off-line beamforming analysis. The equipment used consisted of a receiving standard hexagonal array (91 hydrophones) within the circular area in Figure 8 . Received target echo is serious influenced by reverberation. The distance between target and receiver is less than 100 m. Bottomed target detection test conducted in reverberationlimited condition. Transmitted LFM signal: band width 5-10 kHz, pulse delay is 5 ms and sampling frequency is 50 kHz.
The outputs is normalized cumulative energy, and axis of abscissa is u x (after sampling conversion), vertical coordinate is u y . In Figure 9 ellipse area [17] . The Figure 9 (a) and Figure 9 (b) present HFFT CBF and HFFT IQR-RLS beamforming results, respectively, when transmitted 5-10 kHz LFM, pulse durations is 20 ms. From Figure 9 (a), the target signal is seriously interfered by bottom reverberation. The target location is not obvious, while in Figure 9 (b), the target location area's energy is enhanced, the corresponding location exists bright speck. The bright spot outside of the circle area caused by the reverberation in the main beam bin of beamformer, because test is conducted in reverberation-limited area. The Figure 9 (a-b) shows output presentation for the bottom target echo HFFT IQR-RLS (SNR improved 1.84 dB). The bright area out of the dashed ellipse is caused by the reverberation in the beamformer main beam. In Figure 9 (c-d), true target location (θ, Φ) is (57°, 314°) and target is marked in dashed ellipse line. The HFFT IQR-RLS scheme improves SNR about 1.65 dB. Transmitted 8 kHz PCW signal, pulse durations is 5 ms. On the whole, MVDR beamforming based on IQR-RLS gains high space resolution to improve the target localization accuracy and effectively suppress strong reverberation. The SNR is improved about 2 dB of the proposed fast adaptive beamforming algorithm, compared with CBF.
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Adaptive beamforming algorithm based on inverse QR-RLS for hexagonal array implementation decomposition, the sequential workload is divided into the number of processor stages and these stages are overlapped in execution by pipelining. Based on its simulated and lake test results. The authors concluded:
(1) Expressed adaptive beamforming process of HA under Fourier framework, and their computational efficiency improved and easy to be performed in parallel algorithm. (2) Beamforming IQR-RLS algorithm under HFFT which reduces computational complexity significantly as well as guarantees numerical stability to implementation in practice. (3) It enhances active sonar detection performance in reverberation-limited area, The SNR of beamforming outputs improves about 2 dB in lake test. By taking advantage of the proposed algorithm parallelism for inarray sonar processing, the technique can be applied to more advanced beamforming algorithms such as match-field processing.
