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Introduction
Signature verification (SV) systems seek to authenticate the identity of an individual, based on an analysis of his/her signature, through a process that discriminates a genuine signature from a forgery [1] . In off-line SV, the signature is available on a sheet of paper, which is later scanned in order to obtain a digital representation. These systems are relevant in many situations where handwritten signatures are currently used, such as cashing checks, transactions with credit cards, and authenticating documents [8] .
Though not fully explored in literature, it has recently been shown that the Receiver Operating Characteristic (ROC) curve -where the true positive rates (T P R) are plotted on the y axis, while the false positive rates (F P R) are plotted on the x axis -provides a powerful tool for evaluating, combining and comparing off-line SV systems [2] [10] . By taking into account several operating points (thresholds),
the ROC curve allows to analyze these systems under different classification costs [5] .
Among several well-known classification methods used in off-line SV, the discrete Hidden Markov Model (HMM) -a finite stochastic automata used to model sequences of observations -adapts easly to the dynamic characteristics of the occidental handwriting [9] . Despite the fact that the HMM is a generative classifier [3] which generally requires much training data to perform well, the HMM-based offline SV systems are often designed from limited and unbalanced data. This occurs because the dataset used to model a writer generally contains a reduced number of genuine signatures against several random forgeries [10] .
In this paper, an approach based on the combination of discrete HMMs in the ROC space is proposed to improve performance of off-line SV systems designed from limited and unbalanced data. By training an ensemble of userspecific HMMs with different number of states and then combining these models in the ROC space, it is possible to construct a composite ROC curve that provides a more accurate estimation of system's performance during training. Moreover, during operations, the corresponding operating points -which may be selected dynamically according to the risk associated with the input samples -can significantly reduce the error rates. This approach follows the multiple-hypothesis principle [7] , which request the system to propagate several hypothesis throughout the recognition steps, generating a hierarchical tree of possible solutions.
The rest of this paper is organized as follows. Next section describes the issues that impact the performance of offline SV systems. Then, Section 3 describes the proposed approach and its advantages. In Section 4, the experimental results are shown and discussed. Finally, Section 5 presents the conclusions of this work.
Problem Statement
In this paper, it is assumed that the off-line SV system is composed of several local classifiers, where each one is a discrete HMM trained with data corresponding to a specific writer, and that the performance of the whole system is measured by a single averaged ROC curve. Averaging methods have been used to group ROC curves from different classifiers [5] [11]. Ross [11] , for example, proposed a method to generate averaged ROC curves which takes into account user-specific thresholds. At first, for each user i, the cumulative histogram of the impostor scores (regarding that user) is computed. Then, the similarity scores (thresholds) providing a same value of cumulative frequency, γ, are used to compute the operating points {T P R i (γ), F P R i (γ)}. Finally, the operating points associated with a same γ are averaged. Note that γ can be viewed as the true negative rate (T NR = negatives (forgeries) correctly classified / total of negatives) and that it may be associated with different thresholds. Figure 1 shows an example where the thresholds associated with γ = 0.3 are different for users 1 and 2, that is t user1 (0.3) ∼ = 5.0 and t user2 (0.3) ∼ = 5.5. In off-line SV, where the dataset used to model a writer signature generally contains a reduced number of genuine samples against several random forgeries, it is common to obtain ROC curves with concave areas. In general, a concave area indicates that the ranking provided by the classifier in this region is worse than random [6] . Figure 2 (a) shows an example of score distribution in an off-line SV system. The positive class, P, contains only 10 genuine samples of a given writer, while the negative class, N, contains 100 samples of forgeries. Due the limited amount of samples in the positive class, the resulting ROC curve (see Figure 2 (b)) presents three concave areas, which correspond to low-quality predictions [6] . For example, the similarity scores between −1.2 and 0 provide T P Rs of 90%. The result of averaging the ROC curves related to the models of 100 different writers, by using the Ross's method, is illustrated by Figure 3 . Note that the imperfections of individual ROC curves are hidden within the average points, which can be observed with any averaging algorithm. The drawback of using an averaged ROC curve can be observed during the selection of optimal thresholds in the respective convex hull. Given two γ in the convex hull, γ 1 and γ 2 , where each one minimizes a different set of costs [13] , γ 2 should provide a T P R higher than γ 1 whenever γ 1 > γ 2 . However, regarding an user-specific ROC curve, γ 1 and γ 2 may fall in a same concave area, providing identical T P Rs. An example is illustrated by Figure 3 , where T P R(γ = 0.86) is higher than T P R(γ = 0.91) in the global convex hull, but, in the user-specific ROC curve, T P R(γ = 0.86) is equal to T P R(γ = 0.91).
A Multi-Hypothesis Approach
Based on the combination of HMMs trained with different number of states, the approach proposed in this section provides a solution to repair concavities of user-specific ROC curves while generating a high quality averaged ROC curve. Three steps are involved in the proposed multihypothesis approach: model selection, combination and averaging.
Model Selection
During the model selection step, a ROC outer boundary is constructed in order to encapsulate the best operating points provided by HMMs trained with different number of states. The utilization of different HMMs is motivated by the fact that the superiority of a classifier over another may not occur on the whole ROC space [5] . In off-line SV systems where the optimal number of states for a HMM is found empirically by a cross-validation process [4] [9], it is often observed that the best HMM is not superior than the other intermediate/sub-optimal HMMs in all operating points of the ROC space.
Given a set of ROC curves generated from different classifiers associated with a same user, the process consists in splitting the x axis ∈ [0, 1] into a number of bins, and within each bin finding the pair (F P R, T P R) having the largest value of T P R. While the ROC outer boundary is being generated, the best HM M s , where s is the number of states, is automatically chosen for each operating point. Figure 4 shows an example of an user-specific ROC outer boundary constructed from ROC curves of two different classifiers, HM M 7 and HM M 9 . The corresponding convex hull is composed of three vertices, p, q and r, where p and q are associated with HM M 9 , and r is associated with HM M 7 . 
Combination
In the second step, the combination method proposed by Scott et. al [12] is applied to the ROC outer boundaries in order to repair concavities. Given two vertices A and B on the convex hull, it is possible to realize a point C, located between A and B, by randomly choosing between A and B. The probability of selecting one of the two operating points is determined by the distance of C regarding A and B. Equations 1 and 2 indicates how a given F P R C can be obtained.
In the convex hull illustrated by Figure 4 , any point in the segments pq and qr is realizable by combination. The expected operating point (F P R, T P R) is given by equations 3 and 4 [12] .
T P R = (P (C = A) · T P R A ) + (P (C = B) · T P R
B )(4)
Averaging
Finally, a process based on the Ross's method [11] is used to group the operating points already computed during the combination step. Given a γ, the process searches the pairs {T P R i (γ), F P R i (γ)} where F P R i (γ) = 1 − γ (recalling that γ can be viewed as the T NR, and that F P R = 1 − T NR). Then, the operating points corresponding to a same γ are averaged and used to generate the averaged ROC curve.
In the test phase, γ is used to retrieve the set of userspecific HMMs/thresholds which will be applied to unknown data. Figure 5 illustrates two possible situations linking the averaged ROC curve and an user-specific ROC curve. In the first case, γ falls directly in HM M 7 . While in the second case, the requested γ is obtained combining classifiers HM M 7 and HM M 9 . That is, each test sample must be randomly sent either to HM M 7 or to HM M 9 , according to the probabilities given by equations (1) and (2).
Simulation Results
The brazilian signature database [9] was used for proofof-concept computer simulations. It contains 7920 samples of signatures that were digitized as 8-bit greyscale images over 400X1000 pixels, at resolution of 300 ppi. The signatures were provided by 168 writers and are organized in two sets: the development database (DB dev ) and the exploitation database (DB exp ). DB dev is composed by 4320 The signature images are represented by means of density of pixels, extracted through the grid segmentation scheme described in [9] . In experiments not presented here, a codebook with 35 symbols, CB 35 , was constructed by applying the k-means algorithm to the first 30 signatures of each writer in DB dev . Then, CB 35 was applied to DB exp , which is composed of 60 authors. The ROC curve of the multi-hypothesis system is indicated by the star-dashed line in Figure 6 . Whereas the circle-dashed line represents the baseline or single-hypothesis system used for comparisons. In this system, only the HMM which performs the best in the cross-validation process 1 is considered for generating an user-specific ROC curve. This means that all operating points of an individual ROC curve are associated with a same HMM. Besides, the user-specific ROC curves are directly averaged, without repairing, by using the standard Ross's method [11] (see the inner graphic in Figure 6 ). As expected, the multi-hypothesis system provided a higher ROC curve, and, due the Scott's method [12] , a superior number of operating points was obtained. Note that both ROC curves were generated by using a validation set which contains only genuine samples and random forgeries.
In the following phase, the operating points of the multi- 1 Given a set of HMMs trained with different number of states, the cross-validation process selects the HMM providing the highest training probability [9] . hypothesis ROC curve (given by γ) were used to retrieve the user-specific HMMs/thresholds, and apply them to the test set. Table 1 presents the error rates on test for some γ values in both single and multi-hypothesis systems. Since there are three types of forgeries in the test set, the average error rate is calculated as In general, the multi-hypothesis system provided smaller error rates. Moreover, the F P R(γ) random are closer to the expected error rates given by 1-γ. Other results obtained with the multi-hypothesis system are presented in Table 2 .
Finally, in order to analyze the impact of repairing individual ROC curves, the proposed approach was applied only to the 20 writers having ROC curves with concavities. On average, 75.91% of the problematic writers had their AERs on test enhanced with the multi-hypothesis system in the region between γ = 0.9 and γ = 1. This represents 25.30% of the whole population, which may indicate a considerable amount of users in a real world application. Only 18.64% of the problematic writers performed better with the single-hypothesis system. For the remaining 5.45%, both systems performed equally. Figure 7 presents the results for γ = 0.96, where the improvements obtained with the multi-hypothesis system are located in the positive side, that is, below the dotted line. With the single-hypothesis system, the author indicated by the arrow had an AER of 22.5%. When using the multi-hypothesis system, the respective AER was reduced to 4.9%, that is, 17.6% lower. 
Conclusions
Based on the combination of HMMs trained with different number of states, this paper proposed a multi-hypothesis approach used to improve performance of off-line SV systems designed from limited and unbalanced data. The experiments carried out on the brazilian SV database showed that the proposed approach leads to smaller error rates on unseen data ragarding not only the baseline system, but also another single-hypothesis system developed with the same SV database [9] 2 . The multi-hypothesis approach can be used for dynamic selection of the best classification model based on the risk associated with the input samples. In a banking application, for example, the decision of using a specific operating point may be associated with the amount of the check. In the simplest case, for an user that rarely signs high value checks, big amounts would require operating points related to low F P Rs, such as provided by γ =0.999 or γ =1; while normal amounts would require operating points related to low F NRs, since the user would not feel comfortable with frequent rejections. Finally, this approach can be easly adapted to any type of neural or statistical classifiers designed to solve similar two-class problems.
