Universal reflective-hierarchical structure of quasiperiodic
  eigenfunctions and sharp spectral transition in phase by Jitomirskaya, Svetlana & Liu, Wencai
ar
X
iv
:1
80
2.
00
78
1v
1 
 [m
ath
-p
h]
  2
 Fe
b 2
01
8
UNIVERSAL REFLECTIVE-HIERARCHICAL STRUCTURE OF
QUASIPERIODIC EIGENFUNCTIONS AND SHARP SPECTRAL
TRANSITION IN PHASE
SVETLANA JITOMIRSKAYA AND WENCAI LIU
Abstract. We prove sharp spectral transition in the arithmetics of phase between
localization and singular continuous spectrum for Diophantine almost Mathieu op-
erators. We also determine exact exponential asymptotics of eigenfunctions and of
corresponding transfer matrices throughout the localization region. This uncovers a
universal structure in their behavior governed by the exponential phase resonances.
The structure features a new type of hierarchy, where self-similarity holds upon
alternating reflections.
1. Introduction
Unlike random, one-dimensional quasiperiodic operators feature spectral transitions
with changes of parameters. The transitions between absolutely continuous and sin-
gular spectrum are governed by vanishing/non-vanishing of the Lyapunov exponent
[35]. In the regime of positive Lyapunov exponents (also called supercritical in the
analytic case, with the name inspired by the almost Mathieu operator) there are also
more delicate transitions: between localization (point spectrum with exponentially
decaying eigenfunctions) and singular continuous spectrum. They are governed by the
resonances: eigenvalues of box restrictions that are too close to each other in relation
to the distance between the boxes, leading to small denominators in various expan-
sions. Localization is said to be a game of resonances, a statement attributed to P.
Anderson and Ya. Sinai (e.g. [22]). Indeed, all known proofs of localization, starting
with Fro¨hlich-Spencer’s multi-scale analysis [19] are based, in one way or another, on
avoiding resonances and removing resonance-producing parameters, while all known
proofs of singular continuous spectrum and even some of the absolutely continuous
one [2] are based on showing their abundance.
For quasiperiodic operators, one category of resonances are the ones determined en-
tirely by the frequency. Indeed, for smooth potentials, large coefficients in the contin-
ued fraction expansion of the frequency lead to almost repetitions and thus resonances,
regardless of the values of other parameters. Such resonances were first understood
and exploited to show singular continuous spectrum for Liouville frequencies in [8, 9],
based on [23] 1. The strength of frequency resonances is measured by the arithmetic
1According to [43], the fact that the Diophantine properties of the frequencies should play a role
was first observed in [42].
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parameter
(1) β(α) = lim sup
k→∞
−
ln ||kα||R/Z
|k|
where ||x||R/Z = infℓ∈Z |x− ℓ|. Another class of resonances, appearing for all even po-
tentials, was discovered in [33], where it was shown for the first time that the arithmetic
properties of the phase also play a role and may lead to singular continuous spectrum
even for the Diophantine frequencies. Indeed, for even potentials, phases with almost
symmetries lead to resonances, regardless of the values of other parameters.2 The
strength of phase resonances is measured by the arithmetic parameter
(2) δ(α, θ) = lim sup
k→∞
−
ln ||2θ + kα||R/Z
|k|
In both these cases, the strength of the resonances is in competition with the ex-
ponential growth controlled by the Lyapunov exponent. It was conjectured in 1994
[27] that for the almost Mathieu family- the prototypical quasiperiodic operator - the
two above types of resonances are the only ones that appear (as is the case in the
perturbative regime of [20]), and the competition between the Lyapunov growth and
resonance strength resolves, in both cases, in a sharp way. The frequency half of the
conjecture was recently solved [7, 32]. In this paper we present the solution of the
phase half. Moreover, our proof of the pure point part of the conjecture uncovers a
universal structure of the eigenfunctions throughout the entire pure point spectrum
regime, which, in presence of exponentially strong resonances, demonstrates a new
phenomenon that we call a reflective hierarchy, when the eigenfunctions feature self-
similarity upon proper reflections. This phenomenon was not even previously described
in the (vast) physics literature. This paper is, in some sense, dual to the recent work
[32]. While the universal hierarchical structure governed by the frequency resonances
discovered in [32] is conjectured to hold, for a.e. phase, throughout the entire class
of analytic potentials, the structure discovered here requires evenness of the function
defining the potential, and moreover, in general, resonances of other types may also
be present. However, we conjecture that for general even analytic potentials for a.e.
frequency only finitely many other exponentially strong resonances will appear, thus
the structure described in this paper will hold for the corresponding class, with the
lnλ replaced by the Lyapunov exponent L(E) throughout.
The almost Mathieu operator (AMO) is the (discrete) quasiperiodic Schro¨dinger
operator on ℓ2(Z):
(3) (Hλ,α,θu)(n) = u(n + 1) + u(n − 1) + 2λv(θ + nα)u(n), with v(θ) = 2 cos 2πθ,
where λ is the coupling, α is the frequency, and θ is the phase.
It is the central quasiperiodic model due to coming from physics and attracting
continued interest there. It first appeared in Peierls [41], and arises as related, in
two different ways, to a two-dimensional electron subject to a perpendicular magnetic
field. It plays the central role in the Thouless et al theory of the integer quantum Hall
2Symmetry based resonances were first observed in [20] for the almost Mathieu operator in the
perturbative regime.
3effect. For further background, history, and surveys of results see [14, 16, 28, 36, 40]
and references therein.
Frequency α is called Diophantine if there exist κ > 0 and τ > 0 such that for
k 6= 0,
(4) ||kα||R/Z ≥
τ
|k|κ
.
From here on, unless otherwise noted, we will always assume α is Diophantine. When
we need to refer to (4) in a non-quantitative way we will sometimes call it the Dio-
phantine condition (DC) on α. 3
Operator H is said to have Anderson localization if it has pure point spectrum with
exponentially decaying eigenfunctions.
We have
Theorem 1.1. 1. Hλ,α,θ has Anderson localization if |λ| > e
δ(α,θ),
2. Hλ,α,θ has purely singular continuous spectrum if 1 < |λ| < e
δ(α,θ).
3. Hλ,α,θ has purely abolutely continuous spectrum if |λ| < 1.
Remark
(1) We will prove part 2 for all irrational α, and general Lipshitz v in (3), see
Theorem 4.2.
(2) Part 3 is known for all α, θ [3] and is included here for completeness.
(3) Parts 1 and 2 of Theorem 1.1 verify the phase half of the conjecture in [27], as
stated there. The frequency half was recently proved in [7, 32].
Singular continuous spectrum was first established for 1 < |λ| < ecδ(α,θ), for suffi-
ciently small c [33]. One can see that even with tight upper semicontinuity bounds the
argument of [33] does not work for c > 1/4. Here we introduce new ideas to remove
the factor of 4 and approach the actual threshold.
Anderson localization for Diophantine α and δ(α, θ) = 0 was proved in [34]. The
argument was theoretically extendable to |λ| > eCδ(α,θ) for a large C but not beyond.
Therefore, the case of δ(α, θ) > 0 was completely open before. In fact, the localization
method of [34] could not deal with exponentially strong resonances. The first way
to handle exponentially strong frequency resonances was developed in [6]. It was
then pushed to the technical limits in [38] but that method could not approach the
threshold. An important technical achievement of [32] was to develop a way to handle
frequency resonances that works up to the very transition and leads to sharp bounds.
In this paper we develop the first, and at the same time the sharp, way to treat
exponential phase resonances.
We borrow two basic technical ingredients from prior work, that we abstract out as
Theorems 3.2 and 3.3 which we prove in the appendices. Otherwise, since frequency
and phase resonances are fundamentally different in nature (one is based on the repe-
titions and the other on reflections), the specific techniques and constructions required
3It is rather straightforward to extend all the results to the case β(α) = 0, without any changes
in formulations. We present the proof under the condition (4) just for a slight simplification of some
arguments.
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to achieve sharp results both on the point/upper bounds and singular continuos/lower
bounds sides are completely different.
Recently, it became possible to prove pure point spectrum in a non-constructive way,
avoiding the localization method, using instead reducibility for the dual model [7] (see
also [29]) as was first done, in the perturbative regime in [10]. Coupled with recent
arguments [4, 5, 26, 46] that allow to conjugate the global transfer-matrix cocycle into
the local almost reducibility regime 4 and proceed by almost reducibility, this offers
a powerful technique that led to a solution of the measure theoretic version of the
frequency part of the conjecture of [27] by Avila-You-Zhou in [7] and a corresponding
sharp result for the supercritical regime in the extended Harper’s model [24]. However,
we note that proofs by dual reducibility inherently lose the control over phases (thus
can only be measure theoretic), and therefore cannot approach the transitions in phase.
Our proof of localization is based on determining the exact asymptotics of the gen-
eralized eigenfunctions in the regime |λ| > eδ(α,θ).
For any ℓ, let x0 (we can choose any one if x0 is not unique) be such that
| sinπ(2θ + x0α)| = min
|x|≤2|ℓ|
| sin π(2θ + xα)|.
Let η = 0 if 2θ+x0α ∈ Z, otherwise let η ∈ (0,∞) be given by the following equation,
(5) | sinπ(2θ + x0α)| = e
−η|ℓ|.
Define f : Z→ R+ as follows.
Case 1: x0 · ℓ ≤ 0. Set
f(ℓ) = e−|ℓ| ln |λ|.
Case 2. x0 · ℓ > 0. Set
f(ℓ) = e−(|x0|+|ℓ−x0|) ln |λ|eη|ℓ| + e−|ℓ| ln |λ|.
We say that φ is a generalized eigenfunction of H with generalized eigenvalue E, if
(6) Hφ = Eφ, and |φ(k)| ≤ Cˆ(1 + |k|).
For a fixed generalized eigenvalue E and corresponding generalized eigenfunction φ
of Hλ,α,θ, let U(ℓ) =
(
φ(ℓ)
φ(ℓ− 1)
)
. We have
Theorem 1.2. Assume ln |λ| > δ(α, θ). If E is a generalized eigenvalue and φ is the
corresponding generalized eigenfunction of Hλ,α,θ, then for any ε > 0, there exists K
such that for any |ℓ| ≥ K, U(ℓ) satisfies
(7) f(ℓ)e−ε|ℓ| ≤ ||U(ℓ)|| ≤ f(ℓ)eε|ℓ|.
In particular, the eigenfunctions decay at the rate ln |λ| − δ(α, θ).
Remark
4For the Diophantine case this is the Eliasson’s regime [17]
5• For δ = 0 we have that for any ε > 0,
e−(ln |λ|+ε)|ℓ| ≤ f(ℓ) ≤ e−(ln |λ|−ε)|ℓ|.
This implies that the eigenfunctions decay precisely at the rate of Lyapunov
exponent ln |λ|.
• For δ > 0, by the definition of δ and f , we have for any ε > 0,
(8) f(ℓ) ≤ e−(ln |λ|−δ−ε)|ℓ|.
• By the definition of δ again, there exists a subsequence {ℓi} such that
| sinπ(2θ + ℓiα)| ≤ e
−(δ−ε)|ℓi|.
By the DC on α, one has that
| sinπ(2θ + ℓiα)| = min
|x|≤2|ℓi|
| sinπ(2θ + xα)|.
Then
(9) f(ℓi) ≥ e
−(ln |λ|−δ+ε)|ℓi|.
This implies the eigenfunctions decay precisely at the rate ln |λ| − δ(α, θ).
• If x0 is not unique, by the DC on α, we must have that η is arbitrarily small.
Then
e−(ln |λ|+ε)|ℓ| ≤ ||U(ℓ)|| ≤ e−(ln |λ|−ε)|ℓ|.
The behavior described in Theorem 1.2 happens around arbitrary point. This,
coupled with effective control of parameters at the local maxima, allows to uncover
the self-similar nature of the eigenfunctions. Hierarchical behavior of solutions, despite
significant numerical studies and even a discovery of Bethe Ansatz solutions [1, 45]
has remained an important open challenge even at the physics level. In paper [32]
we obtained universal hierarchical structure of the eigenfunctions for all frequencies α
and phases with δ(α, θ) = 0. In studying the eigenfunctions of Hλ,α,θ for δ(α, θ) > 0
we obtain a different kind of universality throughout the pure point spectrum regime,
which features a self-similar hierarchical structure upon proper reflections.
Assume phase θ satisfies 0 < δ(α, θ) < lnλ. Fix 0 < ς < δ(α, θ).
Let k0 be a global maximum of eigenfunction φ.
5 Let Ki be the positions of expo-
nential resonances of the phase θ′ = θ + k0α defined by
(10) ||2θ + (2k0 +Ki)α||R/Z ≤ e
−ς|Ki|,
This means that |v(θ′ + ℓα) − v(θ′ + (Ki − ℓ)α)| ≤ Ce
−ς|Ki|, uniformly in ℓ, or, in
other words, the potential vn = v(θ+ nα) is e
−ς|Ki|-almost symmetric with respect to
(k0 +Ki)/2.
Since α is Diophantine, we have
(11) |Ki| ≥ ce
c|Ki−1|,
where c depends on ς and α through the Diophantine constants κ, τ. On the other
hand, Ki is necessarily an infinite sequence.
5Can take any one if there are several.
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Let φ be an eigenfunction, and U(k) =
(
φ(k)
φ(k − 1)
)
. We say k is a local K-
maximum if ||U(k)|| ≥ ||U(k + s)|| for all s− k ∈ [−K,K].
We first describe the hierarchical structure of local maxima informally. There ex-
ists a constant Kˆ such that there is a local cKj-maximum bj within distance Kˆ of
each resonance Kj . The exponential behavior of the eigenfunction in the local cKj-
neighborhood of each such local maximum, normalized by the value at the local max-
imum is given by the reflection of f . Moreover, this describes the entire collection of
local maxima of depth 1, that is K such that K is a cK-maximum. Then we have
a similar picture in the vicinity of bj : there are local cKi-maxima bj,i, i < j, within
distance Kˆ2 of each Kj −Ki. The exponential (on the Ki scale) behavior of the eigen-
function in the local cKi-neighborhood of each such local maximum, normalized by
the value at the local maximum is given by f . Then we get the next level maxima
bj,i,s, s < i in the Kˆ
3-neighborhood ofKj−Ki+Ks and reflected behavior around each,
and so on, with reflections alternating with steps. At the end we obtain a complete
hierarchical structure of local maxima that we denote by bj0,j1,...,js , with each “depth
s + 1” local maximum bj0,j1,...,js being in the corresponding vicinity of the “depth s”
local maximum bj0,j1,...,js−1 ≈ k0 +
∑s−1
i=0 (−1)
iKji and with universal behavior at the
corresponding scale around each. The quality of the approximation of the position of
the next maximum gets lower with each level of depth, with bj0,j1,...,js−1 determined
with Kˆs precision, thus it presents an accurate picture as long as Kjs ≫ Kˆ
s.
We now describe the hierarchical structure precisely.
Theorem 1.3. Assume sequence Ki satisfies (10) for some ς > 0. Then there exists
Kˆ(α, λ, θ, ς) <∞6 such that for any j0 > j1 > · · · > jk ≥ 0 with Kjk ≥ Kˆ
k+1, for each
0 ≤ s ≤ k there exists a local ς2 lnλKjs-maximum
7 bj0,j1,...,js such that the following
holds:
I: |bj0,j1,...,js − k0 −
∑s
i=0(−1)
iKji | ≤ Kˆ
s+1.
II: For any ε > 0, if CKˆk+1 ≤ |x − bj0,j1,...,jk| ≤
ς
4 lnλ |Kjk |, where C is a large
constant depending on α, λ, θ, ς and ε, then for each s = 0, 1, ..., k,
(12) f((−1)s+1xs)e
−ε|xs| ≤
||U(x)||
||U(bj0,j1,...,js)||
≤ f((−1)s+1xs)e
ε|xs|,
where xs = x− bj0,j1,...,js.
Remark 1.4. Actually (12) holds for x with CKˆk+1 ≤ |x−bj0,j1,...,jk| ≤ (
ς
2 lnλ−ε)|Kjk |
for any ε > 0.
Thus the behavior of φ(x) is described by the same universal f in each ς2 lnλKjs win-
dow around the corresponding local maximum bj0,j1,...,js after alternating reflections.
The positions of the local maxima in the hierarchy are determined up to errors that
at all but possibly the last step are superlogarithmically small in Kjs . We call such a
structure reflective hierarchy.
6Kˆ depends on θ through 2θ + kα, see (2).
7Actually, it can be a local ( ς
lnλ
− ε)Kjs -maximum for any ε > 0.
7We are not aware of previous results describing the structure of eigenfunctions for
Diophantine α (The structure in the regime β > 0 is described in [32]). Certain results
indicating the hierarchical structure in the corresponding semi-classical/perturbative
regimes were previously obtained in the works of Sinai, Helffer-Sjostrand, and Buslaev-
Fedotov (see [18, 25, 44], and also [48] for another model ). We were also informed [21]
that for strongly Diophantine α the fact that many eigenfunctions of box restrictions
for analytic v in (3) can only “bump up” at resonances, can be obtained from the
avalanche principle expansion of the determinants, an important method developed in
[22].
reflective self-similarity of an eigenfunction
I II
II′ I′
Global maximum
Kj1
bj1
Kj0
bj0
bj0,j1
0
Kj1
Fig.1: This depicts reflective self-similarity of an eigenfunction with global maxi-
mum at 0. The self-similarity: I′ is obtained from I by scaling the x-axis proportional
to the ratio of the heights of the maxima in I and I′. II′ is obtained from II by scaling
the x-axis proportional to the ratio of the heights of the maxima in II and II′. The
behavior in the regions I′, II′ mirrors the behavior in regions I, II upon reflection and
corresponding dilation.
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Our final main result is the asymptotics of the transfer matrices. Let A0 = I and
for k ≥ 1,
Ak(θ) =
0∏
j=k−1
A(θ + jα) = A(θ + (k − 1)α)A(θ + (k − 2)α) · · ·A(θ)
and
A−k(θ) = A
−1
k (θ − kα),
where A(θ) =
(
E − 2λ cos 2πθ −1
1 0
)
. Ak is called the (k-step) transfer matrix. As
is clear from the definition, it also depends on θ and E but since those parameters will
be usually fixed, we omit this from the notation.
We define a new function g : Z→ R+ as follows.
Case 1: If x0 · ℓ ≤ 0 or |x0| > |ℓ|, set
g(ℓ) = e|ℓ| ln |λ|.
Case 2: If x0 · ℓ ≥ 0 and |x0| ≤ |ℓ| ≤ 2|x0|, set
g(ℓ) = e(lnλ−η)|ℓ| + e|2x0−ℓ| ln |λ|.
Case 3: If x0 · ℓ ≥ 0 and |ℓ| > 2|x0|, set
g(ℓ) = e(ln λ−η)|ℓ|.
We have
Theorem 1.5. Under the conditions of Theorem 1.2, we have
(13) g(ℓ)e−ε|ℓ| ≤ ||Aℓ|| ≤ g(ℓ)e
ε|ℓ|.
Let ψ(ℓ) denote any solution to Hλ,α,θψ = Eψ that is linearly independent with
φ(ℓ). Let U˜(ℓ) =
(
ψ(ℓ)
ψ(ℓ− 1)
)
. An immediate counterpart of (13) is the following
Corollary 1.6. Under the conditions of Theorem 1.2, vectors U˜(ℓ) satisfy
(14) g(ℓ)e−ε|ℓ| ≤ ||U˜(ℓ)|| ≤ g(ℓ)eε|ℓ|.
Our analysis also gives
Corollary 1.7. Under the conditions of Theorem 1.2, we have,
i)
lim sup
k→∞
ln ||Ak||
k
= lim sup
k→∞
− ln ||U(k)||
k
= ln |λ|,
ii)
lim inf
k→∞
ln ||Ak||
k
= lim inf
k→∞
− ln ||U(k)||
k
= ln |λ| − δ.
iii) outside a sequence of lower density 1/2,
(15) lim
k→∞
− ln ||U(k)||
|k|
= ln |λ|,
9iv) outside a sequence of lower density 0,
(16) lim
k→∞
ln ||Ak||
|k|
= ln |λ|.
Thus our analysis presents the second, after [32], study of the dynamics of Lyapunov-
Perron non-regular points, in a natural setting. It is interesting to remark that (16)
also holds throughout the pure point regime of [32]. As in [32], the fact that g is
not always the reciprocal of f leads to exponential tangencies between contracted and
expanded directions with the rate approaching −δ along a subsequence. Tangencies
are an attribute of nonuniform hyperbolicity and are usually viewed as a difficulty to
avoid through e.g. the parameter exclusion (e.g. [11, 13, 47]). Our analysis allows to
study them in detail and uncovers the hierarchical structure of exponential tangencies
positioned precisely at resonances. This will be explored in the future work. Finally we
mention that the methods developed in this paper have made it possible to determine
the exact exponent of the exponential decay rate in expectation for the two-point
function [31], the first result of this kind for any model.
The rest of this paper is organized as follows. We list the definitions and standard
preliminaries in Section 2. Section 3 is devoted to the upper bound on the generalized
eigenfunction in Theorem 1.2, establishing sharp upper bounds for any eigensolution
in the resonant case. This part of the proof has two technical ingredients similar
to the arguments used previously to prove localization in presence of exponential
frequency resonances. We present a universal version of these statements in Theorem
3.2 (a uniformity statement for any Diophantine α) and Theorem 3.3 (a resonant
block expansion theorem for any one-dimensional operator), proved correspondingly in
Appendices A and B. Those statements can be of use for proving localization for other
models. The rest of the argument is based on new ideas specific to the phase resonance
situation. In Section 4 we prove the sharp transition - Theorem 1.1, and lower bound
on the generalized eigenfunctions in Theorem 1.2. The part on the singular continuous
spectrum, in particular, requires a new approach to the palindromic argument in order
to remove a factor of four inherent in the previous proofs, and the sharp lower bound
in the localization regime requires an even more delicate approach. In Section 5, we
use the local version of Theorem 1.2 and establish reflective hierarchical structure of
resonances to prove the reflective hierarchical structure Theorem 1.3. In Section 6,
we study the growth of transfer matrices and prove Theorem 1.5, and Corollaries 1.6
and 1.7. Except for the (mostly standard) statements listed in the preliminaries and
Lemma A.1 this paper is entirely self-contained.
2. Preliminaries
Without loss of generality, we assume λ > 1 and ℓ > 0. If 2θ ∈ αZ + Z, then
δ(α, θ) = 0, in which case the result follows from [30]. Thus in what follows we always
assume 2θ /∈ αZ+ Z.
For any solution of Hλ,α,θϕ = Eϕ, we have for any k,m,
(17)
(
ϕ(k +m)
ϕ(k +m− 1)
)
= Ak(θ +mα)
(
ϕ(m)
ϕ(m− 1)
)
.
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The Lyapunov exponent is given by
(18) L(E) = lim
k→∞
1
k
∫
R/Z
ln ‖Ak(θ)‖dθ.
The Lyapunov exponent can be computed precisely for E in the spectrum of Hλ,α,θ.
We denote the spectrum by Σλ,α (it does not depend on θ).
Lemma 2.1. [15] For E ∈ Σλ,α and λ > 1, we have L(E) = lnλ.
Recall that we always assume E ∈ Σλ,α, so by upper semicontinuity and unique
ergodicity, one has
(19) lnλ = lim
k→∞
sup
θ∈R/Z
1
k
ln ‖Ak(θ)‖,
that is, the convergence in (19) is uniform with respect to θ ∈ R. Precisely, ∀ε > 0,
(20) ‖Ak(θ)‖ ≤ e
(lnλ+ε)k, for k large enough.
We start with the basic setup going back to [34]. Let us denote
Pk(θ) = det(R[0,k−1](Hλ,α,θ − E)R[0,k−1]).
It is easy to check that
(21) Ak(θ) =
(
Pk(θ) −Pk−1(θ + α)
Pk−1(θ) −Pk−2(θ + α)
)
.
By Cramer’s rule for given x1 and x2 = x1 + k − 1, with y ∈ I = [x1, x2] ⊂ Z, one
has
|GI(x1, y)| =
∣∣∣∣Px2−y(θ + (y + 1)α)Pk(θ + x1α)
∣∣∣∣ ,(22)
|GI(y, x2)| =
∣∣∣∣Py−x1(θ + x1α)Pk(θ + x1α)
∣∣∣∣ .(23)
By (20) and (21), the numerators in (22) and (23) can be bounded uniformly with
respect to θ. Namely, for any ε > 0,
(24) |Pk(θ)| ≤ e
(ln λ+ε)k
for k large enough.
Definition 2.2. Fix τ > 0. A point y ∈ Z will be called (τ, k) regular if there exists
an interval [x1, x2] containing y, where x2 = x1 + k − 1, such that
|G[x1,x2](y, xi)| < e
−τ |y−xi| and |y − xi| ≥
1
40
k for i = 1, 2.
It is easy to check that for any solution of Hλ,α,θϕ = Eϕ,
(25) ϕ(x) = −G[x1,x2](x1, x)ϕ(x1 − 1)−G[x1,x2](x, x2)ϕ(x2 + 1),
where x ∈ I = [x1, x2] ⊂ Z.
11
Definition 2.3. We say that the set {θ1, · · · , θk+1} is ǫ-uniform if
(26) max
x∈[−1,1]
max
i=1,··· ,k+1
k+1∏
j=1,j 6=i
|x− cos 2πθj|
| cos 2πθi − cos 2πθj |
< ekǫ.
Let Ak,r = {θ ∈ R | Pk(cos 2π(θ −
1
2(k − 1)α))| ≤ e
(k+1)r} with k ∈ N and r > 0.
We have the following Lemma.
Lemma 2.4. (Lemma 9.3 ,[6]) Suppose {θ1, · · · , θk+1} is ǫ1-uniform. Then there
exists some θi in set {θ1, · · · , θk+1} such that θi /∈ Ak,lnλ−ǫ if ǫ > ǫ1 and k is sufficiently
large.
3. Localization
Let α be Diophantine and δ(α, θ) be given by (2). Suppose ln |λ| > δ(α, θ). Recall-
ing that for E a generalized eigenvalue of Hλ,α,θ and φ the corresponding generalized
eigenfunction, we denote U(ℓ) =
(
φ(ℓ)
φ(ℓ− 1)
)
. In this part we will prove the local-
ization part of Theorem 1.1 and the upper bound of Theorem 1.2. That is
Theorem 3.1. For any ε > 0, there exists K such that for any |ℓ| ≥ K, U(ℓ) satisfies
(27) ||U(ℓ)|| ≤ f(ℓ)eε|ℓ|.
In particular, Hλ,α,θ satisfies Anderson localization, and the following upper bound
holds for the generalized eigenfunction,
(28) ||U(ℓ)|| ≤ e−(ln λ−δ−ε)|ℓ|.
By Schnol’s Theorem [12] if every generalized eigenfunction of H decays exponen-
tially, then H satisfies Anderson localization. Thus, by Remark 1.2, in order to prove
Theorem 3.1, it suffices to prove the first part of Theorem 3.1.
Without loss of generality assume |φ(0)|2 + |φ(−1)|2 = 1. Let ψ be any solution of
Hλ,α,θψ = Eψ linear independent with φ, i.e., |ψ(0)|
2 + |ψ(−1)|2 = 1 and
φ(−1)ψ(0) − φ(0)ψ(−1) = c,
where c 6= 0.
Then by the constancy of the Wronskian, one has
(29) φ(y + 1)ψ(y) − φ(y)ψ(y + 1) = c.
We also will denote by ϕ an arbitrary solution, so either ψ or φ, and denote by
Uϕ(y) =
(
ϕ(y)
ϕ(y − 1)
)
. Let U(y) =
(
φ(y)
φ(y − 1)
)
and U˜(y) =
(
ψ(y)
ψ(y − 1)
)
.
Below ε > 0 is always sufficiently small and pnqn is the continued fraction expansion
of α.
We will make a repeated use of the following two Theorems that can be useful also
in other situations. The first theorem is an arithmetic statement that holds for any
Diophantine α.
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Theorem 3.2. (Uniformity Theorem)
Let I1, I2 be two disjoint intervals in Z such that #I1 = s1qn and #I2 = s2qn, where
s1, s2 ∈ Z
+. Suppose |j| ≤ Csqn for any j ∈ I1 ∪ I2 and |s| ≤ q
C
n , where s = s1 + s2.
Let γ > 0 be such that
(30) e−γsqn = min
i,j∈I1∪I2
| sin π(2θ + (i+ j)α)|.
Then for any ε > 0, {θj = θ + jα}j∈I1∪I2 is γ + ε uniform if n is large enough (not
depending on γ).
The second theorem holds for any one-dimensional (not necessarily quasiperiodic or
even ergodic) Schro¨dinger operator. It is the technique to establish exponential decay
with respect to the distance to the resonances .
Theorem 3.3. (Block Expansion Theorem)
Fix γ > 0. Let rϕy = max|σ|≤10γ |ϕ(y + σk)|. Suppose y1, y2 ∈ Z are such that
y2−y1 = k. Suppose there exists some τ > 0 such that for any y ∈ [y1+γk, y2−γk], y
is (τ, k1) regular, for some
γ
20k < k1 ≤
1
2 min{|y− y1|, |y− y2|}. Then for large enough
k,
(31) rϕy ≤ max{r
ϕ
y1 exp{−τ(|y − y1| − 3γk)}, r
ϕ
y2 exp{−τ(|y − y2| − 3γk)}},
for all y ∈ [y1 + 10γk, y2 − 10γk].
These two theorems are similar in spirit to the statements in [32] with the ones
related to Theorem 3.2 being in turn modifications of the ones appearing in [6, 38, 39].
While these techniques were developed specifically to treat the non-Diophantine case,
these ideas turn out to be relevant for the case of phase resonances as well. Theorem
3.3 is essentially the block-expansion technique of multiscale analysis, e.g. [20], coupled
with certain extremality arguments, an idea used also in [32]. We expect Theorem
3.2 to be useful for various one-frequency quasiperiodic problems, and Theorem 3.3
for general one-dimensional models. We present the proofs in Appendix A and B
respectively.
The following Lemma establishes the non-resonant decay.
Lemma 3.4. Suppose k0 ∈ [−2Ck, 2Ck] is such that
| sinπ(2θ + αk0)| = min
|x|≤2Ck
| sinπ(2θ + αx)|,
where C ≥ 1 is a constant. Let γ, ε be small positive constants. Let y1 = 0, y2 =
k0, y3 = y
′.Assume y lies in [yi, yj] (i.e., y ∈ [yi, yj])with |yi − yj| ≥ k. Suppose
|yi|, |yj | ≤ Ck and |y − yi| ≥ 10γk, |y − yj| ≥ 10γk. Then for large enough k,
(32) rϕy ≤ max{r
ϕ
yi exp{−(lnλ−ε)(|y−yi|−3γk)}, r
ϕ
yj exp{−(ln λ−ε)(|y−yj|−3γk)}}.
Proof. By the DC on α, there exist τ ′, κ′ > 0 such that for any x 6= k0 and |x| ≤ 2Ck,
(33) | sin π(2θ + xα)| ≥
τ ′
kκ
′
.
Fix y′. For any p satisfying |p− y′| ≥ γk, |p| ≥ γk and |p− k0| ≥ γk, let
dp =
1
10
min{|p|, |p − k0|, |p − y
′|}
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Let pnqn be the continued fraction expansion of α. Let n be the largest integer such
that
2qn ≤ dp,
and let s be the largest positive integer such that 2sqn ≤ dp. Notice that 2qn+1 > dp
and by the Diophantine condition on α, we have s ≤ qCn .
Case 1: 0 ≤ k0 < p. We construct intervals
I1 = [−2sqn,−1], I2 = [p− 2sqn, p+ 2sqn − 1].
Case 2: 0 ≤ p < k0.
If p ≤ k02 , we construct intervals
I1 = [−2sqn, 2sqn − 1], I2 = [p− 2sqn, p − 1].
If p > k02 , we construct intervals
I1 = [−2sqn, 2sqn − 1], I2 = [p, p+ 2sqn − 1].
Case 3: p < k0 ≤ 0.
We construct intervals
I1 = [0, 2sqn − 1], I2 = [p− 2sqn, p+ 2sqn − 1].
Case 4: k0 < p < 0.
If p ≤ k02 , we construct intervals
I1 = [−2sqn, 2sqn − 1], I2 = [p− 2sqn, p − 1].
If p > k02 , we construct intervals
I1 = [−2sqn, 2sqn − 1], I2 = [p, p+ 2sqn − 1].
Case 5: k0 ≤ 0 < p.
I1 = [0, 2sqn − 1], I2 = [p− 2sqn, p+ 2sqn − 1].
Case 6: p < 0 ≤ k0.
I1 = [−2sqn,−1], I2 = [p− 2sqn, p+ 2sqn − 1].
Using the small divisor condition (33) and the construction of I1, I2, we have in any
case
min
i,j∈I1∪I2
| sin π(2θ + (i+ j)α)| ≥
τ ′
kκ′
.
By Theorem 3.2, for any ε > 0, we have, in each case {θj = θ + jα}j∈I1∪I2 is ε
uniform. Combining with Lemma 2.4, there exists some j0 with j0 ∈ I1 ∪ I2 such that
θj0 /∈ A6sqn−1,lnλ−ε.
We have the following simple Lemma that will be used repeatedly in the rest of the
paper.
Lemma 3.5. Let an → ∞, 0 < t < 1. Then for sufficiently large n and |j| < tan we
have θj = θ + jα ∈ A2an−1,lnλ−ε.
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Proof: Assume for some |j| < tan, θj /∈ A2an−1,lnλ−ε.
Let I = [j − an + 1, j + an − 1] = [x1, x2]. We have x1 < 0 < x2 and
(34) |xi| > (1− t)an.
By (22), (23) and (24), one has
|GI(0, xi)| ≤ e
(lnλ+ε)(2an−1−|xi|)−(2an−1)(ln λ−ε).
Using (25), we obtain
(35) |φ(−1)|, |φ(0)| ≤
∑
i=1,2
eεan |ϕ(x′i)|e
−|xi| lnλ,
where x′1 = x1 − 1 and x
′
2 = x2 + 1. Because of (34), (35) implies |φ(−1)|, |φ(0)| ≤
e−(1−t−ε) lnλan . This contradicts |φ(−1)|2 + |φ(0)|2 = 1. 
Lemma 3.5 implies that j0 must belong to I2.
Set I = [j0 − 3sqn + 1, j0 + 3sqn − 1] = [x1, x2]. By (22), (23) and (24) again, one
has
|GI(p, xi)| ≤ e
(lnλ+ε)(6sqn−1−|k−xi|)−(6sqn−1)(ln λ−ε) ≤ eεsqne−|p−xi| lnλ.
Notice that |p − x1|, |p − x2| ≥ sqn − 1. Thus for any p ∈ [yi + γk, yj − γk], p is
(6sqn−1, lnλ−ε) regular. Block expansion (Theorem 3.3) now implies the Lemma. 
Remark 3.6. Recall that Uϕ(y) =
(
ϕ(y)
ϕ(y − 1)
)
. By (17) and (20), we have
(36) Ce−(lnλ+ε)|k1−k2|||Uϕ(k2)|| ≤ ||U
ϕ(k1)|| ≤ Ce
(lnλ+ε)|k1−k2|||Uϕ(k2)||.
Thus (32) implies
(37)
||Uϕ(y)|| ≤ max{||Uϕ(yi)|| exp{−(lnλ−ε)(|y−yi|−14γk)}, ||U
ϕ(yj)|| exp{−(ln λ−ε)(|y−yj|−14γk)}}
Lemma 3.7. Fix 0 < t < lnλ. Suppose
(38) | sinπ(2θ + αk)| = e−t|k|.
Then for large |k|
(39) ||Uϕ(k)|| ≤ max{||Uϕ(0)||, ||Uϕ(2k)||}e−(ln λ−t−ε)|k|.
Proof. Without loss of generality assume k > 0. By the DC on α, we have
| sin π(2θ + αk)| = min
|x|≤8k
| sinπ(2θ + αx)|.
Furthermore, there exist τ ′, κ′ > 0 such that for any x 6= k and |x| ≤ 8k,
| sin π(2θ + xα)| ≥
τ ′
kκ′
.
Let γ be any small positive constant and define rϕy = max|σ|≤10γ |ϕ(y + σk)| . Let
pn
qn
be the continued fraction expansion of α. Let n be the largest integer such that
(
t+ Cε
ln λ− t− Cε
+ 1)qn ≤
k
2
,
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where C is a large constant depending on λ, t. Let s be the largest positive integer
such that sqn ≤
1
2k. Then s >
t+Cε
lnλ−t−Cε . Combining with the fact (s+ 1)qn ≥
1
2k, we
obtain
(40) 2s
qn
k
>
t
lnλ
+ Cε.
Construct intervals
I1 = [−sqn, sqn − 1], I2 = [k − sqn, k + sqn − 1].
Let θj = θ + jα for j ∈ I1 ∪ I2. The set {θj}j∈I1∪I2 consists of 4sqn elements.
By Theorem 3.2 and (38), we have {θj}j∈I1∪I2 is
tk
4sqn
+ ε uniform. Combining with
Lemma 2.4, there exists some j0 with j0 ∈ I1 ∪ I2 such that θj0 /∈ A4sqn−1,lnλ− tk4sqn−ε
.
First assume j0 ∈ I2.
Set I = [j0 − 2sqn + 1, j0 + 2sqn − 1] = [x1, x2]. By (22), (23) and (24), one has
|GI(k, xi)| ≤ e
(lnλ+ε)(4sqn−1−|k−xi|)−(4sqn−1)(ln λ−
tk
4sqn
−ε)
.
Using (25), we obtain
(41) |ϕ(k − 1)|, |ϕ(k)| ≤
∑
i=1,2
e(t+ε)k|ϕ(x′i)|e
−|k−xi| lnλ,
where x′1 = x1 − 1 and x
′
2 = x2 + 1.
Fix small γ = εC , where C is a large constant depending on λ, t.
If x′i ∈ [−10γk, 10γk], x
′
i ∈ [k − 10γk, k + 10γk] or x
′
i ∈ [2k − 10γk, 2k + 10γk], we
bound ϕ(x′i) in (41) by r
ϕ
0 , r
ϕ
k or r
ϕ
2k respectively. In other cases, we bound ϕ(x
′
i) in
(41) with (32) using k0 = k, y = x
′
i and y
′ = −k, 2k or 3k. Then we have
|ϕ(k − 1)|, |ϕ(k)| ≤ max{rϕk±2k exp{−(2 ln λ− t− Cγ − ε)k}, r
ϕ
k±k exp{−(ln λ− t− Cγ − ε)k},
rϕk exp{−(ln λ− ε)2sqn + (t+Cγ)k}}.
However by (40), we have that
|ϕ(k − 1)|, |ϕ(k)| ≤ rϕk exp{−(lnλ− ε)2sqn + (t+ Cγ)k}
≤ e−εkrϕk
can not happen, so we must have
(42) |ϕ(k − 1)|, |ϕ(k)| ≤ exp{−(lnλ− t− Cγ − ε)k}max{rϕk±k, e
−k lnλrϕk±2k}.
Notice that by (36), one has
rϕk±2k ≤ e
(ln λ+Cγ)krϕk±k.
Then (42) becomes
||Uϕ(k)|| ≤ exp{−(lnλ− t− Cγ − ε)k}max{rϕ0 , r
ϕ
2k}.
By (36) again, one has
rϕy e
−(lnλ+ε)10γk ≤ ||Uϕ(y)|| ≤ rϕy e
(lnλ+ε)10γk.
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Thus
||Uϕ(k)|| ≤ max{||Uϕ(0)||, ||Uϕ(2k)||}e−(ln λ−t−Cγ−ε)|k|
≤ max{||Uϕ(0)||, ||Uϕ(2k)||}e−(ln λ−t−ε)|k|.(43)
This implies (39). Thus in order to prove the lemma, it suffices to exclude the case
j0 ∈ I1.
Suppose j0 ∈ I1. Notice that I1+ k = I2(i.e., I2 can be obtained from I1 by moving
by k units). Following the proof of (43), we get (move −k units in (43))
||Uϕ(0)|| ≤ max{||Uϕ(−k)||, ||Uϕ(k)||}e−(ln λ−t−ε)|k|.
This contradicts ||Uφ(0)|| = 1. 
Proof of Theorem 3.1 Without loss of generality, assume ℓ > 0.
For any ε > 0, let γ = εC > 0, where C is a large constant that may depend on λ
and δ. Let x′0 (we can choose any one if x
′
0 is not unique) be such that
| sinπ(2θ + x′0α)| = min
|x|≤4|ℓ|
| sin π(2θ + xα)|.
Let η′ ∈ (0,∞) be given by the following equation,
(44) | sinπ(2θ + x′0α)| = e
−η′|ℓ|.
Case 1: | sinπ(2θ + x′0α)| 6= | sinπ(2θ + x0α)|. This implies |x
′
0| > 2ℓ. In this case
for any ε > 0, we have η ≤ ε if ℓ is large enough by the Diophantine condition. Let
y = ℓ, C = 2, k = 2ℓ, and y′ = 2ℓ in Lemma 3.4. Then k0 = x
′
0 and we obtain
|φ(ℓ)|, |φ(ℓ − 1)| ≤ e−(lnλ−Cγ)ℓ,
This implies the right inequality of (7) in this case.
Case 2: | sinπ(2θ + x′0α)| = | sin π(2θ + x0α)|, so η = η
′.
If x0 ≤ 0, let y = ℓ, C = 2, k = 2ℓ and y
′ = 2ℓ in Lemma 3.4. Then Theorem 3.1
holds by (32).
Now we consider the case x0 > 0.
We split the proof into two subcases.
Subcase i: η ≤ γ.
Fix some y ∈ [γℓ, 2ℓ − γℓ]. Let n be such that qn ≤
1
20 min{y, 2ℓ − y} < qn+1, and
let s be the largest positive integer such that sqn ≤
1
20 min{y, 2ℓ − y}. We construct
intervals
I1 = [−2sqn, 2sqn − 1], I2 = [y − 2sqn, y − 1].
By the definition of η′, η and construction of I1, I2, we have
min
i,j∈I1∪I2
| sinπ(2θ + (j + i)α)| ≥ e−η
′ℓ = e−ηℓ.
By Theorem 3.2, we get {θj = θ+ jα}j∈I1∪I2 is 2γ uniform. As in the proof of Lemma
3.4, we obtain there exists some j0 with j0 ∈ I2 such that θj0 /∈ A6sqn−1,lnλ−3γ . Thus
y is (ln λ − 3γ, 6sqn) regular. By block expansion (Theorem 3.3 with y1 = 0, y2 =
2ℓ, τ = lnλ− 3γ), we get
|φ(ℓ)|, |φ(ℓ − 1)| ≤ e−(lnλ−Cγ)ℓ,
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This implies the right inequality of (7).
Subcase ii: η ≥ γ.
By the definition of δ(α, θ) and the fact that δ(α, θ) < lnλ, we must have
(45)
γ
lnλ
ℓ ≤ |x0| ≤ 2ℓ.
Applying Lemma 3.7 with k = x0 to the generalized eigenfunction φ(k), we have
(46) ||U(x0)|| = ||U
φ(x0)|| ≤ e
−(lnλ−ε)|x0|eηℓ.
Applying Lemma 3.4 with y = ℓ, k = 2ℓ, C = 2, y′ = 2ℓ, k0 = x0, ϕ = φ, considering
ℓ > x0 and ℓ ≤ x0 separately, and using (46), we obtain Theorem 3.1.
Remark 3.8. By (20), we have
||U(ℓ)|| ≥ ||Aℓ||
−1||U(0)|| ≥ e−(lnλ+ε)ℓ.
This already implies the left inequality of (7), except for the Subcase ii.
4. Palindromic arguments
4.1. Singular continuous spectrum. We first show that if ln |λ| < δ(α, θ), then
Hλ,α,θ has purely singular continuous spectrum, which is the second part of Theorem
1.1. That is
Theorem 4.1. Let Hλ,α,θ be an almost Mathieu operator with |λ| > 1. For any
irrational number α and θ ∈ R, define δ(α, θ) ∈ [0,∞] by (2). Then Hλ,α,θ has purely
singular continuous spectrum if ln |λ| < δ(α, θ).
Actually, we can prove a more general result.
Theorem 4.2. Let Hv,α,θ be a discrete Schro¨dinger operator,
(Hv,α,θu)(n) = u(n+ 1) + u(n− 1) + v(θ + nα)u(n),
where v : T −→ R is an even Lipchitz continuous function. For any irrational number
α and θ ∈ R, define δ(α, θ) ∈ [0,∞] by (2). Then Hv,α,θ has no eigenvalues in the
regime {E ∈ R : L(E) < δ(α, θ)}, where L(E) is the Lyapunov exponent.
Theorem 4.1 follows directly from Theorem 4.2, Lemma 2.1 and Kotani theory.
By the definition of δ(α, θ), for any ε > 0 there exists a sequence {ki}
∞
i=1 such that
(47) ||2θ + kiα||R/Z ≤ e
−(δ−ε)|ki|.
Without loss of generality assume ki > 0.
Proof of Theorem 4.2
Proof. Suppose not. Let u be an ℓ2(Z) solution, i.e., Hv,α,θu = Eu, with L(E) <
δ(α, θ). Without loss of generality assume
||u||ℓ2 =
∑
n
|u(n)|2 = 1.
We let ui(n) = u(ki − n), V (n) = v(θ + nα) and Vi(n) = v(θ+ (ki − n)α). Then by
(47), evenness and Lipchitz continuity of v, one has for all n ∈ Z,
(48) |V (n)− Vi(n)| ≤ Ce
−(δ−ε)|ki|.
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We also have
(49) u(n+ 1) + u(n− 1) + V (n)u(n) = Eu(n)
and
(50) ui(n + 1) + ui(n− 1) + V (n)ui(n) = Eui(n).
Let W (n) = W (f, g) = f(n+ 1)g(n) − f(n)g(n+ 1) be the Wronskian, as usual, and
let
Φ(n) =
(
u(n)
u(n− 1)
)
; Φi(n) =
(
ui(n)
ui(n− 1)
)
.
By a standard calculation using (48), (49) and (50), we have
|W (u, ui)(n)−W (u, ui)(n− 1)| ≤ |V (n)− Vi(n)||u(n)ui(n)|
≤ Ce−(δ−ε)|ki||u(n)ui(n)|.
This implies for any m > 0 and n,
|W (u, ui)(n+m)−W (u, ui)(n− 1)| ≤ Ce
−(δ−ε)|ki|
m−1∑
j=0
|u(n + j)ui(n+ j)|
≤ Ce−(δ−ε)|ki|,(51)
where the second inequality holds by the fact ||u||ℓ2 = ||ui||ℓ2 = 1.
Notice that
∑
n |W (u, ui)(n)| ≤ 2 . Thus for some n, one has
|W (u, ui)(n)| ≤ Ce
−(δ−ε)|ki|.
By (51), we must have that
(52) |W (u, ui)(n)| ≤ Ce
−(δ−ε)|ki|
holds for all n.
Now we split ki into odd or even to discuss the problem.
Case 1. ki is even. Let mi =
ki
2 , then
Φ(mi) =
(
u(mi)
u(mi − 1)
)
; Φi(mi) =
(
u(mi)
u(mi + 1)
)
.
Applying (52) with n = mi − 1, we have
|u(mi)||u(mi + 1)− u(mi − 1)| ≤ Ce
−(δ−ε)|ki|.
This implies
(53) |u(mi)| ≤ Ce
− 1
2
(δ−ε)|ki|,
or
(54) |u(mi + 1)− u(mi − 1)| ≤ Ce
− 1
2
(δ−ε)|ki|.
If (53) holds, by (49), we also have
(55) |u(mi + 1) + u(mi − 1)| ≤ Ce
− 1
2
(δ−ε)|ki|.
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Putting (53) and (55) together, we get
(56) ||Φ(mi) + Φi(mi)|| ≤ Ce
− 1
2
(δ−ε)|ki|.
If (54) holds, we have
(57) ||Φ(mi)− Φi(mi)|| ≤ Ce
− 1
2
(δ−ε)|ki|.
Thus in case 1 there exists ι ∈ {−1, 1} such that
||Φ(mi) + ιΦi(mi)|| ≤ Ce
− 1
2
(δ−ε)|ki|.
Let T 1i and T
2
i be the transfer matrices with the potentials V and Vi respectively,
taking Φ(mi),Φi(mi) to Φ(0),Φi(0).
By (20), (48), the usual uniform upper semi-continuity and telescoping, one has
||T 1i ||, ||T
2
i || ≤ Ce
(L(E)+ε)mi .
and
||T 1i − T
2
i || ≤ Ce
(L(E)−2δ+ε)mi .
Then
||Φ(0) + ιΦi(0)|| = ||T
1
i Φ(mi) + ιT
2
i Φi(mi)||
= ||T 1i Φ(mi) + ιT
1
i Φi(mi)− ιT
1
i Φi(mi) + ιT
2
i Φi(mi)||
≤ ||T 1i ||||Φ(mi) + ιΦi(mi)||+ ||T
1
i − T
2
i ||||Φi(mi)||
≤ e−(δ−L(E)−ε)mi + e(L(E)−2δ+ε)mi
≤ e−(δ−L(E)−ε)mi .(58)
This implies ||Φ(0)|| − ||Φ(2mi + 1)|| → 0. This is impossible because u ∈ ℓ
2(Z).
Case 2. ki is odd. Let m˜i =
ki−1
2 , then
Φ(m˜i + 1) =
(
u(m˜i + 1)
u(m˜i)
)
; Φi(m˜i + 1) =
(
u(m˜i)
u(m˜i + 1)
)
.
Applying (52) with n = m˜i, we have
|u(m˜i) + u(m˜i + 1)||u(m˜i)− u(m˜i + 1)| ≤ Ce
−(δ−ε)|ki|.
This implies
|u(m˜i) + u(m˜i + 1)| ≤ Ce
− 1
2
(δ−ε)|ki|,
or
|u(m˜i + 1)− u(m˜i)| ≤ Ce
− 1
2
(δ−ε)|ki|.
Thus in case 2, there also exists ι ∈ {−1, 1} such that
||Φ(m˜i + 1) + ιΦi(m˜i + 1)|| ≤ Ce
− 1
2
(δ−ε)|ki|.
Thus by the arguments of the case 1, we can also get a contradiction. 
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4.2. Lower bound on the eigenfunctions. Now we turn to the proof of the left
inequality in (7). Our key argument for the lower bound is
Lemma 4.3. Suppose for some k > 0 and 0 < t < lnλ,
||2θ + kα|| = e−tk.
Then for any ε > 0, we must have for large k,
(59) ||U(k)|| ≥ e−(ln λ−t+ε)k.
Proof. We let φˆ(n) = φ(k − n), V (n) = 2λ cos 2π(θ + nα) and Vˆ (n) = 2λ cos 2π(θ +
(k − n)α). Then by the assumption, one has for all n ∈ Z,
(60) |V (n)− Vˆ (n)| ≤ Ce−tk.
We also have
(61) φ(n+ 1) + φ(n− 1) + V (n)u(n) = Eφ(n)
and
(62) φˆ(n+ 1) + φˆ(n− 1) + Vˆ (n)φ˜(n) = Eφˆ(n).
Let
Uˆ(n) =
(
φˆ(n)
φˆ(n− 1)
)
.
Suppose for some small σ > 0,
||U(k)|| ≤ e−(lnλ−t+σ)k .
By Lemma 3.4 and (36)(k0 = k, y = n, y
′ = 2n), we have for any k ≤ |n| ≤ Ck,
||U(n)|| ≤ e−|n−k| lnλeε|n|||U(k)|| + e−(lnλ−ε)|n|
≤ e−(lnλ−ε)|n|e(t−σ)k .
By Lemma 3.4 again, we have for |n| ≤ k,
||U(n)|| ≤ max{e−|n| lnλ, e−|n−k| lnλ||U(k)||}eεk + e−(ln λ−ε)|n|
≤ e−|n| lnλeεk + e−(2k−|n|) lnλe(t−σ+ε)k .
This implies for |n| ≤ Ck,
|φˆ(n)||φ(n)| = |φ(k − n)||φ(n)|
≤ e−(lnλ−t+σ−ε)k + e−(lnλ−ε)k.
By a standard calculation using (60), (61) and (62), we have for any |n| ≤ C|k|,
|W (φ, φˆ)(n)−W (φ, φˆ)(n − 1)| ≤ |V (n)− Vˆ (n)||φ(n)φˆ(n)|
≤ e−tk|φ(n)φˆ(n)|
≤ e−(lnλ+σ
′−ε)k,
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where σ′ = min{σ, t}. This implies for any 0 < m ≤ Ck and |n| ≤ Ck,
|W (φ, φˆ)(n +m)−W (φ, φˆ)(n− 1)| ≤
m−1∑
j=0
e−(lnλ+σ
′−ε)k
≤ e−(lnλ+σ
′−ε)k.(63)
By (28), for some n0 = Ck, we must have
|φ(n0)|, |φ(n0 − 1)| ≤ e
−(lnλ−δ−ε)n0 ≤ e−(lnλ+σ
′)k.
This implies,
|W (φ, φˆ)(n0)| ≤ e
−(lnλ+σ′)k.
Combining with (63), we must have that
(64) |W (φ, φˆ)(n)| ≤ e−(lnλ+σ
′−ε)k
holds for all |n| ≤ Ck.
Now we split k into odd or even to discuss the problem.
Case 1. k is even. Let m = k2 , then
U(m) =
(
φ(m)
φ(m− 1)
)
; Uˆ(m) =
(
φ(m)
φ(m+ 1)
)
.
Applying (64) with n = m− 1, we have
|φ(m)||φ(m + 1)− φ(m− 1)| ≤ e−(lnλ+σ
′−ε)k.
This implies
(65) |φ(m)| ≤ e−
1
2
(lnλ+σ′−ε)k,
or
(66) |φ(m+ 1)− φ(m− 1)| ≤ e−
1
2
(lnλ+σ′−ε)k.
If (65) holds, by (61), we also have
(67) |φ(m+ 1) + φ(m− 1)| ≤ e−
1
2
(lnλ+σ′−ε)k.
Putting (65) and (67) together, we get
(68) ||U(m) + Uˆ(m)|| ≤ e−
1
2
(lnλ+σ′−ε)k.
If (66) holds, we have
(69) ||U(m)− Uˆ(m)|| ≤ e−
1
2
(lnλ+σ′−ε)k.
Thus in case 1 there exists ι ∈ {−1, 1} such that
||U(m) + ιUˆ(m)|| ≤ e−
1
2
(lnλ+σ′−ε)k.
Let T and Tˆ be the transfer matrices associated to potentials V and Vˆ , taking
U(m), Uˆ (m) to U(0), Uˆ (0) correspondingly.
By (20), (60), the usual uniform upper semi-continuity and telescoping, one has
||T ||, ||Tˆ || ≤ e(lnλ+ε)m.
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and
||T − Tˆ || ≤ e(lnλ−2t+ε)m.
By the right inequality of (7)(ℓ = m,x0 = k), it is easy to see that
(70) ||Uˆ(m)|| ≤ e−(ln λ−ε)m.
Then, as in (58), we have
||U(0) + ιUˆ(0)|| ≤ ||T ||||U(m) + ιUˆ(m)|| + ||T − Tˆ ||||Uˆ (m)||
≤ e(ln λ+ε)me−
1
2
(lnλ+σ′−ε)k + e(lnλ−2t+ε)me−m lnλ.
This implies ||U(0)|| − ||U(2m + 1)|| → 0. This is impossible because φ ∈ ℓ2(Z).
Case 2. k is odd. Let m˜ = k−12 , then
U(m˜+ 1) =
(
φ(m˜+ 1)
φ(m˜)
)
; Uˆ(m˜+ 1) =
(
φ(m˜)
φ(m˜+ 1)
)
.
Combining with (64), we have
|φ(m˜) + φ(m˜+ 1)||φ(m˜)− φ(m˜+ 1)| ≤ e−(lnλ+σ
′−ε)k.
This implies
|φ(m˜) + φ(m˜+ 1)| ≤ e−
1
2
(lnλ+σ′−ε)k,
or
|φ(m˜+ 1)− φ(m˜)| ≤ e−
1
2
(lnλ+σ′−ε)k.
Thus in case 2, there also exists ι ∈ {−1, 1} such that
||U(m˜+ 1) + ιUˆ(m˜+ 1)|| ≤ Ce−
1
2
(lnλ+σ′−ε)k.
As before, we also get a contradiction. 
Proof of the left inequality of (7)
Proof. The left inequality of (7) already follows except for Subcase ii in the proof of
Theorem 3.1, by Remark 3.8.
Thus we only need to consider the case when η ≥ γ = εC . Letting t = η
|ℓ|
|x0|
and
k = x0 in Lemma 4.3, we obtain
||U(x0)|| ≥ e
−(ln λ+ε)|x0|eη|ℓ|.
Combining with (36), this completes the proof. 
5. Universal reflective hierarchical structure
We first present the local version of Theorem 1.2. The definition of f(ℓ) in Theorem
1.2 depends on θ and α. Thus sometimes we will write fα,θ(ℓ) to make clear what θ is
used.
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Theorem 5.1. Fix δ with 0 < δ < lnλ. Suppose α is Diophantine. Let ε > 0
be small enough. Then there exists L0 = L0(λ, α, δ, Cˆ)
8 such that if for all k with
L1 ≤ |k| ≤ C|ℓ|,
(71) ||2θ + 2s0α+ kα||R/Z ≥ e
−(δ+ε)|k|.
and the solution of Hφ = Eφ satisfies (6) for all k with |k−s0| ≤ C|ℓ| and ||U(s0)|| =
1, where C = C(α, δ, λ) is a large constant and L0 ≤ L1 ≤
|ℓ|
C , then the following
statement holds:
Let x0 (we can choose any one if x0 is not unique) be such that
| sinπ(2θ + 2s0α+ x0α)| = min
|x|≤2|ℓ|
| sin π(2θ + 2s0α+ xα)|.
Then if |x0| ≥ L1, we have
(72) fα,θ+s0α(ℓ)e
−ε|ℓ| ≤ ||U(ℓ)|| ≤ fα,θ+s0α(ℓ)e
ε|ℓ|.
If |x0| ≤ L1, we have
(73) e− lnλ|ℓ|e−ε|ℓ| ≤ ||U(ℓ)|| ≤ e− lnλ|ℓ|eε|ℓ|.
Proof. Case 1:|x0| ≥ L1. In sections 3 and 4, we completed the proof of Theorem 1.2.
It is immediate that if we shift the operator by s0 units and replace the definition of
the generalized eigenfunctions φ with the assumption of (6) only on the scale C|ℓ|, our
arguments will hold for (72) directly. In order to avoid repetition, we omit the proof.
Case 2: |x0| ≤ L1. (73) follows directly from Lemma 3.4 by shifting the operator
s0 units.

Remark 5.2. In order to obtain (72), we only need condition (71) on scale |ℓ|C ≤ |k| ≤
C|ℓ| and condition (6) on scale |k| ≤ C|ℓ|. Moreover, if we assume for |k| ≤ L1,
(74) ||2θ + 2s0α+ kα||R/Z ≥ e
−(δ+ε)|k|,
then (73) and (72) imply
(75) fα,θ+s0α(ℓ)e
−ε|ℓ| ≤ ||U(ℓ)|| ≤ fα,θ+s0α(ℓ)e
ε|ℓ|.
in both cases.
We will now prove Theorem 1.3.
Theorem 5.3. Fix ς1 > 0, 0 < δ < lnλ and s0 ∈ Z. Then there exists a constant
L0 = L0(α, λ, δ, ς1) such that the following statement holds. Let L1 ≥ L0. Suppose K
satisfies |K| ≥ CL1 and
(76) ||2θ + 2s0α+Kα||R/Z ≤ e
−ς1|K|,
and for all k with L1 ≤ |k| ≤ C|K|
(77) ||2θ + 2s0α+ kα||R/Z ≥ e
−(δ+ε)|k|,
8We omit the dependence on ε whenever ε is (implicitly) present in the statement.
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and s0 is a CK-local maximum, where C = C(α, λ, δ, ς1) is a large constant. Then
there exists a 3ς14 lnλK-local maximum
9bK such that
(78) |bK −K − s0| ≤ 2L1.
Proof. By shifting the operator, we can assume s0 = 0. Let ǫ be such that
||2θ + 2s0α+Kα||R/Z = e
−ǫ|K|.
Then ς1 ≤ ǫ ≤ δ + ε.
By Theorem 5.110 with ℓ = x0 = K, one has
(79) e−(lnλ−ǫ+ε)|K| ≤
||U(s0 +K)||
||U(s0)||
≤ e−(ln λ−ǫ−ε)|K|.
By Theorem 5.1 again, one has
(80) sup
|k|≤ε|K|
||U(K + k)|| = sup
|k|≤
3ς1
4 lnλ
|K|
||U(K + k)||.
Thus there exists a 3ς14 lnλ |K|-local maximum bK such that
(81) |bK −K| ≤ ε|K|.
Suppose (78) does not hold. Then there exists k0 with 2L1 ≤ |k0| ≤ εK such that
(82) ||U(K + k0)|| = sup
|k|≤ε|K|
||U(K + k)|| = sup
|k|≤
3ς1
4 lnλ
|K|
||U(K + k)||.
where L1 is such that (76),(77) hold.
Case 1. min|k|≤2|k0| ||2θ + kα||R/Z ≥ e
−ε|k0|.
Let pnqn be the continued fraction expansion of α. For γ > 0 (we will let γ =
ε
C ), let
n be the largest integer such that
2qn ≤ γ|k0|,
and let s be the largest positive integer such that 2sqn ≤ γ|k0|.
Construct intervals I1 = [sqn, sqn − 1] and I2 = [K + k0 − sqn,K + k0 + sqn − 1].
Claim 1: We have
(83) min
i,i′∈I1∪I2
||2θ + (i+ i′)α||R/Z ≥ e
−ε|k0|
and for any i 6= i′, i, i′ ∈ I1 ∪ I2,
(84) ||(i− i′)α||R/Z ≥ e
−ε|k0|.
By Theorem 3.2 and the DC condition on α, {θi}i∈I1∪I2 is ε-uniform. Combining
with Lemma 2.4, there exists some i0 with i0 ∈ I1 ∪ I2 such that θi0 /∈ A4sqn−1,lnλ−ε.
By Lemma 3.5, i0 cannot be in I1 so must be in I2. Set I = [i0−2sqn+1, i0+2sqn−1] =
[x1, x2]. By (22), (23) and (24) again, one has
|GI(K + k0, xi)| ≤ e
(ln λ+ε)(4sqn−1−|Kj+k0−xi|)−(4sqn−1)(ln λ−ε) ≤ eεsqne−|K+k0−xi| lnλ.
93/4 can be replaced with 1− ε for any ε > 0.
10s0 is a local maximum so that Cˆ in (6) is 1, thus the largeness in Theorem 5.1 does not depend
on Cˆ.
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Notice that |K + k0 − x1|, |K + k0 − x2| ≥ sqn − 1. By (25) and (82),
|φ(K + k0)| ≤ e
−(lnλ−ε)sqn(|φ(x1)|+ |φ(x0)|) ≤ e
−(lnλ−ε)sqn ||U(K + k0)||.
Similarly,
|φ(K + k0 − 1)| ≤ e
−(lnλ−ε)sqn ||U(K + k0)||.
The last two inequalities imply that
(85) ||U(K + k0)|| ≤ e
−(ln λ−ε)sqn ||U(K + k0)||.
Since 2(s + 1)qn ≥ γ|k0| and |k0| ≥ 2L1, (85) is impossible.
Case 2. min|k|≤2|k0| ||2θ + kα||R/Z ≤ e
−ε|k0| for some ε > 0.
In this case, we construct, as before, intervals I1 around 0 and I2 around K + k0.
Suppose i ∈ I1. For i
′ ∈ I2, we have
||2θ + (i+ i′)α||R/Z ≥ ||(i+ i
′ −K)α||R/Z − ||2θ +Kα||R/Z
≥ ||(i+ i′ −K)α||R/Z − e
−ǫ|K|(86)
and
||(i− i′)α||R/Z ≥ ||2θ + (i− i
′ +K)α||R/Z − || − 2θ −Kα||R/Z
≥ ||2θ + (i− i′ +K)α||R/Z − e
−ǫ|K|.(87)
Suppose i ∈ I2.
For i′ ∈ I1, we have
||2θ + (i+ i′)α||R/Z ≥ ||(i−K + i
′)α||R/Z − ||2θ +Kα||R/Z
≥ ||(i−K + i′)α||R/Z − e
−ǫ|K|(88)
and
||(i− i′)α||R/Z ≥ ||2θ − (i−K − i
′)α||R/Z − ||2θ +Kα||R/Z(89)
≥ ||2θ − (i−K − i′)α||R/Z − e
−ǫ|K|.(90)
For i′ ∈ I2, we have
||2θ + (i+ i′)α||R/Z ≥ || − 2θ + (i−K + i
′ −K)α||R/Z − ||4θ + 2Kα||R/Z
≥ ||2θ − (i−K + i′ −K)α||R/Z − 2e
−ǫ|K|(91)
and
||(i − i′)α||R/Z = ||(i −K − (i
′ −K))α||R/Z.(92)
Inequalities from (86) to (92) imply that the small divisor conditions on θi + θi′ and
θi − θi′ get swapped upon shifting of the elements in I2 by K units.
Let |x0| ≤ 2|k0| be such that ||2θ + x0α||R/Z ≤ e
−ε|k0|.
Case 2.1. |k0+x0| ≥ ε|k0|. In this case let [x1, x2] = [K+k0− ε|k0|,K+k0+ ε|k0|].
By the small divisor conditions (86) to (92) and following the proof of (32), and (37),
26 SVETLANA JITOMIRSKAYA AND WENCAI LIU
we get
||U(K + k0)|| ≤ e
−(lnλ−ε)|x1−K−k0|||U(x1)||+ e
−(lnλ−ε)|x2−K−k0|||U(x2)||(93)
≤ e−(lnλ−ε)ε|k0|||U(x1)|| + e
−(ln λ−ε)ε|k0|||U(x2)||(94)
≤ e−(lnλ−ε)ε|k0|||U(K + k0)||,(95)
where the third inequality holds because K + k0 is the local maximum. (95) is also
impossible for |k0| ≥ 2L1.
Case 2.2. |k0 + x0| ≤ ε|k0|. In this case, |x0| ≥
1
2 |k0| ≥ L1 so that the condition
(77) holds for all |k| ≥ |x0|. By the small divisor conditions (86) to (92) again, and
following the proof of (39), we get (using (82))
||U(K + k0)|| ≤ ||U(K + k0)||e
−(ln λ−δ−ε)|k0|.
This is also impossible.

Proof of Claim 1.
Proof. Without loss of generality assume i ∈ I1. For i
′ ∈ I2, by the DC condition on
α we have
||2θ + (i+ i′)α||R/Z ≥ ||(i+ i
′ −K)α||R/Z − ||2θ +Kα||R/Z
≥ e−ε|k0|
and
||(i− i′)α||R/Z ≥ ||2θ + (i− i
′ +K)α||R/Z − || − 2θ −Kα||R/Z
≥ e−ε|k0|.
For i′ ∈ I1, the proof is trivial. 
Proof of Theorem 1.3
Proof. Without loss of generality, assume k0 = 0. Let Kˆ = L0(α, λ, δ, ς) in Theorem
5.3.
By Theorem 5.3 with s0 = 0, K = Kj0 , ς1 = ς and L1 = Kˆ, there exists a local
3ς
4 lnλKj0 maximum bj0 such that |bj0−Kj0 | ≤ 2Kˆ. Let bj0−Kj0 = b
′
j0
with |b′j0 | ≤ 2Kˆ.
Shifting the operator Hλ,α,θ by bj0 units, we get the operator Hλ,α,θ+bj0α. By the
conditions of Theorem 1.3, ζ < δ + ε < lnλ, we have
||2(θ + bj0α) + kα||R/Z ≥ ||2θ − (2b
′
j0α+ kα)||R/Z − ||4θ + 2Kj0α||R/Z
≥ ||2θ − (2b′j0α+ kα)||R/Z − 2e
−(ς+ε)|Kj0 |
≥ e−(δ+ε)(|k|+4Kˆ)
≥ e−(δ+ε)|k|,(96)
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for all 12Kˆ
2 ≤ |k| ≤ ςlnλ |Kj0 |. Similarly, we have
||2(θ + bj0α) + (−Kj1 − 2b
′
j0)α||R/Z ≤ ||2θ +Kj1α||R/Z + ||4θ + 2Kj0α||R/Z
≤ ||2θ +Kj1α||R/Z − 2e
−(ς+ε)|Kj0 |
≤ e
− 3
4
ς|−Kj1−2b
′
j0
|
,(97)
By Theorem 5.3 with s0 = bj0 ,K = −Kj1−2b
′
j0
, ς1 =
3
4ς and L1 =
1
2Kˆ
2, we get there
exists a local 9ς16 lnλKj−1 maximum bKj0 ,Kj1 such that |bj0,j1−bj0−(−Kj1−2b
′
j0
)| ≤ Kˆ2.
This implies bj0,j1 = Kj0 − b
′
j0
−Kj1 + b
′
j1
with |b′j1 | ≤ Kˆ
2.
Shifting the operator Hλ,α,θ by bj0,j1 units, we get the operator Hλ,α,θ+bj0,j1α. Thus
we have
||2(θ + bj0,j1α) + kα||R/Z ≥ ||2θ − 2b
′
j0α+ 2b
′
j1α+ kα)||R/Z − 2||2θ +Kj0α||R/Z − 2||2θ +Kj1α||R/Z
≥ ||2θ + (−2b′Kj0
+ 2b′j1 + k)α)||R/Z − 4e
−(ς+ε)|Kj1 |
≥ e−(δ+ε)(|k|+2Kˆ+2Kˆ
2)
≥ e−(δ+ε)|k|,(98)
for all 12 (Kˆ + Kˆ
2)Kˆ ≤ |k| ≤ ςlnλ |Kj−1|. Similarly, we have
||2(θ + bj0,j1α) + (Kj−2 + 2b
′
Kj − 2b
′
j1)α||R/Z ≤ ||2θ +Kj2α||R/Z + 2e
−(ς+ε)|Kj1 |
≤ e
− 3
4
ς|Kj2+2b
′
j0
−2b′j1
|
.(99)
By Theorem 5.3 with s0 = bj0,j1 , K = Kj2 + 2b
′
j0
− 2b′j1 , ς1 =
3
4ς and L1 =
1
2(Kˆ
2 + Kˆ3), we get that there exists a local 9ς16 lnλKj2 maximum bj0,j1,j2 such that
bj0,j1,j2 = Kj0 + b
′
j0
−Kj1 − b
′
j1
+Kj2 + b
′
j2
with |b′j2 | ≤ Kˆ
2 + Kˆ3.
Define an = Kˆ
2(Kˆ + 1)n−2 for n ≥ 2 and a1 = Kˆ. Then an = Kˆ
∑n−1
i=1 ai. Notice
that by (11)
(100)
s∑
i=0
||2θ +Kjiα||R/Z ≤
s∑
i=0
e−(ς+ε)|Kji | ≤ 2e−(ς+ε)|Kjs |.
We will prove that for any 1 ≤ s ≤ k there exists a local 9ς16 lnλKjs maximum bj0,j1,··· ,js
such that
(101) bj0,j1,··· ,js =
s∑
i=0
(−1)iKji + (−1)
i−sb′ji
with |b′ji | ≤ ai+1 by induction in s.
Assume that (101) holds for s. We will prove that (101) holds for s+ 1.
Shifting the operatorHλ,α,θ by bj0,j1,··· ,js units, we get the operatorHλ,α,θ+bj0,j1,··· ,jsα.
Arguing as in (98) we have
||2(θ + bj0,j1,··· ,jsα) + kα||R/Z
≥ ||2θ+(2
s∑
i=0
(−1)i+1b′ji)α+(−1)
s+1kα||R/Z−2
s∑
i=0
||2θ+Kjiα||R/Z
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(102)
≥ ||2θ + (2
s∑
i=0
(−1)i+1b′ji)α + (−1)
s+1kα||R/Z − 2
s∑
i=0
e−(ς+ε)|Kji |
≥ e−(δ+ε)(|k|+2
∑s+1
i=1 ai)
(103) ≥ e−(δ+ε)|k|
for all 12as+2 ≤ |k| ≤
ς
lnλ |Kjs |, since
∑s+1
i=1 ai =
1
Kˆ
as+2. Similarly to (97), we have
||2(θ + bj0,j1,··· ,jsα) + ((−1)
s+1Kjs+1 + 2
s∑
i=0
(−1)s+i+1b′ji)α||R/Z
≤ ||2θ +Kjs+1α||R/Z + 4e
−(ς+ε)|Kj1 |
(104) ≤ e
− 3
4
ς|(−1)s+1Kjs+1+2
∑s
i=0(−1)
s+i+1b′ji
|
.
By Theorem 5.3 with s0 = bj0,j1,··· ,js , K = (−1)
s+1Kjs+1 + 2
∑s
i=0(−1)
s+i+1b′ji ,
ς1 =
3
4 ς and L1 =
1
2as+2, we get that there exists a local
9ς
16 lnλKjs+1 maximum
bj0,j1,··· ,js+1 such that
bj0,j1,··· ,js+1 = bj0,j1,··· ,js + (−1)
s+1Kjs+1 + 2
s∑
i=0
(−1)s+i+1b′ji + b
′
js+1
=
s−1∑
i=0
(−1)iKji + (−1)
i−s−1b′ji
with |b′js+1 | ≤ as+2.
By the fact
|bj0,j1,...,js −
s∑
i=0
(−1)iKji | ≤
s∑
i=0
|b′ji |
≤
s+1∑
i=1
ai
≤ (Kˆ + 1)s+1,
we complete the proof of I of Theorem 1.3.
Now we start to prove II of Theorem 1.3. Fix some 0 ≤ s ≤ k. Let us consider a
local 9ς16 lnλKjs maximum bj0,j1,··· ,js and shift the operator by bj0,j1,··· ,js units. We get
the operator Hλ,α,θ+bj0,j1,··· ,jsα. As in (102), we also have
||2(θ + bj0,j1,··· ,jsα) + kα||R/Z
(105)
≤ ||2θ + (2
s∑
i=0
(−1)i+1b′ji)α + (−1)
s+1kα||R/Z + 2
s∑
i=0
e−(ς+ε)|Kji |
for all as+2 ≤ |k| ≤
ς
lnλ |Kjs |.
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Actually, the definition of f(ℓ) in Theorems 1.2 and 5.1, depends on θ and α. Thus
we will use fα,θ(ℓ) with |ℓ| ≥ Cas+2. Let ℓ0 be such that
| sin π(2θ + 2bj0,j1,··· ,jsα+ ℓ0α)| = min
|x|≤2|ℓ|
| sin π(2θ + 2bj0,j1,··· ,jsα+ xα)|.
By (102) and (105), we have for |ℓ0| ≥ as+2,
(106) e−ε|ℓ|fα,θ((−1)
s+1ℓ) ≤ fα,θ+bj0,j1,··· ,jsα(ℓ) ≤ fα,θ((−1)
s+1ℓ)eε|ℓ|.
If |ℓ0| ≤ as+2, we have
(107) e−ε|ℓ|e− lnλ|ℓ| ≤ fα,θ(ℓ) ≤ e
− lnλ|ℓ|eε|ℓ|,
since |ℓ| ≥ Cas+2.
Let xs = x− bj0,j1,··· ,js . If |xs| ∈ [Cas+2,
1
C
ς
lnλ |Kjs |], II of Theorem 1.3 follows from
Theorem 5.1 and (106) and (107).
If |xs| ∈ [
1
C
ς
lnλ |Kjs |,
ς
4 lnλ |Kjs |], II of Theorem 1.3 follows from Lemma 3.4 and the
fact that bj0,j1,··· ,js is a local
9ς
16 lnλKjs maximum. Notice that in this case
e−ε|xs|e− lnλ|xs| ≤ fα,θ((−1)
s+1xs) ≤ e
− lnλ|xs|eε|xs|.

6. Asymptotics of the transfer matrices
Proof of Theorem 1.5
Proof. Without loss of generality, we consider ℓ > 0. First assume x0 < 0 or
η ≤ γ = εC . By Theorem 1.2, in those cases, one has
||U(ℓ)|| ≤ e−(lnλ−ε)ℓ.
By (17), we have
||Aℓ|| ≥ ||U(ℓ)||
−1 ≥ e(ln λ−ε)ℓ.
Combining with (20), the proof follows.
Now we turn to the proof of the case when x0 > 0 and η > γ. We will assume
ℓ > 0 is large enough. By (45), one has x0 > 0 is large enough. Thus below we always
assume x0 is large.
Theorem 6.1. Assume jx0 ≤ k < (j + 1)x0 with k ≥
x0
8 , where j = 0, 1. Then we
have
(108) ||Ak|| ≤ max{e
−|k−jx0| lnλ||Ajx0 ||, e
−|k−(j+1)x0| lnλ||A(j+1)x0 ||}e
εk,
(109) ||Ak|| ≥ max{e
−|k−jx0| lnλ||Ajx0 ||, e
−|k−(j+1)x0| lnλ||A(j+1)x0 ||}e
−εk.
Proof. Apply (37) with k0 = x0, y = k y
′ = 2x0 and ϕ = ψ. We have for jx0 ≤ k <
(j + 1)x0 with k ≥
x0
8 ,
(110) ||U˜ (k)|| ≤ max{e−|k−jx0| lnλ||U˜ (jx0)||, e
−|k−(j+1)x0| lnλ||U˜((j + 1)x0)||}e
εk
By Last-Simon’s arguments ((8.6) in [37]), one has
(111) ||Ak|| ≥ ||AkU˜(0)|| ≥ c||Ak||.
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Then (108) holds by (111) and (110).
(109) holds directly by (20). 
Lemma 6.2. For any 2x0 ≤ k ≤ Cx0,
e−εx0 ||A2x0 ||e
lnλ|k−2x0| ≤ ||Ak|| ≤ e
εx0 ||A2x0 ||e
lnλ|k−2x0|
Proof. The right inequality holds directly. It suffices to show the left inequality.
By (39) and noting t ≤ δ + ε, we have
||U˜(x0)|| ≤ max{e
−(ln λ−δ−ε)x0 ||U˜ (0)||, e−(ln λ−δ−ε)x0 ||U˜ (2x0)||}
Clearly, ||U˜ (x0)|| ≤ e
−(lnλ−δ−ε)x0 ||U˜(0)|| can not happen. Otherwise, by the fact
||U(x0)|| ≤ e
−(lnλ−δ−ε)x0 ||U(0)||, we must have
|φ(x0)ψ(x0 − 1)− φ(x0 − 1)ψ(x0)| ≤ e
−(lnλ−δ−ε)x0 .
This contradicts (29).
Thus we must have
(112) ||U˜ (x0)|| ≤ e
−(lnλ−δ−ε)x0 ||U˜(2x0)||.
Lemma holds directly if k ≤ 2x0+
ε
Cx0. If k− 2x0 ≥
ε
Cx0, by (37) again (k0 = x0, y =
2x0, y
′ = k, γ = εC ), one has
||U˜(2x0)|| ≤ max{e
−(lnλ−ε)x0 ||U˜(x0)||, e
−(ln λ−ε)|k−2x0|||U˜(k)||}.
Combining with (112), we must have
||U˜(k)|| ≥ e(lnλ−ε)|k−2x0|||U˜(2x0)||.
Combining with (111), we get the left inequality.

Lemma 6.3. The following holds
(113) e(lnλ−ε)x0 ≤ ||Ax0 || ≤ e
(lnλ+ε)x0 ,
(114) e(lnλ−ε)2x0e−ηℓ ≤ ||A2x0 || ≤ e
(lnλ+ε)2x0e−ηℓ.
Proof. We first prove (113). The right inequality holds by (20) directly. Thus it suffices
to show the left one. By (37), for any x08 ≤ k < x0, one has
||U(k)|| ≤ max{e−k lnλ, e−|k−x0| lnλ||U(x0)||}e
εk.
Clearly
(115) ||Ak|| ≥ ||U(k)||
−1,
thus by (108), we must have for any x08 ≤ k < x0,
(116)
max{e−k lnλ, e−|k−x0| lnλ||Ax0 ||}e
εk ≥ (max{e−k lnλ, e−|k−x0| lnλ||U(x0)||})
−1e−εk.
Recall that by (46) and (59),
(117) e−(ln λ−η
′+ε)x0 ≤ ||U(x0)|| ≤ e
−(lnλ−η′−ε)x0 ,
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where η′ = ℓx0 η. Let
k0 = x0 −
η′
2 ln λ
x0.
One has k0 ≥
x0
2 , thus by (117)
max{e−k0 lnλ, e−|k0−x0| lnλ||U(x0)||} ≤ e
−(lnλ− η
′
2
)x0eεk0 .
Combining with (116), one has
max{e−k0 lnλ, e−|k0−x0| lnλ||Ax0 ||} ≥ e
(lnλ− η
′
2
)x0e−εk0 .
This implies
||Ax0 || ≥ e
(lnλ−ε)x0 .
Now we start to prove (114). By (7)(ℓ = 2x0), one has
(118) e−(ln λ+ε)2x0eη
′x0 ≤ ||U(2x0)|| ≤ e
−(ln λ−ε)2x0eη
′x0 ,
Combining with (115), one has
||A2x0 || ≥ e
(lnλ−ε)2x0e−η
′x0 .
Thus it remains to prove the right inequality of (114). By (8.5) and (8.7) in [37] we
have
(119) ||AkU(0)||
2 ≤ ||Ak||
2m(k)2 + ||Ak||
−2,
where
(120) m(k) ≤ C
∞∑
p=k
1
||Ap||2
.
If k ≥ Cx0 (C may depend on lnλ, δ), by Theorem 1.2 we have
||Ak|| ≥ ||U(k)||
−1
≥ e(lnλ−δ−ε)k(121)
and by (20) we have
||A2x0 || ≤ e
(lnλ+ε)2x0 .
Combining with (121), we have
(122) ||Ak|| ≥ ||A2x0 ||e
lnλ−δ
2
k.
for k ≥ Cx0, where C is large enough.
If 2x0 ≤ k ≤ Cx0, by Lemma 6.2, we have
(123) ||Ak|| ≥ ||A2x0 ||e
(ln λ−ε)|k−2x0|e−εx0 .
Thus by (120), (122) and (123), we have
(124) m(2x0) ≤ ||A2x0 ||
−2eεx0 .
Let k = 2x0 in (119). Then
||U(2x0)|| ≤
eεx0
||A2x0 ||
.
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Thus by (118), we obtain
(125) ||A2x0 || ≤ e
(2 lnλ−η′−ε)x0 .

Theorem 1.5 for the remaining case (η ≥ γ = εC and x0 > 0) now follows directly
from Theorem 6.1 and Lemma 6.2,6.3.
Proof of Corollary 1.6
Proof. The Corollary follows from Theorem 1.5 and (111). 
Proof of Corollary 1.7
Proof. i) and ii) of Corollary 1.7 follow from Theorem 1.5 and Corollary 1.6 directly.
Fix some small ε1, ε2 > 0. By the definition of δ, there exists a sequence nj (assume
nj > 0 for simplicity) such that
e−(δ+ε1)nj ≤ ||2θ + njα||R/Z ≤ e
− δ
2
nj .
By the Diophantine condition on α, we have
nj+1 ≥ e
nj
C .
We prove (15) first. By Theorem 1.2, one has for any |k| ∈ [ε2nj+1,
nj+1
2 ],
||U(k)|| ≤ e−(lnλ−ε1)|k|.
This implies (15) by the arbitrariness of ε1, ε2.
Now we turn to the proof of (16). By Theorem 1.5, one has for any |k| ∈ [ε2nj+1, nj+1],
||Ak|| ≥ e
(lnλ−ε1)|k|.
This implies (16). 
Appendix A. Uniformity
The following lemma is critical when we prove Theorem 3.2.
Lemma A.1. (Lemma 9.7, [6]) Let α ∈ R\Q, x ∈ R and 0 ≤ k0 ≤ qn − 1 be such
that | sinπ(x + k0α)| = inf0≤k≤qn−1 | sin π(x + kα)|, then for some absolute constant
C > 0,
(126) − C ln qn ≤
qn−1∑
k=0,k 6=k0
ln | sinπ(x+ kα)|+ (qn − 1) ln 2 ≤ C ln qn.
Proof of Theorem 3.2
Proof. Let i0, j0 ∈ I1∪I2 be such that | sinπ(2θ+(i0+j0)α)| = mini,j∈I1∪I2 | sinπ(2θ+
(i+ j)α)|. By the Diophantine condition on α, there exist τ ′, κ′ > 0 such that for any
i+ j 6= i0 + j0 and i, j ∈ I1 ∪ I2,
(127) | sinπ(2θ + (i+ j)α)| ≥
τ ′
(sqn)κ
′
.
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Also for all i, j ∈ I1 ∪ I2, i 6= j, we have
(128) | sin π(j − i)α| ≥
τ ′
(sqn)κ
′
.
In (26), let x = cos 2πa, k = sqn − 1 and take the logarithm. Then
ln
∏
j∈I1∪I2,j 6=i
| cos 2πa− cos 2πθj |
| cos 2πθi − cos 2πθj|
=
∑
j∈I1∪I2,j 6=i
ln | cos 2πa− cos 2πθj | −
∑
j∈I1∪I2,j 6=i
ln | cos 2πθi − cos 2πθj |.
First, we estimate
∑
j∈I1∪I2,j 6=i
ln | cos 2πa− cos 2πθj |. Obviously,∑
j∈I1∪I2,j 6=i
ln | cos 2πa− cos 2πθj |
=
∑
j∈I1∪I2,j 6=i
ln | sinπ(a+ θj)|+
∑
j∈I1∪I2,j 6=i
ln | sinπ(a− θj)|+(sqn−1) ln 2
= Σ+ +Σ− + (sqn − 1) ln 2.
Both Σ+ and Σ− consist of s terms of the form of (126), plus s terms of the form
ln min
j=0,1,··· ,qn
| sin π(x+ jα)|,
minus ln | sinπ(a± θi)|. Thus, using (126) s times for Σ+ and Σ− respectively, one has
(129)
∑
j∈I1∪I2,j 6=i
ln | cos 2πa− cos 2πθj| ≤ −sqn ln 2 + Cs ln qn.
If a = θi, we obtain∑
j∈I1∪I2,j 6=i
ln | cos 2πθi − cos 2πθj |
=
∑
j∈I1∪I2,j 6=i
ln | sinπ(θi+θj)|+
∑
j∈I1∪I2,j 6=i
ln | sinπ(θi−θj)|+(sqn−1) ln 2
(130) = Σ+ +Σ− + (sqn − 1) ln 2,
where
Σ+ =
∑
j∈I1∪I2,j 6=i
ln | sinπ(2θ + (i+ j)α)|,
and
Σ− =
∑
j∈I1∪I2,j 6=i
ln | sinπ(i− j)α|.
We will estimate Σ+. Set J1 = [1, s1] and J2 = [s1 + 1, s], which are two adjacent
disjoint intervals of length s1, s2 respectively. Then I1 ∪ I2 can be represented as a
disjoint union of segments Bj, j ∈ J1 ∪ J2, each of length qn. Applying (126) to each
Bj, we obtain
(131) Σ+ ≥ −sqn ln 2 +
∑
j∈J1∪J2
ln | sinπθˆj| − Cs ln qn − ln | sin 2π(θ + iα)|,
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where
(132) | sinπθˆj| = min
ℓ∈Bj
| sinπ(2θ + (ℓ+ i)α)|.
By (30) and (127), we have
(133)
∑
j∈J1∪J2
ln | sin πθˆj| ≥ −γsqn − Cs ln sqn
Putting (133) in (131), we get
(134) Σ+ ≥ −sqn ln 2− γsqn − Cs ln sqn.
Similarly, replacing (30), (127) with (128), and arguing as in the proof of (134), we
obtain,
(135) Σ− > −sqn ln 2−Cs ln sqn.
From (130), (134) and (135), one has∑
j∈I1∪I2,j 6=i
ln | cos 2πθi − cos 2πθj |
(136) ≥ −sqn ln 2− γsqn − Cs ln sqn.
By (129) and (136), we have
max
i∈I1∪I2
∏
j∈I1∪I2,j 6=i
|x− cos 2πθj|
| cos 2πθi − cos 2πθj |
< esqn(γ+C
ln sqn
qn
).
By the assumption s ≤ qCn , we get for any ε > 0 and large n,
max
i∈I1∪I2
∏
j∈I1∪I2,j 6=i
|x− cos 2πθj |
| cos 2πθi − cos 2πθj|
< esqn(γ+ε).
This completes the proof. 
Appendix B. Block Expansion Theorem
Proof of Theorem 3.3
Proof. For any yˆ ∈ [y1+γk, y2−γk], by the assumption we have there exists an interval
I(yˆ) = [x1, x2] ⊂ [y1, y2] such that yˆ ∈ I(yˆ) with
γ
20k ≤ |I(yˆ)| ≤
1
2dist (y, {y1, y2}),
and
(137) dist(yˆ, ∂I(yˆ)) ≥
1
40
|I(yˆ)| ≥
γ
800
k
and
(138) |GI(yˆ)(yˆ, xi)| ≤ e
−τ |yˆ−xi|, i = 1, 2,
where {x1, x2} = ∂I(yˆ) is the boundary of the interval I(yˆ). For z ∈ ∂I(yˆ), let z
′ be
the neighbor of z, (i.e., |z − z′| = 1) not belonging to I(yˆ).
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If x2+1 ≤ y2− γk or x1− 1 ≥ y1+ γk, we can expand ϕ(x2+1) or ϕ(x1− 1) using
(25). We can continue this process until we arrive to z such that z + 1 > y2 − γk or
z − 1 < y1 + γk, or the numbers of iterations reach ⌊
1600
γ ⌋. Then, by (25)
(139) ϕ(y) =
∑
s;zi+1∈∂I(z′i)
GI(y)(k, z1)GI(z′
1
)(z
′
1, z2) · · ·GI(z′s)(z
′
s, zs+1)ϕ(z
′
s+1),
where in each term of the summation one has y1+γk+1 ≤ zi ≤ y2−γk−1, i = 1, · · · , s,
and either zs+1 /∈ [y1 + γk + 1, y2 + γk − 1], s + 1 < ⌊
1600
γ ⌋; or s + 1 = ⌊
1600
γ ⌋. We
should mention that zs+1 ∈ [y1, y2].
If zs+1 ∈ [y1, y1 + γk], s+ 1 < ⌊
1600
γ ⌋, this implies
|ϕ(z′s+1)| ≤ r
ϕ
y1 .
By (138), we have for such terms
|GI(y)(y, z1)GI(z′
1
)(z
′
1, z2) · · ·GI(z′s)(z
′
s, zs+1)ϕ(z
′
s+1)|
≤ rϕy1e
−τ(|y−z1|+
∑s
i=1 |z
′
i−zi+1|)
≤ rϕy1e
−τ(|y−zs+1|−(s+1))
≤ rϕy1e
−τ(|y−y1|−γk−
1600
γ
).(140)
If zs+1 ∈ [y2 − γk, y2], s+ 1 < ⌊
1600
γ ⌋, by the same arguments, we have
(141) |GI(y)(y, z1)GI(z′
1
)(z
′
1, z2) · · ·GI(z′s)(z
′
s, zs+1)ϕ(z
′
s+1)| ≤ r
ϕ
y2e
−τ(|y−y2|−γk−
1600
γ
)
.
If s+ 1 = ⌊1600γ ⌋, using (137) and (138), we obtain
(142) |GI(y)(y, z1)GI(z′
1
)(z
′
1, z2) · · ·GI(z′s)(z
′
s, zs+1)ϕ(z
′
s+1)| ≤ e
−τ γ
800
k⌊ 1600
γ
⌋|ϕ(z′s+1)|.
Notice that the total number of terms in (139) is at most 2
⌊ 1600
γ
⌋
and |y−y1|, |y−y2| ≥
10γk. By (140), (141) and (142), we have
(143) |ϕ(y)| ≤ max{rϕy1e
−τ(|y−y1|−3γk), rϕy2e
−τ(|y−y2|−3γk), max
p∈[y1,y2]
{e−τk|ϕ(p)|}}.
Now we will show that for any p ∈ [y1, y2], one has |ϕ(p)| ≤ max{r
ϕ
y1 , r
ϕ
y2}. Then
(143) implies Theorem 3.3. Otherwise, by the definition of rϕy1 and r
ϕ
y2 , if |ϕ(p
′)| is the
largest one of |ϕ(z)|, z ∈ [y1 + 10γk + 1, y2 − 10γk − 1], then |ϕ(p
′)| > max{rϕy1 , r
ϕ
y2}.
Applying (143) to ϕ(p′) and noticing that |p′ − y1|, |p
′ − y2| ≥ 10γk, we get
|ϕ(p′)| ≤ max{e−7τγkrϕy1 , e
−7τγkrϕy2 , e
−τk|ϕ(p′)|}.
This is impossible because |ϕ(p′)| > max{rϕy1 , r
ϕ
y2}.

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