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We present a computational study of resonant inelastic x-ray scattering (RIXS) and x-ray absorp-
tion in a representative rare-earth nickelate LuNiO3. We study the changes in the spectra across
the metal-insulator/site-disproportionation transition. In particular, we address the question of
site-selectivity of the two methods in the disproportionated insulating phase and the signature of
metal-insulator transition in the fluorescence-like feature of the RIXS spectra. To this end we use
the local density approximation + dynamical mean-field theory (LDA+DMFT) approach combined
with configuration integration method to compute the core-level spectra.
Core-level spectroscopies present a powerful set of tools
for investigation of solids [1]. The strong energy depen-
dence of the x-ray absorption edges on proton number
makes the contributions of different elements easy to dis-
tinguish. In fact, typical spectral shapes and eV-scale
shifts allow the x-ray absorption spectroscopy (XAS) to
distinguish and identify different valence states of the
same element. Site-selectivity is particularly useful for
investigation of disproportionation phenomena, in which
inequivalent atoms of the same element appear sponta-
neously. A much studied example are rare-earth nicke-
lates RNiO3, which exhibit a thermally driven simulta-
neous structural and metal-insulator transition accompa-
nied by a charge disproportionation (CD) on Ni sites [2–
15].
Formation of an immobile excitonic state between the
core-hole and excited d-electron limits the information
about the ground state and its low-energy excitations
that can be extracted from XAS spectra [1, 16]. Resonant
inelastic x-ray scattering (RIXS) resolves this deficiency
and opens a new route to study (charge-neutral) two-
particle (2P) excitations in CD materials [2, 3, 17, 18].
The price is the necessity of theoretical simulations to
interpret the spectra arising from the complex RIXS ex-
citation process [1, 19, 20]. Similar to XAS, RIXS is
element-selective by setting the incoming photon energy
ωin at the element-specific absorption edge. Site-selective
interpretation of RIXS spectra, proposed in some CD ma-
terials [2, 3, 17, 18], remains an open question.
A double peak at the Ni L3-edge of XAS spectra of
RNiO3 was recently associated with two distinct Ni sites
in the CD phase by a theoretical analysis using a double-
cluster model [4]. Bisogni et al. [12] reported a high-
resolution RIXS across the L3 double-peak, which re-
vealed an unusual coexistence of Raman-like (RL) and
fluorescence-like (FL) features. The behavior of the FL
feature across the transition between the CD-insulating
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and metallic phases was interpreted as a signature of
metal-insulator transition [12]. This result, as well as
site-selectivity achieved by tuning the incoming photon
energy ωin [2, 3, 12], calls for deeper theoretical investi-
gation.
In this Letter, we study Ni L3 RIXS and XAS spec-
tra of a representative nickelate LuNiO3 across the tran-
sition from paramagnetic metal (PMM) to paramag-
netic insulator (PMI) at TMI ∼ 600 K characteristic for
the RNiO3 family [21–24]. To this end we use local-
density approximation (LDA) + dynamical mean-field
theory (DMFT) [25–27] augmented with Anderson im-
purity model (AIM) description of the core-level spec-
tra [28–32]. The method provides a computationally fea-
sible description of RIXS, which includes self-consistently
coupled inequivalent Ni ions as well as the electron-hole
continuum of the extended system.
The calculation proceeds in following steps [28–30].
First, the LDA bands for high (Pbnm, 533 K) and low
(P21/n, 673 K) temperature structures [33] are obtained
using Wien2K package [34], and subsequently are pro-
jected onto a dp tight-binding model spanning Ni 3d and
O 2p orbitals [35, 36]. The bare energy of the Ni 3d
states is obtained from the LDA values by subtracting
the so called double-counting correction µdc, which ac-
counts for the dd interaction present in the LDA calcu-
lation. In absence of a unique definition of µdc [26, 37],
we treat it as a parameter [28] adjusted by comparison
to the experimental valence photoemission spectra, see
Fig. 1c and SM [38] for details. The low-temperature
structure contains two inequivalent Ni sites with long
(short) Ni–O bonds, referred as LB (SB) site. The dp
model is augmented with the local interaction within the
Ni 3d shells, with the Coulomb U and Hund’s J pa-
rameters (U, J)=(7.0 eV, 0.8 eV) adopted form previous
LDA+DMFT studies [39, 40]. The DMFT, employing
strong-coupling continuous-time quantum Monte Carlo
(CT-QMC) impurity solver [41–44], is used to obtain the
site-dependent hybridization function VS(iωn) for each
Ni site [7, 25, 38]. Construction of the AIM is concluded
by analytic continuation of VS(ε) to real frequencies [45].
Next, we augment the AIM for each Ni site with the 2p
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FIG. 1. The 1P spectra calculated by LDA+DMFT in (a)
PMI phase and (c) PMM phase with experimental valence
photoemission spectrum (Ref [46]). DMFT hybridization in-
tensities V 2S (ε) in (b) PMI phase and (d) PMM phase. In the
PMI phase, the 1P spectra and V 2S (ε) at the Ni SB site are
multiplied by −1. The µdc-dependence of the 1P spectra can
be found in SM [38].
orbitals and 2p–3d interaction [47]. The RIXS spectrum
is calculated as a sum of site-contribution obtained by
the Kramers-Heisenberg formula [1, 48] for the respective
AIM
FSRIXS(ωout, ωin) =
∑
f,n
∣∣∣∣∣〈f |Te 1ωin + En − Hˆ(S)AIM + iΓTi|n〉
∣∣∣∣∣
2
× e−βEn/Z × δ(ωin + En − ωout − Ef ).
(1)
Here, |n〉 and |f〉 are eigenstates of AIM with energies
En and Ef . Similarly, the XAS sectra are obtained by
summing the site contributions, see SM [38]. In this ap-
proach, the interference between processes on different
sites is neglected.
A configuration-interaction (CI) solver is employed to
compute RIXS intensities in Eq. (1) [28, 29]. We used
30 bath levels per impurity spin and orbital. We checked
that the CI solver reproduces well the reduced density
matrix obtained by the CT-QMC simulation (with the
continuum bath). We refer the reader interested in the
technical details to SM [38].
Figures 1ac show the LDA+DMFT one-particle (1P)
spectral densities in the PMI and PMM phases. The
gross features of the spectra in the two phases are similar
spectra to one another. The Ni 3d peak at −1.0 eV and O
2p peaks at −2.5 eV and −5.0 eV, corresponding to non-
CI CT-QMC
Sector LB SB PMM LB SB PMM
d6 0.3 2.4 0.4 0.4 2.0 1.0
d7 17.9 34.3 23.2 17.6 31.1 25.5
d8 70.9 52.7 65.2 69.5 54.4 60.5
d9 10.7 10.3 11.0 12.2 12.1 12.5
d10 0.2 0.3 0.2 0.3 0.5 0.3
TABLE I. The atomic weights (diagonal elements of the site-
reduced density matrix) integrated in the N = 6 ∼ 10 sectors.
The weights are calculated on the AIM of the LB site and
the SB site, and the PMM phase. The numbers estimated
by the CI solver (descritized bath) and the CT-QMC solver
(continuum bath) are compared. The CI expansion scheme
used in the estimate is summarized in SM [38].
and anti-bonding states, respectively, match well with the
experimental spectra of related nickelate LaNiO3 [46], see
Fig. 1c. The hybridization densities Vγ,S(ε), the ampli-
tude of electron hopping between the Ni 3d orbital γ
and the rest of the system at energy ε [50], are shown
in Figs. 1bd. The top of the valence band (bottom of
the conduction band) is dominated by Ni LB (SB) 3d eg
states in Fig. 1a, although the total Ni d-occupation is al-
most identical on the two sites. The stronger Ni–O bonds
at the SB site pushes the anti-bonding states above EF ,
leading the sizable CD in at low energies, that is com-
pensated by its bonding counterpart at higher energies
(around −8 eV to −4 eV). Somewhat counter-intuitively,
we find larger VS above EF for LB than for SB site, which
follows from the overall low-energy behavior of Veg,LB re-
flecting the 1P spectral density on the SB site and vice
versa. This behavior of the hybridization function is es-
sential for the understanding of XAS and RIXS spectra.
Application of the CI solver to metallic systems raises
questions concerning discretization of the bath in AIM,
reference state of the impurity or the size of the CI basis
(degree of expansion). We discuss these issues in SM.
While the choice of the impurity reference state is cru-
cial to minimize the computational effort (degree of CI
expansion), we have checked that the same impurity dy-
namics (spectra) is obtained for different choices. In the
present study we combine the spectra obtained from sev-
eral impurity reference states (corresponding to different
charge sectors of the discretized AIM). To benchmark
the CI results, we compare the equilibrium local density
matrices (abundances of different Ni valence states) ob-
tained with CI to those from CT-QMC in Table I. The
Ni LB site is dominated by d8 (S = 1) state, expected
in ionic Ni2+. The SB site exhibits pronounced charge
fluctuations between d8 (∼ 54 %) and d7 (∼ 31 %) states.
The ground state of HSBAIM is a spin singlet. This behavior
matches well with the notion of site-selective Mott state
in RNiO3 [7, 11, 15].
Fig. 2 shows the calculated Ni L3-XAS spectra in the
PMI and PMM phases, together with the experimental
data in the PMI phase of LuNiO3 [49]. The experimental
FIG. 2. Ni L3-XAS in LuNiO3 calculated by LDA+DMFT
in (a) PMI phase and. (b) PMM phase. In the PMI phase,
LB (SB) Ni site contribution is shown in blue (red) color.
The experimental Ni L3-XAS data (Ref. [49]) measured in
the PMI phase is shown together. The spectral broadening is
considered using a Lorentzian 400 meV (HWHM). The µdc-
dependence of the XAS spectra can be found in SM [38]. The
inset shows the site contribution calculated with no a hy-
bridization above EF in the XAS final states, see details in
texts. The horizontal dashed line marks the peak position of
the LB XAS spectrum in the panel (a).
data exhibit a double-peak shape, composed of a sharp
peak at low energy ωin (∼ 853.5 eV) and a broader fea-
ture in high ωin (∼ 855 eV). The LDA+DMFT spectra
match the experiment quite well. Note that no by-hand
alignment of LB and SB spectra was applied. The low-
ωin peak originates from a 2p−3d exciton on the LB side.
The broader high-ωin peak originates from the excited d
electron delocalized to the bath orbitals. This process is
dominant on the SB site, but has a sizable contribution
on the LB site as well. The delocalization of the excited
electron from the LB site is facilitated by the large hy-
bridization intensity above EF (Fig. 1b). This is demon-
strated in the inset of Fig. 2 by setting VS(ε > 0) to zero.
There, the broad high-ωin feature in the LB spectra van-
ishes. The small peak, that remains at 856 eV is due to
a core-valence multiplet as observed in typical Ni2+ in-
sulators like NiO [1, 16, 51]. The overlap of the LB and
SB signals limits the site-selectivity of 2p XAS in RNiO3
nickelates.
Figs. 3ab show the calculated Ni L3-RIXS spectra in
the PMI and PMM phases, respectively. The results re-
produce well the experimental observations by Bisogni et
FIG. 3. Ni L3-RIXS in LuNiO3 calculated by LDA+DMFT in
(a) PMI phase and (b) PMM phase. (c) LB and (d) SB Ni site
contribution to the RIXS spectra in the PMI phase. White
lines in panels are Ni L3-XAS spectra calculated in the corre-
sponding phase or Ni site. The µdc-dependence of the RIXS
spectra can be found in SM [38]. The spectral broadening is
considered using a Gaussian 150 meV (HWHM).
al. [12]: the RL feature (ωloss ∼ 1 eV) with a constant
emission energy ωloss coexists with the FL feature show-
ing a constant ωout behavior, i.e., a linear dependence
of ωloss on ωin. In the PMI phase, the FL intensity is
slightly suppressed at ωin between the L3 double-peak
(i.e., at around ωin = 854 eV) compared to the one in
the PMM phase, which is also observed in the experi-
ment [12]. Figs. 3cd show the site-resolved RIXS spec-
tra in the PMI phase. As we mentioned above, the LB
L3-XAS consists of two features marked as A (excitonic
peak) and B (continuum). Their different character is
reflected in the ωin-dependence of the LB RIXS spec-
tra: RL feature (due to inter-atomic dd excitations) res-
onates mainly at A, while the FL feature due to unbound
electron-hole pairs gains intensity with approaching B.
The latter can be understood as the x-ray excited elec-
tron, which leaves the LB site in the intermediate state
of RIXS, giving rise to an unbound electron-hole pair in
FIG. 4. Low-energy Ni L3-RIXS features in LuNiO3 in (a)
PMI phase and (b) PMM phase. Note that the calculated
elastic peak (ωloss=0.0 eV) is removed.
the RIXS final state (Fig. 3c). The propensity of the
excited electron to escape the TM site is encoded in the
hybridization intensity above the Fermi level. The SB
signals in Fig. 3d shows an intense CT excitation ex-
tending to higher ωloss in addition to a less prominent
FL feature, which merges with the CT excitations at
ωloss ∼ 3 eV. The bright and (vertically) broad CT fea-
ture reflects stronger Ni–O hybridization on the SB site.
Since the B-peak signal from the LB site largely overlaps
with the SB signal, Fig. 2, the site-selectivity cannot be
achieved for the corresponding ωin. In RNiO3, only the
d–d excitations at the A-peak can be associated with the
LB site.
Finally, we zoom at very low ωloss to address the be-
havior reported in Ref. 12. Figs. 4ab show the calculated
low-ωloss RIXS spectra in the PMI phase and the PMM
phase, respectively. The photon energies ωin are set to
around the main peak at the LB site. We find a signif-
icant difference, gap closing, between the CD-insulating
and metallic phases, which matches the experimental ob-
servation of Bisogni et al [12]. Thus RIXS can be used to
study reconstruction of low-energy electron-hole contin-
uum due to metal-insulator transitions and LDA+DMFT
provides an accurate description of it.
In conclusion, we have presented a computational
study of XAS and RIXS across the CD/metal-insulator
transition in LuNiO3. Our results show that the two
peaks present in XAS spectra and reflected in RIXS of
the CD insulating phase cannot be uniquely associated
with the LB and SB sites. While the low-energy peak
originates from the LB site, the high-energy peak com-
bines signals from both sites. The comparison of RIXS
spectra in the metallic and insulating phases shows that
subtle changes of the FL feature at low ωloss can be used
to identify the metal-insulator transition as proposed in
Ref. [12].
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