Abstract. A critical disadvantage of primal-dual interior-point methods compared to dual interior-point methods for large scale SDPs (semidefinite programs) has been that the primal positive semidefinite matrix variable becomes fully dense in general even when all data matrices are sparse. Based on some fundamental results about positive semidefinite matrix completion, this article proposes a general method of exploiting the aggregate sparsity pattern over all data matrices to overcome this disadvantage. Our method is used in two ways. One is a conversion of a sparse SDP having a large scale positive semidefinite matrix variable into an SDP having multiple but smaller size positive semidefinite matrix variables to which we can effectively apply any interior-point method for SDPs employing a standard block-diagonal matrix data structure. The other way is an incorporation of our method into primal-dual interior-point methods which we can apply directly to a given SDP. In Part II of this article, we will investigate an implementation of such a primal-dual interior-point method based on positive definite matrix completion, and report some numerical results.
Introduction. Let I R
n denote the n-dimensional Euclidean space, and S n the space of n × n symmetric matrices with the Frobenius inner product X • Y = n i=1 n j=1 X ij Y ij for X, Y ∈ S n . We will use the notation X ∈ S n + and X ∈ S n ++ to designate that X ∈ S n is positive semidefinite and positive definite, respectively. Given In recent years, many interior-point methods have been proposed for SDPs. Among others, primal-dual interior-point methods have been studied intensively and extensively [1, 13, 15, 16, 20, 21, 24, 27, etc.] . They generate a sequence {(X k , Y k , z k ) ∈ S n × S n × I R m } such that X k ∈ S n ++ and Y k ∈ S n ++ . At each iteration, they first compute a search direction (dX, dY , dz) ∈ S n × S n × I R m , and then they choose a step length α k > 0 such that the next iterate defined by
still satisfies X k+1 ∈ S n ++ and Y k+1 ∈ S n ++ . The computation of a search direction (dX, dY , dz) is usually reduced to an m×m square system of linear equations Bdz = s, which is often called the Schur complement equation. Here the coefficient matrix B (hence the search direction (dX, dY , dz)) varies with the individual method. See [15, 21, 27, etc.] for more details on various search directions used in primal-dual interior-point methods. The size m of the matrix B coincides with the number of equality constraints in the primal SDP (1.1), so that m can be as large as n(n + 1)/2 even if the constraint matrices A 1 , A 2 , . . . , A m are assumed to be linearly independent. For a fixed n, as m becomes larger, more CPU time is spent in (a) the computation of the coefficient matrix B, and (b) the computation of the solution dz of Bdz = s. See [5, 23] . Fujisawa-Kojima-Nakata [7] proposed an efficient method for computing the coefficient matrix B when the data matrices A p ∈ S n (p = 1, 2, . . . , m) are sparse. Also, the computation of B can be carried out efficiently, when the data matrices A p ∈ S n (p = 1, 2, . . . , m) are of rank 1 or 2 [2, 12] . In general, the matrix B is fully dense. Therefore, as m becomes larger, it becomes more difficult to apply direct methods such as the Cholesky factorization to the computation of the solution dz of Bdz = s. If m is larger than ten thousand, it is even impossible to store the coefficient matrix in standard workstations. [19, 23] studied the use of iterative methods such as the conjugate gradient method to overcome the storage problem for such large and dense systems of linear equations.
Another difficulty in applying primal-dual interior-point methods to large scale SDPs arises from the fact that (c) the n × n primal positive semidefinite matrix variable X is fully dense in general even when all the data matrices A p ∈ S n (p = 0, 1, . . . , m) are sparse. On the other hand, the dual positive semidefinite matrix variable Y , which is computed by
inherits the sparsity of the data matrices A p ∈ S n (p = 0, 1, . . . , m). This difference has been a critical disadvantage of primal-dual interior-point methods compared to the dual interior-point method [2] which generates a sequence {(Y k , z k )} only in the dual space.
The purpose of the current paper is to resolve the difficulty (c). Let V denote the set {1, 2, . . . , n} of row/column indices of the data matrices A 0 , A 1 , . . . , A m . For every pair of subsets S and T of V , we use the notation X ST for the submatrix of X obtained by deleting all rows i ∈ S and all columns j ∈ T . To outline the basic idea behind our method, we introduce the aggregate sparsity pattern E of the data matrices given by E = {(i, j) ∈ V × V : [A p ] ij = 0 for some p ∈ {0, 1, 2, . . . , m}}. Here [A p ] ij denotes the (i, j)th entry of A p . Geometrically, it is convenient to identify the aggregate sparsity pattern E with the aggregate sparsity pattern matrix A having unspecified nonzero numerical values in E. Since the matrices A 0 , A 1 , . . . , A m are all symmetric, (i, j) ∈ E if and only if (j, i) ∈ E; hence the corresponding matrix A is symmetric. (In section 2, we will represent the aggregate sparsity pattern E in terms of a graph).
Assume that a collection of nonempty subsets C 1 , C 2 , . . . , C ℓ of V satisfies the following two conditions:
C r × C r .
(ii) Any partial symmetric matrix X with entries X ij =X ij ∈ I R ((i, j) ∈ F ) has a positive (semi)definite matrix completion (i.e., given anyX ij ∈ I R ((i, j) ∈ F ), there exists a positive (semi)definite X ∈ S n such that X ij =X ij ∈ I R ((i, j) ∈ F )) if and only if the submatricesX CrCr (r = 1, 2, . . . , ℓ) are all positive (semi)definite. From condition (i), we observe that values of the objective and constraint linear functions A p •X (p = 0, 1, . . . , m) involved in the SDP (1.1) are completely determined by values of entries X ij ((i, j) ∈ F ) and independent of values of entries X ij ((i, j) ∈ F ). In other words, if two X, X ′ ∈ S n satisfy X ij = X ′ ij ((i, j) ∈ F ) then
m).
The remaining entries X ij ((i, j) ∈ F ) only affect whether X is positive (semi)definite. Now we know by condition (ii) whether we can assign some appropriate values to those remaining entries X ij ((i, j) ∈ F ) so that the resulting whole matrix X becomes positive (semi)definite. Therefore the SDP (1.1) is equivalent to 
          
Here S Cr + denotes the set of ♯C r × ♯C r positive semidefinite symmetric matrices with entries specified in C r × C r , and ♯C r the number of elements of C r . Section 2 is devoted to some fundamental results on the positive (semi)definite matrix completion problem. In particular, we present a characterization of the positive (semi)definite matrix completion in terms of chordal graphs based on the paper [11] by Gron, Johnson, Sá and Wolkowicz, and relate it to the perfect elimination ordering for the Cholesky factorization with no fill-in. Based on the former characterization, we describe in section 3 a general method of choosing a collection of subsets C 1 , C 2 , . . . , C ℓ satisfying conditions (i) and (ii) above. The latter perfect elimination ordering leads us to a sparse factorization formula for the maximum-determinant positive definite matrix completion in the latter part of section 2. A variation of this formula, which we will call the sparse clique-factorization formula, plays an essential role in the primaldual interior-point method based on positive definite matrix completion which we describe in section 5.
As an illustrative example, consider the simple case
i.e., the case where each A p has possible nonzero entries only in its nth row, its nth column and its diagonal. Let S r (r = 1, 2, . . . , ℓ) be a partition of {1, 2, . . . , n − 1}, i.e., ℓ r=1 S r = {1, 2, . . . , n − 1} and S r ∩ S s = ∅ (1 ≤ r < s ≤ ℓ). Let C r = S r ∪ {n} (r = 1, 2, . . . , ℓ) and F = ℓ r=1 C r × C r . Then conditions (i) and (ii) hold (we will discuss more general cases in detail in section 3). In this case, we obtain the problem below which is equivalent to the SDP (1.1):
Cr + (r = 1, 2, . . . , ℓ).
Since the entry X nn is involved commonly in all the ℓ positive semidefinite constraints above, we need to introduce additional ℓ−1 variables U rr (r = 1, 2, . . . , ℓ−1) to rewrite the problem above as a standard SDP. Consequently, we obtain an SDP
Thus we have converted the SDP (1.1) having an n × n positive semidefinite matrix variable X into an SDP having ℓ smaller size positive semidefinite matrix variables. We can use several software packages [4, 6, 28, etc.] of primal-dual interior-point methods incorporating a standard block-diagonal matrix data structure to solve this type of SDPs quite efficiently.
The conversion mentioned above considerably reduces the size of the positive semidefinite matrix variables when we take a larger ℓ and smaller size S r (r = 1, 2, . . . , ℓ). Intuitively, it becomes easier to solve the resulting SDP as the size of each positive semidefinite matrix variable X CrCr gets smaller. However, it is also necessary to take into account the increase in the number of equality constraints. For example, if we take ℓ = n − 1 and S r = {r} (r = 1, 2, . . . , n − 1), then the conversion yields n−2 additional equality constraints of the form U rr = X nn (r = 1, 2, . . . , n−2), which, in turn, causes an increase in the CPU time to solve the system of linear equations Bdz = s. Therefore we need to balance two factors, reduction in the sizes of positive semidefinite matrix variables, and increase in the number of equality constraints. We will present more details on the conversion method in section 4. Some numerical examples are presented in section 7 which show how the balance of the two factors is important.
In section 5, we propose a primal-dual interior-point method based on positive definite matrix completion which we can directly apply to the primal-dual pair of SDPs (1.1) and (1.2) without increasing the number of equality constraints. The method generates a sequence {(X k , Y k , z k )} of interior-points of the primal-dual pair of SDPs (1.1) and (1.2), but we perform all matrix computations in X k , Y k and their inverses essentially in partial matrices with entries specified in F by fully utilizing the sparse clique-factorization formula for the maximum-determinant positive definite matrix completion given in section 2.2. This method is more promising than the conversion method given in section 4. A practical implementation of this method and its numerical experiments will be the main subjects of Part II [22] of this article. Section 6 discusses linear transformations in the primal and the dual spaces which enhance the aggregate sparsity pattern of data matrices of SDPs. In particular, we will show that an appropriate congruence transformation in the primal space makes it possible for us to apply our methods given in sections 4 and 5 to SDP relaxations of the graph equi-partition problem and the maximum clique problem.
The reader can read sections 4, 5, and 6 independently. Finally, section 7 is devoted to some numerical examples on the conversion method given in section 4.
2. Theoretical background on positive semidefinite matrix completion. In this section, we review some fundamental results about the positive semidefinite matrix completion problem.
2.1. Chordal graph. Some graph-theoretic concepts needed in the subsequent discussion are introduced here. Particular emphasis is laid on chordal graphs.
We denote by G(V, E) an undirected graph with the vertex set V and the edge set E ⊆ V × V , where (u, v) ∈ V × V is identified with (v, u) ∈ V × V . It is assumed throughout this paper that a graph has no loops, that is, (v, v) ∈ E for any v ∈ V . Two vertices u, v ∈ V are said to be adjacent if (u, v) ∈ E. The set of the vertices adjacent to v ∈ V is denoted by Adj(v) = {u ∈ V : (u, v) ∈ E}.
A graph is called complete if every pair of vertices are adjacent. For a subset V ′ of the vertex set V of a graph G(V, E), the induced subgraph on V ′ is a graph G(V ′ , E ′ ) with the vertex set V ′ and the edge set
. A clique of a graph is an induced subgraph which is complete, and a clique is maximal if its vertices do not constitute a proper subset of another clique. In our succeeding discussions, we often call C ⊆ V a clique of G(V, E) whenever it induces a clique of G(V, E). A vertex is called simplicial if its adjacent vertices induce a clique.
A graph G(V, E) is said to be chordal if every cycle of length ≥ 4 has a chord (an edge joining two nonconsecutive vertices of the cycle). Chordal graphs have been studied extensively in many different contexts. See [3, 10, 18] for the background materials as well as the proofs of the statements given below.
The most fundamental property of a chordal graph is that it has a simplicial vertex, say v 1 . Then the subgraph induced on V \ {v 1 } is again chordal, and therefore it has a simplicial vertex, say v 2 . By repeating this, we can construct an ordering of the vertices, (v 1 , v 2 , . . . , v n ) (where n = |V |) such that Adj(v i ) ∩ {v i+1 , v i+2 , . . . , v n } induces a clique for each i = 1, 2, . . . , n − 1. Such an ordering of the vertices is called a perfect elimination ordering. The existence of a perfect elimination ordering characterizes chordality, as follows.
Theorem 2.1 (Fulkerson and Gross [8] ). A graph is chordal if and only if it has a perfect elimination ordering.
It is known that a perfect elimination ordering of a chordal graph can be found efficiently, in linear time in the number of vertices and edges of the graph [26] .
Maximal cliques of a chordal graph can be enumerated easily with reference to a perfect elimination ordering (v 1 , v 2 , . . . , v n ). A maximal clique containing v 1 is unique, which is given by {v 1 } ∪ Adj(v 1 ), and a maximal clique not containing v 1 is a maximal clique of the subgraph induced on {v 2 , v 3 , . . . , v n }. Then it follows that the family {C r ⊆ V : r = 1, 2, . . . , ℓ} of (the vertex sets of) the maximal cliques is given as the maximal members of {v i } ∪ (Adj(v i ) ∩ {v i+1 , v i+2 , . . . , v n }) for i = 1, 2, . . . , n. More specifically, we have
for i = min{j : v j ∈ C r }. This shows, in particular, that the number ℓ of maximal cliques is bounded by n.
It is known that the maximal cliques can be indexed in such a way that for each r = 1, 2, . . . , ℓ − 1 it holds that ∃s ≥ r + 1 :
The property (2.1) is called the running intersection property. An ordering of the maximal cliques satisfying the running intersection property (2.1) induces a perfect elimination ordering of the vertices. Note first that
is nonempty and all the vertices in S 1 are simplicial. This means that we can start a perfect elimination ordering by numbering the vertices in S 1 with 1, 2, · · · , |S 1 |. For each r = 1, 2, . . . , ℓ in general we number the vertices in S r = C r \(C r+1 ∪ · · · ∪ C ℓ ) with
We can thus obtain a perfect elimination ordering of the vertices, in which the vertices in S r are given consecutive numbers for each r. Throughout this paper, we assume that (v 1 , v 2 , . . . , v n ) is a perfect elimination ordering induced in this way from an ordering of the maximal cliques satisfying the running intersection property (2.1).
The structure of the family of maximal cliques can be represented most conveniently in terms of a tree, called clique tree, of which the vertices are maximal cliques. In particular, the ordering of the maximal cliques with the running intersection property (2.1) can be represented by an orientation (of the edges) of the clique tree to a rooted tree. The use of clique trees will be discussed in Part II of this article where the implementation issues are treated.
In numerical linear algebra, chordal graphs have been studied in relation to the Gaussian elimination (Cholesky factorization) of sparse positive definite matrices. Given a positive definite matrix X, we consider a graph G(V, E) that represents the sparsity pattern of the matrix X. Namely, V is the set of row/column indices and E = {(i, j) : X ij = 0, i = j}. Let X = LL T be the Cholesky factorization, where L is a lower-triangular matrix. The sparsity pattern of L can be represented similarly by a graph
Under the generic assumption that no numerical cancellations occur in the elimination process, the sparsity pattern of L is determined by that of the matrix X, and accordingly the graph G(V, F ) is determined by the graph G(V, E) and the ordering of the vertices. In particular, we have F ⊇ E, where the added edges (belonging to F \ E) correspond to the fill-in. Moreover, the graph G(V, F ) is a chordal graph by Theorem 2.1. Given a graph G(V, E) in general (not necessarily chordal), we say that a graph G(V, F ) is a chordal extension of G(V, E) if G(V, F ) is chordal and F ⊇ E. Example 2.2. The chordal extension is illustrated here. Let X be a 7×7 positive definite symmetric matrix with the nonzero pattern given by , where e denotes nonzero entries. The associated graph G(V, E) is depicted in Figure 2.1(a) , where V = {1, 2, . . . , 7}. The Cholesky factorization of X yields fill-in at (i, j) = (5, 7), (3, 4) , (4, 6) , (6, 7) , and the chordal extension G(V, F ) is shown in Figure 2 .1(b). The matrix pattern for G(V, F ) is
e e e e e e e e e f e e f e f e e e e f e e f e e f e e f f e
where f denotes fill-in. The natural ordering (1, 2, . . . , 6, 7) is a perfect elimination ordering of the chordal graph G(V, F ), whereas (7, 6, . . . , 2, 1) is not. The perfect elimination ordering is not unique; for instance, (3, 2, 4, 6, 7, 1, 5) is another perfect elimination ordering. The chordal graph G(V, F ) has four maximal cliques,
Note that the running intersection property (2.1) holds with respect to this ordering of the maximal cliques. The fill-in in the Cholesky factorization, and hence the resulting chordal extension G(V, F ), depend on the ordering of the row/column indices. It is a major issue in sparse matrix computation to find a permutation matrix P (representing an ordering) such that P XP T yields as little fill-in as possible. Using the graph terminology this amounts to finding a sparse chordal extension of a given graph, since any minimal chordal extension G(V, F ) of G(V, E) can be obtained through the Cholesky factorization process for some ordering. The problem of finding a permutation matrix P that results in the minimum number of fill-in, or equivalently, the problem of finding a chordal extension with the minimum number of edges, is known to be NP-complete. Several heuristic algorithms such as the minimum-degree ordering and the nested dissection have been proposed for this problem [9] . In the most favorable case where the given graph G(V, E) is chordal, the perfect elimination ordering yields the Cholesky factorization with no fill-in.
Positive semidefinite matrix completion.
A partial symmetric matrix means a symmetric matrix in which only part of the entries are specified. More precisely, an n × n partial symmetric matrixX is given as a collection of real numbers (X ij =X ji : (i, j) ∈ F ) for some F ⊆ V × V such that (i, j) ∈ F if and only if (j, i) ∈ F , where V = {1, 2, . . . , n}. A completion of a partial symmetric matrixX means a symmetric matrix X (of the same size) such that X ij =X ij for (i, j) ∈ F . The positive (semi)definite matrix completion problem is to find a positive (semi)definite matrix which is a completion of a given partial symmetric matrix. See [14, 17] for surveys on matrix completion problems.
In considering this problem we may assume without loss of generality that the diagonal entries are all specified, i.e.,
since unspecified diagonal entries, if any, may be given sufficiently large values to realize positive (semi)definiteness. We adopt the convention (2.2) throughout this section.
We use the following notation:
• S n (F, ?): the set of n × n partial symmetric matrices with entries specified in F , • S n + (F, ?): the set of n × n partial symmetric matrices with specified entries in F which can be completed to positive semidefinite symmetric matrices; i.e., S
): the set of n × n partial symmetric matrices with specified entries in F which can be completed to positive definite symmetric matrices; i.e., S n ++ (F, ?) = {X ∈ S n (F, ?) :
n (F, 0): the set of n × n symmetric matrices with vanishing entries outside
: the set of n × n positive semidefinite symmetric matrices with vanishing entries outside F ; i.e., S
: the set of n×n positive definite symmetric matrices with vanishing entries outside F ; i.e., S
++ : the sets of ♯C × ♯C symmetric matrices, positive semidefinite symmetric matrices, positive definite symmetric matrices, respectively, with rows and columns indexed by C ⊆ V , where ♯C means the number of elements of C. For E, F ⊆ V × V in general, we define
Then, the structure F of a partial symmetric matrix can be represented by a graph
is associated with the class of partial symmetric matrices S n (E • , ?). Suppose we are given a partial symmetric matrixX ∈ S n (F, ?), and let G(V, E) be the associated graph, where E = F
• . Denote by {C r ⊆ V : r = 1, 2, . . . , ℓ} the family of all maximal cliques of G(V, E). An obvious necessary condition forX to have a positive semidefinite matrix completion is that eachX CrCr is positive semidefinite, i.e.,X
where it is noted that all the entries of the submatrixX CrCr are specified. Similarly, an obvious necessary condition forX to have a positive definite matrix completion is that eachX CrCr is positive definite, i.e.,
We refer to (2.5) and (2.6) as the clique-PSD condition and the clique-PD condition, respectively.
The following two theorems are most fundamental concerning the positive (semi)definite matrix completion problem.
Theorem 2.3 (Gron, Johnson, Sá and Wolkowicz [11, Theorem 7] ). Let G(V, E) be a graph.
(i) Any partial symmetric matrixX ∈ S n (E • , ?) satisfying the clique-PSD condition (2.5) can be completed to a positive semidefinite symmetric matrix X if and only if G(V, E) is chordal.
(ii) Any partial symmetric matrixX ∈ S n (E • , ?) satisfying the clique-PD condition (2.6) can be completed to a positive definite symmetric matrix X if and only if
Theorem 2.4 (Gron, Johnson, Sá and Wolkowicz [11, Theorem 2] ). Suppose that a partial symmetric matrixX ∈ S n (F, ?) has a positive definite matrix completion.
Then there exists a unique positive definite matrix completion X =X that maximizes the determinant, i.e., such that det(X) = max{det(X) : X is a positive definite matrix completion ofX}.
Moreover, suchX is characterized by the condition:
We refer to the completionX in Theorem 2.4 as the maximum-determinant positive definite matrix completion ofX.
The sufficiency part in Theorem 2.3 can be restated in the following form convenient for our subsequent use.
Theorem 2.5. Let G(V, E) be a chordal graph.
(i) A partial symmetric matrixX ∈ S n (E • , ?) can be completed to a positive semidefinite symmetric matrix X if and only if it satisfies the clique-PSD condition (2.5).
(ii) A partial symmetric matrixX ∈ S n (E • , ?) can be completed to a positive definite symmetric matrix X if and only if it satisfies the clique-PD condition (2.6) .
In what follows we shall give a concrete expression of the maximum-determinant positive definite matrix completion in case (ii) above. This expression forms the basis of our computational scheme for sparse semidefinite programs, to be described in section 5. Also it serves as a constructive proof of the "if" part in (ii), while the "only if" part is obvious.
We start with a fundamental lemma showing an elementary construction of the maximum-determinant positive definite matrix completion.
Lemma 2.6. Let S and T be disjoint nonempty subsets of V andX be a partial symmetric matrix with the entries in (S × T ) ∪ (T × S) unspecified, i.e.,X ∈ S n (F, ?)
ThenX admits a positive definite matrix completion if and only if the two submatrices
are both positive definite, where U = V \ (S ∪ T ). If this is the case, the matrixX defined byX
has the following properties:
unique maximizer of the determinant among all positive definite matrix completions ofX. Here we adopt the convention:X SUX −1
Proof. The necessity of the positive definiteness of the two submatrices in (2.7) is obvious. For the sufficiency, we note 
by the positive definiteness of the first matrix in (2.7). Hence (i) follows. Let D denote the matrix on the right-hand side of (2.9). Then (ii) can be shown as
Finally, (iii) follows from (ii) by Theorem 2.4. A recursive application of Lemma 2.6 in accordance with the perfect elimination ordering yields an explicit construction of the positive definite matrix completion in Theorem 2.5(ii). For simplicity of notation, let us assume that (1, 2, . . . , n) is a perfect elimination ordering of the chordal graph G(V, E). Suppose (recursively) that the (n − 1) × (n − 1) submatrix corresponding to {2, 3, . . . , n} has been completed to a positive definite matrix. Then we can apply Lemma 2.6 with S = {1}, T = {i : i > 1} \ Adj(1) and U = Adj (1) , to obtain a positive definite matrix completion of the whole matrix. Note that the first matrix in (2.7) is positive definite by the assumed clique-PD condition (2.6), and the second by the recursive assumption. LetX be the completion obtained by the recursive application of this procedure.
We shall show in Lemma 2.7 below that the matrixX constructed above is indeed the maximum-determinant positive definite matrix completion ofX, and moreover, that it admits a factorization
with "sparse" triangular matrices L k (k = 1, 2, . . . , n − 1) and a positive definite diagonal matrix D, where P = I under our tentative assumption that (1, 2, . . . , n) is a perfect elimination ordering. We define
It follows from the repeated use of (2.9) that L k is a lower triangular matrix
. . , n) and other possible nonzero entries at {(i, k) : i ∈ U k } in the kth column; to be specific,
for k = 1, 2, . . . , n − 1. Expressions of the diagonal entries of D are also known from (2.9) as
We have D kk > 0 for k = 1, 2, . . . , n by the clique-PD condition (2.6). Henceforth we refer to (2.10) as the sparse factorization formula.
It is mentioned that the sparse factorization formula (2.10) ofX depends on the perfect elimination ordering, represented by P , used in the construction, whereasX itself is independent of it because of the uniqueness of the maximum-determinant positive definite matrix completion. Note also that the factorization (2.10) is equivalent to
which is the product form of the (LDL T ) Cholesky factorization of PX −1 P T .
Lemma 2.7. Let G(V, E) be a chordal graph, andX ∈ S n (E • , ?) be a partial symmetric matrix satisfying the clique-PD condition (2.6). Let P be a permutation matrix representing a perfect elimination ordering of G(V, E) in such a way that (1, 2, . . . , n) is a perfect elimination ordering for PXP T . Then the maximum-determinant positive definite matrix completionX ofX can be expressed in terms of the sparse factorization formula (2.10), where L k is a lower triangular matrix given by (2.12) and (2.13) and D is a positive definite diagonal matrix given by (2.14).
Proof. The positive definiteness ofX follows from the factorization formula (2.10) together with the positive definiteness of D. For the maximum-determinant property it suffices, by Theorem 2.4, to show that [
n−1 , which is a lower triangular matrix with unit diagonal entries. The kth column of M coincides, except for the diagonal entry, with the negative of the kth column of L k . Therefore, M has nonzero off-diagonal entries only at (i, j) ∈ E. Suppose that [X −1 ] ij = 0 and assume P = I in (2.15). Then
• because (1, 2, . . . , n) is a perfect elimination ordering. Remark 2.8. Here is a minor remark on the computations of (2.13) and (2.14). For each k, the subset {k}∪U k induces a clique in G(V, E), and the maximal members of such cliques are exactly the maximal cliques of G(V, E), which are denoted as {C r ⊆ V : r = 1, 2, . . . , ℓ}. Moreover, for each r, those subsets U k which are contained in C r form a nested family; define K r = {k : U k ⊆ C r }. Hence the Cholesky factorizations ofX U k U k for all k ∈ K r needed in the computations in (2.13) and (2.14) are embedded in the Cholesky factorization ofX CrCr with an appropriate ordering.
The sparse factorization formula (2.10) can be made conceptually more transparent and practically more efficient if it is constructed with reference to an ordering of maximal cliques rather than to a perfect elimination ordering of vertices. Let (C 1 , C 2 , . . . , C ℓ ) be an ordering of maximal cliques that enjoys the running intersection property (2.1). A similar argument based on Lemma 2.6 yields a variant of the sparse factorization formula of the form
where L r (r = 1, 2, . . . , ℓ − 1) are "sparse" triangular matrices and D is a positive definite block-diagonal matrix consisting of ℓ diagonal blocks. We will call (2.16) the sparse clique-factorization formula. The concrete expressions of L r (r = 1, 2, . . . , ℓ − 1) and D can be obtained as straightforward extensions of (2.12) ∼ (2.14). Namely, define
Then the factors in (2.16) are given by
for r = 1, 2, . . . , ℓ − 1, and
It should be remarked that we can compute all nonzero submatricesX −1 Ur UrX Ur Sr and D SrSr above in parallel although we need an induction argument to derive the sparse clique-factorization formula (2.16).
3. Chordal extension of aggregate sparsity pattern. In this section, we apply the discussions given in the previous section to the standard equality form SDP (1.1). Let E denote the aggregate sparsity pattern of the data matrices A 0 , A 1 , A 2 , . . . , A m given in (1.4) . We first choose a chordal extension G(V, F
• ) of the graph G(V, E • ). Let {C r ⊆ V : r = 1, 2, . . . , ℓ} be the family of maximal cliques of the graph G(V, F
• ), where F ⊇ E. Then (i) the values of the objective and constraint linear functions A p • X (p = 0, 1, . . . , m) of the SDP (1.1) are determined by X ij ((i, j) ∈ F ) regardless of X ij ((i, j) ∈ F ), and (ii) any X ∈ S n (F, ?) has a positive semidefinite (or positive definite, respectively) matrix completion if and only if the submatrices X CrCr (r = 1, 2, . . . , ℓ) are positive semidefinite (or positive definite, respectively) -the clique-PSD condition (2.5) (or the clique-PD condition (2.6), respectively). Therefore we can replace the constraint and the objective function A 0 • X of the SDP (1.1) by the constraint Conversely, any partial symmetric matrix X ′ ∈ S n (F, ?) satisfying (3.1) has a positive semidefinite matrix completion X ∈ S n that satisfies the constraint of (1.1) and has the same objective value as X ′ ∈ S n + (F, ?). We will propose two methods with the use of (3.1) for solving the SDP (1.1). The first one is a conversion of the SDP (1.1) having a single matrix variable X ∈ S n + into an SDP having ℓ matrix variables in S Cr + (r = 1, 2, . . . , ℓ) in section 4. The other is a primal-dual interior-point method based on positive definite matrix completion in section 5. Roughly speaking, matrix operations such as finding the Cholesky factorization of X, the minimum eigenvalue of X, and matrix-matrix multiplications, are replaced by the corresponding matrix operations on smaller matrices in S Cr (r = 1, 2, . . . , ℓ) in both methods. There are also overheads depending on the maximal cliques C r (r = 1, 2, . . . , ℓ). In particular, the number of additional equality constraints required in the former method is determined by the intersections of two distinct maximal cliques C r and C s (r < s), while the amount of arithmetic operations to compute the search direction in the latter method depends not only on the maximal cliques C r (r = 1, 2, . . . , ℓ), but also on the number m of equality constraints and the sparsity pattern of data matrices A p (p = 0, 1, 2, . . . , m). The effectiveness of both methods relies entirely on a suitable choice of a chordal extension G(V, F
• ) of the graph G(V, E
• ). (Through simple numerical examples in section 7, we will see how crucial a better choice of a chordal extension is to the conversion method.) It seems quite difficult, however, to determine (or even define) an "optimal" chordal extension that would minimize the amount of computational work in each method, because various consequences of the use of (3.1), including those mentioned above, are too complicated to be evaluated accurately. In addition, even if we could set up an appropriate objective function to be minimized over the chordal extensions of the graph G(V, E
• ), such a minimization problem would be a very difficult combinatorial optimization problem.
As we have seen in the previous section, the chordal extension is closely related to the Cholesky factorization. Specifically, the chordal extension that minimizes the total number of edges in G(V, F
• ) is obtained via the Cholesky factorization of the aggregate sparsity pattern matrix A with the minimum fill-in. Therefore it seems reasonable (or at least attractive) in practice to employ various existing heuristic methods, such as the minimum degree ordering for less fill-in, the (nested) dissection ordering for less fill-in and the reverse Cuthill-McKee ordering for reducing bandwidth, developed for the Cholesky factorization [9] . We briefly illustrate below how we construct a chordal extension G(V, F
• ) of the graph G(V, E • ) using some of those existing methods. Suppose that we have reordered the row/column indices symmetrically by applying a dissection ordering so that the resulting aggregate sparsity pattern matrix A has the following bordered block-diagonal form:
Obviously E ⊆ F . We also see that G(V, F
• ) is a chordal extension of G(V, E • ) and that {C r ⊆ V : r = 1, 2, . . . , ℓ} forms the family of maximal cliques of G(V, F
• ). Furthermore, (1, 2, . . . , n) is a perfect elimination ordering, and the running intersection property (2.1) holds for any s ≥ r + 1.
Another chordal extension can be obtained through the reordering of row/column indices by the reverse Cuthill-McKee ordering that yields the aggregate sparsity pattern matrix A having a small bandwidth;
where β is a small positive integer. In this case, we can take a collection of subsets C 1 , C 2 , . . . , C ℓ and F ⊇ E such that C r = {i ∈ V : (r − 1)κ < i ≤ β + rκ} (r = 1, 2, . . . , ℓ) and
where κ denotes a positive integer and ℓ the smallest positive integer satisfying β+ℓκ ≥ n. Then G(V, F
• ) is a chordal extension of G(V, E • ) and {C r ⊆ V : r = 1, 2, . . . , ℓ} forms the family of maximal cliques of G(V, F
• ). In this case, (1, 2, . . . , n) is a perfect elimination ordering, and the running intersection property (2.1) holds for s = r + 1.
It is not difficult to extend the discussions above to more sophisticated cases where the aggregate sparsity pattern matrix A forms a nested bordered block-diagonal matrix or a bordered band matrix. In our succeeding paper [22] , we will discuss more details about how we choose a chordal extension of G(V, E
• ) in general. In the remainder of the paper, we assume that
• an appropriate chordal extension G(V, F • ) of G(V, E • ) and the family {C r ⊆ V : r = 1, 2, . . . , ℓ} of maximal cliques of G(V, F
• ) are available to us, and • (v 1 , v 2 , . . . , v n ) is a perfect elimination ordering induced from an ordering of the maximal cliques satisfying the running intersection property (2.1). Hence, in view of the discussions in the previous section, we can factorize the maximumdeterminant positive definite matrix completionX of eachX ∈ S n (F ; ?) as in the sparse factorization formula (2.10) (and also as in the sparse clique-factorization formula (2.16)), and any Y ∈ S n ++ (F ; 0) is factorized as Y = RR T for some n × n lower triangular matrix R without any fill-in. We also know that the number ℓ of maximal cliques of G(V, F
• ) does not exceed n. Remark 3.1. We also assume in the remainder of the paper that (i, i) ∈ E (i = 1, 2, . . . , n). Assume, to the contrary, that some (i, i) ∈ E, for example,
n).
Then we can rewrite the SDP (1.1) as
and U = {k +1, k +2, . . . , n}. In the transformed problem above, none of X ij ∈ I R (i = 1, 2, . . . , k, i < j ≤ n) are involved in the positive semidefinite constraint X ′ ∈ S U + , and therefore they are free variables. We can easily adapt the methods described in sections 4 and 5 for the SDP (1.1) satisfying the assumption (i, i) ∈ E (i = 1, 2, . . . , n) to the transformed problem.
4. Conversion to an SDP having multiple but smaller size positive semidefinite matrix variables. In the previous section, we have shown that the SDP (1.1) is equivalent to the problem of minimizing the objective function (i,j)∈F [A 0 ] ij X ij over the constraint (3.1). This problem involves less variables and smaller size positive semidefinite constraints than the original SDP (1.1). This feature certainly makes the conversion attractive in practice because such a problem is expected to be solved easier. It should be noted, however, that two distinct positive semidefinite constraints X Cr Cr ∈ S Cr + and X CsCs ∈ S Cs + in (3.1) share variables X ij ((i, j) ∈ (C r ∩ C s ) × (C r ∩ C s )) whenever C r ∩ C s = ∅. Hence the problem is not a standard SDP. In this section, we show how to convert the problem to a standard SDP to which we can apply interior-point methods, and discuss some advantages and disadvantages of the resulting SDP.
For every r = 1, 2, . . . , ℓ, let
By definition, E 1 = ∅, and if (i, j) ∈ E r then the positive semidefinite constraint X CrCr ∈ S Cr + shares variables X ij ((i, j) ∈ E r ) with the positive semidefinite constraint X CsCs ∈ S Cs + for some s < r. To make such a pair of dependent positive semidefinite constraints independent, we introduce auxiliary variables U r ij ((i, j) ∈ E r , r = 2, 3, . . . , ℓ), and we rewrite the constraint (3.1) as
Then we may regard the minimization of the objective function (i,j)∈F [A 0 ] ij X ij over the constraint (4.1) as a standard SDP. In fact, if we further introduce a blockdiagonal symmetric matrix variable of the form
and if we appropriately rearrange all the coefficients of the linear equality constraints in (4.1) and the objective function (i,j)∈F [A 0 ] ij X ij to reconstruct data matrices with the same block-diagonal structure as X ′ , we obtain an standard equality form SDP.
There are two major advantages of this conversion. First, when the sizes of all positive semidefinite matrix variables in (4.1) are small, their Cholesky factorizations, computation of their minimum eigenvalues, and matrix multiplications require less CPU time than those of the original positive semidefinite matrix variable X in (1.1). Second, once we have converted the SDP (1.1) into the SDP with the block-diagonal positive semidefinite matrix variable X ′ , we can apply effectively any interior-point method incorporating a block-diagonal matrix data structure ( [4, 6, 28, etc.] ) for SDPs.
We should note, however, that the conversion above from the SDP (1.1) to the SDP with the block-diagonal symmetric matrix variable X ′ increases the number of equality constraints from m to the number
When we apply interior-point methods to a standard form SDP having m equality constraints, we solve a system of linear equations with a fully dense m × m coefficient matrix B to generate a search direction at each iteration. This requires O(m 3 ) arithmetic operations. So the increase in the number of equality constraints in the converted problem may worsen the total computational efficiency. Therefore the reduction in the sizes of positive semidefinite matrix variables should be properly balanced with the increase in the number of equality constraints in (4.1) when we choose a chordal extension G(V, F
• ) of G(V, E • ). In section 7, we will show by simple numerical examples how this balance is crucial. .1) is an increase in the number of equality constraints. In this section, we propose a primal-dual interiorpoint method based on positive semidefinite matrix completion which exploits the mechanism of positive definite completion to compute the search directions and step lengths, and does not add any equality constraints in the original SDP formulation. Various search directions [1, 13, 15, 16, 20, 21, 24, 27] have been proposed so far for primal-dual interior-point methods. Among others, we restrict ourselves to the HRVW/KSH/M search direction [13, 16, 20] , although we can adapt some of the discussions below to some other search directions.
There are two places below where we effectively utilize the equivalence between the constraint on the symmetric matrix variable X ∈ S n of the original problem (1.1) and the constraint (3.1) on the partial symmetric matrix X ∈ S n (F, ?) with entries specified in F . One is the computation of a search direction, and the other is the computation of a step length. Recall that E denotes the aggregate sparsity pattern of the data matrices A 0 , A 1 , · · · , A m , and that G(V, F
• ) denotes a chordal extension of G(V, E
• ). Let (X,Ȳ ,z) be a point obtained at the kth iteration of a primal-dual interiorpoint method using the HRVW/KSH/M search direction (k ≥ 1) or given initially (k = 0). We assume thatX ∈ S n ++ (F, ?) andȲ ∈ S n ++ (E, 0). Here the feasibility of the point (X,Ȳ ,z) is not assumed;X and (Ȳ ,z) need not satisfy the equality constraints of the SDPs (1.1) and (1.2), respectively.
In order to compute the HRVW/KSH/M search direction, we use the whole matrix values for bothX ∈ S n ++ (F, ?) andȲ ∈ S n ++ (E, 0), so that we need to make a positive definite matrix completion ofX ∈ S n ++ (F, ?). LetX ∈ S n ++ be the maximumdeterminant positive definite matrix completion ofX ∈ S n ++ (F, ?). See section 2.2. Then we compute the HRVW/KSH/M search direction (dX, dY , dz) by solving the system of linear equations
n (E, 0) (the dual residual), K = µI −XȲ (an n × n constant matrix), and dX denotes an n × n auxiliary matrix variable. The search direction parameter µ is usually chosen to be βX •Ȳ /n for some β ∈ [0, 1]. We can reduce the system of linear equations (5.1) to
where
m).
Note that B is a positive definite symmetric matrix. Now recall that the maximum-determinant positive definite matrix completion X ofX ∈ S n ++ (F, ?) is expressed in terms of the sparse clique-factorization formula (2.16). Since we have assumed that (1, 2, . . . , n) is a perfect elimination ordering of the chordal graph G(V, F
• ) as in section 2.1, we can take the identity I for the permutation matrix P in (2.16). Hence the sparse clique-factorization formula (2.16) turns out to beX
where L r (r = 1, 2, . . . , ℓ − 1) and D are given by (2.17), (2.18) and (2.19). AlsoȲ ∈ S n ++ (E, 0) is factorized asȲ = N N T without any fill-in except for entries in F \E, where N is a lower triangular matrix. We can effectively utilize these factorizations ofX andȲ for the computation of the search direction (dX, dY , dz). In particular, the coefficients B pq (p = 1, 2, . . . , m, q = 1, 2, . . . , m) in the system (5.2) of linear equations are computed by
If we utilize those factorizations also for the computation of s p (p = 1, 2, . . . , m) and dX, we do not need even to store the whole dense matrixX in the memory but only its sparse clique-factorizations in terms of L 1 , L 2 , . . . , L ℓ−1 and D. As we will see below in the computation of a step length and a next iterate, we need the partial symmetric matrix with entries [dX] ij specified in F , but not the whole search direction matrix dX ∈ S n in the primal space (hence the partial symmetric matrix with entries [ dX] ij specified in F but not the whole matrix dX). Hence it is possible to carry out all the matrix computation above using only partial matrices with entries specified in F . Therefore we can expect to save both CPU time and memory in our computation of the search direction. To clarify the distinction between the whole primal search direction matrix dX ∈ S n and the corresponding partial symmetric matrix with entries specified in F in the discussions below, we use the notation dX for the former whole matrix in S n and dX for the latter partial symmetric matrix in S n (F ; ?). Now, suppose that we have computed the HRVW/KSH/M search direction (dX, dY , dz) ∈ S n × S n (E, 0) × I R m . We describe how to compute a step length α > 0 and the next iterate (
Usually we compute the maximumα of α's satisfyinĝ
and Y ′ ∈ S n ++ (E, 0). The computation ofα is necessary to know how long we can take the step length along the search direction (dX, dY , dz). The computation ofα is usually carried out by calculating the minimum eigenvalues of the matriceŝ
whereX =MM T andȲ = N N T denote the factorizations ofX andȲ , respectively.
Instead of (5.4), we propose to emploȳ
Recall that {C r ⊆ V : r = 1, 2, . . . , ℓ} denotes the family of maximal cliques of G(V, F
• ) and ℓ ≤ n. Letᾱ be the maximum of α's satisfying (5.5), and let
for some γ ∈ (0, 1). By Theorem 2.3, X ′ ∈ S n (F, ?) has a positive definite matrix completion, so that the point ( 
. , ℓ).
We mention some important effects of the maximum-determinant positive definite matrix completionX ∈ S n ++ ofX ∈ S n ++ (F, ?) on the theoretical and practical convergence of the primal-dual interior-point method with the modification above. We first observe that X •Ȳ =X •Ȳ and det X ≤ detX for any positive definite matrix completion X ∈ S n ++ ofX ∈ S n ++ (F, ?). This implies thatX ∈ S n ++ minimizes the value of the primal-dual potential function ρ log X •Ȳ − log det(XȲ ) over all positive definite matrix completions X ∈ S n ++ ofX ∈ S n ++ (F, ?), where ρ is a positive number. If we combine this fact with the primal-dual interior-point potential reduction method given in the paper [16] for SDPs, it is easy to design a polynomialtime primal-dual interior-point potential reduction method based on positive definite matrix completion for SDPs.
We also see thatX optimizes (maximizes) a centrality measure
over all positive definite matrix completions X ∈ S n ++ ofX ∈ S ++ (F, ?). Thus the maximum-determinant positive definite matrix completion is expected to work positively in both theoretical and practical convergence. It is not necessarily true, however, thatX ∈ S n ++ optimizes (minimizes) the standard centrality measure X 1/2Ȳ X 1/2 − X •Ȳ /n over all positive definite matrix completions X ∈ S n ++ ofX ∈ S ++ (F, ?). Here · denotes the Frobenius norm of a matrix. Another positive effect of our modification is that the maximumᾱ of α's satisfying (5.5) is larger than or equal to the maximumα of α's satisfying (5.4). So we are able to choose a larger step length if we use (5.5) instead of (5.4).
6. Linear transformation in the primal and dual spaces. When we are given an SDP to be solved, we may be able to transform it to a sparser SDP to which we apply more effectively the conversion method in section 4 and/or the primaldual interior-point method based on positive definite matrix completion in section 5. As we will see in the later part of this section, certain semidefinite programming relaxations of some combinatorial optimization problems including the graph equipartition problem and the maximum clique problem are such cases.
We introduce a general framework for transformation of a given SDP which induces an equivalence class of SDPs. Let P be an arbitrary n × n nonsingular matrix. Performing the congruence transformation X = P X ′ P T from X to X ′ in the primal space, we obtain an SDP P(A p , b) and its dual D(A p , b), where
Let D be an m × m arbitrary nonsingular matrix, and ζ an arbitrary vector in I R m . Performing the affine transformation
If we perform the primal transformation and the dual transformation simultaneously, we obtain another primal-dual pair of SDPs P(A pd , b pd ) and D(A pd , b pd ), where
By construction, all the primal-dual pairs, P(A, b) and
pd ) are equivalent to each other. The important issue here is how we choose P , D and ζ
• to improve the aggregate sparsity pattern of the data matrices, and also,
• to reduce the total number of nonzeros in the data matrices, which affects the computation of the coefficient matrix B of the linear equation in (5.2) to determine a search direction. See also [7] . It should be noted that any transformation using an m× m nonsingular matrix D and an m-dimensional vector ζ in the dual space never changes the aggregate sparsity pattern of the data matrices, but it may be useful to decrease the total number of nonzeros in the data matrices specially when some data matrices are 0-1 or integral (see also (D) of section 8 for further discussion on this transformation). We will show below two cases in which an appropriate congruence transformation P in the primal space improves the aggregate sparsity pattern of data matrices.
First consider a structured SDP with data matrices having the following sparsity pattern
Here * denotes a (possibly) nonzero matrix. In this case, the aggregate sparsity pattern matrix turns out to be a bordered block-diagonal matrix
Since each of the first three nonzero blocks in the diagonal is due to A 0 , A 1 and A 2 , respectively, and no other data matrices A p (p = 3, 4, . . . , m) contain any nonzeros in those diagonal-blocks, we can choose a nonsingular matrix P of the form
such that the transformed data matrices P T A p P (p = 0, 1, . . . , m) get the aggregate sparsity pattern 
Here each ⋄ denotes a diagonal matrix. Thus the aggregate sparsity pattern has been improved along the diagonal. Now we consider the SDP relaxation of the graph equi-partition problem, which is formulated as
Here A 0 = diag(Ce) − C, C denotes an n × n symmetric cost matrix, diag(Ce) denotes the diagonal matrix whose entries are Ce, E p denotes the n × n matrix with all entries 0 except [E p ] pp = 1, and E denotes the n × n matrix with all entries 1. When the graph under consideration is sparse, the matrix C (hence the matrix A 0 ) is sparse. But the aggregate sparsity pattern matrix is fully dense due to the only one fully dense matrix E. To improve the sparsity pattern, we perform the congruence transformation using
to the data matrices A 0 , E p (p = 1, 2, . . . , n) and E in the primal space to obtain
Then all entries of P T EP vanish except [P T EP ] 11 = 1. We can also verify that (the total number of nonzeros of the matrices P T A 0 P , P T E p P (p = 1, 2, . . . , n)) ≤ 4 × (the total number of nonzeros of the matrices A 0 , E p (p = 1, 2, . . . , n)).
Therefore if A 0 is sparse this transformation reduces the total number of nonzeros in data matrices, and improves the aggregate sparsity pattern. We can apply the same congruence transformation above to the SDP relaxation of the maximum clique problem.
7. Numerical examples. In this section, we give three numerical examples which show the effectiveness, advantages and disadvantages of the conversion method described in section 4. This conversion can be interpreted as a preprocessing scheme to the existing software [4, 6, 28] which can handle standard equality form SDPs (1.1) and (1.2) with block-diagonal data matrices. In particular, we use SDPA 5.0 [6] to solve the SDPs of this section on a DEC Alpha machine (300MHz with 256MB of memory). The first two examples illustrate remarkable effectiveness of the conversion method, and also the importance of determining an "optimal" chordal extension of the aggregate sparsity pattern for a given SDP. The third example exhibits a crucial disadvantage of employing this conversion compared with the primal-dual interiorpoint method based on positive definite matrix completion proposed in section 5.
We start by describing the first two examples which are randomly generated SDPs with high sparsity and special structures. The first problem is the example given in section 1. Let V denote the set {1, 2, . . . , n} of row/column indices of the data matrices A p (p = 0, 1, . . . , m), and E b = {(i, n), (n, i), (i, i) : i ∈ V } be the aggregate sparsity pattern of the data matrices. We call this example the 1-bordered diagonal SDP. In the second example, the aggregate sparsity pattern is replaced by E t = {(i, j) ∈ V × V : |i − j| ≤ 1} instead. We call this example the tridiagonal SDP. Notice that the graphs associated with the aggregate sparsity patterns, G(V, E
• b ) and G(V, E
• t ), are already chordal. Nevertheless, we can consider other chordal extensions which include them, namely, the graphs corresponding to the bordered block-diagonal matrix (3.2), and the graphs corresponding to (3.3), respectively. For both examples, we fixed the dimensions of the symmetric matrices A p ∈ S n (p = 0, 1, . . . , m) to be equal to n = 2 9 + 1 = 513, and the numbers of equality constraints in the primal SDP formulation to be equal to m = 79. For each of the matrices A 1 , A 2 , · · · , A m of the 1-bordered diagonal SDP (tridiagonal SDP, respectively), we randomly generated three nonzero entries at some (i, j) ∈ E b ((i, j) ∈ E t , respectively), and, for A 0 , we generated nonzero elements for all (i, j)th entries in E b (E t , respectively).
Since a similar discussion for the 1-bordered diagonal SDP will be also valid for the tridiagonal SDP, we focus on the former example for the moment. According to the notation in sections 1, 3, and 4, for each k ∈ {0, 1, . . . , 9}, let us define S 0 = {n}, and S r = {1 + (r − 1)2 9−k , 2 + (r − 1)2 9−k , . . . , r2 9−k } (r = 1, 2, . . . , 2 k ). Defining now C r = S 0 ∪ S r (r = 1, 2, . . . , 2 k ), and
. Using the formula (4.1), we can convert the 1-bordered diagonal SDP to equivalent SDPs whose sizes are specified in Table 7 .1. Observe that k = 0 gives the original SDP. Figure 7 .1(a) shows in log scale the total time (solid line) to solve the equivalent SDPs listed in Table 7 .1 using SDPA. Most of the total time is spent in two major subroutines in SDPA:
( in order to balance the time spent in (i), which mainly depends on the number of equality constraints m ′ , and the time spent in (ii), which mainly depends on the dimensions of the small block matrices. This balance is crucial to reduce the total computational time to solve the SDP. For the 1-bordered diagonal SDP, a partition of the original problem into 32 small block matrices of 17 × 17 dimension each (k = 5) gives the "optimal" conversion, and it reduces the total computational time by a factor of approximately 150.
A similar discussion can be made for the tridiagonal SDP. In this case, given k ∈ {0, 1, . . . , 9}, a chordal extension of the graph associated with the aggregate sparsity pattern G(V, E • t ) is chosen such that the maximal cliques for it are given by (3.3) with β = 1 and κ = 2 9−k . The sizes of each equivalent SDP to the tridiagonal SDP are given in Table 7 .1. The computational time is shown in Figure 7.1(b) . Notice the similarity between the computational time for these two examples with extremely sparse data matrices A 0 , A 1 , · · · , A m .
We observe two points from these numerical examples: (a) the problem of detecting an "optimal" chordal extension of the aggregate sparsity pattern for an SDP is extremely important in order to balance the time spent in (i) and (ii), and therefore reduce the total computational time; (b) the conversion to a multiple block matrices of smaller size (section 4) is extremely efficient when very sparse data matrices A 0 , A 1 , · · · , A m have special sparsity patterns, and the number of added constraints (m ′ −m) in the equivalent SDP is relatively small.
The last example comes from the topology optimization problem of truss structures [25] , and we call it the topology optimization SDP here. The aggregate sparsity pattern for the data matrices A p (p = 0, 1, . . . , 392) after diminishing the bandwidth by the reverse Cuthill-McKee ordering is shown in Figure 7 .2. This matrix consists of two diagonal-blocks: a 327×327 block matrix with a small bandwidth, and a 392×392 diagonal matrix. Since SDPA can handle the latter diagonal matrix quite efficiently, we will only consider the block matrix with the small bandwidth. We define the chordal extension of the graph associated with the sparsity pattern of this block matrix as G(V, F The sizes of the SDPs resulting from the topology optimization SDP by the conversion method, and the computational time to solve them are shown in Table 7 .2. The time to compute the search directions (i) grows drastically compared to the decrease in the time to compute the step lengths (ii) in this case, because we have to add 45 · (45 + 1)/2 new variables and equality constraints if we increase the number of block matrices by one. See (4.1). In this case, it is much better to solve the original SDP instead of converting it. The last example shows a fundamental drawback of the conversion method: (c) a large number of additional equality constraints are often required in the converted SDP. Although we might be able to utilize more sophisticated ordering such as the nested dissection ordering to decrease the number of additional equality constraints, this drawback exhibits a certain limitation of the conversion method for practical use. In section 5, we have proposed a method to compute the search directions and the step length in the primal-dual interior-point method based on positive definite matrix completion which do not need the conversion method of section 4, and therefore avoids the above drawback (c). In Part II [22] of this article, we will continue discussing the technical details and implementation of this method, and we present its numerical results applied to larger classes of SDPs.
8. Concluding discussion. We have proposed two kinds of methods for a large scale sparse SDP exploiting the aggregate sparsity pattern E over its data matrices. One is a conversion of such an SDP into an SDP having multiple but smaller size positive semidefinite matrix variables. The other is a primal-dual interior-point method based on maximum-determinant positive definite matrix completion. Concerning practical implementation of these two methods, however, there remain lots of significant and interesting issues which we need to investigate further. Among others, we mention: (A) How do we find an effective chordal extension G(V, F
• ) of G(V, E • )? This issue is common to both of the methods. In Part II [22] of this article, we will study more extensively how we can utilize some of the existing ordering methods, such as the minimum degree ordering, the (nested) dissection ordering and the reverse Cuthill-McKee ordering, developed for the Cholesky factorization. (B) The computation of the search direction, which we have discussed in section 5, for the latter method is also a very important issue. In Part II [22] , we will explore more details on (i) how we efficiently construct the product form representation ( we have mentioned in the Introduction, the coefficient matrix B is fully dense in general, so that it becomes more difficult to apply direct methods to the equation as its size (= the number of equality constraints in the primal SDP (1.1)) becomes larger. To solve a large scale SDP having not only a large size matrix variable but also a large number of equality constraints, we can incorporate iterative methods [19, 23] to solve the Schur complement equation into our methods. (D) The linear transformation in the primal and the dual spaces described in section 6 may be regarded as a preprocessing or preconditioning technique for SDPs. Since the transformation in the dual space does not affect the aggregate sparsity pattern of data matrices of a given SDP to be solved, without damaging the computational efficiency much, we may be able to use the transformation for numerical stability, which is another major purpose of preprocessing besides computational efficiency. In particular, if we apply the dual transformation using an m × m nonsingular matrix D and a ζ ∈ I R m to an SDP with data matrices A 0 , A 1 , A 2 , . . . , A m , the coefficients Thus the transformation may work as a preconditioning for iterative methods such as the conjugate gradient method and the conjugate residual method (see [19, 23] ). It should be noted that the matrix D has enough parameters to control the eigenvalues of the matrix B, although we need to investigate an effective choice of the matrix D. Theoretically it is an interesting issue to see whether we can design a polynomialtime and/or locally superlinearly convergent primal-dual path-following interior-point method based the maximum-determinant positive definite matrix completion.
