Haze is an important factor in photography with a special aesthetic, emotional, or compositional meaning, an image hazing method is proposed based on generative adversarial network. The proposed network consists of two parts: the generator has a symmetric encoder and decoder structure with skip connection, which is used to generate hazy images; and the discriminator is a global fully convolutional network, which is used to identify the reality of the generated hazy images. The haze-free image is used as the input of the generative network to obtain a corresponding hazy image. Then the discriminative network judges the similarity between the original haze-free image and the corresponding hazy image to optimize the network parameters, which means that all the parameters of the entire network can be automatically learned through training. The loss function of the network is the combination of the GAN(Generative Adversarial Networks) loss and the REG(Regression) loss with a coefficient λ. We design a REG loss which includes feature loss loss FL and image loss loss IL . By calculating the loss, a model mapping the relationship between the two corresponding pixels from the original image and the synthetic hazy image respectively is well trained. In the last part of the paper, we have shown some impressing synthetic hazy images obtained by our model as well as analyzing the effects on images with different scenes. Moreover, we have contrasted the experimental results of our algorithm with that of other classical ones. Experiments demonstrate that the proposed algorithm has a better performance than other state-of-the-art methods on both virtual-scene and real-world images qualitatively and quantitatively.
I. INTRODUCTION
Haze is not only a weather phenomenon, but also an important scene in virtual reality. For the advantages of haze, in the art picture, haze can enhance the spatial frames of the picture and give people a peaceful feeling. Simply, haze is an important aesthetic element, so it can be used for special effects synthesis of some movies, such as science fiction films and cartoons. What's more, there are still many shortcomings in the object detection and recognition technology under harsh environmental conditions. The improvement of this technology requires a large-scale annotation dataset, which is difficult to obtain under real conditions, and image hazing can be used to generate a large amount of hazy days mark data. Thus, it is possible to artificially haze the images or videos The associate editor coordinating the review of this manuscript and approving it for publication was Utku Kose. by algorithms. Instead of using the traditional model-based hazing methods, in recent years, some researchers applied deep learning to image generation [1] and achieved good results in image stylization [2] . Therefore, both model-based and learning-based algorithms enjoy popularity in the realm of hazing images.
A. MODEL-BASED APPROACH
Because the depths of objects in the image are different [3] , haze has different effects on different depths. So one way is to create a depth model. Liu [4] proposed a hazing method based on binocular stereo vision. However, taking account of stereo pairs, this method is too complicated.
The other way to haze images is based on the atmospheric light scattering model, which is also an important step in the CNN dehazing algorithm [5] . Guo et al. [6] proposed an effective method based on the atmospheric scattering VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ model [7] , [8] :
where I (x) is the observed image, A is the air light, and J (x) is the ground truth, t(x) is called the transmission map. Zhao et al. [9] proposed a method that first obtains the approximate values of the illumination and the geometric information of the underlying scene, and then generates a transmission map (TMap) of the input and volume map (Vmap). Finally, the input, transmission map and volume map are combined to construct the hazy images. However, the atmospheric scattering model cannot completely describe the degeneration of hazy images. Zhao's method does not deal well with the refraction of objects in the image.
Li [10] et.al presented a comprehensive study and evaluation of existing single-image dehazing algorithms, using a new large-scale benchmark consisting of both synthetic and real-world hazy images, called REalistic Single-Image DEhazing (RESIDE). The RESIDE datasets have many synthetic hazy images, which are generated based on the depth information of image.
B. LEARNING-BASED APPROACH
The image hazing algorithm is actually a transformation from one image to another. Similar to automatic language translation, given enough training data, image-to-image transformation can be seen as ''translating'' one scene to another scene. The difficulty in automatic language translation is that the mapping between two kinds of languages is rarely one-toone. Similarly, most image-to-image ''translating'' questions are many-to-one, such as mapping photos to edges or semantic tags, or one-to-many, such as mapping tags to realistic images. Each of these tasks has been processed by a separate algorithm [11] , [12] , although these methods are always the same: predicting pixel-to -pixel mapping.
The use of deep learning to synthesize different scenes of the images is originally proposed by Hertzmann et al. [13] , which uses the non-parametric texture model [14] to train the image pairs. Gatys et al. [15] proposed a style transformation algorithm based on convolutional neural network(CNN). This algorithm uses the deep image features learned by CNN to express the style and contents of the image respectively.
In addition, the concept of adversarial learning originates from generative adversarial networks (GAN) [16] . Isola et al. [17] proposed the pix2pix algorithm which used the improved GAN Network-conditional generative adversarial networks to learn the mapping between the input and the output. Wang et al. [18] proposed pix2pixHD, which can generate high-resolution and achieve semantic manipulation, based on pix2pix. He designed new loss functions called FM loss and VGG loss, which are related to perceptual loss [15] . Wang et al. [19] presented Discriminative Region Proposal Adversarial Networks (DRPAN) for high quality image-toimage translation via GAN. Tian et al. [20] proposed a new image hazing framework, composed of two CNN networks, the one maps the image to features, the other maps potential factors to the image. However, the above mentioned methods have drawbacks more or less. Hertzmann only puts forward a universal framework. The outputs of Gatys' algorithm have problems such as low resolution and noise. The pix2pix algorithm sometimes also produces fuzzy problems. Tian's algorithm is not suitable for image hazing.
In general, the traditional image hazing algorithm is mostly based on atmospheric scattering model. Thus, they need to get the depth information of image, which are inaccurate and time-costing. Therefore, an automatic image hazing method is needed, this paper proposes a novel automatic image hazing algorithm based on GAN, and the flow chart of our method is shown as Fig. 1 . Here are our contributions:
Firstly, we propose a new application of GAN to obtain the mapping between pixels and pixels, thereby achieving the conversion of haze-free images to hazy images. In traditional GAN method, the generated image is not controllable because of its unsupervised property, so we improve the generator and discriminator to conduct a supervised GAN to generate hazy images from haze-free images.
Next, in order to save the texture and image structure information between the input and the output better, we designed an encoder and a decoder for the generator. The encoder/decoder includes eight 4 × 4 convolution/deconvolution-Batch Normalization-PRELU/RELU layers. For each corresponding convolutional layer in encoder and decoder, there exist skip connections to share the information between the input and the output. The discriminator is composed of a structure similar to that of the encoder in the generator and a discriminative layer.
Finally, taking account of making the generated image closer to the target, we design a REG loss including feature loss loss FL and image loss loss IL . Thus the final loss function is the combination of GAN loss and REG loss. Therefore, the using of REG loss function can avoid the deviation and distortion.
Section one is the introduction. In the section two, we first introduce the traditional image hazing algorithm. Then, we introduce the image translation algorithm based on GAN. Section three first describes the overall framework of the algorithm and then shows the network structure of the generator and the discriminator as well as the loss function. Next we illustrate how to generate the training set and the test set, which is followed by the comparison and analysis with different algorithms. Finally, the network is analyzed and evaluated comprehensively regarding two aspects, subjective visual effects and objective evaluation indicators. Section four gives the conclusion.
II. RELATED WORK
Now, we will introduce the traditionnal algorithm in the field of image hazing. Considering that our work is based on GAN and image hazing is one of the image translation task, we highlighted the image translation algorithms based on GAN.
A. STEREO VISION HAZE-SIMULATION METHOD
Liu [4] presents a haze-simulation method for photo editing using binocular stereo vision. Given a stereo pair, he estimates the depth information by stereo matching followed by a process to refine depth results for the given photo editing purpose. Then, depth-aware haze effects can be applied on the base image, with optional interaction for control purposes. Besides homogeneous fog, he provides three tools to control the density of the haze media. Thus, various kinds of heterogeneous atmospheric effects can also been simulated. Experiments show that the proposed method can achieve more natural-looking results than manually drawn haze, results are very close to the appearance of haze in the real world.
B. RENDERING SYNTHETIC HAZE METHOD
Zhao [9] proposes a framework for rendering synthetic haze into interior and exterior photographs. Given a single photograph as input, his approach obtains an approximation of the illumination and geometry for the underlying scene with a few user assistance at first. Then a Transmittance Map (TMap) and a Volumetric Map (VMap) are generated for the input photograph according to a decomposition of reflective radiance and transmittance. Finally the hazy photograph is synthesized combining the input photograph, the Transmittance Map and the Volumetric Map. His approach employs physically based rendering technique. It takes into account not only the effect of increasing illumination in shadow areas and desaturation of surface reflection but also glow around the area lights and light shafts for directional lights. Compared with the previous image processing method, his approach can produce more realistic results.
C. PIX2PIX
Pix2pix [17] also applies the convolutional neural networks to the GAN, but it is an algorithm applied to the pixel-topixel conversion on images. The method proposes using the conditional GAN (cGAN) to generate a corresponding output image from the input image. The algorithm needs to prepare two data sets matched one by one in advance. One data set is the input, and the other data set is the target. The generator uses the U-net network [21] , the discriminator uses the patchGAN network, which refers to only extracting a certain block in the image for convolution operation. The framework can be applied to a variety of conversion operations. However, image distortion occurs sometimes.
D. CYCLEGAN
CycleGAN [22] is developed from pix2pix, because pix2pix model must require paired matching images to be trained, while CycleGAN can use non-paired images to train. Its main contribution is to propose cycle consistency loss.
The loss should learn two maps of F and G at the same time, and forward mapping is G :
And the network is supposed to conduct bi-directional transformation. According to F(G(x)) x and G(F(y)) y, the cycle consistency loss is defined.
The method modifies the loss function based on pix2pix. The application of this method is more extensive because the training dataset does not need the paired data. However, because the training set is not matched, the network guesses the real mapping relationship through training. The mapping relationship may have deviation, resulting in the distortions of the outputs.
III. IMAGE HAZING ALGORITHM BASED ON GENERATIVE ADVERSARIAL NETWORKS
Inspired by the aforementioned improvement in GAN, this paper proposes a novel GAN-based image hazing algorithm. An improved generator network is proposed by referring to the u-net network. The global CNN is used in the discriminator network. In addition, we modify the loss function in order to learn the mapping between pixels accurately as well as avoiding distortion.
The algorithm is divided into two phases: training and testing. The GAN network model is optimized while training, and the corresponding hazy image is obtained through the GAN network from the original haze-free image while testing. The training part requires hazy images and the corresponding haze-free ones to form a matching image image pair datasets, and then to assist to optimize the network parameters. The generator, discriminator and loss function will be described below.
A. THE NETWORK OF GENERATOR
A multi-layer convolutional network has been proposed in DCGAN. It uses full convolution networks and adds Batch Normalization layer to accelerate convergent speed. However, only using convolution layers to extract features does not consider all the connections between the input and output image in texture and image structure, resulting in fuzzy details.
Therefore, considering the above drawbacks, the generator network consists of two parts: an encoder and a decoder. In this network, the size of the input gradually declines through a series of layers, and then the process is reversed. Generally, the difference between our generator and pix2pix's is that we delete the up-sampling and down-sampling layer.
The network structure is as shown in Fig. 2 , and the input and output sizes of images are 256 × 256 × 3. On the left side is an encoder, which repeatedly applies a 4 × 4 convolution -Batch Normalization-PRELU combination layer. There are total eight layers, and finally the output is a one-dimensional vector. The number of eight-layer filters is
It can be seen that each convolution layer is downsampling, with size 4 × 4 and stride 2. The decoder on the right side repeatedly applies the 4 × 4 de-convolution Batch Normalization RELU layers, which can be viewed as upsampling. So it is a total of eight layers. The final output is a three-dimensional image with the same size as the input image. In the parameter setting, the number of filters of the decoder in the eight layers is:
At the same time, the convolutional layer of decoder also has to add the filter in corresponding convolutional layer. So the actual number of filters in per layer:
In addition, the purpose of using Batch Normalization [23] after convolutional layer is to reduce the large fluctuation of data distribution, which can speed up the training process.
B. THE NETWORK OF DISCRIMINATOR
The discriminator network is a global convolutional neural network, which means the filters operate on all pixels of the generated image. The global convolutional layer is used instead of the patchGAN mentioned in pix2pix, which uses a patch of a generated image as the input of discriminator. The size of the image will be smaller after each convolutional layer. If the size of the input is larger, deeper down-sampling layers can be used to extract more features. The network structure is shown in Fig. 3 :
The discriminator finally gives a one-dimensional output. The first n layers are the downsampling layers, and the last layer is the discriminative layer. The kernel size is 4 × 4 with a stride of 2 on the downsampling layer, and a convolution-Batch Normalization-PRELU combination is also applied in each downsampling layer. Therefore, going through a down-sampling layer, the length and width of the image are respectively cut in half. The number of convolutional kernels in the first convolutional layer is set to 64, and the number of convolutional kernels is as twice as that of the previous layer. Since the final discriminative layer outputs a one-dimensional vector, the number of downsampling layer has a maximum of six, which will affect the results. In section IV-B.2, the experimental results are further analyzed.
C. LOSS FUNCTION
Although the algorithm is based on GAN, the purpose of the algorithm is to generate images, that is, the regression problem. loss GAN is the loss function of GAN, which aims to make the discriminator and generator more accurate; loss REG is the loss function of regression, in order to make the generated image closer to the target.
So, the cost function consists of two parts. One is loss GAN , and the other is the regression loss loss REG which is related to perceptual loss [15] and feature matching loss [18] . We define the loss function as follows:
λ is an adjustable parameter. The purpose of the generator G is to learn the mapping from the the input image x to target image y, so that the generated image is very close to the target image. The purpose of the discriminator D network is to determine whether the image is real or fake. So loss GAN is defined as follows:
Although this algorithm based on GAN, it is still a regression problem. In fact, we divide the regression loss into two parts, which we call feature loss and image loss. Therefore, loss REG is defined as follows:
where, loss FL represents the feature loss. Specifically, we extract features from multiple layers of the discriminator and learn to match these intermediate representations from the real and the synthesized image.For ease of presentation, we denote the ith-layer feature of discriminator as D i (from input to the ith-layer of D). The feature loss loss FL is then calculated as:
where S is the total number of layers and M i denotes the number of elements in each layer. The other is called image loss. In fact, it calculates the L 1 distance between the target image and the generated image. Therefore, loss IL is defined as follows:
So REG loss can be represented as below:
The ultimate goal is to make the trained generator G * satisfy the following equation: 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the experimental environment includes hardware and software configuration. The detailed information is as follows: Hardware: CPU: Intel Core i7-5820K @ 3.30 GHz x 12;GPU: NVIDIA GeForce TITAN X; Memory: 16GB.
Software: 64-bit operating system for Ubuntu 14.04 LTS; CUDA Toolkit 7.0; OpenCV 3.0; Python 3.5.1.
A. TRAINING AND TEST SETS
We use Adobe lightroom CC to fog the image that we collect from the Middlebury Stereo Datasets [6] and online. In the Pix2pix [17] , 400 matched image pairs were used as a training set for transformation. Therefore, we refer to the formulation of its training set, add haze with concentrations of 30, 40, 50, 60, 70, 80, 90, and 100 to 76 hazefree images, and finally form 608 hazy images as a training set.
B. MODEL PERFORMANCE ANALYSIS 1) THE DIFFERENT GENERATOR STRUCTURES
The generator network designed in this paper uses the same cross-layer connection as the pix2pix network, but the overall structure of the network is different. The pix2pix network adopts an encoder-decoder structure, which performs multi-layer downsampling and then performs multi-layer upsampling. The length and width of each downsampled image are reduced. Generally, the generator network does not perform upsampling and downsampling. Instead, it is a simple multi-convolution and deconvolution operation. In order to prove the superiority of the algorithm generator structure proposed in this paper, the experimental results of the two algorithms are compared. In the experiment, the number of judges in the network is 1, and the loss function is GAN loss and L 1 loss. The experimental result is shown in Fig. 4 .
As can be seen from the Fig. 4 , the hazy image generated by pix2pix is relatively dim overall, color cues are degraded, and a block effect appears in the local part of the image; while the algorithm in this paper generates a clearer hazy image with more appropriate brightness and the block effect has diminished. Thus, the experimental results prove that our generator structure is better than that of pix2pix. VOLUME 8, 2020 
2) THE DIFFERENT DISCRIMINATOR DOWNSAMPLING LAYERS
The deeper the convolution layers are, the more accurate the extracted feature is. The size of the input image is 256 × 256. After going through a downsampling layer, the length and width of the image are respectively cut in half. The number of filters in the first downsampling layer is set to 64, which is the same as the first layer of the generator. The number of filters in next layer is set to twice that of the previous layer. Since the final discriminative layer outputs a one-dimensional vector, the number of downsampling layers has a maximum of 6. The number of downsampling layers is set to 1 or 2, which is theoretically feasible. However, because it is desirable to extract refined features, the number of downsampling layers is set to at least 3. However, it should be noted that the more downsampling layers are, the greater the computational complexity is. Therefore, the results of the N = 3, 4, 5, 6 are compared in Fig. 5 , with iteration 200000.
It can be seen that the number of downsampling layers does not greatly affect the results in Fig. 5 . The details and edges of each output image are well preserved. For the sake of the reduction of the computational complexity, the number n of downsampling layers in the experimental results of this paper is set to 3.
3) THE DIFFERENT LOSS FUNCTIONS
The loss function of this paper mainly consists of three parts, one is GAN loss, the second is feature loss(FL), the third is image loss(IL). IL can be called as L 1 loss, and one of our contribution is to propose the FL. Thus, this section compares the results of using total loss(denoted as all loss) and not using feature loss(denoted as no_FL) The experimental results in the two cases are shown in Fig. 6 .
In the Fig. 6 , no_FL means not using the output features of each layer, and all loss means using the output features of each layer. From the figure, we can see that without loss FL , the quality of the generated image is poor, and the color is dark and yellow. When the loss FL is used, the quality of the generated hazy image is higher, the colors are normal, and the clouds and haze are clearer. Thus, we can conclude that using the output features of each layer is necessary and effective. 
C. EXPERIMENTAL RESULTS

1) SUBJECTIVE ANALYSIS a: IMAGES OF REAL SCENE
We performe experiments on the haze-free images collected in the online database and compare the results with that of the software Adobe lightroom CC. The images generated by Adobe lightroom CC are with hazing parameter of 50. And we use the dehaze algorithm DCP of He [24] to dehaze the images obtained by our algorithm. The results are in Fig. 7-10 .
It can be seen that the results of our algorithm are very similar to that of Adobe lightroom CC, such as Fig. 7-10 . In Fig. 10 , the hazy images of Adobe lightroom CC are slightly distorted, the whole image is blue, and more like the ''haze'' effect, while the synthetic hazy image obtained by our algorithm is still keeping the original color style. In addition, the images dehazed from our synthetic hazy images are very close to the original images. That is to say that our algorithm can retain more details in the synthesis hazy images, which makes the dehaze algorithm can be well used in spite of some limitations in its usage. In section IV-C.2, we will also prove this point with objective indicators.
b: COMPARISON OF DEHAZED IMAGE
In order to better demonstrate the hazing effect of the proposed algorithm and solve the problem of the lack of existing hazing evaluation criteria, we process the target image and the generated image separately by several defogging algorithms. We find three typical dehazing algorithms, DCP [24] image dehazing method based on the dark-channel prior with a guided filter, SCDCP [25] image dehazing method based on the sky-constrained dark-channel prior, and MSCNN [26] image dehazing method based on a multi-scale convolutional neural network. Target hazy image is the clear image hazed by Adobe Lightroom CC. Here are some results like Fig. 11 and 12 .
We can see that the proposed simulates the target hazy image very well. What is more, as far as the dehazing algorithm is concerned, DCP is the best in Fig 11. For SCDCP, image is too light; For MSCNN, image is a little dark. Not the same, SCDCP is the best in Fig 12. For DCP and SCDCP, there are some haze remaining in the image. The three algorithms show similar results for the processing of the two kinds of images. As can be seen from Fig. 13 and 14 , the hazy images generated by the proposed are very close to the hazy weather shooting results. There is no color distortion in the sky area, and the edges of the tall building as well as the leaf are well preserved. No areas are too bright or too dark. At the same time, it can be found that the fogging image generated from Adobe lightroom CC is much different from the real scene.
d: COMPARISON OF EXISTING WORKS
Since the image hazing method of this paper is based on the algorithm of generative adversarial networks (GAN), we compare it with the related GAN algorithm. First, DCGAN combines the convolutional neural network with GAN and modifies the CNN network to meet GAN requirements. However, the algorithm is unsupervised learning, the generated content is uncontrollable, while the image hazing method requires the image content to be unchanged, so DCGAN cannot haze images. Therefore, this paper compares the results obtained by the related algorithm pix2pix [17] , cycleGAN [23] and DRPAN [19] on the same training set. The results are in Fig. 15-18 .
It can be seen from Fig. 15-18 that cycleGAN is not able to obtain a good hazing effect, and cycleGAN has obvious distortion on both details and color of the image. Pix2pix algorithm can generate hazy images without fine details. And the hazing effect of pix2pix is more realistic, which is very similar to that of the Adobe Lightroom CC. The doll belly area in Fig. 15 is very similar to the background color, and the details are lost; some leaves in Fig. 16 turn white; it has obvious block effect in the blue ocean at the upper right corner of the Fig. 17 . Hazy images generated by DRPAN have drawbacks that the image details and edges are blurred. Especially the trunk and leaves in Fig. 18 , without borders, are very blurred. However, our proposed algorithm can handle the details well and there is no color distortion. Therefore, the algorithm of this paper has better effect after hazing, and there will be no content errors or loss.
2) COMPARISON OF OBJECTIVE INDICATORS
Firstly, Choi et al. [27] proposed a dehaze algorithm to calculate the hazy density called Fog Aware Density Evaluator (FADE). Using this algorithm, we obtain the FADE index of the original image and that of our algorithm. What is more, we also use two indicators, Image Clearness (IC) and Image Average Brightness (IAB), to quantify the proposed algorithm. We use these three indicators for quantitative analysis of the test images, and the results are shown in Table 1 .
From Table 1 , we can see that the index of our algorithm is larger than that of the original image. The larger the value of FADE is, the heavier the haze of the image is. It shows that the algorithm can effectively add haze to the original image. It can be also seen from the table that from the point of view of the IC, IC of the hazy images generated by our algorithm is significantly lower than that of the original haze-free image, indicating that our algorithm can reduce the image clearness very well, which is also in line with the features of low definition in hazy images. And for the average brightness index of the image, the average brightness of the hazy image generated by our algorithm is significantly higher than that of the original haze-free image. Due to the refraction of water droplets or small particles in the air to the sunlight in the hazy day, the brightness of the entire picture is greatly increased, resulting in an increase in the average brightness value of the image. It also confirms the rationality of our indicators.
Secondly, PSNR and SSIM are used to evaluate the effect of generated images objectively. The comparison of the hazy images from our algorithm and dehazed images from DCP algorithm are shown in Table 2 .
From the objective indicators in Table 2 , we can see that the PSNR and SSIM of our synthetic hazy results are decreased significantly. The SSIM is nearly 0.7 and the PSNR is nearly 14. Our algorithm can blur the image and reduce the contrast. After dehazing, the PSNR and SSIM are obviously improved to 0.9 and 20 respectively. It can be indirectly proved that Thirdly, We find three typical dehazing algorithms, which are used to dehaze the generated hazy image and target hazy image. Moreover, we compute the values of PSNR and SSIM to compare the images dehazed from the two kinds of hazy images by different dehazing methods. Target hazy image is obtained from the clear image hazed by Adobe Lightroom CC. Experimental results are shown below in Table3.
The value can't reflect the quality of each algorithm and generated hazy image. However, as long as the algorithm is selected, either target image or generated image, from which the dehazed image show the same characteristics. That is, the magnitude relationship of the value of PSNR and SSIM (DCP>MSCNN>SCDCP). Therefore, these two objective indicators prove the validity of the proposed.
V. CONCLUSION
On the one hand, haze is an important aesthetic element that can be used to synthesize special effects for certain movies, such as science fiction movies and cartoons. On the other hand, under severe environmental conditions, the improvement of object detection and recognition technology requires a large number of labeled data sets. Image hazing can be used to generate a large amount of hazy marked data. This paper proposes a image hazing algorithm based on the GAN. A haze-free image is used as input, and the GAN network is trained to generate hazy images. The generator and discriminator are improved respectively, and supervised learning of GAN is conducted to train the mapping between pixels and pixels, thereby achieving the conversion from haze-free images to hazy images. An improved generator network is proposed by referring to the u-net network structure. And the discriminator uses a global convolutional neural network for multi-layer downsampling. And by adjusting the depth of the generator, a better output image with eliminated block effect is obtained. The experiment of the benchmark images shows that the proposed algorithm has better effect and can provide a stable training image pair for the deep learning dehazing algorithms.
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