In reverberant environments, reverberant components of speech degrade the performance of automatic speech recognition (ASR). There are many dereverberation methods for improving the performance. Some researchers have proposed dereverberation methods with a low computational load based on a statistical model of reverberation [1, 2] . Lebart et al. proposed a dereverberation method [3] using Polack's statistical model [2] , whose parameter is reverberation time (RT). This method is effective and its computational load is relatively low; however, its performance is unstable because it estimates RT only from the end of an utterance. Gomez et al. proposed an effective method of the dereverberation of late reverberation, but this method requires an impulse response in a room to have been measured in advance [4] . Löllmann et al. also used a statistical model whose RT is estimated by a maximum likelihood approach [5] . This method needs more parameters and computational load than Lebart's method. The key to using statistical models for dereverberation is to limit the number of parameters and to estimate them robustly.
Introduction
In reverberant environments, reverberant components of speech degrade the performance of automatic speech recognition (ASR). There are many dereverberation methods for improving the performance. Some researchers have proposed dereverberation methods with a low computational load based on a statistical model of reverberation [1, 2] . Lebart et al. proposed a dereverberation method [3] using Polack's statistical model [2] , whose parameter is reverberation time (RT). This method is effective and its computational load is relatively low; however, its performance is unstable because it estimates RT only from the end of an utterance. Gomez et al. proposed an effective method of the dereverberation of late reverberation, but this method requires an impulse response in a room to have been measured in advance [4] . Löllmann et al. also used a statistical model whose RT is estimated by a maximum likelihood approach [5] . This method needs more parameters and computational load than Lebart's method. The key to using statistical models for dereverberation is to limit the number of parameters and to estimate them robustly.
In this paper, we propose a dereverberation method in which spectral subtraction (SS) is used [6] . We also use Polack's statistical model and propose a method of estimating RT. In [3] , RT is estimated only from the end of utterances, which is inappropriate for speech recognition because RT must be estimated in a short time. It is also difficult to detect the end of an utterance robustly, considering the overlap of utterances. On the other hand, because speech has sparseness in the time-frequency domain [7] , we can utilize the decay characteristic of not only the end of utterances but also whole utterances at the frequency bin. Concretely, the proposed method estimates RT from floored ratios after SS. The floored ratio is the ratio of the number of floored points by SS to the total number of points on the time-frequency plane. This is a more robust and effective algorithm than [3] . Additionally, the proposed algorithm does not require training data and reverberation characteristics in a room unlike [4] , and is much simpler than [5] . First, we clarify the relationship between the subtraction coefficients of SS and RT. Second, we propose an algorithm for estimating RT utilizing the relationship between the floored ratio and RT. Experiments show that RT can be estimated from observed speech, and speech is robustly dereverberated in unknown environments at a low computational load.
2. Dereverberation method using SS 2.1. Relationship between subtraction coefficients of SS and reverberation time In reverberant environments, observed sounds are smeared by reflected sounds and modeled as
where x, y, #, and h are the observed sound, the source sound at the current sample number j, the delay sample, and the impulse response, respectively. If RT is much longer than the frame size of the short-time Fourier transform (STFT), the energies of the reflected and direct sounds can be simply superposed because they are incoherent [8] . Therefore, an observed power spectrum jX k ½ij 2 is modeled as a weighted sum of the source's power spectrum jY k ½ij 2 as
where i, k, ", and w½" are the current frame number, the index of an N-dimensional STFT bin (0 k N À 1), the delay frame, and the weight coefficient (0 " i), respectively. In [3] , the reverberation power spectrum was estimated by calculating the running average of the observed power spectrum and delaying it for 50 ms. However, the proposed method considers all past observed sounds. We assume that a source's power spectrum is calculated from an observed power spectrum using an energy-increasing ratio qðT r Þ caused by reverberation as
where T r is RT in the evaluation environment and qðT r Þ is an increasing function of T r because the longer T r is, the more reverberant components are added to jX k ½ij 2 . Assuming that w½0 is unity, we derive Eq. (4) from Eqs. (2) and (3).
Here, jY 0 k ½ij 2 is an estimated dereverberated power spectrum. Once w½" is determined, we dereverberate speech using SS, because the right-hand side of Eq. (4) is known and the lefthand side is the result of SS. Although the absolute value of the spectrum was dereverberated in [3] , it is natural to dereverberate the power spectrum because w½" is defined in the energy domain, as in Eq. (6) .
Reverberation is divided into two stages, as shown in Fig. 1 . Duration D= f s is the threshold between (a) early reverberation with sparse reflected sounds and (b) late reverberation with dense reflected sounds and is set to 93 ms, where f s is the sampling frequency. Because late reverberation mainly degrades the ASR performance [9] , in stage (a), dereverberation is not necessarily required, whereas, in stage (b), dereverberation is required. Sound-energy density decays exponentially with t[s] according to Polack's statistical model [2] , and the spatial average of sound-energy density E EðtÞ is represented by
where Á is 3 ln 10 T r . Hence, w½" is determined as
where ' is the frame shift, which is the STFT sampling period. Similarly to SS, we must set a subtraction parameter (> 0) and a flooring parameter (0 < 1). Here, we set =qðT r Þ and as 5 and 0.05, respectively. If the subtracted power spectrum is less than jX k ½ij 2 , it is substituted by jX k ½ij 2 . This is called a flooring process.
Estimation of reverberation time
In general, T r is unknown and must be estimated. We propose a method of estimating T r from floored ratios, referring to the relationship between the floored ratio and T r . Figure 2 illustrates a schematic of the proposed method.
We assume some different RTs (T a ) (e.g., we assume 26 T a from 0.25 to 1.0 s at 0.05 s intervals) and substitute T a into T r in Eq. (6) for dereverberation. Then we calculate the floored ratio r for each RT. We define the floored ratio r as the ratio of the number of floored points n f in the time-frequency plane to the number of total points N Â ði e À i s þ 1Þ, as
where the utterance lasts from the frame i s to i e . Figure 3 shows two observations of T a and r at different T r , as follows (1) As in Fig. 3 (A) , r increases monotonically with T a because the number of floored points at long T a in Fig. 4 (i) is greater than that at short T a in Fig. 4 (ii). This relationship is modeled as r ¼ Á r T a þ r 0 , where Á r indicates the likelihood of being floored, which is calculated by least-squares regression for two or more r. (2) As in Fig. 3 (B) , r increases with T r at the same T a .
Function qðT r Þ increases with T r , hence the longer T r is, the smaller qðT r Þ is. If we assume qðT r Þ to be a constant 0 , the power spectrum after SS is more likely to be floored for a longer T r . For example, if there are three environments with different RTs (T and we assume qðT r Þ to be qðT 00 r Þ ð¼ 0 Þ, oversubtraction is most likely to occur for the environment with T 0 r because qðT 0 r Þ is less than 0 . Therefore, T r has a positive correlation with the likelihood of being floored, Á r . We model this relation between Á r and T r as
where a and b are constant and determined heuristically using a test set in advance (a; b > 0). Exploiting these observations, we utilize the inclination Á r of a regression line (from observation 1) to estimate T r in Eq. (9) (from observation 2). The estimation process of T r is summarized below. This process requires a small amount of computation.
(1) Count the number of floored points n f after SS on the time-frequency plane at different T a and calculate the ratio r in Eq. (8). (2) Calculate the inclination Á r of the line r ¼ Á r T a þ r 0 by least-squares regression. (3) Estimate T r using Eq. (9).
Experiments

Experimental setup
We evaluate the word recognition rate using JEIDA-JCSD (B-set) and CENSREC-4 [10] . The former is a data set of 100 area names (e.g., Sapporo) spoken by 20 male and 20 female speakers, and the latter comprises impulse responses recorded in eight real environments with various RTs. Table 1 shows RT for each environment determined by the impulse response integration method [11] . The recognition vocabulary comprised 676 area names, 100 of which were used in evaluations. We used the following parameters: 0-16 order MFCCs, their Á and ÁÁ, phonemic segment HMMs, and 8-mixture Gaussian distributions. The sampling frequency f s was 16 kHz and frame size and shift ' of STFT were 480 and 160, respectively. We compared the performance of the proposed method with that of Lebart's method [3] .
Estimation accuracy of reverberation time
We evaluate the estimation accuracy of RTs. Figure 5 shows the relationship between the estimated and actual RTs in each environment. We set a and b as 0.0035 and 0.6, respectively, to maximize the recognition rate in a development set. Although these parameters, a and b, affect the absolute value of the estimated RT, the magnitude of correlation between each RT always holds independent of these parameters. The correlation coefficient is 0.95, whereas that obtained by the Lebart's method is 0.85. We calculate variances from the results of the estimated RT of the evaluation data (40 speakers Â 100 utterances). Figure 5 also shows the variance of the estimated RT. The variance determined by Lebart's method is always larger than that determined by the proposed method, which shows the unstableness of Lebart's method. Because Lebart's method estimates RT from the end of utterances using regression, when RT is short, the regression area is also short and it is difficult to estimate RT. Furthermore, when RT is long, the estimation by regression is difficult for an overlap of utterances or estimation errors.
Recognition rate
We evaluate the improvement of ASR performance owing to the incorporation of the proposed method. Figure 6 shows the recognition rate with RT. The proposed method improves the recognition rate for all cases and significantly in three environments (''Japanese bath,'' ''Living room,'' and ''Elevator hall'') whose RTs are over 0.5 s. In these three environments, the proposed method improves the recognition rate by 9.9, 11.0, and 13.7%, respectively, whereas those obtaind by Lebart's method are 7.5, 7.1, and 7.3%, respectively. The proposed method improves the average recognition rate by 5.0%, whereas Lebart's method improves that by 3.6%. The recognition rate given by the proposed method is better than that given by the Lebart's method in almost all cases. The proposed method and Lebart's method are equivalent in computational time.
Conclusion
In this paper, we proposed a dereverberation method with RT estimation. It can yield estimates of RTs and is robust for various environments. The correlation coefficients between the estimated and actual RTs were 0.95. Recognition experiments showed that the recognition rate was improved in all cases and that the performance was better than that of a conventional method [3] without increasing the computational load. 
