Traditional visual simultaneous localization and mapping (SLAM) systems mostly based on small-area static environments. In recent years, some studies focused on combining semantic information with visual SLAM. However, most of them are hard to obtain better performance in the large-scale dynamic environment. And the accuracy, rapidity of the system still needs to strengthen. In this paper, we develop a more efficient semantic SLAM system in the two-wheeled mobile robot by using semantic segmentation to recognize people, chairs, and other objects in every keyframe. With a preliminary understanding of the environment, fusing the RGB-D camera and encoders information, to localization and creating a dense colored octree map without dynamic objects. Besides, for the incomplete identification of movable objects, we used image processing algorithms to enhance the semantic segmentation effect. In the proposed method, enhanced semantic segmentation in keyframes dramatically increases the efficiency of the system. Moreover, fusing the different sensors can highly raise localization accuracy. We conducted experiments on various datasets and in some real environments and compared them with DRE-SLAM, DS-SLAM, to evaluate the performance of the proposed approach. The results suggest we significantly improve the processing efficiency, robustness, and quality of the map.
I. INTRODUCTION
Visual simultaneous localization and mapping (SLAM) is a fundamental technique in the study of intelligent mobile robot by constructing or updating a map of an unknown environment while simultaneously keeping track of its pose. Visual SLAM usually has the following steps: First, the system reads and preprocesses the acquired data. Second, it calculates the motion and local map of the camera between adjacent images according to the data. Third, optimizes and adjusts the camera pose at different times. Then, loopback detection eliminates cumulative errors and ultimately builds a complete map. This technique increasingly used in reconstructing the 3D model of the unknown environment and estimating the robot pose for navigation. Some noticeable results have been The associate editor coordinating the review of this manuscript and approving it for publication was Rui-Jun Yan . made in these areas over the past few years. KinectFusion [1] first proposed the use of Kinect cameras for real-time dense 3D reconstruction and the purpose of TSDF models to fuse depth images. It laid the foundation for the research of SLAM based on the RGB-D camera. However, this scheme is massive in computation and slow in operation. Based on ORB-SLAM [2] , ORB-SLAM2 [3] presented a complete system adopted monocular, binocular, and RGB-D cameras, which can realize map reuse, loop detection, repositioning. It is a method for estimating camera motion by using feature points. Most current schemes based on this method, so do our system. Corresponding to the feature points is the direct method of camera motion, such as SVO [4] , LSD-SLAM [5] . But when the camera moves or rotates on a large scale, it cannot be well tracked. Other famous schemes such as RGBD-SLAM-V2 [6] , ElasticFusion [7] are also standard open source solutions. But these schemes either cannot run in a dynamic environment for long periods or cannot build dense maps. Based on these solutions, many new systems have been proposed to achieve positioning and mapping in complex scenarios and environments.
In the actual situation, only the visual sensor can't be able to fast and stably obtain the three-dimensional map. So some improvements use multi-sensor fusion to make the data information more production and combine the advantages of different sensors as much as possible. These ways improve the speed and robustness of visual SLAM. For the indoor environment, it is usually divided into a dynamic environment and the static environment. Unlike the static environment, which only has static objects, the dynamic environment has some objectives that can move autonomously, such as people, animals, etc.. Most of the current visual SLAM systems can obtain certain poses and maps in the static environment. But in scenes with dynamic objects, its localization and mapping ability is weakened, because moving objects can significantly interfere with the construction and positioning. In the case of ORB-SLAM, it is impossible to determine whether feature points originate from static or dynamic objects. Since feature points derived from dynamic objects are continually moving in the environment, it is inevitable to cause interference in positioning and mapping. In recent years, some visual SLAM solutions have been combined with semantic networks, and have achieved excellent results.
A. VISUAL SLAM COMBINATION OF DIFFERENT SENSORS
At present, there are three most commonly used multi-sensor fusion visual SLAM schemes: visual and Inertial Measurement Unit (IMU) fusion (VI-SLAM), visual and lidar fusion (VL-SLAM), visual and encoder fusion (VE-SLAM). Early VI-SLAM, such as MSCKF [8] , is an EKF-based VIO approach. In recent years, Leutenegger et al. proposed the OKVIS [9] system, which uses nonlinear optimization to improve accuracy, and it is suitable for stereo cameras. VINS-Mono is another state-of-the-art VIO algorithm based on nonlinear optimization, which is proposed by Qin et al. [10] . This fusion method uses IMU to measure angular velocity and acceleration. Although there is drift, the IMU can provide some reasonable estimates for fast motion in a short time. The camera data hardly drifts, so the reading of the IMU can also be corrected.
Compared to visual SLAM, laser SLAM is proposed earlier, and the technology is more mature. Most of the older laser SLAM schemes were based on filtering methods such as Hector SLAM [11] and GMapping [12] . Then some plans are improved by using graph optimization, such as Karto SLAM [13] , Cartographer [14] . Kaijaluoto et al. compared the three laser slam methods of Hector SLAM, GMapping, Karto SLAM, and analyzed their advantages and disadvantages in detail [15] . The laser SLAM has high precision and strong anti-interference ability, but there is no semantic information brought by the vision. In recent years, some solutions combined the camera with the lidar to get better results. Zhang et al. proposed a real-time method that shows better performance with fast-moving speed and intense illumination changes [16] . Wang et al. suggested that using laser range to correct the scale drift of the visual [17] .
There are relatively few studies on VE-SLAM. This visual SLAM scheme has good robustness and real-time performance in the application of wheeled robots. RTAB-MAP [18] and DRE-SLAM [19] take advantage of this fusion approach. Usually, the mobile robot moves in a plane, which IMU lost its function sometimes. So the fusion of vision and encoder has better performance than the fusion of visual and IMU.
B. VISUAL SLAM IN DYNAMIC ENVIRONMENTS
After visual SLAM based on the static environment can achieve better results, some studies have proposed visual SLAM in the dynamic environment. In a static scene, since all objects are assumed to be stationary, there are not many restrictions on feature extraction. However, many views in practice are objects such as people, animals, etc.. In this case, the visual SLAM based on static objects will lose its effect. There are two methods for removing dynamic object interference, and one is the feature-based method. Wangsiripitak and Murray [20] proposed edge-based polyhedral tracking to achieve dynamic object judgment. Jaimez et al. [21] used geometric clustering to divide objects into dynamic and static parts. Tan et al. [22] projected keyframes to the current frame for appearance and structure comparison, which could detect changed regions. Sun et al. [23] , [24] proposed a motion removal approach to improve the RGB-D SLAM in dynamic environments, and they also proposed a background modeling method to segment foreground from background [25] .
These methods are more dependent on the shape and color characteristics of the object and fail to have better adaptability in the environment. Another way is to identify dynamic objects and then process them, and this is the current mainstream method, it would detail below.
C. VISUAL SLAM WITH SEMANTIC INFORMATION
In recent years, many researchers proposed to combine deep learning with visual SLAM systems. Some of them use deep learning to process or accelerate several modules of visual SLAM systems. CNN-SLAM [26] used the deep neural network to predict depth values. UndeepVO [27] proposed to conduct unsupervised training on stereo images, then use monocular images to estimate pose and build maps. SE3-Nets [28] model original point cloud data and learns rigid body motion. Zhou et al. [29] proposed an unsupervised learning network for unary depth and camera motion estimation using unstructured video sequences. SfM-Net [30] segmented moving objects in the scene without supervised information. Zhao et al. [31] proposed a method for detecting potentially dynamic objects using semantic information, then using a contour refinement algorithm to detect objects more accurately. However, how to better integrate with the system to play a better role in deep learning is worth exploring.
Others integrate semantic information with the systems. The semantic information has two ways to combine with visual SLAM. One is to combine semantic information with positioning to optimize accuracy, robustness, and real-time positioning. DynaSLAM [32] uses CNN to identify dynamic objects and remove them from the image to avoid dynamic object interference. Similarly, DS-SLAM [33] splits dynamic objects using the semantic network. Lianos et al. [34] proposed a visual semantic odometry frame-work which can be applied to existing visual SLAM. Xu et al. [35] proposed the MID-Fusion system, which used the Mask R-CNN to find semantic instances. Rtfnet [36] combines RGB images with thermal images that get the batter performance in low light environments. Wang et al. [37] proposed a self-supervised learning approach to separate the drivable area and road anomaly. The other way is to combine semantic information with mapping [38] - [44] . Most of these methods use some techniques of 3D reconstruction, and the purpose is to complete the construction of the semantic map. Nevertheless, using the camera as the only sensor is not efficient enough.
In this paper, we propose a mobile robot visual SLAM system with enhanced semantic segmentation. We integrate semantic information better with the systems and improve system efficiency by combining the RGB-D camera with IMU. The combination of semantic information and SLAM improves the ability of a system to understand the environment and improves the accuracy of semantic segmentation through image processing. Finally, we built a semantic map in the environment with dynamic objects. The data fusion method derived from RTAB-Map [18] , the feature extraction and matching algorithm of ORB-SLAM2 [3] was applied, then a new system combined with enhanced semantics segmentation is proposed. The main contributions of this paper are as follows:
• An efficient visual SLAM system architecture integrates different sensor data to locate and map in a complex environment.
• The semantic segmentation precision is improved by enhancing semantic tags with depth values and colored image process.
• The repaired semantic tags are built on the map to realize the semantic map. Other sections of this paper are as follows. Section 2 illustrates the details of our method. Section 3 analyzes the performance of our approach through experiments. Finally, we summarize our work and discuss plans in Section 4.
II. METHODOLOGY A. SYSTEM OVERVIEW
The pipeline of the proposed SE-SLAM system shown in Figure 1 . Our system enables mobile robots to recognize and distinguish dynamic objects and static objects in the scene by using encoder data and image data. Then remove dynamic objects, and build the map with the recognized static objects and background. The system can divide into four modules: Data fusion, enhanced semantic segmentation, optimization, dense map creation.
Data fusion is that using timestamps match the encoder data and image data. Image data is an RGB-D image pair that contains a color image and a depth image. The camera position-pose information of each frame at the corresponding moment can obtain through calculation. Then the keyframes are selected from each frame according to conditions, and the keyframes at this time have position information and passed into the enhanced semantic segmentation module.
In the module of enhanced semantic segmentation, firstly, the color image of each keyframe is semantically segmented. Secondly, the segmentation of the color image is reprocessed by the image morphology algorithm. Then, distinguish between static and dynamic objects. Finally, the dynamic object will be repaired.
The next module is optimization. Because of the interference of dynamic objects to the mapping, the dynamic object pixels would be removed. Then local optimization is carried out by using bundle adjustment in successive keyframes. The processed keyframes can be used for mapping. The loop closure detection would perform when the loop is detected.
There are two parts in the dense map creation, and one is the local map by using the result of the local bundle adjustment, another is semantic octree map constructed by the local map.
B. DATA FUSION
The encoder data and image data as input in this module. The encoder data, color image, and depth image are preprocessed separately firstly. Then the data would be fusion.
1) COLOR IMAGE PROCESS
The resolution of the image pairs is 960 × 540. The color image converts to the gray image firstly. After the histogram equalization, the gray image is filtered by a frequency-domain homomorphic filter. Hence noises in the gray images are significantly reduced. This processing makes the gray image enhancement and more easily extract feature points in the low texture environment. The feature detection same as the ORB-SLAM2 [3] that we can obtain a homogeneous feature distribution.
2) DEPTH IMAGE PROCESS
The depth images collected by the kinect2.0 camera contain some noise points and have a limited measurement range that may lead to mistakes. For example, some depth values may be inaccurate due to uneven surfaces or reflective effects. We choose a range of depth values as valid values, from 0.1m to 8m.
3) ENCODER DATA PROCESS
The encoder data is collected from the two independent wheels of the robot, the collection frequency (default value is 100) can be adjusted in our encoder. We can get the robot motion model according to the encoder data. The state of the robot at a given time can be expressed by [45] :
where x n is the robot state at time t n nt, f n is a non-linear function, u n is the control signal producing the motion, and i is a vector of random impulses, generally considered Gaussian with covariance Q. In order to simpler description, we use the arrow assignment operator ''←'' to replace the equal sign ''='', meaning that the left-hand term has been updated with the result of the right-hand operation. Then, the above formula is transformed into:
Because of the uncertainties generated by the random perturbation i, We need to linearize the motion model and integrate a Gaussian estimate of the state, x ∼ N − x, P , as follows,
where −
x is the mean of x, P is the covariances matrix. The matrices F x and F i are the Jacobians of f ( ) with respect to the state x and the perturbation impulse i,
The encoder data comes from a two-wheel differential driving mobile robot in our experiment, according to the differential drive model, the distance between two wheels is d, the wheel radius is r, the left and right incremental wheel angles are δψ L , δψ R , each time step δ t , the u needed in equation (3) is:
where δx and δy are the linear advance in the x and y direction of a planar, δθ is the angle of rotation. The covariance Q, needed in equation (4), can be obtained from the wheel angle measurements by:
where J is the Jacobian of Equation (6), and Q ψ is the covariance of the wheel angle measurement,
where σ ψ is a constant coefficient of the encoder. With the calculation of continuous input data, the robot state x can be obtained at any time of t n .
4) FUSION
Two types of data: image pairs and encoder data have completed preprocessing. Color image and depth image in an image pair associated with each other by using a similar timestamp. But the frequency of the encoder is much higher than the camera, and they cannot be associated directly. We use the data fusion policy proposed by DRE-SLAM [19] : 1) In the image pair input continuously, one frame is selected as the keyframe k according to the strategy that will be introduced in the 2.2.5, and the other frames are called the current frame c. Suppose that in the two adjacent keyframes, the keyframe k that is input first is selected as the starting point, and k contains pose information. For each subsequent input of the current frame c i , match the encoder data information closest to its timestamp. By calculating all the encoder data between k and c i , we can get the robot pose transformation T k c i between c i and k. 2) Then we need to calculate the camera pose transformation T cam from c i to k. Because the camera is fixed to the robot, it is only necessary to know the pose transformation T r cam ob of the camera relative to the robot. This transformation can be obtained by calibration [52] . Then, T cam is calculated by the following form:
3) It is not enough to get the pose information T cam from the current frame to the previous keyframe, because building a map requires knowing where pixels are in the world frame. And we need to know where the current frame posture is in the world frame firstly. According to the robot translation [x, y] T ∈ R 2 and yaw angle (θ ∈ (−π, π]) in the plane, the pose of robot in the world coordinate system is calculated by:
and the position of the current frame in the world coordinate system T w cam is given by:
5) FRAME AND KEYFRAME
As mentioned in the previous step, the keyframe needs to be selected according to the following strategies:
• Take the current frame of the first frame as the keyframe of the first frame, and take the current position as the origin to establish the world coordinate system. The keyframe initialization is implemented in this step.
• The current frame entered after the last keyframe can be selected as the keyframe if a certain threshold is met. This threshold guarantees that there are enough valid points for the two keyframes to construct the map, and it is composed of two values, which are the moving distance and rotation angle of the robot. The above calculation can obtain the pose of each frame image in the world coordinate system, and the connection of all poses constitutes the trajectory of the robot movement. The subsequent steps will optimize the selected keyframes and create a map. The image of each frame will not be processed anymore, and the amount of data to be processed is significantly reduced, which improves the operating efficiency of the system.
C. ENHANCED SEMANTIC SEGMENTATION
The objects in the image have been segmented by using the semantic network in the enhanced semantic segmentation pipeline. The segmentation image is further processed to distinguish dynamic and static objects. There are four parts: recognition and segmentation, image segmentation post-processing, image inpainting using depth value, distinguish between static and dynamic objects in this pipeline.
1) COLOR IMAGE SEGMENTATION
The SegNet [46] , a famous semantic segmentation network based on Caffe [47] , has been adopted in this part. Using this network to train the PASCAL VOC dataset [48] could segment 20 classes in total, these classes were called models. The objects in the color image of the keyframe from the data fusion pipeline have been recognized and segmented by using these 20 well-trained models.
In the indoor environment, the light intensity is relatively stable, so that the object can have a better recognition effect. In the experiment, the objects we identify are mainly people, monitors, bicycles, chairs, etc.
2) SEGMENTATION REPROCESSING
There are some noise points in the recognized objects due to misidentification. Therefore, contour extraction is carried out for the identified object after recognition, and then the purpose in which contour is less than 100 is deleted. For the object after denoising, there are usually burrs on the edges or holes in the target. In this case, we use the morphological algorithm to reprocess it. First, for image binarization, all objects identified in the image are marked white and used as a foreground. It is also a part that is required for morphological operations. Unidentified objects are marked as black as a background. For the foreground, the corrosion operation is first performed, which can make the edge of the recognized object more smoothly. A dilation operation is performed to supplement the unrecognized edges. Ultimately, object recognition is more accurate.
3) DISTINGUISH BETWEEN STATIC AND DYNAMIC OBJECTS
Dynamic objects and static objects need to be distinguished between marks. It is important to note that we assume people and the objects move with people are dynamic objects. Furthermore, if some objects move, like chairs, they will not build to the map because the octree map is refreshed continuously. Other objects we assume them as static objects. Dynamic and static objects require different processing in the subsequent processes. Because dynamic objects are moving in the environment, if a dynamic object is built into a map, many unidentified objects appear in the constructed 3D map. Besides, we need to extract the feature points of the image for pose optimization. If the extracted feature points belong to a dynamic object, the calculated pose is entirely wrong with the movement of the dynamic object.
4) DYNAMIC OBJECT INPAINTING
There are two reasons why the semantic network is not accurate enough for dynamic object recognition: 1) Because the moving object moves faster than the robot, the collected dynamic objects are blurred in the color image, which causes a high interference to the semantic recognition and makes the object unable to be completely recognized. 2) The partial color of the dynamic object is close to the background color, resulting in incomplete recognition of the dynamic object.
In the above cases, only a part of the dynamic object is identified by the semantic network. In our scheme, the depth image is used to repair the incompletely reconstructed image to make it more complete. It should note that we refer to the pixels that belong to the dynamic object are called dynamic pixels, the pixels that belong to the static object are called static pixels, and other values are called invalid points in the image. The color image and the depth image of the keyframe are downsampled from the resolution of 960 × 540 to 224 × 224, which reduces the computational cost. As shown in Figure 2 , the recognition of people after semantic segmentation is not complete. Only a portion of the people in the picture is marked as dynamic pixels and fail to segment the whole person. We proposed an enhanced semantic segmentation method.
In our Methodology, we assume that a pixel is detected as dynamic pixel by the SegNet [46] , find its corresponding position in the depth map according to the pixel coordinates, and search for the depth values in the four directions of up, down, left and right. The depth values of these pixels are not known when they haven't searched, as shown in Figure 3 .
Because people move in the environment, there is usually a tremendous difference in depth values between the segmented person (foreground) and the background. When the depth values of the four directions searched separately are close to the center value, the pixel value in the direction can be determined to belong to a person as well, and converted into a dynamic pixel.
It's not enough that only using the depth value of the four directions to do the dynamic object repair. The depth values of dynamic objects and background are closed when dynamic objects are close to the background. In this case, the use of depth values for dynamic pixel expansion may result in static pixels being treated as dynamic pixels, resulting in an excessively sizeable dynamic object area, as shown in Figure 4 . The search scope we need to limit. Based on the color image preprocessing, we use the Sobel edge extraction algorithm to find image edges in color images, the Sobel convolution factor in the x direction and y direction shown in Figure 5 . It's important to note that we enhanced and sharpened the color image before edge extraction, which makes the edges easier to extract.
Convolution of image I in the horizontal and vertical directions yields G x , G y :
The gray value of an image pixel after convolution is:
The results of the edge extraction of color images shown in Figure 6 : The results defined by the edge-to-depth compensation search are compared to the unqualified results, as shown in Figure 7 :
In the process of enhanced semantic segmentation, our system first identifies the target in the color image and then preprocesses the goal. Sobel algorithm is used to detect the edge and repair the incomplete dynamic object tags with the corresponding depth value. The specific steps of the algorithm are shown in Algorithm 1:
The dynamic object tag repair algorithm is shown in Algorithm 2:
Dynamic objects are not part of the environment. If the dynamic objects are not processed, they will cause a massive interference to the constructed map and positioning results. For invalid points, they have been filtered by the previous steps, where dynamic pixels are removed, and static pixels are left to use for optimization and map building. The processed keyframe only keeps the static pixels, and they go to the next link.
2) LOCAL BUNDLE ADJUSTMENT
For the input processed keyframes, a sliding window with a capacity of 8 is designed, and a local bundle adjustment is performed for successive eight keyframes to optimize the robot pose. Keep sliding until no longer enter keyframes. The keyframe that has been subjected to the local bundle adjustment is sent to the dense map creation module.
3) LOOP CLOSURE
For each frame entering the keyframe of this module, first, use the word bag model to match and detect the loopback. When a loop occurs, pose optimization is performed to eliminate the cumulative error, and the calculation is performed using Ceres Solver [49] .
E. DENSE MAP CREATION 1) LOCAL MAP
For the keyframes of the local BA, the local 3D point cloud is generated by using the color image and the depth image and then converted into a local octree map.
Algorithm 1 Object Recognition and Processing on Keyframes
Given: The color image of keyframes, k rgb ; The depth image of keyframes, k dep ; Model trained by Segnet, M n . Objective: Getting the processed keyframes, k p . 1: Using M n to identify objects in k rgb ; 2: Extracting all identified object contours c. Deleting the object when c is less than the threshold, then using the morphological algorithm to reprocess proposes other purposes.
3: Distinguish between static and dynamic Objects; 4: Downsampling k rgb , k dep from the resolution of 960 × 540 to 224 × 224. 5: Enhancing and sharping k rgb ; 6: Edge extraction is carried out from x direction and y direction respectively, and then merge them; 7: The depth values in k dep are used to repair the identified dynamic object labels, and the edge limit the range of extending. Building a stack named neighbor pixels s nei ; 8: Pushing the d val to the s nei ; 9: while s nei is not empty do 10: The value on the top of the s nei is popped; 11: if d val < d th then 12: Pushing the four adjacent pixels 13: around the p onto the stack; 14: Extending the dynamic tag of k lab ; 15: end if 16: end while 17: end if 18: end if 19 : end for 20: return k rep ;
Algorithm 2 Dynamic Object Tag Repair Algorithm

2) SEMANTIC OCTREE MAP
The local maps are merged to form a semantic octree map. In addition to three-dimensional modeling of the spatial environment and the identification of the identified dynamic objects, the identified static objects of various shapes, such as chairs, displays, bicycles, etc., are modeled. And mark the classification with different colors to make the map information more abundant and perfect.
III. EXPERIMENTS AND ANALYSIS
In this section, we test the performance of our system with datasets contributed by DRE-SLAM [19] and our laboratory environment. Using the datasets because:1. They were collected by the rosbag tools [50] ; 2. Having the ground truth that fusion the kinect2.0 camera and two encoders data. We built our robot by converting the turtlebot-waffle, which is a ROS standard platform robot. Firstly, the structure of the robot has been changed that the second level is raised to have more space. Then, we replaced the original 3D perception with the kinect2.0 camera, changed the single-board computer with a mini workstation, and removed the lidar, as shown in Figure 8 .
The operating system of the mini workstation is Ubuntu16.04. It has an Intel Core i7-8750H CPU, 16GB RAM, and an NVIDIA RTX 2070 GPU, 8GB RAM.
A. COMPARATIVE TESTS
Some experimental comparisons are made in this section, including pose accuracy, rapidity, and map quality. We chose two systems: DRE-SLAM [19] and DS-SLAM [33] for comparison.
It is very grateful to DRE-SLAM's experimental team for providing datasets in a variety of scenarios and the ground truth corresponding to these datasets, which will help us to make a more explicit comparison of experiments. Since our robot platform is different from the experimental robot platform of DRE-SLAM, the corresponding camera internal and external parameters are also different. It should be noted that if the DRE-SLAM's dataset is used for the experiment, the internal and external parameters of the camera are DRE-SLAM's data. The internal and external parameters of the camera are corresponding to the collection. Then the internal and external parameters of the camera use our calibration results if we use our robot to experiment in the real environment. The calibration method of the camera reference is calibrated by the means provided by iai-kinect2 [51] and [52] . Different kinect2.0 cameras have different internal parameters, which need to be calibrated in different cameras. Other parameters such as camera acquisition frequency, encoder acquisition frequency will be set uniformly. Of course, the encoder data is not used in the DS-SLAM's scheme, and will not have other effects on it. The comparison experiment is carried out under the condition of consistent external conditions and parameters. It is not affected by the difference between the hardware, such as the robot, camera, encoder, and external environment. The comparison result is only affected by the algorithm.
The DRE-SLAM uses different methods to detect dynamic objects, so it needs a longer time interval between the two adjacent keyframes. The DS-SLAM combines the semantic segmentation network with the moving consistency check method to recognize the dynamic objects. But this system needs to process each frame of the images, which spend more time. It is unnecessary in our system because we use the encoders to choose the keyframes of the images, and the number of keyframes is much less than frames. In our system, the encoder data is used to calculates the pose quickly, which shortens the tracking time. These objects fall into two different classes: the completely dynamic object like people and the dynamic object such as the moving chair, various classes are handled in different ways. In this experiment, people are mainly identified and processed. Chairs in the environment are built into the map if they are stationary, and updated probability by the octree map if they are moving.
The open-source datasets of DRE-SLAM and our scenarios are used in this experiment. The content and naming of different datasets are explained below. The DRE-SLAM dataset collects three datasets for the same scene: static scene (ST), less dynamic objects (LD), and multiple dynamic objects (HD). A static scene means that no moving object or people exist in the scene. In a low-dynamic scene, only one person appears in the environment. In a multi-dynamic environment, there are three mobile people. The scene of the DRE-SLAM's open-source dataset is Office, and the three datasets represented as HD1, LD1, and ST1. In our lab environment, to reduce external disturbances, we built two scenes with wooden planks and placed some items -one is the square view (S), another is the corridor (C). Dynamic (DY), and static (ST) datasets are collected in two scenarios.
1) POSE ACCURACY
In a complete SLAM scheme, the pose accuracy must be guaranteed. In this part of the comparison experiment, we only use the DRE datasets to test because there is no ground truth in our actual scenes. Through the experiments, we can see the pose accuracy of the three schemes. We used the EVO tool [54] to evaluate absolute pose error (APE) to determine the pose accuracy. We compared the root-mean-square error (RMSE), the mean, and the median. The DS-SLAM only uses the camera as a sensor for tracking, and the pose accuracy is much lower than DRE-SLAM and our system. Our system improves the accuracy of tag recognition. It speeds up dynamic object culling, so we can increase the acquisition frequency of keyframes, which also improves the accuracy of the pose. The results is shown in Figure 9 and in Table 1 .
As shown in Figure 10 , our system has the best pose accuracy in different datasets.
2) RAPIDITY
The rapidity described in this part refers to improving the operating efficiency of the SLAM, reducing the running time, thereby speeding up the overall system operation, which can effectively improve the real-time and robustness of the system. The comparison of tracking time and Dynamic objects culling time shown in Table 2 . We can see that DRE-SLAM and our system have less tracking time because the two systems use the fusion of encoder data and camera data for pose processing, while DS-SLAM only uses camera data to handle poses. The dynamic object culling time of our system is shorter than the other two solutions. The active object culling module in DRE-SLAM [19] takes a long time to complete because it uses two methods for culling, one is to use YOLOv3 [53] for identification, and the other is to use dynamic multi-view geometry for rejection. According to the experiment of DRE-SLAM, the recognition time on the image of keyframes, and DS-SLAM needs to perform semantic recognition on each frame of the picture, so our solution is better at the overall time. Our system completes the processing of each module in a shorter time and ensures that the dynamic objects are removed at the same time. It ensures that the code multi-threading will not cause the system to block or even crash the system because of the execution time of an individual thread is too long.
The table 3 is the enhanced semantic segmentation time in our system, which is composed of semantic segmentation time and image processing time. The enhanced semantic segmentation belongs to the dynamic objects culling thread in the code.
3) MAP QUALITY
For the construction of spatial maps, DRE-SLAM, DS-SLAM, and our system all use octree maps. The octree TABLE 3. The enhanced semantic segmentation time in our system. map has the advantages of a smaller footprint and continuous updating. However, the three schemes have vast differences in the quality of the map. Although DRE-SLAM can remove all kinds of dynamic objects, it will also delete some static object information. It uses YOLOv3 to identify various objects and removes dynamic objects like people, bicycles, cats, dogs, etc. directly from the image and does not build them into the map. The use of multi-view geometry in images removes some static objects, so the way of culling dynamic objects eliminates some valid information. For example, DRE-SLAM runs in our experimental environment, and a bicycle is placed against the wall, its culling method removes the barrier behind the bike during the process of removing the bike from the image, which causes the map to be missing. This approach is unreasonable because it will cause the map to be too sparse or even wrong. Although ds-slam does not remove much static information, it cannot eliminate dynamic objects in the map due to incomplete target recognition. Our scheme uses Segnet to identify different purposes and uses the graphics algorithm to process the identified objects, and then use depth values to complement the incomplete objectives. Based on recognizing and eliminating people, our scheme uses the probability update of the octree to remove other moving objects, which can ensure that the dynamic objects are not built into the map, and higher density of maps. As shown in Figure 12 , we test the mapping effects under six different datasets, and they are ST1, LD1, HD1, C-DY, S-DY, S-ST. As can be seen from the figure, there is a particular error in the map created by DS-SLAM. In some cases, DRE-SLAM has a mistake because it deletes too much valid information.
B. RECOGNIZE THE ACCURACY OF OBJECTS
Due to the training results of the SegNet network itself, there are some situations in which the target recognition is incomplete. As shown in Figure 13 , in the case of identifying people, sometimes only the feet are recognized, and sometimes some of the body is missing. Target repair based on depth values sometimes is overcompensated, but it is usually not very serious. Our system uses a graphical approach combined with depth information to complement incompletely identified targets, which enables better recognition without eliminating too many valid pixels. The dynamic objects and the static objects are distinguished in our experiments. Each line in Figure 13 represent different scene. The first image is the original color image, the second image is the tag recognized by SetNet, and the third image is the repaired tag. Finally, dynamic objects and static objects are marked on the depth map, and dynamic objects are shown in red, static objects are shown in blue, and places, where the depth value is invalid, are indicated in black.
C. SEMANTIC OCTREE MAP
We build 3D semantic maps and classify some identified static objects in the case of ensuring that dynamic objects are not built into the map. In this way, in the case of a large map, we can also identify which part of the scene corresponds to a part of the map based on the marked object, which is more clearly. Different purposes are in different colors in the octree map, and the shape can also clearly determine what the objective is. As shown in Figure 14 , the chairs, screen, bicycle, and map built on the octree tree that we have identified from the picture.
IV. CONCLUSION
In this paper, we present a new mobile robot SLAM system that can works in dynamic indoor environments with robustly and high accuracy. Our system takes color images, depth images, and encoder data as input, and then performs enhanced semantic segmentation by image processing, it outputs the robot pose and establishes a color semantic octree map. This system combines camera data with encoder data to improve tracking speed and accuracy. The semantic segmentation tag is repaired with depth values and image processing, which enhances the effect of dynamic object culling. To restore the purposes more quickly, we downsample both the color image and the depth image, then sample the fixed result to the original size. The experimental results demonstrate the feasibility. Our method effectively reduces the processing speed of each keyframe but also ensures accuracy.
In the future, first, we will test our system in more complex scenarios and analyze the recognition effects of different semantic networks. Second, the dynamic object detection method based on multi-geometry will be added to cooperate with the image processing algorithm to further improve the adaptability and robustness of the system in the dynamic environment.
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