Abstract-Artificial Immune Systems are inspired by biological immune systems, and are characterized by interesting properties such as error tolerance, adaptation and self-monitoring. An area where they found wide application is anomaly detection in information systems, including intrusion detection. In this work we propose to extend the Artificial Immune System (AIS) paradigm from its typical application domain, computer system security, to ambient intelligence. AISs can be used to respond adaptively to real word anomalies in controlled environments. Here the counterpart of perceptual functions and detection capabilities can be provided by device intelligence, e.g. in terms of multimedia interpretation.
I. INTRODUCTION
Artificial Immune Systems (AISs) are inspired by the biological immune systems, which can detect harmful and previously unseen invaders, and attack them. They are characterized by interesting properties such as error tolerance, adaptation and self-monitoring and have found applications to many problems including power-outage cause identification, bankruptcy prediction, classification of well drilling operations; medical decision support systems; remote sensing imagery classification, email spam classification and collaborative filtering and clustering. An area where they found wide application is anomaly detection in information systems, including intrusion detection.
In this work we propose to extend the Artificial Immune system paradigm to respond to real word anomalies through and within ambient intelligence. Indeed the immune system paradigm can be extended to the problem of detecting anomalies in real world scenarios: here the analogous of perceptual functions and detection capabilities can be played by multimedia interpretation. Among real world scenarios suitable to this approach are those set in open environment such as trains stations and airports, where the semi-automatic interpretation of multimedia information flows can provide to AIS the necessary information (e.g. historical information about recognizable people, normal behavior, detection of sudden crowd movements etcetera).
The paper is organized as follows: first we review the definition of Artificial Immune Systems and point out some relevant literature (Section II), then we outline the state of the art in Ambient intelligence with special reference to multimedia interpretation (Section III) and finally (Section IV) we show how the two areas might interplay.
II. AIS
Artificial immune systems (AISs) [3] is a computational intelligence approach born in the mid 1980s and inspired by immune theories, principles, and models with applications to problem solving. In computer science, AIS are inspired by the features and processes of the vertebrate immune system. Their algorithms typically exploit the immune system's characteristics of learning and memory to solve a problem.
The vertebrate immune system is able to generate several cells and molecules to fight invading disease-causing elements, the pathogens (e.g., viruses, bacteria and funguses). By modifying the molecular structure of immune receptors and increasing the concentration of particular cells and molecules in the blood and lymph, the immune system can also increase its ability at recognizing and destroying these pathogens. Therefore, the immune system is inherently capable of defining its own architecture and adjusting its parameters so as to cope appropriately with invading elements. AISs have been also built for a wide range of application domains including document classification, fraud detection, and network-and host-based intrusion detection. An important field is that of AIS approaches to intrusion detection, which are reviewed by Aickelin et al. [2] , [9] .
A. Innate and Adaptive Responses
There are two major branches of the biological immune systems: the innate immune system is an unchanging mechanism that reacts to specific anomaly signals, whilst the adaptive immune system responds to previously unknown foreign cells and builds a response to them that can remain in the body over a long period of time: it classifies all cells (or molecules) within the body as self-cells or non-self cells. The innate immune system can for instance be triggered by the perception of the sudden death of a number of cells, the adaptive immune system can react to the detection of the reappearance of a known pathogen or to the appearance of unknown cells [6] . The first line of a body's defence is the innate immune system of which individuals are endowed from their birth. This system is non-specific, i.e. it does not target any particular invader and is an unchanging mechanism [1] . It represents a broad layer of protection, and more primitive animals are endowed with the innate immune system only.
The adaptive immune system, on the other end responds to previously unknown foreign cells and builds a response to them that can remain in the body over a long period of time. In other words, the innate immune system responds to threats when damage to the host is detected (e.g. by a surge in cell deaths), the adaptive immune system is able to categorize all cells (or molecules) within the body as self-cells or non-self cells [8] .
The classes of cells involved in the innate immune system include different kinds of tissues (e.g. skin, airway cilia, tears, saliva and cells which migrate to an infection area and neutralize threats). During the body's attack, however, some pathogen may circumvent such basic defences. In this case, such pathogens will encounter the bodys second line of defence, that corresponds to the adaptive immune system. Adaptive immunity, sometimes called acquired immunity, is more specialized than the innate one, since the adaptive response is triggered by identification of the foreign invader which leads to the activation of certain cells that engulf, kill or remove the foreign agent from the body. The adaptive immune system involves two main classes of lymphocytes, known as T and B cells.
An important difference between innate and adaptive responses [7] , is that an adaptive response is highly specific for a particular pathogen: whereas the innate system agent will not alter itself on repeated exposure to a given pathogen, the adaptive system agent improves its response to the pathogen with each encounter of the same pathogen. Also, this adapted cell will remain within the body and will be able to attack the pathogen if it re-enters the system in the future. Therefore, two key functionalities to exploit of the adaptive immune response system are its abilities for adaptation and memory.
B. Negative Selection
The immune system has evolved complex structures and methods for identifying pathogens and removing or responding to their threat. In particular, the negative selection mechanism is one of the major mechanism of the immune system to protect the body against self reactive lymphocytes [1] .
As reported by Forrest and colleagues [4] , in the human immune system the purpose of negative selection is to provide tolerance for self cells. In the immune system, cells known as T cells undergo a multistage maturation process inside an organ called the thymus. While in the thymus, T cells are censored against the normally occurring peptide patterns of the body called self. T cells that react with self are deleted in the thymus before they can become active and cause autoimmunity. The only T cells allowed to mature and leave the thymus are those that survive this censoring operation. Such cells then circulate through the body freely and independently, eliminating any material that they can bind. Because of the censoring process, such material is implicitly assumed to be foreign and is known as non-self.
This approach can be used for distinguishing normal systems patterns from abnormal ones, thus providing a fault detection mechanism. There are situations where this characteristic could be an advantage: for instance, when the normal behavior of a system is defined by a set of complex patterns, it may be easier to look at the abnormal patterns instead of the normal ones; also when the number of possible abnormal patterns is much larger than that of normal ones, this approach brings an advantage, since training a fault detection system with a large number of fault situations becomes unpractical.
C. Clonal Selection
The clonal selection [11] is the mechanism used by the immune system to define the basic features of an immune response to an antigenic stimulus. In this mechanism only cells matching the antigens are selected to proliferate. The selected cells are subject to an affinity maturation process, which improves their affinity to the selective antigens: when the body is exposed to an antigen, some of its cells (B lymphocytes) respond by producing antibodies. By binding to these antibodies (cell receptors), the antigen stimulates the B cell to proliferate (divide) and mature into terminal (nondividing) antibody secreting cells, called plasma cells. The process of cell division (mitosis) generates a clone, i.e., a cell or set of cells that are the progenies of a single cell. Lymphocytes, in addition to proliferating and/or differentiating into plasma cells, can differentiate into long-lived B memory cells. Memory cells circulate through the blood, lymph and tissues, and when exposed to a second antigenic stimulus start to differentiate into large lymphocytes capable of producing high affinity antibodies, pre-selected for the specific antigen that had stimulated the primary response. The main features of the clonal selection theory used in creating AIS algorithms are:
1) Proliferation and differentiation on stimulation of cells with antigens; 2) Generation of new random genetic changes, subsequently expressed as diverse antibody patterns, by a form of accelerated somatic mutation (a process called affinity maturation); and 3) Elimination of newly differentiated lymphocytes carrying low affinity antigenic receptors.
III. AMBIENT INTELLIGENCE
The immune system paradigm can be extended to the problem of detecting anomalies in real world scenarios: here the analogous of perceptual functions and detection capabilities can be played by multimedia interpretation. Here we review the main issues in this field.
A controlled environment is generally aimed to monitor the human-to-environment interaction. Modeling human behavior and understanding displayed patterns of behavioral signals, involve a number of tasks [12] :
• analyzing observed signals such as facial expressions, body gestures, non-linguistic vocalizations, and vocal intonations; • inferring the context in which signals were produced;
• understanding human behavior by translating the sensed human behavioral signals and context descriptors into a description of the shown behavior. Each of this aspects must be correlated with the environmental characteristic where the interactions take place. Since the environment aspects can be covered easily by a priory knowledge, the most important and challenging aspects of Human-environment monitored interaction resides on human sensing side.
A. Human Sensing
Inferring human behavioral features such as facial expressions, body gestures, non-linguistic vocalizations, and vocal intonations, which seem to be most important in the human judgment of behavioral cues, involves a several number of parallel processes:
• Face: face detection and location, head and face tracking, eye-gaze tracking, and facial expression analysis.
• Body: body detection and tracking, hand tracking, postures recognition.
• Vocal non-linguistic signals: estimation of auditory features such as pitch, intensity, and speech rate, and recognition of non-linguistic vocalizations like laughs, cries, sighs, and coughs. We focus on Multimedia aspects related to a video acquisition. Therefore, because of its relevance ad initialization step for every type of video based interaction, the face detection received most of the attention, among the tasks mentioned above.
In general face detection allows further features-oriented searching process that allows to obtain information about the human status (e.g. emotion, concentration). Unfortunately the human face is a dynamic object and has a high degree of variability in its appearance, which makes face detection a difficult problem. The general problem of detecting faces in digital images had received greater interest by computer vision researcher, and the volume of literature on this topic is considerable
The challenges associated with face detection can be attributed to the following factors: 1) Posture of face. The images of a face vary due to the relative camera-face pose (frontal, 45 degree, profile, upside-down), and some facial features such as an eye or the nose may become partially or wholly occluded. 2) Presence or absence facial features such as beards, moustaches, and glasses increase the variability of facial appearance together with shape, color, and size. 3) Facial expression 4) Facial occlusion by other objects. Image lighting conditions or camera characteristics (sensor response, lenses) that affect the appearance of a face. A wide variety of techniques have been proposed, ranging from simple edge-based algorithms to composite high-level approaches utilizing advanced pattern recognition methods. Because face detection techniques require a priori information of the face, they can be effectively organized into two broad categories distinguished by their different approach to utilizing face knowledge: 1) Feature-based. These techniques make explicit use of face knowledge and follow the classical detection methodology in which low level features are derived prior to knowledge-based analysis. The apparent properties of the face such as skin color and face geometry are exploited at different system levels 2) Appearance based. Address faces detection as a general recognition problem. Image representations of faces, are directly classified into a face group using training algorithms without feature derivation and analysis. Unlike the feature-based approach incorporate face knowledge implicitly into the system through mapping and training schemes.
Feature-based methods are based on the observation that humans can effortlessly detect faces and objects in different poses and lighting conditions and, so, there must exist properties or features which are invariant over these variability. Numerous methods have been proposed to first detect facial features and then to infer the presence of a face. In general the feature-based approach can be further divided into three areas:
• Low-level. In general the low level analysis involve:
edges, gray-scale values (threshold), color (skin-map region).
• Feature analysis. In feature analysis approach the visual features are organized into a more global concept of face and facial features using information of face geometry. Through feature analysis, feature ambiguities are reduced and locations of the face and facial features are determined. Some interesting techniques [21] , [22] are based on feature searching process that start with the determination of prominent facial features. The detection of the prominent features then allows for the existence of other less prominent features to be hypothesized using anthropometric measurements of face geometry. These algorithms generally rely extensively on heuristic information taken from various face images modeled under fixed conditions. In complex situation these algorithms will fail because of their rigid nature. Some face detection research address this problem by grouping facial features in face-like constellations using more robust modeling methods [23] , [24] , [25] • Template-based. Template based Several standard patterns of a face are stored to describe the face as a whole or the facial features separately. In template matching, a standard face pattern (usually frontal) is manually predefined or parameterized by a function. The correlations between an input image and the stored patterns are computed for detection. The existence of a face is determined based on the correlation values. Some Template techniques take advantage of more simple and static model. In many cases this static model is related to frontal-view face (i.e., the outline shape of a face). In general these methods take advantages from edge map. Therefore in many cases the initial analysis can be classifies in the low level family. In [13] an edge grouped approach is used with several constraint for face's template search. The same process is repeated at different scales to locate features such as eyes, eyebrows, and lips. Sometimes the facial features searching process is based more on a control strategy to guide and assess the results from the template-based feature detectors. In a similar way [14] uses a linked neighborhood oriented process to define the facial template.
Appearance-Based methods try to solve the problem within a probabilistic framework or by finding a discriminant function using a large set of training images. In this context, several neural network-based classifiers have been proposed [14] , [15] . Most of these early strategies aggregated pixel row values to tolerate noise and other situational appearance variations like illumination changing. Viola and Jones [16] proposed AdaBoost, an efficient and innovative schema for learning classifiers based on Haar-like features (initially proposed by Papageorgiou [17] ). Using features instead of raw pixel values as input of a learning algorithm reduces in-class variability while increases out-of-class variability, making classification easier. Haar-like features encode structured knowledge about face structure which would be very difficult to learn from a raw and finite set of input data. A very large and general pool of simple features combined with feature selection can greatly increase the capacity of the learning algorithm. Several extensions to the Viola and Jones technique have been proposed. Some of them rely on modified versions of AdaBoost [18] ; others use an extended set of features [19] . A recent approach [20] uses a new distinctive feature, called a joint Haar-like feature, based on co-occurrence of multiple Haar-like features. The joint Haar-like feature can be calculated very fast and is rather robust against noise and change in illumination. More importantly, feature co-occurrence captures structural similarities within face classes well, making it possible to build very effective classifiers.
Other interesting aspects that can be used for inferring the human environment interaction is the eye gaze direction. In literature there are several eye gaze tracking approach. In general the gaze direction is fundamental for inferring the objective of interaction inside the environment. Other prominent aspects that can be taken into account is human emotional state inference. The facial expressions analyzers developed so far attempt to recognize a small set of prototypic emotional facial expressions such as happiness or sadness (see also the state of the art in facial affect recognition in the text below). In applications like anticipatory ambient interfaces, several research groups begun research on machine analysis of facial muscle actions (Action Units of FACS by Ekman). As AUs are independent of interpretation, they can be used for any higher order decision making process including recognition of basic emotions, cognitive states like interest, (dis)agreement and puzzlement, psychological states like suicidal depression or pain, and social signals like emblems, regulators, and illustrators. A number of promising prototype systems have been proposed recently that can recognize the AUs also in complex environment [26] , [27] . Vision-based analysis of hand and body gestures is nowadays one of the most active fields in computer vision. In general the strategy of detection and tracking is similar to the ones described before, furthermore most of these methods emphasize Gaussian models, probabilistic learning, and particle filtering framework for tracking purpose.
B. Context and Ambient Sensing
Context plays a crucial role in understanding of human behavioral, since they are easily misinterpreted if the information about the situation in which the shown behavioral cues have been displayed is not taken into account. In our case the context is strictly related to the ambient. In fact the same action in a different context-environment can be interpreted differently. For instance wearing a helmet in a dockyard is a good practice, while wearing it inside a metropolitan station can be considered hiding his identity. In general some environmental context information can be known a priori (i.e. important area in the scene), but the interaction with human generally requires that some other environment object must be detected (i.e. human must stay far from a dangerous area defined by red line). In this sense the ambient sensing will be more technologically unaffected. In fact the variability of the object of interest is not comparable with the human one. Furthermore in many cases the object is characterized by some well detectable macro features. For instances considering the helmet example, the color is sufficient for the detection. In general the algorithmic tool used for Human sensing can be adapted for environment sensing.
IV. AN AIS APPROACH TO ANOMALY DETECTION IN MULTIMEDIA AMBIENT INTELLIGENCE
We propose to extend the Artificial Immune System (AIS) paradigm from its typical application domain, computer system security, to ambient intelligence. AISs can be used to respond adaptively to real word anomalies in controlled environments. Here the counterpart of perceptual functions and detection capabilities can be provided by device intelligence, e.g. in terms of multimedia interpretation.
In a large controlled environment a perceptual system could monitor the behavior of the actors (but also in principle of parts of the environment). The multimedia stream coming from several sensors could be undergo an initial elaboration in the form of a partial interpretation, typically of human behavior.
During a training phase all the interpretations, if considered normal by a human supervisor, will enter into the definition of self.
A set of classifiers of various types, e.g. neural networks or genetic algorithms, can be trained to recognize the self, and used as negative selection classifiers, by deploying them in correspondence to intelligent sensors (multimedia sensors).
When detecting non-self behaviors these antibodies could trigger a spectrum of reactions, ranging from alerting a human to opening or closing gates, to interrupting power and so on. Other software agents could be generated that record the details of the situation and generate a large set of classifiers, selected on the basis of their affinity to the situation (measured by some classifier-related metrics), and then distributed to other intelligent devices in the distributed monitoring system, so as to enter in their repertoire of knowledge.
The limited storage and elaboration capability of each device could eventually limit the addition of further information. In this case the classifiers could be dropped on the basis of the time they have been triggered last, or the variability of a set of classifiers could be reduced.
This would represent a sort of adaptive immune system for the controlled environment. The same environment could be endowed also by the analogous of an innate immune system, by defining on the basis of the domain knowledge, the situations which for sure are already known to represent an anomaly, by specifying the prescribed reaction, for instance by means of a system of rules.
