Classification of text documents become a need in today's world due to increase in the availability of electronic data over internet. Till now, no text classifier is available for the classification of Punjabi documents. The objective of the work is to find best Punjabi Text Classifier for Punjabi language. Two new algorithms, Ontology Based Classification and Hybrid Approach (which is the combination of Naïve Bayes and Ontology Based Classification) are proposed for Punjabi Text Classification. A corpus of 180 Punjabi News Articles is used for training and testing purpose of the classifier. The experimental results conclude that Ontology Based Classification (85%) and Hybrid Approach (85%) provide better results in comparison to standard classification algorithms, Centroid Based Classification (71%) and Naïve Bayes Classification (64%).
Introduction
The amount of electronic data available such as digital libraries, blogs, electronic newspaper, electronic publications, emails, electronic books is increasing rapidly. However, as the volume of electronic data increases the challenge to manage that data also increases. Thus, automatic organization of text documents becomes an important research issue of Text Mining. Manual Text Classification is an expensive and time consuming task, as classifying millions of text documents efficiently and with accuracy is not an easy task. Therefore, automatic text classifier is constructed whose accuracy and time efficiency is much better than manual text classification. There are mainly two machine learning approaches to enhance classification task: supervised approach, where predefined classes are assigned to text documents with the help of labeled documents; and unsupervised approach, that does not require labeled documents to classify the text documents [Chen and Blostein 2006] . So far very little work has been done for text classification with respect to Indian languages, due to the problems faced by many Indian Languages such as: no capitalization, non-availability of large gazetteer lists, lack of standardization and spelling, scarcity of resources and tools. Punjabi is an Indo-Aryan Language, spoken in both western Punjab (Pakistan) and eastern Punjab (India). It is 10 th most widely spoken language in the world. Also it is the official language of Indian state of Punjab. In comparison to English language, Punjabi language has rich inflectional morphology. E.g. English verb "Play" has 4 inflectional forms: play, played, playing, plays; whereas same word in Punjabi i.e. "ਖੇ ਡ" has 47 inflectional forms: ਖੇ ਡ, ਖੇ ਡਣਾ, ਖੇ ਡਣੇ , ਖੇ ਡਣ, ਖੇ ਡਦਾ, ਖੇ ਡਦੇ , ਖੇ ਡਦੀ, ਖੇ ਡਦੀਆਂ etc. This depends upon gender, number, person, tense, phase, transitivity values in a sentence. Therefore, using only statistical approaches to classify the Punjabi documents do not provide good classification results, there is a need of linguistic approaches too for the selection of the relevant features that increase the efficiency of the classification.
No work has been done to classify the Punjabi documents due to lack of resources available in electronic format. Therefore, two new approaches are proposed for Punjabi language, Ontology Based Classification and Hybrid Approach. And to compare the results of these classification algorithms, standard classification algorithms, Naïve Bayes and Centroid Based Classification are used.
Text Classification for Indian Languages
So far Text Classification Techniques implemented for Indian Languages are: Naïve Bayes classifier has been performed over Telugu News articles in four major classes: Politics, Sports, Business and Cinema; to about 800 documents. In this, normalized TFXIDF is used to extract the features. Without any stopword removal and morphological analysis, at the threshold of 0.03, the classifier gives 93% precision [Murthy 2003 ].Semantic based classification using Sanskrit wordnet used to classify Sanskrit Text Document, this method is built on lexical chain of linking significant words that are about a particular topic with the help of hypernym relation in WordNet [Mohanty et al. 2006] . Statistical techniques using Naïve Bayes and Support Vector Machine used to classify subjective sentences from objective sentences for Urdu language, in this, language specific preprocessing is done to extract the relevant features. As Urdu language is morphological rich language, this makes the classification task more difficult. The result of this implementation shows that classification results of Support Vector Machines is much better than Naïve Bayes [Ali and Ijaz 2009] . For Bangla Text Classification, n-gram based classification algorithm is used and to analyze the performance of the classifier Prothom-Alo news corpus is used. The result show that as we increase the value of n from 1 to 3, performance of the text classification also increases, but using gram length more than 3 decreases the performance of the classifier [Mansur et al. 2006 
Problem Description
Manually classifying millions of documents require lots of effort and time. Therefore, automatic Punjabi Text Classifier is constructed to manage these documents efficiently in less time with minimum efforts. In literature review, it has been observed that no work has been done in this context for Punjabi Language.
The problem is to classify large collection of Punjabi Text Documents into one of the predefined classes. These classes are: ਿਕ ਕਟ (krikaṭ) (Cricket), ਹਾਕੀ (hākī) (Hockey), ਕਬ ਡੀ (kabḍḍī) (Kabaddi), ਫੁ ਟਬਾਲ (phuṭbāl) (Football), ਟੈ ਿਨਸ (ṭainis) (Tennis), ਬੈ ਡਿਮੰ ਟਨ (baiḍmiṇṭan) (Badminton), ਓਲੰ ਿਪਕ (ōlmpik) (Olympic).
The tasks that need to do to achieve the objectives are following:
• To develop NER system and language dependent rules to extract names, locations, time/date, designation, abbreviation, numbers/counting from the document.
• To extract the relevant features from the document for better classification results.
• To prepare gazetteer lists for the classification task.
• To create Domain (sports) specific Ontology for the Punjabi language that includes terms related to class.
Punjabi Text Classification
For Punjabi Text Classification, initial steps that need to do are following:
• Prepare Training Set for Naïve Bayes and Centroid Based Classifier. The documents in the training set are tokenized and preprocessed. Stopwords, punctuations, special symbols, name entities are extracted from the document.
• For each class, centroid vectors are created so as to calculate the similarity between centroid vectors and unlabelled document vector.
• Create Sports specific Ontology in Punjabi language for Ontology based Classifier that contains terms related to the class e.g. class ਿਕ ਕਟ (Cricket) contains terms
ਿਵਕਟਕੀਪਰ (vikṭakīpar) (wicket-keeper) etc. For the first time such lists are created for Punjabi Language.
• Prepare Gazetteer lists such as list of middle and lastnames (ਿਸੰ ਘ, ਸੰ ਧੂ , ਗੁ ਪਤਾ, (siṅgh, sandhū, guptā)), places (ਬਿਠ ੰ ਡਾ, ਚੰ ਡੀਗੜ( , ਪੰ ਜਾਬ, (baṭhiṇḍā, caṇḍīgaṛh, pañjāb)),
After initial steps, Punjabi Text Classification is implemented into three main phases:
Pre-processing Phase
Each Unlabelled Punjabi Text Documents are represented as "Bag of Words". Before processing, stopwords, special symbols, punctuations (<,>, :,{,}, [,] ,^,&,*,(,) etc.) are removed from the documents, as they are irrelevant to the classification task. Stopwords list is manually prepared by analysing the punjabi corpus. Table 1 shows lists of some stopwords that are removed from the document. 
Feature Extraction Phase
Input document may contain redundant or non-relevant data that increases the computations. Therefore, to reduce the feature space by extracting the relevant features from the document, along with statistical approaches, language dependent rules, gazetteer lists are created by analyzing the Punjabi documents.
Statistical Approaches
For classification of Punjabi Documents TFXIDF is used as statistical approach [Yanbo et al. 2009; Han and Kamber 2001] . TFXIDF weighting is the most common method used for term weighting that takes into account this property. In this approach, the TFXIDF weight of term i in document d assigned proportionally to the number of times the term appears in the document, and in inverse proportion to the number of documents in the corpus in which the term appears.
TFXIDF weighting approach weights the frequency of a term in a document with a factor that discounts its importance if it appears in most of the documents, as in this case the term is assumed to have little discriminating power.
Linguistic Features
Statistical approach fails to extract language dependent features. Therefore, Hybrid Approach is used which is the combination of Rule Based Approach and List Lookup approach. A number of rules specific for Punjabi language used to extract the language dependent features are following: 
etc. are found, they are extracted. 4. Numbers/Counting a. if any numeric character is found, it is extracted.
are found, they are extracted. 
Processing Phase
At this phase, apply classification algorithm such as Naïve Bayes, Centroid Based, Ontology Based and Hybrid Approach to relevant features extracted from feature extraction phase in order to classify the unlabelled document into predefined classes.
Naïve Bayes Classification
It is simple probabilistic classifier that considers each term independent of each other. 1998; Chen et al. 2009] . In this, each document is represented as "bag of words". Following steps are taken to classify the Punjabi text documents using Naïve Bayes Classifier:
Step 1: Training Set Prepare training set for the classifier in which folders represent class and each folder contains set of documents called labeled documents. Punctuations, special symbols are removed from the document. Then, documents are segmented into meaningful units called words. Stopwords, name entities such as names, locations, date/time, counting etc. are removed from the document as they are irrelevant to the classification task. Calculate probability of each class P(Ci), using equation (1) P(Ci) = (Total docs in Ci) / (total docs in training set) (1) Step 2: Test Set After preprocessing and feature extraction steps, each unlabelled document are represented as list of words i.e. w1, w2 ….wn, where wn is the nth word of the document. Calculate probability of the document to belong to the particular class using equation (2). P(Ci|document) = (P(Ci|w1, w2……wn)/ n (2) Where n is the total word in the input document. Assign class Ci to the document if it has maximum posterior probability with that class. P(Ci|document) = max (P(Ci)*P(wj|Ci))/ n Where P(wj|Ci) = (1+freq. of wj in class Ci)/(total words in Ci + total words in training set)
Centroid Based Classification
Centroid based classifier is simple and efficient method for the classification task. Its basic idea is to construct Centroid vector per class using training set and document vector. And then calculate the distance between each Centroid vector and document vector; assign that class to the document that is having minimum distance from the Centroid vector [Chen et al. 2008] . Following are steps done for classifying Punjabi Text Documents are:
Step 1: Training Set: After preprocessing and feature extraction phase, Centroid vector for each class is calculated using labeled documents in that class. These vectors are: Ccricket, Chockey, Cbadminton…..etc.
Step Step 1: Create Domain (i.e. sports) specific ontology, represented as "bag of words".
Step 2: For each unlabeled document, remove stopwords, punctuations, special symbols, and name entities from the document and represent document as "bag of words".
Step 3: To determine in which class unlabelled document belongs, calculate the frequency of document terms matched with class ontology. Assign class cricket to the unlabelled document, if frequency of matching terms with class cricket ontology is maximum.
Step 4: If no match is found or a document shows same results for two or more classes then that document is not classified into any class, and left for manual classification. 
Hybrid Approach
In hybrid approach, the two algorithms Naïve Bayes and Ontology based Classifier are combined for better results of classification. Using TFXIDF, Information Gain (IG) as feature selection method, results in some features that are still irrelevant. Therefore, Class Discriminating Measure (CDM), a feature evaluation metric for Naïve Bayes that calculates the effectiveness of the feature using probabilities, is used. The results shown in [Chen et al. 2009] , indicate that CDM is best feature selection approach than IG. Therefore, instead of using TFXIDF as feature selection method, CDM is used. The term having CDM value less than defined threshold value is ignored. It has been observed that fewer features are left for the computations, this simplifies and speedup the classification task with accuracy. And the remaining terms are used to represent the input unlabelled document; and to match the terms with domain specific ontology, to determine the class of the unlabelled document.
Step 1: For each unlabelled document, remove stopwords, punctuations, special symbols, and name entities from the document and represent document as "bag of words".
Step 2: For each term in the unlabelled document, calculate CDM for that term using equation (4). CDM(w) = |log P(w|Ci) -log P(w|Ci¯)| (4) Where P(w|Ci) = probability that word w occurs if class value is i P(w|Ci¯) = probability that word w occurs when class value is not i i=1 to 7
Step 3: Term having CDM value less than threshold value is ignored. Remaining terms are represented as input document, are used to determine the class of the document.
Step 4: Calculate the frequency of document terms matched with class ontology. Assign class cricket to the unlabelled document, if frequency of matching terms with class cricket ontology is maximum.
Step 5: If no match is found or a document shows same results for two or more classes then that document is not classified into any class, and left for manual classification. 
Performance Measure
In this phase, the performances of the each classifier is evaluated using standard evaluation measures such as Precision, Recall, F-Score, Fallout, Macro averaged Precision, Recall and F-score. figure 1 .
Results and Discussions

Dataset
FIGURE 1-Distribution of test set documents
Screenshot of the system
For classification of Punjabi Text Documents, the dataset of 180 documents are arranged in four sets: Set 1, Set 2, Set 3 and Set 4. Each set contains 40 documents on average. Figure 2 shows main page of the classification system that consists two menu bar items "HELP" and "ABOUT US". In this, there are two buttons "BROWSE" and "APPLY".
"BROWSE" button is used for browsing Punjabi Text Documents that is to be classified. "APPLY" button is used to implement classification algorithm chosen from "COMBOBOX". "COMBOBOX" consists of following items: 
Experimental Results
Experiment 1
In experiment 1, F-score for each class is calculated for each classifier using equation (5) F-Score = (2*Precision*Recall)/ (Precision + Recall) 
Experiment 2
In Experiment 2, comparison between classifiers is done, based on non-relevant documents retrieved by each classifier from the total non-relevant documents in the collection as shown in figure 4 .
The results show that only 2% from the retrieved documents are non-relevant if Ontology based and Hybrid approach is used to classify the Punjabi Text Documents. Where, in case of Centroid based classifier and Naïve Bayes, 5% and 6% from the retrieved documents are irrelevant, respectively. 
Experiment 3
The experiment 3 shows the average value of Precision, Recall and F1 for each classifier. From table 6, it can be observed that in comparison with others classifiers, Ontology Based Classification has better averaged Precision (89%) and Recall (85%). 
Conclusions
• As of our knowledge, it is first time that we have proposed and implemented two new algorithms for classification of Punjabi documents as previously no other Punjabi document classifier is available in the world.
• Two new algorithms proposed by us are Ontology Based Classification and Hybrid Approach (which is the combination of Naïve Bayes and Ontology Based Classification) for Punjabi documents classification.
• The experimental results conclude that Ontology Based Classification and Hybrid
Classification provide better results in comparison to standard classification algorithms Naïve Bayes and Centroid Based for Punjabi documents.
• It is for the first time that sports specific ontology for Punjabi has been developed manually by us, as no such ontology was previously available and it can be beneficial for developing other NLP applications in Punjabi.
• An in depth analysis of Punjabi Corpus is done to prepare gazetteer lists such as middle names, last names, abbreviations, numbers/counting etc. and language dependent rules for Punjabi NER.
