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ABSTRACT
Bidirectional optical operation of a ring cavity
driven by an external field
Zongxiong Ye
L. M. Narducci, Ph.D.
We consider a ring cavity which is filled with absorbing two-level atoms and
driven by an external coherent field tuned at near-resonance with both the
atomic transition frequency and one of the cavity resonances. We derive from
first principles a system of ordinary differential equations describing the evolu-
tion of the cavity field and the atomic medium which is assumed in general to
be inhomogeneously broadened. We then focus on the special case of a homo-
geneously broadened medium to investigate the possibility of coexistence of two
components of the cavity field propagating in opposite directions, the one co-
propagating with the external field being called the forward field, and the other
the backward field. We find that, apart from the well-known unidirectional
steady states where only the forward field exists, novel steady states appear,
for properly selected parameters, where both the forward and backward fields
exist but oscillate at different frequencies. These steady states are thus called
nonsynchronous steady states. Our linear stability analysis shows that the ex-
istence of a nonsynchronous steady state is often associated with instabilities of
the backward field of a unidirectional steady state although that is not always
the case due to hysteresis. Of special interest are the cases where instabilities of
the backward field but not of the forward field occur. To unravel the physical
origin of the instabilities of the backward field of a unidirectional steady state,
we implement the weak sideband approach which establishes a clear connection
between these instabilities and the Mollow spectrum and also help us understand
the frequency difference between the forward and bacward fields in a nonsyn-
chronous steady state. The application of this approach suggests the existence
xii
of a seemingly universal connection between the gain mechanism responsible for
an instability of the backward field of a unidirectional steady state and the way
the forward field behaves in response to the growth of the backward field due
to the instability. Our numerical simulation of the time-dependent solutions to
the equations of motion depicts the emergence of nonsynchronous steady states
in time and also verifies their stability.
11: Introduction
A cw laser system, as was originally conceived, consists of a population inverted
atomic medium (active medium) inside a Fabry-Perot or ring cavity formed
by a set of mirrors. Population inversion between two atomic levels is created
through various pumping mechanisms involving three or more atomic levels.
Inside a Fabry-Perot cavity, the field forms a standing wave as a result of the
boundary conditions that it has to satisfy. Inside a ring cavity, however, the field
can be separated into two components propagating in opposite directions, each
component satisfying an independent set of boundary conditions. These two
components interact with each other only through the atomic medium. This
interaction typically leads to competition for the gain of the atomic medium
between the two components. So, in a ring laser [1], the cavity field may prop-
agate in one direction or the other depending on the initial configuration and
is thus a running wave, in general. To eliminate this randomness, devices are
placed in the ring cavity to block one of of the two field components.
Of course, when the pumping mechanism is absent and hence the atomic
medium is absorbing (passive), nothing will happen. But things become in-
teresting again if a cavity containing a passive medium is driven by a strong
external coherent field which naturally can only be provided by a laser device.
For both a Fabry-Perot and a ring cavity, this setup exhibits a remarkable phe-
2nomenon, namely optical bistability [3], for wide ranges of parameters. While
the steady state cavity field has the same frequency as the external driving
field, a typical plot of the steady state cavity field amplitude versus the external
driving field amplitude is shown in Fig. (1.1). For an external driving field
Y1 Y20 AI
AC
Figure 1.1: Optical bistability. The cavity field amplitude AC is plotted versus
the external driving field amplitude AI . For AI between Y1 and Y2, AC has two
stable values. The segment with negative slope is unstable (dotted line).
amplitude between Y1 and Y2, the cavity field amplitude can land on any one of
three branches. The middle segment, with negative slope, is known to be always
unstable, so the cavity field amplitude eventually can have at most two stable
values. Since the amplitude of the field transmitted out of a cavity mirror is
directly proportional to that of the cavity field, we have an optical system which
may have two possible stable outputs for the same input. When two outputs are
possible, which one of the outputs is eventually realized depends on the history
of how the input is reached. That is to say, we have the phenomenon of hystere-
sis. As the external driving field amplitude is increased from zero, the cavity
field amplitude will follow the lower branch of the curve in Fig. (1.1) until the
external driving field amplitude reaches Y2. Then it jumps up and follows the
3upper branch. If the external driving field amplitude is then decreased at some
point after that jump, the cavity field amplitude remains on the upper branch
until the input field amplitude becomes Y1; at this point, the cavity field jumps
down and follows the lower branch.
Optical bistability is a result of the interplay of the cavity feedback and the
nonlinearity which arises from the fact that the response of the atomic medium
to the field is saturated to an extent depending on the field intensity. In the
special case of perfect resonance where the external driving field, the atomic
medium and the cavity are all in resonance, the response of the atomic medium
is purely absorptive (no dispersion) and the effect of the cavity is purely lossy (no
mistuning). In that case, optical bistability can be roughly construed as being
due to the existence of alternative energy balancing strategies that the cavity
field can take to sustain itself with an energy flow from the external driving
field to make up for the absorption of the medium and the cavity losses. With a
nonzero cavity mistuning, the situation becomes a bit more complicated as the
cavity field is no longer in phase with the external driving field because of the
cavity feedback. A nonzero atomic detuning will introduce saturable dispersion
in the response of the atomic medium.
Furthermore, the cavity mistuning and the atomic detuning have significant
effect on the basic dynamics of an optically bistable system. Indeed, a good
portion of the upper branch of the optical bistability curve as exemplified in Fig.
(1.1) may become unstable depending on cavity mistuning, atomic detuning,
and other parameters. As a result, the cavity field amplitude may start to pulse
spontaneously with a certain period or even exhibit chaotic behavior. This
can turn an optically bistable system into a converter of cw light into pulsed
radiation and a generator of new frequencies.
For optical bistability based on a ring cavity, in contrast with the Fabry-Perot
4counterpart, there is, in principle, another possibility, namely instabilities of the
cavity field component which propagates in the opposite direction to the external
driving field. For convenience, we call this field component the backward field
and the other component which copropagates with the external driving field the
forward field. Although the steady state backward field is zero, it may grow
when the system becomes unstable. When this happens, it is interesting to
know what the cavity field, including its forward and backward components,
looks like after the transients die out. The possible bidirectional operation of an
optically bistable system with a ring cavity has never been studied thoroughly.
Although an extensive amount of work during the mid 1970’s and early 1980’s
dealt with the bistable properties of ring cavities containing a passive medium,
for the most part, these studies focused on a setting where the cavity could
support only unidirectional propagation in the same direction as the external
driving field [2, 3]. Indeed, the restriction to unidirectional propagation has been
largely consistent with the outcome of experiments, as reported for example by
Kimble and collaborators [4]. However, exceptions were noted, although, to our
knowledge, they were not investigated further [5]. As far as we know, the only
theoretical work on the possibility of bidirectional propagation in a bistable
system with a ring cavity was done by Asquini and Casagrande in 1981[6].
This significant contribution, which will be discussed below, appears to have
attracted only limited attention.
An issue closely related to bidirectional operation of an optically bistable
system with a ring cavity is about the concept of phase-matching. In classical
optics, a passive medium is modeled as a collection of dipoles with dissipa-
tion. When light is incident on the medium, the dipoles are set to oscillate
and radiate secondary waves which, together with the incident light, interfere
to form the field inside the medium. The oscillation of each dipole, treated as
5a damped harmonic oscillator, has with respect to the light a fixed phase delay
which depends on the detuning of the incident light from the dipole resonance.
This model is quite successful in describing common optical phenomena such
as absorption and dispersion, and, with anharmonic terms, it can also describe
some nonlinear optical effects [7]. Based on this model, one can easily show
that a spatially uniform medium can never backscatter incident light. This is
because the backward secondary emission from a dipole in the medium reaches
any specific point in space with a phase delay depending on the location of the
dipole and, since the spatial distribution of the dipoles is uniform, the secondary
emissions from all the dipoles sum up to zero through interference. In contrast,
all the forward secondary emissions reach any specific point in space with the
same phase, i.e. they are phase matched.
Of course, the barrier of phase-matching for light backscattering in a passive
medium can be overcome to a certain extent if the medium acquires a proper
periodic spatial structure so that the destructive interference of the backward
secondary emissions is not complete, and this is actually what happens, for in-
stance, when a crystal diffracts X-rays. This periodic structure may be provided
by an induced atomic density grating in the medium, which is the subject of
CARL (Collective Atomic Recoil Laser) [8]. Also, through a nonlinear effect
similar to what happens in a photo-refractive material, the susceptibility of the
medium may be modulated by the interference of two counterpropagating fields
to give rise to a periodic pattern in space. This appears to be a promising mech-
anism which may lead to the instability related to the backward field in the ring
cavity of an optically bistable system. The problem is that the backward field is
initially zero and the cavity is lossy for small backward field fluctuations which
may arise due to noise.
The classical model of a medium as a collection of lossy dipoles, however,
6is inadequate, especially in dealing with the phenomenon of saturable absorp-
tion in which the power absorbed from a strong light by the medium tends to
taper off with increasing intensity of the light. In modern quantum optics, an
improved model of a medium is offered by a collection of two-level atoms with
coherence and population difference [9]. In connection with its capability of
describing saturable absorption, this two-level atomic model, among other sig-
nificant enhancements compared to the classical model, reveals extraordinary
structures in the so-called saturated absorption spectrum which results from
monitoring the frequency dependence of the absorption of a weak field (probe)
passing two-levels atoms driven by a strong coherent field (pump) tuned at near
resonance. In empty space (i.e. not in a cavity), this spectrum, known as the
Mollow spectrum, was first calculated by Mollow in 1972 [10] and verified in an
experiment in 1977 [11]. In Fig. 1.2, we show two typical examples of Mollow
spectra, one (a) for the case in which the pump and atoms are in resonance and
the other (b) for the case in which the pump is sufficiently detuned to the red
side of the atomic transition. These figures display the exponential gain coeffi-
cient of a weak probe beam injected into the collection of driven atoms (negative
gain means absorption), as a function of the frequency difference between the
probe and pump fields. In particular, Fig. 1.2b shows three well-separated fea-
tures. For the selected frequency difference between the pump and the atomic
transition, one observes a gain peak on the left of the origin, which is usually
known as the Raman peak, a dispersion-like across the origin of the frequency
axis, referred to as the Rayleigh feature, and an absorption dip on the right
side. If one reverses the sign of the frequency difference between the pump and
the atomic resonance, the spectrum is simply reflected across the origin of the
frequency axis. In Fig. 1.2a, however, these three features overlap and form two
gain bands symmetrical with respect to the origin. In both cases, as indicated,
70
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(b)
(a)
Figure 1.2: Two typical Mollow spectra. (a) the pump and atoms are in reso-
nance. (b) the pump is detuned to the red side of the atomic transition.
there are gain features in the spectrum which imply the possibility of ampli-
fication of the incident probe field. Considering the well known fact that one
can never create steady state population inversion in two-level systems, the ap-
pearance of gain features in the Mollow spectrum amounts to the first instance
of amplification (stimulated emission) without population inversion. The gain
features in the Mollow spectrum have been given microscopic interpretation in
terms of multi-photon processes [12].
In the context of an optically bistable system in a ring cavity, with the steady
state forward field driving the passive atomic medium, a small backward field
8fluctuation acts like the probe field in the context of the Mollow spectrum except
that the field fluctuation is at the same time leaking out of the ring cavity at the
mirrors (transmission loss). It appears that, if the backward field fluctuation
has a proper frequency such that, according to the Mollow spectrum, its gain is
larger than the transmission loss, then the system should become unstable and
the backward field should grow. In fact, as discussed below, this idea needs to
be elaborated by taking into account the dispersion of the field fluctuation in
the medium and its cavity mistuning. But, apparently, the classical barrier of
phase-matching is overcome according to this idea because the backward field
grows as a result of stimulated emission without population inversion. Now the
issue is the competition from the forward field fluctuations which, as a probe
field in the context of the Mollow spectrum, may also achieve enough gain to
grow.
This issue was investigated by Asquini and Casagrande [6] in their study
of the steady states and their linear stability of an optically bistable system
with a ring cavity and a homogeneously broadened passive medium under reso-
nance conditions, i.e. when the frequency of the external driving field matches
the frequency of one of the cavity modes and the atomic transition frequency.
Their conclusion was that bidirectional propagation does not introduce novel
stationary features, relative to the unidirectional case. Their linear stability
analysis indicated that the resonant mode of the backward field, which has the
same frequency as the external driving field, is always stable, while the other
cavity modes of the backward field may become unstable if the so-called cooper-
ation parameter C is large enough. But they also found that, in the parameter
space of the external driving field amplitude, the range of these instabilities of
the backward field is contained within that of the known instabilities associ-
ated with the self-pulsing of the forward field. This implies that the backward
9field cannot grow without competition from the forward field fluctuations. The
authors were cautious about the outcome of this competition. It is noted that
the conclusion of their linear stability analysis is based on an approximate itera-
tive procedure to assess the eigenvalues of the associated characteristic equation
whose limits of validity we believe need to be carefully established.
One purpose of this dissertation is to re-examine the conclusions of Ref.
[6] in the more general setting involving arbitrary detuning parameters. This
re-examination leads, in our opinion, to a remarkable discovery, namely the
existence of new steady states in which both the forward and backward fields
emerge with the former oscillating at the same frequency as the external driving
field but the latter with a slightly different frequency. From now on, we refer
to these new steady states as nonsynchronous steady states to distinguish them
from ordinary steady states where the forward and backward fields oscillate
with the same carrier frequency. Actually, we show in this dissertation that
synchronous steady states cannot exist unless the backward field vanishes, a
conclusion that is also reached in Ref. [6] under resonance conditions. Our linear
stability analysis reveals a significantly different scenario from Ref. [6]. In the
parameter space of the external driving field amplitude, the range of instabilities
of the backward field overlaps and often goes beyond that of the forward field.
This means that, for a certain range of the external driving field amplitude, the
backward field grows without competition from the forward field fluctuation
and the system thus naturally enters a nonsynchronous steady state. Although
we have examples where the existence of a nonsynchronous steady state is not
associated with instabilities of the corresponding ordinary unidirectional steady
state, instabilities of the backward field in the absence of instabilities of the
forward field do provide a convenient access to nonsynchronous steady states
when prospective experiments are considered. Another interesting finding of our
10
linear stability analysis is the occurrence of instabilities of the backward field of
unidirectional steady states on the lower branch of the unidirectional bistability
curve for suitable parameters. This is remarkable because it is well-known that
the lower branch of the unidirectional bistability curve is always stable in the
regime of unidirectional operation.
Another purpose of this dissertation is to investigate in detail the physical
origin of these instabilities, which tends to be obscured in a linear stability
analysis as it must be inevitably carried out numerically. Indeed, as suggested
above, instabilities of a unidirectional steady state are closely connected with the
Mollow spectrum. It is desirable to figure out a mathematical expression for this
connection. For this purpose, our consideration has to include the dispersion of
a field fluctuation in the medium and its cavity mistuning. This is because, even
though a field fluctuation of a certain frequency may have a gain larger than its
cavity transmission loss, it may still end up decaying as a result of destructive
self-interference due to cavity feedback (dephasing loss). The dephasing loss of
a field fluctuation vanishes when its frequency is such that its dispersion in the
medium cancels out its cavity mistuning. Such a field fluctuation is termed a
side mode. It follows that a unidirectional steady state is unstable if we can
find a side mode whose gain according to the Mollow spectrum is larger than
its tranmission loss at the cavity mirrors. This leads to a quantitative criterion
for the stability of a unidirectional steady state.
This criterion is the essence of the so-called weak sideband approach which
was first introduced by Casperson [13] and further elaborated on by Hendow and
Sargent [14] and by Hillman, Boyd and Stroud [15] to study instabilities in laser
and optically bistable systems. This approach to the stability of a steady state
in an optical system is very appealing due to the physical intuition it provides,
which is missing in a linear stability analysis. One of its drawbacks is that its
11
stability criterion is sufficient but not necessary. In other words, if we can not
find a side mode whose gain according to the Mollow spectrum is larger than
its tranmission loss, that does not mean that the steady state is stable. For it is
imaginable, for instance, that a steady state is unstable only because it can not
sustain itself in the presence of a certain linear combination of field fluctuations
with different frequencies.
Regarding the system studied in this thesis, namely an optically bistable
system with a ring cavity, the implementation of the weak sideband approach
for instabilities of the forward field results in a situation which is fundamentally
different from that for instabilities of the backward field. It is straightforward to
obtain a side mode of the backward field and calculate the difference between its
gain according to the Mollow spectrum and its transmission loss, thus indicating
the stability of a unidirectional steady state. In addition, we find that, for all the
various instances we have explored so far, the result given by the weak sideband
approach applied in the backward direction is always the same as that given
by a linear stability analysis as far as the stability character (i.e. the quality
of being stable or not) of a unidirectional steady state is concerned. This is
remarkable because, as we have pointed out, the stability criterion is sufficient
but not necessary.
The successful implementation and application of the weak sideband ap-
proach to study the instabilities of the backward field brings together two seem-
ingly disparate areas of study, namely saturated absorption spectroscopy and
the stability of a unidirectional steady state in an optically bistable system with
a ring cavity, thus enabling us to utilize our knowledge about the Mollow spec-
trum to identify the parameter ranges of instabilities of the backward field. It
also helps us to understand the frequency shift of the backward field away from
the forward field in a nonsynchronous steady state. Indeed, even if there is a
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side mode of the backward field exactly at the frequency of the forward field,
the side mode, besides its transmission loss at the cavity mirrors, is slightly
absorbed by the medium according to the Mollow spectrum in Fig. 1.2 (at
ωprobe − ωpump = 0, the gain is barely below zero in both (a) and (b)).
Another interesting outcome of the application of the weak sideband ap-
proach has to do with the behavior of the forward field in response to the
growth of the backward field as a result of its instability in a unidirectional
steady state. One might suspect that the forward field should decrease because
a part of it is backscattered and turned into the backward field. This naive idea
of the backward field growing at the expense of the forward field turns out to
be wrong in most cases. Based on all the instances we have explored so far,
we find that, as long as the instability of the backward field is associated with
the Raman gain peak in the Mollow spectrum, the forward and backward fields
grow at the same time. Eventually, when the system reaches a nonsynchronous
steady state, the forward field amplitude may become considerably larger than
the one in the original unidirectional steady state. On the other hand, if the
Rayleigh gain feature in the Mollow spectrum is responsible for the instability
of the backward field, then the forward field does decrease as the backward field
grows. Of course, this connection is unambiguous only when the Rayleigh fea-
ture and the Raman gain peak in the Mollow spectrum are well seperated as
illustrated in Fig. 1.2b.
On the other hand, it turns out to be impossible to have a simple definition
of a side mode of the forward field [16]. As we find out, this is essentially due
to the effect of phase conjugation in which, when a two-level medium is driven
by a pump field, the response of the medium to a sinusoidal fluctuation of the
pump field is inextricably coupled with that to another sinusoidal fluctuation
of the pump field, these two field fluctuations, called phase conjugates to each
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other, having opposite frequency differences from the pump field. In fact, under
proper conditions, when a probe field passes a two-level medium driven by a
pump field copropagating with the probe, another field that is phase conjugate
to the probe may grow from spontaneous emission as shown in some experiments
[16] [17]. This effect forces us to consider a linear combination of two sinusoidal
fluctuations of the forward field phase conjugate to each other. In so doing,
we end up with a characteristic equation involving both the gain coefficient
for the linear combination and the frequency shift of one of the two sinusoidal
fluctuations from the forward field (the frequency shift of the other sinusoidal
fluctuation has the same magnitude and an opposite sign). Although there are
terms corresponding to the Mollow spectrum in this equation, it is clear that we
can not first obtain a side mode of the forward field and then find out whether
it will grow or not. That is to say, these two steps are inseparable. One can
solve the characteristic equation one way or another to see whether there is a
gain coefficient which is positive, indicating an instability of the forward field,
but the physical intuition intended for this approach is lost. The complication
associated with the effect of phase conjugation is understandably very common
in the application of the weak sideband approach. Further investigation into
this complication is needed to recover the physical intuition intended for this
approach.
The theory developed in this thesis relies on the so-called plane wave ap-
proximation in which the field inside the ring cavity is considered to be a plane
wave propagating along the longitudinal axis of the resonator. Historically, the
plane wave approximation, because of its simplicity, has been used extensively
to yield detailed insights into the dynamics of both active and passive media.
It is also flexible enough to accommodate many key experimental conditions
such as, for example, the various detuning and mistuning parameters, the rate
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of decay of the field out of the cavity and others. But at the same time we
have learned that the traverse variation of the field does play an important role
in its interaction with the medium. In fact, theories based on the plane wave
approximation have shown a consistent pattern of quantitative, and sometimes
qualitative, disagreement with experimental facts, especially with respect to the
emergence of the instabilities [20]. For an optically bistable system with an ab-
sorbing medium, such as the one considered in this thesis, the transverse effects
on the nonlinear dynamics appear to be less dramatic than for a laser system
(probably because of the passive nature of the medium). This, for example,
allows one to mode match the external field to the fundamental Gaussian mode
of the cavity even in the presence of time dependent oscillations [5]. In Ref.
[5], the inclusion of the transverse effects in this way has greatly improved the
quantitative agreement with experimental facts regarding the boundaries of the
instabilities domain in parameter space and the oscillation frequency of the out-
put intensity. Furthermore, higher order bifurcations as predicted in the plane
wave theory, such as period doubling and chaotic behaviors, have not been ob-
served in the experiment, in agreement with the theory after the inclusion of the
Gaussian tranverse profile of the cavity field. In view of the apparent limitation
of the plane wave approximation, it would be desirable to include the trans-
verse effects into the theoretical analysis of the system considered in this thesis.
With bidirectional propagation of the field inside cavity, however, we find that
the theoretical model with the inclusion of the transverse effects would become
too complex to extract any definite information at present. Therefore, we have
decided that the best strategy, also supported by the historical development of
laser theory, is to focus first on the physical predictions of the plane wave ap-
proximation. Although we understand the limitation of this simplified theory in
its quantitative predictions about the exact boundaries of instabilities leading
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to the growth of the backward field, the detailed insight we can obtain from
it into the physical mechanisms underlying the bidirectional operation of the
system may guide our future effort to develop a more realistic model. Actually,
as explained above, the basic physical mechanism leading to the growth of the
backward field is amplification without inversion which should not be affected in
a qualitative way by the transverse effects. In fact, in the experiment reported
in Ref. [5], the authors have observed bidirectional circulation of the field in-
side the ring cavity under certain circumstances although the system was not
specifically designed to study the bidirectional operation.
Another approximation adopted in our analysis is the assumption that the
atomic medium is homogeneously broadened, i.e. we neglect the Doppler effect
due to the thermal motions of atoms. In laser systems, it has been demon-
strated [21] that even a small amount of inhomogeneous broadening in the active
medium is sufficient to produced significant qualitative changes in the behavior
of the laser; for example, inhomogeneous broadening can dramatically reduce
the threshold for various laser instabilities as predicted in a theory of a homo-
geneously broadened system. For an optically bistable system with a passive
medium, inhomogeneous broadening is expected to also affect the steady states
and their stability characteristics but these effects are not expected to be so dra-
matic as in laser systems because of the passive nature of the medium. Actually,
in many instances, it is a good approximation to regard atoms embedded in the
matrix of a solid as being homogeneously broadened. In addition, one could
use an atomic beam moving in a direction perpendicular to the propagation
direction of the field to have an approximate realization of a homogeneously
broadened medium as in Ref. [5]. In this sense, the approximation of homoge-
neous broadening in our theory may not affect the comparison with the results
of a possible well-controlled experiment. Still, it is unavoidable to take inhomo-
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geneous broadening into account in many situations. For this purpose, we have
derived the equations of motion in the general case of inhomogeneous broaden-
ing. The detailed analysis of the time-dependent solutions and their stability in
this general case is beyond the scope of this thesis and it should be viewed as a
significant research subject for the future.
This dissertation is organized as follows. Chapter 2 contains a derivation of
the optical Bloch equations in the general case of inhomogeneous broadening, a
description of an optically bistable system with a ring cavity, and a derivation
of the equations of motion based on the Maxwell-Bloch equations with proper
boundary conditions, ending up with the infinite set of working equations in
the uniform field limit. Chapters 3 through 6 are all devoted to the case of ho-
mogeneous broadening. In Chapter 3, we discuss two possible classes of steady
states. The first, in which the backward field oscillates synchronously with the
forward field, is shown to be physically unrealizable. The second class of steady
states, characterized by forward and backward fields with different carrier fre-
quencies, namely nonsynchronous steady states, is consistent, instead, with the
working equations. We obtain numerically the values of the dynamic variables
in a nonsynchronous steady state for selected parameters, using an appropriate
nonlinear algebraic set of steady state equations. Among the examples shown
is a peculiar case where, as the external driving field amplitude varies, non-
synchronous steady states form a closed cluster completely detached from the
cluster of unidirectional steady states. In Chapter 4, we carry out a linear sta-
bility analysis of unidirectional steady states and illustrate different parameter
ranges of instabilities of the forward field and backward field. Of special interest
are the parameter ranges where there exist instabilities of the backward field
but not of the forward field. In particular, we present an example in which in-
stabilities of the backward field occur in the lower branch of the unidirectional
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bistability curve. Chapter 5 describes the time evolution of the system from
some initial state. With the aid of the linear stability analysis developed in
Chapter 4, we demonstrate routes to nonsynchronous steady states from some
natural initial conditions (natural, that is, from an experimental standpoint).
The stability of nonsynchronous steady states is studied by observing their time
evolution in the presence of the inherent numerical noise and some artificial
numerical perturbation. An example with complex dynamic behaviors in both
the forward and backward fields is also presented. In Chapter 6, we implement
and apply the weak sideband approach to study the stability of unidirectional
steady states. The results of the application of the weak sideband approach are
then compared in concrete examples to those of the linear stability analysis.
We also illustrate how to adjust parameters to explore new instabilities of the
backward field. In addition, we present examples to demonstrate the seemingly
universal connection between the gain mechanism responsible for an instability
of the backward field of a unidirectional steady state and the behavior of the
forward field when the backward field grows due to that instability, as described
above. Finally, in Chapter 7, we review our main results and discuss prospective
research projects related to this dissertation.
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2: Equations of motion
We consider a ring cavity composed of three mirrors; one is an ideal reflector and
the other two have equal power reflectivities, R < 1, as shown schematically in
Fig. 2.1. The total length of the cavity is Λ. Inside the cavity, a region of length
L is filled with an absorbing medium made up of two-level atoms. The medium is
assumed to be in thermal equilibrium at some absolute temperature so that the
velocities of the atoms follow a Maxwell distribution. A coherent field is injected
into the cavity through one of the two partially transmitting mirrors, while a
fraction of the cavity field escapes in both the forward and backward directions
[18]. The cavity field is treated in the usual plane wave approximation. So
this is essentially a one-dimensional problem: the cavity field propagates along
the longitudinal direction of the cavity, and, for the medium, we only need to
consider the longitudinal translation of the atoms. In section 2.1, we derive
the optical Bloch equations describing an inhomogeneously broadened two-level
medium driven near resonance by a field with a slowly varying amplitude. In
section 2.2, we derive the equations of motion for the whole system, including
the cavity field and atomic medium. For this purpose, we combine the optical
Bloch equations obtained in section 2.1 with Maxwell’s wave equation, together
with proper boundary conditions for the cavity field. After a transformation
of field variables to make the boundary conditions periodic, we apply the so-
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Figure 2.1: Optically bistable system with a ring cavity. The input and output
mirrors have equal power reflectivities, R < 1, while the third mirror is assumed
to be an ideal reflector. The full length of the cavity is Λ, the passive medium
is confined to the segment 0 ≤ z ≤ L, and EI denotes the injected field.
called uniform field limit (UFL) and carry out a modal expansion of the field
and medium variables. Finally, we end up with an infinite hierarchy of ordinary
differential equations. As the larger part of this thesis is devoted to the limit
of homogeneous broadening, the equations of motion for this special case are
obtained by taking the limit in which Doppler width approaches zero.
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2.1 Optical Bloch equations for an inhomoge-
neously broadened medium
Consider N identical two-level atoms moving at various constant velocities in a
classical electromagnetic field E(z, t). The Hamiltonian of the system of atoms
is
H =
1
2
~ω0
N∑
j=1
Szj − µ
N∑
j=1
E(zj , t)
(
S+j + S
−
j
)
, (2.1)
where ω0 is the atomic transition frequency, µ is the modulus of the transition
dipole moment, and
Szj =

1 0
0 −1

 , S−j =

0 0
1 0

 , S+j = (S−j )† . (2.2)
The atomic Heisenberg equations for the operators of the j-th atom are
S˙−j =− iω0S−j − i
µ
~
E(zj , t)Szj , (2.3a)
S˙zj =2i
µ
~
E(zj , t)
(
S+j − S−j
)
. (2.3b)
The equation for S+j is Hermitian conjugate of Eq. (2.3a). Since Eqs. (2.3) are
linear in the atomic operators, the expectation values of these operators satisfy
exactly the same equations. From now on, we regard S±j and Szj in Eqs. (2.3)
as the expectation values of operators S±j , Szj in Eqs. (2.2), respectively, and
continue to use the same symbol to refer to both an atomic operator and its
expectation value when no confusion is possible.
As usual, we introduce phenomenological damping terms so that Eqs. (2.3)
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become
S˙−j =− (γ⊥ + iω0)S−j − i
µ
~
E(zj , t)Szj , (2.4a)
S˙zj =− γ‖ (Szj − Seqz ) + 2i
µ
~
E(zj , t)
(
S+j − S−j
)
, (2.4b)
where Seqz is the atomic population difference in equilibrium when no field is
present. For unpumped absorbing atoms, Seqz
.
= −1 when the temperature is
sufficiently low, because the transition of interest is in the optical range.
We assume that the field E(z, t) is near resonant with the atomic transition
frequency ω0 and we take it of the form
E(z, t) = E(+)(z, t)e−iωt + c.c., (2.5)
where E(+)(z, t) is slowly varying in t but not in z and |ω − ω0|  ω0.
We define Sj such that
S−j ≡ Sje−iωt. (2.6)
In terms of Sj , Eqs. (2.4) become
S˙j =− [γ⊥ + i (ω0 − ω)]Sj − i
µ
~
E(+)(zj , t)Szj , (2.7a)
S˙zj =− γ‖ (Szj − Seqz ) + 2i
µ
~
[
E(+)(zj , t)S
∗
j − c.c.
]
, (2.7b)
where we have performed the rotating wave approximation to drop terms that
oscillate at frequencies ±2ω. It is easy to see from Eqs. (2.7) that both Sj and
Szj are slowly varying in time.
We define two density functions, p(v, z, t) and d(v, z, t), in terms of the mi-
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croscopic atomic variables as
p(v, z, t) ≡ 1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj)Sj , (2.8a)
d(v, z, t) ≡ 1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj)Szj , (2.8b)
where A is the cross sectional area of the atomic sample. It is evident that, apart
from the rapidly varying factor e−iωt in the case of the polarization, p(v, z, t)dv
(d(v, z, t)dv) represents the macroscopic polarization (population difference) at
z contributed by all the atoms whose velocity ranges from v to v + dv. This is
further illustrated at the end of this section.
When no field is present, the population density function
deq(v) =
1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj)Seqz , (2.9)
is indeed
deq(v) = NM(v)Seqz , (2.10)
where N is the number density of atoms and M(v) is the Maxwell distribution
M(v) =
√
m
2pikBϑ
exp
(
− mv
2
2kBϑ
)
, (2.11)
m is the mass of an atom, ϑ is the absolute temperature of the atomic sample.
To see this, we notice that Seqz can be taken out of the summation and that, in
thermal equilibrium,
1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj) = NM(v). (2.12)
Note that function deq does not depend on z and t.
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After taking a partial derivative with respect to t on both sides of Eqs. (2.8),
we get
∂
∂t
p(v, z, t) =
1
A
N∑
j=1
vj
∂
∂zj
δ (z − zj(t)) δ(v − vj)Sj ,
+
1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj)S˙j , (2.13a)
∂
∂t
d(v, z, t) =
1
A
N∑
j=1
vj
∂
∂zj
δ (z − zj(t)) δ(v − vj)Szj ,
+
1
A
N∑
j=1
δ (z − zj(t)) δ(v − vj)S˙3j , (2.13b)
where we have used z˙j = vj and v˙j = 0. In view of the facts that
∂
∂zj
δ (z − zj(t)) =
− ∂∂z δ (z − zj(t)) and vjδ(v − vj) = vδ(v − vj), we see that the first term on
the right side of Eq. (2.13a) is −v ∂∂zp(v, z, t) and that of Eq. (2.13b) is
−v ∂∂z d(v, z, t) according to definitions (2.8). We then substitute Eqs. (2.7)
into the right side of Eqs. (2.13) and use definitions (2.8) and the identity
E(+)(zj , t)δ (z − zj) = E(+)(z, t)δ (z − zj) to obtain the optical Bloch equations
for the polarization and population density functions as follows
(
∂
∂t
+ v
∂
∂z
)
p(v, z, t) =− [γ
⊥
+ i (ω0 − ω)] p(v, z, t)
− iµ
~
E(+)(z, t)d(v, z, t), (2.14a)(
∂
∂t
+ v
∂
∂z
)
d(v, z, t) =− γ
‖
[d(v, z, t)− deq(v)]
+ 2i
µ
~
[
E(+)(z, t)p∗(v, z, t)− c.c.
]
, (2.14b)
where deq(v) is given in Eq. (2.10). It is clear from Eqs. (2.14) that both
p(v, z, t) and d(v, z, t) are slowly varying in time unless the temperature is so
high that a substantial portion of atoms have a velocity corresponding to a
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Doppler shift much larger than γ
⊥
(or γ
‖
), or the field intensity is so large that
the corresponding Rabi frequency is much larger than γ
⊥
(or γ
‖
).
In anticipation of a result needed in section 2.2, we now establish the formal
relation between the macroscopic polarization of the the whole medium and
the polarization density function described above. In terms of the microscopic
atomic variables, the macroscopic polarization of the whole atomic medium is
P(z, t) = µ
A
N∑
j=1
δ (z − zj(t))
(
S+j + S
−
j
)
. (2.15)
Using the definition (2.6) and the third equality of Eq. (2.2), P(z, t) can be
rearranged into the the following form
P(z, t) = µ
[
P (+)(z, t)e−iωt + c.c.
]
, (2.16)
where
P (+)(z, t) =
1
A
N∑
j=1
δ (z − zj(t))Sj . (2.17)
Upon comparing Eq. (2.17) with Eq. (2.8a), we see that
P (+)(z, t) =
∫ +∞
−∞
dvp(v, z, t). (2.18)
Since p(v, z, t) is slowly varying in time, it follows that P (+)(z, t) is also slowly
varying in time.
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2.2 Equations of motion for the whole system
The cavity field is created initially by the external field injected into the cavity,
which is assumed to be a monochromatic plane wave of the form
EI(z, t) = EIei(kz−ωt) + c.c., (2.19)
where EI is a constant amplitude and k = ω/c. After choosing ω and k as the
reference frequency and wave number, respectively, we assume the cavity field
to have the form
E(z, t) = EF (z, t) + EB(z, t), (2.20a)
where
EF (z, t) = EF (z, t)ei(kz−ωt) + c.c., (2.20b)
EB(z, t) = EB(z, t)e−i(kz+ωt) + c.c., (2.20c)
and F and B label the forward and backward directions of propagation, re-
spectively. Because we have in mind a near resonant interaction between the
injected field and the atoms, through the intermediary of the cavity field, the
amplitudes EF (z, t) and EB(z, t) are slowly varying with respect to both z and
t. In this way, we can interpret the cavity field E(z, t) as the superposition
of two contributions that propagate in opposite directions with slowly varying
amplitudes.
The atomic medium is driven by the cavity field whose form assumed above is
consistent with that of the driving field adopted in section 2.1 for the derivation
of the optical Bloch equations (2.14) with
E(+)(z, t) = EF (z, t)e
ikz +EB(z, t)e
−ikz . (2.21)
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Therefore, the optical Bloch equations describing the atomic medium assume
the following form
(
∂
∂t
+ v
∂
∂z
)
p(v, z, t) = − [γ
⊥
+ i (ω0 − ω)] p(v, z, t)
− iµ
~
[
EF (z, t)e
ikz +EB(z, t)e
−ikz
]
d(v, z, t), (2.22a)(
∂
∂t
+ v
∂
∂z
)
d(v, z, t) = −γ
‖
[d(v, z, t)− deq(v)]
+ 2i
µ
~
{[
EF (z, t)e
ikz +EB(z, t)e
−ikz
]
p∗(v, z, t)− c.c.} . (2.22b)
Accordingly, the macroscopic atomic polarization, P(z, t), is given in the
last paragraph of section 2.1. It is now linked to the cavity field, E(z, t), by
Maxwell’s wave equation
(
∂2
∂t2
− c2 ∂
2
∂z2
)
E(z, t) = − 1
0
∂2
∂t2
P(z, t). (2.23)
Upon substituting Eqs. (2.20) and (2.16) into Eq. (2.23), as in Ref. [19], we
carry out the slowly varying amplitude approximation leading Eq. (2.23) to
split into two separate equations for the forward and backward field amplitudes
of the form
(
∂
∂t
+ c
∂
∂z
)
EF (z, t) = i
ωµ
20
1
λ
∫ z+λ
z
dz′e−ikz
′
∫ +∞
−∞
dvp(v, z′, t), (2.24a)
(
∂
∂t
− c ∂
∂z
)
EB(z, t) = i
ωµ
20
1
λ
∫ z+λ
z
dz′eikz
′
∫ +∞
−∞
dvp(v, z′, t), (2.24b)
where λ = 2pi/k and relation (2.18) has been used.
In view of the geometry of the cavity (Fig. 2.1), it is possible to have
two forms of boundary conditions. We show in APPENDIX A that they are
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exactly equivalent. However, it is more convenient to use isochronous boundary
conditions for our purpose. That is,
EF (0, t) =
√
TEI(0, t) +REF (Λ, t), (2.25)
EB(Λ, t) = REB(0, t), (2.26)
which, in view of Eqs. (2.20b), (2.20c), and (2.19), imply
EF (0, t) =
√
TEI +REF (Λ, t)e
−iδc , (2.27a)
EB(Λ, t) = REB(0, t)e
−iδc , (2.27b)
where T is the power transmittivity of the mirrors (T = 1 − R), δc = (ωc −
ω)Λ/c is the cavity mistuning parameter, and ωc denotes the cavity resonance
frequency which is nearest to the carrier frequency of the injected field.
Equations (2.24) and (2.22), plus the boundary conditions (2.27) and appro-
priate initial conditions, are sufficient, in principle, to analyze the space-time
evolution of the bidirectional ring cavity. At this level of generality, the prob-
lem is clearly very complex. It is possible to introduce significant simplifications
without omitting essential physical aspects if we limit our considerations to the
so-called uniform field limit (UFL) [3, 22, 23], a situation where the mirrors’
transmittivity is reduced in step with the medium’s absorption coefficient and
the cavity mistuning parameter until the slow spatial variation of the field ampli-
tudes EF (z, t) and EB(z, t) become almost negligible over a single pass through
the medium.
The first step in this program is to introduce new scaled variables, YF (z, t)
and YB(z, t), whose boundary conditions have the standard periodic form of an
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ideal cavity. The required transformations are
EF (z, t) =
~γ
⊥
2µ
(
YF (z, t)− z
Λ
| lnR|YI
)
exp
[
− z
Λ
ln
(
Re−iδc
)]
, (2.28a)
EB(z, t) =
~γ
⊥
2µ
YB(z, t) exp
[
z − Λ
Λ
ln
(
Re−iδc
)]
, (2.28b)
where
YI =
2µ
~γ
⊥
√
TEI
| lnR| . (2.29)
In terms of the new field amplitudes, the boundary conditions (2.27) take
the form
YF (0, t) = YF (Λ, t), (2.30a)
YB(Λ, t) = YB(0, t). (2.30b)
which are, indeed, formally appropriate for an ideal bidirectional ring cavity.
Of course, Eqs. (2.30) do not imply that we are neglecting the cavity damping
mechanism or, for that matter, the driving action of the injected field. In fact, as
shown below, these contributions appear explicitly in the transformed equations.
Before deriving the new equations of motion, it is also convenient to intro-
duce the scaled atomic variables
p˜(v, z, t) =
2i
N p(v, z, t), (2.31a)
d˜(v, z, t) = d(v, z, t)/N , (2.31b)
where N is the number density of atoms.
At this point, the equations of motion, in terms of the new variables, take
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the form
(
∂
∂t
+ c
∂
∂z
)
YF (z, t) =
c| lnR|
Λ
YI
− c
Λ
ln
(
Re−iδc
) z| lnR|
Λ
YI +
c
Λ
ln
(
Re−iδc
)
YF
+ cα exp
[ z
Λ
ln
(
Re−iδc
)] 1
λ
∫ z+λ
z
dz′e−ikz
′
∫ +∞
−∞
dvp˜(v, z′, t),
(2.32a)
(
∂
∂t
− c ∂
∂z
)
YB(z, t) =
c
Λ
ln
(
Re−iδc
)
YB
+ cα exp
[
−z − Λ
Λ
ln
(
Re−iδc
)] 1
λ
∫ z+λ
z
dz′eikz
′
∫ +∞
−∞
dvp˜(v, z′, t),
(2.32b)
(
∂
∂t
+ v
∂
∂z
)
p˜(v, z, t) =− γ
⊥
(1 + iδ0)p˜+ γ⊥ψd˜, (2.32c)(
∂
∂t
+ v
∂
∂z
)
d˜(v, z, t) =− γ
‖
[
d˜− SeqZ M(v)
]
− 1
2
γ
⊥
(ψp˜∗ + c.c) , (2.32d)
where
α =
Nωµ2
20~γ⊥c
(2.33)
is the unsaturated field absorption coefficient per unit length, and
ψ =eikz exp
[
− z
Λ
ln
(
Re−iδc
)](
YF − z| lnR|
Λ
YI
)
+ e−ikz exp
[
z − Λ
Λ
ln
(
Re−iδc
)]
YB . (2.34)
Note that we have used Eq. (2.10) to replace deq(v)/N with SeqZ M(v) in Eq.
(2.32d).
In spite of the significant increase in formal complexity, Eqs. (2.32) are
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ideally suited for the implementation of the uniform field limit. Specifically, we
assume the conditions
αL 1, T  1, δc  1, (2.35)
subject to the constraints
αL
| lnR| ≈
αL
T
≡ 2C = finite, (2.36a)
δc
| lnR| ≈
δc
T
≡ θ = finite (2.36b)
With the help of Eqs. (2.35) and (2.36), Eqs. (2.32) take the approximate
form
(
∂
∂t
+ c
∂
∂z
)
YF (z, t) =− κ(1 + iθ)YF + κYI
+ κ2C
Λ
L
1
λ
∫ z+λ
z
dz′e−ikz
′
∫ +∞
−∞
dvp˜(v, z′, t), (2.37a)(
∂
∂t
− c ∂
∂z
)
YB(z, t) =− κ(1 + iθ)YB
+ κ2C
Λ
L
1
λ
∫ z+λ
z
dz′eikz
′
∫ +∞
−∞
dvp˜(v, z′, t), (2.37b)
(
∂
∂t
+ v
∂
∂z
)
p˜(v, z, t) =− γ
⊥
(1 + iδ0)p˜− γ⊥ d˜
(
eikzYF + e
−ikzYB
)
, (2.37c)(
∂
∂t
+ v
∂
∂z
)
d˜(v, z, t) =− γ
‖
[
d˜− SeqZ M(v)
]
− 1
2
γ
⊥
[
p˜∗
(
eikzYF + e
−ikzYB
)
+ c.c.
]
, (2.37d)
where κ = cT/Λ denotes the field damping rate out of the cavity.
The boundary conditions (2.30) are consistent with the following expansion
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of the field amplitudes in terms of the cavity modes
YF (z, t) =
+∞∑
n=−∞
fn(t)e
i2npiz/Λ, (2.38a)
YB(z, t) =
+∞∑
n=−∞
bn(t)e
i2npiz/Λ. (2.38b)
In this way, the partial differential equations (2.37a) and (2.37b) become an
infinite collection of ordinary differential equations for the modal amplitudes
fn(t) and bn(t) (−∞ < n < +∞). In the uniform field limit [Eqs. (2.35) and
(2.36)] the inter-mode spacing is much larger than the width of each cavity
mode, κ, while the cavity mistuning δc is of the order of κ . This implies that
the injected field is almost resonant with only one cavity mode (the one labeled
n = 0), and that all the other modes can be ignored if they are initially unexcited
and if they are not affected by dynamical instabilities. These are not expected
to emerge if the atomic linewidth, γ
⊥
, is sufficiently smaller than the inter-mode
spacing.
On the basis of these observations, we project the field equations (2.37a) and
(2.37b) onto the n = 0 modes and ignore all modes with indices n 6= 0 in the
atomic equations (2.37c) and (2.37d) with the result
d
dτ
f(τ) =− κ˜(1 + iθ)f + κ˜YI
+ κ˜2C
1
L
∫ L
0
dz′e−ikz
′
∫ +∞
−∞
dvp˜(v, z′, τ), (2.39a)
d
dτ
b(τ) =− κ˜(1 + iθ)b
+ κ˜2C
1
L
∫ L
0
dz′eikz
′
∫ +∞
−∞
dvp˜(v, z′, τ), (2.39b)
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(
∂
∂τ
+
v
γ
⊥
∂
∂z
)
p˜(v, z, τ) =− (1 + iδ0)p˜+ d˜
(
eikzf + e−ikzb
)
, (2.39c)(
∂
∂τ
+
v
γ
⊥
∂
∂z
)
d˜(v, z, τ) =− γ
[
d˜− SeqZ M(v)
]
− 1
2
[
p˜∗
(
eikzf + e−ikzb
)
+ c.c.
]
, (2.39d)
where f(τ) ≡ f0(τ), b(τ) ≡ b0(τ), τ = γ⊥ t, κ˜ = κ/γ⊥ , and γ = γ‖/γ⊥ . In
arriving at Eqs. (2.39a) and (2.39b) we have used the approximate equality
∫ Λ
0
dz
1
λ
∫ z+λ
z
dz′e±ikz
′
∫ +∞
−∞
dvp˜(v, z′, τ) ≈
∫ L
0
dz′e±ikz
′
∫ +∞
−∞
dvp˜(v, z′, τ),
(2.40)
which holds if L λ, and if the atomic polarization vanishes outside the domain
0 ≤ z ≤ L.
For the purpose of our subsequent analyses, and in particular the numerical
computations, it is convenient to avoid the continuous label z. This is made
possible by defining the atomic “modal” amplitudes
p˜m(u, τ) =
1
L
∫ L
0
dze−imkzp˜(v, z, τ), (2.41a)
d˜m(u, τ) =
1
L
∫ L
0
dze−imkzd˜(v, z, τ). (2.41b)
where u = kv/γ
⊥
, m = 0,±1,±2, ..., and d˜∗m = d˜−m because d˜(v, z, τ) is real. It
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then follows from Eqs. (2.39) and (2.41) that
d
dτ
f =− κ˜(1 + iθ)f + κ˜YI + κ˜2C
∫ +∞
−∞
dup˜1(u, τ), (2.42a)
d
dτ
b =− κ˜(1 + iθ)b+ κ˜2C
∫ +∞
−∞
dup˜−1(u, τ), (2.42b)
∂
∂τ
p˜m(u, τ) =− [1 + i (δ0 +mu)] p˜m +
(
d˜m−1f + d˜m+1b
)
, (2.42c)
∂
∂τ
d˜m(u, τ) =− γ
[
d˜m − SeqZ G(u)δm,0
]
− imud˜m
− 1
2
(
p˜∗−(m−1)f + p˜
∗
−(m+1)b
)
− 1
2
(p˜m+1f
∗ + p˜m−1b
∗) , (2.42d)
where the Gaussian function
G(u) =
1√
piσ
exp
(
−u
2
σ2
)
(2.43)
comes from the Maxwell distribution (2.11) after the variable v is changed into
u = kv/γ
⊥
and the scaled Doppler width is defined to be
σ =
k
√
2kBϑ/m
γ⊥
. (2.44)
In Eqs. (2.42), the atomic modal amplitudes, p˜m(u, τ) and d˜m(u, τ), rep-
resent the relative contributions from the group of atoms moving at a scaled
velocity around u, which therefore depends on the percentage population of this
group of atoms as well as the actual time evolution of each atom in this group.
On the other hand, we can imagine an ensemble of atoms which are identical
except that they move as a whole with a different scaled velocity ranging from
−∞ to +∞. The relative contribution of such an imaginary medium to the ac-
tual system, however, is weighted according to Gaussian (2.43). The transition
to this ensemble point of view is made possible by defining new atomic modal
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amplitudes
Pm(u, τ) = p˜m(u, τ)/G(u), (2.45a)
Dm(u, τ) = d˜m(u, τ)/G(u). (2.45b)
In terms of these new atomic variables, Eqs. (2.42) take the form
d
dτ
f =− κ˜(1 + iθ)f + κ˜YI + κ˜2C
∫ +∞
−∞
duG(u)P1(u, τ), (2.46a)
d
dτ
b =− κ˜(1 + iθ)b+ κ˜2C
∫ +∞
−∞
duG(u)P−1(u, τ), (2.46b)
∂
∂τ
P2m+1(u, τ) =− {1 + i [δ0 + (2m+ 1)u]}P2m+1 + (D2mf +D2m+2b) ,
(2.46c)
∂
∂τ
D2m(u, τ) =− γ (D2m − SeqZ δm,0)− i2muD2m
− 1
2
(
P ∗−(2m−1)f + P
∗
−(2m+1)b
)
− 1
2
(P2m+1f
∗ + P2m−1b
∗) . (2.46d)
In arriving at Eqs. (2.46), we have left out the equations for the even-indexed
modal amplitudes of the polarization and for the odd-indexed modal amplitudes
of the population difference because these modal amplitudes, while driven by
the field, never react to affect the time evolution of the field. Eqs. (2.46c,d)
describe the time evolution of the medium driven by the cavity field if each
atom in the medium were to move with the same scaled velocity u while Eqs.
(2.46a,b) express the fact that a Gaussian-weighted average of the responses of
all these atoms contributes to the time evolution of the cavity field.
In the case of homogeneous broadening, σ → 0 and G(u) becomes δ(u). The
integrals on the right side of Eqs. (2.46a,b) evaluate to P1(0, τ) and P−1(0, τ),
respectively. So, for the same reason that we leave out equations about irrelevant
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atomic modal amplitudes above, Eqs. (2.46c,d) are chosen only if they have
u = 0. After defining new atomic variables as
P¯m(τ) =Pm(0, τ), (2.47a)
D¯m(τ) =Dm(0, τ), (2.47b)
we obtain the equations of motion for the case of homogeneous broadening,
namely that
d
dτ
f =− κ˜(1 + iθ)f + κ˜YI + κ˜2CP¯1, (2.48a)
d
dτ
b =− κ˜(1 + iθ)b+ κ˜2CP¯−1, (2.48b)
d
dτ
P¯2m+1 =− (1 + iδ0) P¯2m+1 +
(
D¯2mf + D¯2m+2b
)
, (2.48c)
d
dτ
D¯2m =− γ
[
D¯2m − SeqZ δm,0
]
− 1
2
(
P¯ ∗−(2m−1)f + P¯
∗
−(2m+1)b
)
− 1
2
(
P¯2m+1f
∗ + P¯2m−1b
∗
)
. (2.48d)
In this thesis, we have adopted a scaling scheme for the dynamic variables
slightly different from that in our earlier publication [24]. However, Eqs. (2.48)
are essentially the same as Eqs. (23) in Ref. [24].
Note that, in cases where b = 0 as a result of the backward field being artifi-
cially shut down or simply because the parameters are such that the backward
field cannot grow, Eqs. (2.46) or Eqs. (2.48) reduce to a closed set of differential
equations involving f and atomic variables with m = 0. It is the presence of
the backward field that makes the system much more complex (and also much
more interesting).
Finally, we comment that, although our model applies equally well to the
description of a medium with gain, in this thesis we will focus only on the
36
behavior of an absorbing system, i.e. on the case when SeqZ is negative.
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3: Steady states
With the equations of motion derived in Chapter 2, the next natural step is
to consider the possible steady states of the system. Since from now on it is
assumed that the medium in the ring cavity is homogeneously broadened, the
system is described by Eqs. (2.48). An obvious solution to Eqs. (2.48) is the
usual unidirectional steady state where the backward field vanishes and the
forward field has the same frequency as the external driving field. It remains
to be seen if steady states with a nonzero backward field are compatible with
Eqs. (2.48). In Section 3.1, we prove that it is impossible to have steady states
in which the backward field is nonzero and it oscillates in synchronism with
both the forward field and the external driving field, as one might expect as the
most logical possibility. As shown in Section 3.2, however, it is possible for the
system to enter a nonsynchronous steady state where the forward field oscillates
with the same frequency as the external driving field while the backward field
oscillates with a different frequency. These nonsynchronous steady states can
be found numerically and some interesting examples are displayed.
3.1 Synchronous steady states
By setting all the time derivatives equal to zero in Eqs. (2.48), we obtain
the following algebraic equations whose solutions give the possible synchronous
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steady states
(1 + iθ)fst − YI − 2CP¯ st1 = 0, (3.1a)
(1 + iθ)bst − 2CP¯ st−1 = 0, (3.1b)
−(1 + iδ0)P¯ st2m+1 + D¯st2mfst + D¯st2m+2bst = 0, (3.1c)
γ
(
D¯st2m − SeqZ δm,0
)
+
1
2
(
P¯ st ∗−(2m−1)fst + P¯
st ∗
−(2m+1)bst
)
+
1
2
(
P¯ st2m+1f
∗
st + P¯
st
2m−1b
∗
st
)
= 0, (3.1d)
and where st denotes the stationary value of the corresponding variable. From
Eq. (3.1c) we have
P¯ st2m+1 =
D¯st2mfst + D¯
st
2m+2bst
1 + iδ0
(3.2)
After substituting Eq. (3.2) into Eq. (3.1d) and noticing that D¯∗m = D¯−m, we
obtain the recursion relation
ξD¯st2m−2 + ηD¯
st
2m + ξ
∗D¯st2m+2 = γS
eq
Z δm,0, (3.3)
where m = 0,±1,±2, . . ., and
ξ =
fstb
∗
st
1 + δ20
, (3.4a)
η = γ +
|fst|2 + |bst|2
1 + δ20
. (3.4b)
In connection with Eq. (3.3), we distinguish two possibilities: ξ = 0, or ξ 6= 0.
In the former case (i.e. for bst = 0), Eq. (3.4b) yields
η = γ +
|fst|2
1 + δ20
, (3.5)
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and Eq. (3.3) reduces to
D¯st2m =
1
η
γSeqZ δm,0. (3.6)
Thus, Eq. (3.2) implies that
P¯ st1 =
fstD¯
st
0
1 + iδ0
=
fst
1 + iδ0
1
η
γSeqZ , (3.7a)
P¯ st−1 = 0, (3.7b)
and, in turn, Eq. (3.7a), together with Eq. (3.1a), yields the steady state
equation
[(
1− 2CγS
eq
Z
γ(1 + δ20) + |fst|2
)
+ i
(
θ +
2Cδ0γS
eq
Z
γ(1 + δ20) + |fst|2
)]
fst = YI . (3.8)
for the forward field amplitude. This is the familiar steady state bistability
equation for a unidirectional ring cavity [3]. Of course, the steady states that
result in this case are the usual unidirectional steady states mentioned above.
If ξ 6= 0, then from Eq. (3.4a) it follows that the backward field, bst, is not
equal to zero and we have to solve the recursion relation (3.3), which can be
written explicitly in the form
(m = 0) ξD¯st−2 + ηD¯
st
0 + ξ
∗D¯st2 = γS
eq
Z , (3.9a)
(m = 1) ξD¯st0 + ηD¯
st
2 + ξ
∗D¯st4 = 0, (3.9b)
(m = 2) ξD¯st2 + ηD¯
st
4 + ξ
∗D¯st6 = 0, (3.9c)
. . . . . .
plus the complex conjugates of Eqs. (3.9b), (3.9c), etc..
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Next, we note that Eq. (3.9b) can also be written as
ξ∗
D¯st2
D¯st0
= − |ξ|
2
η + ξ∗
D¯st
4
D¯st
2
, (3.10)
while Eq. (3.9c) yields
ξ∗
D¯st4
D¯st2
= − |ξ|
2
η + ξ∗
D¯st
6
D¯st
4
, (3.11)
etc.. These results imply
ξ∗
D¯st2
D¯st0
= ξ∗
D¯st4
D¯st2
= · · · = − |ξ|
2
η − |ξ|2η−···
= − |ξ|
2
η + ξ∗
D¯st
2
D¯st
0
. (3.12)
Consider now the quadratic equation
ξ∗
D¯st2
D¯st0
= − |ξ|
2
η + ξ∗
D¯st
2
D¯st
0
, (3.13)
whose roots are
(
ξ∗
D¯st2
D¯st0
)
±
=
1
2
(
−η ±
√
η2 − 4|ξ|2
)
=
(
ξ∗
D¯st4
D¯st2
)
±
= · · · , (3.14)
where
η2 − 4|ξ|2 = γ2 +
( |fst|2 − |bst|2
1 + δ20
)2
+ 2γ
|fst|2 + |bst|2
1 + δ20
. (3.15)
A simple analysis of the roots of Eq. (3.13) shows that the root labeled (· · · )−
yields ∣∣∣∣D¯st2D¯st0
∣∣∣∣ > 1, (3.16a)
leading to the unphysical result |D¯st2m| → ∞ as m → ∞. The second root,
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instead, is consistent with the ratio
∣∣∣∣D¯st2D¯st0
∣∣∣∣ < 1, (3.16b)
as it must be. By combining Eq (3.14) with Eq. (3.9a) we can calculate each
D¯st2m. In particular, we have
D¯st0 =
γSeqZ√
η2 − 4|ξ|2 , (3.17a)
D¯st−2 =
γSeqZ
2ξ
(
1− η√
η2 − 4|ξ|2
)
, (3.17b)
and thus, according to Eq. (3.2), we have
P¯ st−1 =
D¯st−2fst + D¯
st
0 bst
1 + iδ0
= (1− iδ0) γS
eq
Z
2|bst|2

1− η − 2|bst|
2
1+δ2
0√
η2 − 4|ξ|2

 bst, (3.18)
It follows, from Eqs. (3.1b) and (3.18), that
θ = −δ0, (3.19a)
2|bst|2 = 2CγSeqZ

1− η − 2|bst|
2
1+δ2
0√
η2 − 4|ξ|2

 . (3.19b)
It is easy to show that
1−
η − 2|bst|2
1+δ2
0√
η2 − 4|ξ|2 > 0. (3.20)
so that, for an absorbing medium (SeqZ < 0), Eq. (3.19b) can never be satisfied.
Thus, no steady state is possible for ξ 6= 0, and the only synchronous station-
ary solutions are those whose backward field amplitude is equal to zero. This
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conclusion was also reached by Asquini and Casagrande [6] under resonance
conditions.
3.2 Nonsynchronous steady states
By inspection, we find that Eqs. (2.48) may admit a class of long-time solutions
in which all the field and atomic variables have constant amplitudes but do not
have the same frequency. More precisely, the possible long-time solutions are of
the form
f(τ) = fst, (3.21a)
b(τ) = bste
−i∆τ , (3.21b)
P¯2m+1(τ) = P¯
st
2m+1e
im∆τ , (3.21c)
D¯2m(τ) = D¯
st
2me
im∆τ , (3.21d)
where ∆ is an unknown frequency shift (measured in units of γ
⊥
) and fst, bst,
P¯ st2m−1, D¯
st
2m are all constant. The states of the system given by solutions of
this type are denoted as nonsynchronous steady states since the backward and
forward fields oscillate with different carrier frequencies.
Substitution of the ansatz (3.21) into Eqs. (2.48) yields the following non-
linear algebraic set of equations
(1 + iθ)fst − YI − 2CP¯ st1 = 0, (3.22a)
[
1 + i
(
θ − ∆
κ˜
)]
bst − 2CP¯ st−1 = 0, (3.22b)
− [1 + i (δ0 +m∆)] P¯ st2m+1 + D¯st2mfst + D¯st2m+2bst = 0, (3.22c)
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(γ + im∆)D¯st2m − γSeqZ δm,0
+
1
2
(
P¯ st ∗−(2m−1)fst + P¯
st ∗
−(2m+1)bst
)
+
1
2
(
P¯ st2m+1f
∗
st + P¯
st
2m−1b
∗
st
)
= 0, (3.22d)
for the unknown steady state amplitudes and frequency shift ∆. Note that the
phase of bst has no physical significance as it depends on the origin of the scaled
time τ . Therefore, without loss of generality, we may take bst to be real by
properly selecting the origin of the time axis.
In view of the proof in the last section on the lack of existence of synchronous
steady states with a nonzero backward field, it still remains to be seen whether
a nonsynchronous steady state can actually exist with a nonzero backward field.
Mathematically speaking, however, Eqs. (3.22) differ from Eqs. (3.1) substan-
tially in that the counterpart of the recursion relation (3.3) would now involve
the modal index m in the coefficients, which makes it impossible to apply the
continued fraction technique discussed in the previous section. So it appears
difficult, if not impossible, to assess analytically the existence of nontrivial so-
lutions to Eqs. (3.22) and we have to resort to numerical approaches. Although
Eqs. (3.22) contain an infinite number of unknowns, physical intuitions suggest
that the steady state field amplitudes, fst and bst, while being directly con-
nected with P¯ st1 and P¯
st
−1, respectively, should not be sensitive to atomic modal
amplitudes with large modal indices. Indeed, we anticipate that atomic modal
amplitudes with large indices should be small. This means that we can apply a
proper truncation to Eqs. (3.22) to obtain a finite closed set of nonlinear alge-
braic equations. After the truncation, we use the globally convergent method
of Ref. [27] to solve Eqs. (3.22). In that way, we have found many interest-
ing nonsynchronous steady states as illustrated below, showing clearly that the
nonsynchronous steady states (with a nonzero backward field) do exist. Our
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experience shows that a cutoff at |m| = 10 is already accurate enough for most
situations. These considerations are further supported by the solution of the
time-dependent equations of motion, as discussed in Chapter 5.
The numerical method requires us to input guess values for the steady state
amplitudes and frequency shift ∆. Naturally, this approach often yields a unidi-
rectional steady state (bst = 0). This means either that the guess values are not
appropriate for a nonsynchronous steady state or that no nonsynchronous steady
state exists for the chosen parameters. But, once a nonsynchronous steady state
is found by adjusting the guess values, we can scan an appropriate parameter
(usually YI) to obtain a connected cluster of nonsynchronous steady states. The
stability of a nonsynchronous steady state can be established, numerically, by
following the time evolution of the system after applying some perturbations,
as discussed in Chapter 5. Chapters 4 and 6 provide some guidance for the
selection of parameters to reach a nonsynchronous steady state by studying the
linear behavior of the system in the neighborhood of a unidirectional steady
state.
Here we present three examples of nonsynchronous steady states as the ex-
ternal driving field amplitude YI varies. The field amplitudes, |fst| and |bst|, and
the scaled frequency shift ∆, are shown in the figures. For the purpose of com-
parison, we also plot as thin dashed lines the (forward) cavity field amplitudes of
unidirectional steady states. In all the three figures, thick and thin lines (solid
or not) represent the backward and forward fields, respectively, with dotted
lines indicating unstable states. The issue of the stability of a nonsynchronous
steady state is addressed in Chapter 5 in connection with the numerical simu-
lation of the time evolution of the system. In Fig. 3.1, we see a continuous set
of nonsynchronous steady states which is connected to the set of unidirectional
steady states on the middle branch at YI = 55.7 and on the upper branch at
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YI = 66.3 of the unidirectional bistability curve. It is remarkable that, even
though the backward field has a significant amplitude, the forward field in a
nonsynchronous steady state still can have a larger amplitude than it has in a
unidirectional steady state. However, this is not always the case, as shown in
Fig. 3.2 where the forward field in a nonsynchronous steady state does have a
smaller amplitude than in the corresponding unidirectional steady state. The
set of nonsynchronous steady states in Fig. 3.2 is connected to the set of uni-
directional steady states on the middle branch at YI = 84.5 and on the upper
branch at YI = 87.2 of the unidirectional bistability curve. Fig. 3.3 shows two
disjoint sets of nonsynchronous steady states. The first set, as usual, is con-
nected to the set of unidirectional steady states at YI = 108.3 and YI = 141
although there is no unidirectional bistability. The second set, however, forms
an island completely detached from the first set of nonsynchronous steady states
and the set of unidirectional steady states. This isolated set of nonsynchronous
steady states may be difficult, if not impossible, to access in experiments, but
it clearly reveals what the complex dynamics of the system may bring about
unexpectedly. Again, we notice that the forward field amplitude in a nonsyn-
chronous steady state in either set is larger than its value in the corresponding
unidirectional steady state for the same specific value of YI . Finally, it is in-
teresting to point out that the frequency shift ∆ of the backward field in the
nonsynchronous steady states in Fig. 3.2 ranges from 0.89 to 3.22, in contrast
with the relatively small variations in ∆ in figures 3.1b and 3.3b. In the follow-
ing chapters, we will come back to these three concrete examples from different
perspectives.
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Figure 3.1: First example of nonsynchronous steady states. (a) The forward
field amplitude |fst| (thin solid line or thin dotted line) and the backward field
amplitude |bst| (thick solid line or thick dotted line) in nonsynchronous steady
states are plotted as functions of the external driving field amplitude YI , together
with the cavity field amplitude of the unidirectional steady state (thin dashed
line). The thin solid line and the thick solid line both extend from YI = 54.55
to YI = 67.95. At YI = 55.7 and YI = 66.3, respectively, the two thick dotted
lines touch YI -axis while the two thin dotted lines merge to the thin dashed line
(the unidirectional bistability curve). The range of unidirectional bistability is
55.2 < YI < 59.9. (b) The corresponding frequency shift ∆ of the backward
field in nonsynchronous steady states is plotted as a function of YI . In both (a)
and (b), dotted lines represent unstable states. The parameters are Seqz = −1,
δ0 = 0, θ = 10, γ = 2, 2C = 80, κ˜ = 0.1.
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Figure 3.2: Second example of nonsynchronous steady states. (a) The forward
field amplitude |fst| (thin solid line or thin dotted line) and the backward field
amplitude |bst| (thick solid line or thick dotted line) in nonsynchronous steady
states are plotted as functions of the external driving field amplitude YI , to-
gether with the cavity field amplitude of the unidirectional steady state (thin
dashed line). The thin solid line and the thick solid line both extend from
YI = 45.5 to YI = 87.2 at which the thin solid line merges to the thin dashed
line while the thick solid line precipitates to YI -axis. At YI = 84.5, the thick
dotted line touches YI -axis while the thin dashed line merges to the thin dashed
line. The range of unidirectional bistability is 42.2 < YI < 118.8. (b) The cor-
responding frequency shift ∆ of the backward field in nonsynchronous steady
states is plotted as a function of YI . In both (a) and (b), dotted lines represent
unstable states. The parameters are Seqz = −1, δ0 = 5, θ = 10, γ = 2, 2C = 250,
κ˜ = 0.5.
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Figure 3.3: Third example of nonsynchronous steady states. (a) The forward
field amplitude |fst| (thin solid line or thin dotted line) and the backward field
amplitude |bst| (thick solid line or thick dotted line) in nonsynchronous steady
states are plotted as functions of the external driving field amplitude YI , together
with the cavity field amplitude of the unidirectional steady state (thin dashed
line). Two disjoint sets of nonsynchronous steady states are present. In the
first set, the thin solid line and the thick solid line both extend from YI = 87.8
to YI = 141 at which the thin solid line merges to the thin dashed line while
the thick solid line touches YI -axis. Furthermore, the thin dotted line merges
to the thin dashed line at YI = 108.3 and at the same time the thick dotted
line touches YI -axis. The second set is a closed one in which the solid and
dashed lines (thick or thin) all extend from YI = 118.15 to YI = 143.15. There
is no unidirectional bistability. (b) The corresponding frequency shift ∆ of the
backward field in nonsynchronous steady states is plotted as a function of YI .
In both (a) and (b), dotted lines represent unstable states. The parameters are
Seqz = −1, δ0 = 2, θ = −10, γ = 2, 2C = 100, κ˜ = 0.5.
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4: Linear stability analysis
It is already known from previous studies [3, 23] that the steady state solutions
of unidirectional bistability may become unstable along a segment of the upper
branch and give way to self-oscillations. Asquini and Casagrande [6] generalized
the studies of Ref. [23] for the case of a bidirectional ring cavity under resonant
conditions . In this chapter, we extend the treatment of Ref. [6] by carrying out a
linear stability analysis of unidirectional steady states for arbitrary values of the
detuning parameters. In doing so, we find that the domain of instabilities of the
backward field usually is not a sub-domain of that of the forward field, contrary
to the conclusion reached in Ref. [6]. This means that, in a unidirectional steady
state, the backward field may grow from noise, at least in the beginning, while
the fluctuations of the forward field are suppressed. As shown in Chapter 5, this
should in time lead to a nonsynchronous steady state if it exists and is stable.
Indeed, it appears that the instability of the backward field of a unidirectional
steady state is in general associated with the existence of a nonsynchronous
steady state even though in some cases it may be difficult to access either because
it is unstable or because there is a competition from a self-pulsing forward field.
In Section 4.1, we linearize the equations of motion around an arbitrary
unidirectional steady state and obtain three independent groups of characteristic
equations. Examples of numerical solutions to the characteristic equations are
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given in Section 4.2. In particular, we illustrate the association of the instability
of the backward field with the existence of a nonsynchronous steady state using
the examples shown in the three figures of Chapter 3. We also present an
interesting instance where the instability of the backward field occurs in the
lower branch of the undirectional bistability curve.
4.1 Characteristic equations
A unidirectional steady state for a homogeneously broadened medium is given
in Section 3.1, where the complex amplitude fst of the forward field obeys Eq.
(3.8),
D¯st0 =
(1 + δ20)γS
eq
Z
γ (1 + δ20) + |fst|2
, (4.1a)
P¯ st1 =
D¯st0 fst
1 + iδ0
, (4.1b)
and the backward field amplitude and the other modal components vanish.
The linearized form of Eqs. (2.48) around an arbitrary undirectional steady
state is given by
d
dτ
δf = −κ˜(1 + iθ)δf + κ˜2CδP¯1, (4.2a)
d
dτ
δb = −κ˜(1 + iθ)δb+ κ˜2CδP¯−1, (4.2b)
d
dτ
δP¯2m+1 = −(1 + iδ0)δP¯2m+1 + fstδD¯2m + D¯st0 δm,0δf + D¯st0 δm,−1δb, (4.2c)
d
dτ
δD¯2m =− γδD¯2m − 1
2
(fstδP¯
∗
−(2m−1) + P¯
st∗
1 δm,0δf + P¯
st∗
1 δm,−1δb)
− 1
2
(f∗stδP¯2m+1 + P¯
st
1 δm,0δf
∗ + P¯ st1 δm,1δb
∗), (4.2d)
together with their complex conjugates. In Eqs. (4.2), δf , δb, δP¯2m−1, and
δD¯2m, for m = 0,±1,±2, · · · , denote the deviations from the respective steady
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state values of the variables.
By inspection, we see that Eqs. (4.2) split into three groups, each forming
a closed set of equations. The first group includes
d
dτ
δf = −κ˜(1 + iθ)δf + κ˜2CδP¯1, (4.3a)
d
dτ
δf∗ = −κ˜(1− iθ)δf∗ + κ˜2CδP¯ ∗1 , (4.3b)
d
dτ
δP¯1 = −(1 + iδ0)δP¯1 + fstδD¯0 + D¯st0 δf, (4.3c)
d
dτ
δP¯ ∗1 = −(1− iδ0)δP¯ ∗1 + f∗stδD¯0 + D¯st0 δf∗, (4.3d)
d
dτ
δD¯0 = −γδD¯0 − 1
2
(
fstδP¯
∗
1 + P¯
st∗
1 δf + f
∗
stδP¯1 + P¯
st
1 δf
∗
)
, (4.3e)
which we recognize as the linearized equations of unidirectional bistability. The
second group couples the fluctuation variables δb, δP¯−1 , δD¯−2, and δP¯
∗
3 ac-
cording to
d
dτ
δb = −κ˜(1 + iθ)δb+ κ˜2CδP¯−1, (4.4a)
d
dτ
δP¯−1 = −(1 + iδ0)δP¯−1 + fstδD¯−2 + D¯st0 δb, (4.4b)
d
dτ
δD¯−2 = −γδD¯−2 − 1
2
(
fstδP¯
∗
3 + P¯
st∗
1 δb+ f
∗
stδP¯−1
)
, (4.4c)
d
dτ
δP¯ ∗3 = −(1− iδ0)δP¯ ∗3 + f∗stδD¯−2, (4.4d)
where we have used the identity D¯∗2 = D¯−2. The third group is comprised of
an infinite set of triplets of equations of the form
d
dτ
δP¯2n+1 = −(1 + iδ0)δP¯2n+1 + fstδD¯2n, (4.5a)
d
dτ
δD¯2n = −γδD¯2n − 1
2
(
fstδP¯
∗
−2n+1 + f
∗
stδP¯2n+1
)
, (4.5b)
d
dτ
δP¯ ∗−2n+1 = −(1− iδ0)δP¯ ∗−2n+1 + f∗stδD¯2n, (4.5c)
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where n 6= 0,±1.
The eigenvalues of Eqs. (4.3) have already been analyzed in past studies
of unidirectional bistability and self-pulsing [3]. The sets of equations (4.4)
and (4.5), instead, contain information on the possible instabilities in which the
backward field plays a dynamical role.
We consider first Eqs. (4.5) for an arbitrary value of the index n (with
n 6= 0,±1). The characteristic equation takes the form
λ3 + (γ + 2)λ2 + (1 + δ20 + 2γ + |fst|2)λ
+ γ(1 + δ20) + |fst|2 = 0. (4.6)
Note that the coefficients of Eq. (4.6) are all real and independent of the index n.
With the help of the Hurwitz criterion, as conveniently formulated in Appendix
B, we prove that all its three roots have a negative real part. For this purpose,
we notice that all the coefficients of Eq. (4.6) are positive (recall that 0 < γ ≤ 2).
Furthermore, it is easy to see that the three principal sub-determinants of the
associated 3×3 quadratic scheme


γ + 2 1 0
γ(1 + δ20) + |fst|2 1 + δ20 + 2γ + |fst|2 γ + 2
0 0 γ(1 + δ20) + |fst|2

 ,
namely
H1 = γ + 2,
H2 = (γ + 2)(1 + δ
2
0 + 2γ + |fst|2)− [γ(1 + δ20) + |fst|2],
= 2(γ + 1)2 + 2δ20 + (γ + 1)|fst|2
H3 =
[
γ(1 + δ20) + |fst|2
]
H2,
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are all positive. This completes the proof, which implies that no instabilities
arise from the third group of linearized equations (4.5). Therefore, instabilities
of a undirectional steady state are associated either with Eqs. (4.3) or with
Eqs. (4.4). This fact allows us to define precisely instabilities of the forward
(backward) field to be those associated with Eqs. (4.3) (Eqs. (4.4)).
The characteristic equation for Eqs. (4.3) is already known, but we repro-
duce it below together with the characteristic equation of (4.4) for the purpose
of comparison. For Eqs. (4.3) we have
λ5 + c4λ
4 + c3λ
3 + c2λ
2 + c1λ+ c0 = 0 (4.7)
and for Eqs. (4.4)
λ4 + b3λ
3 + b2λ
2 + b1λ+ b0 = 0, (4.8)
where
c4 =2 + γ + 2κ˜, (4.9a)
c3 =1 + δ
2
0 + |fst|2 + 2γ + κ˜2(1 + θ2) + 2κ˜(2 + γ)− 2κ˜2CD¯st0 , (4.9b)
c2 =γ(1 + δ
2
0) + |fst|2 + 2κ˜(2γ + 1 + δ20 + |fst|2) + κ˜2(2 + γ)(1 + θ2)
− 2κ˜2CD¯st0
(
1 + κ˜+ γ − |fst|
2
2(1 + δ20)
)
, (4.9c)
c1 =2κ˜
[
γ(1 + δ20) + |fst|2
]
+ κ˜2(1 + θ2)(2γ + 1 + δ20 + |fst|2) + (κ˜2CD¯st0 )2
− 2κ˜2CD¯st0
[
γ + κ˜
(
1− θδ0 + γ − |fst|
2(1 + θδ0)
2(1 + δ20)
)]
, (4.9d)
c0 =κ˜
2(1 + θ2)
[
γ(1 + δ20) + |fst|2
]
+ (κ˜2CD¯st0 )
2
(
γ − |fst|
2
1 + δ20
)
− 2κ˜22CD¯st0 γ(1− θδ0), (4.9e)
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and
b3 =2 + γ + κ˜(1 + iθ), (4.10a)
b2 =1 + δ
2
0 + |fst|2 + 2γ + κ˜(1 + iθ)(2 + γ)− κ˜2CD¯st0 , (4.10b)
b1 =γ(1 + δ
2
0) + |fst|2 + κ˜(1 + iθ)(2γ + 1 + δ20 + |fst|2)
− κ˜2CD¯st0
(
γ + 1− iδ0 − |fst|
2
2(1− iδ0)
)
, (4.10c)
b0 =κ˜(1 + iθ)
[
γ(1 + δ20) + |fst|2
]− κ˜2CD¯st0 γ(1− iδ0). (4.10d)
Note that the coefficients of the characteristic equation (4.7) are all positive,
which allows us to directly apply the Hurwitz criterion to assess the instabilities
of the forward field. As an example of this application, we prove in Appendix C
that a unidirectional steady state on the negative slope branch of a unidirectional
bistability curve (if it exists) is always unstable.
Despite the enormous difference between their respective characteristic equa-
tions (4.7) and (4.8), Eqs. (4.3) and (4.4) are subtly related to each other, as
will be discussed in Chapter 6.
4.2 Examples
We have obtained the roots of Eqs. (4.7) and (4.8) numerically. For the uni-
directional steady states on the upper branch of the bistability curve in Fig.
3.1, we find that all the roots of Eqs. (4.7) have a negative real part while one
(and only one) of the roots of Eqs. (4.8) has a positive real part for YI < 66.3
as shown in Fig. 4.1. Note that YI = 66.3 is where the set of nonsynchronous
steady states touches the set of unidirectional steady states on the upper branch
of the bistability curve in Fig. 3.1. This is a situation where there are only in-
stabilities of the backward field but not in the forward field. In an experiment,
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we may first restrict the system to unidirectional operation so that it will enter
a unidirectional steady state on the upper branch of the bistability curve with
YI < 66.3. The system will then remain in that state until the restriction of
unidirectional operation is removed, after which the backward field will start to
grow and the system will enter a nonsynchronous steady state. In fact, we may
adjust the external driving field such that 59.9 < YI < 66.3, a range in which
there are instabilities of the backward field but no unidirectional bistability. In
that case, the system should directly enter a nonsynchronous steady state if no
restriction of unidirectional operation is in place. The numerical simulations of
these time varying processes are given in Chapter 5. Similarly, as shown in Fig.
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Figure 4.1: Stability of the unidirectional steady states in Fig. 3.1. With the
same parameters chosen in Fig. 3.1, the real parts of the roots with the largest
real part of the characteristic equations (4.7) (solid line) and (4.8) (dotted line)
are plotted as functions of the external driving field amplitude YI for the upper
branch of the unidirectional bistability curve. The dotted line passes zero at
YI = 66.3.
4.2, the unidirectional steady states on the upper branch of the bistability curve
in Fig. 3.2 have instabilities of the backward field for YI < 87.2 but no insta-
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bilities of the forward field anywhere. Consistently, YI = 87.2 is where the set
of nonsynchronous steady states touches the set of unidirectional steady states
on the upper branch of the bistability curve in Fig. 3.2. Unlike the situation in
Fig. 4.1, however, these instabilities are completely inside the YI range of uni-
directional bistability so that we can no longer directly reach a nonsynchronous
steady state in an experiment by choosing YI to be a value inside the range of
these instabilities because the system would enter a stable unidirectional steady
state on the lower branch of the bistability curve. On the other hand, we can
first set YI > 118.8 which is outside the range of unidirectional bistability so that
the system will enter a stable unidirectional steady state on the upper branch.
We can then decrease YI and the system will enter a nonsynchronous steady
state once YI < 87.2. The situation is more complicated (and interesting) for
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Figure 4.2: Stability of the unidirectional steady states in Fig. 3.2. With the
same parameters chosen in Fig. 3.2, the real parts of the roots with the largest
real part of the characteristic equations (4.7) (solid line) and (4.8) (dotted line)
are plotted as functions of the external driving field amplitude YI for the upper
branch of the unidirectional bistability curve. The dotted line passes zero at
YI = 87.2.
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the parameters chosen in Fig. 3.3 because in this case both Eqs. (4.7) and (4.8)
have roots having a positive real part for a range of values of YI . Indeed, a
pair of complex conjugate roots of Eq. (4.7) and one (and only one) root of Eq.
(4.8) have a positive real part in the respective YI ranges of instabilities. The
real parts of these roots are shown in Fig. 4.3 where we see that instabilities
of the backward field occur in the range 108.3 < YI < 141 and those of the
forward field for 106.5 < YI < 134.8. Therefore, there are instabilities of the
forward and backward fields simultaneously for 108.3 < YI < 134.8. If YI has a
value inside the overlapped domain of instabilities, then the system theoretically
should be capable of entering a self-pulsing state or a nonsynchronous steady
state. What state eventually results depends on the initial conditions and the
stability of these two states in the context of bidirectional operation. We will
address this issue in detail in Chapter 5. Note again that one of the two sets of
nonsynchronous steady states touches the set of unidirectional steady states in
Fig. 3.3 at YI = 108.3 and YI = 141, the boundaries of instabilities of the back-
ward field. We have found examples where the YI range of instabilities of the
forward field is completely inside that of the backward field. But, curiously, we
have found no instance so far where the latter is completely inside the former.
This is in direct contradiction with what is concluded in Ref. [6].
From the three examples above, it appears to be a general pattern that an
instability of the backward field indicates the existence of a nonsynchronous
steady state just as an instability of the forward field suggests the existence of a
self-pulsing state in the case of unidirectional operation although these expected
states may be unstable. On the other hand, it is evident that the existence of
a nonsynchronous steady state is not necessarily accompanied by an instability
of the backward field. For example, when 66.3 < YI < 67.95 for the parameters
chosen in Fig. 3.1, no instabilities of the backward field occur according to Fig.
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Figure 4.3: Stability of the unidirectional steady states in Fig. 3.3. With the
same parameters chosen in Fig. 3.3, the real parts of the roots with the largest
real part of the characteristic equations (4.7) (solid line) and (4.8) (dotted line)
are plotted as functions of the external driving field amplitude YI . The solid
line passes zero at YI = 106.5 and YI = 134.8 and the dotted line at YI = 108.3
and YI = 141.
4.1 but there exist two nonsynchronous steady states for each specific value of
YI , one on a solid line and the other on a dotted line. This is also the case when
87.8 < YI < 108.3 for the parameters chosen in Fig. 3.3. As a result of this
phenomenon, hysteresis may arise as the system has two stable states, one being
a unidirectional steady state and the other a nonsynchronous steady state. For
the same reason, we should also expect hysteresis associated with self-pulsing
states. Understandably, hysteresis plays a role in the process of accessing a
specific state (e.g. a nonsynchronous steady state) in our numerical simulation
of the time evolution of the system in Chapter 5 or in an experiment.
Finally, we show that a portion of the lower branch of the unidirectional
bistability curve may become unstable in the regime of bidirectional operation.
In Fig. 4.4, we plot the external driving field amplitude YI (dot-dashed line)
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as a function of the unidirectional steady state field amplitude |fst|. The linear
stability analysis in the forward direction (solid line) indicates that instability
of the forward field only occurs when the unidirectional steady state is on the
middle branch (with negative slope) of the unidirectional bistability curve. On
the other hand, the linear stability analysis of the backward direction (dotted
line) shows that there is instability of the backward field for a unidirectional
steady state on a considerable portion of the lower branch. Considering that,
in the regime of unidirectional operation, the lower branch of the unidirectional
bistability curve is always stable, this demonstrates that the degree of freedom
related to a field propagating in the backward direction may fundamentally
change the dynamics of an optically bistable system in a ring cavity.
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Figure 4.4: Instabilities on the lower branch of the unidirectional bistability
curve. The external driving field amplitude YI (dot-dashed line), the real parts
of the roots with the largest real part of the characteristic equations (4.7) (solid
line) and (4.8) (dotted line) are plotted as functions of the unidirectional steady
state field amplitude |fst|. The instability of the forward field (solid line) occurs
only to the middle branch of the undirectional bistability curve (dot-dashed
line) while a portion of its lower branch becomes unstable in the backward field
(dotted line). The upper branch is stable in both the forward and backward
fields. The parameters chosen are Seqz = −1, δ0 = 5, θ = −5, γ = 2, 2C = 300,
κ˜ = 0.4.
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5: Time evolution
This chapter is devoted to numerical simulation of the time evolution of the
system with a homogeneously broadened medium. For this purpose, the system
evolves numerically according to Eqs. (2.48) from one time to another for given
initial conditions. This initial value problem entails two issues. First, Eqs.
(2.48) contain an infinite number of equations and hence a proper truncation
is necessary. We find that a cutoff at |m| = 10 in Eqs. (2.48) turns out to
be sufficient for convergence of the time-dependent solutions to a satisfactory
level of accuracy in most situations, in line with what we found in Chapter
3 in order to obtain nonsynchronous steady states numerically. The second
issue is about initial conditions which should correspond to those in a typical
experiment even though some ad hoc initial conditions may be prepared in some
experiments. This issue is discussed in Section 5.1. With a proper truncation
of Eqs. (2.48) and suitable initial conditions, we use a standard Runge-Kutta
method with adaptive step size control to solve the initial value problem for
various parameters. The atomic population difference SeqZ is always set equal
to −1 in this chapter as we are only concerned with an absorbing medium. In
addition, YI is selected to be real and positive for definiteness.
In Section 5.1, we start with a description of a natural choice of initial
conditions which might correspond to those in a typical experiment. In connec-
62
tion with the natural initial conditions, noise due to numerical round-off errors
is discussed in the case of Eqs. (2.48). We then comment on the stability of
nonsynchronous steady states or self-pulsing states found in the numerical time-
dependent solutions. In Section 5.2, we illustrate the time processes of accessing
some of the nonsynchronous steady states depicted in figures 3.1 and 3.2. In
Section 5.3, we show the time evolution related to some nonsynchronous steady
states depicted in Fig. 3.3 as it is complicated by the simultaneous existence
of self-pulsing states. Finally, in Section 5.4, we present an example of chaotic
behavior of the system involving both the forward and backward fields.
5.1 Initial conditions, round-off errors and sta-
bility
In a typical experiment with a homogeneously broadened medium, we would ex-
pect that, at the beginning, the cavity field and the atomic polarizations should
be all zero while all the atoms are in the lower level. This translates into the
initial conditions for Eqs. (2.48) such that every dependent variable begins at
zero, except for D¯0 which is real and initially equal to -1. For convenience,
we refer to this choice of initial conditions as the natural initial conditions. Of
course, other ad hoc initial conditions can be created, for instance, by driving
the atoms with a backward field in the beginning so that b(τ = 0) acquires
a significant magnitude. To be definite, we will adopt the natural initial con-
ditions described above throughout this chapter. According to Eqs. (2.48),
however, the natural initial conditions in theory can never lead to a state (even
a transient one) in which b becomes nonzero, because the time derivative of
each dependent variable is zero at time τ = 0, except for that of the forward
field f , which is directly driven by the external field YI . As f grows,
dP¯1
dτ and
dD¯0
dτ become different from zero. As a result, P¯1 and D¯0 also start to change.
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But, a closer inspection of Eqs. (2.48) reveals that the evolution of f , P¯1 and
D¯0 will never contribute to the time derivatives of other dependent variables as
long as these other dependent variables are themselves all zero at the moment.
This remains true in the numerical simulation of the time evolution of the sys-
tem despite the presence of numerical noise due to round-off errors inherent in
a numerical procedure like the Runge-Kutta method we use here. In fact, no
round-off errors occur in the numerical evaluation of the time derivatives of the
dependent variables other than f , P¯1 and D¯0 simply because these variables are
themselves all zero at the moment. In other words, round-off errors only affect
those dependent variables which have started to evolve. Since, both in theory
and in numerical integration, a dependent variable will not change before its
time derivative becomes different from zero, all the dependent variables other
than f , P¯1 and D¯0, will remain identically zero as time goes on. Therefore, the
natural initial conditions can only result in unidirectional operation.
In reality, however, all the dependent variables fluctuate due to various
sources of noise (e.g. spontaneous emission) which are not explicitly described
by Eqs. (2.48). In this sense, it is natural to artificially perturb a dependent
variable whenever necessary to mimic the effect of noise in a real environment.
For example, we may first let the system evolve with the natural initial condi-
tions. The system will typically reach a unidirectional steady state if there are
no instabilities associated with a self-pulsing forward field. We can then add a
small value (typically of the order of 10−4) to b, which may or may not result
in bidirectional operation depending on whether there are instabilities of the
backward field. In this way, we can easily monitor in detail the transition of the
system from unidirectional to bidirectional operation.
Once the system operates in the bidirectional regime, it may end up in a
nonsynchronous steady state, according to Section 3.2. We argue that a non-
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synchronous steady state is stable if the system enters it and stays in it forever
according to our numerical simulation of the time evolution of the system. Ac-
tually, it is highly unlikely that we run into an unstable nonsynchronous steady
state in our numerical experiments unless we start off with that state, in which
case the system will move away from it in time. This is similar to the fact that
an unstable steady state cannot usually be found in an experiment because of
the presence of noise. Just like any other numerical procedure, the Runge-Kutta
method inherently entails round-off errors which produce effects similar to the
effect of noise in a real system, except that the round-off noise is invariably
very small. Since, in bidirectional operation, round-off errors occur for every
dependent variable when assessing its value and rate of change in the numeri-
cal procedure, it is extremely unlikely that the associated numerical noise will
leave unexplored an eigenmode of the linearized equations of motion around a
nonsynchronous steady state. If one such mode should happen to be unstable,
it would be triggered by the numerical noise due to round-off errors. It would
be very interesting to find any exceptional cases where a nonsynchronous steady
state found by our Runge-Kutta method is actually unstable, but we have not
encountered such a situation. Nevertheless, a thorough examination of this issue
is beyond the scope of this dissertation. As an additional check on the stability
of a nonsynchronous steady state found in our numerical experiments, we often
artificially perturb a dependent variable after the system enters that state and
invariably find that the perturbation is damped and the system moves back to
the original state.
It is interesting to re-examine the stability of self-pulsing states because a
self-pulsing state which is stable in the context of unidirectional operation may
become unstable and thus inaccessible in the context of bidirectional operation.
A numerical time-dependent solution associated with a self-pulsing state pro-
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vides a convenient way to verify its stability. For instance, we may use the
natural initial conditions to find a self-pulsing state. As argued above, the self-
pulsing state found this way is most likely stable in the context of unidirectional
operation, which can be further verified by advancing the solution for another
large amount of time or by artificially perturbing the forward field f (or P¯1 and
D¯0) to see if the perturbation is damped in time. We then turn on the bidirec-
tional operation by artificially perturbing b which has been zero so far. If the
self-pulsing state is stable in the context of bidirectional operation, we should
see that b decays to zero. Otherwise, b will grow and a new state, typically a
nonsynchronous steady state, will result. This is illustrated in Section 5.3.
5.2 Nonsynchronous steady states
We have shown in Section 4.2 that, for the parameters chosen in Fig. 3.1 and
in Fig. 3.2, a unidirectional steady state on the upper branch of the bistability
curve can have instabilities of the backward field but not of the forward field.
The difference is that the YI range of instabilities of the backward field for Fig.
3.2 is completely inside the domain of unidirectional bistability while that for
Fig. 3.1 goes beyond it. As a result, in our numerical experiments, we have to
follow different time sequences in order to reach a nonsynchronous steady state
in these two cases.
Figures 3.1 and 4.1 together show that, for 59.9 < YI < 66.3, there are
instabilities of the backward field but no unidirectional bistability for the pa-
rameters chosen in Fig. 3.1 and thus the only possible stable steady state is
a nonsynchronous steady state in the context of bidirectional operation. But,
if we choose, for example, YI = 65 and let the system evolve with the natural
initial conditions in our numerical scheme, the system will enter a unidirectional
steady state and stay in it because, as we argued above, the natural initial con-
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ditions can only lead to unidirectional operation and the unidirectional steady
state is stable in the context of unidirectional operation. This is verified in Fig.
5.1 for 0 < τ < 200 where we see that, after the initial transients die out, the
forward field amplitude (Fig. 5.1a) approaches its unidirectional steady state
magnitude with progressively damped oscillations while the backward field (Fig.
5.1b) remains zero. But the unidirectional steady state that results is unstable
in the context of bidirectional operation because there are instabilities of the
backward field. So, when we perturb b by adding to it a small value 10−4 at
τ = 200, |b| starts to grow as shown in Fig. 5.1b for 200 < τ < 400. Indeed, the
forward field also grows after τ = 200 although the rate of growth is so small
that it is notable only in a close-up as shown in the inset of Fig. 5.1a. The
simultaneous growth of both the forward and backward fields is remarkable in
that it shows that the growth of the backward field is not at the expense of the
forward field as one might think naively. We will come back to this interesting
issue in Chapter 6. Fig. 5.2 shows the time evolution of the system between
τ = 200 and τ = 2600. It is clear that the backward field amplitude (dotted
line) acquires a rather large stationary value after around τ = 2300 and the
forward field (solid line) correspondingly reaches a slightly larger steady ampli-
tude. An examination of the numerical values of the real and imaginary parts of
f after τ = 2300 clearly indicates that f is a complex constant after |f | reaches
its new steady value. This simply means that the frequency of the forward field
continues to be the same as that of the external driving field. Both the real
and imaginary parts of the complex amplitude b of the backward field, however,
are undergoing simple harmonic oscillation as shown in Fig. 5.3. The period of
this oscillation is estimated to be 5.94, corresponding to an angular frequency
of 2pi5.94 = 1.06 which is approximately the same as the value of ∆ given in Fig.
3.1b at YI = 65. The fact that b is oscillating implies that the backward field
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Figure 5.1: The time dependence of the moduli of the forward (a) and backward
(b) fields. The parameters are the same as in Fig. 3.1 with YI = 65. At τ = 0,
all dependent variables are zero except D¯0 = −1. At τ = 200, b is set equal to
10−4.
is oscillating with a frequency different from that of the forward field (and the
external driving field). The sign of this frequency shift can be determined as
follows. As time goes on, b traces out on the complex plane a circle centered at
the origin . If b moves in the clockwise direction on the complex plane, then the
frequency shift is positive so that the backward field has a higher frequency than
the forward field. Otherwise, the frequency shift is negative and the backward
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field has a lower frequency. We see from Fig. 5.3 that the real part of b lags its
imaginary part by pi2 and thus b would move in the clockwise direction on the
complex plane, meaning that the backward field has a positive frequency shift
from the forward field, which is in agreement with Fig. 3.1b. In conclusion, after
around τ = 2300, the system is in a nonsynchronous steady state as depicted
in Fig. 3.1 at YI = 65. We have verified the stability of the nonsynchronous
steady state by letting the system evolve for another large amount of time and
also by artificially perturbing b to see the subsequent time evolution.
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Figure 5.2: The time dependence of the moduli of the forward (solid line) and
backward (dotted line) fields. The parameters are the same as in Fig. 3.1 with
YI = 65. At τ = 0, all dependent variables are zero except D¯0 = −1. At
τ = 200, b is set equal to 10−4.
After verifying that the system has reached a nonsynchronous steady state,
we can adjust YI to search for another nonsynchronous steady state. This
provides an alternative way to access a nonsynchronous steady state which may
be difficult to reach directly with the usual initial conditions. Fig. 5.4 is a time
continuation of Fig. 5.2 except that YI is suddenly changed from 65 to 55 at
τ = 3100. Despite the large drop in YI , the system quickly resets itself into a new
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Figure 5.3: Time dependence of the real (solid line) and imaginary (dotted line)
parts of the complex backward field amplitude b in a nonsynchronous steady
state. The parameters are the same as in Fig. 3.1 with YI = 65.
nonsynchronous steady state corresponding to YI = 55. Note that, according
to Fig. 3.1 and Fig. 4.1, the system has only one unidirectional steady state at
YI = 55, which is stable and on the lower branch of the unidirectional bistability
curve. The appearance of a nonsynchronous steady state at that point is due
to hysteresis. Of course, it is not always possible to access one nonsynchronous
steady state from another through such a large change in YI even though there
is a stable nonsynchronous steady state at the new value of YI . In those cases,
a radical change in YI often causes the system to move to a state of a different
category, e.g. a unidirectional steady state.
To illustrate that the dotted lines in Fig. 3.1 actually represent unstable
nonsynchronous steady states, we first obtain such a state by solving the non-
linear algebraic equation 3.22 and then verify that the time evolution of the
system starting with that state will lead to another state. As an example, we
plot in Fig. 5.5 the long time variation of the forward (solid line) and backward
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Figure 5.4: The forward (solid line) and backward (dotted line) field amplitudes
drop and approach lower steady values when YI is suddenly changed to 55 at
τ = 3100 before which the system is in the nonsynchronous steady state corre-
sponding to YI = 65 as a time continuation of Fig. 5.3. The other parameters
are the same as in Fig. 3.1
(dotted line) field amplitudes with the system initially in the nonsynchronous
steady state on the dotted lines at YI = 67 in Fig. 3.1. According to Fig. 5.5,
it appears that the system deviates appreciably from the initial state only after
τ = 5000. A close-up as shown in Fig. 5.6, however, clearly reveals the early
steady deviation from the initial state, confirming its instability. Understand-
ably, the system eventually moves towards the nonsynchronous steady state on
the solid lines at YI = 67 in Fig. 3.1 which is verified to be stable.
We now turn to Fig. 3.2 which differs from Fig. 3.1 in two important ways.
First, a nonsynchronous steady state exists only for a value of YI within the
bistability domain. Second, the forward field amplitude in a nonsynchronous
steady state is smaller than in the corresponding unidirectional steady state,
which apparently suggests that the growth of the backward field is at the ex-
pense of the forward field. The first difference forces us to access a nonsyn-
chronous steady state in a circuitous way in our numerical experiment. The
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Figure 5.5: Long time variation of the forward (solid line) and backward (dotted
line) field amplitudes when the initial state is the nonsynchronous steady state
on the dotted lines at YI = 67 in Fig. 3.1
strategy is to first start with the natural initial conditions and a sufficient large
value of YI (such that YI > 118.8) to reach a unidirectional steady state on the
upper branch of the bistability curve. We then decrease YI until YI < 87.2 after
which there are instabilities of the backward field according to Fig. 4.2 and the
system will enter a nonsynchronous steady state if b is given an artificial pertur-
bation. Fig. 5.7 displays the process of the transition from a unidirectional to
a nonsynchronous steady state at YI = 60 after setting b(τ = 500) = 10
−4. The
nonsynchronous steady state that results is on the solid lines of Fig. 3.2 and is
verified to be stable via the procedures described above. Fig. 5.7, together with
its insets, shows that the forward field (Fig. 5.7a) decreases and the backward
field (Fig. 5.7b) increases before the system reaches the nonsynchronous steady
state. We will come back to this issue in Chapter 6.
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Figure 5.6: The close-up of Fig. 5.5 on an earlier time interval. Both the forward
(a) and backward (b) fields are growing steadily.
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Figure 5.7: Time dependence of the moduli of the forward (a) and backward
(b) fields. Before τ = 500, the system is in the unidirectional steady state at
YI = 60 on the upper branch of the unidirectional steady state in Fig. 3.2. At
τ = 500, b is set equal to 10−4. The insets are the close-ups on the time interval
between τ = 550 and τ = 575.
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5.3 Self-pulsing and nonsynchronous steady
states
As shown in Fig. 4.3, different combinations of instabilities of the forward
and backward fields occur in unidirectional steady states at different values of
YI for the parameters chosen in Fig. 3.3. in the range 106.5 < YI < 108.3,
instabilities occur only in the forward field but not in the backward field. For
108.3 < YI < 134.8, there are instabilities in both the forward and backward
fields at the same time. For 134.8 < YI < 141, we have instabilities only
of the backward field but not of the forward field, similar to the situations
described in Figures 3.1 and 3.2. Our numerical experiments have shown that
there are self-pulsing states in the range 99.4 < YI < 134.8 while Fig. 3.3
shows the existence of nonsynchronous steady states over all the YI ranges
mentioned above. Therefore, for 134.8 < YI < 141, we should end up with a
nonsynchronous steady state no matter what initial conditions we use in our
numerical experiments. Still, we should keep in mind that, when a stable self-
pulsing state exists, the system may not be able to enter a nonsynchronous
steady state from the natural initial conditions with artificial perturbations to
b, and may instead enter a self-pulsing state. For example, when we use the
natural initial conditions but set b(τ = 0) = 10−4 at YI = 120, the early
time evolution of the system looks like the one shown in Fig. 5.8 where we
see that, after a very short period of transients, the forward field amplitude
(Fig. 5.8a) begins to oscillate periodically while the backward field amplitude
(Fig. 5.8b) shows a clear trend for decaying (and oscillating at the same time).
The inset in Fig. 5.8a shows that the trajectory of f on the complex plane for
15 < τ < 20 is a closed circuit, a further verification of the periodicity of the
forward field. The numerical simulation of the subsequent time evolution reveals
nothing new except that the backward field becomes progressively smaller. This
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should be sufficient to conclude that the self-pulsing state at YI = 120 is stable
for bidirectional operation.
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Figure 5.8: Time variation of the forward (a) and backward (b) field amplitudes.
The parameters are the same as in Fig. 3.3 with YI = 120. At τ = 0, all
dependent variables are zero except D¯0 = −1 and b = 10−4. The inset in (a)
shows the trajectory of f on the complex plane for 15 < τ < 20.
If we increase the external driving field intensity such that YI = 130, a
self-pulsing state will be stable only for unidirectional operation but not for
bidirectional operation. Fig. 5.9 shows the time variation of the forward and
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backward field amplitudes from τ = 100 to τ = 120 with an artificial perturba-
tion to b at τ = 110. From τ = 0 to τ = 100 (not displayed), the system evolves
from the natural initial conditions, entering a self-pulsing state after a short
transient. Fig. 5.9b clearly indicates the growing trend of the backward field.
The subsequent time evolution of the forward and backward fields is shown
in Fig. 5.10 where we see that their amplitudes approach steady values with
damped oscillations. It is easy to verify that the system is entering a stable
nonsynchronous steady state. This also demonstrates that the self-pulsing state
which appears earlier is not stable for bidirectional operation.
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Figure 5.9: Time variation of the forward (a) and backward (b) field amplitudes.
The parameters are the same as in Fig. 3.3 with YI = 130. At τ = 0, all
dependent variables are zero except D¯0 = −1. At τ = 110, b is set equal to
10−4.
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Figure 5.10: Time variation of the forward (a) and backward (b) field amplitudes
after the time evolution shown in Fig. 5.9. The parameters are the same as in
Fig. 3.3 with YI = 130.
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5.4 Chaotic states
Chaotic behavior in an optically bistable system is well known in the regime
of unidirectional operation [25]. As an introduction to the corresponding sub-
ject in the regime of bidirectional operation, we present an example in which
the forward and backward fields both exhibit complex time variations after the
transient dies out. The parameters chosen are δ0 = −1, θ = 20, γ = 2, κ˜ = 0.4,
2C = 800. In Fig. 5.11, we plot the field amplitudes (top) and the frequency
shift ∆ (bottom) of the backward field relative to the forward field in the non-
synchronous steady states as YI varies. As we see from the figure, these values
depend on YI in a very complex way.
We have verified that there is a stable nonsynchronous steady state for
398.1 < YI < 425. To access a nonsynchronous steady state in that range
of YI , we first set YI = 700, for instance, to reach a unidirectional steady state
starting with the natural initial conditions and then decrease YI with a small
artificial perturbation to b. Once we reach the range 398.1 < YI < 425 so that
a nonsynchronous steady state results, we increase YI slowly to monitor the
transition from one state to another with increasing complexity. To make sure
that no residual transients exist, we let the system evolve for 1000 units of time
at each new value of YI before characterizing the state of the system. Figure
5.12 shows the time variation of the field amplitudes for a few different values
of YI . For example, at YI = 426.5, both the forward and backward field ampli-
tudes oscillate with the same period between two extreme values (but they are
not undergoinging simple harmonic oscillations). At YI = 435.5, the forward
field amplitude acquires four extreme values while the backward field amplitude
continues to oscillate between two extreme values. Finally, at YI = 435.6, the
backward field amplitude acquires four extreme values and a process reminis-
cent of period doubling occurs in relation to the case of YI = 435.5 in both the
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Figure 5.11: Nonsynchronous steady states with complex YI -dependence. In the
top panel, the forward field amplitude |fst| (solid line) and the backward field
amplitude |bst| (dotted line) in a nonsynchronous steady state, together with the
cavity field amplitude of the undirectional steady state (dashed line), are plotted
as a function of the external driving field amplitude YI . The frequency shift
∆ of the backward field with respect to the forward field in a nonsynchronous
steady state is shown in the bottom panel. The parameters chosen are δ0 = −1,
θ = 20, γ = 2, κ˜ = 0.4, 2C = 800.
forward and backward fields. In all cases mentioned above, the forward and
backward fields have different carrier frequencies.
At YI = 439.9, the periodic oscillations of the field amplitudes give way to
chaotic oscillations as shown in Fig. 5.13. What is remarkable is that there are
some intermittent time intervals in which the field amplitudes execute quasi-
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Figure 5.12: Periodic oscillations of the forward and backward field amplitudes.
The forward (backward) field amplitude as a function of time τ is plotted in the
panels on the left (right) for different values of YI , the external driving field
amplitude, after the transients die out. (a) and (b) corresponds to YI = 425,
(c) and (d) to YI = 426.5, (e) and (f) to YI = 435.5, and (g) and (h) to
YI = 435.6. Period doubling is perceivable when YI changes from 435.5 to
435.6. The parameters chosen are the same as in Fig. 5.11.
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periodic oscillations as exemplified in the two panels to the right of Fig. 5.13.
It would be interesting to further investigate this issue.
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Figure 5.13: Chaotic oscillations of the forward (a) and backward (b) field ampli-
tudes, together with their quasi-periodic intermittents, (c) and (d), respectively.
The parameters chosen are the same as in Fig. 5.11.
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6: The weak sideband approach
The linear stability analysis in Chapter 4 allows us to determine the stability
of a unidirectional steady state. It shows that a considerable portion of the
unidirectional bistability curve may become unstable, giving rise to more com-
plex states, such as non-synchronous steady states, self-pulsing states and even
chaos. Although the associated characteristic equations involve only fourth and
fifth degree polynomials, we can only find their roots (i.e. eigenvalues) through
numerical routines, which, despite their accuracy and efficiency, offer almost no
clues as to what physical mechanisms might underlie the instabilities of a uni-
directional steady state and how the parameters conspire to make it unstable
(or to keep it stable, for that matter).
As briefly explained in Chapter 1 (Page 10), it is possible to understand the
physical origin of the stabilities or instabilities of a unidirectional steady state
through the weak sideband approach. This approach consists in determining
the gain coefficient of a side mode, i.e. a small field fluctuation whose frequency
is such that its dispersion in the medium cancels out its cavity mistuning. To
implement it in our system, it is natural to start with the linearized equations of
motion obtained in Section 4.1. In fact, we only need to consider Eqs. (4.3) and
(4.4) (Page 51) since it has been proved in Section 4.1 that Eqs. (4.5) (Page 51)
are not associated with the instabilities of a unidirectional steady state. Instead
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of solving the eigenvalue problems of these linearized equations of motion as in
a linear stability analysis in Chapter 4, we reinterpret them as describing the
linear response of the medium to small field fluctuations and the reaction of
these field fluctuations to this response.
As it turns out, for Eqs. (4.4), we can easily obtain a side mode. In connnec-
tion with the Mollow spectrum, a gain coefficient can be defined for a side mode
and its sign indicates the stability character of the unidirectional steady state
under consideration. This is the weak sideband approach in the backward direc-
tion. For Eqs. (4.3), however, it is impossible to define a side mode as a simple
sinusoidal fluctuation of the forward field due to the effect of phase conjugation
(see Page 12 of Chapter 1). Instead, we have to consider a linear combination
of a sinusoidal fluctuation of the forward field and its phase conjugate. We can
then obtain a characteristic equation containing a gain coefficient for the linear
combination and the frequency shift of one of the two sinusoidal fluctuations
away from the forward field (the frequency shift of the other sinusoidal fluctua-
tion is the negative of it). A solution to this equation gives a side mode and its
gain coefficient at the same time and the sign of the gain coefficient indicates
the stability character of the unidirectional steady state under consideration.
This weak sideband approach in the forward direction, however, does not pro-
vide desirable physical intuition as provided by its counterpart in the backward
direction. Further investigation is needed to bring out a clear physical interpre-
tation for the solutions to the characteristic equation mentioned above.
In Section 6.1, we start with Eqs. (4.4) and develop the procedure of the
weak sideband approach in the backward direction. We then re-examine some
examples presented in the previous chapters in Section 6.2 from the perspective
of the weak sideband approach. In particular, we illustrate the equivalence of the
weak sideband approach and linear stability analysis in the backward direction
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and how to adjust the parameters to explore new instabilities of the backward
field. In addition, we point out what appears to be a universal connection be-
tween the specific gain mechanism responsible for an instability of the backward
field of unidirectional steady state and the behavior of the forward field in re-
sponse to the growth of the backward field due to the instability. Finally, in
Section 6.3, we show in detail how the effect of phase conjugation complicates
the weak sideband approach in forward direction based on Eqs. (4.3) and derive
a characteristic equation involving the gain coefficient for a proper linear com-
bination of a sinusoidal field fluctuation and its phase conjugate. An example
is also given which indicates that the result of the weak sideband approach and
that of a linear stability analysis are in agreement.
6.1 The weak sideband approach in the back-
ward direction
Consider Eqs. (4.4)(Page 51), which describe the evolution of small fluctuations
in the dependent variables associated with the backward field in the neighbor-
hood of a unidirectional steady state. Instead of solving these equations exactly,
we test them with heuristic sinusoidal functions to find out how these fluctu-
ations should be modified for them to come closer to a real solution. In other
words, we solve Eqs. (4.4) by iteration. As we will see below, the first iteration
is enough for the weak sideband approach.
Specifically, we consider a backward field fluctuation of a form
δb(τ) = ε
B
e−iντ , (6.1)
where ε
B
is a small constant and ν is real. Then the linear response of the
medium to this field fluctuation can be calculated from Eqs. (4.4b-d). Indeed,
according to Eqs. (4.4b-d), δP¯−1(τ), δD¯−2(τ) and δP¯
∗
3 (τ) all have to have the
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same time dependence as δb(τ). Therefore,
δP¯−1(τ) =χ¯B1(ν)δb(τ), (6.2a)
δD¯−2(τ) =χ¯B2(ν)δb(τ), (6.2b)
δP¯ ∗3 (τ) =χ¯B3(ν)δb(τ). (6.2c)
The constants, χ¯
B1
(ν), χ¯
B2
(ν) and χ¯
B3
(ν), are called the coefficients of the
linear response in the backward direction and they play the role of ordinary
susceptibilities. Upon substituting Eqs. (6.1) and (6.2) into Eqs. (4.4b-d), we
obtain
[1 + i (δ0 − ν)] χ¯B1(ν) − fstχ¯B2(ν) =D¯st0 , (6.3a)
1
2
f∗stχ¯B1(ν) + (γ − iν) χ¯B2(ν) +
1
2
fstχ¯B3(ν) =−
1
2
P¯ st∗1 , (6.3b)
−f∗stχ¯B2(ν) + [1− i (δ0 + ν)] χ¯B3(ν) =0, (6.3c)
or, in matrix form,
B¯(ν)


χ¯
B1
(ν)
χ¯
B2
(ν)
χ¯
B3
(ν)

 =


D¯st0
− 12 P¯ st∗1
0

 , (6.4)
where
B¯(ν) =


1 + i (δ0 − ν) −fst 0
1
2f
∗
st γ − iν 12fst
0 −f∗st 1− i (δ0 + ν)

 . (6.5)
The matrix B¯(ν) can be easily inverted to find the solution to Eqs. (6.3), which
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is
χ¯
B1
(ν) =
D¯st0∣∣B¯(ν)∣∣
{
(γ − iν) [1− i (δ0 + ν)] +
1
2 iν|fst|2
1− iδ0
}
, (6.6a)
χ¯
B2
(ν) = −D¯
st
0 f
∗
st
(
1− 12 iν
)
[1− i (δ0 + ν)]∣∣B¯(ν)∣∣ (1− iδ0) , (6.6b)
χ¯
B3
(ν) = −D¯
st
0 f
∗2
st
(
1− 12 iν
)∣∣B¯(ν)∣∣ (1− iδ0) , (6.6c)
where
∣∣B¯(ν)∣∣ = (γ − iν) [1 + i (δ0 − ν)] [1− i (δ0 + ν)] + (1− iν) |fst|2, (6.7)
and Eq. (4.1b) has been used. It is easy to verify that, up to a constant factor,
the real part of χ¯
B1
(ν) represents the Mollow spectrum of the two-level medium
driven by a field of amplitude |fst| (cf. Eq. (4.1a)) and its imaginary part is
the dispersion of the probe field due to the medium. The Mollow spectrum has
been discussed in Chapter 1 about its role in the instabilities of a unidirectional
steady state.
We now consider Eq. (4.4a), which describes the reaction of a backward
field fluctuation to the response of the medium in the presence of transmission
loss and cavity mistuning. In general, for real ν, Eqs. (6.1) and (6.2a), with
χ¯
B1
(ν) given by Eq. (6.6a), cannot satisfy Eq. (4.4a). This is not surprising in
an iterative procedure as we can now adjust the function (6.1) as required by
Eq. (4.4a) to prepare for the next iteration. For this purpose, we replace ν in
Eq. (6.1) with a complex number ν + iρ¯, where ρ¯ is some real constant to be
determined and is called the gain coefficient of the field fluctuation. This gives
δb(τ) = ε
B
e(ρ¯−iν)τ . (6.8)
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Substituting Eqs. (6.8) and (6.2a) into Eq. (4.4a) results in the following
equation
ρ¯− iν + κ˜(1 + iθ)− κ˜2Cχ¯
B1
(ν) = 0, (6.9)
which can be separated by the real and imaginary parts into two real equations,
namely
θ − ν/κ˜ = 2CIm(χ¯
B1
(ν)), (6.10)
and
ρ¯ = κ˜ (2CRe(χ¯
B1
(ν)) − 1) . (6.11)
Eq. (6.10) expresses the requirement that the frequency of the backward field
fluctuation is such that its dispersion due to the medium, κ˜2CIm(χ¯
B1
(ν)),
cancels out its cavity mistuning, κ˜θ − ν. This is nothing but a side mode
in the weak sideband approach, which is found by solving Eq. (6.10) for ν. Eq.
(6.11) gives the gain coefficient ρ¯ of the side mode, the sign of which depends on
whether the gain of the side mode from the medium, κ˜2CRe(χ¯
B1
(ν)) is larger
than its cavity loss, κ˜. Of course, in general, there may be more than one
solution to Eq. (6.10) and thus multiple side modes, each with a different gain
coefficient.
With ν and ρ¯ obtained by solving Eqs. (6.10) and (6.11), it is straightforward
to carry out further iterations by calculating the response of the medium to the
field fluctuation (6.8) using Eqs. (4.4b-d) and then adjusting ν and ρ¯ according
to Eq. (4.4a), and so on. When the iterations converge, the resulting pair
(ρ¯, −ν) is an eigenvalue of Eqs. (4.4). But, according to the weak sideband
approach, if the gain coefficient ρ¯ of any side mode found in the first iteration is
positive, then there is an instability of the backward field of the unidirectional
steady state under consideration. Although the rigorous mathematics behind
this hypothesis is yet to be developed, it turns out that, at least for all the
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instances we have explored so far, the weak sideband approach yields the same
result as a linear stability analysis in regard to the stability character (i.e. stable
or unstable) of a unidirectional steady state. Intuitively, we can understand this
consistence with the linear stability analysis in terms of amplification of a side
mode as explained above. Furthermore, it is instructive to consider the special
case where the gain coefficient of a side mode vanishes for proper parameters.
In that case, further iterations are unnecessary for that side mode and the
first iteration described above yields an eigenvalue of zero real part in a linear
stability analysis. Therefore, at the boundary of instability of the backward
field, the result of the weak sideband approach is guaranteed to be rigorously the
same as that of a linear stability analysis. But as far as the stability character
is concerned, what is relevant is the boundary of the instability. This is the
complete procedure of the weak sideband approach in the backward direction.
In the next section, we will illustrate the validity of the weak sideband approach
and discuss its applications.
In this context, it seems enticing to trace the physical origin of the frequency
shift between the forward and backward fields in a nonsynchronous steady state
to the frequency shift ν of a side mode described above. For, according to
the Mollow spectrum, the gain coefficient of a side mode with ν = 0 is always
negative. That means that a backward field fluctuation with zero frequency
shift from the forward field can never grow in a undirectional steady state.
On the other hand, when a backward field fluctuation starts to grow with a
certain frequency shift from the forward field of a undirectional steady state, it
appears to be very unlikely for the backward field to oscillate in synchronism
with the forward field in the eventual state that results. Of course, this is not a
rigorous argument since it is based on an analysis in the linear regime whereas
the transition from one steady state to another is a nonlinear process.
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6.2 Applications of the weak sideband approach
in the backward direction
This section is organized as follows. In Subsection 6.2.1, some examples are pre-
sented to show that the weak sideband approach and a linear stability analysis
yield, in the parameter space, the same regions of instability of the backward
field of a unidirectional steady state. This is true for all the instances we have
explored so far. But, to facilitate cross-reference, here we choose only three
examples which have been discussed in the previous chapters from different per-
spectives. In Subsection 6.2.2, we illustrate how to adjust parameters to explore
new instabilities of the backward field of a unidirectional steady state based on
our knowledge of the Mollow spectrum. Finally, in Subsection 6.2.3, we discuss
what seems to be a universal pattern concerning the behavior of the forward
field amplitude when the system passes from a unidirectional steady state to a
corresponding nonsynchronous steady state.
6.2.1 Comparison with linear stability analysis
To compare the weak sideband approach in the backward direction with a cor-
responding linear stability analysis, we do the following. First, we find all the
side modes by solving Eq. (6.10) for ν and evaluate the gain coefficient ρ¯ for
each side mode according to Eq. (6.11). Then we check whether the largest
gain coefficient obtained has the same sign as the real part of the root of Eq.
(4.8) which has the largest real part or whether one of these two is zero when
the other is zero. In the latter case, the system is at a boundary of instability
and these boundaries define the region of instability in the parameter space.
Since we are only interested in the stability character (i.e. stable or unstable)
of a unidirectional steady state, we conclude that the weak sideband approach
and a linear stability analysis have the same result if they yield the same region
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of instability in the parameter space. Although Eq. (6.10) is an equation of a
seventh degree polynomial with real coefficients, a solution (i.e. ν) is meaning-
ful only if it is real. Therefore, we can solve Eq. (6.10) graphically. A solution
obtained graphically can be made more accurate with the aid of a suitable iter-
ative procedure. In fact, Eq. (6.10) often has only one solution and this is the
case for the three examples we are presenting here.
The parameters chosen in Figures 6.1, 6.2 and 6.3, are the same as in Figures
3.1, 3.2 and 3.3, respectively. In all these three figures, a solid line represent the
result of the weak sideband approach and a dotted line that of a linear stability
analysis. The gain coefficient ρ¯ (solid lines in (a)) and the scaled frequency shift
ν (solid lines in (b)) obtained in the weak sideband approach are plotted as a
function of the external driving field amplitude YI together with the real part
(dotted lines in (a)) and the negative of the imaginary part (dotted lines in (b))
of the root of Eq. (4.8) which has the largest real part. In each top panel,
we see that both the solid line and the dotted line pass the zero line at the
same value(s) of YI and are elsewhere either above or below the zero line at the
same time. This means that the weak sideband approach and a linear stability
analysis yield the same YI -range of instability of the backward field and are
thus equivalent as far as the stability character of a unidirectional steady state
is concerned. Furthermore, as shown in the bottom panels, the scaled frequency
shifts obtained in these two procedures are exactly the same at the boundaries
of instabilities and elsewhere quite close to each other.
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Figure 6.1: The weak sideband approach vs. linear stability analysis with re-
spect to Fig. 3.1. The dotted lines in (a) and (b), respectively, represent the real
part and the negative of the imaginary part of the eigenvalue of the linearized
equations (4.4) which has the largest real part. As a function of the external
driving field amplitude YI , the scaled frequency shift ν which solves Eq. (6.10)
is plotted as the solid line in (b). Correspondingly, the gain coefficient ρ¯ defined
in Eq. (6.11) is shown as the solid line in (a). The solid line and the dotted line
in (a) pass the zero line at YI = 66.3 where the solid line and the dotted line in
(b) also intersect. The parameters used are the same as in Fig. 3.1.
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Figure 6.2: The weak sideband approach vs. linear stability analysis with re-
spect to Fig. 3.2. The dotted lines in (a) and (b), respectively, represent the real
part and the negative of the imaginary part of the eigenvalue of the linearized
equations (4.4) which has the largest real part. As a function of the external
driving field amplitude YI , the scaled frequency shift ν which solves Eq. (6.10)
is plotted as the solid line in (b). Correspondingly, the gain coefficient ρ¯ defined
in Eq. (6.11) is shown as the solid line in (a). The solid line and the dotted line
in (a) pass the zero line at YI = 87.2 where the solid line and the dotted line in
(b) also intersect(in fact they almost overlap as a whole). The parameters used
are the same as in Fig. 3.2.
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Figure 6.3: The weak sideband approach vs. linear stability analysis with re-
spect to Fig. 3.3. The dotted lines in (a) and (b), respectively, represent the real
part and the negative of the imaginary part of the eigenvalue of the linearized
equations (4.4) which has the largest real part. As a function of the external
driving field amplitude YI , the scaled frequency shift ν which solves Eq. (6.10)
is plotted as the solid line in (b). Correspondingly, the gain coefficient ρ¯ defined
in Eq. (6.11) is shown as the solid line in (a). The solid line and the dotted
line in (a) pass the zero line at YI = 108.3 and YI = 141 where the solid line
and the dotted line in (b) also intersect. The parameters used are the same as
in Fig. 3.3.
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6.2.2 Adjustment of parameters
Now that it appears that the weak sideband approach and a linear stability
analysis always predict the same stability character in the backward field of a
unidirectional steady state, it is reasonable to follow the procedure of the weak
sideband approach to investigate the instabilities of the backward field in place
of a linear stability analysis. As mentioned above, the important advantage
of the weak sideband approach in the backward direction is the clear physical
picture it provides in terms of the side modes and the Mollow spectrum. With
the aid of a graphical representation, this physical picture helps us to understand
why a unidirectional steady state is stable or unstable against the growth of the
backward field, and also allows us to adjust the parameters in an informed way
to explore new instabilities of the backward field of a unidirectional steady state.
In this subsection and the next, the procedure of the weak sideband approach
is shown with the aid of a graphical representation. In all these figures, a solid
line and a dotted line, respectively, represent the real and imaginary parts of
the complex susceptibility function 2Cχ¯
B1
(ν), which appear on the right sides
of Eqs. (6.11) and (6.10), respectively, and χ¯
B1
(ν) is given in Eq. (6.6a).
Furthermore, the cavity mistuning θ−ν/κ˜ is plotted as a slanted dashed line and
the constant of unity as a horizontal dashed line. It follows that an intersection
of the dotted line and the slanted dashed line in a figure represents a solution
to Eq. (6.10) and thus defines a side mode. The gain coefficient ρ¯ of such a side
mode in units of κ˜ is determined by how much the solid line at the intersection
is above the horizontal dashed line according to Eq. (6.11). Of course, if the
solid line at an intersection is below the horizontal dashed line, we have ρ¯ < 0.
From Fig. 6.3a, we see that the unidirectional steady state at YI = 141
is at a boundary of instability of the backward field. Fig. 6.4 clearly shows
the nature of this instability threshold. The slanted dashed line intersects the
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dotted line at ν = −5.931, which defines a side mode (there is only one side
mode). The point of the solid line at ν = −5.931 is right on the horizontal
dashed line. This means that the gain coefficient ρ¯ = 0 for the side mode. The
Mollow spectrum (solid line) has three well separated features in this example,
namely the Raman gain peak to the left, the Rayleigh feature in the middle
and the absorption dip to the right. It is clear that the instability threshold is
associated with the Raman gain mechanism. In Fig. 6.4, the Raman gain peak
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Figure 6.4: An instability boundary associated with Raman gain. The slanted
dashed line intersects the dotted line at ν = −5.931 at which the solid line
evaluates at unity (horizontal dashed line). The parameters chosen are the
same as in Fig. 6.3 with YI = 141.
is well above unity and hence we should be able to get a large positive gain
coefficient ρ¯ if we can shift the Raman gain peak towards the origin (ν = 0).
This can be achieved by reducing YI . For the cavity field fst of the unidirectional
steady state decreases as YI is reduced. A smaller cavity field yields a smaller
Rabi frequency for the driven medium and thus brings the Raman gain peak
(and the absorption dip) closer to the origin. For instance, when YI = 120, the
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dotted line and the slanted dashed line intersect at ν = −6.035 as shown in Fig.
6.5. The intersection occurs well inside the Raman gain peak with the solid line
evaluates at 3.990, above the horizontal dashed line by a large margin and thus
giving a large positive gain coefficient ρ¯ according to Eq. (6.11). This indicates
that the unidirectional steady state has a strong instability of the backward
field. If YI is further reduced to about 108.3, another boundary of instability of
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Figure 6.5: A strong instability associated with Raman gain. The slanted dashed
line intersects the dotted line at ν = −6.035 at which the solid line evaluates at
3.990, exceeding unity (horizontal dashed line) by a large margin. The param-
eters chosen are the same as in Fig. 6.3 with YI = 120.
the backward field emerges as shown in Fig. 6.6 where the dotted line intersects
the slanted dashed line at ν = −5.466. Now it is clear that, for the parameters
chosen in Fig. 3.3, the range of instability of the backward field as revealed in
Fig. 6.3a, namely between YI = 108.3 and YI = 141, is associated with the finite
width of the Raman gain peak. Based on the Mollow spectrum, we conclude
that, with other parameters kept the same, YI outside this range will not lead
to any new instabilities of the backward field. This is because, for YI outside
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this range, the frequency of any side mode is too far away from the Raman gain
peak which is the only source of gain mechanism relevant to the instability in
the backward field in this case. Note that the Rayleigh gain feature may become
relevant to the instability of the backward field, but only if δ0 and θ have the
same sign, which is not the case for Fig. 3.3. We will explore this possibility
in the next subsection. Apart from YI , another convenient parameter to adjust
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Figure 6.6: Another instability boundary associated with Raman gain. The
slanted dashed line intersects the dotted line at ν = −5.466 at which the solid
line evaluates at unity (horizontal dashed line). The parameters chosen are the
same as in Fig. 6.3 with YI = 108.3.
is κ˜, which controls the slope of the slanted dashed line without affecting any
other feature in a figure in this subsection. By increasing the value of κ˜ used
in Fig. 6.4 from 0.5 to 0.6, for example, to make the slanted dashed line less
steep, we achieve an instability of the backward field as shown in Fig. 6.7. It
should be pointed out that a larger κ˜ does not necessarily imply a stronger
instability. For example, to turn the instability threshold as shown in Fig. 6.6
into an (unambiguous) instability, we need to decrease κ˜ instead of increasing
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it.
−20 −10 0 10 20
ν
−10
−5
0
5
10
Figure 6.7: Instability affected by adjusting κ˜. Compared to Fig. 6.4, the
slanted dashed line is less steep and thus its intersection with the dotted line is
shifted towards the left at ν = −7.158 where the solid line evaluates at 1.498,
well above the horizontal dashed line. The parameters chosen are the same as
in Fig. 6.4 except that κ˜ is changed from 0.5 to 0.6.
The parameter θ affects the outcome of the weak sideband approach because
it controls the horizontal position of the slanted dashed line, and at the same
time, according to Eq. (3.8), affects the cavity field fst of a unidirectional
steady state and thus the Rabi frequency. For example, when we change θ used
in Fig. 6.4 from −10 to −11, we have the result as shown in Fig. 6.8. In this
particular case, this change of θ reduces the cavity field amplitude |fst| of the
undirectional steady state and the Rabi frequency thus becomes smaller. As a
result, the Raman gain peak (and the absorption dip, for that matter) is shifted
towards the origin. In the meanwhile, the slanted dashed line is shifted to the
left by 0.5. These two effects work constructively to make the intersection of
the slanted dashed line and the dotted line to occur well inside the Raman gain
peak, resulting in a strong instability of the backward field.
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Figure 6.8: Instability affected by adjusting θ. Compared to Fig. 6.4, the Raman
and absorption features on the solid and dotted lines are shifted towards the
origin with and, at the same time, the slanted dashed line is shifted to the left
by 0.5. The solid line evaluates at 2.069 at the intersection (ν = −6.647) of the
slanted dashed line and the dotted line, well above the horizontal dashed line.
The parameters chosen are the same as in Fig. 6.4 except that θ is changed
from −10 to −11.
According to Eq. (3.8), the other three parameters, δ0, γ and 2C, also affects
the cavity field amplitude |fst| of a unidirectional steady state and thus the
Rabi frequency. In addition to that, 2C appears in the complex susceptibility
function 2Cχ¯
B1
(ν) as a multiplicative factor while δ0 and γ have other more
complicated effects in the weak sideband approach. To adjust these parameters
in an informed way, we have to rely on our insights on their effects on both
the cavity field amplitude of the unidirectional steady state and the Mollow
spectrum. For instance, if we change δ0 used in Fig. 6.4 from 2 to 2.5, we would
expect that the Raman gain peak and the absorption dip both move away from
the origin based on our knowledge of the Mollow spectrum. But the cavity field
amplitude |fst| of the unidirectional steady state decreases from 10.27 to 9.17
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as a result of the change in δ0, which brings down the Rabi frequency. These
two effects work destructively as far as the instability of the backward field is
concerned. Still, as shown in Fig. 6.9, the Raman peak (and the absorption
dip, for that matter) in fact ends up being closer to the origin, turning the
original instability threshold into an (unambiguous) instability. In summary,
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Figure 6.9: Instability affected by adjusting δ0. Compared to Fig. 6.4, the
Raman and absorption features on the solid and dotted lines are shifted towards
the origin. The solid line evaluates at 1.426 at the intersection (ν = −6.335)
of the slanted dashed line and the dotted line, well above the horizontal dashed
line. The parameters chosen are the same as in Fig. 6.4 except that δ0 is
changed from 2 to 2.5.
the examples presented above clearly show that, through the procedure of the
weak sideband approach, instabilities of the backward field of a unidirectional
steady state can be understood in terms of the side modes and the Mollow
spectrum and can be controlled to a great extent by adjusting the parameters
in an informed way.
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6.2.3 A seemingly universal connection
In all the examples presented in the last subsection, the instability in the back-
ward field of a unidirectional steady state is associated with the Raman gain
peak. Of course, this association is possible only when the three features of the
Mollow spectrum are well separated. Our numerical simulations have shown
that, whenever an instability of the backward field of a unidirectional steady
state is associated with the Raman gain peak, the forward field amplitude of the
nonsynchronous steady state that results from this instability is always larger
than that of the unidirectional steady state as exemplified in Fig. (3.3). This
directly contradicts the naive idea that the growth of the backward field in a
nonsynchronous steady state is at the expense of the forward field (for example,
through a backscattering process). Indeed, since our experience has shown that
most backward field instabilities are associated with the Raman gain mecha-
nism, we should expect that the simultaneous growth of both the forward and
backward fields as the system moves towards a nonsynchronous steady state is
the norm instead of the exception.
But exceptions do occur when the instability of the backward field is asso-
ciated with the Rayleigh gain feature. For instance, for the parameters chosen
in Fig. (3.2), a unidirectional steady state on the upper branch of the unidirec-
tional bistability curve is stable in the regime of unidirectional operation but
becomes unstable in the regime of bidirectional operation when YI < 87.2 and
the forward amplitude of the nonsynchronous steady state that results is smaller
than that of the unidirectional steady state. The time evolution of the system
in this case as shown in Fig. 5.7 also indicates that the backward field grows
while the forward field decreases to some extent. The weak sideband approach
reveals that the instability of the backward field is consistently associated with
the Rayleigh gain feature. An example of such analysis is shown in Fig. 6.10.
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Figures like Fig. 6.10 suggest that the association of the backward field insta-
bility with the Rayleigh gain feature in the Mollow spectrum is possible if δ0
(atomic detuning) and θ (cavity mistuning) have the same sign.
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Figure 6.10: Instability associated with Rayleigh gain. The slanted dashed line
intersects the dotted line at ν = 2.997 at which the solid line evaluates at 1.203,
well above the horizontal dashed line. The parameters chosen are the same as
in Fig. 3.2 with YI = 60.
When δ0 = 0 as in the case of Fig. 3.1, the three features in the Mollow
spectrum all move to the origin and we can no longer associate the instability
of the backward field with any particular gain feature. The result of the weak
sideband approach for the unidirectional steady state at YI = 65 is shown in Fig.
6.11 and reveals a weak instability of the backward field. At the risk of extrap-
olating too much, we conjecture that even in this case the major contribution
to the instability is still provided by the Raman gain mechanism because this
feature is always much stronger than the Rayleigh gain mechanism. That being
the case, we expect the resulting forward field amplitude of the nonsynchronous
steady state to be larger than that of the unidirectional steady state, and this is
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indeed true as shown in Fig. 3.1. The results of our extensive analyses suggest
the following the conjecture: unless the instability of the backward field can be
clearly attributed to the Rayleigh gain mechanism, the forward field amplitude
of the nonsynchronous steady state that emerges from the instability is larger
than the one corresponding to the original unidirectional steady state that be-
comes unstable. In other words, the idea that the backward field grows at the
expense of the forward field is plausible only when the Rayleigh gain mechanism
is involved at the exclusion of the Raman gain mechanism.
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Figure 6.11: Instability associated with with Raman gain and Rayleigh gain
mixed. The slanted dashed line intersects the dotted line at ν = 1.088 at which
the solid line evaluates at 1.050, slightly above the horizontal dashed line. The
parameters chosen are the same as in Fig. 3.1 with YI = 65.
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6.3 The weak sideband approach in the forward
direction
We now wish to carry out the weak sideband approach in the forward direc-
tion following the same approach adopted in the backward direction. For this
purpose, we consider Eqs. (4.3) and a forward field fluctuation of the form
δf(τ) = ε
F
e−iντ , (6.12)
where ε
F
is a small constant. The linear response of the medium to the forward
field fluctuation can be calculated from Eqs. (4.3c,e) (Eq. (4.3d) is just the
complex conjugate of Eq. (4.3c)), which, together with the fact that δD¯0(τ) is
real, require that
δP¯1(τ) = χ¯F1(ν)δf(τ) + χ¯
∗
F2
(ν)δf∗(τ), (6.13a)
δD¯0(τ) = χ¯F0(ν)δf(τ) + c.c., (6.13b)
where χ¯
F1
(ν), χ¯
F2
(ν) and χ¯
F0
(ν) are the coefficients of the linear response in the
forward direction. Upon substituting Eqs. (6.12) and (6.13) into Eqs. (4.3c,e)
and splitting the resulting equations according to different time varying factors
(e−iντ and eiντ ), we have
[1 + i (δ0 − ν)] χ¯F1(ν) − fstχ¯F0(ν) =D¯st0 , (6.14a)
1
2
f∗stχ¯F1(ν) + (γ − iν) χ¯F0(ν) +
1
2
fstχ¯F2(ν) =−
1
2
P¯ st∗1 , (6.14b)
−f∗stχ¯F0(ν) + [1− i (δ0 + ν)] χ¯F2(ν) =0, (6.14c)
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It is remarkable that the linear equations (6.14) have exactly the same structure
as Eqs. (6.3). It follows by comparison that
χ¯
F1
(ν) = χ¯
B1
(ν), χ¯
F0
(ν) = χ¯
B2
(ν), χ¯
F2
(ν) = χ¯
B3
(ν). (6.15)
We see from Eqs. (6.13) that, unlike that in the backward direction, the
linear response of the medium in the forward direction involves extra terms
proportional to the complex conjugate of the field fluctuation. In particular,
even though the field fluctuation oscillates with a single scaled frequency ν, the
polarization response δP¯1(τ) oscillates with two different scaled frequencies, ν
and −ν, which correspond to ω+ γ
⊥
ν and ω− γ
⊥
ν, respectively, along the true
frequency axis since we have chosen the frequency ω of the injected signal as the
reference frequency and the atomic dephasing rate γ
⊥
as the unit of frequency
(see Chapter 2). It follows from Eq. (4.3a) (or equivalently Eq. (4.3b)) that,
even in the linear regime, the response of the medium to a sinusoidal field
fluctuation influences the time evolution of another sinusoidal field fluctuation.
This phenomenon is in essence phase conjugation in the time domain. Due to
this effect, field fluctuations are inherently coupled in pairs. In such a pair, one
field fluctuation is referred to as the phase conjugate of the other. It is impossible
to define a gain coefficient for a sinusoidal field fluctuation without taking its
phase conjugate into account. As a result, the weak sideband approach in the
forward direction is more complicated than in the backward direction.
To further characterize the effect of phase conjugation, we consider the linear
response of the medium to a linear combination of a sinusoidal field fluctuation
and its phase conjugate. That is to say, in place of Eq. (6.12), suppose that
δf(τ) = δf1(τ) + crδf
∗
1 (τ), (6.16)
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where
δf1(τ) = εF e
−iντ , (6.17)
and cr is a constant. The linear response of the medium to the composite
field fluctuation (6.16) can be calculated from Eqs. (4.3c,e). Since these are
linear equations, the result is the sum of the linear response to δf1(τ) and that
to the crδf
∗
1 (τ). The former has been calculated above and the latter can be
obtained from the former by replacing ε
F
with crε
∗
F
and then changing ν into
−ν. Therefore, the linear response of the medium to the field fluctuation (6.16)
takes the form
δP¯1(τ) =
[
χ¯
F1
(ν) + c∗rχ¯
∗
F2
(−ν)] δf1(τ) + [χ¯∗F2(ν) + crχ¯F1(−ν)] δf∗1 (τ),
(6.18a)
δD¯0(τ) =
[
χ¯
F0
(ν) + c∗rχ¯
∗
F0
(−ν)] δf1(τ) + c.c.. (6.18b)
Eq. (4.3a) (or equivalently Eq. (4.3b)) in general can not be satisfied by Eqs.
(6.16) and (6.18) for real ν. So, in line with the procedure adopted in Section
6.1, we modify Eq. (6.17) in such a way that
δf1(τ) = εF e
(ρ¯−iν)τ . (6.19)
Upon substituting Eqs. (6.18a) and (6.16) into Eq. (4.3a) with δf1(τ) ad-
justed according to Eq. (6.19), and splitting the resulting equation according
to different time varying factors (e(ρ¯−iν)τ and e(ρ¯+iν)τ ), we obtain
ρ¯− iν =− κ˜(1 + iθ) + κ˜2C [χ¯
F1
(ν) + c∗rχ¯
∗
F2
(−ν)] , (6.20a)
cr (ρ¯+ iν) =− crκ˜(1 + iθ) + κ˜2C
[
χ¯∗
F2
(ν) + crχ¯F1(−ν)
]
. (6.20b)
After eliminating cr from Eqs. (6.20), we get the following characteristic equa-
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tion
[ρ¯− iν + κ˜(1 + iθ)− κ˜2Cχ¯
F1
(ν)]
[
ρ¯− iν + κ˜(1− iθ)− κ˜2Cχ¯∗
F1
(−ν)]
= (κ˜2C)2 χ¯
F2
(ν)χ¯∗
F2
(−ν), (6.21)
or, due to the relations (6.15),
[ρ¯− iν + κ˜(1 + iθ)− κ˜2Cχ¯
B1
(ν)]
[
ρ¯− iν + κ˜(1− iθ)− κ˜2Cχ¯∗
B1
(−ν)]
= (κ˜2C)2 χ¯
B3
(ν)χ¯∗
B3
(−ν). (6.22)
If the right side of Eq. (6.22) were equal to zero, we would get two equations,
one being Eq. (6.9) and the other
ρ¯− iν + κ˜(1− iθ)− κ˜2Cχ¯∗
B1
(−ν) = 0. (6.23)
But Eq. (6.23) is nothing but the complex conjugate of Eq. (6.9) with ν replaced
by −ν. Therefore, if the right side of Eq. (6.22) were equal to zero, the result
of the weak sideband approach in the forward direction would essentially be the
same as that in the backward direction. But the term on the right side of Eq.
(6.22) arises because of phase conjugation as can be seen from Eqs. (6.13a) and
(6.15). So we conclude that it is the effect of phase conjugation that sets apart
the weak sideband approach in the forward direction from that in the backward
direction.
In principle, we can solve the characteristic equation (6.22) for ν and ρ¯ and
the results can be used to find cr in the linear combination (6.16) from Eq.
(6.20b). The resulting linear combination represents a normal mode in Ref.
[15]. The problem is that there is apparently no clear physical interpretation
for these solutions, although Eq. (6.22) does involve the susceptibility χ¯
B1
(ν)
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which is related to the Mollow spectrum.
We note that taking the complex conjugate of Eq. (6.22) is equivalent to
replacing ν with −ν. This implies that if (ρ¯, ν) is a solution to Eq. (6.22), then
(ρ¯, −ν) is also a solution, which is consistent with the fact that the coefficients
of the associated characteristic equation (4.8) are all real. Next, we note that
Eq. (6.22) is equivalent to two real nonlinear algebraic equations with two real
unknowns, ρ¯ and ν, which can be solved numerically in the same way as Eqs.
(3.22) (after a proper truncation) are solved to obtain nonsynchronous steady
states. The problem with all the existing numerical routines for nonlinear alge-
braic equations is that they can never tell us whether there are other solutions
to the equations that remain to be found although they are good at approaching
a solution starting from some initial guess. If we happen to find a solution with
ρ¯ > 0, we know that the unidirectional steady state under consideration has an
instability of the forward field. If, on the other hand, a solution with ρ¯ < 0, we
cannot conclude that there is no instability of the forward field because other
solutions may exist with ρ¯ > 0.
It is possible to obtain solutions to Eq. (6.22) using a simple iterative proce-
dure without writing it out explicitly as two nonlinear algebraic equations. For
this purpose, we rewrite Eq. (6.22) to obtain
ρ¯− iν = −κ˜(1 + iθ) + κ˜2Cχ¯
B1
(ν) +
(κ˜2C)
2
χ¯
B3
(ν)χ¯∗
B3
(−ν)
ρ¯− iν + κ˜(1− iθ)− κ˜2Cχ¯∗
B1
(−ν) . (6.24)
The iterative procedure then consists in substituting the values of ρ¯ and ν
obtained in one iteration into the right side of Eq. (6.24) to get their values in
the next iteration. This process is repeated until the changes in ρ¯ and ν are
below given tolerance values. It must be pointed out that this procedure does
not always converge. The numerical trick we use to induce convergence is as
follows. Suppose that (ρ¯i, νi) is the approximate solution in the ith iteration.
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We substitute ρ¯i and νi into the right side of Eq. (6.24) to get a new approximate
solution (ρ¯i+1, νi+1). For the next iteration, however, instead of using (ρ¯i+1,
νi+1), we use (pρ¯i + qρ¯i+1, pνi + qνi+1) as the approximate solution with some
proper positive numbers p, q such that p + q = 1. We typically set p = 0.37
and q = 0.63. In this way, we can often obtain some accurate solutions to Eq.
(6.22). An example is shown in Fig. 6.12 where we see that a linear stability
analysis and the weak sideband approach give the same YI range of instabilities
of the forward field.
Despite the instances of success like the example above, the question remains
whether the solutions to Eq. (6.22) we obtain one way or another are complete
or not. This is in contrast with the situation in the backward direction where
we can see graphically how many solutions exist. At this point, we consider
the weak sideband approach in the forward direction to be an open problem for
further investigation in the future.
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Figure 6.12: The weak sideband approach in the forward direction. The dotted
lines in (a) and (b), respectively, represent the real and imaginary parts of one of
the complex conjugate pair of eigenvalues of the linearized equations (4.3) which
have the largest real part. The gain coefficient ρ¯ and the scaled frequency shift
νi satisfying Eq. (6.22) are plotted as solid lines in (a) and (b), respectively. In
particular, at the instability boundaries YI = 106.5 and YI = 134.8, the solid
and dotted lines coincide in both (a) and (b). The parameters chosen are the
same as in Fig. 3.3.
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7: Summary and discussions
In this thesis we have investigated the possibility of bidirectional operation of
an optically bistable system in a ring cavity with a passive two-level medium.
For the special case of a homogeneously broadened atomic system, we confirmed
bidirectional operation and, in particular, have found a new category of steady
states in which the forward and backward fields coexist but oscillate at different
frequencies. Our linear stability analysis has shown that such nonsynchronous
steady states often (but not always) arise from a backward field instability in a
unidirectional steady state. It is common to have a situation where instabilities
of the backward field occur in the absence of instabilities of the forward field. In
particular, instabilities in the backward field have been found to occur in a por-
tion of the lower branch of the usual unidirectional bistability curve for suitable
parameters. This means that it is possible to access a nonsynchronous steady
state without dynamic competition from a self-pulsing state which is associ-
ated with instabilities of the forward field. This possibility has been supported
by our numerical simulations of the time evolution of the system from some
proper initial conditions and should provide encouraging news for experimental
confirmation. In addition, for proper parameters, our numerical time-dependent
solutions show chaotic long time behaviors with both the forward and backward
fields oscillating aperiodically.
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A quantitative assessment of the parameters required for an experimental
demonstration of the backward field instabilities and nonsynchronous steady
states discussed in this thesis is not easily obtained, just as in the early history
of laser instabilities [28]. The main reason is that the present theory is based
on the plane wave approximation when, instead, practically every experiment
in ring cavities has been carried out with curved mirrors for obvious reasons of
resonator stability. Nevertheless, we note that the backward field instabilities
in the regime of bidirectional operation of the system, in most cases, occur
over roughly the same range of parameters where one would also expect to
find instabilities in the regime of undirectional operation, i.e. the regime of
the usual optical bistability. Therefore, if one can demonstrate instabilities
in the unidirectional operation of the system for properly selected parameters,
then backward field instabilities should also be observable for similar parameter
values. This, apparently, was the case when the authors in Ref. [5] reported
in their experiment the appearance of bidirectional propagation inside a ring
cavity.
To unravel the physical origin of the instabilities that emerge out of a uni-
directional steady state, we have developed a weak sideband approach whose
merit is to yield important physical insights into the stability of the undirec-
tional steady state. When applied to study instabilities of the forward field,
this approach encounters a complication related to the effect of phase conjuga-
tion, which considerably obscures the physical intuition for which the method
was introduced in the first place. Nevertheless, we should also add that the
results are often in agreement with those of the linear stability analysis. On
the other hand, the weak sideband approach applied to study instabilities of
the backward field is consistent with the linear stability analysis for all the in-
stances we have explored so far and clearly reveals a connection between these
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instabilities and the Mollow spectrum which can be employed to explore new
instabilities of the backward field by adjusting the parameters in an informed
way. In this connection, the frequency shift between the forward and backward
field also seems to be quite understandable in terms of the fact that a side mode
of the backward field of a unidirectional steady state can never have gain if it
has the same frequency as the forward field. Furthermore, the application of
the weak sideband approach to various instances suggests a seemingly universal
connection between the specific gain mechanism responsible for an instability
of the backward field of a unidirectional steady state and the way the forward
field behaves in response to the growth of the backward field as a result of the
instability, namely, unless the instability is clearly attributed to the Rayleigh
gain mechanism, we should expect the forward and backward fields to grow at
the same time. Since the Rayleigh gain is in general small compared to the
Raman gain, an instability in the backward field is more likely to arise from
the latter. It follows that the naive idea is not tenable that the growth of the
backward field in a nonsynchronous steady state occurs at the expense of the
forward field (e.g. through a backscattering process).
Although our derivation of the equations of motion relies on several ap-
proximations, such as the plane wave and semiclassical approximations and the
uniform field limit, we have started with the general assumption that the atomic
medium is inhomogeneously broadened. This is in anticipation of future inves-
tigation of the effect of inhomogeneous broadening on the stability of a undirec-
tional steady state in the regime of bidirectional operation and on the existence
of nonsynchronous steady states. Even in the general case of inhomogeneously
broadened medium, it appears quite straightforward to obtain the linearized
equations of motion in the neighborhood of a undirectional steady state and
then extend the weak sideband approach based on these linearized equations
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of motion to investigate the stability of the undirectional steady state, thus
indicating the possible existence of a nonsynchronous steady state.
As a possible application of the results of this thesis, we note that our system
in a nonsynchronous steady state is a promising candidate for a novel optical
gyroscope. In a conventional optical gyroscope, two laser beams of the same
frequency circulate in an empty ring cavity in opposite directions. The angular
speed of the ring cavity rotating about an axis normal to its plane can be
determined by measuring the beat frequency of the two laser beams due to the
Sagnac effect. The two laser beams of the same frequency, which otherwise are
very difficult to maintain in phase, are usually generated from one laser which
is split into two at a beam splitter. In this device, the detector of the beat
frequency has to be sensitive at zero frequency and also cannot directly tell the
direction of the rotation of the ring cavity. If our system in a nonsynchronous
steady state is used instead, then the beat frequency to be measured will have
a considerable offset which may be ideal for some detectors. In addition, we
can directly tell the direction of rotation of the ring cavity by comparing the
resulting beat frequency to this frequency offset because whether the former is
larger or smaller than the latter depends on the direction of the rotation.
Finally, there are some topics of theoretical interest which may deserve fur-
ther investigation in the future, including a detailed characterization of chaotic
behaviors of the system and a clear physical interpretation of the weak sideband
approach related to instabilities of the forward field.
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APPENDIX A
Here we show that the two forms of boundary conditions which have appeared
in the literature are actually equivalent. One form, which involves a time delay,
is
EF (0, t) =
√
TEI(0, t) +REF (L, t− Λ− L
c
), (A.1a)
EB(L, t) =REB(0, t− Λ− L
c
), (A.1b)
and the other, which is isochronous,
EF (0, t) =
√
TEI(0, t) +REF (Λ, t), (A.2a)
EB(Λ, t) =REB(0, t), (A.2b)
where we have chosen the forward direction to be the direction of propagation
of the injected field EI , and EF and EBrepresent the forward propagating and
backward propagating parts of the cavity field, respectively.
The equivalence of Eqs. (A.1) and Eqs. (A.2) is based on the fact that, in
free space, a light field in one-dimension is always a function of z ± ct, with
minus (plus) sign representing propagation in +z (−z) direction. In particular,
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for the forward field in the cavity, we can always write
EF (z, t) = f(z − ct), (A.3)
for some function f . It follows that
EF (L, t− Λ− L
c
) = f(Λ− ct) = EF (Λ, t), (A.4)
which establish the equivalence of Eq. (A.1a) and Eq. (A.2a).
Similarly, for the backward field, we write
EB(z, t) = g(z + ct), (A.5)
for some function g. Since Eq. (A.1b) is equivalent to
EB(L, t+ Λ− L
c
) = REB(0, t), (A.6)
it suffices to show that
EB(L, t+ Λ− L
c
) = EB(Λ, t). (A.7)
But, according to Eq. (A.5),
EB(L, t+ Λ− L
c
) = g(Λ, t) = EB(Λ, t). (A.8)
In conclusion, we have proved that the two forms of boundary conditions
for a ring cavity are equivalent. Our preference is for the form of Eqs. (A.2)
which does not involve the time delay and thus facilitates the formal treatment.
In addition, Eqs. (A.2) does not depend on the longitudinal dimension of the
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atomic medium, which corresponds more closely to our physical intuition about
how a boundary condition should look like.
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APPENDIX B
The Hurwitz criterion [26] allows us to tell whether all zeros of a polynomial with
real coefficients have negative real parts without actually solving the polynomial
equation. It can be stated as follows. Consider the polynomial equation
λn + c1λ
n−1 + · · ·+ cn = 0 (B.1)
with real coefficients. All roots of Eq. (B.1) have negative real parts if and only
if the following conditions are satisfied:
(i) The coefficients are all positive, i.e.
c1 > 0, c2 > 0, . . . , cn > 0. (B.2a)
(ii) The principal sub-determinants Hj of the associated n×n quadratic
scheme 

c1 1 0 0 · · · 0 0
c3 c2 c1 1 · · · 0 0
c5 c4 c3 c2 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · cn−1 cn−2
0 0 0 0 · · · 0 cn


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i.e. H1 = c1, H2 = c1c2− c3, . . . , Hn = cnHn−1, satisfy the inequalities
H1 > 0, H2 > 0, . . . , Hn−1 > 0, Hn > 0. (B.2b)
We note that the first and last inequalities above are redundant due to Condition
(i).
124
APPENDIX C
Although the instability of the negative slope branch (if it exists) of a unidi-
rectional bistability curve is a well-established fact, here we prove it rigorously
using the Hurwitz criterion [see Appendix B].
For this purpose, we only need to show that there is at least one root of Eq.
(4.7) which has a positive real part for any unidirectional steady state on the
negative slope branch of the unidirectional bistability curve (i.e. the |fst| - YI
curve). The coefficients of Eq. (4.7) are all real, which enable us to directly
apply the Hurwitz criterion to it. In particular, if the coefficient c0 as given by
expression (4.9e) is negative, then there is at least one root of Eq. (4.7) having
a positive real part. So, if we show that c0 has the same sign as
d|fst|
dYI
, the proof
is obtained. But d|fst|dYI and
dY 2I
d|fst|2
have the same sign, so we just need to that c0
and
dY 2I
d|fst|2
have the same sign. Indeed, taking the modulus square of Eq. (3.8),
we get
Y 2I = |fst|2
[(
1− 2CγS
eq
Z
γ(1 + δ20) + |fst|2
)2
+
(
θ +
2Cδ0γS
eq
Z
γ(1 + δ20) + |fst|2
)2]
. (C.1)
It is straightforward to calculate
dY 2I
d|fst|2
and the result, after Eq. (4.1a) is used
125
and some algebraic rearrangement is carried out, is
dY 2I
d|fst|2 =
(
1− θδ0 − 2CD¯st0
)2
+ (θ + δ0)
2
γ (1 + δ20) + |fst|2
×
{
γ +
|fst|2
1 + δ20
(
1 + δ20
) (
1 + θ2
)− (2CD¯st0 )2(
1− θδ0 − 2CD¯st0
)2
+ (θ + δ0)
2
}
. (C.2)
On the other hand, expression (4.9e) can be rearranged into the form
c0 =κ˜
2
[(
1− θδ0 − 2CD¯st0
)2
+ (θ + δ0)
2
]
×
{
γ +
|fst|2
1 + δ20
(
1 + δ20
) (
1 + θ2
)− (2CD¯st0 )2(
1− θδ0 − 2CD¯st0
)2
+ (θ + δ0)
2
}
. (C.3)
Therefore,
c0 = κ˜
2
[
γ
(
1 + δ20
)
+ |fst|2
] dY 2I
d|fst|2 . (C.4)
It is clear from Eq. (C.4) that c0 and
dY 2I
d|fst|2
have the same sign, which completes
our proof.
Furthermore, we point out that, when c0 < 0 (because
d|fst|
dYI
< 0), there
must be a root of Eq. (4.7) which is real and positive. For, since Eq. (4.7) is
a polynomial equation with real coefficients, any one of its five roots is either
real or in a complex conjugate pair. But c0 is the negative of the product of the
five roots. It follows that, when c0 < 0 and thus the product the five roots is
positive, at least one root must be real and positive. This is because the product
of two complex conjugate roots is positive and the product of an odd number of
real and negative roots is negative. This implies that the negative slope branch
of a unidirectional bistability curve always has amplitude instability.
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