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1 – Descripción del proyecto 
 
1.1 – Definición 
 
“Reconstrucción densa de mapas de profundidad por stereo-visión con la ayuda de un 
proyector.” 
 
Proyecto basado en el paper High-Accuracy Stereo Depth Maps Using Structured Light, in 
IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 
2003), volume 1, pages 195-202, Madison, WI, June 2003, por Daniel Scharstein y Richard 
Szeliski. 
 
El proyecto consiste en una aplicación en lenguaje MATLAB, con una interfície general que 
permita al usuario la generación de mapas de profundidad densos de una escena mediante 
stereo-visión con luz estructurada, por diferentes métodos y comparar los resultados 
obtenidos entre ellos, tanto visual como numéricamente; y otra que permita al usuario tomar 
imágenes stereo de una escena mediante un par de cámaras y un proyector. Con densos nos 
referimos a que cada píxel tomado de la escena tenga su propia disparidad de esa parte del 
objeto, no la misma que para el resto del objeto como con los métodos de stereo-visión 
tradicionales. 
 
Nota importante: El motivo de necesitar otra interfície para la toma de imágenes es que, a 
diferencia de otros posibles proyectos, no dispongo de un repositorio de imágenes con 
patrones proyectados para trabajar, y por lo tanto me las he de generar yo mismo. Por ello mi 
proyecto se dividirá en las dos interfícies que no estarán comunicadas directamente, como 
comentaré en la planificación. 
 
 
1.2 – Motivación y contexto 
 
El motivo que me llevó a elegir este proyecto de fin de carrera fue el interés que adquirí por 
los métodos de cálculos de disparidades mediante visión stereo por computador en una 
asignatura optativa de la carrera, Visión por Computador (VC), en la que como segunda 
práctica de laboratorio, tuve que programar una interfície MATLAB que calculase las 
disparidades de una escena mediante la entrada de dos imágenes (izquierda y derecha) de la 
escena perfectamente rectificadas y mediante el uso del Algoritmo de Shirai, un método 
antiguo y que obtenía mediocres resultados, además de tener un coste temporal bastante 
elevado. 
 
Durante la realización de la práctica, además de descubrir que se habían publicado métodos 
posteriores más eficientes o que obtenían resultados muchísimo mejores, tuve curiosidad por 
ver como se obtenían las imágenes que nos habían proporcionado (rectificadas), y si sería tan 
sencillo si fuese yo el que tomase las fotos de una escena para trabajar con ellas. 
 
Debido a esto, cuando le pregunté al que fue mi profesor de laboratorio de la asignatura antes 
comentada, y que iba a acabar siendo el director de mi proyecto, Joan Aranda, y me propuso 
realizar una aplicación basándome en un paper del 2003 con un método innovador, y donde 
me encontraría todas las fases reales del cálculo de disparidades, desde la generación de las 
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escenas hasta el último de los cálculos, no dudé en aceptarlo. La única duda fue si aceptar 
basarme en el paper comentado y realizar el proyecto con 2 cámaras y el proyector sin 
calibrar, o bien basarme en otro paper que únicamente utilizaba una cámara y el proyector, si 
bien no obtenía los mismos resultados, y al final acabé decantándome por la primera opción 
ya que me parecía más completa. 
 
En el contexto de la realización del proyecto, es reciente la salida al mercado de la Kinect de 
Microsoft (inicialmente diseñada para la consola XBOX360, pero algunos usuarios  crearon 
controladores para pcs, lo que permitió conectarla por USB a los sistemas operativos y 




















Este dispositivo, posee un láser infrarrojo (invisible para nosotros) con el que proyecta 
constelaciones de puntos (como patrones) que reconoce, y con ello calcula la profundidad de 
la escena en tiempo real y de forma ajustable, información que es transmitida hacia la consola 
y utilizada por esta para la jugabilidad. 
 
En el siguiente par de imágenes, se pueden observar tanto las constelaciones o patrones de 
puntos lanzados en infrarrojos (figura izquierda), como el cálculo de la disparidad obtenido 
mediante ellos (figura derecha) 
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Sin embargo, como se puede apreciar en la imagen de disparidad resultante, la Kinect es muy 
buena obteniendo disparidades de objetos y superficies, pero muy mala obteniendo los 
contornos de estos. El motivo es que necesita detectar las constelaciones de puntos enteras, y 
si se proyectan sobre un contorno, probablemente se pierda parte de ella, por lo que no logra 
calcular la disparidad en estos. Además, por el momento, su diseño y el de la consola solo 
permiten una resolución de 320x240 a 30 frames/segundo. 
 
Pese a ello, el lanzamiento de la Kinect al mercado, ha supuesto una revolución en el cálculo 
de disparidades mediante visión por computador, ya que su bajo coste (alrededor de 150 
euros) ha permitido a muchos departamentos hacerse con varias unidades para sus  
investigaciones, ya que las alternativas anteriores, no eran precisamente baratas: 
 
La principal tecnología competidora eran las cámaras Time of Flight (o ToF), unas cámaras 
que eran capaces de calcular las distancias de una escena con gran precisión, desde distancias 
de metros, hasta kilómetros, dependiendo de la calidad del sensor. 
 
Estas cámaras contienen un módulo que ilumina la escena mediante rayos infrarrojos 
modulados a cierta frecuencia, y unidades ópticas capaces de detectar los reflejos de la luz 
infrarroja únicamente a la frecuencia buscada, permitiendo así la supresión de la mayor parte 





Para calcular las disparidades, se basan en el concepto de Time of Flight (o tiempo de 
vuelo), que es el tiempo que pasa desde que proyectamos la luz infrarroja hasta que la 
recibimos, y dado que conocemos la velocidad de la luz (cerca de  300 millones de m/s), 
podemos calcular la distancia que ha recorrido la luz, generando así el mapa con la disparidad 










Estas cámaras son realmente rápidas (dado que la luz tarda nanosegundos en reflejarse), y la 
calidad de los mapas de disparidad suele ser excelente, por lo que son ideales para las tomas 
















Sin embargo, tienen dos problemas: el primero es la resolución, que suele ser realmente baja 
(casi todas tienen una resolución máxima de 320x240); y el segundo, su precio: entre 4.000 y 
6.000 euros.  
 
Y si tenemos en cuenta que muchos departamentos o laboratorios quizá necesiten una 
herramienta que calcule mapas de disparidades, pero ni dispongan de tanto presupuesto, ni les 
importe tanto la calidad o el tiempo, pues es lógico que una Kinect les pueda haber abierto 
muchas puertas. 
 
Además de estos dispositivos, hay que comentar que desde el pasado siempre hemos tenido 
métodos de cálculo de disparidades por stereo-visión con dos cámaras, y más tarde con luz 
estructurada, que han permitido resoluciones mucho mayores pese a no obtener la misma 
calidad en las imágenes. 
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A continuación, muestro en orden cronológico las opciones para el cálculo de disparidades 
por visión por computador en líneas generales que ha habido : 
 
 Método computacional por triangulación stereo (2 cámaras) 
 Método computacional por triangulación stereo (1 cámaras + 1 puntero láser) 
 Método computacional por triangulación stereo con luz estructurada 
 Método computacional por tiempo de vuelo (cámaras ToF, 2004~) 
 Método computacional por constelaciones de patrones (Kinect, 2010~) 
 
Mi variación del método, que sería la tercera cronológica, pese a tener dos opciones más 
nuevas, es la escogida para el proyecto por su libertad sobre la resolución de las imágenes a 
tomar, que pueden ser mucho mayores que las de la Kinect o las cámaras ToF (como veremos 






1.3 – ¿Por qué MATLAB? 
 











MATLAB es un lenguaje de computación técnica de alto nivel y un entorno interactivo para 
desarrollo de algoritmos, visualización de datos, análisis de datos y cálculo numérico. Es 
capaz de resolver problemas de cálculo técnico más rápidamente que los lenguajes de 
programación tradicionales, tales como C, C++ y FORTRAN.  
 
Se puede utilizar MATLAB en una amplia gama de aplicaciones que incluyen procesamiento 
de señales e imágenes, comunicaciones, diseño de sistemas de control, sistemas de prueba y 
medición, modelado y análisis financiero y biología computacional. Los conjuntos de 
herramientas complementarios o toolboxes (colecciones de funciones de MATLAB para 
propósitos especiales, que están disponibles por separado) amplían el entorno de MATLAB 
permitiendo resolver problemas especiales en estas áreas de aplicación.  
 
 
1.3.2 – ¿Qué ventajas me proporciona MATLAB? 
 
Cuando elegí realizar este proyecto, la primera decisión que tuve que tomar fue elegir el 
lenguaje de programación sobre el que iba a trabajar. Las principales opciones eran o bien 
C++ o bien MATLAB. C++ tenía la ventaja de que podría ser más eficiente en general, y 
MATLAB tenía la ventaja de que es muy intuitivo el mostrar resultados de forma gráfica de 
forma realmente sencilla, mientras que mostrar gráficos en C++ no era tan trivial. Además, es 
sencillo añadir toolboxes para realizar otros tipos de tareas. 
 
Influyó el hecho de trabajé con MATLAB en la asignatura de Visión por Computador, y ya 
tuve oportunidad de ver la potencia y facilidad para mostrar resultados intermedios. Además, 
me iba a hacer falta no solo trabajar con datos, sino obtenerlos mediante cámaras, proyector, 
rectificación de imágenes, etc. 
 
MATLAB me permitía hacerlo todo de forma más o menos intuitiva, tanto la adquisición de 
imágenes mediante el toolbox de adquisición de imágenes, trabajar con ellas con el toolbox de 
procesado de imágenes, y añadir un nuevo toolbox para la rectificación de imágenes. Es por 
ello que decidí optar por MATLAB para mi proyecto.  
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2 – Conceptos previos 
 
Dado que el proyecto es de carácter técnico, se utilizan conceptos como visión por 
computador, la obtención de disparidades de una escena mediante triangulación y visión 
stereo, luz estructurada, la calibración de cámaras, la rectificación de imágenes o bien Gray 
code. 
 
Para no mezclar las definiciones de estos conceptos con su uso y diseño en mi proyecto, los 
explicaré  previamente en caso de que el lector no esté familiarizado con ellos. 
 
 
2.1 – Visión por Computador 
 
Denominamos visión por computador a la ciencia y tecnología que permite a las máquinas 
ser capaces de extraer información a partir de una o más imágenes de una escena para resolver 
algún tipo de problema como obtener información a partir de una imagen y tomar decisiones a 
partir de los datos obtenidos. 
 
Los objetivos de la visión por computador incluyen: 
 
 La detección, segmentación, localización y reconocimiento de ciertos objetos en 
imágenes (por ejemplo, caras humanas). 
 La evaluación de los resultados (por ejemplo, segmentación, registro). 
 Seguimiento de un objeto o escena en una secuencia de imágenes. 
 Mapeo de una escena para generar su modelo tridimensional, el cual podría ser 
utilizado con diversos fines (por ejemplo, uso de este como parte del sistema de guía 
de un robot). 
 Control de procesos. 
 Detección de eventos. 
 Interacción, por ejemplo con humanos u otras máquinas. 
 
 







2.2 – Profundidad de una escena mediante triangulación 
 
La triangulación, en geometría, es el uso de la trigonometría para determinar posiciones de 
puntos, medidas de distancias o áreas de figuras mediante información conocida. 
 
Por ejemplo, encontramos un uso práctico en la búsqueda de la distancia hacia un objeto que 


















En visión por computador, el objetivo de la triangulación es encontrar la coordenada z de una 
imagen (profundidad), mediante el uso de conjuntos de cámaras y opcionalmente otros 
instrumentos, como un láser. 
 
Por ejemplo, determinar el relieve 3D de un objeto mediante un láser y una cámara, 







Para este proyecto, utilizaré la tecnología de triangulación mediante dos cámaras, mirando el 
mismo escenario desde puntos diferentes: 
 
 
Una simple triangulación con parámetros de la situación de las cámaras y los ángulos nos 
permite obtener la disparidad de ese punto, y tras aplicarle a esta alguna constante para la 
regulación del parámetro (disparidad es la distancia entre los puntos, aplicamos alguna 
constante para que sea la profundidad), obtenemos la profundidad del punto en la escena. 
 


























El método que se utiliza para obtener las disparidades es identificar conjuntos de puntos en 
ambas imágenes (mediante la información que nos proporcionan las imágenes y algoritmos de 
matching), y buscar la distancia horizontal a la que están entre una imagen y la otra (la 


















Pero este método requiere que las parejas de puntos izquierdo-derechos se encuentren en la 
misma línea epipolar horizontal, ya que de no ser así sería necesario buscar cada punto en 
toda la otra imagen, lo que no solo tendría un coste demasiado elevado, sino que reduciría la 
probabilidad de un matching correcto. Para que las imágenes tengan las parejas de puntos en 
las mismas líneas epipolares, es necesario que las imágenes estén rectificadas, y para ello 
antes ha sido necesaria la calibración del sistema stereo de las cámaras. 
 
Además, dado que la información que tenemos para cada punto de la imagen es el color que 
capturó la cámara, si tenemos que buscar un punto de un color en una imagen que tiene 
patrones repetitivos (por ejemplo una pared), nos será imposible determinar el mismo punto 
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en diferentes imágenes, y por tanto no será posible determinar la disparidad en patrones 
repetitivos o en texturas sin cambios de color de la escena. 
 
Para solucionar este problema, cambiamos la estrategia: en lugar de identificar los puntos de 
la escena por el color que tienen en las imágenes, necesitaremos algún método para poder 




2.3 – Luz estructurada 
 
  
Definimos luz estructurada como una serie de imágenes o patrones que proyectamos sobre 
la escena, mediante un proyector u otro dispositivo, para alterarla con algún propósito. 
 
En nuestro caso, nuestro objetivo es iluminar la escena proyectando diferentes patrones sobre 
la misma e ir tomando pares de imágenes de cada patrón proyectado, de tal forma que 
mediante el conjunto de todas las imágenes resultantes, podamos diferenciar los puntos de las 
imágenes generando para ellos unos códigos, dependientes de qué patrones han impactado en 
esos punto de la escena. 
 
Los patrones que proyectaremos serán binarios (únicamente blanco y negro, ya que nos 
interesa únicamente iluminar la escena) y simples: rayas verticales blancas y negras. El 
motivo por el cual no utilizaremos imágenes sinusoidales con diferentes fases es que en el 
paper en el que baso el proyecto, ya realizaron tests para comprobar qué método era mejor, y 
comprobaron que se obtenían mejores resultados con los patrones verticales simples. 
 
La idea básicamente es proyectar patrones de rayas verticales intercaladas y de forma binaria 
ascendente (empezando por dos rayas verticales negra y blanca), después cuatro, y así 
sucesivamente sobre la escena. Después, al procesar las imágenes, tendremos que determinar, 


















Una vez que tengamos los códigos para todos los puntos de las imágenes izquierda y derecha, 
ya podremos realizar el matching para obtener las disparidades con una gran fiabilidad (dado 
que no haremos el matching sobre el color de los píxeles, sino sobre los códigos obtenidos).  
 
Se profundizará en esta parte más adelante, en la implementación. 
 
 
2.4 – Calibración de cámaras stereo 
 
Como hemos comentado en el concepto del cálculo de profundidad de una escena mediante 
triangulación, es necesario que tengamos los puntos a buscar de los pares de imágenes en las 
mismas líneas epipolares horizontales. Por lo tanto, necesitaremos tener las imágenes 
rectificadas, y para ello, antes hay que calibrar el sistema de cámaras stereo, ya que las 
imágenes se rectificarán dependiendo de los parámetros intrínsecos y extrínsecos de las 
cámaras. 
 
En este proyecto, dado que obtenemos imágenes reales mediante dos cámaras en stereo, y no 
disponemos de una base de datos de imágenes ya rectificadas, será necesario calibrar el 
sistema de cámaras stereo para poder generar los parámetros intrínsecos de cada una y los 
extrínsecos de ambas, y así poder rectificar las imágenes tomadas con nuestras cámaras. 
 
El método para calibrar un sistema stereo es utilizar un tablero de ajedrez o cuadrícula que lo 
simule, y tomar imágenes o una secuencia de vídeo poniendo el tablero delante de ambas 
cámaras y tomando imágenes. 
 
Estas imágenes serán luego procesadas y con ellas se calcularán los parámetros de las 
cámaras, necesarios para la rectificación posterior. 
 
Como ya comentaré en la sección oportuna más adelante, utilizo un toolbox adicional de 





Ejemplo de toma de imágenes de calibración stereo (las imágenes pertenecen a ambas 
cámaras, la izquierda y la derecha, a sus respectivas cámaras): 
 
 
2.5 – Rectificación de imágenes 
 
Como hemos comentado, es necesario que las imágenes izquierda y derecha estén 
rectificadas, para poder buscar los puntos en líneas epipolares horizontales. 
 
Ya que en este proyecto tomaremos imágenes de escenas reales, y es prácticamente imposible 
colocar las cámaras de forma exacta, será necesario, tanto calibrar las cámaras de forma 
stereo, como modificar las imágenes resultantes para que los puntos de estas cuadren en líneas 
epipolares. A esto lo llamaremos rectificación de imágenes. 
 
Para ello, primero será necesario obtener los parámetros a aplicar a las imágenes izquierda y 
derecha (la rotación y translación de la imagen derecha respecto a la izquierda), que tendrán 
que ser obtenidos primero mediante la calibración de las cámaras y calculados a partir de los 
parámetros intrínsecos y extrínsecos de estas. 
 
Para evitar confusiones, un pequeño resumen: 
 
1) Calibración del set stereo de cámaras (obtenemos parámetros calibración) 
2) Generación de los parámetros de rectificado mediante los de calibración 
3) Rectificado de las imágenes 





































2.6 – Gray code 
 
El Gray Code (o código de Gray, definido por Frank Gray), es una codificación binaria 
estándar que da lugar a códigos binarios consecutivos con únicamente un bit diferente 
(distancia de Hammering igual a 1). 
 
Para entender el concepto y su utilidad, supongamos un ejemplo:  
 
Tenemos un sistema con 4 leds que pueden estar o bien encendidos o bien apagados. Una 
parte del sistema se encarga de ir encendiendo y apagando esos leds según una secuencia 
establecida, de forma que se generen todas las combinaciones de encendidos posibles 
(binarias) antes de que se repitan en cada ciclo, y la otra parte, se encargará de detectar qué 
luces están encendidas en cada momento. 
 
Supongamos que los leds no son perfectos, que pese a que la primera parte del sistema decida 
cambiar muchos a la vez, algunos cambian antes que otros, y puede suceder que la otra parte 
del sistema realice una detección antes de que todos los leds hayan cambiado. 
 
En este sistema, si cambiamos más de un bit a la vez, sucede que, en un momento 
determinado, podemos detectar cualquier combinación de luces, ya que estas pueden estar 
cambiando, y de esta manera romper el ciclo lógico de la aplicación. 
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Por ejemplo, si el orden de la secuencia es el binario normal: 
 
0000 -> 0 
0001 -> 1 
… 
1111 -> 15 
 
Y la idea era ir incrementando el número del 0 al 15 y repetir, entre el 3 y el 4 sucede lo 
siguiente: 
 
0011 -> 3 
0100 -> 4 
 
Es decir, hay tres bits que cambian. Si hemos definido que podemos realizar una detección en 
cualquier momento del cambio de leds, podemos detectar todas las combinaciones desde el 
0000 (0) hasta el 0111 (7). Es decir, el receptor recibirá valores que se salen del rango 
previsto y la aplicación no funcionará como debería. 
 
A más bits que cambien cada vez, mayores serán las posibles combinaciones erróneas 
detectadas. Por lo tanto, nos basamos en el Gray code, de forma que nuestras interpretaciones 
no se saldrán de los rangos previos. 
 





Como se puede observar, solo tenemos cambios de 1 bit entre cualquier combinación de leds, 
así que ya no tendremos problemas de valores incorrectos, ya que, por ejemplo, si pasamos de 
0101 a 0100: 
 
0010 (interpretado por el receptor como 3) 
0110 (interpretado por el receptor como 4) 
 
Solo cambia un bit, independientemente de cuando realicemos la detección, o bien detectamos 
los leds antes del cambio de ese bit (0010, 3), o bien tras el cambio (0110, 4), y por lo tanto 
siempre detectaremos valores consistentes en el sistema, y la aplicación funcionará 
correctamente. 
 
En mi proyecto, el Gray code será una mejora en la generación de los patrones a proyectar, 
como se verá en la sección de implementación. 
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3 – Planificación 
 
3.1 – Trabajo a realizar 
 
El trabajo a realizar consiste en la implementación de una interfície para calcular disparidades 
de una escena mediante luz estructurada por un lado, y de la implementación de otra para la 
toma de imágenes y proyección de los patrones en la escena por el otro. En general, el proceso 
total que habrá que implementar desde que se toman las imágenes hasta que se procesa la 
información es el siguiente: 
 
Primeramente, será necesario generar una escena en la que trabajar. Una vez montada, será 
necesario proyectar sets de patrones mediante un proyector (luz estructurada) y tomar 
imágenes para ambas cámaras izquierda/derecha tanto para la escena con cada uno de los 
patrones proyectados, como la escena sin ningún patrón proyectado (oscura), y la escena con 
un patrón de luz completo proyectado (iluminada). 
 
A esta primera parte la llamaremos etapa de adquisición. 
 
Una vez que hemos obtenido el set de imágenes (o bien anteriormente), es necesario obtener 
los parámetros de calibración de las cámaras, para más adelante poder rectificar las imágenes. 
Esta etapa la realizaré mediante un toolbox ya existente de Matlab, y por tanto no la incluyo 
como parte esencial de mi proyecto. Podemos llamarla etapa de calibrado. 
 
Una vez tengamos ese set de imágenes, computacionalmente tendremos que decidir, para cada 
patrón, si este ha impactado o no en cada punto de las imágenes izquierda/derecha para ese 
patrón, mediante la comparación de los valores con las medias que obtenemos entre la imagen 
oscura y la iluminada en ese punto (más adelante mejoraremos este método). Con esto, 
generaremos un mapa de valores que contendrá información para cada punto, con los patrones 
que habrán impactado (códigos diferentes según los patrones impactados). 
 
Estos códigos nos permiten diferenciar cada punto de la escena tanto en la cámara izquierda 
como en la derecha, ya que los patrones impactarán en los mismos puntos vistos desde ambas 
cámaras. Así pues, podremos utilizar algoritmos de matching (o correspondencia, igualdad de 
códigos) sobre los mapas de valores izquierdo y derecho para obtener la disparidad de cada 
punto mediante triangulación.  
 
Esto nos permitirá generar unos mapas de disparidad izquierdo/derecho para cada uno de los 
métodos utilizados, que el usuario podrá ver en la interfície. Por último, será necesario 
calcular la evaluación numérica de cada uno de los mapas de disparidad generados, e integrar 
todas estas funcionalidades en las interfícies. 
 
Esta última etapa será la etapa de procesado. 
 
Por lo tanto, ya que no forma parte del proyecto implementar la etapa de calibración, tenemos 
dos etapas, la de adquisición y la de procesado. Estas etapas requieren una interfície cada una, 
y no estarán comunicadas entre sí ya que el objetivo del proyecto no es un sistema en tiempo 
real, sino un sistema que genere escenas y calcule los mapas de disparidad. Es decir, que mi 
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primera interfície ha de generar los sets de imágenes y guardarlos en disco,  para que la 
segunda los cargue y trabaje con ellos de forma independiente. 
 
Hay que tener en cuenta que se detectarán problemas y se aplicarán mejoras para intentar 
solventarlos, generando así diferentes métodos de trabajo, que nos permitirán generar mejores 
o peores mapas de disparidad y con diferentes costes (esto lo veremos en la sección de 
implementación, ya que las mejoras se generarán a partir de los problemas que se encuentren 
durante la implementación del proyecto). 
 
 
3.2 – Tareas 
 




Contiene las tareas de planificación del 
proyecto, así como los posibles cambios para 
aplicar las mejoras y solucionar los 
problemas detectados. 
Etapa de procesado 
Contiene las tareas de procesamientos de las 
imágenes, desde la rectificación de éstas 
hasta la generación de los mapas de 
disparidad, así como su evaluación numérica, 
y la generación e integración en la interfície 
general. 
Etapa de adquisición 
Contiene las tareas de adquisición de los sets 
de imágenes, mediante la proyección de los 
patrones de luz estructurada y toma de las 
imágenes, así como la generación de la 
interfície de adquisición. 
Etapa de testeo 
Contiene las tareas para el testeo de las 
diferentes etapas del proyecto, ya sean de 
procesado, de adquisición o globales. 
Documentación y presentación 
Contiene las tareas referentes a la 
documentación del proyecto y a la exposición 
y defensa de éste ante el tribunal. 
 
 
Dentro de cada uno de los grupos tenemos las siguientes tareas: 
 
 
Grupo 1: Planificación 
 
1.1 – Planificación inicial 
 
Definición de los objetivos, alcance del proyecto, tareas y orden temporal para poder 
completar el proyecto con éxito en el tiempo requerido. 
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1.2 – Cambios de objetivos o alcance 
 
Cambios sobre la marcha debido a problemas encontrados o a posibles mejoras detectadas. 
 
 
Grupo 2: Etapa de Procesado 
 
2.1 – Toma de imágenes 
 
Adquisición de sets de pares de imágenes izquierda/derecha para los diferentes patrones sobre 
escenarios para probar los algoritmos, detectar posibles mejoras, y posteriores adquisiciones 
para corroborar las mejoras con los nuevos cambios aplicados. 
 
2.2 – Implementación reconocimiento de patrones 
 
Diseño e implementación de los algoritmos para detectar, en los sets de pares imágenes 
izquierda/derecha, el impacto o no de un patrón determinado mediante diferentes métodos. 
Esta tarea está muy ligada a la 2.3. 
 
2.3 – Implementación generación mapas de valores 
 
Diseño e implementación de los algoritmos para, a partir de los datos obtenidos con la tarea 
2.2, generar un par de mapas de valores izquierdo/derecho para indicar, mediante la detección 
de impactos de los diferentes patrones, la información sobre qué patrones han impactado en 
total en cada uno de los píxeles de las imágenes de entrada, identificado mediante unos 
códigos/valores. 
 
2.4 – Implementación generación mapas de disparidad 
 
Diseño e implementación de los algoritmos para, a partir de los mapas de valores obtenidos 
con la tarea 2.3, generar un par de mapas de disparidad izquierdo/derecho con la información 
sobre la z o profundidad para cada uno de los píxeles de las imágenes de entrada, por el 
método de igualdad de valores/códigos entre los mapas de valores, y sus evaluaciones 
numéricas. 
 
2.5 – Implementación de rectificado de imágenes 
 
Estudio del concepto de rectificado de imágenes, y diseño e implementación de un algoritmo 
para, mediante una toolbox ya desarrollada para MATLAB, y un patrón en forma de tablero 
de ajedrez, calcular los parámetros intrínsecos de cada cámara, los extrínsecos entre ellas y 
usar estos parámetros para la rectificación del set de imágenes tomado con las cámaras en esa 
posición. 
 
2.6 – Implementación interfície MATLAB (GUI) 
 
Diseño e implementación de una interfície de MATLAB (GUI M-file) para poder realizar 
toda la etapa de procesado de forma intuitiva únicamente pulsando botones y permitiendo al 
usuario modificar ciertos parámetros del algoritmo para obtener diferentes resultados, así 
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Grupo 3: Etapa de Adquisición 
 
3.1 – Implementación toma de imágenes 
 
Diseño e implementación de un algoritmo para la configuración de las dos cámaras de entrada 
en MATLAB, y la toma de imágenes en los formatos, tamaños y configuraciones deseadas 
para cada toma de sets de imágenes de procesado o bien set de imágenes de calibración. Esta 
tarea está ligada a la 3.2. 
 
3.2 – Implementación generador de patrones para el proyector 
 
Diseño e implementación de un algoritmo para la proyección, desde MATLAB y mediante el 
proyector, de unos patrones característicos de luz estructurada en pantalla completa. 
 
3.3 – Implementación interfície 2 en MATLAB 
 
Diseño e implementación de una nueva interfície de MATLAB para la realización intuitiva 
para el usuario de toma de imágenes con proyección automática de los patrones de luz 
estructurada o bien sin estos para la toma de imágenes de calibración, mediante botones. Esta 
interfície es totalmente independiente de la de la etapa de procesado (la interfície principal). 
 
3.4 – Generación de los sets de imágenes finales y demos para la presentación 
 
Toma de los últimos sets de imágenes, una vez definidos todos los métodos y con el objetivo 
de poder compararlos entre ellos y aportar resultados para cada uno, así como obtener 
pequeñas demos para la presentación del proyecto. 
 
 
Grupo 4: Etapa de Testeo 
 
4.1 – Tests de procesado 
 
Pequeñas o complejas pruebas en diferentes situaciones de la etapa de procesado para 
comprobar el correcto funcionamiento de los algoritmos en todos los casos posibles, tanto 
inicialmente como tras los cambios realizados para los nuevos métodos. 
 
4.2 – Tests de adquisición 
 
Pequeñas o complejas pruebas en diferentes situaciones de la etapa de adquisición para 






4.3 – Tests globales 
 
Tests completos, desde la toma de imágenes en el proceso de adquisición, hasta la 
rectificación y generación de los mapas de disparidad resultantes en la etapa de procesado, 
comprobando la cohesión entre todas las partes y el correcto funcionamiento de la aplicación 
en todas sus etapas. 
 
 
Grupo 5: Documentación y presentación 
 
5.1 – Documentación 
 
Proceso continuo de documentación para reflejar en el documento todo lo relevante al 
proyecto, tal como objetivos, definición de cada etapa, problemas encontrados, mejoras 
encontradas, resultados y posibles ampliaciones. 
 
5.2 – Preparación presentación 
 
Preparación de la exposición con la información del proyecto y los resultados, para la defensa 
ante el tribunal. 
 
5.3 – Presentación y defensa 
 
Exposición del proyecto ante el tribunal. 
 
 
Nota: Es importante destacar que no incluyo la preparación de las escenas como tarea, pues la 
incluyo dentro de las tomas de imágenes por simplicidad. 
 
 
3.3 – Planificación temporal 
 
Presento la planificación temporal mediante un diagrama de Gantt en el cual también se 
especifican las horas dedicadas de forma estimada (aunque intentando ajustarme a la realidad 
lo máximo posible). 
 
Nota: El motivo por el cual está hecho con una hoja de cálculo y no con un programa para 
generar diagramas de Gantt como Microsoft Project, es la extrema simplicidad y 
entendibilidad que nos proporciona la primera opción, y en que, siendo el proyecto tan lineal, 
se intuyen fácilmente las restricciones y el orden temporal de cada tarea. 
 
Cuando en el Gantt parezca que se vuelve a realizar una tarea y parece romper con el esquema 
temporal, significa que se está mejorando esa parte del método para generar uno nuevo, lo 









4 – Especificación y Diseño 
 
 
Es importante empezar comentando que, dado que la aplicación está diseñada en MATLAB, 
donde pese a estar basado en Java, la división del trabajo es funcional (por archivos de 
código, m-files como funciones) y no modular, por tanto no tiene sentido hablar de conceptos 
y de un esquema conceptual que los una.  
 
 
4.1 –Requerimientos funcionales de la aplicación 
 
Pese a que el trabajo está organizado en tareas o bloques de trabajo individual, hay que tener 
en cuenta que todo el trabajo acaba siendo integrado en las interfícies que proporcionan al 
usuario la oportunidad de ejecutar dichas tareas. Es por este motivo, que considero necesario 
el especificar las interfícies y en agrupar las tareas previamente definidas en los casos para  
las interacciones usuario-sistema. 
 
Hay que destacar que la base del proyecto es la reconstrucción de los mapas de disparidad a 
partir de sets de imágenes, no una aplicación que procese datos obtenidos mediante cámaras 
en tiempo real. Es por este motivo que mi proyecto se divide en dos interfícies independientes 
y que no están conectadas entre sí (pese a que, sin estar establecido así, sí que podrían 
combinarse siempre que la información se procese en tiempo real y se borrase, ya que sería 
necesario ir sobrescribiendo las imágenes anteriores tomadas por las cámaras por las nuevas). 
 
Cada una de las interfícies ha de permitir al usuario la ejecución de las tareas pertenecientes a 
esa etapa del proyecto (la interfície de procesamiento las tareas de la etapa de procesamiento, 
y la interfície de adquisición, las de la etapa de adquisición). A continuación, dividiré las 
tareas según la interfície a la que tengan que pertenecer, y las agruparé en la designación de 




4.2 – Especificación de la Interfície de procesamiento 
 
 
La primera interfície (procesamiento), es la que, recibiendo de entrada un set de imágenes, 
permitirá al usuario ir ejecutando cada uno de los casos de uso. Englobará todas las tareas de 
la etapa de procesamiento excepto la toma de imágenes, que formará parte de la de 
adquisición, y obviamente la de generación de la propia interfície. La relación entre las tareas 
de este grupo y los casos de uso para el usuario es la siguiente: 
 
 
Casos de uso Tareas 
Cargar set de imágenes ( ninguna tarea) 
Obtener parámetros de rectificado Implementación rectificado de imágenes 
Rectificar imágenes Implementación rectificado de imágenes 
Modificar disparidad máxima (ninguna tarea) 
Modificar threshold detección patrón (ninguna tarea) 
Calcular mapas de valores/códigos 
Implementación reconocimiento patrones 
Implementación generación Matriz valores 
Implementación generación Matriz 
disparidad 
Calcular mapas de disparidad y valores 
medición 
Implementación generación Matriz 
disparidad 
Resetear la aplicación (ninguna tarea) 
Salir de la aplicación (ninguna tarea) 
 
 
Nota: Con (ninguna tarea) se especifica a que no se realiza trabajo perteneciente al bloque de 
procesamiento de las imágenes, sino a trabajo genérico relacionado con la aplicación, o 
modificación de parámetros de los algoritmos de la etapa de proceso. 
 
Además, se puede observar como la tarea “Implementación generación Matriz disparidad” 
aparece también en el caso de uso de calcular los MV. Esto se debe a que en la aplicación 
ambas cosas se calcularán a la vez cuando el usuario desee calcular el MV, ya que no tiene 
sentido práctico alguno calcular únicamente los mapas de valores para no ver resultados. 
 
Hay que tener en cuenta que el único actor que tenemos será el Usuario de la aplicación, ya 
que el proyecto se basa en los beneficios que este obtiene de su interacción con el Sistema. 
 
A continuación, muestro el diagrama de casos de uso resultante para esta interfície y los 
diagramas de secuencia que definirán cada uno de ellos. 
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4.2.2 – Diagramas de secuencia 
 
 
 Cargar set de imágenes 
 
Usuario Sistema 
El usuario pide al sistema que cargue el set de 
imágenes deseado en la aplicación 
 
 El sistema comprueba que exista el set de 
imágenes y de ser así lo carga 
 
Precondición: - 
Postcondición: El sistema ha cargado el set de imágenes en la aplicación. 
 
 
 Obtener parámetros de rectificado 
 
Usuario Sistema 
El usuario pide al sistema que cargue los 
datos necesarios y que mediante ellos calcule 
los parámetros de rectificado del set de 
imágenes cargado anteriormente y los guarde 
en memoria. 
 
 El sistema comprueba que existan los datos, 
los carga, genera mediante ellos los 
parámetros de rectificación y los carga en 
memoria. 
 
Precondición: Hay un set de imágenes cargado en la aplicación. 




 Rectificar imágenes 
 
Usuario Sistema 
El usuario pide al sistema que rectifique las 
imágenes del set cargado previamente 
mediante los parámetros cargados 
anteriormente. 
 
 El sistema rectifica todas las imágenes del set 
en memoria mediante los parámetros 
calculados anteriormente. 
 
Precondición: Hay un set de imágenes cargado en la aplicación. 
   Hay unos parámetros de rectificación del set actual cargados en la aplicación. 
Postcondición: Las imágenes están rectificadas. 
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 Modificar disparidad máxima 
 
Usuario Sistema 
El usuario pide al sistema que modifique el 
parámetro “disparidad máxima” de la 
aplicación, y le asigna el nuevo valor 
 
 El sistema comprueba que el nuevo valor a 
asignar es correcto para el rango de valores 
definido para el parámetro y lo asigna a éste. 
 
Precondición: - 
Postcondición: El parámetro “disparidad máxima” ha sido modificado. 
 
 
 Modificar threshold detección patrón 
 
Usuario Sistema 
El usuario pide al sistema que modifique el 
parámetro “threshold detección patrón” de 
la aplicación, y le asigna el nuevo valor 
 
 El sistema comprueba que el nuevo valor a 
asignar es correcto para el rango de valores 
definido para el parámetro y lo asigna a éste. 
 
Precondición: - 
Postcondición: El parámetro “threshold detección patrón” ha sido modificado. 
 
 
 Calcular mapas de valores/códigos 
 
Usuario Sistema 
El usuario pide al sistema que calcule los 
mapas de valores para el set de imágenes 
cargado 
 
 El sistema utiliza las imágenes del set 
cargadas (ya sean rectificadas o no) para 
detectar los impactos de patrones, generación 
de las matrices izquierda/derecha de valores, 
generación de las matrices izquierda/derecha 
de profundidad, y generación del valor de 
correctitud del resultado para ambos mapas de 
disparidad, y se muestra todo en la interficie. 
 
Precondición: Hay un set de imágenes cargado en la aplicación. 
Postcondición: Se han calculado los mapas de valores y de disparidad izquierdos y derechos, 




 Calcular mapas de disparidad y valores medición 
 
Usuario Sistema 
El usuario pide al sistema que calcule los 
mapas de disparidad a partir de los mapas de 
valores calculados anteriormente, y sus 
valores de correctitud. 
 
 El sistema utiliza los mapas de valores 
generados para calcular los mapas de 
disparidad y generar los valores de 
correctitud de estos, y muestra la información 
al usuario 
 
Precondición: Hay un set de imágenes cargado en la aplicación. 
   Se ha calculado un mapa de valores previamente para este set. 
Postcondición: Se han calculado los mapas de profundidad izquierdo y derecho, los valores 
de correctitud para los mapas de disparidad, y se ha mostrado todo al usuario. 
 
 
 Resetear la aplicación 
 
Usuario Sistema 
El usuario pide al sistema que borre las 
estructuras generadas anteriormente y vuelva 
al inicio. 
 
 El sistema borra las estructuras generadas 
anteriormente y vuelve al estado inicial. 
 
Precondición: - 
Postcondición: Se borran todas las estructuras y vuelve al estado inicial. 
 
 
 Salir de la aplicación 
 
Usuario Sistema 
El usuario pide al sistema que cierre la 
aplicación 
 
 El sistema cierra la aplicación. 
 
Precondición: - 
Postcondición: Se cierra la aplicación. 
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4.3– Especificación de la Interfície de adquisición 
 
 
La segunda interfície (adquisición), es la que se encargará de, una vez tiene conectadas las 
cámaras y el proyector, proyectar los patrones e ir tomando imágenes y guardándolas en disco 
secuencialmente, o bien únicamente tomará imágenes sin proyectar nada (para calibrar), 
dependiendo de la opción que solicite el usuario. 
 
Englobará todas las tareas de la etapa de adquisición excepto la toma de imágenes finales y 
demos, que forma parte del uso de la propia interfície finalizada, y obviamente la de 
generación de la propia interfície. La relación entre las tareas de este grupo y los casos de uso 
para el usuario es la siguiente: 
 
 
Casos de uso Tareas 
Activar cámaras Implementación toma de imágenes 
Toma de set de imágenes con patrones 
Implementación toma de imágenes 
Implementación generación patrones 
proyector 
Toma de set de imágenes de calibración Implementación toma de imágenes 
Salir de la aplicación (ninguna tarea) 
 
Nota: Con (ninguna tarea) se especifica a que no se realiza trabajo perteneciente al bloque de 
procesamiento de las imágenes, sino a trabajo genérico relacionado con la aplicación, o 
modificación de parámetros de los algoritmos de la etapa de proceso. 
 
Se puede observar como algunas tareas se repiten, ya que engloban varios de los casos de 
usos disponibles para el usuario. 
 
Hay que tener en cuenta que el único actor que tenemos será el Usuario de la aplicación, ya 
que el proyecto se basa en los beneficios que este obtiene de su interacción con el Sistema. 
 
A continuación, muestro el diagrama de casos de uso resultante para esta interfície y los 










4.3.2 – Diagramas de secuencia 
 
 
 Activar cámaras 
 
Usuario Sistema 
El usuario pide al sistema que active las 
cámaras para proceder a una toma de 
imágenes. 
 
 El sistema ha conectado las cámaras y estas 
están listas para la toma de imágenes. 
 
Precondición: - 




 Toma de set de imágenes con patrones 
 
Usuario Sistema 
El usuario pide al sistema que empiece una 
toma de imágenes con proyección de 
patrones. 
 
 El sistema empieza a proyectar patrones 
sobre la escena y tomar imágenes con ambas 
cámaras, de forma secuencial, hasta acabar la 
tarea, y guarda las imágenes en disco. 
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Precondición: Las cámaras están conectadas y listas. 




 Toma de set de imágenes de calibración 
 
Usuario Sistema 
El usuario pide al sistema que empiece una 
toma de imágenes de calibración 
 
 El sistema se prepara para la toma 
1..n   El usuario pulsa una tecla para tomar un 
par stereo de imágenes 
 
 El sistema toma una imagen de la escena con 
ambas cámaras y la guarda en disco 
El usuario dedice finalizar la toma de 
imágenes 
 
 El sistema finaliza la toma de imágenes 
 
Precondición: Las cámaras están conectadas y listas. 




 Salir de la aplicación 
 
Usuario Sistema 
El usuario pide al sistema que cierre la 
aplicación 
 
 El sistema cierra la aplicación. 
 
Precondición: - 
Postcondición: Se cierra la aplicación. 
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4.4– Requerimientos no funcionales de la aplicación 
 
 
Perfil de la aplicación 
 




Lenguaje de programación empleado: 
 
 MATLAB (basado en Java) para el proyecto. 
 Código ejecutable como m-files en el programa MATLAB. 
 
 
Atributos de la aplicación 
 
 Se ha optado por dividir la carga de cada aplicación en diferentes m-files según la 
tareas a ejecutar, por lo que se puede considerar una distribución funcional, lo que 
permite cambios en las partes sin necesidad de cambiar todo el sistema. 
 La aplicación será robusta y en escalable, ya que bastará con modificar ligeramente 
la interfície y añadir las propiedades del set de imágenes en un nuevo m-file para 
poder trabajar con él en la aplicación. 
 La aplicación será compatible con cualquier sistema operativo que pueda utilizar 
MATLAB, ya que tiene la base en Java que es multiplataforma. 
 
 
Nivel de conocimiento esperado del usuario: 
 
 Se espera que el usuario sea un novato en el ámbito y que con una interfaz realmente 






4.5– Diseño de la Interfície de procesado 
 
Tal como se ha definido anteriormente, la interfície de procesado realizará bloques del trabajo 
de la etapa de procesado según vaya pidiendo el usuario. Es decir, habrá que diseñar cada una 
de las pequeñas tareas que se van a ir ejecutando a petición del usuario, más que los casos de 
uso en sí, que como se verá en la sección de implementación, estarán estrechamente ligados a 
cada una de las tareas. 
 
Es decir, que la interfície comunicará las diferentes partes de trabajo, y las relaciones entre 
estas o trabajos de la interfície pertenecen íntegramente a la implementación. Por tanto, 
decido mostrar únicamente el diseño de las partes relevantes que luego serán implementadas. 
 
A continuación muestro la relación entre los casos de uso de la interfície de procesado y su 
relación con las pequeñas tareas que se realizan en ellos (no confundir estas tareas con las de 
la planificación, que engloban un conjunto de trabajo del mismo ámbito). Para no confundir, 
las denominaremos tareas finales. 
 
 
Casos de uso Tareas finales 
Cargar set de imágenes ( ninguna tarea) 
Obtener parámetros de rectificado Generación de los parámetros de rectificado 
Rectificar imágenes Rectificado del set de imágenes 
Modificar disparidad máxima (ninguna tarea) 
Modificar threshold detección patrón (ninguna tarea) 
Calcular mapas de valores/códigos 
Reconocimiento del impacto de patrones 
Generación de las matrices de valores 
Generación de las matrices de disparidad 
Cálculo de la exactitud de cada mapa de disp. 
Calcular mapas de disparidad y valores 
medición 
Generación de las matrices de disparidad 
Cálculo de la exactitud de cada mapa de disp. 
Resetear la aplicación (ninguna tarea) 
Salir de la aplicación (ninguna tarea) 
 
 
Como se puede observar, el trabajo de las tareas finales es ya el específico para cada parte de 
cada caso de uso. Una vez ya tenemos separadas las tareas finales, procedemos a diseñarlas 
para su posterior implementación en la aplicación. 
 
 
 Generación de los parámetros de rectificado 
 
Entrada: Parámetros de calibración intrínsecos y extrínsecos de las cámaras. 
Salida: Parámetros para la rectificación del set de imágenes. 
 
Esta tarea final se encargará de generar los parámetros adecuados para el set de imágenes 
actual, recibiendo de la entrada los parámetros de calibración intrínsecos y extrínsecos de las 
cámaras que habíamos calculado cuando tomamos el set de imágenes de la escena. 
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 Rectificado del set de imágenes 
 
Entrada: Imágenes sin rectificar, Parámetros para la rectificación del set de imágenes. 
Salida: Imágenes rectificadas. 
 
Esta tarea final se encargará de rectificar todas las imágenes del set de imágenes actual, 
mediante la aplicación de los parámetros de rectificado que recibirá como parámetro, además 
de las propias imágenes. Su salida será el nuevo set con las imágenes rectificadas. 
 
 
 Reconocimiento del impacto de patrones 
 
Entrada: Imágenes sin rectificar 
Salida: Las matrices de valores izquierda/derecha 
 
 Cálculo de las matrices de valores 
 
Entrada: Imágenes sin rectificar 
Salida: Las matrices de valores izquierda/derecha 
 
Estas dos tareas se ejecutarán secuencialmente de forma conjunta, por ello ambas tienen como 
entrada las imágenes sin rectificar y como salida las matrices de valores.  
 
Es importante separar las tareas, ya que la primera se encargará de determinar cuando en las 
imágenes, cada uno de los patrones ha impactado o no en cada uno de los píxeles de esta. Es 
relevante que se consideren independientes ya que a posteriori se aplicaran mejoras a esta 
tarea final.  
 
La segunda tarea final calculará, a partir de los datos generados por la primera tarea (qué 
patrones han impactado en que píxel, y cuales no), las matrices de valores que contengan unos 
valores o códigos que identifiquen inequívocamente qué patrones impactaron en este píxel. 
 
 
 Cálculo de las matrices de disparidades 
 
Entrada: Las matrices de valores izquierda/derecha 
Salida: Las matrices de disparidad izquierda/derecha 
 
Esta tarea final, se encargará de generar los mapas de disparidad a partir de los mapas de 
valores, aplicando algún algoritmo de matching stereo para cada uno de los píxeles de la 
imagen, ya que el proyecto se basa en generar mapas de disparidad de alta densidad, es decir, 
con información completa para cada uno de los píxeles de las imágenes. 
 
 
 Cálculo de la exactitud de cada mapa de disp  
 
Entrada: Las matrices de disparidad izquierda/derecha 
Salida: La evaluación numérica de cada uno de ellos 
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Esta tarea final, se encargará de evaluar numéricamente cada uno de los mapas de disparidad. 
 
 
4.6– Diseño de la Interfície de adquisición 
 
Tal como se ha definido anteriormente, la interfície de adquisición realizará bloques del 
trabajo de la etapa de adquisición que, a diferencia de la de procesado, no es lineal sino que el 
usuario o bien elegirá realizar una toma de imágenes proyectando los patrones de luz 
estructurada o bien realizar una toma de imágenes de calibración. 
 
Pese a esto, el trabajo a diseñar para los casos de uso se define en una serie de tareas finales 
que, al igual que en el caso de la interfície de procesado, definen la esencia y parte relevante 
de cada uno de ellos. 
 
A continuación muestro la relación entre los casos de uso de la interfície de adquisición y su 
relación con las pequeñas tareas que se realizan en ellos (no confundir estas tareas con las de 
la planificación, que engloban un conjunto de trabajo del mismo ámbito). Para no confundir, 
las denominaremos tareas finales. 
 
 
Casos de uso Tareas finales 
Activar cámaras 
Generación estructuras de patrones. 
Activación de las cámaras 
Toma de set de imágenes con patrones 
Proyección de los patrones de luz 
estructurada 
Toma de imágenes stereo 
Toma de set de imágenes de calibración Toma de imágenes stereo 
Salir de la aplicación Desactivación de las cámaras 
 
 
Como se puede observar, el trabajo de las tareas finales es ya el específico para cada parte de 
cada caso de uso. Una vez ya tenemos separadas las tareas finales, procedemos a diseñarlas 
para su posterior implementación en la aplicación. 
 
 
 Generación de las estructuras de los patrones 
 
Entrada: - 
Salida: Las estructuras para ser proyectadas como patrones. 
 
Esta tarea final se encargará de generar las estructuras o patrones para poder ser proyectados 
en una etapa posterior, sin necesidad de recalcularlos cada vez. Estas estructuras se guardarán 
en la interfície y serán utilizadas posteriormente si el usuario desea realizar una toma de set de 






 Activación de las cámaras 
 
Entrada: Resolución y configuración adicional de las cámaras 
Salida: Información de los streams de las cámaras 
 
Esta tarea final se encargará de activar las cámaras con la resolución y configuración que 
deseemos y de guardar la información de los streams, para tener siempre acceso rápido a estos 
para la toma de imágenes de forma inmediata 
 
 
 Proyección de los patrones de luz estructurada 
 
Entrada: Resolución proyector, Número de dispositivo, Estructura patrones 
Salida: Imagen a pantalla completa en dispositivo externo. 
 
Esta tarea final se encargará de la proyección, en un dispositivo externo definido por el 
número de dispositivo, con la resolución máxima posible y a pantalla completa, de los 
patrones mediante el uso de las estructuras que se han generado anteriormente. 
 
 
 Toma de imágenes stereo 
 
Entrada: Streams cámaras 
Salida: Par de imágenes izquierda/derecha 
 
Esta tarea final se encargará de la toma de cada par de imágenes, obteniendo la información 
de las cámaras utilizando los streams guardados anteriormente, ya sea en una toma de 




 Desactivación de las cámaras 
 
Entrada: Streams cámaras 
Salida: - 
 
Esta tarea final sencilla se encargará de cerrar los streams o comunicaciones con las cámaras 





4.7– La escena donde tomaremos los sets de imágenes 
 
 
La escena donde se tomarán los sets de imágenes será la cocina para minusválidos que hay en 
el IBEC (Instituto de Bioingeniería de Cataluña), un escenario perteneciente a un lugar de 
trabajo y que tiene ventanas por donde entra mucha luz, elementos reflectantes y oscuros, 
luces que siempre están encendidas… es decir, una escena real, no una escena preparada. 
 
El motivo es que, tanto mi director de proyecto como yo estamos de acuerdo en que, lo que 
queremos es un programa capaz de enfrentarse a situaciones reales, no a uno que trabaje solo 
con escenas perfectas que raramente encontremos en la realidad. 
 





Primeramente, podemos observar el proyector y el  par stereo de cámaras (utilizaremos para el 







Nota: Se puede observar como las cámaras y el proyector no están perfectamente alineados 
en el mismo ángulo, por lo que las cámaras verán también tras los objetos, donde no llega el 
proyector, y eso nos generará algo de sombras sin disparidad en nuestras imágenes. 
 
Respecto a la escena, como se puede observar, tenemos diferentes elementos fijos (la cocina 
en sí, la pared, la estantería, el grifo (provoca reflejos), la vitrocerámica (no se nota el impacto 
de los patrones), etc.) y otros que podemos poner como queramos, como trozos de madera 
(buenos porque se detectan los patrones en ellos fácilmente), utensilios, etc. 
 
Además, tenemos una ventana por la que entra muchísima luz (la escena siempre tendrá luz 
real, ya que el único momento en el que no entraría luz sería por la noche, y dado que es una 
oficina, está cerrada). 
 
Aparte, hay otro problema: hay unas luces en el techo que no se pueden apagar, ya que se 
gestionan automáticamente en todo el edificio. Para mis tomas de imágenes, será totalmente 
necesario taparlas o influirán negativamente..  
 
Por cierto, hay que destacar que provisionalmente tendremos que usar unas cámaras USB 
mucho más sencillas para las tomas de algunos sets, ya que el escenario será utilizado por un 
miembro del IBEC para su tesis doctoral por un tiempo. 
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Más adelante, en la sección de implementación del proceso de toma de imágenes, ya veremos 
con más detalle el trabajo sobre esta escena. 
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La implementación de cada una de las interfícies se ha realizado en Matlab, basándose en el 
diseño de los casos de uso anteriores, y especialmente de las tareas finales diseñadas para 
cada una de las interfícies (cada división del trabajo, por m-files, ha realizado una o más de 
estas tareas finales). Comentaré únicamente la implementación de las partes relevantes para 
mi proyecto, que como he comentado en la parte de diseño, son las tareas finales que he 
sacado de los diferentes casos de uso. 
 
Hay que tener en cuenta que una de las dificultades del proyecto ha sido poder realizar todo el 
trabajo en Matlab, mientras que habían otras alternativas en otros lenguajes o programas para 
realizar algunas partes. Pero por la definición de realizarlo todo en Matlab, he tenido que 
implementarlo todo en este lenguaje, o bien reaprovechar código, lo que me ha sido útil para 
la parte de rectificación de imágenes y calibración de cámaras stereo, ya que encontré un 
toolbox público que se encargaba de ello, y pude adaptarlo a mi código. El toolbox utilizado 
se llama Camera Calibration Toolbox for Matlab, creado por Jean-Yves Bougnet, 
investigador en el departamento de ingeniería eléctrica del Instituto Tecnológico de California 
(CALTECH). Se podrá encontrar una referencia en la bibliografía. 
 
También fue útil un toolbox para la proyección de imágenes a pantalla completa y a 
resoluciones deseadas por otros dispositivos, parte necesaria para la proyección de patrones 
desde el proyector. Este pequeño toolbox, llamado Fullscreen 1.1 y subido a la web de 
Mathworks por Pithawat Vachiramon, acabó con los problemas que tenía para proyectar una 
imagen en otro dispositivo sin los bordes de Matlab. También se podrá encontrar una 
referencia en la bibliografía. 
 
A continuación, la implementación de cada una de las interfícies del programa, mostrando la 
división en Matlab que se ha hecho para cada una de ellas y explicando como se ha 
implementado el trabajo de cada una de las tareas finales pertenecientes a cada una de ellas. 
 
 
5.2– Implementación de la Interfície de procesado 
 
La interficie de procesado, ha de ofrecer al usuario todas las funcionalidades definidos en los 
casos de uso, y además, de una forma sencilla, visualmente agradable y manteniendo el orden 
del proceso definido por los prerrequisitos de cada acción. 
 
Para empezar, ha de estar completamente bloqueada al inicio y solo permitir al usuario cargar 
un set de imágenes de las opciones que ofrece, que ya han sido guardadas en disco 
previamente por la interfície de adquisición. El usuario elegirá uno de los sets, obtendrá un 
mensaje en la consola de Matlab confirmando la carga, y en ese momento se le activarán dos 
caminos diferentes: o bien decide rectificar las imágenes, o bien continuar con el cálculo de 







La decisión de permitir al usuario rectificar o no, se ha tomado para que éste pueda ver las 
ventajas que tiene rectificar en los resultados finales, para cualquier set de imágenes que 
cargue. 
 
Si suponemos que el usuario decide rectificar las imágenes, primero ha de obtener los 
parámetros de rectificación, mediante el botón Obtener params calibración (ahora activo). 
Tras los mensajes de confirmación en la consola, se activará el botón Rectificar imágenes, 
que rectificará todo el set de imágenes e irá confirmando en la consola el proceso. 
 
Una vez rectificadas las imágenes, el usuario tendrá que presionar el botón Obtener Mapas 
Valores (activo tras cargar el set de imágenes), hecho que, tal como definimos en la 
especificación y diseño de la interfície, no solo calculará los mapas de valores, sino que 
también calculará los mapas de disparidad, los resultados de la evaluación numérica (o 
correctividad) y los mostrará por pantalla, activando las diferentes vistas de métodos que a 
continuación detallaremos. 
 
Los diferentes métodos del cálculo de matrices de disparidad se comentarán más adelante en 




 Patrones normales (con medias) - Por defecto, mapas de valores y de disparidad del 
primer método. 
 Patrones inversos (con medias) - Mapas de valores y de disparidad del segundo 
método. 
 Combinaciñon MDs N/I (con medias) -  Mapas de disparidad combinados de los dos 
primeros métodos (tercer método). 
 Combinación directa patrones – Mapas de valores y de disparidad del cuarto 
método. 
 Combinación patrones (sin medias) – Mapas de valores y de disparidad del quinto 
método. 
 
 Comparación métodos IZQ – Muestra los mapas de disparidad izquierdos de los 
métodos 1,3,4 y 5 (el motivo por el que no muestra el segundo es que es casi lo mismo 
que el primero). 
 Comparación métodos DER – Muestra los mapas de disparidad derechos de los 
métodos 1,3,4 y 5. 
 Comparación realidad – Muestra las imágenes iluminadas de la escena y los mapas 
de disparidad del quinto método (el mejor). 
 
 
El usuario tiene a su disposición unos sliders y campos para modificar el threshold de 
reconocimiento de patrones (offsetilum), y la disparidad máxima (dispmax), tras los cuales 
tendrá que recalcular los mapas de valores / de disparidad para ver los posibles cambios. 
 
Nota: pese a que el botón de calcular los mapas de valores ya calcula los de disparidad y los 
resultados, he puesto un botón Obtener Mapas Disparidad que solo calcula los de 
disparidad y resultados, por si el usuario desea únicamente cambiar el parámetro disparidad 
máxima y no desea recalcular los mapas de valores. 
 
Por último, se ofrece al usuario un botón reset para volver la aplicación al estado inicial. 
 
Se ha jugado con la lógica de la aplicación para que se muestren los campos de evolución 
numérica únicamente cuando hagan falta, así como campos explicativos de qué es cada mapa 
en cada una de las vistas. 
 
Se espera que el usuario no tenga ni el más mínimo problema para el uso de la aplicación. 
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5.3– Estructura Matlab de la Interfície de procesado 
 
 
El trabajo de la interfície de procesado se ha dividido en m-files de MATLAB, como se puede 






Nota: Como se puede observar, incluyo en el diagrama las m-files necesarias pertenecientes 
al toolbox de calibración y rectificado comentado anteriormente. 
 
A continuación, muestro una descripción de cada una de las m-files y su relación con las 








M-files Descripción Tareas Finales 
Pfc.m 
(Pfc.fig) 
Código de la interfície principal, contiene 
los parámetros de la etapa de procesado, y 
se encarga de comunicarse con las demás 
m-files, responder a las peticiones del 
usuario, e ir mostrando a este en todo 
momento los resultados obtenidos. 
 
gui_get_calib_params.m 
Código que se encarga de obtener los 
parámetros para el rectificado del set de 
imágenes a partir de los parámetros de 
calibración intrínsecos e extrínsecos de las 
cámaras para el set en cuestión (contiene 
los parámetros almacenados). 




Código que se encarga del rectificado de 
cada una de las imágenes del set actual, 
así como de guardar las nuevas imágenes 
rectificadas en disco. 






Códigos que contienen las rutas donde 
encontrar cada una de las imágenes 
pertenecientes a cada set (cada m-file 
definirá cada set, se ha hecho en m-files 
separados para facilitar la expansión con 
nuevos sets). Se encarga de cargar las 
imágenes del set en cuestión y de los 
parámetros de calib. del set, tamaño y 





Código de cada uno de los métodos 
diferentes que utilizamos para reconocer 
el impacto de los patrones en las imágenes 
y la generación de las matrices de valores 
según el threshold deseado. Inicialmente 
únicamente tenemos el método normal, 
más adelante hablaremos de las mejoras y 
de otros métodos. 
Reconocimiento del 
impacto de patrones, 
Generación de las 




Códigos que se encargan de la generación 
de los mapas de disparidad (incluyendo la 
combinación de varios en futuros 
métodos) y el cálculo de los valores de 
correctitud de cada mapa. 
Generación de las 
matrices de disp, 
Combinación de 
mapas de disp, 
Cálculo de la 
correctitud de cada 








Son las clases importadas del toolbox 
anteriormente comentado, su función es 
ayudar a obtener los parámetros de 
rectificación a la m-file 
gui_get_calib_params.m. 





Como se puede observar, la carga de trabajo relevante al proyecto (las tareas finales) está bien 
distribuida de forma funcional entre todas las m-files pertenecientes a la interfície. Hay pocas 
ocasiones en las que se junten varias tareas en una m-file, únicamente cuando su trabajo está 
muy relacionado. 
 




5.4 – Tareas finales de la Interfície de procesado 
 
 
En esta sección, mostraré como he implementado cada una de las tareas finales de esta 
interfície, que recordemos, son las siguientes: 
 
 Generación de los parámetros de rectificado 
 Rectificado del set de imágenes 
 Reconocimiento del impacto de patrones (y mejoras) 
 Generación de las matrices de valores 
 Generación de las matrices de disparidad (y mejoras) 
 Combinación de mapas de disparidad 
 Cálculo de la exactitud de cada mapa de disparidad 
 
Debido a que las tareas de Reconocimiento del impacto de patrones y Generación de las 
matrices de valores están realmente unidas, procederé a mostrar primero la implementación de 
la segunda, ya que una vez se entienda la representación gráfica de un mapa de disparidad, se 
podrán comprender mejor los problemas que tiene el tomar una decisión o otra para 
determinar el impacto de los patrones. 
 
 
5.4.1 – Generación de los parámetros de rectificado 
 
Considero “parámetros de rectificado” como las estructuras que me permiten rectificar 
rápidamente el set de imágenes. Para no entrar en excesivo detalle, los parámetros definen qué 
secciones de la imagen perderán la información (serán bordes negros) y los cambios a aplicar 
a cada píxel de la imagen. 
 
Estos parámetros se obtienen a partir de los parámetros intrínsecos y extrínsecos de las 
cámaras, los cuales ya tendremos guardados en el m-file (los hemos obtenido anteriormente 
con el toolbox externo de calibración), mediante una serie de fórmulas matemáticas. 
 
La m-file con la que realizó esta tarea, gui_get_calib_params.m, es una versión modificada de la 
m-file del toolbox de calibración, rectify_stereo_pair.m, que originalmente se encarga de calcular 
estos parámetros y además de rectificar las imágenes. 
 
Mis modificaciones han sido añadir los parámetros intrínsecos y extrínsecos de las cámaras, 
así como el tamaño del set de imágenes en cuestión, en el propio m-file, y eliminar la parte de 
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rectificación (concretamente, derivarlo al m-file de rectificación), así como adaptarla para que 
reciba mi set de imágenes como parámetro y devuelva el set modificado. 
 
 
5.4.2 – Rectificado del set de imágenes 
 
Como he comentado, la m-file que contiene esta tarea final, gui_rectify_images.m, está basada en 
la parte de la m-file de la obtención de los parámetros de rectificado que hemos derivado 
hacia esta. 
 
El método para rectificar el set de imágenes será realizar una iteración sobre cada uno de los 
pares de imágenes del set a rectificar, y para cada una de ellas, aplicar la fórmula utilizando 
los parámetros de rectificado antes calculados (realizaremos las mismas modificaciones para 
todas las imágenes izquierdas y las mismas para todas las derechas): 
 
 
% imagen izquierda 
I = double(ImIzq); 
I2l = 0*ones(ny,nx);  
I2l(ind_new_left) = a1_left .* I(ind_1_left) + a2_left .* I(ind_2_left) + a3_left .* I(ind_3_left) + a4_left .* 
I(ind_4_left); 
  
% imagen derecha 
I = double(ImDer); 
I2r = 0*ones(ny,nx); 
I2r(ind_new_right) = a1_right .* I(ind_1_right) + a2_right .* I(ind_2_right) + a3_right .* I(ind_3_right) + 
a4_right .* I(ind_4_right); 
 
 
La operación es la generación de la nueva imagen a partir de cachos modificados de la 
antigua, todo definido por los parámetros de rectificado. 
 






Y aquí tras el rectificado: 
 
 
Los bordes negros se han generado mediante unos de los parámetros de rectificado, y la nueva 
imagen “deformada” mediante el resto de ellos. Además, las hemos pasado a blanco y negro, 
ya que no nos interesa especialmente el color de las imágenes, y se reduce mucho el cálculo 
de las nuevas imágenes deformadas. 
 
El motivo por el cual he decidido incluir el rectificado en la interfície, en lugar de utilizar 
únicamente las imágenes ya rectificadas, ha sido para poder realizar comparaciones entre las 
mejoras que se obtienen al rectificar. 
 
Pese a todo esto, rectificar las imágenes no es la parte esencial de mi proyecto, ya que se hace 
por la falta de un repositorio de imágenes ya listas para ser tratadas, al igual que las tomas de 
éstas, y no considero que deba exponer detalladamente el código de la toolbox que lo 




5.4.3 – Generación de las matrices de valores 
 
Como he comentado, adelanto esta tarea final a la de reconocer qué patrones han impactado 
en la imagen, para poder comprender mejor la interpretación. 
 
Pongámonos el caso de que ya sabemos reconocer qué patrones impactan en cada punto de la 
imagen. La tarea que nos toca es, diseñar alguna representación, para poder almacenar esta 
información y realizar cálculos con ella de forma eficiente, y como representarla de forma 
debida en la interfície. 
 
La primera opción fue utilizar una matriz de booleanos por patrón y por imagen, que definían, 
para cada patrón e imagen, qué píxeles han sido impactados por él, de la forma siguiente: 
 
 1: el patrón P ha impactado en la imagen I 
 0: el patrón P no ha impactado en la imagen I 
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La representación es fidedigna, pero sin embargo tiene un problema grave de espacio: que 
para cada imagen I, tanto izquierda como derecha, tenemos una matriz de booleanos pos 
patrón. Dado que tenemos 8 patrones por definición, son 8 matrices por imagen, y por lo 
tanto, muchas matrices de booleanos, por lo que es totalmente inviable, tanto en espacio si las 
imágenes tienen un gran tamaño, y por cálculo, ya que es costoso tener que acceder a tantas 
estructuras, incluso para Matlab. 
 
La otra opción era jugar con la información sobre el impacto de todos los patrones para un 
punto de la imagen en una sola variable. Teniendo en cuenta que teníamos 8 patrones, nos 
bastaría una matriz de variables de un byte para codificarlas. La idea es representar cada 











Esto permitiría tener únicamente una única estructura de información que contendría todos los 
impactos de los patrones en las diferentes imágenes del set (realmente, una para las 
izquierdas, y una para las derechas). A estas estructuras las llamamos matrices de valores, y 
tendremos tanto una para las imágenes izquierdas y otra para las imágenes derechas.  
 
Ahora bien, con esta representación hay dos formas de trabajar. La primera es tratando la 
información como bits independientes y realizando las operaciones con ellos, pero esto tiene 
un problema: nos complica demasiado el representar posteriormente la información de forma 
rápida. Por ello, la mejor forma es la segunda, que consiste en interpretar la información como 
un número binario (con 8 bits, del 0 al 255), y trabajar a partir de ahora con estos números 
que, por la forma en la que se han generado, representan fielmente los patrones de los 
impactos en la imagen. 
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Y otra ventaja de la segunda manera es que, utilizando números como representación de los 
patrones, podemos imprimir una imagen a color en Matlab con el comando imagesc, que nos 
representa, desde el azul oscuro al valor 0, al rojo vivo con 255, una representación excelente 
sobre los impactos de los patrones en la escena. 
 
Por ejemplo, estas son las matrices de valores de un set de imágenes: 
 
 
Nota: Son imágenes retocadas para eliminar algo del ruido por el método utilizado. Se han 
escogido estas por la gran calidad y el poco aliasing que tienen (ya hablaremos de esto más 
tarde), aunque sin embargo presentan bastante ruido. 
 
Como podemos comprobar, los azules son partes donde no impacta ningún patrón, y los 
puntos más rojos son donde impactan todos (solo habrá una pequeña franja vertical del 
tamaño del patrón más pequeño en el que impactan todos). El resto, va por escala, donde 
podemos diferenciar claramente las secciones identificadas con cada código que nos 
permitirán identificar a los mismos puntos de la escena en ambas imágenes, aunque estos 
estén dentro de una imagen con una textura que se repite, una gran zona sin diferenciar, etc. 
 
Una vez entendida la representación de los mapas de valores, será mucho más sencillo 
entender el reconocimiento de los impactos de los patrones. 
 
 
5.4.4 – Reconocimiento del impacto de patrones (y mejoras) 
 
Esta es una de las partes más importantes del proyecto, y sin duda la que más complicaciones 
presenta, ya que dependiendo de cómo se haya realizado la toma de fotos de la escena, la 
detección puede ser sencilla o directamente imposible. 
 
(Por simplicidad, solo hablaré de las imágenes izquierdas) 
 
Para empezar, disponemos de dos imágenes especiales de las tomas, una imagen en la que no 























A partir de aquí, tenemos diferentes maneras de detectar los patrones, la más primitiva y otras 
que mejoran los resultados: 
 
 
 Primer método 
 
Importante: Inicialmente únicamente proyectamos los 8 patrones normales. 
 
Tenemos el problema de que dependiendo del color de la superficie donde impacte el patrón 
en la imagen, la diferencia que podremos detectar variará. Por ejemplo, algo que ya es blanco 
puro, no se iluminará demasiado. Algo que es negro, tampoco se iluminará demasiado, pero 
algo que tiene un color vivo cambiará mucho su valor, ya que se iluminará bastante. 
Recordemos que cada píxel de una imagen en todos de gris tiende al blanco (255) con algo 
iluminado y al negro (0) con algo que no lo está. De forma que necesitaríamos algún método 
para detectar el impacto sobre un cierto punto, ya sea negro o blanco. 
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Por ello, el primer método se basa en sacar la matriz media de iluminación, es decir, una 
matriz en la que cada píxel tenga el siguiente valor: 
 
Píxel_media = (Píxel_oscura + Píxel_iluminada) / 2 
 
Valor que intuimos como la luz media que hay entre la escena en ese punto normalmente y la 
escena con ese punto iluminado. A partir de aquí, podemos comparar ya el valor de cada píxel 
de la imagen con el valor de la “media”, y si es mayor que la media más una pequeña 
diferencia, consideramos que el patrón impacta. 
 
A esa “pequeña diferencia” la llamaremos threshold de reconocimiento de patrones. 
Básicamente, si el threshold es muy bajo, detectaremos muchos más impactos del patrón que 
si el threshold es más alto, ya que restringe qué puntos impactan o no con la condición: 
 
Impacto = (valor_pixel > valor_media + threshold) 
 
Por esta lógica, el threshold debería ser mínimo, ya que así detectaríamos todos los patrones 
de forma perfecta. Pero esto nos genera nuestros tres primeros problemas. 
 
Problema 1) por ruido por brillos: Se genera cuando en la imagen hay una parte con luz 
muy enfocada 
Problema 2) por superficies oscuras u otras donde no se nota el impacto de la luz 
(albedos): Se genera cuando una superficie prácticamente no se ilumina. 
Problema 3) por reflejos. 
 
Estos tres problemas van de la mano. Supongamos que tenemos una imagen en la que hay 
algún objeto negro oscuro que no se ilumine demasiado (por ejemplo, una vitrocerámica), y 
una parte brillante. 
 
La idea es que como en el brillo, la imagen es prácticamente igual que la media (porque 
tenemos el brillo incluso en la imagen oscura, y por lo tanto lo tenemos en la media), será 
difícil detectarla si nuestro threshold es alto. Pero a la vez, tenemos un objeto oscuro, que 
dado que su variación de color (tono de gris en la imagen) va a ser mínima, será necesario 
bajar mucho el threshold para detectarla. A todo esto, los reflejos son un gran problema, ya 
que se reflejará información que realmente no pertenece a ese punto sino a donde vaya el 
reflejo, por lo que será ruido. 
 
Eso nos lleva a un problema, si tenemos esta situación, ¿qué hacemos? O bien no detectamos 
patrones en las superficies oscuras o bien detectamos brillos y reflejos.  
 
Un ejemplo visual: la imagen izquierda tiene un threshold muy alto, por lo que no tenemos 
prácticamente brillo pero tampoco información en muchos de los objetos (ya que ha habido 
que bajar mucho el threshold para no tener brillos). La derecha, sin embargo, tiene un 








Como se puede observar, la diferencia es enorme. En la imagen de la izquierda, tenemos a los 
impactos de patrones bien reconocidos en las paredes y mesas de la imagen (tienen un color 
pálido, es sencillo detectar los impactos). Sin embargo, dado que el threshold es alto, se 
requiere mucha diferencia en los píxeles de la imagen de los patrones con la media para que 
se detecten impactos, y eso no pasa en la mayoría de los objetos, ni en los brillos, ni siquiera 
en muchos de los reflejos (obsérvense algunos en el grifo del fregadero). 
 
En la derecha sin embargo, detectamos los patrones de forma casi completa en los objetos, 
incluso en el posa-platos negro del fondo izquierdo de la imagen. Sin embargo, también 
detectamos “demasiados” patrones en algunos puntos, lo que nos genera muchísimos ruido 
(nótese el fondo mucho más rojizo (más impactos de patrones) en casi toda la imagen, no solo 
en las grandes manchas de brillos. Además, tenemos muchísimos reflejos, e información de lo 
que hay fuera de la escena (esto lo consideraremos irrelevante, ya que esa información no nos 
interesa para nada). 
 
Por tanto, son problemas, y de los peores, ya que… 
 
 
- La única solución para los brillos es realizar una toma de imágenes con la menor 
luz posible. 
- La única solución para detectar los objetos negros, es bajar el threshold, no hay 
otra. 
- La única solución para los reflejos es intentar no poner objetos reflejantes en la 
escena, o bajar el threshold para no detectarlos. 
 
 
Los problemas son malos porque son “a priori”, es decir, mientras se toman las imágenes, y 
no posteriormente, por lo tanto, se requiere una escena ideal para evitar estos problemas. 
 
Nota: En mi proyecto, mi escenario, designado por mi director, ha sido el que se puede 
observar en las imágenes: la pica de una cocina experimental para minusválidos. Tiene los 
inconvenientes de tener elementos reflejantes y negros, y brillos depende de la luz que tenga 
la escena. Mi director ha argumentado que queremos trabajar con escenas reales y no 
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preparadas al milímetro, así que los resultados no serán tan buenos como podrían ser. Eso 
sí, serán reales. 
 
Este primer método genera resultados bastante mediocres, por lo que tuve que pensar en 
alternativas. Lo que si estaba claro es que necesitaría más información, y por lo tanto, pasé de 
capturar imágenes con solo 8 patrones “normales”, a hacerlo con 8 normales y sus 8 inversos, 
es decir, proyectando los patrones completamente a la inversa. 
 
 
 Segundo método 
 
Este método es experimental, y el objetivo es detectar más información sin depender tanto en 
el threshold, mediante un cruce entre la información obtenida con los patrones normales con 
la obtenida con los inversos. 
 
La idea es: 
 
- En un primer paso, hago lo mismo que hacía en el primer método en el set de 
patrones normal, con el threshold normal. 
- En un segundo paso, hago lo mismo en el set de imágenes inversas, pero con un 
patrón realmente bajo. 
- Entonces por un lado tenemos los impactos en los normales, y los impactos con 
ruido en los inversos.  
- La manera de unir esta información, es mediante una or de lo primero con la negada 
de lo segundo, es decir: A v ¬B. 
- De ese modo, tenemos la información que tenemos con el threshold normal más la 
información de donde NO impactaban en el inverso con un threshold muy bajo, pero 
sin brillos ya que negamos la información que obtenemos del set de inversas, que 
nos dice donde impactaban en el inverso. Al hacer el inverso, los brillos serían al 
revés (tendrían que ser mas oscuros por definición), y por lo tanto no nos darán 
problemas al bajar el threshold. 
 
A nivel técnico, se ha de implementar de otra manera ya que sacar donde NO impacta el 
patrón totalmente iluminado, si las imágenes contienen información de partes de la escena 
fuera del alcance del proyector, es un problema. 
 
La manera como he tenido que hacerlo es la siguiente (nota: trabajamos con matrices de 
booleanos): 
 
- Por un lado tenemos el impacto del patrón normal (con un alto threshold, por lo que 
no saldrá el objeto negro) 
- Por otro el impacto del patrón inverso (con un threshold muy bajo y, dado que la 
zona del objeto negro no estará iluminada, lo estará cuando hagamos la inversa). 
- Negamos el resultado que obtenemos de donde impacta el patrón inverso, por tanto, 
tenemos donde NO impacta (incluyendo el objeto negro, por lo tanto en esta matriz 
de booleanos si que tenemos la información sobre el objeto negro como cierto, ya 
que NO impacta el inverso). 
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- Hay que recortar de alguna manera la imagen, ya que al hacer el inverso, hemos 
añadido involuntariamente zonas de la imagen donde no impactaba ningún patrón 
(zonas externas a la zona del proyector). La forma de eliminar gran parte de este 
ruido (todo no se puede) es haciendo una AND de este mapa inverso con el mapa del 
impacto del patrón totalmente iluminado. Habremos eliminado gran parte de la falsa 
información. 
- Por último, hay que hacer la OR de la información que tenemos de donde impacta el 
patrón oscuro, por la que tenemos de donde no impacta el patrón inverso, y de esta 
manera detectaremos los objetos negros con un falso alto threshold (dado que el 
inverso usa uno bajo). 
 
De forma gráfica (todo son matrices de booleanos, blanco impacto, negro no impacto, los 
colorines son generados por Matlab al rectificar, ignorarlos): 
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No pongo la imagen resultante de la AND por falta de espacio, únicamente se trata de borrar 
la información del pie de la imagen. Pero nótese que sí que contendrá la parte superior de la 
proyección, por motivos de luz y escena. 
 
De esta forma, conseguiremos reconocer el impacto de los patrones en objetos oscuros. Por 
ejemplo, en las siguientes imágenes, en la izquierda se usa el primer método con un threshold 




Como se puede observar, con este método obtenemos una gran imagen tanto del objeto como 
del fondo, pero no conseguimos evitar los reflejos de la pared en la vitrocerámica de la 
izquierda ni en el grifo de la derecha. Más adelante comprobaremos los mapas de disparidad 
que obtenemos con los diferentes métodos, en la sección resultados. 
 
Nota: Se puede observar aliasing visual de imágenes en las imágenes debido a la baja 
resolución de estas, no suponen un problema. 
 
Pero sin embargo, este método no es del todo perfecto, ya que nos genera ruido superior, y 
aparecerán otros problemas que veremos más adelante (en general, este método tiene una 
calidad muy variable dependiendo de la escena). 
 
 
 Tercer método 
 
Este método es sin duda el mejor, y a la vez el más eficiente. Ni siquiera hacen falta tomar 
imágenes totalmente iluminadas y oscuras, y hacer las medias. 
 
Lo único que hay que hacer, es comparar el valor que tiene el píxel en la imagen normal con 
el que tiene en la imagen inversa, y ver si el valor es mayor o no. 
 
Impacto = (Píxel_im_patron_normal > píxel_im_patron_inverso) 
 
Se basa en que si la imagen está más iluminada que la inversa, es que impacta, de no ser así, 
no. Es el método más simple, y a la vez es casi perfecto, ya que lo detecta prácticamente todo. 
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El motivo por el que no empecé utilizando este método es que tanto el director como yo nos 
basábamos en ideas para basarnos en el paper y nos quisimos complicar demasiado la vida, 
cuando era más simple.  
 
Tiene un problema, que también es extremadamente bueno detectando cambios de luz fuera 
del espacio del proyector, aunque eso no nos importa demasiado ya que realmente tendríamos 
una escena donde el proyector impactase toda la imagen 
 


















Como se puede observar, en cuanto a la escena es casi perfecto, mejor aún que el segundo, 
aunque el ruido exterior es elevado. Más adelante, en la sección de resultados veremos que 
este es el mejor método para detectar patrones con diferencia, y a demás es más eficiente, ya 
que requiere proyectar dos patrones menos (iluminado y oscuro), que para las dos cámaras 
resulta en cuatro imágenes menos a tomar y tratar. 
 
 
5.4.5 – Generación de las Matrices de disparidad (y mejoras) 
 
Pese a que en la sección anterior solo hablábamos del mapa de valores izquierdo, es obvio que 
también necesitamos el derecho, ya que para calcular la disparidad por stereo necesitamos 
tener dos elementos a comparar. 
 
Por tanto, partimos de que disponemos de dos mapas de valores: el de la cámara izquierda y el 
de la cámara derecha. El objetivo es generar los mapas de disparidades y representarlos, ya 
que se pueden sacar tanto el izquierdo como el derecho. Por simplicidad, hablaremos del 







Supongamos que estos son nuestros dos mapas de valores: 
 
 
Definimos la disparidad de cada píxel del mapa como la distancia que tenemos entre el píxel 
con ese valor en cada uno de los mapas. 
 
Por lo tanto, hemos de calcular la disparidad para cada uno de los píxeles de nuestro mapa de 
valores, ya que son los puntos donde tenemos la información a comparar (el valor o código 
generado). Dado que vamos a generar el mapa de disparidades izquierdo, nos basaremos en el 
mapa de valores izquierdo como punto de partida. 
 
Solo nos interesa calcular la disparidad de los píxeles que tienen código >0 (es decir, donde 
hemos detectado que ha impactado algún patrón). Esto quiere decir que excluiremos todos los 
puntos donde no impacta el proyector, incluyendo la pequeña raya vertical que está en el área 
de proyección del proyector y donde no se impacta ningún patrón (es el 00000000, la única 
raya con esa combinación). Esto es inevitable, ya que dado que no ha impactado ningún 
patrón, para nosotros es igual a otro de los puntos que no están en el área del proyector. 
 
Entonces, para cada uno de los píxeles con código del mapa de valores izquierdo, hemos de 
localizarlo en el derecho. Dado que hemos rectificado las imágenes, sabemos que este se 
encuentra en la misma línea epipolar horizontal. Por tanto, si estamos en el punto <x,y> del 
mapa de valores izquierdo, nos situamos en el punto <x,y> del mapa de valores derecho y 
empezamos la búsqueda.  
 
(Para representar la explicación de forma gráfica, tomaré como ejemplo una escena en la que 
hay un objeto rectangular donde impactan cuatro patrones. Simbolizo el píxel actual bien 
grande de color verde, suponemos que está centrado en la esquina superior derecha del objeto, 
y la línea epipolar en gris oscuro. En el ejemplo, buscamos el código representado con rojo). 



















Por definición, la mayoría de los puntos los encontraremos hacia la izquierda, ya que un 
objeto visto desde una posición más a la derecha lo veremos más a la izquierda respecto a la 
nueva imagen (por el desplazamiento). Ahora bien, dependiendo de cómo estén situadas las 
cámaras (si están muy giradas en direcciones opuestas) puede suceder que algunos puntos 
estén un poco hacia la derecha. Son casos extraños y que no buscamos, ya que intentamos 
poner las cámaras lo más rectas posibles. 
 
Por lo tanto nos iremos desplazando hacia la izquierda en el mapa de valores derecho a partir 
de <x,y>, comparando el código de los píxeles que vamos encontrando con el que tenemos en 
el mapa de valores izquierdo en <x,y>. Cuando encontramos un código igual, paramos y 























Y guardaremos esta disparidad en la posición <x,y> de nuestro mapa de disparidades 
izquierdo, ya que nos basamos en el mapa de valores izquierdo, y estas eran las coordenadas 
del píxel con el código a realizar el matching (comparación de valores para determinar si es el 
valor que buscamos). 
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Por motivos de eficiencia, limitaremos el rango de la búsqueda, no buscaremos hasta el final 
de la imagen ya que no esperamos encontrar disparidades tan grandes. Según los tests que he 
realizado, con un rango a buscar de la anchura de la escena dividida entre 4, ya es suficiente. 
 
Pero claro, si es el caso raro comentado antes en que el píxel aparece ligeramente a la derecha, 













Por ello, para salvaguardar este caso, cuando recorremos el rango de búsqueda limitado hacia 
la izquierda, volvemos al píxel <x,y> y recorremos un pequeño rango (en mi caso, un tercio 













En el caso que lo encontremos, medimos la disparidad y la almacenamos igual que en el caso 
anterior. De no encontrarlo (porque no se ha reconocido ningún patrón con ese código en la 
imagen, quizá porque se salía del área del proyector o bien porque pertenecía a un reflejo o 
zona oscura) ponemos un 0 en la matriz de disparidad, con la que representaremos los píxeles 
sin disparidad. 
 
Por ello mismo, no buscaremos en el mismo punto <x,y> de la otra imagen, ya que no vamos 
a tener disparidades 0 con las cámaras separadas mínimamente, y de ser así no nos interesan, 
ya que una disparidad 0 estaría muy al fondo de la escena, y podemos ignorarlo. Se podía 
haber implementado de forma que pusiésemos un -1 donde no tenemos disparidad y buscar 
las que sean 0, pero hice pruebas y no encontré prácticamente ningún punto con disparidad 0, 
por lo que solo ralentizaba la búsqueda. 
 
Además, puede ser que por reflejos o ruido, encontremos disparidades enormes que no son 
reales. El ruido se puede permitir en la imagen, pero no tener valores que nos imposibiliten 
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cualquier representación gráfica (ahora lo veremos). Por lo tanto, hemos de definir una 
disparidad máxima, que guardaremos en lugar de las que encontremos que sean mayores a 
ella. Tanto el threshold explicado en el punto anterior, como la disparidad máxima, se han 
puesto en la interfície con sliders y campos numéricos para poder ser modificados por el 
usuario en la experimentación. Esos serán los dos parámetros independientes más relevantes a 
la hora de obtener resultados.) 
 
Resumiendo, el algoritmo hará lo siguiente: 
 
 
Para todo código en <x,y> de la Matriz de valores izquierda 
 Para un rango1 de (anchura_imagen/4) a partir de <x,y> en la MV derecha, hacia la izquierda 
  Comparar código en MV izquierdo con el del MV derecho. 
  Si son iguales 
   Guardar la disparidad y acabar. 
  Sino 
   Para un rango2 de (rango1/3), a partir de <x,y> en la MV derecha, hacia la derecha 
    Comparar código en MV izquierdo con el del MV derecho. 
     Si son iguales 
      Guardar la disparidad y acabar. 
     Sino 
      Acabar. //(es 0 por defecto) 
 
 
Obviamente hay que añadir condiciones para controlar que no nos salgamos de las imágenes 
por los rangos. 
 
Una vez que hemos acabado, tenemos una matriz con disparidades entre el 0 (nula 
información) y la disparidad máxima. Gracias al comando imagesc de Matlab, podemos 
representar esta matriz con el rango de colores entre el 0 (azul) y la disparidad máxima 
permitida (rojo), por lo que una buena disparidad máxima es necesaria para la calidad de la 
representación, por ejemplo: 
 




Como se puede observar, esta representación nos permite inmediatamente diferenciar qué 
objetos están delante de otros, y qué partes de cada objeto están más cerca que otras. El 
granate es la disparidad máxima (es decir, la profundidad mínima), y el azul es la disparidad 
máxima (profundidad máxima). Excepto el azul más oscuro, donde la disparidad 0, que no la 
contamos como profundidad. 
 
Por lo tanto, en la imagen vemos como hay un objeto encima de una superficie, con una pared 
detrás, donde la pared es totalmente vertical (ya que en todas partes su disparidad es la 
misma), y donde la superficie donde está el objeto, pasa de naranja a amarillo, es decir, va 
disminuyendo la disparidad, por tanto aumentando la profundidad en la escena. También 
podemos ver que sospechosamente lo que parece ser un rectángulo en la superficie plana a la 
izquierda del objeto, tiene un valor de disparidad idéntico a la pared que tiene enfrente, lo que 
nos puede llevar a pensar que se trata de un reflejo de la propia pared (no tiene sentido un 
objeto más alejado ahí, a no ser que hubiese un agujero en la mesa y estuviésemos viendo la 
pared que hay detrás, aunque esto sería extraño). 
 
Si hubiésemos elegido otros valores de profundidad (por ejemplo 33 y 90, respectivamente), 




En el primer caso, con una disparidad muy baja, tendríamos demasiados puntos de la escena 
con la misma profundidad (ya que ponemos el máximo ahí). A menor disparidad máxima, 
mayor es la información que perdemos. Si fuese menor, se diferenciaría todo aún menos. Por 
lo tanto, elegir una disparidad máxima muy pequeña nos hace perder demasiada información. 
 
En el segundo caso, seguimos diferenciando, pero vemos como los colores se recrudecen 
hasta el amarillo pálido y el azul clarito, ya que hay puntos de la escena (ver los puntos 
granates en el fregadero de la derecha) que tienen un valor muy superior al resto e imagesc 
los representa mucho más hacia el rojo que los demás. Esto sería un problema en el caso de 
que tuviésemos muchos puntos con ruido y disparidades extremas, lo que no suele ser usual. 
De todas formas, es mejor esto ya que no se pierde información por no limitar la disparidad a 
cierto valor, sino que permitimos más valores). 
 
 67 
Por lo tanto, es recomendable empezar por una disparidad máxima alta e ir bajando hasta 
encontrar el grado de visión adecuado. 
 
Por último, comentar un problema que estamos viendo en estos mapas de disparidad: ¿Qué 
son esas rayas verticales en prácticamente toda la imagen? Es un problema. 
 
Problema 4) Rayas verticales que aparecen en la imagen, parecen estar donde interseccionan 
las diferentes rayas verticales de códigos ocasionadas por los patrones. 
 
Esto se debe a que esta toma se realizó con los patrones simples, sin utilizar Gray code. Este 
problema desapareció prácticamente de forma completa al empezar a usar Gray code al 
proyectar los patrones. Esto lo veremos en la implementación de las estructuras de patrones. 
 
Solución: Utilizar Gray code al generar los patrones. Por lo tanto, otra solución “a 
priori”, en el momento de la toma de imágenes.  
 
Pese a que con nuestro ojo somos capaces de distinguir qué método es mejor entre los 
diferentes que tendremos, necesitamos algo numérico, algún valor que nos diga la correctitud 
de cada mapa. Eso lo veremos más adelante. 
 
 
5.4.6 – Combinación de mapas de disparidad 
 
Una de las mejoras que encontré durante el proyecto, fue que a veces, un mapa de disparidad 
contenía información que no contenía el otro, y viceversa, por lo que si fuese posible 
combinar estos mapas de disparidad de alguna manera, el resultado sería que tendríamos la 
información de ambos y por tanto una mayor calidad. 
 
Aunque hay que tener en cuenta que un mal uso (es decir, combinar un mapa de disparidad 
bueno y uno muy malo) puede llevarnos a peores soluciones que el mapa bueno que teníamos. 
Pero por lo general no se dará este caso. 
 
Supongamos por ejemplo que tenemos los dos siguientes mapas de disparidad (uno generado 
con únicamente patrones normales y el otro con patrones inversos): 
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Se puede observar como hay puntos que tienen ruido para el primero únicamente, puntos que 
tienen ruido para el segundo, puntos tienen ruido para ambos, y puntos que no tienen ningún 
ruido. Nos interesará juntar toda la información buena de ambos mapas. 
 
Primeramente, hemos de tener en cuenta que importan las disparidades, por lo tanto no tiene 
sentido hacer una media del valor de cada uno en cada píxel puesto que saldrán valores que no 
son disparidades. 
 
En segundo lugar, si simplemente hacemos que en los lugares del primer mapa donde no 
tenemos disparidad, pegamos las disparidades de esos lugares en el segundo mapa, o 
viceversa, estaremos copiando el ruido de uno al otro y por lo tanto saldrá un mapa peor aún 
que los originales. (Aunque haciendo esto parcialmente en la solución añadiremos 
información). 
 
Lo que nos lleva a pensar que hemos de saber si el valor de cada píxel es correcto en ese 
punto, o mejor dicho, cual es más correcto para cada uno de los mapas. Es decir, para un 
punto <x,y> de ambos mapas, mirar el que cuadre más en su mapa. 
 
Una forma de implementar esto es mediante un filtro de Mediana (pone en el valor <x,y> el 
valor medio de los puntos que tiene alrededor. Por ejemplo, un filtro de Mediana de 9x9 (es el 
que he comprobado que funciona mejor), genera una matriz tal que su valor en <x,y> es la 
media del cuadrado 9x9 alrededor de <x,y> del original. 
 
Generando un mapa filtrado, conseguiremos unas imágenes “difuminadas” pero con 
muchísimo ruido eliminado, por lo que nos servirán en un segundo paso. 
 
Resultado de aplicar el filtro de Mediana 9x9 a los dos mapas anteriores: 
 
 
Se puede observar el difuminado y la práctica supresión del ruido de fondo. Ahora les 
podemos dar utilidad: debido a que ahora tenemos estos mapas filtrados como valores de 
referencia sobre lo que debería ir en esos puntos (suponemos que debería ir la media 9x9 de lo 
que tiene alrededor), nos basta con ver para cada uno de los mapas la diferencia que hay entre 
su disparidad en <x,y> y el valor en el mapa filtrado en <x,y>. Dado que es la diferencia entre 
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lo que suponemos que debería ir y lo que hay, lo podemos considerar como un error, y 
quedarnos el valor del mapa que tenga este error más bajo.  
 
Esto lo realizaremos obviamente para los puntos en los que tengamos disparidad en ambos 
mapas, si solo tenemos disparidad en uno de ellos, normalmente serán disparidades y no 
ruido, así que vale la pena utilizar esas disparidades en el mapa resultante. En resumen: 
 
 
Si (ValorMD1(x,y) = 0  y  ValorMd2(x,y) ≠ 0) 
 Valor_resultante = ValorMd2(x,y); 
Sino si (ValorMD1(x,y) ≠ 0  y  ValorMd2(x,y) = 0) 
 Valor_resultante = ValorMd1(x,y); 
Sino: 
errorMD1 = valor_absoluto( ValorMD1(x,y) – ValorMD1FiltroMediana(x,y) ) 
errorMD2 = valor_absoluto( ValorMD2(x,y) – ValorMD2FiltroMediana(x,y) ) 
 
Si (errorMD1 <= errorMD2) 
  Valor_resultante = ValorMd1(x,y); 
 Sino 
  Valor_resultante = ValorMd2(x,y); 
 
 
Mediante esta técnica, obtenemos los mejores resultados posibles siempre que los dos mapas 


























5.4.7 – Cálculo de la correctitud de cada mapa de disparidad 
 
Esta es la última tarea de la etapa de procesado, una vez le mostramos al usuario los mapas de 
disparidad, también hemos de mostrarle una evaluación numérica, a la que llamaré 
correctitud del mapa de disparidad. 
 
Lo ideal sería tener una escena perfectamente calculada, con las cámaras y el proyector 
mapeados en un origen (0,0) de la escena y tener todos los objetos medidos y a distancias 
medidas, con lo que podríamos sacar las disparidades reales y comparar. Sin embargo, esto 
que parece tan fácil de decir, es complicado y además de trabajo genera muchos problemas. 
Me puse de acuerdo con el director en qué era demasiado para el proyecto (es más, quizá 
podría ser gran parte de otro proyecto), y de que me buscase algo más simple, si bien no 
tuviese la misma calidad midiendo como de correcto es un mapa de disparidad. 
 




1) El porcentaje de puntos del mapa para los que tengo información (mayor a 0). Es 
decir, puntos donde he calculado disparidades respecto al mapa total. 
 
 
Pero esto no es concluyente, ya que supongamos que tenemos un mapa casi perfecto y otro 
que no vale nada pero tiene muchísimo ruido. Esta técnica daría como mejor mapa al del 
ruido, cuando para nada es cierto. 
 
Es decir, no solo importa cuanta información tengamos, sino su calidad. Y una manera de 
medir su calidad, es fijándonos en que la mayoría de nuestra imagen son bloques continuos de 
disparidad, ya que hay pocos objetos y por lo tanto pocos “cambios” de disparidad. Por lo 
tanto, podríamos aplicar un filtro de Sobel en vertical y horizontal para detectar fronteras 
(entendemos por fronteras unos saltos bruscos entre los valores de unos puntos, por lo tanto 
cuando haya un cambio brusco en el mapa (ruido o información errónea), lo contabilizará). 
Por lo tanto: 
 
 
2) El porcentaje de puntos del mapa que son frontera o bien con los puntos vecinos 
en vertical o bien con los vecinos en horizontal, respecto al mapa total. 
 
 
Es decir, nos interesará calcular la correctividad (o evaluación numérica de los mapas de 
disparidad) mediante una fórmula donde se valore un porcentaje grande en 1) y uno menor en 
2). Procedemos a realizar pruebas para encontrar un ponderado correcto de 1) y 2). 
 
Pero antes de nada, nos damos cuenta de que tenemos un problema: Hay métodos que generan 
ruido fuera del alcance del proyector, y a nosotros ese ruido nos es irrelevante ya que no lo 
consideramos parte de nuestra escena, pero sin embargo ese ruido contabilizaría y modificaría 
las evaluaciones de forma indeseada, por lo tanto hay que suprimirlo de alguna forma. 
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El método elegido es recortar (crop) las imágenes y tomar de ellas una sección relevante sin 
ruido, la mayor posible. Por ejemplo, en el siguiente mapa de disparidad, muestro el original y 
el área que he tomado para analizar la correctitud: 
 
 
Como se puede observar, hemos mantenido casi la totalidad de la parte relevante de la escena 
y hemos eliminado todo el ruido exterior, por lo que nuestras medidas de correctividad serán 
ahora mucho más precisas. 
 




Son mapas de disparidad con ruido y pequeñas diferencias de número de píxeles con 
disparidad, por lo que serán muy útiles para las pruebas. 
 
Para cada uno de los mapas de disparidad, calculamos 1) (el porcentaje de puntos que tienen 
disparidad/información (puntos blancos) y 2) (el porcentaje de píxeles frontera) de cada uno 












































Se puede observar como más o menos 1) y 2) son buenos parámetros para medir la calidad del 
mapa de disparidad, ya que nos dicen todo lo que necesitamos saber para catalogarlos. 
 
Visualmente, somos capaces de reconocer el #4 de los mapas como el mejor con diferencia, 
seguido del #2, y de lejos, por #3 y #1. Si nos fijamos en los parámetros, #4 y #2 son los que 
más info tienen, y entre ellos gana #4 por el menor número de fronteras (ruido interno). Por lo 
que aceptamos estos parámetros para calcular la correctividad. 
 
Por último,  realizamos ponderaciones de 1) y 2) para otorgar una puntuación lógica, tomando 
la siguiente regla: 
 
Valor 1) = 100 * Porcentaje%valores. 
Valor 2) = 100 – 70 * PorcentajeFronteras (tomaremos un límite teórico de un 30% máximo 












0,8*1) + 0,2*2) 96.4000 98.5517 97.1337 98.4768 
0,6*1) + 0,4*2) 96.3814 98.2788 96.9216 98.3443 
0,5*1) + 0,5*2) 96.3721 98.1423 96.8156 98.2780 
0,4*1) + 0,6*2) 96.3629 98.0059 96.7096 98.2118 
0,2*1) + 0,8*2) 96.3443 97.7329 96.4975 98.0793 
 
A vista de las imágenes, ya que vemos una gran distancia entre las dos peores (#1 y #3) y #2, 
y una pequeña distancia entre esta y #1, tomaremos como ponderación la última, que además 
es la que más iguala a #1 y #3. 
 
Importante: Por lo tanto, estamos asignando puntuaciones entre 80 y 100, lo que ya nos vale 
para decidir numéricamente qué método es mejor. 
 
Nota: Si se da el caso de que alguna imagen tenga más de 30% ruido (muy improbable), 
variaremos ligeramente la forma de la puntuación para esa comparación. 
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5.5 – Implementación de la interfície de adquisición 
 
 
La interfície de adquisición ha de, permitir al usuario la proyección de patrones y la toma de 
sets de imágenes, estando conectada a dos cámaras y a un proyector, y ha de mostrar al 
usuario el streaming de las cámaras una vez activadas. 
 
Tal y como definimos anteriormente, es necesario que el usuario active las cámaras y genere 
las estructuras para la proyección de patrones (todo esto implementado con el botón Activar 




Una vez que el usuario pulse en Activar cámaras, podrá ver en directo en la interfície los 
streamings de éstas, para saber si están bien colocadas y ver la escena de la cual se van a 
tomar imágenes. 
 
Además, ya podrá realizar las tomas con proyección de patrones o bien las tomas de 
calibración, por lo que activamos los dos botones que lo permiten. 
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El primer botón, Tomar set imgs, se encargará de automáticamente empezar la proyección de 
los patrones, y de la toma secuencial de las imágenes, guardando este set en el disco duro. 
 
El segundo botón, Tomar set calib, se encargará de tomar un único par de fotos stereo de la 
escena actual, ya que para el proceso de calibración, se tomarán tantas fotos como se crea 
necesario debido a la colocación de las cámaras, y esta es la forma más fácil para un usuario 
de tomar las que necesite con la numeración automática. Además, las guardará en disco. 
 
 
5.6 – Estructura Matlab de la Interfície de adquisición 
 
 
El trabajo de la interfície de adquisición no se ha dividido en tantos M-files como la otra 
interfície, ya que es una interfície secundaria con una muy leve carga de trabajo y el único 
código que tiene sentido separar es el de la tarea final de generar las estructuras de los 
patrones. 
 
Además, contamos con las m-files pertenecientes a la pequeña toolbox Fullscreen 1.1 para 





El resto de las tareas finales pertenecientes a esta interfície no son suficientemente tan pesadas 
en cuanto a trabajo como para tener m-file propias, ya que son relativamente sencillas.  
 




A continuación, muestro una descripción de cada una de las m-files y su relación con las 
tareas finales a implementar: 
 
M-files Descripción Tareas Finales 
pfc_camaras.m 
(pfc_camaras.fig) 
Código de la interfície de 
adquisición, que contiene 
prácticamente todo el trabajo que 
realiza, ya que casi todas las tareas 
finales son demasiado pequeñas 
como para separarlas en diferentes 
m-files. 
Activación de las 
cámaras, 
Toma de imágenes 
stereo, 
Desactivación de las 
cámaras 
gui_cam_generarGray.m 
Código de la tarea final de generar 






Código de las m-files 
pertenecientes al toolbox de 
Fullscreen 1.1, que hacen la parte 
de la tarea final de proyectar los 
patrones. 
Proyección de los 




5.7 – Tareas finales de la Interfície de adquisición 
 
A continuación, mostraré como he implementado cada una de las tareas finales de esta 
interfície, que recordemos, son las siguientes: 
 
 Activación/Desactivación de las cámaras  
 Generación estructuras de patrones (y mejora) 
 Proyección de los patrones de luz estructurada. 
 Toma de imágenes stereo  
 
 
5.7.1 – Activación/Desactivación de las cámaras 
 
Esta tarea consiste en, una vez conectadas las cámaras al sistema, configurarlas correctamente 
e iniciar unos streams  con el vídeo de lo que obtienen las cámara en tiempo real, o cerrarlos. 
 
Realmente lo relevante es la configuración de las cámaras a la hora de iniciarlas, ya que 
algunos de los parámetros tienen gran relevancia: 
 
 
 La resolución 
 
Si tenemos en cuenta que cada vez las rayas de los patrones se hacen más pequeñas, si 
ponemos muy poca resolución de la imagen, puede ser que obtengamos aliasing o bien visual 
(nuestros ojos no ven las líneas rectas sino formas circulares) lo cual no es ningún problema, 
o bien aliasing de la imagen en sí (ya que ni el programa será capaz de diferenciar las líneas). 
 77 
A continuación, dos ejemplos: el de la izquierda es un aliasing visual y el de la derecha un 
aliasing de la imagen. Mientras que con el primero no tenemos problemas, el segundo nos 
provoca graves problemas en la escena. 
 
En general, dado que he decidido utilizar 8 patrones (128 líneas blancas y 128 negras = 256 
secciones verticales), y dada la resolución del proyector (1280x0124), he visto conveniente 
que la resolución mínima para no obtener aliasing de imagen es 320x240, y para no obtener 
aliasing visual, de más de 640x480. Además, no ha de haber demasiada luz en la escena, y las 
imágenes se han de tomar sin compresión (.bmp). 
 
En el caso del proyecto, el aliasing visual nos da igual, por lo que defecto tomaremos 
imágenes a 320x240 o bien en alta definición a 1280x960, y en formado .bmp. Pero el de 
imagen no: 
 
Problema 5) El aliasing de imagen. 
 
Solución: Utilizar resoluciones mínimas de 320x240, formatos de imagen sin comprimir 
(.bmp), e intentar evitar demasiada luz en la escena. 
 
 
 La autoganancia de las cámaras 
 
Las cámaras, por defecto, tienen un sistema que si falta luz en la escena, la iluminan 
virtualmente. Esto normalmente es muy bueno ya que para hacer fotos suele ir de maravilla, 
pero en el caso de mi proyecto no es así: si yo quiero que la escena sea oscura para la toma de 
la imagen oscura, y si la cámara aplica auto ganancia y me la ilumina virtualmente, es un 
problema: ya que todos los puntos de la imagen estarán más iluminados que en otras 
imágenes donde proyectamos patrones y no impactan y por lo tanto hay zonas oscuras y zonas 
con luz, y como hay luz, la cámara no aplicará autoganancia. 
 
Por lo tanto, es necesario desactivarla. 
 
Problema 6) La autoganancia de las cámaras. 
 
Solución: Desactivarla antes de la toma. 
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5.7.2 – Generación estructuras de patrones (y mejora) 
 
Tal y como hemos comentado en la implementación de la tarea final de reconocimiento de 
patrones, es necesario proyectar varios patrones de luz estructurada para identificar 
inequívocamente a los diferentes puntos de la escena en nuestras imágenes. 
 
 
 Método inicial 
 
Inicialmente, la forma de los patrones era la más básica posible: Empezamos con una imagen 
tal que sea la mitad izquierda blanca y la mitad izquierda negra, y para cada siguiente imagen, 
dividimos cada una de las mitades verticales en dos: una raya blanca la parte izquierda y una 
raya negra la parte derecha. De tal forma, que cada vez vamos creando secciones verticales 
más pequeñas, hasta tener al final un total de 256 (128 blancas y 128 negras), ya que hemos 
definido que usaremos un conjunto de 8 patrones. 
 
La idea es que, intercalando blancos y negros, generamos una secuencia de blancos/negros 
única para cada una de estas rallas, que como hemos explicado anteriormente, acabará 
significando un número del 0 al 255. 
 
Además, aparte de las 8 imágenes de patrones, hay que proyectar una que sea totalmente 
blanca y otra que sea totalmente negra, para poder obtener las medias utilizadas en el 
reconocimiento de patrones. 
 
Por lo tanto, inicialmente necesitamos generar 8 patrones intercalando blancos y negros y 
subdividiendo cada espacio en 2, y un par totalmente blanca/negra.  
 
A continuación muestro (sobre fondo gris) el total de patrones que tenemos que generar para 




















































La manera de implementar estos patrones, es, para cada uno, empezar con una imagen blanca 
(todo unos), e ir pintando negros según el patrón, dividiendo para cada patrón toda la imagen 
en 2 (patrón 1), 4 (patrón 2), etc. Y en cada división, pintar de negro la parte derecha. 
 
Este algoritmo simple genera una imagen de unos o ceros, que Matlab binarizará a 
blanco/negro al proyectar. 
 
 
 Con inversas 
 
Más adelante, decidiremos también generar las imágenes de patrones inversas para, mediante 
los diferentes métodos de reconocimientos de patrones, obtener mejores resultados. 
 




Sin embargo, este método, tanto con los normales como con los inversos, tiene un problema: 
 
Problema: Como se ha comentado en la implementación de la generación de la matriz de 
disparidades, este método, dado que no cumple la condición de Gray code, sino que el código 
de cada sección vertical tiene muchos bits cambiando entre una sección y otra, y ello genera 
interferencias y valores que no se corresponden. Por lo tanto, detectamos códigos que no 














La solución, obviamente, ha sido utilizar Gray code para la generación de los patrones. 
 
 
 Patrones con Gray code 
 
La idea es utilizar patrones que cumplan la propiedad de Gray code, para que así el código 
resultante de cada sección vertical solo se diferencie un bit con las de al lado, por lo que, en 
caso de problemas físicos y no se detecte bien el cruce entre patrones, no detectaremos 
patrones al azar, sino que o detectamos el de la izquierda, o el de la derecha, lo que no nos 
generan valores de código imposibles para esa zona, y por lo tanto no nos aparecerán rayas 


















Como se puede observar, las rayas desaparecen casi totalmente, y aumenta muchísimo la 
calidad de la imagen. 
 
Nota: Se pueden apreciar las secciones horizontales de tamaño mínimo en la imagen, se 
podría evitar usando más patrones y mayor resolución. 
 
Nota: Se puede observar como tenemos zonas sin disparidad tras los objetos o sus sombras. 
Esto es debido a que las cámaras y el proyector no están perfectamente alineados y las 
cámaras ven detrás de donde puede proyectar el proyector, donde no impactarán patrones. 
 
La generación de estos patrones con Gray code la hago de la siguiente forma: 
 
Para empezar, genero un vector con los valores de 0 a 255, y los ordeno según Gray code 
mediante shifts y bitxors. Después, los binarizo con el comando dec2binvec, y los meto en 
una columna de altura el número de patrones utilizados, de tal forma que tengo una estructura 
que tiene tanta altura como número de patrones, y en anchura los códigos de cada patrón que 





Nums = [0:255];      % generamos números 
NumsGrayCode = bitxor(Nums,bitshift(Nums,-1));  % pasamos a gray code 
 
Para n=1..255 
 temp = dec2binvec(NumsGrayCode (n),8);  % pasamos el numero a binario con 8 bits 
  
 Para i=1..numPatrones 
  basepatrones(i, ((n-1)*5)+1 : ((n-1)*5)+ratiorepetir) = temp(numPatrones-(i-1)); 
 %normales 
       basepatronesinv(i, ((n-1)*5)+1 : ((n-1)*5)+ratiorepetir) = abs(temp(numPatrones-(i-1)) - 1);  
 %inversos 





























Como se puede observar, cada una de las filas será el contenido de cada patrón (expandido 
verticalmente), ya que cada una de las columnas contendrá un código distinto. 
 
Por lo tanto, nos basta con utilizar cada una de las filas de esta estructura, y expandirla 







5.7.3 – Proyección de los patrones de luz estructurada 
 
Como he comentado en la sección 5.1, tras muchos dolores de cabeza intentando generar mi 
propio proyector de imágenes en pantalla completa en otro dispositivo (tenía el problema que 
eliminar los marcos de Matlab daba problemas), encontré un toolbox llamado Fullscreen 1.1, 
que recibe como entrada una imagen, y un numero de dispositivo, y espera que la imagen que 
le pasemos sea de la resolución del dispositivo.  
 
 
5.7.4 – Toma de imágenes stereo 
 
Esta tarea combina todas las de la etapa de adquisición, ya que se realiza todo el proceso. Ya 
comentamos como era la escena en la sección 4.7. 
 
Para empezar, deberíamos realizar la calibración de las cámaras (etapa de calibración, que 
no cuento en mi proyecto ya que utilizo el toolbox que he comentado anteriormente) 
 
Para ello ponemos un tablero aguantado con un flexo y tomamos las imágenes con la 


























Y al final, acabamos obteniendo los parámetros intrínsecos y extrínsecos de las cámaras. 
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A continuación, hemos de generar la escena. Hay que fijarnos en no poner muchos objetos 
reflectantes o oscuros (ya tenemos el grifo y la vitrocerámica), y de bajar las cortinas (e 
intentar hacer las fotos a última hora de la tarde). 
 









































Recordemos que, además de la luz de fondo (inevitable), también teníamos las luces fijas del 
techo, que han sido siempre un problema.  
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Siempre han tenido que ser tapadas, a veces con la ayuda de otra persona aguantando algo 
temporalmente, y otras pegando unos cartones negros a los focos para taparlos. 
 
Una vez hecho todo esto, toca realizar las proyecciones y la toma de las imágenes. 
 
Dado que era requisito haber activado las cámaras anteriormente, podemos pulsar en el botón 
Tomar set calib de la interfície para empezar la toma. 
 
Dado que también hemos generado la estructura comentada en el apartado anterior al activar 
las cámaras, lo que nos queda es, expandir  la estructura de patrones para generar los 
diferentes patrones al inicio de la toma, tanto normales como inversos, y con Gray Code, y 
empezar a proyectarlos uno tras otro, y tomando imágenes con ambas cámaras entre patrón y 
patrón. Entonces encontramos otro problema: 
 
 
Problema 7) El ordenador tiene un retraso para enviarle la información al proyector, el 




Estos problemas, como es lógico, se acentúan si la información cambia de blanco a negro, 
especialmente el proyector y las cámaras, ya que podemos estar proyectando o tomando fotos 
de grises si no esperamos lo suficiente. 
 
 
Solución: hay que insertar tiempos de espera desde que proyectamos el patrón hasta que 




En Matlab, se utiliza el comando pause(tiempo), donde hacemos que el algoritmo espere un 
tiempo. En mis pruebas, con el proyector y cámaras utilizadas, es necesario poner tiempos de 
espera > 0.3s tras la proyección de un patrón y >0,4 su toma, o aparecen problemas. 
 
Pero claro, si tenemos que proyectar 8 patrones normales, 8 invertidos, 1 totalmente blanca, y 
1 totalmente negra, estamos hablando de que tenemos un tiempo de espera de > 18*(0,3+0,4) 
= 12,6s. 
 
Es por este motivo, que el objetivo del proyecto no era hacerlo en tiempo real: para poder 
hacerlo en tiempo real, se necesitaría un proyector con muchísima más rapidez para proyectar, 
y unas cámaras capaces de tomar imágenes mucho más rapido, de los cuales no disponemos. 
 





Se puede observar, como los patrones no se notan en la vitrocerámica o sartén, y en el grifo se 
aprecian reflejos extraños. 
 
Para la proyección y toma de imágenes, hacemos lo siguiente: 
 
Primeramente, como he comentado, hay que generar las imágenes de patrones a partir de la 
base, y las guardamos en unos arrays de 3 dimensiones (2 para cada imagen de patrón y 1 
para el número)  
 
(nota: esto se podría hacer también cuando activamos las cámaras, es irrelevante): 
 
ImsGrayCode = zeros(alto,ancho,numPatrones);  % creamos estr. vacías 
ImsGrayCodeInv = zeros(alto,ancho,numPatrones); 
 
Para n=1:numPatrones 
  Para i=1:altoImagen 
      ImsGrayCode(i,:,n) = basepatrones(n,:);   % repetimos la fila patrón „alto‟ veces 
      ImsGrayCodeInv(i,:,n) = basepatronesinv(n,:);  % igual para los inversos 




Una vez hecho esto, ya tenemos en ImgsGrayCode e ImgsGrayCodeInv las imágenes a 
proyectar.  
 
A continuación queda empezar la proyección y toma de imágenes: 
 
Será necesario, según todo lo comentado, proyectar un patrón, esperar un tiempo de espera 
para el proyector, tomar las imágenes con ambas cámaras, y esperar otro tiempo de espera 
para las cámaras. Y repetir este bucle para cada imagen a proyectar, es decir: 
 
 
Para toda imagen (normal e inversa) a proyectar 
 Fullscreen(ImPatrón,2);  % proyectamos en device 2 (normalmente proyector) 
Pause(0.2);    % pausa para que se proyecte bien el patrón 
imwrite ( getsnapshot(vid1), imIzq ); % tomamos imágenes en ambas cámaras y las 
imwrite ( getsnapshot(vid2), imIzq ); %  guardamos en disco 




Al acabar este bucle, ya tendremos todas las imágenes en el disco, por lo que las podemos 
cargar con la otra interfície y calcular sus mapas de disparidad 
 
Nota: Junto al código fuente de la aplicación, entregaré un vídeo donde se aprecia la 
proyección de todos los patrones sobre una escena, en el cual también se podrá comprobar la 
auto-ganancia de la cámara de fotos, ya que cuando se proyectan los patrones más oscuros, se 
ilumina la escena. ¡Eso es lo que hemos comentado que queríamos evitar con nuestras 
cámaras stereo! 
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5.8 – Nuevos métodos obtenidos 
 
Inicialmente, el método consistía en el lanzado de los patrones en formato estándar y 
únicamente los normales (no los inversos) y la detección de los patrones mediante la primera 
opción explicada en su sección.  
 
Este es el método más simple posible, pero a raíz de las diferentes mejoras (nuevos métodos 
de reconocimientos de impacto de patrón, patrones normales e inversos, combinación de 
mapas de disparidad…) he obtenido nuevos métodos y comparo los resultados generados por 
cada uno en la interfície. 
 
Nota: La mejora de generación de mejores estructuras de patrones con Gray code no la 
considero en ningún método ya que es global, desde que la descubrí la voy aplicando, no tiene 
sentido no aplicarla. 
 
Defino a continuación los métodos que he considerado generar y su descripción: 
 
 
Método 1: “Solo patrones normales” 
 
El primer método diseñado, necesita la entrada de un set de imágenes izquierda/derecha con 
los patrones únicamente en posición normal, y utiliza la primera opción para el 
reconocimiento de patrones. 
 
 
Método 2: “Solo patrones inversos” 
 
Una vez detectada la posible mejora de calidad mediante la toma de imágenes con las 
proyecciones de los patrones inversos junto con los normales, procedo a generar un método 
que únicamente proyecta los patrones inversos. El motivo de que sea un método pese a 
parecer igual al método 1, es que se utiliza para el método 3 y además en ocasiones se 
diferencia mucho del método 1, por motivos varios. 
 
 
Método 3: “Combinación de patrones normales e inversos” 
 
Es el primer método que realiza alguna combinación, en este caso en la fase de generación de 
mapas de disparidad: Una vez obtenemos los diferentes mapas de disparidad para los métodos 
1 y 2, procedemos a obtener una combinación de ambos con la mejor información de cada 
uno. El resultado de esto prácticamente siempre es mejor que los del método 1 y 2. 
 
 
Método 4: “Combinación de patrones normales e inversos” 
 
Método que realiza una combinación más temprana, en la fase de generación de mapas de 
valores. La idea es que, visto que los objetos realmente oscuros (negros) dan problemas para 
detectar el patrón de luz encima de ellos, combinar la información que obtenemos del impacto 
del patrón normal en la escena con la inversa de la que obtenemos del impacto del patrón 
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inverso en la escena: Es decir, utilizar la segunda opción de reconocimiento de patrones. Los 
resultados son variados, por lo general mejores que los métodos 1 y 2. 
 
 
Método 5: “Combinación de patrones sin utilizar medias” 
 
Utiliza la tercera opción de detección de patrones. Dado que obtiene casi toda la información 
de los patrones, a la larga consigue generar un mapa de disparidades de muchísima calidad. 
Normalmente el mejor método, raramente igualado con los métodos 3 o 4. 
A continuación muestro un cuadro resumen de las propiedades de cada método: 
 
 





mapas de disparidad 
1 Solo normales (8) Opción 1 - 
2 Solo inversos (8) Opción 1 - 
3 Normales e inv. (8+8+2) Opción 1 
Los de los métodos 1 y 
2 
4 Normales e inv. (8+8+2) Opción 2 - 
5 
Normales e inv. (sin todo 
oscuro y todo ilum) (8+8) 
Opción 3 - 
 
 
Y también uno sobre las ventajas o inconvenientes de cada uno de ellos: 
 
 
Método Coste temporal Coste en memoria Resultados 
1 El más rápido El menor Peores 
2 El más rápido El menor Peores 
3 El más lento El mayor Buenos 
4 Medio Alto Variables 
5 Medio-Rápido Medio-Alto Muy buenos 
 
 
Como se podrá observar en la sección de resultados, los métodos 1 y 2 han sido sobrepasados 
por los métodos 3 y 4, y estos a la vez, en la mayoría de ocasiones, por el método 5. 
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6 – Resultados 
 
 
6.1 – Los diferentes sets de imágenes 
 
Tal y como hemos comentado en la implementación, durante el transcurso del proyecto se han 
ido encontrando problemas y realizando mejoras, que han generado nuevos métodos y han 
requerido nuevas tomas con novedades respecto a las anteriores para testearlos. 
 
En el caso de este proyecto, podríamos considerar un total de 5 escenarios diferentes de tomas 
de imágenes (todos en la cocina), con diferentes cámaras y o bien con objetos (mesa llena) o 
únicamente la mesa y la pared (mesa vacía). 
 
No tendría sentido comentar los resultados de todas estas pruebas (ya que las primeras 
presentaban errores en los algoritmos, o bien no se podía rectificar aún (ya que no se tomaron 
datos de calibración de las cámaras, y por supuesto únicamente utilizábamos los 8 patrones 
“normales” al proyectar la luz estructurada). Por ello, no tienen cabida en la interfície final y 
no tienen mucho sentido ya que no se puede comparar ningún método en ellos. A 





































1,2,3,4,5 Sí / No 
Normal, 
320x240 

















Como se puede observar, los sets 1 y 2 no nos sirven para comparar resultados ya que solo 
tienen 1 método aplicable. 
 
Entre los sets 3,4,5, hay una diferencia importante: mientras que el set 3 se realizó con las 
cámaras normales y de forma “frontal” a la escena, los sets 4 y 5 se realizaron con las cámaras 
HD de forma “aérea”. Por ello, sería interesante comentar los resultados del set 3, pese a que 
no se utilizó aún Gray Code para la generación de patrones. Respecto a los sets 4 y 5, ambos 
están tomados desde la misma posición y con escenas similares, así que parece un poco 
repetitivo: escogeremos el set 5 ya que además de tener una toma con la mesa vacía, tiene un 
set-up para la mesa llena mucho más elaborado que la del set4. 
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Por tanto, consideraremos como resultados los del set3 y set5, ya que los demás no aportan 
ninguna información adicional. 
 
Nota: En este apartado, expondré los resultados, que serán comentados en el de conclusiones. 
 
 
6.2 – Resultados del set 3 
 
Tal y como hemos comentado, las tomas del set 3 se realizaron con unas cámaras normales a 
resolución 320x240, sin Gray code en los patrones, y de forma frontal a la mesa: 
 
 
6.2.1 – Mesa vacía 
 
El set-up consistió en no poner absolutamente nada en la mesa, para testear los métodos en las 
paredes y mesa con un threshold alto (ya que no tenemos objetos): 
 
 
A continuación, muestro los resultados, con imágenes de la propia interfície: 
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 Método 1: 
 
 Método 2: 
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 Método 3: 
 
 Método 4: 
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 Método 5: 
 
 Comparación mapas de disparidad izquierdos (métodos 1,3,4,5): 
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 Comparación mapas de disparidad derechos (métodos 1,3,4,5): 
 
 Comparación método 5 con la realidad: 
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6.2.2 – Mesa llena 
 
El set-up consistió en poner objetos en los que se notasen bien los patrones (no reflejantes ni 
oscuros, excepto la vitrocerámica y el grifo, que son inevitables, entre los que constan unas 
tablas con ligeros desniveles para comprobar si calcula disparidades diferentes en diferentes 
puntos del mismo objeto y un “posavasos” de madera que nos permite comprobar si 
detectamos bien disparidades en sus huecos: 
 
 
Y a continuación, muestro los resultados, con imágenes de la propia interfície: 
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 Método 1: 
 
 Método 2: 
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 Método 3: 
 
 Método 4: 
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 Método 5: 
 
 Comparación mapas de disparidad izquierdos (métodos 1,3,4,5): 
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 Comparación mapas de disparidad derechos (métodos 1,3,4,5): 
 
 Comparación método 5 con la realidad: 
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6.3 – Resultados del set 5 
 
Tal y como hemos comentado, las tomas del set 3 se realizaron con unas cámaras normales a 
resolución 320x240, sin Gray code en los patrones, y de forma frontal a la mesa: 
 
 
6.3.1 – Mesa vacía 
 
El set-up consistió en no poner absolutamente nada en la mesa, para testear los métodos en la 
pareded descendente y la mesa, aunque fue necesario un threshold mínimo (por la luz que se 
refleja del proyector desde la mesa, que como se puede comprobar, es elevada): 
 









 Método  1: 
 
 Método 2: 
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 Método 3: 
 
 Método 4: 
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 Método 5: 
 
 Comparación mapas de disparidad izquierdos (métodos 1,3,4,5): 
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 Comparación mapas de disparidad derechos (métodos 1,3,4,5): 
 
 Comparación método 5 con la realidad: 
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6.3.2 – Mesa llena 
 
El set-up consistió en poner el máximo de objetos posible con pendiente, ya que lo consideré 
como el set-up del testeo final.  Tenemos rampas apoyadas a la pared tanto vertical como 
diagonalmente, unas tablas planas apiladas encima de la mesa y sobre parte del fregadero, una 
tabla grande inclinada sobre la mesa de forma horizontal, tapando parte de la vitrocerámica, y 




Nota: dado que por la distancia entre el proyector y la escena esta se ilumina muchísimo y no 























A continuación, muestro los resultados, con imágenes de la propia interfície: 
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 Método 1: 
 
 Método 2: 
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 Método 3: 
 
 Método 4: 
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 Método 5: 
 
 Comparación mapas de disparidad izquierdos (métodos 1,3,4,5): 
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 Comparación mapas de disparidad derechos (métodos 1,3,4,5): 
 
 Comparación método 5 con la realidad: 
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7 – Conclusiones y futuras ampliaciones 
 
 
7.1 – Conclusiones 
 
La primera conclusión es que el proyecto se ha completado con éxito, ya que se ha diseñado e 
implementado la aplicación que permite el cálculo de los mapas de disparidad de alta 
densidad mediante luz estructurada. Además, también se ha completado con éxito la 
ampliación de permitir al usuario comparar resultados entre los 5 métodos definidos, tanto 
visual como numéricamente, con una interfaz agradable y con distintos tipos de vistas para 
fáciles comparaciones, a sabiendas de qué método tiene mayor coste temporal o de 
complicación de toma de la escena. 
 
En cuanto a los resultados, podemos observar la alta calidad de los mapas de disparidad 
resultantes tanto izquierdos como derechos, especialmente los del set 5, ya que los del set 3 
tienen problemas de líneas verticales debido al no-uso de Gray code para la generación de 
patrones.  
 
Podemos comprobar como en el set 3 casi no se notan las placas de madera por estar casi 
pegadas a las paredes (casi misma disparidad), mientras en el set 5 se ve todo mejor. 
 
Se puede también comprobar como, en líneas generales, el método 3 sobrepasa la calidad de 
los métodos 1 y 2 (excepto en el set 5, debido a que por algún motivo que no hemos podido 
determinar, el método 1 falla, no así el 2, por ello, sucede que los mapas de disparidad del 
método 3 no son buenos ya que combinan los de los métodos 1 y 2, y mientras que los del 
método 2 son buenos, y los del método 1 no lo son, por la circunstancia descrita.  
 
Respecto al método 4, se observa como tiene resultados muy variables: mientras que en el set 
3 generaba demasiado ruido, en el set5, tanto con la mesa vacía como con la mesa llena, 
proporciona unos resultados muy buenos, casi comparables a los del método 5 (especialmente 
con la mesa llena, donde obtiene unos resultados ligeramente superiores a los del método 5). 
 
El método 5, como se puede observar, obtiene excelentes resultados en todas las escenas, y 
únicamente es superado por el método 4 en los mapas con mesa llena del set5, y en el derecho 
con mesa vacía, debido a unas extrañas líneas verticales producidas probablemente por una 
demasiada iluminación de la escena por parte del proyector sobre las maderas.  
 
En líneas generales, los métodos 1 y 2 son buenos si es necesario obtener resultados con bajo 
coste temporal y proyectando el menor número de tiempo posible. El método 3, pese a tener 
un alto coste temporal de proceso y necesitar proyectar todos los patrones normales e inversos 
(el método en sí incluye la generación de los resultados de métodos 1 y 2 y los combina), ha 
ofrecido muy buenos resultados, por lo que la idea de la combinación de mapas de disparidad 
funciona. El problema es que no ha superado a los resultados del método 5, y en muchos 
casos a los del método 4, y estos tienen un menor coste temporal a pesar de necesitar la 
proyección del mismo número de patrones (el 5 incluso dos patrones menos), por lo que no 
compensa. El método 4 es demasiado variable y dependiente de la escena como para fiarnos 
demasiado, y el método 5 se muestra como el mejor candidato si estamos dispuestos a 
proyectar el necesario número de patrones.  
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Mínimo coste temporal. Método 1 o 2 
Menor coste tanto a la hora de 
proyectar patrones como a la de 
procesar datos. 
Proyección del menor número 
de patrones posibles. 
Método 1 o 2 
Menor número de patrones a 
proyectar: únicamente 8+2. 
Mayor calidad general. Método 5 
Es el método que generalmente 
ofrece mayor calidad. 
Mayor calidad experimental en 
alguna escena específica. 
Todos 
Si queremos la mayor calidad 
garantizada para una escena 
preparada y de forma 
experimental, podemos usar todos 
los métodos y comparar cual nos 
da los mejores resultados. 
 
 
Aunque como se puede observar en los resultados, pese a que algunos como los métodos 4 y 5 
consiguen información de algunas zonas oscuras que no sucede con los otros métodos, en 
general es bastante difícil detectar los patrones en esas zonas oscuras (por ejemplo, la 
vitrocerámica). 
 
Otro aspecto notable de las pruebas es la imposibilidad para determinar la disparidad en 
los reflejos del grifo. El motivo es que es totalmente reflectante y por lo tanto ni este método 
ni otro con rayos infrarrojos nos permitiría calcularla. Y como no, en las sombras generadas 
detrás de los objetos, producidas porque las cámaras ven en puntos donde el proyector no 
llega, véase las sombras de las maderas, y ahí tampoco podemos determinar la disparidad. 
 
A destacar, la resolución de los mapas obtenidos: de hasta 1280x960 y en mi caso 
únicamente limitado a ese tamaño por el elevado coste de procesar las imágenes sin 
compresión que se generan, pero teóricamente el método no tiene límites de resolución (pese 
a que en vez de 8 tendríamos que hacer uso de más patrones para una mayor calidad de los 
mapas). Por tanto, superamos a las cámaras ToF y a la Kinect en este aspecto. 
 
Y como no, respecto a la calidad de los mapas (set5): en líneas generales muy buenos, 
exceptuando pequeños problemas generados por sobre-iluminación, reflejos, superficies 
oscuras o lugares inaccesibles para el proyector. 
 
El único punto negativo es el tiempo requerido:  
 
 Para la toma de imágenes, me ha sido necesario utilizar pausas para que tanto el 
proyector como las cámaras realizasen su trabajo correctamente. Si hubiese dispuesto 
de un proyector de mayor velocidad a la hora de proyectar, y de unas cámaras más 
rápidas para la toma, podría haber reducido este tiempo al mínimo. Es por ello que 




 Y para el procesamiento, pese a que Matlab es permite realizar toda tarea del proyecto 
en su lenguaje, es algo lento en cuanto a uso de interfícies y código que no sean 
operaciones puras con matrices. Utilizar C/C++ podría ser una buena ampliación en un 
futuro. 
 
Respecto a la aplicación, un apunte importante es que es multiplataforma, ya que está hecha 
con Matlab, y este trabaja sobre Java, así que el proyecto funciona en cualquier sistema 
operativo en el que funcione Matlab. Además, es ampliable y escalable añadiendo nuevos 
botones para los sets en la interfície y un archivo con las direcciones de las imágenes y 
parámetros de calibración de estos. Por último, es robusta y a prueba de errores. 
 
Como último apunte, estoy realmente satisfecho del resultado del proyecto, y de completarlo 
en el plazo temporal establecido. Si fuese un estudiante que aún tuviese que hacer el PFC, no 
tendría duda en elegir una continuación de este para realizarlo en tiempo real, y supongo que 
en lenguaje C/C++, por los motivos temporales comentados. 
 
 
7.2 – Posibles ampliaciones futuras 
 
Tal y como he comentado en algunos puntos del proyecto, se podrían realizar algunas 
ampliaciones teniendo en cuenta las siguientes características: 
 
 No es en tiempo real. 
 Es algo lento con Matlab y requiere licencia de uso de este. 
 El método de evaluación numérica no es totalmente preciso. 
 No se hace uso de toda la potencia metódica descrita en el paper. 
 
 
7.2.1 – Proyecto realizado en lenguaje C/C++ 
 
La ventaja de realizar el proyecto en C/C++, sería sin duda un menor coste temporal de 
procesamiento tanto en la etapa de procesado como en la de adquisición, ya que C/C++ es 
bastante más eficiente para comunicarse con el proyector/cámaras que Matlab/Java. 
 
Además, al utilizar C/C++ en lugar de java, encontramos muchas más aplicaciones para 
calibrados de las cámaras más eficientes y automáticos, y controladores para los dispositivos 
necesarios. 
 
La nota negativa sería que perderíamos la facilidad de Matlab para generar plots o imágenes, 
así como para obtener streams de vídeo, generar interfícies de forma sencilla, etc. Pero el 








7.2.2 – Aplicación en tiempo real 
 
Es evidente que la ampliación más interesante del proyecto sería pasarlo a tiempo real. 
 
Como hemos comentado, para poder realizarlo en tiempo real, sería necesario utilizar un 
proyector y unas cámaras más rápidas y probablemente realizar el proyecto en lenguaje 
C/C++, ya que es más rápido a la hora de comunicarse con los dispositivos que Matlab. 
 
La idea sería calibrar inicialmente la escena, y una vez calibrada, unir o hacer que se 
comuniquen las dos interfícies, que la de adquisición adquiera imágenes proyectando la luz 
estructurada, se las pase a la interfície de procesado, genere los mapas de disparidad, y espere 
nuevos datos de la interfície de adquisición. 
 
Pero ir generando un mapa de disparidad entero es costoso y quizá no sea necesario, ya que la 
actividad en un vídeo suele ser parcial: algo que se mueve en una parte de la escena, no en 
toda ella. 
 
Por lo tanto, podríamos ir realizando imágenes diferencia o de movimiento (imágenes donde 
se nos muestran los píxeles que han cambiado entre una imagen y la otra) y solo calcular las 
nuevas disparidades para esos puntos cada vez. Lo que podría generar un método a tiempo 
real muy eficiente.  
 














7.2.3 – Más combinaciones de disparidades 
 
La idea es simple, si uniendo los mapas resultantes de los métodos 1 y 2 obtenemos mapas 
mejores, ¿por qué no unir los del método 3 con el método 5, estos con los del método 4, etc.? 
 
Incluso si se generasen nuevos métodos se podrían combinar entre ellos. El problema de esto 
es que si combinamos demasiado, quizá llegásemos a un punto donde empezaríamos a perder 
calidad, ya que la información se parecería más a los mapas con el filtro de Mediana aplicado 
que a los mapas de disparidad en sí, y por tanto parecerían mapas difuminados. 
 
Pero si solo se realizasen combinaciones entre pocos métodos, y algunos nuevos que se 
generasen, podríamos obtener una mayor calidad final. 
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7.2.4 – Mapas de disparidad cámara-proyector 
 
Una gran mejora en cuanto a calidad de los mapas de disparidad resultantes, sería 
implementar el método para obtener disparidades entre una cámara y el proyector calibrado. 
Es decir, dado que el proyector estará calibrado, podemos identificar unívocamente a un punto 
de la escena tanto con una cámara (patrones que han impactado en el punto), como con el 
proyector (qué he proyectado en ese punto). 
 
Esto sería añadir a mi proyecto la parte del paper que acordé con mi director no implementar 
ya que se nos salía de la planificación temporal, pero como se muestra en el paper, las 
imágenes de disparidad finales se obtienen combinando los mapas de disparidad de las que se 
generan entre las dos cámaras (mi proyecto), con las que se generan entre cada una de las 
cámaras y el proyector calibrado. 
 
Sería, por tanto, interesante implementar este método y otro que lo combine con nuestro 
método 5, para aumentar la calidad de los mapas de disparidad finales. 
 
 
7.2.5 – Mapas de disparidad reales para evaluación 
 
Como se ha comentado en la sección de implementación, he implementado un método muy 
sencillo para evaluar numéricamente un mapa de disparidad, sin embargo habría una manera 
de obtener una evaluación perfecta de una escena estática: 
 
La idea sería utilizar un escenario medido al milímetro, con objetos medidos al milímetro y 
situados cuidadosamente en puntos conocidos. El siguiente paso sería mapear los puntos de la 
realidad como coordenadas de la cámara, fijando un orígen (0,0,0), y mediante la cámara 
calibrada y la escena perfectamente preparada obtener las disparidades reales de la escena. 
 
Una vez se tiene el mapa de disparidades reales, bastaría con comparar qué porcentaje de los 
valores coinciden con el mapa de disparidades perfecto, y tendríamos una evaluación perfecta 



















































8 – Análisis económico 
 
En este apartado avaluaremos económicamente el proyecto, bajo el siguiente contexto: 
 
Un laboratorio necesita el programa generador de mapas de disk, y  ya dispone del proyector 
y de las cámaras, pero suponemos que no tiene un ordenador lo suficientemente potente para 
ejecutar el programa de forma correcta, ni una licencia de Matlab (supondremos que tiene 
un coste de 1000€). Decidimos comprar un ordenador nuevo (de coste estimado 1500€) para 
tanto la realización del proyecto como del uso posterior de la aplicación, por lo que la vida 
íntegra del ordenador se dedicará al proyecto o al uso de este.  
 
Para el análisis y programación de la aplicación, se contará con un grupo externo compuesto 
por 1 analista o jefe de proyecto, y 8 programadores, para los que estimamos unos gastos 
totales de 80€/hora en actividades de análisis y 24 €/hora en actividades de programación. 
 
Por lo tanto, tendremos que contar con costes materiales/programas y costes humanos. 
 
 
8.1 – Costes materiales y programas 
 
Dado que ya disponemos del proyector y de las cámaras, necesitamos la compra de un 
ordenador suficientemente potente y de la licencia de Matlab para la programación y uso del 
programa: 
 
Concepto Número Especificaciones Precio 
Ordenador 1 
CPU Intel i7-860 
MB Intel DP55WB 
Nvidia GT220 1GB 
HD 300GB 
1500 € 
Licencia Matlab 1 






8.2 – Costes humanos 
 
Estos costes son los que en total pagaremos al grupo de analistas/programadores para realizar 
el trabajo. 
 
Primero, hay que dividir las horas de toda la planificación de mi proyecto en análisis o 
programación, para poder calcular los precios correctos. Esto se ha realizado pensando, para 
cada tarea (aunque algunas se llamen “implementación.:” o “test”, hay preparación y análisis 
detrás). 
 
Nota: he considerado la documentación a efectos prácticos como programación, ya que el 




Es decir, en total nuestro proyecto lo dividiremos en 56 horas de análisis y 310 de 
programación, por lo tanto los costes humanos serán: 
 
 
Concepto Horas Coste €/hora Precio 
Analista 56 80 €/hora 4.480 € 
Grupo de 
programadores 
310 24 €/hora 7.440 € 
Total: 11.920 € 
 
 




Costes materiales y programas 2.500 € 
Costes humanos 11.920 € 
Total proyecto: 14.420 € 
 
Como se puede apreciar, el coste total del proyecto sería de 14.420 €, una gran inversión, así 
que, ya que hemos invertido en él, ¿por qué no intentar venderlo? 
 
 
8.4 – Precio de venta 
 
Si suponemos que hay más laboratorios como el nuestro que necesitarían un proyecto como 
este, y no disponen ni del ordenador ni de la licencia de Matlab, pero sí del proyector y 
cámaras, y además queremos ir sacando 20% de beneficios con cada venta, el precio al que 
tendremos que venderlo es... 
 
Nota: no incluimos ni el coste humano del proyecto, ya que suponemos que ya hemos 
desarrollado el programa y lo único que hacemos es distribuirlo, ni los costes adicionales que 




Costes materiales y programas 2.500 € 
Costes unidad: 2.500 € 
Precio unidad para no perder dinero 2.500 € 
Precio unidad con 20% beneficio: 3.000 € 
 
 
Y si suponemos que somos una empresa externa, que no necesita el programa y que solo lo 
desarrolla para la venta, y tenemos pensado vender en total 500 unidades (suponemos que los 
compradores disponen de proyector pero no de ordenador suficiente ni de Matlab): 
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Nota: Tampoco tenemos en cuenta los costes adicionales que tendríamos (comercial, 
marketing, transporte, etc.). 
 
 
Concepto Cantidad Precio Total 
Costes materiales y 
programas 
500 2.500 € 1.250.000 € 
Costes humanos 1 11.920 € 11.920 € 
Costes 500 unidades: 1.261.920 € 
Precio unidad para no perder dinero 2523,84 € 
Precio unidad con 20% beneficio: 3028,61 € 
 
 
Realmente con los costes de marketing, distribución, comerciales, etc. habría que venderlo 
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Anexo 1: Manual de la aplicación (Interfície de procesado) 
 
 
 Abrir la aplicación 
 
Hay que copar todas las m-files (archivos .fig y .m) a la carpeta de Matlab (por defecto, en 
Windows, Mis Documentos/MATLAB/ ). 
 
Además, es necesario tener las carpetas de los sets de imágenes en el siguiente directorio: 
C:\PFC\ . 
 
De no ser así, hay que cambiar las direcciones en todas las m-files que empiecen por 
“gui_load_imgs_” y asignar dentro los paths correctos. 
 
 








 Cargar set de imágenes 
 
Lo primero que tenemos que hacer es elegir un set de imágenes, pulsando en cualquiera de los 
disponibles en la sección “Cargar imágenes”. (Remarcado en color amarillo) 
 
Una vez cargados, recibiremos una confirmación en la consola de Matlab, y se nos activarán 
los botones Obtener params calibración y Obtener mapas de valores. 
 
El usuario puede decidir si desea rectificar las imágenes o bien obtener los mapas de 
disparidad sin rectificar, en cuyo caso puede omitir el siguiente paso: 
 
 
 Rectificar las imágenes 
 
Lo primero que debe hacer el usuario es pulsar en el botón Obtener params calibración, lo 
que activará el botón Rectificar imágenes, que ha de ser pulsado a continuación. En la 
consola de Matlab se podrá ver el progreso de cómo las imágenes se van rectificando. 




Una vez rectificadas, se puede continuar el proceso. 
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 Cálculo de los mapas de disparidad y evaluaciones 
 
El usuario pulsa en Obtener Matrices Valores y automáticamente se generarán los mapas de 
disparidad y la evaluación numérica, y todo le será expuesto en la pantalla. (Remarcado en 
color azul) 
 
El usuario, puede ver todos los mapas de disparidad y evaluaciones numéricas generadas 




Dispone de modos para ver los resultados de los cinco métodos, comparaciones de los 
métodos 1,3,4,5 tanto en mapas de disparidad izquierdos como derechos, y comparación del 
resultado del método 5 con las imágenes de escena reales. 
 
El usuario también puede cambiar el threshold (offsetilum) de reconocimiento de patrones y 
la disparidad máxima o bien con los sliders o bien con los campos numéricos que tiene para 
ello en la sección Opciones. (Remarcado en color naranja) 
 
Si el usuario cambia el offsetilum, es necesario que vuelva a pulsar en Obtener Mapas 
Valores para ver los cambios reflejados. 
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Por el contrario, si cambia la disparidad máxima, solo hace falta pulsar en Obtener Mapas 
Disparidad, ya que no es necesario recalcular las matrices de valores. 
 
Por último, el usuario puede resetear la aplicación con el botón Clear. (Remarcado en color 
marrón). 
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Anexo 2: Manual de la aplicación (Interfície de adquisición) 
 
 
 Abrir la aplicación 
 
Hay que copar todas las m-files (archivos .fig y .m) a la carpeta de Matlab (por defecto, en 
Windows, Mis Documentos/MATLAB/ ). 
 
Nota: Por defecto suponemos que el proyector está en el device 2, como segunda pantalla del 
escritorio y a resolución 1280x1024, mientras que las cámaras izq/der figuran en el adaptador 
„winvideo‟ como número 1 y 2 resp., y aceptan un modo de toma de 'RGB32_1280x960'. De 
no ser así, hay que cambiar las configuraciones en el m-file pfc_camaras.m. 
 




Con esto se nos abrirá la interfície para trabajar: 
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 Activación de las cámaras y generación de la estructura de patrones 
 
Basta con pulsar en el botón Activar Cámaras. Con esto, veremos los streams en directo en la 
interfície. Además, se activarán los botones Tomar set imgs y Tomar set calib. 
 
 
 Toma de un set de imágenes con patrones (luz estructurada) 
 
Basta con pulsar en Tomar set imgs y esperar a que acabe. Cuando lo haga, habrá guardado 
todo el set de imágenes en la carpeta de Matlab. 
 
 
 Toma de un set de imágenes de calibración 
 
Basta con pulsar en Tomar set calib cada vez que se quiera tomar un par de imágenes 
izquierda-derecha. Se guardarán en la carpeta de Matlab. 
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