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Abstract
We construct a model which illustrates the conjecture of fuzzball complementarity. In
the fuzzball paradigm, the black hole microstates have no interior, and radiate unitarily
from their surface through quanta of energy E ∼ T . But quanta with E ≫ T impinging on
the fuzzball create large collective excitations of the fuzzball surface. The dynamics of such
excitations must be studied as an evolution in superspace, the space of all fuzzball solution
|Fi〉. The states in this superspace are arranged in a hierarchy of ‘complexity’. We argue
that evolution towards higher complexity maps, through a duality analogous to AdS/CFT,
to infall inside the horizon of the traditional hole. We explain how the large degeneracy
of fuzzball states leads to a breakdown of the principle of equivalence at the threshold of
horizon formation. We recall that the firewall argument did not invoke the limit E ≫ T
when considering a complementary picture; on the contrary it focused on the dynamics of
the E ∼ T modes which contribute to Hawking radiation. This loophole allows the dual
description conjectured in fuzzball complementarity.
1 Introduction
The ‘no-hair’ theorems for black holes imply that the region around the horizon must be a
vacuum [1]. Hawking showed that entangled pairs are created at such a horizon, and this
creates a conflict with quantum unitarity near the end of evaporation [2]. It has been shown
(using strong subadditivity of quantum entanglement entropy) that Hawking’s argument is
stable to small corrections; thus one needs a change of order unity in the evolution of low
energy modes at the horizon [3].
In string theory we indeed find a complete alteration of the horizon; black hole microstates
are fuzzballs, where spacetime ends just outside the expected horizon radius (fig.1). The fuzzball
radiates from its surface just like a piece of coal: the rate of radiation agrees with the Hawking
rate [4, 5], but the entanglement structure is completely different. The large modification away
from the semiclassical hole is explained by the largeness of the Bekenstein entropy: there is a
small probability for a collapsing star to tunnel into a fuzzball microstate, but this smallness is
cancelled the the large number N ∼ Exp[Sbek] of fuzzballs that the star can transition to [6].
This resolves the information paradox.
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(a) (b)
Figure 1: (a) The conventional picture of a black hole. (b) the fuzzball picture: spacetime ends just
outside the horizon in a quantum mess.
But this leaves a last question: is there any role at all for the traditional black hole metric
which did have a region interior to the horizon? In [7] the conjecture of fuzzball complementarity
was developed to address this question. According to this conjecture, there is no complementary
description for quanta at energies E ∼ T . Such quanta carry out the information of the hole
and must therefore differ in their details between different fuzzballs; thus their physics cannot
be replaced by the physics of an ‘information free’ vacuum region. But now consider infalling
quanta with energy E ≫ T . The impact of such quanta creates a large deformation of the
fuzzball. At leading order in T/E, this deformation is independent of the precise choice of
fuzzball microstate. The conjecture states that the evolution of these large deformations can be
mapped to the evolution of radially infalling modes in the traditional black hole interior. Since
T is very low for a large black hole, this conjecture would give a good map to the traditional
hole for typical infalling objects. Note that this complementary mapping is in the nature of a
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duality. The infalling object does not in any way ‘go through’ the horizon; what happens instead
is that the spectrum of excitations of the fuzzball surface agrees, to a good aproximation, with
the spectrum of infalling modes in the traditional black hole.
In this paper we will give an explicit model for how such a complementarity can work. We
proceed as follows:
(a) Suppose we have a stack of D-branes, and we have a graviton falling towards this stack
(fig.2(a)). The graviton hits the branes and gets converted to a collection of open strings
(fig.2(b)). One can compute the cross section σbranes for this absorption onto the branes. In
particular, for the bound state of D1 and D5 branes, σbranes can be computed in the following
way [8]. The bound state can be modeled by a long ‘effective string’ [9]. The energy levels on
this string form a closely spaced band (fig.2(c)). An incident graviton is absorbed onto this
string, with the cross section σbranes being given by the ‘fermi golden rule’, which describes
absorption into a band of levels.
On the other hand, we can write down the metric produced by these branes, and compute
the cross section σgravity for the graviton to be sucked into the ‘throat’ of this metric (fig.2(c)).
One finds that σbranes = σgravity [10, 11, 8].
(a) (b) (c) (d)
Figure 2: (a) A graviton is incident on a stack of D-branes. (b) The graviton is absorbed onto the
branes, with its energy getting converted to open strings stretching between the branes. (c) For the
D1D5 system this transition can be modeled as absorption from a single level (the graviton) to a closely
spaced band of levels (the allowed excitations on the effective string describing the D1D5 system. (d)
The corresponding process in the gravity picture: the graviton gets sucked into the ‘throat’ of the metric
produced by the branes.
(b) The insight of AdS/CFT [12, 13, 14] is now the following: the further evolution of the
excitation on the effective string can be mapped onto the further progression of the graviton
down the throat of the gravity solution. (We are of course being schematic here; the effective
string dynamics should really be thought of as a strongly coupled CFT, and the throat region
is its gravity dual, an asymptotically AdS space.)
If the AdS region has a simple geometry, like global AdS, then the AdS/CFT map is straight-
forward to understand: the excitations in the CFT are dual to excitations around this AdS
background. But what happens if there is a horizon at some depth in the throat? The time t
in the CFT is the analogue of Schwarzschild time, so it goes to infinity as the graviton reaches
the horizon. In that case, is the interior of the horizon captured at all in the CFT? We can ask
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this puzzle in a different way: if the gravity theory does have the region interior to the horizon,
then has AdS/CFT failed when black holes form?
In recent years, many different answers have been proposed to this question. In particular,
in [15] it was argued that smooth horizons emerge when the gravity solution is maximally
entangled with a second system. We will argue for a different resolution of the puzzle, given
by the fuzzball complementarity conjecture [7]: spacetime ends at a fuzzball surface just before
the horizon would be reached, and an effective interior region arises only as a description of
E ≫ T impacts onto this fuzzball surface.
(c) Let us now describe a model that will illustrate this idea of fuzzball complementarity. As
we have seen above in steps (a), (b), the model of fig.2(c) describes the absorption of a graviton
into the throat of the geometry, and its progression upto the vicinity of the horizon. In the
fuzzball picture the spacetime ends just outside the horizon, so there is no ‘black hole interior’ to
fall into. But suppose the graviton had a high energy E ≫ T . When this graviton reaches near
the fuzzball surface, the fuzzball state changes, and this change evolves in a certain way. The
conjecture of fuzzball complementarity says that this evolution can be mapped (approximately)
onto the radial infall of a quantum in the vacuum geometry of the traditional picture of a black
hole.
To model this evolution, we assume that the fuzzball states are arranged in stages n of
increasing ‘complexity’, as indicated in fig.3. The states at stages n = 0 and n = 1 are the same
as the states depicted in fig.2(c); thus the single level at stage n = 0 is the graviton incident
from asymptotically flat space, and the band at stage n = 1 gives the levels used to model
absorption into the throat and progression down the throat upto the vicinity of the horizon.
The states in stages n = 2, 3, . . . describe different fuzzball states that live near the horizon.
Thus these states are accessed only when the graviton falls down the throat to a location near
the fuzzball surface.
(d) In this model, a state at any stage n gets ‘pulled’ into a band of states at stage n + 1
by a ‘fermi golden rule’ transition similar to the one that gave the transition from stage n = 0
to stage n = 1. We will find that if we start with a nonzero amplitude in stage n = 0 (and
no amplitude in other stages), then evolution over time pulls the amplitude towards larger and
larger values of n. The evolution towards increasing n, for n ≥ 2, is mapped to the notion of
falling deeper into the interior of the horizon.
(e) To illustrate the nature of the evolution we expect, we make a toy model as follows.
We choose simple values for the inter-level spacings in the bands (all spacings equal to ∆), and
simple values for the transition amplitudes (all transition amplitudes equal to ǫ). For this setup,
we solve for the evolution of amplitudes in closed form. At time t, we find that the amplitudes
peaks at the stage n(t) given by
n(t) =
2π|ǫ|2t
∆
(1)
so we see that the amplitude indeed gets pulled towards larger n. We depict this evolution in
fig.4.
Note that the probability to transition from any state ψ1 to a state ψ2 is equal to the
probability to transition from ψ2 back to ψ1. The evolution towards larger n arises from the
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fact that there is a larger number of states at larger n. Thus we need a high density of states
to get the picture conjectured here. For this reason we can say that this effective emergence of
the black hole interior is a result of the fact that the black hole possesses a large entropy Sbek.
n = 0 n = 1 n = 2
∆
ǫ
stages:
Figure 3: The energy levels of the CFT are arranged in ‘stages’ n = 0, 1, 2, . . .. A level at stage n can
transition to a band of levels at stage n + 1. The amplitude for this transition is ǫ per unit time, and
the level spacing is ∆. The Hamiltonian coupling can cause transitions n→ n+ 1 as well as n+ 1→ n,
but the overall amplitude drifts towards larger n by the process of ‘fermi-golden-rule absorption’ which
occurs whenever the a given energy level can transition into a closely spaced band of levels.
(f) Finally we relate the nature of the above model to the physics of fuzzballs. If we look
only at the physical 3+1 dimensional spacetime, then we cannot really understand how any
kind of complementarity can emerge. Instead, we note that the evolution should be studied in
superspace – the space of all fuzzball states |Fi〉 [6]
Ψ =
∑
j
Cj |Fj〉 →
∑
j
Cje
−iEjt|Fj〉 (2)
The states on this superspace can be arranged in order of increasing complexity, and evolution
in the direction of this complexity is what we are regarding (in a dual description) as infall into
the traditional hole. In [16] this notion of states with different complexity was explained in the
dual CFT. This CFT is a ‘symmetric orbifold’ CFT in 1+1 dimensions. An infalling graviton
starts in the ‘symmetric’ sector of states, and remains in this sector until (in the gravity dual)
4
nt
2 4 63 5
Figure 4: The horizontal axis label the stage n in our filtration of fuzzball states. The vertical axis is
CFT time t. The wavefunction peak evolves towards larger n as given by (1). This evolution mimics
movement through an emergent direction along n, which we identify with infall inside the horizon towards
the center of the hole.
it approaches a horizon. But on reaching near the horizon, the amplitude in the CFT state
starts flowing towards ‘antisymmetric’ sectors of the CFT, and this corresponds to the increase
in complexity we are modelling.
(g) Let us now put our result in the context of the different pictures that have been proposed
for the quantum physics of black holes:
(i) The fuzzball paradigm: In this paradigm, the black hole microstates do not have
the traditional vacuum horizon; the spacetime ends in a quantum mess just outside the place
where the horizon would have formed, and the fuzzball radiates from its surface like a star. The
conjecture of fuzzball complementarity then seeks to recover the traditional black hole interior
as an effective dynamics for the impact of E ≫ T quanta onto the fuzzball. The model of the
present paper illustrates this conjecture. This paradigm uses string theory as the theory of
gravity, since features of this theory are involved in bypassing the no hair theorem and arriving
at the microstate construction [17].
(ii) The firewall paradigm: In this approach one does not seek to give an actual mech-
anism to alter the vacuum state at the horizon. Instead one makes a generic argument, valid
for all theories of gravity, along the following lines. If there is a modification of the dynamics
of the hole which solves the problem of growing entanglement, then one cannot have any ef-
fective description of the black hole interior that mimics the vacuum. One does not make any
approximation E ≫ T ; on the contrary, the firewall argument is based on looking at the E ∼ T
modes that will evolve to Hawking radiation. The argument uses the bit model and strong
subadditivity tools used in [3], but with the additional assumption that any effects that deviate
from the semiclassically known physics are confined to the interior of the stretched horizon.
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The difficulties with the assumptions used in the firewall argument were discussed in [18, 19].
The model of the present paper shows how the firewall argument can be bypassed by fuzzball
complementarity: once we require that complementarity emerge only in the limit E ≫ T , then
one can have a complementary description of the infall and thus no firewall.
(iii) The wormhole paradigm: In this paradigm one keeps the horizon to be a vacuum
region. One then bypasses the Hawking problem by making a new postulate: the Hilbert space
at infinity is not independent of the Hilbert space inside the hole. In the approach of Maldacena
and Susskind [15] this nonlocal identification identification of Hilbert spaces is achieved by a
wormhole connecting the radiated quanta back to the black hole interior. In [20] no specific
model for the identification is proposed, but the consequences of the nonlocal identification for
complementarity are analyzed. The difficulties with this paradigm were discussed in [21].
In the context of the wormhole paradigm, the model of the present paper shows that we do
not need such a nonlocal identification of Hilbert spaces to get an effective complementarity,
provided we require this complementarity only in the limit E ≫ T .
2 Modelling absorption by D-branes
We will begin by recalling a simple model of absorption by D-branes, where an incident graviton
is absorbed into a band of closely spaced levels on the branes. Next we recall the idea of
symmetric and anti-symmetric sectors in the CFT description of the branes. We explain why
the infalling graviton will start in the symmetric sector, but evolve towards the antisymmetric
sector. Finally, we put these two notions together to make a model of absorption where we have
a sequence of bands arranged in stages n = 0, 1, 2, . . ., and evolution takes a state in the stages
n = 0, 1 (corresponding to the symmetric sector) towards larger values of n, which correspond
to the antisymmetric sector.
2.1 Absorption into a single band
Consider the D1D5 bound state system introduced in [22, 10]. We compactify 10-d type IIB
string theory as M9,1 → M4,1 × S1 × T 4. We wrap n1 D1 branes on S1, and n5 D5 branes on
T 4 × S1. The bound state of these branes can be modeled as an ‘effective string’ [9] which has
winding number N = n1n5 around the S
1.
We wish to start with a graviton hij , where i, j = 1, . . . 4 are directions in the T
4. We
regularize the noncompact space in M4,1 by letting space be a 4-dimensional box with a large
volume Vnc. Quantizing the graviton field, we write the initial state of this graviton as
|ψg〉 = 1√
Vnc
1√
2ω
ei
~k·~x−iωtAˆ†
~k,ij
|0〉, ω = |~k| (3)
where Aˆ†
~k,ij
is the creation operator for the graviton hij with wavenumber ~k.
The graviton will be absorbed onto the effective string, so that its energy will be converted
to left and right moving vibrations of this string. These vibrations can be in any of the T 4
directions i = 1, . . . 4. An excited state of the string has the form
|ψs〉 =
(
1√
Leff
1√
2ω′
eiω
′(y−t)aˆ†,Lω′,i|0L〉
)(
1√
Leff
1√
2ω′
eiω
′(−y−t)aˆ†,Rω′,j|0R〉
)
(4)
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Here y is a coordinate along the effective string, which wraps along the S1 direction of spacetime.
Leff is the length of this effective string. Assuming that this string is ‘multiwound’ around S
1
to make a single string, we find that Leff = n1n5L, where L is the length of the S
1. The left
and right movers have equal momenta |p| = ω′ , since the incident graviton had no momentum
along y. The operator a†,Lω′,i creates a left moving vibration on the string with energy ω
′ and
polarization i; similarly for a†,Rω′,j .
The energy levels on the string are
En = E
L
n + E
R
n =
2πn
Leff
+
2πn
Leff
=
4πn
Leff
(5)
The crucial point is that the level spacing
∆ =
4π
Leff
=
4π
n1n5L
(6)
is very small, since n1, n5 are assumed to be large. Thus the energy levels on the effective
string form an almost continuous band. In [8] it was found that the amplitude per unit time
to transition from the state (3) to the string state (4) is
R =
√
2κω′√
2ω
√
Vnc
(7)
where the Newton constant is GN = 2κ
2. Starting with the state |ψg〉 at time t = 0, we find
that the amplitude in the state |ψs〉 at time t is given by
A(t) = Re−iEnt
∫ t
0
dt′ei(En−ω)t
′
= Re−
i
2
(En+ω0)t
(
2 sin[(En − ω)t/2]
(En − ω)
)
(8)
The total probability of absorption at time t into the states on the string is
P (t) =
∑
n
|R|2
(
2 sin[(En − ω)t/2]
(En − ω)
)
(9)
Since the energy levels have a small spacing ∆, we replace the sum by an integral
∑
n
→
∫
dE
∆
(10)
The probability of absorption per unit time then becomes
Rstring = P (t)
t
=
2π|R|2
∆
× 2 = 4π|R|
2
∆
(11)
where the extra factor of 2 comes from the fact that hij can also be absorbed in to the state
which has the i, j indices interchanged in (4).
One then finds that this rate of absorption agrees exactly with the rate of absorption
Rgeometry of the graviton hij into the geometry produced by the D-branes. (fig.2):
Rstring = Rgeometry (12)
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2.2 Phase Analysis of absorption into a band
Let us recall the physics of such ‘fermi golden rule’ absorption into a band. To see the signifi-
cance of having a band, first consider the situation where there is only one state |ψg〉 and only
one state |ψs〉 on the string. Then the amplitude would oscillate periodically between these two
states, instead of moving monotonically from |ψg〉 towards |ψs〉. Now consider the case where
we have the band of levels on the string. The absorption will be peaked around En = 2ω
′ ≈ ω,
so we may approximate the transition amplitude R by a constant for all levels. Thus the initial
state |ψg〉 will transition to all the energy levels |ψs〉 with the same phase; we depict this in
fig.5(a) by indicating the same phase φ = 0 for all levels.
At later times, the evolution of these energy levels changes these phases so that they become
unequal, as depicted in fig.5(b). The levels with En > ω move towards phases φ > 0, and the
levels En < 0 towards phases φ < 0.
(a) (b)
φ
−pi pi
φ
−pi pi
(c) (d)
Figure 5: (a) The single level on the left represents the graviton state |ψg〉. This state can transition
to the states on the string |ψs〉; these states are indicated by the band of levels. The initial amplitude
attained on all these states of the band is the same; we have called it φ = 0. (b) After some time t,
the phases of the states |ψs〉 evolve to become unequal, since these states have different energies. Even
though each state in the band can transition back to |ψg〉, the different phases cause a cancellation of this
transition amplitude, so the energy stays in the band for long times. (c) The gravity dual for situation
(a); the quantum has just been absorbed into the throat. (d) The gravity dual for situation (b); the
quantum has progressed down the AdS throat.
Thus even though the states |ψs〉 on the strings can transfer amplitude back to the state
|ψg〉 with the amplitude per unit time R∗, the amplitude in the states |ψs〉 have different phases,
and so these contributions cancel. This is the reason that the amplitude flows from the state
|ψg〉 to the string, but does not return back to the state |ψg〉 for a long time. If the levels are
evenly spaced, then the phases in the states |ψs〉 will become equal again after a time t ≈ 2π∆ ,
but since ∆ is small, this is a very long time. More generally, the spacing between levels will be
uneven, with irrational ratios for the spacings between different levels. In this case the phases
of all the states |ψs〉 will never agree after t = 0, and an approximate return to the state |ψg〉
8
can take even longer.
2.3 The AdS/CFT duality map
Once the graviton is absorbed onto the string. the state on the string continues to evolve. The
very nice insight of AdS/CFT duality [12, 13, 14] is that this phase of the evolution is dual to
the further progression of the graviton down the ‘throat’ of the geometry – a region where the
metric is locally AdS. This is depicted in figs.5(c),(d). Of course the field theory on the strings
is not as simple as the free theory we have used; it is a strongly coupled CFT. We will need to
look at the interactions in this CFT later, but for now the free model will serve to illustrate
the general idea we are trying to describe.
(a) (b)
φ
−pi pi
φ
−pi pi
(c) (d)
Figure 6: Showing that the motion of fig.5 is reversible: (a) We start with phases in the CFT that are
positive for lower energies, and negative for higher energies. (b) These phases evolve to the situation
where the phases are all zero. (c) The gravity dual of (a) is a quantum in the throat moving upwards.
(d) The gravity dual of (b); the quantum has reached the top of the throat.
It is very important to note that motion in the AdS throat is ‘reversible’. In fig.6 we depict
a graviton in the AdS throat, going up . In the CFT this corresponds to starting with the
phases as shown in fig.6(a). The phases of higher energy states evolve towards more positive
values, and so after a time the phases become all equal, as in fig.6(b). This evolution of phases
in the CFT state corresponds to the motion of the graviton from the location in fig.6(c) to the
top of the throat as depicted in fig.6(d). Further evolution of the phases brings us back to the
phases of fig.5(b); this corresponds to the graviton reflecting off the AdS boundary and falling
back down the throat.
There is a small probability that the graviton exits the throat – this is equal to the proba-
bility (11) of being absorbed into the throat from the asymptotically flat spacetime. But in the
limit of low energies for the graviton, this probability is small, and we can take the decoupling
limit where the low energy excitations of the CFT on the branes is exactly dual to the gravity
theory in the AdS region [12].
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In the above discussion we have looked at only the ‘throat’ region of the AdS geometry.
What happens if we keep going down this throat? In [23] it was shown that this throat is
always ‘capped’, with the shape of the cap depending on the choice of CFT state. As an
example let us take the simplest state, where the throat is capped off in such a way that the
cap+throat region gives global AdS [24, 25]. The dual CFT state has the following structure.
Recall that the ‘effective string’ made from the D1 and D5 branes had a total winding number
N = n1n5. But we need not take this effective string to be in the form of one ‘multiwound’
string. Instead, we can let the effective string form N separate ‘singly wound loops’. (Each
separate loop is called a ‘component string’.) This CFT configuration is depicted in fig.7; and
it is dual, after a change of coordinates, to the spacetime AdS3 × S3 × T 4.
(a) (b)
global
AdS
Figure 7: (a) In the CFT state the effective string is broken up into n1n5 separately wound circles.
(b) The geometry below the dotted line (which excludes the flat space and neck regions) is global
AdS3 × S1 × T 4; this is the gravity dual of the CFT state (a).
The excitations of the CFT state are again of the form (4), but now Leff = L. The energy
levels are then
ECFTn =
4π
L
, n = 1, 2, . . . (13)
In the dual AdS space, one can solve the wavefunction equation for the graviton, getting energy
levels for wavefunctions localized near the origin of AdS. One finds exactly the same energy
levels Egravityn
ECFTn = E
gravity
n (14)
thus giving an illustration of AdS/CFT duality. The excited CFT state and its gravity dual
are depicted in fig.8.
But thus does not solve Hawking’s puzzle. We can add enough energy in the AdS space to
make a black hole [26]. Entangled pairs will be created at the horizon of this hole, and we will
find the information problem once again.
In [27] it was suggested that small corrections to Hawking’s leading order computation may
remove the problematic entanglement. But in [3] it was shown, using the powerful tool of
quantum strong subadditivity, that this is not the case; one needs corrections of order unity for
the evolution of low energy modes at the horizon.
A further difficulty stems from the fact that with the traditional geometry of the hole,
the Schwarzschild time coordinate covers only the exterior of the hole. The time in the CFT
10
(a) (b)
graviton
wavefunction
Figure 8: (a) In the CFT state one of the component strings has been excited with a left moving and a
right moving vibration. (b) In the dual geometry we have a graviton wavefunction localized in the cap
region.
appears to be similar to this Schwarzschild time, so one might wonder if the interior of the hole
is not captured by the dual CFT.
We will now explain how these issues are handled in the fuzzball paradigm.
2.4 Symmetric and antisymmetric sectors in the CFT
Consider the CFT state fig.7(a) dual to AdS space. Let us draw just two component strings
out of all the n1n5 component strings in this state. We can take an excitation where one of the
component strings is excited in the form (4). But because the CFT is a ‘symmetric orbifold
CFT’, we have to take the symmetric combination where either of the two strings is excited in
this way; this is the state depicted in fig.9(a). We cannot take the state in fig.9(b), since this is
not symmetric between the two component strings.
+
Not a 
state
(a) (b)
Figure 9: (a) In a symmetric orbifold theory, we must symmetrize the excitation over component strings
that are identical. (b) The linear combination which is antisymmetric between two identical component
strings; such a state does not exist in the orbifold theory.
But now consider more general states of the D1D5 CFT, where the component strings have
different possible winding numbers Ni, with∑
i
Ni = N = n1n5 (15)
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In fig.10(a) we depict two component strings out of this collection, one with winding N1 = 1
and one with winding N2 = 2. Now we can have the symmetric excitation of fig.10(a), but
we can also have the antisymmetric excitation of fig.10(b). This antisymmetric excitation is
possible because the component strings are not identical, and so we do not have to symmetrize
among them.
(a) (b)
+
Figure 10: A case where we have two component strings with unequal winding. Now both the symmetric
(a) and antisymmetric (b) linear combinations are allowed states.
The question now is: what are the gravity duals of symmetric and antisymmetric excita-
tions?
Before we add any excitations, we have all the different ground states of the Ramond sector
of the D1D5 system. These states are described by different choices of {Ni} in (15). The gravity
duals of these CFT states were computed in [23, 28]. It was found that none of the dual gravity
solutions had a horizon or singularity. Each solution had the same behavior of flat space at
infinity, a neck and an AdS throat, but a different shape to the ‘cap’.
For the simple case where all component strings are the same, as in fig.8(a), the geometry is
axially symmetric, like the one shown in fig.7(b). The excitations about such a state are all in
the symmetric sector (since all component strings are identical). Their gravity dual excitations
are simple as well, like the state shown in fig.8(b).
For the more general case (15) of unequal component strings, the gravity dual has a com-
plicated cap structure. Now the cap is not axially symmetric, and can support a large number
of different wavefunctions. These wavefunctions are of two types:
(i) The symmetric CFT state of fig.10(a) corresponds to graviton wavefunctions like the one
in fig.11(a); the wavefunction is symmetric in the two branches of the cap, and has a tail that
extends towards to boundary of the AdS region.
(ii) The antisymmetric CFT state of fig.10(b) is dual to a wavefunction like the one in
fig.11(b); the wavefunction has opposite signs in the two branches of the cap, and there is
virtually no ‘tail’ leaking towards the boundary of AdS. The wavefunction from each branch of
the cap does tend to leak into the upper part of the throat, but because the wavefunction has
opposite signs in the two branches, this leaked part cancels.
Thus the antisymmetric sector states should be thought of as states that are confined to
the vicinity of the cap region of the geometry, while the symmetric sector states can extend all
the way to the boundary of AdS.
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(a) (b)
Figure 11: (a) A wavefunction in the symmetric sector; the + signs indicate the phase of the wavefunc-
tion. It is the same in both branches of the cap, and so there is a nonzero tail up into the AdS region.
(b) A wavefunction in the antisymmetric sector; the phase is opposite in the two branches of the cap,
so the wavefunction does not extend up into the AdS region.
Because antisymmetric modes are localized in the cap, they do not connect directly to the
asymptotically flat spacetime outside the geometry. Thus they do not directly contribute to
the radiation from the D1D5 geometry; the energy must first leak to the symmetric sector
modes, and these modes will extend to the neck and leak out to the flat space region. This fact
was noted in the CFT description in [29], where emission from a general CFT state (15) was
considered. Each of the excited component strings can emit into the same graviton mode hij ,
but because the excitations on these different strings have different phases (for a state not in
the symmetric sector), these emissions ‘phase cancel’, and the emission of the graviton is highly
suppressed.
Let us now put together the above picture of symmetric and antisymmetric modes into the
evolution problem that we wish to study:
(A) The general extremal state of the D1D5 system (15) has a dual geometry with the
structure in fig.11. We have flat space at infinity, then a locally AdS throat, and then a cap
whose detailed structure depends on the choice of state from the set (15).
(B) Now consider a graviton that comes in from infinity and is absorbed into the throat of
the geometry. In the CFT, the initial excitation this creates is in the symmetric sector. The
reason is the coupling ∼ hij∂Xip¯Xj which creates the excitation: this coupling focuses only
around a single point of any component of the effective string, and so it knows nothing about
which winding state (15) we have. Thus all strands of the effective string are excited with the
same amplitude, and this leads to an excitation in the symmetric sector.
(C) The graviton now progresses down the throat of the geometry. In the dual CFT, the
excitation begins to spread over a larger region on the effective string. Note that the interactions
in the CFT are symmetric between all strands, and the initial state is in the symmetric sector,
as noted in (B). Thus the state in the CFT remains in the symmetric sector as it spreads, for
this part of the evolution.
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(D) At some point the graviton reaches the ‘cap’ region. To start with the gravity state
is in the symmetric sector, so it spreads to symmetric states like the one in fig.10(a). But
once the graviton is in the cap region, there is a nonzero amplitude for its wavefunction to
also spread to the the antisymmetric sector. In the dual CFT the excitation has now spread
to wavelengths where it explores the entire length of the effective string, and can distinguish
between the states (15). There is a slow but steady spread to the antisymmetric sector of CFT
states like the one in fig.10(b), mirroring the corresponding spread to antisymmetric states in
the gravity description.
(E) In [30] it was noted that states stay trapped for long times in the cap, so we reproduce
in a sense the behavior of an effective horizon: it is easy for the graviton to fall into the cap
region, but difficult for it to leak out. Nevertheless the entire evolution is unitary, with no real
horizon or singularity. Our goal is to make a model for the progressive evolution of states from
the symmetric to the antisymmetric sector; we will regard this progressive evolution as a dual
description of infall into the interior of a traditional hole. Note that this evolution happens
after the graviton reaches near the boundary of the ‘fuzzball’, so we are examining an evolution
in the space of fuzzball excitations.
2.5 Modeling the evolution of fuzzball states
In the above discussion we were looking at low energy excitations of 2-charge extremal D1D5
states; these extremal states are described by different windings (15) of the effective string,
and we have looked at the infall of a single graviton towards such states. We will actually be
interested in states with large excitations, which make near-extremal black holes. The dynamics
of such states will be discussed in later sections, but the model that we wish to propose for
fuzzball complementarity can already be explained with the simple notions we have discussed
so far. Let us therefore discuss the model first, and return later to the discussion of how it
describes fuzzball complementarity.
We consider our model in the following steps, which roughly parallel the steps (A)-(E) in
section 2.4:
(A’) We start with the 2-charge extremal geometry, and a graviton outside the throat. The
state of the graviton is modeled by a single energy level; we will call this level ‘stage n = 0’. At
time t = 0 we start with amplitude f (0) = 1 in the level at stage 0. This stage n = 0 is depicted
in fig.3.
(B’) Now consider D1D5 system in one of the states (15). The effective string has a closely
spaced band of levels. We depict this band as the levels at stage n = 1 (fig.3). We introduce a
small coupling ǫ between the level at stage n = 0 and any level of stage n = 1. This coupling
corresponds to the interaction that couples the graviton to excitations of the effective string.
At time t = 0 there is no amplitude in any of the levels of stage n = 1; we write this as
f
(1)
j = 0. But as t increases, the amplitude will pass from the level at stage n = 0 to the levels
in stage n = 1; this is just the absorption onto the effective string that we discussed above, and
corresponds to the graviton being absorbed into the throat of the geometry produced by the
branes (fig.2(d)).
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(C’) The amplitudes f
(1)
j in stage n = 1 evolve as ∼ e−iEjt; This gives the phases depicted in
fig.5(b), and corresponds to evolution in the CFT. In the gravity picture, the graviton progresses
down the throat of the dual geometry (fig.5(d)).
(D’) Upto this point the model was similar to the one used in [8] for absorption by D-branes.
We now add in the new feature that each level at stage n = 1 can itself transition into a new
band of levels (fog.3). This corresponds to the fact that a state in the symmetric sector (stage
n = 1) transition to states that are in the antisymmetric sector (stage n ≥ 2). For our simple
model we take the same spacing ∆ for all levels in all stages, and also the same coupling ǫ
between a level at any stage and the next. On the gravity side, this transition from amplitudes
f
(1)
j to amplitudes f
(2)
jk at stage n = 2 corresponds to the change from symmetric wavefunctions
(which extend up the throat of the geometry) to antisymmetric wavefunctions that live only
near the horizon region (fig.11(b)).
(E’) Each state at stage n = 2 has a similarly allowed transition into a band of levels at stage
n = 3, and so on. This corresponds to the CFT states moving ‘deeper into the antisymmetric
sector’. Thus we visualize the states as being arrange in an order of ‘complexity’: the simplest
ones are the symmetric sector states, which are naturally accessed by a graviton falling down
the throat (stage n = 1 states). Then we have states that can be accessed from these n = 1
states; these are termed stage n = 2 states. Then we have states that can be accessed only
from the stage n = 2 states; these are stage n = 3 states, and so on. This pattern of states
is normal for any sufficiently complicated system (though an effective new coordinate like that
depicted in fig.4 does not have to emerge in every case). For example, suppose we take a gas
in a box, and start with all the atoms having a the same velocity v and velocity only in the x
direction. After one collision we will access a larger number of states, after two collisions we will
access yet more states, and so on till we reach a generic thermalized state. In our problem, the
evolution to higher stages n corresponds to progressive thermalization in the CFT; similarly, in
the gravity description, we are moving towards a generic state
∑
i Ci|Fi〉 in the space of fuzzball
states. This progression to higher stages is depicted in fig.4, where it mimics infall through an
emergent radial direction.
2.6 The physical picture emerging from the model
Let us now comment on the physics that we wish to describe through such a model:
(1) Irreversibility: As we had noted in section 2.3, the physics of the AdS throat region is
reversible: we have states that progress down the throat, and states the progress up the throat
(fig.5 and fig.6). But the physics we see now is the physics of the horizon, which should appear
‘irreversible’ in some leading order analysis. More precisely, a high energy quantum (E ≫ T )
should be able to fall into the horizon, but not emerge the same way; its energy and information
should leak out only slowly through low energy E ∼ T quanta.
From fig.3 we can see how this irreversibility arises in our model. It is easy for amplitudes
to move towards higher stages n, since there are more states at higher n. For the same reason,
there is a very low probability to head in the opposite direction; i.e., towards lower n. Thus if
15
we regard the direction of increasing n as the direction of infall through the horizon, then we
see that it is easy to fall into the horizon but difficult to get out.
(2) Emergence of spacetime: Of course any sufficiently complicated system would have a
behavior where it is possible for high energy quanta to come in, but hard for high energy quanta
to leave. This is after all the second law of thermodynamics, which says that heat comes into
a system at a high temperature, leads to an irreversible increase in entropy, and leaves at a
lower temperature. The extra point here is that we are identifying the progression through the
stages n as infall along an emergent coordinate direction r, which ranges from the horizon to
the singularity. Thus the question arises: when can we identify the evolution in the space of
states with infall along an emergent spatial direction? Consider the following situations:
(a) (b)
No dual 
description
Figure 12: (a) A photon is incident on a slab of metal (b) The photon gets abosrbed into the slab,
with its energy converted to waves in the metal. There is no dual description where the incident photon
passes smoothly through the place where the metal slab exists.
(i) In fig.12(a) we depict a photon impinging on a metal slab. The photon is absorbed,
with its energy going towards exciting the motion of electrons in the slab (fig.12(b)). The
energy on the metal slab spreads away from the point of impact; this is the future evolution
of the system. But there is no ‘dual’ description of this evolution where the photon continues
unimpeded through the point where it hits the slab.
(ii) Now recall fig.2(a) where we had a graviton impinging on a stack of D3-branes. As
depicted in fig.2(b), The graviton is absorbed, with its energy getting converted to gluons –
open strings extending between the D3-branes. Thus far, it looks similar to case (i); the energy
on the D3-branes spreads out from the point of impact.
(iii) In fig.2(d) we see that this process has a dual description; in this latter description the
graviton continues unimpeded through the place where it had hit the branes. The dynamics of
the branes has been replaced by the dynamics of infall into the AdS region. So unlike case (i),
the infalling quantum in (ii) does not get destroyed. Thus is of course the lesson of AdS/CFT
duality. But what is the difference between cases (i) and (ii)?
In [7] this difference was explained as follows. First consider case (i), the case of the
metal slab. The incident photon is expressed as some linear combination of eigenstates |ψ〉 =
16
∑
iCi|Ei〉. After absorption in the slab, let its wavefunction changes to |ψ′〉 =
∑
i C
′
i|E′i〉, where
|E′i〉 are eigenstates for the metal slab:∑
i
Ci|Ei〉 →
∑
i
C ′i|E′i〉 (16)
We have in general
Ci 6= C ′i, Ei 6= E′i (17)
since the locally accessible energy levels E′i in the metal slab are not the same as the levels Ei
in the incident photon. Now consider case (ii), the case of a graviton incident on large number
N of D-branes. We again have the change (16) when the graviton breaks up into open strings
when it hits the branes. But the level density is so high (because N ≫ 1) that we get an almost
faithful map from |ψ〉 → |ψ′〉:
Ci = C
′
i + o(
1
N
), Ei = E
′
i + o(
1
N
) (18)
Thus we get a duality, where the space of states |ψ〉 allowed for the incident graviton map
almost faithfully into the space of states allowed on the D-branes. In the decoupling limit (low
energies for the graviton) this map becomes exact if we consider the physics in the AdS region;
this is AdS/CFT duality.
Returning to our problem, there are two relevant aspects:
(a) In getting (18), it was important that the level density on the branes be high, so that
every energy level Ei for the graviton find a close match E
′
i on the branes. For black holes, the
level density is high because the Bekenstein entropy is very large; much larger than the entropy
of normal matter.
(b) The above condition (a) is necessary for getting a duality, but it is of course not sufficient;
the absorption of the graviton onto the branes must be ‘universal’, in the sense that the dynamics
of absorption should yield Ci = C
′
i + o(
1
N
) for all energy levels i. For AdS/CFT duality this is
a conjecture, which must then be checked by examining the dynamics of AdS and of the CFT.
In our case it is a conjecture as well; one must examine the progression of the wavefunction
along our hierarchy of stages, and see that it does map approximately onto infall in the interior
of the traditional horizon.
3 Solving for the evolution
In this section we perform the computation that leads to the result (1). We will first set up
notation for the system mentioned above, where states at any given stage n can transition into
a band of states at the next stage n + 1. We will then find the progression of the amplitude
along the stages n.
3.1 The setup
The energy levels in our system will be arranged in ‘stages’. The excitation will move from
lower stages to higher stages in the process of Hamiltonian evolution, and our goal is to track
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this progression of the excitation. We denote the stages by an integer n = 0, 1, 2, . . .. Let us
now describe the structure of our system in detail:
(a) We let the lowest stage have just one energy level. Since we can shift all energies by a
constant Ek → Ek + C, we choose the energy of this level to be E = 0. The amplitude in this
energy level at time t will be denoted f (0)(t). We will start the evolution at t = 0, with the
amplitude
f (0)(0) = 1 (19)
and no amplitude in any of the levels in other stages.
(b) The next stage (n = 1) has a set of energy levels Ek, with k = −N, . . . N ; thus there are
2N +1 levels at this stage. The separation between the levels is ∆. We will take ∆ to be small
and N large, so that we get an almost continuous band of levels. The central level in this band
(i.e. the level Ek for k = 0) has the same energy E0 = 0 as the energy level in the previous
stage. Thus
Ek = k∆, −N ≤ k ≤ N (20)
The amplitude at time t in the level Ek will be denoted f
(1)
k (t).
(c) The Hamiltonian coupling between the level E = 0 of stage n = 0 and any level Ek of
stage n = 1 is ǫ.1 We assume that
ǫ≪ 1 (21)
and expand all quantities in powers of ǫ. Thus we write
f(t) = f (0),0(t) + f (0),1(t) + f (0),2(t) + . . . (22)
where f (0),j(t) is of order ǫj . From (19) we see that
f (0),0 = 1 (23)
(d) Similarly, we can write
f
(1)
k (t) = f
(1),0
k (t) + f
(1),1
k (t) + f
(1),2
k (t) + . . . (24)
Since we start the evolution with f
(1)
k (0) = 0, we have f
(1),0
k = 0. Thus the leading order
contribution to f
(1)
k (t) is f
(1),1
k (t). We have
f˙
(1),1
k (t) = −iEkf (1),1k (t)− iǫf (0),0(t) = −iEkf (1),1k (t)− iǫ (25)
We can solve this equation by writing it as
e−iEkt
d
dt
(
eiEktf
(1),1
k (t)
)
= −iǫ (26)
1 Note that a more general model would allow ǫ to depend on the index k of energy level Ek, but we will
restrict to the case where ǫ is a constant for all k. In our situation where the Ek form a closely spaced band, the
amplitude in the stage n = 0 at E = 0 will be peaked in a narrow range around Ek = 0, and in this situation it
is not a bad approximation to assume that the ǫk equal some constant ǫ over this narrow range.
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which gives
f
(1),1
k (t) = (−iǫ)e−iEkt
∫ t
t1=0
dt1e
iEkt1 = − ǫ
Ek
(1− e−iEkt) (27)
(e) Eq.(27) is just the computation encountered in the standard treatment of the fermi
golden rule, where the amplitude f (0) in the initial level (stage n = 0) transitions into a band
of levels (stage n = 1). In our problem, on the other hand, the amplitude in the level Ek will
in turn transition into yet another band of levels, as indicated in fig.3. The levels in this latter
band will be levels of stage n = 2.
At O(ǫ2) we have two kinds of terms. The first term is f (0),2, the correction to the amplitude
at stage n = 0. Let us evaluate this term. We have
f˙ (0),2(t) = −iǫ∗
∑
k
f
(1),1
k (t) (28)
The solution is
f (0),2(t) = −iǫ∗
∑
k
∫ t
0
dt1f
(1),1
k (t1) = −iǫ∗
∑
k
(
− ǫ
Ek
)∫ t
0
dt1(1− e−iEkt1)
= i|ǫ|2
∑
k
1
Ek
[t− 1−iEk (e
−iEkt − 1)] (29)
The density of levels is
ρ =
1
∆
(30)
Thus we have ∑
k
→ 1
∆E
∫
dE =
1
∆
∫
dE (31)
The limits of integration are
E = ±N∆ ≡ ±A (32)
We will assume that our limits ∆→ 0, N →∞ are taken in such a way that
A→∞ (33)
Thus we get
f (0),2(t) =
i|ǫ|2
∆
∫ ∞
E=−∞
1
E
(t+
1
iE
(e−iEt − 1)) (34)
We can evaluate this integral by the method of contours, as follows:
(i) The integrand has three terms, which together give a function that is nonsingular on the
real axis. In particular, even though we have powers of E in the denominator, there is in fact
no singularity there in the overall integrand. Thus we slightly deform the contour to pass below
the point E = 0, as shown in fig.13. Since the function is smooth at E = 0, this makes no
difference to the overall integral, but makes it possible to it as a sum of three separate terms.
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Figure 13
(ii) We close the contour −∞ < E <∞ by adding a semicircle at infinity in the lower half
complex plane. This closed contour has no singularities, so the integral around it vanishes. But
the semicircle we added does not have a vanishing contribution, and so we must in fact subtract
its contribution which we call C. We find no contribution from the second and third terms in
the integrand, since in each case the integrand falls fast enough at infinity; here we recall we
are looking at the evolution for t > 0. But the first term gives a contribution
C =
i|ǫ|2
∆
t(−iπ) = |ǫ|2πt (35)
Thus
f (2),0(t) = −C = −|ǫ|
2πt
∆
(36)
(f) There is a second term at O(ǫ2); this is the term f
(2),2
jk (t) at stage n = 2. Recall that
this term gives the amplitude in the kth level that can be reached from the stage 1 level j. We
have
f˙
(2),2
jk (t) = −i(Ej + Ek)f (2),2jk (t)− iǫf (1),1j (t) (37)
This can be rewritten as
d
dt
(
f
(2),2
jk (t)e
i(Ei+Ej)t
)
= −iei(Ej+Ek)tǫf (1),1j (t) (38)
We get
f
(2),2
jk (t) = −iǫe−i(Ej+Ek)t
∫ t
t1=0
dt1e
i(Ej+Ek)t1f
(1),1
j (t1)
= −iǫ
(
− ǫ
Ej
)
e−i(Ej+Ek)t
∫ t
t1=0
dt1e
i(Ej+Ek)t1(1− e−iEjt1)
= ǫ2
(
1
Ej(Ej + Ek)
− e
−iEjt
EjEk
+
e−i(Ej+Ek)t
Ek(Ej + Ek)
)
(39)
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(g) In this manner we can compute any term of any order in ǫ. What we wish to have,
however, is a closed form expression for the amplitudes, which we can analyze to see how the
probability of excitation moves from the stage n = 0 to higher stages n > 0. To do this we will
set up a recursion relation below, and solve it to get the various amplitudes. Finally, we will
compute the total norm at any stage n.
3.2 Outline of the scheme
Let us begin by introducing a simple notation. Suppose we are computing f
(n)
k1,...km
(t). This
gets a contribution from two sources:
(i) From f
(n−1)
k1,...kn−1
, through the contribution
d
dt
f
(n)
k1,...kn
(t) = −iǫf (n−1)k1,...kn−1(t) + . . . (40)
Since the amplitude at stage n − 1 influences the amplitude at stage n, we denote such a
contribution by a right arrow →.
(ii) From f
(n+1)
k1,...kn,kn+1
, through the contribution
d
dt
f
(n)
k1,...kn
(t) = −iǫ∗f (n+1)k1,...kn,kn+1(t) + . . . (41)
Since the amplitude at stage n + 1 influences the amplitude at stage n, we denote such a
contribution by a left arrow ←.
Thus f (2),0 computed in (34) is described as →←, while f (2),2jk in (39) is →→. Putting
together the contributions (i) and (ii) above, we find the equation to be satisfied by the ampli-
tudes
f˙
(n)
k1,...kn
= −i(Ek1 + . . .+ Ekn)f (n)k1,...kn − iǫf
(n−1)
k1,...kn−1
− iǫ∗
∑
kn+1
f
(n+1)
k1,...knkn+1
≡ T1 + T2 + T3 (42)
where we have gives names to the three terms on the RHS for later use.
Now let us make some observations about the general pattern of amplitudes.
3.3 The amplitudes at leading order in ǫ
Consider the amplitude f
(n)
k1...kn
at any stage n. It is easy to see that this amplitude starts at
order ǫn. This leading order term is given by the symbol →→ . . . →. Let us compute these
amplitudes. We have for n ≥ 1
f˙
(n),n
k1...kn
= −i(Ek1 + . . . Ekn)f (n),nk1...kn − iǫf
(n−1),n−1
k1...kn−1
(43)
Writing this as
eiEkt
d
dt
(
e−iEktf
(n),n
k1...kn
)
= −iǫf (n−1),n−1k1...kn−1 (44)
21
we get
f
(n),n
k1...kn
(t) = (−iǫ)eiEkt
∫ t
t1=0
dt1e
−iEkt1f
(n−1),n−1
k1...kn−1
(t1) (45)
Recaling that
f (0),0 = 1 (46)
we find, using (45) recursively
f
(n),n
k1...kn
(t) = (−iǫ)ne−i(Ek1+...+Ekn )t
×
∫ t
tn=0
dtne
iEkn tn
∫ tn
tn−1=0
dtn−1e
iEkn−1 tn−1
∫ tn−1
tn−2=0
dtn−2e
iEkn−2 tn−2 . . .
∫ t2
t1=0
dt1e
iEk1t1
(47)
Let us write
In(Ek1 , . . . Ekn , t) =∫ t
tn=0
dtne
iEkn tn
∫ tn
tn−1=0
dtn−1e
iEkn−1 tn−1
∫ tn−1
tn−2=0
dtn−2e
iEkn−2 tn−2 . . .
∫ t2
t1=0
dt1e
iEk1 t1
(48)
Integrating by parts, we find the recursion
In(E1, . . . En, t) =
eiEkn t
iEkn
∫ t
tn−1=0
dtn−1e
iEkn−1 tn−1
∫ tn−1
tn−2=0
dtn−2e
iEkn−2 tn−2 . . .
∫ t2
t1=0
dt1e
iEk1 t1
−
∫ t
tn=0
dtn
eiEkn tn
iEkn
eiEkn−1 tn
∫ tn
tn−2=0
dtn−2e
iEkn−2 tn−2 . . .
∫ t2
t1=0
dt1e
iEk1 t1
=
eiEkn t
iEkn
In−1(E1, . . . Ekn−2 , Ekn−1 , t)−
1
iEkn
In−1(Ek1 , . . . Ekn−2 , Ekn−1 + Ekn , t)
(49)
3.4 Higher orders in ǫ
We had computed some examples of the amplitudes f
(n),m
k1...kn
in section 3.1. We can compute
more examples the same way, and we find at stage n = 0
f (0),0 = 1, f (0),2 = −|ǫ|
2π
∆
t, f (0),4 =
|ǫ|2π2
2∆2
t2 (50)
while the odd orders f (1), f (3), . . . vanish. This pattern suggests the ansatz
f (0) = e−
|ǫ|2π
∆
t (51)
Checking other cases, we find a similar pattern, which suggests the ansatz
f
(n)
k1...kn
(t) = f
(n),n
k1...kn
(t)e−
|ǫ|2π
∆
t
= (−iǫ)ne−i(Ek1+...+Ekn)tIn(Ek1 , . . . Ekn , t)e−
|ǫ|2π
∆
t
(52)
22
We now verify this ansatz by checking that it satisfies (42). This ansatz gives
f˙
(n)
k1...kn
(t) = (−iǫ)n (−i(Ek1 + . . .+ Ekn)) e−i(Ek1+...+Ekn)tIn(Ek1 , . . . Ekn , t)e−
|ǫ|2π
∆
t
+ (−iǫ)ne−i(Ek1+...+Ekn)tI˙n(Ek1 , . . . Ekn , t)e−
|ǫ|2π
∆
t
+ (−iǫ)ne−i(Ek1+...+Ekn)tIn(Ek1 , . . . Ekn , t)
(
−|ǫ|
2π
∆
)
e−
|ǫ|2π
∆
t
≡ T ′1 + T ′2 + T ′3 (53)
We will now check that these terms T ′1, T
′
2, T
′
3 agree with the corresponding terms T1, T2, T3 in
(42).
(i) We immediately see that T ′1 = T1.
(ii) We note that
I˙n(Ek1 , . . . Ekn , t) = e
iEkn t
∫ t
tn−1=0
dtn−1e
iEkn−1 tn−1
∫ tn−1
tn−2=0
dtn−2e
iEkn−2 tn−2 . . .
∫ t2
t1=0
dt1e
iEk1 t1
= eiEkn tIn−1(Ek1 , . . . Ekn−1 , t) (54)
Then we have
T ′2 = (−iǫ)ne−i(Ek1+...+Ekn )tI˙n(Ek1 , . . . Ekn , t)e−
|ǫ|2π
∆
t
= (−iǫ)ne−i(Ek1+...+Ekn )teiEkn tIn−1(Ek1 , . . . Ekn−1 , t)e−
|ǫ|2π
∆
t
= (−iǫ)(−iǫ)n−1e−i(Ek1+...+Ekn−1 )tIn−1(Ek1 , . . . Ekn−1 , t)e−
|ǫ|2π
∆
t
= (−iǫ)f (n−1)k1,...kn−1 = T2 (55)
(iii) Let us start from T3 in (42) and perform the sum over kn+1 using (31)
T3 = −iǫ∗
∑
kn+1
f
(n+1)
k1,...knkn+1
= −iǫ∗ 1
∆
∫ ∞
−∞
dEkn+1(−iǫ)n+1e−i(Ek1+...+Ekn+Ekn+1)tIn+1(Ek1 , . . . Ekn , Ekn+1 , t)e−
|ǫ|2π
∆
t
= −i|ǫ|2 (−i)
∆
(−iǫ)n
∫ ∞
−∞
dEkn+1e
−i(Ek1+...+Ekn)te−iEkn+1 t
×
(
eiEkn+1 t
iEkn+1
In(Ek1 , . . . Ekn , t)−
1
iEkn+1
In(Ek1 , . . . Ekn + Ekn+1 , t)
)
e−
|ǫ|2π
∆
t
= −i|ǫ|2 (−i)
∆
(−iǫ)ne−i(Ek1+...+Ekn)te− |ǫ|
2π
∆
t
×
∫ ∞
−∞
dEkn+1
(
1
iEkn+1
In(Ek1 , . . . Ekn , t)−
e−iEkn+1 t
iEkn+1
In(Ek1 , . . . Ekn +Ekn+1 , t)
)
(56)
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We can evaluate the integral
K ≡
∫ ∞
−∞
dEkn+1
(
1
iEkn+1
In(Ek1 , . . . Ekn , t)−
e−iEkn+1t
iEkn+1
In(Ek1 , . . . Ekn + Ekn+1 , t)
)
(57)
by methods similar to those described in section 3.1, step (e):
(i) We first note that the integrand is smooth on the entire real line; the apparent singularity
caused by the factor 1
Ekn+1
cancels between the two terms in the integrand. Thus we can deform
the Ekn+1 contour in a manner similar to fig.13, so that it passes below the pole Ekn+1 = 0.
(ii) We next close the contour −∞ < Ekn+1 < ∞ by adding a semicircle at infinity in the
lower half plane. The integrand is analytic inside this closed contour, contour, so the integral
over the resulting closed contour is zero. But the integral over the semicircle at infinity is not
zero, so we have to subtract its value C. To compute C, we note that the second term in
the integrand in (57) vanishes since e−iEkn+1t → 0 on the semicircle; this follows since we are
looking at the evolution for t > 0. But the first term gives a contribution to K equalling
C = −πi1
i
In(Ek1 , . . . Ekn , t) = −πIn(Ek1 , . . . Ekn , t) (58)
Subtracting this value, we find that
K = πIn(Ek1 , . . . Ekn , t) (59)
and
T3 = −i|ǫ|2 (−i)
∆
(−iǫ)ne−i(Ek1+...+Ekn)te− |ǫ|
2π
∆
t πIn(Ek1 , . . . Ekn , t)
= T ′3 (60)
We thus verify that the ansatz (52) indeed solves the equations (42), and thus gives a
solution to the problem to all orders in ǫ.
3.5 Computing norms
From (52), we see that the amplitude in stage n = 0 at time t is
f (0)(t) = e−
|ǫ|2π
∆
t (61)
Thus the probability in the stage n = 0 is
P (0)(t) =
∣∣∣f (0)(t)∣∣∣2 = e− 2|ǫ|2π∆ t (62)
This decays with time as expected.
We would now like to compute the probability P (n)(t) in all stages n. We have
P (n)(t) =
∑
kn
. . .
∑
k1
∣∣∣f (n)k1,...kn(t)
∣∣∣2 (63)
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Writing the sums as integrals and using (52) gives
P (n)(t) =
|ǫ|2n
∆n
e−
2|ǫ|2π
∆
t
∫ ∞
−∞
dEkn . . .
∫ ∞
−∞
dEk1 In(Ek1 , . . . Ekn , t)I
∗
n(Ek1 , . . . Ekn , t) (64)
Let us therefore compute
Ln(t) =
∫ ∞
−∞
dEkn . . .
∫ ∞
−∞
dEk1 In(Ek1 , . . . Ekn , t)I
∗
n(Ek1 , . . . Ekn , t) (65)
Noting the definition (48) of In we have
Ln(t) =
∫ ∞
−∞
dEkn . . .
∫ ∞
−∞
dEk1
×
(∫ t
tn=0
dtne
iEkn tn
∫ tn
tn−1=0
dtn−1e
iEkn−1 tn−1 . . .
∫ t2
t1=0
dt1e
iEk1t1
)
×
(∫ t
t′n=0
dt′ne
−iEkn t
′
n
∫ t′n
t′n−1=0
dt′n−1e
−iEkn−1 t
′
n−1 . . .
∫ t′2
t′1=0
dt′1e
−iEk1 t
′
1
)
(66)
Let us first perform the integral over Ekn . Interchanging the orders of some integrals, we get
Ln(t) =
∫ ∞
−∞
dEkn−1 . . .
∫ ∞
−∞
dEk1
(∫ t
tn=0
dtn
∫ t
t′n=0
dt′n
∫ ∞
−∞
dEkne
iEkn (tn−t
′
n)
)
×
(∫ tn
tn−1=0
dtn−1e
iEkn−1 tn−1 . . .
∫ t2
t1=0
dt1e
iEk1 t1
)
×
(∫ t′n
t′n−1=0
dt′n−1e
−iEkn−1 t
′
n−1 . . .
∫ t′2
t′
1
=0
dt′1e
−iEk1 t
′
1
)
(67)
We have(∫ t
tn=0
dtn
∫ t
t′n=0
dt′n
∫ ∞
−∞
dEkne
iEkn (tn−t
′
n)
)
=
(∫ t
tn=0
dtn
∫ t
t′n=0
dt′n 2π δ(tn − t′n)
)
=
(∫ t
tn=0
dtn 2π
)
(68)
where now t′n = tn. Putting this in (67) gives
Ln(t) = 2π
∫ t
tn=0
dtn
∫ ∞
−∞
dEkn−1 . . .
∫ ∞
−∞
dEk1
×
(∫ tn
tn−1=0
dtn−1e
iEkn−1 tn−1 . . .
∫ t2
t1=0
dt1e
iEk1 t1
)
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×
(∫ tn
t′n−1=0
dt′n−1e
−iEkn−1 t
′
n−1 . . .
∫ t′2
t′1=0
dt′1e
−iEk1 t
′
1
)
= 2π
∫ t
tn=0
dtn Ln−1(tn) (69)
From (67),(68) we see that
L1(t) =
(∫ t
t1=0
dt1 2π
)
= 2πt (70)
Then using (69) recursively, we find
Ln(t) = 2π
∫ t
tn=0
dtn Ln−1(tn)
= (2π)2
∫ t
tn=0
dtn
∫ tn
tn−1=0
dtn−1 Ln−2(tn−1)
= (2π)n−1
∫ t
tn=0
dtn
∫ tn
tn−1=0
dtn−1 . . .
∫ t3
t2=0
L1(t2)
= (2π)n
∫ t
tn=0
dtn
∫ tn
tn−1=0
dtn−1 . . .
∫ t3
t2=0
t2
=
(2π)ntn
n!
(71)
Substituting this in (64) we finally get
P (n)(t) =
1
n!
(
2π|ǫ|2t
∆
)n
e−
2π|ǫ|2t
∆ (72)
3.6 The peak of the norm
At t = 0 the norm P (n)(t) is entirely peaked at the stage n = 0, and at later times it spreads to
larger values of n. For late times t, we wish to find the value of n where this norm is peaked.
For this purpose we treat n as a continuous variable, and maximize P (n)(t) over n. We have to
maximize a function of the form
h(x) =
xn
n!
e−x (73)
where in our case x = 2π|ǫ|
2t
∆ . We have
dh
dx
= e−x
(
xn−1
(n− 1)! −
xn
n!
)
= 0 (74)
The peak of h corresponds to the vanishing of this derivative, which occurs at
x = n (75)
Thus we find that the peak of the norm occurs at the stage
n(t) =
2π|ǫ|2t
∆
(76)
Thus with the quantum mechanical problem that we have set up, the norm moves along the
successive stages at a constant velocity.
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4 Breakdown of the principle of equivalence
There are two aspects of black hole physics that we now wish to discuss. The first, which
we will do in this section, addresses how the principle of equivalence can break down at the
horizon of a black hole. The semiclassical approximation would naively appear to be valid for
infall through a horizon, but as we will see, this is not the case in a theory with microstates
like fuzzballs which have structure at the horizon. The second aspect is the idea of fuzzball
complementarity, for which we have made a model in the above sections; in the next section
we will put together this model with more abstract ideas to present a more complete picture of
this complementarity.
4.1 The traditional principle of equivalence
We study the electromagnetic, weak and strong interactions using field theory in flat space.
But we think of gravity as being a theory is curved space. Why do we have this difference?
At one level we should be able to do gravity using flat space; after all the graviton is a
gauge boson like the photon, and if we look at Feynman diagrams in flat space then we should
get the effects of gravity. There should be an equivalent way to get the same effects through
a modification of space to include curvature. The reason we normally think of gravity in the
latter way rather than the former is that we cannot be sure that the field theory approach
will capture situations that are not asymptotically flat, like our Cosmology, or the effects of
nontrivial topology like wormholes.
But as we will see now, even for black holes the relation between the two issues needs to be
examined carefully, which is what we will proceed to do now.
M
m
M
E
(a) (b) (c) (d)
M
m
M + E
Figure 14: (a) A graviton exchange, using flat spacetime (b) The nonlinearity of gravity gives a complex
of graviton propagators (c) At the threshold of horizon formation, the interaction between this complex
of gravitons makes the entire evolution freeze in a theory without fuzzballs (d) If there are alternative
gravity solutions available (the fuzzballs), then the evolution does not freeze, but instead continues into
the directions of superspace described by the fuzzballs
How do we relate the field theory in flat space to the idea of no forces in curved space?
This is of course well known, and a discussion can be found in [31]. Let us start with the weak
field approximation, where one particle (mass m) scatters off the gravitational field of a second
particle (mass M). The leading order Feynman diagram for this is given in fig.14(a). The free
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action for the particle can be written (in a certain gauge) as
−m
∫
dτ
1
2
dxµ
dτ
dxν
dτ
ηµν (77)
The gravitational coupling has the form
− λhµνT µν (78)
with
T µν = mUµUν , Uµ =
dxµ
dτ
(79)
The particle M produces the graviton hµν through the coupling (78). The particle m then gets
a total action
S = −m
∫
dτ
1
2
dxµ
dτ
dxν
dτ
(ηµν + 2λhµν) (80)
Now defining a new metric
gµν ≡ ηµν + 2λhµν (81)
we get the dynamics of the particle in a form where we have no interactions but a new metric
S = −m
∫
dτ
1
2
dxµ
dτ
dxν
dτ
gµν (82)
This is the way we generate curved space; the ‘stretching’ of the space under gravity is a
rewriting of the Feynman diagrams giving graviton exchange.
But gravity is a nonlinear theory, so gravitons themselves produce other gravitons. We
depict this in fig.14(b). As the gravitational field of M becomes stronger, we get a more and
more dense set of gravitons lines. One effect of these interactions is redshift: everything slows
down. Thus we may say that repeated interactions between the gravitons leads to a situation
where the state is not able to evolve any further; this corresponds to m reaching the horizon
radius generated by M .
What happens then? In the standard treatment of the black hole, we abandon the field
theoretic approach at this point, and proceed with the curved space metric gµν as an entity
that has included all interactions between m and M . We then note that a change to Kruskal
coordinates allows us to continue gµν to a region interior to the horizon, with no singularity at
the horizon. It therefore appears that nothing really happens at the horizon.
We will now see that in a theory with fuzzballs such a conclusion does not follow. We
will present a picture, first in the gravity description and then in the dual CFT, which shows
an alternate possibility where the system evolves to a linear combination of fuzzballs when m
reaches the horizon.
In a unified theory of gravity like string theory, the particle m is not really distinct from the
fields of the gravitational theory. Thus we can think of m as being replaced by a graviton. Then
the evolution of fig.14(b) can be thought of as just the evolution of a complicated gravitational
excitation, in a domain where gravity has become very nonlinear. In fact the AdS/CFT duality
[12] encourages us to think of gravity in this way.
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4.2 The gravity picture of the evolution
The particle that is falling in the field of M is not a test particle; we assume that it has a
nonzero energy E. Because this particle itself creates a gravitational field, we have additional
graviton propagators as shown in fig.14(c). It is under the combined effect of the propagators
arising from M , and the propagators arising from the infalling particle, that the complex of
graviton lines becomes so dense that evolution freezes. This dependence on E corresponds to
the fact that the horizon created by M moves out to a location depending on E.
If we just took canonically quantized gravity, which has no fuzzball states, then this would
be the end of the story; the evolution freezes at the horizon in Schwarzschild coordinates, and
we can continue further inwards in Kruskal coordinates. But in a theory with fuzzballs, the
complex of gravitons starts to evolve into a large vector space of new configurations – the fuzzball
states |Fi〉. Fuzzball states are states of the gravity theory with structure at the horizon. It
was argued in [6] that the large number of fuzzball states creates an order unity probability for
the incoming particle wavefunction to move into the space of fuzzball states. We depict this
evolution in fig.14(d) where the gravitons have become deformed into new configurations.
Now we do not just have a frozen evolution in the Schwarzschild frame; rather, the evolution
continues along new directions in superspace – the space of all gravity solutions. In string theory
this superspace contains all the fuzzball solutions which have no horizon, but instead have a
nontrivial structure at the place where the horizon would have appeared.
4.3 The CFT picture
In a set of papers [32] the evolution of perturbations was studied in the dual CFT. While these
computations address only very low point correlators, we will use the general picture suggested
by these computations to extrapolate to the situation where black holes form.
Suppose we drop a graviton into one of the ground states of the D1D5 system. The typical
ground state has a high winding number for the component strings, and we assume that such
is the case. The infalling graviton will, in the classical picture, make a black hole horizon after
it falls an appropriate distance down the throat. We will now track the evolution in the CFT
and see that the evolution can in fact reproduce the alternative picture discussed above where
we get a fuzzball state at the horizon in place of the vacuum of the traditional hole.
The initial state of the graviton is created by an operator of the form [11]
1
2
(∂Xi∂¯Xj + ∂Xj ∂¯Xi) (83)
Thus, roughly speaking, we create one pair of excitations (one left moving excitation and one
right moving excitation).
The interaction in the CFT is a ‘twist operator’ plus a supercharge. This operator can
generate additional excitations, subject only to the constraint of overall energy and momentum
conservation. As the graviton falls deeper down the throat, it reaches locations that correspond
to lower energies in the CFT. But the energy of the graviton is a conserved quantity. Thus the
initial pair of excitations break up into a larger number of excitations, each with lower energy.
As the graviton keeps falling down the throat, its CFT dual becomes a cloud of more and more
excitations, each with an energy such that the overall energy is still the energy of the initial
graviton.
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Lower energy excitations lave a longer wavelength, and so occupy more space on the ‘effective
string’, which had a total length n1n5L. The fact that we have more excitations also contributes
to the fact that a larger part of this string will be occupied. It was found in [23] that when the
excitations cover a fraction of order unity on the effective string, then in the gravity picture the
infalling graviton is at the threshold of making a black hole. (In [23] the effective strong was
taken to be broken into several loops, but this choice is irrelavent; one could consider a single
multiwound effective string.) This is the CFT analogue of black hole formation: the infalling
graviton needed more and more space on the effective string, but at some point the effective
string runs out of space, and this natural evolution cannot proceed further. We wish to ask:
what happens then? Can we see something here that mirrors what we conjectured above for
the gravity description?
4.3.1 Redshift in the CFT
In the gravity description the principal feature of approaching a horizon is the divergence of
the redshift. Let us ask how this is seen in the CFT. The redshift is a very universal effect in
gravity, acting equally on all particles at a give location, so it must have an equally universal
description in the CFT. The dual of the graviton is the stress tensor T , so let us look at the
effects generated by T .
Recall that the CFT has n1n5 copies of a basic c = 6 CFT. In the free CFT, the stress
tensor has the form
T =
n1n5∑
i=1
∂X(i),k∂X(i),k (84)
where X(i),k is the k component of X in the copy i of the CFT, and k is assumed summed
as k = 1, . . . 4. At this free level, we have many operators of the same dimension ∆ = 2; for
example
O = ∂X(1),k∂X(1),k − ∂X(2),k∂X(2),k (85)
But when we turn on the interaction, the gravity dual implies that the graviton multiplet will
be the only massless field. Thus the diagonal combination (84) will still have ∆ = 2, while
all the other combinations will be lifted to very high dimensions. This lifting leads to a direct
coupling between the different copies. Suppose for simplicity that there are only two copies.
Now suppose we have an excitation on copy 1 which generates a stress tensor
∂X(1),k∂X(1),k (86)
We can write this as
1
2
(
∂X(1),k∂X(1),k + ∂X(2),k∂X(2),k
)
+
1
2
(
∂X(1),k∂X(1),k − ∂X(2),k∂X(2),k
)
(87)
Since the operator in the second bracket is lifted to a high dimension, we effectively get only the
operator in the first bracket. (The contributions of the operator in the second bracket phase
cancel in low energy processes.) Thus on copy 2 we find an effective operator
1
2
∂X(2),k∂X(2),k (88)
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Thus we can say (in our rough qualitative picture) that an excitation on copy 1 generates a
pair of X excitations on copy 2.
Suppose we start with a large number N of copies. We are interested in the behavior
of an excitation on copy 1. But the above interaction through the stress tensor couples the
excitations on copy 1 to the excitations on all the other copies. At the threshold of black hole
formation, the entire effective string is occupied by excitations, so the effect of this coupling is
very important. Let us see if we can extract a simple consequence of this interaction.
Since we are interested in copy 1, let us try to integrate out the other copies one by one.
Start with copy N , and consider its effect on copies i = 1, . . . N −1. By an interaction like (88),
we get an effective stress tensor T on these copies i = 1, . . . N −1. Suppose that the excitations
are at a wavelength λ0. Then for wavelengths λ & λ0, we average over excitations like (88),
getting an expectation value for
T + T¯ → 〈T 〉+ 〈T¯ 〉 (89)
Integrating over all values of the spatial coordinate σ gives∫ 2π
σ=0
dσ
(〈T 〉+ 〈T¯ 〉) = H (90)
where H is the Hamiltonian. Since the Hamiltonian generates evolution as e−iHt, we get
H → i∂t (91)
This is of course just the conformal Ward identity. It tells us that we can replace the effect of T
by an increase in the length of the time direction of the cylinder on which the 1+1 dimensional
CFT is defined
t→ (1 + a)t (92)
for some a > 0; the sign of a is positive since energy density 〈T 〉+〈T¯ 〉 is a positive quantity. Now
we integrate out a the copy N−1, and examine the effect on the remaining copies i = 1, . . . N−2.
Again we get an increase in the effective t coordinate for these copies, so we now have
t→ (1 + a)2t (93)
Proceeding in this way till we have only copy 1 left, we find
t→ (1 + a)N−1t ≈ eaN t (94)
where in the second step we have assumed that a ≪ 1, and N ≫ 1. We now see that for
aN ≪ 1 we will get the usual time coordinate t, while for aN ≫ 1, we will find a very large
slowdown of the time. It is the latter situation which corresponds to horizon formation in the
CFT.2
2We have ignored the fact that each time we integrate out one copy, the state on the remaining copies changes
a little. More explicit computations can done by taking specific choices of operators and states, but all we wish
to note here is that the redshift diverges for low energy modes (those for which the replacement (89) can be
made) when N →∞, for situations where the effective string is fully covered by excitations. In alternate ways of
estimating the redshift, we can get the redshift to behave as 1/(1−aN); but this is pointing to the same physics.
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4.3.2 Evolution after reaching the horizon
Thus we see that in the CFT something does happen at the horizon:
(1) The effective string fills up with excitations [23].
(2) There is a large slowdown in the normal evolution of states; this is the analogue of
the classical approach to horizon formation. What we will now see is that there is a further
evolution possible for the CFT state which will mirror the evolution of the gravity state to
fuzzballs, which was depicted in fig.14(d).
If we have a few excitations on the effective string, then operators like (85) are lifted to
high dimensions ∆, and so do not contribute to the dynamics. But when the effective string
is completely filled up, a large class of new low dimension operators appears. This is of course
just due to deconfinement, an effect that can be found in nuclear physics. At low densities,
quarks join up into hadrons because of confinement, but if the density is high enough, then a
quark can find a ‘partner’ somewhere nearby in the plasma, so the entire state does not split up
into well separated hadrons. Black hole formation in the CFT is expected to correspond to a
deconfinement type transition [26], in agreement with the picture we are noting here. Support
for this picture comes from the fact that the free CFT reproduces the entropy of the near
extremal black hole [10]; if most of the excitations in the CFT were lifted to high dimensions,
we would get insufficient entropy to reproduce the black hole value.
In the CFT we have seen that we do get a slowdown in evolution which is the analogue of
redshift, but there is a whole new set of directions where the CFT state can evolve; these are
the deconfined states which are available only when the density of excitations on the effective
string becomes high enough so that all the effective string is occupied. Thus the evolution does
not have to freeze; the wavefunction spreads along the large space of deconfined states.
But now we should ask: what are the analogues in gravity of these deconfined states in the
gravity description? We expect that these are the fuzzball states |Fi〉. Prior to the discovery of
the fuzzball construction, it was believed that the horizon had to be a smooth place, where the
evolution of low energy modes would be just like evolution in the vacuum. It was then argued
that the information paradox would be resolved through small corrections to this vacuum
evolution. But in [3] it was shown that this cannot work; one needs order unity correction to
the evolution of low energy physics at the horizon. The issue then becomes: how do we break
the no-hair theorem and produce such order unity corrections?
This breaking of the no-hair theorem is what the fuzzball construction achieves. In [17] it was
shown how the assumptions used in the traditional no-hair theorems fail in string theory. With
the existence of fuzzball states, we can now argue that in the gravity picture the wavefunctional
starts to spread over the space of these fuzzball states. Thus we get a different evolution from the
evolution in a theory without fuzzballs; in the latter case, the evolution just froze at the horizon,
and could be analytically continued to smooth evolution in the interior. But with fuzzballs the
evolution has taken a different direction, where the wavefunctional starts spreading over a large
space of new states at the horizon. Thus we do not have the normal continuation to infall
through a smooth interior.
But can we recover an effective interior for special situations? As we have noted above,
the conjecture of fuzzball complementarity says that for freely falling objects with E ≫ T , the
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evolution of the fuzzball surface can mimic infall through an effective interior. Let us now turn
to this issue.
5 Fuzzball complementarity
Let us now return to the main theme of this paper: the notion of fuzzball complementarity.
In the above section we have seen that the infall of a shell stops at the horizon, and the
wavefunctional starts to spread over the space of fuzzball states |Fi〉. The fuzzball states can
be taken as a complete basis of states of the gravity theory, so we can write
|ψ〉 =
∑
i
Ci|Fi〉 (95)
The evolution then proceeds as ∑
i
Ci|Fi〉 →
∑
i
Cie
−iEit|Fi〉 (96)
What is crucial to note is that this evolution should be described in superspace – the space
of all solutions in gravity. We are not looking at the dynamics of particles in any one metric.
The conjecture of fuzzball complementarity then says that the evolution (96) can be mapped
approximately to the evolution of an infalling shell in the metric of the traditional black hole.
The latter evolution is of course something that happens in just one metric – the metric of the
traditional hole. This conjecture was termed gravity - gravity duality in [33]; it says that the
evolution in superspace of the full gravity wavefunctional can be mapped, in an approximation
valid for situations like black hole formation, to an evolution in a single gravity solution.
As we have noted in the above sections, such a conjecture is motivated by the idea of
AdS/CFT duality. But the two conjectures are very different in what they try to say:
(a) In AdS/CFT duality, we say that the gravity theory can me mapped, under a very
nontrivial change of variables, to a Yang-Mills theory. The map is exact, and relates two
different theories to each other. Put another way, the spectrum of gravity in an asymptotically
AdS space is the same as the spectrum of Yang-Mills theory on the boundary of this space;
thus a change of variables can map one theory to the other.
(b) In gravity-gravity duality, we consider just the gravitational theory, and not any alter-
native description of this theory in terms of a field theory. We consider situations like black
hole formation where the wavefunctional of this gravity theory spreads over a large superspace.
We ask if there is an approximate description of this evolution in some new variables. We con-
jecture that there is in fact an approximate duality map between this evolution in superspace
and the evolution in the traditional black hole background. As the full wavefunctional spreads
out in superspace, in the approximate dual description we see the infall of a wavefunction in
the interior of the traditional hole.
To illustrate the conjecture of fuzzball complementarity, we draw a Penrose type diagram
in fig.15. The incoming solid line with an arrow denotes a collapsing shell. The gravity effects
discussed in the last section halt the natural evolution at the place where a horizon would have
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formed, and the full wavefunctional begins to spread over the nontrivial fuzzball configurations
of the theory. This behavior is indicated by the thick wiggly line just outside the horizon.
The interior of the horizon arises only in the approximation of fuzzball complementarity, as an
approximate description of the evolution at the location of the thick wiggly line. Since this
is an approximate, effective dual description, we mark this region with a set of lines. These
lines carry inward pointing arrows, indicating that this effective description emerges only for
infalling quanta that are falling in hard (E ≫ T ) from the right. Thus this is not a region of
normal spacetime; it is an effective spacetime only for a certain kinematic regime of trajectories.
In particular this region does not describe right moving modes just inside the horizon, which
would have corresponded to the negative energy partners of Hawking radiation.
Not part of spactime:
Effective description for 
E>>T impacts on
fuzzball surface
Fuzzball surface
shock
Figure 15: A modified notion of a Penrose diagram. The nonshaded part of the diagram is actual
spacetime. The shaded part with arrows is an effective approximation from E ≫ T quanta that are
inward directed; the actual gravity wavefunctional is a linear combination of states that have no horizon.
5.1 The loophole in the AMPS argument
Let us now recall how the idea of fuzzball complementarity bypasses the argument by Almheiri,
Marolf, Polchinski and Sully (AMPS) [34] which says that one cannot get complementarity:
(a) AMPS were looking for an exact complementary description, not one that emerges an
an approximate one in the limit E ≫ T for particles that fall freely from afar onto the black
hole. In particular, they consider experiments where an observer swoops down and picks up
precisely the E ∼ T quanta from near the horizon, and argue that these quanta cannot be given
a complementary description where the horizon is in a vacuum state for these modes. But such
E ∼ T quanta are not covered in the description of fuzzball complementarity.
(b) AMPS assumed that the stretched horizon does not respond in any way until an infalling
particle hits it (fig.16(a)). But a little reflection shows that there is something odd about this
assumption. The stretched horizon is normally expected to lie a planck length outside the event
horizon. But the event horizon expands outwards before an infalling object reaches it. Thus
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(a) (b)
Figure 16: (a) AMPS assumed that the boundary of the hole – as defined by the ‘stretched horizon’
– responds only after infalling matter reaches it; this assumption violates the Bekenstein limit. (b) In
standard general relativity, it is known that the horizon expands before matter reaches it; that is why
the Bekenstein limit is not violated.
should it not be the case that the stretched horizon expands outwards before the infalling object
hits it (fig.16(b))?
The reason this issue did not come up for AMPS was that they did not have any criterion
like E ≫ T in their approach to complementarity, so they could replace the infalling object by a
test particle of negligible energy, in which case the expansion of the horizon would be ignorable.
But if we are interested only in high energies E ≫ T , then we must address the issue of
whether the stretched horizon moves out before the particle reaches it. In [19] it was argued that
the stretched horizon must indeed move out in advance of the particle reaching it; otherwise
we violate the Bekenstein limit which says that the maximum entropy in a region is given by
S = A/4, with A the area of the stretched horizon. This is easy to see, as follows. After the hole
has passed its halfway evaporation point, it is maximally entangled with its emitted radiation,
and so has the maximal value A/4 for the entropy of the stretched horizon. If an infalling
particle carrying one bit of information lands on the stretched horizon without there being an
earlier expansion of the stretched horizon then we have A/4 + 1 bits on an area A. This is in
contradiction with the traditionally assumed entropic property of the stretched horizon.
There is a second, equally difficult problem with the AMPS assumption. If a shell of mass
m lands on a stretched horizon with mass M , the resulting object has mass M +m and is thus
inside its horizon. Then the light cones point inwards at the old stretched horizon, and one
needs acausal evolution to make the new stretched horizon move out to its correct location.
But AMPS have shown no evidence of how acausal behavior is possible in their theory.
If the stretched horizon indeed expands outwards before the infalling particle reaches it,
then the AMPS argument against complementarity does not work. The reason is that Hawking
radiation has a very low energy; it reaches planck temperature only when we reach the stretched
horizon. If we look at a location that is outside the stretched horizon by some distance D, then
the temperature of the Hawking radiation here would drop to a value that becomes smaller
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as D becomes larger. As we increase the energy E of the infalling particle, the distance D
increases, and the temperature of the radiation it feels before reaching the (new) stretched
horizon decreases as well. Since the AMPS argument involved the burning up of the infalling
particle by the Hawking radiation, this burning effect drops off with larger E. As a consequence,
the infalling particle with E ≫ T can reach the stretched horizon without significant interaction
with the emerging Hawking radiation, and one cannot rule out the possibility that the further
evolution of the bits on the stretched horizon will give an approximate complementarity.
(c) While the above argument indicates that we should indeed let the stretched horizon
move outwards before it is impacted by the infalling particle, let us also review the reasons why
AMPS had assumed that the stretched horizon would not move in this fashion. The argument
was essentially one of causality. The incoming particle could be falling in radially at the speed
of light. If signals cannot propagate faster than c, then the stretched horizon will not know
that the particle is coming in, and so should not respond until it is hit.
Let us make this more precise. Consider a location that is at a distance D outside the
stretched horizon. Suppose this is the position to which the horizon would move out in classical
gravity when the incoming quantum falls in. One could argue that when the incoming particle
reaches this location, it is still travelling through a locally empty spacetime. Thus it does not
‘hit’ anything, and so should not feel any novel effects. In fact one of the assumptions of AMPS
is that there should be no new effects outside the stretched horizon; for example one should
not have nonlocal effects of the kind suggested by Giddings [35]. So when the particle reaches
this location D, it should continue through harmlessly, and in fact notice nothing till it hits the
stretched horizon which has remained at its original position.
Of course, if the stretched horizon emitted a field that reached to the location D, then we
could argue that the incoming particle does feel something there, and nontrivial effects could
be expected at that location. It would seem that the AMPS assumption of ‘normal physics
outside the stretched horizon’ would preclude any such field. But there is in fact a field that
is emitted by the matter at the stretched horizon, that does reach to the location D; this is
just the gravitational field of the hole. We are used to ignoring this field, because we think we
can change coordinates to get rid of the field. This is just the relation (81), the relation which
allows us to trade a description which has the graviton propagators from the stretched horizon
to the infalling particle for a description with no propagators and a new metric. The possibility
of this trade is, in this context, a consequence of the principle of equivalence.
But we have argued that this trade is exactly what fails when we reach a situation where a
horizon is forming! When the gravitons in fig.14(c) become dense enough to make the redshift
diverge, then the graviton lines start to evolve to new configurations – the fuzzball states – in
a theory which has such fuzzballs (fig.14(d)). After this point we can no longer argue that the
infalling particle will continue to fall in smoothly; rather, its energy has become converted to
the energy of fuzzball states.
We do not encounter this possibility in the AMPS approach since we are not making the
approximation E ≫ T , and so the energy of the infalling particle might as well be take as
zero. If E can be ignored, then we lose the above effect which makes the fuzzball surface –
the stretched horizon in our case – move out to the location D; the infalling particle must first
reaching the old position of the stretched horizon before the stretched horizon can respond.
But as we have now seen, the fuzzball surface does radiate a field – its natural gravitational
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field – to locations like D outside the horizon. If the infalling particle has a very small energy,
the equivalence principle allows the trade (81) between graviton propagators and a new metric,
and the particle continues inwards past the location D without change. But if the energy E
of the particle is large enough to cause the classical horizon to move out to the location D,
then we are not allowed this trade; the wavefunctional instead drifts off in a new direction in
superspace, the direction of fuzzball solutions.
(a) (b)
Figure 17: (a) The fermi sea of the c = 1 model. A small perturbation travels on locally smooth
spacetime (b) A large perturbation at the same location – one approaching the black hole threshold –
feels the bottom of the fermi sea, and does not respect the semiclassical approximation.
(d) For a rough analogy, we recall the c = 1 matrix model. This can be analyzed using
collective field theory [36]. In this description, small waves on the fermi sea of eigenvalues travel
like massless quanta moving at the speed of light (fig.17(a)). But if we take waves of sufficiently
large amplitude (corresponding to particles with sufficiently high energy), then the deformation
of the fermi sea becomes large enough to touch the bottom of the sea [37, 38, 39]. In this
situation the motion of the particle is altered so that it no longer behaves as a test particle
on the background geometry (fig.17(b)). This alteration of behavior happens, in particular, at
the threshold where black holes would form in the gravity theory. The moral is that we should
look at the energy E of the infalling particle before deciding whether something nontrivial will
happen to its infall in a given geometry.
In the case of actual string theory, we should ask: what is the analogue of the fermi sea of
eigenvalues that encodes the quantum structure of spacetime i the c = 1 model? The answer
is: the vast space of fuzzball solutions, which together make up a complete set of solutions at
a given energy E. What we think of as one smooth spacetime should really be represented as
a wavefunctional on this vast superspace of solutions. The threshold of black hole formation
is the place where the mapping to a effective geometry breaks down, though it continues for a
certain kinematic class of observers – those falling in with energies E ≫ T .
(e) Finally we address the nature of entanglement. AMPS argue that after the half-way
evaporation point, the bits remaining in the hole are maximally entangled with quanta at
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infinity, and this prevents them from being able to mimic free infall for an incoming particle.
But if the incoming particle has a high energy E ≫ T , then it generates new bits, which are not
entangled with anything outside the hole. It is the evolution of these new bits that is captured
in the dual description of fuzzball complementarity.
In more detail, we have the following [19]. Suppose we start with a black hole of mass M .
This hole has Ni = Exp[Sbek[M ]] possible fuzzball states |Ek〉. Now suppose we throw in a
quantum with energy E ≫ T . The total energy after infall is M + E. This implies a number
of possible states Nf = Exp[Sbek[M + E]]. We have
Exp[Sbek[M + E]] = Exp[Sbek[M ] + ∆S] ≈ Exp[Sbek[M ] + E
T
] = Exp[Sbek[M ]] e
E
T (97)
where in the second step we have used the thermodynamic relation dE = TdS. Then we find
Nf
Ni
=
Exp[Sbek[M + E]]
Exp[Sbek[M ]]
≈ eET (98)
Using E ≫ T we get
Nf
Ni
≫ 1 (99)
This means that when we impact the fuzzball at high energy, most of the phase space allowed
consists of new states that were not accessible before the impact. Since these new states are not
entangled with infinity, they are not subject to the AMPS argument against a complementary
description.
5.2 A model unitary radiation and smooth infall for E ≫ T
Let us now take our above insights and make a model which:
(a) Radiates energy unitarily at some low temperature T
(b) Absorbs high energy E ≫ T quanta in a way which mimics infall in an emergent
coordinate direction.
In the model of fig.3, we had taken an abstract set of energy levels, and noted the emergence
of an effective infall direction as depicted in fig.4. We will now add to this model in two ways:
(i) In fig.3 we had taken only one energy level at stage n = 0. We now let there be a band of
levels at this stage as well. We will put the entire system at a low temperature T , so quanta will
emerge thermally from the higher stages to the stage n = 0 just as they would in any statistical
system. This process corresponds to unitary Hawking radiation from the hole. But we also will
start with an amplitude like (19) in some energy level E ≫ T at stage n = 0; this high energy
excitation will get pulled along to higher stages n just as in fig.3. This will correspond to the
infall into the black hole.
(ii) In fig.3 we had taken an abstract set of energy levels and assumed couplings between
them. We now take a physical model which will have such couplings. We let the levels at stage
n = 0 be the vibration levels of a string of length L0
E(0)n =
2πn
L0
+
2πn
L0
=
4πn
L0
(100)
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excitation
Figure 18: An extension of the model in fig.3. The levels at each stage arise from a string, and the
strings are coupled in the manner (102). The strings are excited to a low temperature, but the high
energy behavior of effective infall is the same as that depicted in fig.4.
where the two contributions come from the left and right moving parts of the wave on the
string. The levels at stage n = 1 are taken to arise for a string with length L1 ≫ L0
E(1)n =
4πn
L1
(101)
We couple the two strings as
Lint ∼ X20X21 (102)
where X0,X1 are the excitation amplitudes of the strings at stages n = 0, 1 respectively. This
generates a coupling of the form
aˆ
(0)
L,paˆ
(0)
R,paˆ
†(0)
L,q aˆ
†(0)
R,q (103)
where a left (L) and a right (R) vibration from the string of stage n = 0 annihilate to create
a left and a right excitation on the strong at stage n = 1. Since the level density at stage
n = 1 is much higher than that at stage n = 0, the amplitude at each level E
(0)
m at stage n = 0
undergoes a fermi-golden-rule transition into the band of levels E
(1)
n with
E(1)n ≈ E(0)m (104)
Thus even though all the levels at stage n = 1 come from a single string, the effective behavior
is quite like that of fig.3 where each level at a given stage transitioned into a separate band of
levels at the next stage.
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We continue in this fashion, taking a string of length Ln ≫ Ln−1 for generating the levels
at stage n, and using a coupling analogous to (102) between the strings at each stage and the
next.
We now excite this set of coupled strings at some low temperature T . Thus the stage n = 0
(which in our model corresponds to the ‘outside’ of the hole) will be populated with quanta
at temperature T . But if we start with an excitation at stage n = 0 at a level E
(0)
n ≫ T ,
then we will get an evolution analogous to that in fig.4, with very little interference from the
thermal excitations at temperature T . This gives a model of fuzzball complementarity, depicted
in fig.18.
6 Discussion
In this paper we have presented a model for fuzzball complementarity. The AMPS argument
had ruled out the traditional complementarity proposed by Susskind [40]. But we have seen
that fuzzball complementarity is defined somewhat differently – it gives approximate infall into
the black hole interior for infalling quanta with E ≫ T , and is not ruled out by the AMPS
argument. This difference in the two kinds of complementarities has its origins in the rather
different assumptions about how the information problem is solved in the theory. Let us review
these differences.
When complementarity was initially formulated, there was no way known to break the no-
hair theorem and construct nontrivial solutions with the same quantum numbers as the black
hole. All one could see was that the description of gravity was breaking down in Schwarzschild
coordinates. It was the argued that somehow this breakdown of the coordinate description
should lead to an effective reflection of data from the horizon for the purposes of an outside
observer. But if we used good coordinates at the horizon, we would see the data fall in; thus
this infalling description had to be preserved as well. Thus the idea of complementarity was
that different observers see different things; there is not one wavefunction on one complete
Cauchy slice; rather there are different wavefunctions seen by different observers. The reason
this multiplicity of descriptions happens in the black hole and not in everyday physics is due
to a basic feature of the black hole: an observer who falls inside cannot communicate with
the outside. Thus we duplicate information between the inside and outside, but since this
duplication cannot be checked by any observer, it is allowed [40].
Thus this notion of complementarity required us to postulate new physics. In usual quantum
theory, there is one Cauchy slice and one wavefunction on this slice; it does not matter if different
observers on this slice are unable to communicate with each other. For example we may take
constant time slice in a flat Universe near the big crunch. Observers that are sufficiently far
apart will not be able to communicate before they hit the singularity – this is similar to the
situation for observers in the black hole metric. But in normal Cosmology we do not introduce
different wavefunctions for different regions of the spacelike slice.
The problem with this proposal of complementarity was that the black hole admits just the
same kind of smooth global slicing that the Cosmology does. There are no large curvatures
anywhere along these slices, so it is not clear why any new physics should kick in. The natural
question becomes: if one has a complementary description where the horizon appears smooth,
then won’t we have the usual Hawking par production in this description, and then we will be
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back to Hawking’s problem with growing entanglement? It would seem that complementarity
cannot solve the unitarity problem.
The AMPS argument made this difficulty with traditional complementarity precise, ruling
it out [34]. But now let us consider fuzzball complementarity, which is based on quite different
principles. One has broken the no-hair theorem, so the surface of the hole is just like the
surface of a piece of coal; there is no mystery to how information is returned from this surface.
One does not need to attribute different things to different observers using different coordinate
frames; the fuzzball construction is fully covariant like any other solution in gravity. Thus no
new physics being invoked; all the effects we need should arise within string theory itself.
If we want to get any kind of complementarity in this setup, we have to get it as an
approximate effective description of the dynamics of the fuzzball surface. The approximation
is needed because each fuzzball is different as a quantum state, and so it cannot be that all
fuzzballs exactly mimic the same dynamics of infall into the traditional hole. The resulting
condition E ≫ T then changes all the steps of the AMPS argument, and leaves the loophole
for fuzzball complementarity to work.
A crucial step in this analysis was the idea of how the principle of equivalence fails at the
threshold of horizon formation. AMPS [34] require that the spacetime outside the stretched
horizon be normal, so an infalling particle feels nothing until it reaches the stretched horizon.
But we have seen that this is not how one should pose the question; one should distinguish
between the behavior felt by particles of different energies E. The low energy particle may
indeed see nothing at a given place, but a higher energy particle would trigger fuzzball formation
at the same location. This is in close analogy to what happened in the quantum gravity theory
emerging from the c = 1 matrix model. The principle of equivalence arises from a replacement
of gravity propagators by a new metric as in (81), but it is exactly this replacement that fails
when fuzzball transitions get triggered. The moral is that we must always keep in mind the
wavefunctional on all of superspace; at the threshold of black hole formation, new regions of
this superspace get accessed and the semiclassical approximation breaks down [29].
While we cannot prove at this stage that the conjecture if fuzzball complementarity is true,
we have in this paper given a model to show how it can work. It would be interesting to develop
this model in more detail. Some other related ideas can be found in [41].
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