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Introduction ge´ne´rale
Dans l’industrie, les e´volutions technologiques apportent une meilleure qualite´ des pro-
duits, des services et de la productivite´ mais aussi une vulne´rabilite´ face aux de´fauts de
type actionneur, capteur ou encore syste`me. En pre´sence de de´fauts, la sortie d’un proces-
sus industriel peut de´vier de la trajectoire de re´fe´rence vise´e. Cette de´viation peut conduire
a` des performances de´grade´es, voire amener a` une instabilite´ de l’e´tat du syste`me provo-
quant ainsi des de´gaˆts mate´riels et meˆme e´cologiques. Par exemples de syste`mes industriels
sensibles, nous citons les syste`mes de navigation, les trains et les centrales nucle´aires. Afin
d’assurer la fiabilite´ de ces syste`mes et la se´curite´ des humains, certains industriels se
tournent ge´ne´ralement vers la redondance mate´rielle. Cette technique est fiable en pre´-
sence de de´fauts capteurs mais encombrante et engendre un surcouˆt. D’autres techniques
de diagnostic ont e´te´ misent en œuvre par la suite pour de´tecter tout type de de´fauts.
En automatique, le controˆle actif tole´rant aux de´fauts (en anglais, Active Fault Tolerant
Control ou AFTC) a comme priorite´ le maintien de la stabilite´ du syste`me conside´re´ et
ses performances nominales en pre´sence de perturbations et/ou de de´fauts. En absence de
de´fauts, la commande nominale applique´e au syste`me en boucle ferme´e assure la stabilite´
de ce dernier. Dans ce cas, les re´sidus ge´ne´re´s par le bloc de´tection et isolation de de´fauts
(en anglais Fault Detection and Isolation ou FDI) constitue´ par des observateurs, sont
nuls. Aucun de´faut n’est donc de´tecte´. Par contre, en pre´sence de de´faut, le bloc FDI de´-
tecte, isole et identifie le de´faut intervenant, apre`s un temps de re´ponse de l’observateur.
Des informations concernant le de´faut, telles que l’instant de son apparition, son type,
son amplitude et sa localisation, sont fournis au bloc de controˆle tole´rant aux de´fauts (en
anglais, Fault Tolerant Control ou FTC). Le roˆle de l’observateur est d’estimer avec pre´ci-
sion les de´fauts et les e´tats du syste`me conside´re´. L’observateur a comme entre´e le signal
de commande applique´ au syste`me et les sorties mesure´es de ce dernier. La commande
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tole´rante aux de´fauts de´pend des estimations obtenues par le bloc FDI. Avant de ge´ne´rer
cette commande, il est important de conside´rer la phase de mode´lisation des syste`mes non
line´aires. Cette phase est cruciale pour l’e´tude de la stabilite´ du syste`me et choix de la
structure du controˆleur.
L’e´tude de la stabilite´ d’un syste`me industriel commence par une phase de mode´lisation
visant a` obtenir une repre´sentation mathe´matique permettant de de´crire son comporte-
ment dynamique. Comme syste`mes industriels conside´re´s dans la litte´rature, nous citons
les automobiles, les avions, les centrales nucle´aires, les re´acteurs chimiques, etc. Dans la
litte´rature, le cas line´aire a e´te´ pleinement explore´. La mode´lisation line´aire est conside´re´e
dans divers contextes comme l’identification, l’estimation et la commande. Par ailleurs,
ce type de mode`le permet la description du comportement du syste`me autour d’un seul
point de fonctionnement donne´, l’hypothe`se de line´arite´ n’e´tant ve´rifie´e que dans une zone
restreinte de l’espace de fonctionnement. Dans l’industrie, vu que les syste`mes re´els sont
de nature non line´aire, les techniques line´aires de commande et de diagnostic de´veloppe´es
fournissent donc des performances de´grade´es de`s qu’on s’e´loigne du point de fonction-
nement. Dans le but d’ame´liorer les performances des syste`mes, il est indispensable de
conside´rer les non-line´arite´s dans la phase de mode´lisation, de fac¸on a` ce que le com-
portement du syste`me re´el soit de´crit sur une large plage de fonctionnement. Il est donc
envisageable de conside´rer une mode´lisation base´e sur le concept de la logique floue. Ceci
permettra d’e´laborer des syste`mes de commande tole´rants aux de´fauts plus performants
que ceux de´veloppe´s a` partir de mode`les line´aires.
Organisation du me´moire Le me´moire est structure´ en trois chapitres :
1. Un e´tat de l’art sur la stabilite´ des mode`les T-S soumis a` des de´fauts.
2. Une synthe`se de commandes pre´dictives tole´rantes aux de´fauts a` base de mode`les
T-S.
3. Une application de la strate´gie propose´e au circuit d’air du moteur Diesel.
Dans le premier chapitre, nous commenc¸ons par exposer des ge´neralite´s sur le FTC
et le diagnostic a` base d’observateurs line´aires. Ensuite, nous pre´sentons un e´tat de l’art
sur la mode´lisation floue de type Takagi-Sugeno (T-S) e´tudie´e. La structure de mode´li-
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sation T-S choisie dans nos travaux, tient compte des non line´arite´s du syste`me. Cette
structure s’appuie sur l’utilisation d’un ensemble de sous-mode`les de structure line´aire.
Chaque sous-mode`le de´crit le comportement du syste`me dans une zone de fonctionnement
particulie`re. Ces sous-mode`les servent alors a` la description du comportement dynamique
global du syste`me en utilisant des fonctions non line´aires (fonctions d’activation) de´fi-
nissant la contribution de chaque sous-mode`le. Trois approches peuvent eˆtre employe´es
pour l’obtention des mode`les T-S : par identification, par line´arisation autour de diffe´-
rents points de fonctionnement (dans ce cas il s’agit de mode`les locaux affines duˆ a` la
pre´sence de la constante de line´arisation) ou par l’approche des secteurs non line´aires.
La premie`re approche consiste a` identifier les parame`tres du mode`le local correspondant
aux diffe´rents points de fonctionnement a` partir de donne´es sur les entre´es et les sor-
ties. Pour la deuxie`me et la troisie`me approche, nous supposons disposer d’un mode`le
mathe´matique non line´aire. La capacite´ des mode`les T-S a` repre´senter ou a` approcher le
comportement dynamique d’un syste`me re´el a e´te´ largement reconnue. Les mode`les T-S
sont de´crits par un ensemble de sous-mode`les partageant un vecteur d’e´tat unique [Takagi
et Sugeno (1985)]. Les mode`les T-S obtenus inclus le vecteur des e´tats dans les variables
de pre´misse appele´es aussi variables de de´cision. Dans nos travaux, deux cate´gories sont
conside´re´es selon la nature des variables intervenant dans les fonctions d’activation. En
effet, ces variables de pre´misse peuvent eˆtre connues (entre´e et/ou e´tat du syste`me, etc.)
ou inconnues (e´tat du syste`me, etc.). La premie`re cate´gorie conside`re les mode`les T-S a`
Variables de Pre´misse Mesurables (VPM). Ce type de mode´lisation a fait l’objet de nom-
breux de´veloppements touchant la commande, la stabilisation comme dans [Tanaka et al.
(2001)], l’estimation d’e´tat et le diagnostic. Par contre, la seconde cate´gorie a` Variables de
Pre´misse Non Mesurables (VPNM) est tre`s peu explore´e dans le domaine de la conception
d’observateurs. Parmi les avantages de la mode´lisation T-S, le mode`le a` VPNM permet
d’avoir une repre´sentation approximatif du mode`le non line´aire exprime´ sous sa forme
ge´ne´rale. Un e´tat de l’art sur la stabilisation et l’observation des mode`les T-S a` VPM et
a` VPNM est expose´.
Le deuxie`me chapitre pre´sente l’essentiel de nos contributions : La premie`re contri-
bution consiste a` proposer une me´thode d’obtention de mode`les T-S pour une classe de
syste`mes non line´aires affines en la commande. La deuxie`me contribution est la synthe`se
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de lois de commande stabilisantes et tole´rantes aux de´fauts. Les trois dernie`res lois de
commande propose´es sont base´es sur la conception d’observateurs T-S. La commande
conside´re´e est la commande pre´dictive a` base de mode`le (en anglais Model Predictive
Control ou MPC). Pour un syste`me dynamique, la commande base´e sur la pre´diction vise
essentiellement deux objectifs : la poursuite de trajectoires de´sire´es au cours du temps
et la stabilisation autour de ces trajectoires par rejet de perturbations exte´rieurs. L’ob-
jectif du travail pre´sente´ dans ce me´moire est d’explorer la structure T-S a` VPM et a`
VPNM. Nous proposons une strate´gie de commande pre´dictive T-S tole´rante aux de´fauts
et robuste face aux perturbations et aux incertitudes de mode´lisation pour les mode`les
T-S.
Le troisie`me chapitre pre´sente l’application de la strate´gie propose´e de reconfiguration
au circuit d’air du moteur Diesel (en anglais Diesel Engine Air Path ou DEAP). Les
moteurs Diesel sont les syste`mes d’entraˆınement les plus utilise´s dans l’industrie, graˆce
a` leur faible consommation du carburant et a` leur fiabilite´. En contrepartie, le moteur
Diesel compte parmi les syste`mes fortement polluants en raison d’un haut niveau d’e´mis-
sion d’oxydes d’azote (NOx). Ces derniers sont forme´s a` tre`s hautes pressions et hautes
tempe´ratures. Il est souhaitable d’atte´nuer la formation de ces polluants a` la source c’est
a` dire durant la combustion. Le fait de diluer de l’oxyge`ne de combustion avec des gaz
d’e´chappement, contribue a` un abaissement de la tempe´rature dans la chambre de com-
bustion re´duisant ainsi conside´rablement la formation des NOx. Dans ce me´moire, une
strate´gie de controˆle base´e sur la mode´lisation T-S du syste`me DEAP en pre´sence de fuite
d’air et d’un de´faut capteur est propose´e. Des observateurs T-S sont conc¸u permettant
d’estimer les e´tats du syste`me DEAP et la fuite d’air. Des conditions suffisantes mais non
ne´cessaires de suivi de re´fe´rence sont e´tablies et mises sous forme d’ine´galite´s matricielles
line´aires (en anglais, Linear Matrix Inequalities ou LMIs). L’ensemble des re´sultats est
valide´ en simulation nume´rique sur les mode`les T-S du syste`me DEAP.
Ce me´moire se termine par une conclusion ge´ne´rale et quelques perspectives de nos
travaux de recherche.
Chapitre I
E´tat de l’art sur la stabilite´ des
syste`mes non line´aires repre´sente´s
par des mode`les T-S
I.1 Introduction
Pour la plupart des processus re´els, un mode`le non line´aire est le plus indique´ pour
apporter une bonne repre´sentation. Cependant, dans des contextes comme l’estimation et
la commande, une mode´lisation non line´aire est plus de´licate qu’une mode´lisation line´aire
valable sur une zone restreinte de fonctionnement. Dans la litte´rature, cette repre´sentation
est adopte´e pour l’analyse de la stabilite´ et la synthe`se de lois de commande de processus
non line´aires par des mode`les T-S, de meˆme que pour la conception d’observateurs pour
les syste`mes non line´aires. Par conse´quent, la structure floue de type Takagi-Sugeno (T-S)
est introduite en tant que approche de mode´lisation permettant la repre´sentation d’un
syste`me non line´aire ainsi que la conside´ration des techniques actives de controˆle adap-
te´es aux mode`les line´aires. Les mode`les T-S repre´sentent les syste`mes non line´aires sous
forme d’une interpolation entre des mode`les line´aires locaux. Chaque mode`le local est un
syste`me dynamique LTI valide autour d’un point de fonctionnement. Dans nos travaux de
recherche, la strate´gie de controˆle tole´rant aux de´fauts (en anglais, Fault Tolerant Control
ou FTC) est entame´e par une phase de mode´lisation T-S ayant comme objectif l’obten-
tion d’une repre´sentation fide`le du comportement du processus conside´re´. Les travaux de
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the`se, expose´s dans le pre´sent me´moire, concernent en grande partie la synthe`se de lois de
commande stabilisantes et tole´rantes aux de´fauts. Bien e´videment, le controˆle et la stabi-
lite´ du syste`me en fonctionnement nominal (en absence de de´fauts) doivent eˆtre garantis.
Dans ce premier chapitre, un e´tat de l’art sur le FTC est expose´ avant que soit pre´sente´e
la structure de la loi de commande choisie. Ensuite, un e´tat de l’art sur l’analyse de la
stabilite´ et la stabilisation des syste`mes non line´aires repre´sente´s par des mode`les T-S est
pre´sente´. La stabilisation d’un syste`me en boucle ferme´e revient a` concevoir une loi de
commande stabilisante base´e sur les the´ories de Lyapunov.
I.2 Ge´ne´ralite´s sur le FTC
Pour e´viter des conse´quences ne´fastes suite a` un de´faut, il est important de conside´rer ce
dernier et d’agir sur la loi de commande afin de compenser l’effet du de´faut et permettre au
syste`me de continuer a` accomplir sa mission. En automatique, cette strate´gie de controˆle
dite commande tole´rante aux de´fauts, a e´te´ applique´e a` plusieurs domaines cite´s selon la
litte´rature : syste`mes de commande d’avion, syste`mes de commande embarque´ dans les
ve´hicules, les turbines a` gaz, etc.
Commande robuste
Techniques passives Techniques ac!ves 
Commande tolérante aux défauts
Accommoda!on Reconﬁgura!on Restructura!on
Lois de commande  
synthé!sées en ligne
Lois de commande  
pré-calculées
Figure I.1 – Classification des techniques de le FTC
Les techniques existantes concernant la tole´rance aux de´fauts sont classe´es selon deux
cate´gories : passives et actives [Montoya et al. (1983)], [Blanke et al. (2000)], [Patton
(1997)], [Noura et al. (1994)], [Steinberg (2005)], [Maciejowski et Jones (2003)], [Theilliol
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(2003a)], [Gehin et Staroswiecki (2001)], [Zhang et Jiang (2008)] et [Jiang et al. (2005)].
La classification des deux techniques est illustre´e dans la figure I.1.
I.2.1 Les techniques passives
Les techniques passives emploient des lois de commandes conside´re´es comme robustes.
Dans ce cas, les de´fauts sont traite´s autant que perturbations (exemples : incertitudes
parame´triques et perturbations exte´rieures). En effet, la commande est conc¸ue de fac¸on a`
ce que le syste`me en boucle ferme´e soit insensible a` un ensemble de de´fauts suppose´ connu.
Une base de donne´es est donc requise pour la synthe`se de ces techniques de controˆle. Dans
la litte´rature, nous citons les techniques passives de la commande tole´rante aux de´fauts
developpe´es dans [Patton (1997)] et [Niemann et Stoustrup (2005)].
I.2.2 Les techniques actives
Dans le cas des techniques actives, la loi de commande est adapte´e selon les informa-
tions fournies par l’algorithme de diagnostic [Eterno et al. (1985)], [Niemann et Stoustrup
(1992)] et [Liao et al. (2002)]. Ces techniques re´agissent suivant les mesures prises suite
a` l’apparition du de´faut. Cette re´action active vise a` maintenir la stabilite´ et si possible
les performances nominales du syste`me en temps re´el. En pre´sence de de´fauts, le but des
techniques actives est de ramener le syste`me aux trajectoires de re´fe´rence. A la diffe´rence
des techniques passives, les techniques actives ne se focalisent pas sur une base de don-
ne´es de´finissant les de´fauts pouvant apparaˆıtre. Une me´thode de diagnostic est ne´cessaire
pour de´tecter et isoler les de´fauts intervenant. Cette taˆche alarmante est accomplie ge´-
ne´ralement par un observateur permettant d’estimer les e´tats du syste`me et le de´faut
intervenant. Un bloc de de´tection et d’isolation de de´fauts est indispensable pour obtenir
une commande active tole´rante aux de´fauts. Les techniques actives sont de´compose´es en
deux types selon leur fac¸on d’agir sur le syste`me et selon le type de de´faut intervenant :
l’accommodation au de´faut et la reconfiguration du syste`me de commande.
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I.2.2.1 Accommodation
L’accommodation par rejet de perturbation repre´sente une technique d’accommoda-
tion aux de´fauts par le principe de compensation. La compensation est e´tablie soit par la
se´lection d’une loi de commande pre´de´finie, soit par la synthe`se en ligne d’une nouvelle
loi de commande. Lorsque le de´faut se manifeste, la structure de la loi de commande ne
change pas. Par conse´quent, l’adaptation se traduit par le recalcule des gains du syste`me
de commande par rapport a` la perte de l’efficacite´ soit par compensation de l’effet des
de´fauts de faibles amplitude dans le but de garantir des performances acceptables. En
pre´sence de de´faut a` forte amplitude, deux choix se pre´sentent, soit changer la trajec-
toire du syste`me soit augmenter le temps de re´ponse. En fait, le bloc de FDI est cruciale
pour l’accommodation par le principe de compensation et pour l’analyse de la stabilite´
du syste`me tole´rant aux de´fauts. Dans la litte´rature, les techniques actives d’accommo-
dation sont consacre´es particulie´rement au domaine de l’ae´ronautique. Nous citons les
techniques de commande e´tudie´es dans le but d’accommodation depuis les anne´es 1980,
la commande line´aire quadratique [Eterno et al. (1985)], la me´thode de la pseudo-inverse
[Gao et Antsaklis (1991)], la commande pre´dictive [Maciejowski et Jones (2003)], la com-
mande adaptative, la commande par mode`le de re´fe´rence, la commande par mode glissant,
la commande par placement de structure propre, la line´arisation entre´e/sortie, etc. Dans
[Theilliol (2003b)], l’auteur propose une loi de commande capable de re´duire, voire meˆme
annuler l’effet des de´fauts intervenants, base´e sur le principe du rejet de perturbations.
L’objectif de l’auteur est de mener le syste`me a` ses performances nominales initiales afin
de maintenir sa stabilite´. Dans le cas de´faut de type capteur, la me´thode de compensation
fait appel a` un banc d’observateurs ge´ne´ralise´s insensibles aux de´fauts. Concernant les
de´fauts actionneurs et de´fauts syste`me, la me´thode d’accommodation re´injecte l’erreur
d’estimation dans la loi de commande.
I.2.2.2 Reconfiguration de lois de commande
La reconfiguration de lois de commande consiste a` calculer une nouvelle loi de com-
mande en tenant compte des de´fauts. A cause de contraintes e´conomiques et techniques,
il n’est pas toujours possible de changer la structure du syste`me ou de la commande pour
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compenser l’effet des de´fauts. Dans cette situation particulie`re, une commande tole´rante
aux de´fauts est de´rive´e de la loi de commande calcule´e pour le cas nominal. La solution re-
vient a` estimer le de´faut graˆce a` un bloc de de´tection et d’isolation de de´fauts (en anglais,
Faults Detection and Isolation FDI) pour transmettre ensuite les informations obtenues
a` un deuxie`me bloc dit FTC. Une nouvelle loi de commande est de´duite re´sultant du
rajout d’un terme relatif au de´faut de´tecte´ au niveau de la commande nominale. Dans ce
contexte, nous citons la loi de commande re-se´quence´e (Control law re-scheduling) [Oud-
ghiri (2008)], [Leithead (1999)] et [Stilwell et Rugh (1999)], la commande par la me´thode
du pseudo-inverse propose´e par [Gao et Antsaklis (1991)]. Le but consiste a` minimiser
l’erreur de poursuite de trajectoire poussant le syste`me en de´faut a` avoir approximati-
vement le meˆme comportement que le syste`me de re´fe´rence sans de´faut. L’inconve´nient
est que cette commande ne´cessite un module FDI suffisamment robuste, pour e´viter une
de´gradation des performances ou une instabilite´ du syste`me suite a` une fausse alarme ou
a` un de´faut non de´tecte´.
Aconneurs Système Capteurs y
af cf
Geson des 
Réferences
FDI
refy
FTC
résidus
Figure I.2 – Architecture du FTC
Afin d’atteindre une reconfiguration de lois de commande effective, la connaissance
du vecteur d’e´tats du syste`me en fonctionnements normal et de´faillant est requise. La
de´tection, l’isolation et le diagnostic de de´fauts permettent d’atteindre ces objectifs.
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I.2.3 Ge´ne´ralite´s sur le diagnostic
Deux grandes cate´gories de me´thodes de diagnostic sont identifiables dans la litte´ra-
ture. La premie`re cate´gorie est celle base´e sur la redondance mate´rielle. Ces me´thodes
sont conside´re´s fiables mais encombrantes et couˆteuses. La redondance mate´rielle consiste
a` multiplier le nombre de capteurs mesurant une meˆme grandeur. La redondance mate´-
rielle est tre`s utilise´e dans le cas ou` les conse´quences de se´curite´ des humains et du proce´de´
sont plus importantes que les contraintes e´conomiques. Ces me´thodes sont employe´es dans
des domaines comme l’automobile, l’ae´ronautique ou l’ae´rospatial. La seconde cate´gorie se
base sur des algorithmes de diagnostic qui fournissent des informations concernant l’e´tat
du syste`me [Patton (1997)]. Sur le plan pratique, l’hypothe`se selon laquelle le vecteur
d’e´tat est accessible a` la mesure n’est pas toujours ve´rifie´e. En re´alite´, pour des raisons
techniques et e´conomiques, l’inconve´nient principal est de ne pas pouvoir mesurer la to-
talite´ des variables d’e´tat du syste`me, d’ici vient le besoin d’estimer ces dernie`res a` partir
de donne´es entre´es-sorties [Noura et al. (2000)].
I.2.3.1 De´finitions et terminologies
Nous reprenons dans la liste ci-dessous, les de´finitions propose´es par le comite´ technique
SAFEPROCESS de l’IFAC (International Federation of Automatic Control) et reprises
dans [Isermann et Balle (1997)].
Faute : cause ou origine d’une erreur. La faute est de´finie par la cause que l’on veut
pre´venir ou tole´rer.
Erreur : diffe´rence entre une mesure (re´alite´) et une observation (re´sultat de calcul). Une
erreur est cause´e par une ou plusieurs fautes.
De´faut : de´viation non acceptable d’au moins une caracte´ristique d’un syste`me (action-
neur(s) - syste`me - capteur(s)) par rapport a` sa valeur nominale.
De´faillance : interruption permanente de la capacite´ du syste`me a` accomplir sa mission
dans des conditions de fonctionnements ope´rationnelles spe´cifie´es, conse´quence d’un
ou plusieurs de´fauts.
Panne : e´tat d’un syste`me incapable d’assurer sa fonction a` la suite d’une de´faillance.
I.2. Généralités sur le FTC 11
Re´sidu : indicateur d’anomalie fonctionnelle ou comportementale. Un re´sidu est un si-
gnal issu des relations de redondance analytique du mode`le du syste`me. Il a pour
objectif de mettre en e´vidence, dans le cadre de diagnostic, l’apparition d’une ou
plusieurs fautes, Noura (2005).
De´tection de de´faut : (en anglais Fault Detection ou FD) : fonction consistant a` de´-
terminer l’apparition et l’instant d’occurrence d’un de´faut. Cette fonction peut eˆtre
obtenue en utilisant le re´sidu ge´ne´re´ en comparant le comportement du mode`le du
syste`me a` celui du syste`me re´el. Ide´alement, un re´sidu est nul lorsque le syste`me est
en fonctionnement normal et il diffe`re de 0 en cas de de´faut.
Isolation de de´faut : de´termination du type, de la localisation et de l’instant d’occur-
rence d’un de´faut.
Identification : de´termination de la taille et du comportement temporel d’un de´faut.
Diagnostic : de´termination du type, de la taille, de la localisation et de l’instant d’oc-
currence d’un de´faut. Il inclut la de´tection, l’isolation et l’identification des de´fauts.
Redondance analytique : de´termination d’une variable par la mesure ou par l’utilisa-
tion d’un mode`le mathe´matique du processus conside´re´.
Mode´lisation du de´faut : de´termination d’un mode`le mathe´matique pour de´crire un
effet spe´cifique du de´faut.
I.2.3.2 Classification des de´fauts
De´faut actionneur : cette de´faillance affecte l’actionneur totalement ou partiellement
et conduit a` la perte d’une action de commande sur le syste`me. Soit l’exemple du
ve´rin bloque´ ne re´pondant plus au signal de commande qui lui est applique´. Dans
ce cas, il est question d’une perte totale de l’actionneur. Un de´faut partiel du ve´rin
peut eˆtre la conse´quence d’une baisse d’efficacite´ a` cause d’un proble`me hydraulique
(fuite), d’un vieillissement ou d’une saturation. Suite a` de tels de´fauts, il est de´duit
un fonctionnement de´grade´ du syste`me causant son instabilite´.
De´faut capteur : ce type de de´faut se manifeste par une erreur au niveau de la mesure
d’une grandeur physique. La perte totale d’un capteur peut eˆtre cause´e par une
perte de connexion physique (e´lectrique par exemple) entre la source d’information
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et le capteur, ou e´galement un dysfonctionnement du capteur (usure me´canique,
proble`me logiciel, etc.). Si le de´faut est partiel, c’est qu’il se pre´sente sous la forme
d’un biais, d’une de´rive, d’une baisse d’efficacite´, d’un de´faut de calibrage, etc.
De´faut syste`me : ce type de de´faut est celui qui affecte les composants du syste`me,
comme par exemple la masse, les coefficients ae´rodynamiques, etc. Ce de´faut est
ge´ne´ralement pre´sente´ par des incertitudes ou des erreurs de mode´lisation.
Conside´rons le cas des syste`mes a` multi-entre´es multi-sorties (en anglais, Multi-Input
Multi-Output ou MIMO). Lors de l’apparition d’un de´faut actionneur, il est ne´cessaire
de ve´rifier la commandabilite´ du syste`me avec les actionneurs encore en bon e´tat. Cette
e´tude est importante avant de re-calculer une nouvelle loi de commande. Dans le cas
d’une perte d’efficacite´ d’un actionneur re´sultant d’un vieillissement, il s’agit d’une com-
mande tole´rante aux de´fauts vu que l’actionneur fonctionne toujours. Les de´fauts peuvent
eˆtres additifs ou multiplicatifs. Les de´fauts multiplicatifs sont ge´ne´ralement transforme´s
en de´fauts additifs comme conside´re´ dans [Noura et al. (2000)] et [Rodrigues (2005)]. Ce-
pendant, les de´fauts multiplicatifs sont repre´sente´s par des changements dans la matrice
d’e´tats du syste`me. Les de´fauts affectant le syste`me se de´finissent sous la forme d’une
variation de parame`tres des matrices repre´sentant le mode`le du syste`me. Les figures I.3
et I.4 montrent les de´fauts additifs qui influencent une variable Y par l’ajout du de´faut
f au signal d’entre´e Yu. Cette premie`re mode´lisation est approprie´e aux de´fauts capteurs
et actionneurs ou encore aux bruits de mesures. Les de´fauts multiplicatifs peuvent eˆtre
conside´re´s e´galement comme des incertitudes parame`triques ∆A du proce´de´.
Σ
f
uY Y f= +uY
Figure I.3 – De´faut additif
U
f a= ∆
a
( )Y a a U= + ∆
Figure I.4 – De´faut multiplicatif
Dans ce qui suit, nous conside´rons le diagnostic a` base d’observateur permettant d’ob-
tenir les estimations des mesures disponibles et indisponibles.
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I.2.3.3 Me´thodes de diagnostic base´es sur les observateurs line´aires
Dans le cas de nombreux proce´de´s industriels, il est difficile voire meˆme impossible de
re´aliser les mesures de certaines de ses grandeurs physiques pouvant constitue´es les va-
riables d’e´tat. De ce fait, pour assurer un controˆle satisfaisant de ces proce´de´s en l’absence
de capteurs physiques ade´quats, il est ne´cessaire d’avoir les valeurs des variables non ac-
cessibles. La solution dans ce cas est d’employer les me´thodes a` base d’observateur d’e´tat.
La conception d’un observateur est re´alise´e en deux e´tapes : une premie`re phase de syn-
the`se de l’observateur et une seconde d’analyse de la convergence de l’e´tat de l’observateur
vers l’e´tat re´el du syste`me. La synthe`se de l’observateur se base sur les informations dis-
ponibles concernant le syste`me (le mode`le dynamique), les signaux d’entre´es et les sorties
mesurables. Il existe dans la litte´rature un observateur adapte´ a` chaque repre´sentation du
syste`me : line´aire, non line´aire, de´terministe, stochastique, etc. [Corriou (1996)] et [Borne
et al. (1990)]. La reconstruction d’e´tat d’un syste`me LTI a e´te´ propose´e initialement dans
[Luenberger (1971)], l’observateur est dit de Luenberger. Nombreux sont les observateurs
propose´s dans la litte´rature : observateur a` entre´es inconnues par de´couplage [Koenig et
Mammar (2001)], observateur proportionnel inte´gral (en anglais Proportional Integral ou
PI) [Hamdi et al. (2011)], observateur a` modes glissants [Young et Ozguner (1999)], ob-
servateur adaptatif, observateur par apprentissage ite´ratif et estimateur direct de sortie,
etc. L’observateur a` entre´es inconnues (en anglais Unknown Input Observer ou UIO) a
attire´ l’attention de nombreux chercheurs [Akhenak et al. (2004)], [Luenberger (1971)] et
[Chen et Saif (2004)]. En pre´sence d’incertitudes, le syste`me de diagnostic est construit a`
partir d’UIO pour ge´ne´rer des re´sidus sensibles aux de´fauts et insensibles aux incertitudes
conside´re´es comme des entre´es inconnues.
Observateur de Luenberger :
Le principe de l’observateur de Luenberger est donne´ dans [Luenberger (1964)], [Luen-
berger (1966)] et [Luenberger (2000)]. Le bloc de FDI permet la de´tection et l’isolation
des de´fauts affectant le proce´de´. L’observateurs de Luenberger pour les syste`mes line´aires
invariants dans le temps (en anglais Linear Time Invariant LTI), comme il est de´taille´
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dans [Join (2002)]. Soit la repre´sentation d’e´tat suivante d’un mode`le LTI :
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
x(0) = x0
(I.1)
avec x ∈ Rn le vecteur d’e´tat, u ∈ Rm le vecteur des commandes (entre´es externes
connues) et y ∈ Rp le vecteur des sorties mesure´es et ou` A ∈ Rn×n, B ∈ Rn×m et
C ∈ Rp×n repre´sentent les matrices d’e´tat. La structure et les parame`tres sont suppose´s
connus.
The´ore`me I.2.1 Conside´rons un syste`me de la forme (I.1). Son observateur est donne´
par un mode`le de la forme : ˙ˆx(t) = Axˆ(t) +Bu(t) + L(y(t)− yˆ(t))yˆ(t) = Cxˆ(t) (I.2)
ou` xˆ repre´sente l’e´tat estime´, yˆ la sortie estime´e et L le gain de l’observateur a` de´terminer.
The´ore`me I.2.2 Les valeurs propres de (A−LC) sont fixe´es arbitrairement, si et seule-
ment si la paire (A,C) est observable :
rang


C
CA
CA2
...
CA(n−1)


= n (I.3)
Si le syste`me LTI (I.1) satisfait la condition du rang d’observabilite´ (I.3), alors il existe
un observateur de la forme (I.2).
La dynamique de cet observateur de´pend de la matrice (A−LC) dont les valeurs propres
sont a` fixer sous condition que le syste`me line´aire soit observable.
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L’erreur de reconstruction de la sortie est :
y˜(t) = y(t)− yˆ(t) (I.4)
L’erreur d’estimation de l’e´tat est :
e(t) = x(t)− xˆ(t) (I.5)
L’erreur de reconstruction de la sortie peut eˆtre re´e´crite en fonction de celle d’estimation
de l’e´tat :
y˜(t) = Ce(t) (I.6)
Un observateur de Luenberger pour un syste`me LTI est repre´sente´ par la figure (I.5).
+
-
+
+
+
+
+
+
+
+
+
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xˆɺ
yˆB
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∫
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xˆ
Figure I.5 – Structure d’un observateur de Luenberger
La repre´sentation d’e´tat (I.2) de l’observateur de Luenberger peut eˆtre re´ecrite sous la
forme commune suivante :
˙ˆx(t) = (A− LC)xˆ(t) +Bu(t) + Ly(t)
yˆ(t) = Cxˆ(t)
xˆ(0) = xˆ0
(I.7)
La dynamique de l’erreur de reconstruction d’e´tat devient :
e˙(t) = (A− LC)e(t) (I.8)
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La matrice L est de´termine´e de telle sorte que le syste`me LTI soit stable impliquant
que l’e´tat reconstruit tende asymptotiquement vers l’e´tat re´el du syste`me. La vitesse de
convergence est choisie arbitrairement et de´pend de la matrice gain L qui sera de´termine´e
par placement de poˆles de manie`re optimale (filtre de Kalman) telle que :
lim
t→∞
e(t) = 0 (I.9)
Si le syste`me est comple`tement stable, nous pouvons toujours trouver la matrice L telle
que l’erreur de reconstruction de sortie e(t) soit asymptotiquement stable.
Cependant, en employant des repre´sentations mathe´matiques line´aires pour le diagnostic
et le controˆle de syste`mes complexes non line´aires, des re´sultats peu concluants on e´te´
obtenus [Ichalal (2009)]. Pour cela dans la section suivante, nous expliquons qu’une mo-
de´lisation T-S est base´e sur une de´composition du comportement dynamique du syste`me
non line´aire autour de diffe´rentes zones de fonctionnement. En fait, la structure T-S est
introduite en tant qu’approche de mode´lisation permettant de conside´rer des techniques
actives de controˆle adapte´es aux mode`les line´aires.
I.3 Mode´lisation T-S des syste`mes non line´aires
Un syste`me non line´aire peut eˆtre repre´sente´ par des mode`les T-S [Takagi et Sugeno
(1985)] dont la structure est simple. Celle-ci est constitue´e de mode`les line´aires interpole´s
par des fonctions non line´aires borne´es. Les mode`les T-S sont base´s sur des re`gles telles
que :
SI pre´misse ALORS conse´quence.
Les conse´quences correspondent a` des sous-mode`les. Les variables de pre´misse sont ob-
tenu a` partir de propositions linguistiques permettant l’e´volution des fonctions d’activation
(ponde´ration). La mode´lisation conside´re´e au cours de ce travail est base´e sur une interpo-
lation entre les mode`les line´aires locaux. Les N sous-mode`les de´crivent le comportement
dynamique du syste`me non line´aire dans diffe´rentes zones de fonctionnement.
Soient h et g deux fonctions non line´aires. La repre´sentation d’e´tat du syste`me est donne´e
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par (I.10) :  x˙(t) = h(x(t), u(t))y(t) = g(x(t)) (I.10)
I.3.1 Forme quasi-line´aire a` parame`tres variables
Afin d’obtenir une repre´sentation T-S du syste`me non line´aire (I.10), ce dernier est
re´e´crit sous une forme quasi-line´aire a` parame`tres variables (en anglais quasi-Linear Pa-
rameter Varying ou quasi-LPV) selon une forme polytopique : x˙(t) = A(θ)x(t) +B(θ)u(t)y(t) = C(θ)x(t) (I.11)
ou` A, B et C sont des matrices repre´sentant l’espace d’e´tat continu avec des parame`tres
variables. θ repre´sente le vecteur des variables de pre´misse de´pendant des e´tats du syste`mes
et des entre´es de commande [Orjuela (2008)], [Orjuela et al. (2009)], [Nagy et al. (2010)],
[Rodrigues et al. (2008)], [Leith et Leithead (2002)] et [Huang et Jadbabaie (1999)]. Ce-
pendant, la forme d’un mode`le quasi-LPV n’est pas unique. A chaque repre´sentation
quasi-LPV correspond un ensemble particulier de variables de pre´misse. Le choix de ces
variables de pre´misse se base sur un ensemble de crite`res mis au point selon l’analyse de
stabilite´ et/ou les objectifs d’observabilite´ [Nagy et al. (2009)].
I.3.2 Repre´sentation d’e´tat d’un mode`le T-S
Le mode`le flou obtenu est constitue´ de deux ensembles de sous-mode`les LTI repre´sen-
tant les bornes infe´rieures et supe´rieures, (θ−, θ¯), comme il est de´crit dans [Tanaka et al.
(2001)], [Aouaouda et al. (2013)], [Ichalal et al. (2012a)], [Ichalal (2009)], [Ben Hamouda
et al. (2014a)], [Ben Hamouda et al. (2014c)], [Djemili et al. (2012a)] et [Djemili et al.
(2012c)]. La repre´sentation d’e´tat du mode`le T-S est donne´e par la relation suivante :
x˙(t) =
N∑
i=1
µi(θ) (Aix(t) +Biu(t))
y(t) =
N∑
i=1
µi(θ)Cix(t)
(I.12)
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Les matrices Ai, Bi et Ci sont constantes et {Ai, Bi} sont des sous-mode`les asymptoti-
quement stables. La structure T-S du mode`le est de´crite par les fonctions de ponde´ration
µi(θ) [T. Johansen et Murray-Smith (2000)] et [Tanaka et al. (2001)]. La fonction d’activa-
tion µi(x(t), u(t)) est normalise´e ; elle de´termine le degre´ d’activation du i
e´me sous mode`le
associe´, en fournissant une transition graduelle de ce mode`le vers le mode`le voisin. Ces
fonctions sont ge´ne´ralement triangulaires ou gaussiennes et satisfont la proprie´te´ suivante :
N∑
i=1
µi(x(t), u(t)) = 1 (I.13)
avec 0 ≤ µi(x(t), u(t)) ≤ 1, ∀ i ≥ 0.
Bien e´videmment, le ie´me mode`le line´aire de´crit la dynamique du syste`me autour du ie´me
point de fonctionnement. Plusieurs e´tudes existent dans cet inte´ressant axe, ou` les cher-
cheurs traitent des repre´sentations mathe´matiques varie´es de mode`les non line´aires pou-
vant se mettre sous la forme quasi-LPV avec une repre´sentation polytopique donne´e par
A0 +
∑N
i=1 µi(t)Ai [Angeli et al. (2000)].
La ie´me re`gle du mode`le T-S est de la forme suivante :
SI θ1(x, u) EST Msi1 ET ... SI θN(x, u) EST MsiN
ALORS
 x˙(t) = Ai x(t) +Bi u(t)y(t) = Ci x(t), i = 1, 2, ..., N (I.14)
Pour r variable de pre´misse, il y a N sous-mode`les ayant la forme polytopique suivante :
Ms(θ) =
N∑
i=1
: µiMsi = µ1,1Ms1 + µ1,2Ms2...+ µN
2
,1MsN − 1 + µN
2
,2MsN (I.15)
I.3.3 Approches d’obtention d’un mode`le T-S
Trois diffe´rentes approches peuvent eˆtre employe´es pour obtenir les mode`les T-S : Par
identification et estimation des parame`tres obtenus suite a` des mesures expe´rimentales. Les
auteurs Wang et Tanaka ont propose´s dans [Tanaka et al. (1996)] de faire une transforma-
tion directe pour obtenir un mode`le affine en l’e´tat. Cette approche ne ge´ne`re pas d’erreur
d’approximation et a l’avantage de re´duire le nombre de sous-mode`les. Une troisie`me ap-
proche est la line´arisation autour de points de fonctionnement avec : A(θ) = ∇xh(x, u),
B(θ) = ∇uh(x, u) et C(θ) = ∇xg(x, u).
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I.3.3.1 Mode`les obtenus par identification
Les mode`les conside´re´s sont de type boˆıte noire. Leur identification est e´tablie graˆce
aux informations disponibles sur les entre´es/sorties autour de diffe´rents points de fonc-
tionnement [Tanaka et Sugeno (1992)]. L’identification passe par trois e´tapes : rechercher
une structure optimale du mode`le, estimer les parame`tres et valider le mode`le final.
I.3.3.2 Mode`les obtenus par line´arisation
Pour cette approche, nous devons disposer d’un mode`le mathe´matique non line´aire
repre´sentant le processus physique. Ce mode`le est line´arise´ autour de diffe´rents points de
fonctionnement. Ceci revient a` approximer la fonction non line´aire h(.) a` travers son plan
tangent au point (xi, ui). Dans ce cas, le nombre N de sous-mode`les de´pend du degre´ de
pre´cision de´sire´ pour la mode´lisation, de la complexite´ du syste`me non line´aire et du choix
de la structure des fonctions d’activation [Nagy (2010)].
I.3.3.3 Mode`les obtenus par secteur non line´aire
Initialement propose´e par Tanaka et al dans [Tanaka et al. (1998)], cette approche dite
aussi par transformation d’un syste`me non line´aire affine en la commande, est base´e sur
une Transformation Polytopique Convexe (TPC) de fonctions scalaires origines de la non
line´arite´. L’approche par secteur non line´aire n’engendre pas d’erreur d’approximation.
Elle a e´galement l’avantage de re´duire le nombre de mode`les locaux par comparaison avec
l’approche de line´arisation. En effet, c’est l’approche la plus utilise´e dans des contextes
comme l’analyse de stabilite´ des syste`mes non line´aires repre´sente´s par un mode`le T-S et
la synthe`se de re´gulateurs [Tanaka et al. (1996)], [Ichalal et al. (2012a)], [Djemili et al.
(2012a)]et [Abidi et al. (2012)]. L’approche par secteur non line´aire permet d’obtenir une
forme T-S e´quivalente au mode`le non line´aire sans perte d’information. Cette approche
est moins conservative et base´e uniquement sur les bornes supe´rieures et infe´rieures des
termes non line´aires, comme est de´crit par le Lemme I.3.1. Dans [T. Johansen et Murray-
Smith (2000)] et [Boyd et al. (1994)], l’approche T-S obtenue par secteur non line´aire a`
partir d’un mode`le mathe´matique est une repre´sentation polytopique convexe.
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Lemme I.3.1 Soit une fonction θ(x, u) continue et borne´e sur un domaine D ⊂ Rn×Rm
a` valeurs dans R avec x ∈ Rn et u ∈ Rm. Il existe deux fonctions (v = 1, 2) :
µv : D 7→ [0, 1]
(x, u) 7→ µv(x, u))
avec µ1(x, u) + µ2(x, u) = 1, telles que :
θ(x, u) = µ1(x, u)θ¯ + µ2(x, u)θ−
et
θ¯ = max
x,u∈D
{θ(x, u)} et θ− = minx,u∈D {θ(x, u)} .
les fonctions µ1 et µ2 sont de´finies par :
µ1(θ) =
θ(x, u)− θ−
θ¯ − θ−
; µ2(θ) = 1− µ1(θ) = θ¯ − θ(x, u)
θ¯ − θ−
Le polytope obtenu a N = 2r sommets ou` r est le nombre de variables de pre´misse.
Cette forme polytopique est une ge´ne´ralisation de syste`mes affines. La variation du vecteur
θ est repre´sente´e par un ensemble de matrices sommets Ms de´finissant le polytope, sous
la condition que la matrice Ms soit conside´re´e comme une matrice de sous-mode`les et que
sa relation avec la structure du mode`le T-S soit e´vidente ou` Ms(θ) =
N∑
i=1
µiMsi. E´tant
donne´ que les variables de pre´misse de´pendent des non line´arite´s du syste`me, elles sont
souvent des fonctions de variables inconnues comme par exemple les variables d’e´tat qui
ne sont pas directement mesurables. En conse´quence, la connaissance pre´cise des bornes
infe´rieures et supe´rieures n’est pas toujours possible. L’influence de ce proble`me de borni-
tude est discute´e dans [Nagy (2010)]. Dans le second chapitre une approche d’obtention de
mode`les T-S est propose´e. En effet, le comportement dynamique du syste`me non line´aire
est caracte´rise´ par une repre´sentation d’e´tat T-S, compose´ de N mode`les locaux line´aires
ou affines. Chaque sous-mode`le est obtenu par une line´arisation non stationnaire autour
de points de fonctionnement.
I.3.4 Crite`res de choix des variables de pre´misse
Le nombre et la position des diffe´rents points de fonctionnement sont de´licats a` choisir.
Ainsi, le choix des variables de pre´misse est re´alise´ suivant un ensemble de re`gles mis
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au point afin d’atteindre les objectifs d’analyse de stabilite´, de commandabilite´ et/ou
d’observabilite´. L’avantage de la proprie´te´ de convexite´ des fonctions d’interpolation des
sous-mode`les est qu’elles ne font pas partie de la re´solution des ine´galite´s matricielles
line´aires (en anglais, Linear Matrix Inequalities ou LMIs). En effet, la forme quasi-LPV
(I.11) repre´sentant un syste`me non-line´aire de la forme (I.10) n’est pas unique. Pour
chaque forme quasi-LPV, un ensemble particulier de variables de pre´misse est obtenu.
Le nombre de sous-mode`les et la structure du mode`le global de´pendent du choix des
variables de pre´misse. Dans [Tanaka et al. (2001)] et [Bergsten et al. (2001)] des techniques
sont propose´es pour re´duire le temps de calcul et faciliter l’existence d’une solution aux
LMIs. Les conditions LMI deviennent plus complexes lorsque le nombre de variables d’e´tat
implique´es dans les variables de pre´misse augmente [Bergsten et Palm (2000)]. Le choix
de cet ensemble est important puisqu’il affecte le nombre de sous-mode`les et la structure
globale du mode`le [Nagy et al. (2009)]. Cet degre´ de liberte´ est utilise´e pour rendre plus
facile l’e´tude de controˆlabilite´, d’observabilite´ et d’analyse de stabilite´. Voici les quatre
points directifs cite´s dans [Tanaka et al. (2007)] :
– La matrice de commande du syste`me quasi-LPV ne doit pas eˆtre une matrice nulle.
C’est une condition ne´cessaire pour le controˆle du syste`me.
– Une forme quasi-LPV avec un nombre minimal de variables de pre´misse est pre´fe´-
rable.
– Un mode`le T-S avec un nombre minimal de sous-mode`les doit eˆtre choisi.
– Le vecteur de variables de pre´misse doit de´pendre d’un nombre minimal de variables
d’e´tat [Bergsten et Palm (2000)] et [Bergsten et Palm (2002)].
Exemple introductif :
Dans [Nagy et al. (2010)], l’auteur applique la TPC a` un syste`me dynamique non line´aire,
de sorte a` mettre l’accent sur le choix des variables de pre´misse et sur la repre´sentation
quasi-LPV choisi. Soit le syste`me :
x˙1 = cos(x1)x2 + x
3
1u
x˙2 =
x1√
x2
− x21x2
(I.16)
L’auteur expose plusieurs repre´sentations quasi-LPV (I.11) repre´sentant le syste`me (I.16)
pour faire apparaˆıtre une forme affine en l’e´tat et en la commande. Parmis les repre´sen-
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tations qui existent nous citons ici deux d’entre elles :
A(θ(x, u)) =
 x21u cos(x1)
1√
x2
−x21
 ;B(θ(x, u)) =
 0
0
 (I.17)
A(θ(x, u)) =
 0 cos(x1)
1√
x2
− x1x2 0
 ;B(θ(x, u)) =
 x31
0
 (I.18)
L’auteur retient la seconde repre´sentation donne´e par (I.18) pour re´pondre a` un nombre
maximale de crite´res de choix. Il obtient l’ensemble des variables de pre´misse repre´sen-
tant les non line´arite´s du syste`me : θ1 = cos(x1), θ2 = x
3
1 et θ3 =
1√
x2
− x1x2. Dans une
deuxie`me e´tape la TPC est applique´e, l’auteur obtient un polytope avec 8 = 23 sommets
pour construire ensuite le mode`le T-S flou.
Dans la litte´rature, l’analyse de stabilite´ et la synthe`se d’observateurs et de controˆleurs
pour les syste`mes non line´aires repre´sente´s par des mode`les T-S, sont re´alise´es par re´so-
lution de LMI [Wang et al. (1996)], [Bergsten et Palm (2000)], [Bergsten et al. (2001)],
[Chadli et al. (2001)], [Tanaka et al. (2001)], [Akhenak (2004)], [Tanaka et al. (2007)],
[Ichalal et al. (2012b)] et [T. Guerra et Bernal (2009)], [Boulkroune et al. (2010)]. Garantir
l’observabilite´ et la controˆlabilite´ du syste`me global, repre´sente´ par un mode`le T-S, me`ne
a` assurer l’existence d’une solution aux LMI associe´es a` chaque sous-mode`le [T. Guerra
et Bernal (2009)].
I.4 Stabilisation et observation des syste`mes non li-
ne´aires repre´sente´s par des mode`les T-S
Dans cette section, un e´tat de l’art sur la stabilite´ et la stabilisation des syste`mes non
line´aires repre´sente´s par des mode`les T-S (I.12) est pre´sente´. La stabilisation revient a`
concevoir une loi de commande stabilisante du syste`me en boucle ferme´e. Des techniques
base´es sur la the´orie de Lyapunov sont utilise´es. La formulation LMI est utilise´e en tant
qu’outil d’analyse et de synthe`se de lois de commande. La technique la plus utilise´e est la
structure PDC (Parallel Distributed Compensation). Dans la sous-section suivante nous
pre´sentons quelques travaux de la litte´rature base´s sur cette structure. Dans [Tanaka
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et al. (1998)] des lois de commande par retour d’e´tat flou ont e´te´ e´labore´es. Ces lois de
commandes re´sultants des conditions base´es sur les fonctions de Lyapunov quadratiques.
Dans [Tanaka et al. (1998)], [Tanaka et al. (1998)] et [Tanaka et al. (1998)], des crite`res
en termes de LMIs sont e´tablis constituant des conditions suffisantes mais non ne´cessaires
pour assurer la stabilisation d’un syste`me non line´aire repre´sente´ par un mode`le T-S.
I.4.1 Etude de la stabilite´ d’un syste`me non line´aire repre´sente´
par un mode`le T-S autonome
La stabilite´ des syste`mes non line´aires repre´sente´s par un mode`le T-S a fait l’objet de
nombreux travaux.
Soit un mode`le T-S autonome (u(t) = 0), repre´sente´ par :
x˙(t) =
∑N
i=1
µi(θ)Aix(t) (I.19)
ou` N repre´sente le nombre de sous-mode`les.
The´ore`me I.4.1 Le syste`me (I.19) est dit quadratiquement stable, s’il existe une matrice
P ∈ Rn×n syme´trique et de´finie positive telle que les conditions suivantes sont ve´rifie´es
pour i = 1, . . . , N [Tanaka et Sugeno (1992)] :
ATi P + PAi < 0 (I.20)
De´monstration I.4.1 La stabilite´ d’un syste`me non line´aire repre´sente´ par un mode`le
T-S autonome s’appuie sur le choix d’une fonction de Lyapunov candidate V (x(t)) =
x(t)TPx(t) ou` P = P T > 0. Des conditions formule´es en termes de LMI sont a` re´-
soudre simultane´ment graˆce a` l’emploi de la proprie´te´ de somme convexe des fonctions de
Lyapunov.
Le choix de la matrice de Lyapunov P doit assurer la stabilite´ de chaque sous-mode`le ;
les valeurs propres de Ai, i ∈ 1, . . . , N appartiennent au demi-plan gauche du plan com-
plexe. La meˆme condition doit eˆtre ve´rifie´e pour :
∑N
i=1 Ai. Cependant, l’interpolation de
sous-mode`les stables n’est pas force´ment stable. Dans [Tanaka et al. (1998)], il est ve´rifie´
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que lorsque le nombre N de sous-mode`les augmente, il devient difficile de trouver une
matrice commune P satisfaisant a` l’ensemble des N LMIs.
Dans des travaux ulte´rieurs, des conditions de stabilite´ moins restrictives que celles
obtenues par le The´ore`me I.4.1 sont propose´es. L’ide´e consiste a` trouver des matrices Pi
au lieu d’une seule matrice commune P [Tanaka et al. (2003)] et [Chadli et al. (2002)]
afin de relaxer les contraintes de stabilite´ du The´ore`me I.4.1. Dans [Johansson (1999)], les
auteurs conside´rent des fonctions de Lyapunov polyquadratiques de la forme suivante :
V˙ (x(t)) = x(t)T
N∑
i=1
µi(θ) (Pi x(t)) (I.21)
Une autre solution propose´e consiste a` utiliser une fonction de Lyapunov non quadratique
de´finie par :
V (x(t)) = max {V1 (x(t)) , V2 (x(t)) , . . . , VN (x(t))} (I.22)
ou`
Vi(x(t)) = x(t)
TPix(t), Pi = P
T
i > 0, i = 1, . . . , N. (I.23)
Cette fonction a e´te´ exploite´e pour l’e´tude de la stabilite´ des syste`mes line´aires a` para-
me`tres variables (en anglais Linear Parameter Varying ou LPV) dans [Boyd et al. (1994)]
et des syste`mes non line´aires repre´sente´s par des mode`les T-S dans [Chadli (2002)] et
[Johansson (1999)]. Les conditions de stabilite´ obtenues par cette fonction de Lyapunov
sont donne´es par le the´ore`me suivant :
The´ore`me I.4.2 Le syste`me (I.19) est stable, s’il existe des matrices Pj = P
T
j > 0 et
des scalaires τijk > 0 tels que [Johansson (1999)] :
ATi Pj + PjAi +
N∑
k=1
τijk (Pj − Pk) < 0 (I.24)
avec Pj > 0 et τijk > 0, pour i, j = 1, . . . , N
Ces re´sultats constituent des conditions de stabilite´ moins restrictives que les conditions
de stabilite´ quadratique. En effet, elles sont exprime´es en termes d’ine´galite´ matricielle
biline´aire (en anglais, Bilinear Matrix Inequality ou BMI) qui sont cependant plus difficiles
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a` re´soudre que les LMIs [T. Guerra et Tirmant (2006)][, [Chadli et al. (2002)], [Tanaka et
Wang (2001)], [Yoneyama (2008)] et [Tanaka et al. (2003)].
I.4.2 Stabilisation par une commande de type PDC
Le controˆleur flou re´alise´ et le mode`le T-S a` Variables de Pre´misse Mesurables (VPM)
partagent ensemble la meˆme base de re`gles. L’ide´e revient a` synthe´tiser un compensateur
pour chaque re`gle floue du mode`le T-S [Tanaka et Sano (1994)]. Le re´gulateur PDC est
de´fini comme suit :
SI θ1(x, u) EST Msi1 ET ... SI θN(x, u) EST MsiN
ALORS
{
u(t) = −Kix(t), i ∈ 1, ..., N
(I.25)
ou` Ki repre´sente la matrice gains de retour d’e´tat. Ce re´gulateur correspond a` un retour
d’e´tat non line´aire utilisant les meˆmes fonctions µi(t) que le mode`le T-S. Le mode`le T-S
suivant est conside´re´ :
x˙(t) =
∑N
i=1
µi(θ) (Aix(t) +Biu(t)), i ∈ 1, ..., N (I.26)
La commande PDC globale est la suivante :
u(t) = −
N∑
i=1
µi(θ)Kix(t) (I.27)
La synthe`se de la loi de commande consiste donc a` de´terminer une matrice de gains Ki,
i ∈ 1, ..., N , pour chaque sous-mode`le. Le mode`le T-S en boucle ferme´e est alors donne´e
par :
x˙(t) =
∑N
i=1
∑N
j=1
µi(θ)µj(θ) ((Ai −BiKj)x(t)) (I.28)
En posant Gij = Ai −BiKj, l’expression de la boucle ferme´e devient :
x˙(t) =
∑N
i=1
∑N
j=1
µi(θ)µj(θ) (Gijx(t)) (I.29)
Les conditions de stabilisation sont obtenues en remplac¸ant les matrices d’e´tat en boucle
ouverte par celles de la boucle ferme´e. Nous appliquons le re´sultat du The´ore`me I.4.1 a`
l’e´quation (I.29) et nous remplac¸onsAi parGij pour aboutir aux conditions de stabilisation
donne´es par le the´ore`me suivant :
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The´ore`me I.4.3 Le mode`le T-S donne´ par (I.28) est asymptotiquement stable s’il existe
une matrice syme´trique P > 0 ve´rifiant les ine´galite´s suivantes [Tanaka et Sano (1994)] :
GTiiP + PGij < 0, i ∈ 1, ..., N (I.30)(
Gij +Gji
2
)T
P + P
(
Gij +Gji
2
)
< 0, i < j, i, j ∈ 1, ..., N (I.31)
La synthe`se de la commande PDC (I.27) consiste donc a` chercher la matrice de Lya-
punov P > 0 ainsi que les gains du controˆleur Ki. Les conditions du The´ore`me I.4.3 sont
des contraintes de BMI. Pour re´soudre ce proble`me, nous multiplions a` gauche et a` droite
par P−1 les conditions (I.30) et (I.31) tout en adoptant le changement de variables sui-
vant : X = P−1 et Mj = KjX. Les conditions (I.30) et (I.31) deviennent line´aires et le
proble`me revient a` chercher X et Mi conduisant a` l’e´criture du proble`me sous la forme
LMI suivante :
The´ore`me I.4.4 Le mode`le T-S en boucle ferme´e (I.26) est stable, s’il existe X > 0 et
Mi tels que :
AiX +XAi −BiMi −MTi BTi < 0 (I.32)
AiX +XAi + AjX +XAj −BiMj −MTj BTi −BjMi −MTi BTj < 0 (I.33)
I.4.3 Analyse de la stabilite´ : relaxation des conditions de sta-
bilisation
Plus le nombre de re`gles N est grand, plus il devient difficile de trouver une matrice de
Lyapunov P commune. La solution est de relaxer les conditions de stabilite´. De nouvelles
conditions de stabilite´ moins conservatives sont de´finies par le the´ore`me suivant.
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The´ore`me I.4.5 Le mode`le T-S donne´ par (I.28) est globalement asymptotiquement
stable s’il existe une matrice syme´trique P > 0, M ≥ 0 et des matrices Ki, i ∈ 1, ..., N
ve´rifiant les ine´galite´s suivantes [Tanaka et al. (1998)] :
GTiiP + PGij + (s− 1)M < 0, i ∈ 1, ..., N (I.34)(
Gij +Gji
2
)T
P + P
(
Gij +Gji
2
)
−M ≥ 0, i < j, i, j ∈ 1, ..., N (I.35)
ou` s est le nombre de mode`les locaux actifs simultane´ment.
Afin de transformer les conditions du The´ore`me I.4.5 en LMI, nous pre´- et post-
multiplions les ine´galite´s par diag(P−1; ...;P−1) et nous appliquons le changement de
variables suivant : X = P−1 et Ki = MiP−1. Pour le The´ore`me I.4.5, cette multiplication
donne :
The´ore`me I.4.6 Le mode`le T-S en boucle ferme´e (I.26) est stable s’il existe un matrice
syme´trique X > 0, des matrices Mi et des matrices Sij avec Sii syme´triques et Sji = S
T
ij
pour i 6= j, ve´rifiant les LMIs suivantes :
AiX +XAi −BiMi −MTi BTi + Sii < 0 (I.36)
AiX +XAi + AjX +XAj −BiMj −MTj BTi −BjMi −MTi BTj + Sij + STij < 0 (I.37)
S11 · · · S1M
...
. . .
...
SM1 · · · SMM
 > 0 (I.38)
Les observateurs T-S ont fait le sujet de plusieurs travaux de recherche comme dans
[Oudghiri et al. (2007)], [Ichalal et al. (2009)], [Abidi et al. (2012)] et [Abidi et al. (2012)].
Pour justifier dans nos travaux le choix de la structure T-S floue pour la conception de
l’estimateur, un e´tat de l’art sur la synthe`se d’observateurs pour les syste`mes non line´aires
est pre´sente´ dans ce qui suit.
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I.4.4 Stabilisation par observateurs T-S
I.4.4.1 Observateurs non line´aires
De nombreuses me´thodes ont e´te´ consacre´es a` l’estimation d’e´tat de classes particu-
lie`res de syste`mes non line´aires (filtre de Kalman e´tendu, observateur a` grands gains, ob-
servateurs base´s sur des transformations sous une forme canonique d’observabilite´, etc.)
[Kalman (1960)] et [Chen et Patton (1999)]. L’observateur a` entre´es inconnues pour les
syste`mes biline´aires a e´te´ introduit dans [Yang et Saif (1997)] et l’observateur pour les sys-
te`mes comportant des non line´arite´s de type Lipschitz dans [Koenig et Mammar (2001)]
et [Pertew et al. (2005)]. L’observateur a` entre´es inconnues a e´te´ conc¸u dans [Akhenak
et al. (2004)] pour le diagnostic d’un turbore´acteur d’un avion. Nous citons les travaux
de [Marx et al. (2003)] et [Koenig (2005)] portant sur le diagnostic par observateurs PI
et proportionnel multi inte´gral (en anglais Proportional Multi Integral ou PMI) pour les
syste`mes line´aires singuliers. Rodrigues a ge´ne´ralise´ dans [Rodrigues (2005)] l’observateur
a` entre´es inconnues, propose´ initialement dans [Darouach et al. (2001)], pour les syste`mes
line´aires. D’autres travaux ont aussi e´te´ de´die´s a` l’estimation d’e´tat des syste`mes a` entre´es
inconnues de´crits par des multi-mode`les a` e´tats de´couple´s [Orjuela (2008)].
Le premier travail concernant le cas d’un mode`le T-S a` Variables de Pre´misse Non
Mesurables (VPNM) a e´te´ propose´ dans [Chen et Saif (2004)], ou` la variable de de´cision
est l’e´tat du syste`me. Les auteurs supposent que les termes non line´aires issus de la non-
mesurabilite´ des variables de pre´misse satisfont une condition de type Lipschitz. Cette
approche est conservatrice. Ceci est lie´ a` la se´ve´rite´ de la condition de Lipschitz sur le
terme non line´aire. Un autre inconve´nient est la condition structurelle qui devient tre`s
restrictive lorsque le nombre de sous-mode`les devient plus important que le nombre de
sorties du syste`me. Une extension de ces re´sultats aux mode`les T-S est propose´e dans
[Marx et al. (2007)], pour la de´tection et la localisation de de´fauts de syste`mes a` temps
continu et discret. Une approche a e´te´ applique´e pour de´coupler une partie des entre´e
inconnues ve´rifiant les contraintes structurelles et a` minimiser le gain L2 du transfert de
l’autre partie des entre´es inconnues vers l’erreur d’estimation d’e´tat.
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I.4.4.2 Observateurs T-S a` VPM
L’observateur T-S a` VPM a une structure T-S et utilise la meˆme repre´sentation d’e´tat
qu’un observateur de type Luenberger. Sa repre´sentation d’e´tat est donne´e par :

˙ˆx(t) =
N∑
i=1
µi(θ) (Aixˆ(t) +Biu(t) + Li(y(t)− yˆ(t)))
yˆ(t) = Cxˆ(t)
(I.39)
ou` xˆ repre´sente le vecteur d’e´tat estime´. Pour de´terminer les gains Li d’observateurs T-S
(I.39), une e´tude de stabilite´ du syste`me ge´ne´rant l’erreur d’estimation d’e´tat doit eˆtre
re´alise´e. Afin d’ame´liorer les performances temporelles du diagnostic d’un moteur en de´-
faut, un observateur par placement de poˆles a e´te´ propose´ dans [Patton et al. (1998)]. Une
e´tude de la stabilite´ par la the´orie de Lyapunov et des conditions formule´es par LMIs ont
e´te´ re´alise´es. Dans le cadre de l’analyse de stabilite´, d’autres me´thodes ont e´te´ propose´es
utilisant d’autres fonctions de Lyapunov, poly-quadratiques [Chadli (2002)] et [Fang et al.
(2006)] ou non quadratiques [Boyd et al. (1994)], [Johansson (1999)], [Kruszewski (2006)]
et [Tanaka et al. (2003)]. La plupart des travaux concernant la conception d’observateurs
d’e´tat suppose que les variables de pre´misse sont connues [Akhenak et al. (2004)] et [Ro-
drigues (2005)]. Dans ce cas, les observateurs T-S (I.39) utilisent les meˆmes variables de
pre´misse que le mode`le. Ainsi, une factorisation par les fonctions d’activation est possible
dans l’e´valuation de la dynamique de l’erreur d’estimation qui s’e´crit :
e˙(t) =
N∑
i=1
µi(θ) (Ai − LiC) e(t) (I.40)
Les gains Li de l’observateur (I.39) sont de´termine´s par analyse de la stabilite´ du sys-
te`me non line´aire repre´sente´ par un mode`le T-S ge´ne´rant l’erreur d’estimation (I.40).
Dans [Patton et al. (1998)], une analyse de la stabilite´ a` partir d’une fonction de Lyapu-
nov quadratique a e´te´ e´tablie afin d’obtenir des conditions LMIs pour la conception de
l’observateur :
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The´ore`me I.4.7 L’erreur d’estimation d’e´tat converge asymptotiquement vers ze´ro s’il
existe une matrice P = P T ∈ Rn×n > 0 et des matrices Ti ∈ Rn×p telles que les conditions
suivantes soient satisfaites [Patton et al. (1998)] :
PAi + A
T
i P − TiC − CTT Ti < 0, i = 1, ..., N (I.41)
Les gains de l’observateur sont obtenus a` partir de l’e´quation suivante :
Li = P
−1Ti (I.42)
Le changement de variable suivant Ti = PLi est re´alise´ pour construire les ine´galite´s
line´aires.
I.4.4.3 Observateurs T-S a` VPNM
Les observateurs T-S base´s sur des VPNM ont e´te´ propose´s dans [Bergsten et Palm
(2000)], [Bergsten et al. (2001)], [Bergsten et Palm (2002)] et [Ichalal (2009)]. La repre´-
sentation d’e´tat d’un observateur T-S a` VPNM est la suivante :
˙ˆx(t) =
N∑
i=1
µi(θˆ) (Aixˆ(t) +Biu(t) + Li(y(t)− yˆ(t)))
yˆ(t) = Cxˆ(t)
(I.43)
Lorsque les variables de pre´misse sont inconnues, leur factorisation devient impossible et
la dynamique de l’erreur d’estimation d’e´tat s’e´crit comme suit :
e˙(t) =
N∑
i=1
µi(θ) (Aix(t) +Biu(t)) +
N∑
i=1
µi(θˆ) (Aixˆ(t) +Biu(t) + Lie(t))) (I.44)
Le cas des mode`les T-S a` VPM n’est plus re´alisable pour de´terminer les gains Li de l’ob-
servateur. Par exemple dans [Bergsten et Palm (2000)] et [Bergsten et al. (2001)], des
conditions de convergence de l’erreur d’estimation d’e´tat vers ze´ro en utilisant l’observa-
teur de Thau-Luenberger [Thau (1973)] sont propose´es. Les fonctions d’activation sont
alors suppose´es lipschitziennes.
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The´ore`me I.4.8 L’erreur d’estimation d’e´tat entre le mode`le T-S et l’observateur
converge asymptotiquement vers ze´ro, s’il existe des matrices syme´triques et de´finies po-
sitives P, Z ∈ Rn×n > 0 et des matrices Ti ∈ Rn×p ainsi qu’un scalaire positif γ tels que
[Bergsten et Palm (2000)] :
PAi + A
T
i P − TiC − CTT Ti < Z, i = 1, ..., N −Z + γ2I P
P −I
 < 0 (I.45)
Par la suite les auteurs se sont base´s sur ces re´sultats pour construire un observateur a`
mode glissant afin de conside´rer les incertitudes de mode´lisation [Bergsten et Palm (2002)].
Par ailleurs dans [Ichalal (2009)], il a e´te´ question de re´soudre le proble`me d’estimation
d’e´tat des syste`mes non line´aires ayant une structure T-S avec des VPNM. Ichalal a utilise´
deux techniques. D’une part, la technique utilisant des fonctions d’activation est propose´e
pour traiter les incertitudes de mode´lisation [Ichalal et al. (2012b)] et [Ichalal et al. (2010)].
D’une autre part, la technique L2 est utilise´e pour estimer les incertitudes borne´es. Ichalal
propose e´galement deux observateurs de type PI et PMI a` entre´es inconnues [Ichalal et al.
(2009)]. Le fait d’avoir des VPNM ne´cessite un observateur pour estimer le vecteur d’e´tat.
Dans [Ichalal et al. (2010)], l’e´tude de la stabilite´ d’un syste`me non line´aire repre´sente´
par un mode`le T-S incertain a e´te´ propose´e. Les VPNM ont e´te´ conside´re´es comme des
incertitudes.
I.4.5 Stabilisation des syste`mes non line´aires repre´sente´s par
des mode`les T-S incertains
I.4.5.1 Stabilisation robuste par retour d’e´tat : cas incertain
Des proprie´te´s de robustesse sont a` inte´grer dans la synthe`se de lois de commande
pour traiter, par exemple, le cas des incertitudes parame´triques [Tanaka et al. (1996)],
[Tong et Wang (2002)] et [Lee et al. (2001)]. Dans cette partie, nous nous inte´ressons a`
la stabilisation des syste`mes non line´aires repre´sente´s par un mode`le T-S incertains en
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conside´rant le mode`le flou incertain suivant :
x˙(t) =
∑N
i=1
µi(θ) ((Ai + ∆Ai(t))x(t) + (Bi + ∆Bi(t))u(t)) (I.46)
Les incertitudes ∆Ai(t) et ∆Bi(t) sont donne´es par :[
∆Ai(t) ∆Bi(t)
]
= Hi∆i(t)
[
Eai Ebi
]
, i ∈ 1, ..., N (I.47)
avec Hi, Eai et Ebi des matrices connues et constantes et ∆i(t) satisfaisant :
∆Ti (t)∆i(t) ≤ I, i ∈ 1, ..., N
La synthe`se de lois de commande robuste par retour d’e´tat consiste a` de´terminer les
matrices de gains de retour d’e´tat Ki satisfaisant les conditions du the´ore`me suivant :
The´ore`me I.4.9 Soient le mode`le (I.46) et la loi de commande (I.27). Le mode`le T-S en
boucle ferme´e est globalement asymptotiquement stable s’il existe une matrice syme´trique
et de´finie positive X, des matrices Mi et des scalaires εij, i, j ∈ 1, ..., N telles que les
ine´galite´s matricielles suivantes soient ve´rifie´es [Hajjaji et al. (2006)] :
φii (EaiX − EbiMi)T Hi
∗ −εiiΠ 0
∗ ∗ −εiiΠ
 < 0, i ∈ 1, ..., N (I.48)

Ψij (EaiX − EbiMj)T (EajX − EbjMi)T Hi Hj
∗ −εijΠ 0 0 0
∗ ∗ −εijΠ 0 0
∗ ∗ ∗ −ε−1ij Π 0
∗ ∗ ∗ 0 −ε−1ij Π

< 0, i < j (I.49)
avec
φii = XA
T
i + AiX −MTi BTi −BiMi (I.50)
Ψij = XA
T
i + AiX +XA
T
j + AjX −MTj BTi −BiMj −BiMj −MTi BTj (I.51)
et X = P−1 et Mi = KiP−1.
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I.4.5.2 Commande base´e sur un mode`le de re´fe´rence : cas incertain perturbe´
Dans cette sous partie, nous pre´sentons les travaux de [Abidi (2014)] concernant le
proble`me de suivi de consigne d’un mode`le T-S incertain et soumis a` des perturbations
exte´rieures d(t). Soit le mode`le flou incertain perturbe´ suivant : x˙(t) =
∑N
i=1 µi(θ) ((Ai + ∆Ai(t))x(t) + (Bi + ∆Bi(t))u(t) + d(t))
y(t) = Cx(t)
(I.52)
Les incertitudes ∆Ai(t) et ∆Bi(t) sont donne´es pre´ce´demment par (I.47). La dynamique
de la re´fe´rence conside´re´e est donne´e par la relation suivante :
x˙r(t) = Arxr(t) + r(t) (I.53)
ou` xr(t) est le vecteur d’e´tat de re´fe´rence, Ar repre´sente une matrice asymtotiquement
stable et r(t) est la re´fe´rence d’entre´e suppose´e borne´e.
L’erreur de poursuite dans ce cas est de´finie par :
et(t) = x(t)− xr(t) (I.54)
Le mode`le augmente´ suivant est conside´re´ :
x˙a(t) =
∑N
i=1
∑N
j=1
µi(θ)µj(θ)
(
A˜ijxa(t) + w˜(t)
)
(I.55)
avec
xa(t) =
 x(t)
xr(t)
 , w˜(t) =
 d(t)
r(t)
 (I.56)
La loi de commande est donne´e par :
u(t) =
N∑
i=1
µi(θ)Kiet(t) (I.57)
Dans ce cas, en inte´grant la dynamique de l’erreur de poursuite (I.54) et la dynamique de
la re´fe´rence (I.53), le syste`me augmente´ devient :
˙˜x(t) =
∑N
i=1
∑N
j=1
µi(θ)µj(θ)
(
(A˜ij + ∆A˜ij(t))x˜(t) + w˜(t)
)
(I.58)
ou`
A˜ij =
 Ai +BiKj −BiKj
0 Ar
 , ∆A˜ij =
 ∆Ai + ∆BiKj −∆BiKj
0 0
 (I.59)
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The´ore`me I.4.10 [Abidi (2014)] ∀ {i, j} ∈ {1, . . . , N} et t > 0, le mode`le T-S en boucle
ferme´e est globalement asymptotiquement stable s’il existe une matrice syme´trique de´finie
positive, P˜ = P˜ T > 0, une matrice Z et un scalaire positif ρ tels que les conditions
suivantes soient ve´rifie´es :
A˜TijP˜ + P˜ A˜ij + E˜
T
ijE˜ij +
1
ρ2
P˜ E˜iE˜
T
i P˜ + Z˜ + P˜ H˜iH˜
T
i P˜ < 0, i, j ∈ 1, . . . , N (I.60)
avec
Eij =
 Eai + EbiKj −EbiKj
0 0
 , ∆˜(t) =
 ∆i(t) 0
0 ∆i(t)
 (I.61)
et
E˜i =
 I 0
0 I
 et Z˜ =
 Z −Z
−Z Z
 (I.62)
Ces re´sultats sont prometteurs et ouvrent des portent a` d’e´ventuelles ame´liorations des
performances du syste`me non line´aire en conside´rant un observaeur T-S a` VPM ou a`
VPNM pour estimer les e´tats du syste`me. Il sera ensuite inte´ressant d’e´laborer la loi de
commande en fonction des e´tats estime´s.
I.4.5.3 Stabilisation par observateurs des syste`mes non line´aires repre´sente´s
par des mode`les T-S incertains
Dans cette partie, une stabilisation asymptotique des syste`mes non line´aires repre´sente´s
par des mode`les T-S incertains est propose´e, avec une estimation d’e´tat par observateur.
L’objectif est d’assurer une convergence de l’erreur d’estimation de l’e´tat vers 0 plus rapide
que l’e´tat. Un placement de poˆles est conside´re´ pour les valeurs propres de l’observateur
et du syste`me.
Soit le mode`le flou incertain donne´ par (I.46) et l’observateur flou d’e´tat de´crit pre´ce´dem-
ment par (I.39). Afin d’e´valuer la convergence de l’observateur, l’erreur d’estimation e(t)
entre le mode`le incertain T-S et celui de l’observateur est de´finie par (I.5).
L’expression de la commande est comme suit :
u(t) = −
N∑
i=1
µi(θ) (Kixˆ(t)) (I.63)
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ou` Ki sont les gains de la loi de commande a` de´terminer. En inte´grant la dynamique de
l’erreur d’estimation, nous obtenons le syste`me augmente´ suivant :
˙˜x(t) = A˜(θ(t))× x˜(t) (I.64)
avec A˜(θ) =
N∑
i=1
µi(θ)
(
A˜ij
)
, ou`
A˜ij =
 (Ai + ∆Ai) + (Bi + ∆Bi)Kj − (Bi + ∆Bi)Kj
∆Ai + ∆BiKj Ai + LiCj −∆BiKj
 (I.65)
x˜T (t) =
[
x(t) e(t)
]T
(I.66)
Les gains Ki et Li sont a` de´terminer afin d’assurer la stabilite´ asymptotique globale
du point d’e´quilibre ze´ro de (I.63). La synthe`se passe par deux e´tapes en utilisant les
gains de l’observateur et ceux du controˆleur se´pare´ment. Par conse´quent, imposer des
placements de poˆles de l’observateur et du controˆleur dans des re´gions LMI diffe´rentes
et se´pare´ment, est possible. [Messoussi et al. (2005)] proposent dans leurs travaux un
the´ore`me qui garantit la stabilite´ du syste`me augmente´ (I.63) : le placement de poˆles
est ajoute´ afin d’assurer une dynamique de l’erreur d’estimation plus rapide que celle
du syste`me. En pre´sence de perturbations, le ge´ne´rateur de re´sidus doit minimiser la
sensibilite´ aux perturbations tout en maximisant la sensibilite´ aux de´fauts en changeant
la valeur du seuil. L’incertitude du mode`le peut causer un pourcentage non ne´gligeable
soit de fausses alarmes ou de non de´tection. Par conse´quent, cette incertitude doit eˆtre
prise en compte par le bloc FDI.
I.4.6 Stabilisation H∞
Conside´rons le mode`le T-S suivant :
x˙(t) =
∑N
i=1
µi(t) (Aix(t) +Biu(t) +Did(t))
yc(t) =
∑N
i=1
µi(t) (C1ix(t) +D1iu(t))
y(t) =
∑N
i=1
µi(t) (C2ix(t) +D2id(t))
(I.67)
ou` yc ∈ Rh est le vecteur des sortie controˆle´es, d ∈ Rl est le vecteur des perturbations.
Di ∈ Rn×l C1i ∈ Rh×n, C2i ∈ Rq×n, D1i ∈ Rh×m et D2i ∈ Rq×l repre´sentent les matrices
de sortie et de transmission.
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Dans la litte´rature, des algorithmes sont propose´s pour la stabilisation de (I.67) base´s
sur les observateurs permettant de calculer les gains du controˆleur et ceux de l’observa-
teur. Une solution a` ce proble`me a e´te´ propose´e au de´but en deux e´tapes [Xiaodonga et
Qingling (2003)], a` savoir, effectuer le calcul des gains du controˆleur et ceux de l’obser-
vateur se´pare´ment. Plus tard, une solution en une e´tape a e´te´ propose´e dans [Lin et al.
(2005)] ou` les gains sont calcule´s simultane´ment. La seconde technique a permis d’obtenir
des re´sultats moins conservatifs. Les re´sultats de stabilisation issus de la deuxie`me tech-
nique sont pre´sente´s dans ce qui suit. Le but e´tant la synthe`se d’une commande PDC
base´e sur un observateur assurant la stabilite´ en boucle ferme´e et les performances H∞.
Un observateur d’e´tats est alors propose´ ayant la forme suivante :
˙ˆx(t) =
N∑
i=1
µi(t) (Aixˆ(t) +Biu(t) +Did(t) + Li(y(t)− yˆ(t)))
yˆ(t) =
N∑
i=1
µi(t)(C2ixˆ(t) +D2id(t))
(I.68)
Le controˆleur flou global est alors donne´ par l’expre´ssion (I.63). L’inte´gration de la dyna-
mique de l’erreur d’estimation donne le syste`me augmente´ suivant :
 ˙˜x(t)
yc(t)
 = N∑
i=1
N∑
j=1
µi(t)µj(t)
 A˜ij B˜i
C˜ij 0
 x˜(t)
d(t)
 (I.69)
ou`
A˜ij =
 Ai +BiKj −BiKj
0 Ai + LiC2j
 , B˜i =
 Bi
0
 , x˜ =
 x(t)
e(t)

et C˜ij =
[
C1i +D1iKj D1iKj
]
Il est question de stabiliser le mode`le (I.69) en conside´rant le crite`re H∞, a` savoir le calcul
les gains Li et Kj. Le principe du crite`re H∞ est le suivant :∫ {
yc(t)
Tyc(t)
}
dt ≤ ρ2
∫ {
d(t)Td(t)
}
dt
ou` ρ est le taux de´sire´ d’atte´nuation des perturbations exte´rieures.
Par la suite dans [Oudghiri et al. (2007)], un mode`le T-S incertain et perturbe´ est consi-
de´re´. Des nouveaux algorithmes en une e´tape ont e´te´ propose´s ame´liorant les performances
obtenues par les algorithmes pre´ce´dents.
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I.4.7 Stabilisation par poursuite de trajectoires selon la norme
L2
Dans la litte´rature, d’autres me´thodes existent pour l’estimation du vecteur d’e´tat d’un
mode`les T-S. Il existe dans la litte´rature des me´thodes base´es sur la satisfaction des hypo-
the`ses issues de la condition de Lipschitz des fonctions d’activation du mode`le T-S. Parmi
ces me´thodes, nous citons les observateurs a` gains line´aires [Thau (1973)], les observateurs
pour les syste`mes lipschitziens [Pertew et al. (2005)], les observateurs pour les syste`mes a`
entre´es inconnues [Pertew et al. (2006)], etc. Cette section est consacre´e a` l’e´tude d’autres
me´thodes qui n’utilisent pas l’hypothe`se de Lipschitz. En effet, la dynamique de l’erreur
d’estimation d’e´tat est e´crite sous la forme d’un syste`me incertain ayant des incertitudes
borne´es ou encore constantes. Cependant, les gains de l’observateur sont de´termine´s pour
assurer la stabilite´ du syste`me avec une atte´nuation L2, garantie du transfert de l’in-
fluence des incertitudes vers l’erreur d’estimation d’e´tat. Si le mode`le du syste`me ne tient
pas compte des perturbations, la convergence vers ze´ro de l’erreur d’estimation d’e´tat n’est
pas assure´e [Weinmann (1991)], [Van Der Schaft (1992)]. Cette norme permet la quantifi-
cation d’une borne supe´rieure du gain entre l’e´nergie de l’entre´e et celle de la sortie pour
toutes les trajectoires parame`triques admissibles du syste`me [Bara (2001)].
De´finition I.4.1 La norme L2 d’un signal s(t) de carre´ inte´grable est note´e et de´finie
par :
‖s(t)‖2 =
√∫ ∞
0
s(t)T s(t)dt (I.70)
De´finition I.4.2 La norme L2 induite d’un syste`me est de´finie par :
sup
‖u(t)‖2 6=0
‖y(t)‖2
‖u(t)‖2
(I.71)
ou` u(t) et y(t) sont respectivement les signaux d’entre´e et de sortie a` e´nergie borne´e, au
sens de la norme ‖.‖2 du syste`me conside´re´. Cette norme est une mesure du plus grand
taux d’amplification e´nerge´tique de u(t) sur y(t).
Un syste`me de la forme (I.46) affecte´ par des perturbations note´es d(t) est conside´re´
borne´ en norme. La dynamique de l’erreur d’estimation d’e´tat de´pend de l’erreur mais
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aussi de la perturbation d(t). Ainsi, l’impact de la perturbation d(t) sur l’erreur d’es-
timation e(t) de´pend des gains Li de l’observateur (I.39). L’objectif est de trouver les
gains Li de l’observateur (I.39) assurant la convergence de l’erreur d’estimation d’e´tat
e(t) en absence de perturbations et atte´nuant l’influence de la perturbation d(t) sur l’er-
reur d’estimation d’e´tat e(t). Cet objectif se traduit par les contraintes de performances
suivantes :
lim
t→∞
e(t) = 0, avec d(t) = 0 (I.72)
‖e(t)‖2 < γ ‖d(t)‖2 , avec d(t) 6= 0 et e(0) = 0 (I.73)
La premie`re contrainte garantit la convergence de l’erreur d’estimation vers ze´ro si aucune
perturbation n’agit sur le syste`me. La seconde assure la pre´cision de la reconstruction
en pre´sence d’une perturbation d(t) sur le syste`me. En effet, γ est un scalaire positif a`
de´terminer qui indique le niveau d’atte´nuation entre d(t) et l’erreur e(t). Le but est de
minimiser la norme L2 entre la perturbation d(t) et l’erreur e(t), la pre´cision de l’estimation
e´tant ainsi fixe´e au moyen de la valeur de γ qui doit eˆtre minimise´e. Ces objectifs sont
atteints s’il existe une fonction de Lyapunov V (t) telle que V˙ (t)e(t)T e(t) − γ2d(t)Td(t)
[Boyd et al. (1994)]. En choisissant V (t) = e(t)TPe(t) avec P = P T > 0, il vient :
The´ore`me I.4.11 L’erreur d’estimation entre l’observateur (I.39) et le syste`me (I.46)
ve´rifie (I.72) et (I.73) s’il existe P = P T > 0, Ki et un scalaire positif γ tels que : I + PAi −KiC + ATi P − CTKTi PEi −KiG
(PEi −KiG)T −γ2I
 < 0 (I.74)
Les gains de l’observateur sont donne´s par Li = P
−1Ki
I.5 FTC pour la poursuite de trajectoires
Dans cette partie, nous pre´sentons les travaux de [Ichalal (2009)] de´die´s a` la commande
tole´rante aux de´fauts en utilisant une mode´lisation T-S a` VPM et a` VPNM.
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Le mode`le de re´fe´rence T-S suivant est conside´re´ :
x˙(t) =
N∑
i=1
µi(θ(t)) (Aix(t) +Biu(t))
y(t) =
N∑
i=1
µi(θ(t))(Cix(t) +Diu(t))
(I.75)
Le mode`le T-S en pre´sence de de´fauts s’e´crit sous la forme suivante :
x˙f (t) =
N∑
i=1
µi(θ(t)) (Aixf (t) +Bi(uf (t) + f(t)))
yf (t) =
N∑
i=1
µi(θ(t))(Cixf (t) +Di(uf (t) + f(t)))
(I.76)
Afin de faire converger l’e´tat xf (t) du syste`me soumis a` des de´fauts vers l’e´tat x(t) de
re´fe´rence donne´ par (I.75), Ichalal a propose´ la loi de commande suivante :
uf (t) =
N∑
i=1
µi(θ(t))
(
−fˆ(t) +K1i(x(t)− xˆf (t)) + u(t)
)
(I.77)
Les matrices K1i sont a` de´terminer telles que la stabilite´ du syste`me soit garantie et l’e´cart
entre xf (t) et x(t) minimise´. L’estimation de l’e´tat du syste`me en de´faut xf (t) et celle du
vecteur de de´fauts f(t) sont obtenues simultane´ment graˆce a` un observateur PI.
La structure de l’observateur PI est donne´e par :
˙ˆxf (t) =
N∑
i=1
µi(θ(t))
(
Aixˆf (t) +Bi(uf (t) + fˆ(t)) +H1i(yf (t)− yˆf (t))
)
yˆf (t) =
N∑
i=1
µi(θ(t))
(
Cixˆf (t) +Di(uf (t) + fˆ(t))
)
fˆ(t) =
N∑
i=1
µi(θ(t)) (H2i(yf − yˆf (t)))
(I.78)
I.5.1 Cas VPM
Le syste`me ge´ne´rant l’erreur de poursuite ep(t) = x(t)−xf (t) et les erreurs d’estimation
d’e´tat et de de´faut est le suivant :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(θ(t))µj(θ(t))A˜ij e˜(t) (I.79)
ou`
e˜(t) =

ep(t)
xf (t)− xˆf (t)
f(t)− fˆ(t)
 et A˜ij =

Ai −BiK1j −BiK1j −Bj
0 Ai −H1iCj Bii −H1iRj
0 −H2iCj −H2iRj
 . (I.80)
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Les gains K1j, H1i et H2i sont de´termine´s suivant le The´ore`me I.5.1.
The´ore`me I.5.1 Les erreurs de poursuite e(t), d’estimation d’e´tat et de de´fauts
convergent asymptotiquement vers ze´ro s’il existe des matrices syme´triques de´finies po-
sitives X1 et P2, P3 = I et des matrices de gain K1j, H¯1i et H2i tel que les LMIs suivantes
soient ve´rifie´es avec i, j = 1, . . . , N [Ichalal (2009)] :
AiX1 +X1A
T
i −BiK1j −Bi −BiK1j X1
∗ P2Ai +ATi P2 − H¯1iCj − CTj H¯T1i P2Bi − H¯1iRj − CTj H¯T2i 0 0
∗ ∗ −H¯2iRj −RjT H¯T2i 0 0
∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ −I

< 0
(I.81)
Les gains du controˆleur sont K1i et les gains de l’observateur sont donne´s par H2i et H¯1i
de´finis par :
H1i = P
−1
2 H¯1i (I.82)
Nombreux sont les auteurs qui se sont base´s sur le The´ore`me I.5.1 pour proposer des
syste`mes de controˆle tole´rants aux de´fauts, nous citons [Abidi et al. (2012)], [Aouaouda
et al. (2013)] et [Djemili et al. (2012a)]. Dans le second chapitre de ce me´moire nous
proposons une commande tole´rante aux de´faut base´e sur l’estimation du vecteur d’e´tat et
du vecteur de de´fauts actionneur et/ou capteur obtenu par un observateur T-S.
I.5.2 Cas VPNM : me´thode par perturbations
Pour ce cas, les fonctions d’activation de´pendent du vecteur d’e´tat du syste`me en
de´faut, telles que :
x˙f (t) =
N∑
i=1
µi(xf (t)) (Aixf (t) +Bi(uf (t) + f(t)))
yf (t) =
N∑
i=1
µi(xf (t))(Cixf (t) +Di(uf (t) + f(t)))
(I.83)
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Le mode`le de re´fe´rence s’e´crit comme suit :
x˙(t) =
N∑
i=1
µi(x(t)) (Aix(t) +Biu(t))
y(t) =
N∑
i=1
µi(x(t))(Cix(t) +Diu(t))
(I.84)
La loi de commande devient alors :
uf (t) =
N∑
i=1
µi(xˆf (t))
(
−fˆ(t) +K1i(x(t)− xˆf (t)) + u(t)
)
(I.85)
ou` les fonctions d’activation de´pendent de l’e´tat estime´ xˆf (t).
Le syste`me ge´ne´rant l’erreur de poursuite et les erreurs d’estimation d’e´tat et de de´faut
s’e´crit :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(xˆf (t))µj(xf (t))A˜ij e˜(t) + Γ∆(t) (I.86)
ou`
e˜(t) =

x(t)− xf (t)
xf (t)− xˆf (t)
f(t)− fˆ(t)
 , A˜ij =

Ai −BiK1j −BiK1j −Bi
0 Ai −H1iCj Bi −H1iRj
0 −H2iCj −H2iRj
 (I.87)
Γ =

In×n 0
0 In×n
0 0
 , ∆ =
 ∆1(t)
∆2(t)
 (I.88)
et
∆1(t) =
N∑
i=1
(µi(x(t))− µi(xf (t))) (Aix(t) +Biu(t))
∆2(t) =
N∑
i=1
(µi(xf (t))− µi(xˆf (t))) (Aixf (t) +Bi(uf (t) + f(t)))
(I.89)
Hypothe`se I.5.1 Dans [Ichalal (2009)], les conditions suivantes sont suppose´es eˆtre ve´-
rifie´es :
1. Le terme ∆(t) est borne´.
2. Le syste`me est stable en boucle ouverte.
L’analyse de la stabilite´ du syste`me (I.86) en assurant la minimisation du gain L2 du
transfert des perturbations ∆(t) vers les erreurs e˜(t), permet d’e´noncer le The´ore`me I.5.2.
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The´ore`me I.5.2 La commande tole´rante aux de´fauts (I.85) assurant la convergence de
l’e´tat xf (t) du syste`me (I.83) vers l’e´tat de re´fe´rence x(t) de (I.84) repose sur l’existence
des matrices X1 = X
T
1 > 0 et P2 = P
T
2 > 0, P3 = I, des matrices de gain K1i, H¯1i et H2i,
et d’un scalaire positif γ¯ solution du proble`me d’optimisation suivant :
min
X1,P2,K1j ,H¯1i,H2i
γ¯,
tels que les LMIs suivantes soient ve´rifie´es [Ichalal (2009)] :
Ψi −BiK1j −Bi −BiK1j X1 X1 0
∗ Θij Ξij 0 0 0 P2
∗ ∗ Φij 0 0 0 0
∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ ∗ −γ¯I 0
∗ ∗ ∗ ∗ ∗ ∗ −γ¯I

< 0, (I.90)
Ψi = AiX1 +X1A
T
i
Θij = P2Ai + A
T
i P2 − H¯1iCj − CTj H¯T1i
Ξij = P2Bi − H¯1iRj − CTj HT2i
Φij = −H2iRj −RjTHT2i
i, j = 1, . . . , N
(I.91)
Les gains du controˆleur sont K1j et les gains de l’observateur sont donne´s par H1i =
P−12 H¯1i et H2i.
Le taux d’atte´nuation est obtenu par :
γ =
√
γ¯ (I.92)
En comparant les re´sultats du The´ore`me I.5.2 avec le The´ore`me I.5.1 pre´ce´dent, nous
constatons que l’auteur a su mettre en e´vidence l’impact des variables de pre´misse estime´s
sur la reconfiguration de loi de commande en conside´rant le vecteur de de´faut comme une
perturbation.
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I.5.3 FTC robuste pour la poursuite de trajectoires
Dans [Djemili (2012)], une strate´gie de FTC robuste a e´te´ propose´e pour les mode`les
T-S soumis a` une fuite f(t) au niveau du circuit d’air d’un moteur Diesel.
Le syste`me peut eˆtre de´crit comme suit :
x˙f (t) =
N∑
i=1
µi(θ(t)) (Aixf (t) +Biuf (t) + Ψif(t) + Eid(t))
yf (t) = Cxf (t) +Dd(t)
f˙(t) = 0
(I.93)
ou` Ψi et Ei sont la matrice de de´fauts et la matrice de perturbations respectivement avec
des dimensions approprie´es.
La loi de commande propose´e est conc¸ue telle que le syste`me en boucle ferme´e (I.93) soit
stable, l’e´tat du syste`me en de´faut xf (t) converge vers l’e´tat de re´fe´rence x(t) et l’effet de
la perturbation sur le syste`me minimise´.
La loi de commande propose´e est, dans ce cas, donne´e par :
uf (t) =
N∑
j=1
µi(x(t))
(
−Sj fˆ(t) +Kj(x(t)− xˆf (t)) + u(t)
)
(I.94)
ou` fˆ(t) repre´sente l’estimation de la fuite et u(t) est la commande nominale (retour d’e´tat
calcule´ en utilisant le PDC [Wang et al. (1996)]). Un observateur adaptatif est utilise´ pour
estimer l’e´tat du syste`me en de´faut xˆf (t) et la section de la fuite fˆ(t).
L’observateur est de´crit par :
˙ˆxf (t) =
N∑
i=1
µi(x(t))
(
Aixˆf (t) +Biuf (t) + Ψifˆ(t) + Li(yf (t)− Cxˆf (t))
)
fˆ(t) =
N∑
i=1
µi(x(t)) (Gi(yf − Cxˆf (t)))
(I.95)
Le syste`me ge´ne´rant l’erreur de poursuite ep(t) = x(t)−xf (t), l’erreur d’estimation d’e´tat
xf (t)− xˆf (t) et l’erreur d’estimation du de´faut f(t)− fˆ(t), est donne´ par :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(x(t))µj(x(t))A˜ij e˜(t) +
 Ei
D¯i
 d(t) (I.96)
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et
e˜(t) =

ep(t)
xf (t)− xˆf (t)
f(t)− fˆ(t)
 et A˜ij =
 Ai −BiKi −Ψ¯i
0 A¯i −H1iCj
 . (I.97)
avec
A¯i =
 Ai −Ψi
0 0
 , L¯i =
 Li
Gi
 , C¯ = [ C 0 ] ,
D¯i =
 Ei − LiD
−GiD
 , Ψ¯i = [ 0 Ψi ]
(I.98)
La synthe`se de la strate´gie FTC robuste se re´sume en la recherche des gains Kj et L¯i
assurant la stabilite´ du syste`me (I.96) et garantissant une atte´nuation L2 du transfert de
d(t) vers l’erreur e˜(t) dont la solution est donne´e par le the´ore`me suivant :
The´ore`me I.5.3 La dynamique de l’erreur augmente´e e˜(t) contenant la dynamique de
l’erreur de poursuite ep(t), d’estimation d’e´tat xf (t) − xˆf (t) et d’estimation de de´fauts
f(t) − fˆ(t) converge asymptotiquement vers ze´ro et le gain L2 du transfert de ω(t) vers
l’erreur e˜(t) est minimise´ s’il existe des matrices syme´triques et de´finies positives X et P2,
des matrices de gain Hi ainsi qu’un scalaire µ tel que les LMIs suivantes soient ve´rifie´es
[Djemili (2012)] :

AiX1 +X1A
T
i −Ψ¯i −Ei −BiKj X
0 P2A¯i + A¯
T
i P2 −HiC¯ − C¯THTi + I −P2D¯i 0 0
−ΨTi −D¯Ti P −µ2I 0 0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ −2I 0

< 0,
(I.99)
Les gains du controˆleur sont Kj et les gains de l’observateur sont donne´s par L¯i = P
−1
2 Hi.
L’auteur a su de´montre´ l’efficacite´ de la me´thode propose´e. Dans [Djemili (2012)], la
strate´gie de FTC propose´e a e´te´ applique´e en co-simulation nume´rique au circuit d’air
d’un moteur Diesel en pre´sence d’une fuite d’air.
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I.6 Position du proble`me
Dans ces travaux, il s’agit de proposer une strate´gie de FTC en vue de :
1. assurer une poursuite des trajectoires de re´fe´rences et une re´gulation des e´tats du
syste`me, meˆme en pre´sence de de´fauts (actionneurs et/ou capteurs)
2. respecter les contraintes sur la commande.
En effet, pour les syste`mes industriels, il existe certaines formes de contraintes qui
traduisent un phe´nome`ne physique, un facteur e´conomique, une norme de se´curite´ ou des
exigences de performance sur la commande et/ou les e´tats du syste`me. Dans ce sens, il
est demande´ de synthe´tiser et de formaliser une commande active tole´rante aux de´fauts
reconfigurable.
L’un des objectifs de l’automatique est l’ame´lioration des performances des syste`mes
industriels. Premie`rement, il faut prendre en compte le comportement dynamique non li-
ne´aire du syste`me. Deuxie`mement, concevoir un syste`me de controˆle tole´rant aux de´fauts
performant. En effet, en re´alisant un syste`me de diagnostic base´ sur un mode`le line´arise´
autour d’un seul point de fonctionnement, les re´sultats obtenus seront de´grade´s. Ces der-
niers se pre´senteront sous forme de fausses alarmes ou d’un diagnostic errone´, dans le cas
ou` nous nous e´loignons du point de fonctionnement. Ces raisons encouragent le recours a`
des mode`les non line´aires minimisant ainsi ces de´gradations, en particulier la structure T-S
qui offre une manipulation aise´e d’un point de vue mathe´matique. La stabilite´ et la stabi-
lisation des mode`les T-S sont e´tudie´es dans [Tanaka et al. (1996)] et [Tanaka et al. (2001)].
De´rive´es des the´orie de Lyapunov, les conditions de stabilite´ sont re´alise´es par re´solution
de LMIs. Dans [Wang et al. (1996)], la stabilite´ quadratique est e´tudie´e, il est montre´ qu’il
est difficile, voire impossible, de trouver une matrice de Lyapunov commune satisfaisant
l’ensemble des LMIs si le nombre de sous-mode`les est e´leve´. Dans [Tanaka et al. (1998)] et
[Tanaka et al. (2003)], des techniques polyquadratiques et non quadratiques sont propo-
se´es. En fait, l’utilisation des fonctions candidates polyquadratiques de Lyapunov permet
de re´duire le conservatisme des re´sultats issus des fonctions quadratiques.
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I.7 Solutions envisage´es
Les verrous scientifiques qui ce sont pose´s devant nous sont de proposer une strate´gie
de FTC en vue de
– maintenir le proce´de´ dans un mode de fonctionnement optimal, meˆme en pre´sence
de de´fauts (actionneurs et/ou capteurs),
– respecter les contraintes sur la commande,
– avoir la capacite´ a` manipuler des proble`me de controˆle multi-variables et
– conside´rer les non line´arite´s dans la phase de mode´lisation.
La commande pre´dictive a` base de mode`le (en anglais Model Predictive Control ou MPC)
re´pond a` ces trois premiers crite`res, l’inconve´nient qui se pose est que la commande pre´-
dictive se base sur un mode`le line´aire qui de´crit le comportement dynamique du SNL
autour d’un point de fonctionnement. Le dernier point concerne la phase de mode´lisation.
Il est important de de´crire le comportement dynamique du syste`me sur une large plage de
fonctionnement. Ce qui nous oriente vers la Mode´lisation floue de Takagi-Sugeno (T-S) .
Le but e´tant la conception d’un syste`me tole´rant aux de´fauts base´ sur des techniques de
controˆle actives adapte´es aux mode`les line´aires, les solutions envisage´es dans ce me´moire
sont la synthe`se de commandes pre´dictives stabilise´es base´e sur une mode´lisation T-S. La
strate´gie propose´e repose sur l’ide´e de combiner une loi de commande PDC avec la MPC.
En fait, la fonction polytopique de Lyapunov choisie est e´nonce´e comme un proble`me
d’optimisation convexe en termes de LMI afin de re´duire le pessimisme de l’approche,
e´tant donne´ que cette strate´gie tient compte des informations contenues dans les fonc-
tions d’activation. L’un des grands avantages de la MPC est la capacite´ de l’algorithme
de controˆle a` prendre en compte syste´matiquement des contraintes sur les vecteurs de com-
mande et d’e´tat [Wang (2009)]. Nos contributions sont expose´es dans le second chapitre.
Notre premie`re contribution sera de proposer une me´thode globale de line´arisation non
stationnaire. Celle-ci permettera d’obtenir les mode`les T-S par une transformation poly-
topique convexe. Notre seconde contribution sera de proposer une strate´gie de commande
pre´dictive T-S pour les mode`les T-S qui soit tole´rante aux de´fauts et robuste face aux per-
turbations et aux incertitudes de mode´lisation. L’ide´e de combiner une loi de commande
PDC (Parallel Distributed Compensation) avec la MPC sera propose´e afin de diminuer le
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conservatisme des conditions de stabilite´. D’ailleurs, dans la litte´rature, la structure T-S
a e´te´ envisage´e pour re´duire un certain pessimisme des conditions suffisantes de´rive´es des
the´ories de Lyapunov.
I.8 Conclusion
Au cours de ce premier chapitre, une synthe`se bibliographique ge´ne´rale sur la com-
mande tole´rante aux de´fauts des syste`mes non line´aires a e´te´ pre´sente´e. Le choix de la
structure du controˆle choisi au cours de nos travaux a e´te´ argumente´. En effet, une large
classe de syste`mes non line´aires peut eˆtre approxime´e par un mode`le T-S, connu pour sa
repre´sentation polytopique. La connaissance des fonctions d’activation de chaque sous-
mode`le est fondamental pour la synthe`se de lois de commande et la conception d’observa-
teurs T-S. Un e´tat de l’art sur la stabilisation et l’observation des syste`mes non line´aires
repre´sente´s par des mode`les T-S, a e´te´ e´galement re´alise´. La proble´matique a e´te´ pose´e et
les solutions envisage´es ont e´te´ cite´es.
Dans le second chapitre, nous pre´senterons la strate´gie de controˆle propose´e a` base
d’algorithmes de pre´diction. Une e´tude de stabilite´ sera aussi re´alise´e dans le but de la
stabilisation des syste`mes non line´aires repre´sente´s par des mode`les T-S en pre´sence de
de´fauts.
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Chapitre II
Synthe`se de commandes pre´dictives
tole´rantes aux de´fauts a` base de
mode`les T-S
II.1 Introduction
Dans le premier chapitre, nous avons pre´sente´ la proble´matique de nos travaux de re-
cherche et les motivations qui a conduit a` la synthe`se des commandes pre´dictives T-S
floues tole´rantes aux de´fauts. Dans ces travaux, il s’agit de proposer une strate´gie de
controˆle qui permet de maintenir la stabilite´ et les performances nominales du syste`me
meˆme en pre´sence de de´fauts et d’incertitudes. Les arguments mentionne´s pre´ce´demment
dans le premier chapitre ont motive´ notre choix d’une approche qui pre´serve la mode´li-
sation non line´aire du syste`me. En effet, un syste`me non line´aire peut se mettre sous la
forme quasi-LPV. Dans la premie`re partie de ce second chapitre nous proposons une me´-
thode globale de line´arisation non stationnaire afin d’obtenir la structure T-S. Le principal
objectif d’un controˆle propose´ est la poursuite d’une trajectoire de re´fe´rence dans le cas
nominal et la re´gulation des e´tats et des sorties du syste`me en pre´sence de perturbations,
de de´fauts et d’incertitudes. En effet, pour chaque sous-mode`le est attribue´ un vecteur
de valeurs propres assurant au syste`me non line´aire la dynamique de´sire´e ou` l’erreur de
poursuite tend vers ze´ro en infini permanent. Dans ce deuxie`me chapitre, nous traitons de
l’accommodation de de´fauts, de la reconfiguration de lois de commande et de la conception
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d’observateurs T-S a` base de VPM et VPNM. Des nouveaux crite`res en termes de LMIs,
de´rive´es des the´ories de Lyapunov sont obtenus constituant des conditions suffisantes mais
non ne´cessaires pour assurer la stabilisation du mode`le T-S conside´re´. La validation des
contributions propose´es est re´alise´e sur un syste`me non line´aire a` mono-entre´e/ mono-
sortie (en anglais, Single Input Single Output ou SISO) tire´ de la litte´rature.
II.2 Synthe`se de la commande pre´dictive
Dans nos travaux, la commande pre´dictive prend une grande place pour la synthe`se de la
strate´gie de commande tole´rante aux de´fauts propose´e. Dans cette partie, nous pre´sentons
une commande avance´e base´e sur un mode`le du syste`me a` controˆler. Historiquement, la
commande pre´dictive a e´te´ applique´e dans ces de´buts aux syste`mes MIMO (Multi-input,
Multi-output) [Pages et al. (1998)], puis aux syste`mes line´aires SISO, aux syste`mes a`
contraintes [Maciejowski (2002)], aux syste`mes a` retard [Skrjanc et al. (2004)] et aux
syste`mes instables et a` non-minimum de phase [Guemghar et al. (2002)]. Parmi les raisons
qui ont mene´ au succe´s de la commande pre´dictive dans le secteur industriel, nous citons sa
capacite´ a` manipuler des proble`mes de controˆle multivariable et a` respecter les contraintes
sur le controˆle.
II.2.1 Principe et conception de la commande pre´dictive
Nous illustrons le principe de la commande pre´dictive par la figure II.1 suivante.
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Figure II.1 – Sche´ma fonctionnel du principe de la MPC
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La commande pre´dictive base´e sur un mode`le du syste`me a` controˆler, est conside´-
re´e comme e´tant une technique de commande avance´e. Pour un syste`me dynamique, la
commande base´e sur la pre´diction vise essentiellement deux objectifs : la poursuite de
trajectoires de´sire´es au cours du temps et la stabilisation autour de ces trajectoire par
rejet de perturbation. Le principe est fonde´ sur l’implantation hors ligne d’un mode`le de
pre´diction du syste`me. Une fois les trajectoires de re´fe´rence de´finies, un processus de cal-
cul en temps re´el est e´tabli a` chaque pe´riode d’e´chantillonnage. L’algorithme calcule les
variables de sortie sur un horizon de pre´diction de sortie. E´galement, cet algorithme veille
a` la minimisation d’un crite`re quadratique a` horizon fini base´ sur les erreurs de pre´diction
futures. Ces erreurs sont l’e´cart entre la sortie pre´dite du syste`me et la consigne future
dans le but de calculer les futures se´quences de commande sur un horizon de commande.
Seule la premie`re se´quence de commande ge´ne´re´e est applique´e au syste`me [Clarke et al.
(1987)], [Maciejowski (2002)] et [Wang (2009)]. L’algorithme est re´pe´te´ a` la prochaine
pe´riode d’e´chantillonnage selon le principe de l’horizon fuyant. Le principe est illustre´ par
la figure II.2 suivante.
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Figure II.2 – Principe de l’horizon fuyant [Maciejowski (2002)]
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II.2.2 Fonction couˆt
Le but de la MPC est de minimiser une fonction couˆt J donne´e a` l’instant k par :
J(k) =
Hp∑
l=1
‖ y(k + l)− yd(k + l |k ) ‖2Q + λ
Hu−1∑
l=0
‖ ∆u(k + l |k ) ‖2R (II.1)
pour calculer la commande optimale pour le ie´me sous-mode`le soumis aux contraintes
suivantes :
xmin 6 xl 6 xmax, ou` k + 1 6 l 6 k +Hp,
umin 6 ul 6 umax, ∆u = u(k)− u(k − 1),
∆umin 6 ∆ul 6 ∆umax, ou` k 6 l 6 k +Hu − 1,
∆U =
[
∆uk ∆uk+1 · · · ∆uk+Hu−1
]T
.
ou` y est la re´ponse pre´dite et yd est la trajectoire de sortie de´sire´e. Les matrices Q et R
sont utilise´es pour ponde´rer les erreurs de commande et les actions de controˆle correspon-
dantes. La matrice R aide a` garder les signaux de commande dans des limites admissibles
tout en s’assurant que les signaux de controˆle obtenus sont lisses. Hp et Hu sont respec-
tivement les horizons de pre´diction sur la sortie et sur la commande.
La dynamique du sous-syste`me de´finie par le mode`le (Ai, Bi) est suppose´e commandable.
La condition de commandabilite´ est ne´cessaire, pour assurer que l’optimisation re´solue
par la MPC, reste faisable a` chaque instant. Le crite`re quadratique de´fini comprend un
terme sur l’erreur et sur l’incre´ment de commande. Le but est de minimiser analyti-
quement le crite`re quadratique, ou` des se´quences des commandes futures sont fournies
[Boucher et Dumur (1996)] et [Maciejowski (2002)]. L’optimisation peut eˆtre formule´e
sous un proble`me de programmation quadratique (en anglais, Quadratic Programming
ou QP) [Wang (2009)]. Les preuves de stabilite´ de ces formulations sont donne´es dans
[Maciejowski (2002)]. Seulement le premier incre´ment de commande ∆u(k) est imple´-
mente´ et le proble`me d’optimisation est re´solu a` chaque pas. Dans [Angeli et al. (2000)],
un syste`me de controˆle non line´aire via des controˆleurs pre´dictifs robustes est synthe´tise
pour des syste`mes line´aires variants dans le temps (en anglais, Linear Time Variant ou
LTV) a` contraintes avec mode`le a` incertitudes polytopiques, base´ sur la minimisation
d’une fonction couˆt quadratique, a` chaque instant. Dans [Suzuki et Sugie (2006)], les au-
teurs proposent une technique de controˆle base´ MPC pour les syste`mes LPV soumis a` des
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contraintes sur l’entre´e ou` la variation des parame`tres est borne´e. Les auteurs proposent
une nouvelle condition d’e´quilibre pour e´largir la re´gion de stabilite´.
II.2.3 Formes quadratiques
La formulation basic d’une MPC comporte un mode`le line´aire repre´sentant le compor-
tement dynamique du syste`me autour d’un point de fonctionnement. La fonction couˆt
quadratique et les contraintes sont exprime´s sous forme d’ine´galite´s line´aires. Les expres-
sions telles que xTQx et uTRu sont dites formes quadratiques et peuvent eˆtres e´crites sous
les formes suivantes ‖ x ‖2Q et ‖ u ‖2R, respectivement, ou` x et u sont des vecteurs et Q et
R des matrices syme´triques.
Si xTQx > 0 pour tout x excepte´ x = 0, dans ce cas la forme quadratique est appele´e de´fi-
nie positive. Dans [Maciejowski (2002)], il est montre´ que la forme quadratique est de´finie
positive si et seulement si toutes les valeurs propres de la matrice d’e´tat sont positives
dans ce cas nous pouvons e´crire Q > 0.
Si Q = I alors xTQx = xTx =‖ x ‖2n nous obtenons dans ce cas la norme euclidienne.
II.2.4 Optimisation convexe et proble`me QP
Le proble`me QP a` re´soudre est convexe. En fait, la convexite´ garantie un re´sultat suite
a` la re´solution du proble´me d’optimisation s’il est faisable. En ge´ne´ral, les proble`mes
d’optimisation sont re´solus nume´riquement par minimisation d’une fonction objectif. Le
proble`me majeur qui peut apparaˆıtre dans l’optimisation a` contraintes est que la re´solution
soit infaisable (pas de minimum trouve´). Lorsque la re´solution du proble´me d’optimisation
est faisable, il est possible d’obtenir plusieurs minimum locaux. Dans ce cas l’algorithme
d’optimisation doit se´lectionner un minimum global. Dans le cas d’optimisation convexe ce
proble´me n’apparaˆıt. En effet, graˆce a` la convexite´ de la fonction objectif et des contraintes,
il y a un seul minimum.
Une fonction V (α) est convexe si, pour chaque paire α1 et α2 et pour tout λ telque
0 ≤ λ ≤ 1, il est toujours vrai que :
λV (α1) + (1− λ)V (α2) ≥ V (λα1 + (1− λ)α2)
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Un proble`me QP est un proble`me d’optimisation de la forme suivante :
min
α
1/2αTΨα + φTα
soumis a` Γα ≤ γ.
Un programme line´aire (en anglais, Linear Programming ou LP) est un cas particulier de la
QP. Lorsque Ψ = 0, la fonction objectif devient alors line´aire plutoˆt que quadratique. Dans
[Boyd et Barratt (1991)] et [Boyd et al. (1994)] les auteurs utilisent l’optimisation convexe
pour la conception du controˆleur. En prenant en compte les contraintes, le controˆleur
devient alors non line´aire. Dans ce cas, l’optimiseur calcule une fonction non line´aire.
II.2.5 Choix des parame`tres de la MPC
La synthe`se d’une telle commande ne´cessite une attention sur le choix des diffe´rents
parame`tres Hp et Hu. L’influence des parame`tres de la MPC est importante afin d’assurer
la stabilite´ de la boucle de re´gulation conside´re´e [M’Saad et Chebassier (1996)]. Ce choix
de parame`tres n’est pas un choix arbitraire. Le re´glage de ces parame`tres de´pend de la
pe´riode d’e´chantillonnage et de la dynamique du syste`me et ses caracte´ristiques.
Choix de l’horizon de pre´diction Plus Hp est grand, plus le temps de calcul est long.
Le choix de la valeur de Hp influe sur la dynamique du syste`me.
Choix de l’horizon de pre´diction sur la commande Dans [Clarke et al. (1987)], une
me´thode pour fixer la valeur de Hu est pre´sente´e. En effet, l’augmentation de l’ho-
rizon de commande pose un proble`me de temps de calcul. Un horizon de controˆle
court est pre´fe´rable pour avoir un syste`me plus robuste face aux incertitudes.
Choix du facteur de ponde´ration de la commande Le roˆle du facteur de ponde´ra-
tion est d’assurer un suivi acceptable de la trajectoire de re´fe´rence et a` ge´ne´rer une
ponde´ration convenable de la commande. Une augmentation excessive du facteur
me`nera a` une dynamique plus lente, voire a` ralentir le syste`me. L’inverse produira
une commande acce´le´re´e ayant pour roˆle de rendre le syste`me e´nergique. Comme
l’horizon de commande Hu, ce parame`tre a une grande influence sur la stabilite´ du
syste`me re´gle´. Dans ce me´moire, la valeur de 1 est attribue´e a` λ.
A chaque instant, la MPC re´soud une optimisation pour atteindre le point de fonction-
nement de´sire´ et les objectifs de commande. La faisabilite´ du proble`me d’optimisation
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assure une stabilite´ asymptotique dans le cas nominal. Sans information sur les de´fauts,
la MPC est capable d’accommoder, par apprentissage et pre´diction, les de´fauts impre´vus.
Cependant, lorsque le de´faut apparaˆıt, le proble`me d’optimisation peut devenir infaisable
du fait de la se´ve´rite´ du de´faut et le syste`me peut eˆtre non stabilisable en pre´sence d’un
de´faut. Dans [Afonso et Galvao (2010)], Afonso et Galvao conside´rent les techniques de
contoˆle dont l’objectif est de couvrir la faisabilite´ en respectant les contraintes physiques
impose´es. La validation de leur strate´gie de controˆle est illustre´e a` travers une application
a` un he´licopte`re avec trois degre´es de liberte´ en pre´sence de de´fauts actionneurs.
II.3 Line´arisation globale non stationnaire
Dans le premier chapitre de ce me´moire, un e´tat de l’art sur l’obtention d’un mode`les
T-S a e´te´ expose´ montrant qu’une large classe de syste`mes non line´aires peut eˆtre ap-
proxime´e par un mode`le T-S ayant une repre´sentation polytopique. Il a e´te´ montre´ qu’une
mode´lisation T-S se base sur une de´composition du comportement du syste`me dans dif-
fe´rentes zones de fonctionnement. Le mode`le T-S obtenu par TPC est constitue´ de deux
sous-ensembles de sous-mode`le LTI repre´sentant les bornes infe´rieures et supe´rieures (θ−, θ¯),
comme de´crit dans [Tanaka et al. (1996)]. Dans nos travaux, nous apportons e´galement
notre contribue´ a` cette e´tude de mode´lisation T-S. A cet e´gard, dans [Ben Hamouda et al.
(2013)], nous proposons une me´thode en trois e´tapes de line´arisation non stationnaire
d’une classe de syste`mes non line´aires affines en la commande.
– 1e´re e´tape : Passage d’un mode`le non line´aire a` un mode`le quasi-LPV
Dans cette e´tape, il s’agit d’appliquer le de´veloppement en se´rie de Taylor (limite´
a` l’ordre 1) au syste`me non line´aire de´crit par (I.10) autour d’un point d’e´quilibre
(x0, u0). Le syste`me d’e´cart suivant en re´sulte : δx˙(t) = ∇xh(x0, u0)δx(t) +∇uh(x0, u0)δu(t)δy(t) = ∇xg(x0, u0)δx(t) (II.2)
avec :
δx(t) = x(t)− x0, δu(t) = u(t)− u0, et δy(t) = y(t)− y0 (II.3)
ou` le point de fonctionnement appartient a` l’ensemble Γ des points d’e´quilibre de´finis
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par :
Γ =
{
(x, u) ∈ Rn×p |h(x, u) = 0, g(x) = 0} (II.4)
Les points d’e´quilibre du syste`me non line´aire sont fixe´s par le vecteur des variables
de pre´misse comme pre´sente´ dans [Noura et al. (2000)]. Les e´quations (II.2) et (II.3)
donnent le syste`me quasi-LPV de´crit par (I.11).
– 2e´me e´tape : TPC
La TPC est utilise´e comme de´crit dans le Lemme I.3.1 donne´ dans le chapitre pre´-
ce´dent afin d’obtenir un mode`le T-S forme´ par deux ensembles de sous-mode`les LTI
repre´sentant les bornes infe´rieures et supe´rieures.
– 3e´me e´tape : Il s’agit de choisir un θi appartenant aux intervalles correspondant a`
chaque variable de pre´misse et de re´e´crire ensuite les expressions Ai(θ), Bi(θ), Ci(θ)
et µi(θ) pour obtenir le mode`le T-S.
Exemple : Cas du syste`me SISO Σ
Soit le syste`me non line´aire de´crit par les e´quations diffe´rentielles suivantes [Leith et
Leithead (1999)] et [Leithead (1999)] :
x˙1(t) = −x1(t) + u(t)
x˙2(t) = x1(t)− |x2(t)|x2(t)− 10
y(t) = x2(t)
(II.5)
En appliquant le de´veloppement en se´rie de Taylor autour du point d’e´quilibre (x10, x20, u0, y0),
il vient : 
δx˙(t) =
 −1 0
1 −2 |x20|
 δx(t) +
 1
0
 δu(t)
δy(t) =
[
0 1
]
δx(t)
(II.6)
ou` δx1(t) = x1(t)− x10, δx2(t) = x2(t)− x20, δu(t) = u(t)− u0 et δy(t) = y(t)− y0.
Le syste`me dynamique SISO peut eˆtre repre´sente´ par le syste`me quasi-LPV suivant : x˙(t) = A(θ)x(t) +Bu(t)y(t) = Cx(t) (II.7)
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avec A(θ) =
 −1 0
1 −2θ
 , B =
 1
0
 , C = [ 0 1 ] et θ = |x2|.
Nous rappelons que les points de fonctionnement sont fixe´s par le vecteur des variables
de pre´misse. Pour cet exemple, nous avons seulement une variable de pre´misse et deux
sous-mode`les ayant la forme polytopique suivante :
Ms(θ) =
2∑
i=1
µiMsi = µ1,1Ms1 + µ1,2Ms2 (II.8)
La repre´sentation d’e´tat du mode`le T-S s’e´crit comme suit :
x˙(t) =
2∑
i=1
µi(θ) (Aix(t) +Biu(t))
y(t) =
2∑
i=1
µi(θ)Cix(t)
(II.9)
avec
A1 =
 −1 0
1 −2θ¯
 , A2 =
 −1 0
1 −2θ−
 ;
B1 = B2 =
[
1 0
]T
; C1 = C2 =
[
0 1
]
;
Dans [Leith et Leithead (1999)] et [Leithead (1999)], le vecteur θ est suppose´ varier arbi-
trairement dans l’intervalle [0 10].
Dans la section suivante, une strate´gie de FTC est propose´e pour assurer la faisabilite´
dans le cas de de´fauts, avec respect des contraintes impose´es sur les entre´es du controˆleur
et les e´tats du syste`me. A cet e´gard, une e´tude de stabilite´ est re´alise´e afin de mainte-
nir la stabilite´ des mode`les T-S en fonctionnement nominal et en pre´sence de de´fauts.
Nous exposons dans ce qui suit la strate´gie de controˆle propose´e a` base d’algorithmes de
pre´diction.
II.4 Proposition d’une strate´gie de controˆle tole´rant
aux de´fauts base´e sur des mode`les T-S flous
La premie`re commande propose´e dans ce chapitre s’appuie sur un controˆleur non li-
ne´aire pre´dictif stabilise´ conc¸u pour une accommodation base´e sur le principe de de´cou-
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plage de de´fauts. Certains e´tats des syste`mes non line´aires sont inaccessibles. Afin d’obte-
nir un controˆle actif, les me´thodes d’estimation et d’observation sont indispensables pour
l’estimation des variables du syste`me. Afin de concevoir un observateur pour un syste`me
line´aire, il faut que la proprie´te´ d’observabilite´ concernant le rang soit vraie [Luenber-
ger (1971)] et [Herman et Krener (1977)]. Afin de conside´rer le cas VPNM, une seconde
commande de controˆle base´ sur une estimation des e´tats du syste`me est propose´e. Par
conse´quent, un observateur non line´aire est propose´. Concernant les troisie`me et qua-
trie`me commandes, nous prposons une combinaison entre une loi de commande PDC avec
la MPC. Graˆce a` la structure de la MPC, la strate´gie de FTC propose´e posse`dent les
avantages suivants :
– possibilite´ de rede´finir les contraintes,
– changement du mode`le interne et des objectifs de controˆle,
– imple´mentation sous forme de re´gulateur : l’e´tat de´sire´ du mode`le de re´fe´rence est
soustrait de l’e´tat mesure´ du syste`me.
Des observateurs T-S a` VPM et a` VPNM sont propose´s, l’objectif e´tant d’assurer une
convergence de l’erreur d’estimation d’e´tat vers ze´ro. Dans la dernie`re partie, nous e´tudions
le cas incertain.
II.4.1 Commande pre´dictive a` base de mode`le quasi-LPV
Dans cette partie, une commande pre´dictive base´e sur mode`le T-S est propose´e afin de
permettre au proce´de´ de maintenir la stabilite´ et les performances nominales du syste`me
meˆme en pre´sence de de´fauts actionneurs. L’approche T-S est base´e sur un ensemble de
mode`les i = 1, · · · , N de´crivant le syste`me dans diffe´rents conditions de fonctionnement
(en fonctionnement nominal et en pre´sence de de´fauts). La ie´me repre´sentation d’e´tat est
de´crite par les relations :
 x˙(t) = Aix(t) +Biu(t)y(t) = Cix(t) (II.10)
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Nous faisons l’hypothe`se qu’en pre´sence de de´faut actionneur, le syste`me non line´aire
de´crit par (I.10) devient :  x˙(t) = h(x(t), u(t)) + Eaf(t)y(t) = g(x(t)) (II.11)
ou` f ∈ Rf est le signal du de´faut actionneur et Ea repre´sente la matrice de de´faut avec
des dimensions approprie´es.
Dans [Orjuela et al. (2006)] et [Orjuela et al. (2008)], les auteurs proposent un de´cou-
plage entre l’entre´e inconnue et l’erreur d’estimation dans le but de rendre cette erreur
insensible vis a` vis de cette perturbation. Les me´thodes conc¸ues pour l’estimation des
entre´es inconnues se basent sur l’observateur propose´ par [Darouach et al. (2001)] de´die´
aux syste`mes LTI. Dans cette partie, nous nous sommes inspire´s de cette ide´e pour re´aliser
l’accommodation du de´faut actionneur par de´couplage. Comme premie´re commande, nous
proposons un de´couplage entre l’erreur de poursuite et le de´faut actionneur afin d’annuler
l’influence du de´faut sur l’erreur de poursuite de sortie. Ensuite, une accommodation de
de´fauts par rejet de perturbation est pre´sente´e. Cette e´tape est re´alise´e par un controˆle
base´ sur des interpolations pour couvrir toutes les zones d’ope´ration.
II.4.1.1 Pre´dictions stabilise´es
Appliquer la MPC a` un syste`me instable peut mener a` des proble`mes nume´riques
se´ve`res pendant l’e´valuation des e´quations de pre´diction. Un moyen efficace pour e´viter ce
cas est de pre´-stabiliser les e´quations de pre´diction. Dans [Kale et Chipperfield (2005)], une
strate´gie inte´ressante et simple est propose´e. Il s’agit d’ajouter un retour d’e´tat (comme
un controˆleur de base) au signal de la MPC. Cette pre´-stabilisation est un moyen efficace
pour la garantie de la stabilite´ de la boucle ferme´e du syste`me en utilisant la commande
pre´dictive [Kim et al. (2006)], [Min et Shaoyuan (2010)], [Afonso et Galvao (2010)] et
[Rossiter et al. (2012)]. L’ide´e consiste a` combiner une loi de commande PDC et une MPC.
Comme de´montre´ dans [Witczak et al. (2010)], cette combinaison de lois de commande
re´duit e´galement le conservatisme du controˆle optimale en fournissant une contre-re´action
aux effets ne´fastes de perturbations et aux incertitudes du mode`le. Soient N gains de
retour d’e´tat K1, K2, . . . , KN tels que :
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uiN(k + l |k ) =

−Ki x(k + l |k ) + qi,
l = 0, . . . , Hu − 1
−Ki x(k + l |k ), l > Hu
(II.12)
ou` i = 1, ..., N , qi est la i
e´me entre´e de controˆle de pre´diction calcule´e par un controˆleur
tole´rant aux de´fauts base´ sur la commande pre´dictive floue de type T-S (en anglais, Fuzzy-
Model-Predictive Control ou FMPC) et uiN repre´sente le signal de commande ge´ne´re´ par
le ie´me controˆleur. Comme le controˆleur de base (retour d’e´tat) est actif apre`s Hu, alors il
doit tenir compte et satisfaire les contraintes relie´es au controˆle.
Le but de ce deuxie`me retour d’information est d’apporter plus de robustesse [Ben Ha-
mouda et al. (2013)]. En effet, la pre´-stabilisation re´duit le conservatisme de la commande
pre´dictive graˆce a` une contre-re´action en pre´sence des de´fauts. Les preuves de stabilite´
d’une telle strate´gie sont donne´es dans [Maciejowski (2002)]. Les gains line´aires quadra-
tiques du retour d’e´tat optimal sont obtenus par la re´solution d’une e´quation alge´brique
de Riccati. Le ie´me retour d’e´tat minimise la fonction couˆt quadratique :
Jlq =
∫ ∞
0
(
xTQlqx+ u
TRlqu+ 2x
TNlqu
)
dt (II.13)
soumis a` un syste`me dynamique :
x˙(t) = Aix(t) +Biu(t) (II.14)
ou` Qlq, Rlq et Nlq sont des matrices de ponde´ration avec des dimensions approprie´es.
L’e´quation de Riccati conside´re´e est :
ATi Sui + SuiAi − (SuiBi +Nlq)R−1lq (BTi Sui +NTlq ) +Qlq = 0 (II.15)
Le ie´me gain de retour d’e´tat Ki est de´rive´ de Sui selon la relation :
Ki = R
−1
lq (B
T
i Sui +N
T
lq ) (II.16)
II.4.1.2 Commande pre´dictive base´e sur mode`le T-S flou
La structure de cette commande est fonde´e sur la synthe`se d’un controˆleur a` base de
mode`les T-S. Les sous-mode`les sont ponde´re´s par des fonctions d’activation de´pendant
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de la variation de parame`tres tels que les vecteurs d’e´tat et de commande. La loi de
commande a` base de mode`les T-S est applique´e au syste`me non line´aire comme suit :
u(t) =
N∑
i=1
µi(θ)ui(t) (II.17)
Le controˆleur quasi-LPV est propose´ pour le controˆle d’une classe de syste`mes non
line´aires affines en la commande, en effectuant une interpolation de lois de commande ui.
L’e´tude de la stabilite´ de tels syste`mes existe dans [T. Johansen et Murray-Smith (2000)] et
[Zheng et al. (2002)], mais la pre´sence des de´fauts n’est pas prise en compte. Dans d’autres
travaux plus re´cents, comme dans [Ichalal et al. (2009)], [Ichalal et al. (2012a)], [Djemili
et al. (2012a)]et [Abidi et al. (2012)] ou` l’e´tude de stabilite´ est re´alise´e en conside´rant des
perturbations externes, des incertitudes, des bruits de mesure, des entre´es inconnues ou
des de´fauts.
Le sche´ma de la loi de commande base´e sur le principe de l’interpolation applique´e au
syste`me non line´aire est donne´ par la figure II.3.
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u
Nu
1
u
u
MPC N 
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f
Figure II.3 – Principe du controˆleur par interpolation utilisant un mode`le T-S flou [Ben
Hamouda et al. (2013)]
Le ie´me mode`le line´aire en pre´sence de de´faut s’e´crit comme suit : x˙(t) = Aix(t) +Biu(t) + E
i
af(t)
y(t) = Cix(t)
(II.18)
62
Chapitre II. Synthèse de commandes prédictives tolérantes aux défauts à base de
modèles T-S
La strate´gie conside´re´e pour l’accommodation des de´fauts par rejet de perturbations est
base´e sur l’e´quation suivante :
ui(t) = u
i
N(t) + u
i
F (t) (II.19)
ou` uiN est la loi de commande nominale de´finie par (II.12) et u
i
F repre´sente la loi de
commande additive pour compenser l’effet des de´fauts [Noura et al. (2000)] et [Sauter
et al. (2005)]. La commande uiF (t) est obtenue par la re´solution de l’e´quation :
Biu
i
F (t) + E
i
af(t) = 0, avec Bi = E
i
a (II.20)
Le syste`me (II.18) avec la loi de commande (II.19) sous la condition (II.20), est utilise´
pour annuler l’effet des de´fauts en boucle ferme´e comme suit :
x˙(t) = Aix(t) +Biui(t) + E
i
af(t)
= Aix(t) +Bi(u
i
N(t) + u
i
F (t)) + E
i
af(t)
= (Ai −BiKi)︸ ︷︷ ︸
=Aik
x(t) +Biqi(t) +Biu
i
F (t) + E
i
af(t)︸ ︷︷ ︸
=0
= Aikx(t) +Biqi(t), ou` i = 1, ..., N
(II.21)
Les e´quations dynamiques du syste`me, les informations sur le de´faut actionneur et les
contraintes, sont formule´es sous un proble`me de programmation quadratique. Le controˆle
base´ sur le principe de l’interpolation s’e´crit comme suit :
u(t) =
N∑
i=1
µi(θ)[u
i
N(t) + u
i
F (t)] (II.22)
Application au syste`me Σ donne´ par (II.5)
L’objectif est la synthe`se de la FMPC a` contraintes pour re´soudre un proble`me de
poursuite et de re´gulation. Les sche´mas de simulation sous simulink de la loi de commande
FMPC applique´e au syste`me non line´aire Σ sont donne´s par la figure II.4 et la figure II.5.
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Figure II.4 – Sche´ma de simulation simulink : FMPC
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Figure II.5 – Sche´ma de simulation simulink (sous-mode`le) : bloc FMPC
Les parame`tres de re´glage utilise´s pour la FMPC et les matrices du de´faut actionneur
persistant, sont donne´s par la Table II.1. Ce choix de parame`tres n’est pas un choix
arbitraire. Le re´glage de ces parame`tres de´pend de la pe´riode d’e´chantillonnage choisi et
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de la dynamique du syste`me SISO Σ et ses caracte´ristiques. Dans ce qui suit les re´sultats
obtenu avec la FMPC sont compare´s a` ceux obtenus avec une MPC classique c’est-a`-
dire un algorithme base´ sur un mode`le interne LTI. La re´ponse du syste`me a` partir des
conditions initiales x0 = (0.32, 0.35)
T , y0 = 0.35 et u0 = 0 et l’allure du signal de
commande, sont montre´s dans les figures suivantes. Les gains line´aires quadratique du
controˆleur K = [K1 K2] sont :
K1 =
[
0.4965 0.1198
]
et K2 =
[
0.4965 0.1198
]
Table II.1 – Parame`tres de re´glage du controˆleur
Pe´riode d’e´chantillonnage Te 0.5 s
Horizon de pre´diction Hp 8 Te
Horizon de commande Hu 6 Te
Contraintes sur l’entre´e −25 6 uk 6 25
Contraintes sur la sortie −6 6 yk 6 6 , ∀k > 0
Ponde´ration sur l’entre´e R 0.1
Ponde´ration sur la sortie Q 1
Matrices du de´faut E1a = E
2
a =
[
1 0
]T
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D’apre`s les re´sultats de la figure II.6, le temps de re´ponse du syste`me a` +−5% en utilisant
la MPC classique est de 16.35 s, une valeur infe´rieure a` celle obtenue avec la FMPC (25.65
s). Cependant, la re´ponse temporelle du syste`me obtenue avec la FMPC ne pre´sente pas
d’oscillation. La re´ponse est plus stable graˆce a` la pre´sence de la pre´-stabilisation et la
trajectoire de´sire´e est poursuivie. Un de´faut actionneur variant dans le temps apparaˆıt
a` t = 25 s, suivant deux sce´narii donne´s par les figures II.9 et II.13. Les figures II.10 et
II.14 montrent que le re´gulateur permet d’accommoder le de´faut actionneur de type ad-
ditif par rejet de perturbations selon le principe de de´couplage. Les re´ponses du syste`me
en pre´sence des de´fauts de´montrent les limites de la MPC. Contrairement a` la FMPC,
la sortie n’arrive pas a` poursuivre la trajectoire de re´fe´rence de´sire´e. La FMPC tole`re
les de´fauts persistants et maintient les performances de´sire´es. Les figures montrent des
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comportements de´te´riore´s que la MPC classique tente de re´duire mais reste incapable de
l’e´liminer comple`tement (voire apre`s t = 50 s). Les figures II.8, II.12 et II.16 illustrent
l’e´volution des fonctions d’activation en fonction du temps. D’apre´s les re´sultats de simu-
lation, les formules d’annulation du de´faut (II.19) et (II.20) sont satisfaites. Les e´quations
de controˆle base´es sur l’interpolation (II.17) et (II.22) sont ve´rifie´es avec les valeurs ex-
pe´rimentales. La strate´gie d’accommodation de de´faut conside´re´e, base´e sur la relation
(II.19) est e´galement ve´rifie´e.
Pour le premier de´faut, a` l’instant t = 35 s, nous obtenons :
u1FMPC = 18, u
2
FMPC = 13, µ1 = 0.1515, µ2 = 0.8485 et u = 20.7575
A partir de l’e´quation (II.22) :
µ1u
1
F + µ2u
2
F = u− µ1u1FMPC − µ2u2FMPC = 20.7575− 2.9081− 10.8494 = 7
avec u1F = u
2
F = 7.
Selon la relation (II.19), nous obtenons ce qui suit :
u1 = 18 + 7 = 25 et u2 = 13 + 7 = 20
L’e´quation (II.22) est ve´rifie´e comme suit :
u = µ1u1 + µ2u2 = 20.7575
Pour conclure cette partie, nous mettons en avant que la strate´gie propose´e permet d’assu-
rer une faisabilite´ tout en respectant les contraintes impose´es sur les vecteurs de commande
et d’e´tat.
Dans ce qui suit, le cas avec VPNM est conside´re´. L’objectif de la seconde techniques
propose´e est la synthe`se d’un controˆleur tole´rant aux de´fauts actionneurs base´ sur l’esti-
mation des e´tats du syste`me et les VPNM en utilisant un observateur non line´aire. Afin
de concevoir des lois de commande et de concevoir des observateurs T-S, la connaissance
des fonctions d’activation de chaque sous-mode`le est fondamentale.
II.4.2 FMPC et observateur non line´aire
Dans la litte´rature, plusieurs me´thodes d’estimation d’e´tat base´es sur la conception
d’observateurs non line´aires ont e´te´ propose´s. Parmi ces me´thodes, nous citons les obser-
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vateurs a` gains line´aires [Thau (1973)], les observateurs a` structure variable, les observa-
teurs obtenus apre`s transformation des e´quations d’e´tat, etc.Dans [Raghavan et Hedrick
(1994)], les auteurs fournissent un algorithme de recherche du gain L qui permet d’assurer
la stabilite´ de la dynamique de l’erreur d’estimation. Dans [Pertew et al. (2006)], il est
montre´ que, dans certains cas, l’e´quation de Riccati obtenue n’admet pas de solution,
meˆme si la paire (A,C) est observable. Sur le plan pratique, l’hypothe`se que le vecteur
d’e´tat suppose´ accessible a` la mesure n’est pas toujours ve´rifie´e. En re´alite´, pour des rai-
sons techniques et e´conomiques, l’inconve´nient principal est de ne pas pouvoir mesurer la
totalite´ des variables d’e´tat du syste`me. D’ici vient le besoin d’estimer les variables non
mesurables. Dans [Bergsten et Palm (2000)], une extension de l’observateur Luenberger
est pre´sente´e pour estimer les e´tats d’un mode`le T-S. L’observateur propose´ dans cette
partie est destine´ a` une classe de syste`mes non line´aires affines en la commande. Cet ob-
servateur non line´aire est conc¸u dans le but d’ope´rer uniquement localement autour d’un
point de fonctionnement fixe du syste`me original. Le syste`me non line´aire de´fini pre´ce´-
demment par la relation (I.10) soumis a` des de´fauts actionneurs, peut se mettre sous la
forme suivante :  x˙(t) = Ax(t) +Bu(t) + fNL(x(t), u(t)) + Eaf(t)y(t) = Cx(t) (II.23)
ou` le couple (A,B) est commandable et le couple (A,C) est observable. Il est suppose´
qu’il n’y a pas de bruit. La non line´arite´ fNL de´pend de (x(t), u(t)) et Ax(t) repre´sente la
partie LTI du syste`me. Soit l’observateur suivant :
˙ˆx(t) = Axˆ(t) +Bu(t) + Eafˆ(t) + L(y(t)− yˆ(t)) + fNL(xˆ(t), u(t)) (II.24)
ou` L est la matrice gain d’observation.
Soit e l’erreur entre l’e´tat re´el et l’e´tat estime´, e(t) = x(t)− xˆ(t) et ef (t) = f(t)− fˆ(t)
repre´sente l’erreur d’estimation du de´faut actionneur. L’erreur dynamique obtenue est non
line´aire :
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e˙(t) = (A− LC)e(t) + Eaef (t)︸ ︷︷ ︸
Erreur linaire
+ fNL(x(t), u(t))− fNL(x(t)− e(t), u(t))︸ ︷︷ ︸
Erreur non linaire
(II.25)
Tant que la paire (A,C) est observable, la stabilite´ line´aire implique la stabilite´ non line´aire
au voisinage du point fixe du syste`me non line´aire. Le gain optimal LQ est obtenu par
re´solution d’une e´quation de Ricatti alge´brique. La strate´gie de commande adopte´e dans
cette partie est donne´e par le sche´ma de principe de la figure II.17.
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Figure II.17 – Structure de commande tole´rante aux de´fauts base´ sur un mode`le T-S
avec VPNM [Ben Hamouda et al. (2014a)]
Le FTC utilise la structure de l’observateur donne´e par (II.24) pour estimer les e´tats
du syste`me et de´tecter les de´fauts actionneurs. Le mode`le de re´fe´rence T-S donne´ par
(II.9) est conside´re´. En pre´sence de de´faut actionneur, la repre´sentation d’e´tat du mode`le
flou s’e´crit comme suit :
x˙f (t) =
2∑
i=1
µi(θˆf ) (Aixf (t)) +Bu(t) + Eaf(t)
yf (t) = Cxf (t)
(II.26)
Les fonctions d’activation µ1 et µ2 de´pendent des VPNM et sont de´finies ainsi par :
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µp,1(θˆf ) =
θˆf (xˆf )− θ−
θ¯ − θ−
; µp,2(θˆf ) = 1− µ1(θˆf ); p = 1, ..., N
2
(II.27)
L’objectif est de concevoir un controˆleur pour le mode`le T-S (II.26), de fac¸on a` garantir
un bon suivi de consignes et a` maintenir la stabilite´ et les performances nominales du
syste`me meˆme en pre´sence de de´fauts.
La ie´me loi de commande propose´e applique´e au syste`me non line´aire (I.10) est donne´e par
la relation suivante :
uiN(k + l |k ) =

−Ki xˆ(k + l |k ) + qi,
l = 0, . . . , Hu − 1 et i = 1, . . . , N
−Ki xˆ(k + l |k ), l > Hu
(II.28)
ou` xˆ repre´sente le vecteur d’e´tat estime´, K1, K2, . . . , KN sont les N gains du retour d’e´tat.
Le vecteur d’e´tat est estime´ via l’observateur non line´aire propose´. Les variables de pre´-
misse e´tant de´pendantes du vecteur d’e´tat estime´, une loi de commande floue base´e sur
les variables de pre´misse estime´es est obtenue. La loi de commande globale est e´labore´e
via une interpolation de lois de commande locales.
Le controˆleur flou du mode`le global est donne´ par :
u(t) =
N∑
i=1
µi(θˆ(t))ui(t) (II.29)
Application au syste`me Σ donne´ par (II.5)
Les sche´mas de simulation sous simulink de la loi de commande FMPC applique´e au
syste`me non line´aire Σ sont donne´s par la figure II.18 et la figure II.19.
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Figure II.18 – Sche´ma de simulation simulink : commande pre´dictive base´e sur mode`le
T-S avec observateur non line´aire
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Figure II.19 – Sche´ma de simulation simulink (sous-mode`le) : FMPC base´e sur les VPNM
Les re´sultats obtenus avec la strate´gie de controˆle propose´e sont compare´s avec ceux
obtenus avec la FMPC base´e sur les VPM. Afin d’obtenir une repre´sentation de l’obser-
vateur non line´aire propose´, le syste`me (I.10) est re´e´crit sous la forme de (II.23) avec
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fNL(x(t)) =
[
0 − |x2(t)|x2(t)− 10
]T
, avec θ¯ = 9.5 et θ− = 0.5. Le choix de ces valeurs
est effectue´ tout en respectant les proprie´te´s des fonctions d’activation, comme de´crit dans
le premier chapitre. Les rangs des matrices de controˆlabilite´ et d’observabilite´ sont e´gaux
a` celui de la matrice d’e´tat du syste`me. Les conditions de l’observateur propose´ sont ve´-
rifie´es conduisant a` la matrice gain de l’observateur L =
[
0.2168 1.1974
]T
.
Les gains LQ du controˆleur sont : K1 =
[
0.4151 0.0013
]
et K2 =
[
0.5425 0.1896
]
.
Les gains LQ et la matrice gain de l’observateur sont obtenus par re´solution d’e´quations
de Ricatti alge´brique. Une e´tude comparative est re´alise´e entre les strate´gies de commande
suivantes FMPC avec VPNM, la MPC classique et le re´gulateur PI. Afin de de´terminer
les gains du controˆleur PI, la me´thode de Broida est utilise´e. Un syste`me de premier
ordre avec un retard pur de´crit le comportement line´aire du mode`le autour d’un point de
fonctionnement. Les gains du controˆleur PI sont : KP = 1.1233 et KIn = 0.6293.
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Les e´volutions de la sortie a` partir des conditions initiales x0 = (0.32, 0.35)
T , y0 =
0.35 et u0 = 0 et de la commande, sont montre´es dans les figures II.20 et II.21. Les re´sul-
tats de simulation obtenus avec la strate´gie de controˆle propose´e FMPC, sont compare´s
avec ceux obtenus avec la MPC classique et le controˆleur PI. Selon les re´sultats de la
figure II.20, le temps de re´ponse du syste`me a` +−5% avec le PI (13 s) est infe´rieur a` celui
obtenu avec la MPC classique (20.03 s). Cependant, la re´ponse la plus rapide des trois
strate´gies est celle obtenue avec la FMPC (9.77 s). Un de´faut actionneur abrupt line´aire
variant dans le temps apparaˆıt a` t = 25 s. Le sce´nario de de´faut actionneur est donne´ par
la figure II.22. En utilisant le controˆleur PI ou la MPC classique ou la FMPC, le de´faut
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actionneur est accommode´. L’objectif de la poursuite de trajectoire de re´fe´rence est at-
teint en fonctionnement nominal et en pre´sence de de´faut actionneur. Nous remarquons
de plus que les performances obtenues avec la FMPC base´e sur les VPNM sont meilleures
que les autres. La figure II.25 repre´sente la dynamique de l’erreur entre la sortie me-
surable et son estime´e en fonctionnement nominal et en pre´sence du de´faut actionneur
telle que xˆ0 = (0.4, 0.4)
T repre´sente la condition initiale de l’observateur. La figure II.26
illustre l’e´volution en fonction du temps des fonctions d’activation base´es sur les VPM et
les VPNM en fonctionnement nominal et en pre´sence du de´faut actionneur. D’apre`s ces
re´sultats, nous concluons qu’en fonctionnement nominal, le second sous-mode`le contribue
plus a` l’approximation du comportement du syste`me alors que le premier sous-mode`le
contribue moins. D’apre`s la figure II.26, il est constate´ que µ1 augmente lorsque le de´faut
actionneur apparaˆıt. A ce moment, le controˆleur non line´aire ge´ne`re une loi de commande
qui accommode le de´faut actionneur. Nous de´duisons que la transition entre le second
mode`le et le premier est flexible et souple, graˆce au me´canisme d’interpolation.
Afin d’ame´liorer les performances du syste`me non line´aire conside´re´ en pre´sence de
de´fauts actionneurs et/ ou capteurs, de perturbation et d’incertitudes, nous proposons
dans ce qui suit une FMPC utilisant les observateur T-S.
II.4.3 FMPC et observateur T-S a` VPM
Dans [Bergsten et Palm (2002)], les auteurs se sont focalise´s sur l’analyse et la concep-
tion de diffe´rents observateurs par modes glissants pour les syste`mes dynamiques flous de
type T-S en conside´rant le cas VPNM. Dans [Orjuela et al. (2009)], les auteurs ont e´tudie´
et analyse´ la conception d’obsevateur pour les syste`mes non line´aires repre´sente´s par des
multi mode`les de´couple´s. Ils ont contribue´ au de´veloppement de conditions suffisantes sous
forme de LMI dans le but d’assurer une convergence exponentielle vers ze´ro de l’erreur
d’estimation en continue et en discret. Les auteurs ont traite´ dans ce papier le cas de´fauts
de type capteurs. Dans [Bouattour et al. (2011)], Bouattour et al ont propose´ la synthe`se
d’un observateur robuste assurant les performances H∞. L’objectif est la de´tection de de´-
fauts pour les mode`les T-S soumis simultane´ment a` des de´fauts actioneurs et capteurs et
a` des perturbations inconnues. Le papier [Salem et al. (2012)] repre´sente deux approches
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pour obtenir un observateur pour les mode`les T-S a` VPNM a` temps continu. Un re´cent
papier re´dige´ par Sami et Patton [Sami et Patton (2013)] de´crit une strate´gie de controˆle
tole´rante aux de´fauts par poursuite de trajectoires. Ils ont propose´ une estimation et une
compensation de l’effet des de´fauts robuste assurant les performances de poursuite sous la
norme L2. La strate´gie avance´e est illustre´e en utilisant une pendule inverse´e non line´aire
en pre´sence simultane´e de de´fauts actionneurs et capteurs. Les trois parties suivantes dans
ce me´moire proposent de nouvelles commandes utilisant des crite`res en termes de LMIs.
Ces crite`res constituent des conditions suffisantes mais non ne´cessaires pour assurer la sta-
bilisation d’un mode`le T-S. C’est la raison pour laquelle le choix des variables de pre´misse
est essentiel pour la conception des mode`les T-S. D’ailleurs, la re´solution de ces LMIs
ne de´pend pas des fonctions d’activation. La me´thode propose´e consiste a` utiliser des
observateurs T-S de manie`re a` estimer simultane´ment les e´tats du syste`me et les de´fauts
actionneurs et/ou capteurs. La commande est ensuite e´labore´e en prenant en compte le
de´faut estime´. L’objectif est de ge´ne´rer une commande qui minimise l’e´cart entre les e´tats
du syste`me en de´faut et les e´tats d’un mode`le de re´fe´rence. Pour ce faire, deux cas sont
conside´re´s dans lesquels les variables de pre´misse sont conside´re´s mesurables et puis non
mesurables.
Dans cette partie, un controˆleur pre´dictif tole´rant aux de´fauts (actionneur et/ou cap-
teur) base´ sur mode`le avec la me´thode d’action inte´grale est propose´ pour une classe
de syste`mes non line´aires affines en la commande. Le syste`me non line´aire soumis a` des
de´fauts actionneur et/ou capteur, est de´crit par un mode`le T-S base´ sur des VPM. Le vec-
teur d’e´tat et les de´fauts sont estime´s simultane´ment par des observateurs T-S. Les gains
d’observateurs T-S et ceux du controˆleur sont obtenus par re´solution des LMI de´rive´es de
la the´orie de Lyapunov. Les observateurs T-S estiment les e´tats du syste`me et de´tectent
les de´fauts. La strate´gie FMPC est propose´e pour le controˆle du mode`le T-S donne´ par
la relation (I.12). L’objectif est de garantir un bon suivi de consignes et de maintenir la
stabilite´ et les performances nominales du syste`me meˆme en pre´sence de de´fauts. Dans
ces travaux de recherche, la contribution est la synthe`se d’une nouvelle structure de FTC
base´e sur la combinaison d’une loi de commande PDC et d’une MPC.
Le sche´ma de la strate´gie de FTC est donne´ par la figure II.27.
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Figure II.27 – Strate´gie de controˆle tole´rant aux de´fauts base´e sur un observateur T-S
avec des VPM [Ben Hamouda et al. (2014c)]
La ie´me loi de commande ge´ne´re´e en fonctionnement nominal est donne´e par la relation
suivante :
ui(k + l |k ) = −Ki (xˆ(k + l |k )− x(k + l |k ))−K
i
I xI(k + l |k ) + qi,
l = 0, . . . , Hu − 1 et i = 1, . . . , N
(II.30)
ou` x˙I = yd − y, K1I = K2I = 1 sont les gains de l’action inte´grale, K1, K2, . . . , KN sont les
N gains de retour d’e´tat. Apre`s la fin de l’horizon de controˆle, qi est fixe´ a` ze´ro. La loi de
commande applique´e au syste`me devient :
ui(k + l |k ) = −Ki (xˆ(k + l |k )− x(k + l |k ))−KiI xI(k + l |k ), l > Hu (II.31)
Le terme inte´gral est ajoute´ a` la structure de commande afin d’assurer une erreur statique
nulle. En pre´sence de de´fauts, le syste`me de´crit par (I.12) devient :
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x˙f (t) =
N∑
i=1
µi(θf )
(
Aixf (t) +Biuf (t) + E
i
af(t)
)
yf (t) =
N∑
i=1
µi(θf )
(
Cixf (t) + E
i
sf(t)
) (II.32)
ou` Es repre´sente la matrice de de´faut capteur avec des dimensions approprie´es.
La strate´gie donne´e par la figure II.27 est propose´e pour de´terminer le signal de controˆle
uf (t) tel que :
– la boucle ferme´e du syste`me est stable,
– xf (t) converge asymptotiquement vers le vecteur d’e´tat de re´fe´rence meˆme en pre´-
sence de de´fauts.
La strate´gie de controˆle suivante est employe´e :
uf (t) =
N∑
i=1
µi(θf )
(
−fˆ(t)−Ki (xˆf (t)− x(t)) + u(t)
)
(II.33)
ou` fˆ est le vecteur de de´faut estime´ et u(t) est l’entre´e de commande nominale donne´e
par (II.30) et (II.31), avec le me´canisme d’interpolation donne´ par la relation (II.17).
Les fonctions d’activation µ1 et µ2 sont de´finies par :
µp,1(θf ) =
θf (xf )− θ−
θ¯ − θ−
et µp,2(θf ) = 1− µ1(θf ); p = 1, ..., N
2
(II.34)
Ge´ne´ralement, il est suppose´ que les variables d’e´tat sont accessibles pour le controˆle du
syste`me. En re´alite´, ceci n’est pas toujours ve´rifie´. D’ou` le besoin d’estimer les variables
non mesurables.
Les objectifs de la synthe`se de la FMPC est de calculer les coefficients Ki tels que la
boucle ferme´e du syste`me incluant les estimations des e´tats et des de´fauts soient stables.
Afin d’estimer simultane´ment xˆf (t) et fˆ(t), les observateurs T-S suivant sont propose´s
pour le syste`me (II.32) :
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
˙ˆxf (t) =
N∑
i=1
µi(θf )
(
Aixˆf (t) +Biuf (t) + E
i
afˆ(t) + Li(yf − yˆf )
)
fˆ(t) =
N∑
i=1
µi(θf )
(
GiCi(xf − xˆf (t)) +GiEis(f − fˆ(t))
) (II.35)
L’e´tat augmente´ contenant les deux dynamiques d’erreurs xf (t)− xˆf (t) et ef (t) = f(t)−
fˆ(t), s’e´crit comme suit :
 x˙f (t)− ˙ˆxf (t)
f˙(t)− ˙ˆf(t)
 = N∑
i=1
µi(θf )
 Ai − LiCi Eia − LiEis
−GiCi −GiEis
 xf (t)− xˆf (t)
f(t)− fˆ(t)
 (II.36)
L’erreur de poursuite ep(t) = x(t)− xf (t) est donne´e par :
e˙p(t) =
∑N
i=1
∑N
j=1 µi(θf )µj(θf )
 (Ai −BiKj)e(t)− Eia(f(t)− fˆ(t))
−BiKj(xf (t)− xˆf (t))
 (II.37)
Le syste`me augmente´ de la dynamique d’erreur e˜(t) contenant l’erreur de poursuite ep(t),
l’erreur d’estimation d’e´tat xf (t) − xˆf (t) et l’erreur d’estimation de de´fauts f(t) − fˆ(t),
peut eˆtre exprime´ comme suit :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )A˜ij e˜(t) (II.38)
ou` :
e˜(t) =

x(t)− xf (t)
xf (t)− xˆf (t)
f(t)− fˆ(t)
 et
A˜ij =

Ai −BiKj −BiKj −Eia
0 Ai − LiCj Eia − LiEjs
0 −GiCj −GiEjs
 .
L’analyse de la stabilite´ du syste`me (II.38) permet d’introduire le The´ore`me II.4.1.
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The´ore`me II.4.1 L’erreur de poursuite ep(t), l’erreur d’estimation d’e´tat xf (t) − xˆf (t)
et l’erreur d’estimation de de´fauts f(t)− fˆ(t) convergent asymptotiquement vers ze´ro, s’il
existe des matrices syme´triques de´finies positives X1 et P2, P3 = I, des matrices de gain
Kj, L¯i et Gi telles que les LMIs suivantes soient ve´rifie´es [Ben Hamouda et al. (2014c)] :
Ωi −BiKj −Eia −BiKj X1
∗ Ξij Ψij 0 0
∗ ∗ Zij 0 0
∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ −I

< 0, (II.39)
Ωi = AiX1 +X1A
T
i
Ξij = P2Ai + A
T
i P2 − L¯iCj − CTj L¯Ti
Ψij = P2E
i
a − L¯iEjs − CTj G¯Ti
Zij = −G¯iEjs − EjsTGTi
i, j = 1, . . . , N
Les gains du controˆleur sont Kj et les gains de l’observateur sont donne´s par Li = P
−1
2 L¯i
et Gi.
De´monstration III.6.1 : voir Annexe B.
Application au syste`me Σ donne´ par (II.5)
Nous conside´rons deux de´fauts actionneur et capteur. Un premier de´faut (actionneur
ou capteur) apparaˆıt a` l’instant t = 25 s. A partir de l’instant t = 40 s, un second de´faut
(actionneur ou capteur) apparaˆıt. Le sce´nario correspondant aux de´fauts actionneur et
capteur est donne´ comme suit :
f(t) =
 f1(t), 25 ≤ t < 40f1(t) + f2(t), t ≥ 40
ou` f˙(t) = 0.
Un mode`le T-S ou` les variables de pre´misse de´pendent de variables d’e´tat mesurables,
est utilise´ pour concevoir un observateur et un controˆleur. La re´solution des LMIs du
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proble`me d’optimisation quadratique conduit aux matrices suivantes :
X1 =
 0.5895 0.0673
0.0673 0.4212
 , P2 =
 1.1320 0.0311
0.0311 0.5515

Les LMIs donne´es par (II.39) sont re´solues en utilisant la toolbox YALMIP [Lofberg
(2004)] et la programmation semi-de´finie appele´e SeDuMi Solver. L’interface SeDuMi a
e´te´ de´veloppe´e dans le Laboratoire d’Architecture et d’Analyse de Syste`mes (LAAS) par
D. Peaucelle et al. Les gains du controˆleur et d’observateur sont les suivants :
K1 =
[
0.1251 0.4847
]
, K2 =
[
0.1251 0.485
]
,
L1 =
 0.7484
−10.8752
 , L2 =
 0.5345
0.8418
 ,
G1 =
 3.2197
0
 et G2 =
 1.8616
0

Le sche´ma de simulation sous simulink de la loi de commande FMPC applique´e au mode`le
T-S Σ est donne´ par la figure II.28.
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Figure II.28 – Sche´ma de simulation simulink : controˆle tole´rant aux de´fauts base´ sur
un diagnostic T-S avec des VPM
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Figure II.29 – Sce´nario du de´faut ac-
tionneur et son estime´ en fonction du
temps
0 10 20 30 40 50 60
−8
−7
−6
−5
−4
−3
−2
−1
0
temps (s)
Si
gn
au
x 
de
 c
om
m
an
de
 
 
u(t)
uf(t)
uPDC(t)
Figure II.30 – Signaux de commande
applique´s au syste`me en pre´sence du de´-
faut actionneur
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Figure II.31 – Re´ponse du syste`me en
pre´sence du de´faut actionneur
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Figure II.32 – Dynamique de l’erreur
d’estimation des e´tats en pre´sence du de´-
faut actionneur
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Figure II.33 – Dynamique de l’erreur de
poursuite en pre´sence du de´faut action-
neur
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Figure II.34 – Sce´nario du de´faut cap-
teur et son estime´ en fonction du temps
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Figure II.35 – Signaux de commande
applique´s au syste`me
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Figure II.36 – Re´ponse du syste`me en
pre´sence du de´faut capteur
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Figure II.37 – Dynamique de l’erreur
d’estimation des e´tats
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Figure II.38 – Dynamique de l’erreur de
poursuite en pre´sence du de´faut capteur
D’apre`s les figures suivantes II.31 et II.36, les re´sultats de simulation montrent l’effi-
cacite´ de la strate´gie FTC propose´e dans cette partie. Les figures II.29 et II.34 montrent
les de´fauts (actionneur et capteur) et leurs estimations avec une erreur tre`s faible. Une
e´tude comparative est re´alise´e entre les strate´gies de commande suivantes FMPC avec
VPM et la commande de type PDC ayant la structure T-S. La strate´gie FMPC propose´e
pre´sente une meilleur poursuite des trajectoires de re´fe´rence et tole´re plus rapidement les
de´fauts comme l’illustrent les figures II.31 et II.36. D’apre`s les figures II.30 et II.35, nous
remarquons que la commande PDC-TS e´labore´ met plus de temps pour compenser les
effets des de´fauts intervenant. Nous observons e´galement que la loi de commande nomi-
nale est e´gale a` uf (t) avant l’occurrence des de´fauts. Les figures II.32, II.33, II.37 et II.38
montrent l’e´volution des erreurs d’estimation et de poursuite en fonction du temps. La dy-
namique de l’erreur de´pend de la connaissance des variables de pre´misse θ(t) intervenant
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dans les fonctions d’activation µi(t). La construction d’une trajectoire de re´fe´rence re´sul-
tante d’une mode´lisation T-S donne directement un sens au choix des poˆles de la boucle
ferme´e. Vu que l’objectif de la commande est de suivre la sortie de´sire´e du mode`le T-S de
re´fe´rence. Nous remarquons une ame´liortion des performances du syste`me conside´re´, telle
que la stabilite´, la pre´cision et la rapidite´. Nous pouvons conclure que la conception des
observateurs T-S a permis la synthe`se d’une loi de commande tole´rante aux de´fauts.
II.4.4 FMPC et observateur T-S a` VPNM
L’objectif de cette strate´gie est la synthe`se d’un FTC base´ sur des VPNM.
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Figure II.39 – Strate´gie de FTC base´e sur un observateur T-S avec des VPNM [Ben
Hamouda et al. (2014b)]
Le vecteur d’e´tat et les de´fauts sont estime´s simultane´ment par des observateurs T-S.
Les gains des observateurs T-S et ceux de la loi PDC sont obtenus par la re´solution des
LMI de´rive´es de the´orie de Lyapunov. Le sche´ma de la nouvelle commande tole´rante au
de´fauts est donne´e par la figure II.39.
La strate´gie donne´e par la figure II.39 permet d’e´laborer l’entre´e de commande uf (t)
telle que :
– la boucle ferme´e du syste`me est stable,
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– xf (t) converge asymptotiquement vers le vecteur d’e´tat de re´fe´rence meˆme en pre´-
sence de de´fauts.
Dans cette partie, nous conside´rons le cas VPNM, sachant qu’en pre´sence de de´fauts, les
VPNM de´pendent du vecteur en de´faut d’e´tat estime´. Par conse´quent, la commande T-S
est base´e sur des variables de pre´misse estime´es. La loi de controˆle suivante est e´labore´e :
uf (t) =
N∑
i=1
µi(θˆf )
(
−fˆ(t)−Ki (xˆf (t)− x(t)) + u(t)
)
(II.40)
ou` u(t) est l’entre´e de commande nominale donne´e par (II.30) et (II.31). Le me´canisme
d’interpolation permet de de´duire la commande interpole´e donne´e par la relation (II.29),
ou` les fonctions d’activation µ1 et µ2 sont de´finies pre´ce´dement par la relation (II.27).
Les objectifs de la synthe`se de la FMPC sont de calculer les gains Ki tels que la boucle fer-
me´e du syste`me incluant les estimations des e´tats et des de´fauts soit stable. Afin d’estimer
simultane´ment xˆf (t) et fˆ(t), des observateurs T-S sont utilise´s pour le syste`me (II.32) :

˙ˆxf (t) =
N∑
i=1
µi(θˆf )
(
Aixˆf (t) +Biuf (t) + E
i
afˆ(t) + Li(yf − yˆf )
)
fˆ(t) =
N∑
i=1
µi(θˆf )
(
GiCi(xf − xˆf (t)) +GiEis(f − fˆ(t))
) (II.41)
L’e´tat augmente´ contenant les deux dynamiques d’erreurs xf (t)− xˆf (t) et f(t)− fˆ(t) est
le suivant :
 x˙f (t)− ˙ˆxf (t)
f˙(t)− ˙ˆf(t)
 = N∑
i=1
µi(θˆf )
 Ai − LiCi Eia − LiEis
−GiCi −GiEis
 xf (t)− xˆf (t)
f(t)− fˆ(t)
 (II.42)
L’erreur de poursuite est donne´e par :
e˙p(t) =
N∑
i=1
N∑
j=1
µi(θ)µj(θf )
 (Ai −BiKj)e(t)− Eia(f(t)− fˆ(t))
−BiKj(xf (t)− xˆf (t))
+ In×n∆1(t) (II.43)
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ou` :
∆1(t) =
N∑
i=1
(µi(θ)− µi(θf )) (Aix(t) +Biu(t))
Le syste`me augmente´ de la dynamique d’erreur e˜(t) contenant l’erreur de poursuite ep(t),
l’erreur d’estimation d’e´tat xf (t) − xˆf (t) et l’erreur d’estimation de de´fauts f(t) − fˆ(t),
peut eˆtre exprime´ comme suit :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(θˆf )µj(θf )A˜ij e˜(t) + Γ∆(t) (II.44)
ou` :
e˜(t) =

x(t)− xf (t)
xf (t)− xˆf (t)
f(t)− fˆ(t)
 ,Γ =

In×n 0
0 In×n
0 0
 , ∆ =
 ∆1(t)
∆2(t)
 ,
A˜ij =

Ai −BiKj −BiKj −Eia
0 Ai − LiCj Eia − LiEjs
0 −GiCj −GiEjs
 et
∆2(t) =
N∑
i=1
(
µi(θf )− µi(θˆf )
) Aixf (t) +Biuf (t)
+Eiaf(t)

Hypothe`se II.4.1 Il est suppose´ que les conditions suivantes sont ve´rifie´es :
– Le terme ∆(t) est borne´.
– Le syste`me est stable en boucle ouverte.
L’analyse de la stabilite´ du syste`me (II.44), assurant la poursuite des performances sous
le gain L2, permet d’introduire le The´ore`me II.4.2.
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The´ore`me II.4.2 L’erreur de poursuite ep(t), l’erreur d’estimation d’e´tat xf (t) − xˆf (t)
et l’erreur d’estimation de de´fauts f(t)− fˆ(t) convergent asymptotiquement vers ze´ro, s’il
existe des matrices syme´triques de´finies positives X1 et P2, P3 = I, des matrices de gain
Kj, L¯i et Gi et un scalaire positive γ¯, solutions du proble`me d’optimisation suivant :
min
X1,P2,Kj ,L¯i,Gi
γ¯,
tel que les LMIs suivantes sont ve´rifie´es [Ben Hamouda et al. (2014b)] :
Ωi −BiKj −Eia −BiKj X1 X1 0
∗ Ξij Ψij 0 0 0 P2
∗ ∗ Zij 0 0 0 0
∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ ∗ −γ¯I 0
∗ ∗ ∗ ∗ ∗ ∗ −γ¯I

< 0, (II.45)
Ωi = AiX1 +X1A
T
i
Ξij = P2Ai + A
T
i P2 − L¯iCj − CTj L¯Ti
Ψij = P2E
i
a − L¯iEjs − CTj G¯Ti
Zij = −G¯iEjs − EjsTGTi
i, j = 1, . . . , N
Les gains du controˆleur sont Kj et les gains de l’observateur sont donne´s par Li = P
−1
2 L¯i
et Gi. Le taux d’atte´nuation est obtenu par γ =
√
γ¯.
De´monstration III.6.2 : voir Annexe B.
Application au syste`me Σ donne´ par (II.5)
L’objectif e´tant toujours le meˆme, a` savoir la synthe`se d’une loi de commande FMPC
sous contraintes. Un mode`le T-S ou` les variables de pre´misse de´pendent de variables d’e´tat
non mesurables, est utilise´ pour concevoir un observateur et un controˆleur. Le sche´ma de
simulation sous simulink de la loi de commande FMPC applique´e au mode`le T-S Σ est
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donne´ par la figure II.40.
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Figure II.40 – Sche´ma de simulation simulink : controˆle tole´rant aux de´fauts base´ sur
un diagnostic T-S avec des VPNM
Les deux sce´narii de de´fauts pre´ce´dents actionneur et capteur sont conside´re´s et donne´s
par les figures II.41 et II.46.
Des solutions satisfaisant les conditions de stabilite´ sous les LMIs du The´ore`me II.4.2,
sont trouve´es avec une valeur du taux d’atte´nuation γ e´gale a` 0.9417.
La re´solution du proble`me d’optimisation est effectue´e en conside´rant les matrices sui-
vantes :
X1 =
 0.3073 0
0 0.6144
 et P2 =
 0.8973 0.2107
0.2107 0.9286

La re´solution des LMIs donne´es par (II.45) conduit aux gains du controˆleur et d’observa-
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teurs T-S suivants :
K1 = K2 =
[
0.0096 0.6146
]
, L1 =
 1.8528
−10.5144
 ,
L2 =
 0.6584
1.9390
 , G1 =
 5.3346
0
 et G2 =
 4.9879
0

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Figure II.41 – Sce´nario du de´faut ac-
tionneur et son estime´ en fonction du
temps
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Figure II.42 – Signaux de commande
applique´s au syste`me en pre´sence du de´-
faut actionneur
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Figure II.43 – Re´ponse du syste`me en
pre´sence du de´faut actionneur
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Figure II.44 – Dynamique de l’erreur
d’estimation des e´tats en pre´sence du de´-
faut actionneur
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Figure II.45 – Dynamique de l’erreur de
poursuite en pre´sence du de´faut action-
neur
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Figure II.46 – Sce´nario du de´faut cap-
teur et son estime´ en fonction du temps
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Figure II.47 – Signaux de commande
applique´s au syste`me en pre´sence du de´-
faut actionneur
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Figure II.48 – Re´ponse du syste`me en
pre´sence du de´faut capteur
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Figure II.49 – Dynamique de l’erreur
d’estimation des e´tats en pre´sence du de´-
faut actionneur
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Figure II.50 – Dynamique de l’erreur de
poursuite en pre´sence du de´faut action-
neur
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Figure II.51 – Evolution des fonctions
d’activation base´es sur les VPNM
Les figures II.44, II.45, II.49 et II.50 montrent l’e´volution des erreurs d’estimation
et de poursuite en fonction du temps. La figure II.51 montre l’e´volution des fonctions
d’activation base´es sur les VPNM. A partir de ces re´sultats de simulation, nous concluons
que les performances obtenues avec la FMPC sont tre`s satisfaisantes et que cette de´rnie`re
permet au syste`me de fonctionner normalement, meˆme apre`s l’apparition des de´fauts. Les
performances du syste`me non line´aire sont ame´liore´es avec l’utilisation de la FMPC. Afin
de ve´rifier la robustesse de la strate´gie propose´e, dans la partie suivante, nous e´tudions le
cas des mode`les T-S incertain.
II.4.5 FMPC base´ sur un mode`le T-S incertain a` VPM
Dans [Chadli et al. (2013)] et [Aouaouda et al. (2012)], les auteurs ont propose´ un
FTC pour les mode`les T-S incertains et soumis a` des perturbations. Ils ont synthe´tise´
un FTC dans le but d’assurer la poursuite de trajectoires pour les syste`mes non line´aires
incertains de´crits par des mode`les T-S. Dans [Chadli et al. (2013)], le papier expose une
strate´gie de FTC pour un de´collage et un atterrissage vertical d’un avion soumis a` des
perturbations externes et a` des de´fauts actionneurs. Dans [Kumar Dohare et al. (2015)], Il
a e´te´ observe´ que la MPC montre de bonnes performances meˆme en pre´sence d’incertitudes
sur le syste`me BTX (Benzene Toluene Xylene). La variation des parame`tres du syste`me
est fixe´e a` 10% des valeurs nominales. Dans [Jamal Alden et Wang (2015)], une nouvelle
strate´gie de controˆle assurant les performances H∞ est propose´e pour un syste`me de
ge´ne´ration de puissance avec retard en pre´sence d’incertitudes et de perturbations. Dans
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[Fekih et Seelem (2015)], la technique propose´e est conc¸ue pour maintenir la stabilite´ d’un
ve´hicule en pre´sence de syste`me de direction de´fectueux. Pour traiter les de´fauts capteurs,
une me´thode de FDI base´e sur une fusion de capteurs est propose´e. Les auteurs ont propose´
un algorithme base´ sur un re´gulateur line´aire quadratique (en anglais Linear Quadratic
Regulator ou LQR) contre les variations des parame`tres et les incertitudes. Cette partie
traite du proble`me de poursuite et de re´gulation pour les syste`mes non line´aires incertains
de´crits par des mode`les flous en respectant les incertitudes sur les parame`tres du mode`le.
Le sche´ma de la strate´gie de FTC est donne´ par la figure II.52.
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Figure II.52 – FMPC tole´rante aux de´fauts base´e sur un mode`le T-S incertain
En pre´sence de de´faut, le syste`me non line´aire (II.46) est suppose´ pouvoir eˆtre de´crit
par le mode`le T-S incertain suivant :
x˙f (t) =
N∑
i=1
µi(θf )
(
(Ai + ∆Ai)xf (t) +Biuf (t) + E
i
af(t)
)
yf (t) =
N∑
i=1
µi(θf )
(
Cixf (t) + E
i
sf(t)
) (II.46)
avec
A¯i = Ai + ∆Ai
ou` ∆Ai repre´sente la matrice d’incertitude avec des dimensions approprie´es. La variation
des parame`tres est e´gale a` 30% des valeurs nominales. Nous ajoutons puis nous soustrayons
92
Chapitre II. Synthèse de commandes prédictives tolérantes aux défauts à base de
modèles T-S
Kixf (t), la relation (II.40) peut eˆtre e´crite :
uf (t) =
N∑
i=1
µi(θf )(Kiep(t) +Kie(t) + u(t)− fˆ(t)) (II.47)
ou` u(t) pre´sente le signal de commande nominal. La strate´gie de FTC est propose´e pour
couvrir la faisabilite´ en respectant les contraintes sur le syste`me non line´aire incertain.
L’erreur de poursuite ep(t) = x(t)− xf (t) est donne´e par :
e˙p(t) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )
(
(Ai − B¯iKj)ep(t)−BiKje(t)− Eiaef (t)−∆Aixf (t)
)
(II.48)
La dynamique de e(t) est donne´e par :
e˙(t) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )
(
Aie(t) + E
i
aef (t)− Liey(t) + ∆Aixf (t)
)
(II.49)
La combinaison de (II.48), (II.49) et (II.46) permet la formulation des dynamiques ep(t),
e(t), ef (t), ey(t) et xf (t) comme suit :
˙˜e(t) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )A˜ij e˜(t) (II.50)
ou` :
e˜(t)T =

ep(t)
e(t)
ef (t)
ey(t)
xf (t)

et A˜ij =

Ai −BiKj −BiKj −Eia 0 −∆Ai
0 Ai E
i
a −Li ∆Ai
0 −GiCj −GiEis 0 0
0 CiAi CiE
i
a −LiCi Ci∆Ai
BiKj BiKj E
i
a 0 A¯i

.
L’analyse de la stabilite´ du syste`me (II.50) permet d’introduire le The´ore`me II.4.3.
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The´ore`me II.4.3 Le syste`me (II.50) ge´ne´rant l’erreur de poursuite ep(t), l’erreur d’es-
timation d’e´tat e(t), l’erreur d’estimation de de´faut ef (t), l’erreur de sortie ey(t) et l’e´tat
en de´faut xf (t) est stable, s’il existe des matrices syme´triques de´finies positives X1 et
P2 = P3 = P4 = P5 = I, des matrices gains Kj, Li et Gi telles que les LMIs suivantes
soient ve´rifie´es :
ξ1ij ξ12ij ξ13ij 0 ξ15ij −BiKj X1
∗ ξ22ij ξ23ij ξ24ij ξ25ij 0 0
∗ ∗ ξ33ij ξ34ij ξ35ij 0 0
∗ ∗ ∗ ξ44ij ξ45ij 0 0
∗ ∗ ∗ ∗ ξ55ij 0 0
∗ ∗ ∗ ∗ 0 −I 0
∗ ∗ ∗ ∗ 0 0 −I

< 0, (II.51)
ξ1ij = X1A
T
i + AiX1
ξ12ij = −BiKj
ξ13ij = −Eia
ξ15ij = X1P5B
T
i Kj
T −∆Ai
ξ22ij = P2A
T
i + P2Ai
ξ23ij = −P3GTi CTi + EiaP2
ξ24ij = P4C
T
i A
T
i − P2Li
ξ25ij = P5B
T
i Kj
T + ∆AiP2
ξ33ij = −P3GTi EisT −GiEisP3
ξ34ij = P4C
T
i E
i
a
T
ξ35ij = P5E
i
aT
ξ44ij = −P4LTi CTi − LiCiP4
ξ45ij = Ci∆AiP4
ξ55ij = P5A¯
T
i + A¯iP5
Les gains du controˆleur sont Kj et les gains de l’observateur sont donne´s par Li et Gi.
De´monstration III.6.3 : voir Annexe B.
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Application au syste`me Σ donne´ par (II.5)
Les re´sulats de simulation donne´s par la figure (II.55) permettent la comparaison entre
les sorties des mode`les sans et avec incertitudes. La re´solution du proble`me d’optimisation
conduit aux matrices suivantes :
X1 =
 0.5903 0.0545
0.0545 0.3124
 , P2 =
 1.2157 0.0682
0.0682 0.3310

La re´solution des LMIs donne´es par (II.51) conduit aux gains du controˆleur et d’observa-
teurs T-S suivants
K1 =
[
0.1357 0.3457
]
, K2 =
[
0.1357 0.3458
]
,
L1 =
 0.8474
−10.5284
 , L2 =
 0.4553
0.8718
 ,
G1 =
 3.2296
0
 et G2 =
 1.8817
0

D’apre`s les figures II.55, les re´sultats de simulation montrent l’efficacite´ de la strate´gie
FTC propose´e dans cette partie. Les figures II.53 montrent les de´fauts (actionneur et
capteur) et leurs estimations avec une erreur tre`s faible. A partir des figures II.54, nous
observons que la loi de commande nominale est e´gale a` uf (t) avant l’occurrence des de´fauts.
Les figures II.56 et II.58 montrent l’e´volution des erreurs d’estimation et de poursuite en
fonction du temps.
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Figure II.53 – Les de´fauts et leur estime´s (a` gauche : de´faut actionneur, a` droite : de´faut
capteur)
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Figure II.54 – Signaux de commande applique´s au syste`me (a` gauche : de´faut actionneur,
a` droite : de´faut capteur)
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Figure II.55 – Re´ponse du mode`le T-S avec et sans incertitudes(a` gauche : de´faut ac-
tionneur, a` droite : de´faut capteur)
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Figure II.56 – Dynamique de l’erreur d’estimation des e´tats (a` gauche : de´faut actionneur,
a` droite : de´faut capteur)
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Figure II.57 – Dynamique de l’erreur de poursuite (a` gauche : de´faut actionneur, a`
droite : de´faut capteur)
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Figure II.58 – Evolution des fonctions d’activation base´es sur de VPNM
D’apre`s les figures, nous concluons que la FMPC est robuste face aux incertitudes de
mode´lisation et que la tole´rance aux de´fauts est atteinte en assurant une poursuite des
trajectoires de´sire´es.
Pour terminer, afin de montrer clairement l’e´fficacite´ de chaque loi de commande propo-
se´e, nous trac¸ons les diffe´rentes re´ponses obtenues du syste`me en pre´sence d’un de´faut
actionneur comme donne´ par la figure II.29.
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Figure II.59 – Etude comparative : Re´ponses du syste`me SISO
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Figure II.60 – Etude comparative : Signaux de commande applique´s au syste`me SISO
Nous remarquons d’apre`s les figures II.59 et II.60 une ame´lioration des re´sultats de
simulation obtenus en appliquant la cinquie`me loi de commande propose´e en comparant
avec ceux obtenus en appliquant la premie`re loi de commande.
II.5 Conclusion
Une nouvelle strate´gie de FTC pour une classe de syste`mes non line´aires affine en la
commande a e´te´ propose´e au cours de ce second chapitre. Notre contribution est de com-
biner la mode´lisation T-S, la programmation quadratique et le principe de de´couplage de
de´fauts. En tenant compte des travaux de recherche existant dans la litte´rature concer-
nant le FTC, les principales contributions propose´es dans cette partie du me´moire, sont
les suivantes :
– Proposition d’une me´thode pour obtenir un ensemble convexe,
– proposition d’une FMPC dynamique pour un syste`me quasi-LPV en tenant compte
des contraintes et des de´fauts actionneurs,
– proposition d’un controˆleur pre´dictif actif et tole´rant aux de´fauts base´ sur les e´tats
estime´s et les VPNM a` partir d’un mode`le T-S et la proposition d’un observateur
non line´aire,
– proposition d’une combinaison entre une loi de commande PDC avec la MPC,
– proposition d’observateurs T-S afin d’estimer les e´tats non mesurable, les VPM, les
VPNM et les de´fauts,
– utilisation de l’approche L2 pour obtenir des conditions d’existence moins conserva-
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tives d’observateurs T-S et
– proposition d’un controˆleur pre´dictif actif et tole´rant aux de´fauts pour les mode`les
T-S incertains.
La transformation du proble`me non line´aire en une formulation convexe a amene´ des
domaines de validite´ moins restrictifs et des contraintes moins conservatives. Une accom-
modation de de´fauts par rejet de perturbation a e´te´ re´alise´e. La FMPC maintient de
bonnes performances de poursuite suivant une dynamique acceptable. L’apparition des
de´fauts ne cause pas un proble`me de non faisabilite´, ni d’instabilite´ et les contraintes res-
tent respecte´es. De nouvelles conditions en termes de contraintes LMIs ont e´te´ mises au
point pour obtenir un FTC robuste. Le proble`me d’optimisation convexe permet d’avoir
des temps de calcul raisonnables et d’atteindre un minimum global unique de la fonction
couˆt. La FMPC propose´e avec l’action inte´grale a montre´ son e´fficacite´ en fonctionnement
nominal et en pre´sence de de´fauts. L’introduction de l’action inte´grale dans la commande
a contribue´e a` re´duire le conservatisme des conditions de convergence de l’erreur d’esti-
mation.
Dans le chapitre suivant, nous pre´sentons l’application de la strate´gie de reconfiguration
propose´e au circuit d’air du moteur Diesel sujet a` des fuites d’air.
Chapitre III
Application au circuit d’air du
moteur Diesel
III.1 Introduction
Depuis les anne´es 1980, le moteur Diesel n’est plus conside´re´ comme un moteur polluant
et lourd. Dans le but d’atte´nuer encore plus les proble`mes lie´s a` la pollution et a` la lenteur
du moteur Diesel, de nouvelles technologies ont e´te´ de´veloppe´es. Ces technologies ont e´te´
de´die´es a` la re´duction de la consommation de carburant et des e´mission de polluants. En
effet, le dioxyde de carbone (CO2) a e´te´ identifie´ comme une source de gaz a` effet de
serre contribuant ainsi au re´chauffement climatique de la plane`te. Les constructeurs n’ont
cesse´ de fournir des efforts au cours de ces dernie`res anne´es afin de satisfaire les nouvelles
normes anti-pollution exige´es. Dans ce sens, plus de contraintes ont e´te´ conside´re´es pour
re´pondre aux demandes des clients (consommer moins, avoir plus de confort et plus de
se´curite´). Les strate´gies de controˆle moteur distinguent ge´ne´ralement deux parties : le
controˆle du circuit d’air du moteur Diesel (en anglais, Diesel Engine Air Path ou DEAP)
et le controˆle du circuit d’injection du carburant. Dans ces travaux nous nous focalisons
sur le syste`me d’air. Dans un premier temps, un e´tat de l’art sur les lois de commande
pour le controˆle moteur est expose´. Nous pre´sentons un mode`le a` valeur moyenne d’ordre
sept propose´ dans [Jankovich et Kolmanovsky (2000)] pour de´crire le comportement dy-
namique du syste`me DEAP. Le mode`le de´crit l’e´volution des masses des gaz bruˆle´s, des
pressions et de la dynamique de la fraction de gaz dans les collecteurs d’admission et
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d’e´chappement. La septie`me variable correspond a` la dynamique du turbocompresseur.
Dans [Nieuwstadt et al. (1998)] et [Stefanopoulou et al. (2000)], les auteurs ont conside´re´
le re´gulateur Proportionnel Integral De´rivateur (PID) comme controˆleur pour le moteur.
Il existe aussi des travaux reposant sur des the´ories de commande plus sophistique´es. Nous
citons la commande adaptative [Ammann et al. (2003)]. Dans les travaux de [Jankovich et
Kolmanovsky (2000)], les commandes base´es sur la fonction candidate de Lyapunov, ont
e´te´ propose´es. La conception d’un controˆleur non line´aire appele´ en anglais ”Constructive
Lyapunov Control” pour le mode`le a` valeur moyenne repre´sentant le syste`me DEAP a e´te´
propose´e. La strate´gie de commande propose´e par les auteurs consiste a` re´guler le rapport
air/carburant et la fraction des gaz d’e´chappement recycle´ autour de consignes souhaite´es.
Au cours de la vie du moteur, des fuites d’air sont susceptibles d’apparaˆıtre au niveau
du collecteur d’admission. Ces fuites provoquent une chute de pression dans le collecteur
d’admission. Par conse´quent, une de´viation de la richesse dans les cylindres par rapport a`
la richesse de re´fe´rence est constate´e, favorisant l’augmentation des e´missions polluantes.
Pour y reme´dier, une nouvelle strate´gie de commande robuste et optimale est propose´e
pour le syste`me DEAP. La commande propose´e dans le deuxie`me chapitre de ce me´moire
dite FMPC est e´labore´e a` partir d’une mode´lisation floue, tole´rante aux de´fauts et base´e
sur un algorithme de pre´diction. La repre´sentation T-S du syste`me DEAP conduit a` des
techniques actives de controˆle de´die´es aux mode`les line´aires. La FMPC est conc¸ue pour
re´soudre un proble`me de poursuite et de re´gulation par reconfiguration de lois de com-
mande et par accommodation de de´fauts. Des observateur T-S fournissent une estimation
des e´tats du syste`me DEAP et des de´fauts. Les gains de l’observateur et du controˆleur
T-S a` VPNM sont obtenus en re´solvant des LMIs de´rive´es de la the´orie de Lyapunov,
comme propose´s dans le chapitre pre´ce´dents.
III.2 Sur le moteur Diesel
Pour commencer, nous abordons la structure du moteur Diesel pour de´crire ensuite
son fonctionnement et ses principes the´oriques. Le principal avantage de ce type de mo-
teur est sa faible consommation, son meilleur rendement et ses faibles e´missions en CO2.
Concernant les inconve´nients du moteur Diesel, nous citons son couˆt e´leve´ de maintenance
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ainsi que son impact sur l’environnement. En fait, une bonne gestion de la combustion du
me´lange air/carburant est essentielle. La combustion doit eˆtre la plus comple`te possible.
Pour re´pondre a` ce crite`re fondamental, un maximum d’e´nergie doit eˆtre ge´ne´re´ et un
minimum de quantite´ de carburant doit eˆtre conso. En re´sultat, un minimum d’e´mission
ainsi qu’un maximum de confort pour le conducteur.
III.2.1 Constitution du moteur Diesel
L’architecture du moteur Diesel est donne´e par la figure III.1.
Soupape
Piston
Arbre à cames
Boitier papillon
Collecteur 
d’admission
Bielle
Vilebrequin
Figure III.1 – Architecture du moteur Diesel (source : IFP Energies nouvelles)
Pour comprendre l’architecture de ce type de moteur a` allumage par compression, il
faut s’inte´resser a` ses principaux organes qui sont [Heywood (1988)] :
1. L’injecteur : sous pression le combustible arrive de la pompe a` injection jusqu’a`
l’injecteur. Le combustible est pulve´rise´ dans le cylindre en un temps bien de´termine´
et a` une pression e´leve´e allant de 80 a` 150 bars. La quantite´ de gasoil non consomme´e
suit le circuit de retour pour arriver soit a` la pompe a` injection, soit au re´servoir.
2. Arbre a` cames : cette pie`ce me´canique commande avec synchronisation l’ouverture
et la fermeture des soupapes d’admission et d’e´chappement. L’arbre est forme´ par
une tige cylindrique disposant d’autant de cames que de soupapes.
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3. Soupape : e´le´ment se´parant les conduits d’admission et d’e´chappement, de la chambre
de combustion.
4. Piston : il transmet au vilebrequin, par l’interme´diaire de la bielle, l’e´nergie fournie
par la combustion des gaz dans le cylindre. Il est constitue´ de fonte et d’acier ou
d’alliage d’aluminium moule´.
5. Bielle : une liaison entre le piston et le vilebrequin qui permet de transformer un
mouvement rectiligne alternatif en un mouvement circulaire continu. Elle est fabri-
que´e en acier et en chrome.
6. Vilebrequin : sa fonction est de convertir le mouvement rectiligne alternatif des
bielles en un mouvement circulaire.
7. Bloc-moteur : appele´ aussi carter-cylindres, il repre´sente la partie la plus massive.
Ce bloc constitue les cylindres. Il a la caracte´ristique d’eˆtre e´tanche et robuste afin
de re´sister aux pressions e´leve´es pendant la combustion.
III.2.2 Principe de fonctionnement du moteur a` quatre temps
Nous citons le cycle de Beau de Rochas montrant explicitement les principes thermo-
dynamiques du cycle compose´ de 4 temps : l’admission, la compression, l’explosion et la
de´tente et enfin l’e´chappement. L’inge´nieur franc¸ais Beau de Rochas a de´fini, en 1862, le
principe du cycle donne´ par la figure III.2.
PMB
PMH
Admission Compression Détente Echappement
Figure III.2 – Cycle de fonctionnement d’un moteur Diesel (source : IFP Energies nou-
velles)
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Contrairement au moteur essence dont le mode d’inflammation du me´lange air/carburant
est provoque´ par l’e´tincelle de la bougie, le moteur Diesel posse`de la proprie´te´ d’eˆtre un
moteur a` allumage non-commande´ (ou spontane´) par auto-inflammation ce qui signifie
que le me´lange air/carburant s’enflamme spontane´ment. Le me´canisme de combustion est
de´clenche´ par le me´lange carburant/air dans le cylindre (gaz a` haute pression) au cours du
de´placement du piston en mouvement alternatif. Le mouvement produit se limite par deux
extreˆmes appele´s Point Mort Haut (PMH) et Point Mort Bas (PMB). Un temps moteur
est le trajet entre le PMH et le PMB, soit un demi-tour de vilebrequin. Le couple pis-
ton/vilebrequin est lie´ par le biais d’un me´canisme bielle-manivelle. Le moteur conside´re´
dans nos travaux est celui a` quatre temps, ce qui correspond a` deux tours de vilebrequin.
La succession de ces temps correspond au cycle moteur [Heywood (1988)].
1 - Admission : La soupape d’admission s’ouvre et le piston s’abaisse suite a` la rotation
du volant entraˆınant ainsi la bielle. Une aspiration d’air frais s’effectue en continue
a` partir de la soupape d’admission.
2 - Compression : Comme conditions initiales de cette e´tape, la soupape d’admission
et celle d’e´chappement sont ferme´es. De fac¸on isentropique, une compression d’air
entraˆıne une explosion a` tre`s haute pression et tempe´rature.
3 - Explosion et De´tente : Suite a` l’explosion ge´ne´re´e par l’injection du carburant, le
piston est pousse´ vers le PMB.
4 - E´chappement : La soupape d’e´chappement s’ouvre. Avec le mouvement du piston
vers le PMH, les gaz bruˆle´s subissent une de´tente sont e´vacue´s vers le collecteur
d’e´chappement et le cycle reprend depuis la premie`re e´tape.
III.2.3 Normes Europe´ennes anti-pollutions
En Europe, le transport routier se positionne en teˆte de liste des grands participants
a` la pollution atmosphe´rique (source : Le Figaro, FUTURA science, Le Parisien, Asso-
ciation Nationale pour la Pre´servation et l’Ame´lioration de la Qualite´ de l’Air etc.). Des
progre`s technologiques conside´rables ont vu le jour, venant de la part des constructeurs
automobile et des pe´troliers. Les ve´hicules le´gers mis en service apre`s 2011 re´pondent
actuellement a` la norme Euro 5 qui limite, pour les moteurs Diesel, les e´missions combi-
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ne´es d’hydrocarbures et d’oxydes d’azote. Diverses techniques sont utilise´es pour re´duire
de manie`re significative la quantite´ des e´missions du moteur Diesel. Nous pouvons citer
les e´volutions me´caniques du moteur : le common rail, la vanne de recirculation des gaz
d’e´chappement (en anglais Exhaust Gas Recirculation ou EGR), les moteurs hybrides
compose´s d’un moteur thermique traditionnel couple´ a` un moteur e´lectrique et l’e´volu-
tion des carburants. Dans [Moskwa (1993)], une commande par modes glissants a e´te´
propose´e pour limiter les rejets moteur. Dans [Deacon et al. (1999)], la commande par
logique floue a e´te´ applique´e au moteur Diesel dans le but d’une supervision des e´missions.
Dans [Stefanopoulou et al. (2000)], la commande optimale a e´te´ applique´e au turbocom-
presseur pour diminuer les quantite´s de polluants rejete´es. Dans [Fredriksson et Egardt
(2001)], la commande LQ a e´te´ applique´e au domaine de l’automobile pour commander le
turbocompresseur a` ge´ome´trie variable (en anglais, Variable Geometry Turbine ou VGT)
dans le but d’atte´nuer l’emissions des polluants. L’e´volution des normes anti-pollution
europe´ennes pour les moteurs Diesel depuis 1993 est donne´e par la figure III.3.
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Figure III.3 – E´volution des normes anti-pollution europe´ennes pour les moteurs Diesel
depuis 1993 (source : Comite´ des Constructeurs Franc¸ais d’Automobiles (CCFA))
III.2.4 Me´canisme d’admission d’air
Le collecteur d’admission est le compartiment dans lequel sont aspire´s l’air frais vers
les cylindres et les gaz bruˆle´s provenant de la vanne EGR. Le circuit d’air comporte trois
actionneurs : le turbocompresseur, la vanne EGR et le papillon motorise´. Les gaz bruˆle´s
sortent par le collecteur d’e´chappement pour eˆtre ensuite dirige´s soit vers la turbine soit
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vers la vanne EGR. Le compresseur est entraˆıne´ par une turbine anime´e par la vitesse des
gaz d’e´chappement comme donne´ dans la figure III.4.
Arrivée des gaz 
d’échappement
Sortie de l’air
comprimé
Entrée de l’air
CompresseurTurbine
Sortie des gaz
d’échappement
Figure III.4 – Sche´ma fonctionnel d’un turbocompresseur (source : IFP Energies nou-
velles)
Le compresseur transforme l’e´nergie cine´tique acquise en pression d’air. Graˆce a` la
direction axiale de pe´ne´tration d’air, entraˆınant a` son tour la roue du compresseur en
vitesse, l’air compresse´ est dirige´ vers le collecteur d’admission. De l’air ambiant est aspire´,
compresse´ et envoye´ par le compresseur dans les cylindres. L’air ambiant est refroidi par un
e´changeur air/air permettant d’augmenter la densite´ de l’air. L’utilisation d’air comprime´
dans les cylindres fait diminuer l’e´nergie additionnelle a` fournir afin d’atteindre la pression
requise a` l’auto-inflammation, conduisant a`, une diminution des pertes de pompage et
une augmentation de la quantite´ d’oxyge`ne disponible pour la combustion. Le but est de
re´aliser la combustion la plus comple`te possible. Plus la quantite´ d’oxyge`ne pre´sente est
e´leve´e, plus il est permis d’injecter de carburant et plus grande est la puissance moteur. Ce
me´canisme contribue a` l’augmentation de la quantite´ d’air introduite dans le moteur et sa
compression. Il permet e´galement une augmentation de la puissance du moteur sans pour
autant accroˆıtre son re´gime et sa cylindre´e. Par conse´quent, un effet de suralimention est
cre´e´ re´sultant du de´passement de pression d’air introduite dans le cylindre par rapport a` la
pression atmosphe´rique. Une combustion imparfaite est de´finie par un manque de chaleur
dans le cylindre ge´ne´rant ainsi la formation de particules. En revanche, une tre`s haute
tempe´rature dans la chambre de combustion favoriserait la composition de NOx [Layerle
et al. (2008)]. Pour le maintien de cette haute de tempe´rature lors de la combustion dans
le cylindre, deux solutions existent. Soit injecter moins de carburant dans le cylindre.
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Toutefois, cette solution n’est pas optimale puisqu’elle ne permet pas au moteur d’apporter
des re´ponses favorables aux demandes du conducteur. La seconde solution consiste a`
rajouter du gaz inerte pour la combustion dans le cylindre, graˆce a` la vanne EGR.
III.2.5 Vanne de recyclage des gaz d’e´chappement
L’EGR est un syste`me invente´ au de´but des anne´es 1970 qui a pour effet de diminuer
la formation d’oxydes d’azote NOx. Une fraction de gaz bruˆle´s provenant du collecteur
d’e´chappement est introduite dans le collecteur d’admission a` travers la vanne EGR.
Vanne EGR
Air frais Gaz d’échappement
Echangeur thérmique EGR
Figure III.5 – Repre´sentation d’un circuit de recyclage externe des gaz d’e´chappement
a` haute pression (source : IFP Energies nouvelles)
Le principe consiste a` re´injecter, via la vanne EGR, une quantite´ de gaz bruˆle´s dans le
circuit d’admission comme de´crit par la figure III.5. Cela revient a` re´cupe´rer une partie
des gaz d’e´chappement et de les me´langer avec l’air du circuit d’admission. En diluant
l’air frais et en remplac¸ant l’oxyge`ne pre´sent dans le collecteur d’admission par le dioxyde
de carbone et la vapeur d’eau, les e´missions de NOx sont re´duites. L’ouverture de la
vanne EGR fait de´croˆıtre la pression d’admission et le de´bit d’air frais a` l’admission.
Un exce`s de gaz recycle´ abaisse conside´rablement la tempe´rature dans la chambre de
combustion et peut endommager le pot catalytique. Le controˆle de la vanne EGR permet
de re´duire la vitesse de la flamme graˆce a` l’effet de dilution dans la chambre de combustion.
Dans [Zhaojie et al. (2011)], les auteurs ont montre´ qu’en diminuant la tempe´rature de
combustion, la vanne EGR re´duit la formation de NOx. Un e´changeur thermique est utilise´
pour refroidir les gaz bruˆle´s.
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III.2.6 Turbocompresseur a` ge´ome´trie variable
Le VGT constitue un organe principal du moteur a` combustion interne. La turbine est
place´e sur la ligne des e´missions de gaz d’e´chappement sortant du moteur. Le VGT est
compose´ d’ailettes a` orientations variables permettant de changer la section de passage
des gaz d’e´chappement. A bas re´gime, les ailettes du VGT sont ferme´es. La section de
passage d’air est donc re´duite. La vitesse du turbocompresseur est alors augmente´e et la
pression de suralimentation est e´leve´e. L’ouverture des ailettes provoque le comportement
inverse.
Vanne ouverte
Vanne fermée
Figure III.6 – Position des ailettes du VGT (source : IFP Energies nouvelles)
Pour une quantite´ de carburant injecte´e et une vitesse conside´re´es constantes, l’ou-
verture du VGT ge´ne`re une baisse de la pression d’admission. De`s lors, le VGT e´vite
l’emballement du moteur suite a` une augmentation inattendue du de´bit d’alimentation
en carburant. L’ouverture du VGT lorsque le de´bit de carburant est e´leve´ se pre´sente
comme un tre`s bon moyen d’e´conomie de carburant. Ceci re´duit les pertes de pompage
de carburant associe´es principalement a` une haute pression a` l’e´chappement. Lorsque une
quantite´ de carburant est injecte´, le VGT est alors en position ferme´e aidant a` maintenir
un excellent rapport de pression a` travers l’EGR, d’ou` une pression d’e´chappement e´leve´e
et donc une re´duction des e´missions en NOx. La vanne EGR et le VGT sont comman-
de´s par un calculateur. En effet, lorsque la vanne EGR est presque ferme´e, l’ouverture
du VGT me`ne a` une augmentation du de´bit d’air et lorsque la vanne EGR est comple`-
tement ouverte, l’ouverture du VGT provoque un abaissement du de´bit d’air. Un e´tat
de l’art sur la mode´lisation a` valeur moyenne du moteur Diesel fait l’objet de la section
suivante. Le mode`le conside´re´ est appele´ ”oriente´ commande”, car e´labore´ a` partir des
expressions mathe´matiques simplifie´es du comportement du moteur, moins re´alistes mais
juge´es suffisamment repre´sentatives pour les besoins de la commande.
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III.3 Mode`le de repre´sentation du syste`me DEAP
Dans la litte´rature, comme l’inte´reˆt final est la commande par calculateur nume´rique
en temps re´el du moteur Diesel, un mode`le de connaissance adapte´ a` la la synthe`se de
lois de commande, est choisi. Dans ce mode`le a` valeur moyenne [Kolmanovsky et al.
(1997)], sont conside´re´es la masse, la pression, la fraction des gaz bruˆle´s dans les collecteurs
et la puissance du turbocompresseur. Au total, ce mode`le compte sept e´tats. Les six
e´tats repre´sentent la dynamique des gaz dans le collecteur d’admission et le collecteur
d’e´chappement : les fractions de masse de gaz m1 et m2, les pressions de gaz p1 et p2
et les fractions de gaz brule´s F1 et F2 Les e´quations diffe´rentielles correspondantes sont
obtenues sur la base des lois fondamentales de conservation de masse et d’e´nergie pour
les deux collecteurs d’admission et d’e´chappement. Les e´quations du mode`le sont e´crites
en fonction des diffe´rents de´bits en entre´e et en sortie des cylindres. Pour les mode`les a`
valeur moyenne, l’air et les gaz dans les deux collecteurs sont conside´re´s comme des gaz
parfaits. Par conse´quence, les diffe´rentes e´quations sont e´crites en se basant sur l’e´quation
des gaz parfaits. Ainsi, les tempe´ratures et les pressions sont suppose´es uniformes dans
les deux collecteurs [Abidi et al. (2012)].
III.3.1 Collecteur d’admission
La dynamique propre a` la pression d’admission s’exprime de la fac¸on suivante :
p˙1 = k1m˙1 +
T˙1
T1
p1 (III.1)
avec
k1 =
RT1
V1
ou` p1, V1 et T1 repre´sentent respectivement la pression de gaz, le volume et la tempe´ra-
ture de l’air dans le collecteur d’admission. R est la constante des gaz parfaits. Sa valeur
est e´gale a` 287.
En utilisant la loi de conservation de la masse, nous pouvons calculer la variation de la
masse des gaz dans le collecteur d’admission :
m˙1 = Wc +Wegr −We (III.2)
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– Le de´bit d’air a` travers le compresseur est donne´ par :
Wc = kc · Pc(
p1
pa
)α
− 1
(III.3)
avec kc =
ηc
cpTa
et α = cp−cv
cp
, ou` les variables ηc, Pc, Ta et pa repre´sentent res-
pectivement le rendement isentropique du compresseur, la puissance du compres-
seur, la tempe´rature ambiante et la pression ambiante. α est une constante ou`
cp = 1067.4Jkg
−1K−1 et cv = cp − R sont les capacite´s thermiques massiques a`
pression constante et a` volume constant.
– Dans [Heywood (1988)], l’expression du de´bit des gaz a` travers la vanne EGR est
obtenue a` partir des e´quations de Barre´ St venant :
Wegr = Cd
Aegr(xegr)√
RT2
√
2γ
γ − 1 ·
[
P
2
γ
r − P
γ+1
γ
r
]
p2 (III.4)
avec Pr =
p2
p1
, ou` Pr est le rapport entre les deux pressions a` l’e´chappement p2 et a`
l’admission p1. Cd = 0.72 est le coefficient de perte de charge. Aegr(xegr) est la surface
effective qui permet le passage d’air au travers de la vanne EGR. T2 repre´sente la
tempe´rature dans le collecteur d’e´chappement et γ = 1.4 est le rapport des capacite´s
thermiques.
– Le de´bit d’air aspire´ par les cylindres est exprime´ par la relation suivante :
We = Kep1 (III.5)
avec Ke =
ηvNmVd
120T1R
, ou` ηv, Nm et Vd repre´sentent respectivement le rendement volu-
me´trique, la cylindre´e totale du moteur et la vitesse du moteur.
Le troisie`me e´tat a` l’admission est la fraction des gaz bruˆle´s dans le collecteur d’admission.
Sa dynamique est exprime´e par :
F˙1 =
Wegr(F2 − F1)−WcF1
m1
(III.6)
ou` F2 est la fraction des gaz bruˆle´s dans le collecteur d’e´chappement.
III.3.2 Collecteur d’e´chappement
La meˆme de´marche de mode´lisation est effectue´e pour ce second collecteur. La dyna-
mique propre de sa pression d’admission s’exprime de la fac¸on suivante :
p˙2 = K2m˙2 +
T˙2
T2
p2 (III.7)
110 Chapitre III. Application au circuit d'air du moteur Diesel
avec K2 =
RT2
V2
ou` V2 et T2 repre´sentent respectivement le volume et la tempe´rature de
l’air dans le collecteur d’e´chappement.
En utilisant la loi de conservation de la masse, nous pouvons calculer la variation de la
masse de gaz dans le collecteur d’e´chappement :
m˙2 = We −Wegr −Wvgt +Wf (III.8)
– Le de´bit des gaz a` travers la turbine est donne´ par :
Wvgt =
[
c
(
p2
pa
− 1
)
+ d
]
p2
pref
√
pref
T2
√
2pa
p2
(
1− pa
p2
)
Avgt(xvgt) (III.9)
avec c = 0.4 et d = 0.6. Tref et pref , repre´sentent respectivement la tempe´rature
ambiante et la pression ambiante. Avgt(xvgt) est la surface effective fonction de la
position de la VGT.
– L’expression du de´bit de carburant est donne´e comme suit :
Wf =
10−6
120
·Nmηcylυδ (III.10)
ou` ηcyl est le nombre de cylindres du moteur et υδ repre´sente la masse de carburant
injecte´ en milligramme par cycle et par cylindre.
Le sixie`me e´tat du DEAP est la fraction de gaz bruˆle´s dans le collecteur d’e´chappement.
Sa dynamique est exprime´e par :
F˙2 =
We
[15.6(1−F1)+(AFR+1)F1]
(AFR−1) −WeF1
m1
(III.11)
ou` AFR est le rapport air/ carburant.
III.3.3 Turbocompresseur
En utilisant la seconde loi de Newton, nous pouvons de´terminer la dynamique de la
vitesse de rotation du turcompresseur (dynamique de l’arbre) comme suit :
ω˙tc =
1
Jtcωtc
(ηmPt − Pc) (III.12)
ou` Pt est la puissance livre´e par la turbine, Pc est la puissance consomme´e par le com-
presseur, Jtc repre´sente le moment d’inertie du turbocompresseur et ηm repre´sente le
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rendement me´canique du turbocompresseur.
La variation de la puissance consomme´e par le turbocompresseur est donne´e par :
P˙c =
1
τ
(ηmPt − Pc) (III.13)
avec Pt = ηtcpT2
(
1−
(
pa
p2
)α)
Wvgt, ηt e´tant le rendement isentropique de la turbine et τ
repre´sente la constante de temps du turbocompresseur.
La nomenclature des variables du mode`le DEAP est donne´e par le tableau III.1.
Table III.1 – Nomenclature des variables du mode`le DEAP
Variables Nom Unite´s
p1 Pression de gaz dans le collecteur d’admission Bar
p2 Pression de gaz dans le collecteur d’e´chappement Bar
Pc Puissance du compresseur Watt
Pt Puissance de la turbine Watt
Wc De´bit d’air a` travers le compresseur Kg/s
We De´bit d’air aspire´ par les cylindres Kg/s
Wvgt De´bit de gaz a` travers la turbine Kg/s
Wegr De´bit de gaz recycle´ provenant de l’EGR Kg/s
Wf De´bit de carburant Kg/s
ηc Rendement isentropique du compresseur -
ηt Rendement isentropique de la turbine -
ηm Rendement me´canique du turbocompresseur -
Ta Tempe´rature ambiante K˚
T1 Tempe´rature dans le collecteur d’admission K˚
T2 Tempe´rature dans le collecteur d’e´chappement K˚
III.3.4 Mode`le oriente´ commande du syste`me DEAP
Ce mode`le initie´ et valide´ par [Kolmanovsky et al. (1997)] est constitue´ d’un couple
d’e´quations a` trois variables re´gissant l’admission et l’e´chappement du moteur Diesel
(masse, pression et tempe´rature) et d’une e´quation de la dynamique du turbocompresseur.
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Dans [Kolmanovsky et al. (1997)], le principe de conservation de masse a e´te´ applique´ dans
chaque collecteur, comme pre´sente´ pre´ce´demment, avec les hypothe`ses simplificatrices
suivantes : les gaz sont conside´re´s parfaits, les chaleurs spe´cifiques sont constantes et les
transferts thermiques ne´gligeables. Les rendements de la turbine ηt et du compresseur ηc, la
constante de temps τ et le rendement me´canique du turbocompresseur ηm, sont suppose´s
constants, bien qu’ils varient en fonction des conditions de fonctionnement du moteur.
Cette hypothe`se fournie des simplifications et permet la reproduction de la dynamique
du syste`me. Les e´quations sont non line´aires et repre´sentent des couplages entres les
diffe´rentes variables d’e´tat conduisant ainsi a` un controˆle plus complique´ du moteur. Pour
faciliter le calcul des algorithmes de commande, l’influence des termes T˙1 et T˙2 est ne´glige´.
Le de´bit de gaz bruˆle´s Wegr et le de´bit de gaz a` travers la turbine Wt repre´sentent les
entre´es de commande du mode`le. En fait, les entre´es de commande se traduisent par
l’ouverture normalise´e de la vanne EGR et le positionnement des ailettes du VGT.
III.3.5 Mode´lisation re´duite du DEAP
Le mode`le du DEAP introduit dans [Jankovich et Kolmanovsky (2000)] est un mode`le
d’ordre sept. Graˆce aux hypothe`ses simplificatrices suivantes :
– les fractions des gaz bruˆle´s dans les collecteurs d’admission et d’e´chappement, F1 et
F2 sont difficiles a` mesurer et par conse´quent, ne sont pas conside´re´es dans le mode`le ;
– pour les meˆmes raisons, les fractions de masses de gaz dans les collecteurs d’admission
et d’e´chappement, m1 et m2, ne sont pas conside´re´es dans le mode`le ;
– les dynamiques du turbocompresseur sont repre´sente´es comme une fonction de trans-
fert du premier ordre avec une constante de temps τ ;
– les capteurs mesurant la tempe´rature dans les collecteurs d’admission et d’e´chap-
pement sont lents et par conse´quent les variations temporelles des mesures releve´es
sont ne´glige´es ;
– le de´bit du carburant Wf est conside´re´ comme une perturbation et n’est pas pris en
compte dans le mode`le.
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Un mode`le re´duit d’ordre 3 est obtenu :
p˙1 = k1(Wc +Wegr − kep1) + T˙1T1p1
p˙2 = k2(kep1 −Wegr −Wvgt +Wf ) + T˙2T2p2
P˙c =
1
τ
(ηmPt − Pc)
(III.14)
ou` le de´bit du compresseur (respectivement de la turbine) est lie´ a` sa puissance (respec-
tivement la puissance de la turbine) par la relation suivante :
Wc = Pc
kc
pα1 − 1
et Pt = kt(1− p−α2 )Wvgt (III.15)
avec kc =
ηc
cpTa
et kt = ηtcpT2.
A partir de cette mode´lisation, plusieurs techniques de commandes ont e´te´ e´labore´es dans
le but de les appliquer pour le controˆle du syste`me DEAP. Un e´tat de l’art des lois de
commande de´veloppe´es pour le controˆle du moteur Diesel est pre´sente´ dans la section
suivante.
III.4 E´tat de l’art sur les lois de commande pour le
controˆle moteur
Le principe de controˆle du moteur Diesel est donne´ par la figure III.7.
Emissions 
NOx, CO2, ...
Consommation
Contraintes
Boucle d’injection 
de carburant
Boucle d’air
(EGR - VGT)
Pression dans le 
collecteur d’admission
Pression dans le 
collecteur d’échappement
Puissance du 
turbocompresseur
Figure III.7 – Principe de controˆle du moteur Diesel
Quatres actionneurs existent dans le moteur Diesel, permettant le controˆle du circuit
d’air. Ces actionneurs sont : la vanne EGR pour le recyclage des gaz bruˆle´s, la vanne
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VGT, l’injecteur du carburant et le papillon motorise´. Les moteurs Diesel sont e´quipe´s
e´galement de capteurs de pression pour les deux collecteurs d’admission et d’echappe-
ment et du de´bit massique du compresseur [Abidi (2014)]. Ces dernie`res sont calcule´es
analytiquement en fonction des valeurs optimales de la richesse et du taux d’EGR aux
points de fonctionnement donne´s. Les valeurs optimales sont cartographie´es a` partir des
valeurs expe´rimentales en fonction du re´gime moteur et du de´bit de carburant. Dans ce
qui suit, nous exposons quelques techniques de synthe`se de lois de commande pour le
syste`me DEAP.
III.4.1 Commande par modes glissants
La commande par modes glissants (en anglais, sliding mode) est dite a` structures va-
riables. Ce controˆleur change de structure en fonction de l’entre´e. Le but de cette technique
est de respecter les contraintes lie´es a` l’e´volution du syste`me, a` l’aide d’une commande
discontinue. Cela revient a` e´tudier le syste`me sur une surface de glissement, en un temps
fini, sachant que le comportement re´sultant correspond aux dynamiques souhaite´es. Dans
[Young et Ozguner (1999)], les principes de base sont explique´s. La commande par modes
glissants est robuste vis-a`-vis d’une certaine classe de perturbations. Ne´anmoins, cette
commande pre´sente quelques inconve´nients tels que le phe´nome`ne de chattering qui corres-
pond a` des oscillations du syste`me a` hautes fre´quences autour de la surface de glissement.
Dans [Moskwa (1993)], l’auteur propose la synthe`se d’une commande par modes glissants
pour le controˆle du papillon et de l’e´tincelle d’allumage. L’objectif est la poursuite d’une
trajectoire de´sire´e lie´e au couple et au re´gime moteur, limitant ainsi les rejets moteur.
Dans [Kao et Moskwa (1995)], une commande par modes glissants est propose´e pour
le suivi de trajectoire de la vitesse du moteur Diesel. Un observateur a` modes glissants
est de´crit pour l’estimation de la pression cylindre et le taux de la masse de carburant
bruˆle´e. Dans [Utkin et Chang (2002)], cette technique de commande a e´te´ e´galement ex-
ploite´e pour le controˆle du syste`me DEAP. Les auteurs ont travaille´ sur la re´gulation de la
pression d’admission et d’e´chappement et la puissance turbocompresseur par l’inte´gration
d’une variable virtuelle voue´e a` compenser les ze´ros instables. Dans [Ndoye et al. (2013)],
un syste`me de commande par modes glissants est propose´ pour le controˆle du syste`me
DEAP. Le controˆleur e´tudie´ a e´te´ teste´ sur le mode`le re´duit d’ordre 3 de Jankovic. Dans
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[Guermouche et al. (2013)], les auteurs proposent une commande par modes glissants (en
anglais, Super-Twisting Algorithm ou STA) pour le syste`me DEAP dans le but de re´ali-
ser un syste`me tole´rant aux de´fauts. Les re´sultats obtenus lors de la comparaison avec le
controˆleur adaptatif par modes glissants (en anglais, Adaptive Sliding Mode Controller ou
ASMC), ont montre´ de bonnes performances du point de vue accommodation de de´fauts
actionneurs, meˆme en pre´sence des incertitudes sur les parame`tres du mode`le.
III.4.2 Commande optimale
Cette commande se base sur la minimisation d’un crite`re quadratique visant a` at-
teindre les diffe´rents objectifs de controˆle ponde´re´. Des e´quations de Riccati sont re´solues
pour obtenir l’optimisation. La commande optimale re´pond aux exigences suivantes : la
poursuite d’une trajectoire de´sire´e et la satisfaction de contraintes pre´-de´finies. Dans [Ste-
fanopoulou et al. (2000)], l’application de la commande optimale sur le turbocompresseur
permet d’augmenter les performances d’acce´le´ration du syste`me, de diminuer les quantite´s
de polluants rejete´es et de re´duire la consommation de carburant. Cette loi de commande
optimale est imple´mente´e sous forme d’optimisation d’une fonction couˆt. Le crite`re qua-
dratique sert a` minimiser la quantite´ de polluants e´mis. Ne´anmoins, le LQR est limite´
par son insuffisance face aux erreurs de mode´lisation. Le second re´gulateur est appele´ en
anglais Linear Quadratic Gaussian (LQG). Dans [Stefanopoulou et al. (2000)] et [Fredriks-
son et Egardt (2001)], ces deux techniques ont e´te´ applique´es au domaine de l’automobile
pour commander le VGT dans le but d’atte´nuer l’e´mission de polluants.
III.4.2.1 Commande robuste
La commande robuste assure la stabilite´ de la boucle ferme´e et re´duit la sensibilite´ de
sa structure, a` des variations parame`triques et des perturbations affectant le syste`me. La
commande robuste est pre´sente´e comme une bonne solution de controˆle pour les mode`les
du moteur ayant des incertitudes parame`triques. Dans [Djemili et al. (2012c)], une strate´-
gie de controˆle base´e sur un mode`le re´cursif, garantissant une atte´nuation L2 du transfert
des perturbations vers l’erreur de poursuite, est expose´e. Dans [Djemili et al. (2012b)], un
observateur non line´aire a` entre´es inconnues est conc¸u pour un mode`le T-S repre´sentatif
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du syste`me DEAP. Cet observateur est utilise´ pour estimer le de´bit massique de fuite dans
le circuit d’admission d’air.
III.4.2.2 Commande pre´dictive
La commande pre´dictive est e´galement l’une des techniques exploite´es pour le controˆle
du Syste`me DEAP. Cette commande offre la possibilite´ d’estimer la sortie du syste`me
par pre´diction tout en optimisant l’erreur de suivi de trajectoires aux instants futurs.
En fait, le pre´dicteur est un controˆleur base´ sur un mode`le repre´sentatif du syste`me,
dit mode`le de pre´diction. L’optimisation est effectue´e en minimisant une fonction couˆt
afin d’obtenir une poursuite optimale de la trajectoire de re´fe´rence pre´de´finie. Dans les
travaux de [Pfeifer et al. (2004)], la commande pre´dictive a e´te´ applique´e pour re´guler
la pression de suralimentation et le taux d’EGR. Les deux actionneurs conside´re´s sont
la vanne EGR et le VGT. Pour la pre´diction, un syste`me line´aire discret est utilise´. Les
re´sultats obtenus montrent une forte atte´nuation des oscillations sur le taux d’EGR et
la pression de suralimentation. Pour l’ensemble des points de fonctionnement du moteur
(re´gime moteur et quantite´ de carburant), il est ne´cessaire de calculer de nouveau les
parame`tres du moteur lors d’un passage d’un point de fonctionnement a` un autre. Cela
revient a` exploiter le mode`le interne du moteur, vis a` vis des non line´arite´s re´gissant
le circuit d’air. Dans [Chen et Patton (1999)], il est montre´ qu’en re´gime dynamique,
la commande pre´dictive permet l’obtention d’excellentes performances du point de vue
temps de monte´e, de´passement et pre´cision. Rappelons que la synthe`se de ce type de
commande est base´e sur un mode`le qui repre´sente le comportement dynamique du proce´de´.
La me´thode d’identification la plus utilise´e est celle des moindres carre´s re´cursif (RLS)
[Pfeifer et al. (2004)]. Dans [Herceg et al. (2006)], la commande pre´dictive a e´te´ employe´e
pour atteindre ces meˆmes objectifs. A l’aide des vannes EGR et VGT, les deux e´tats
a` controˆler sont la pression d’admission et le de´bit d’air d’admission. Dans des travaux
pre´ce´dents [Ortner et del Re (2007)] et [Langthaler et del Re (2008)], les auteurs utilisent
la MPC pour le controˆle du syste`me DEAP par emploi d’une me´thode explicite pour les
syste`mes sous contraintes. Une solution pour le controˆle par retour d’e´tat est de´termine´e
hors ligne. Cette solution est stocke´e dans des tableaux pour la se´lection en ligne du
controˆleur. De plus, Layerle et al publient dans [Layerle et al. (2008)], la synthe`se d’un
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controˆleur pre´dictif reconfigurable pour le syste`me DEAP. Dans [Dabo et al. (2008)], les
auteurs s’engagent dans une e´tude comparative sur un controˆleur pre´dictif ge´ne´ralise´ non
line´aire a` temps continu ne tenant pas compte des contraintes. La stabilite´ asymptotique
est aussi e´tudie´e pour le proble`me de poursuite du syste`me DEAP.
III.4.3 Re´seaux de neurones
Les re´seaux de neurones sont conside´re´s a` des fins de mode´lisation adaptative pour
les syste`mes non line´aires. La mode´lisation des syste`mes line´aires et non line´aires avec
l’utilisation des re´seaux de neurones ne ne´cessite pas la maˆıtrise du comportement du
syste`me. Cette mode´lisation est qualifie´e de boˆıte noire car les parame`tres des mode`les
re´sultants n’ont pas de signification physique. Dans [Moraal et Kolmanovsky (1999)], les
auteurs ont propose´ une mode´lisation par re´seaux de neurones des caracte´ristiques du
de´bit fortement non line´aire d’un turbocompresseur a` ge´ome´trie variable.
III.4.4 Commande par logique floue
La logique floue est base´e sur la de´finition du degre´ d’appartenance de chaque entre´e
a` un ensemble. Des re`gles logiques sont ensuite applique´es. L’avantage est que cette tech-
nique permet de traduire des commandes complexes en un ensemble de re`gles linguistiques
simples. En exploitant la base de connaissances, ces re`gles peuvent de´crire avec une pre´-
cision significative le comportement du proce´de´. Dans [Deacon et al. (1999)], les auteurs
emploient la commande par logique floue pour une application en controˆle moteur : su-
pervision des e´missions. Dans [Wijetunge (2001)], l’auteur propose une loi de commande
par logique floue dans le but d’une re´gulation du de´bit d’air et de la pression de surali-
mentation par les controˆleurs EGR et VGT.
La partie suivante est de´die´e a` l’application de la strate´gie de reconfiguration de la
commande du syste`me DEAP que nous avons appele´e FMPC.
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III.5 FTC propose´ pour le syste`me DEAP
Comme indique´ pre´ce´demment, les moteurs Diesel sont des syste`mes d’entraˆınement
des plus populaires en raison de leur faible consommation et leur fiabilite´. En contre partie,
le moteur Diesel est compte´ parmi les syste`mes fortement polluants en raison d’un haut
niveau d’e´mission de NOx. En raison du couˆt e´leve´ du syste`me de post-traitement utilise´
pour la re´duction des e´missions, il est pre´fe´rable d’atte´nuer la formation de ces polluants a`
la source, c’est a` dire durant la combustion. Pour re´duire les e´missions des NOx produites
par le moteur Diesel, le moyen le plus utilise´ graˆce a` son efficacite´ est la vanne EGR.
Pour y arriver, nous proposons dans cette partie d’ame´liorer le diagnostic et le controˆle
du syste`me DEAP. Dans la litte´rature, deux actionneurs sont conside´re´s : la vanne EGR
et la VGT. L’objectif est le controˆle de la pression dans le collecteur d’e´chappement et du
de´bit d’air a` travers le compresseur a` l’aide de la vanne EGR et le VGT.
III.5.1 Proble`me de controˆle du DEAP
La figure III.8 met en e´vidence les diffe´rentes parties du circuit d’air comprenant les
e´changeurs de chaleur (Refroidisseur interme´diaire et refroidisseur EGR) permettant de
faire baisser la tempe´rature dans le collecteur d’admission.
Compresseur
VGT
Capteur AFR
Débitmètre d'airEchangeur 
de chaleurCylindres
Capteurs
Collecteur 
d'admission
Collecteur 
d'échappement
Vilebrequin
Refroidisseur 
EGR
Figure III.8 – Sche´ma du circuit d’air [Djemili et al. (2012a)]
Le controˆle moteur doit permettre a` ce dernier de fournir le couple demande´ par le
conducteur en prenant en compte les contraintes sur les e´missions. En se basant sur les
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informations fournies par les capteurs et les observateurs, le controˆleur commande et les
ouvertures des vannes EGR et VGT. Un proble`me de suivi de consignes est a` re´soudre afin
d’assurer un fonctionnement satisfaisant du moteur. Le sche´ma de principe d’un controˆle
du syste`me DEAP est donne´ par la figure III.7.
III.5.2 Mode´lisation du syste`me DEAP pour un controˆle T-S
Re´cemment dans [Djemili et al. (2012a)], une architecture de la strate´gie FTC base´e
sur un mode`le T-S a e´te´ propose´e pour le circuit d’air inte´grant l’estimation d’e´tat, l’iden-
tification d’une fuite et le calcul du gain de retour d’e´tat pour garantir la stabilisation
du syste`me en de´faut. Dans [Abidi et al. (2012)], Abidi et al proposent une strate´gie de
controˆle base´e sur un mode`le T-S du syste`me DEAP menant a` une ame´lioration du mo-
de`le de repre´sentation.
Dans cette section, le comportement du syste`me DEAP est de´crit par l’approche floue
T-S. Les lois de commande sont synthe´tise´es en se basant sur le mode`le T-S du syste`me
DEAP. L’algorithme propose´ est issu de la MPC et des obsrvateurs T-S base´s sur des
VPNM. De nouvelles conditions suffisantes mais non ne´cessaires pour l’existence d’un
FTC robuste sont e´tablies en termes de LMIs sous contraintes. L’e´tude de la stabilite´ est
e´galement propose´e dans le cas de pre´sence d’une fuite au niveau du circuit d’air. Lorsque
la fuite apparaˆıt, l’objectif principal est de conserver la stabilite´ et les performances du
syste`me DEAP obtenues par poursuite de trajectoires de re´fe´rence en tole´rant les de´fauts.
III.5.2.1 Repre´sentation d’e´tat affine en la commande du syste`me DEAP
Le DEAP conside´re´ est un syste`me MIMO dont les e´tats sont la pression de gaz dans
le collecteur d’admission p1, la pression de gaz dans le collecteur d’e´chappement p2 et la
puissance du compresseur Pc. L’air entrant mesure´ par un de´bitme`tre d’air passe a` travers
le compresseur pour entrer dans le collecteur d’admission et ensuite dans les cylindres ou`
le carburant est injecte´ et bruˆle´, produisant ainsi un couple sur le vilebrequin. Depuis le
collecteur d’e´chappement a` travers la turbine, une partie des gaz d’e´chappement chaud
est pompe´e. L’autre partie est recycle´e une nouvelle fois dans le collecteur d’admission
a` travers la vanne EGR. Le DEAP a trois entre´es de commande : La vanne EGR, la
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VGT et l’injecteur de carburant. La vitesse du moteur peut eˆtre aussi conside´re´e comme
une entre´e. La vitesse e´tant conside´re´e constante dans ces travaux de recherche, le de´bit
massique d’alimentation en carburant est alors ne´glige´. Le de´bit d’alimentation en carbu-
rant Wf (t) est conside´re´ comme une perturbation externe et ne sera pas pris en compte
dans la synthe`se de la loi de commande. Par conse´quent, le mode`le suivant du DEAP est
conside´re´ : 
p˙1(t) = −k1kep1(t) + k1kcp1(t)α−1Pc(t) + k1Wegr(t)
p˙2(t) = k2kep1(t)− k2Wegr(t)− k2Wvgt(t)
P˙c(t) =
−Pc(t)
τ
+K0(1− p2(t)−α)Wvgt(t)
(III.16)
avec K0 =
ηm
τ
kt.
Les variables de pre´misse choisi sont sont donne´es par les fonctions non line´aires suivantes :
θ1(p1(t)) =
1
p1(t)α − 1 et θ2(p2(t)) = 1− p2(t)
−α (III.17)
avec alpha = 0.268.
Le mode`le (III.16) peut s’exprimer sous la forme suivante affine en la commande :
x˙(t) = h(x(t)) + g1(x(t))u1(t) + g2(x(t))u2(t) (III.18)
Les signaux de commande conside´re´s sont les de´bits massique u1(t) = Wegr(t) et u2(t) =
Wvgt(t) = Wt(t), avec x(t) = (p1(t), p2(t), Pc(t))
T et :
h(x(t)) =

−k1kex1(t) + k1kcθ1(x1(t))x3(t)
−k2kex1(t)
−x3(t)
τ
 (III.19)
g1(x(t)) =

k1
−k2
0
 , g2(x(t)) =

0
−k2
K0θ2(x2(t))
 (III.20)
Les sortie du mode`le sont le de´bit d’air a` travers le compresseur Wc = kc · Pc( p1pa )α−1 et la
pression dans le collecteur d’e´chappement p2(t).
Dans [Jankovich et Kolmanovsky (2000)], les parame`tres (k1, k2, kc, ke, kt, ηm, τ) du mode`le
DEAP sont identifie´s sous des conditions d’e´tat stationnaire (re´gime permanent), ou` la
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vitesse du moteur et le taux d’alimentation en carburant sont constants. Les diffe´rents
parame`tres sont pris a` valeur moyenne. Dans le meˆme travail, l’ensemble d’appartenance
Ω est invariant et de´fini par : ΩDEAP = x(t) = (p1(t), p2(t), Pc(t))T : 1 < p1(t) < pmax1 ,1 < p(t) < pmax2 , 0 < Pc(t) < Pmaxc

ou` x(t) ∈ ΩDEAP , ∀t ≥ t0.
III.5.2.2 Description T-S du DEAP
Le but e´tant la commande du moteur Diesel, il est donc judicieux d’utiliser des mode`les
repre´sentant au mieux le comportement dynamique de ce syste`me. Ne´anmoins, celui-ci est
un syste`me complexe fortement non line´aire due a` la complexite´ de ses actionneurs. Dans
[Tanaka et al. (1998)], l’approche T-S est utilise´e pour la mode´lisation, la commande et la
stabilisation de syste`mes complexes. Dans [Lauber et al. (2006)], [Djemili et al. (2012a)],
[Abidi et al. (2012)] et [Abidi (2014)], des mode`les T-S ont e´te´ propose´s pour de´crire le
comportement dynamique du syste`me DEAP. Cette mode´lisation est employe´e dans nos
travaux [Ben Hamouda et al. (2016)] et [Ben Hamouda et al. (2015)] dans un objectif
de synthe`se de lois de commande. La commande T-S constitue l’une des techniques de
commande non line´aires re´cemment propose´es sans perte d’information comme de´montre´
dans [Uppal et al. (2006)], [Orjuela et al. (2006)], [Orjuela (2008)] et [Nagy et al. (2010)].
Le mode`le T-S donne´ par (I.12) est conside´re´ :
x˙(t) =
∑N
i=1
µi(θ(t)) (Aix(t) +Biu(t))
y(t) =
∑N
i=1
µi(θ(t))Cix(t)
Le mode`le conside´re´ est donne´ par (III.16). Les variables de pre´misse sont suppose´es
borne´es telles que :
∀i ∈ {1, 2} , θi− ≤ θi(t) ≤ θ¯i (III.21)
Vu qu’il y a deux variables de pre´misse (fonctions non line´aires θ1 et θ2), il y a donc quatre
sous-mode`les.
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[A1, B1,C1]
[A2, B2,C2]
[A3, B3,C3]
[A4, B4,C4]
Figure III.9 – Espace polytopique avec quatre sommets
Comme premie`re e´tape de l’approche par secteur non line´aire, il convient d’e´crire le
mode`le (III.16) sous la forme quasi-LPV donne´e par : x˙(t) = A(θ1(x1(t)))x(t) +B(θ2(x2(t)))u(t)y(t) = C(θ1(x1(t)))x(t) (III.22)
En choisissant les fonctions non line´aire (telles que) donne´es par (III.17) :
θ1(x1(t)) =
1
x1(t)α − 1 et θ2(x2(t)) = 1− x2(t)
−α (III.23)
nous obtenons le mode`le quasi-LPV suivant :
x˙(t) =

−k1ke 0 k1kcθ1(x1(t))
k2ke 0 0
0 0 −1
τ
x(t) +

k1 0
−k2 −k2
0 K0θ2(x2(t))
u(t)
y(t) =
 0 0 kcθ1(x1(t))
0 1 0
x(t)
(III.24)
La seconde e´tape consiste a` appliquer la transformation polytopique convexe, pre´sente´e
dans le premier chapitre, a` chaque variable de pre´misse θi(x(t)), pour i = 1, 2. Nous
re´alisons ensuite pour chacune des variables de pre´misse, une partition en deux zones
pour obtenir :
θ1(x1) = F¯1(θ1(x1))θ¯1 + F1− (θ1(x1))θ1− (III.25)
θ2(x2) = F¯2(θ2(x2))θ¯2 + F2− (θ2(x2))θ2− (III.26)
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ou` : 
F¯1(θ1(x1)) =
1
xα1−1
−θ1−
θ¯1−θ1−
F1− (θ1(x1)) =
θ¯1− 1xα1−1
θ¯1−θ1−
F¯2(θ2(x2)) =
(1−x−α2 )−θ2−
θ¯2−θ2−
F2− (θ2(x2)) =
θ¯2−(1−x−α2 )
θ¯2−θ2−
(III.27)
telles que :
θ¯i = max
x
{θi(x(t))} et θi− = minx {θi(x(t))} ,∀i = 1, 2 (III.28)
Il est important de signaler que la variable de pre´misse θ1(t) (respectivement θ2(t)) n’in-
tervient que dans la matrice d’e´tat A (respectivement matrice de commande B). Afin de
de´terminer les matrices Ai et Bi, une ve´rification doit eˆtre effectue´e a` partir des matrices
sommets du polytope. Pour cela, nous partons de l’expression de A de´finie pre´ce´demment
dans le syste`me (III.24) :
A(θ1(x1)) =

−k1ke 0 k1kcθ1(x1)
k2ke 0 0
0 0 −1
τ
 (III.29)
Compte tenu que la somme des fonctions de partition F¯2(x2) et F2− (x2) est e´gale a` 1, nous
pouvons e´crire :
A(θ1(x1)) = F¯2(x2)

−k1ke 0 k1kcθ1(x1)
k2ke 0 0
0 0 −1
τ
+ F2− (x2)

−k1ke 0 k1kcθ1(x1)
k2ke 0 0
0 0 −1
τ

(III.30)
Enfin, nous multiplions le re´sultat de l’expression (III.25) par la somme des fonctions de
partition F¯1(x1) + F1− (x1) :
A(θ1(x1)) =
[
F¯1(x1) + F1− (x1)
]F¯2(x2)

−k1ke 0 k1kcθ1(x1)
k2ke 0 0
0 0 −1τ
+ F2− (x2)

−k1ke 0 k1kcθ1(x1)
k2ke 0 0
0 0 −1τ


(III.31)
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Nous obtenons ce qui suit :
A(θ1(x1)) = F¯2(x)F¯1(x)︸ ︷︷ ︸
µ1(x)

−k1ke 0 k1kcθ¯1
k2ke 0 0
0 0 −1
τ

︸ ︷︷ ︸
A1
+ F¯2(x)F1− (x)︸ ︷︷ ︸
µ3(x)

−k1ke 0 k1kcθ1−
k2ke 0 0
0 0 −1
τ

︸ ︷︷ ︸
A3
+F2− (x)F¯1(x)︸ ︷︷ ︸
µ2(x)

−k1ke 0 k1kcθ¯1
k2ke 0 0
0 0 −1
τ

︸ ︷︷ ︸
A2
+F2− (x)F1− (x)︸ ︷︷ ︸
µ4(x)

−k1ke 0 k1kcθ1−
k2ke 0 0
0 0 −1
τ

︸ ︷︷ ︸
A4
(III.32)
De meˆme, pour la matrice de commande B(θ2(x2)) :
B(θ2(x2)) =
[
F¯1(x1) + F1− (x1)
]F¯2(x2)

k1 0
−k2 −k2
0 K0θ¯2
+ F2− (x2)

k1 0
−k2 −k2
0 K0θ2−


(III.33)
Comme re´sultat, nous avons :
B(θ2(x2)) = µ1(x)


k1 0
−k2 −k2
0 K0θ¯2


︸ ︷︷ ︸
B1
+µ3(x)


k1 0
−k2 −k2
0 K0θ¯2


︸ ︷︷ ︸
B3
+µ2(x)

k1 0
−k2 −k2
0 K0θ2−

︸ ︷︷ ︸
B2
+µ4(x)

k1 0
−k2 −k2
0 K0θ2−

︸ ︷︷ ︸
B4
(III.34)
Nous obtenons alors :
A(θ1) =
4∑
i=1
µi(t)Ai
B(θ2) =
4∑
i=1
µi(t)Bi
C(θ1) =
4∑
i=1
µi(t)Ci
(III.35)
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Le mode`le T-S (I.12) est obtenu par utilisation de l’approche par secteur non line´aire, ou`
les matrices constantes sont donne´es par :
Ai={1,2} =

−k1ke 0 k1kcθ¯1
k2ke 0 0
0 0 −1
τ
 , Ai={3,4} =

−k1ke 0 k1kcθ1−
k2ke 0 0
0 0 −1
τ

Bi={1,3} =

k1 0
−k2 −k2
0 K0θ¯2
 ;Bi={2,4} =

k1 0
−k2 −k2
0 K0θ2−

Ci={1,2} =
 0 0 kcθ¯1
0 1 0
 ;Ci={3,4} =
 0 0 kcθ1−
0 1 0

Le tableau III.2 de partitionnement des variables de pre´misse pour un mode`le T-S a` 2
variables de pre´misse et deux partitions pour chaque variable est donne´ pour le calcule
des fonctions d’activation.
Table III.2 – Tableau de partitionnement des variables de pre´misse
Sous-mode`les σ Ai Bi µi
1 (1, 1) A(θ1,1) B(θ2,1) F1,1(θ1)F2,1(θ2)
2 (1, 2) A(θ1,1) B(θ2,2) F1,1(θ1)F2,2(θ2)
3 (2, 1) A(θ1,2) B(θ2,1) F1,2(θ1)F2,1(θ2)
4 (2, 2) A(θ1,2) B(θ2,2) F1,2(θ1)F2,2(θ2)
Le vecteur d’indices σi = (σ
1
i , σ
2
i ) indique la correspondance avec l’indice du sous-
mode`le :
i = 1 + 21(σ1i − 1) + 20(σ2i − 1), pour i = 1, . . . , N (III.36)
III.5.2.3 Mode´lisation du syste`me DEAP en pre´sence d’une fuite d’air
En pre´sence d’une fuite dans le circuit d’admission d’air, une chute de pression dans
les cylindres peut eˆtre provoque´e ainsi qu’une diminution du rapport air/carburant. En
re´sultat, ceci se traduit par une perte de puissance et une augmentation des e´missions.
126 Chapitre III. Application au circuit d'air du moteur Diesel
Dans ce contexte, il est important d’estimer le de´bit d’e´coulement provoque´ par la fuite
et de proposer des commandes tole´rantes aux de´fauts. La nouvelle strate´gie propose´e doit
garantir le maintien de la pression dans le collecteur d’admission autour des re´fe´rences
donne´es et pre´server les conditions de stabilite´ en pre´sence de la fuite.
Le mode`le de [Jankovich et Kolmanovsky (2000)] du syste`me DEAP en pre´sence d’une
fuite d’air au niveau du collecteur d’admission est le suivant [Djemili (2012)] :

x˙1(t) = −k1kex1(t) + k1kcx1(t)α−1x3(t) + k1u1(t)− βf(t)
x˙2(t) = k2kex1(t)− k2u1(t)− k2u2(t)
x˙3(t) =
−x3(t)
τ
+K0(1− x2(t)−α)u2(t)
(III.37)
ou` f ∈ Rf est le signal de de´faut qui repre´sente le de´bit massique de la fuite a` travers
une section [Ben Hamouda et al. (2016)] et [Ben Hamouda et al. (2015)] :
f(t) =
 0, t < 25 s0.05 kg/s, t ≥ 25 s
avec f˙(t) = 0.
En conside´rant un orifice de fuite au niveau du collecteur d’admission, le mode`le T-S
de´crit par (I.12) devient :

x˙f (t) =
∑N
i=1
µi(θf )
(
Aixf (t) +Biuf (t) + E
i
af(t)
)
yf (t) =
∑N
i=1
µi(θf )Cixf (t)
(III.38)
ou` Eia est la matrice de de´faut avec des dimensions approprie´es :
Eia =
[
−β 0 0
]T
pour i = 1, ..., 4
Dans la partie suivante, un controˆleur T-S est propose´ pour le syste`me non line´aire
DEAP en pre´sence d’une fuite d’air dans le collecteur d’admission et d’un de´faut cap-
teur. Le de´faut peut eˆtre provoque´ par le capteur mesurant la pression dans le collecteur
d’e´chappement.
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III.5.3 Commande pre´dictive a` base de mode`les T-S
III.5.3.1 Structure de la strate´gie de controˆle propose´e
La structure de la strate´gie FTC II.39 propose´e dans le deuxie`me chapitre est applique´e
au syste`me DEAP comme donne´e dans la figure III.10. Dans [Ben Hamouda et al. (2016)],
la contribution principale de mes travaux de recherche est la synthe`se d’un AFTC base´e
sur la combinaison d’une loi de commande PDC et de la MPC ou` l’aspect T-S flou utilise
les VPNM. La strate´gie fait appel aux observateurs T-S pour estimer simultane´ment les
e´tats du syste`me DEAP et les de´fauts.
Observateur 
T-S Flou
Etats es!més
FTC
Modèle de 
référence
Références
Fonc!ons d’ac!va!on 
Système 
DEAP
S
U
P
E
R
V
I
S
E
U
R
Ac!onneurs 
EGR et VGT
Défauts
Capteurs
MPC T-S Flou 
Défauts Es!més
Fuite
Variables de 
prémisse 
es!mées
Sor!es 
mesurées
Trajectoires 
désirées
Figure III.10 – Structure de la strate´gie FTC propose´e pour le syste`me DEAP [Ben
Hamouda et al. (2016)]
Le je´me signal de commande ge´ne´re´ en fonctionnement nominal est donne´ par la relation
(II.30), comme indique´ dans le second chapitre :
ui(k + l |k ) = −Ki (xˆ(k + l |k )− x(k + l |k ))−K
i
I xI(k + l |k ) + qi,
l = 0, . . . , Hu − 1 et i = 1, . . . , N
La strate´gie propose´e doit maintenir la poursuite des trajectoires de´sire´es et pre´server
les conditions de stabilite´ en pre´sence de de´fauts. Dans ce qui suit, la strate´gie FMPC
pour le syste`me DEAP est pre´sente´e et les re´sultats de simulation sont expose´s.
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III.5.3.2 FMPC propose´e pour le syste`me DEAP
La strate´gie donne´e par la figure III.10 est propose´e pour de´terminer le signal de com-
mande uf (t) de telle sorte que :
– le syste`me en boucle ferme´e soit stable,
– l’e´tat du syste`me en de´faut xf (t) converge asymptotiquement vers l’e´tat de re´fe´rence.
En pre´sence de de´fauts, les VPNM de´pendent du vecteur d’e´tat estime´ et la loi de com-
mande T-S est base´e sur les variables de pre´misse estime´es. Les fonctions d’activation µ1
et µ2 sont de´finies par la relation (II.27) comme indique´ pre´ce´demment. La strate´gie de
FTC donne´e par l’e´quation (II.40) est ensuite exploite´e :
uf (t) =
∑N
i=1
µi(θˆf )
(
−fˆ(t)−Ki (xˆf (t)− x(t)) + u(t)
)
ou` u(t) repre´sente l’entre´e de controˆle dans le cas nominal donne´ par (II.30). Le mode`le
de Jankovic utilise´ dans nos travaux de´crit l’e´volution de trois variables d’e´tats : la pres-
sion dans le collecteur d’admission, celle du collecteur d’e´chappement et la puissance du
turbocompresseur. Certains parame`tres du mode`le sont non mesurables. Un observateur
permet d’avoir une estimation de la puissance du turbocompresseur qui est une grandeur
non mesurable [Abidi et al. (2012)].
Des observateurs T-S sont e´labore´s pour l’estimation des e´tats et des de´fauts. Pour
estimer simultane´ment xf (t) et f(t), la repre´sentation des observateurs T-S donne´ par
(II.41) est utilise´ pour le syste`me (II.32) :

˙ˆxf (t) =
∑N
i=1
µi(θˆf )
(
Aixˆf (t) +Biuf (t) + E
i
afˆ(t) + Li(yf − yˆf )
)
fˆ(t) =
∑N
i=1
µi(θˆf )
(
GiCi(xf − xˆf (t)) +GiEis(f − fˆ(t))
)
Le syste`me augmente´ de la dynamique d’erreur, contenant la dynamique de l’erreur d’es-
timation d’e´tat xf (t)− xˆf (t) et celle de de´faut f(t)− fˆ(t) est donne´ par (II.42). L’erreur
de poursuite ep(t) = x(t)−xf (t) est exprime´e par (II.43). Le syste`me d’erreur e´tendu e˜(t),
contenant l’erreur de poursuite ep(t), l’erreur d’estimation d’e´tat xf (t)− xˆf (t) et l’erreur
d’estimation de de´faut f(t)− fˆ(t), est donne´ par (II.44) :
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˙˜e(t) =
N∑
i=1
N∑
j=1
µi(θˆf )µj(θf )A˜ij e˜(t) + Γ∆(t)
En conside´rant l’hypothe`se II.4.1, l’analyse de stabilite´ du syste`me (II.44), assurant les
performance de poursuite sous la norme L2, permet d’introduire le The´ore`me II.4.2.
III.5.3.3 Re´sultats de simulation
La quantite´ de carburant injecte´e est de 1.8 g/s. Le moteur est conside´re´ tourner a` 1800
tr/mn. Les parame`tres du syste`me DEAP conside´re´s dans les simulations nume´riques sont
donne´s dans le tableau III.3.
Table III.3 – Les valeurs nume´riques des parame`tres du syste`me DEAP
Parame`tre Valeur
k1 31.2500
k2 333.2000
kc 0.0026
kt 388.9474
ke 0.0945
τ 0.300
ηm 0.95
α 0.2850
K0 1.2317 e
+03
Ces valeurs nume´riques ont e´te´ obtenues au cours d’une phase d’identification expose´
dans [Jankovich et Kolmanovsky (2000)] et [Abidi et al. (2012)]. Pour ce moteur, il est
admis que 1.2 ≤ x1(t) ≤ 2 et 1.3 ≤ x2(t) ≤ 4 [Abidi et al. (2012)] et [Ben Hamouda et al.
(2016)].
Le proble`me de commande du syste`me DEAP revient a` calculer des lois de commande
pour assurer le suivi des signaux de re´fe´rence afin d’optimiser son rendement. Le choix
des signaux de re´fe´rences de´pend des performances exige´es. Les points de fonctionnement
des trajectoires de´sire´es sont donne´s par la Table III.4.
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Table III.4 – Points de fonctionnement du mode`le de re´fe´rence [Ndoye et al. (2013)]
Variable 1er point de fonctionnement 2e´me point de fonctionnement
Wcd (kg/s) 0.03 0.05
P2d (Bar) 1.45 1.75
L’efficacite´ et les performances de la strate´gie FMPC propose´e sont valide´es, apre`s
imple´mentation de la strate´gie de controˆle sous Simulink. Les parame`tres de re´glage utilise´s
par la FMPC sont donne´s dans la Table III.5.
Table III.5 – Parame`tres de re´glage du FMPC
Horizon de pre´diction Hp 4
Horizon de commande Hu 3
Contraintes sur les entre´es −8 6 u1(k) 6 8
−8 6 u2(k) 6 8
Contraintes sur les sorties −0.05 6 y1(k) 6 0.25
1.3 6 y2(k) 6 4
Ponde´ration sur les entre´es R
[
1 1
]
Ponde´ration sur les sorties Q
[
10 10
]
Comme pre´sente´ par la figure III.11, avec deux variables de pre´misse θ1(t) et θ2(t),
nous obtenons quatre sous-mode`les.
( )1 1( )x tθ
( )2 2 ( )x tθ ( )1 1 2,M θ θ
( )2 1 2,M θ θ
( )3 1 2,M θ θ
( )4 1 2,M θ θ
Figure III.11 – Zone de fonctionnement convexe du syste`me DEAP
Les solutions satisfaisant les conditions de stabilite´ sous les LMIs dans le The´ore`me
II.4.2 sont obtenues avec une valeur du taux d’atte´nuation e´gale a` : γ = 0.861.
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Les gains du controˆleur et des observateur T-S sont :
K1 = K2 = 10
−4
 −0.0040 0.0000 0.1271
−0.0013 −0.0007 −0.1271
 ;
K3 = K4 = 10
−4
 −0.0040 0.0000 0.4071
−0.0013 −0.0007 −0.4071
 ;
L1 =
 0.3216 6.62880.1880 34.9487
−0.2026 0.5442
 ; L2 =
 0.3216 6.62880.1880 34.9485
−0.2027 0.5442
;
L3 =
 −0.0298 6.6439−0.0437 34.8189
−0.0271 −0.3532
 et L4 =
 −0.0298 6.6440−0.0437 34.8186
−0.0271 −0.3533

En fait, la fonction polytopique de Lyapunov choisie est e´nonce´e comme un proble`me
d’optimisation convexe en termes de LMI afin de re´duire le pessimisme de l’approche,
e´tant donne´ que cette approche tient compte des informations contenues dans les fonctions
d’activation. En pre´sence d’une fuite et d’un de´faut capteur, le mode`le T-S (II.32) est
conside´re´ avec Eis =
[
0 α
]
pour i = 1, ..., 4. Les figures III.12 et III.17 montrent la
grande pre´cision avec laquelle les signaux de de´fauts sont estime´s. Les figures III.13 et
III.18 illustrent l’e´volution des fonctions d’activation en pre´sence de la fuite et du de´faut
capteur.
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Figure III.13 – Evolution des fonctions
d’activation en pre´sence de la fuite
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Figure III.14 – Signaux de sortie en pre´sence de la fuite
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Figure III.15 – Signaux de commande en pre´sence de la fuite
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Figure III.16 – Dynamique des erreurs de poursuite en pre´sence de la fuite
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Figure III.19 – Signaux de sortie en pre´sence du de´faut capteur
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Figure III.20 – Dynamique des erreurs de poursuite en pre´sence du de´faut capteur
Les sorties du mode`le T-S a` partir des conditions initiales x0 = (1.3229, 1.3596, 5.6095)
T ,
en pre´sence de la fuite et du de´faut capteur sont montre´es respectivement par les figures
III.14 et III.19. La figure III.14 illustre le suivi des re´fe´rences du de´bit massique du com-
presseur et de la pression du collecteur d’e´chappement dans le cas de fuite. Lorsque la
fuite apparaˆıt, une baisse du de´bit d’air a` travers le compresseur Wc est constate´e. Nous
remarquons une chute de pression dans le collecteur d’admission due au de´bit d’air sortant
a` travers l’orifice, de meˆme pour la pression p2. Par conse´quent, la solution se traduit par
une fermeture partielle de la vanne EGR (Wegr diminue) et le VGT (Wvgt augmente).
La figure III.15 montre les signaux de commande ge´ne´re´s par la strate´gie FTC. La fi-
gure III.19 montre une poursuite de la trajectoire de´sire´e de la pression dans le collecteur
d’e´chappement, avec de bonnes performances meˆme en pre´sence du de´faut capteur. La
FMPC propose´e assure la convergence de la stabilite´ du syste`me DEAP. Par conse´quent,
la strate´gie FMPC permet de maintenir de bonnes performances en poursuite de trajec-
toires. Les bonnes performances obtenues confirment l’efficacite´ de la strate´gie de controˆle
introduite dans ces travaux de recherche. Dans ce sens, l’ide´e propose´e de combiner une
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loi de commande PDC avec la MPC repre´sente une strate´gie inte´ressante. L’apparition
des de´fauts n’a pas cause´ de proble`mes de faisabilite´, ni d’instabilite´ et les contraintes
sont toujours respecte´es.
III.6 Conclusion
L’introduction de la vanne EGR et du VGT dans la boucle d’air du moteur Diesel a
constitue´ une nouvelle e´tape pour le controˆle de la pression dans le collecteur d’e´chappe-
ment et du de´bit d’air a` travers le compresseur. Dans ce contexte, la proble´matique est la
re´gulation de la richesse et de la fraction de gaz bruˆle´s re´injecte´s dans les cylindres. Les
deux actionneurs EGR et VGT doivent eˆtre controˆle´s de fac¸on a` atteindre des trajectoires
de´sire´es. Le controˆle doit garantir des performances acceptables de point de vue consom-
mation et rejets de polluants, vu que le syste`me est fortement non line´aire. Un syste`me de
controˆle doit impe´rativement compenser cette perte, sinon la pression de suralimentation
diminue et la richesse du me´lange augmente, favorisant ainsi les e´missions de particules.
Dans ce sens, une nouvelle strate´gie de FTC dite FMPC a e´te´ propose´e pour le syste`me
DEAP. Les observateurs T-S sont conc¸u pour la strate´gie propose´e, dans le but d’estimer
simultane´ment les de´fauts et les e´tats du syste`me DEAP. Les convergences de l’observa-
teur et du controˆleur sont obtenues en utilisant la stabilite´ asymptotique de Lyapunov.
Ces convergences sont formule´es en termes de LMIs pour obtenir les gains du controˆleur
et des observateurs T-S. L’utilisation de l’approche par secteur non line´aire a re´duit un
certain conservatisme lie´ au nombre de LMIs a` re´soudre. En fait, la forme de la fonction
V (x(t)) choisie et la structure T-S du syste`me ont diminue´ significativement le pessimisme
des conditions suffisantes de stabilite´ propose´es de´rive´es des the´ories de Lyapunov.
Conclusion Ge´ne´rale
Les travaux mene´s durant cette the`se ont vise´ a` re´pondre au proble`me d’accommoda-
tion de de´fauts et de reconfiguration de lois de commande d’une classe de syste`mes non
line´aires affine en la commande soumis a` des de´fauts. A travers la conception de controˆ-
leurs et d’observateurs base´s sur des mode`les T-S, ces travaux ont traite´ de la stabilite´ en
se basant sur des techniques de controˆle actives adapte´es aux mode`les line´aires. Les ap-
ports de cette the`se concernent la synthe`se de lois de commande pre´dictive floue tole´rante
aux de´fauts pour les syste`mes non line´aires mode´lise´s selon l’approche T-S. La synthe`se
des controˆleurs propose´s dans ce me´moire est re´alise´e a` partir de l’utilisation de la MPC,
des mode`les T-S, d’une loi de commande PDC, d’un inte´grateur et d’observateurs T-S. De
nouvelles conditions suffisantes mais non ne´cessaires pour l’existence d’une strate´gie FTC,
ont e´te´ pose´es en termes de LMIs sous contraintes. C’est pourquoi le choix des variables de
pre´misse est essentiel pour la conception des mode`les T-S. D’ailleurs, le nombre de sous-
mode`les et la structure du mode`le global de´pendent du choix des variables de pre´misse.
De plus, la re´soltion de ces LMIs ne de´pend pas des fonctions d’activation. Toutefois, la
mode´lisation choisie permettant de pre´ciser le nombre de re`gles obtenu pour le mode`le,
de´pend des non line´arite´s caracte´risant le syste`me e´tudie´. Ma premie`re contribution est
d’avoir e´labore´ une me´thode d’obtention de mode`les T-S pour une classe de syste`mes non
line´aires affines en la commande, base´e sur la line´arisation autour des points de fonctionne-
ment. Nous avons appele´ cette me´thode line´arisation globale non stationnaire. Ma seconde
contribution est d’avoir e´labore´ une FMPC (Fuzzy Model-based Predictive Control) visant
a` ame´liorer les performances d’un syste`me non line´aire en pre´sence de de´fauts, de pertur-
bations exte´rieurs et d’incertitudes de mode´lisation. Une strate´gie d’accommodation de
de´fauts par rejet de perturbations a e´te´ e´labore´e dans ce sens. Nous avons commence´ par
proposer une loi de commande pre´dictive avec contraintes base´e sur un mode`le quasi-LPV.
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En second lieu, nous avons propose´ une commande pre´dictive floue reconfigurable base´e
sur un observateur non line´aire. Ensuite et afin d’ame´liorer les performances du syste`me
non line´aire conside´re´ en pre´sence de de´fauts actionneurs et/ou capteurs, de perturbations
et d’incertitudes de mode´lisation, nous avons propose´ une FMPC tole´rante aux de´fauts
utilisant les observateurs T-S base´s sur des VMP et des VPNM. Les performances ont e´te´
ame´liore´es en introduisant l’action inte´grale aux erreurs de poursuite. Le terme inte´gral
est ajoute´ a` la structure de commande afin d’assurer des erreurs statique et dynamique
nulles. Le choix des parame`tres de la MPC a e´te´ effectue´ en respectant les re`gles direc-
trices propose´es dans la litte´rature. La strate´gie de controˆle tole´rant aux de´fauts propose´e
a e´te´ applique´e selon un sche´ma qui tient compte des contraintes sur la commande et des
e´tats du syste`me conside´re´. Ce sche´ma de commande a` l’avantage de ne pas changer la
trajectoire de re´fe´rence de´sire´e pour atteindre ces objectifs.
La strate´gie de controˆle propose´e a e´te´ ensuite applique´e en simulation nume´rique a`
un syste`me SISO non line´aire puis au syste`me d’air d’un moteur Diesel en pre´sence de
de´fauts actionneurs, capteurs ou syste`me. La dynamique de la boucle ferme´e e´tant e´gale a`
la dynamique de poursuite, une interpre´tation directe des performances des syste`mes non
line´aires e´tudie´s peut eˆtre e´ffectue´e. Les simulations nume´riques ont montre´ les bonnes
performances obtenues par les techniques propose´es pour la poursuite de trajectoires de
re´fe´rence selon des dynamiques souhaite´es. Afin d’ame´liorer la robustesse de la strate´gie
de commande propose´e, nous avons e´tudie´ le cas incertain. Les re´sulats de simulation
ont valide´ l’efficacite´ des lois de commande e´labore´es. Les performances selon la norme
L2 satisfaisantes obtenues en termes de stabilite´, de pre´cision et de rapidite´, confirment
l’efficacite´ des techniques de controˆle propose´es lorsqu’il s’agit de syste`mes non line´aires.
Les re´sultats de simulations ainsi obtenus, pre´sentent de bonnes performances en termes
de poursuite de trajectoires, de re´gulation et de robustesse. A cet e´gard, l’ide´e propose´e
de combiner une loi de commande PDC avec la MPC repre´sente une bonne de´marche.
Ceci encourage a` combiner des lois de commande PDC ou des structures de´rive´es avec
des techniques issues des syste`mes non line´aires. En respectant les travaux pre´ce´dents,
les conditions d’analyse de la stabilite´ ont e´te´ e´tablies a` partir de la formulation LMIs
de´rive´es des the´ories de Lyapunov. L’optimisation de la commande ne´cessite la re´solution
d’un proble`me de programmation quadratique. Le pessimisme de la me´thode est re´duit
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par l’utilisation de la forme polytopique convexe dans la re´solution de ces LMIs. La FMPC
propose´e dans ces travaux a ame´liore´e les performances des syste`mes conside´re´s et a re´duit
le conservatisme de la MPC en traitant un ensemble signifiant de de´fauts.
Les perspectives envisageable portent sur la diminution du conservatisme des conditions
de stabilite´ en travaillant sur :
– La conception d’observateurs T-S a` entre´es inconnues pour la synthe`se de lois de
commande combine´es. La mise en œuvre d’un tel observateur est complexe vu qu’il
doit eˆtre capable d’estimer asymptotiquement les e´tats du syste`me conside´re´ sans
aucune connaissance des entre´es conside´re´es inconnues.
– La conception d’observateurs T-S a` entre´es inconnues base´e sur le crite`re H∞ afin
de minimiser le transfert des perturbations et de maximiser le transfert des de´fauts
vers le signal de re´sidus.
– L’e´laboration de lois de commande combine´es, stabilisantes et tole´rantes aux de´fauts
pour les mode`les T-S, garantissant les performances H∞ (cas de rejet de perturba-
tions).
– L’e´laboration de lois de commande combine´es, stabilisantes et tole´rantes aux de´fauts
pour les syste`mes incertains en la commande et les syste`mes a` retard en la commande.
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Annexe A
Lemme III.6.1 Soient deux matrices X et Y de dimensions approprie´es. L’ine´galite´
suivante est ve´rifie´e pour chaque matrice Q :
XTY +XY T ≤ XTQ−1X + Y QY T
Lemme III.6.2 (Comple´ment de Schur ) Les deux ine´galite´ suivantes sont e´quivalentes :
1.
 Q S
ST R
 > 0 ou` Q = QT et R = RT
2. R > 0, Q− SR−1ST > 0.
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Annexe B
De´monstration III.6.1 La preuve du The´ore`me II.4.1 est e´tablie en utilisant la fonction
quadratique de Lyapunov suivante :
V (e˜(t)) = e˜(t)TP e˜(t), P = P T > 0 (III.39)
ou` la matrice P est de´finie comme suit :
P1 0 0
0 P2 0
0 0 P3

La de´rive´e de V (e˜(t)) s’e´crit comme suit :
V˙ (e˜(t)) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )
(
e˜(t)T (A˜ij
TP + PA˜ij) e˜(t)
)
(III.40)
V˙ (e˜(t)) =
N∑
i=1
N∑
j=1
µi(θf )µj(θf )
(
e˜(t)T Υij e˜(t)
)
(III.41)
avec
Υij = Λ


P1Ai − P1BiKj −P1BiKj −P1Eia
0 P2Ai − P2LiCj P2Eia − P2LiEjs
0 −P3GiCj −P3GiEjs


ou` Λ(X) repre´sente la matrice Hermitienne de la matrice X :
Λ(X) = XT +X
La de´rive´e de la fonction de Lyapunov est de´finie ne´gative si les ine´galite´s suivantes sont
ve´rifie´es :
Υij < 0, i, j = 1, . . . , N (III.42)
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En utilisant le lemme de congruence comme suit :
Υij < 0⇔

P−11 0 0
0 I 0
0 0 I
Υij

P−11 0 0
0 I 0
0 0 I
 (III.43)
Les ine´galite´s suivantes sont obtenues :
ξ1ij −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3
 < 0 (III.44)
ou` :
ξ1ij = AiX1 +X1A
T
i −BiKjX1−X1KjTBTi
ξ2ij = P2Ai + A
T
i P2 − L¯iCj − CTj L¯Ti
avec
X1 = P−11
L’ine´galite´ (III.44) devient :
AiX1 +X1A
T
i −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3

+

−BiKj
0
0


X1
0
0

T
+

X1
0
0


−BiKj
0
0

T
< 0
(III.45)
En utilisant le Lemme III.6.1, l’ine´galite´ (III.45) devient :
AiX1 +X1A
T
i −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3
+

−BiKj
0
0
Θ−1

−BiKj
0
0

T
+

X1
0
0
Θ

X1
0
0

T
< 0
(III.46)
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ou` Θ est une matrice syme´trique de´finie positive. En utilisant le Lemme III.6.2, nous
obtenons les LMIs du The´ore`me II.4.1, avec L¯i = P2Li, G¯i = P3Gi et Θ = I.
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De´monstration III.6.2 L’objective est de minimiser le transfert L2 des perturbations
de ∆(t) aux erreurs e˜(t), ceci est formule´ par :
‖e˜(t)‖2
‖∆(t)‖2
< γ, ‖∆(t)‖2 6= 0 (III.47)
Ensuite, ce proble`me peut eˆtre formule´ comme suit :
V˙ (e˜(t)) + e˜(t)T e˜(t)− γ∆(t)T∆(t) < 0 (III.48)
En suivant la meˆme de´marche que dans la De´monstration III.6.1, la preuve du The´ore`me
II.4.2 est e´tablie et les ine´galite´s suivantes sont obtenues :
ξ1ij −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3
 < 0 (III.49)
ou` :
ξ1ij = AiX1 +X1A
T
i −BiKjX1−X1KjTBTi
ξ2ij = P2Ai + A
T
i P2 − L¯iCj − CTj L¯Ti
L’ine´galite´ (III.49) peut s’e´crire comme suit :
AiX1 +X1A
T
i −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3

+

−BiKj
0
0


X1
0
0

T
+

X1
0
0


−BiKj
0
0

T
< 0
(III.50)
En utilisant le Lemme III.6.1, l’ine´galite´ (III.50) devient :
AiX1 +X1A
T
i −BiKj −Eia
∗ ξ2ij P2Eia − P2LiEjs − CTj GTi P3
∗ ∗ −P3GiEjs − EjsTGTi P3
+

−BiKj
0
0
Θ−1

−BiKj
0
0

T
+

X1
0
0
Θ

X1
0
0

T
< 0
(III.51)
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ou` Θ est une matrice syme´trique de´finie positive. En utilisant le Lemme III.6.2, nous
obtenons les LMIs du The´ore`me II.4.2, avec L¯i = P2Li, G¯i = P3Gi et Θ = I.
164 ANNEXE B
De´monstration III.6.3 En suivant la meˆme de´marche que dans la De´monstration III.6.1,
la preuve du The´ore`me II.4.3 est e´tablie ou` la matrice P est de´finie comme suit :

P1 0 0 0 0
0 P2 0 0 0
0 0 P3 0 0
0 0 0 P4 0
0 0 0 0 P5

La de´rive´e de V (e˜(t)) est donne´e par (III.41) avec
Υij = Λ


P1Ai − P1BiKj −P1BiKj −P1Eia 0 −P1∆Ai
0 P2Ai P2E
i
a −P2Li P2∆Ai
0 −P3GiCi −P3GiEis 0 0
0 P4CiAi P4CiE
i
a −P4LiCi P4Ci∆Ai
P5BiKj P5BiKj P5E
i
a 0 P5A¯i


En utilisant le lemme de congruence comme suit :
Υij < 0⇔

P−11 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I

Υij

P−11 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I

(III.52)
Les ine´galite´s suivantes sont obtenues :

ξ11ij ξ12ij ξ13ij ξ14ij ξ15ij
ξ21ij ξ22ij ξ23ij ξ24ij ξ25ij
ξ31ij ξ32ij ξ33ij ξ34ij ξ35ij
ξ41ij ξ42ij ξ43ij ξ44ij ξ45ij
ξ51ij ξ52ij ξ53ij ξ54ij ξ55ij

< 0 (III.53)
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ou` :
ξ21ij = ξ12ij
T
ξ31ij = ξ13ij
T
ξ32ij = ξ23ij
T
ξ42ij = ξ24ij
T
ξ43ij = ξ34ij
T
ξ51ij = ξ15ij
T
ξ52ij = ξ25ij
T
ξ53ij = ξ35ij
T
ξ54ij = ξ45ij
T
L’ine´galite´ (III.53) devient :

X1ATi +AiX1 −BiKj −Eia 0 X1P5BTi KjT −∆Ai
∗ P2ATi + P2Ai −P3GTi CTi + EiaP2 P4CTi ATi − P2Li P5BTi KjT + ∆AiP2
∗ ∗ −P3GTi EisT −GiEisP3 P4CTi EiaT P5EiaT
∗ ∗ ∗ −P4LTi CTi − LiCiP4 Ci∆AiP4
∗ ∗ ∗ ∗ P5A¯Ti + A¯iP5

+

−BiKj
0
0
0
0


X1
0
0
0
0

T
+

X1
0
0
0
0


−BiKj
0
0
0
0

T
< 0
(III.54)
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En utilisant le Lemme III.6.1, L’ine´galite´ (III.54) devient :
X1ATi +AiX1 −BiKj −Eia 0 X1P5BTi KjT −∆Ai
∗ P2ATi + P2Ai −P3GTi CTi + EiaP2 P4CTi ATi − P2Li P5BTi KjT + ∆AiP2
∗ ∗ −P3GTi EisT −GiEisP3 P4CTi EiaT P5EiaT
∗ ∗ ∗ −P4LTi CTi − LiCiP4 Ci∆AiP4
∗ ∗ ∗ ∗ P5A¯Ti + A¯iP5

+

−BiKj
0
0
0
0

Θ−1

−BiKj
0
0
0
0

T
+

X1
0
0
0
0

Θ

X1
0
0
0
0

T
< 0
(III.55)
ou` Θ est une matrice syme´trique de´finie positive. En utilisant le Lemme III.6.2, nous
obtenons les LMIs du The´ore`me II.4.3, avec P2 = P3 = P4 = P5 = I et Θ = I.
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