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ON A PARTIAL SUM RELATED TO THE EULER TOTIENT FUNCTION
ANKUSH GOSWAMI
Abstract. Recently, Bordelle´s, Dai, Heyman, Pan and Shparlinski in [2] considered a partial sum
involving the Euler totient function and the integer parts ⌊x/n⌋ function. Among other things,
they obtained reasonably tight upper and lower bounds for their sum using the theory of exponent
pairs and in particular, using a recently discovered Bourgain’s exponent pair. Based on numerical
evidences, they also pose a question on the asymptotic behaviour for their sum which we state here
as a conjecture. The aim of this paper is to prove an asymptotic formula for the average of their sum
in the interval [1, x]. We show via Perron’s formula that this average is a certain weighted analogue
of the sum that Bordelle´s et al considered in their paper. Further, we show that their conjecture
is true under certain conditions. Our proof involves Perron’s contour integral method besides some
analytic estimates of the Riemann zeta function ζ(s) in the zero-free region.
1. Introduction
Let ϕ(n) denote the Euler’s totient function which is defined as the number of positive integers less
than and coprime to n. Then for any real x ≥ 2, it is well-known that
∑
n≤x
ϕ(n) =
x2
2ζ(2)
+O(x log(x))(1.1)
where as usual ζ(s) is the Riemann zeta function. Recently, Bordelle´s, Dai, Heyman, Pan and Shpar-
linski (BDHPS) considered the following variant of the sum in (1.1):
Sϕ(x) :=
∑
n≤x
ϕ (⌊x/n⌋) .(1.2)
From (1.1) and the observation that∑
n≤x
⌊x
n
⌋
=
∑
n≤x
τ(n) = x log(x) + (2γ − 1)x+O(√x)(1.3)
where γ is the Euler’s constant and τ(n) =
∑
d|n 1 is the divisor function, they proved the following
result.
Theorem 1.1 (BDHPS). Uniformly for all x ≥ 3,(
2629
4009
· 1
ζ(2)
+
1380
4009
+ o(1)
)
x log(x) ≥ Sϕ(x) ≥
(
2629
4009
· 1
ζ(2)
+ o(1)
)
x log(x).
where o(1)→ 0 as x→∞.
The upper and lower bounds in Theorem 1.1 were sharpened by J. Wu [7] and very recently, by
S. Chern [3]. Based on numerical evidences that BDHPS obtain towards the end of their paper, they
pose the following question which we state here as a conjecture.
Conjecture 1.2 (BDHPS). With Sϕ(x) defined in (1.2), we have
Sϕ(x) =
x log(x)
ζ(2)
(1 + o(1)), x→∞.
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In fact, they cautiously believe that Conjecture 1.2 is true. The aim of this paper is to prove an
averaged version of Conjecture 1.2 (see below). Before that, we state a few important remarks below,
some of which are also highlighted in [2].
Remark 1.3. If we define τx(n) by
τx(n) :=
∑
d|n
(d,⌊dx/n⌋)=1
1,
then by interchanging sums, we can see that
Sϕ(x) =
∑
n≤x
τx(n).
In other words, let for each n ≥ 1 we denote by D(x, n) = {d|n : (d, ⌊dx/n⌋) = 1}. Then we have
τx(n) =
∑
d∈D(x,n)
1 = τ(n)|D(x,n)
where by τ(n)|D(x,n) we simply mean the restriction of the function τ(n) on the set D(x, n). Hence
Sϕ(x) is the sum of the restricted divisor function τx(n) as described above. Unfortunately, unlike
τ(n), the function τx(n) is not multiplicative and thus it is reasonably difficult to obtain an explicit
asymptotic formula for Sϕ(x).
Remark 1.4. The proof of Theorem 1.1 relies on the theory of exponent pairs and in particular, to
a recently discovered exponent pair of Bourgain, combined with the so called A- and B- processes.
Our method of proof of the main results (see below) is different than the proof of Theorem 1.1. We
use contour integral method and the theory of Dirichlet series. In particular, our proof uses analytic
estimates of the Riemann zeta function ζ(s) in the zero-free region.
Remark 1.5. We note here that our consideration of the weighted sum (see below) involving the
totient function makes some of our computations easier. Without the weight, it seems reasonably
difficult to obtain an asymptotic estimate of Sϕ(x). The choice of our weight is standard as in the
proof of the prime number theorem in [5]. In fact, one can also choose a Riesz-type weight (see [4])
and get similar asymptotic formula.
2. Main results
Theorem 2.1. Uniformly for x ≥ 2 we have∫ x
1
Sϕ(t) dt =
x2 log x
2ζ(2)
+O(x2).(2.1)
Corollary 2.2. Assume that there exists an α ∈ R such that
Sϕ(x) = αx log x(1 + o(1)),
as x→∞. Then
α =
1
ζ(2)
.(2.2)
Corollary 2.3. Suppose there exist functions S∗ϕ(x) and Eϕ(x) such that
Sϕ(x) = S
∗
ϕ(x) + Eϕ(x), x ≥ 2(2.3)
where Eϕ(x) = o(x log x) and S
∗
ϕ(x) is monotonically non-decreasing. Then
Sϕ(x) =
x log x
ζ(2)
(1 + o(1))(2.4)
as x → ∞. In other words, we can formally differentiate both sides of (2.1) to get the conjectured
asymptotic formula for Sϕ(x).
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Corollary 2.4. Let for 1 ≤ h < x and
L :=
∫ x+h
x
(Sϕ(t)− Sϕ(x)) dt(2.5)
we have
L≪ h2 log x+ x2.(2.6)
Then Conjecture 1.2 is true.
Corollary 2.5. Let T aϕ(x) :=
∑
n≤x
Φ(n)
(
1− n
x
)
where Φ(n) :=
∑
d|n
(ϕ(d) − ϕ(d − 1)). Also, let the
coefficients Φ(n) satisfy the condition
Φ(n) ≥ −C logn, n ≥ 1,(2.7)
for some C ≥ 0. Then Conjecture 1.2 is true.
3. Some preliminaries
We introduce some notations and conventions below.
3.1. Notations. We denote by N,R,C for the set of natural numbers (including zero), real numbers
and complex numbers respectively. The letter n will always denote a positive integer. For a positive
real number x, we denote by [x] the integral part of x which is the nearest integer ≤ x. Unless
otherwise stated, s = σ+ it will always denote a complex number with σ = Re(s) and t = Im(s). ζ(s)
denotes the Riemann zeta function which is defined as
ζ(s) :=
∞∑
n=1
1
ns
, σ > 1.(3.1)
The Mobius function µ(n) is defined as (−1)ν(n) when n is square-free and zero otherwise where ν(n)
is the count of the number of distinct prime factors of n.
3.2. Basic theory of Dirichlet series and Perron integration. Let f : N→ C be an arithmetical
function. Consider the sum
Sf (x) :=
∑
n≤x
f(n).(3.2)
and consider the Dirchlet series generating function for the sequence {f(n) : n ∈ N} which is defined
by
Df(s) :=
∞∑
n=1
f(n)
ns
.(3.3)
Then we have (see [1, 4, 6])
Theorem 3.1 (Perron’s formula). Let Df (s) be absolutely convergent for σ0 > σa. Then we have
1
2pii
∫ σ0+i∞
σ0−i∞
Df (s)
xs
s
ds =
∑′
n≤x
f(n)(3.4)
where
∑′
indicates that the last term in the sum above is to be counted with weight 1/2.
For convenience, it is sometimes easier to deal with a weighted form of Theorem 3.1. There are
several ways in which one can choose the weights (see [4]). We only describe one such case.
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Theorem 3.2. Let k be a non-negative integer and consider the weighted sum
Skf (x) :=
∑
n≤x
f(n)
(
1− n
x
)k
,(3.5)
then
Skf (x) =
k!
2pii
∫ σ0+i∞
σ0−i∞
Df (s)
xs
s(s+ 1)(s+ 2) · · · (s+ k)ds.(3.6)
4. Some initial transformations and results
In this section, we will make some transformations on the sum Sϕ(x) and express it as a contour
integral as described in the previous section. To do that, we first rewrite Sϕ(x) as follows.
Sϕ(x) =
∑
n≤x
(⌊x
n
⌋
−
⌊
x
n+ 1
⌋)
ϕ(n) = Tϕ(x) +O(x)(4.1)
where
Tϕ(x) =
∑
n≤x
⌊x
n
⌋
(ϕ(n) − ϕ(n− 1))(4.2)
and we define ϕ(0) = 1. We shall now look at the sum Tϕ(x) more closely. It is clear that
Tϕ(x) =
∑
n≤x
Φ(n)(4.3)
where
Φ(n) =
∑
d|n
(ϕ(d) − ϕ(d− 1)).(4.4)
We now consider the following weighted sum:
T aϕ(x) =
∑
n≤x
Φ(n)
(
1− n
x
)
.(4.5)
We then have
T aϕ(x) =
1
x
∑
n≤x
Φ(n)
∫ x
n
dt =
1
x
∫ x
1
Tϕ(t) dt.(4.6)
Next, consider the Dirichlet series
Dϕ(s) =
∞∑
n=1
Φ(n)
ns
.
By Dirichlet convolution, it is clear that
Dϕ(s) = ζ(s)
∞∑
n=1
ϕ(n)− ϕ(n− 1)
ns
.(4.7)
We next rewrite the series Dϕ(s) in (4.7) as follows.
Dϕ(s) = ζ(s)
∞∑
n=1
ϕ(n)
ns
− ζ(s)
∞∑
n=1
ϕ(n− 1)
ns
= ζ(s) · ζ(s− 1)
ζ(s)
− ζ(s) ·Gϕ(s)
= ζ(s− 1)− ζ(s) ·Gϕ(s)(4.8)
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where
Gϕ(s) =
∞∑
n=1
ϕ(n− 1)
ns
First, note that for any s ∈ C with σ > 2, Dϕ(s) is absolutely convergent. Thus for k = 1, we see
from Theorem 3.2 that
T aϕ(x) =
1
2pii
∫ σ+i∞
σ−i∞
Dϕ(s)
xs
s(s+ 1)
ds.(4.9)
We next prove the following result.
Theorem 4.1. Let s ∈ C. Then Dϕ(s) is meromorphic for σ > 0 with a single pole at s = 1 of order
2. The residue of the pole at s = 1 is
ζ(2)− ζ′(2)
ζ2(2)
− 1−
∞∑
n=1
ϕ(n)
n2(n+ 1)
≈ −0.8343893 · · · .(4.10)
To prove Theorem 4.1, we need the following result (see [1]).
Lemma 4.2. For x ≥ 2, σ > 1 and s 6= 2, we have
∑
n≤x
ϕ(n)
ns
=
x2−s
2− s
1
ζ(2)
+
ζ(s− 1)
ζ(s)
+O(x1−σ log(x)).(4.11)
Remark 4.3. The proof of Lemma 4.2 follows using partial summation and the fact that
∞∑
n=1
µ(n)
ns
=
1
ζ(s)
, σ > 1.
Proof of Theorem 4.1. We rewrite Gϕ(s) after a change of variable n→ n+ 1 as
Gϕ(s) = 1 +
∞∑
n=1
ϕ(n)
(n+ 1)s
.(4.12)
Next, apply Steiljes integration as follows:
Gϕ(s)− 1 =
∫ ∞
1−
(1 + 1/u)−sd(Aϕ(u))(4.13)
where
Aϕ(u) =
∑
n≤u
ϕ(n)
ns
.
In (4.13), we apply integration by parts along with Lemma 4.2 to obtain
Gϕ(s)− 1 = Aϕ(u)(1 + 1/u)−s
∣∣∞
1−
− s
∫ ∞
1
Aϕ(u) du
u2(1 + 1/u)s+1
=
∞∑
n=1
ϕ(n)
ns
− s(I1(s) + I2(s) + I3(s))(4.14)
where
I1(s) =
1
ζ(2)(2 − s)
∫ ∞
1
du
us(1 + 1/u)s+1
I2(s) =
ζ(s− 1)
ζ(s)
∫ ∞
1
du
u2(1 + 1/u)s+1
I3(s) ≪
∫ ∞
1
log(u) du
us+1(1 + 1/u)s+1
(4.15)
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We shall now estimate each of the integrals I1(s), I2(s) and I3(s) in (4.15). We start with I1(s).
I1(s) =
1
ζ(2)(2 − s)
∫ ∞
1
u du
(u+ 1)s+1
.(4.16)
Making the substitution v = 1 + u in (4.16) and after a simple calculation, we obtain
I1(s) =
(s+ 1)
2sζ(2)s(s− 1)(2− s) .(4.17)
To evaluate I2(s), we make the substitution that v = 1 + 1/u to obtain
I2(s) =
ζ(s− 1)
ζ(s)
∫ 2
1
dv
vs+1
=
ζ(s− 1)
sζ(s)
(1− 2−s).(4.18)
For I3(s), we use integration by parts to obtain
sI3(s)≪
∫ ∞
1
1
u(u+ 1)s
<∞, σ > 0.(4.19)
Thus from (4.8), (4.14), (4.17) and (4.18), it follows that
Dϕ(s) =
(s+ 1)ζ(s)
2sζ(2)(s− 1)(2− s) − ζ(s) + ζ(s− 1)(1− 2
−s)
+ sζ(s)I3(s).(4.20)
It is clearly seen that the right-hand side in (4.20) has a pole at s = 1 of order 2 due to the factor
ζ(s)/(s − 1). Owing to the appearance of ζ(s − 1), it is also tempting to think that the right-hand
side of (4.20) might also have a pole at s = 2 which is simple. However, if we compute the residue
at s = 2 from the first expression in the right hand side of (4.20), we get a contribution of −3/4 and
computing similarly for the third expression in the right-hand side in (4.20) gives us a contribution of
3/4, combining which gives us a residue of 0 at s = 2. Thus s = 2 is not a pole for the function Dϕ(s).
We thus separate out the terms containing the factor 1/(s−2) and group them together (using partial
fraction decomposition) to rewrite (4.20) as follows
Dϕ(s) =
ζ(s)
2s−1ζ(2)(s− 1) − ζ(s) + ζ(s− 1)(1− 2
−s)− 3ζ(s)
2sζ(2)(s− 2)
+ sζ(s)I3(s).(4.21)
Finally, we conisder the last expression in the right-hand side of (4.20) and it is clear that s = 1 is a
simple pole of it since sI3(s) is analytic for σ > 0 in view of (4.19). Thus sζ(s)I3(s) is meromorphic
for σ > 0 since ζ(s) is meromorphic for σ > 0.
To compute the residue of the pole at s = 1 for Dϕ(s), we obtain a slightly different representation
of Dϕ(s). This new representation will be more convenient to deal with. For this, we start with
equation (4.8) and make the change of variable n→ n+1. Next, we extract the term n = 1 from the
sum to obtain
Dϕ(s) = ζ(s− 1)− ζ(s)
∞∑
n=0
ϕ(n)
(n+ 1)s
= ζ(s− 1)− ζ(s)(1 + 2−s)− ζ(s)
∞∑
n=2
ϕ(n)
ns
(1 + 1/n)−s.(4.22)
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We now apply Newton’s generalized binomial theorem on the right-hand sum above to get,
∞∑
n=2
ϕ(n)
ns
(1 + 1/n)−s =
∞∑
n=2
∞∑
k=0
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
=
∞∑
n=2
ϕ(n)
ns
− s
∞∑
n=2
ϕ(n)
ns+1
+
∞∑
n=2
∞∑
k=2
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
=
ζ(s − 1)
ζ(s)
− 1− sζ(s)
ζ(s+ 1)
+ s+
∞∑
n=2
∞∑
k=2
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
.(4.23)
Combining (4.22) and (4.23) we obtain
Dϕ(s) =
sζ2(s)
ζ(s+ 1)
− ζ(s)(s + 2−s)− ζ(s)
∞∑
n=2
∞∑
k=2
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
.(4.24)
Comparing (4.20) and (4.24), it can be seen readily that the third expression in the right-hand side
of (4.24) is
ζ(s)
∞∑
n=1
∞∑
k=2
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
=
sζ2(s)
ζ(s+ 1)
− (s+ 1)ζ(s)
2sζ(2)(s− 1)(2− s)
−ζ(s)(s− 1 + 2−s)− ζ(s− 1)(1− 2−s)− sζ(s)I3(s),(4.25)
which is meromorphic for σ > 0 with a simple pole at s = 1. Again, one checks easily that the
right-hand side of (4.25) does not have any pole at s = 2. We next use (4.24) to obtain the residue of
the double pole of Dϕ(s) at s = 1. To this end, we recall the Laurent series expansion of ζ(s) near
s = 1:
ζ(s) =
1
s− 1 + h(s)(4.26)
where h(s) is analytic for σ > 0. Combining (4.24) and (4.26), we rewrite Dϕ(s) as
Dϕ(s) =
s
ζ(s+ 1)(s− 1)2 −
s+ 2−s
s− 1 −
1
s− 1
∞∑
n=2
∞∑
k=2
(−1)k
(
s+ k − 1
k
)
ϕ(n)
ns+k
+ L(s)(4.27)
where L(s) is an analytic function for σ > 0. Hence from (4.27), it follows that
Ress=1Dϕ(s) = lim
s→1
d
ds
((s− 1)2Dϕ(s))
= lim
s→1
d
ds
(
s
ζ(s+ 1)
)
− 3
2
−
∞∑
n=2
∞∑
k=2
(−1)k
(
k
k
)
ϕ(n)
nk+1
=
ζ(2)− ζ′(2)
ζ2(2)
− 3
2
−
∞∑
n=2
∞∑
k=2
(−1)k ϕ(n)
nk+1
=
ζ(2)− ζ′(2)
ζ2(2)
− 3
2
−
∞∑
n=2
ϕ(n)
∞∑
k=2
(−1)k
nk+1
=
ζ(2)− ζ′(2)
ζ2(2)
− 3
2
−
∞∑
n=2
ϕ(n)
(
1
n+ 1
− 1
n
+
1
n2
)
=
ζ(2)− ζ′(2)
ζ2(2)
− 1−
∞∑
n=1
ϕ(n)
n2(n+ 1)
≈ −0.8343893 · · · .(4.28)

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5. Contour integral method
In this section, we use Cauchy’s residue theorem to evaluate the contour integral T aϕ(x) in (4.9).
This requires a closed contour and for this, we will first truncate the contour C at a suitable height.
We will then make suitable deformation of this truncated contour to the left of the line σ = 1 and
make it a rectangular contour. We will need to estimate carefully the errors obtained in the process
of trunctations and deformations. In estimating these errors, we require some well-known estimates
for ζ(s) and we state them below (see [4]).
Theorem 5.1. There is an absolute constant c > 0 such that ζ(s) 6= 0 for σ > 1− c/ log(|t|+ 4).
This is the classical zero-free region for ζ(s). Next we have
Theorem 5.2. Let c be the constant in Theorem 5.1. If σ > 1− c/(2 log(|t|+4)) and |t| > 7/8, then
| log ζ(s)| ≪ log log(|t|+ 4) +O(1),
1
ζ(s)
≪ log(|t|+ 4).(5.1)
On the other hand, if 1 − c/(2 log(|t| + 4)) < σ ≤ 2 and |t| ≤ 7/8, then log(ζ(s)(s − 1)) ≪ 1 and
1/ζ(s)≪ |s− 1|.
Consider
T aϕ(x) =
1
2pii
∫
C
Dϕ(s)
xs
s(s+ 1)
ds.(5.2)
Using (4.21) in (5.2), we obtain
T aϕ(x) = J1(x)− J2(x) + J3(x) + J4(x)(5.3)
where
J1(x) =
1
2pii
∫
C
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds,
J2(x) =
1
2pii
∫
C
ζ(s)
xs
s(s+ 1)
ds,
J3(x) =
1
2pii
∫
C
(
ζ(s− 1)(1− 2−s)− 3ζ(s)
2sζ(2)(s− 2)
)
xs
s(s+ 1)
ds,
J4(x) =
1
2pii
∫
C
sζ(s)I3(s)
xs
s(s+ 1)
ds.(5.4)
It only remains to estimate the integrals J1(x), J2(x), J3(x), and J4(x) and this involves a careful
analysis of the integrands involved. We do this next.
5.1. Estimation of J1(x), J2(x), J4(x). In this section, we estimate J1(x), J2(x) and J4(x). Our first
task is to show that we can shift the line C to the left of the point s = 2. Let 1 < σ′ < 2. Consider the
rectangle R1 with vertices σ− iT ′, σ+ iT ′, σ′+ iT ′ and σ′− iT ′ as shown below. Since the integrands
in J1(x), J2(x) and J4(x) are analytic inside and on the rectangle R1, these integrals are zero around
R1. We now show that the the contribution of each of the integrals J1(x), J2(x) and J4(x) on the
horizontal segments tend to zero as T ′ →∞.
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σ
t
γ1
γ2
s = 1 s = 2
σ + iT ′σ′ + iT ′
σ′ − iT ′ σ − iT ′
R1
From Theorem 5.2 we have
1
2pii
∫
γ1∪γ2
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds ≪ x
σ logT ′
T ′3
(σ − σ′)
1
2pii
∫
γ1∪γ2
ζ(s)
xs
s(s+ 1)
ds ≪ x
σ logT ′
T ′2
(σ − σ′)
1
2pii
∫
γ1∪γ2
sζ(s)I3(s)
xs
s(s+ 1)
ds ≪ x
σ logT ′
T ′2
(σ − σ′).(5.5)
Therefore the integrals J1(x), J2(x) and J4(x) along horizontal segments γ1∪γ2 tend to zero as T ′ →∞
and we have
J1(x) =
1
2pii
∫
C′
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds
J2(x) =
1
2pii
∫
C′
ζ(s)
xs
s(s+ 1)
ds
J4(x) =
1
2pii
∫
C′
sζ(s)I3(s)
xs
s(s+ 1)
ds(5.6)
where C′ = [σ′ − i∞, σ′ + i∞].
Next, we truncate the contour C′ at a height 1 ≤ T ≤ x (to be chosen later). Let C′T = [σ′± iT, σ′±
i∞]. We choose
σ′ = 1 + 1/ logx
σ1 = 1− c/ logT(5.7)
where c is a small positive constant. Next, deform the contour C′1 = [σ
′− iT, σ′+ iT ] to a rectangular
contour R′ that consists of line segments C′1, C′2, C′3 and C′4 joining the points σ′− iT, σ′+ iT, σ1+ iT
and σ1 − iT as shown below.
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σ
t
C′1
C′2
C′3
C′4
s = 1
σ′ + iTσ1 + iT
σ1 − iT σ′ − iT
R′
Since s = 1 is a double pole of the integrand in J1(x), using Cauchy’s residue theorem we get
1
2pii
∫
R′
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds =
d
ds
(
(s− 1)2ζ(s)xs
2s−1ζ(2)(s− 1)s(s+ 1)
)∣∣∣∣
s=1
.(5.8)
At this point we use the Laurent series expansion (4.26) for ζ(s) near s = 1 and the Taylor series
expansion for xs/(2s−1ζ(2)s(s+ 1)) near s = 1 to obtain
(s− 1)ζ(s) = 1 + (s− 1)h(s)
xs
2s−1ζ(2)s(s+ 1)
=
x
2ζ(2)
+ (s− 1)
(
x log x
2ζ(2)
− x(3 + 2 log 2)
4ζ(2)
)
+Ox(|s− 1|2).(5.9)
Thus from (5.8) and (5.9) we get
1
2pii
∫
R′
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds =
x log x
2ζ(2)
+ κx(5.10)
where
κ =
h(1)
2ζ(2)
− (3 + 2 log 2)
4ζ(2)
.(5.11)
For J2(x) and J4(x), we note that s = 1 is a simple pole for each of the integrands. Thus a simple
application of Cauchy’s residue theorem yields
1
2pii
∫
R′
ζ(s)
xs
s(s+ 1)
ds =
x
2
1
2pii
∫
R′
sζ(s)I3(s)
xs
s(s+ 1)
ds =
xI3(1)
2
.(5.12)
We next estimate the integrals J1(x), J2(x) and J4(x) in each of the segments C
′
T , C
′
2, C
′
3 and C
′
4.
5.1.1. Estimation of J1(x). Using Theorem 5.2, we easily see that
J1(x) − 1
2pii
∫ σ′+iT
σ′−iT
ζ(s)
2s−1ζ(2)(s − 1)
xs
s(s+ 1)
≪ x logT
T 2
.(5.13)
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and the contribution of the integral J1(x) on the contours C
′
2, C
′
3 and C
′
4 can be estimated again using
Theorem 5.2 and we get
1
2pii
∫
C′
2
∪C′
4
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds ≪ x
σ′ logT
T 3
(σ′ − σ1)≪ x
T 3
1
2pii
∫
C′
3
ζ(s)
2s−1ζ(2)(s− 1)
xs
s(s+ 1)
ds ≪ xσ1 (logT )
∫ T
−T
dt
(1 + |t|)3
+ xσ1
∫ 1
−1
dt
|σ1 + it− 1|2
≪ x
σ1 logT
T 2
+
xσ1
(1− σ1)2
≪ xσ1 (logT )2.(5.14)
5.1.2. Estimation of J2(x). We again use Theorem 5.2 to get
J2(x)− 1
2pii
∫ σ′+iT
σ′−iT
ζ(s)
xs
s(s+ 1)
ds≪ x log T
T
.(5.15)
and
1
2pii
∫
C′
2
∪C′
4
ζ(s)
xs
s(s+ 1)
ds ≪ logT
T 2
xσ
′
(σ − σ1)≪ x
T 2
1
2pii
∫
C′
3
ζ(s)
xs
s(s+ 1)
ds ≪ xσ1(log T )
∫ T
−T
dt
(1 + |t|)2 + x
σ1
∫ 1
−1
dt
|σ1 + it− 1|
≪ x
σ1 logT
T
+
xσ1
1− σ1
≪ xσ1 logT.(5.16)
5.1.3. Estimation of J4(x). Using Theorem 5.2 we get
J4(x)− 1
2pii
∫ σ+iT
σ−iT
sζ(s)I3(s)
xs
s(s+ 1)
ds≪ x log T
T
.(5.17)
and
1
2pii
∫
C′
2
∪C′
4
sζ(s)I3(s)
xs
s(s+ 1)
ds ≪ logT
T 2
x(σ − σ1)≪ x
T 2
1
2pii
∫
C′
3
sζ(s)I3(s)
xs
s(s+ 1)
ds ≪ xσ1(log T )
∫ T
−T
dt
(1 + |t|)2 + x
σ1
∫ 1
−1
dt
|σ1 + it− 1|
≪ x
σ1 logT
T
+
xσ1
1− σ1
≪ xσ1 logT.(5.18)
5.2. Estimation of J3(x). The estimation of J3(x) requires a more careful analysis. The presence of
ζ(s− 1) in the integrand in J3(x) poses difficulties deforming the contour to the left of the line σ = 2.
To avoid this process, we rewrite J3(x) as
J3(x) = J3,1(x)− J3,2(x),(5.19)
where
J3,1(x) =
1
2pii
∫
C
ζ(s− 1)(1− 2−s) x
s
s(s+ 1)
ds,
J3,2(x) =
1
2pii
∫
C
3ζ(s)
2sζ(2)(s− 2)
xs
s(s+ 1)
ds.(5.20)
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Now we write J3,1(x) as
J3,1(x) =
1
2pii
∫
C
ζ(s− 1) x
s
s(s+ 1)
ds− 1
2pii
∫
C
ζ(s− 1) (x/2)
s
s(s+ 1)
ds.(5.21)
Let
B(t) :=
∑
n≤t
n =
t2
2
+O(t).(5.22)
Then it follows from Theorem 3.2 and (5.21), by choosing k = 1, that
J3,1(x) =
∑
n≤x
n
(
1− n
x
)
−
∑
n≤x/2
n
(
1− n
x/2
)
=
1
x
∫ x
1
B(t) dt− 2
x
∫ x/2
1
B(t) dt(5.23)
Thus (5.22) and (5.23) yield
J3,1(x) =
x2
6
− x
2
24
+O(x)
=
x2
8
+O(x).(5.24)
Next, we turn to J3,2(x). We first rewrite the integrand in J3,2(x) as
3ζ(s)
2sζ(2)(s− 2) =
3(s− 1)ζ(s)
2sζ(2)
1
(s− 1)(s− 2)
=
3(s− 1)ζ(s)
2sζ(2)
(
1
s− 2 −
1
s− 1
)
= F2(s)− F1(s)(5.25)
where
F1(s) =
3ζ(s)
2sζ(2)
F2(s) =
3(s− 1)ζ(s)
2sζ(2)(s − 2)
and thus
J3,2(x) = K2(x)−K1(x)(5.26)
where
K1(x) =
1
2pii
∫
C
F1(s)
xs
s(s+ 1)
ds
K2(x) =
1
2pii
∫
C
F2(s)
xs
s(s+ 1)
ds
It is clear that the integrand in K1(x) has a simple pole at s = 1 and that in K2(x) has a simple pole
at s = 2. We now estimate K1(x) and K2(x) separately.
5.2.1. Estimation of K1(x). To estimate K1(x), we first shift the contour C to the left of the point
s = 2. Let σ′ be as in (5.7). Since the integrand in K1(x) is analytic inside and on the rectangle R1,
we can easily see using Cauchy’s residue theorem and Theorem 5.2 that
1
2pii
∫
γ1∪γ2
F1(s)
xs
s(s+ 1)
ds≪ x
σ logT ′
T ′2
→ 0, T ′ →∞(5.27)
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and thus
K1(x) =
1
2pii
∫
C′
F1(s)
xs
s(s+ 1)
ds.(5.28)
Now we truncate the contour C′ at a height 1 ≤ T ≤ x as before and deform this to the rectangle R′.
Since s = 1 is a simple pole of F1(s)x
s/s(s+ 1), it follows from Cauchy’s residue theorem that
1
2pii
∫
R′
F1(s)
xs
s(s+ 1)
ds =
3x
4ζ(2)
.(5.29)
Using Theorem 5.2, it follows easily that
1
2pii
∫
C′
T
F1(s)
xs
s(s+ 1)
ds≪ x logT
T
(5.30)
and
1
2pii
∫
C′
2
∪C′
4
F1(s)
xs
s(s+ 1)
ds ≪ x log T
T 2
(σ′ − σ1)≪ x
T 2
1
2pii
∫
C′
3
F1(s)
xs
s(s+ 1)
ds ≪ x
σ1 logT
T
+
xσ1
1− σ1
≪ xσ1 logT.(5.31)
5.2.2. Estimation of K2(x). In order to estimate K2(x), we truncate the contour C at a height 1 ≤
W ≤ x (to be chosen later). Let CW = [σ ± i∞, σ ± iW ]. Choose
σ = 2 +
1
log x
σ2 = 1 +
1
log x
.(5.32)
Now, deform this truncated contour to a rectangle R2 as shown below.
σ
t
Γ1
Γ2
Γ3
Γ4
s = 1 s = 2
σ + iWσ2 + iW
σ2 − iW σ − iW
R2
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Since s = 2 is a simple pole for the integrand in K2(x), using Cauchy’s residue theorem we find that
Ress=2
(
xsF2(s)
s(s+ 1)
)
=
x2
8
(5.33)
The contribution of the integral K2(x) on the contour CW can be obtained by using
|ζ(s)| ≤ ζ(2), −∞ < t <∞
and we get
1
2pii
∫
CW
F2(s)
xs
s(s+ 1)
≪ x
2
W
.(5.34)
To obtain the contribution of K2(x) on Γ2 and Γ4 , we use Theorem 5.2. We thus get
1
2pii
∫
Γ2∪Γ4
F2(s)
xs
s(s+ 1)
≪ x
2 logW
W 2
.(5.35)
To obtain the contribution of the integral on Γ3, we again use Theorem 5.2, but this time we use the
estimate that log(ζ(s)(s − 1))≪ 1 when |t| is small. We thus obtain
1
2pii
∫
Γ3
F2(s)
xs
s(s+ 1)
≪ xσ2 logW
∫ W
−W
dt
(1 + |t|)2 + x
σ2
∫ 1
−1
dt
|σ2 − 2 + it||σ2 + it||σ2 + 1 + it|
≪ x
σ2 logW
W
+ xσ2 ≪ x.(5.36)
Thus it follows from (5.26), (5.30), (5.31), (5.29), (5.33), (5.34), (5.35) and (5.36) that
J3,2(x) =
x2
8
− 3x
4ζ(2)
+O
(
x logT
T
)
+O (xσ1 logT ) +O
(
x2
W
)
(5.37)
and from (5.19), (5.24) and (5.37) we obtain
J3(x) = O
(
x log T
T
)
+O (xσ1 log T ) +O
(
x2
W
)
+O(x).(5.38)
6. Proof of Theorem 2.1
From (5.3), (5.10), (5.12), (5.13), (5.14), (5.15), (5.16), (5.17), (5.17) and (5.38), we get
T aϕ(x) =
x log x
2ζ(2)
+ ET,W (x)(6.1)
where
ET,W (x) = O
(
x logT
T
)
+ O
(
xσ1 (logT )2
)
+O
(
x2
W
)
+O(x).(6.2)
We now choose
T = exp
(√
c log x
)
W = x
to find that
ET,W (x) = O(x).(6.3)
Thus from (4.1), (6.1) and (6.3) we get∫ x
1
Sϕ(t) dt =
x2 log x
2ζ(2)
+O(x2).(6.4)
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7. Proof of Corollary 2.2
Let for t ≥ 2, there exists an α ∈ R such that
Sϕ(t) = αt log t(1 + o(1)).(7.1)
Then integrating both sides of (7.1) in [1, x], we get∫ x
1
Sϕ(t) dt =
αx2 log x(1 + o(1))
2
(7.2)
Comparing (7.2) and Theorem 2.1, we immediately see that
α =
1
ζ(2)
+ o(1), x→∞
and thus the result follows.
8. Proof of Corollary 2.3
Let
Sϕ(x) = S
∗
ϕ(x) + Eϕ(x)(8.1)
where Eϕ(x) = o(x log x). First, choose any β1 > 1. Then from Theorem 2.1 we have∫ β1x
x
Sϕ(t) dt =
∫ β1x
1
Sϕ(t) dt−
∫ x
1
Sϕ(t) dt
=
(β1x)
2 log(β1x)
2ζ(2)
− x
2 log(x)
2ζ(2)
+O(x2)
=
x2 log x
2ζ(2)
(
β21 − 1
)
+O(x2)(8.2)
Since S∗ϕ(t) is monotonically non-decreasing, from (8.1) we have∫ β1x
x
Sϕ(t) dt =
∫ β1x
x
S∗ϕ(t) dt+ o(x
2 log x)
≥ xS∗ϕ(x)(β1 − 1) + o(x2 log x).(8.3)
Hence, (8.2) and (8.3) yield
S∗ϕ(x) ≤
x log x
2ζ(2)
·
(
β21 − 1
β1 − 1
)
(1 + o(1)).(8.4)
Keeping β1 fixed and letting x→∞ on both sides of (8.4) we get
lim sup
x→∞
S∗ϕ(x)
x log x
≤ 1
2ζ(2)
(
β21 − 1
β1 − 1
)
.(8.5)
Now let β1 → 1+ in (8.5) to obtain
lim sup
x→∞
S∗ϕ(x)
x log x
≤ 1
ζ(2)
.(8.6)
Now consider any β2 with 0 < β2 < 1 and consider the difference Sϕ(x) − Sϕ(β2x). An argument
similar to the above shows that
lim inf
x→∞
S∗ϕ(x)
x log x
≥ 1
2ζ(2)
(
1− β22
1− β2
)
.
As β2 → 1−, the right hand side above tends to 1/ζ(2). This together with (8.5) and the fact that
Eϕ(x) = o(x log x) proves the corollary.
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9. Proof of Corollary 2.4
From Theorem 2.1 we have∫ x+h
x
Sϕ(t) dt =
hx log x
ζ(2)
+O(h2 log x) +O(x2).(9.1)
Again from (9.1) we obtain
hSϕ(x) =
hx log x
ζ(2)
+O(h2 log x) +O(x2)− L(9.2)
where
L =
∫ x+h
x
(Sϕ(t)− Sϕ(x)) dt.(9.3)
Since L satisfies (2.6), from (9.2) and (9.3) we have
Sϕ(x) =
x log x
ζ(2)
+O(h log x) +O
(
x2
h
)
.(9.4)
By choosing h = x(log x)−1/2, we see that
Sϕ(x) =
x log x
ζ(2)
+O(x
√
log x).(9.5)
10. Proof of Corollary 2.5
It is clear from (6.1) that T aϕ(x) satisfies
lim
x→∞
T aϕ(x)
x log x
=
1
2ζ(2)
.(10.1)
From (4.1), we have for any h > 0,
Sϕ(x) =
∑
n≤x
Φ(n) +O(x)
=
x+ h
h
∑
n≤x+h
Φ(n)
(
1− n
x+ h
)
− x
h
∑
n≤x
Φ(n)
(
1− n
x
)
− 1
h
∑
x<n<x+h
Φ(n)(x + h− n) +O(x)
=
x+ h
h
· T aϕ(x + h)−
x
h
· T aϕ(x) − Uϕ(x) +O(x)(10.2)
where Uϕ(x) = h
−1
∑
x<n<x+hΦ(n)(x+ h− n). We take h = εx for some ε > 0. From (10.1), we see
that
lim
x→∞
1
x log x
(
x+ h
h
· T aϕ(x+ h)
)
=
1
2ζ(2)
· (1 + ε)
2
ε
,
lim
x→∞
1
x log x
(x
h
· T aϕ(x)
)
=
1
2ζ(2)
· 1
ε
.(10.3)
From (2.7), we see that
Uϕ(x) ≥ −C
∑
x<n<x+h
logn ≥ −Ch logx = −Cεx log x
and hence
lim inf
x→∞
Uϕ(x)
x log x
≥ −Cε.(10.4)
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Combining (10.2), (10.3) and (10.4) we get
lim sup
x→∞
Sϕ(x)
x log x
≤ 1
ζ(2)
+ ε (C + 1/2ζ(2)) .(10.5)
Since ε can take arbitrarily small values, it follows that
lim sup
x→∞
Sϕ(x)
x log x
≤ 1
ζ(2)
.(10.6)
To obtain a corresponding lower bound, we note that
Sϕ(x) =
∑
n≤x
Φ(n) +O(x)
=
x
h
∑
n≤x
Φ(n)
(
1− n
x
)
− x− h
h
∑
n≤x−h
Φ(n)
(
1− n
x− h
)
+
1
h
∑
x−h<n<x
Φ(n)(n+ h− x) +O(x)
=
x
h
· T aϕ(x)−
x− h
h
· T aϕ(x − h) + Vϕ(x) +O(x)(10.7)
where Vϕ(x) = h
−1
∑
x−h<n<xΦ(n)(n+ h− x). Arguing as we did before, we obtain
lim inf
x→∞
Sϕ(x)
x log x
≥ 1
ζ(2)
− ε(1/2ζ(2) + C/2)(10.8)
so that
lim inf
x→∞
Sϕ(x)
x log x
≥ 1
ζ(2)
(10.9)
and thus the result follows.
11. Conclusions
We note that our method does not make any use of the rate of growth of the totient function ϕ(n).
It mainly uses the representation (4.20) for the Dirichlet series generating function of Sϕ(x) in terms
of the zeta functions, and as such our method may be used to treat sums with more general functions
involved, provided the corresponding Dirichlet series have similar representations.
Secondly, our repesentation of the Dirichlet series Dϕ(s) in terms of the zeta functions relies on
Lemma 4.2. Using this representation, it is really difficult to apply Perron’s formula directly. One of
the difficulties is when we truncate the contour at a height T , the truncation error we obtain is through
analysis of coefficients of the Dirichlet series and in our case, the integral J3(x) poses some problems
along with I3(s) which does not have any explicit form. Thus we have to consider the weighted sum
where we do not require any such analysis. However, if one can obtain a better representation for
Dϕ(s), it might be possibe to apply Perron’s formula directly to obtain an asymptotic formula for
Sϕ(x).
Finally one can consider, for example, the following Riesz-type weighted sum:
T rϕ(x) :=
∑
n≤x
Φ(n) log(x/n) =
∫ x
1
Sϕ(t)
t
dt+O(x).(11.1)
It can be shown via a similar analysis that∫ x
1
Sϕ(t)
t
dt ∼ x log x
ζ(2)
, x→∞.(11.2)
We leave the details of proof to the interested reader.
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