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국문초록
일반적으로 교차검증방법(Cross validation 이하 CV)은 다양한 통계적
방법론에 적용되어 모형의 적절성을 조율해주는 도구로 활용되었다. 또한 일
반화교차검증방법(Generalized cross validation 이하 GCV)은 제곱 손실오차
를 가지는 가우시안 벌점화 선형모형에서 계산을 효율적으로 줄이는 도구로
활용되었다. 즉, 선형모형에 벌점화가 있는 경우 근사의 과정을 거쳐, 교차검
증방법을 통해 예측력이 높은 모형을 적절히 선택할 수 있다. 이러한 논리를
확장하여,이진반응변수를갖는벌점화로지스틱모형에서교차검증방법을일
반화한 일반화근사교차검증방법(Generalized Approximate Cross Validation
이하 GACV)을 살펴본다. 일반화근사교차검증오차는 비가우시안 자료에서
벌점화 로그 가능도 회귀모형의 평활모수(Smoothing parameter)를 추정하는
역할을 한다. 일반화근사교차검증오차는 테일러 전개를 통해 목적함수를 1
차적으로 근사시키고 GCV에서 사용한 방법처럼 평활행렬 대각원소의 산술
평균을 이용하여 한번 더 근사시켜 얻을 수 있다. 본문에서는 자료 분석을
이용하여 GACV로 얻은 평활모수의 성능이 기존 교차검증방법과 크게 다르
지 않음을 보인다.
주요어 : 평활모수, 벌점화 로지스틱 회귀분석, 교차검증방법, 일반화근사교
차검증방법
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검증오차법(validation error)은 여러 모형의 예측력을 이용하여 최적의 모
형을선택하며주어진자료의크기가충분히큰경우사용되는방법이다.주로
모형의 예측력에 초점을 맞춘 방법으로 알려져 있으며 이를 일반화한 것이
교차법검증법이다. 가령 자료를 서로 배반이 되도록 무작위의 k개 묶음(fold)
으로분할하여각각의검증오차를구할수있으며 k개검증오차의산술평균을
흔히 k-묶음교차확인오차(k-fold cross validation)라고부른다.이러한방법을
극단적으로 사용하여 묶음의 갯수가 주어진 자료 수 n과 일치한다면 하나 남
겨놓기교차검증법(leaving-one-out cross validation)이라부른다.하지만하나
남겨놓기 교차검증법은 교차검증법에 비하여 묶음의 갯수가 크기 때문에 편
의-분산 절충에 의하여 검증오차의 기대 편의는 줄어들지만 분산이 큰 단점이
있다.또한선형모형과같은특수한경우를제외한다면,개별모형에표본크기
n− 1인 모형 적합을 n번 반복 적용해야하는 문제점이 한계로 지적된다.
지금까지 교차검증법의 경우 가령 로지스틱, LDA 등 다양한 통계 방법에
적용될 수 있기 때문에 꾸준히 교차검증법에 대한 근사가 이루어졌다. 대표
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적으로 가우시안 선형모형에서 일반화 교차검증오차(GCV)와 같은 방법이
있다. 하지만, 단순 벌점화 선형모형이 아닌 비가우시안 비선형모형이라면 정
형화된 검증방법이 마련되어 있지 않다. 음 로그가능도의 2차 근사를 통한
GCV(O’sullivan)[5]와 같은 방법, 불편 위험 추정치(Gu)[2] 등 다양한 방법이
사용되어 왔지만 예측오차에 대한 정확한 불편추정치를 얻는 획일화된 방법
은 존재하지 않는다. 그러므로 예측오차의 불편추정치를 제시하는 여러가지
방법이 꾸준히 제시되어 왔으며 이러한 이유로 본문 제 2장에서는 GACV (λ)
를 소개하고 이것으로 베르누이 자료에서 평활모수를 추정하였다. 그리고 제
3장은 실제 자료 분석을 바탕으로 비교를 통해 CV (λ)와 GACV (λ) 성능이




이 장에서는 이진 반응변수에 대한 벌점화 로지스틱 회귀모형과 비교 분
석에 사용된 교차검증방법을 간략하게 언급한다. 그리고 마지막으로 일반화
근사교차검증방법에 대해 자세히 다루도록 하였다.
2.1. 이진 반응변수에 대한 벌점화 로지스틱 회귀
모형
선형 회귀분석 모형은 흔히 연속형 반응변수 y와 하나 또는 여러 개의 설
명변수 사이의 선형적인 관계를 모형화한 통계적 분석방법을 의미한다. 만약
y가 질적변수, 특히 이진 반응변수라면, 로짓 연결함수를 활용하여 로지스틱
회귀분석을 주로 사용하며 또한 고차원 자료의 경우 안정적인 분석 결과를 얻
기 위하여 벌점화 모형을 사용하므로, 이 두가지를 결합하여 이진 반응변수에




우시안 지수족을 갖는 자료구조에서, 벌점화 로그 가능도 평활 모수를 추정하
는 방법에 대해 생각해보자. 여기서 yi 는 독립인 관측치이고 다음의 지수족을
따르는 분포에서 추출된 임의표본이라 가정하자.
f(yi, ψ(xi), φ) ≡ exp{(yiψ(xi)− ξ(ψ(xi)))/d(φ) + h(yi, φ)} (2.1)
여기에서 d, ξ, h는 주어져 있으며 ξ(·)은 순볼록 함수이다. 흔히 ψ(xi)를
표준모수라고 하며, 주된 목표는 ψ(·)를 추정하는 것이다. 가령, Bernoulli라면
P (Yi = yi | xi) = p(xi)yi(1− p(xi))1−yi
= exp{yiψ(xi)− log(1 + eψ(xi))}
이므로 ψ(xi) = x
t
iβ, ξ(x) = log(1 + e
x) 이며 h(yi, φ) = 0, d(φ) = 1 이다.
모수적 GLM 모형에서는 ψ(·)은 모수적 형태로 가정되지만 더 유연한 모형을
적합하기 위해, 스플라인 회귀 모형과 같은 방법이 적용될 수 있다. 가령 ψ(·)
를 재생커널힐버트공간의 원소로서 부드러운 함수 중 하나로 가정할 수 있다
[6].하지만논의의범위를간소화하기위해 l(yi, ψ(xi)) = yiψ(xi)−ξ(ψ(xi))로
한정하여정의하기로한다.그리고 ψ(xi) = x
t
iβ 이고 ξ(ψ(xi)) = log(1+e
ψ(xi))
라고 정의한다.
ψ(·)의 벌점화 로그 가능도 추정치 ψλ(·)는 식 (2.2)의 최소값으로 얻을 수








즉, 음 로그 가능도 부분 l ≡ −
n∑
i=1
l(yi, ψ(xi))과 smoothness 조절하는 벌
점항 J(β) 사이를 조절하는 λ를 적절히 선택해야 한다.
선형회귀모형에서사용했던교차검증방법또는일반화교차검증방법과유
사하게 로지스틱 벌점화 능형회귀 모형에서 사용할 교차검증오차는 다음과
같이 정의하였다[7].




[−yiψ(−i)λ (xi) + ξ(ψλ(xi))] (2.3)
수식에서 사용한 ψ
(−i)
λ (xi)는 i번째 관측 벡터를 제거하고 얻은 식 (2.2)의
최소값을 의미한다.
2.3. 일반화근사교차검증방법(GACV)




λ (xi)은 하나의 공변량을 갖는 모형에서 반복 상태
공간 알고리즘을 통해 CV (λ)를 구할 수 있으나[1], 일반적인 상황에서 사용되
기에는 계산에 많은 시간이 소요된다. 따라서 일반화근사교차검증오차(이하









즉 µλ(xi) = ξ
′(ψλ(xi))라고 두고, 1차 테일러 급수를 이
용하여 CV (λ)를 전개하는 GACV (λ) 유도 과정은 다음과 같다.
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식 (2.2)를 최소로하는 λ에 대하여 l? ≡ −
n∑
i=1








































그리고 테일러 1차 근사를 통하여 아래의 식을 유추해 낼 수 있다.
µλ(xi)− µ(−i)λ (xi)
yi − µ(−i)λ (xi)
=
ξ′(ψλ(xi))− ξ′(ψ(−i)λ (xi))
yi − µ(−i)λ (xi)
≈ ξ′′(ψλ(xi))
ψλ(xi)− ψ(−i)λ (xi)
yi − µ(−i)λ (xi)
위에서 얻은 근사의 결과를 이용하여 CV (λ)를 근사시키면,











































를 계산해야하는 문제가 생기기
때문에, 마찬가지로 이것 역시 근사하는 방법이 필요하다.
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먼저 Leaving-out-one lemma를살펴보자.−l(yi, ψ(xi)) = −yiψ(xi)+ξ(ψ(xi))








J(β)라고하자.여기에서 J(β) ≡|| β ||22이고
ωλ(i, z) ≡ argmin
β
Qλ(β, z)라 정의하자. 그러면
ωλ(i, µ
(−i)
λ (xi)) = β
(−i)
λ

























식 (2.4)를 근사하여 GACV를 유도하기 위해 간단하게 위의 정리를 증명














































iβ) = 0 ⇔ ξ′(xtiβ) = µ
(−i)
λ (xi)
⇔ β = β(−i)λ
을 결과로 얻을 수 있다.
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결론적으로 −l(µ(−i)λ (xi), xtiβ) 를 최소화 하는 β는 β
(−i)






















































이다. 따라서 Leaving-out-one lemma, ωλ(i, µ
(−i)
λ (xi)) = β
(−i)
λ , 를 증명하게
된다. 그러면 (βλ,y)와 (β
(−i)
λ ,y











































































































≡ W + nλIp
를 각각 미분의 결과로 얻을 수 있다. 참고로 위의 수식에서
W = X t

p(x1)(1− p(x1)) 0 · · · 0
0 p(x2)(1− p(x2)) · · · 0
...
...
. . . 0
0 0 · · · p(xn)(1− p(xn))
X









λ 와Xβλ = ψλ라고두었으며, W
?
λ = X
tP ?λX이고, Wλ = X
tPλX
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으로 표현하자. 따라서 1차 테일러 근사식 (2.5)은 식 (2.6)을 이용하여 정리할
수 있다.
(W ?λ + nλIp)(β
(−i)
λ − βλ) = X
t(Y(−i) −Y)

























을 유도할 수 있게 된다. 즉, 마지막 과정에서 계산의 편의성을 위해 W ?λ를 Wλ
로 근사시켰으며, S = X(Wλ + nλIp)
−1X t라고 두면 식 (2.6)에 의하여
ψλ(xi)− ψ(−i)λ (xi)
yi − µ(−i)λ (xi)
≈ [X(W ?λ + nλIp)−1X t]ii
≈ [X(Wλ + nλIp)−1X t]ii
= sii(= [S]ii) (2.7)
를 얻게 된다. 이미 한 번 근사시킨 CV (λ)의 식 (2.4) 결과를 식 (2.7)와 결합


















2 )로 근사시키면 마










n− tr(P 12SP 12 )
(2.8)
본문에서 다루게 될 자료는 이진 반응변수를 포함하기 때문에, 따라서
Bernoulli 경우를 생각하면 ξ(ψ(xi)) = log(1 + e
ψ(xi)), ξ′′(ψ(xi)) = p(xi)(1−
p(xi)), µλ(xi) = pλ(xi) 이며 P는
P =

p(x1)(1− p(x1)) 0 · · · 0
0 p(x2)(1− p(x2)) · · · 0
...
...
. . . 0
0 0 · · · p(xn)(1− p(xn))




















본 연구는 한국거래소(이하 KRX)에서 기업 심사 후 상장폐지(Delisting)
여부를 결정짓는데 사용하는 자료를 활용하여 분석하였다. 상장폐지는 매매
대상으로서의 적격성이 없는 유가증권에 대하여 상장자격을 박탈하는 것을
의미한다. 예를들어, 유가증권시장의 상장폐지 기준(유가증권시장 상장규정
제 48조)은 KRX의 상장폐지 안내(http://listing.krx.co.kr)에서 살펴볼 수 있
다.상장폐지는거래량,매출액과같은정량적요소와,감사인의견수준(적정/
부적정/한정), 상장적격성 실질심사 등과 같은 정성적 요소를 책정하여 종합
적으로 평가된다. 연구에 사용한 자료는 ’17년 KRX에 기 상장된 기업에 대한
정보를 내포하고 있으며, 시장 구분(유가, 코스닥 및 코넥스) 없이 전체 종목
을 대상으로 분석하였다. 분석에 활용한 기 상장 종목 수는 2,583개로 두었고,
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상장폐지 여부를 결정할 특징의 개수는 8개로 두었다. 특정 종목에 대한 상장
폐지 여부는 투자자들에게 매우 중요한 정보이기 때문에 이와 관련한 내용은
일반적으로 공시된다. 따라서 본 연구에 사용한 기업 심사 자료는 공공성을
가지므로, 상장폐지 여부에 대한 논의가 본 논문에 가능함을 미리 밝힌다. 하
지만 상장폐지 여부를 결정하는 요인으로서의 변수는 규정에 제시된 것 외에
KRX에서 사용하는 내용을 함의할 수 있으므로 구체적인 변수명은 블라인드
처리하였다. 다만, 모든 변수는 표준화하여 분석에서 생길 수 있는 불필요한
문제를 배제하였다.
3.2. 평가지표
이진 반응변수를 분류하는 모형 또는 조율모수는 다양한 지표를 이용하여
비교될 수 있다. 첫째로, 가장 단순하게 사용할 수 있는 성능지표는 정밀도
(Precision)와 재현율(Recall)이다. 모형이 제시한 분류값이 실제 라벨값(상장
폐지여부)과얼마나일치하는지,반대로실제라벨값이모형에서제시된분류
값과 얼마나 일치하는와 측정하여 모형의 적절성을 평가한다. 두번째 방법은
정밀도와 재현율의 가중치를 설정하여 얻을 수 있는 Fβ-measure이다.
Table 3.1: 이진 분류문제의 분류 경우 표
True \Predicted Positive Negative
Positive True Positive(TP) False Negative(FN)
Negative False Positive(FP) True Negative(TN)
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Table 3.1에서알수있는정밀도,재현율에대한정의는식 (3.1),식 (3.2)이











(1 + β)2Precision · Recall
β2Precision + Recall
(3.3)
식 (3.1)과달리정밀도(Precision)를 TNTN+FN 처럼정의할수있을것이다.
하지만자료가불균형구조를나타낼경우일반적으로자료개수가더적은부
분으로 정밀도와 재현율을 정의하고, 본 자료는 상장폐지의 경우가 매우 적은
불균형 구조이므로 식 (3.1)와 (3.2)를 이용하였다.
실제로 상장폐지에 해당하지만 실질검사에서 상장폐지가 아닌것으로 예
측했다고 가정하자. 이런 유가증권이 상장된 채 시장에서 거래된다면 일반
투자자들은 건실하지 못한 기업에 투자하게 될 것이고, 그 결과 막대한 경제
적 손실로 이어질 가능성이 있다. 즉, 실제 상장폐지 수준에 해당하는 기업을
상장폐지 레이블로 예측하는 것은 매우 중요하므로 False Negative가 작도록
모형을 유도해야할 것이다. 따라서 재현율의 값이 정밀도 보다 우선시 되도록
β 조정하여 F1.5-measure를 사용하였다.
18
3.3. 실험 및 결과
3.3.1. 실험 방법
편중되지 않는 분석을 위해 전체 자료의 배열을 임의로 나열하였다. 또
한 임의로 전체 자료의 55%를 훈련 자료로 두고 나머지 45%를 검증 자료로
두었다. 즉, 훈련 자료에서 Leaving-out-one 방법으로 교차검증방법과 일반화
근사교차검증방법이 최소가 되는 λ를 얻은 뒤, 이 값을 검증 자료에 이용하여
예측하였다. 교차검증방법을 이용하면 하나의 추정치만 얻게 되는 점을 감안
하여 반복적인 실험을 위해 Bootstrap을 100회 반복하였다. 따라서 전체 자료
를 55:45 비율로 분할하는 작업을 100회 반복하여 각 과정에서 λ값을 여러번
구하고,마찬가지로검증자료에서정밀도,재현율그리고 F1.5 값을구하였다.
3.3.2. 실험 결과
실험을 100회 반복하여 교차검증법과 일반화근사교차검증법으로 얻은 모
형에서의 재현율, 정밀도, F1.5 점수를 비교해본다. 각 실험마다 얻은 평가
지표들의 산술평균을 통해 검증방법을 비교하였다. 최종적으로는, 분류 라벨
을 구분짓는 Threshold에 따라 재현율, 정밀도 그리고 F1.5 점수가 바뀌므로
Threshold를 변화시키며 모형을 비교하였다. Threshold는 0.5에서 0.98까지
0.02 간격으로 25개로 구분지어 계산하였으며 결과는 Figure 3.1으로 살펴볼
수 있다.
Threshold가 0.5 ∼ 0.6인 구간과 0.8 이후 구간에서 GACV방법과 CV방
법으로 얻은 F1.5 점수는 큰 차이를 보이지 않는다. 하지만 0.6에서 0.8 사이
구간에서 GACV방법으로 얻은 F1.5 점수는 CV방법으로 얻은 결과 값보다 근
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Figure 3.1: CV, GACV F1.5 점수 비교





















소하게 앞서는 것을 확인할 수 있다. 특히, 두 가지 교차검증방법에서 가장 큰
값의 F1.5값을 갖는 Threshold는 모두 0.68이었다. 그 중, GACV의 F1.5 점수
(1.363)는 CV로 얻은 F1.5 점수(1.321) 보다 큰 값을 나타내었다. 따라서 이진
분류를하는현재모형에서최적의예측을제시할수있는 Threshold를 0.68라
고 가정하였다. 이 경우 Bootstrap을 통해 반복 교차검증을 실시한 결과 얻은
정밀도, 재현율 그리고 F1.5 점수는 표 3.2에 나타내었다.
Table 3.2: Threshold 0.68에서 CV, GACV의 정밀도, 재현율, F1.5 점수 비교
구분 Precision Recall F1.5 measure
CV 0.524 0.798 1.321




실험의 결과 GACV를 이용한 경우, 제시한 평가 지표 F1.5 점수가 CV보다
근소하게 우수한 것을 알 수 있었다. 최적의 Threshold를 탐색하기 위해 0.02
간격으로 실험하였고, CV, GACV 모두 0.68의 값에서 이진 분류 예측 모형의
F1.5 점수가가장컸음을확인할수있었다.마지막으로최적의 Threshold근방
구간에서 GACV의 F1.5값이 CV의 F1.5값보다 큰 결과를 보였다.
하지만 β값을 1.5라는 임의의 값으로 두어 정밀도와 재현율 사이의 가중치
를달리주었는데,이값은주관적인값으로개선의여지가있을수있다.또한,
한 가지 평가 방법의 결과만 보고 GACV의 방법이 CV의 방법보다 우수하다
단언할 수 없다. 즉, 본 연구는 두 가지 교차검증법에 대한 우수성을 판단하기
위하여 Fβ measure라는평가지표를이용했지만,정확도,오분류율또는 AUC
등 다양한 평가 지표들에 대한 탐색이 본 연구 자료에 시도되지 않았다. 따라
서 다른 평가 지표를 이용하면 다른 결과가 나올 수 있을 가능성은 배제할 수
없다.
본 연구를 실행하며 아쉬웠던 부분은 자료 구조에 있었다. 동 자료는 구조
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적으로 불균형성을 가지고 있었다. 구체적으로, 각 관측값들은 유가, 코스닥




synthetic minority over-sampling technique(SMOTE)[3] 등의 방법으로 인공
자료를 생성하였으나, 미진한 부분이 있어 본문에 적용하지 못하였다.
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In general, cross validation(CV) was applied to various statistical method-
ologies and used as a tool to adjust the appropriateness of the model. In
addition, the generalized cross validation(GCV) was used as a tool to reduce
computation efficiently in Gaussian penalized linear model with squared loss
error. That is, if there is a penalty in the linear model, it is possible to appro-
priately select a model with high predictive power through an approximation
process and a cross validation method. By extending this logic, we will ex-
amine a generalized approximate cross validation method(GACV) that gen-
eralizes the cross validation method in a penalized logistic model with binary
response variables. GACV error plays a role in estimating the smoothing pa-
rameter of the regression model of the log likelihood with non-Gaussian data.
The GACV can be obtained by approximating the objective function first by
Taylor expansion and once again using the arithmetic mean of the smoother
matrix diagonal elements as in GCV. In this paper, we show that the per-
formance of smoothing parameters obtained by GACV using data analysis is
not significantly different from the existing cross validation method.
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