Abstract. An arbitrary linear relation (multivalued operator) acting from one Hilbert space to another Hilbert space is shown to be the sum of a closable operator and a singular relation whose closure is the Cartesian product of closed subspaces. This decomposition can be seen as an analog of the Lebesgue decomposition of a measure into a regular part and a singular part. The two parts of a relation are characterized metrically and in terms of Stone's characteristic projection onto the closure of the linear relation.
Introduction
Let T be a linear operator from a Hilbert space H to a Hilbert space K. In general the closure T of the operator T (i.e., the closure of the graph of T in the Cartesian product H × K) is not the graph of an operator anymore. In other words, (the graph of) T has a nontrivial multivalued part mul T = { k ∈ K : {0, k} ∈ T }. Relative to the closed linear subspace mul T of H, P.E.T. Jorgensen [11] and S.Ôta [20] , [21] have given a decomposition of a densely defined operator T as an operator sum of a closable operator, whose closure is again (the graph of) an operator, and a singular operator, whose closure is the Cartesian product of a closed subspace of H and a closed subspace of K. This decomposition is similar to a decomposition of nonnegative bounded linear operators due to T. Ando [1] (see also [13] , [18] ) and a decomposition of semibounded sesquilinear forms due to B. Simon (see [14] , [25] , [26] ). It was pointed out in these publications that there is an analogy with the Lebesgue decomposition of a measure into a regular part and a singular part.
The purpose of this note is to show that there is a similar decomposition in the case of linear relations from a Hilbert space H to a Hilbert space K. The notion of a linear relation as a multivalued linear operator was introduced by R. Arens [3] and extensively studied by E.A. Coddington [4] and by many others. The treatment of Jorgensen andÔta for operators can be relaxed: it is not necessary to consider operators which are densely defined and in fact their treatment remains true for relations. Indeed the language of relations seems to be the proper context for such decompositions. Now the result is that any linear relation from a Hilbert space H to a Hilbert space K has a decomposition as an operator-like sum of a closable operator whose closure is again (the graph of) an operator and a singular relation whose closure is the Cartesian product of a closed subspace of H and a closed subspace of K. The components of this decomposition can be characterized in various ways. When the relation T from H to K itself is considered with the graph inner product, then its completion can be contractively embedded into the Hilbert space H; the kernel of this contraction corresponds to the multivalued part mul T . This observation leads to a metric characterization of the decomposition of the relation T . There is a similar description for the decomposition of a pair of nonnegative sesquilinear forms, cf. [9] . By means of the above mentioned result a metric characterization of closable operators is presented.
The decomposition of Jorgensen andÔta also has connections with the characteristic (projection) matrix introduced by J. von Neumann [17] and M.H. Stone [28] , and Stone's decomposition of a linear operator [28] . The work of A.E. Nussbaum [19] concerning orthogonal projections onto closed subspaces of a Cartesian product is easily translated for closed linear relations and this leads to the Stone decomposition for closed linear relations, cf. [16] . This makes it possible to characterize the regular and singular parts of a linear relation T from a Hilbert space H to a Hilbert space K in terms of the orthogonal projection from the Cartesian product H × K onto the closure T .
It is also shown how the main decomposition result in this paper (see Theorem 4.1) can be obtained by applying the general characterization result of dom T * in [6] (cf. also Lemma 9.1 below); here T * is the adjoint relation of the linear relation T .
Preliminaries
Here is a short review of notions associated with linear relations. Recall that a linear relation T from a Hilbert space H to a Hilbert space K is a (not necessarily closed) linear subspace of the Cartesian product H × K. The domain, range, kernel, and multivalued part of a linear relation T are defined by:
The formal inverse T −1 is a linear relation from K to H which is obtained from T by interchanging the components of the elements of T . Clearly, ran T = dom T −1 and mul T = ker T −1 . The linear relation T is said to be closed if T is a closed subspace of the Cartesian product H × K. It T is closed the kernel ker T and multivalued part mul T of T are automatically closed. The closures of the domain and range of a linear relation T are denoted by dom T and ran T . Observe that (2.1) dom T ⊂ dom T and ran T ⊂ ran T.
To see this, let g ∈ ran T , so that {f, g} ∈ T for some f ∈ H. Then there exist elements {fn, gn} ∈ T such that {fn, gn} → {f, g}. This shows that g ∈ ran T and the second inclusion (2.1) follows. The first identity is obtained from the second one by inverting the relation T . The adjoint T * is a closed linear relation from K to H defined by
Each of the following identities is clear:
Furthermore, the one identity in (2.2) is obtained by inverting the relation in the other identity in (2.2). When T in the identities in (2.2) is replaced by its adjoint T * , one also obtains
For two linear relations A and B from H to K there is a componentwise sum A b + B from H to K, defined by
The notation A b ⊕ B is used to indicate that A and B are orthogonal in the Cartesian product. As an example, observe that if A is a linear relation from H to K and R is a linear subspace of K, then the relation T from H to K, defined by
can be written as a componentwise sum T = A b + B, where the linear relation B from H to K is defined by B = { {0, ϕ} : ϕ ∈ R }. This leads to (2.5)
There is also an operator-like sum A + B from H to K, defined by
The operator-like sum reduces to the usual operator sum if A and B are (graphs of) operators. Now let A be a linear relation from a Hilbert space H to a Hilbert space R, and let B be a linear relation from the Hilbert space R to a Hilbert space K. The product BA is a linear relation from H to K, defined by
In general, A * B * ⊂ (BA) * . However, when B or A −1 is (the graph of) a bounded everywhere defined operator on R, then
This is known for the case of operators; for a proof in the case of linear relations, see for instance [8] .
Regular and singular relations
A classical result of J. von Neumann states that the adjoint of a densely defined linear operator is densely defined if and only if the operator itself is closable (i.e., its closure is an operator). The result which follows, and which can be deduced immediately from the second identity in (2.3), does not require the object in question to be a priori (the graph of) an operator; the latter comes out as an additional conclusion. Thus call a linear relation T from a Hilbert space H to a Hilbert space K regular if its closure T is (the graph of) an operator. 
Note that a linear operator T is regular if and only if it is closable. If a linear relation T is regular, then T is automatically a closable operator. For any linear relation from a Hilbert space H to a Hilbert space K the adjoint relation T * from K to H is a closed linear relation; moreover, the adjoint T * is a closed operator if and only if dom T is dense in H (independent of T being regular).
A linear relation T from a Hilbert space H to a Hilbert space K is said to be singular if (3.1) ran T ⊂ mul T or equivalently ran T ⊂ mul T .
The equivalence here is due to the closedness of mul T . Furthermore, the inclusion 
⊥ , which is equivalent to ker T * = dom T * by (2.2) and (2.3) . This implies that dom T * ⊂ ker T * , while the reverse inclusion is obvious.
(ii) ⇒ (iii) Let {f, g} ∈ T * . Then in particular f ∈ dom T * and so f ∈ ker T * by (ii). Therefore {f, 0} ∈ T * and this implies that {0, g} ∈ T * , or g ∈ mul T * . This shows that
⊥ , which gives (iv) by means of (2.2) and (2.3).
(iv) ⇒ (i) It follows from ran T = mul T that ran T ⊂ mul T . Hence, by definition, T is singular. Hence, T −1 is singular by (3.3) . For the reverse implication it is now enough to observe
of Proposition 3.2 shows that T * is singular if and only if dom T = ker T . Clearly this is equivalent to (3.4) , which means that T −1 is singular.
Note that if T is singular, then in particular dom T * = ker T * is closed. A linear relation T from a Hilbert space H to a Hilbert space K is said to be maximally singular if dom T * = {0} or equivalently mul T = K. (ii) T is singular and ran T = K;
Proof. (i) ⇒ (ii) Assume that T is maximally singular. Clearly
where the last inclusion follows from (2.1). Hence (3.1) is satisfied and ran
As a simple example, observe that the linear relation T defined by T = K * U is maximally singular, when U is any linear relation and K is an injective bounded linear operator with ran K ⊂ (dom U * ) ⊥ . To see this, note that
This shows that Kf ∈ dom U * which leads to Kf = 0. Since K is injective, it follows that f = 0. Therefore dom T * = {0} and T is maximally singular, cf. [21] .
Observe that V.D. Koshmanenko and S.Ôta [15] consider (densely defined) linear operators T which satisfy the property dom T ⊂ ker T . The inverse T −1 of such an operator is singular in the present sense, see (3.1), and according to Corollary 3.3 then equivalently T is singular.
Canonical decompositions
Let T be a linear relation from a Hilbert space H to a Hilbert space K and let T be its closure in the Cartesian product H × K. Denote the orthogonal projection from K onto mul T by P . With T are associated the linear relation Treg from H to K defined by
and the linear relation Tsing from H to K defined by
Observe that Treg and Tsing have the same domain dom T . Moreover Treg and Tsing are (graphs of) operators if T itself is (the graph of) an operator. The following decomposition result is an adaptation of a result of Jorgensen [11] .
Theorem 4.1. Let T be a linear relation from a Hilbert space H to a Hilbert space K.
Then T admits the canonical operator-like sum decomposition
where Treg is a regular relation from H to K and Tsing is a singular relation from H to K with mul Tsing = mul T, mul (Tsing) − = mul T .
Proof. To show that the relation Treg in (4.1) is regular, it suffices to show that its closure is an operator. Assume therefore that there is a sequence {fn, f
Here the second identity in (2.3) has been used. Taking the limit n → ∞ in (4.4) leads to
It follows that Treg is a closable operator.
Next it will be shown that the relation Tsing is singular. Note that {h,
or, equivalently, if and only if {P h, h ′ } ∈ T * . Therefore h ∈ dom (Tsing) * if and only if P h ∈ dom T * . Now observe that P h ∈ dom T * if and only if P h = 0, since dom
The same argument shows that h ∈ ker (Tsing) * if and only if P h ∈ ker T * . Now, if P h ∈ ker T * then P h ∈ dom T * and P h = 0. Conversely, if P h = 0 then P h ∈ ker T * . Hence, it follows that (4.6) ker (Tsing)
Combining (4.5) and (4.6) gives dom (Tsing) * = ker (Tsing) * , in other words, the relation Tsing is singular by (ii) of Proposition (3.2). Moreover, (4.5) shows that
Finally, observe that
This completes the proof.
Corollary 4.2. The singular part of Treg is the zero operator and the regular part of Tsing is the zero operator. Hence Treg is equal to its regular part and Tsing is equal to its singular part. In particular, T is regular if and only if T = Treg and T is singular if and only if
Proof. The operator Treg is closable; hence the multivalued part of its closure is trivial. Therefore, its singular part is the zero operator on dom T . The multivalued part of the closure of Tsing is equal to mul (Tsing) − = mul T . Hence, the regular part of Tsing is given by
which is the zero operator on dom T . If T = Treg (T = Tsing), then T is regular (singular) by Theorem 4.1. Conversely, if T is regular then according to Proposition 3.1 dom T * = K or, equivalently, mul T = {0}. Thus, P = 0 and T = Treg.
Finally, if T is singular then according to (3.
Corollary 4.3. The singular part Tsing is maximally singular if and only if T is maximally singular.
Proof. Observe that the identity mul (Tsing) − = mul T implies that Tsing is maximally singular if and only if T is maximally singular.
The canonical decomposition in Theorem 4.1 is about the decomposition of a linear relation T as an operator-like sum of a regular relation Treg (a closable operator) and a singular relation Tsing. However, observe that because
it can also be written as a component-wise sum
When T is closed, this argument leads to the usual decomposition which goes back to [3] and [4] . 
Proof. If T is closed, then mul T = mul T is closed and P is an orthogonal projection from K onto mul T . Hence in
one also has {0, P f ′ } ∈ T , which leads to
It follows that Treg ⊂ T , and it is straightforward to see that
which is clearly closed. Indeed, the righthand side of (4.8) is contained in the lefthand side. The reverse inclusion follows from (4.7) keeping in mind that mul T = mul T .
For similar orthogonal operator parts under the weaker condition that only mul T is closed, see [10] .
Proposition 4.5. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then (T )reg is closed and
Furthermore,
Proof. The definition of regular part implies that Treg ⊂ (T )reg. To see this let {f, (I − P )f ′ } with {f, f ′ } ∈ T be an element in Treg. But then also {f, f ′ } ∈ T and since P is an orthogonal projection onto mul T , it follows that {f, (I − P )f ′ } belongs to (T )reg. The definition of regular part also implies that (T )reg ⊂ (Treg)
− . To see this let {f, (I − P )f ′ } with {f, f ′ } ∈ T be an element of (T )reg. Then there exists a sequence {fn, f
However this implies that the sequence {fn, (I−P )f ′ n } ∈ Treg approximates {f, (I − P )f ′ }. In other words (T )reg ⊂ (Treg) − . Combining these two assertions it follows that
A similar argument for the singular part gives
Therefore (4.10) follows. Moreover, since T is closed, it follows from Proposition 4.4 that T reg is closed, which leads to (4.9). Remark 4.7. The relation T reg is closed; however, in general, the relation T sing is not closed. For assume that T sing is closed. Then by Corollary 4.6
This implies that dom T sing = dom T , whereas by definition dom T sing = dom T . Hence, if T sing is closed, then dom T is closed.
A metric characterization
Let T be a linear relation from a Hilbert space H to a Hilbert space K, and introduce the graph inner product on T by:
Denote the corresponding inner product space by G(T ). Define the mapping ιT by
so that ιT is a contraction on G(T ) with values in dom T ⊂ H. The isometric part of ιT is its restriction to ker T × {0}. Note that the Hilbert space completion of G(T ) is G(T ), where G(T ) stands for the construction related to the closure T of T . Clearly G(T ) = G(T ) if and only if the relation T is closed, in which case the contraction ιT is closed. In general, the contraction ιT has a closure ιT , which is a contraction defined on all of T . The contraction ι T is also defined everywhere on T . Clearly the restrictions of the contractions ιT and ι T coincide on T , which is a dense set in T ; hence they coincide:
It follows from dom T ⊂ dom T ⊂ dom T that ιT = ι T is a contraction defined on all of G(T ) with values in dom T . Since ι T maps G(T ) into dom T , it follows by the first identity in (2.2) that ran (ιT )
In particular, this shows that
The above construction is the analog for relations of a construction involving semibounded sesquilinear forms, cf. [9] , [26] . The following lemma is obvious.
Lemma 5.1. Let T be a linear relation from a Hilbert space H to a Hilbert space K. Then
Denote by Q the orthogonal projection from the Hilbert space G(T ) onto its closed linear subspace ker ι T .
Lemma 5.2. Let T be a linear relation from a Hilbert space H to a Hilbert space K. The orthogonal projection Q in G(T ) and the orthogonal projection P in K are related by
Proof. In the sense of the inner product of the Hilbert space G(T ) each element {ϕ, ϕ ′ } ∈ T has the orthogonal decomposition
The elements {h, h ′ } and {k, k ′ } are orthogonal in the sense of G(T ):
It follows from Lemma 5.1 that k = 0, so that h = ϕ and (h ′ , k ′ ) = 0. Hence the decomposition (5.3) can also be written as
where the decomposition of ϕ
In other words
so that (5.4) reads as
which gives the statement of the lemma.
The construction involving the contraction ιT now leads to a metric characterization of the elements in the ranges of Treg and Tsing.
Lemma 5.3. Let T be a linear relation from the Hilbert space H to the Hilbert space K.
Then for all {ϕ, ϕ ′ } ∈ T :
and
roof. According to Lemma 5.2 Q{ϕ, ϕ ′ } = {0, P ϕ ′ }, which implies that
However, since ι *
Furthermore, since T is dense in G(T ), every element of the form ι * T h, h ∈ dom T , can be approximated by elements in T , which leads to
(5.10)
Combining the identities (5.9), (5.10), and (5.8) gives (5.6). Clearly (5.7) follows from (5.6).
The above lemma leads to a metric characterization of closable operators.
Theorem 5.4. Let T be a linear operator from a Hilbert space H to a Hilbert space K.
Then T is closable if and only if for all ϕ ∈ dom T :
Proof. Assume that (5.11) holds for all ϕ ∈ dom T . By Lemma 5.3 this means that
In other words, P T ϕ = 0 and hence T ϕ ∈ ker P for all ϕ ∈ dom T . Therefore ran T ⊂ ker P , which leads to ran T ⊂ ker P, in particular, mul T ⊂ ker P.
Since P is an orthogonal projection onto mul T , this implies that mul T = {0}, i.e., T is an operator. Hence, the operator T is closable. Conversely, assume that the operator T is closable. Then according to Theorem 4.1 T = Treg and P = 0. Hence if {ϕ, ϕ ′ } ∈ T , then T ϕ = ϕ ′ = (I − P )ϕ ′ and the result follows from (5.7).
In general the supremum and the infimum in (5.11) are not attained. However, when the operator T is densely defined and closed one can say more. 
and the minimum is attained for
Proof. Since T is densely defined and closed, T * T is a selfadjoint operator, which is nonnegative. Observe that for all g ∈ dom T there is the identity
Hence, for all g ∈ dom T and h ∈ H one has
Due to ran (I + T * T ) 1 2 = H this implies that (5.12) holds and the minimum is attained
A combination of Theorem 5.4 and Lemma 5.5 leads to the following characterization.
Proposition 5.6. Let T be a densely defined closed linear operator from H to K. Then
and the supremum is a maximum if and only if ϕ ∈ dom T * T .
Proof. Since the operator T is closed the identity (5.11) holds for all ϕ ∈ dom T . Clearly, it follows from (5.11) and (5.12) that (5.14)
Observe that for all ϕ ∈ dom T and h ∈ H one has
which implies that the supremum in (5.14) and hence in (5.13) is a maximum if and only if ϕ ∈ dom T * T .
In particular, if T is a bounded linear operator from H to K then the supremum in (5.13) can be replaced by a maximum. The original observation about the minimum and maximum in ( 
Then for all ϕ ∈ D:
Proof. It follows from Theorem 5.4 and the assumption (5.15) that
The choice g = ϕ leads to the inequality
which results in (5.16).
The result in Theorem 5.4 can be interpreted in terms of parallel sums and differences (see [9] ), cf. [1] , [2] , [18] , [29] . Furthermore, by replacing T with its inverse T −1 one obtains a similar characterization for the implication ker T = {0} ⇒ ker T = {0}. Observe also that if the operator T in Theorem 5.4 is not closable, then for some ϕ ∈ dom T :
The Stone decomposition
Since a closed linear relation from a Hilbert space H to a Hilbert space K is by definition a closed linear subspace of the Cartesian product H × K, there is a one-to-one correspondence between the orthogonal projections in H × K and the closed linear relations from H to K. This section gives a short review of the consequences of this correspondence, cf. [19] , [28] .
Let H and K be Hilbert spaces and let R be an orthogonal projection on the Cartesian product H × K. Decompose R according to the Cartesian product
so that R11 ≥ 0, R22 ≥ 0, and R21 = R * 12 .
Lemma 6.1 ( [19] ). The entries in the block decomposition (6.1) satisfy:
Let T be a closed relation from H to K and let R be the corresponding orthogonal projection onto T . The corresponding matrix R = (Rij ) is called the characteristic matrix of T . It follows by definition that Proof. The identities in (6.4) are clear. Observe also that ran T = dom T −1 , so that, in fact, the second identity in (6.4) follows from the first identity and (6.3).
To prove the first identity in (6.5), let h ∈ ker T , then {h, 0} ∈ T , so that in particular {h, 0} = R{h, 0}, or equivalently,
which implies that R11h = h and R21h = 0, and, by Lemma 6.1, this is equivalent to h ∈ ker (I − R11). The statement concerning mul T = ker T −1 follows from the first identity in (6.5) and (6.3).
Corollary 6.3. Let T be a closed linear relation from a Hilbert space H to a Hilbert space K. Its regular part Treg is given by
Proof. Consider the representation (6.2) of the closed linear relation T . Decompose the variable h ′ ∈ H by h ′ = k + ϕ with k ∈ (mul T ) ⊥ and ϕ ∈ mul T . Then it follows from Lemma 6.1 and Lemma 6.2 that
and it is also clear that R21h + R22k ∈ (mul T ) ⊥ . This completes the proof.
The definition of the adjoint T * = JT ⊥ (where the product in the righthand side is carried out in the indicated order) gives the corresponding characteristic matrix (6.7)
which leads to the following parametrization of T * :
By Lemma 6.2 it follows that (6.9) dom T * = ran`(I − R22) R21´, ran T * = ran`R12 (I − R11)´, and (6.10) ker T * = ker R22, mul T * = ker R11.
The regular part of T * is given by
The following result is now straightforward, see [28] for the case of operators and [16] for the case of relations. are (the graphs of ) bounded linear operators defined on all of H and K, respectively. The characteristic matrix R of T is given by
Treg(T * T + I)
Proof. Let h ∈ H, then there is a unique decomposition
which leads to {ψ, ψ ′ } = {ψ, −ϕ ′ } ∈ JT * and {ϕ ′ , ψ} ∈ T * . Therefore, {ϕ, ψ} ∈ T * T and
⊥ and it follows that ϕ ′ = Tregϕ. Therefore
Hence the first column of R is completely determined. By formally replacing T by T * also the first column of the characteristic matrix of T * is determined. Now the second column of R is obtained via (6.7).
The statements concerning the products T * T and T T * are known (cf. [7] ), but the proof is repeated here to make the identification of the first column of R understandable.
A characterization of the regular and singular parts via the Stone decomposition
Let T be a linear relation from a Hilbert space H to a Hilbert space K and let T be its closure. Decompose the Cartesian product H × K as follows
where b ⊕ denotes the orthogonal component-wise sum. Let e R denote the orthogonal projection from H × K onto T and decompose e R according to the Cartesian product:
Observe that
by combining Lemma 6.2 and Lemma 6.1, and that
by combining (6.10) and Lemma 6.1. In particular, this implies that (7.4) e R11↾ mul T * = 0↾ mul T * , e R21↾ mul T * = 0↾ mul T * , and (7.5) e R12↾ mul T = 0↾ mul T , e R22↾ mul T = I↾ mul T . Proof. By definition the relation T is regular if and only if T is an operator, or, equivalently, mul T = {0}. Hence the identity (7.6) follows from the first identity in (7.2).
Proposition 7.2. The relation T is singular if and only if
(7.7) e R12 = 0 or equivalently e R21 = 0, in which case
Proof. Let T be a singular relation. Then ran T ⊂ mul T and it follows from (7.2) that for all {ϕ,
Hence for all ϕ ∈ dom T : (7.9) e R11ϕ = ϕ and e R21ϕ = 0.
Since the entries in the block decomposition of e R are bounded operators, one has e R21↾ dom T = 0↾ dom T , which together with the second identity in (7.4) shows that e R21 = 0. This gives (7.7).
Conversely, assume that (7.7) holds. Then necessarily e R22 is an orthogonal projection in K and now Lemma 6.2 gives (7.10) ran T ⊂ ran T = ran e R22 = ker (I − e R22) = mul T , so that T is singular. It remains to discuss the matrix representation (7.8) . The representation of e R11 is obtained from the first identities in (7.4) and (7.9) . The representation of e R22 follows immediately from (7.10) , since e R22 is an orthogonal projection in K.
The result in Proposition 7.2 shows that there is a one-to-one correspondence between the closed singular relations from H to K and the orthogonal projections R in H × K which are of the form R = R11 ⊕ R22, where R11 in an orthogonal projection in H and R22 in an orthogonal projection in K. Maximally singular relations can be described as follows. (7.11) e R22 = I, in which case (7.7) holds and
Corollary 7.3. The relation T is maximally singular if and only if
Proof. By Lemma 6.2 (see (7.2)) mul T = ker (I − e R22) and thus T is maximally singular, i.e. mul T = K, if and only if e R22 = I. Observe that (7.11) implies (7.7) in view of (7.2). The representation (7.12) is immediate from (7.8).
Examples of canonical decompositions
This section contains some illustrative examples concerning the canonical decomposition of (not necessarily densely defined) linear operators and relations.
Example 8.1.
[27] Let S be a closable operator in a Hilbert space H and let Z = span {e, f } be a one-dimensional subspace in the Cartesian product H × H. Note that {e, f } ∈ S if and only if e ∈ dom S and Se = f . Hence the assumption S ∩ Z = {0, 0} is equivalent to the assumption that either e ∈ dom S and Se = f or e / ∈ dom S. Under this assumption the component-wise sum
defines a one-dimensional extension (of the graph) of S. It follows from (8.1) that A * * = S * * b + Z, since Z is one-dimensional. The one-dimensional extension A is not regular if and only if there is a nontrivial k ∈ H for which {0, k} ∈ A = A * * , i.e.,
for some h ∈ dom S = dom S * * and λ ∈ C. Equivalently, the one-dimensional extension A is not regular if and only if (8.2) e ∈ dom S, Se = f, in which case mul A = span {Se − f }. According to the assumption that the sum (8.1) is direct there are two cases for the relation A not to be regular. In the first case e ∈ dom S and Se = f and (8.2) is satisfied; this actually means that mul A is not trivial and A itself is not an operator. In the second case e ∈ dom S and (8.2) means e ∈ dom S \ dom S and Se = f ; in this case A is an operator and mul A is one-dimensional.
In other words, under the assumption that the sum (8.1) is direct, the relation A is regular if and only if e ∈ dom S \ dom S and Se = f , or e ∈ dom S. Example 8.2. Let A be an operator in a Hilbert space H which is not closable with mul A = span {ϕ}, ϕ = 1, cf. Example 8.1. Denote the orthogonal projection onto mul A by P . Then Ah = (I − P )Ah + P Ah, h ∈ dom A, and P Ah = (P Ah, ϕ)ϕ = (Ah, ϕ)ϕ, h ∈ dom A. Hence, by definition,
and by Theorem 4.1 Areg is regular and Asing is singular. According to Proposition 3.2 one has (Asing) − = dom A × span {ϕ}.
Example 8.3. Let A be an operator which is not closable with mul A = span {ϕ}, ϕ = 1, cf. Example 8.1, and let B be a bounded everywhere defined operator. Define the operator T as an operator sum by
Then T * = A * + B * and
Moreover, mul T = mul A = span {ϕ}, which implies that the operator T = A + B is not closable. It follows from (4.1) and (4.2) that
Again from Proposition 3.2 one obtains (Tsing) − = dom A × span {ϕ}.
In particular, if the operator A is singular, then its perturbation by the bounded operator B = 0 is singular if and only if ran B = span {ϕ}.
Example 8.4. Let A be a bounded operator in a Hilbert space H with domain dom A, let R be a not necessarily closed subspace of H, and define the linear relation T by
It is not difficult to see that
since A is a bounded operator, cf. (2.4) and (2.5). Now this identity implies that mul T = R − . Hence
It follows from Proposition 3.2 that
Note that T is maximally singular if and only if R is dense in H. If in this example A is the null operator on D = dom A, then T reduces to the Cartesian product
which is a singular relation.
An approach via adjoint relations
There is another approach to the decomposition results in Section 4. It is based on a description of the domains of the adjoints of Treg and Tsing. First a general characterization result will be described.
Let T be a linear relation from a Hilbert space H to a Hilbert space K. The following lemma gives a description of dom T * . Clearly, by inverting the linear relation, a similar result can be obtained for the description of ran T * . This latter description goes back to [24] in the case of bounded linear operators (see also [5] ) and to [22] for densely defined operators; the present version can be found in [6] , the proof is presented here for completeness. The orthogonal decomposition of a closed linear relation K into an operator part and a multivalued part is already assumed here (see Proposition 4.4):
where In this case the smallest Cg satisfying (9.2) is Cg = g ′ H with {g, g ′ } ∈ T * and g ′ ∈ dom T , i.e., Cg = (T * )sg H .
Proof. First assume that g ∈ dom T * . Then {g, g ′ } ∈ T * for some g ′ ∈ H and by the definition of the adjoint T * one obtains for every {f, f ′ } ∈ T :
H , so that one can take Cg = g ′ H in (9.2).
Conversely, assume that g ∈ K satisfies the estimate (9.2). Define the linear relation Lg in H ⊕ C by Lg :=˘{f, (f ′ , g) K } : {f, f ′ } ∈ T¯.
Then it follows from (9.2) that Lg is single-valued, since f H = 0 implies (f ′ , g) K = 0. Hence, Lg is (the graph of) a single-valued bounded linear functional defined on dom T . Therefore, it has a continuationLg from dom T into C with the same norm ( L g ≤ Cg). By the Riesz Representation Theorem there exists g ′ ∈ dom T with g ′ H = L g , such thatL g f = (f, g ′ ) H for all f ∈ dom T.
Therefore (f ′ , g) K = (f, g ′ ) H holds for every {f, f ′ } ∈ T , so that {g, g ′ } ∈ T * . In particular, g ∈ dom T * . The last statement is clear from the given arguments and the definition of the orthogonal operator part (T * )s of T * , cf. (9.1).
Let T be a linear relation from a Hilbert space H to a Hilbert space K and let the regular and singular parts Treg and Tsing of T be as defined in (4.1) Clearly, the following equivalence is a consequence of (9.5):
or, equivalently, (9.6) dom (Treg) * ∩ dom T * = dom T * .
Furthermore it follows from (9.5) that (9.7) mul T ⊂ dom (Treg) * .
Since mul T ⊕ dom T * = K, the first identity in (9.3) is obtained from (9.6) and (9.7). In addition, by the second statement in Lemma 9.1 g ∈ ker T * (= ker (T * )s) if and only if the smallest constant in (9.2) is Cg = 0. Therefore, if follows from (9.5) that (9.8) ker (Treg) * ∩ dom T * = ker T * and mul T ⊂ ker (Treg) * , which proves the second identity in (9.3). Likewise, it follows from the definition of Tsing in (4.2) and from Lemma 9.1 that (9.9) g ∈ dom (Tsing) * ⇔ |(f ′ , P g)| ≤ Cg f , {f, f ′ } ∈ T.
Clearly, the following equivalence is a consequence of (9.9):
g ∈ dom (Tsing) * ∩ mul T ⇔ g ∈ dom T * ∩ mul T .
Observe that dom T * ∩ mul T = {0}, which shows that (9.10) dom (Tsing) * ∩ mul T = {0}.
Furthermore it follows from (9.9) that (9.11) dom T * = (mul T ) ⊥ ⊂ ker (Tsing) * ⊂ dom (Tsing) * Since mul T ⊕ dom T * = K, the equalities in (9.4) follow from (9.10) and (9.11).
The results in Proposition 9.2 immediately give the main result in Section 4, see Theorem 4.1. For instance, according to (9.3) dom (Treg) * = dom T * ⊕ mul T = K, and thus Treg is regular by Proposition 3.1. Also the first equality in (9.4) shows that Tsing is singular by part (ii) of Proposition 3.2.
