Abstract We propose a first order interior point algorithm for a class of nonLipschitz and nonconvex minimization problems with box constraints, which arise from applications in variable selection and regularized optimization. The objective functions of these problems are continuously differentiable typically at interior points of the feasible set. Our algorithm is easy to implement and the objective function value is reduced monotonically along the iteration points. We show that the worst-case complexity for finding an scaled first order stationary point is O( −2 ). Moreover, we develop a second order interior point algorithm using the Hessian matrix, and solve a quadratic program with ball constraint at each iteration. Although the second order interior point algorithm costs more computational time than that of the first order algorithm in each iteration, its worst-case complexity for finding an scaled second order stationary point is reduced to O( −3/2 ). An scaled second order stationary point is an scaled first order stationary point.
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Introduction
In this paper, we consider the following optimization problem:
where H ∈ R n → R is continuously differentiable, ϕ : R + → R is continuous and concave, λ > 0, 0 < p < 1, b = (b 1 , b 2 , . . . , b n )
T with b i > 0, i = 1, 2, . . . , n. Moreover, ϕ is continuously differentiable in R ++ and ϕ(0) = 0. Without loss of generality, we assume that a minimizer of (1) exists and min Ω f (x) ≥ 0.
Problem (1) is nonsmooth, nonconvex, and non-Lipschitz, which has been extensively used in image restoration, signal processing and variable selection; see, e.g., [8, 11, 13, 19] . The function H(x) is often used as a data fitting term, while the function
) is used as a regularization term. Numerical experiments indicate these type of problems could be solved effectively for finding a local minimizer or stationary point. But little theoretical complexity or convergence speed analysis of the problems is known, which is in contrast to complexity study of convex optimization in the past thirty years.
There were few results on complexity analysis of nonconvex optimization problems. Using an interior-point algorithm, Ye [17] proved that an scaled KKT or first order stationary point of general quadratic programming can be computed in O( −1 log( −1 )) iterations where each iteration would solve a ball-constrained or trust-region quadratic program that is equivalent to a simplex convex quadratic minimization problem. He also proved that, as → 0, the iterative sequence converges to a point satisfying the scaled second order necessary optimality condition. The same complexity result was extended to linearly constrained concave minimization by Ge et al. [10] .
Cartis, Gould and Toint [2] estimated the worst-case complexity of a first order trust-region or quadratic regularization method for solving the following unconstrained nonsmooth, nonconvex minimization problem min x∈R n Φ h (x) := H(x) + h(c(x)), where h : R m → R is convex but may be nonsmooth and c : R n → R m is continuously differentiable. They show that their method takes at most O( −2 ) steps to reduce the size of a first order criticality measure below , which is the same in order as the worst-case complexity of steepest-descent methods applied to unconstrained, nonconvex smooth optimization. However, f in (1) cannot be defined in the form of Φ h .
Garmanjani and Vicente [9] proposed a class of smoothing direct-search methods for the unconstrained optimization of nonsmooth functions by applying a direct-search method to the smoothing functionf of the objective function f [3] . When f is locally Lipschitz, the smoothing direct-search method [9] took at most O(− −3 log ) iterations to find an x such that ∇f (x, µ) ≤ and µ ≤ , where µ is the smoothing parameter. When µ → 0,f (x, µ) → f (x) and ∇f (x, µ) → v with v ∈ ∂f (x).
Recently, Bian and Chen [1] proposed a smoothing sequential quadratic programming (SSQP) algorithm for solving the following non-Lipshchitz unconstrained minimization problem
At each step, the SSQP algorithm solves a strongly convex quadratic minimization problem with a diagonal Hessian matrix, which has a simple closedform solution. The SSQP algorithm is easy to implement and its worst-case complexity of reaching an scaled stationary point is O( −2 ). Obviously, the objective functions f of (1) and f 0 of (2) are identical in R n + . Moreover, f is smooth in the interior of R n + . Note that problem (2) includes the l 2 -l p problem
as a special case, where A ∈ R m×n , c ∈ R m , and p ∈ (0, 1). In this paper, we analyze the worst-case complexity of interior point methods for solving problem (1) . We propose a first order interior point algorithm with the worst-case complexity for finding an scaled first order stationary point being O( −2 ), and develop a second order interior point algorithm with the worst-case complexity of it for finding an scaled second order stationary point being O( −3/2 ). Our paper is organized as follows. In Section 2, a first order interior point algorithm is proposed for solving (1), which only uses ∇f and a Lipschitz constant of H on Ω and is easy to implement. Any iteration point x k > 0 belongs to Ω and the objective function is monotonically decreasing along the generated sequence {x k }. Moreover, the algorithm produces an scaled first order stationary point of (1) in at most O( −2 ) steps. In Section 3, a second order interior point algorithm is given to solve a special case of (1), where H is twice continuously differentiable, ϕ := t and Ω = {x : x ≥ 0}. By using the Hessian of H, the second order interior point algorithm can generate an interior scaled second order stationary point in at most O( −3/2 ) steps. Throughout this paper, K = {0, 1, 2, . . .}, I = {1, 2, . . . , n}, I b = {i ∈ {1, 2, . . . , n} : b i < +∞} and e n = (1, 1, . . . , 1)
and diag(x) = diag(x 1 , x 2 , . . . , x n ). For two matrices A, B ∈ R n×n , we denote A B when A − B is positive semi-definite.
First Order Method
In this section, we propose a first order interior point algorithm for solving (1) , which uses the first order reduction technique and keeps all iterates x k > 0 in the feasible set Ω. We show that the objective function value f (x k ) is monotonically decreasing along the sequence {x k } generated by the algorithm, and the worst-case complexity of the algorithm for generating an interior scaled first order stationary point of (1) is O( −2 ), which is the same in the worst-case complexity order of the steepest-descent methods for nonconvex smooth optimization problems. Moreover, it is worth noting that the proposed first order interior point algorithm is easy to implement, and computation cost at each step is little.
Throughout this section, we need the following assumptions. Assumption 2.1: ∇H is globally Lipschitz on Ω with a Lipschitz constant β.
Specially, when I b = ∅ we choose β such that β ≥ max i∈I b 1 bi and β ≥ 1. Assumption 2.2: For any given x 0 ∈ Ω, there is R ≥ 1 such that sup{
Ax − c 2 , Assumption 2.1 holds with β = A T A . Assumption 2.2 holds, if Ω is bounded or H(x) ≥ 0 for all x ∈ Ω and ϕ(t) → ∞ as t → ∞ .
First Order Necessary Conditions
Note that for problem (1), when 0 < p < 1, the Clarke generalized gradient of ϕ(|s| p ) does not exist at 0. Inspired by the scaled first and second order necessary conditions for local minimizers of unconstrained non-Lipschitz optimization in [5, 6] , we give the scaled first and second order necessary condition for local minimizers of the constrained non-Lipschitz optimization (1) in this section. Then, for any ∈ (0, 1], the scaled first order and second order necessary stationary point of (1) can be deduced directly.
First, for > 0, an global minimizer of (1) is defined as a feasible solution 0 ≤ x ≤ b and
It has been proved that finding a global minimizer of the unconstrained l 2 -l p minimization problem (3) is strongly NP hard in [4] . For the unconstrained l 2 -l p optimization (3), any local minimizer x satisfies the first order necessary condition [6] XA
and the second order necessary condition
where
For (1), if x is a local minimizer of (1) at which f is differentiable, then
Although [∇f (x)] i does not exist when x i = 0, one can see that, as
. Similarly, using X as a scaling matrix, if x is a local minimizer of (1), then x ∈ Ω satisfies the scaled first order necessary condition
Now we can define an scaled first order stationary point of (1).
Definition 1 For a given 0 < ε ≤ 1, we call x ∈ Ω an scaled first order stationary point of (1), if there is δ > 0 such that
Definition 1 is consistent with the first order necessary conditions in (6a)-(6b) with = 0. Moreover, Definition 1 is consistent with the first order necessary conditions given in [6] with = 0 for unconstrained optimization.
First Order Interior Point Algorithm
Note that for any x, x + ∈ (0, b], Assumption 2.1 implies that
Since ϕ is concave on [0, +∞), then for any s, t ∈ (0, +∞),
Thus, for any x, x + ∈ (0, b], we obtain
Let Xd x = x + − x. We obtain
We now use the reduction idea to solve the constrained non-Lipschitz optimization problem (1) . To achieve a reduction of the objective function, we minimize a quadratic function subject to a box constraint at each step when
For any fixed x ∈ (0, b], the objective function in (11) is strongly convex and separable about every element of x, then the unique solution of (11) has a close form as
where For simplicity, we use d k and
Give ∈ (0, 1] and choose
The proposed First Order Interior Point Algorithm is well defined, which means that
Proof We only need to prove that if 0
we have
On the other hand, using d k ≥ − 1 2 e n , we obtain
Lemma 2 Let {x k } be the sequence generated by the First Order Interior Point Algorithm, then the sequence {f (x k )} is monotonely decreasing and satisfies
Moreover, we have
Proof From the KKT condition of (11), the solution d k of quadratic programming (11) satisfies the necessary and sufficient condition as follows
Moreover, from (10), we obtain
Fix
From (15), (16) and (12b), we get
Different from some other potential reduction methods, the objective function is monotonelly decreasing along the sequence generated by the First Order interior Point Algorithm.
Theorem 1 For any ∈ (0, 1], the First Order Interior Point Algorithm obtains an scaled first order stationary point or global minimizer of (1) in no more than O( −2 ) steps.
Proof Let {x k } be the sequence generated by the proposed First Order Interior Point Algorithm. Then
Without loss of generality, we suppose that R ≥ 1.
In the following, we will consider four cases. Case 1:
. From (13), we obtain that
Case 2:
2 .
From (14) , if µ k ∞ ≥ 
Case 3:
2 . From (15), we get
Case 4:
2 . From the first condition in (14), we obtain that
From
e n , we have
Then, we get
By mean value theorem and X k+1 ∞ ≤ R, there is τ ∈ [0, 1] such that
By virtue of µ k ∞ < 1 4β
2 and (20), we obtain
Then, from (14), (20), (22) and (23), we obtain
Fix i ∈ I. We consider two subclasses in this case.
Case 4.1:
On the other hand, when [
Combining with (16) and ν
Then,
Similar to the calculation method in (22) and by [ν k ] i ≥ 0, we obtain
Therefore, from the analysis in Cases 4.1 -4.2, x k+1 is an scaled first order stationary point of (1).
Basing on the above analysis in Cases 1 -3, at least one of the following two facts holds at the kth iteration:
(ii) x k+1 is an scaled first order stationary point of (1).
Therefore, we would produce an global minimizer or an scaled first order stationary point of (1) in at most 32f (x 0 )R 2 β −2 .
Second Order Interior Point Algorithm
In this section, we consider a special case of (1) as follows
where λ and p are defined as in (1) . In this section, we need Assumption 2.2 and the following assumption on H. Assumption 3.1: H is twice continuously differentiable and ∇ 2 H is globally Lipschitz on Ω with Lipschitz constant γ.
We will propose a second order interior point algorithm for solving (27), by using the Hessian of H in the algorithm. We show that the worst-case complexity of the second order interior point algorithm for finding an scaled second order stationary point of (27) is O(
2 ). Comparing with the first order interior point algorithm proposed in Section 2, the worst-case complexity of the second order interior point algorithm is better and the generated point satisfies stronger optimality conditions. However, a quadratic program with ball constraint has to be solved at each step, which may be nonconvex.
Second Order Necessary Condition for (27)
Besides the scaled second order necessary condition for unconstrained l 2 − l p optimization given in [6] , Chen, Niu and Yuan [5] present a scaled second order necessary condition and a scaled second order sufficient condition for more general unconstrained non-Lipschitz optimization. Based on these scaled necessary conditions in [5, 6] , we define a second order necessary condition for (27).
First, if x is a local minimizer of (27), then x ∈ Ω must satisfy (i) X∇f (x) = 0; (ii) X∇ 2 f (x)X 0.
For i ∈ I, note that when x i = 0, then X ii = 0 and
Now we give the definition of the scaled second order stationary point of (27) as follows.
Definition 2 For a given ε ∈ (0, 1], we call x ∈ Ω an scaled second order stationary point of (27), if
Definition 2 is consistent with the scaled second order necessary conditions given above when = 0. Moreover, Definition 2 is consistent with the scaled second order necessary conditions given in [6] for unconstrained optimization.
Second Order Interior Point Algorithm
From Tayler expansion, for any x, x + ∈ Ω, Assumption 3.1 implies that
Similarly, for any t, s ∈ R ++ ,
Thus, for any x, x + ∈ int(Ω), we obtain
which can also be expressed by
Since
Combining this estimation with
In this section, we minimize a quadratic function subject to a ball constraint. For a given ∈ (0, 1] and x ∈ int(Ω), at each iteration, we solve the following problem
where ϑ = From the KKT condition of (34), the solution d x of (34) satisfies the necessary and sufficient conditions as follows
In this case, (34) is a convex quadratic programming with ball constraint, which can be solved effectively in polynomial time, see [15] and references therein.
Case 2: X∇ 2 f (x)X has at least one negative eigenvalue. From [14] , the solution d x of (34) satisfies the following necessary and sufficient conditions
In this case, (34) is a nonconvex quadratic programming with ball constraint. However, by the analysis results in [17, 18] , (36a)-(36b) can also be effectively solved in polynomial time with the worst-case complexity O(log(log(1/ ))).
Therefore, we can assume that the subproblem (34) can be solved effectively.
From (35) and (36), if d x solves (34), then
Since X∇ 2 f (x)X + ρ x I n is always positive semi-definite,
and thus
Therefore, from (33), we have
Denote X k+1 = diag(x k+1 ) and X k = diag(x k ). And we also use d k and ρ k to denote d x k and ρ x k for simplicity in this section.
Second Order Interior Point Algorithm
Choose x 0 ∈ int(Ω) and
From the definition of ϑ in (34),
, similar to the analysis in Lemma 1, the Second Order Interior Point Algorithm is also well defined. Let {x k } be the sequence generated by it, then x k ∈ int(Ω). In the following theorem, we will prove that there is κ > 0 such that either f (
k+1 is an scaled second order stationary point of (27).
then the Second Order Interior Point Algorithm produces an global minimizer of (1) in at most O(
and from (35b) and (36b), we obtain
From (38) and (40), we have
which follows that we would produce an global minimizer of (1) in at most 18f (x 0 )(
In what follows, we prove that x k+1 is an scaled second order stationary point of (27) when ρ k <
Proof From (35a) and (36a), the following relation always holds
Thus, there is τ ∈ [0, 1] such that
From Assumption 3.1, we estimate the first term after the inequality in (42) as follows
Then, we consider the second term in (42),
According to Lemmas 3 -5, we can obtain the complexity of the Second Order Interior Point Algorithm for finding an scaled second order stationary point of (27).
Theorem 2 For any ∈ (0, 1], the proposed Second Order Interior Point Algorithm obtains an scaled second order stationary point or global minimizer of (27) in no more than O( −3/2 ) steps. The proposed Second Order Interior Point Algorithm obtains an scaled second order stationary point or global minimizer of (27) in no more than 36f (x 0 ) max{λ 2 R 2p , 8λR p } − 3 2 steps.
Final remarks
This paper proposes two interior point methods for solving constrained nonLipschitz, nonconvex optimization problems arising in many important applications. The first order interior point method is easy to implement and its worst-case complexity is O( −2 ) which is the same in order as the worst-case complexity of steepest-descent methods applied to unconstrained, nonconvex smooth optimization, and the trust region methods and SSQP methods applied to unconstrained, nonconvex nonsmooth optimization [1, 2] . The second order interior method has a better complexity order O(
2 ) for finding an scaled second order stationary point. To the best of our knowledge, this is the first method for finding an scaled second order stationary point with complexity analysis.
Assumptions in this paper are standard and applicable to many regularization models in practice. For example, H(x) = Ax − c 2 and ϕ is one of the following six penalty functions i) soft thresholding penalty function [11, 12] : ϕ 1 (s) = s ii) logistic penalty function [13] : ϕ 2 (s) = log(1 + αs) iii) fraction penalty function [7, 13] Here α and λ are two positive parameters, especially, α > 2 in ϕ 5 (s) and α > 1 in ϕ 6 (s). These six penalty functions are concave in R + and continuously differentiable in R ++ , which are often used in statistics and sparse reconstruction.
