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Abstract
We investigate the behaviour of a family of entropy production functionals as-
sociated to stochastic differential equations of the form
dXs = −∇V (Xs) ds+ b(Xs) ds+
√
2 dWs,
where b is a globally Lipschitz nonconservative vector field keeping the system out
of equilibrium, with emphasis on the large-time limit and then the vanishing-noise
limit. Different members of the family correspond to different choices of boundary
terms. We use techniques from the theory of semigroups and from semiclassical
analysis to reduce the description of the asymptotic behaviour of the functional to
the study of the leading eigenvalue of a quadratic approximation of a deformation
of the infinitesimal generator near critical points of V . Our analysis yields a law of
large numbers and a local large deviation principle which does not depend on the
choice of boundary terms and which exhibits a Gallavotti–Cohen symmetry.
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1 Introduction
The study of reversibility of diffusion processes was pioneered by A.N. Kolmogorov
in [Kol37], with one of its first basic results being that a diffusion
dXs = c(Xs) ds+ σ dWs (1)
on RN with constant diffusion matrix σ > 0 and initial condition X0 ∼ λ is reversible
if and only if there exists a function U such that c = −σσT∇U and λ is the unique
probability measure whose density is proportional to exp(−12U). In all other cases, the
time reversal of the original diffusion is a Markov process which is different from the
original one.
The question whether the reversal of a diffusion is itself a diffusion was explored and
understood in the 1980s, most notably by B. D. O. Anderson [And82] and by E. Pardoux
and U. Haussmann [HP86]. When it is the case, it is natural to ask how distinguish-
able the two diffusions are: this more quantitative question — and its connection with
thermodynamics — is the subject of the present paper. It has a long history in both the
physics and mathematics literature, but we will only give references to the mathemati-
cally rigorous works on the particular aspects we are interested in.
Both the original process observed during the interval [0, t] and its time reversal
give rise to probability measures on a space of continuous functions; let us call them
respectively Pt and Pt ◦ Θ−1t . Using statistical tools to distinguish between these two
measures is called hypothesis testing of the arrow of time in [JOPS12, CJPS20]. To
explore the basic questions in the realm of hypothesis testing, the log-likelihood ratio
SLLRt := log
dPt
d(Pt ◦Θ−1t )
(2)
and its moment-generating function are of great significance; SLLRt is sometimes called
the canonical entropy production functional.
In dimension 2 or 3, the diffusion (1) — called an overdamped Langevin equation —
is naturally interpreted as a small-inertia approximation of the dynamics of a single
particle in the force field c, perturbed by a thermal noise — the matrix σσT is related
to temperature through an Einstein-type relation. Hence, a thermodynamic notion of
entropy production is natural: with b the part of c which is nonconservative, the integral
SWt := 2
∫ t
0
〈(
σσT
)−1
b(Xs), ◦ dXs
〉
(3)
is the work done by the nonconservative force, appropriately rescaled by the tempera-
ture [Kur98, LS99]. When considering several particles, σσT may have different blocks
for different particles, each related to a (possibly different) temperature, and the above
integral can be split into a sum of the corresponding contributions [LS99, MNV03].
One expects SLLRt and S
W
t to be quantities of order t and only differ by an additive
term that depends on the initial and final conditions of the paths. In the present
article, we consider an abstract entropy production functional St corresponding to any
sufficiently well-behaved modification of these so-called boundary terms and study its
behaviour as t → ∞ and then in the limit as σ vanishes. The way in which we take σ
to 0 leaves out some geometric considerations: we consider σ =
√
21 and take the
scalar parameter  to 0. Considering the more general case σ =
√
σ1 for some fixed
positive-definite matrix σ1 has been sacrificed for readability and ease of interpretation
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of the formulas: one can perform a suitable change of variables and carry on with a
similar analysis, but one must then be careful with the physical interpretation. Indeed,
from the physical point of view, the case we look at here corresponds to situations where
the lack of equilibrium comes from a nonconservative driving force and is conceptually
different from situations where the lack of equilibrium comes from an imbalance between
the sources of thermal fluctuations.
The asymptotic behaviour of entropy functionals as t → ∞ at fixed  > 0 was
carried out by L. Bertini and G. Di Gesu` in [BDG15] and by F.Y. Wang, J. Xiong and
L. Xu in [WXX16] under more restrictive technical conditions. For a class of degenerate
linear diffusions, V. Jaksˇic´, C.-A. Pillet and A. Shirikyan have performed a very detailed
analysis of the limit t → ∞ [JPS17]. In [BDG15], the authors also tackled the limit
→ 0 at fixed t > 0 by means of Freidlin–Wentzell theory and then the limit as t→∞
using subadditivity and results on Γ-convergence; also see [RBT00] and [Kur07].
As already discussed by some of these authors, taking t → ∞ first and then  → 0
is physically more natural and was left open. This order is the one taken here, revealing
a different picture than in [BDG15].
In Section 2, we set our assumptions, discuss the basic theory surrounding the time
reversal of the diffusion and rigorously relate (2) to (3) by boundary terms. In Section 3,
we introduce a family of entropic functionals St depending on the choice of boundary
terms. We then give a representation for the moment-generating function χt(α) involving
the chosen boundary term and the compact and irreducible semigroup generated by the
deformation
Λ,α = ∆ + 〈c− 2αb,∇〉 − α(1−α) |b|2 + α 〈b, c− b〉 − α div b
of the generator associated to (1). Relevant spectral properties of Λα,, including domain
technicalities, a Perron–Frobenius-type result for its spectral bound spb(Λα,) and a
result of convergence in the large-time limit for the generated semigroup, are given in
Appendix A.
In Section 4, we study the asymptotics of the moment-generating function as t→∞
for fixed  > 0: we show that
lim
t→∞
1
t
logχt(α) = spb(Λ
α,)
for a set of α which depends on the behaviour of the boundary terms at infinity. Our
set of assumptions is more general than that of [BDG15]: we most notably allow b to
be unbounded; see Assumptions (L0), (L1) and (RB).
If the behaviour at infinity of the boundary terms is suitable — cf. Assuption (IP) —,
we prove a local large deviation principle (ldp):
lim
t→∞
1
t
log P{t−1St ∈ G} = sup
ς∈G
e∗(ς)
for all open sets G close enough to the expectation, where the rate function e∗ is the
Legendre transform in the variable α of spb(Λα,). At this level of generality, the local
nature of the ldp is not merely technical: while we have not focused on enlarging
the interval of validity of the principle as much as technically possible, it is known
that different choices of boundary terms may give rise to different behaviour of the
rate functions far away from the mean; see the pioneering work [vZC03] as well as the
mathematical account [JPS17], where many other references are given.
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In Section 5, we characterise the vanishing of the mean entropy production per unit
time and give detailed information on the rate function e∗ in the case where the diffusion
is linear. In Section 6, we use the linear case and a result in semiclassical analysis proved
in Section 7 to describe the asymptotic behaviour of the rate function e∗ as  → 0 in
the general case. Many properties of the limiting rate function can be deduced from
the behaviour of the deterministic dynamics near the local minima of V . This analysis
requires extra conditions on the behaviour of the vector field near the critical points
of V ; see Assumption (ND).
Acknowledgements. The research of the author is partially supported by the Natural
Sciences and Engineering Research Council of Canada and by the Agence Nationale de
la Recherche through the grant NonStops (ANR-17-CE40-0006). The author wishes to
thank Vojkan Jaksˇic´ and Armen Shirikyan for guidance through the early stages of this
project, as well as Noe´ Cuneo, Alain Joye and Claude-Alain Pillet for comments on
earlier versions of this work.
2 Setup, definitions and preliminary results
We study a stochastic differential equations (sde) in RN of the form
dXs = −∇V (Xs) ds+ b(Xs) ds+
√
2dWs,
where V is a coercive Morse function and b is a nonconservative vector field vanishing
at the critical points of V , and the log-likelihood ratio (2) between the corresponding
path measure and its time reversal. We will explicitly keep track of the dependence on
the initial condition and on  as superscripts for relevant quantities.
Remark 2.1. There is some freedom in decomposing a deterministic drift in the form −∇V+
b. Because this drift may already be provided in a given such decomposition coming from
a physical context, we facilitate the verification our hypotheses by avoiding making the
assumption that this decomposition is in any sense canonical.
2.1 Assumptions on the equation and immediate consequences
Throughout the paper, N ≥ 2 is a fixed natural number and theN -dimensional euclidean
space RN is equipped with the standard inner product 〈 · , · 〉. Let V : RN → R be a
fixed function of class C3 and b : RN → RN a fixed globally Lipschitz vector field of
class C2. We introduce the following assumptions.
Assumption (L0). There exists a positive-definite matrix H0 and a constant K0 such
that
〈∇V (x), H0x〉 ≥ |x|2 −K0
for all x ∈ RN and the function x 7→ |∇V (x)|2− a‖D2V (x)‖ is bounded below for
all values of a ∈ R.
Assumption (L1). There exists a positive-definite matrix Hb and a constant Kb such
that
〈∇V (x)− b(x), Hbx〉 ≥ |x|2 −Kb
for all x ∈ RN .
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Assumption (RB). There exist constants hb ∈ (0,∞) and kb ∈ [0, 12) such that
〈b(x),∇V (x)〉 ≤ kb|∇V (x)|2 and |b(x)|2 ≤ hb|∇V (x)|2
for all x ∈ RN .
Assumption (ND). The critical points of V form a finite set {xj}mj=1 and
detD2V |xj 6= 0
for each j = 1, . . . ,m.
Assumption (L0) yields a Lyapunov structure for the ordinary differential equation
Y˙ = −∇V (Y )
and Assumption (L1) plays the same role for
X˙ = −∇V (X) + b(X).
The relative bounds in Assumption (RB) guarantee that these two deterministic dynam-
ics have the same fixed points, which form a finite set {xj}j∈N and are all nondegenerate
by (ND). The regularity assumptions on V and b are made for simplicity of technical
estimates and can be relaxed if necessary. For example, in the case of V , class C2
with x 7→ D2V |x locally Ho¨lder continuous would only require minor changes to the
proofs in Appendix 7.
The Lyapunov structure for the ordinary differential equations guarantees the exis-
tence and uniqueness of the solution to the sdes{
dY y,s = −∇V (Y y,s ) ds+
√
2dWs,
Y y,0 = y,
(4)
and {
dXx,s = −∇V (Xx,s ) ds+ b(Xx,s ) ds+
√
2dWs,
Xx,0 = x.
(5)
To be more precise, the following consequence of (L1) plays a key role in the proof of
existence and uniqueness in [Kha11, §3.3]. We will also use it throughout the paper.
Lemma 2.2. Suppose that Assumption (L1). Then,
P
{
sup
s∈[0,t]
|Xx,s | ≥ R
}
≤ 〈x,Hbx〉+ 2Kb + 2 trHb
R2 inf spHb
et
for all t ≥ 0, x ∈ RN and R > 0.
Proof. Using (L1), follow the first steps of the proof of Theorem 3.5 in [Kha11, Ch. 3]
with the nonnegative function x 7→ 〈x,Hbx〉+ 2Kb + 2 trHb and c = 1.
The study of (5) is intimately related to partial differential equations involving
Λ,0 := ∆ + 〈−∇V + b,∇〉
and its adjoint. We refer to [Kha11, §3.6] for the general basic relations and to Ap-
pendix A for more precise technical properties of Λ,0 in this specific case.
Finally, let us mention an estimate which — together with the nondegeneracy of
the diffusion matrix — is useful in showing that that there exists a unique stationary
measure λinv for (5); µ

0 for (4).
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Lemma 2.3. Let Hb be as in Assumption (L1). Then, for all 0 > 0, there exist positive
constants c and C such that
inf spHb E|Xx,t |2 ≤ E 〈Xx,t , HbXx,t 〉 ≤ e−ct 〈x,Hbx〉+ C (6)
for all  ∈ (0, 0) and t ≥ 0 and almost all x ∈ RN .
Proof. The first inequality in (6) is immediate from the fact that Hb is positive definite.
Let f : x 7→ 〈x,Hbx〉. By Kolmogorov’s backwards equation — see e.g. Lemma 3.3
in [Kha11, Ch. 3] —, ∂tEfR(X
x,
t ) = Λ
,0EfR(X
x,
t ) for any approximation fR ∈ C2c (RN )
of f . We show in Appendix A that (Λ,0,W 2,2(RN ,dµ0)) generates a strongly continuous
semigroup of bounded linear operators on L2(RN , dµ0). Hence, using basic semigroup
properties — see e.g. Proposition 1.6.ii and Theorem 1.7 in [AGG+86, Ch. A-I] —, we
find
∂tEf(X
x,
t ) = E
[
∆f(Xx,t ) + 〈−∇V (Xx,t ) + b(Xx,t ),∇f(Xx,t )〉
]
for almost all x by an approximation argument. Then, by (L1),
∂tE 〈Xxt , HbXxt 〉 ≤ 2 trHb − 2 〈Xxt , Xxt 〉+ 2Kb
≤ 2 trHb + 2Kb − 2‖Hb‖−1E 〈Xxt , HbXxt 〉
for almost all x and the second inequality in (6) follows from Gro¨nwall’s lemma.
Both λinv and µ

0 possess positive continuous densities with respect to the Lebesgue
measure on RN , denoted “vol” hereafter. Whenever we write “almost everywhere” or
“almost all” without specifying the measure, it is with respect to any of those equivalent
measures. While we do not have a general explicit formula for the density of λinv — decay
and regularity are discussed in Appendix A —, we have
µ0(E) :=
∫
E e
−−1V (x) dx∫
RN e
−−1V (y) dy
(7)
for all Borel subsets E of RN .
2.2 Time reversal and the canonical entropy production functional
Throughout the paper, we use the shorthand Ct for the space C([0, t]; RN ) of continuous
paths in RN over the time interval [0, t]. It is always equipped with the supremum
norm ‖ · ‖∞; the corresponding Borel σ-algebra is denoted Bt.
We denote the distribution of (Xx,s )0≤s≤t in (5) by Px,t . This is a measure on (Ct,Bt).
With a slight abuse of notation, we define Pλ,t as the analogous object but with random
initial condition Xλ,0 ∼ λ (independent of W ) for a probability measure λ on RN . In
other words, Pλ,t is the unique Borel measure on Ct such that∫
Ct
H(γ)Pλ,t (dγ) =
∫
RN
(∫
Ct
H(γ)Px,t (dγ)
)
λ(dx) (8)
for any nonnegative measurable function H : Ct → R.
The measures Qx,t and Qλ,t are defined analagously using (4) i.e. the case b ≡ 0.
We have mentioned in the Introduction that Qλ,t is invariant under time reversal if and
only if λ possesses a density proportional to exp(−−1V ). This is made more precise as
follows. For s ∈ [0, t], let pis : Ct → RN be evaluation map γ 7→ γ(s). The time reversal
is the unique involution Θt : Ct → Ct determined by the relation pis ◦Θt = pit−s.
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Lemma 2.4. Under Assumption (L0), if λ and the Lebesgue measure are mutually
absolutely continuous, then Qλ,t and Qλ,t ◦Θt are mutually absolutely continuous and
log
dQλ,t
d(Qλ,t ◦Θt)
(γ) = log
dλ
dµ0
(γ(0))− log dλ
dµ0
(γ(t))
for Qλ,t -almost all γ ∈ Ct.
Proof. Let Γ be a measurable subset of Ct. Using (8),
Qλ,t (Γ) =
∫
RN
∫
Ct
1Γ(γ)1pi−10 {x}(γ)Q
x,
t (dγ)
dλ
dµ0
(x)µ0(dx)
=
∫
RN
∫
Ct
1Γ(γ)
dλ
dµ0
(pi0γ)1pi−10 {x}(γ)Q
x,
t (dγ)µ

0(dx)
=
∫
Ct
1Γ(γ)
dλ
dµ0
(pi0γ)Qµ0,t (dγ),
that is
Qλ,t (dγ) =
dλ
dµ0
(pi0γ)Qµ

0,
t (dγ).
Now, by the celebrated result of Kolmogorov [Kol37], Qµ0,t = Qµ

0,
t ◦Θ−1t so that
dQλ,t
d(Qλ,t ◦Θt)
=
dQλ,t
dQµ0,t
×
(dQµ0,t
dQλ,t
◦Θt
)
and we conclude the proof using the identity pi0(Θtγ) = pitγ.
The behaviour of Pλ,t under the time reversal Θt is in general more subtle and,
consistently with the intuition from thermodynamics, the dependence of the Radon–
Nikodym derivative is not limited to the initial and final conditions of the path. The
proof we give of the proposition below uses comparison with Qλ,t , as in e.g. [JPS17].
Another possible route is to use the results of [HP86] on the reversal of (Xλ,s )s≥0.
Proposition 2.5. Under Assumptions (L0) and (L1), if λ and the Lebesgue measure
are mutually absolutely continuous, then Pλ,t and Pλ,t ◦ Θ−1 are mutually absolutely
continuous and
log
dPλ,t
d(Pλ,t ◦Θ−1t )
(γ) = log
dλ
dµ0
(γ(0))− log dλ
dµ0
(γ(t)) +
1

∫
〈b(γ), ◦ dγ〉 (9)
for Pλ,t -almost all γ ∈ Ct, where µ0 is defined by (7). Moreover,∫
Ct
(
dPλ,t
d(Pλ,t ◦Θ−1t )
(γ)
)α
Pλ,t (dγ) =
∫
Ct
(
dPλ,t
d(Pλ,t ◦Θ−1t )
(γ)
)1−α
Pλ,t (dγ) (10)
for all α ∈ R for which both sides are finite. Both sides of (10) are log-convex in α.
Before we proceed with the proof, let us briefly clarify the meaning of the ex-
pression (9). On the canonical probability space (Ct,Bt,Pλ,t ), the random variable
W = (Ws)s≥0 defined by
Ws(γ) :=
1√
2
(
γ(s)− γ(0)−
∫ s
0
(−∇V (γ(r)) + b(γ(r))) dr) (11)
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is a Brownian motion, the evaluation map pi0 has distribution λ and is independent
of W , and the canonical process (pis)s≥0 is the unique solution to the sde (5) with
initial condition λ. Hence, (pis)s≥0 is a continuous semimartingale and we allow ourselves
notational shortcuts such as∫
〈b(γ), ◦dγ〉 :=
(∫ t
0
〈b(pis), ◦ dpis〉
)
(γ)
and ∫
〈b(γ),dW (γ)〉 :=
(∫ t
0
〈b(pis),dWs〉
)
(γ),
where the right-hand sides are defined Pλ,t -almost surely according to the usual theory
of Stratonovich and Itoˆ stochastic integration with respect to continuous semimartin-
gales [Pro05, §II.4–II.7].
Proof of Proposition 2.5. Throughout the proof, we omit keeping explicitly track of the
dependence on  in the notation. We first reduce the general case to the technically
easier case where the nonconservative vector field has compact support. For the latter,
we suppose that the reader is familiar with Girsanov’s theorem and related criteria; see
e.g. [Pro05, §III.8]
Once mutual absolute continuity is proved, the symmetry expressed in (10) is an
immediate consequence of the definition of the Radon–Nikodym derivative and the fact
that Θt is an involution. Log-convexity is a consequence of Ho¨lder’s inequality.
Step 1: Reduction to the case where b has compact support. Suppose that the
proposition has been proved in the case where b has compact support. For R ∈ N,
pick a globally Lipschitz vector field bR satisfying |bR(x)| ≤ |b(x)| for all |x| ∈ RN ,
bR(x) = b(x) whenever |x| ≤ R− 1, and bR(x) = 0 whenever |x| ≥ R.
Let Pλt [R] be the path measure associated to the sde with initial condition λ and
drift bR, and let BR denote the cenetered open ball of radius R in Ct. Observe
that BR is invariant under Θt and that
Pλt [R](Γ ∩BR) = Pλt (Γ ∩BR)
for all Borel sets Γ ⊆ Ct; see e.g. the construction in [Kha11, §3.4]. Hence, by
hypothesis, (Pλt ◦Θ−1t )(BR∩ · ) is absolutely continuous with respect to Pλt (BR∩ · )
and
FR(γ) := 1BR(γ)
dλ
dµ0
(γ(0))
dµ0
dλ
(γ(t)) exp
(1

∫
〈bR(γ), ◦ dγ〉
)
is a Radon–Nikodym derivative. Because,
lim
R→∞
Pλt (BR) = 1
by Lemma 2.2, we can deduce that Pλt ◦Θt is absolutely continuous with respect
to Pλt , with a Radon–Nikodym derivative
F (γ) := lim
R→∞
FR(γ).
The fact that F (γ) is strictly positive and equals the right-hand side of (9) follows
from basic properties of the exponential, the absolute-continuity assumption and
the fact that
lim
R→∞
∫
〈bR(γ), ◦ dγ〉 =
∫
〈b(γ), ◦ dγ〉
for all γ ∈ Ct (given γ, take R > ‖γ‖∞).
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Step 2: Proof in the case where b has compact support.
Step 2a: Comparing Pλ,t and Qλ,t . Because b is bounded, Novikov’s condi-
tion is satisfied and the process (Zs)s∈[0,t] defined by the Dole´ans-Dade ex-
ponential
Zs(γ) := exp
( 1√
2
∫ s
0
〈b(γ),dW (γ)〉 − 1
4
∫ s
0
|b(Xλ,r (γ))|2 dr
)
(12)
is a martingale. Hence, by Girsanov’s theorem, the process (ws)s∈[0,t] defined
by
ws(γ) := Ws(γ)− 1√
2
∫ s
0
b(γ(r)) dr (13)
is a Brownian motion with respect to the measure dPt = Zt dQλ,t . Substi-
tuting (13) into (4) and comparing with (5), we deduce that Pt = Pλ,t , that
is
dPλ,t
dQλ,t
(γ) = Zt(γ) > 0.
Step 2b: Comparing Pλ,t and Pλ,t ◦Θ−1t . Combining Lemma 2.4 and Step 2a,
we have
dPλ,t
dPλ,t ◦Θ−1t
(γ) = Zt(γ)
dλ
dµ0
(pi0γ)
dµ0
dλ
(pitγ)
1
Zt(Θtγ)
. (14)
Using the identity
Ws(Θtγ) = −(Wt−s(γ)−Wt(γ)) + 2(pisΘtγ − pitγ)√
2
following from (11) in a sequence of approximations of Zt(Θtγ) by discretisa-
tion of (b ◦ pis)s∈[0,t] using a random partition of [0, t] tending to the identity
in the sense of [Pro05, §II.5], we find∫
〈b(Θtγ), dW (Θtγ)〉 =
∫
〈b(γ),dW (γ)〉 − 2√
2
∫
〈b(γ), ◦ dγ〉 .
Therefore,
log
Zt(γ)
Zt(Θtγ)
=
1

∫
〈b(γ), ◦ dγ〉
and taking the logarithm of (14) gives the proposed formula.
The logarithm of the Radon–Nikodym derivative in Proposition 2.5 is called the
canonical entropy production functional in [JPS17]. We note the following immedi-
ate corollary of Proposition 2.5, the definition (7) of µ0 and well-known properties of
Stratonovich integrals; see e.g. [Pro05, §V.5].
Corollary 2.6. Under Assumption (L0) and (L1), if λ and the Lebesgue measure are
mutually absolutely continuous, then Pλ,t and Pλ,t ◦ Θ−1t are mutually absolutely con-
tinuous and
log
dPλ,t
d(Pλ,t ◦Θ−1t )
(γ) = log
dλ
dvol
(γ(0))− log dλ
dvol
(γ(t)) +
1

∫
〈−∇V (γ) + b(γ), ◦ dγ〉
for Pλ,t -almost all γ ∈ Ct.
9
3 Generalised entropy production functionals
Motivated by the structure revealed in the previous section and by [Kur98, LS99, vZC03,
MNV03, JPS17], we introduce a family of entropy production functionals parametrised
by the choice of boundary terms. Throughout the remainder of the paper, the func-
tion g : RN → (0,∞) is continuous and the initial condition λ is absolutely continuous
with respect to the Lebesgue measure and has finite variance.
3.1 Definition and the weak law of large numbers
Definition 3.1. The entropy production functional associated to the function g is the
function St defined by
St (γ) := log g(γ(0))− log g(γ(t)) +
1

∫
〈b(γ), ◦dγ〉 , (15)
considered as a random variable on Ct with respect to the probability measure Pλ,t .
For α ∈ R, we use
χt(α) :=
∫
Ct
e−αS

t dPλ,t
for the mgf of St in α. We speak of a steady-state functional if the initial condition λ
entering the definition of Pλ,t equals the invariant measure λinv.
Remark 3.2. The choice of −α in the exponent is common in the physics literature and
is made here to facilitate the identification of certain symmetries. Indeed, the symmetry
noted in Proposition 2.5 can be used to deduce χt(1−α) = χt(α) in the case g = dλ/ dµ0.
However, this symmetry at finite t is not expected to hold for a generic choice of g.
This choice also has an incidence on our choice of sign for the Legendre transform in
Sections 4 to 6.
We are mainly interested in the large deviations of St as t → ∞ and then  → 0.
To tackle this problem, we will need additional assumptions on the behaviour of the
boundary term g at infinity. Before we do so, let us state and prove a weak law of large
numbers which holds under minimal assumptions on the decay of the boundary terms.
Proposition 3.3. Suppose that Assumptions (L0) and (L1) are satisfied and let
m :=
∫
RN
(
−1|b|2 − −1 〈b,∇V 〉 ) dλinv + ∫
RN
div b dλinv. (16)
Then, for all δ > 0,
lim
t→∞P
λ,
t
{∣∣∣1
t
St −m
∣∣∣ > δ} = 0. (17)
Proof. The Stratonovich integral in the definition (15) of t−1St can be decomposed as
1
t
∫ t
0
〈b(γ), ◦ dγ〉 = 1
t
∫ t
0
(|b(pisγ)|2 − 〈b(pisγ),∇V (pisγ)〉+ div b(pisγ)) ds
+
√
2
t
∫ t
0
〈b(γ),dW (γ)〉 .
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The integral on the first line of the right-hand is admissible for an application of the
law of large numbers for continuous functions of Xs — see e.g. Theorem 4.2 in [Kha11,
Ch. 4] —, which yields
lim
t→∞P
λ,
t
{∣∣∣1
t
∫ t
0
(|b(pisγ)|2 − 〈b(pisγ),∇V (pisγ)〉+ div b(pisγ)) ds−m∣∣∣ > 15δ} = 0.
The integral on the second line of the right-hand side is a martingale. For integer times,
the hypotheses of the law of large numbers for discrete-time martingales in [Fel66, §VII.8]
are satisfied thanks to the Itoˆ isometry and Lemma 2.3. Hence,
lim
t→∞P
λ,
t
{∣∣∣√2btc
∫ btc
0
〈b(γ), dW (γ)〉
∣∣∣ > 15δ} = 0.
By Chebyshe¨v’s inequality and Itoˆ’s isometry, we have
Pλ,t
{∣∣∣√2btc
∫ t
btc
〈b(γ),dW (γ)〉
∣∣∣ > 15δ} ≤ 50δ2btc2
∫
Ct
∫ t
btc
|b(pisγ)|2 dsPλ,t (dγ),
with the double integral on the right-hand side bounded uniformly in t by Tonelli’s
theorem, Lemma 2.3 and the fact that b is globally Lipschitz.
As for the boundary terms in the definition of t−1St , we note that it is no loss of
generality to assume that g(0) = 1. Then, by positivity and continuity of g, there exists
a monotone family (RM )M>0 of radii properly diverging to +∞ with M such that
g−1
(
[e−M/5, eM/5]
) ⊇ {x ∈ RN : |x| ≤ RM}.
Using this inclusion with M = tδ,
Pλ,t {|t−1 log g(pi0γ)| > 15δ} ≤ Pλ,t {|pi0γ| ≥ Rtδ} = λ{x ∈ RN : |x| ≥ Rtδ}
converges to 0 as t → ∞ because Rtδ → ∞ and the initial condition λ is a probability
measure. Using the same inclusion, Chebyshe¨v’s inequality and Lemma 2.3,
Pλ,t {|t−1 log g(pitγ)| > 15δ} ≤ Pλ,t {|pitγ| ≥ Rδt} ≤
∫ 〈y,Hby〉 λ(dy) + C
R2δt inf spHb
also converges to 0 as t→∞. The proof is then concluded using the triangle inequality
and a union bound.
We see from the formula (16) that the behaviour as  → 0 of the mean entropy
production per unit time m will depend on that of λinv and hence on the Freidlin–
Wentzell quasipotential [VF70, §6–8] associated to the ordinary differential equation,
X˙ = −∇V (X)+b(X). In situations where the quasipotential is proportional to V , more
detailed information can be obtained and points where V attains its global minimum
play a particular role. We will come back to this in Section 6.
3.2 Assumptions on the boundary terms and the initial condition
As mentioned in the Introduction, the ldp at the heart of this article is local. At the
technical level, this is due to the fact that we are able to prove convergence of the
rescaled logarithm of the mgf, t−1 logχt(α), as t → ∞ and then as  → 0 only for
certain values of α.
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In the special case where b is bounded and orthogonal to ∇V , and g ≡ 1, L. Bertini
and G. Di Gesu` have shown convergence as t → ∞ for all α ∈ R, bypassing the type
of assumption we are about to introduce. However, the analysis of the linear case
in [JPS17] shows the intricacies of taking the limit t → ∞ for α /∈ [0, 1] in the case
where b is unbounded, as well as the sensitivity of the limit to the choice of boundary
terms. Subsequently taking the limit → 0 for α outside [0, 1] also comes with its own
technical complications.
To be more precise, a first obstruction to our methods stems from a change of sign
of an auxiliary potential which is central in the study of the limit → 0; see Section 7.
We avoid this by restricting our attention to α in the interval
A :=
⋃
`∈(0,1)
int{α : `14 |∇V (x)|2 − 12 〈b,∇V (x)〉+ α(1− α)|b(x)|2 ≥ 0 for all x ∈ RN}.
One can use (RB) to show that if ` is close enough to 1, then the quantity of interest is
nonnegative for α in an open interval containing [0, 1]; see Lemma A.2. The interval A is
symmetric about α = 12 . Another possible obstruction is the behaviour of the boundary
term g used in the construction of St . We introduce the following technical assumption
and immediately give more tractable sufficient conditions.
Assumption (IP). There exists an open interval I with [0, 1] ⊂ I ⊆ A and such that
the following property holds for all α ∈ I: there exists pα ∈ (1,∞) and `α ∈ (0, 1)
such that
`α
1
pα
(
1− 1pα
)|∇V (x)|2 − 1−2α+αpαpα 〈b(x),∇V (x)〉+ α(1− α)|b(x)|2 ≥ 0, (18)
for all x ∈ RN , and both
gα ∈ Lpα(RN ,dµ0) and dλdµ0 g
−α ∈ Lqα(RN , dµ0), (19)
with 1pα +
1
qα
= 1.
In the case g ≡ 1, we can give a simple condition on the initial condition λ which
is sufficient for Assumption (IP) to hold. The proof elucidates why we leave pα as
a parameter instead of fixing pα = q

α = 2: it is this parameter which allows us to
accomodate measures λ for which dλdµ0
∈ L2−δ(RN ,dµ0) with δ > 0 small, but not
with δ = 0; cf. Lemma A.9.
Lemma 3.4. Suppose that Assuptions (L0), (L1) and (RB) are satisfied and that g ≡ 1.
With kb ∈ [0, 12) as in (RB), if there exists δ ∈ (0, 12) such that the initial condition λ
satisfies
dλ
dµ0
∈ L
1
1−kb−δ (RN , dµ0), (20)
then Assumption (IP) is satisfied.
Proof. For any given p ∈ ( 11−kb , 1kb ), there exists ` ∈ (0, 1) such that condition (18) holds
for all α in an open interval containing [0, 1]; see Lemma A.2. Without loss of generality,
δ > 0 in (20) is small enough that p = 1kb+δ is such a value, but then we have q =
1
1−kb−δ
and (19) with g ≡ 1 reduces to (20).
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In the steady-state canonical case, g = dλ/ dµ0 and λ = λ

inv, (19) is guaranteed to
hold for all α ∈ [0, 1]. Indeed, one can apply Lemma A.9 with some pα close enough
to 2 that (18) holds. However, obtaining (19) outside the interval [0, 1] is in general a
delicate task which, to our knowledge, requires extra assumptions.
Lemma 3.5. Suppose that Assuptions (L1) and (RB) are satisfied, that g = dλ/dµ0
and that the initial condition is λ = λinv. If there exists c−, c+, γ−, γ+ > 0 and a ≥ 2
such that
V (x) ≥ γ−|x|a − c−
and
|∇V (x)|2 ≤ γ2+a2|x|2(a−1) + c+
for all x ∈ RN , then Assumption (IP) is satisfied, uniformly in .
Proof. We will show that there exists a nonempty interval of the form (α−, 0] which
does not depend on  and such that (18) and (19) hold for all α in this interval, with
common p and `. A similar argument can be given to find an interval of the form [1, α+).
Fix p = 2 + δ for some δ > 0 small enough that there exists ` ∈ (0, 1) such that
condition (18) holds for all α in a nonempty interval of the form (αˆ−, 0]. Then, q ∈ (1, 2)
and the second inclusion in (19) for all α in a nonempty interval of the form (α˜−, 0] is
guaranteed by Lemma A.9. Finally, we claim that the fact that(dλinv
dµ0
)α ∈ Lp(RN , dµ0) (21)
for all α in a nonempty interval of the form (α¯−, 0] follows from the work [ABG19]. We
then take α− := max{αˆ−, α˜−, α¯−} to complete the proof.
To establish (21), pick M > 0 such that | 〈b(x), x〉 | ≤ M |x|2 for all x ∈ RN . Com-
bining the upper bound with γ+ and Assumption (RB), we obtain a constant c˜+ such
that
− 14 |∇V (x)|2 + 12 〈b(x),∇V (x)〉 − 12∆V (x)− div b(x) ≥ − 18γ+(1− 2kb)|x|2(a−1)
if |x| is sufficiently large. Set
K :=
1
2a
(
M +
√
M2 + γ+(1− 2kb)
)
.
By Theorem 4.1 in [ABG19] applied to the conjugated Fokker–Planck operator
∆− 〈b,∇〉 − 14 |∇V |2 + 12 〈b,∇V 〉 − 12∆V − div b,
there exists constants C > 0 and r > 0 such that the unique function ϕ
 such that
λinv(dx) = e
−(2)−1V (x)ϕ(x) dx
satisfies
ϕ(x) ≥ Ce−−1K|x|a
whenever |x| > r; also see Lemma A.8. This last inequality can be rewritten as
dλinv
dµ0
(x) ≥ C˜e−(2)−1V (x)e−−1K|x|a
with some C˜ > 0. Using the lower bound in γ−, there exists r˜ > 0 such that(dλinv
dµ0
(x)
)−|β| ≤ C˜−1 exp( |β|
(
1
2
+
K
2γ−
)
V (x)
)
whenever |x| > r˜. We conclude that the claim (21) indeed holds for all α ∈ (α¯−, 0] with
α¯−1− := −p(12 + K2γ− ).
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3.3 A representation for the moment-generating function
Under Assumption (IP), we prove the validity of a commonly used representation of the
mgf χt(α) in terms of a semigroup of operators acting on L
pα(RN ,dµ0) obtained by
deformation of the infinitesimal generator Λ,0 = ∆ + 〈−∇V + b,∇〉 of the semigroup
associated to the sde (5). The proof relies on preliminary results on elliptic operators
collected in Appendix A, based on [AGG+86, Lan97, MPSR05].
Proposition 3.6. Suppose that Assumptions (L0), (L1), (RB) and (IP) are satisfied.
Then, for all α ∈ I, the mgf χt(α) is finite and can be represented as
χt(α) =
∫
RN
g−α
(
etΛ
α,
gα
)
dλ, (22)
where Λ,α is the infinitesimal generator of a semigroup on Lp

α(RN ,dµ0) given by
Λ,αf = ∆f + 〈−∇V + (1− 2α)b,∇f〉 − α(1−α) |b|2f + α 〈b,∇V 〉 f − αf div b, (23)
for all f ∈ C2c (RN ).
Proof. We use an approximation strategy similar to that in the proof of Proposition 2.5
and again omit keeping explicit track of .
Step 1: Reduction to the case where b has compact support. Suppose that the
proposition has been proved in the case where b has compact support. For a gen-
eral b, let (bR)R∈N be a sequence of compactly supported approximations of b as
in the proof of Proposition 2.5. Fix α and set
ΛαR := ∆ + 〈−∆V + (1− 2α)bR,∇〉 − α(1−α) |bR|2 + α 〈bR,∇V 〉 − α div bR
and
Λα := ∆ + 〈−∆V + (1− 2α)b,∇〉 − α(1−α) |b|2 + α 〈b,∇V 〉 − α div b.
It is shown in Appendix A that these operators with domain W2,pα(RN ; dµ0)
generate semigroups on Lpα(RN ; dµ0) if α ∈ A. Hence, in view of (19) and the
definition of I, the right-hand side of (22) is well defined and finite for all α ∈ I.
Therefore, by (8), it suffices to show that
(
etΛ
α
gα
)
(x) = gα(x)
∫
Ct
e−αSt dPxt (24)
for almost all x ∈ RN .
One can show using the isometry between Lpα(RN , dµ0) and L
pα(RN ,dvol) and
the second resolvent identity that
s. r. -lim
R→∞
ΛαR = Λ
α.
Hence, by Theorem 2.16 in [Kat95, Ch. IX],
s. -lim
R→∞
etΛ
α
R = etΛ
α
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on Lpα(RN ,dµ0), which contains g
α by (19) of Assumption (IP). In particular,
there exists a subsequence (Rk)k∈N properly diverging to +∞ such that(
etΛ
α
gα
)
(x) = lim
k→∞
(
e
tΛαRk gα
)
(x)
for almost all x ∈ RN . Hence, by hypothesis,(
etΛ
α
gα
)
(x) = lim
k→∞
(
e
tΛαRk gα
)
(x)
= lim
k→∞
gα(x)
∫
Ct
e−αSt dPxt [Rk]
= gα(x) lim
k→∞
(∫
BRk
e−αSt dPxt [Rk] +
∫
BCRk
e−αSt dPxt [Rk]
)
,
where Pxt [Rk] is the measure on the paths associated to the sde with initial con-
dition x and drift −∇V + bRk , and where BRk denotes the ball of radius Rk in Ct.
Using uniqueness,(
etΛ
α
gα
)
(x) = gα(x) lim
k→∞
(∫
BRk
e−αSt dPxt +
∫
BCRk
e−αSt dPxt [Rk]
)
. (25)
By Lebesgue monotone convergence,
lim
k→∞
∫
BRk
e−αSt dPxt =
∫
Ct
e−αSt dPxt . (26)
Note that this limit must be finite because the left-hand side of (25) is finite,
gα(x) is strictly positive and the integral over the complement of the ball on the
right-hand side of (25) is nonnegative. Because I is open,∫
Ct
e−(α+δα)St dPxt <∞
as well if δ > 0 is small enough. Hence, we may apply Ho¨lder’s inequality with
exponents 1 + δ and (1− (1 + δ)−1)−1 to derive
lim
k→∞
∣∣∣ ∫
BCRk
e−αSt dPxt
∣∣∣
≤ lim
k→∞
∣∣∣ ∫
Ct
e−(α+δα)St dPxt
∣∣∣ 11+δ (1− Pxt [Rk](BRk))1−(1+δ)−1 ,
which is controlled by Lemma 2.2. Using this bound and (26) in (25) yields (24)
and the proof is concluded.
Step 2: Proof in the case where b has compact support. In view of (8), it suf-
fices to show that
gα(x)
∫
Ct
e−αSt dPxt =
(
etΛ
α
gα
)
(x) (27)
for almost all x ∈ RN , where (etΛα)t≥0 is the positivity-preserving semigroup
generated by Λα on Lpα(RN , dµ0). By definition of St, this is equivalent to
gα(x)
∫
Ct
g−α(γ(0))gα(γ(t))e−α
−1 ∫ t
0 〈b(γ),◦ dγ〉 Pxt (dγ) =
(
etΛ
α
gα
)
(x). (28)
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Note that the terms gα(x) and g−α(γ(0)) cancel each other out.
By Lebesgue monotone convergence and continuity of etΛ
α
, it is enough to show
that ∫
Ct
(ηgα)(γ(t))e−α
−1 ∫ t
0 〈b(γ),◦ dγ〉 Pxt (dγ) =
(
etΛ
α
ηgα
)
(x) (29)
for all smooth functions 0 ≤ η ≤ 1 with compact support. We will not keep
this cutoff function η explicitly in the formulas, but we will use theorems that
would generally apply to a continuous compactly supported function g with the
understanding that we can obtain the final result by taking a sequence (ηR)R∈N
converging pointwise to the constant function 1 from below.
Set m(s, x) to be the left-hand side of (28) with t replaced by s ∈ [0, t]. Be-
cause gα ∈ Lp(RN , dµ0) and because the semigroup generated by Λα with domain
W2,p(RN ,dµ0) on L
p(RN ,dµ0) is analytic, e
sΛαgα ∈W2,p(RN ,dµ0) and
∂s(e
sΛαgα) = ΛαesΛ
α
gα
for all s > 0; see e.g. Proposition 1.6.ii in [AGG+86, Ch. A-I]. Hence, (28) becomes
m(t, x) = etΛ
α
gα and, by uniqueness, we need only show that m also satisfies the
partial differential equation{
∂sm(s, x) = (Λ
αm(s, · ))(x), x ∈ RN , s > 0,
m(0, x) = gα(x), x ∈ RN . (30)
A straightforward computation shows that
Λαf = Λ˜f − α(1−α) |b|2f + α 〈b,∇V 〉 f − α(div b)f (31)
where Λ˜ is the infinitesimal generator associated to the deformed sde
dY˜t = −∇V (Y˜t) dt+ (b(Y˜t)− 2αb(Y˜t)) dt+
√
2dWt.
Hence, in view of the Feynman–Kac formula — see e.g. Lemma 3.7 in [Kha11, Ch. 3]
keeping in mind that b is temporarily assumed to be compactly supported —, (30)
will hold if
m(t, x) =
∫
Ct
gα(γ(t))
e
∫ t
0 −
α(1−α)

|b(γ(s))|2+α

〈b(γ(s)),(∇V )(γ(s))〉−α(div b)(γ(s)) dsQ˜xt (dγ).
But it follows from a Girsanov argument similar to that used in the proof of
Proposition 2.4 — recall again that b is temporarily assumed to be compactly sup-
ported — that∫
Ct
gα(γ(t)) exp
(∫ t
0
−α(1−α) |b(γ(s))|2 + α 〈b(γ(s)), (∇V )(γ(s))〉
− α(div b)(γ(s)) ds
)
Q˜xt (dγ)
=
∫
Ct
gα(γ(t)) exp
(∫ t
0
−α(1−α) |b(γ(s))|2 + α 〈b(γ(s)), (∇V )(γ(s))〉
− α(div b)(γ(s)) ds
)
Z˜t(γ)Pxt (dγ),
where Z˜s(γ) := exp(
α√
2
∫ s
0 〈b(γ), dW (γ)〉 − α
2
4
∫ s
0 |b(γ(r))|2 dr). The proof is con-
cluded with a standard Itoˆ calculus computation.
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4 Large deviations in the large-time limit
The quantity
e(α) := sup{Re z : z ∈ sp(Λα,,W2,2(RN ,dµ0))}
for α ∈ A will play a crucial role in our analysis of the large deviations of St . We will
interchangeably refer to this quantity as the leading eigenvalue of Λα, or as spb(Λα,).
Let us first state and prove a lemma concerning its regularity in α at fixed  > 0.
Lemma 4.1. Under Assumptions (L0), (L1) and (RB), the function e is real-analytic
on A.
Proof. Fix α0 ∈ A. The differential operator Λα0, defined by (23) on W2,2(RN ,dµ0) is
closed as an unbounded operator on L2(RN ,dµ0); see Appendix A. For κ ∈ C,
Bα0,(κ) := −2κ 〈b,∇〉 − κ(1−κ−2α0) |b|2 + κ 〈b,∇V 〉 − κ div b
is a relatively bounded perturbation of Aα0,. The relative bound can be made arbitrarily
small by taking |κ| small enough.
Hence, by Theorem 1.1 in [Kat95, Ch. IV], there exists a complex neighbourhood Ω
of α0 such that the differential operator Λ
α, = Λα0,+Bα0,(α−α0) on L2(RN , dµ0) with
domain W2,2(RN , dµ0) is closed for all α ∈ Ω. Moreover, a straightforward estimate
shows that κ 7→ Bα,(κ)f ∈ L2(RN ,dµ0) is holomorphic whenever f ∈W2,2(RN , dµ0).
Hence, for fixed  > 0, {Λα,}α∈Ω is a holomorphic family of type (A) in the sense
of [Kat95, §VII.2.1]. By Proposition A.7, e(α0) is a simple eigenvalue of Λα0, and
can be separated from the rest of sp Λα0, by a simple closed curve. Following [Kat95,
§VII.2.3], the spectrum of (Λα,,W2,2(RN ,dµ0)) is likewise separated into two parts
for α ∈ Ω close enough to α0, and α 7→ e(α) admits an analytic extension to a small
complex neighbourhood of α0.
Lemma 4.2. Under Assumptions (L0), (L1) and (RB),
m = −De(0).
Proof. With the appropriate normalisation, the eigenvector corresponding to the eigen-
value e(0) = 0 is the constant 1 and the corresponding eigenvector of the adjoint (the
Fokker–Planck operator) is obtained from λinv; see the proof of Lemma A.8. Because e

is analytic in 0 and is a simple eigenvalue for all α close enough to 0, the derivative can
be computed using a formula colloquially known as the Hellmann–Feynman formula:
De(0) =
∫
(−2 〈b,∇〉 − −1|b|2 + −1 〈b,∇V 〉 − div b)1 dλinv;
see (2.33) in [Kat95, §II.2.2] and the argument in [Kat95, §VII.1.3].
Proposition 4.3. Suppose that Assumptions (L0), (L1), (RB) and (IP) are satisfied.
Then,
lim
t→∞
1
t
logχt(α) = e
(α) (32)
for all α ∈ I.
17
Proof. Fix α ∈ I and pick p = pα as in (IP). Let ψα, [resp. uα,] be a strictly posi-
tive right [resp. left] eigenvector of Λα, for the eigenvalue e(α) with the properties of
Proposition A.7. By Proposition 3.6, we have∫
Ct
e−αS
λ,
t dPξ,t
=
∫
RN
dλ
dµ0
(x)g−α(x)
(
etΛ
α
gα
)
(x)µ0(dx)
= ete
(α)
(∫
RN
dλ
dµ0
(x)g−α(x)
(
e−te
(α)
etΛ
α
gα − ψ,α(uα,, gα)µ0
)
(x)µ0(dx) + J
α,
)
,
where Jα, is finite, strictly positive and independent of t. Recall that our choice of α ∈ I
satisfying condition (19) guarantees
gα(x) ∈ Lp(RN , dµ0) and dλdµ0 g
−α(x) ∈ Lp(RN , dµ0)∗.
Hence, using Ho¨lder’s inequality and Proposition A.7 to control the difference in the
integrand,
lim
t→∞
1
t
log
∫
Ct
e−αS
λ,
t dPξ,t = e(α).
Remark 4.4. In particular, in this regime, the mean canonical entropy production and
the Chernoff and Hoeffding error exponents for the hypothesis testing of the arrow of
time do not depend on the specific choice of initial distribution λ, as long as it is mutually
absolutely continuous with respect to µ0. Actually, if one is solely interested in this fact,
one only needs the proposition for α ∈ [0, 1] and can therefore relax Assumption (IP).
We refer the reader to [JOPS12, §6], [CJPS20, Ch. I.1].
Corollary 4.5. Under the same assumptions, the function e : A → R is convex and
e(1− α) = e(α)
for all α ∈ A.
Proof. Consider the particular case g ≡ 1 and λ = µ0 and take the appropriate limit in
the second part of Proposition 2.5 using Proposition 4.3.
For ς ∈ {−De(α) : α ∈ A}, set
e∗(ς) := sup
α∈A
(− ας − e(α)). (33)
It is immediate from Corollary 4.5, the symmetry A = 1 − A and the definition of e∗
that
e∗(ς)− e∗(−ς) = −ς (34)
for all ς ∈ {−De(α) : α ∈ A}. Combining Lemma 4.1, Proposition 4.3 and a local
version of the Ga¨rtner–Ellis theorem (see e.g. [JOPP11, §A.2]), we get the following
large deviation result. The symmetry (34) of the rate function e∗ in this ldp is referred
to as the Gallavotti–Cohen symmetry.
Proposition 4.6. Under assumptions (L0), (L1), (RB) and (IP), if E is a Borel set
with cl(E) ⊂ {−De(α) : α ∈ I0}, then
− inf
ς∈int(E)
e∗(ς) ≤ lim inf
t→∞ t
−1 logPt
{
t−1St ∈ E
}
≤ lim sup
t→∞
t−1 logPt
{
t−1St ∈ E
}
≤ − inf
ς∈cl(E)
e∗(ς).
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5 The linear case
We have shown in Section 4 that the large deviations of St can be understood in terms
of the leading eigenvalue e(α) of Λα, and its Legendre transform (33). We devote the
present section to the study of these quantities in the case where we make the additional
assumptions that V is quadratic and b is linear — equivalently V (x) = 12 〈x,D2V x〉 and
b(x) = Dbx. Note that (ND) is then a consequence of (L0), which becomes
D2V > 0. (35)
Assumption (RB) becomes
〈Dbx,D2V x〉 ≤ kb|D2V x|2 (36)
for all x ∈ RN .
The linear case is particularly important for several reasons. First and foremost,
we will see in Sections 6 and 7 that the general case can be reduced to this one in the
limit → 0. Second, linearity makes computations more tractable and allows to give a
characterisation of the vanishing of the mean entropy production per unit time m.
Note that the operator Λα, introduced in (23) is in this case isospectral to the
-independent operator
Qα = ∆ + 〈`B(α) ,∇〉 − qK(α) + 12 trD2V − α trDb (37)
where `B(α) is the auxiliary linear vector field x 7→ B(α)x and qK(α) is the auxiliary
quadratic potential x 7→ 〈x,K(α)x〉, with
B(α) := (1− 2α)Db
and
K(α) := 14(D
2V )2 − 14(DbTD2V +D2V Db) + α(1− α)DbTDb.
To see this, conjugate with the Gaussian weight e−(2)−1V and its inverse and then make
a change of variable x 7→ 1/2x.
Such elliptic operators with quadratic symbols have been fairly well understood since
the seminal work of [Sjo¨74]. Here, inspired by [FS97, JPS17], we emphasise a slightly
different point of view, which relies on the study of the corresponding algebraic Riccati
equation (are)
X2 − 12(B(α))TX − 12XB(α) −K(α) = 0 (38)
for a symmetric matrix X. The general theory of such equations is discussed in [LR95].
Proposition 5.1. For all α ∈ A, the are (38) admits a maximal solution X(α) and
spbQα = − trX(α) + 12 trD2V − α trDb.
Moreover, α 7→ trX(α) defines a real-analytic function on A and we have the identity
trX(α) = −1
2
(
trB(α) −
∑
λ(α)∈spK(α)Ham
|Reλ(α)|
)
(39)
where
K(α)Ham :=
[−12B(α) 1
K(α) 12(B
(α))T
]
. (40)
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Proof. Consider φX(x) := exp(−12 〈x,Xx〉) for some positive-definite matrix X and
compute
(QαφX)(x) = − trX φX(x) + 〈Xx,Xx〉φX(x)− 〈B(α)x,Xx〉φX(x)
− 〈x,K(α)x〉φX(x) + (12 trD2V − α trDb)φX(x).
Note that φX is an eigenvector with eigenvalue − trX + 12 trD2V − α trDb if
R(α,X) := X2 − 12(B(α))TX − 12XB(α) −K(α) = 0. (41)
Because K(α) is positive definite for all α ∈ A, R(α, 0) < 0. Therefore, there exists a
maximal positive-definite matrix X(α) such that R(α,X(α)) = 0, and −X(α) + 12B(α)
is stable [LR95, §9.1]. This argument is valid for all α ∈ A and X(α) is a real-analytic
function of α ∈ A [LR95, §11.3].
In α = 12 , we have R(
1
2 , X) = X
2 −K(1/2) and the square root of K(1/2) clearly is
the maximal solution to the are R(12 , X) = 0. But the trace of this maximal solution
coincides with the smallest eigenvalue of the quantum harmonic oscillator −∆ + qK(1/2) .
Thus, first part of the lemma follows by simplicity and continuity of spbQα. Relations
between the eigenvalues of −X(α) + 12B(α) and those of the matrix (40) are discussed
in [LR95, §8.3].
Remark 5.2. Note that once a Gaussian weight is introduced to define Qα, the method
for obtaining the formula for its leading eigenvalue does not appeal to the fact D2V > 0,
but only to the fact that (D2V )2 > 0.
Proposition 5.3. Under the assumptions of Proposition 4.3 and the additional assump-
tion that V is quadratic and b is linear,
lim
t→∞
1
t
logχt(α) = − trX(α) + 12 trD2V − α trDb, (42)
for all α ∈ A. Moreover,
i. if the matrix Db is not symmetric, then the mean entropy production per unit
time m is strictly positive and independent of  and the rate function e∗ in Propo-
sition 4.6 is strictly convex and independent of ;
ii. if the matrix Db is symmetric, then m = 0.
Proof. Combining Proposition 4.3 and Proposition 5.1 with the fact that
e(α) = spbQα
immediately gives (42). It follows from Corollary 4.5 that e is convex on A and
that e(0) = e(1) = 0. Hence, by analyticity, it will fail to be strictly convex if and only
if it vanishes identically, which is in turn equivalent to e(12) = 0. This last condition
takes the explicit form
tr
√
(D2V −Db)T(D2V −Db) = tr(D2V −Db).
Let A := D2V − Db and |A| :=
√
ATA. We can find orthonormal bases {vi}Ni=1
and {wi}Ni=1 of CN such that A =
∑N
i=1 µivi 〈wi, · 〉 and |A| =
∑N
i=1 µiwi 〈wi, · 〉, where
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{µi}Ni=1 are the singular values of A listed with multiplicity; see e.g. [Sim15, §3.5]. Com-
puting traces in the basis {wi}Ni=1 and using µi ≥ 0, we find that trA = tr |A| implies
〈vi, wi〉 = 1 for each i such that µi 6= 0. Because |wi| = |vi| = 1, 〈vi, wi〉 = 1 implies
wi = vi and we conclude that A = |A|. Of course, A = |A| implies trA = tr |A|.
Since D2V is already symmetric, A = |A| if and only if DbT = Db and all the
eigenvalues of D2V −Db are nonnegative. For the second condition only to fail, we would
need a nonzero vector u and a strictly positive number λ such that (D2V −Db)u = −λu.
Taking an inner product with D2V u in this eigenvalue equation gives
〈Dbu,D2V u〉 = ∣∣D2V u∣∣2 + λ 〈u,D2V u〉 ,
which contradicts (35)–(36).
Note that Case i in Proposition 5.3 occurs if and only if the linear vector field b is
nonconservative; Case ii, if b is conservative. To see this, recall that the Hessian of a
sufficiently regular function is always symmetric and that the gradient of a function of
the form x 7→ 12 〈x,Bx〉 is the linear vector field x 7→ 12(B + BT)x. In view of this, we
will say that a nonlinear vector field b behaves like a gradient near a point x if Db|x is
is symmetric.
6 The rate function in the vanishing-noise limit
We consider the limit  → 0. The main result of this section is the local ldp of Theo-
rem 6.5, but we also discuss the behaviour of the mean entropy production per unit time.
It is reasonable to allow the initial condition λ and the function g to change with — it
is in fact necessary if one wants to study the steady-state canonical entropy production.
We require Assumption (IP) to hold with a certain uniformity in .
Assumption (IPu). There exists an open interval I0 containing 0 and 1, and whose
closure is contained in lim inf→0 I, where I is as in Assumption (IP) with g
replaced with g and λ replaced with λ.
Before we proceed to the general statements and proofs, let us illustrate the main points
with an example.
Example 6.1. Let V be a potential satisfying our general assumptions and suppose
that its global minimum is achieved in a single point xj?. Suppose that b satisfies our
general assumptions, div b ≡ 0 and 〈b,∇V 〉 ≡ 0, and consider the steady-state functional
with g ≡ 1. This is a situation in which one can easily show that λ = λinv = µ0.
At the level of the mean entropy production per unit time, one can show the con-
vergence m → mj?, where mj? is as in Section 5 for the linear problem near xj?. In
particular, we have strict positivity of the limit if and only if b does not behave like a
gradient near xj?. This strict positivity is a key signature of nonequilibrium.
At the level of the fluctuations, the situation is the following. If |α| is small enough,
e(α) → maxj ej(α), where the maximum is taken over indices j corresponding to all
local minima of V and ej is as in Section 5 for the linear problem near xj. Therefore,
with e∗ the Legendre transform of α 7→ maxj ej(α), the rate functions e∗(ς) converge
to e∗(ς) for all ς in an interval Σ. In cases where there is at least one index j′ corre-
sponding to local minimum such that Dej′(0) 6= 0, the interval Σ has nonempty interior.
Hence, as far as the rate of exponential suppression of fluctuations is concerned, there
is no discrimination between the global and local minima of V .
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In cases where there are indices j′ and j′′ corresponding to local minima such that
Dej′(0) 6= Dej′′(0), then ej′ and ej′′ cross in α = 0. Such a crossing necessarily yields a
nondegenerate closed interval strictly contained in Σ on which the rate function e∗ van-
ishes. Hence, by tuning the behaviour of b near the critical points of a potential V with a
single global minimum and other local minima, one can construct examples where limm

lies at either end of this vanishing piece as well as examples where it lies in the interior.
Back to the general case, recall that we have successfully reduced the study of the
rate function to that of the leading eigenvalue e(α) of the deformed generator Λ,α and
its Legendre transform in the variable α. Because
e−(2)
−1V Λ,α(e(2)
−1V f) = ∆f + 〈(1− 2α)b,∇f〉 − 14 |∇V |2f
+ 12 〈b,∇V 〉 f − α(1−α) |b|2f + 12f∆V − αf div b
(43)
for sufficiently regular f , the semiclassical folklore suggests that the quadratic approx-
imations near the zeroes of 14 |∇V |2 − 12 〈b,∇V 〉 + α(1 − α)|b|2 — which coincide with
the critical points of V for α ∈ A— should play an important role as  → 0. While it
is possible that Proposition 6.3 below is known to workers in the field of semiclassical
analysis, we were not able to track a convenient reference and hence provide a complete
proof in Section 7.
Such a quadratic approximation of the deformed conjugated generator near a critical
point xj is of the form treated in Section 5. In view of this analysis, we define
ej(α) := − trX(α)j + tr 12D2V |xj − α trDb|xj , (44)
for α ∈ A, where X(α)j is the maximal solution to the are(
X
(α)
j
)2 − 12(B(α)j )TX(α)j − 12X(α)j B(α)j −K(α)j = 0 (45)
with B
(α)
j := (1− 2α)Db|xj and
K
(α)
j :=
1
4D
2V |TxjD2V |xj − 14(Db|TxjD2V |xj +D2V |TxjDb|xj ) + α(1− α)Db|TxjDb|xj .
We give an example in Figure 1.
Lemma 6.2. Suppose that Assumptions (RB) and (ND) are satisfied. Then, ej(0) ≤ 0
with equality if and only if xj is a local minimum of V .
Proof. One can check directly that 12D
2V |xj is a symmetric solution to (45) with α = 0,
so that X
(0)
j ≥ 12D2V |xj and
ej(0) = − trX(0)j + 12 trD2V |xj ≤ 0. (46)
On the other hand, Assumption (RB) yields that the matrix 0 is a subsolution to (45)
with α = 0, which implies that
X
(0)
j ≥ 0.
If xj is not local minimum, then D
2V |xj is not positive semidefinite by (ND) and the
inequality (46) must be strict.
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Figure 1: We consider a polynomial potential V : R2 → R with a global maximum
in x1 = (x
1
1, 0), a saddle point in x2 = (x
1
2, 0) and a local minimum in x3 = (x
1
3, 0). On
the left: the profile of V for x2 ≡ 0 as well as a nonconservative vector field b which
is stationary in all those critical points superimposed on a contour plot of V . On the
right: e1 and e3 from (44) are plotted as functions of α; e2 lies below the visible region.
Proposition 6.3. Suppose that Assumptions (L0), (L1), (RB) and (ND) are satisfied.
Then, for all α ∈ A,
lim
→0
e(α) = max
j=1,...,m
ej(α). (47)
The convergence is uniform on compact subsets of A. The limit defines a convex and
piecewise real-analytic function e : A → R satisfying the symmetry e(1 − α) = e(α),
and De(α) converges to De(α) for all α in a dense subset of A
Proof. By (43), Proposition 5.1 and Remark 5.2,
max
j=1,...,m
ej(α) = max
j=1,...,m
spbQαj (48)
for all α ∈ A, where Qαj has the form
Qαj := ∆ + 〈`B(α)j ,∇〉 − qK(α)j +
1
2 trD
2V |xj − α trDb|xj . (49)
We postpone the proof of the fact that
lim
→0
e(α) = max
j=1,...,m
spbQαj (50)
to Section 7.
Let J¯ be a compact subset of A. The fact that the convergence is uniform on J¯
and that the derivatives converge on a dense subset are well-known consequences of
convexity. Each ej is real analytic on A by Proposition 5.1. Hence, the difference
between any two ej and ej′ is real analytic and therefore has finitely many zeroes on J¯ ,
or ej ≡ ej′ on A. It is no loss of generality to exclude the second case. There must be at
most finitely many points in J¯ where the maximum in (48) changes index. We conclude
that e is piecewise real analytic.
Proposition 6.3 has the following important consequences. Note that Lemma 6.2 im-
plies that the maximum in Proposition 6.3 must be achieved for an index j corresponding
to a local minimum if α is close enough to 0. Thus, using Lemma 4.2,
min
j loc. min.
mj ≤ lim inf
→0
m ≤ lim sup
→0
m ≤ max
j loc. min.
mj , (51)
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where
mj := −Dej(α)
∣∣
α=0
(52)
for indices j that correspond to local minima of V . The fact that we are not able
to generally strengthen (51) by taking the minimum and maximum only over indices
corresponding to global minimisation of V as in Example 6.1 is a drawback of the freedom
of the decomposition mentioned in Remark 2.1. To see this, consider a potential V with
its global minimum achieved in two points xj? and xj?? . The changes V 7→ V + δ η? and
b 7→ b + δ∇η? for a small positive number δ and a suitable bump function η? centered
at xj? do not change the dynamics nor the validity of the assumptions, but the new
potential does not achieve its global minimum in xj? . Such a freedom is gone if we restrict
are attention to decompositions where the Freidlin–Wentzell quasipotential [VF70] is
proportional to V — as is the case in Example 6.1.
Recall that Proposition 5.3 gives that mj in (52) is nonnegative and equals zero if and
only if Db|xj is symmetric. Therefore, the mean entropy production per unit time m
vanishes as  → 0 if b behaves like a gradient near each local minimum of V . On the
other hand, m is bounded away from 0 as → 0 if there is no local minimum of V near
which b behaves like a gradient. From a thermodynamical point of view, strict positivity
of the mean entropy production per unit time m is a key signature of nonequilibrium.
The nonvanishing of m also ensures that the content of our ldp is nontrivial. Indeed,
the intervals
Σ := lim inf
→0
{−De(α) : α ∈ A}
and
Σ0 := lim inf
→0
{−De(α) : α ∈ I0},
are always nonempty, but could a priori be singletons; strict positivity of m in the limit
 → 0 rules out this possibility. More generally, degeneracy of these intervals is ruled
out whenever there exist a local minimum of V near which b does not behvae like a
gradient.
Proposition 6.4. Suppose that Assumptions (L0), (L1), (RB), (ND) and (IPu) are
satisfied. If E is a Borel set with cl(E) ⊂ int(Σ), then
lim
→0
inf
s∈E
e∗(ς) = inf
s∈E
e∗(ς) (53)
where
e∗(ς) := sup
α∈A
(− ας − e(α))
defines a convex and nonnegative function of ς ∈ Σ.
Proof. The proposition is vacuously true if Σ has empty interior. Let us now consider
that int(Σ) is nonempty. Convexity of e∗ follows from that of e. Since cl(E) ⊂ int(Σ),
Proposition 6.3 ensures that we may pick α1 and α2 in A such that
inf Σ < −De(α1) < inf E ≤ supE < −De(α2) < sup Σ
while
lim
→0
−De(α1) = −De(α1) and lim
→0
−De(α2) = −De(α2).
Then, for any ς ∈ E and  > 0 small enough, we have
−De(α1) < ς < −De(α2).
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Figure 2: In the case of the function e on the left, obtained by taking the maximum
of e1, e2 and e3 in Figure 1, the jump in the derivative from −m3 to −m1 at the origin
causes e∗ to vanish on the interval [m1,m3]. The Legendre transform e∗ is sketched on
the right.
Therefore,
e∗(ς) = sup
α∈A
(− ας − e(α)) = sup
α∈[α2,α1]
(− ας − e(α))
and
e∗(ς) = sup
α∈A
(− ας − e(α)) = sup
α∈[α2,α1]
(− ας − e(α))
for  > 0 sufficiently small. The result thus follows from the uniform convergence of e
to e on the compact interval [α2, α1] in Proposition 6.3.
The interest of Proposition 6.4 of course is that it can be used in conjunction with
the local ldp of Proposition 4.6 for fixed  > 0. The last part of the following theorem
is illustrated by an example sketched in Figure 2.
Theorem 6.5. If Assumptions (L0), (L1), (RB), (ND) and (IPu) are satisfied and E
is a Borel set with cl(E) ⊂ int(Σ0), then
− inf
ς∈int(E)
e∗(ς) ≤ lim
→0
lim inf
t→∞ t
−1 logPt
{
t−1St ∈ E
}
≤ lim
→0
lim sup
t→∞
t−1 logPt
{
t−1St ∈ E
}
≤ − inf
ς∈cl(E)
e∗(ς).
and the function e∗ : Σ0 → [0,∞) is continuous and satisfies the Gallavotti–Cohen
symmetry
e∗(ς)− e∗(−ς) = −ς.
If minj loc. min.mj 6= maxj loc. min.mj, then these two values define a nondegenerate in-
terval in Σ0 on which e∗ vanishes.
Remark 6.6. Recall that the rate function e∗ is the Legendre transform of e, which is in
turn the pointwise maximum among the family {ej}mj=1. Therefore, e∗ can be computed
as the convex hull of the family {(ej)∗}mj=1 of Legendre transforms coming from the
linearised problems near the critical points of V ; see Theorem 16.5 in [Roc70, Pt. III]
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7 Convergence in the proof of Proposition 6.3
We devote this section to proving the semicalssical result at the core of Proposition 6.3,
that is the convergence expressed in (50) for e(α) := spb Λ,α. Our proof of the lower
bound
lim inf
→0
spb(Λ,α) ≥ max
j=1,...,m
spb(Qαj )
uses the Protter–Weinberger characterisation of the spectral bound and follows some
ideas of [BNV94]. The Protter–Weinberger characterisation is a variational principle
which states that
spbQαj = inf
u0
sup
x
(Qαj u)(x)
u(x)
,
where the infimum is taken over all strictly positive function u of class C2, and similarly
for other uniformly elliptic operators; see [PW66, DV75, NP92]. Our proof of the upper
bound
lim sup
→0
spb(Λ,α) ≤ max
j=1,...,m
spb(Qαj )
is inspired by B. Simon’s localisation argument in the self-adjoint case [Sim83], with the
Rayleigh–Ritz principle replaced by the Protter–Weinberger principle.
Let us mention that the selfadjoint case was also covered by B. Helffer and J. Sjo¨strand
in a series of papers starting with [HS84] using different methods. In the non-selfadjoint
case, a collection of similar results are available, even beyond the elliptic case, but under
some extra smoothness and growth conditions; see e.g. [HSS05, HPS13]. Under minimal
regularity assumptions for the quadratic expansion to make sense, W. H. Flemming and
Sh.-J. Sheu proved a similar result in the case of a single minimum; see [FS97].
We fix α ∈ A for the rest of the section and omit the corresponding superscript from
the notation. We show in Appendix A (take p = 2 there) that the spectral properties
of Λ can be deduced from those of the operator
A := ∆ + 〈F,∇〉 − −1W0 −W1
on the space L2(RN , dvol), with domain
D2 := {f ∈W2,2(RN ,dvol) : |∇V |2f ∈ L2(RN , dvol)},
with the auxiliary vector field
F := (1− 2α)b
and the auxiliary potentials
W0 :=
1
4 |∇V |2 − 12 〈b,∇V 〉+ α(1− α)|b|2 and W1 := −12∆V + α div b.
We will use the fact that, F , W0 and W1 are of class C
2, C3 and C1 respectively, but
these assumptions can be slightly relaxed if necessary. With `j(x) := DF |xj (x − xj),
qj(x) :=
1
2 〈x− xj , D2W0|xj (x− xj)〉 and wj := −12 trD2V |xj +α trDb|xj for each index
j = 1, . . . ,m, we set
Qj := ∆ + 〈`j ,∇〉 − −1qj − wj .
This is the best approximation of A near xj which is of the form considered in Section 5.
Its leading eigenvalue admits φj := exp(−(2)−1 〈x− xj , Xj(x− xj)〉) as an eigenvector,
where Xj is positive definite and satisfies the are
X2j − 12DF |TxjXj − 12XjDF |xj = 12D2W0|xj . (54)
26
Note that Qj defined in (49) coincides with Q
1
j and that the leading eigenvalue spbQ

j
is independent of .
Lower bound. If Assumptions (L0), (L1), (RB) and (ND) are satisfied, then
lim inf
→0
spb(A) ≥ max
j=1,...,m
spb(Qj).
Let j ∈ {1, . . . ,m} and K ∈ (0,∞) be arbitrary. Then,
inf
u0
sup
x∈B(xj ,K)
(Qju)(x)
u(x)
= inf
u0
sup
x∈B(xj ,1/2K)
(Qju)(x)
u(x)
,
with the infimum taken over all strictly positive fonctions u of class C2. In view of
Lemma A.6, we may pick a strictly positive eigenfunction ψ for the eigenvalue spb(A)
of A which is of class C2. Hence,
inf
u0
sup
x∈B(xj ,K)
(Qju)(x)
u(x)
≤ sup
x∈B(xj ,1/2K)
(Qj(ψ
)a)(x)
(ψ(x))a
. (55)
Now, by the chain rule and Young’s inequality,
(Qj(ψ
)a)(x)
(ψ(x))a
− a(A
ψ)(x)
(ψ(x))
=
a(Qjψ
)(x)
(ψ(x))
+
a(a− 1)|∇ψ(x)|2
(ψ(x))2
− a(A
ψ)(x)
(ψ(x))
≤ −1|W0(x)− qj(x)|+ |W1(x)− wj(x)|
+
|F (x)− `j(x)||∇ψ(x)|
ψ(x)
− a|1− a||∇ψ
(x)|2
|ψ(x)|2
≤ −1|W0(x)− qj(x)|+ |W1(x)− wj(x)|+ |F (x)− `j(x)|
2
4a|1− a| .
Using the above in (55) and exploiting the regularity of F , W0 and W1, we deduce that
inf
u0
sup
x∈B(xj ,K)
(Qju)(x)
u(x)
≤ a spb(A) + C
(
3r−1 + r +
1
4a(1− a)
4r−1
)
.
for some constant C which is uniform in a and . Taking  → 0 and then a → 1 and
using the Protter–Weinberger principle for the leading eigenvalue, we obtain
spb
(
QjB(xj ,K)
) ≤ lim inf
→0
spb(Λ).
Here, “B(xj ,K)” denotes the restriction to B(xj ,K) with Dirichlet boundary condition.
Taking K →∞ gives the desired lower bound.
Upper bound. If Assumptions (L0), (L1), (RB) and (ND) are satisfied, then
lim sup
→0
spb(A) ≤ max
j=1,...,m
spb(Qj).
Let χ : [0,∞) → [0, 1] be a function of class C2 such that χ(ρ) = 1 for ρ ∈ [0, 1],
χ is strictly decreasing on (1, 4) and χ(ρ) = 0 for ρ ∈ [4,∞). Note that the following
quantity defined for β ∈ [12 , 1) vanishes as β → 1:
γβ := sup
χ(ρ)≥β
|∇χ(ρ)|+ |∆χ(ρ)|.
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In order to focus on small neighbourhoods around the minima of W0, but which yet are
large compared to the width of the eigenfunction φj of Q

j , we fix some
r ∈ (13 , 12)
and set
ηj(x) := χ(
−2r 〈x− xj , Xj(x− xj)〉)
for j = 1, . . . ,m, and
η0(x) := 1−
m∑
j=1
ηj(x).
We consider  ∈ (0, 0) with 0 > 0 small enough to guarantee supp ηj ∩ supp ηj′ = ∅ if
1 ≤ j < j′ ≤ m. We set
f β(x) := κ

βη

0(x) +
m∑
j=1
ηj(x)φ

j(x),
where
κβ := e
−12χ−1(β)2r−1 .
By the Protter–Weinberger principle,
spbA ≤ sup
x∈RN
(Af β)(x)
f β(x)
= max
{
sup
x:η0(x)>1−β
(Af β)(x)
f β(x)
, max
j=1,...,m
{
sup
x:ηj(x)≥β
(Af β)(x)
f β(x)
}}
.
(56)
Using Lemmas 7.2 and 7.3 below in (56) and taking → 0 yields
lim sup
→0
spbA ≤ max
j=1,...,m
β spbQj + (β
−1 − β)|wj |+ Cγβ
for some positive constant C independent of β. Because β ∈ [12 , 1) was arbitrary and
both γβ → 0 and β−1 − β → 0 as β → 1, we conclude that
lim sup
→0
spbA ≤ max
j=1,...,m
spbQj .
Before we state and prove Lemmas 7.2 and 7.3 to conclude the proof of the upper bound,
let us give a collection of bounds which follow from the observation that ηj(x) ≥ β if
and only if φj(x) ≥ κβ.
Lemma 7.1. There exists a constant C with the following property:
i. if η0(x) > 1 − β, then 0 <
φj(x)
fβ(x)
<
κβ
fβ(x)
< 11−β and 
r|∇ηj(x)| + 2r|∆ηj(x)| ≤ C
for each j ∈ {1, . . . ,m};
ii. if ηj(x) ≥ β, then 0 ≤
κβ
fβ(x)
≤ 1 ≤ φ

j(x)
fβ(x)
≤ 1β and r|∇ηj(x)|+ 2r|∆ηj(x)| ≤ Cγβ.
Lemma 7.2. There exists strictly positive constants C and δ such that
sup
x:η0(x)>1−β
(Af β)(x)
f β(x)
≤ −(1− β)δ2r−1 + C
for all  ∈ (0, 0) and all β ∈ [12 , 1).
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Proof. Let x such that η0(x) > 1 − β be arbitrary. Throughout the proof, the big O
notation refers to constants that are uniform in x,  and β. We compute
∇f β(x) = κβ∇η0(x) +
m∑
j=1
φj(x)∇ηj(x)− −1ηj(x)φj(x)Xj(x− xj), (57)
∆f β(x) = κ

β∆η

0(x) +
m∑
j=1
φj(x)∆η

j(x) + 2
−1 〈φj(x)Xj(x− xj),∇ηj(x)〉
− −1ηj(x)φj(x) trXj + −2ηj(x)φj(x)|Xj(x− xj)|2.
(58)
Hence, using Lemma 7.1.i and the fact that |F (x)| = O(r) on supp∇η0 and supp∇ηj ,
∆f β(x) + 〈F (x),∇f β(x)〉
f β
=
m∑
j=1
φj(x)η

j(x)
f β(x)
〈x− xj , X2j (x− xj)−XjF (x)〉+O(1).
Using |F − `j | = O(2r) on supp ηj and then the are, we obtain
∆f β(x) + 〈F (x),∇f β(x)〉
f β
= −1
m∑
j=1
φj(x)η

j(x)
f β(x)
qj(x) +O(1).
Using Lemma 7.1.i again,
∆f β(x) + 〈F (x),∇f β(x)〉
f β
≤ −1β
m∑
j=1
1supp ηjqj(x) +O(1). (59)
Substracting
−1W0 +W1 ≥ −1β
( m∑
j=1
1suppη
j
W0
)
+ (1− β)W0 +O(1)
— we have used (L0) and α ∈ A to obtain β−1(1 −∑j 1supp ηj )W0 + W1 ≥ O(1) —
from (59), we obtain
(Af β)(x)
f β(x)
≤ −1
m∑
j=1
β1suppη
j
(x)(qj(x)−W0(x))− −1(1− β)W0(x) +O(1).
Now, because |W0 − qj | = O(3r) on supp ηj , we have
(Af β)(x)
f β(x)
≤ −1βO(3r)− −1(1− β)W0(x) +O(1).
Because W0 ≥ 0 with nondegenerate zeroes precisely in {xj}mj=1, and because the set
{x : ηj(x) < β} excludes a ball of radius of order r around xj , there exists a strictly
positive constant δ > 0 such that W0(x) > δ
2r for all x such that η0(x) > 1− β.
Lemma 7.3. There exists a positive constant C such that
sup
{ηj(x)≥β}
(Af β)(x)
f β(x)
≤ β spbQj + (β−1 − β)|wj |+ C
(
γβ(1 + β
−1)(1 + 1−2r) + 3r−1 + r
)
.
for all  ∈ (0, 0) and all β ∈ [12 , 1).
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Proof. Let x such that ηj(x) ≥ β be arbitrary. In particular, |x−xj | = O(r). Through-
out the proof, the big O notation refers to constants that are independent of x,  and β.
By (57), (58), Lemma 7.1.ii and the fact that |F | = O(r),∣∣∣∣(Af β)(x)f β(x) − η

j(x)(A
φj)(x)
f β(x)
∣∣∣∣ ≤ Cγβ(1 + β−1)(1−2r + 1). (60)
Now, using |F (x)− `j(x)| = O(2r), ∇φj(x)/φj(x) = −1O(r), |W0(x)−qj(x)| = O(3r)
and |W1(x)− wj(x)| = O(r) for x ∈ supp ηj ,
ηj(x)(A
φj)(x)
f β(x)
=
ηj(x)φ

j(x)
f β(x)
(
([Qj − |wj |]φj)(x)
φj(x)
+ |wj |+ −1O(3r) +O(r)
)
.
Because φj is an eigenvector of [Q

j−|wj |] with eigenvalue spbQj−|wj | ≤ 0 and because
the prefactor on the right-hand side lies in the interval [β, β−1] by Lemma 7.1.ii, we have
ηj(x)(A
φj)(x)
f β(x)
≤ β spbQj + (β−1 − β)|wj |+ C(3r−1 + r). (61)
Combining (60) and (61) and using the fact that ηj(x) ≥ β implies |F (x)| = O(r), we
conclude that a bound of the proposed form indeed holds.
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A Properties of the deformed generators
In this appendix, we collect some results from the theory of semigroups applied to partial
differential equations involving elliptic operators of the form
Λ,α := ∆ + 〈−∇V + (1− 2α)b,∇〉 − α(1−α) |b|2 + α 〈b,∇V 〉 − α div b (62)
appearing in Sections 4, 6 and 7 of the paper, similarly as in Appendix A of [BDG15]
(the case where b is bounded). They are deformations of the infinitesimal generator of
the semigroup associated to (5).
We use technical results from the article [MPSR05], Chapter 1 of [Lan97] and
Chapters A-I, C-IV and B-IV of [AGG+86]. Throughout this section, whenever we
refer to V and b, we assume that (L0), (L1) and (RB) hold. Also, we write Lp(RN )
for Lp(RN ,dvol), and similarly for the Sobolev spaces. For the spaces C(RN ) of con-
tinuous functions and Ck(RN ) of k-times differentiable functions, the subscript “0” is
used for “vanishing at infinity”, and “c” for “compactly supported”.
For p ∈ (1,∞), a straightforward computation shows that
e−(p)
−1V Λα,(e(p)
−1V f) = ∆f + 〈Fp,∇f〉 − Ωpf
for all f ∈ C2c (RN ), where
Fp := (
2
p − 1)∇V + (1− 2α)b,
Ωp :=
1
W0 − 1p∆V + α div b
and
W0 :=
1
p(1− 1p)|∇V |2 − 1−2α+αpp 〈b,∇V 〉+ α(1− α)|b|2.
For technical reasons, we need to restrict our attention to a certain α-dependent set of
powers p. We introduce an admissibility condition for the pair (α, p).
Definition A.1. The pair (α, p) ∈ R × (1,∞) is said to be admissible if there exists
` ∈ (0, 1) such that
`1p
(
1− 1p
)|∇V (x)|2 − 1−2α+αpp 〈b(x),∇V (x)〉+ α(1− α)|b(x)|2 ≥ 0
for all x ∈ RN .
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Figure 3: The orange region enclosed in the solid contours is the set of values allowed
in Lemma A.2 computed for (kb, hb) = (0.33, 0.75), (0.33, 1.5) and (0.49, 1.5) — from left
to right.
The next lemma — whose proof follows from straightforward applications of (RB)
and the Cauchy–Schwarz inequality — gives concrete sufficient conditions for admissibil-
ity. These conditions are illustrated in Figure 3.
Lemma A.2. Let kb ∈ [0, 12) and hb ∈ [0,∞) be as in assumption (RB). If
1− 2α+ αp ≥ 0
and either
i. we have α(1− α) ≥ 0 and 1− p−1 − (1− 2α+ αp)kb > 0 or
ii. we have α(1− α) < 0 and 1− p−1 − (1− 2α+ αp)kb − pα(α− 1)hb > 0,
then the pair (α, p) is admissible. In particular, if p is fixed in the interval ( 11−kb ,
1
kb
),
then the pair (α, p) is admissible for all α in an open interval containing [0, 1].
Until further notice, we fix α, p and ` as in the admissibility condition. By Assump-
tion (L0) and the fact that F is globally Lipschitz, there exist c0p and θ ∈ (0, 1) such
that
|divFp| ≤ θ
(
(1− `) 1p(1− 1p)|∇V |2 + c0p
)
. (63)
Set
Up := (1− `) 1p(1− 1p)|∇V |2 + c0p.
Using the same properties again, we may pick κ such that
|Fp| ≤ κU
1
2
p . (64)
Using Assumption (L0) and the admissibility condition, we can pick positive constants cp
and c1p such that
Up ≤ Ωp + cp ≤ c1pUp. (65)
Lemma A.3. Suppose that the pair (α, p) is admissible. Then, the operator
Ap := ∆ + 〈Fp,∇〉 − Ωp − cp
with domain
Dq := {f ∈W2,q(RN ) : Upf ∈ Lq(RN )}
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is closed as an unbounded operator on Lq(RN ) and generates an analytic, compact,
positivity-preserving semigroup on Lq(RN ) for all q ∈ (1,∞). With domain
D∞ := {f ∈ C0(RN ) : f ∈W2,qloc for all q ∈ (1,∞) and ∆f, Upf ∈ C0(RN )},
it is closed as an unbounded operator on C0(R
N ) and generates an analytic, compact,
positivity-preserving semigroup on C0(R
N ).
Proof. For any real number r > 0, by (L0) and Cauchy’s inequality, there exists Cp,r > 0
such that
|∇Up| ≤ 16rU
3
2
p + Cp,r. (66)
The bounds (63)–(66) precisely give hypotheses (H2)–(H5) of [MPSR05]. Therefore,
Theorem 3.4 in [MPSR05] gives that (Ap,D
q) generates a holomorphic positivity-preserving
semigroup on Lq(RN ), and Theorem 4.4 in [MPSR05] gives that (Ap,D
∞) generates a
holomorphic positivity-preserving semigroup on C0(R
N ). Compactness follows from
Proposition 6.4 in [MPSR05].
Lemma A.4. The semigroups in Lemma A.3 coincide on the intersection of their spaces
of definition and are all irreducible (positivity improving) on their respective spaces.
Proof. The first part of the lemma is proved as Lemma 4.3 in [MPSR05]. The second
part follows from the strong maximal principle; see Step 6 in the proof of Lemma A.1
in [BDG15].
Lemma A.5. Suppose that the pair (α, p) is admissible and let
sp := sup{Re z : z ∈ sp(Ap,Dp)}.
Then, sp is a simple isolated eigenvalue and there exist a strictly positive vector ψ˜p ∈ Dp
and a strictly positive functional u˜p on L
p(RN ) such that
lim
t→∞
∥∥e−tspetApf − ψ˜p(u˜p, f)∥∥p = 0 (67)
for all f ∈ Lp(RN ).
Proof. The first part of the lemma is a well-established consequence of irreducibil-
ity, compactness and preservation of positivity; see Theorem 2.1 and Remark 2.2(e)
in [AGG+86, Ch. C-IV].
Lemma A.6. For all f ∈ Cc(RN ), the convergence expressed in (67) holds in the
norm ‖ · ‖q for all q ∈ (1,∞]. Moreover, the vector ψ˜p has a representative which
is strictly positive, twice continuously differentiable, vanishes at infinity and belongs
to Lq(RN ) for all q ∈ (1,∞]. If (α, p) and (α, p′) are both admissible, then sp + cp
conicides with sp′ + cp′.
Proof. By the same argument giving Lemma A.5, there exist a real number s¯p,q, a strictly
positive vector ψ¯p,q ∈ Dq and a strictly positive functional u¯p,q on Lq(RN ) or C0(RN )
such that
lim
t→∞
∥∥e−ts¯p,qetApf − ψ¯p,q(u¯p,q, f)∥∥q = 0 (68)
for all f in Lq(RN ) or C0(R
N ); see Corollary 2.2 in [AGG+86, Ch. B-IV] for q = ∞.
Taking a common nonnegative f ∈ Cc(RN ) \ {0} in both (67) and (68) and using
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Lemma A.4 gives s¯p,q = sp and ψ¯p,q ∝ ψ˜p. Because Ap+cp and Ap′+cp′ are related by a
conjugation which preserves Cc(R
N ), a similar argument also yields that e.g. s¯p,∞ + cp
coincides with s¯p′,∞ + cp′ .
Note that ψ˜2 is in a Ho¨lder space C
1,β(RN ) with β ∈ (0, 1) by a Sobolev embedding.
The approximation method for inferring that ψ˜2 belongs to C
2,β(RN ) via classical inte-
rior Schauder estimates and the maximum principle is carried out in [Lan97, §1.8].
It is proved as part of Theorem 7.4 in [MPSR05] that the isometry f 7→ e(p)−1V f
between the Banach spaces Lp(RN ) and Lp(RN , dµ0) used to introduce Ap maps the
domain Dp to W2,p(RN ,dµ0). Hence, it follows immediately from Lemmas A.3 and A.4
that (Λα,,W2,p(RN , dµ0)) is the generator of an analytic semigroup which is compact
and irreducible, provided that (α, p) is admissible. Also, by Lemmas A.5 and A.6,
e(α) := sup{Re z : z ∈ sp(Λα,,W2,p(RN ,dµ0))}
is indeed independent of p and admits an eigenvector with the properties stated in the
proposition below.
Proposition A.7. Let the pair (α, p) be admissible. Then, e(α) is a simple isolated
eigenvalue of (Λα,,W2,p(RN , dµ0)) and there exists a strictly positive associated eigen-
function ψα, ∈ C2(RN ) ∩W2,p(RN , dµ0) and a strictly positive linear functional uα,
on Lp(RN ,dµ0) such that
lim
t→∞
∥∥e−te(α)etΛα,f − ψα,(uα,, f)µ0∥∥Lp(RN ,dµ0) = 0
for all f ∈ Lp(RN ,dµ0).
Lemma A.8. The measure λinv is of the form
λinv(dx) = e
−(2)−1V (x)ϕ(x) dx
for some strictly positive function ϕ ∈ C20 (RN ) ∩ L2(RN ).
Proof. Consider the operator (A2,D
2) introduced in the case α = 1, that is
A2 = ∆− 〈b,∇〉 − 14 |∇V |2 + 12 〈b,∇V 〉+ 12∆V − div b− c2.
One can show that its adjoint has domain D2 and is given by the formula
A∗2 = ∆ + 〈b,∇〉 − 14 |∇V |2 + 12 〈b,∇V 〉+ 12∆V − c2.
Note that A∗2 just as well satisfies (H1)–(H5) in [MPSR05] and thus generates a semi-
group with the same properties. Note that e−(2)−1V is a strictly positive eigenvector
of (A∗2,D2) with eigenvalue −c2. But it is easy to show by contradiction that spb(A∗2,D2)
is the only eigenvalue of A2 admitting a strictly positive eigenvector. Hence, we have
spb(A2,D
2) = spb(A∗2,D2) = −c2.
Therefore, there exists a strictly positive function φ ∈ C20 (RN )∩L2(RN ) such that
A2φ
 = −c2φ. Then, ρ := e−(2)−1V φ satisfies the stationary Fokker–Planck equation
(∆ + 〈∇V − b,∇〉+ ∆V − div b)ρ = 0,
to which the density of λinv is — up to normalisation — the unique bounded solution;
see e.g. Lemma 4.16 in [Kha11, Ch. 4].
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Lemma A.9. For all β ∈ (0, 2), (dλinv/ dµ0)β ∈ L1(RN , dµ0).
Proof. Set r := 2β−1 and let ϕ be as in Lemma A.8. Then, by Ho¨lder’s inequality,∫
RN
∣∣∣dλinv
dµ0
∣∣∣β dµ0 = ∫
RN
∣∣ϕ∣∣βeβ(2)−1V e−−1V dvol
≤
(∫
RN
∣∣ϕ∣∣βr dvol) 1r(∫
RN
e−
−1(1−r−1)−1(1− 1
2
β)V dvol
)1− 1
r
.
Since βr = 2, the first integral is a power of the L2(RN )-norm of ϕ, which is finite by
Lemma A.8. The second integral is finite because (1− r−1)(1− 12β) is strictly positive
and V satisfies (L0).
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