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Abstract The complexity of Pareto fronts imposes a great challenge on the convergence analysis
of multi-objective optimization methods. While most theoretical convergence studies have addressed
finite-set and/or discrete problems, others have provided probabilistic guarantees, assumed a total
order on the solutions, or studied their asymptotic behaviour. In this paper, we revisit the Tchebycheff
weighted method in a hierarchical bandits setting and provide a finite-time bound on the Pareto-
compliant additive -indicator. To the best of our knowledge, this paper is one of few that establish a
link between weighted sum methods and quality indicators in finite time.
Keywords Multi-objective optimization · Black-box optimization · Derivative-free optimization ·
Finite-time analysis
Problem. This paper is concerned with the Multi-Objective Black-Box Optimization (MOBBO) prob-
lem given a finite number of function evaluations. With n decision variables and m objectives, the
problem has the mathematical form:
(1)
minimize y = f(x) = (f1(x), . . . , fm(x))
where x = (x1, . . . , xn) ∈ X ⊂ Rn
y = (y1, . . . , ym) ∈ Y ⊂ Rm ,
where x is called the decision vector (solution), y is called the objective vector, X is the feasible decision
space, and Y = ×1≤j≤mYj is the reachable objective space, where Yj is the jth-objective space. By
black-box, we mean to say that there is no closed-form expression of f and that its derivatives are
neither symbolically nor numerically available. However, f can be evaluated point-wise, but each
evaluation is typically expensive in terms of computational resources (e.g., time, power, money).
In practice, the objective functions {fj}1≤j≤m are conflictual. Therefore, the problem may have a
set of incomparable optimal solutions: each is inferior to the other in some objectives and superior in
other objectives, inducing a partial order on the set of feasible solutions.
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Related Work. The notion of Pareto-optimality was first introduced in the field of engineering in
1970 [17]. The MOBBO solvers can be broadly classified into generative or preference methods based
on the decision maker’s role. The former does not require any inputs from the decision maker in
solving the problem (only selects solution at the end), whereas preference methods require input from
decision maker at the beginning. The knowledge of decision maker may affect the solution quality
in the preference method with regard to some objectives, but it reduces the complexity in MOBBO
solver. Conventionally, most commonly used MOBBO solvers convert multiple objectives into a single
(or a series of) objective optimization problem [11, 19]. The adaptive scalarization [8] overcomes
the problem of non-uniform distribution of optimal solution and the non-convex Pareto fronts in
scalarizing approaches [6].
With regard to black-box optimization, optimistic algorithms—whose foundations come from the
multi-armed bandit theory [1, 3, 4, 14]—consider partitions of the search space at multiple scales in
search of optimal solutions. These methods enjoy provable finite-time performance and asymptotic
convergence. On the other hand, research works with the Tchebycheff metric have lacked theoretical
guarantees [18]. To this end, this paper aims to bridge the gap in understanding the theoretical
underpinnings of the weighted Tchebycheff method and link the convergence of scalarization methods
to Pareto-compliant quality indicators in a multi-arm bandits setting.
Our Contributions. This paper addresses a class of weighted sum methods for MOBBO problems.
While most of the literature work has established the asymptotic optimality of weighted sum methods
to a single Pareto-optimal solution under certain conditions, our theoretical contributions here are
of two-fold. First, we show that the weighted Tchebycheff problem for Lipschitz MOBBO is as well
Lipschitz. Second, we present a finite-time upper bound on the Pareto-compliant quality indicator of
the approximation set obtained from solving the weighted Tchebycheff problem capturing its conver-
gence to the whole Pareto front. All of this is motivated by the success of the optimism in the face of
uncertainty principle that helps us employ an optimistic method, which we refer to as the Weighted
Optimistic Optimization (WOO) algorithm. The sequential decision-making approach in WOO formulates
the weighted decision space X as a hierarchy of simple bandit problems over subspaces of X and
looks for the optimal solution through X -partitioning search trees. At each step, WOO expands the sub-
space which may contain the optimum. Based on smoothness assumption, the convergence analysis is
presented in finite time and validated empirically using a set of synthetic problems.
Paper Organization. The rest of the paper is organized as follows. First, a brief introduction to
basic concepts in multi-objective optimization is provided, along with the notations and terminology
used through out the paper. Then, we motivate treating the weighted Tchebycheff problem in a
multi-arm bandits setting by proving its smoothness. This is followed by introducing the weighted
optimistic optimization algorithm that exploits the smoothness without the need for its knowledge.
Furthermore, theoretical and empirical analysis of the proposed algorithm is presented. Towards the
end, we conclude with a discussion on potential future research investigations.
1 Formal Background
This section presents basic concepts in multi-objective optimizations. First, the notion of Pareto
dominance is described. Second, approaches to assess the performance of multi-objective solvers are
discussed. Third, we formally define the weighted Tchebycheff problem.
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1.1 Pareto Dominance
An objective vector y1 ∈ Y is more preferable than another vector y2 ∈ Y, if y1 is at least as good as y2
in all objectives and better with respect to at least one objective. y1 is then said to be dominating y2.
This notion of dominance is commonly known as Pareto dominance [16], which leads to a partial order
on the objective space, where we can define a Pareto optimal vector to be one that is non-dominated
by any other vector in Y. Nevertheless, y1 and y2 may be incomparable to each other, because each is
inferior to the other in some objectives and superior in other objectives. Hence, there can be several
Pareto optimal vectors. This concept is presented in the following definitions [10, 20].
Definition 1 (Pareto dominance) The vector y1 dominates the vector y2, that is to say, y1 ≺
y2 ⇐⇒ y1j ≤ y2j for all j ∈ {1, . . . ,m} and y1k < y2k for at least one k ∈ {1, . . . ,m}.
Definition 2 (Strict Pareto dominance) The vector y1 strictly dominates the vector y2 if y1 is
better than y2 in all the objectives, that is to say, y1 ≺≺ y2 ⇐⇒ y1j < y2j for all j ∈ {1, . . . ,m}.
Definition 3 (Weak Pareto dominance) The vector y1 weakly dominates the vector y2 if y1 is not
worse than y2 in all the objectives, that is to say, y1  y2 ⇐⇒ y1j ≤ y2j for all j ∈ {1, . . . ,m}.
Definition 4 (Pareto optimality of vectors) Let yˆ ∈ Y be a vector. yˆ is Pareto optimal ⇐⇒
@y ∈ Y such that y ≺ yˆ. The set of all Pareto optimal vectors is referred to as the Pareto front and
denoted as Y∗. The corresponding decision vectors (solutions) are referred to as the Pareto optimal
solutions or the Pareto set and denoted by X ∗.
Thus, the solution to the MOBBO problem (1) is its Pareto optimal solutions (Pareto front in the
objective space). Practically, MOBBO solvers aim to identify a set of objective vectors that represent
the Pareto front (or a good approximation of it). We refer to this set as the approximation set.
Definition 5 (Approximation set) Let A ⊆ Y be a set of objective vectors. A is called an approxi-
mation set if any element of A does not dominate or is not equal to any other objective vector in A.
The set of all approximation sets is denoted as Ω. Note that Y∗ ∈ Ω.
Furthermore, denote the ideal point (utopian vector) by y∗ def= (miny∈Y∗ y1, . . . ,miny∈Y∗ ym). Likewise,
let us denote the (or one of the) global optimizer(s) of the jth objective function by x∗j , i.e., y
∗
j = fj(x
∗
j ).
Note that x∗j ∈ X ∗. Without loss of generality, we assume that y∗ is the zero vector.
1.2 Performance Assessment for Multi-Objective Optimization Methods
Given two approximation sets A,B ∈ Ω, it is not that easy to tell which set is better, particularly if
their elements are incomparable [20]. In general, two aspects are considered in an approximation set:
i). its distance (the closer the better) to the optimal Pareto front and ii). its diversity (the higher the
better) within the optimal Pareto front. To this end, several quality indicators have been proposed [9].
The quality of an approximation set is measured by a so-called (unary) quality indicator I : Ω → R,
assessing a specific property of the approximation set. Likewise, an l-ary quality indicator I : Ωl → R
quantifies quality differences between l approximation sets [5, 20]. A quality indicator is not Pareto-
compliant if it contradicts the order induced by the Pareto-dominance relations described in Section 1.
One commonly-used quality indicators is the Pareto-compliant additive -indicator, which is defined
formally next.
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Definition 6 (Additive -indicator [20]) For any two approximation sets A,B ∈ Ω, the additive -
indicator I+ is defined as:
(2) I+(A,B) = inf
∈R
{∀y2 ∈ B, ∃y1 ∈ A : y1 + y2}
where y1 + y2 ⇐⇒ y1j ≤  + y2j for all j ∈ {1, . . . ,m}. If B is the Pareto front Y∗ (or a good—in
terms of diversity and closeness to the Pareto front—approximation reference set R ∈ Ω if Y∗ is
unknown) then I+(A,B) is referred to as the unary additive epsilon indicator and is denoted by
I1+(A), i.e., I
1
+(A)
def
= I+(A,Y∗).
In essence, I1+(A) measures the smallest amount  needed to translate each element in the Pareto
front Y∗ such that it is weakly dominated by at least one element in the approximation set A. Note
that I1+(A)
def
= I+(A,Y∗) ≥ 0 as no element in A strictly dominates any element in Y∗. Thus, the
closer I1+(A) to 0, the better the quality of A.
1.3 Weighted Sum Methods
In weighted sum methods, the idea is to assign a non-negative weight value w for each objective and
minimize the weighted sum of the objectives. Denote the element-wise product or Hadamard product of
two vectors a and b of the same dimensionality by ab, and the lp-norm of a vector a by ||a||p, then
weighted sum methods have the mathematical form ||w  |f(x)− z∗|||p. As the focus of this paper is
the weighted Tchebycheff problem, we define it formally next.
Definition 7 (Weighted Tchebycheff problem) Let w ∈ Rm be a non-negative vector, and z∗ ∈ Rm
be a reference point. Then, the weighted Tchebycheff formulation of problem (1) is defined as:
(3)
minimize gw(x) = max
1≤j≤m
wj |fj(x)− z∗j |
= ||w  |f(x)− z∗|||∞
where x = (x1, . . . , xn) ∈ X ⊂ Rn .
Under certain conditions, the solution to problem (3) corresponds to a Pareto-optimal solution of
problem (1). This is stated in the following theorem.
Theorem 1 [13, Theorem 3.4.5]. Let x be a Pareto-optimal solution of problem (1), then there exists a
positive weighting vector w such that x is a solution of the weighted Tchebycheff problem (3) where the
reference point is the utopian objective vector y∗.
Proof. See [13, Page 98]. 
Similar to problem (1), the weighted Tchebycheff problem (3) is black-box but with a single
objective. Therefore, using a computational budget of v(t) function evaluations, we would like to
devise an algorithm that searches the decision space X over t iterations in a sequential decision making
framework, where each sample xk may depend on the previous sampled points and their corresponding
function values {(xi, gw(xi))}1≤i≤k−1. After the final iteration t of the algorithm, we can obtain the
sampled point with the best possible gw value:
(4) x(t) ∈ arg min
1≤i≤v(t)
gw(x
i) .
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Also, with regard to the corresponding multi-objective problem at hand, we can obtain an approxi-
mation set to the Pareto front as the set of the non-dominated sampled points:
(5)
Yt∗ = {f(xi) | i = 1, . . . , v(t) , f(xk) ⊀ f(xi),
∀k = 1, . . . , v(t), k 6= i} ∈ Ω .
2 The Weighted Tchebycheff Problem: A Multi-Armed Bandit View
In the previous section, we formulated the weighted Tchebycheff problem as searching the decision
space in a sequential decision making framework, where the present sample may depend on the previous
observed samples. One popular principle of such framework is the optimism in the face of uncertainty
principle, which suggests following the optimal strategy with respect to the most favorable scenario
among all possible scenarios that are compatible with the obtained observations about the problem
at hand [15]. It has been the main principle in multi-armed bandits settings and was later extended
to many (including infinite) arms under probabilistic or structural (smoothness) assumptions about
the arm rewards. In this section, we approach problem (3) in a multi-armed bandits setting assuming
a structural smoothness. Our smoothness assumption is motivated by the next theorem, which shows
that the Tchebycheff function is Lipschitz-continuous if the corresponding objectives are.
Theorem 2 The Tchebycheff function for an optimization problem with m Lipschitz-continuous objectives
whose constants are {Lj}1≤j≤m, respectively, is also Lipschitz-continuous with the Lipschitz constant being
less than or equal to
√
m ·maxj wjLj .
Proof. As the objectives of the problem are Lipschitz continuous, for any x1 and x2 ∈ X , we have
|fj(x1)− fj(x2)| ≤ Lj ||x1 − x2||2 , j = 1, . . . ,m .
Squaring both sides of the above inequality can be expressed in vector notation as follows.
||f(x1)− f(x2)||22 =
m∑
j=1
L2j ||x1 − x2||22
≤ m ·max
j
L2j ||x1 − x2||22 .
Since the l∞-norm of any vector is bounded by its l2-norm, it follows that
||f(x1)− f(x2)||∞ ≤
√
m ·max
j
Lj ||x1 − x2||2 .(6)
Thus, the absolute difference in the weighted Tchebycheff function gw(x) values at any two vectors
x1 and x2 ∈ X for problem (1) can be bounded as below.
|gw(x1)− gw(x2)| = |||w  |f(x1)− z∗|||∞
− ||w  |f(x2)− z∗|||∞|
≤ ||w  |f(x1)− z∗|
−w  |f(x2)− z∗|||∞ .
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To guarantee Pareto-optimal solutions to problem (1), Theorem 1 suggests that z∗ should be the
utopian vector y∗, which is—without loss of generality—the zero vector based on Section 1.1. There-
fore, we have
|gw(x1)− gw(x2)| ≤ ||w  (f(x1)− f(x2))||∞
≤ ||w||∞||f(x1)− f(x2)||∞
≤ √m ·max
j
wjLj ||x1 − x2||2 .
Therefore, gw’s Lipschitz constant is less than or equal
√
m ·maxj wjLj . 
Theorem 2 established the Lipschitz continuity of the weighted Tchebycheff problem provided that
all objectives are Lipschitz-continuous. This nicely supports our smoothness assumption and justifies
following the optimism in the face of uncertainty principle.
Nevertheless, the aforementioned theorem does not tell us about the quality of problem (7)’s
solution x(t) and its relation to problem (1)’s approximation set Yt∗. Given v(t) function evaluations,
our next theorem upper bounds the quality of the approximation set Yt∗ obtained from all points
sampled in t iterations to solve problem (3) by the best value gw found of these samples.
Theorem 3 I1+(Yt∗) ≤ maxj 1wj gw(x(t)).
Proof. From Definition 7 and (4), the l∞-norms of the weighted objective vectors {||wyi||∞}1≤i≤v(t)
of the sampled points {xi}1≤i≤v(t) are greater than or equal gw(x(t)) (note that the ideal point y∗ is
the zero vector). This suggest that there exists one vector y1 ∈ Yt∗ such that for all vectors y2 ∈ Y∗,
y1 gw(x(t))/minj wj y2 .
Then, it follows from Definition 6 that I1+(Yt∗) ≤ maxj 1wj gw(x(t)). See Figure 1 for pictorial proof
of the above with a bi-objective problem. 
While the former theorem justifies the smoothness assumption, the latter provides a link to ana-
lyze Yt∗ with respect to x(t) The next section—motivated by the two theoretical insights at hand—
presents an optimistic algorithm
3 The Weighted Optimistic Optimization Algorithm
Single-objective continuous optimization problems (such as (3)) can be represented as a structured
bandit problem where the objective value is a function of some arm parameters. To cope with the
infinitely many arms (points in X ), arms can be generated in a hierarchical fashion transforming the
problem from a many-arm bandit to a hierarchy of multi-armed bandits. As shown in Figure 2, one can
use a space-partitioning procedure to iteratively construct finer and finer partitions of the search space
X at multiple depths (scales) h ∈ N0. Formally, at depth h ≥ 0, X can be partitioned into a set of Ph
cells/subspaces Xh,i where 0 ≤ i ≤ Ph − 1 such that
⋃
0≤i≤Ph−1 Xh,i = X . These cells are represented
by nodes of a P -ary tree T , where a node (h, i) represents the cell Xh,i—the root node (0, 0) represents
the entire search space X0,0 = X . A parent node possesses P child nodes {(h + 1, ip)}1≤p≤P , whose
cells form a partition of the parent’s cell Xh,i. The set of leaves in T is denoted as L. Likewise, the set
of leaves at depth h are denoted by Lh. Each cell is has a representative point (state) xh,i ∈ Xh,i at
which the function is evaluated (observed). The sampled values gw(xh,i) are employed optimistically
to guide the tree partitioning.
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Y
f1pxq
f 2
px
q
Y˚
min1ďiďt gwpxiq
minj wj
|
min1ďiďt gwpxiq
minj wj
min1ďiďt gwpxiq
|
min1ďiďt gwpxiq
‚ y1
‚ y2
‚ y3
I1Ô`pYt˚ q ď max
j
1
wj
min
1ďiďt gwpx
iq
Fig. 1 A visual illustration of Theorem 3 in the particular case of minj wj < 1 and v(t) = 3 function evaluations.
There exists at least one objective vector ∈ Yt∗ that lies along the top or right side of Y’s unshaded area (e.g., y1
and y2).
We have proved that gw is Lipschitz-continuous for Lipschitz multi-objective problems. Note that
this smoothness is unknown in general for black-box problem. For this, optimistic methods come to
rescue. Inspired from [14], the pseudo-code of the proposed Weighted Optimistic Optimization (WOO) is
shown in Algorithm 1 WOO grows a tree T over X by expanding at most one leaf node per depth in an
iterative sweep across T ’s depths/levels. At depth h ≥ 0, a leaf node (h, i) with lowest function value is
expanded by partitioning its subspace along one dimension of X . The algorithm inputs/parameters are
listed as follows: i) weighted Tchebycheff function; ii) evaluation budget v; iii) partition factor P ; and
iv) partitioning tree depth hmax(t). The last two parameters contribute to exploration-vs.-exploitation
trade-off.
For better understanding of WOO, a bi-objective optimization problem is selected and Figure 3
shows working of WOO at different stages and approximation of Pareto-front.
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h = 3
•| |(0, 0)
h = 2
•| |(1, 0) • |(1, 1) • |(1, 2)h = 1
•| |(2, 0) • |(2, 1) • |(2, 2) • |(2, 3) • |(2, 4) • |(2, 5) • |(2, 6) • |(2, 7) • |(2, 8)
h = 0
•| |•|•|•|•|•|•|•|•|•|•|•|•|•|•|
(3, 15)
•|
(3, 16)
•|
(3, 17)
•|•|•|•|•|•|•|
(3, 24)
•|
(3, 25)
•|
(3, 26)
•|
X
Fig. 2 Hierarchical bandits partitioning the decision space X with a partition factor of P = 3 in a form of a P -ary
tree, where each node is indexed by its depth h and its order i along the same: (h,i).
Algorithm 1 The Weighted Optimistic Optimization (WOO) Algorithm
Input:
weighted Tchebycheff function gw,
search space X ,
partition factor P ,
evaluation budget v,
partitioning tree depth hmax(t).
Initialization:
t← 1, T1 = {(0, 0)}, Evaluate gw(x0,0).
1: while evaluation budget is not exhausted do
2: νmin ←∞
3: for l = 0 to min{depth(Tt), hmax(t)} do
4: Select (l, o) = arg min(h,i)∈Lt,l g
∗
h,i
5: if g∗l,o < νmin then
6: νmin ← g∗l,o
7: Expand (l, o) into its P child nodes
8: Evaluate (l, o)’s P child nodes by gw
9: Add (l, o)’s child nodes to Tt
10: end if
11: Tt+1 ← Tt
12: t← t+ 1
13: end for
14: end while
15: return Yt∗ = {f(xi) | i = 1, . . . , v(t) , f(xk) ⊀ f(xi) , ∀k = 1, . . . , v, k 6= i}
4 Convergence Analysis
In general, the performance of multi-armed bandit algorithms (strategies) is assessed through the
notion of regret/ loss: the difference between the present strategy’s outcome and that of the optimal
strategy. As our problem of interest is multi-objective, we define a Pareto-compliant regret in terms
of the additive -quality indicator in terms of the obtained approximation set (5) as a function of the
number of iterations as follows.
(7) r(t) = I1+(Yt∗)− I1+({f(arg min
x∈X
gw(x))})
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In the light of (7), the performance of WOO is analyzed two folds. First, a theoretical finite-time
upper bound on the loss (7) is proved. Second, numerical experiments are setup to validate the proven
performance on a set of synthetic bi-objective problems.
4.1 Bounding the Indicator Loss
Building on Theorem 2, we employ the smoothness assumptions used in [4, 14]. Subsequently, WOO’s
exploration of the decision space can be quantified in terms of the near-optimality dimension d [14,
Definition 1]. From that, the following theorem is deduced.
Theorem 4 Given t iterations, let us write h(t) the smallest integer h such that
(8) Chmax(t)
h∑
l=0
δ(l)−d ≥ t ,
where d is the near-optimality dimension and δ(l) is a decreasing sequence in l > 0 that captures gw
smoothness over the hierarchical partitioning {Xh,i}h≥0,0≤i<Ph Then the loss is bounded as
(9) r(t) ≤ max
j
1
wj
δ(min(h(t), hmax(t) + 1)) .
Proof. Based on [14, Theorem 2], the loss in the quality of gw(x(t)) is bounded by δ(h(t), hmax(t)+1),
i.e.,
gw(x(t))−minX gw(x) ≤ δ(h(t), hmax(t) + 1) .
Multiplying both sides by maxj
1
wj
yields
max
j
1
wj
gw(x(t))︸ ︷︷ ︸
≥I1+(Yt∗)
− max
j
1
wj
min
X
gw(x)︸ ︷︷ ︸
≥I1+({f(argminx∈X gw(x))
≤ max
j
1
wj
δ(h(t), hmax(t) + 1) ,
Also, based on Theorem 3, the two terms on the left side are lower bounded by terms under the braces,
respectively. Therefore, the loss r(t) of Eq. (7) can be bounded as follows.
r(t) = I1+(Yt∗)− I1+({f(arg min
x∈X
gw(x))})
≤ max
j
1
wj
δ(h(t), hmax(t) + 1) .

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4.2 Numerical Validation
In this section, the presented finite-time loss bound in Theorem 4 is validated numerically. To this
end, we used the setup described in [2]: a set of synthetic bi-objective (m = 2) problems of the form
(10)
f1(x) = ||x− x∗1||α1∞ ,
f2(x) = ||x− x∗2||α2∞ ,
where X = [−1, 1]n, n ∈ {1, 2}, and (x∗1,x∗2) ∈ {(0,1), (0.21,0.81), (0.47,0.61), (0.57,0.57)} to capture
a range of conflicting objectives. The theoretical bounds (8) and (9) for the problem instances at hand
were coded in Python using the SymPy package [12] and computed as described in [2].
Moreover, the numerical indicator values I1+(Yt∗) (first term of (7)) at each iteration t are com-
puted using a Python implementation of the WOO algorithm using a budget of v = 103 function
evaluations. On the other hand, the second term of (7), I1+({f(arg minx∈X gw(x))}), is computed for
each of the eight problem instances using a budget of v = 5× 105 function evaluations.
Figure 4 presents the theoretical and numerical results obtained on the eight instances of prob-
lem (10). It can be noted that the theoretical measures bound the numerical indicator throughout the
algorithm iterations. Furthermore, the bound gets tighter (closer) on problems of less conflicting ob-
jectives (i = 3 and i = 4). That is, the optimal solutions of the objectives are close from each other in
the decision space —(0.47,0.61), (0.57,0.57), respectively. This is in line with the observation amount
of exploration (the near-optimality dimension’s constant ) grows linearly with the number of optimal
solutions [15]. The code and data of the numerical validation will be made available at the project
website.
5 Conclusion
This paper has established the Lipschitz continuity of the weighted Tchebycheff function of Lipschitz-
continuous multi-objective problems. The derived, yet unknown smoothness motivated formulating
the weighted Tchebycheff problem in a multi-armed bandits setting following the optimism in the
face of uncertainty. As a result, we presented and described the Weighted Optimistic Optimization
algorithm (WOO). WOO looks for the optimal solution by building deterministic hierarchical bandits (in
the form of a space-partitioning tree) over the decision space X .
The presented finite-time analysis has established an upper bound on the Pareto-compliant additive
-indicator value of the approximation set obtained from WOO’s sampled function values as a function of
the number of iterations. Numerical experiments on a set of synthetic problems of varying difficulty and
dimensionality confirmed the theoretical bounds. To the best of our knowledge, this is the first time, a
Pareto-compliant quality indicator is investigated with respect to the weighted Tchebycheff problem
in finite time. Potential future research directions include studying the effect of randomizing the
weighting vector w in a stochastic multi-armed bandits setting.
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After 3 function evaluations
Decision Space Objective Space
x1
x 2
0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
f1
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
f 2
dominated vectors
approximation set
After 10 function evaluations
Decision Space Objective Space
x1
x 2
0.4 0.5 0.6 0.7 0.8 0.9 1.0
f1
0.4
0.5
0.6
0.7
0.8
0.9
1.0
f 2
dominated vectors
approximation set
After 20 function evaluations
Decision Space Objective Space
x1
x 2
0.4 0.5 0.6 0.7 0.8 0.9 1.0
f1
0.2
0.4
0.6
0.8
1.0
f 2
dominated vectors
approximation set
After 200 function evaluations
Decision Space Objective Space
x1
x 2
0.2 0.4 0.6 0.8 1.0
f1
0.0
0.2
0.4
0.6
0.8
1.0
f 2
dominated vectors
approximation set
Fig. 3 A visual illustration of WOO’s sampling and partitioning of the decision space on the Fonseca and Fleming
benchmark problem [7], where X = [−4, 4]2, f1(x) = 1− e−
∑2
i=1(xi− 1√2 )
2
, and f2(x) = 1− e−
∑2
i=1(xi+
1√
2
)2
. The
hierarchical partitioning is performed coordinate-wise in a round-robin fashion across iterations.
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