We prove the existence of a homogenization limit for solutions of appropriately formulated sequences of boundary obstacle problems for the Laplacian on C 1,α domains. Specifically, we prove that the energy minimizers u ε of |∇u ε | 2 dx, subject to u ≥ φ on a subset S ε , converges weakly in H 1 to a limit u which minimizes the energy |∇ū| 2 dx + Σ (u − ϕ) 2 − µ(x)dS x , Σ ⊂ ∂D, if the obstacle set S ε shrinks in an appropriate way with the scaling parameter ε. This is an extension of a result by Caffarelli and Mellet [1], which in turn was an extension of a result of Cioranescu and Murat [3] .
Introduction
In this paper we consider the homogenization of a sequence of boundary obstacle problems. The boundary obstacle problem was used by Duvaut and Lions [4] to describe a semipermeable membrane, that is to say, a membrane which permits fluid to flow in one direction, but not the other. We can think of the obstacle function ϕ(x) as representing the outside pressure or concentration, and S ε as the subset of the boundary which is composed of a semipermeable membrane that permits fluid to flow, S ε being composed of "patches" of boundary, of appropriate size and separation given by ε.
It is natural to ask, as the scaling parameter ε → 0, what the limiting behavior might be. This is the realm of homogenization theory. Caffarelli and Mellet [1] answered this question in the case where S ε lies along a flat portion of the boundary, and consists of patches contained in small balls about points of a lattice εZ n , with the capacity of each patch given by a stationary ergodic process. They found that, the minimizers u ε to the energy functionals
converged to the energy minimizer of a special energy functional
which is the regular energy plus an extra penalty term along Σ, the flat portion of the boundary. Caffarelli and Mellet's result derived from their earlier work on homogenization of an obstacle in the interior of the domain [2] , and used the framework laid down by Cioranescu and Murat [3] . Focardi has analyzed these problems in the context of Γ-convergence and in terms of minimizing a nonlocal fractional order energy on the boundary surface [6] [5] .
In this paper, we consider give conditions on the obstacle sets S ε that are sufficient for there to be a homogenization limit, dispensing with the lattice and allowing them to live on a portion of the boundary that is locally a C 1,α graph. Specifically, we show that so long as a particular measure associated with S ε converges to a surface measure in the appropriate space, the corresponding minimizers converge weakly to the minimizer of an energy with an added term. It is no longer required that each patch be centered on a lattice point (indeed, defining an appropriate lattice on a curved boundary is difficult), merely that each patch be well separated (a distance of about ε) from every other patch, and be contained inside a small ball (specifically, of radius Mε n−1 n−2 for some M). Our method of proof tracks closely with the framework followed by Caffarelli and Mellet [1] . In Section 2, we show that the homogenization result depends on the construction of an appropriate corrector, which is a family of auxiliary functions that captures the effect of the obstacle set on the solution. In section 3, we construct this corrector for the special case of an obstacle T ε consisting of balls centered on points of the boundary, and in section 4 we demonstrate that this corrector can be modified to the more general case of obstacles living on the boundary proper.
The Problem

Statement of the problem
Consider an open bounded C 1,α domain D ⊂ R n , with n ≥ 3, whose boundary is divided into two parts:
where Γ ∩ Σ = ∅. The first part, we call Γ. On the second portion, which we call Σ, there is a subset, known as the obstacle set, S ε ⊂ Σ. We consider the minimizers of the Dirichlet energy
among functions v(x) satisfying Dirichlet conditions on Γ and a boundary obstacle problem on S ε ; we call this set the collection of admissible solutions to the obstacle problem:
There is a natural corresponding set of test functions, which satisfy
The existence of a solution to the boundary obstacle problem is assured by the usual considerations of Hilbert space theory.
To prove our main theorem, we will rely on a model obstacle set, which does not live on the boundary, but close to it. We will then be able to extend our proof from this model set to the general case stated in our problem. This set is constructed as follows:
where the x ε,k are chosen to lie on Σ at a distance of at least 2ε from each other, and the radii of the balls are chosen so that there exist constants c 1 , c 2 , independent of k, ε, so that
where c 1 ≤r ε,k ≤ c 2 . Clearly, the number of such balls is O(ε 1−n ). To each obstacle set, we can assign a corresponding density function µ ε (x) living on D, which is associated with
The model obstacle set can be generalized to arbitrary patches living on Σ, provided certain conditions hold. It is sufficient that each patch be a set of appropriately bounded capacity, which is contained within B M ε n−1 n−2 (x ε,k ) ∩ Σ, where the x ε,k are again points distributed on Σ, at a distance of at least 2ε from each other. We can call this set S ε,k and its capacity is γ ε,k ε n−1 . The overall obstacle is then
The density corresponding to this is
This definition in the case of balls is in accord with the one previously given, up to a constant which depends only on the spatial dimension. We now state our main theorem:
is some density on Σ, then the minimizers u ε ⇀ u 0 in H 1 (D) where u 0 is the minimizer of the energy
among all functions in H 1 (D) satisfying the Dirichlet conditions on Γ. The constant c n depends only on the spatial dimension n.
Here we abuse notation slightly to take H −1 to be the dual space of H, defined as the subspace of H 1 (D) whose trace reduces to 0 on Γ.
Reduce Problem to finding a good corrector
Following Caffarelli and Mellet, we introduce the notion of a corrector function, and demonstrate that the existence of a corrector meeting the appropriate conditions is sufficient to prove Theorem 1. The proofs of this subsection are essentially unchanged from [1] .
Lemma 2. Assume that the obstacle set S ε on the boundary is as defined. Then for each ε there exists a function w ε (x) ∈ H 1 (D) such that the following conditions are satisfied
and for every sequence v ε (x) satisfying
and for any test function φ ∈ C ∞ (D) whose support is bounded away from Γ we have
with equality if v ε = 0 on S ε .
The functions {w ε } are called the corrector, and demonstrating the existence of a corrector satisfying those conditions is the subject of most of the paper. Two auxiliary lemmas are needed before we prove that the existence of such a corrector is sufficient to prove our theorem.
Lemma 3. For any test function
Proof of Lemma 3. Let v ε = 1 − w ε where w ε is the corrector. Then v ε = 0 on T ε , v ε ⇀ 1 weakly in H 1 (D), and thus the result follows trivially from Lemma 2.
Proof of Lemma 4. For an arbitrary function v ∈ H 1 (D) satisfying the Dirichlet conditions on Γ, we consider the function v + (v − ϕ) − w ε , which is admissible for the obstacle problem at scale ε. We evaluate the quantity
If we take the lim inf as ε → 0, we can take advantage of the fact that w ε ⇀ 0 in H 1 (D), whence we can write lim inf
We can apply Lemma 3 on the term in |∇w ε | 2 to get
The term in ∇u ε · ∇w ε can be rewritten through inequality (4), giving us
We are justified in invoking the lemma as u ε ∈ L ∞ (D) (owing to the maximum principle and the boundedness of both the boundary data ψ and the obstacle function ϕ), and because as the solution to an obstacle problem u ε − ϕ ≥ 0 on the obstacle set S ε .
We thus have lim inf
If we let v →ū strongly in H 1 (D) (and hence strongly in L 2 ), then we can use the
We now prove that the existence of a corrector is sufficient to demonstrate our theorem.
Construction of a corrector
We will first construct our corrector for the case of the model obstacle set T ε consists of arbitrarily placed balls of radius r ε,k =r ε,k ε n−1 n−2 centered on points x ε,k ∈ Σ, where the x ε,k are have distance at least 2ε from each other. The corrector for S ε will be an adaption of the corrector for T ε . The construction of the corrector borrows directly from [3] , and it is nothing more than a truncation of the suitably rescaled fundamental solution for the Laplacian. Let
Each of the w ε,k is supported on a ball of radius ε about some point x ε,k , and by assumption these balls are disjoint, so we simply take
as our corrector.
Simple properties of the corrector
That the corrector as constructed satisfies (1) and (2) is obvious. To demonstrate weak convergence in H 1 (D), or the condition in (3), we show that w ε L 2 → 0, and that ∇w ε L 2 ≤ C where C is independent of ε. These are two reasonably straightforward calculations.
Proof of Lemma 5. We first perform the calculation inside a single ball of radius ε.
Without loss of generality, we assume that this ball is centered around 0, and we
Since there are on the order of ε 1−n such balls, our result holds. Note that we proved the result assuming the corrector is defined in the full ball. This is, of course, not the case, as the corrector is only defined in the intersection of D with the ball. However, the bound on the full ball is a good upper bound.
Proof of Lemma 6. Again, we perform the calculation inside a single ball, as we did for Lemma 5.
Thus, since there are O(ε 1−n ) such balls, we have that the gradients of w ε are uniformly bounded in L 2 .
Limiting property of the corrector
Finally, to demonstrate (4) we rely strongly on fact that ∂D is locally the graph of a C 1,α function. In what follows, we assume that ε is sufficiently small.
φ∇v ε ∇w ε dx so we can examine the support of w ε about each of the x ε,k individually. Integrating by parts, we have that
since ∆w ε = 0 in the annulus. We separate the three portions of the boundary:
The first integral is purely positive, so it can be neglected for purposes of proving the inequality. It is easy to see that it is 0 when v ε = 0 on T ε , so it can also be neglected for proving the equality in that case. We will show the second integral goes to 0, and the third integral retrieves the desired term along the boundary in the limit.
The Second Term
Lemma 7. The effect of the second term,
Proof. We examine the second integral in a single ball. Here, we consider
The idea is that ∂D is "almost flat" for sufficiently small ε, and that w ε being a purely radial function, its derivative in a transverse direction is 0, so its derivative in an "almost transverse" direction is small. Formally, consider a system of coordinates about x ε,k , which for ease of notation we take to be 0, and where e n represents the normal vector to the surface ∂D at 0. The surface ∂D can be represented as x n = Σ(x ′ ), where x ′ are the first n − 1 coordinates. Then Σ(x ′ ) is a C 1,α function with tangent plane 0 at 0; so specifically we have the estimate
Let ν(x ′ ) represent the normal vector at the point (x ′ , Σ(x ′ ). This is a C α function. Now we can recast the integral as
Now we can write
The leading term here is 0 by construction. We will bound the second term by the C 1,α property of Σ, and the third term with the C α property of ν. We first obtain a pointwise bound on the components of ∇w ε (x ′ , 0) − ∇w ε (x ′ , Σ(x ′ )) which are not in the x n direction:
The bound on the derivative in the x n direction is similar, but includes an extra term:
We recall that the regularity of the boundary lets us pick ε sufficiently small so that |∇Σ| ≤ 1 for |x ′ | < ε, and also that
Thus, equation 5 can be directly bounded:
Since there are on the order of ε 1−n such balls k on the surface, the total integral from this term is O(ε α ), which goes to 0 as ε → 0.
The third term
With only one term remaining, we see that to prove Lemma 2 it suffices to show Lemma 8. As ε → 0, we have
with equality if v ε = 0 on the T ε .
Proof. As before, we start by examining the behavior confined to a single ball, which for ease of notation we assume to be centered at 0. Notice that along ∂B ε , we have
which is thus constant over the surface of the ball.
This inspires us ( following Cioranescu and Murat [3] ) to introduce the auxiliary function
Thus,
while the normal derivative along the boundary of ∂B ε matches that of the corrector w ε . We see that q ε L ∞ ≤ Cε, and similarly that 
The second term on the left hand side is of order ε and so can be neglected, while the term on the right is the sum of the term in (6), and another error: along ∂D ∩ B ε , we have ∇q ε = 1−ñ r 2−n ε −ε 1 ε x. However, ∂D is a C 1,α surface -using local coordinates and letting the tangent plane at 0 be {x n = 0}, we see that |x n | ≤ C|x ′ | 1+α , while the normal vector to ∂D is a C α function, with |ν(
represents the other n − 1 coordinates to x, and ν(0) =x n by definition. Thus
Integrating this over a surface of area O(ε n−1 ), where we have O(ε 1−n ) such surfaces, gives us a contribution of O(ε α ), which goes to 0 as ε vanishes; in other words, the integral along ∂D is, up to a small error, negligible, since ∂D does not differ much from the tangent plane to which ∇q ε is orthogonal.
Hence, the lemma simplifies to evaluating the effect of
But we see that 4 Adapting the corrector to randomly shaped obstacles
The adapted corrector
In this section, our goal will be to demonstrate that we can still fulfill the corrector conditions given in §2.2 for obstacle sets that are not composed wholly of small balls.
To be precise, we replace B r ε,k (x k ) with an arbitrary set S ε,k ⊂ B M ε n−1 n−2 (x ε,k ) ∩ Σ, so long as this set has a well-defined capacity equal to γ(ε, k)ε n−1 , where γ is bounded from above. The capacity is defined with respect to R n .
The method of this section, which we borrow from [2] , is to build a corrector by "stitching" together a translation of the capacitary potential of S ε,k inside B M ε n−1 n−2 (x k ) with the corrector we have already constructed for some "equivalent" radius r ε,k up to B ε (x k ).
Define r ε,k to be the radius of the ball with capacity γ(ε, k)ε n−1 . Since the capacity of a ball of radius r in R n is c n r n−2 where c n depends only on dimension, it is clear thatr ε,k = r ε,k ε − n−1 n−2 is a bounded quantity, with γ(ε, k) = c nr n−2 ε,k . We make use of a lemma, proved in [2] as Lemma 5.3, which says that for any set S confined to a ball of radius M with capacity γ, if ψ is the capacitary potential of S and N the fundamental solution centered at 0, then
. We reproduce the proof in an appendix for the reader's convenience. For our needs, we consider the behavior of this inequality at the "intermediate scale"
represented by a ε = ε n− 3 2 n−2 , to be precise, for 1 2 a ε ≤ |x| ≤ 4a ε , making the substitutions M → Mε n−1 n−2 , and γ → γ(k, ε)ε n−1 :
We assume ε is sufficiently small that Mε
Consider now a single ball B ε , with a set S ε representing the obstacle set, contained inside B M ε n−1 n−2 . Let ψ ε (x) be the capacitary potential of S ε with respect to R n , and let w ε (x) be the standard corrector as defined in §2, using the equivalent radius r ε . Let η ε (x) be the usual bridging function, which is smooth, takes the value of 1 inside B aε , 0 outside B 2aε , with |∇η ε | ≤ C aε and |∆η ε | ≤ C a 2 ε , and define our new corrector bŷ
repeating the construction abou each x ε,k .
Corrector conditions
We need to check that our new corrector satisfies the corrector conditions. That (1) and (2) are satisfied is easy, as is the L 2 portion of (3): 1. That we haveŵ ε = 1 on S ε,k is clear from the definition of ψ ε .
, andŵ ε only differs from w ε inside B 2aε (x k ), which, summed over all balls, has volume To show that ∇ŵ ε L 2 (D) is uniformly bounded, and that (4) are satisfied, is a slightly more delicate matter.
Let us begin by writing
We can certainly write
The first two terms present no difficulty for us, as ψ ε has energy of order O(ε n−1 ), which summed over O(ε 1−n ) balls is O(1). Similarly, we already know that the energy of w ε is uniformly bounded by the arguments of the previous section. Thus the problem becomes one of estimating |ψ ε − w ε | on the support of ∇η ε , or in the annulus B 2aε \ B aε , which we settle with the following estimate.
Lemma 9. Inside the annulus B 4aε \ B 1 2 aε , we have that
Proof. Not surprisingly, we will be comparing w ε with γ(ε)ε n−1 N(x), and γ(ε)ε n−1 N(x) with ψ ε . We claim first that on the annulus,
Convergence of the integral term
We are left only with showing thatŵ satisfies the requirements of (4). We do this by arguing that the change in D φ∇w ε · ∇v ε dx introduced by replacing w ε byŵ ε is negligible. Integrating by parts on a single ball, we find that
We will argue that, as ε → 0, both interior terms go to zero, and the boundary term splits into three parts: a purely positive component lying along S ε which is 0 when v ε = 0 on S, a term lying on ∂D which tends to 0, and a term that recovers the limit we are looking for. The first interior term can be estimated directly:
, it is clear that that term goes to 0 as ε → 0. The second interior term relies on an estimate of ∆ŵ ε . Inside B aε and B ε \ B 2aε , w ε is equal to ψ ε and w ε , respectively, and these are both harmonic functions. Thus, we need only consider the behavior of the interior term in the annulus B 2aε \ B aε . Noting that
we proceed to bound each term. ∆ψ ε = ∆w ε = 0, and by construction we have
n−2 ). We invoke Lemmas 9 and 10 to control the terms in ψ ε − w ε , the result being that
Repeating this integral over all balls, we find that the second interior term has contribution O(ε 1 2 ), which goes to 0 as ε → 0. The boundary of B ε ∩ D has two components:
On ∂B ε ∩ D, we haveŵ ε = w ε , and so we can apply the result from §3.2.2 to show that it recovers our desired limit. Thus, we are only concerned with showing that we can neglect the contribution of the other portion of the boundary, specifically, that portion of it lying in ∂D ∩ B ε .
We seek to control ∂D∩Bε φv ε ∂ νŵε dS x which is more profitably written as
We consider each term individually. The arguments of §3.2.1 apply to ∂D∩Bε (1 − η ε )∂ ν w ε dS x , and suffice to show that term is 0.
For the term ∂D∩Bε (ψ ε − w ε )∂ ν η ε dS X , we apply Lemma 9 to control ψ ε − w ε on the annulus where ∇η ε is supported, as well as the estimate |∇η ε | ≤ C aε , to get
Since ∇η ε only lives on the annulus B 2aε \B aε , we can use the bound that |∂D∩B 2aε | ≤ Ca n−1 ε which gives us the basic estimate that
Summing over O(ε 1−n ) such balls, we see that the contribution of this term goes to 0.
For the last term, we have to do a little more work:
Lemma 11.
φv ε η ε ∂ ν ψ ε,k dS x → 0 as ε → 0.
Proof. As usual, we do our proof over a single ball, showing that the term is so small that, when summed over all balls, it still goes to 0. We consider the nature of ψ ε . It is well known that (see, for example, the classical paper of Littman, Stampacchia, and Weinberger [7] , sections 5 and 6) the capacitary potential ψ of a set S solves the equation ∆ψ = σ where σ is a measure supported on the boundary of S, known as the capacitary distribution, and σ(S) is the capacity of S. Furthermore, ψ can be thought of as the Newtonian potential of σ. For our purposes, if we let σ ε be the capacitary distribution corresponding to the portion of the obstacle set living in the center of the ball S ε , this means that ψ ε (x) = surface ∂D, |ν(x) − ν(y)| ≤ C|x − y| α . We recall that ∇ 1 |x − y| n−2 = (2 − n)
x − y |x − y| n Thus, (2 − n)
x−y |x−y| n · ν(x) is the term to be estimated. To estimate the normal derivative, we set local coordinates centered at x, such that the tangent plane to ∂D at x is {x n = 0}, and ∂D is locally represented by a C 1,α function x n = Γ(x ′ ), where x ′ represents the first n − 1 components. Thus, in local coordinates, we have that |x n − y n | ≤ C|x − y| 1+α . Interestingly, ν(x) = e n in our coordinates, so |∇ 1 |x − y| n−2 · ν(x)| = |(2 − n)
x n − y n |x − y| n | ≤ C 1 |x − y| n−1−α Returning to our original integral, we find that, since η ε is only supported on a ball of radius 2a ε , we have
From here, we use Fubini to change the order of integration, and integrate in polar coordinates w.r.t x, remembering that σ is supported inside a radius much smaller than a ε ≤ C φv ε L ∞ a α ε dσ(y) ≤ C φv ε L ∞ γ ε ε n−1+α n−3/2 n−2
Since v ε is uniformly in L ∞ , and γ ε is bounded, we have that this term is o(ε n−1 ), which yields the desired result.
