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Abstract. This paper slightly improves a classical result by Gangbo and
McCann (1996) about the structure of optimal transport plans for costs that
are strictly concave and increasing functions of the Euclidean distance. Since
the main difficulty for proving the existence of an optimal map comes from the
possible singularity of the cost at 0, everything is quite easy if the supports of
the two measures are disjoint; Gangbo and McCann proved the result under the
assumption µ(supp(ν)) = 0; in this paper we replace this assumption with the
fact that the two measures are singular to each other. In this case it is possible
to prove the existence of an optimal transport map, provided the starting
measure µ does not give mass to small sets (i.e. (d−1)−rectifiable sets). When
the measures are not singular the optimal transport plan decomposes into two
parts, one concentrated on the diagonal and the other being a transport map
between mutually singular measures.
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1. Introduction
Optimal transport is nowadays a very powerful and widely studied theory for
many applications and connections with other pieces of mathematics. The mini-
mization problem
(M) min
{ ∫
c(x, T (x))dµ(x) : T#µ = ν
}
proposed by Monge in 1781 (see [13]) has been deeply understood thanks to the
relaxation proposed by Kantorovich in [10] in the form of a linear programming
problem
(1.1) (K) min
{∫
Rd×Rd
c dγ : γ ∈ Π(µ, ν)
}
.
Here µ and ν are two probability measures on Rd and c a cost function c :
Rd × Rd → R. The set Π(µ, ν) is the set of the so-called transport plans, i.e.
Π(µ, ν) = {γ ∈ P(Rd × Rd) : (πx)#γ = µ, (πy)#γ = ν} where πx and πy are the
two projections of Rd × Rd onto Rd. These probability measures over Rd × Rd are
an alternative way to describe the displacement of the particles of µ: instead of
saying, for each x, which is the destination T (x) of the particle originally located
at x, we say for each pair (x, y) how many particles go from x to y. It is clear
that this description allows for more general movements, since from a single point
x particles can a priori move to different destinations y. If multiple destinations
really occur, then this movement cannot be described through a map T .
The Kantorovich problem is interesting in itself and carries many of the features
of Monge’s one. Since it can be rigorously proven to be its relaxation in the sense
of l.s.c. envelops, the minimal value of the two problems is the same, provided c
is continuous. For many applications, dealing with the optimum of (K) is enough.
Yet, a very classical question is whether the optimizer γ of (K) is such that for
almost every x only one point y can be such that (x, y) ∈ supp(γ). In this case γ
will be of the form (id× T )#µ and will provide an optimal transport map for (M).
For several different applications, from fluid mechanics to differential geometry,
the case which has been studied the most is the quadratic one, c(x, y) = |x − y|2,
first solved by Brenier in [2]. Other costs which are strictly convex functions of
x− y, for instance all the powers |x− y|p, p > 1, can be dealt with in a similar way.
Next Section will give a general strategy to prove the existence of a transport map
which fits very well this case. The limit case c(x, y) = |x − y|, which was by the
way the original interest of Monge, has also received much attention.
Yet, another very natural case is that of concave costs, more precisely c(x, y) =
ℓ(|x − y|) where ℓ : R+ → R+ is a strictly concave and increasing function. From
the economical and modelization point of view, this is the most natural choice:
moving a mass has a cost which is proportionally less if the distance increases,
as everybody can notice from travel fares. In many practical cases, moving two
masses on a distance d each is more expensive than moving one at distance 2d and
keeping at rest the other. The typical example is the power cost |x − y|α, α < 1.
Notice that all these costs satisfy the triangle inequality and are thus distances
on Rd. Among the other interesting features of these costs, let us mention two.
From the theoretical point of view, there is the fact that all power costs |x − y|α
with α < 1 satisfy Ma-Trudinger-Wang assumption for regularity, see [12]. From
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the computational point of view, the subadditivity properties of these costs allow
for some efficient algorithms using local indicators, at least in the one dimensional
discrete case, see [7].
Moreover, under strict convexity assumptions, these costs satisfy a strict triangle
inequality (see Lemma 2.1). This last fact implies (see Proposition 2.2, but it is
a classical fact) that the common mass between µ and ν must stay at rest. This
gives a first constraint on how to build optimal plans γ: look at µ and ν, take the
common part µ ∧ ν, leave it on place, subtract it from the rest, and then build an
optimal transport between the two remainders, which will have no mass in common.
Notice that when the cost c is linear in the Euclidean distance, then the common
mass may stay at rest but is not forced to do so (the very well known example is
the transport from µ = L1 [0, 1] and ν = L1 [ 12 , 32 ], where both T (x) = x+ 12 and
T (x) = x + 1 on [0, 12 ] and T (x) = x on ]
1
2 , 1] are optimal); on the contrary, when
the cost is strictly convex in the Euclidean distance, in general the common mass
does not stay at rest (in the previous example only the translation is optimal for
c(x, y) = |x− y|p, p > 1). Notice that the fact that the common mass stays at rest
implies that in general there is no optimal map T , since whenever there is a set
A with µ(A) > (µ ∧ ν)(A) = ν(A) then almost all the points of A must have two
images: themselves, and another point outside A.
Yet, this suggests to study the case where µ and ν are mutually singular, and
the best one can do would be proving the existence of an optimal map in this case.
This is a good point, since the singularity of the function (x, y) 7→ ℓ(|x − y|) is
mainly concentrated on the diagonal {x = y} (look at the example |x − y|α), and
when the two measures have no common mass almost no point x is transported to
y = x. Yet, exploiting this fact needs some attention.
First, a typical assumption on the starting measure is required: we need to
suppose that µ does not give mass to (d−1)−rectifiable sets. This is standard
and common with other costs, such as the quadratic one. From the technical
point of view, this is needed in order to guarantee µ−a.e. differentiability of the
Kantorovich potential, and counter-examples are known without this assumption
(see next Section both for Kantorovich potentials and for counter-examples).
Hence, if we add this assumption on µ, the easiest case is when µ and ν have
disjoint supports, since in this case there is a lower bound on |x− y| and this allow
to stay away from the singularity. Yet, suppµ ∩ supp ν = ∅ is too restrictive, since
even in the case where µ and ν have smooth densities f and g it may happen that,
after subtracting the common mass, the two supports meet on the region {f = g}.
The problem has actually been solved in one of the first papers about optimal
transportation, written by Gangbo and McCann in 1996, [9], where they choose
the slightly less restrictive assumption µ(supp(ν)) = 0. This assumption covers
the example above of two continuous densities, but does not cover other cases such
as µ being the Lebesgue measure on a bounded domain Ω and ν being an atomic
measure with an atom at each rational point, or other examples that one can build
with fully supported absolutely continuous measures concentrated on disjoint sets A
and Ω\A (see Section 5.3). The present paper completes the proof by Gangbo and
McCann, making use of recent ideas on optimal transportation to tackle the general
case; i.e. we solve the problem under the only assumption that µ and ν are singular
to each other (and that µ does not give mass to “small” (i.e. (d−1)−rectifiable)
sets). From the case of mutually singular measures we can deduce how to deal with
the case of measures with a common . The title of the paper exactly refers to this
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fact: by “characterization of optimal transport plans” we mean “understanding their
structure, composed by a diagonal part and a transport map out of the diagonal”,
the word “full” stands for the fact that we arrive to the mimimal set of assumptions
with respect to previous works, and by “concave costs” we indeed mean “costs which
are strictly concave and increasing functions of the euclidean distance”.
In Section 2 we present the main tools that we need. Section 2.1 is devoted
to well-known facts from optimal transport theory: we recall the usual strategy
to prove the existence of an optimal T based on the Kantorovich potential and,
after proving that the common mass stays at rest via a c−cyclical monotonicity
argument, we adapt them to the concave case. Section 2.2 recalls the notion and
some properties of approximate gradients, which we will use in the following Section.
In Section 3 we start generalizing Gangbo and McCann’s result, in the case
where µ is absolutely continuous. In this case we use the fact that almost every
point x is sent to a different point y 6= x together with density points argument
in order to prove that the Kantorovich potential is approximately differentiable al-
most everywhere, according to the notions that we presented in Section 2.2. Notice
that this strategy is very much linked to many arguments recently used in optimal
transportation in [4, 6], where the existence of an optimal map is proven by restrict-
ing the transport plan γ to a suitable set of Lebesgue points which is c−cyclically
monotone. Here we do not need to address explicitly such a construction but the
idea is very much similar. The result we obtain in this section is not contained in
[9] but it does not contain their result neither.
It is in Section 4 that we consider the most general case of an arbitrary measure
µ not giving mass to small sets. The approximate differentiability of the potential
in Section 3 was based on Lebesgue points arguments which require to be adapted
to this new framework. This is why we present an interesting Geometric Measure
Theory Lemma (Lemma 4.1) which states that, whenever µ does not give mass to
small sets, then µ−almost every point x is such that every cone with vertex at x,
of arbitrary size, direction and opening, has positive mass for µ. This lemma is not
new, but it is surprisingly not so well-known, at least in this very formulation, in the
geometric measure theory community (a weaker version of this lemma is actually
contained in the classical book [8]). On the contrary, it starts being popular in the
optimal transport community (see [5], where the authors prove it and say that it has
been presented to them by T. Rajala), which is strange if we think that it is really
a GMT statement. Yet, even if not concerned directly with optimal transport, it
has been popularized thanks to its applications in optimal transport theory.
For the sake of completeness, we present the proof of this lemma in Section 4.1,
even if we stress that the contribution of the paper is not in such a proof; but in
the applications of this result to the differentiability of the Kantorovich potential
that we face. This is what we do in Section 4.2, where we define an ad-hoc notion
of gradient for the Kantorovich potential, by using this density result to prove that
it is well-defined µ−a.e. and that it satisfies all the properties we need. Finally, we
prove that the optimal γ is concentrated on a graph.
In this way we can now state the main theorem of this paper. Define µ ∧ ν as
the maximal positive measure which is both less or equal than µ and than ν, and
(µ− ν)+ = µ− µ ∧ ν, so that the two measures µ and ν uniquely decompose into
a common part µ ∧ ν and two mutually singular parts (µ− ν)+ and (ν − µ)+.
Theorem 1.1. Suppose that µ and ν are probability measures on Rd such that (µ−
ν)+ gives no mass to all (d−1)−rectifiable sets, and take the cost c(x, y) = ℓ(|x−y|),
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for ℓ : R+ → R+ strictly concave and increasing. Then there exists a unique optimal
transport plan γ, and it has the form (id, id)#(µ ∧ ν) + (id, T )#(µ− ν)+.
This theorem is obtained as a corollary of Theorem 4.6 which concerns measures
with no common mass, whereas Theorem 3.3 is a simplified version of the same
statement, where the assumption that µ is absolutely continuous plays an important
role.
The paper ends with an appendix in two parts. One explains that, differently
from convex costs, in the case of concave costs translations are never optimal, while
the second one presents a discussion about the possibility of defining a sort of
approximate gradient adapted to the measure µ.
2. Tools
2.1. General facts on optimal transportation. We start the preliminaries of
this paper with some important and well-known facts about Kantrovich linear pro-
gramming problem
(2.1) (K) min
{∫
Rd×Rd
c dγ : γ ∈ Π(µ, ν)
}
,
Here the cost function c : Rd × Rd → R+ is supposed to be continuous. We can
suppose the supports of the two measures to be compact, for simplicity, but we do
not need it (yet, in this case it is better to suppose c to be uniformly continuous).
We need to underline some main aspects of this problem (K). First, as any linear
programming problem, it admits a dual problem, which reads
(2.2)
(D) max
{∫
φdµ+
∫
ψ dν : φ(x)+ψ(y) ≤ c(x, y) for all (x, y) ∈ Rd×Rd
}
,
where the supremum is computed over all pairs (φ, ψ) of continuous functions on
Rd. We refer to [15] for this duality relation. Here are some of the properties of
(K), (D) and the connection between them:
• (K) admits at least a solution γ, called optimal transport plan;
• (D) also has a solution (φ, ψ);
• The functions (φ, ψ) are such that
ψ(y) = inf
x
c(x, y)− φ(x) and φ(x) = inf
y
c(x, y)− ψ(y)
(we say that they are conjugate to each other and φ = ψc is the c−transform
of ψ and ψ = φc is the c−transform of φ). Hence, the dual problem
can be expressed in terms of one only function φ, taking ψ = φc (which
automatically implies the constraint φ(x) +φc(y) ≤ c(x, y). Any optimal φ
is called Kantorovich potential.
• Given γ and a pair (φ, ψ) then γ is optimal for (K) and (φ, ψ) is optimal
for (D) if and only if the equality φ(x)+ψ(y) = c(x, y) holds for all (x, y) ∈
supp γ.
An interesting consequence of this last property is the fact that the support Γ of
any optimal γ is c−cyclically monotone.
Definition 1. Given a function c : Rd × Rd → R, we say that a set Γ ⊂ Rd × Rd
is c−cyclically monotone (briefly c−CM) if, for every k ∈ N, every permutation σ
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of k elements and every finite family of points (x1, y1), . . . , (xk, yk) ∈ Γ we have
k∑
i=1
c(xi, yi) ≤
k∑
i=1
c(xi, yσ(i)).
The word “cyclical” refers to the fact that we can restrict our attention to cyclical
permutations. The word “monotone” is a left-over from the case c(x, y) = −x · y.
Indeed, it is easy to check that Γ is c−CM from the fact that ∑ki=1 c(xi, yi) =∑k
i=1 φ(xi)+ψ(yi) =
∑k
i=1 φ(xi)+ψ(yσ(i)) ≤
∑k
i=1 c(xi, yσ(i)). This fact has a very
interesting consequence in the case we consider in this paper, i.e. c(x, y) = ℓ(|x−y|)
with ℓ increasing and strictly concave.
Lemma 2.1. Let ℓ : R+ → R+ be a strictly concave and increasing function with
ℓ(0) = 0. Then ℓ is strictly subadditive, i.e. ℓ(s + t) < ℓ(s) + ℓ(t) for every
s, t > 0. Also, if x, y, z are points in Rn with x 6= y and y 6= z, then ℓ(|x − z|) <
ℓ(|x− y|) + ℓ(|y − z|).
Proof. The subadditivity of positive concave functions is a classical fact which can
be proven in the following way. Take t, s > 0 and consider the function g : [0, t+s]→
R+ defined through g(r) = ℓ(t+ s− r) + ℓ(r). Then g is strictly concave (as a sum
of two strictly concave functions), and hence its minimal value is attained (only)
on the boundary of the interval. Since g(0) = g(t+ s) = ℓ(t+ s) + ℓ(0) = ℓ(t+ s)
we get ℓ(s) + ℓ(t) = g(t) > min g = g(0) = ℓ(t+ s).
The second part of the statement is an easy consequence of the triangle inequality
and the monotonicity of ℓ:
ℓ(|x− z|) ≤ ℓ(|x− y|+ |y − z|) < ℓ(|x− y|) + ℓ(|y − z|). 
This can be applied to the study of optimal transport plans.
Theorem 2.2. Let γ be an optimal transport plan for the cost c(x, y) = ℓ(|x− y|)
with ℓ : R+ → R+ strictly concave, increasing, and such that ℓ(0) = 0. Let γ =
γD + γO, where γD is the restriction of γ to the diagonal D = {(x, x) : x ∈ Rd}
and γO is the part outside the diagonal, i.e. the restriction to D
c = (Rd ×Rd) \D.
Then this decomposition is such that (πx)#γO and (πy)#γO are mutually singular
measures.
Proof. It is clear that γO is concentrated on supp γ \ D and hence (πx)#γO is
concentrated on πx(supp γ \ D) and (πy)#γO is concentrated on πy(supp γ \ D).
We claim that these two sets are disjoint. Indeed suppose that a common point z
belongs to both. Then, by definition, there exists y such that (z, y) ∈ supp γ \D
and x such that (x, z) ∈ supp γ \ D. This means that we can apply c−cyclical
monotonicity to the points (x, z) and (z, y) and get
ℓ(|x− z|) + ℓ(|z − y|) ≤ ℓ(|x− y|) + ℓ(|z − z|) = ℓ(|x− y|) < ℓ(|x− z|) + ℓ(|z − y|),
where the last strict inequality, justified by Lemma 2.1, gives a contradiction. 
As we said in the introduction, the theorem above has some important conse-
quences. In particular, it states that for this class of “concave” costs the common
mass between µ and ν must stay at rest, which we can explain in details. In-
deed, we have (πx)#γD = (πy)#γD and since the remaining parts (πx)#γO and
(πy)#γO are mutually singular, the decompositions µ = (πx)#γD + (πx)#γO and
ν = (πy)#γD + (πy)#γO imply (πx)#γD = (πy)#γD = µ ∧ ν, (πx)#γO = (µ− ν)+
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and (πy)#γO = (ν−µ)+. Hence, we must look in particular at the optimal transport
problem between the two mutually singular measures (µ − ν)+ and (µ− ν)−. We
will show that, under some natural regularity assumptions on the starting measure,
this problem admits the existence of an optimal map.
From now on, we will just assume w.l.o.g. that µ and ν are mutually singular.
If not, just remove the common part, since we can deal with it separately.
Let us see which is the general strategy for proving existence of an optimal T
when the cost c is of the form c(x, y) = h(x− y) (not necessarily depending only on
the norm |x − y|). Here as well the duality plays an important role. Indeed, if we
consider an optimal transport plan γ and a Kantorovich potential φ with ψ = φc,
we may write
φ(x) + ψ(y) ≤ c(x, y) on Rd × Rd and φ(x) + ψ(y) = c(x, y) on supp γ.
Once we have that, let us fix a point (x0, y0) ∈ supp γ. One may deduce from
the previous computations that
(2.3) x 7→ φ(x)− h(x− y0) is maximal at x = x0
and, if φ is differentiable at x0 and x0 is a interior point, one gets ∇φ(x0) =
∇h(x0− y0) (we also assume that h is differentiable at x0− y0). The easiest case is
that of a strictly convex function h, since one may inverse the relation passing to
∇h∗ thus getting
x0 − y0 = ∇h∗(∇φ(x0)).
This allows to express y0 as a function of x0, thus proving that there is only one point
(x0, y) ∈ supp γ and hence that γ comes from a transport T (x) = x−∇h∗(∇φ(x)).
It is possible to see that strict convexity of h is not the important assumption, but
we need ∇h to be injective, which is also the case if h(z) = ℓ(|z|) since ∇h(z) =
ℓ′(|z|) z|z| and the modulus of this vector identifies the modulus |z| (since ℓ′ is strictly
increasing) and the direction gives also the direction of z. We will deal later with
the case where ℓ is not differentiable at some points, and it will not be so difficult.
The only difficult point is 0 since h would be highly singular at the origin, but
fortunately if µ and ν have no mass in common then the case x0 = y0 will be
negligible.
However, we need to guarantee that φ is differentiable a.e. with respect to µ.
This is usually guaranteed by requiring µ to be absolutely continuous with respect
to the Lebesgue measure, and using the fact that φ(x) = infy h(|x − y|) − ψ(y)
allows to prove Lipschitz continuity of φ if h is Lipschitz continuous. This is indeed
the main difficulty: concave functions on R+ may have an infinite slope at 0 and
be non-Lipschitz. The fact that the case of distance 0 is negligible is not enough
to restrict h to a set where it is Lipschitz, if we do not have a lower bound on
|x− y|. This can be easily obtained if one supposes that suppµ ∩ supp ν = ∅, but
this is in general not the case when µ and ν are obtained from the two original
measures by removing the common mass. The paper by Gangbo and McCann
makes a slightly less restrictive assumption, i.e. that µ(supp ν) = 0. This allows to
say that µ−almost any point is far from the support of ν and, since we only need
local Lipschitz continuity, this is enough.
In the next two sessions we will develop two increasingly hard arguments to pro-
vide µ−a.e. differentiability for φ. The next session will assume µ to be absolutely
continuous and will make use of the notion of approximate gradient. Then, we
will weaken the assumptions on µ supposing only that it does not give mass to
(d−1)−rectifiable sets. This will require a different ad-hoc notion of gradient and a
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geometric measure theory lemma which replaces the notion of Lebesgue points. The
first proof in the case µ≪ Ld is given for the sake of simplicity and completeness.
A consequence of this all is the existence of a transport map for c(x, y) = ℓ(|x− y|)
every time that
• µ and ν are mutually singular
• µ does not give mass to “small sets”.
This map can also be proven to be unique, as it is the case every time that we
can prove that every optimal plan is indeed induced by a map. Moreover, if we
only suppose b) and we admit the existence of a common mass between µ and ν
(actually it is even enough to suppose that µ− µ ∧ ν does not give mass to “small
sets”), then the optimal γ is unique and composed of two parts: one on the diagonal
and one induced by a transport map, which implies that every point has at most
two images, one of the two being the point itself.
We finish this section with a - standard - counterexample which shows that the
assumption that µ does not give mass to “small sets” is natural. Indeed, one can
consider
µ = H1 A and ν = H
1 B +H1 C
2
where A, B and C are three vertical parallel segments in R2 whose vertexes lie on
the two line y = 0 and y = 1 and the abscissas are 0, 1 and −1, respectively, and
H1 is the 1−dimensional Haudorff measure. It is clear that no transport plan may
realize a cost better than 1 since, horizontally, every point needs to be displaced
of a distance 1. Moreover, one can get a sequence of maps Tn : A → B ∪ C by
dividing A into 2n equal segments (Ai)i=1,...,2n and B and C into n segments each,
(Bi)i=1,...,n and (Ci)i=1,...,n (all ordered downwards). Then define Tn as a piecewise
affine map which sends A2i−1 onto Bi and A2i onto Ci. In this way the cost of the
map Tn is less than ℓ(1 + 1/n), which implies that the infimum of the Kantorovich
problem is ℓ(1), as well as the infimum on transport maps only. Yet, no map T
may obtain a cost ℓ(1), as this would imply that all points are sent horizontally, but
this cannot respect the push-forward constraint. On the other hand, the transport
plan associated to Tn weakly converge to the transport plan
1
2T
+
#µ+
1
2T
−
#µ, where
T±(x) = x± e and e = (1, 0). This transport plan turns out to be the only optimal
transport plan and its cost is ℓ(1).
In this example we have two measures with disjoint supports and no optimal
transport map (every point x is forced to have two images x± e), but we can add
a common mass, for instance taking
µ = H1 A and ν = µ
2
+
H1 B +H1 C
4
and in such a case every point should have three images (part of the mass at x is
sent at x± e and part stays at x).
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A BC
Ci Bi
A2i
A2i−1
2.2. The approximate gradient. In this section we recall some notions about
a measure-theoretical notion replacing the gradient for less regular functions. The
interested reader can find many details in [3].
Let us start from the following observation: given a function f : Ω → R and
a point x0 ∈ Ω, we say that f is differentiable at x0 ∈ Ω and that its gradient is
∇f(x0) ∈ Rd if for every ǫ > 0 the set
{x ∈ Ω : |f(x)− f(x0)−∇f(x0) · (x − x0)| > ǫ |x− x0|}
is at positive distance from x0, i.e. if there exist a ball around x0 which does
not meet it. Instead of this requirement, we could ask for a weaker condition,
namely that x0 is a zero-density point for the same set (i.e. a Lebesgue point of its
complement). More precisely, if there exists a vector v such that
lim
δ→0
|{x ∈ Ω : |f(x)− f(x0)− v · (x− x0)| > ǫ |x− x0|}|
|B(x0, δ)| = 0
then we say that f is approximately differentiable at x0 and its approximate gradient
is v. The approximate gradient will be denoted by ∇appf(x0). As one can expect,
it enjoys several of the properties of v(x0), that we list here.
• The approximate gradient, provided it exists, is unique.
• The approximate gradient is nothing but the usual gradient if f is differ-
entiable.
• The approximate gradient shares the usual algebraic properties of gradients,
in particular ∇app(f + g)(x0) = ∇appf(x0) +∇appg(x0).
• If x0 is a local minimum or local maximum for f , and if ∇appf(x0) exists,
then ∇appf(x0) = 0.
these four properties are quite easy to check.
Another very important property that we need is a consequence of the well-know
Rademacher theorem, which states that Lipschitz functions are almost everywhere
differentiable.
Proposition 2.3. Let f, g : Ω → R be two functions defined on a same domain Ω
with g Lipschitz continuous. Let A ⊂ Ω be a Borel set such that f = g on A. Then
f is approximately differentiable almost everywhere on A and ∇appf(x) = ∇g(x)
for a.e. x ∈ A.
Proof. It is enough to consider all the points in A which are Lebesgue points of A
and at the same time differentiability points of g. These points cover almost all A.
It is easy to check that the definition of approximate gradient of f at a point x0 is
satisfied if we take v = ∇g(x0). 
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3. The absolutely continuous case
Suppose now µ ≪ Leb, and proceed according to the strategy presented in
Section 2.1. Take x0 ∈ supp(µ): there exists a point y0 ∈ Rd such that (x0, y0) ∈
supp(γ). Denote by φ a Kantorovich potential and by φc its conjugate function.
From Equation (2.3), provided we can differentiate, we get
(3.1) 0 = ∇φ(x0)−∇ℓ(|x0 − y0|) = ∇φ(x0)− ℓ′(|x0 − y0|) x0 − y0|x0 − y0| ,
so that x0 uniquely determines y0, but unfortunately neither φ nor ℓ are smooth
enough to differentiate. To comply with this, we first want to prove φ admits an
approximate gradient Lebesgue-a.e. From what we saw in Section 2.2 this would
imply (if ℓ is differentiable, we will see later how to handle the case where it is not)
that Equation (3.1) is satisfied if we replace the gradient with the approximate
gradient.
Recall that we may suppose
φ(x) = φcc(x) = inf
y∈Rd
ℓ(|x− y|)− φc(y) .
Now consider a countable family of closed balls Bi generating the topology of
Rd, and for every i consider the function defined as
φi(x) := inf
y∈Bi
ℓ(|x− y|)− φc(y) .
for x ∈ Rn. One cannot provide straight Lipschitz properties for φi, since a priori
y is arbitrarily close to x and in general ℓ is not Lipschitz close to 0. However φi
is Lipschitz on every Bj such that dist(Bi, Bj) > 0. Indeed if x ∈ Bj , y ∈ Bi one
has |x− y| ≥ d > 0, therefore the Lipschitz constant of ℓ(|· − y|) − φc(y) does not
exceed ℓ′(d) (or the right derivative of ℓ at d). It follows that φi is Lipschitz on Bj ,
and its constant does not exceed ℓ′(d).
Then, by Prop. 2.3, φ has an approximate gradient almost everywhere on {φ =
φi} ∩Bj . By countable union, φ admits an approximate gradient a.e. on⋃
i,j
d(Bi,Bj)>0
[{φi = φ} ∩Bj ] .
As a consequence of this and of the absolute continuity of µ, in order to prove that
φ has an approximate gradient µ-almost everywhere, it is enough to prove that
µ
( ⋃
i,j
d(Bi,Bj)>0
{φi = φ} ∩Bj
)
= 1.
Lemma 3.1. For every i and j
πx(supp γ ∩ (Bj ×Bi)) ⊂ {φ = φi} ∩Bj .
Proof. Let (x, y) ∈ supp γ ∩ (Bj × Bi). Then φ(x) + φc(y) = l(|x− y|). It follows
that
φi(x) = inf
y′∈Bi
ℓ(|x− y′|)− φc(y′) ≤ ℓ(|x− y|)− φc(y) = φ(x) .
On the other hand, for every x ∈ Rn
φi(x) = inf
y∈Bi
ℓ(|x− y|)− φc(y) ≥ inf
y∈Rn
ℓ(|x− y|)− φc(y) = φ(x) . 
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As a consequence of this,
µ
( ⋃
i,j
d(Bi,Bj)>0
{φi = φ} ∩Bj
)
≥ µ
( ⋃
i,j
d(Bi,Bj)>0
πx(supp γ ∩ (Bj ×Bi))
)
= µ
(
πx
(
supp γ ∩
⋃
i,j
d(Bi,Bj)>0
Bj ×Bi
))
= µ(πx(supp γ \D))
= γ
[
(πx)−1(πx(supp γ \D))]
≥ γ(supp γ \D) = 1
since the diagonal is γ-negligible. In other words the following theorem is proved
Theorem 3.2. Let ℓ : [0,+∞)→ R+ be a concave function, and suppose µ and ν
are two probability measures on Rn, with µ≪ Leb. Call φ a Kantorovitch potential
for the transport problem with cost ℓ(|x− y|). Then φ admits an approximated
gradient µ-a.e.
We now come back to the proof of the main theorem of the paper, under the
additional assumption that µ is absolutely continuous.
Theorem 3.3. Suppose that µ and ν are two mutually singular probability measures
on Rd such that µ ≪ Ld, and take the cost c(x, y) = ℓ(|x − y|), for ℓ : R+ → R+
strictly concave and increasing. Then there exists a unique optimal transport plan
γ and it is induced by a transport map.
Proof. We will prove that any optimal transport plan γ is induced by a transport
map, which also implies uniqueness by standard techniques (see [15]). From the
strategy that has been presented in Section 2.1, and since we know that γ is con-
centrated outside the diagonalD, it is enough to prove that, if (x0, y0) ∈ supp γ\D,
then y0 is uniquely determined by x0
• Case 1: ℓ differentiable at |x0 − y0|
Let (x0, y0) ∈ supp γ \D, and suppose that ℓ is differentiable at |x0 − y0|.
Then, if φ is approximately differentiable at x0 (which is true µ−a.e.)
0 = ∇appφ(x0)− ℓ′(|x0 − y0|) x0 − y0|x0 − y0| .
Thus, since ℓ was supposed strictly increasing and strictly concave,
|x0 − y0| = (ℓ′)−1(∇appφ(x0) ,
and
(3.2)
y0 − x0
|y0 − x0| = −
∇appφ(x0)
ℓ′(|x0 − y0|) .
In other words y0 is uniquely determined by x0.
• Case 2: ℓ not differentiable at |x0 − y0|
This second case is even more striking. Consider the values of the right
and left derivatives ℓ′r(|x0 − y0|) and ℓ′l(|x0 − y0|) and pick a value p ∈ I :=
[ℓ′r(|x0 − y0|), ℓ′l(|x0 − y0|)]. We know by concavity that we have
l(t)− l(|x0 − y0|) ≤ p(t− |x0 − y0|) for all t ∈ R.
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Consider the function
φ(·) − [l(|x0 − y0|) + p(|· − y0| − |x0 − y0|)]
defined on Rn. Then, for every x ∈ Rn,
φ(x) − [l(|x0 − y0|) + p(|x− y0| − |x0 − y0|)]
≤ φ(x) − l(|x− y0|) ≤ φ(x0)− l(|x0 − y0|)
= φ(x0)− [l(|x0 − y0|) + p(|x0 − y0| − |x0 − y0|)] .
In other words, φ(·)− [l(|x0 − y0|) + p(|· − y0| − |x0 − y0|)] has a maximum
in x0. Since x0 6= y0,
0 = ∇appφ(x0)− p x0 − y0|x0 − y0| .
It follows that |∇appφ(x0)| = p for every p ∈ I, and this leads to a contra-
diction.
This means that this second case can only occur on a negligible set of points
x0 (those where φ is not approximately differentiable). 
Remark 1. The present paper is fully written under the assumption that ℓ is strictly
concave and increasing, which implies ℓ′ > 0. Yet, most of the analysis could
be adapted to the case where ℓ is only supposed to be strictly concave, even if
monotonicity is indeed very much reasonable from the modelization point of view.
One of the problem in case ℓ′ is not strictly positive is the fact that we risk to divide
by 0 in equation (3.2). This can be fixed since it only happens at a maximum point
for ℓ, and c−cyclical monotonicity can be used to prove that γ({(x, y) : |x − y| =
m} = 0 when m = argmax ℓ together with a density points argument. Another
difficulty to be fixed is the fact that with ℓ not increasing the cost c is not anymore
bounded from below, and we would need to assume µ and ν compactly supported.
Yet, this is not in the scopes of the present paper.
4. The general case: µ does not give mass to small sets
Let us now consider weaker assumptions, i.e. suppose that µ does not give mass
to small sets. Namely suppose that, for every A ⊂ Rd which is Hd−1-rectifiable, we
have µ(A) = 0.
4.1. A GMT lemma for density points. The following lemma is an interesting
result from Geometric Measure Theory that can be used instead of Lebesgue points-
type results when we face a measure which is not absolutely continuous but “does
not give mass to small sets”. It states that, in such a case, µ−a.e. point x is such
that every cone exiting from x, even if very small, has positive µ mass. In particular
it means that we can find points of suppµ in almost arbitrary directions close to x.
We give the proof of this lemma for the sake of completeness, and because it
is not easy to find hints or references for it in the literature about GMT. Indeed,
the result is known in a part of the optimal transport community, where density
points (in particular Lebesgue points) play an important role in some strategies
for the existence of optimal maps (see [4, 6]), and it has recently been detailed in
[5]. It is also part of the folklore of some branches of the GMT community, but,
also in this case, there is no written evidence of it in this form and under these
assumptions. Indeed, Lemma 3.3.5 in [8] proves the (d−1)−rectifiability of any set
such that every point admits the existence of a small two-sided cone containing no
other point of the set, and this would allow to prove the statement we need, up
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to the fact that in our case we only consider one-sided cones. The proof follows
anyway the same main ideas, and the one that we propose here is especially written
in terms of µ−negligibility.
Lemma 4.1. Let µ be a Borel measure on Rd, and suppose that µ does not charge
small sets. Then µ is concentrated on the set
{x : ∀ǫ > 0, ∀δ > 0, ∀u ∈ Sd−1, µ(C(x, u, δ, ǫ)) > 0} ,
where
C(x, u, δ, ǫ) = C(x, u, δ) ∩B(x, ǫ) := {y : 〈y − x, u〉 ≥ (1 − δ) |y − x|} ∩B(x, ǫ)
Proof. Equivalently we will prove that
µ

⋃
u,δ,ǫ
{x : µ(C(x, u, δ, ǫ)) = 0}

 = 0 .
First notice that u, δ and ǫ may be taken each in a countable set. This means that
it is enough to fix then una tantum u, δ and ǫ and then prove that
µ ({x : µ(C(x, u, δ, ǫ)) = 0}) = 0 .
Moreover, for sake of simplicity, suppose u = (0, . . . ,−1). Take now all cubes Q
with sides parallel to the coordinate hyperplanes, centered in a point of Qd and
with sidelength belonging to Q+, and call the set of such cubes {Qn}. We can see
that
{x : µ(C(x, u, δ, ǫ)) = 0} ⊂
⋃
n
{x ∈ Qn : µ(Qn ∩ C(x, u, δ)) = 0} .
Therefore we will show, for a fixed cube Q, that
µ({x ∈ Q : µ(Q ∩ C(x, u, δ)) = 0}) = 0 .
Now write every y ∈ Rd as y = (y′, yd), with y′ ∈ Rd−1. Then a quick computation
shows that (y′, yd) ∈ C((x′, xd), u, δ) if and only if
yd ≤ xd − 1− δ√
δ(2− δ) |y
′ − x′| ,
and we set k(δ) := 1−δ√
δ(2−δ)
.
Define now X as the projection of Q along the first d − 1 coordinates, and for
every x′ ∈ X
z(x′) := sup{z ∈ R : µ(Q ∩ C((x′, z), u, δ)) = 0} .
Notice that the set in the supremum is never empty, by taking for instance
z ≤ min{xd : x ∈ Q}.
Let us study the function x′ 7→ z(x′) and notice that it is k(δ)-Lipschitz continu-
ous: indeed, if we had z(x′1) < z(x
′
0)−k(δ)|x′1−x′0|, then, the cone C((x′1, z(x′1)), u, δ)
would be included in the interior of C((x′0, z(x
′
0)), u, δ) and hence the same would
be true for C((x′1, z(x
′
1)+ t), u, δ) for small t > 0. Yet, this implies µ(C((x
′
1, z(x
′
1)+
t), u, δ)) = 0 and hence the supremum defining z(x′1) should be at least z(x
′
1) + t,
which is obviously a contradiction. By interchanging the role of x′1 and x
′
0 we get
|z(x′1)− z(x′0)| ≤ k(δ)|x′1 − x′0|.
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Now we take
{x ∈ Q : µ(Q ∩ C(x, δ, u)) = 0} = {(x′, xd) : xd ≤ z(x′)}
= {(x′, xd) : xd < z(x′)} ∪ {(x′, xd) : xd = z(x′)}.
The second set on the right hand side is µ−negligible since it is the graph of a
Lipschitz function of (d−1) variables and µ is supposed not to give mass to these
sets. The first set is also negligible since it is contained in the complement of suppµ.
Indeed, if a point x = (x′, xd) satisfies xd < z(x
′), then we also have xd + t < z(x
′)
for small t > 0 and the interior of the cone C((x′, z(x′) + t), u, δ) is µ−negligible.
This means that x has a neighborhood where there is no mass of µ, and hence that
it does not belong to suppµ.
This ends the proof. 
Notice that the above result is obviously false if we withdraw the hypothesis on
µ: take a measure concentrated on a (d−1)−manifold (for instance, an hyperplane).
Then, for small ε and δ, the measure µ(C(x, u, δ, ǫ)) will be zero if u does not belong
to the tangent space to the manifold at x.
4.2. How to handle non-absolutely continuous measures µ. Consider again
the transport problem, and suppose µ does not charge small sets. Call γ the
minimizer of the Kantorovitch problem, φ a maximizer of the dual problem. As in
Section 3, we take a countable family of balls Bi generating the topology of R
n,
and for each i define
φi(x) := inf
y∈Bi
l(|x− y|)− φc(y), x ∈ Rd .
Lemma 4.2. If B ⊂ Rd is such that d(0, B) = d0 > 0 and ℓ is concave and in-
creasing, then the function B ∋ x 7→ ℓ(|x|) is semi-concave, and, more precisely,
x 7→ ℓ(|x|)− 12ℓ′(d0)|x|2 is concave (where ℓ′ denotes the derivative, or right deriv-
ative in case ℓ is not differentiable at d0).
Proof. We just need to give an upper bound on the second derivatives of g(x) :=
ℓ(|x|), which we will do in the case where ℓ is C2. The general result will follow by
approximation. Compute
∂ig(x) = ℓ
′(|x|) xi|x| ; ∂ijg(x) = ℓ
′′(|x|)xixj|x|2 + ℓ
′(|x|) |x|
2δij − xixj
|x|3 .
Hence, if we denote by xˆ the unit vector x/|x|, the Hessian of g is composed of
two parts: the positive matrix xˆ ⊗ xˆ times the non-positive factor ℓ′′(|x|), and the
positive matrix (Id− xˆ⊗ xˆ) times the positive factor ℓ′(|x|). Since Id− xˆ⊗ xˆ ≤ Id
(in the sense of positive-definite symmetric matrices), this gives
D2g ≤ ℓ′(|x|)Id ≤ ℓ′(d0)Id
and thesis follows. 
Corollary 4.3. For every i and j such that d(Bi, Bj) > 0, the function φi is
semi-concave and hence µ-a.e. differentiable on Bj.
Proof. The semiconcavity of φi follows from its definition as an infimum of semi-
concave functions, with the same semicontinuity constant which is ℓ′(d(Bi, Bj)).
This implies that φi has the same regularity and differentiability points of convex
functions. It is well-known that convex functions are differentiable everywhere but
on a (d−1)−rectifiable set: this is a consequence of the more general fact that the set
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where a convex-valued monotone multifunction in Rd takes values of dimension at
least k can be covered by countably many (d− k)−dimensional graphs of Lipschitz
functions (see [1]), applied to the subdifferential multifunction.
Since µ does not give mass to small sets, the set of non-differentiability points
of φi is also negligible. 
Remark 2. For each pair i, i′ consider the measure
µi,i′ := µ {φ = φi = φi′},
that is, for every A Borel, µi,i′(A) = µ(A ∩ {x : φ(x) = φi(x) = φi′(x)}). Since for
every small set A one has µi,i′(A) ≤ µ(A) = 0, Lemma 4.1 yields the existence of a
µ-negligible set Ni,i′ ⊂ {φ = φi = φi′} such that for every x ∈ {φ = φi = φi′}\Ni,i′
and for every u ∈ Sd−1, δ > 0, ǫ > 0, one has µi,i′(C(x, u, δ, ǫ)) > 0. In particular
it follows that C(x, u, δ, ǫ) ∩ {φ = φi = φi′} 6= ∅.
This isotropy in the structure of {φ = φi = φi′} implies the following
Proposition 4.4. Consider
N :=
⋃
i,i′
Ni,i′ ∪
⋃
i,j
d(Bi,Bj)>0
{x ∈ Bj : φi not differentiable at x} ,
then N is µ−negligible. Moreover, consider A := (πx)(supp γ \D), which is a set
with µ(A) = 1: then, for every x ∈ A \N there exists i such that φ(x) = φi(x).
Moreover, if φ(x) = φi(x) = φi′ (x), then
∇φi(x) = ∇φi′(x) .
Proof. The fact that N is negligible follows from Remark 2 and Corollary 4.3.
Let x ∈ A \ N . There exists y such that (x, y) ∈ supp γ and x 6= y. It follows
that there exist two balls Bi and Bj with x ∈ Bj , y ∈ Bi and d(Bi, Bj) > 0. Then,
by Lemma 3.1, φ(x) = φi(x).
Suppose now, for the sake of simplicity, φ(x) = φ1(x) = φ2(x). Then, since
x /∈ N , v1 := ∇φ1(x) and v2 := ∇φ2(x) are both well-defined. By contradiction
suppose v1 6= v2. Then for every ǫ > 0 there exists δ(ǫ) > 0 such that for every
x˜ ∈ B(x, δ)
|φ1(x˜)− φ(x) − v1 · (x˜ − x)| ≤ ǫ |x˜− x|
and
|φ2(x˜)− φ(x) − v2 · (x˜− x)| ≤ ǫ |x˜− x| .
Therefore, for such x˜,
|φ1(x˜)− φ2(x˜) + (v2 − v1) · (x˜− x)|
= |φ1(x˜)− φ(x) − v1 · (x˜− x)− [φ2(x˜)− φ(x) − v2 · (x˜− x)]| ≤ 2ǫ |x˜− x|
In order to have a contradiction, it is enough to choose x˜ such that
φ1(x˜) = φ2(x˜)
and
(v2 − v1) · (x˜− x) > 2ǫ |x˜− x| .
The latter may be expressed as
(x˜ − x)
|x˜− x| ·
v2 − v1
|v2 − v1| >
2ǫ
|v2 − v1| .
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In order to guarantee that this is possible, choose ǫ < |v2−v1|2 . Then, by Remark 2
with C
(
x, v2−v1|v2−v1| , 1− 2ǫ|v2−v1| , δ(ǫ)
)
, we are done. 
To go on with our proof we need the following lemma.
Proposition 4.5. Let f : Ω → R be differentiable at x0 ∈ Ω. Suppose B ⊂ Ω
is such that x0 ∈ B and that for every u ∈ Sn−1, δ > 0 and ǫ > 0 one has
B ∩ C(x0, u, δ, ǫ) 6= ∅. Moreover suppose that x0 is a local maximum for f on B.
Then
∇f(x0) = 0 .
Proof. Write v := ∇f(x0) and suppose by contradiction v 6= 0. Then for every
ǫ > 0 there exists δ(ǫ) > 0 such that if |x− x0| ≤ δ(ǫ)
f(x)− f(x0) ≥ v · (x− x0)− ǫ |x− x0| .
Moreover, from the assumption on B, we may suppose x ∈ B \ {x0},
x− x0
|x− x0| ·
v
|v| ≥
1
2
and
|x− x0| ≤ δ(ǫ) .
Then we have
f(x)− f(x0) ≥ |x− x0| (|v| /2− ǫ) .
Now choose ǫ < |v|2 . It follows that for every η ≤ δ(ǫ) we may choose x ∈ B \ x0
such that |x− x0| ≤ η and
f(x) > f(x0) ,
which is a contradiction. 
Theorem 4.6. Let µ and ν be Borel probability measures on Rd, and suppose that
µ does not charge small sets. Suppose moreover that µ and ν are mutually singular.
Then, if ℓ : [0,+∞) → R is strictly concave and increasing, there exists a unique
optimal transport map for the cost ℓ(|x− y|).
Proof. We argue as in Section 3 and accordingly to the usual strategy.
Let us take x0 ∈ A \ N , with (x0, y0) ∈ supp γ and x0 6= y0. We just need to
show that y0 is uniquely determined by x0. By Proposition 4.4 φ(x0) = φi(x0) for
some i. Since
x0 ∈ argmax[φ(·) − ℓ(|· − y0|)] ,
in particular
x0 ∈ argmax[φi(·)− ℓ(|· − y0|)]|{φ=φi} .
• Case 1: ℓ differentiable at |x0 − y0|.
It follows that φi(·)− ℓ(|· − y0|) is differentiable at x0. From Lemma 4.5
we have ∇φi(x0) −∇ℓ(|· − y0|)|x0 = 0. Notice that the value of the vector
∇φi(x0) only depends on x0 and not on y0, and does not depend on i.
By Remark 2 with i = i′ we may apply Proposition 4.5 to yield that
∇φi(x0) = ℓ′(|x0 − y0|) x0 − y0|x0 − y0| .
It follows that
|y0 − x0| = (ℓ′)−1(|∇φi(x0)|)
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and
x0 − y0
|x0 − y0| =
∇φi(x0)
ℓ′(|x0 − y0|) .
• Case 2: ℓ not differentiable at |x0 − y0|
Here as well we argue as in Section 3: pick a value p ∈ I := [ℓ′r(|x0 − y0|),
ℓ′l(|x0 − y0|)]. Suppose φ(x0) = φi(x0) and consider the function
φ(·)− [l(|x0 − y0|) + p(|· − y0| − |x0 − y0|)] .
defined on Rn. Then, φi(·) − [l(|x0 − y0|) + p(|· − y0| − |x0 − y0|)] has a
maximum point at x0. It follows that |∇φi(x0)| = p for every choice of p,
and this leads to a contradiction.

5. Appendix
5.1. Concave costs and translations. Here we wish to analyse a feature of
strictly concave costs, namely that they penalize equal displacements.
Proposition 5.1. Let µ and ν be mutually singular Borel measures on Rd, and
suppose µ does not charge small sets. Let l : [0,+∞) → R be a C2, increasing,
strictly concave function, and suppose ℓ′′(x) < 0 for every x > 0. Call γ the
optimal transport plan with respect to ℓ(|·|). Then for every e ∈ Rd \ {0}
γ({(x, x+ e) : x ∈ Rd}) = 0 .
Proof. For e ∈ Rd write γe := γ {(x, x + e) : x ∈ Rd}. Suppose by contradiction
that for some e the measure γe does not vanish. It follows that µe := (π
x)#γe is
nontrivial as well. Moreover it does not charge small sets, since µe ≤ µ. Therefore
Theorem 4.1 implies that µe is concentrated on
(5.1) {x : ∀ǫ > 0, ∀δ > 0, ∀u ∈ Rd such that |u| = 1, µe(C(x, u, δ, ǫ)) > 0} ,
which we will refer to as Ae. Clearly we have
Ae ⊂ suppµe = πx(supp γe) .
Now take x1 and x2 in suppµe. Then (x1, x1 + e), (x2, x2 + e) ∈ supp γe, which is
l-cyclically monotone. If we call ξ := x2 − x1 it follows that
2ℓ(|e|) ≤ ℓ(|e+ ξ|) + ℓ(|e− ξ|) .
Write then a second order Taylor expansion, to yield
2ℓ(|e|) ≤ 2ℓ(|e|) +
∑
i,j
ξi
[
ℓ′′(|e|)eiej|e|2 + ℓ
′(|e|)
(
δij
|e| −
eiej
|e|3
)]
ξj + o(|ξ|2)
or, in other words,
0 ≤
∑
i,j
ξi
[
ℓ′′(|e|)eiej|e| + ℓ
′(|e|)
(
δij − eiej|e|2
)]
ξj + o(|ξ|2)
=
ℓ′′(|e|)
|e| (e · ξ)
2 + ℓ′(|e|) |ξ|2 − ℓ
′(|e|)
|e|2 (e · ξ)
2 + o(|ξ|2) .
Now take any x1 ∈ Ae, which is nonempty by our hypothesis. Then there exists
x2 ∈ suppµe such that ξ·e ≥ (1−δ) |ξ| |e| with δ arbitrarily small. Then by plugging
this into the previous equation, and letting ξ → 0, we obtain a contradiction. 
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The conclusion of the previous proposition is strongly different from the convex
case. Indeed, consider any Borel measure µ on Rd with compact support, and fix a
vector e ∈ Rd \ {0}. Define τe to be the translation by e and
µe := (τe)#µ
as the translated µ. Then one may prove that τe is an optimal transportation of
µ onto µe if the cost is convex, while Proposition 5.1 implies that translations are
never optimal for concave costs.
In order to prove that τe is an optimal transportation of µ onto µe, consider any
map T which pushes forward µ to µe. Then, by Jensen inequality, if x 7→ ℓ(|x|) is
convex, we have∫
c(x, Tx)dµ =
∫
ℓ(|x− Tx|)dµ ≥ ℓ
(∣∣∣∣
∫
x− Tx dµ
∣∣∣∣
)
= ℓ
( ∣∣∣∣
∫
x dµ−
∫
x dµe
∣∣∣∣
)
= ℓ(|e|)
=
∫
ℓ(|x− τe(x)|) dµ .
5.2. On the definition of a weak µ−approximated gradient. Even if not
strictly necessary for the sake of the paper, in this section we discuss the possibility
of using Lemma 4.1 in order to define a sort of approximated gradient with respect
to a measure µ which gives no mass to small sets. The idea is that in Section 4 we
produced an ad-hoc choice of gradient, can we extend it to more general frameworks
in order to use it in other situations? The answer will be both yes and no.
Before entering into details, let us set the following language.
Definition 2. Let µ ∈ P(Rn). We define the isotropic set of µ by
isotµ = {x : ∀δ, u, ǫ, µ(C(x, u, δ, ǫ)) > 0}.
If A is a Borel subset, the µ-isotropic set A is by definition
isotµ(A) = A ∩ isot(µ A).
We know that, if µ does not charge small sets, then for all Boret subset A (by
Lemma 4.1) we have
µ(A \ isotµ(A)) = 0.
We now pass to a naive definition of gradient.
Definition 3. We say that L ∈ Rn is a µ-isotropic gradient of f : A → R at x if
for all ǫ > 0, x belongs to the set
isotµ ({y : |f(y)− (f(x) + 〈L, y − x〉|) ≤ ǫ |y − x|}) .
This definition only means that we can find points y ∈ suppµ Dǫ where
Dǫ = |f(y)− (f(x) + 〈L, y − x〉|) ≤ ǫ |y − x|
in almost arbitrary directions and arbitrary close to x. It satisfies some properties,
for instance
Proposition 5.2. If L is a µ-isotropic gradient of f at x, where f has a local
extremum, then L = 0.
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We do not give the proof, which is quite similar to that of Proposition 4.5 (indeed,
most proofs will be skipped in this appendix subsection, since they simply recall
the proofs of Section 4). Yet, this definition is not enough to guarantee uniqueness.
Indeed, take two disjoint sets A,B ⊂ S1 with A ∪ B = S1, such that the supports
of L1 A and L1 B are both the whole S1 (finding two such sets is a non-trivial,
but classical exercise). Now take two different vectors LA and LB and define
f(x) =


0 if x = 0,
LA · x if x|x| ∈ A,
LB · x if x|x| ∈ B.
It follows that both LA and LB are µ-isotropic gradient of f at any x ∈ Rd such
that LA ·x = LB ·x. Notice that this is a “small set”: it leaves open the question of
a possible µ−a.e. uniqueness, but the situation is anyway worse than what happens
for the approximate gradient (Section 2), where the gradient is necessarily unique
at any point where it exists.
Hence, we try to switch to a better definition of gradient. We rely on the following
observation, which is essentially contained in the proof of Proposition 4.4
Proposition 5.3. If A ⊆ Ω ⊆ Rn where A is a Borel subset, Ω open set, and
φ, ψ : Ω→ R, then ∇φ(x) = ∇ψ(x) on the set
isotµ({x : φ(x) = ψ(x),∇φ(x) and ∇ψ(x) exist}).
The following proposition is an attempt at defining a uniquely determined µ-
approximated gradient under hypotheses satisfied by the Kantorovitch potential in
Section 4.
Proposition 5.4. Given A ⊆ Ω ⊆ Rn, with A Borel and Ω open, given µ ∈ P(Rn)
which does not charge small sets, and f : A → Rn measurable, we say that f is
µ-differentiable on A if there exists a countable family (φn)n∈N, φn : Ω → R such
that
∀x ∈ A, ∃n ∈ N, φn(x) = f(x) and ∇φn(x) exists.
Then there exists a µ-a.e. unique function ∇µf : A→ Rn enjoying the property
for all φ : Ω→ R, ∇µf coincides with ∇φ on µ-a.e. point x
such that f(x) = φ(x) and ∇φ(x) exists.(5.2)
In order to prove the statement above, one can build ∇µf as being equal to ∇φn
on almost all the set {x : f(x) = φn(x) and ∇φn(x) exists}, which is well-defined
a.e. by Proposition 5.3. The same proposition allows us to check easily that it
satisfies the desired property, and is as such unique.
The connection between the two notions we defined is contained in the following
statement.
Proposition 5.5. If f : A→ R is µ-differentiable, then for a.e x ∈ A, ∇µf(x) is
a µ-isotropic gradient of f .
Together with Proposition 5.2, this would allow us to follow the usual strat-
egy described in Section 2.1 to prove the existence of an optimal T based on the
Kantorovich potential φ and ∇µφ.
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