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Abstract
We introduce the concept of singular values for the Riemann curva-
ture tensor, a central mathematical tool in Einstein’s theory of general
relativity. We study the properties related to the singular values, and
investigate five typical cases to show its relationship to the Ricci scalar
and other invariants.
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1 Introduction
Let M be the Riemannian manifold equipped with Riemannian metric g. The
curvature tensor for Levi-Civita connection ∇ is called Riemann curvature ten-
sor, or Riemann tensor. The (0,4) type Riemannian curvature tensor is a quadri-
linear mapping[1]:
R : TpM × TpM × TpM × TpM → R,
R(W,Z,X, Y ) := 〈W,R(X,Y )Z〉, ∀ W,X, Y, Z ∈ TpM.
where R(X,Y ) = [∇X ,∇Y ] − ∇[X,Y ], and TpM is the tangent space of M at
the point p.
Let {∂i} be the set of basis vector of a local coordinate, and gij := g(∂i, ∂j).
Using [∂i, ∂j] = 0 and ∇∂i∂k = Γlik∂l, where Γlik is the Christoffel symbols of
Levi-Civita connection, we can calculate that
R(∂i, ∂j)∂k = (∂iΓ
l
jk − ∂jΓlik + ΓhjkΓlih − ΓhikΓljh)∂l ≡ Rlkij∂l,
R(∂i, ∂j , ∂k, ∂l) = 〈∂i, R(∂k, ∂l)∂j〉 = gihRhjkl ≡ Rijkl .
Let W = wi∂i, X = x
j∂j , Y = y
k∂k, Z = z
l∂l. We can verify that
R(Y, Z)X = xjykzlR(∂k, ∂l)∂j = x
jykzlRhjkl∂h,
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R(W,X, Y, Z) = 〈W,R(Y, Z)X〉 = wixjykzlRijkl.
The curvature tensor has the following symmetry properties:
Rijkl = −Rjikl = −Rijlk = Rklij ,
and the first (or algebraic) Bianchi identity:
Rijkl +Riljk +Riklj = 0.
For the 4D case, there are only twenty independent entries among 256 compo-
nents due to these symmetries [2, 3, 4].
The contraction yields the Ricci tensor Rik and the Ricci scalar R as follows.
Rik = R
m
imk = g
hjRhijk, R = R
k
k = g
ikRik.
Recently, the tensor eigenvalues problem has been studied extensively[5, 6].
In [7] we investigate the M-eigenvalue of Riemann curvature tensor. In this
paper, we will introduce and discuss the singular value of Riemann curvature
tensor. For the singular values of matrices and integral operators, one can refer
to the review [8], where Stewart survey the contributions of five mathematicians
who established and developed the singular value decomposition: E. Beltrami,
C. Jordan, J. J. Sylvester, E. Schmidt, H. Weyl. The first three came to it
through linear algebra, while the last two approached it from integral equations.
In the following of the paper, we introduce the definition of singular value
problem for Riemann tensor and investigate its properties in section 2. Then in
section 3, we study five typical cases, calculate the singular values and examine
their relationship to the well-known invariants.
2 Singular value problem of Riemann tensor
We recall the singular value problem (SVP) of a real matrix A by starting with
a bilinear form f(x, y) = xTAy, and seek the maximum and minimum of f
subject to ||x|| = ||y|| = 1, resulting in the following equations:
Ay = σx,
xTA = λyT .
It is obvious that λ = σ.
We introduce the singular value problem of Riemann curvature tensor by
considering the following optimization problem on Riemann manifold:
min
W,X,Y,Z∈TpM
R(W,X, Y, Z)
s.t. 〈W,W 〉 = 〈X,X〉 = 〈Y, Y 〉 = 〈Z,Z〉 = 1.
The feasible set of this optimization problem is compact. Hence, it always has
global optimal solutions. It has only equality constraints. By optimization
theory, its optimal Lagrangian multipliers (θ, λ, µ, ν) always exist and are real.
L(W,X, Y, Z, σ, λ, µ, ν) = Rijklw
ixjykzl + θ(gijw
iwj − 1)
+λ(gijx
ixj − 1) + µ(gijyiyj − 1) + ν(gijzizj − 1).
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The optimality condition reads
Rijklx
jykzl = −2θwi, Rijklwiykzl = −2λxj ,
Rijklw
ixjzl = −2µyk, Rijklwixjyk = −2νzl.
This ensures the existence of such θ, λ, µ and ν, and they are real. It is easy to
verify that θ = λ = µ = ν.
We may rewrite the singular value problem of Riemann tensor as seeking the
normalized singular vectorsW,X, Y, Z and the singular value σ in a coordinate-
free manner.
In an abstract form, the SVP of Riemann tensor is defined by the 5-tuple
(W,X, Y, Z, σ) satisfying the following formulae:
R(Y, Z)X = σW, (1)
R(Z, Y )W = σX, (2)
R(W,X)Z = σY, (3)
R(X,W )Y = σZ, (4)
with
〈W,W 〉 = 〈X,X〉 = 〈Y, Y 〉 = 〈Z,Z〉 = 1. (5)
The componentwise SVP of (1)–(4) reads:
Rijklx
jykzl = σwi,
Rijklw
jzkyl = σxi,
Rijklz
jwkxl = σyi,
Rijkly
jxkwl = σzi.
The SVP can be introduced in another way. Consider the following associ-
ated Lagrangian function [9].
L : TpM × TpM × TpM × TpM × R −→ R.
L(W,X, Y, Z, σ) := R(W,X, Y, Z)− σ
(
〈W,W 〉 12 〈X,X〉 12 〈Y, Y 〉 12 〈Z,Z〉 12 − 1
)
.
In component form it reads
L = Rijklwixjykzl − σ
(
(gijw
iwj)
1
2 (gklx
kxl)
1
2 (gmny
myn)
1
2 (gpqz
pzq)
1
2 − 1
)
,
from which the SVP of Riemann tensor can be derived. For example, ∂wiL = 0
yields
Rijklx
jykzl − σ(gijwiwj)− 12 (gijwj)(gklxkxl) 12 (gmnymyn) 12 (gpqzpzq) 12 = 0.
That is,
Rijklx
jykzl(gklx
kxl)−
1
2 (gmny
myn)−
1
2 (gpqz
pzq)−
1
2 = σwi(gijw
iwj)−
1
2 .
With a bit abuse of the notation, we use W to denote the normalized vector
〈W,W 〉− 12W . Then ∂WL = 0 gives Rijklxjykzl = σwi, that is, R(Y, Z)X =
σW .
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The partial derivatives with respect to X,Y, Z give the similar results. We
summarize them in the following.
∂WL = 0 =⇒ (1), ∂XL = 0 =⇒ (2),
∂Y L = 0 =⇒ (3), ∂ZL = 0 =⇒ (4).
Remark 1 We introduce the SVP from the optimization problem over the Rie-
mannian manifold, where the feasible set of the optimization problem is com-
pact. The definition should not be limited to a Riemannian manifold, and we
can extend the definition to a pseudo-Riemannian manifold. But for the pseudo-
Riemannian manifold, there may be no maximum or minimum of the optimiza-
tion problem, since the constraint set is not compact any more. But the intro-
duction via the Lagrangian function L does not need such extra consideration.
Remark 2 On the Riemann manifold, we can check that σ = R(W,X, Y, Z).
For the Lorentz manifold, if 〈W,W 〉 = 〈X,X〉 = 〈Y, Y 〉 = 1, and 〈Z,Z〉 =
−1, we have σ = 0, since the inner product with the formulae (1)–(3) yields
R(W,X, Y, Z) = σ while the formula (4) gives R(W,X, Y, Z) = −σ.
Remark 3 We can check that the following 5-tuples
(X,X, Y, Z, σ = 0),
(W,X,Z, Z, σ = 0),
(W,W,W,W, σ = 0)
solve the singular value problem trivially, and hence σ = 0 always be a singular
value for the problem.
Remark 4 The formulae (1)–(4) can be rewritten as :
R(Y, Z)(W + iX) = iσ(W + iX), R(W,X)(Y + iZ) = iσ(Y + iZ).
We can clearly see the symmetry between the pairs (W,X) and (Y, Z).
When W = Y , X = Z, we have the M-eigenvalue problem [7, 10, 11, 12]
R(Y, Z)Z = σY, R(Z, Y )Y = σZ.
That is, R(Y, Z)(Y + iZ) = iσ(Y + iZ).
One can obtain the following properties of this singular value problem.
Proposition 1. If W,X, Y, Z and σ solve the singular value problem (1) ∼
(5), and σ is nonzero, then
〈W,X〉 = 0, 〈Y, Z〉 = 0.
Proposition 2. If (W,X, Y, Z) and σ solve the SVP (1) ∼ (5), then the
following 5-tuples also solve the SVP (1) ∼ (5).
(−W,X, Y, Z,−σ),
(W,−X,Y, Z,−σ),
(W,X,−Y, Z,−σ),
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(W,X, Y,−Z,−σ).
Proposition 3. If (W,X, Y, Z) and σ solve the SVP (1) ∼ (5), then the
following 5-tuples also solve the SVP.
(X,W, Y, Z,−σ),
(W,X,Z, Y,−σ),
(X,W,Z, Y, σ),
and
(Y, Z,W,X, σ).
Corollary 1. From the Propostion 2, we find that
(−W,−X,Y, Z, σ),
(W,X,−Y,−Z, σ),
(W,−X,−Y, Z, σ),
(W,−X,Y,−Z, σ),
(−W,X,−Y, Z, σ),
(−W,X, Y,−Z, σ),
(W,−X,−Y,−Z,−σ),
(−W,X,−Y,−Z,−σ),
(−W,−X,Y,−Z,−σ),
(−W,−X,−Y, Z,−σ),
and
(−W,−X,−Y,−Z, σ)
also solve the singular value problem (1) ∼ (5).
Applying the Propostion 3, we have that
(Z, Y,W,X,−σ),
(Y, Z,X,W,−σ),
(Z, Y,X,W, σ)
also solve the singular value problem (1) ∼ (5).
Proposition 4. If W,X, Y, Z and σ solve the singular value problem (1) ∼
(5), then (
1√
2
(W −X), 1√
2
(W +X), Y, Z, σ
)
,(
W,X, 1√
2
(Y − Z), 1√
2
(Y + Z), σ
)
,
and (
1√
2
(W +X), 1√
2
(W −X), 1√
2
(Y + Z), 1√
2
(Y − Z), σ
)
also solve the singular value problem (1) ∼ (5).
We can write out more 5-tuples that satisfying the SVP (1) ∼ (5) like those
in Proposition 2, Proposition 2 and Corollary 1. For simplicity, we omit them
here.
Remark 5 Proposition 2 can be derived from the definition of SVP directly,
without using the symmetries of Riemann tensor. From Proposition 2, we find
that the singular value σ can be restricted to be always non-negative.
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3 Case study
Example 1. Singular value problem of the 2 dimensional standard sphere.
ds2 = dθ2 + sin2 θdϕ2 (6)
The nonzero components of Riemann tensor read
R1212 = −R1221 = R2121 = −R2112 = sin2 θ.
Suppose that
(W = wi∂i, X = x
j∂j , Y = y
k∂k, Z = z
l∂l, σ) (7)
solve the singular value problem (1) ∼ (5).
Then we have
σw1 = sin2 θx2(y1z2 − y2z1),
σw2 = x1(y2z1 − y1z2),
σx1 = sin2 θw2(y2z1 − y1z2),
σx2 = w1(y1z2 − y2z1),
σy1 = sin2 θz2(w1x2 − w2x1),
σy2 = z1(w2x1 − w1x2),
σz1 = sin2 θy2(w2x1 − w1x2),
σz2 = y1(w1x2 − w2x1).
One can check that
W = ± 1
sin θ
∂ϕ, X = ±∂θ, Y = ± 1
sin θ
∂ϕ, Z = ±∂θ, σ = 1 (8)
solves the singular value problem.
According to the properties in section 2, we can write down more, for exam-
ple, W = Y = ±∂θ, X = Z = ± 1sin θ∂ϕ. We omit them here for simplicity.
Example 2. In the following we investigate the Riemannian manifold with
constant sectional curvature κ. ∀ W,X, Y, Z ∈ TpM we have [13, P.149]
R(W,X, Y, Z) = 〈W,R(X,Y )Z〉 = κ(〈W,X〉〈Z, Y 〉 − 〈W,Y 〉〈Z,X〉),
equivalently,
R(X,Y )Z = κ(〈Z, Y 〉X − 〈Z,X〉Y ).
The corresponding SVP reads as follows.
R(Y, Z)X = κ(〈Z,X〉Y − 〈Y,X〉Z) = σW,
R(Z, Y )W = κ(〈Y,W 〉Z − 〈Z,W 〉Y ) = σX,
R(W,X)Z = κ(〈X,Z〉W − 〈W,Z〉X) = σY,
R(X,W )Y = κ(〈W,Y 〉X − 〈X,Y 〉W ) = σZ.
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We can derive that
κ(〈Z,X〉〈Y,W 〉 − 〈Y,X〉〈Z,W 〉) = σ. (9)
For the case of κ = 0, one can obtain that σ = 0 identically, and ∀W,X, Y, Z ∈
TpM solve the singular value problem.
For the case of κ 6= 0, we know that σ = 0 is a singular value of the singular
value problem from the remark 3. Besides, by proposition 1, when σ 6= 0,
〈W,X〉 = 0, 〈Y, Z〉 = 0. Using these, we have
κ〈Z,X〉 = σ〈W,Y 〉, (10)
−κ〈Y,X〉 = σ〈W,Z〉, (11)
−κ〈Z,W 〉 = σ〈X,Y 〉, (12)
κ〈Y,W 〉 = σ〈X,Z〉. (13)
From these four identities (10)–(13), we obtain
κσ〈W,Y 〉2 = κσ〈X,Z〉2, −κσ〈W,Z〉2 = −κσ〈X,Y 〉2.
That is,
|〈W,Y 〉| = |〈X,Z〉|, |〈W,Z〉| = |〈X,Y 〉|.
Using (10)–(13), we can also obtain
(κ2 − σ2)〈W,Y 〉〈X,Z〉 = 0, (κ2 − σ2)〈W,Z〉〈X,Y 〉 = 0.
Taking into account the results above, we have
(κ2 − σ2)〈W,Y 〉2 = 0, (κ2 − σ2)〈W,Z〉2 = 0.
Substituting (10)–(11) into (9), we have
〈W,Y 〉2 + 〈W,Z〉2 = 1.
And hence, 〈W,Y 〉 and 〈W,Z〉 cannot be zero simutaneously. So we have κ2 −
σ2 = 0. That is,
σ = |κ|.
Example 3. It’s commonly known that the Riemann tensor can be splitted
into trace and tracefree parts.
Rijkl = Cijkl − 1n−2 (Rilgjk −Rikgjl + gilRjk − gikRjl)
+ R(n−1)(n−2) (gilgjk − gikgjl) ,
where Cijkl is the tracefree Weyl tensor. For the conformally flat manifold, the
Weyl tensor Cijkl = 0, then the singular value problem reads
− 1
n−2
(〈x, y〉Rilzl − 〈x, z〉Rikyk + (Rjkxjyk)zi − (Rjlxjzl)yi)
+ R(n−1)(n−2) (〈x, y〉zi − 〈x, z〉yi) = σwi, (14)
− 1
n−2
(〈w, z〉Rjkyk − 〈w, y〉Rjlzl + (Rilwizl)yj − (Rikwiyk)zj)
+ R(n−1)(n−2) (〈w, z〉yj − 〈w, y〉zj) = σxj , (15)
− 1
n−2
(〈w, z〉Rjkxj − 〈x, z〉Rikwi + (Rilwizl)xk − (Rjlxjzl)wk)
+ R(n−1)(n−2) (〈w, z〉xk − 〈x, z〉wk) = σyk, (16)
− 1
n−2
(〈x, y〉Rilwi − 〈w, y〉Rjlxj + (Rjkxjyk)wl − (Rikwiyk)xl)
+ R(n−1)(n−2) (〈x, y〉wl − 〈w, y〉xl) = σzl. (17)
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We seek the nonzero singular value. We can easily check that 〈w, x〉 =
〈y, z〉 = 0. Taking the inner product and using the unit norm condition, we
have
− 1
n−2
(
(Rilz
lwi)〈x, y〉 − (Rikykwi)〈x, z〉+ (Rjkykxj)〈w, z〉 − (Rjlzlxj)〈w, y〉
)
+ R(n−1)(n−2) (〈w, z〉〈x, y〉 − 〈w, y〉〈x, z〉) = σ. (18)
In the following, we would like to derive some explicit expressions related to
σ. We will derive the expressions for the terms Rjlx
jzl, Rjkx
jyk, Rilw
izl and
Rikw
iyk respectively.
The inner product of (14) with y yields
− 1
n−2
(〈x, y〉Rilzlyi − 〈x, z〉Rikykyi −Rjlxjzl)− R(n−1)(n−2) 〈x, z〉 = σ〈w, y〉,
and the inner product of (16) with w gives
− 1
n−2
(−〈x, z〉Rikwiwk + 〈w, z〉Rjkxjwk −Rjlxjzl)− R(n−1)(n−2) 〈x, z〉 = σ〈y, w〉.
From the two equations above we have
(Rikw
iwk −Rikykyi)〈x, z〉 = Rjkxjwk〈w, z〉 −Rilzlyi〈y, x〉, (19)
1
n−2Rjlx
jzl = σ〈w, y〉 + R(n−1)(n−2) 〈x, z〉+ 1n−2
(〈x, y〉Rilzlyi − 〈x, z〉Rikykyi) .
Using the inner product of (14) with z, and (17) with w, we have
− 1
n−2
(〈x, y〉Rilzlzi − 〈x, z〉Rikykzi +Rjkxjyk)+ R(n−1)(n−2) 〈x, y〉 = σ〈w, z〉,
− 1
n−2
(〈x, y〉Rilwiwl − 〈w, y〉Rjlxjwl +Rjkxjyk)+ R(n−1)(n−2) 〈x, y〉 = σ〈z, w〉.
Then we obtain
(Rilw
iwl −Rilzlzi)〈x, y〉 = Rjlxjwl〈w, y〉 −Rikykzi〈z, x〉, (20)
− 1
n−2Rjkx
jyk = σ〈w, z〉− R(n−1)(n−2) 〈x, y〉+ 1n−2
(〈x, y〉Rilzlzi − 〈x, z〉Rikykzi) .
Using the inner product of (15) with y, and (16) with x, we have
− 1
n−2
(〈w, z〉Rjkykyj − 〈w, y〉Rjlzlyj +Rilwizl)+ R(n−1)(n−2) 〈w, z〉 = σ〈x, y〉,
− 1
n−2
(〈w, z〉Rjkxjxk − 〈x, z〉Rikwixk +Rilwizl)+ R(n−1)(n−2)〈w, z〉 = σ〈y, x〉.
Hence,
(Rjkx
jxk −Rjkykyj)〈w, z〉 = Rikwixk〈x, z〉 −Rjlzlyj〈y, w〉, (21)
− 1
n−2Rilw
izl = σ〈x, y〉− R(n−1)(n−2) 〈w, z〉+ 1n−2
(〈w, z〉Rjkykyj − 〈w, y〉Rjlzlyj) .
Similarly, using the inner product of (15) with z, and (17) with x, we have
− 1
n−2
(〈w, z〉Rjkykzj − 〈w, y〉Rjlzlzj −Rikwiyk)− R(n−1)(n−2) 〈w, y〉 = σ〈x, z〉,
− 1
n−2
(〈x, y〉Rilwixl − 〈w, y〉Rjlxjxl −Rikwiyk)− R(n−1)(n−2) 〈w, y〉 = σ〈z, x〉.
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Therefore,
(Rjlx
jxl −Rjlzlzj)〈w, y〉 = Rilwixl〈x, y〉 −Rjkykzj〈z, w〉, (22)
1
n−2Rikw
iyk = σ〈x, z〉+ R(n−1)(n−2) 〈w, y〉+ 1n−2
(〈w, z〉Rjkykzj − 〈w, y〉Rjlzlzj) .
Substituting the above expressions forRilw
izl, Rikw
iyk, Rjkx
jyk andRjlx
jzl
into (18), we have
σ(〈w, y〉2 + 〈w, z〉2 + 〈x, y〉2 + 〈x, z〉2 − 1) =
(〈w, y〉〈x, z〉 − 〈x, y〉〈w, z〉) 1
n−2
(
Rjky
jyk +Rjlz
lzj − R
n−1
)
. (23)
Similarly, we can derive that
σ(〈w, y〉2 + 〈w, z〉2 + 〈x, y〉2 + 〈x, z〉2 − 1) =
(〈w, y〉〈x, z〉 − 〈x, y〉〈w, z〉) 1
n−2
(
Rikw
iwk +Rjlx
jxl − R
n−1
)
. (24)
A by-product of (23) and (24) is that Rijw
iwj +Rijx
ixj = Rijy
iyj + Rijz
izj.
It’s hard to further simplify and derive an explicit expression for σ. In the
following we consider three special cases to simplify the expression.
Case 1. For the M-eigenvalue problem where W = Y and X = Z, we can
check that (23) and (24) reduce to
σ = 1
n−2
(
Rikw
iwk +Rjlx
jxl − R
n−1
)
.
Case 2. Suppose that (λ, y) and (µ, z) are the eigen-pairs of the Ricci tensor.
That is, Rijy
j = λyi and Rijz
j = µzi. Let w = ±y and x = ±z. Then we have
σ = 1
n−2
(
λ+ µ− R
n−1
)
.
Case 3. For Einstein manifold, we have
Rij = κgij .
Then (14) yields
1
n−2
(
2κ− R
n−1
)
〈x, z〉 = σ〈w, y〉,
and (15) yields
1
n−2
(
2κ− R
n−1
)
〈w, y〉 = σ〈x, z〉.
And hence one can deduce that
σ = 1
n−2
(
2κ− R
n−1
)
.
Example 4. We consider the Schwarzschild solution. In the Schwarzschild
coordinates, with signature (−1, 1, 1, 1), the line element for the Schwarzschild
metric has the form
ds2 = −f(r)dt2 + f(r)−1dr2 + r2(dθ2 + sin2 θdφ2),
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where f(r) = 1− rs
r
and rs = 2M . Here we adopt the geometric unit c = G = 1.
Define A = Mf(r)
r3
= rs2r3 f(r), B =
M
r3f(r) =
rs
2r3f(r) , C =
M
r
= rs2r , D =
M sin2 θ
r
= rs2r sin
2 θ. The nonzero components are expressed by
R0101 = −R0110 = 2B, R0220 = −R0202 = C, R0330 = −R0303 = D,
R1001 = −R1010 = 2A, R1221 = −R1212 = C, R1331 = −R1313 = D,
R2020 = −R2002 = A, R2112 = −R2121 = B, R2323 = −R2332 = 2D,
R3030 = −R3003 = A, R3113 = −R3131 = B, R3232 = −R3223 = 2C.
We have the following system of polynomial equations with seventeen vari-
ables (w0, w1, w2, w3, x0, x1, x2, x3, y0, y1, y2, y3, z0, z1, z2, z3, σ).
2Bx1(y0z1 − y1z0) + Cx2(y2z0 − y0z2) +Dx3(y3z0 − y0z3) = σw0,
2Ax0(y0z1 − y1z0) + Cx2(y2z1 − y1z2) +Dx3(y3z1 − y1z3) = σw1,
Ax0(y2z0 − y0z2) +Bx1(y1z2 − y2z1) + 2Dx3(y2z3 − y3z2) = σw2,
Ax0(y3z0 − y0z3) +Bx1(y1z3 − y3z1) + 2Cx2(y3z2 − y2z3) = σw3,
2Bw1(z0y1 − z1y0) + Cw2(z2y0 − z0y2) +Dw3(z3y0 − z0y3) = σx0,
2Aw0(z0y1 − z1y0) + Cw2(z2y1 − z1y2) +Dw3(z3y1 − z1y3) = σx1,
Aw0(z2y0 − z0y2) +Bw1(z1y2 − z2y1) + 2Dw3(z2y3 − z3y2) = σx2,
Aw0(z3y0 − z0y3) +Bw1(z1y3 − z3y1) + 2Cw2(z3y2 − z2y3) = σx3,
2Bz1(w0x1 − w1x0) + Cz2(w2x0 − w0x2) +Dz3(w3x0 − w0x3) = σy0,
2Az0(w0x1 − w1x0) + Cz2(w2x1 − w1x2) +Dz3(w3x1 − w1x3) = σy1,
Az0(w2x0 − w0x2) +Bz1(w1x2 − w2x1) + 2Dz3(w2x3 − w3x2) = σy2,
Az0(w3x0 − w0x3) +Bz1(w1x3 − w3x1) + 2Cz2(w3x2 − w2x3) = σy3,
2By1(x0w1 − x1w0) + Cy2(x2w0 − x0w2) +Dy3(x3w0 − x0w3) = σz0,
2Ay0(x0w1 − x1w0) + Cy2(x2w1 − x1w2) +Dy3(x3w1 − x1w3) = σz1,
Ay0(x2w0 − x0w2) +By1(x1w2 − x2w1) + 2Dy3(x2w3 − x3w2) = σz2,
Ay0(x3w0 − x0w3) +By1(x1w3 − x3w1) + 2Cy2(x3w2 − x2w3) = σz3,
together with the four constraints:
g00w
0w0 + g11w
1w1 + g22w
2w2 + g33w
3w3 = ±1,
g00x
0x0 + g11x
1x1 + g22x
2x2 + g33x
3x3 = ±1,
g00y
0y0 + g11y
1y1 + g22y
2y2 + g33y
3y3 = ±1,
g00z
0z0 + g11z
1z1 + g22z
2z2 + g33z
3z3 = ±1.
Let Sij = yizj − yjzi. From the first four equalities, we have


0 2S01 S20 S30
2S01 0 S21 S31
S20 S12 0 2S23
S30 S13 2S32 0




A 0 0 0
0 B 0 0
0 0 C 0
0 0 0 D




x0
x1
x2
x3

 = σ


w0
w1
w2
w3


For simplicity, we denote it by
SΛx = σw,
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where Λ := diag(A,B,C,D) = rs2r3diag(c
2f(r), f(r)−1, r2, r2 sin2 θ), and S can
be defined correspondingly.
Similarly, from the next four equalities, we have
SΛw = −σx.
Let T ij = wixj − wjxi. From the third four equalities, we have


0 2T 01 T 20 T 30
2T 01 0 T 21 T 31
T 20 T 12 0 2T 23
T 30 T 13 2T 32 0




A 0 0 0
0 B 0 0
0 0 C 0
0 0 0 D




z0
z1
z2
z3

 = σ


y0
y1
y2
y3


For simplicity, we denote it by
TΛz = σy.
Similarly, from the last four equalities, we have
TΛy = −σz.
Rewriting these four equations in a compact form, we have


0 SΛ 0 0
−SΛ 0 0 0
0 0 0 TΛ
0 0 −TΛ 0




w
x
y
z

 = σ


w
x
y
z

 .
Note that (
σ −SΛ
SΛ σ
)
=
(
I 0
σ−1SΛ I
)(
σ −SΛ
0 σ + σ−1(SΛ)2
)
,
det
(
σ −SΛ
SΛ σ
)
= det
(
σ2 + (SΛ)2
)
= det (SΛ + iσI) det (SΛ− iσI) ,
det


σ −SΛ 0 0
SΛ σ 0 0
0 0 σ −TΛ
0 0 TΛ σ

 = det (σ2 + (SΛ)2) det (σ2 + (TΛ)2) .
The nonzero solution requires that
det (SΛ± iσI) = 0, or det (TΛ± iσI) = 0.
Direct calculation yields that
det
(
S ± iσΛ−1) = det(S) + [σ2 +AB(2S01)2 +AC(S20)2 +AD(S30)2
−CD(2S23)2 −BD(S13)2 −BC(S21)2]σ2 det(Λ−1).
A sufficient condition for the existence of nonzero solution is that the two terms
in the right hand size of above formula are zeros.
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For the first term, we can verify that
det(S) = −(2S01 · 2S23 + S20S13 + S30S21)2.
Hence, det(S) = 0 is equivalent to 4S01S23+S20S13+S30S21 = 0. Substituting
the express for Sij , we have y0z1 = y1z0 or y2z3 = y3z2, that is, S01S23 = 0.
Similarly, we have T 01T 23 = 0 that is, w0x1 = w1x0 or w2x3 = w3x2.
We choose
y0 = z0, y1 = z1, y2 = −z2, y3 = −z3,
x0 = w0, x1 = w1, x2 = −w2, x3 = −w3,
such that y 6= z and w 6= x. Under such settings, the SVP reduces to the
following polynomial system involving the unknowns x, y and σ.
Cx2y0y2 +Dx3y0y3 = σ2x
0,
Cx2y1y2 +Dx3y1y3 = σ2x
1,
−Ax0y0y2 +Bx1y1y2 = σ2x2,
−Ax0y0y3 +Bx1y1y3 = σ2x3,
Cy2x0x2 +Dy3x0x3 = σ2 y
0,
Cy2x1x2 +Dy3x1x3 = σ2 y
1,
−Ay0x0x2 +By1x1x2 = σ2 y2,
−Ay0x0x3 +By1x1x3 = σ2 y3,
together with the four constraints:
〈x, x〉 = 2r3
rs
[−A(x0)2 +B(x1)2 + C(x2)2 +D(x3)2] = 1,
〈y, y〉 = 2r3
rs
[−A(y0)2 +B(y1)2 + C(y2)2 +D(y3)2] = 1.
Solving it, we have
σ =
rs
2r3
= ±M
r3
= ±
√
K1
48
,
where K1 = RabcdR
abcd = 12
(
rs
r3
)2
= 48M
2
r6
is the Kretschman curvature invari-
ant. Note that the constraints 〈x, x〉 = 〈y, y〉 = −1 give the same results, while
〈x, x〉 = 1 and 〈y, y〉 = −1 yield σ = 0.

Example 5. In the Boyer-Lindquist coordinate, the Kerr solution reads
ds2 = −
(
1− 2Mr
r2 + a2 cos2 θ
)(
dt+
2Mar sin2 θ
r2 − 2Mr + a2 cos2 θdϕ
)2
+
(
1− 2Mr
r2 + a2 cos2 θ
)−1[
(r2 − 2Mr + a2) sin2 θdϕ2
+(r2 − 2Mr + a2 cos2 θ)
(
1
r2 − 2Mr + a2 dr
2 + dθ2
)]
. (25)
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By choosing the following Newman-Penrose null tetrads [14]
li =
(
r2 + a2
r2 − 2Mr + a2 , 1, 0,
a
r2 − 2Mr + a2
)
,
ni =
(
r2 + a2
2(r2 + a2 cos2 θ)
,− r
2 − 2Mr + a2
2(r2 + a2 cos2 θ)
, 0,
a
2(r2 + a2 cos2 θ)
)
,
mi =
1√
2(r + ia cos θ)
(
ia sin θ, 0, 1,
i
sin θ
)
,
m¯i =
1√
2(r − ia cos θ)
(
− ia sin θ, 0, 1, −i
sin θ
)
,
one can obtain that
Ψ0 = Ψ1 = Ψ3 = Ψ4 = 0, Ψ2 =
M
(r − ia cos θ)3 . (26)
Let
W = w1l + w2n+ w3m+ w4m¯,
X = x1l+ x2n+ x3m+ x4m¯,
Y = y1l + y2n+ y3m+ y4m¯,
Z = z1l + z2n+ z3m+ z4m¯,
then the singular value problem becomes a system of polynomial equations with
seventeen variables (w0, w1, w2, w3, x0, x1, x2, x3, y0, y1, y2, y3, z0, z1, z2, z3, σ).
−(Ψ2 + Ψ¯2)(x2y1z2 − x2y2z1) + (Ψ2 − Ψ¯2)(x2y3z4 − x2y4z3)
+Ψ2(x
3y2z4 − x3y4z2) + Ψ¯2(x4y2z3 − x4y3z2) = −σw2,
(Ψ2 + Ψ¯2)(x
1y1z2 − x1y2z1)− (Ψ2 − Ψ¯2)(x1y3z4 − x1y4z3)
+Ψ¯2(x
3y1z4 − x3y4z1) + Ψ2(x4y1z3 − x4y3z1) = −σw1,
(Ψ2 − Ψ¯2)(x4y1z2 − x4y2z1)− (Ψ2 + Ψ¯2)(x4y3z4 − x4y4z3)
−Ψ2(x1y2z4 − x1y4z2)− Ψ¯2(x2y1z4 − x2y4z1) = σw4,
−(Ψ2 − Ψ¯2)(x3y1z2 − x3y2z1) + (Ψ2 + Ψ¯2)(x3y3z4 − x3y4z3)
−Ψ¯2(x1y2z3 − x1y3z2)−Ψ2(x2y1z3 − x2y3z1) = σw3,
−(Ψ2 + Ψ¯2)(w2z1y2 − w2z2y1) + (Ψ2 − Ψ¯2)(w2z3y4 − w2z4y3)
+Ψ2(w
3z2y4 − w3z4y2) + Ψ¯2(w4z2y3 − w4z3y2) = −σx2,
(Ψ2 + Ψ¯2)(w
1z1y2 − w1z2y1)− (Ψ2 − Ψ¯2)(w1z3y4 − w1z4y3)
+Ψ¯2(w
3z1y4 − w3z4y1) + Ψ2(w4z1y3 − w4z3y1) = −σx1,
(Ψ2 − Ψ¯2)(w4z1y2 − w4z2y1)− (Ψ2 + Ψ¯2)(w4z3y4 − w4z4y3)
−Ψ2(w1z2y4 − w1z4y2)− Ψ¯2(w2z1y4 − w2z4y1) = σx4,
−(Ψ2 − Ψ¯2)(w3z1y2 − w3z2y1) + (Ψ2 + Ψ¯2)(w3z3y4 − w3z4y3)
−Ψ¯2(w1z2y3 − w1z3y2)−Ψ2(w2z1y3 − w2z3y1) = σx3,
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−(Ψ2 + Ψ¯2)(z2w1x2 − z2w2x1) + (Ψ2 − Ψ¯2)(z2w3x4 − z2w4x3)
+Ψ2(z
3w2x4 − z3w4x2) + Ψ¯2(z4w2x3 − z4w3x2) = −σy2,
(Ψ2 + Ψ¯2)(z
1w1x2 − z1w2x1)− (Ψ2 − Ψ¯2)(z1w3x4 − z1w4x3)
+Ψ¯2(z
3w1x4 − z3w4x1) + Ψ2(z4w1x3 − z4w3x1) = −σy1,
(Ψ2 − Ψ¯2)(z4w1x2 − z4w2x1)− (Ψ2 + Ψ¯2)(z4w3x4 − z4w4x3)
−Ψ2(z1w2x4 − z1w4x2)− Ψ¯2(z2w1x4 − z2w4x1) = σy4,
−(Ψ2 − Ψ¯2)(z3w1x2 − z3w2x1) + (Ψ2 + Ψ¯2)(z3w3x4 − z3w4x3)
−Ψ¯2(z1w2x3 − z1w3x2)−Ψ2(z2w1x3 − z2w3x1) = σy3,
−(Ψ2 + Ψ¯2)(y2x1w2 − y2x2w1) + (Ψ2 − Ψ¯2)(y2x3w4 − y2x4w3)
+Ψ2(y
3x2w4 − y3x4w2) + Ψ¯2(y4x2w3 − y4x3w2) = −σz2,
(Ψ2 + Ψ¯2)(y
1x1w2 − y1x2w1)− (Ψ2 − Ψ¯2)(y1x3w4 − y1x4w3)
+Ψ¯2(y
3x1w4 − y3x4w1) + Ψ2(y4x1w3 − y4x3w1) = −σz1,
(Ψ2 − Ψ¯2)(y4x1w2 − y4x2w1)− (Ψ2 + Ψ¯2)(y4x3w4 − y4x4w3)
−Ψ2(y1x2w4 − y1x4w2)− Ψ¯2(y2x1w4 − y2x4w1) = σz4,
−(Ψ2 − Ψ¯2)(y3x1w2 − y3x2w1) + (Ψ2 + Ψ¯2)(y3x3w4 − y3x4w3)
−Ψ¯2(y1x2w3 − y1x3w2)−Ψ2(y2x1w3 − y2x3w1) = σz3.
It hard to solve the above system of polynomial equations generally, so we
will seek a special solution of this system. Setting
Z = X, W = −Y
and
y1 = x1, y2 = x2, y3 = −x3, y4 = −x4,
then the system of equations reduces to
2x3x4(Ψ2 + Ψ¯2)− σ = 0,
2x1x2(Ψ2 + Ψ¯2) + σ = 0.
Combining with
〈x, x〉 = −2x1x2 + 2x3x4 = 1,
we can obtain the singular value as
σ =
(r3 − 3r cos θ2)M
(r2 + a2 cos θ2)3
=
√
|I|+ ℜ(I)
6
, (27)
where I ≡ Ψ0Ψ4 − 4Ψ1Ψ3 + 3Ψ22 is an invariant [15].
For Schwarzschild case, I = 3M
2
r6
, and the singular value reduces to
σ =
M
r3
. (28)
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