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KURZFASSUNG
Das in dieser Arbeit betrachtete WLAN-System HiperLAN/2 (H/2) wurde im Rahmen
des ETSI Projektes BRAN in den letzten Jahren standardisiert. Aufgrund der hohen
Datenrate (bis zu 54Mbit/s auf der Bitu¨bertragungsschicht) und der Mo¨glichkeit zur Un-
terstu¨tzung von Dienstgu¨te wird es den Anforderungen der mobilen Benutzern in einer
multimedialen Welt gerecht.
Fu¨r H/2 stehen im 5GHz Bereich 19 Frequenzkana¨le zur Verfu¨gung, von denen ledig-
lich 9 Kana¨le im Außenbereich verwendet werden du¨rfen. Diese Frequenzkana¨le du¨rfen
auch von anderen System, wie beispielsweise IEEE 802.11a, benutzt werden, so dass die
resultierende Anzahl von Kana¨len deutlich reduziert werden kann. Durch die vom H/2
System gebotene Mo¨glichkeit zur Anpassung der Datenu¨bertragung durch verschiedene
Modulation- bzw. Codierverfahren an die Kanaleigenschaften (Link Adaptation) entsteht
eine starke Abha¨ngigkeit der Datenrate vom Verkehrsaufkommen in den Nachbarzellen.
Unter dieser Randbedingung werden in dieser Arbeit zwei gegensa¨tzliche Verfahren
zum Umgang mit den Funkbetriebsmitteln entwickelt und bewertet:
Der erste Ansatz zielt auf eine mo¨glichst gleichma¨ßige, zeitliche Verteilung der Inter-
ferenz ab, wodurch die Auswahl einer geeigneten Modulation bzw. Codierung erleichtert
wird. Zur Realisierung einer gleichma¨ßigen Verteilung wurde ein Verfahren zur Sendelei-
stungssteuerung fu¨r Systeme mit Link Adaptation entwickelt.
Die andere Mo¨glichkeit zur Nutzung des Frequenzkanals besteht darin, dass die zur
U¨bertragung beno¨tigte Zeit mo¨glichst kurz gehalten wird und die nicht beno¨tigte Zeit
anderen Zugangspunkten verfu¨gbar gemacht wird. Auch hier wurde ein entsprechendes
Verfahren entwickelt, das gezielt die im H/2 Standard gegebenen Freiheiten ausnutzt.
Diesen beiden Ansa¨tzen liegt eine unterschiedliche Definition des Begriffs Kanal zu
Grunde: Wa¨hrend der erste Ansatz Frequenzkana¨le verwendet, benutzt der zweite Ansatz
zusa¨tzlich den Zeitbereich zur Kanalerzeugung.
Darauf aufbauend werden Verfahren zur Kanalvergabe entwickelt und in unterschiedli-
chen Situationen bewertet. Dabei wird auch untersucht, inwieweit die Unterstu¨tzung von
Dienstklassen beeinflusst wird.
Zusa¨tzlich wird in dieser Arbeit die spektrale Effizienz des H/2 Systems und ihre
Abha¨ngigkeit von verschiedenen Parametern untersucht.

ABSTRACT
The WLAN system HiperLAN/2 (H/2) was standardized by the ETSI project BRAN
during the last years. Due to the high data rate (up to 54Mbit/s on the air interface) and
the possibility to support QoS this system fulfills the requirements of mobile users in a
multimedia world.
H/2 operates in the 5GHz band which offers indoors 19 and outdoor 9 frequency
channels. These frequency channels may be used also by other systems, as for example
by IEEE 802.11a, so that the resulting number of channels can be significantly reduced.
H/2 offers link adaptation to adjust the modulation and coding scheme according to the
interference. This leads to a high dependency between the available capacity and the load
in the neighbor cells.
Under these circumstances two approaches to deal with the radio resources are devel-
oped and evaluated.
The first approach distributes the interference uniformly, by reducing the transmission
power and selecting a more robust modulation/coding scheme. This reduces the variance
of the interference which makes the selection of an appropriate modulation/coding scheme
easier.
The second approach uses maximum transmission power to reduce the transmission
time as much as possible. If a frequency channel is not completely used the remaining
time can be assigned to other access points. A method developed in this work allows to
multiplex several neighbor access points on the same frequency channel.
These approaches are based on a different view of a channel. While the first applies
frequency channel (FDM), the second uses FDM/TDM channels. Based on this, different
approaches for channel assignment are evaluated and their ability to support service classes
is examined.
In addition the spectral efficiency of the H/2 of system and its dependence on different
parameters is evaluated in this work.
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KAPITEL 1
Einleitung
K ommunikation stellt eines der Hauptbedu¨rfnisse des Menschen dar. Zuerst war es dasdrahtgebunde Telefon, das heute aus keinem Haushalt mehr wegzudenken ist. Mit der
Weiterentwicklung der Technologie gab es 1980 die ersten schnurlosen Telefone der ersten
Generation. Jahre spa¨ter wurde von ETSI der Standard fu¨r das digitale Mobilfunksystem
GSM verabschiedet. Im letzten Jahrzehnt gab es eine explosionsartige Entwicklung der
GSM Benutzerzahl: heute ist GSM der Mobilfunkstandard schlechthin und ermo¨glicht fast
weltweit eine mobile Erreichbarkeit.
Es ist zwar nicht zu erwarten, dass a¨hnliche Wachstumsraten in den na¨chsten Jahren
erreicht werden, trotzdem ist besonders die mobile Kommunikation aus dem ta¨glichen
Leben nicht mehr wegzudenken. Zuku¨nftige Mobilfunksysteme, wie das sich gerade im
Aufbau befindliche UMTS, werden, neben der reinen Sprachu¨bertragung, Datendienste
unterstu¨tzen und den mobilen Teilnehmern dadurch eine Vielzahl von neuen Diensten
zur Verfu¨gung stellen. Die verfu¨gbare Datenrate wird um ein Vielfaches ho¨her sein. Die
enormen Summen, die bei der Vergabe der UMTS Lizenzen bezahlt wurden, la¨ßt die
Erwartungen an die weitere Entwicklung der mobilen Kommunikation erahnen.
Aber gerade die hohen Lizenzgebu¨hren und die hohen Kosten fu¨r den Aufbau der
zuku¨nftigen Netze machen mo¨gliche Alternative fu¨r potentielle Betreiber, die bei der Auk-
tion leer ausgegangen sind, interessant. Es gibt bereits erste Planungen zur Versorgung
großfla¨chiger Gebiete mittels WLAN Systemen [59].
Vereinzelt wird durch den Einsatz von schnurlosen, lokalen Netzen (wireless LAN,
WLAN) ein breitbandiger Zugang zum Internet ermo¨glicht. Diese Systeme arbeiten im
unlizensiert 2.4GHz bzw. 5GHz Bereich. Dies hat den Protest der Mobilfunkbetreiber her-
vorgerufen, die fu¨r viel Geld die UMTS Lizenzen erworben haben und aufgrund der fehlen-
den Lizenzgebu¨hren ungleiche Wettbewerbschancen befu¨rchten. Auch wenn die WLANs in
unlizenzierten Frequenzbereichen betrieben werden, handelt es sich dabei um eine knappe
Ressource, die mo¨glichst effizient ausgenutzt werden muss.
Die Arbeit bescha¨ftigt sich mit dem WLAN-System H/2, dass im 5GHz arbeitet und
im Rahmen des ETSI Projektes BRAIN standardisiert wurde. Der Fokus liegt dabei auf
dem Verhalten von H/2 im multizellularen Umfeld und auf der Entwicklung und Bewer-
tung von Verfahren zum mo¨glichst effizienten Umgang mit den Funkbetriebsmitteln. Es
werden neue Verfahren zur Kanalvergabe und Sendeleistungssteuerung entwickelt. An-
hand von simulativen Untersuchungen wird in Abha¨ngigkeit vom Einsatzgebiet und von
den Anforderung jeweils das optimale Verfahren ermittelt. Weiterhin werden Probleme
herausgearbeitet, die bei der Unterstu¨tzung von Dienstgu¨te in einer multizellularen Um-
gebung auftreten und Lo¨sungsmo¨glichkeiten vorgeschlagen.
1.1 Aufbau der Arbeit
Als erstes werden die erforderlichen Grundlagen aus dem Bereich der mobilen Kommuni-
kation eingefu¨hrt, die fu¨r das Versta¨ndnis dieser Arbeit erforderlich sind. Danach werden
verschiedene Mobilfunksysteme kurz eingefu¨hrt, so dass der Leser die Mo¨glichkeit zur Ein-
ordnung des in dieser Arbeit betrachteten Systems hat.
2 1. Einleitung
In Kap. 4, S. 27 wird der H/2 Standard eingefu¨hrt. Entsprechend des Schwerpunktes
der Arbeit werden Details bzgl. der Signalisierung, der logischen Kana¨le, etc. verku¨rzt
dargestellt und das Augenmerk versta¨rkt auf die Bereiche gelegt, die das Systemverhalten
beeinflussen.
Im anschließenden Kapitel wird auf die Ratenanpassung (Link Adaptation (LA)) und
die Sendeleistungssteuerung (Transmission Power Control (TxPC)) eingegangen. Beide
Eigenschaften beeinflussen sich gegenseitig und ko¨nnen nur gemeinsam betrachtet werden.
Insbesondere wird eine in dieser Arbeit entwickelte kombinierte LA/TxPC Steuerung vor-
gestellt, die die Unterstu¨tzung von Dienstgu¨te verbessert.
In Kap. 6, S. 47 werden unterschiedliche Verfahren zur Aufteilung und zur Vergabe der
Funkbetriebsmittel auf die Funkzugangspunkte eingefu¨hrt. Dabei wird auf das im Stan-
dard vorgesehene Verfahren, die Dynamic Frequency Selection (DFS), eingegangen und
es wird ein alternativer Ansatz vorgestellt, der die vom Standard gebotenen Freira¨ume
ausnutzt.
In Kap. 7, S. 61 werden grundlegende Aspekte zur spektralen Effizienz des H/2 Systems
berechnet. Die erhaltenen Ergebnisse dienen insbesondere zur Verifikation der entwickel-
ten Simulationsumgebung.
Im folgenden Kapitel Kap. 8, S. 73 wird die Simulationsumgebung im Detail erla¨utert.
Dabei wird auf die Implementierung der verwendeten Protokolle, die erforderlichen Verein-
fachungen, die Quellenmodelle, die untersuchten Szenarien und die Art der durchgefu¨hr-
ten Auswertungen eingegangen, so dass die Nachvollziehbarkeit der Ergebnisse ermo¨glicht
wird.
In Kap. 9, S. 91 werden die simulativ ermittelten Ergebnisse diskutiert. Dabei wird
zur Vermittlung eines Eindrucks u¨ber das Verhalten von H/2 in einer mehrzellularen Um-
gebung zuerst auf die Aspekte der zeitlichen Lage der Zugangspunkte zueinander, die LA
und die spektrale Effizienz eingegangen. Danach werden die in dieser Arbeit entwickelten
Verfahren zum Umgang mit den Funkbetriebsmitteln bewertet.
Im letzten Kapitel wird eine Zusammenfassung gegeben.
KAPITEL 2
Grundlagen zellularer Mobilfunksysteme
I n diesem Kapitel werden die erforderlichen Grundlagen vermittelt, die fu¨r das Ver-sta¨ndnis von zellularen Mobilfunksystemen erforderlich sind. Dabei wird u.a. auf die
Funkausbreitung und auf unterschiedliche Ansa¨tze zur Aufteilung der Funkbetriebsmittel
auf die Kommunikationsteilnehmer eingegangen.
2.1 Funkausbreitung
In Mobilfunksystemen werden, anders als bei leitungsgebundenen Systemen, die Daten
durch elektromagnetische Wellen im freien Raum u¨bertragen. Die Ausbreitung der Wellen
ist einer Da¨mpfung unterworfen, wodurch die Reichweite und damit die Zellgro¨ße zel-
lularer Systeme begrenzt wird. Zusa¨tzlich wird die Ausbreitung durch morphologische
Gegebenheiten beeinflusst. Fu¨r die Entwicklung und zur Bewertung von Mobilfunksyste-
men ist deshalb eine Beru¨cksichtigung der Ausbreitungsverha¨ltnisse von entscheidender
Bedeutung. Weiterhin ist die Bitfehlerwahrscheinlichkeit (engl. Bit Error Ratio (BER))
deutlich ho¨her: Wa¨hrend bei leitungsgebundenen Systemen eine BER um die 10−12 er-
reicht wird, ist bei der U¨bertragung u¨ber die Funkschnittstelle die Wahrscheinlichkeit um
Gro¨ßenordnungen ho¨her (> 10−5).
2.1.1 Freiraumausbreitung
Der einfachste Fall der Ausbreitung von elektromagnetischen Wellen ist die Freiraum-
ausbreitung. Dabei wird die Ausbreitung der Wellenfront in Form einer Kugeloberfla¨che
angenommen. Bei verlustlosem Ausbreitungsmedium ist das Integral des Poyntingschen
Vektors u¨ber der Kugeloberfla¨che konstant [47]. Fu¨r einen Punktstrahler erha¨lt man fu¨r
das Verha¨ltnis von empfangener Leistung PE und ausgestrahlter Leistung PS folgende
Beziehung:
PE
PS
= gS gE
(
λ
4pid
)2
(2.1)
= gS gE
(
c
4pifd
)2
(2.2)
Dabei steht gE fu¨r den Antennengewinn der Empfangsantenne und gS fu¨r den Anten-
nengewinn der Sendeantenne. λ bezeichnet die Wellenla¨nge der verwendeten Frequenz f ,
d den ra¨umlichen Abstand zwischen Sender und Empfa¨nger und c die Ausbreitungsge-
schwindigkeit im verwendeten Medium. Da Gl. (2.1) von einem verlustlosen U¨bertra-
gungsmedium ausgeht, geht die Entfernung d quadratisch ein.
Zur Beru¨cksichtigung der durch morphologische Gegebenheiten zusa¨tzlich hervorgeru-
fenen Da¨mpfung wird der Ausbreitungskoeffizient γ eingefu¨hrt. In realen Szenarien werden
fu¨r den Koeffizienten γ Werte zwischen 2 und 5 angenommen, wobei ein ho¨herer Wert eine
sta¨rkere Da¨mpfung bedeutet.
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PE
PS
= gSgE
(
λ
4pi
)2 1
dγ
(2.3)
= gSgE
(
c
4pif
)2 1
dγ
(2.4)
2.1.2 Schwund
In der Realita¨t ist die Da¨mpfung zwischen Sender und Empfa¨nger nicht nur von der Ent-
fernung, sondern auch von den o¨rtlichen Gegebenheiten abha¨ngig. Diese Schwankungen
werden als Schwund (engl. Fading) bezeichnet, der sich aus zwei Komponenten zusam-
mensetzt:
Abschattungsschwund
Mit Abschattungsschwund wird die Schwankung des Funksignals bezeichnet, die durch
Bebauungen oder Morphologie der Umgebung hervorgerufen wird. Der Abschattungs-
schwund tritt im Funkschatten großer Objekte auf und a¨ndert sich durch die Bewegung der
Teilnehmer. Da die A¨nderung relativ langsam erfolgt, wird auch von langsamen Schwund
(engl. Longterm Fading) gesprochen.
Mehrwegeschwund
Durch Mehrwegeausbreitung aufgrund von Reflexionen u¨berlagern sich beim Empfa¨nger
eine Vielzahl von Signalen, die eine unterschiedliche Verzo¨gerung und Da¨mpfung auf-
weisen. Die Signalsta¨rke des resultierenden Signals kann wesentlich ho¨her (konstruktive
U¨berlagerung) oder geringer (destruktive U¨berlagerung) sein. Die Einbru¨che treten etwa
in einem Abstand von λ/2 auf, so dass die zeitliche Dauer der Schwankungen sehr gering
ist. Deshalb wird der Mehrwegeschwund auch als schneller Schwund (engl. Shortterm
Fading) bezeichnet.
2.1.3 Modellierung
Es gibt zahlreiche Arbeiten, die sich mit der Modellierung der Funkausbreitung im Außen-
bzw. Innenbereich befassen. Eine U¨bersicht bietet z.B. [45]. Einige Modelle werden hier
kurz vorgestellt:
One-Slope Modell
Beim One-Slope Modell handelt es sich um ein einfaches Model, bei dem zur Ermittlung
der Da¨mpfung die logarithmische Entfernung mit einem Faktor n multipliziert wird [8].
Fu¨r den Faktor n werden Werte zwischen 2 (Freiraumausbreitung) und 6 (Geba¨ude) ein-
gesetzt [2].
L = L0 + 10 · n · log(d) (2.5)
mit
L0 = Da¨mpfung bei d=1m und Freiraumausbreitung
n = Ausbreitungskoeffizient
d = Entfernung zwischen Sender und Empfa¨nger
Dual-Slope Modell
Gerade im mikrozellularen Umfeld hat sich gezeigt, dass der Ausbreitungskoeffizient von
der Entfernung abha¨ngt, so dass von Beyer und Jakoby [5] das Dual-Slope Modell
entwickelt wurde:
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L =
{
10n1 · log
(
4pi
λ d
) −a0 fu¨r d < dB
10n1 · log
(
4pi
λ dB
)−a0 + 10n2 · log ( ddB ) fu¨r d ≥ dB (2.6)
mit
d = Entfernung zwischen Sender und
Empfa¨nger
dB = Umschaltpunkt
n1 = Ausbreitungskoeffizient fu¨r d < dB
n2 = Ausbreitungskoeffizient fu¨r d ≥ dB
Um eine geringere Da¨mpfung fu¨r ku¨rzere Entfernungen zur erhalten, werden fu¨r n1
Werte im Bereich von 2 eingesetzt, wa¨hrend fu¨r n2 Werte bis zu 6 gewa¨hlt werden.
COST 259 Multi-Wall Modell
Fu¨r Indoor-Szenarien wird ein Ausbreitungsmodell beno¨tigt, dass die durch die Wa¨nde
hervorgerufene Da¨mpfung beru¨cksichtigt. In COST 231 [8] wurde ein Modell eingefu¨hrt,
das von einem linearen Zusammenhang zwischen Zahl der Wa¨nde und der daraus resul-
tierenden Da¨mpfung ausgeht.
Da sich aber herausgestellt hat, dass die Da¨mpfung pro Wand mit der Zahl der durch-
querten Wa¨nde abnimmt, wurde in COST 259 [9] ein modifiziertes Modell fu¨r den 5GHz
Bereich vorgestellt, das dies beru¨cksichtigt:
L = LFreiraum +
l∑
i=1
k
ki+1.5
ki+1
−bi
i · Li (2.7)
mit
LFreiraum = Freiraumausbreitung
ki = Zahl der Wa¨nde vom Typ i
Li = Da¨mpfung einer Wand vom Typ i
bi = −0.064 + 0.0705Li − 0.0018L2i
Durch den Faktor kxi erha¨lt man bei du¨nneren Wa¨nden mit einer geringeren Da¨mpfung
Li ein lineareres Verhalten, als bei dickeren Wa¨nden.
HATA-OKUMURA Modell
Das Hata-Okumura Model wurde empirisch ermittelt und wird zur Ermittlung der Funk-
ausbreitung bei sehr großen Funkzellen (bis zu 100 km) im 2GHz Band verwendet. Ana-
lytisch la¨sst sich der Pfadverlust wie folgt beschreiben:
L = 69.55 + 26.16 · log(f)− 13.82 · log(ht)− a(hm) (2.8)
+ (44.9− 6.55log(ht)) log(d) (2.9)
a(hm) = [1.1log(f)− 0.7]hm− [1.56log(f)− 0.8]
mit
d = Entfernung zwischen Sender und Empfa¨nger
f = Frequenz [Mhz]
ht = Ho¨he der Sendeantenne [m]
hm = Ho¨he der Empfangsantenne [m]
a(hm) = Korrekturfaktor fu¨r die Antennenho¨he des Terminals [dB]
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2.2 Clusterbildung
Durch die Da¨mpfung der Funkwellen ist die Reichweite eines Funksignals ra¨umlich be-
grenzt. Das Gebiet, das von einer Basisstation abgedeckt wird, bezeichnet man als Funk-
zelle, wobei die Gro¨ße insbesondere von der Sendeleistung abha¨ngt. Fu¨r die Untersuchung
von zellularen Systemen werden Funkzellen idealisiert und als regelma¨ßige Sechsecke nach-
gebildet. Die Funkzellen werden zu Clustern zusammengefasst, innerhalb derer jeder Funk-
kanal nur einmal verwendet werden kann. Da bei einem zellularen Mobilfunksystem die
Cluster das gesamte Versorgungsgebiet abdecken mu¨ssen, sind nur bestimmte Clustergro¨-
ßen mo¨glich.
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Abbildung 2.1: Beispiel fu¨r unterschiedliche Clustergro¨ßen (links: 4er Cluster, rechts: 7er
Cluster)
D
R
Abbildung 2.2: Berechnung des CIRs
In Abb. 2.1 ist beispielhaft ein 4er und ein 7er Cluster dargestellt. Die bei dieser regel-
ma¨ßigen Struktur auftretenden Sto¨rungen gehen hauptsa¨chlich von den 6 Gleichkanalzellen
aus, die alle den selben Abstand von der betrachteten Zelle haben, vgl. Abb. 2.2. Weiter
entfernt liegende Gleichkanalzellen tragen zwar ebenfalls zur auftretenden Sto¨rleistung bei,
dieses kann aber i.d.R. vernachla¨ssigt werden.
Die Sto¨rleistung I bei der Basisstation einer Funkzelle ergibt sich aus der Summe der
Sto¨rleistungen Ik der K sto¨renden Stationen und der Rauschleistung N :
I =
K∑
k=1
Ik +N (2.10)
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Wenn man davon ausgeht, dass die Rauschleistung N vernachla¨ssigbar ist, und alle
Stationen mit derselben Leistung senden, so ist der Gleichkanalsto¨rabstand (engl. Carrier
to Interference Ratio (CIR)) nur von der Anordnung der Stationen abha¨ngig.
CIR =
R−γ∑K
k=1D
−γ
k
(2.11)
Wenn man weiterhin annimmt, dass alle sto¨renden Zellen den selben Abstand zur
betrachteten Zelle haben, vgl. Abb. 2.2, S. 6, so vereinfacht sich Dk zu D und man erha¨lt:
CIR =
R−γ
6D−γ
=
1
6
qγ (2.12)
Das Verha¨ltnis q = D/R wird als Verminderungsfaktor der Gleichkanalsto¨rung (engl.
Cochannel Interference Reduction Factor) bezeichnet [54]. Bei einem geforderten minima-
len CIR la¨sst sich der Verminderungsfaktor q bestimmen. Der Verminderungsfaktor fu¨r
unterschiedliche Clustergro¨ßen kann mit Hilfe von Abb. 2.3 ermittelt werden.
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Abbildung 2.3: Zusammenhang zwischen Clustergro¨ße und reuse-shift-Parameter (Beispiel
mit i = 1, j = 2)
Mo¨gliche Clustergro¨ßen ergeben sich durch
S = i2 + ij + j2 mit i,j ∈ N (2.13)
Fu¨r den Abstand D zwischen der betrachteten Zelle und den Gleichkanalzellen erha¨lt
man unter Verwendung des Cosinussatzes:
h =
1
2
√
3R (2.14)
D = 2h
√
i2 + ij + j2
= 2h
√
S
=
√
3SR (2.15)
Somit ergibt sich fu¨r den Verminderungsfaktor q:
q =
D
R
=
√
3S (2.16)
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Tabelle 2.1: Verminderungsfaktoren fu¨r unterschiedliche Clustergro¨ßen
Clustergro¨ße S 3 4 7 9 12
Verminderungsfaktor q =
√
3S 3 3.46 4.58 5.19 6
Fu¨r verschiedene Clustergro¨ßen ergeben sich die folgenden Verminderungsfaktoren:
Wie man aus Tab. 2.1 entnehmen kann, erho¨hen gro¨ßere Cluster das CIR und ver-
bessern somit die Kanalqualita¨t. Dadurch wird allerdings die innerhalb einer Funkzelle
zur Verfu¨gung stehende Kanalzahl reduziert. Bei der Netzplanung muss also zwischen der
Kanalzahl und der gewu¨nschten Kanalqualita¨t abgewogen werden.
Durch Reduzierung der Zellgro¨ße kann die Teilnehmerdichte erho¨ht werden. Aller-
dings mu¨ssen die Randbedingungen, wie steigende Zahl von Basisstationen, Zunahme der
Handoverha¨ufigkeit, etc. beru¨cksichtigt werden.
In der Realita¨t ha¨ngt die Ausdehnung einer Funkzelle allerdings von den topografischen
Gegebenheiten ab, und die Form weicht entsprechend von der eines Sechseckes ab.
Aufgrund der begrenzten Flankensteilheit der Kanalfilter beim Empfa¨nger bzw. Sender
treten zusa¨tzlich noch Nebenkanalsto¨rungen (engl. Adjacent Channel Interference (ACI))
auf, die bei der Frequenzplanung ggf. beru¨cksichtigt werden mu¨ssen.
2.3 Multiplexverfahren
Zur besseren Ausnutzung der Kapazita¨t eines U¨bertragungsmediums gibt es verschiedene
Verfahren, dieses Medium zu unterteilen und somit das Multiplexen mehrerer Teilnehmer
zu ermo¨glichen. Man unterscheidet zwischen:
Frequenzmultiplex: Beim Frequenzmultiplexen (Frequency Division Multiplex (FDM))
wird das verfu¨gbare Spektrum in Frequenzbereiche unterteilt. Diese Frequenzbe-
reiche bilden jeweils einen physikalischen Kanal, der zwei oder mehreren Stationen
zur U¨bertragung zur Verfu¨gung steht. Die Sto¨rungen benachbarter Kana¨le wer-
den durch steilflankige Filter unterdru¨ckt. Aufgrund von ACI mu¨ssen Schutzba¨nder
(engl. Guard Band) zwischen den einzelnen Frequenzkana¨len verwendet werden, so
dass nicht das gesamte Spektrum zur Datenu¨bertragung zur Verfu¨gung steht.
Zeitmultiplex: Beim Zeitmultiplexen (engl. Time Division Multiplex (TDM)) wird das
Spektrum im Zeitbereich unterteilt. Die entstehenden Zeitschlitze werden fest oder
nach Bedarf an eine Station zur U¨bertragung von Daten vergeben bzw. von dieser be-
legt. Aufgrund von Signallaufzeiten sind zwischen den einzelnen Zeitschlitzen Schut-
zintervalle (engl. Guard Interval) erforderlich, wodurch beliebig kurze Zeitschlitze aus
kapazita¨tso¨konomischer Sicht nicht sinnvoll sind.
Raummultiplex: Beim Raummultiplexen (engl. Space Division Multiplex (SDM)) wird zur
Bildung von Kana¨len die Raumdimension verwendet. Dabei wird ausgenutzt, dass
das Sendesignal mit zunehmender Entfernung geda¨mpft wird. SDM bildet somit die
Grundlage fu¨r alle zellularen Systeme. Theoretisch la¨sst sich durch Reduzierung der
Zellgro¨ße ein unendlich hoher Verkehr tragen (Micro-, Picozellen). Die Teilnehmer
von verschiedenen Raumsegmenten mu¨ssen nicht synchronisiert sein. Eine weite-
re Mo¨glichkeit zur Erzeugung von Segmenten bildet der Einsatz von sektorisierten
Antennen bei der Basisstation. Durch Verwendung von elektronisch gesteuerten An-
tennen (Phased Arrays) entstehen stark fokussierte Diagramme, so dass mehrere
ra¨umlich getrennte Stationen gleichzeitig von einer Basisstation empfangen werden
ko¨nnen. Auch beim Einsatz von Raummultiplex muss ein Abstand zwischen den
Segmenten eingehalten werden, vgl. Abs. 2.2, S. 6.
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Codemultiplex: Beim Codemultiplexen (Code Division Multiplex (CDM)) benutzt jede
Station einen orthogonalen Pseudo Noise (PN) Code zur Tra¨germodulation des zu
u¨bertragenden Signals. Dabei wird das Signal auf ein Vielfaches der urspru¨nglichen
Breite gespreizt, wodurch eine Mehrfachbenutzung des Spektrums mo¨glich ist. Beim
Empfa¨nger wird durch Bildung der Autokorrelationsfunktion (AKF) das Signal auf
Originalbandbreite reduziert. Signale, deren PN Code nicht u¨bereinstimmen, werden
nicht dekodiert und tragen lediglich zum Rauschen bei. Da mit steigender Zahl der
verwendeten Codekana¨le das CIR abnimmt, ist die Zahl der verwendbaren Kana¨le be-
schra¨nkt. Da alle Teilnehmer das gleiche Spektrum verwenden, verschlechtert sich die
Kanalqualita¨t fu¨r alle Teilnehmer gleichma¨ßig (graceful degradation). Andererseits
ist keine Zeitsynchronistation verschiedener Systeme erforderlich und CDM-Systeme
sind sto¨rsicherer als FDM- oder TDM-Systeme.
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Abbildung 2.4: Multiplexverfahren
Die zu den Multiplexverfahren zugeho¨rigen Zugriffsverfahren werden mit
 Frequency Division Multiple Access (FDMA)
 Time Division Multiple Access (TDMA)
 Space Division Multiple Access (SDMA)
 Code Division Multiple Access (CDMA)
bezeichnet.
In heutigen Mobilfunksystemen wird i.d.R. eine Kombination der vorgestellten Ver-
fahren verwendet, so dass die zur Verfu¨gung stehenden Funkressourcen entsprechend der
Anforderungen optimal ausgenutzt werden ko¨nnen. So setzen z.B. das Global System for
Mobile Communication (GSM) und das System Digital Enhanced Cordless Telecommu-
nications (DECT) FDM und TDM ein. Durch das Raummultiplexen wird der zellulare
Aufbau ermo¨glicht.
2.4 Duplexverfahren
Bei der U¨bertragung von Daten muss das schwache Empfangssignal im Frequenz- bzw. im
Zeitbereich vom deutlich sta¨rkeren Sendesignal getrennt werden, damit ein Empfang mo¨g-
lich ist. Bei Mobilfunksystemen unterscheidet man zwischen Aufwa¨rtsrichtung (Uplink
(UL)), der U¨bertragung von Daten von der Mobilstation (Wireless Terminal (WT)) zur
Basisstation (Base Station (BS)), und der Abwa¨rtsrichtung (Downlink (DL)), der U¨ber-
tragung von der Basisstation zu der Mobilstation. Abha¨ngig davon, ob die Trennung im
Frequenz- oder im Zeitbereich erfolgt, differenziert man zwischen:
Frequency Division Duplex (FDD): Beim FDD werden die Daten in Uplink-Richtung
in einem anderen Frequenzband als die Downlink-Daten u¨bertragen. Der Abstand
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zwischen den beiden Frequenzba¨ndern wird als Duplexabstand bezeichnet. Da bei
niedrigeren Frequenzen die Da¨mpfung geringer ist, werden diese zur Schonung der
Energiequelle des Endgera¨tes fu¨r den Uplink verwendet. Fu¨r FDD werden gepaarte
Frequenzba¨nder eingesetzt, so dass sich dieses Duplexverfahren besonders fu¨r sym-
metrische Dienste, z.B. Sprache, Videotelefonie eignet. Bei FDD-Systemen ko¨nnen
nur Mobil- von Basisstationen bzw. Basis- von Mobilstationen gesto¨rt werden.
Time Division Duplex (TDD): Beim TDD werden Up- und Downlink nacheinander im
selben Frequenzband u¨bertragen; es findet eine zeitliche Trennung statt. Durch Fest-
legung des Zeitverha¨ltnisses zwischen Up- und Downlink ko¨nnen auch unsymmetri-
sche Dienste unterstu¨tzt werden. Im Gegensatz zum FDD sind keine gepaarten Fre-
quenzba¨nder erforderlich. Da Mobil- und Basisstationen auf denselben Frequenzba¨n-
dern u¨bertragen, ko¨nnen sie sich gegenseitig sto¨ren, sofern dies nicht durch geeignete
Zugriffsprotokolle vermieden wird.
Tab. 2.2 fasst die auftretenden Sto¨rsituationen bei den beiden Duplexverfahren zusam-
men; in Abb. 2.5 werden die beiden Duplexverfahren veranschaulicht.
Tabelle 2.2: Sto¨rersituationen in Abha¨ngigkeit vom Duplexverfahren
Duplexverfahren WT→BS WT→WT BS→BS BS→WT
TDD mo¨glich mo¨glich mo¨glich mo¨glich
FDD mo¨glich nicht mo¨glich nicht mo¨glich mo¨glich
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Abbildung 2.5: Duplexverfahren
2.5 Kanalvergabeverfahren
Kanalvergabeverfahren dienen zur Zuweisung der in den vorherigen Kapiteln eingefu¨hrten
Frequenz-, Zeit- bzw. Codekana¨le an Kommunikationspartner. Kanalvergabeverfahren
ko¨nnen dabei unterschiedliche Optimierungsziele haben. Ein mo¨gliches Ziel ist die Vergabe
von Kana¨len derart, dass die Kana¨le mo¨glichst ha¨ufig unter Einhaltung des geforderten
CIRs wiederverwendet werden und dadurch die spektrale Effizienz maximiert wird.
Die Kanalvergabeverfahren lassen sich in vier Gruppen unterteilen, auf die im Folgen-
den kurz eingegangen wird:
 Feste Kanalvergabe (engl. Fixed Channel Allocation (FCA))
 Leihverfahren (engl. Borrowing Channel Allocation (BCA))
 Dynamische Kanalvergabe (engl. Dynamic Channel Allocation (DCA))
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 Hybride Kanalvergabe (engl. Hybrid Channel Allocation (HCA))
2.5.1 Feste Kanalvergabe
Bei der festen Kanalvergabe werden die verfu¨gbaren Funkkana¨le in einem planerischen
Prozess fest den Basisstationen zugeordnet. Die Zuordnung a¨ndert sich im laufenden
Betrieb nicht; allerdings kann in gewissen Zeitabsta¨nden eine Neuplanung durchgefu¨hrt
werden. Da die Funkkana¨le erst in einem ausreichend großen Abstand wieder verwendet
werden ko¨nnen, entstehen Cluster, vgl. Abs. 2.2, S. 6. Innerhalb eines Clusters wird jeder
Funkkanal nur einmal verwendet.
Bei einfachen FCA Verfahren werden die Funkkana¨le gleichma¨ßig auf die einzelnen
Basisstationen aufgeteilt, wodurch sich bei gleichma¨ßig verteilten Verkehrsaufkommen eine
hohe Effizienz ergibt, d.h. eine geringe Blockierrate.
Reale Netze weichen aber aufgrund topografischer und morphologischer Gegebenheiten
von der hexagonalen Zellstruktur ab. Auch ist das Verkehrsaufkommen nicht gleichma¨ßig
u¨ber die Versorgungsfla¨che verteilt. Durch unterschiedliche Zellgro¨ßen und bedarfsgerech-
ter Zuordnung der Funkkana¨le, kann ungleichma¨ßiges Verkehrsaufkommen beru¨cksichtigt
werden. Aufgrund der festen Zuordnung der Funkkana¨le ko¨nnen FCA-Verfahren nicht auf
ein zeitlich schwankendes Verkehrsaufkommen reagieren.
2.5.2 Leihverfahren
Beim Leihverfahren findet wie bei der FCA eine feste Zuordnung zwischen den Funkkana¨-
len und den Basisstationen statt. Wenn eine Basisstation alle ihr zugeordneten Kana¨le
belegt hat, so kann sie Kana¨le von benachbarten Zellen leihen. Dabei werden die Kana¨-
le z.B. nur fu¨r die Dauer der aktuellen Verbindung verliehen. Im Sinne einer mo¨glichst
hohen Kanalo¨konomie wird der Wiederholabstand so gewa¨hlt, dass ein gefordertes CIR
gerade eingehalten wird. Damit beim Verleihen von Kana¨len das geforderte CIR nicht
unterschritten wird, mu¨ssen die verliehenen Kana¨le in den benachbarten Zellen gesperrt
werden (vgl. Abb. 2.6).
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Abbildung 2.6: Sperren von verliehenen Kana¨le in benachbarten Zellen
Man unterscheidet zwischen einfachen und hybriden Leihverfahren. Bei einfachen Ver-
fahren ko¨nnen alle Funkkana¨le verliehen werden. Bei hybriden Verfahren ist ein Teil der
Funkkana¨le fest einer Basisstation zugeordnet, wa¨hrend der andere Teil verliehen werden
kann. Es gibt zahlreiche unterschiedliche Strategien zur Auswahl des zu leihenden Kanals.
Eine gute U¨bersicht bieten Katzela und Naghshineh [29], Scheibenbogen [46].
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2.5.3 Dynamische Kanalvergabe
Ein Nachteil der vorherigen Verfahren ist die relativ feste Zuordnung zwischen den Funk-
kana¨len und den Basisstationen. Dadurch kann auf kurzfristige Schwankungen des Ver-
kehrsaufkommens nur bedingt reagiert werden. Dieses Problem wird durch die dynamische
Kanalvergabe behoben. Bei ihr gibt es keine feste Zuordnung zwischen Funkkana¨len und
Funkzellen; alle Funkkana¨le stehen prinzipiell allen Basisstationen zur Verfu¨gung, wobei
das erforderliche CIR eingehalten werden muss. Die Auswahl der Kana¨le kann dabei zen-
tral oder dezentral erfolgen. Man unterscheidet:
Zentrale dynamische Kanalvergabe: Die Funkkana¨le werden von einer zentralen Instanz
vergeben. Fu¨r die Auswahl des Funkkanals gibt es unterschiedliche Strategien, die
verschiedene Ziele verfolgen: Geringe Rechenzeit, lokales Optimum, mo¨glichst kleiner
Wiederverwendungsabstand. In Systemen mit vielen Basisstationen fu¨hrt die zentra-
le Kanalvergabe zu einem enormen Rechen- und Signalisierungsaufwand, allerdings
kann eine nahezu optimale Kanalauslastung erreicht werden [3].
Verteilte dynamische Kanalvergabe: Informationen u¨ber Kanalbelegungen werden auf
lokaler Ebene ausgetauscht, z.B. durch direkte Kommunikation mit Nachbarzellen.
Im Gegensatz zur zentralen Kanalvergabe besitzt jede Basisstation nur Informatio-
nen u¨ber die Verfu¨gbarkeit einzelner Kana¨le in ihrer Umgebung. Auf Kosten eines
hohen Signalisierungsaufwands wird dabei eine fast optimale Kanalbelegung erreicht.
Messende/dezentrale dynamische Kanalvergabe: Die Informationen u¨ber die Verfu¨gbar-
keit einzelner Kana¨le gewinnt die Basisstation durch Kanalmessungen. Da kein di-
rekter Austausch von Informationen zwischen Basisstationen stattfindet, eignet sich
dieses Verfahren auch fu¨r selbstorganisierende Systeme.
Auch bei der dynamischen Kanalvergabe gibt es verschiedene Strategien bzw. Optimie-
rungen fu¨r bestimmte Szenarien. Eine gute U¨bersicht bietet Katzela und Naghshineh
[29].
2.5.4 Hybride Kanalvergabe
Bei der hybriden Kanalvergabe handelt es sich um eine Kombination aus fester und dy-
namischer Kanalvergabe. Die verfu¨gbaren Funkkana¨le werden in zwei Gruppen eingeteilt.
Die Kana¨le der ersten Gruppen werden entsprechend der festen Kanalvergabe den Basis-
stationen zugeordnet, wa¨hrend die Kana¨le der zweiten Gruppe allen Basisstationen zur
Verfu¨gung stehen und dynamisch vergeben werden.
2.6 Spektrale Effizienz
Um den Umgang unterschiedlicher Mobilfunksysteme mit den Funkressourcen vergleichen
zu ko¨nnen, wird die spektrale Effizienz [37, 54] verwendet. In Abha¨ngigkeit vom Adres-
saten bzw. zur Hervorhebung bestimmter Eigenschaften eines Funksystems werden un-
terschiedliche Definitionen eingesetzt. Fu¨r Netzbetreiber ist der tragbare Verkehr pro
Frequenz- und Fla¨cheneinheit interessant, so dass sich die folgende Definition fu¨r die spek-
trale Effizienz, die teilweise auch als spektrale Kapazita¨t bezeichnet wird, ergibt:
Spektrale Effizienz
[
bit/s
MHz ·m2
]
=
Verkehr
Bandbreite · Fla¨che (2.17)
Verkehr bezeichnet den vom Funksystem getragenen Verkehr, Bandbreite das zur Ver-
fu¨gung stehende Frequenzspektrum und Fla¨che die durch das System versorgte Fla¨che.
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Man strebt an die spektrale Effizienz zu erho¨hen, wobei allerdings gerade bei einem Ver-
gleich von Funksystemen die unterschiedlichen Anforderungen/Aufgaben beru¨cksichtigt
werden mu¨ssen [37]. So kann ein System nach Gl. (2.17) eine geringere spektrale Effizi-
enz als ein anderes System aufweisen, aber trotzdem fu¨r die vorgesehene Aufgabe besser
geeignet sein.
2.7 Beispiel DECT
Die in den vorherigen Abschnitten vorgestellten Aspekte zur Kanalvergabe bzw. zum
Kanalzugriff sollen am Mobilfunksystem Digital Enhanced Cordless Telecommunications
(DECT), das 1992 durch die European Telecommunications Standards Institute (ETSI)
standardisiert wurde, verdeutlicht werden. Ein DECT-Netz ist ein mikrozellulares, di-
gitales Mobilfunknetz fu¨r hohe Teilnehmerdichten. Der Hauptanwendungsbereich liegt in
Geba¨uden und DECT erfreut sich im Bereich schnurloser Telefone einer großen Beliebtheit.
Die maximale Entfernung zwischen Basis- und Mobilstation betra¨gt im Freien ca. 300m
und ca. 50m in Geba¨uden.
DECT ermo¨glicht neben der U¨bertragung von Sprache auch die U¨bertragung von Da-
ten, so dass auf DECT-Basis auch schnurlose Datennetze aufgebaut werden ko¨nnen. Eine
ausfu¨hrliche Einfu¨hrung in das DECT-System und mo¨gliche Anwendungsbereiche findet
man in Plenge [41], Walke [55].
2.7.1 Kanalstruktur
Die physikalische Schicht (engl. Physical Layer (PHY)) ist fu¨r die Realisierung der Funk-
kana¨le zusta¨ndig. Dabei muss das Medium mit vielen anderen Teilnehmern geteilt werden.
Durch Ausnutzung der Raum-, Zeit- und Frequenzdimension wird Interferenz bzw. wer-
den Kollisionen bei U¨bertragungen der einzelnen Teilnehmern weitgehend vermieden. Die
Vergabe der Funkkana¨le wird dezentral koordiniert.
Zeitdimension: Durch Anwendung des TDMA-Verfahrens (Abs. 2.3, S. 8) wird eine Fre-
quenz in Zeitschlitze unterteilt, wobei 24 Zeitschlitze einen Rahmen bilden. Auf
einer beliebigen freien Zeitschlitzposition kann eine Station einen Kanal einrichten,
wodurch ihr eine konstante U¨bertragungskapazita¨t zur Verfu¨gung steht. Da TDD
eingesetzt wird, liegen Up- und Downlink auf derselben Frequenz, wobei der Zeitver-
satz genau einen halben Rahmen (= 12 Zeitschlitze) betra¨gt.
Frequenzdimension: Durch Einsatz von FDMA (Abs. 2.3, S. 8) wird der fu¨r das DECT-
System zur Verfu¨gung stehende Frequenzbereich in 10 Frequenzen unterteilt, zwi-
schen denen die Station bei der Positionierung ihrer Slotpaare wa¨hlen kann.
Raumdimension: Da die Funkwellen eine Da¨mpfung erfahren, ko¨nnen die einzelnen Zeit-
schlitzpositionen in einem entsprechenden ra¨umlichen Abstand wieder verwendet wer-
den.
Die resultierende Kanalstruktur ist in Abb. 2.7, S. 14 dargestellt. Die wichtigsten Daten
des DECT-Systems sind in Tab. 2.3, S. 14 aufgefu¨hrt.
2.7.2 Kanalwahl
Das DECT-System soll eine hohe Verkehrslast bewa¨ltigen ko¨nnen. Da die Belastung der
Zellen im Allgemeinen unterschiedlich ist und u¨ber die Zeit stark schwankt, wird eine
verteilte, dynamische Kanalvergabe eingesetzt, vgl. Abs. 2.5.3, S. 12. Feste Kanalverga-
beverfahren wa¨ren auch aufgrund des hauptsa¨chlich privaten Einsatzgebietes nur schwer
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Abbildung 2.7: Zeit- und Frequenzmultiplex beim DECT-System
Tabelle 2.3: Physikalische Daten des DECT-Systems
Frequenzband 1880-1900MHz
Zahl der Tra¨gerfrequenzen 10
Tra¨gerabstand 1.728MHz
Maximale Sendeleistung 250mW
Tra¨germultiplex TDMA
Duplexverfahren TDD
Rahmenla¨nge 10ms
Zahl der Zeitschlitze (pro Rahmen) 24
Modulation GFSK mit BT=0.5 / GMSK
Modulierte Gesamtbitrate 1152 kbit/s
Netto-Datenrate 32 kbit/s Daten ungeschu¨tzt
fu¨r Standardverbindungen 25.6 kbit/s Daten geschu¨tzt
6.4 kbit/s Signalisierung
zu realisieren. Somit stehen jeder Station prinzipiell alle 120 Kana¨le (10 Frequenzen mit
jeweils 12 Zeitschlitzen je U¨bertragungsrichtung) zur Verfu¨gung. Die Zahl der tatsa¨chlich
verwendbaren Kana¨le ha¨ngt von der Zahl der Sende-/Empfangseinheiten der Basisstation
ab. Falls nur eine Einheit vorhanden ist, kann nur ein Kanal pro Zeitschlitzposition be-
nutzt werden. Die verbleibenden Kana¨le an derselben Zeitschlitzposition werden als Blind
Slots bezeichnet (siehe Abb. 2.8, S. 15 (links)).
Um die Fertigung kostengu¨nstiger Endgera¨te zu ermo¨glichen, sieht der Standard vor,
dass die Zeitschlitzpositionen vor und nach einem belegten Zeitschlitz zum Umschalten
der Frequenz verwendet werden ko¨nnen. Da diese Positionen nicht zur Verfu¨gung stehen,
wird die Zahl der verfu¨gbaren Kana¨le weiter reduziert (siehe Abb. 2.8, S. 15 (rechts)).
Zur U¨bertragung mu¨ssen Mobil- und Basisstation einen geeigneten Kanal wa¨hlen.
Durch zyklisches Abho¨ren aller Kana¨le, wird eine Kanalliste aufgebaut, in der alle Kana¨le
entsprechend des gemessenen Signalpegels (engl. Receive Signal Strength Indicator (RSSI))
sortiert sind. Bei einem Transceiver dauert das Messen aller Frequenzen 100ms (jeweils
10ms pro Frequenz). Um eine ausreichende Auflo¨sung zu erhalten, betra¨gt die Messge-
nauigkeit mindestens 6 dB. Kana¨le, deren RSSI-Wert unterhalb von -93 dBm liegt, werden
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Abbildung 2.8: Blind-Slots beim DECT System
als leise (engl. quite) betrachtet und ko¨nnen benutzt werden. Kana¨le mit einem RSSI-
Wert oberhalb von -33 dBm werden als belegt (engl. busy) bezeichnet und stehen nicht zur
Verfu¨gung. Die restlichen Kana¨le werden entsprechend des Messwertes zu Gruppen b(1)
bis b(n) mit einer Breite von 6 dB zusammengefasst und in die Kanalliste eingetragen, vgl.
Abb. 2.9.
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Abbildung 2.9: Kanalliste fu¨r die Kanalwahl bei DECT
Wenn ein neuer Kanal erforderlich ist, wird der leiseste Kanal gewa¨hlt: Zuerst wird
u¨berpru¨ft, ob Kana¨le in der Gruppe quite vorhanden sind. Falls nicht, wird auf den b(1)-
Bereich ausgewichen, danach auf die anderen Bereiche in aufsteigender Reihenfolge. Falls
keine Kana¨le zur Verfu¨gung stehen, wird die Kanalwahl abgebrochen und die Basisstation
als belegt (busy) gekennzeichnet.
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KAPITEL 3
Mobile Kommunikationssysteme
D amit das in dieser Arbeit untersuchte WLAN System vom Leser besser eingeordnetwerden kann, werden in diesem Kapitel andere Systeme, die a¨hnliche Einsatzgebiete
abdecken, kurz vorgestellt. Ziel ist dabei nicht eine detaillierte Beschreibung verschiedener
Funksysteme, sondern es soll ein grundlegendes Versta¨ndnis geschaffen werden.
In Abb. 3.1 wird die Beziehung verschiedener Funksysteme zueinander verdeutlicht.
Eine weltweite Erreichbarkeit kann durch Satellitensysteme, die auch nahezu unbewohnte
Gebieten wie Wu¨sten, Weltmeere etc. abdecken, ermo¨glicht werden. Erste Systeme dieser
Art sind z.B. Intelsat und Globalstar. Fu¨r eine detaillierte Bewertung sei auf Bjelajac
[6], Guntsch [20] verwiesen. Innerhalb bewohnter Gebiete hat sich in den letzten 10
Jahren GSM als das (fast) allgegenwa¨rtige Mobilfunksystem etabliert und ist aus dem
ta¨glichen Leben nicht mehr wegzudenken. GSM ermo¨glicht Telephonie und Datendienste
mit einer relativ geringen Datenrate.
In den na¨chsten Jahren werden die ersten Universal Mobile Telecommunications Sys-
tem (UMTS)-Netze in Betrieb genommen werden, wobei zuerst dichter besiedelte Gebiete
abgedeckt werden. UMTS ermo¨glicht aufgrund der ho¨heren Datenrate die Unterstu¨tzung
zusa¨tzlicher Dienste, insbesondere multimedialer Anwendungen.
Innerhalb von Geba¨uden, an Hotspots oder ausgewa¨hlten Orten wie z.B. Flughafenhal-
len wird zuku¨nftig zusa¨tzlich eine Versorgung durch Wireless Local Area Network (WLAN)
erfolgen. WLANs ermo¨glichen eine sehr hohe Datenrate bei kleineren Funkzellen und ei-
ner leistungsfa¨higen U¨bertragungstechnik. Nachteilig ist allerdings, dass bis jetzt keine
Mobilita¨tsunterstu¨tzung mit den gleichen Mo¨glichkeiten wie z.B. beim GSM-Netz mo¨glich
ist. Zwei Vertreter der WLANs stellen H/2 und IEEE 802.11 dar. Diese Arbeit bescha¨ftigt
sich mit dem erstgenannten System, allerdings sind die Ergebnisse auch teilweise auf IEEE
802.11 u¨bertragbar.
UMTS
WLAN
GSM Satelliten
Abbildung 3.1: Mobile World - Abgrenzung verschiedener Anwendungsbereiche
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Im Folgenden wird auf die Funksysteme der inneren drei Bereiche genauer eingegan-
gen. Wichtig ist dabei, dass die Systeme nur teilweise miteinander konkurrieren und sich
teilweise auch erga¨nzen.
3.1 GSM/GPRS
Die Entwicklung des GSM Systems begann 1982 und der erste Testbetrieb erfolgte 1991.
Heute gibt es in Deutschland ca. 62Mio GSM Benutzer. Der gro¨ßte Vorteil und die Haupt-
ursache fu¨r die hohe Verbreitung von GSM ist der la¨nderunabha¨ngige Systemzugang fu¨r
alle Mobilfunkteilnehmer, wodurch das (fast) weltweite Roaming ermo¨glicht wird. Heute
wird GSM prima¨r fu¨r die Telephonie und zur Versendung von Kurznachrichten verwendet.
Die von GSM unterstu¨tzten Datendienste (General Packet Radio Service (GPRS), High
Speed Circuit Switched Data (HSCSD)) erfreuen sich aber in den letzten Jahren steigender
Beliebtheit.
BSC
MSC
BSC AuC
BTS
GMSC
OMC
BTS
EIR
VLR
Basestation Subsystem Operation Subsystem
Betreiber−Teilsystem
Subsystem
Network and Switching
Vermittlungs−TeilsystemFunk−Teilsystem
HLR
Abbildung 3.2: Architektur des GSM-Systems
Die funktionale Architektur des GSM-Mobilfunksystems la¨sst sich in drei Teilsysteme
unterteilen, vgl. Abb. 3.2:
Funkteilsystem: Das Funkteilsystem wird aus den Mobilstationen und dem Basisstation-
Subsystem, bestehend aus Base Station Controller (BSC) und Base Transceiver Sta-
tion (BTS), gebildet.
Vermittlungsteilsystem: Das Vermittlungsteilsystem (Network and Switching Subsystem
(NSS)) ist fu¨r die Weiterleitung der Rufe und die Mobilita¨tsverwaltung zusta¨ndig.
Mehrere BSC werden von einem Mobile Switching Center (MSC) verwaltet, das fu¨r
die Weiterleitung der Rufe innerhalb des von ihm verwalteten Gebietes oder inner-
halb des Mobilfunknetzes zusta¨ndig ist. Das MSC, das die Weiterleitung in andere
Mobilfunknetze bzw. in das Festnetz u¨bernimmt, wird als Gateway Mobile Switching
Center (GMSC) bezeichnet. Fu¨r die Aufenthaltsverwaltung sind das Home Location
Register (HLR) und das Visitor Location Register (VLR) zusta¨ndig.
Verwaltungsteilsystem: Das Verwaltungsteilsystem (Operation Subsystem (OSS)) entha¨lt
die Komponenten, die fu¨r den Betrieb des Netzes erforderlich sind. Dazu geho¨ren
das Authentication Centre (AuC), Operation and Maintenance Centre (OMC) und
das Equipment Identity Register (EIR).
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Bei GSM erfolgt eine langfristige Zuweisung der Frequenzen an die BTS. Eine dynami-
sche Anpassung der Frequenzverteilung entsprechend des Verkehrsaufkommens ist nicht
mo¨glich. Zur Vereinheitlichung der Interferenzsituation kann Frequency Hopping einge-
setzt werden.
Beim GSM-System werden durch eine Kombination aus TDMA und FDMA Zeitschlit-
ze erzeugt. Acht Zeitschlitze bilden einen Rahmen mit einer zeitlichen Dauer von 4.615ms,
wodurch 8 physikalische TDM-Kana¨le entstehen. Auf diese physikalischen Kana¨le werden
die logischen Kana¨le des GSM Systems zur U¨bertragung von Sprach- und Datendiensten,
Steuerinformationen, etc. abgebildet.
3.1.1 HSCSD
Bei High Speed Circuit Switched Data (HSCSD) handelt es sich um einen hochbitratigen,
kanalvermittelten Datendienst, der dadurch realisiert wird, dass einer Mobilstation gleich-
zeitig bis zu 8 Verkehrskana¨le zugewiesen werden, wodurch sich eine Datenrate von bis zu
8·14.4 kbit/s=115.2 kbit/s ergibt.
3.1.2 GPRS
General Packet Radio Service (GPRS) ist ein auf dem GSM-System aufbauender paket-
orientierter Datendienst und tra¨gt dem steigenden Interesse an Datendiensten Rechnung.
GPRS stellt somit eine Erga¨nzung zu den vorhandenen kanalvermittelnden Diensten dar
und unterstu¨tzt mit vier Priorita¨tsstufen auf der Funkschnittstelle unterschiedliche Dienst-
klassen, na¨mlich:
 Dringlichkeitsklasse (Precedence Class)
 Verzo¨gerungsklasse (Delay Class)
 Verla¨ßlichkeitsklasse (Reliability Class)
 Durchsatzklasse (Throughput Class)
Zur Unterstu¨tzung von GPRS wird die GSM Netzstruktur um die drei Elemente Ga-
teway GPRS Support Node (GGSN), Serving GPRS Support Node (SGSN) und GPRS
Register (GR) erweitert.
Grundprinzip der paketorientierten U¨bertragung ist, dass der physikalische Kanal im
Vielfachzugriff mehreren Benutzern zur Verfu¨gung steht. Die GPRS MAC Teilschicht stellt
deshalb Funktionen zur Verfu¨gung, um mehreren Benutzern den Zugriff auf den gemein-
samen Funkkanal zu ermo¨glichen; dazu geho¨ren: Kollisionsauflo¨sung, Multiplexverfahren
und eine Reservierungsstrategie, die die vereinbarten Dienstvertra¨ge beru¨cksichtigt. Ei-
ne Besonderheit des GPRS-MAC-Protokolls ist die Mo¨glichkeit, dass einer Mobilstation
mehrere physikalische Kana¨le (TCHs) gleichzeitig zugewiesen werden ko¨nnen, wodurch
die Datenrate auf das Vielfache eines Kanals gesteigert werden kann. Die physikalischen
Kana¨le, u¨ber die der GPRS-Verkehr bedient wird, ko¨nnen dynamisch oder fest zugewiesen
werden. Fu¨r detaillierte Informationen sei auf Stuckmann [48], Walke [54] verwiesen.
3.1.3 EDGE
Zuku¨nftige Mobilfunksysteme der dritten Generation wie z.B. UMTS, vgl. Abs. 3.2.1, S. 20,
werden dem Benutzer hochbitratige Datendienste zur Verfu¨gung stellen. Bereits durch
GPRS bzw. HSCSD sind u¨ber das heutige GSM Netz Datendienste nutzbar. Enhanced
Data Rates for GSM Evolution (EDGE) stellt eine Weiterentwicklung dieser Datendienste
dar, die als Enhanced GPRS (EGPRS) bzw. Enhanced CSD (ECSD) bezeichnet werden.
Bei der Belegung von acht Zeitschlitzen ermo¨glicht z.B. EGPRS eine Bruttodatenrate von
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bis zu 8·69.2 kbit/s=554 kbit/s. Die im Vergleich zu GPRS deutlich ho¨here Datenrate wird
durch den Einsatz einer zusa¨tzlichen, ho¨herwertigen Modulation erreicht. Fu¨r jede der
beiden Modulationsverfahren stehen vier Codierverfahren zur Verfu¨gung, wodurch sich
acht mo¨gliche Kombinationen ergeben (PHY-Modus). Aus diesen wird diejenige ausge-
wa¨hlt, die sich am besten fu¨r die Erfu¨llung der U¨bertragungsanforderungen eignet bzw. den
Durchsatz maximiert. Die Auswahl des PHY-Modus wird als Link Adaptation bezeich-
nete und wird hier nicht na¨her erla¨utert, da dies im Rahmen von H/2 noch ausfu¨hrlich
erfolgt. Erwa¨hnt sei an dieser Stelle nur, dass die einem Terminal zur Verfu¨gung stehende
Datenrate stark von der Interferenzsituation abha¨ngt.
Da die EDGE-Basisstationen abwa¨rtskompatibel zu den normalen GSM-Basisstationen
sind, ist ein schrittweiser Ausbau des Mobilfunknetzes mo¨glich.
3.2 IMT2000
Im 3rd Generation Partnership Project (3GPP) wurde das System International Mobile
Telecommunications at 2000 MHz (IMT2000) entwickelt. Ziel war die Entwicklung ei-
nes Funksystems, das u.a. weltweit eingesetzt werden kann, leichte und kleine Endgera¨te
ermo¨glicht und die Integration verschiedener Mobilfunksysteme sowie internationales Ro-
aming unterstu¨tzt. Dabei sollen neuartige Dienste mit der aus dem Festnetz bekannten
Dienstgu¨te unterstu¨tzt werden [54].
Wa¨hrend der Entwicklungsphase wurden verschiedene Realisierungsvorschla¨ge fu¨r die
Funkschnittstelle eingereicht, so dass letztendlich fu¨nf verschiedene Standards zur IMT2000-
Familie geho¨ren: WCDMA/UTRA FDD, UTRA TDD, cdma 2000, UWC-136/EDGE,
DECT.
Nachdem in den vorherigen Abschnitten schon auf die Systeme DECT und EDGE ein-
gegangen wurde, beschra¨nken sich die nachfolgenden Ausfu¨hrungen auf die beiden UMTS
Terrestrial Radio Access Network (UTRAN)-Varianten des UMTS Systems, die in Europa
eingesetzt werden: UTRA FDD und UTRA TDD. Fu¨r eine detailliertere Beschreibung
von UMTS sei auf Holma und Toskala [22], Walke et al. [56] verwiesen.
3.2.1 UMTS
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Abbildung 3.3: Funktionaler Aufbau des UTRAN
Beim UMTS-System wird eine Einteilung in verschiedene funktionale Bereiche, soge-
nannte Domains, vorgenommen. In dieser U¨bersicht wird prima¨r auf die Access Network
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Domain (AND) eingegangen, die dem Teilnehmer den Zugang zum UMTS-Netz ermo¨glicht
und die Verbindung zur Transportschicht herstellt.
Mit UTRAN werden die Funktionen und Protokolle bezeichnet, die fu¨r die U¨bertragung
u¨ber das terrestrische Funkzugangsnetz zusta¨ndig sind. Das UTRAN besteht dabei aus
einem Funkteilsystem (Radio Network Subsystem (RNC)) und mehreren Node B, die fu¨r
die Funku¨bertragung in den Funkzellen zusta¨ndig sind, vgl. Abb. 3.3, S. 20. Das Core
Network (CN) besteht aus den aus dem GSM/GPRS-System bekannten Komponenten.
Eine Besonderheit von UMTS ist die Mo¨glichkeit, dass einem Endgera¨t die Funkbe-
triebsmittel eines zweiten RNC zur Verfu¨gung gestellt werden ko¨nnen, wodurch eine effi-
zientere Ausnutzung der Funkressourcen erreicht wird. Dies setzt voraus, dass die RNC
direkt miteinander kommunizieren. Der RNC, der die weiteren Funkbetriebsmittel zur
Verfu¨gung stellt, wird als Drifting Radio Network Subsystem (DRNC) bezeichnet, wa¨h-
rend der andere der Serving Radio Network Subsystem (SRNC) ist. Die Kommunikation
zum MSC/SGSN erfolgt aber nur u¨ber den SRNC. Durch z.B. Mobilita¨t kann sich die
Rolle des RNC im Laufe einer Verbindung a¨ndern.
In Europa wird es zwei UTRAN Varianten geben, die sich im verwendeten Duplexver-
fahren unterscheiden: UTRAN TDD und UTRAN FDD.
Beim FDD-Modus erfolgt der Vielfachzugriff auf den Funkkanal durch eine Kombinati-
on von CDMA und FDMA. Bei den meisten physikalischen Kana¨len findet eine Einteilung
in Rahmen mit einer La¨nge von 10ms statt, die wiederum aus 15 Zeitschlitzen bestehen.
Die Unterteilung im Zeitbereich wird aber nicht zur Trennung einzelner Benutzer, sondern
nur zur Realisierung von periodischen Funktionen verwendet. Beim TDD-Modus erfolgt
der Vielfachzugriff aus einer Kombination aus CDMA und TDMA. Ein TDMA-Rahmen
hat eine La¨nge von 10ms und ist in 15 Zeitschlitze unterteilt. Die einzelnen Zeitschlitze
ko¨nnen unabha¨ngig voneinander den beiden U¨bertragungsrichtungen zugewiesen werden,
wodurch eine optimale Aufteilung der Funkressourcen mo¨glich ist.
Auf die entstehenden physikalischen Kana¨le werden die logischen Kana¨le abgebildet,
wobei zur Anpassung der Datenrate/U¨bertragungseigenschaften verschiedene Spreizfakto-
ren/Modulationsverfahren eingesetzt werden [1].
3.3 IEEE 802.11-Familie
DerWLAN Standard IEEE 802.11 entstand 1997 und wurde 1999 u¨berarbeitet. Er umfasst
Funktionen und Dienste, die zum Aufbau von lokalen, drahtlosen Netzen erforderlich sind.
Den drahtlosen, sich langsam bewegenden oder ortsfesten Teilnehmern soll durch IEEE
802.11 eine Datenrate verfu¨gbar gemacht werden, die zum damaligen Zeitpunkt nur vom
Festnetz her bekannt war. Damals standen fu¨r IEEE 802.11 drei physikalische Schichten
zur Verfu¨gung, die eine Datenrate von 1Mbit/s bzw. 2Mbit/s (optional) ermo¨glichen.
Durch die Verwendung einer anderen Modulation wird im 2.4GHz-Band1 heute eine
Datenrate von bis zu 11Mbit/s erreicht. Weiterhin gibt es eine physikalische Schicht fu¨r den
5GHz Bereich, die das Mehrtra¨gerverfahren Orthogonal Frequency Division Multiplexing
(OFDM) verwendet und eine Datenrate von bis zu 54Mbit/s ermo¨glicht (IEEE 802.11a).
1Das 2.4GHz-Band geho¨rt zu den Industrial, Scientific and Medical (ISM)-Ba¨ndern, fu¨r die die Federal
Communications Commission (FCC) lediglich die max. Sendeleistung, die max. Außerbandstrahlung
und die Verwendung von Spreizverfahren festgelegt hat, damit andere dort laufende Systeme mo¨glichst
wenig gesto¨rt werden. Bluetooth benutzt z.B. ebenfalls das 2.4GHz Band zur U¨bertragung.
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3.3.1 Architektur von IEEE 802.11 Systemen
Die Architektur des IEEE 802.11 Systems ist hierarchisch aufgebaut. Kernstu¨ck ist das
Basic Service Set (BSS), worunter man mehrere Stationen versteht, die miteinander kom-
munizieren.
Wenn keine dieser Stationen eine Verbindung zum Festnetz hat, spricht man vom
Independent Basic Service Set (IBSS). Beim IBSS kommunizieren alle Stationen direkt
miteinander. Das entstehende WLAN wird i.d.R. nur fu¨r bestimmte Zwecke, z.B. im
Rahmen einer Konferenz verwendet und existiert nur kurz. Da im IBSS keine Relais-
Funktionalita¨t vorhanden ist, mu¨ssen sich alle Stationen in Kommunikationsreichweite
befinden.
Wenn das BSS einen Access Point (AP) entha¨lt, wird von einem infrastructure based
BSS gesprochen. Der AP stellt die Verbindung zu einem ggf. vorhandenen Festnetz her und
nimmt die Relais-Funktion innerhalb des BSSs war. Da die gesamte Kommunikation u¨ber
den AP erfolgt, wird fu¨r die Kommunikation zwischen zwei Mobilstationen die doppelte
Bandbreite beno¨tigt. Dies wird aber durch die Vorteile des APs, z.B. Pufferung von
Paketen zur Unterstu¨tzung des Energiesparmodus, mehr als ausgeglichen.
Einer der gro¨ßten Vorteile eines WLANs im Vergleich zu LANs ist die Mobilita¨t in
Kommunikationspausen. Bei IEEE 802.11 wird die Mobilita¨t u¨ber die Grenzen eines
IBSS bzw. eines infrastructure based BSS hinaus durch das Extended Service Set (ESS)
ermo¨glicht. Unter ESS versteht man eine Menge von infrastructured based BSS, bei denen
eine Weiterleitung des Verkehrs durch die APs erfolgt. Die Kommunikation zwischen den
APs erfolgt durch das Distribution System (DS): Dem Backbone des 802.11 WLANs.
Oberhalb der MAC Schicht erscheint das ESS wie jedes andere IEEE 802.x LAN, d.h.
seitens der verwendeten Netzprotokolle ist keine Mobilita¨tsunterstu¨tzung erforderlich.
Der Kanalzugriff der Gera¨te innerhalb eines BSS wird durch die sogenannte Coordina-
tion Function (CF) gesteuert, wobei es einen asynchronen und einen zentral gesteuerten
Kanalzugriff gibt. Der asynchrone Zugriff wird durch die Distributed Coordination Func-
tion (DCF) erbracht, wa¨hrend fu¨r den optionalen, zentral gesteuerten Zugriff die Point
Coordination Function (PCF) zusta¨ndig ist.
3.3.2 Kanalzugriff
Das zugrundeliegende Kanalzugriffsverfahren bei IEEE 802.11 ist Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA). Die Zeit, die eine Station den Kanal als
frei detektieren muss, bevor sie selber mit einer U¨bertragung beginnen darf, wird als In-
terframe Space (IFS) bezeichnet. Bei IEEE 802.11 werden vier verschiedene IFS-Zeiten
unterschieden, wobei eine ku¨rzere IFS Zeit einer ho¨heren Priorita¨t entspricht. Da die
fu¨r die Point Coordination Function (PCF) verwendete IFS Zeit ku¨rzer ist als die fu¨r die
DCF, hat der zentral gesteuerte Zugriff Priorita¨t gegenu¨ber der asynchronen U¨bertragung.
Die Grundzu¨ge der beiden Mechanismen werden kurz vorgestellt – fu¨r ausfu¨hrlichere Be-
trachtungen sei auf O’Hara und Petrick [38] verwiesen. Zusa¨tzlich wird auf die darauf
aufbauenden Erweiterungen eingegangen, die mit IEEE 802.11e eingefu¨hrt werden [44].
Distributed Coordination Function (DCF)
Wenn das Medium fu¨r die Dauer der Distributed (Coordination Function) Interframe Space
(DIFS) als frei detektiert wurde, haben die von einer DCF koordinierten Stationen die
Mo¨glichkeit mit der U¨bertragung zu beginnen. Um das Kollisionsrisiko zu reduzieren, wird
ein Backoff-Timer verwendet: Der Startwert des Timers wird gleichma¨ßig verteilt zwischen
Null und einem Maximalwert (Contention Window (CW)) gewa¨hlt. Wenn das Medium
als verwendbar erkannt wird, wird nach DIFS der Backoff-Timer erniedrigt. Sobald der
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Timer abgelaufen ist, darf das Terminal mit der U¨bertragung beginnen. Ein erfolgreich
empfangenes Paket wird nach einer Short Interframe Space (SIFS) – mit SIFS<DIFS –
sofort von der Empfa¨ngerstation besta¨tigt.
Bei Funksystemen, die wie IEEE 802.11 ein Listen Before Talk (LBT) Verfahren zur
Steuerung des Kanalzugriffs verwenden, besteht das Risiko, dass die U¨bertragung durch
versteckte Stationen (hidden station) gesto¨rt wird: Ein Terminal kann das Medium als frei
erkennen, mit der U¨bertragung beginnen und dadurch andere Stationen sto¨ren. Das Risiko
einer solchen Sto¨rung nimmt mit zunehmender U¨bertragungsdauer/Paketgro¨ße zu. IEEE
802.11 sieht deshalb in Abha¨ngigkeit von der Paketla¨nge zwei unterschiedliche Abla¨ufe
bei der U¨bertragung vor. Kurze Pakete werden unmittelbar u¨bertragen. Bei la¨ngeren
Paketen werden zur Reduzierung des Risikos einer Sto¨rung zuerst kurze Pakete zwischen
Sender und Empfa¨nger (Ready To Send (RTS), Clear To Send (CTS)) ausgetauscht, die
die Information u¨ber die Gesamtdauer der U¨bertragung enthalten. Stationen innerhalb
des Empfangsbereiches der beiden kommunizierenden Stationen werden dadurch u¨ber die
Dauer der U¨bertragung informiert. Verla¨uft der Austausch des RTS/CTS erfolgreich, so ist
die Wahrscheinlichkeit einer Sto¨rung bei der anschließenden U¨bertragung der Nutzdaten
relativ gering.
Enhanced Distributed Coordination Function (EDCF)
Zur besseren Unterstu¨tzung von Dienstklassen (Traffic Category (TC)) steht bei IEEE
802.11e eine erweiterte, verbesserte Version der DCF zur Verfu¨gung: Die EDCF. Es han-
delt sich weiterhin um ein LBT Verfahren, wobei die Zugriffsparameter in Abha¨ngigkeit
von der Priorita¨t der Dienstklasse gewa¨hlt werden ko¨nnen. Durch die bis zu acht mo¨gli-
chen Backoff-Instanzen innerhalb einer Station ko¨nnen ebenso viele Dienstklassen unter-
stu¨tzt werden. Fu¨r jede Backoff-Instanz ko¨nnen die Zugriffszeit (Arbitration Interframe
Space (AIFS)), die max. Gro¨ße des CW und der Vergro¨ßerungsfaktor (Persistence Fac-
tor (PF)) des Fensters nach einer Kollision getrennt eingestellt werden. Der Zusammen-
hang zwischen den verschiedenen IFS wird in Abb. 3.4 verdeutlicht.
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Abbildung 3.4: Zusammenhang zwischen den verschiedenen IFS
Immer wenn das Medium fu¨r eine Zeit gro¨ßer als AIFS[TC] als verfu¨gbar detektiert
wurde, wird der zugeho¨rige Backoff Za¨hler reduziert. Hat dieser den Wert Null erreicht,
darf auf das Medium zugegriffen werden. Falls mehrere Za¨hler einer Station gleichzeitig den
Wert Null erreichen, wird das Paket mit der ho¨heren Priorita¨t bevorzugt. Der Unterschied
zwischen DCF und EDCF bzgl. der Backoff-Instanzen ist in Abb. 3.5, S. 24 dargestellt.
Durch Einstellung der Parameter der Backoff-Instanzen la¨sst sich die Priorita¨t der
einzelnen Dienstklassen bzw. das Verhalten bei Vera¨nderungen der Systemlast einstellen.
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Abbildung 3.5: Unterstu¨tzung von Priorita¨ten durch bis zu acht Backoff-Instanzen
Point Coordination Function (PCF)
Der durch die PCF realisierte zentrale Zugriff basiert auf einem Polling Mechanismus.
Die PCF wird von einem Point Coordinator (PC) ausgefu¨hrt, dies ist immer ein AP. Um
Kontrolle u¨ber das Medium zu bekommen wird von der PCF die Point (Coordination
Function) Interframe Space (PIFS) verwendet mit PIFS<DIFS. Die kollisionsfreie U¨ber-
tragung (Contention-Free Period (CFP)) wird durch die Versendung eines Beacon durch
den PC gestartet, der die maximal zu erwartende Dauer der CFP entha¨lt. Wa¨hrend der
CFP u¨bertra¨gt der AP Pakete an die Stationen und ermo¨glicht andererseits mittels Polling
den Stationen ihrerseits die U¨bertragung. Das Ende der CFP wird durch ein spezielles
Endpaket gekennzeichnet. Danach ko¨nnen die Stationen im DCF Betrieb, d.h. wettbe-
werbsorientiert, auf das Medium zugreifen.
Bei der PCF wird die Zeit in Superframes unterteilt, die sich aus einer CFP und einer
Contention Period (CP) zusammensetzen. Der Zugriff wa¨hrend der CFP wird durch die
PCF kontrolliert, wa¨hrend die DCF fu¨r die CP zusta¨ndig ist. Die minimale La¨nge der CP
muss die U¨bertragung einer MAC Service Data Unit (MSDU) ermo¨glichen.
Hybrid Coordination Function (HCF)
Im Unterschied zur PCF kann die HCF auch wa¨hrend der CP Kontrolle u¨ber das Medium
erlangen, wenn dieses fu¨r mindestens PIFS als nicht benutzt erkannt wird. Damit die HCF
gegenu¨ber der (E)DFS priorisiert ist, gilt AIFS>PIFS.
Weiterhin bietet die HCF eine Mo¨glichkeit zur U¨bertragung von Kapazita¨tsanforderun-
gen an den Hybrid Coordinator (HC). Dieser kann dann einzelne Stationen gezielt durch
Polling die Mo¨glichkeit zur U¨bertragung bieten, so dass Kollisionen vermieden werden.
3.4 Das ETSI Projekt BRAN
Das ETSI-Projekt Broadband Radio Access Network (BRAN) bescha¨ftigt sich mit der
Standardisierung von Einrichtungen zur Realisierung von drahtlosen Festnetzzuga¨ngen
fu¨r den privaten und o¨ffentlichen Bereich. Dabei wird an drei unterschiedlichen Standards
gearbeitet, deren Einsatzbereiche sich erga¨nzen. Zur Zeit bestehen die Standards:
HiperLAN/2
H/2 ist ein wireless LAN fu¨r Entfernungen bis ca. 200m und bietet einen drahtlosen
Hochgeschwindigkeitszugang mit Datenraten bis zu 54Mbit/s zu verschiedenen Netzen
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einschließlich UMTS-Kernnetze, ATM-Netze und IP-basierte Netze. H/2 u¨bertra¨gt im
Frequenzbereich um 5GHz. Eine ausfu¨hrliche Beschreibung von H/2 erfolgt in Kap. 4,
S. 27. Die Entwicklung des Standards H/2 ist abgeschlossen.
HIPERACCESS
Variante zur U¨berbru¨ckung von Entfernungen von bis zu 5 km als Punkt-zu-Mehrpunkt-
Architektur Zugang fu¨r Wohnviertel und Gescha¨ftsgebiete.
HIPERLINK
Am Standard HIPERLINK zur Verbindung zwischen HIPERLAN und HIPERACCESS
u¨ber kurze Entfernungen wird noch gearbeitet. Dabei sollen Datenraten von bis zu
155Mbit/s u¨ber eine Entfernung von bis zu 150m mo¨glich sein.
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KAPITEL 4
HIPERLAN/2
Diese Arbeit untersucht die Funkbetriebsmittelverwaltung von H/2 und deshalb wird die-
ses System genauer beschrieben. Fu¨r eine noch ausfu¨hrlichere Beschreibung sei auf ETSI
BRAN [13, 14], Hettich [21], Walke [55] verwiesen.
4.1 Netzkonfiguration
Ein H/2-Netz besteht typischerweise aus mehreren Zugangspunkten (Access Point (AP)),
die zusammen in einem geographischen Gebiet eine vollsta¨ndige oder teilweise Funkver-
sorgung ermo¨glichen. Die schnurlosen Teilnehmer (Wireless Terminal (WT))1 kommu-
nizieren u¨ber die H/2-Funkschnittstelle mit dem AP. Ein AP besteht dabei aus einem
Access Point Controller (APC) und einem oder mehreren Sendeeinheiten (Access Point
Transceiver (APT)).
Von H/2 werden zwei Betriebsmodi unterstu¨tzt, die auch gleichzeitig angeboten werden
ko¨nnen:
Centralised Mode (CM): Im zentralisierten Modus sind alle APs an das Festnetz ange-
schlossen und WTs assoziieren sich bei diesen. Alle Nutzdaten werden u¨ber den AP
u¨bertragen, auch wenn zwei WTs in derselben Funkzelle miteinander kommunizieren.
Der zentralisierte Modus muss von allen WTs und APs unterstu¨tzt werden.
Direct Mode (DM): Im optionalen Direktkommunikationsmodus wird eine Funkzelle durch
eine zentrale Steuerinstanz, den sogenannten Central Controller (CC), verwaltet. Im
DM ko¨nnen WTs, die sich in Funkreichweite zueinander befinden, unter Kontrolle
des CC Nutzdaten direkt miteinander austauschen. Ein CC oder ein WT kann im
DM an das Festnetz angeschlossen sein, um den Zugang zu ermo¨glichen.
4.2 Eigenschaften von H/2
Hohe U¨bertragungsrate: H/2 bietet eine Datenrate von bis zu 54Mbit/s auf der Bitu¨ber-
tragungsschicht.
Verbindungsorientiert: H/2 arbeitet verbindungsorientiert, d.h. dass vor der U¨bertragung
von Nutzdaten logische Verbindungen eingerichtet werden. Diese werden im Zeit-
multiplex auf dem Frequenzkanal u¨bertragen. Es werden Punk-zu-Punkt-, Punkt-
zu-Mehrpunkt- und Rundsendeverbindungen unterstu¨tzt.
Unterstu¨tzung von Dienstgu¨te: Durch die Verbindungsorientierung wird eine effiziente
Dienstgu¨teunterstu¨tzung (Quality of Service (QoS)) ermo¨glicht. Fu¨r jede Verbindung
ko¨nnen individuell dienstgu¨tespezifische Parameter, wie Datenrate, Verzo¨gerung, Va-
rianz der Verzo¨gerung und Verlustrate vereinbart werden.
Dynamische Frequenzwahl: In H/2 ist keine Frequenzplanung no¨tig, da jeder Zugangs-
punkt individuell den gu¨nstigsten Frequenzkanal aussucht, vgl. Abs. 4.5.3.2, S. 34.
1In dieser Arbeit wird der Begriff schnurloses Terminal (Wireless Terminal (WT)) verwendet, um zu
verdeutlichen, dass H/2 alle Arten von schnurlosen Endgera¨ten unterstu¨tzt. Mobile Endgera¨te (Mobile
Terminal (MT)) stellen nur eine Untergruppe dar.
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Unterstu¨tzung von Verschlu¨sselung: Sowohl Authentisierung als auch Verschlu¨sselung
werden in H/2 unterstu¨tzt, wobei eine zweiseitige Authentisierung erfolgt.
Mobilita¨tsunterstu¨tzung: Mobilita¨t der H/2-Benutzer wird derart unterstu¨tzt, dass ein
Handover von einem Netzzugangspunkt zu einem gu¨nstigeren mo¨glich ist. Wa¨hrend
dieses Vorgangs kann es begrenzt zu Datenverlusten kommen.
Netz- und anwendungsunabha¨ngig: H/2 ist nicht fu¨r ein bestimmtes Netzprotokoll oder
bestimmte Anwendungen optimiert. Durch die Verwendung von sogenannten Anpas-
sungsschichten ko¨nnen verschiedene Netzprotokolle, wie Ethernet, ATM oder IEEE
1394 das WLAN HIPERLAN/2 nutzen. Die Flexibilita¨t des H/2 Kanalzugriffspro-
tokolls unterstu¨tzt beliebige Anwendungen.
Energiesparmodus: H/2-Gera¨te ko¨nnen individuelle Schlafzeiten vereinbaren, in denen in
Abha¨ngigkeit vom Gera¨t verschiedene Energiesparmodi realisiert werden ko¨nnen.
4.3 Einsatzbereiche
Corporate LAN: Ein H/2-Netz kann in einem Bu¨rogeba¨ude als Zugang zu einen Ethernet-
LAN betrieben werden. Als Hauptanwendung wird das Internet Protocol (IP) ange-
sehen. Innerhalb des versorgten Bereiches ko¨nnen sich die Teilnehmer frei bewegen,
da sich H/2 um den Handover ku¨mmert. Wird der Bereich des eigenen Netzes ver-
lassen, so kann zum Beispiel durch IP-Mobilita¨t ein Handover zu einem o¨ffentlichen
Netzzugang (AP) ermo¨glicht werden [27].
Hot Spots: H/2 kann an sogenannten Hot Spots, wie zum Beispiel Flugha¨fen, Bahnho¨fen
oder in Innensta¨dten, eingesetzt werden, um Gescha¨ftsleuten den Zugang zu o¨ffent-
lichen Diensten, dem Internet oder u¨ber entsprechende Sicherungsmechanismen den
Zugang zum Firmennetz zu ermo¨glichen. Durch Einsatz von Multimode-Teminals2
wird eine Erreichbarkeit der Teilnehmer auch außerhalb der Hot Spots fla¨chendeckend
ermo¨glicht.
Infostations: Infostations [18] sind Zugangspunkte bei denen der mobile Teilnehmer, z.B.
Fußga¨nger oder Autofahrer, innerhalb einer kurzen Zeit eine große Datenmenge her-
unterladen und lokal im Endgera¨t fu¨r spa¨teren Abruf zwischenspeichern kann.
Vernetzung im Heimbereich: Im Bereich der Unterhaltungselektronik setzt sich zuneh-
mend die Vernetzung der Gera¨te mittels des IEEE-1394-Busses (Fire Wire) durch.
Um die Verbindung der einzelnen Gera¨tegruppen (Multimediacluster) drahtlos zu
ermo¨glichen, kann H/2 aufgrund seiner hohen U¨bertragungsrate und Dienstgu¨tega-
rantie eingesetzt werden.
4.4 Physikalische Schicht
H/2 verwendet zur Bitu¨bertragung das Mehrtra¨gerverfahren Orthogonal Frequency Di-
vision Multiplexing (OFDM). Bei OFDM werden voneinander orthogonale Untertra¨ger
gebildet, auf die die zu u¨bertragenden Daten aufmoduliert werden. Da die Untertra¨ger im
Vergleich zur Breite eines Frequenzkanals schmalbandig sind, ko¨nnen preiswertere Filter
mit einer geringen Durchlassbreite bezogen auf Flankensteilheit eingesetzt werden und das
zur Verfu¨gung stehende Spektrum kann besser ausgenutzt werden.
2Endgera¨te, die mehrere Mobilfunkstandards wie GSM, UMTS und H/2 unterstu¨tzen
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Abbildung 4.1: HIPERLAN/2 Protokollstapel
4.4.1 OFDM
Bei Orthogonal Frequency Division Multiplexing (OFDM) handelt es sich um ein Mehrtra¨-
gerverfahren, d.h. zur U¨bertragung werden mehrere, sich nicht u¨berlappende Untertra¨ger
verwendet. Die Untertra¨ger sind so konstruiert, dass sie spektral gesehen jeweils dort eine
Nullstelle habe, wo u¨ber die anderen Untertra¨ger Informationen ausgesendet werden [30].
Die Gesamtdatenrate ergibt sich durch die Anzahl der Untertra¨ger, durch die Symbolrate
und die Anzahl der Bits, die pro Symbol u¨bertragen werden. Die Parameter fu¨r H/2 sind
in Tab. 4.1 zusammengefasst.
Tabelle 4.1: OFDM Parameter
Parameter Wert
Samplefrequenz Fs = 1/T 20MHz
Symboldauer TU 64 · T =3,2µs
Schutzzeit TGI (gefordert/optional) 16 · T =0,8µs / 8 · T =0,4µs
Symbolinterval TS (gefordert/optional) 80 · T =4,0µs / 72 · T =3,6µs
Untertra¨ger fu¨r Daten NSD 48
Untertra¨ger fu¨r Pilotsignale NSP 4
Anzahl an Untertra¨gern NST 52 = NSD +NSP
Untertra¨gerabstand δf 0,3125MHz= 1/TU
Abstand der a¨ußeren Untertra¨ger 16,25MHz = NST · δf
4.4.2 Link Adaptation
In Abha¨ngigkeit von der Wahl des Modulationsverfahrens und der Coderate ergeben sich
unterschiedliche U¨bertragungsraten. Tab. 4.2, S. 30 zeigt alle mo¨glichen Kombinationen
von Modulationsverfahren und Coderaten und die daraus resultierenden U¨bertragungsra-
ten.
Die Kombination von Modulation und Coderate wird als PHY-Modus bezeichnet und
ermo¨glicht es der Schicht 2, in Abha¨ngigkeit von den Empfangsverha¨ltnissen einen ange-
messenen Modus auszuwa¨hlen.
30 4. HIPERLAN/2
Tabelle 4.2: U¨bertragungsrate in Abha¨ngigkeit von Modulationsverfahren und Coderate
Codierbare Byte pro Nutzbare
PHY-Modus
Modulations-
Coderate Bits pro Symbol Datenrateverfahren
Symbol (BpS) [Mbit/s]
0 BPSK 1/2 48 3 6
1 BPSK 3/4 48 4.5 9
2 QPSK 1/2 96 6 12
3 QPSK 3/4 96 9 18
4 16 QAM 9/16 192 13.5 27
5 16 QAM 3/4 192 18 36
optional:
6 64 QAM 3/4 288 27 54
4.5 Sicherungsschicht
Die Aufgabe der Sicherungsschicht (Data Link Control (DLC)) ist die Aufteilung des
gemeinsam genutzten Funkkanals unter den WTs und die Sicherung gegenu¨ber U¨bertra-
gungsfehlern.
4.5.1 Kanalzugriffsprotokoll
Der AP koordiniert den Zugriff der Mobilstationen auf den gemeinsamen Funkkanal durch
Zuweisung von U¨bertragungskapazita¨t. Durch die Verwendungen von Priorita¨ten ko¨nnen
die Dienstgu¨teanforderungen verschiedener Verbindungen beru¨cksichtigt werden.
Die Medium Access Control (MAC) Teilschicht teilt den physikalischen Kanal in Rah-
men mit einer konstanten Rahmenla¨nge von 2ms ein. Bei einer La¨nge von 4µs pro OFDM-
Symbol entspricht dies 500 OFDM-Symbolen pro Rahmen.
Aufbau des MAC-Rahmens
Der MAC-Rahmen selbst wird in verschiedene Abschnitte variabler La¨nge unterteilt. In-
nerhalb dieser werden verschiedene Transportkana¨le zur U¨bertragung der Daten verwen-
det. Bei H/2 werden fu¨r die Transportkana¨le eine aus drei Buchstaben bestehende Abku¨r-
zung verwendet. Der Aufbau des MAC Rahmens ist abha¨ngig davon, ob omni-direktionale
oder sektorisierte Antennen eingesetzt werden. Zuna¨chst wird auf den Aufbau bei omni-
direktionalen Antennen eingegangen, der in Abb. 4.2 dargestellt ist.
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Abbildung 4.2: Aufbau des MAC-Rahmens bei Verwendung von omni-direktionalen Antennen
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Broadcast-Phase: Innerhalb der Broadcast-Phase werden die WTs u¨ber die Struktur des
aktuellen MAC Rahmens und die zugewiesene Kapazita¨t informiert. Die Broadcast-
Phase besteht aus drei unterschiedlichen Transportkana¨len:
Broadcast Channel (BCH): Im BCH werden allgemeine Informationen bzgl. der
Funkzelle u¨bertragen. Unter anderem entha¨lt der BCH Informationen u¨ber den
Beginn des Frame Channel (FCH) und des Random Channel (RCH) und die
vom AP verwendete Sendeleistung. Der Abstand zwischen zwei BCHs betra¨gt
immer 2ms.
Frame Channel (FCH): Der FCH informiert die WTs u¨ber die Kapazita¨tszuweisun-
gen (Resource Grant (RG)) im kommenden MAC-Rahmen. Ein RG wird in
einem Information Element (IE) u¨bertragen, wobei drei IEs zu einem IE-Block
zusammengefasst werden. Ein RG weist U¨bertragungskapazita¨t fu¨r eine Verbin-
dung eines Terminals zu, wobei auch der zu verwendende PHY-Modus angege-
ben wird. Aufgrund der variablen Zahl von Verbindungen, die innerhalb eines
MAC-Rahmens bedient werden ko¨nnen, hat der FCH eine variable La¨nge.
Access Feedback Channel (ACH): Der ACH informiert die Terminals an welchen
RCH Positionen des letzten MAC-Rahmens erfolgreich Protokolldateneinheiten
empfangen werden konnten.
Downlink-Phase: In der Downlink-Phase werden der Long Transport Channel (LCH) und
der Short Transport Channel (SCH) u¨bertragen. Innerhalb dieser Transportkana¨le
werden Pakete konstanter Gro¨ße zur U¨bermittlung von Nutz- und Steuerdaten vom
AP zum WT versendet. Die Pakete, die fu¨r das selbe WT bestimmt sind, werden zu
PDU Trains zusammengefasst, vgl. Abb. 4.2, S. 30, die jeweils mit einer Pra¨ambel
beginnen.
Directlink-Phase: Der Aufbau entspricht der Downlink-Phase, allerdings werden Daten
direkt zwischen Terminals ausgetauscht. Die Directlink-Phase ist optional und wird
im weiteren Verlauf dieser Arbeit nicht betrachtet.
Uplink-Phase: Der Aufbau entspricht der Downlink-Phase, allerdings werden Daten vom
WT zum AP u¨bertragen und die Reihenfolge der LCHs/SCHs ist vertauscht.
Random-Access-Phase: Dient zur U¨bertragung von Nachrichten auf dem Random Chan-
nel (RCH). Innerhalb eines RCHs werden Kapazita¨tsanforderungen der angemeldeten
WTs sowie Anmeldungswu¨nsche noch nicht registrierter WTs u¨bertragen. Bis zu 31
RCHs ko¨nnen in der Random Access Phase u¨bertragen werden. Der Zugriff erfolgt
nach dem Slotted ALOHA Prinzip, wobei zur Auflo¨sung einer Kollision das Exponen-
tial Binary Backoff Verfahren verwendet wird. Das Ergebnis des Zugriffes wird im
nachfolgenden MAC Rahmen im ACH den WTs mitgeteilt.
In Tab. 4.3 sind die Eigenschaften der Transportkana¨le zusammengefasst.
Tabelle 4.3: HIPERLAN/2 Transportkana¨le
Transport- OFDM Symbole bei PHY-Modus
kanal
Richtung La¨nge [Byte]
0 1 2 3 4 5 6
BCH DL 15 5
FCH DL n · 27 n · 9
ACH DL 9 3
SCH DL/Direct Link/UL 9 3 2 1
LCH DL/Direct Link/UL 54 18 12 9 6 4 3 2
RCH UL 9 3
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H/2 unterstu¨tzt den Einsatz von bis zu acht Sektoren pro APT. Der MAC-Rahmen hat
dabei weiterhin eine feste La¨nge von 2ms und wird auf die einzelnen Sektoren aufgeteilt.
Die Daten der Broadcast-Phase werden getrennt nach Sektoren u¨bertragen, wobei zuerst
die BCHs fu¨r alle Sektoren u¨bertragen werden und danach fu¨r jeden Sektor der FCH und
ACH , vgl. Abb. 4.3. Da die Position des FCHs im BCH angeku¨ndigt wird, kann diese von
der in der Abbildung dargestellten Position abweichen, die Broadcast-Phase muss nicht
zusammenha¨ngend u¨bertragen werden. Der zeitliche Abstand zwischen zwei zum selben
Sektor geho¨renden BCHs betra¨gt weiterhin 2ms.
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Abbildung 4.3: Aufbau des MAC-Rahmens beim Einsatz von sektorisierten Antennen
Die Downlink- bzw. Uplink-Phase sind wie beim Einsatz von omni-direktionalen An-
tennen aufgebaut. Die fu¨r einen Sektor vorgesehene U¨bertragungskapazita¨t kann sich
von Rahmen zu Rahmen a¨ndern. Es besteht keine Notwendigkeit bei der Anordnung
der PDU-Trains die Sektoren zu beru¨cksichtigen; dies ist auch nicht erforderlich, da die
Kapazita¨tszuweisungen, die im FCH des entsprechenden Sektors u¨bertragen werden, die
Position innerhalb des MAC-Rahmens enthalten.
4.5.1.1 Dynamische Kapazita¨tszuweisung
Eine wesentliche Aufgabe der MAC Teilschicht ist die Zuteilung von U¨bertragungskapa-
zita¨t an die WTs. Dabei erfolgt die Zuweisung in Abha¨ngigkeit von den momentanen
Anforderungen und der vereinbarten Dienstgu¨te. Da die Zuweisung durch den AP ge-
schieht, muss dieser u¨ber die aktuellen Anforderungen informiert werden. Die Kapazi-
ta¨tsanforderungen ko¨nnen im SCH, wenn dem WT ein entsprechender Transportkanal
in Uplink-Richtung zugewiesen wurde, oder im RCH, wobei Kollisionen auftreten ko¨n-
nen, u¨bertragen werden. Die Zuteilungsstrategie zur Festlegung der Kapazita¨t fu¨r die
einzelnen Terminals, ist im H/2-Standard nicht festgelegt, da sie keine Auswirkung auf
das Zusammenspiel unterschiedlicher H/2-Gera¨te hat und liegt in der Zusta¨ndigkeit der
Gera¨teentwickler.
Optional ist im H/2 Standard auch der Modus Fixed Capacity Agreement vorgese-
hen [13]: Einer Verbindung wird dabei in jedem n-ten Rahmen eine bestimmte Anzahl
von LCHs und SCHs zugewiesen, ohne dass die Kapazita¨t angefordert werden muss. Zu-
sa¨tzliche Kapazita¨t kann durch Resource Request (RR) angefordert werden. Diese Form
der Kapazita¨tszuweisung eignet sich besonders fu¨r isochrone, zeitkritische Dienste.
4.5.1.2 Abbildung von logischen Kana¨len auf Transportkana¨le
Der Ausdruck logischer Kanal beschreibt einen Pfad, dem die Informationen der DLC
Schicht zugeordnet sind. Eine Gruppe von logischen Kana¨len ist fu¨r die Datenu¨bermitt-
lungsdienste definiert, die von einer MAC Instanz bedient werden. Jeder logische Kanal
ist durch den Informationstyp definiert, den er tra¨gt. Logische Kana¨le ko¨nnen als Ver-
bindungsendpunkte zwischen Instanzen der DLC Schicht, wie Radio Link Control (RLC)
und Error Control (EC), betrachtet werden. Da im weiteren Verlauf der Arbeit nicht auf
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die logischen Kana¨le eingegangen wird und diese fu¨r das Versta¨ndnis nicht erforderlich
sind, wird hier auf eine Aufza¨hlung verzichtet; es sei auf ETSI BRAN [13], Hettich
[21], Walke [55] verwiesen.
4.5.2 Error Control
Die Fehlersicherungsteilschicht (engl. Error Control, EC) bietet drei Transportmodi an:
EC Mode: Es werden nur die vom Empfa¨nger angeforderten PDUs erneut u¨bertragen.
Um die fu¨r die Quittungsu¨bertragung beno¨tigte Kapazita¨t zu reduzieren, werden
mehrere Quittungen in einer Bitmap zusammengefasst.
Repetition Mode: Die Restfehlerwahrscheinlichkeit wird durch mehrfaches U¨bertragen ei-
nes Paketes reduziert. Beim Empfa¨nger werden nur Pakete beru¨cksichtigt, deren Se-
quenznummer innerhalb eines Akzeptanzbereiches liegt, so dass ein unbeabsichtigtes
Verschieben des Empfangsfensters, hervorgerufen durch die Mehrfachu¨bertragungen,
vermieden wird. Pakete außerhalb des Akzeptanzbereiches werden ignoriert.
Unacknowledged Mode: Bei diesem Modus wird jedes Paket nur einmal u¨bertragen. An-
hand der Sequenznummer kann der Empfa¨nger feststellen, ob Pakete verloren gegan-
gen sind.
Zur Wiederherstellung bzw. Kontrolle der Reihenfolge der empfangenen LCH-Pakete
wird eine 10 Bit Sequenznummer verwendet. Die Fenstergro¨ße fu¨r die ersten beiden Trans-
portmodi kann auf 32, 64, 128 oder 256 Pakete eingestellt werden; beim letzten Transport-
modus ist kein Empfangsfenster erforderlich, da die Pakete in der richtigen Reihenfolge
u¨bertragen werden und keine Wiederholung erfolgt.
Bei H/2 ko¨nnen Pakete beim Sender verworfen werden; ob und wann Pakete verworfen
werden ist implementierungsspezifisch. Petras [39] hat sich ausfu¨hrlich damit bescha¨ftigt.
4.5.3 Radio Link Control Sublayer
Der Radio Link Control (RLC)-Sublayer erfu¨llt im Wesentlichen drei Aufgaben:
Association Control: Umfasst Funktionen zum Einrichten und Auslo¨sen von Assoziatio-
nen, sowie Schlu¨sselverwaltung und Authentifizierung. Dazu geho¨ren auch Funktio-
nen zur Verwaltung der Broadcast- und Multicast-Gruppe.
Radio Ressource Control: Zusta¨ndig fu¨r Sendeleistungssteuerung, Dynamische Frequen-
zwahl (Dynamic Frequency Selection (DFS)), Handover, Energiesparmodus des Ter-
minals.
DLC User Connection Control: Verbindungsauf und -abbau, Vera¨nderung der Verbin-
dungsparameter und Ru¨cksetzen einer Verbindung.
RLC-Nachrichten werden u¨ber logische Kana¨le u¨bertragen, die im Downlink auf die
Transportkana¨le SCH oder LCH bzw. in Uplink-Richtung auf die Transportkana¨le SCH,
LCH oder RCH abgebildet werden.
4.5.3.1 Handover
In H/2 wird zwischen Sektor-, Radio- und Network-Handover unterschieden. Die Handover-
Entscheidung ist ein Implementierungsaspekt und somit im Standard nicht spezifiziert.
Algorithmen und Aspekte des Radio- bzw. Network-Handovers werden ausfu¨hrlich in Ka-
delka [27] behandelt.
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Abbildung 4.5: Network-Handover
Sektor-Handover
Beim Einsatz von sektorisierten Antennen kann das WT durch einen Sektor-Handover3
den Sektor wechseln. Falls mo¨glich, erfolgt die Signalisierung noch u¨ber den alten Sektor.
Die Besta¨tigung wird u¨ber den neuen Sektor versendet. Da der APT nicht gewechselt
wird, muss sich das WT nicht erneut anmelden.
Radio-Handover
Beim Radio-Handover (Intra-AP Handover) wechselt das WT zwischen zwei zum selben
APC geho¨renden APTs4, vgl. Abb. 4.4. Jedem APT ist eine eindeutige AP ID zugeordnet,
d.h. mehrere AP IDs geho¨ren zu einem AP.
Network-Handover
Ein Network-Handover ist erforderlich, wenn das WT den AP wechselt, d.h. die involvier-
ten APTs geho¨ren zu unterschiedlichen APCs. Da das WT den Zusta¨ndigkeitsbereich der
RLC-Instanz verla¨sst, sind beim Network-Handover auch der Convergence Sublayer (CL)
und ho¨here Schichten involviert, vgl. Abb. 4.5.
Falls der alte APT noch erreichbar ist, so wird dieser vomWT u¨ber den bevorstehenden
Handover informiert. Innerhalb von 255 MAC-Rahmen kann das WT zum alten APT
zuru¨ckkehren.
4.5.3.2 Dynamische Frequenzwahl
H/2 benutzt dynamische Frequenzwahl, um eine gleichma¨ßig Benutzung der Frequenzen
zu erreichen und die entstehende Interferenz durch Gera¨te, die im selben Frequenzkanal
u¨bertragen, zu reduzieren. Interferenz kann dabei durch andere H/2-Netze oder nicht
H/2-Gera¨te entstehen [14]. Die DFS erfolgt dabei zentralisiert bezu¨glich eines APs. Jeder
AP sammelt die Ergebnisse der Funkmessungen und wa¨hlt die Betriebsfrequenz unab-
ha¨ngig von anderen APs. Die Zahl der verfu¨gbaren Frequenzen kann dabei durch die
Netzplanung begrenzt werden. Der Algorithmus zur Wahl der Betriebsfrequenz ist ein
Implementierungsaspekt und somit im Standard nicht spezifiziert.
3Der Einsatz von Sektorantennen ist optional.
4Muss nur implementiert werden, falls der AP mehrere APTs hat (optional).
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Sowohl die APs als auch die WTs ko¨nnen die Signalsta¨rke (Received Signal Strength
(RSS)) auf allen Frequenzen messen. Dabei soll nach Mo¨glichkeit der BCH decodiert wer-
den, damit zwischen Stationen des selben H/2-Netzes, eines anderen H/2-Netzen und nicht
H/2-Systemen unterschieden werden kann. Beim WT wird zwischen drei Messverfahren
unterschieden:
Short: Lediglich der BCH wird dekodiert und die RSS-Messung findet nur wa¨hrend des
BCHs statt. Falls mehrere BCHs gefunden werden, wird der sta¨rkste ausgewertet.
Percentile: Das WT fu¨hrt im Abstand von 8µs RSS-Messungen durch. Falls die Messung
auf der eigenen Frequenz erfolgen, kann gewa¨hlt werden, ob der ganze MAC-Rahmen
oder nur unbenutzte Teile, die durch den FCH angeku¨ndigt werden, gemessen werden.
Complete: In Kombination der beiden vorherigen Verfahren werden im Abstand von 8µs
RSS-Messungen durchgefu¨hrt und der BCH wird dekodiert.
Die Messergebnisse werden dabei auf den Empfangspegel des letzten empfangen BCHs
des eigenen APs bezogen. Bei den Messarten Percentile und Complete kann der AP, neben
dem maximalen/minimalen RSS, auch Informationen u¨ber die Verteilung der gesammelten
RSS-Werte abfragen. Bis zu fu¨nf der in Tab. 4.4 aufgefu¨hrten Werte ko¨nnen dem AP
mitgeteilt werden.
Tabelle 4.4: RSS-Statistic
Nummer RSS-Statistic Nummer RSS-Statistic
1 minimum RSS 8 60% Quantil
2 5% Quantil 9 70% Quantil
3 10% Quantil 10 80% Quantil
4 20% Quantil 11 90% Quantil
5 30% Quantil 12 95% Quantil
6 40% Quantil 13-15 future use
7 50% Quantil 16 maximaler RSS
Auf die Vergabe der Funkbetriebsmittel bei H/2 wird ausfu¨hrlich in Kap. 6, S. 47
eingegangen.
4.5.3.3 Sendeleistungssteuerung
H/2 sieht die Steuerung der Sendeleistung (Transmission Power Control (TxPC)) vor.
Durch Senkung der Sendeleistung wird die in Nachbarzellen erzeugte Interferenz reduziert
und die Betriebsdauer von batteriebetriebenen H/2 Endgera¨ten verla¨ngert. Die Form der
TxPC ist fu¨r die beiden Senderichtungen unterschiedlich:
Wireless Terminal (WT)
Das WT soll die Sendeleistung im Bereich von -15 dBm . . .30 dBm (0.03mW. . .1W) mit
der in Tab. 4.5, S. 36 aufgefu¨hrten Genauigkeit einstellen ko¨nnen. Die Einstellung der
Sendeleistung erfolgt in Schritten von kleiner oder gleich 3 dB. Die Sendeleistung des Ter-
minals berechnet sich nach:
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Tabelle 4.5: Genauigkeit der Sendeleistung
WT Sendeleistung [dBm] Genauigkeit [dB]
18 . . . 30 ±6
9 . . . < 18 ±7
−9 . . . < 9 ±8
−15 . . . < −9 ±10
min( AP Tx Level,
Maximale Sendeleistung des WTs,
AP Tx Level −MT Rx Level︸ ︷︷ ︸
entspricht der Da¨mpfung
+AP Rx UL Level +
∑
(PC Offset) )
(4.1)
Dabei wird die Sendeleistung AP Tx Level des APs und die vom AP erwartete Emp-
fangsleistung AP Rx UL Level im Broadcast Control Channel (BCCH) u¨bertragen. U¨ber
der gescha¨tzten Empfangsleistung MT Rx Level kann die Da¨mpfung zwischen APT und
WT bestimmt werden, vgl. Gl. 4.1. Weiterhin darf die Sendeleistung des WTs nicht gro¨ßer
als die des APTs sein.
Optional kann der AP durch Versenden von Uplink PC Calibration-Nachrichten an ein
dediziertes WT die Sendeleistung des WTs schrittweise um das Verha¨ltnis PC Offset ver-
a¨ndern. Der Standard sieht eine Anpassung der Sendeleistung durch den AP in Schritten
von 3 dB bzw. 6 dB vor [14]. Der Algorithmus zur Steuerung der Sendeleistung ist ein
Implementierungsaspekt und somit im Standard nicht spezifiziert.
Das WTmuss den vera¨nderten Sendepegel nach spa¨testens zwei MAC-Rahmen verwen-
den. Eine erneute Anpassung der Sendeleistung darf erst nach 10 MAC-Rahmen (20ms)
erfolgen.
Access Point (AP)
Seitens des APs erfolgt keine terminalspezifische TxPC: Bei der U¨bertragung der Broadcast-
und der Downlink-Phase wird die im BCH angeku¨ndigte Sendeleistung verwendet. Al-
lerdings kann die Sendeleistung des APs unter Beru¨cksichtigung der nachfolgenden Ein-
schra¨nkungen geregelt werden:
 Die Equivalent Isotropic Radiated Power (EIRP) des APs muss zwischen -15 dBm
und 30 dBm liegen und kann in 3 dBm Schritten eingestellt werden.
 Die Sendeleistung darf sich maximal um 3dB pro MAC-Rahmen vera¨ndern.
 Der AP darf die Sendeleistung nur innerhalb eines 9 dB-Intervalls ([-9,0]dB) relativ
zur nominalen Sendeleistung einstellen. Die nominale Sendeleistung kann von einem
Operating Maintenance Management (OAM) oder von einem Algorithmus im AP
eingestellt werden. Beim Algorithmus selbst handelt es sich um einen Implementie-
rungsaspekt.
 Falls die nominale Sendeleistung von einem Algorithmus im AP gesteuert wird, so
darf sie sich um maximal 3 dB innerhalb von 5 Minuten a¨ndern.
 Die Sendeleistung darf die im Frequenzbereich erlaubte Leistung nicht u¨berschreiten.
4.5.3.4 Link Adaptation
Zur Anpassung der U¨bertragung an die Kanaleigenschaften stehen unterschiedliche PHY-
Modi zur Verfu¨gung, vgl. Abs. 4.4.2, S. 29. Tab. 4.3, S. 31 gibt eine U¨bersicht u¨ber
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die mo¨glichen Kombinationen aus PHY-Modus und Transportkanal und die resultierende
Anzahl von OFDM-Symbolen.
Fu¨r die Broadcast- und Random-Access-Phase, die von allen WTs empfangen wer-
den mu¨ssen, wird grundsa¨tzlich der robusteste PHY-Modus BPSK 1/2 eingesetzt, um den
Empfang innerhalb des Abdeckungsbereiches zu gewa¨hrleisten. Nur fu¨r die an ein be-
stimmtes WT bzw. an eine Gruppe von WTs adressierten Kana¨le darf der PHY-Modus
entsprechend Tab. 4.3, S. 31 gewa¨hlt werden. Die Auswahl des PHY-Modus erfolgt durch
den APT, wobei der zugrundeliegende Algorithmus implementierungsspezifisch ist. Dabei
bietet es sich an, das die Auswahl des PHY-Modus und die Steuerung der Sendeleistung
durch einen gemeinsamen Algorithmus vorgenommen werden, vgl. Kap. 5, S. 39.
4.6 Anpassungsschicht
Ein wichtiges Kennzeichen von H/2 ist die Unterstu¨tzung verschiedener Netzprotokolle.
Der Convergence Sublayer (CL) u¨bernimmt die Anpassung des Netzprotokolls an die H/2
DLC Schicht, vgl. Abb. 4.6. Fu¨r die Anpassung an paketorientierte Netzprotokolle (Ether-
net (IEEE 802.3), IP, PPP, IEEE 1394) gibt es den packet based CL [12], wa¨hrend fu¨r
zellorientierte Protokolle (Asynchronous Transfer Mode (ATM)) der cell based CL [15]
verwendet wird.
Convergence Layers (CL)
HIPERLAN/2 Data Link Control
HIPERLAN/2 Physical Layer
Higher layers
Cell based
CL
Packet based
CL
Abbildung 4.6: HIPERLAN/2 Protokollstapel: Convergence Layer
4.6.1 Packet based CL
Der packet based CL besteht aus einem gemeinsamen und einem netzprotokollspezifischen
Teil (Service Specific Convergence Sublayer (SSCS)), vgl. Abb. 4.7, S. 38. Im gemeinsamen
Teil sind Funktionen zur Abbildung von Paketen variabler La¨nge auf die feste Paketla¨nge
der DLC Schicht (Segmentation And Reassembly (SAR)) realisiert. Der SSCS entha¨lt
Funktionen, die nur fu¨r das entsprechende Netzprotokoll erforderlich sind wie z.B. die
Umsetzung der Dienstgu¨te.
Die in den nachfolgenden Abschnitten aufgefu¨hrten SSCS sind bereits bzw. werden
gerade standardisiert.
Ethernet: Der Ethernet SSCS [16] umfasst die User- und die Control Plane. Dabei werden
zwei QoS-Typen unterstu¨tzt:
Best Effort: Es findet keine Bevorzugung einzelner Pakete statt; es werden keine
QoS Garantien u¨bernommen
38 4. HIPERLAN/2
Convergence Layers (CL)
Higher layers
HIPERLAN/2 Data Link Control
HIPERLAN/2 Physical Layer
Packet based
CL
Service Specific Part
Part 2: IEEE 1394
SSCS
Part 2: Ethernet
SSCS
Common Part Convergence Sublayer (CPCS)
Segmentation And Reassembly (SAR)
Cell based
CL
Abbildung 4.7: HIPERLAN/2 Protokollstapel: Convergence Layer
IEEE 802.1p basiertes QoS: Acht verschiedene Priorita¨tsstufen stehen zur Verfu¨-
gung. Es findet eine eins-zu-eins oder eine n-zu-eins Abbildung auf Warteschlan-
gen statt, wobei jede Warteschlange einer DLC-Verbindung entspricht.
IP: Bis jetzt ist noch kein SSCS fu¨r IP vorgesehen. Allerdings gibt es bereits Arbeiten,
die sich mit der Entwicklung und Untersuchung einer entsprechenden Teilschicht
bescha¨ftigt haben [25, 27].
IEEE 1394: Der auch als Firewire bekannte Standard wird z.B. im Heimbereich eingesetzt.
Bei der Spezifizierung des IEEE 1394 SSCS [11] waren Firmen aus der Unterhaltungs-
industrie sehr aktiv.
4.6.2 Cell based CL
Der cell based CL wird zur Unterstu¨tzung des zellorientierten Protokolls ATM verwendet.
Da die in einem LCH Paket u¨bertragbare Datenmenge der einer ATM Zelle entspricht5,
sind keine aufwendigen SAR Funktionen erforderlich.
5Dabei werden Informationen des Zell-Headers, die auf der Empfa¨ngerseite rekonstruiert werden ko¨nnen,
nicht u¨ber die Funkschnittstelle u¨bertragen
KAPITEL 5
Link Adaptation und Sendeleistungssteuerung
B ei H/2 kann mittels Ratenanpassung (Link Adaptation (LA)) und Sendeleistungs-steuerung (Transmission Power Control (TxPC)) die U¨bertragung an die Kanaleigen-
schaften bzw. Interferenzsituation angepasst werden. Beide Verfahren beeinflussen die in
den Nachbarzellen hervorgerufene Interferenz. Durch den PHY-Modus wird die Datenra-
te und damit (bei bekannter Datenmenge) die Dauer der Interferenz festgelegt, wa¨hrend
durch die TxPC die Leistung also die Sta¨rke der Interferenz bestimmt wird.
Aufgabe der LA ist die Auswahl eines geeigneten PHY-Modus, der in Abha¨ngigkeit
des Pfadverlustes und der Interferenz beim Empfa¨nger eine fu¨r die Verbindung ausrei-
chende BER bei der U¨bertragung ermo¨glicht. Durch TxPC kann in gewissen Grenzen
die Sendeleistung so eingestellt werden, dass beim Empfa¨nger ein erforderliches CIR er-
reicht wird, und somit der Einsatz eines bestimmten PHY-Modus mo¨glich ist. Da sich die
Empfangsverha¨ltnisse sta¨ndig a¨ndern, ist eine fortlaufende Anpassung des PHY-Modus
bzw. der Sendeleistung erforderlich, wobei bei H/2 nur in Uplink-Richtung eine Sendelei-
stungssteuerung vorhanden ist.
Durch die Kombination von LA und TxPC kann, genau wie auch mit der Kanalvergabe,
die Interferenzsituation innerhalb des Systems beeinflusst werden. Beide Verfahren werden
zentral vom APT gesteuert. Da LA und TxPC nicht unabha¨ngig voneinander sind, ist eine
gemeinsame Strategie erforderlich, die die durch den Standard gegebenen Einschra¨nkungen
beru¨cksichtigt.
Dabei muss beachtet werden, dass die Algorithmen fu¨r LA und TxPC implementie-
rungsspezifisch sind, und dass jeder Hersteller bestrebt ist, dass sein APT dem Benutzer
eine mo¨glichst hohe Datenrate bietet und die Anforderungen der aufgebauten Verbindun-
gen mo¨glichst gut unterstu¨tzt. Prima¨res Ziel ist also die Einhaltung der Anforderungen
der eigenen WTs. Erst an zweiter Stelle wird eine Minimierung der erzeugten Interferenz
angestrebt.
In diesem Kapitel werden das Zusammenspiel zwischen LA und TxPC erla¨utert und
entsprechende Strategien vorgestellt.
5.1 Link Adaptation
Durch die Wahl des PHY-Modus wird die Datenrate und die Wahrscheinlichkeit fu¨r den
Verlust eines LCH-Paketes (Packet Error Ratio (PER)) gesteuert. Bei gleichem CIR fu¨hrt
ein ho¨herwertiger PHY-Modus (mit gro¨ßerer Bitrate) zu einer gro¨ßeren PER und da-
mit zu einer steigenden Zahl von fehlerhaften Paketen. Bei zeitkritischen Diensten kann
die durch die wiederholte U¨bertragungen verursachte zusa¨tzliche Verzo¨gerung zu U¨ber-
schreitung vorgegebener U¨bertragungsverzo¨gerungen fu¨hren, so dass bei der Auswahl des
PHY-Modus auf die resultierende PER geachtet werden muss [27]. Bei zeitunkritischen
Diensten erfolgt hingegen eine Optimierung auf den Durchsatz.
Da der PHY-Modus vom APT festgelegt wird und von Rahmen zu Rahmen gea¨ndert
werden kann, ist auch ein hybrider Ansatz mo¨glich, der beim ersten U¨bertragungsversuch
auf Durchsatz optimiert und bei einer evtl. erforderlichen Neuu¨bertragung einen robu-
steren PHY-Modus einsetzt. Dieser Ansatz wird im Rahmen dieser Arbeit nicht weiter
betrachtet.
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Im folgenden Abschnitt wird die Wahl der Umschaltpunkte zwischen den PHY-Modi
in Abha¨ngigkeit vom Optimierungsziel erla¨utert. Danach wird auf prinzipielle Probleme
bei der Bestimmung der Kanaleigenschaften eingegangen.
5.1.1 Bestimmung der Umschaltpunkte
Bei der Festlegung der CIR-Werte, bei denen zwischen den PHY-Modi umgeschaltet wird,
muss abgewogen werden, ob eine bestimmte PER angestrebt werden soll, die aufgrund wie-
derholter U¨bertragungen Auswirkungen auf die Verzo¨gerung hat, oder ob der Durchsatz
optimiert werden soll [27]. Mit Hilfe von Abb. 5.1, S. 41 wird beispielhaft die Bestim-
mung der Umschaltpunkte bei Durchsatzoptimierung bzw. einer angestrebten PER<1%
erla¨utert. Dabei wird davon ausgegangen, dass das CIR bekannt ist.
Im oberen Diagramm ist die Paketfehlerha¨ufigkeit PERi in Abha¨ngigkeit vom CIR
fu¨r die bei H/2 verfu¨gbaren PHY-Modi i dargestellt, vgl. Abb. 5.1, S. 41. Daraus la¨sst
sich der Durchsatz in Abha¨ngigkeit vom CIR fu¨r die einzelnen PHY-Modi bestimmen.
Wenn die Quittungsu¨bertragung vernachla¨ssigt wird, ergibt sich fu¨r das bei H/2 verwen-
dete Selective Repeat ARQ-Protokoll fu¨r den Durchsatz THRi des PHY-Modus i mit der
Bruttodatenrate Ri und der PERi [4]:
THRi = Ri · (1− PERi) (5.1)
Die resultierenden Kurven fu¨r den Durchsatz sind im unteren Diagramm von Abb. 5.1,
S. 41 abgebildet.
Wenn eine PER von 1% nicht u¨berschritten werden soll, kann man mit Hilfe des obe-
ren Diagramms fu¨r jeden PHY-Modus das maximal zula¨ssige CIR bestimmen und erha¨lt
dadurch die Umschaltpunkte. Ausgehend von diesen la¨sst sich der Durchsatz in Abha¨ngig-
keit vom CIR ermitteln. Bei Durchsatzoptimierung ergeben sich die Umschaltpunkte aus
dem Vergleich der Durchsatzkurven der einzelnen PHY-Modi; es wird jeweils der PHY-
Modus ausgewa¨hlt, der den ho¨chsten Durchsatz ermo¨glicht. Es wird deutlich, dass bei
Durchsatzmaximierung die PER teilweise u¨ber 30% betra¨gt, wa¨hrend eine geringe PER
in einer deutlichen Reduzierung des Durchsatzes resultiert. Weiterhin erkennt man, dass
eine PER von 1% erst ab einem CIR von ca. 5 dB mo¨glich ist. Auffa¨llig ist auch, dass
manche PHY-Modi nicht beno¨tigt werden, da andere beim selben CIR eine geringere PER
bzw. einen ho¨heren Durchsatz ermo¨glichen.
5.1.2 Kanalmessung
Die Auswahl eines PHY-Modus beruht auf Messungen, auf deren Basis die zuku¨nftigen
U¨bertragungseigenschaften des Funkkanals gescha¨tzt werden. Dabei kann die PER, das
CIR oder eine Kombination aus beiden Gro¨ßen verwendet werden. Einfache Verfahren ver-
wenden das Minimum, den Mittelwert, oder den Median der PER der zuletzt empfangenen
Pakete zur Ermittlung einer geeigneten Kenngro¨ße [35].
Voraussetzung fu¨r eine zuverla¨ssige LA ist eine ausreichende Anzahl von Messwerten.
Bei H/2 ist aufgrund der paketorientierten U¨bertragung die Varianz der Messwerte relativ
groß, da sich die Interferenzsituation von Paket zu Paket a¨ndern kann. Bei mobilen Teil-
nehmern a¨ndern sich zusa¨tzlich die Kanaleigenschaften aufgrund der Bewegung, so dass
die Auswahl des PHY-Modus entsprechend schnell erfolgen muss [27, 42].
Bei Verbindungen mit einer geringen Datenrate kommt erschwerend hinzu, dass nur
relativ wenig LCH Pakete pro MAC Rahmen u¨bertragen werden. In Tab. 5.1, S. 42
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Abbildung 5.1: Unterschiedliche Optimierungsstrategien bei der LA
ist die Anzahl von LCH Paketen pro MAC Rahmen in Abha¨ngigkeit von der Datenrate
dargestellt, wobei eine gleichma¨ßige Verteilung u¨ber die Zeit angenommen wurde.
Bei einer Datenrate von mehr als 192 kbit/s wird durchschnittlich ein Paket pro Rahmen
u¨bertragen. Es wird deutlich, dass gerade bei Diensten mit einer geringen Datenrate
aufgrund von zu wenig Meßwerten die optimale Nachfu¨hrung des PHY-Modus schwierig
wird. Rapp [42] bescha¨ftigt sich ausfu¨hrlich mit diesem Problem.
5.2 Sendeleistungssteuerung
Die Sendeleistungssteuerung hat zwei Aufgaben: Durch Verwendung des minimal erforder-
lichen Leistungspegel soll die Betriebszeit des WTs verla¨ngert und die erzeugte Interferenz
reduziert werden. Bei H/2 kann die Sendeleistung der Terminals in 3 dB bzw. 6 dB Schrit-
ten im Bereich von -15 dBm bis 20 dBm eingestellt werden, wobei eine Anpassung alle 10
MAC Rahmen (20ms) erfolgen kann, vgl. Kap. 4.5.3.3, S. 35.
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Tabelle 5.1: Anzahl der LCH Pakete pro MAC Rahmen fu¨r unterschiedliche Datenraten
LCH Pakete LCH PaketeDatenrate Beispiel
pro Sekunde pro MAC Rahmen
64 kbit/s ISDN ≈ 166 ≈ 1/3
192 kbit/s 500 1
2 Mbit/s ≈ 5208 ≈ 10
Die Steuerung der Sendeleistung erfolgt durch den APT. Da dieser auch den PHY-
Modus vorgibt, kann die Sendeleistung soweit reduziert werden, wie es der gewa¨hlte PHY-
Modus unter Beru¨cksichtigung der geforderten PER erlaubt. Dabei muss beru¨cksichtigt
werden, dass eine Anpassung des PHY-Modus in jedem Rahmen erfolgen kann, wa¨hrend
die Nachfu¨hrung der Sendeleistung eines WTs nur alle 20ms mo¨glich ist.
5.2.1 Sendeleistungssteuerung in Downlink-Richtung
Wa¨hrend in Uplink-Richtung die Steuerung der Sendeleistung fu¨r jedes WT getrennt er-
folgt, ist in Downlink-Richtung nur eine einheitliche Sendeleistung vorgesehen, die relativ
langsam vera¨ndert werden darf (Abs. 4.5.3.3, S. 35). Dies ist insofern sinnvoll, da die
Da¨mpfung zwischen den WTs und den Gleichkanalzellen in der Regel geringer und damit
die resultierende Sto¨rung bei den WTs gro¨ßer ist als beim APT. Wenn der APT seine
Sendeleistung nicht an die Interferenzverha¨ltnisse eines WTs anpassen kann, sollten die
Auswirkungen relativ gering sein.
Allerdings haben Datendienste ein stark asymmetrisches Verkehrsaufkommen: Eine
kurze Anfrage vom Teilnehmer wird mit einer großen Datenmenge beantwortet, so dass
ein großer Anteil der Interferenz vom APT erzeugt wird und auch eine Sendeleistungssteue-
rung pro WT in Downlink-Richtung sinnvoll wa¨re. Ob sich eine Sendeleistungssteuerung
in Downlink-Richtung lohnt, wird in Kap. 8, S. 73 simulativ untersucht.
5.3 Interferenzminderung durch LA und TxPC
Sowohl LA als auch TxPC beeinflussen die Datenu¨bertragung und die in den Gleichka-
nalzellen erzeugte Interferenz. Im Folgenden werden zwei Verfahren zur Steuerung der
Sendeaktivita¨t vorgestellt. Prinzipiell gibt es zwei Ansa¨tze: Beim ersten u¨bertragen al-
le Stationen mit maximaler Sendeleistung und beno¨tigen somit mo¨glichst wenig Zeit zur
U¨bertragung der Daten. Mo¨glichkeiten zur Verteilung der Sendeaktivita¨t im MAC Rah-
men werden in Abs. 5.3.1 vorgestellt. Der andere Ansatz besteht darin, dass unter Verwen-
dung von TxPC ein geringerer PHY-Modus als bei maximaler Sendeleistung verwendet
und mit mo¨glichst geringer Leistung u¨bertragen wird. Dies hat zur Folge, dass ein gro¨ßerer
Teil des MAC Rahmens beno¨tigt wird; dieser Ansatz wird in Abs. 5.3.2, S. 44 vorgestellt.
5.3.1 Verteilung der Sendeaktivita¨t
Bei diesem Ansatz wird keine TxPC verwendet und die Stationen verwenden den ho¨chsten
mo¨glichen PHY-Modus. Die Interferenz tritt also kurz, aber dafu¨r relativ stark auf. Da der
Aufbau des MAC Rahmens vom APT festgelegt wird, kann dieser die Sendeaktivita¨t und
dadurch die zeitliche Verteilung der Interferenz steuern. Ziel kann dabei eine mo¨glichst
gleichma¨ßige Verteilung der Interferenz im MAC Rahmen oder eine zeitliche Trennung der
APTs sein.
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Abbildung 5.2: Schematische Darstellung der Interferenz beim zufa¨lligen Einfu¨gen von Zwi-
schenra¨umen
Zur gleichma¨ßigeren Verteilung der Sendeaktivita¨t im MAC Rahmen ko¨nnen Zwischen-
ra¨ume zwischen PDU-Trains eingefu¨gt werden. Falls mehrere Gleichkanalsto¨rer vorhanden
sind, wird die Varianz und der Mittelwert der Interferenz reduziert, so dass ein ho¨herer
PHY-Modus eingesetzt werden kann. In Abb. 5.2 wird dies schematisch verdeutlicht: Es ist
beispielhaft die Verteilung der Interferenz innerhalb eines MAC Rahmens von drei APTs
dargestellt. Es wird deutlich, dass es Bereiche gibt, in denen kaum Interferenz auftritt und
der Einsatz eines hohen PHY-Modus mo¨glich wa¨re und in anderen Bereichen die resultie-
rende Interferenz einen geringeren PHY-Modus erforderlich macht. Da die Verteilung der
Interferenz innerhalb des MAC Rahmens nicht voraussehbar ist, muss ein PHY-Modus
gewa¨hlt werden, mit dem auch in ungu¨nstigen Situationen die erforderliche PER erreicht
wird, wodurch aber der Durchsatz reduziert wird.
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Abbildung 5.3: Schematische Darstellung der Interferenz bei der Trennung im Zeitbereich
In Rapp [42] wird vorgeschlagen, dass die eingefu¨gten Zwischenra¨ume u¨ber einen aus-
reichend langen Zeitraum beibehalten werden und diese von Glechkanal-APTs bevorzugt
zur U¨bertragung verwendet werden. Falls nur zwei oder drei Gleichkanalzellen vorhan-
den sind, ko¨nnen Regel zur Plazierung der U¨bertragungszeit im MAC Rahmen vereinbart
werden, so dass der erste APT den vorderen Teil, der zweite den mittleren Teil und der
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dritte den hinteren Teil des MAC Rahmens verwendet, vgl. Abb. 5.3, S. 43. Dieser Ansatz
ist eine Sonderform des in Abs. 6.1.2, S. 48 bzw. in Kra¨mling et al. [33] vorgestellten
Verfahrens.
5.3.2 Reduzierung des unbenutzten Anteils des MAC Rahmens durch eine kombi-
nierte LA/TxPC-Steuerung
Im vorherigen Abschnitt wurde erla¨utert, dass durch nicht benutzte Bereiche im MAC
Rahmen und die resultierenden Schwankungen bei der Interferenz, die LA erschwert und
die verfu¨gbare Datenrate reduziert wird.
Der unbenutzte Anteil des MAC Rahmens kann durch den Einsatz eines geringeren
PHY-Modus vermindert werden. Da bei der selben angestrebten PER eine geringeres CIR
erforderlich ist, kann die Sendeleistung entsprechend reduziert werden. PHY-Modus und
Sendeleistung werden dabei solange verringert, bis die verfu¨gbare Sendedauer mo¨glichst
vollsta¨ndig verwendet wird. Die in den Gleichkanalzellen hervorgerufene Interferenz wird
dadurch gleichma¨ßiger und geringer [32].
Wenn die U¨bertragungsrate nicht mehr zur Einhaltung der vereinbarten Dienstgu¨te
ausreicht, wird die Sendeleistung erho¨ht, so dass ein ho¨herer PHY-Modus eingesetzt wer-
den kann. Zusa¨tzlich auftretende U¨bertragungsverzo¨gerungen resultieren hauptsa¨chlich
durch die zeitlichen Einschra¨nkungen bei der Regelung der Sendeleistung. Wann die Sen-
deleistung/Datenrate erho¨ht wird, kann von den Anforderungen der Verbindungen abha¨n-
gig gemacht werden. Bei zeitunkritischeren Diensten kann die Erho¨hung der Sendeleistung
spa¨ter bzw. langsamer erfolgen, als bei zeitkritischen Diensten.
Durch die geringere Interferenz kann in den Gleichkanalzellen im Bedarfsfall ein ho¨herer
PHY-Modus verwendet und damit die Datenrate erho¨ht werden. Dies fu¨hrt zu einer
dynamischen Kapazita¨tsvergabe zwischen APs.
Weiterhin wird durch die gleichma¨ßigere Verteilung der Sendeaktivita¨t die LA zu-
verla¨ssiger und Probleme, die durch asynchrone APTs auftreten ko¨nnen, vgl. Kap. 9.1.2,
S. 93, werden vermieden: Bei zusammenha¨ngender U¨bertragung kann es vorkommen, dass
aufgrund der zeitlichen Trennung die Interferenz relativ gering ist, so dass ein hoher PHY-
Modus verwendet werden kann. Steigt das Verkehrsaufkommen, so nimmt der verwendete
Teil des MAC Rahmens zu. Sobald es zu einer U¨berschneidung der PDU Trains kommt,
wird die Datenrate auf der Funkschnittstelle aufgrund der resultierende Interferenz deut-
lich reduziert.
In Abb. 5.4, S. 45 ist schematisch die resultierende Interferenz dargestellt, wenn die
Sendeleistung reduziert und durch den erforderlichen geringeren PHY-Modus die U¨bertra-
gungsdauer erho¨ht wird. Die maximale Reduzierung der Sendeleistung ha¨ngt von der Po-
sition des WTs innerhalb der Funkzelle ab: Stationen am Rand der Zelle verwenden i.d.R.
bereits einen geringeren PHY-Modus, so dass weniger Spielraum fu¨r die Leistungssteue-
rung besteht. Beim Vergleich mit Abb. 5.2, S. 43 sieht man, dass die Interferenzsituation
deutlich stetiger ist und die Auswahl eines geeigneten PHY-Modus vereinfacht wird.
5.4 Unterstu¨tzung von Dienstklassen
Eine wichtige Eigenschaft von H/2 ist die Unterstu¨tzung von Dienstklassen. Es stellt sich
die Frage, wie die vorgestellten Verfahren zur Unterstu¨tzung von QoS Anforderungen in
einer mehrzellularen Umgebung eingesetzt werden ko¨nnen.
Bei der LA mu¨ssen die Auswirkungen der PER auf die U¨bertragungsverzo¨gerung be-
ru¨cksichtigt werden. Fu¨r zeitkritische Anforderungen muss also ein PHY-Modus ausge-
wa¨hlt werden, der in einer genu¨gend kleinen PER resultiert [27].
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Abbildung 5.4: Schematische Darstellung der Interferenz bei Anpassung der Sendeleistung
Interessanter ist jedoch die Kapazita¨tsaufteilung zwischen Gleichkanal-APTs. Prinzi-
piell stellt sich aber das Problem, dass der H/2 Standard keine Mo¨glichkeit zum Austausch
von Kapazita¨tsanforderungen zwischen den APTs u¨ber die Funkschnittstelle vorsieht und
eine Erweiterung des Standards erforderlich wa¨re. Andere Mo¨glichkeiten ergeben sich,
wenn eine zentrale Instanz, z.B. der APC, dafu¨r benutzt werden kann. Die mo¨glichen
Ansa¨tze werden in Abs. 5.3, S. 42 vorgestellt.
Falls keine TxPC eingesetzt und mit maximaler Sendeleistung u¨bertragen wird, wird
die zeitliche Dauer der Sendeaktivita¨t mo¨glichst kurz gehalten. Eine Verbesserung der
Interferenzsituation in Gleichkanalfunkzellen und eine daraus resultierende Vergro¨ßerung
der Datenrate kann nur eine Verminderung der Sendedauer erreicht werden. Falls vorge-
sehen wird, dass feste Bereiche des MAC Rahmens je APT bevorzugt zur U¨bertragung
benutzt und andere dauerhaft frei gelassen werden [33, 42], wird die verfu¨gbare U¨bertra-
gungskapazita¨t in den Gleichkanalzellen entsprechend vergro¨ßert. In jedem Fall ist der
resultierende Kapazita¨t vom verwendeten LA Algorithmus abha¨ngig, d.h. nach welchen
Kriterien dieser einen ho¨heren PHY-Modus wa¨hlt.
Bei Verwendung einer kombinierten LA/TxPC Steuerung wird die Interferenz gleich-
ma¨ßig innerhalb des MAC Rahmens verteilt; die Sta¨rke der Interferenz wird dabei vom Ver-
kehrsaufkommen beeinflusst. Abha¨ngig vom Verkehrsaufkommen der priorisierten Dienst-
klassen in den Gleichkanalzellen, wird in der eigenen Zelle weniger U¨bertragungskapa-
zita¨t fu¨r Dienstklassen mit einer geringeren Priorita¨t vorgesehen. Durch die LA/TxPC
Steuerung wird dafu¨r gesorgt, dass mo¨glichst der ganze Rahmen unter Reduzierung der
Sendeleistung ausgenutzt wird. Die daraus resultierende Interferenzreduzierung in den
Gleichkanalzellen fu¨hrt zu einer Steigerung der Datenrate, da ho¨here PHY-Modi einge-
setzt werden ko¨nnen [34].
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KAPITEL 6
Funkbetriebsmittelverwaltung bei HIPERLAN/2
D as Ziel der Funkbetriebsmittelverwaltung ist eine mo¨glichst effiziente Aufteilung derverfu¨gbaren Funkressourcen auf die Teilnehmer derart, dass eine Kommunikation
mit ausreichender Qualita¨t ermo¨glicht wird. Dies fu¨hrt zu einen minimalen Abstand, vgl.
Abs. 2.2, S. 6, der bei der Wiederverwendung eines Kanals eingehalten werden muss. Bei
zellularen Funksystemen ergibt sich dadurch eine Clustergro¨ße, die nicht unterschritten
werden darf.
Bei Funksystemen ohne LA wird dadurch innerhalb des gro¨ßten Teils der Funkzelle
ein deutlich gro¨ßeres CIR erreicht, als erforderlich. Wenn nur ein PHY-Modus verwendet
wird, entsteht aus dem ho¨heren CIR kein Vorteil und Sendeleistungssteuerung bzw. Reuse
Partioning (RUP) kann zur Angleichung des CIRs verwendet werden. Dadurch wird die
spektrale Effizienz erho¨ht, da Kana¨le fru¨her wiederverwendet werden ko¨nnen. Gleichzeitig
kann der Energieverbrauch des Endgera¨tes reduziert werden.
Bei Funksystemen mit LA kann ein ho¨heres CIR zur Steigerung der Datenrate benutzt
werden, indem ho¨here PHY-Modi eingesetzt werden. Insbesondere ist die Kapazita¨t eines
APs vom Wiederholabstand abha¨ngig. LA versta¨rkt die Koppelung der Gleichkanalzellen
untereinander: Steigt in einer Zelle das Verkehrsaufkommen, so sinkt die Kapazita¨t in
den Gleichkanalzellen aufgrund des geringeren CIRs, da robustere PHY-Modi eingesetzt
werden mu¨ssen. Welche Clustergro¨ße die spektrale Effizienz maximiert, ist nicht mehr
ohne weiteres ersichtlich.
Neben dem gu¨nstigsten Wiederholabstand stellt sich auch die Frage nach einer geeigne-
ten Ressourcenvergabe. Aufgrund der kleinen Zellgro¨ße bei H/2 von bis zu 300m und dem
voraussichtlichen Einsatzgebiet in Ra¨umen bzw. Stadtzentren, ist eine Frequenzplanung
nur schwer zu realisieren und in einem unlizenzierten Frequenzband gar nicht mo¨glich, so
dass dynamische Kanalvergabeverfahren verwendet werden mu¨ssen.
Der Standard sieht Dynamic Frequency Selection (DFS) als Kanalvergabestrategie
vor, d.h. es werden Frequenzkana¨le dynamisch von den APs ausgewa¨hlt. Der Standard
beschra¨nkt sich dabei auf die Spezifikation der Funkschnittstelle und der Protokolle; DFS-
Algorithmen sind implementierungsspezifisch, so dass sich hier die Hersteller unterscheiden
ko¨nnen. Weiterhin gibt es keine klare Trennung der Aufgaben zwischen APT und APC,
woraus weitere Ansatzpunkte fu¨r eine mo¨gliche Kanalvergabe innerhalb des Zusta¨ndig-
keitsbereiches eines APs resultieren.
In diesem Kapitel werden zuerst verschiedene Mo¨glichkeiten zur Erzeugung von Kana¨-
len bei H/2 dargestellt, na¨mlich die im Standard vorgesehene Frequenzvergabe und zu-
sa¨tzlich ein in dieser Arbeit entwickeltes Verfahren, dass den Spielraum des Standards
ausnutzt, um zusa¨tzlich Zeitkana¨le zu realisieren. Da keine Vera¨nderungen des Standards
erforderlich sind, ist eine Anpassung der Terminals nicht erforderlich, so dass Endgera¨te
verschiedener Hersteller eingesetzt werden ko¨nnen.
Danach werden unterschiedliche Mo¨glichkeiten zur Realisierung der Kanalvergabe vor-
gestellt und auf ihre Vor- und Nachteile eingegangen.
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6.1 Kanalvergabe bei H/2
Fu¨r H/2 sind in Europa 19 Frequenzkana¨le im 5GHz-Bereich vorgesehen, wovon nur neun
Kana¨le im Außenbereich eingesetzt werden du¨rfen [7]. Dieser Bereich ist unlizenziert und
steht allen Mobilfunksystemen zur Verfu¨gung, die bestimmte Voraussetzungen bzgl. der
Kanalwahl, Sendeleistung etc. erfu¨llen. Aus den Gl. (2.12) und Gl. (2.16) erha¨lt man fu¨r
die Clustergro¨ße S in Abha¨ngigkeit vom CIR am Rand der Zelle und des Ausbreitungsko-
effizienten γ:
S =
1
3
(6 CIR)2/γ (6.1)
Die resultierenden Clustergro¨ßen fu¨r verschiedene Kombinationen aus CIR und γ sind
in Tab. 6.1 aufgefu¨hrt.
Tabelle 6.1: Resultierende Clustergro¨ßen
gefordertes CIR [dB]
5 10 15 20 25
2.0 10 20 30 40 50
γ 3.0 3.2 5.1 6.7 8.1 9.4
4.0 1.8 2.5 3.2 3.7 4
Die Tabelle beru¨cksichtigt keinen ggf. erforderlichen Zuschlag fu¨r das CIR, z.B. 4 dB
zum Ausgleich von Schwunderscheinungen. Es ist erkennbar, dass bei kleinen Da¨mpfungs-
koeffizienten große Cluster beno¨tigt werden, damit am Rand der Funkzelle die U¨bertra-
gung mittels des robustesten PHY-Modus mo¨glich ist, vgl. Abb. 5.1, S. 41. Da auch andere
Systeme (H/2- oder nicht H/2-Systeme) im selben Frequenzbereich arbeiten, kann die An-
zahl der verfu¨gbaren Frequenzkana¨le sehr klein werden (z.B. 3 statt 9). Insbesondere im
Außenbereich, wo nur neun Frequenzkana¨le zur Verfu¨gung stehen, la¨sst sich dann eine
Abdeckung des Versorgungsbereiches unter Umsta¨nden nicht mehr erreichen oder die Ka-
pazita¨t je Funkzelle wird aufgrund der hohen Interferenz stark reduziert, da nur niedrige
PHY-Modi eingesetzt werden ko¨nnen.
Bei H/2 gibt es zwei Mo¨glichkeiten Kana¨le zu realisieren, die nachfolgend vorgestellt
werden.
6.1.1 Kana¨le im Frequenzbereich
Bei der Kanalvergabe im Frequenzbereich wa¨hlt der AP einen Frequenzkanal aus, auf
dem die Datenu¨bertragung entsprechend des in Abs. 4.5.1, S. 30 beschriebenen MAC
Protokolls erfolgt. Die Datenrate eines Frequenzkanals ha¨ngt dabei vom verwendeten
PHY-Modus bzw. vom herrschenden CIR ab und liegt zwischen 6Mbit/s und 54Mbit/s1,
vgl. Abs. 4.5.3.4, S. 36. Ziel der DFS ist eine gleichma¨ßige Ausnutzung der verfu¨gbaren
Frequenzkana¨le [14].
6.1.2 Kana¨le im Zeit- und Frequenzbereich
Neben der im Standard vorgesehenen Vergabe von Frequenzkana¨len kann entsprechend
Kra¨mling et al. [33] die Unterteilung eines Frequenzkanals im Zeitbereich erfolgen, wo-
durch Zeitkana¨le entstehen. Es wird eine DECT a¨hnliche TDM-Kanalstruktur verwendet,
1Bitu¨bertragungsschicht
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wobei allerdings bei den Kana¨len keine Unterscheidung zwischen Up- und Downlink er-
folgt und die Kana¨le nicht fest einem Terminal, sondern den APTs zugeordnet werden,
die auf diesen Zeitkana¨len den Verkehr ihrer Terminals statistisch multiplexen. Dies ist im
Standard nicht explizit vorgesehen, aber unter Beru¨cksichtigung verschiedener Randbedin-
gungen realisierbar. Die in Form eines Frequenzkanals verfu¨gbare Kapazita¨t wird durch
TDM-Kana¨le unterteilt und flexibel auf benachbarte (nicht Gleichkanal-) Zellen aufteil-
bar. Dadurch steht in einer Zelle nicht genutzte Kapazita¨t in Form eines TDM-Kanals den
Nachbarzellen zur Verfu¨gung. Das Verfahren ist auch vorteilhaft, wenn nicht genu¨gend
Frequenzen verfu¨gbar sind, um ein Cluster zu realisieren.
TDM  Kanal TDM  Intervall
MAC Rahmen
Zeit
Abbildung 6.1: Entstehung von synchronen Kana¨len
Um standardkonform zu bleiben, muss die Broadcast-Phase alle 2ms u¨bertragen wer-
den, d.h. den APs muss im Abstand von 2ms U¨bertragungskapazita¨t zur Verfu¨gung stehen.
Die Dauer eines MAC Rahmens wird deshalb in gleich große Zeitabschnitte unterteilt. Ein
AP verwendet abha¨ngig vom Verkehrsaufkommen der assoziierten WTs einen oder mehre-
re dieser Abschnitte zur U¨bertragung. Durch die Verwendung des selben Abschnittes u¨ber
mehrere MAC Rahmen entsteht ein synchroner Zeitmultiplexkanal (TDM-Kanal). Jeder
Kanal kann von einem der unmittelbar benachbarten APs belegt werden. Laut Abb. 6.1
hat ein AP anfangs nur einen TDM-Kanal belegt und verwendet im dritten Rahmen ei-
nen weiteren Kanal. Abb. 6.2, S. 50 zeigt ein Beispiel mit N TDM-Kana¨len auf Frequenz
F1. Mit einer Frequenzgruppe wird eine gro¨ßere Fla¨che abgedeckt, als ohne TMD-Kana¨le
mo¨glich wa¨re. Abb. 6.3, S. 50 zeigt ein Cluster, das drei Frequenzgruppen entha¨lt, die je
N TDM-Kana¨le benutzen. Da der AP innerhalb des FCHs die zur U¨bertragung benutzten
Bereiche des MAC Rahmens mitteilt, vgl. Abs. 4.5.1, S. 30, mu¨ssen die WTs nicht u¨ber
die Unterteilung im Zeitbereich bzw. u¨ber die Belegung/Freigabe von TDM-Kana¨len in-
formiert werden. Weiterhin mu¨ssen die verwendeten TDM-Kana¨le nicht zusammenha¨ngen
und ko¨nnen sich, abgesehen von denen, die zur U¨bertragung der Broadcast-Phase beno¨tigt
werden, prinzipiell von Rahmen zu Rahmen a¨ndern.
Die Zuweisung von U¨bertragungskapazita¨t an WTs erfolgt weiterhin durch den zusta¨n-
digen AP. Der urspru¨ngliche MAC Rahmen wird auf die belegten TDM-Kana¨le abgebildet;
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wa¨hrend der nicht belegten Intervalle findet keine U¨bertragung statt. In Abb. 6.4 ist bei-
spielhaft ein AP dargestellt, der drei TDM-Kana¨le belegt hat und innerhalb dieser seinen
MAC Rahmen u¨bertra¨gt.
Random
Access P.
Downlink
Phase
Broadcast
Phase
Uplink
Phase
MAC−Rahmen = 2ms
Zeit
verwendete TDM−Kanäle
Abbildung 6.4: Abbildung des MAC Rahmens auf die belegten TDM-Kana¨le
Ein TDM-Kanal stellt die kleinste Einheit dar, die ein AP belegen kann. Somit kann
mit zunehmender Kanalzahl die Kapazita¨t genauer auf die APs verteilt werden. Ande-
rerseits steigt durch die Aufteilung auf TDM-Kana¨le die Zahl der PDU Trains, so dass
zusa¨tzliche Pra¨ambeln beno¨tigt werden, vgl. Abs. 4.5.1, S. 30. Weiterhin ko¨nnen die
TDM-Kana¨le aufgrund der festen, vom PHY-Modus abha¨ngigen U¨bertragungsdauer eines
LCH-Paketes nicht immer vollsta¨ndig genutzt werden.
In Rapp [42] wird ein a¨hnlicher Vorschlag zur zeitlichen Trennung der U¨bertragungsbe-
reiche im MAC Rahmen vorgeschlagen, wobei die APs jeweils zusammenha¨ngende Bereiche
im MAC Rahmen benutzen und derart koordiniert werden, dass ein APT mit der Belegung
am Anfang des MAC Rahmens, der zweite am Ende und ein dritter APT in der Mitte
beginnt, vgl. Abb. 5.3, S. 43. Im Unterschied zum hier vorgestellten Verfahren werden
bei Rapp [42] die U¨bertragungen in Gleichkanalzellen entsprechend einem Zellcluster, vgl.
Abb. 2.2, S. 6, koordiniert, wa¨hrend die hier betrachteten TDM-Kana¨le in unmittelbar
benachbarten Zellen eingesetzt werden, die zwar auch denselben Frequenzkanal benutzen
aber entsprechend einer Clustergro¨ße 1, vgl. Abb. 6.2. Bei steigender Zahl von APs, die
um den Funkkanal konkurrieren, hat dieses Verfahren seine Grenzen, denn die MAC Rah-
men mu¨ssen synchron sein. Bei dem in dieser Arbeit entwickelten Ansatz erfolgt hingegen
eine feste Einteilung des MAC Rahmens in TDM-Kana¨le. Bei Verwendung von festen
Regel fu¨r die Belegung eines TDM-Kanals wird verhindert, dass sich benachbarte APs
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gegenseitig sto¨ren. Weiterhin ist es nicht erforderlich, dass zusammenha¨ngende Bereiche
im MAC Rahmen benutzt werden, wodurch die gesamte im MAC Rahmen verfu¨gbare
U¨bertragungskapazita¨t verwendet werden kann.
Tabelle 6.2: Mo¨gliche Intervallgro¨ßen
Bruttodatenrate proZahl der Intervalldauer
Kanal [Mbit/s]TDM-Kana¨le Dauer [µs] OFDM-Symbole
BPSK1/2 64QAM3/4
1 2000 500 6.00 54.00
2 1000 250 3.00 27.00
4 500 125 1.50 13.50
5 400 100 1.25 10.80
10 200 50 0.60 5.40
20 100 25 0.30 2.70
Die Kapazita¨t, die durch die Belegung eines TDM-Kanals dem AP zur Verfu¨gung ge-
stellt wird, ha¨ngt von der verwendeten Modulation und der Zahl der TDM-Kana¨le pro
MAC Rahmen ab. Tab. 6.2 gibt eine U¨bersicht u¨ber die Datenrate in Abha¨ngigkeit von
der Kanalzahl. Wenn der Signalisierungsoverhead vernachla¨ssigt wird, so ergibt sich bei
10 TDM-Kana¨len pro Frequenz eine Bruttodatenrate zwischen 0.6Mbit/s (BPSK1/2) und
5.4Mbit/s (64QAM3/4) pro TDM-Kanal. Ein TDM-Kanal pro MAC Rahmen stellt den
Normalfall lt. Standard dar. Da die U¨bertragung eines LCH-Pakets bei Verwendung des
robustesten PHY-Modus (BPSK1/2) 18 OFDM-Symbole beno¨tigt, sind 20 TDM-Kana¨le
pro Frequenz nur einsetzbar, wenn hauptsa¨chlich ho¨here PHY-Modi verwendet oder auf-
einanderfolgende Kana¨le belegt werden.
Aus Tab. 6.2 wird deutlich, dass die Datenrate, die aus der Belegung eines TDM-Kanals
resultiert, stark von dem verwendeten PHY-Modus und damit von der Interferenzsituation
abha¨ngt.
6.2 Dezentral koordinierte Kanalvergabe
Wenn H/2-Systeme unterschiedlicher Betreiber am gleichen Ort eingesetzt werden, muss
die Vergabe der TDM-Kana¨le i.d.R. dezentral erfolgen. Die einzelnen H/2 Systeme ko¨nnen
unterschiedliche Festnetze (z.B. Ethernet, IEEE 1394 (Firewire), . . .) angeschlossen sein
oder von verschiedenen Herstellern sein, so dass eine direkte Kommunikation zwischen
den APs nicht mo¨glich ist und dadurch die Verwendung einer dezentralen Kanalvergabe
erforderlich wird. In Abb. 6.5, S. 52 ist beispielhaft ein solches Szenario dargestellt.
Dezentrale Kanalvergabeverfahren basieren auf Messungen und scha¨tzen die zuku¨nftige
Verwendbarkeit eines Kanals. Dies ist nur mo¨glich, wenn die Kana¨le ausreichend lange
belegt werden. Die Kanalauswahl erfolgt bei H/2 durch den AP, wobei dieser auf die von
den WTs gesammelten Messwerte zuru¨ckgreift.
In den folgenden Abschnitten wird zuerst die Kanalauswahl betrachtet und anschlie-
ßend im Abs. 6.2.2, S. 54 auf die Problematik der Kapazita¨tsvergabe zwischen den APs
bei der Unterstu¨tzung unterschiedlicher Dienstklassen eingegangen.
6.2.1 Kanalauswahl
Die Auswahl eines Kanals geschieht lt. H/2 Standard durch den AP basierend auf den
von ihm und den assoziierten WTs durchgefu¨hrten Messungen. Die WTs u¨bertragen
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Abbildung 6.5: Dezentral organisiertes H/2-System
dabei eine Verteilungsfunktion der gemessenen Interferenz an den AP, vgl. Abs. 4.5.3.2,
S. 34. Die Kanalwahl gliedert sich in drei Schritte: Auswertung der Verteilungsfunktion der
Kanalmessungen, darauf basierende Bewertung der verfu¨gbaren Kana¨le und die eigentliche
Auswahl eines Kanals.
U¨ber die Messwerte der Terminals erha¨lt der AP Informationen u¨ber die maximal
aufgetretene Interferenz, den benutzten Anteil des MAC Rahmens und die Verteilung der
Interferenz. Alle Gro¨ßen spiegeln nur die momentane Situation wider und ko¨nnen sich auch
kurzfristig sehr stark a¨ndern. So wird z.B. die maximale Interferenz von der Position einer
Station und vom Verkehrsaufkommen in den Gleichkanalzellen beeinflusst, vgl. Kap. 5,
S. 39.
Die im Standard vorgesehenen Messverfahren sind in Abs. 4.5.3.2, S. 34 aufgefu¨hrt.
Damit eine Bewertung des Frequenz bzw. TDM-Kanals mo¨glich ist, du¨rfen nur Bereich
gemessen werden, wo der eigene APT bzw bei ihm assoziierte WTs nicht u¨bertragen.
Folgende Ansa¨tze zur Auswertung der Messwerte ergeben sich:
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Abbildung 6.6: RSS-Messung zur Kanalauswahl
Minimales RSS: Der minimale RSS-Wert, vgl. Abb. 6.6, wird zwar vom WT bei der Ka-
nalmessung ermittelt, ist fu¨r die Kanalauswahl aber ungeignet.
Maximales RSS: Der maximale RSS, vgl. Abb. 6.6, kann hingegen fu¨r die Kanalwahl ver-
wendet werden. Es kann allerdings aufgrund der TxPC und der Mobilita¨t nicht aus-
geschlossen werden, dass die Interferenz in Zukunft nicht noch zunimmt. Bei diesem
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Ansatz werden aber Kana¨le aufgrund eines einzelnen Sto¨rers, der eine hohe Interfe-
renz erzeugt, ausgemustert, auch wenn dieser nur ein geringes Verkehrsaufkommen
hat und die resultierende Sto¨rung sehr kurz ist.
Verteilung der Interferenz: Vom Terminal kann die Verteilungsfunktion der Messwerte
ermittelt werden, vgl. Abs. 4.5.3.2, S. 34, wobei dem APT nur die Quantile mitgeteilt
werden. Wie in Abs. 5.3.2, S. 44 erla¨utert, ist fu¨r die LA eine mo¨glichst gleichma¨ßige
Verteilung der Interferenz am gu¨nstigsten. Entsprechend ko¨nnen Kana¨le bevorzugt
werden, bei denen die Interferenz mo¨glichst homogen verteilt ist und die einen mo¨g-
lichst geringen maximalen RSS-Wert aufweisen.
Eine weitere Voraussetzung fu¨r die Benutzbarkeit eines TDM-Kanals ist, dass alle
WTs des entspr. APs einen RSS-Wert gemessen haben, der eine U¨bertragung zumindest
im niedrigsten PHY-Modus ermo¨glicht – andernfalls mu¨ssten bestehende Verbindungen
abgebrochen werden. Da das Verkehrsaufkommen der WTs unterschiedlich sein kann, wer-
den die RSS-Werte der einzelnen WTs entsprechend dem Verkehrsaufkommen gewichtet,
d.h. dass Terminals mit einem ho¨heren Verkehrsaufkommen sta¨rker beru¨cksichtigt werden
und dass dadurch ein fu¨r diese WTs gu¨nstigerer Kanal gewa¨hlt wird. Fu¨r das gewichtete
Meßergebnis R˜SS ergibt sich in Abha¨ngigkeit vom Verkehrsaufkommen Traffici und den
Meßergebnissen RSSi der Terminals:
R˜SS =
∑
Traffici ·RSSi∑
Traffici
(6.2)
Die aus der Belegung eines Kanals (zusa¨tzlich) resultierende Kapazita¨t kann alleine
durch Messungen nicht ermittelt werden, da sich ein Kanal durch Wechselwirkung mit
den Gleichkanalzellen verschlechtern kann, sobald der AP/die WTs diesen zur U¨bertra-
gung nutzen. Eine zuverla¨ssige Ermittlung der Kapazita¨t wird durch die Mobilita¨t, den
Scheduling-Algorithmus und den gewa¨hlten Arbeitspunkt der LA weiter erschwert, so dass
allenfalls eine Abscha¨tzung basierend auf Erfahrungswerten mo¨glich ist.
Frequenzkana¨le
Da ein AP in vielen Anwendungen nur einen Frequenzkanal betreiben wird und wa¨h-
rend des Frequenzwechsels fu¨r mehrere MAC Rahmen keine U¨bertragung mo¨glich ist,
sollten Frequenzwechsel mo¨glichst selten stattfinden. Wann der Frequenzkanal gewech-
selt bzw. welcher Frequenzkanal ausgewa¨hlt wird, ist im Standard nicht festgelegt und ist
implementierungsspezifisch. Ein Kanalwechsel kann z.B. ausgelo¨st werden, wenn
 ein Kanal gefunden wurde, der aufgrund der RSS-Messwerte wenig Signalleistung
aufweist und deshalb vermutlich eine ho¨here Datenrate erlauben wird, auch wenn
diese momentan nicht beno¨tigt wird. Dadurch verschafft sich der AP Reserven, falls
das Verkehrsaufkommen ansteigt.
 die momentane Datenrate zur Erfu¨llung der Anforderungen bestehender Verbindun-
gen nicht ausreicht oder aufgrund der Interferenzsituation eine Versorgung der WTs
am Rand der Zelle nicht mehr mo¨glich ist, und ein ruhigerer Kanal vorhanden ist.
Diese Situation kann z.B. auftreten, wenn das Verkehrsaufkommen in Nachbarzellen
und damit die Interferenz steigt.
Bei Varianten, die zwischen diesen beiden Extremfa¨llen liegen, wird ein Kanalwechsel
durchgefu¨hrt, sobald ein bestimmtes Verha¨ltnis zwischen der momentanen und der beno¨-
tigten U¨bertragungsrate unterschritten wird. Welcher der Ansa¨tze gu¨nstiger ist, ha¨ngt
vom jeweiligen Szenario ab.
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Zeitkana¨le
Durch den Einsatz von TDM-Kana¨len wird die verfu¨gbare Anzahl von belegbaren Kana¨len
im Vergleich zur Verwendung von Frequenzkana¨len erho¨ht. Unter Beru¨cksichtigung der in
Abs. 6.1.2, S. 48 aufgestellten Randbedingungen, belegt der AP nur die Anzahl von TDM-
Kana¨len, die fu¨r die U¨bertragung erforderlich sind. Es ergibt sich dadurch eine anteilige
Belegung des MAC Rahmens.
Fu¨r den Kanalwechsel bzw. die Kanalbelegung gilt prinzipiell dasselbe wie bei der
Verwendung von Frequenzkana¨len. Allerdings finden A¨nderungen ha¨ufiger statt, da der
TDM-Kanal basierte Ansatz darauf aufbaut, dass nicht beno¨tigte Kapazita¨t mo¨glichst
schnell wieder freigegeben und anderen APs zur Verfu¨gung gestellt wird.
6.2.2 Unterstu¨tzung von Dienstklassen
Durch die LA sind alle Gleichkanalzellen miteinander gekoppelt. Steigt in einer Funkzelle
das Verkehrsaufkommen, so erho¨ht sich die Interferenz in den Gleichkanalzellen, da ein
gro¨ßerer Teil des MAC Rahmens zur U¨bertragung und/oder eine ho¨here Sendeleistung
verwendet werden muss. Abha¨ngig von der Da¨mpfung zwischen den Funkzellen (d.h. der
Sta¨rke der Koppelung) fu¨hrt dies zu einer Reduzierung der Datenrate in den Gleichka-
nalzellen, vgl. Abs. 5.2, S. 41. Bei mehreren Dienstklassen entsteht das Problem, dass
durch die mit der Bedienung einer Verbindung, die keine besonderen Anforderungen hat
(z.B. best-effort Dienst), verbundene Interferenz die Kapazita¨t in den Gleichkanalzellen
reduziert wird und Verbindungen mit ho¨heren Dienstgu¨teanforderungen dadurch unter
Umsta¨nden abgebrochen werden mu¨ssen. Obwohl eine Eigenschaft von H/2 die Beru¨ck-
sichtigung unterschiedlicher Dienstgu¨teanforderungen ist [26], wurden im Standard keine
Vorkehrung getroffen, um solche Wechselwirkungen zu vermeiden.
Zur effizienten Nutzung der Kanalkapazita¨t muss also eine Mo¨glichkeit gefunden wer-
den, die vorhandene U¨bertragungskapazita¨t mo¨glichst effizient auf die Stationen aufzutei-
len, wobei einerseits die Kapazita¨t vollsta¨ndig genutzt werden soll und andererseits die
nicht unbedingt beno¨tigte Kapazita¨t im Bedarfsfall anderen Funkzellen zur Verfu¨gung ge-
stellt werden kann. Dies kann durch Reduzierung der Sendeleistung und/oder Wechsel
von Kana¨len erfolgen. Mo¨gliche Ansa¨tze sind:
Selbststa¨ndiges Erkennen der U¨berlast: Anhand der Interferenzverteilung bzw. Zahl der
verfu¨gbaren Kana¨le kann der AP ein Maß fu¨r die Auslastung des Systems ermitteln
und abha¨ngig davon die eigene U¨bertragungsaktivita¨t reduzieren. Dieser Ansatz ist
allerdings problematisch, da der AP einerseits keine Kenntnisse u¨ber die Dienstklasse
hat, fu¨r die ein anderer AP Kapazita¨t beno¨tigt, und andererseits die Feststellung des
Kapazita¨tsbedarfs benachbarter APs, die andere Frequenzkana¨le benutzen nur schwer
mo¨glich ist.
Signalisierung u¨ber die Funkschnittstelle: Eine andere Mo¨glichkeit besteht in der Signa-
lisierung der zusa¨tzlich beno¨tigten Kapazita¨t an benachbarte APs, falls nicht mehr
ausreichend U¨bertragungskapazita¨t zur Verfu¨gung steht [34]. Die Signalisierung kann
z.B. durch U¨bertragung eines zusa¨tzlichen Bursts oder durch einfach zu detektieren-
de Signale erfolgen. Um die Reichweite des APs zu erho¨hen, ko¨nnte dieses Signal
durch WTs weitergeleitet werden. Da dies im Standard nicht vorgesehen ist, wa¨re
eine entsprechende Erweiterung erforderlich.
Beide Ansa¨tze wu¨rden die Unterstu¨tzung von Dienstklassen in einer mehrzellularen
Umgebung verbessern, sind aber praktisch nicht umsetzbar. In Anbetracht unterschied-
licher Hersteller von APs ist es zur Gewa¨hrleistung von Fairness erforderlich, dass die
Algorithmen und deren Parameter spezifiziert werden. Da beim H/2 Standard bis jetzt
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keine derartigen Vorkehrungen getroffen wurden, du¨rfen Dienste mit hohen Anforderungen
bei dezentral organisierten H/2 Systemen nur einen geringen Teil des Verkehrsaufkommens
ausmachen bzw. die Verbindungsannahmesteuerung muss sich an der Datenrate der unte-
ren PHY-Modi orientieren.
6.3 Zentral koordinierte Kanalvergabe
Ein Haupteinsatzgebiet von H/2 wird die Abdeckung relativ kleiner Bereiche sein, in
denen schnurlosen Teilnehmern eine hohe Datenrate zur Verfu¨gung gestellt werden soll –
sogenannte Hotspots [23]. Dies kann z.B. ein Flughafen, Messegela¨nde, Bu¨rogeba¨ude oder
ein Stadtkern sein. Kennzeichnend ist, dass die abzudeckenden Gebiete o¨rtlich begrenzt
sind, und dass eine begrenzte Zahl von Zugangspunkten (bei H/2: APTs) eingesetzt wird.
Wenn diese APTs vom selben APC2 verwaltet werden, vgl. Abb. 6.7, oder auf eine andere
Weise eine Kommunikation mo¨glich ist, ist eine zentrale Verwaltung der Frequenz- und
Zeitkana¨le mo¨glich.
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Abbildung 6.7: Zentral organisiertes H/2-System
Theoretisch ko¨nnte der Aufbau der MAC Rahmen der einzelnen Funkzellen zentral
gesteuert werden, so dass fu¨r jeden PDU Train der optimale Wiederholabstand erreicht
wird. Da bei der Vergabe von U¨bertragungskapazita¨t an die einzelnen Verbindungen die
QoS Anforderungen, Warteschlangenla¨ngen etc. beru¨cksichtigt werden mu¨ssen, ist dieser
Ansatz aufgrund des erforderlichen Rechen- und Signalisierungsaufwands nicht realisier-
bar. Mo¨glich ist aber eine zentrale Vergabe von U¨bertragungskapazita¨t an die APTs, die
dann diese selbststa¨ndig auf die WTs bzw. Verbindungen aufteilen.
6.3.1 Kanalauswahl
Durch die LA besteht eine Abha¨ngigkeit zwischen dem Wiederholabstand eines Kanals
und der resultierenden Datenrate. Bei gro¨ßerem Wiederholabstand steigt das CIR und
ermo¨glicht so die Verwendung eines ho¨heren PHY-Modus. Da der Abstand zwischen den
Gleichkanalzellen unterschiedlich sein kann, ergibt sich fu¨r jeden APT eine andere Kapa-
zita¨t. In Abb. 6.8, S. 56 ist ein Beispiel dargestellt, bei dem 4 APTs den selben Funkkanal
2Im Folgenden wird davon ausgegangen, dass der APT fu¨r die Bildung des MAC Rahmens und damit
fu¨r die Kapazita¨tszuweisung innerhalb einer Funkzelle zusta¨ndig ist, wa¨hrend der APC u¨bergeordnete
Aufgaben (z.B. Handover, Radio Resource Control (RRC)) wahrnimmt. Mit der Aufgabenteilung und
der Festlegung von Schnittstellen zwischen APT und APC bescha¨ftigt sich zur Zeit das HiperLAN/2
Global Forum (H2GF).
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verwenden. Die Interferenzsituation fu¨r Zelle A ist deutlich gu¨nstiger als fu¨r die u¨brigen
Zellen, so dass sich bei a¨hnlicher Verteilung der WTs innerhalb der betroffenen Funkzellen
eine gro¨ßere Kapazita¨t in Zelle A als bei den anderen einstellt. Diese Eigenschaft kann
vom APC bei der Zuteilung der Kana¨le ausgenutzt werden.
D
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aktive Zellen
A
Abbildung 6.8: Zellularnetz mit unterschiedlichen Wiederholabsta¨nden
Frequenzkana¨le
Bei der Verwendung von Frequenzkana¨len, vgl. Abs. 6.1.1, S. 48, werden durch den APC die
einzelnen Frequenzkana¨le den APTs zugewiesen. Da jeder APT nur einen Frequenzkanal
verwenden kann und Kanalwechsel nur selten stattfinden du¨rfen, erha¨lt der APC nur ein
sehr ungenaues Bild u¨ber die resultierende Datenrate fu¨r die einzelnen Kombinationen, so
dass nur angestrebt werden kann, dass die gegenseitige Beeinflussung (d.h. die Da¨mpfung)
der APTs untereinander mo¨glichst gleich groß ist. Die Kapazita¨tsvergabe zwischen den
Gleichkanalzellen erfolgt dann – wie im dezentralen Fall auch – durch eine kombinierte
LA und TxPC, vgl. Abs. 5.3.2, S. 44. Allerdings kann diese, im Gegensatz zur dezentralen
Verwaltung, koordiniert werden.
Zeitkana¨le
Im Gegensatz zur Frequenzvergabe kann ein APT mehrere TDM-Kana¨le belegen, wobei
sich die verwendeten Kana¨le gerade bei einer zentralen Vergabe der Funkressourcen auch
kurzfristig a¨ndern ko¨nnen, solange kein Frequenzwechsel erforderlich ist. Es muss lediglich
gewa¨hrleistet sein, dass die fu¨r die U¨bertragung der Broadcast-Phase eingesetzten Kana¨le
langfristig beibehalten werden. Die restlichen Kana¨le werden den APTs unter Beru¨ck-
sichtigung des momentanen Verkehrsaufkommens zugewiesen [50]. Aufgrund der langen
Frequenzwechselzeit ist das prima¨re Ziel die Aufteilung der Kapazita¨t zwischen den APs,
die die selbe Frequenz verwenden. Das in dieser Arbeit verwendete Verfahren fu¨r die zen-
trale Kanalvergabe beruht auf dem von Zhang und Yum [58] vorgestellten Nonuniform
Compact Pattern Allocation (NCPA) Algorithmus. Ein Pattern besteht dabei aus einer
Menge von Gleichkanalzellen, die den selben Funkkanal benutzen. Das Prinzip des NCPA
Algorithmus beruht darauf, dass die in einer Funkzelle beno¨tigte Kapazita¨t durch eine
Kombination von unterschiedlichen Pattern erreicht werden kann. Es werden dabei nur
Pattern beru¨cksichtigt, welche die Anforderungen an die PER der Verbindungen erfu¨llen.
Da die Pattern durch die zentrale Instanz ausgewa¨hlt werden, ist eine Anpassung
der Zuteilung in jedem Rahmen mo¨glich, wenn die APTs u¨ber die verwendeten Pattern
informiert werden (z.B. durch Mitteilung einer eindeutigen Pattern Id), damit der PHY-
Modus entsprechend der sich ergebenden Interferenzsituation gewa¨hlt werden kann.
In Abb. 6.9, S. 57 wird die Zuweisung von Pattern am Beispiel von vier APTs, welche
die selbe Frequenz verwenden, verdeutlicht: Die Dauer eines MAC Rahmens wird in fu¨nf
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Zeitabschnitte unterteilt, so dass sich ebensoviele TDM-Kana¨le ergeben. Die ersten bei-
den Kanalpositionen sind fu¨r die U¨bertragung der Broadcast-Phase erforderlich. An den
verbleibenden Positionen wa¨hlt der APC Pattern entsprechend des Kapazita¨tbedarfs der
einzelnen APTs.
aktive Zelle
Pattern
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APT2
APT3
APT4
APT1
MAC−Rahmen
langfriste Vergabe zur Übertragung der Broadcast−Phase
APT3
APT3
4
APT2
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APT1
APT2
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Abbildung 6.9: Patternvergabe
Die Datenrate, die durch ein Pattern den APTs zur Verfu¨gung gestellt wird, ha¨ngt
u.a. von der Zahl aktiver Teilnehmer und ihrer Verteilung innerhalb der Funkzelle ab
und ist somit zeitvariant. Voraussetzung fu¨r eine bedarfsgerechte Zuweisung von U¨ber-
tragungskapazita¨t ist, dass die vom APC durchgefu¨hrte Scha¨tzung u¨ber die von einem
Pattern zur Verfu¨gung gestellte Kapazita¨t mo¨glichst genau ist.
Zur anfa¨nglichen Bewertung der Pattern – also beim Aufbau und Inbetriebnahme ei-
nes Systems – kann die Da¨mpfung zwischen den einzelnen APTs, die durch Koordination
der Sendeaktivita¨ten der APTs durch den APC leicht ermittelt werden kann, zur Bewer-
tung der Pattern verwendet werden. Wa¨hrend des Betriebs werden diese Werte durch die
sich einstellende Kapazita¨t ersetzt. Die APTs melden dazu die u¨bertragene Datenmenge
an den APC, der die in seiner Datenbank gespeicherten Werte anpasst. Ein großer Vor-
teil dieses ru¨ckgekoppelten Ansatzes besteht darin, dass die Auswirkungen der LA, des
Scheduling-Algorithmus und der durch das Automatic Repeat Request (ARQ)-Protokoll
hervorgerufenen Neuu¨bertragungen auf die U¨bertragungskapazita¨t automatisch beru¨ck-
sichtigt werden, wodurch eine modulare Struktur entsteht.
Bei der Ermittelung der Datenrate eines Pattern empfiehlt sich der Einsatz eines lang-
und eines kurzfristigen Scha¨tzwertes. Solange ein Pattern ausreichend ha¨ufig eingesetzt
wird, greift man auf den kurzfristigen Scha¨tzwert zuru¨ck, so dass schnelle A¨nderungen der
Interferenzsituation beru¨cksichtigt werden. Dieser Scha¨tzwert verliert an Gu¨ltigkeit, wenn
das Pattern la¨ngere Zeit nicht eingesetzt wurde. Um trotzdem eine Abscha¨tzung u¨ber die
Kapazita¨t zu erhalten, wird der langfristige Scha¨tzwert verwendet.
Bei einer zentralisierten Kanalvergabe stellt sich das Problem der Realisierbarkeit auf-
grund des erforderlichen Rechenaufwands. Die Zahl der Pattern steigt mit zunehmender
Anzahl von APTs, die vom APC gesteuert werden sollen. Fu¨r die Zahl der mo¨glichen
Kombinationen N1 bei n Pattern und k TDM-Kana¨len ergibt sich:
N1(n,k) = nk (6.3)
Schon bei wenigen APs bzw. einer geringen Anzahl von TDM-Kana¨len, werden schnell
Gro¨ßenordnungen erreicht, die nicht mehr handhabbar sind. Wenn allerdings die Abha¨n-
gigkeit von der Position innerhalb des MAC Rahmens vernachla¨ssigt wird, so ist nur noch
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die Ha¨ufigkeit eines Pattern fu¨r die einem APT zugewiesenen Kapazita¨t entscheidend. Die
Zahl der mo¨glichen Kombinationen N2 reduziert sich dadurch auf3:
N2(n,k) =
(
n+ k − 1
k
)
(6.4)
Durch die Vernachla¨ssigung der Position wird die Zahl der Kombinationen um mehrere
Gro¨ßenordnungen reduziert. Trotzdem gelangt man schnell in Bereiche, wo eine vollsta¨n-
dige Betrachtung aller Kombinationen nicht mehr mo¨glich ist.
Durch Reduzierung der Suchbreite, d.h. dass im Folgeschritt nur die W viel verspre-
chendsten Mo¨glichkeiten weiterverfolgt werden, die den Anforderungen der APTs am be-
sten entsprechen, kann die Zahl N3 der Kombinationen deutlich reduziert werden, wobei
allerdings aufgrund der resultierenden suboptimalen Lo¨sung der tragbare Verkehr sinkt.
N3(n,k) = n+Wn(k − 1) (6.5)
In Abb. 6.10 ist die Anzahl der zu untersuchenden Kombinationen in Abha¨ngigkeit von
der Kanalzahl und Anzahl der Pattern gema¨ß den Gl. (6.4) bis Gl. (6.5) dargestellt.
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Abbildung 6.10: Anzahl der mo¨glichen Patternkombinationen
6.3.2 Unterstu¨tzung von Dienstklassen
Ein großer Vorteil der zentralisierten Kanalvergabe ist die deutlich bessere Unterstu¨tzung
von Dienstklassen, da durch die zentrale Vergabe der Funkressourcen durch den APC
dafu¨r gesorgt werden kann, dass jedem APT im Rahmen der Mo¨glichkeiten genug U¨ber-
tragungskapazita¨t zur Verfu¨gung steht. Somit kann die durch Bedienung von best-effort
Diensten hervorgerufene Interferenz und die daraus resultierende Reduzierung der Daten-
rate vermieden werden. Die Art der Unterstu¨tzung von Dienstklassen ist abha¨ngig davon,
ob Frequenz- oder Zeitkana¨le benutzt werden.
3Entspricht der Anzahl der Kombinationen k-ter Ordnung von n verschiedenen, unbeschra¨nkt oft wieder-
holbaren Elementen ohne Beru¨cksichtigung der Anordnung [36]
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Frequenzkana¨le
Bei Verwendung von Frequenzkana¨len kann das in Abs. 5.4, S. 44 vorgestellte Verfah-
ren fu¨r eine kombinierte LA/TxPC-Steuerung benutzt werden: Wenn die einem APT
zur Verfu¨gung stehende Kapazita¨t nicht mehr ausreicht, meldet er dies dem APC, der die
APTs der Gleichkanalzellen informiert. Diese reduzieren ihrerseits die fu¨r die U¨bertragung
von best-effort Diensten verwendete Kapazita¨t, indem sie unter Verwendung eines gerin-
geren PHY-Modus die Sendeleistung verringern. Fu¨r den APT, dessen Kanaldatenrate
urspru¨nglich nicht ausreichte, ergibt sich dadurch eine gu¨nstigere Interferenzsituation, so
dass ho¨here PHY-Modi gewa¨hlt werden ko¨nnen und eine gro¨ßere Datenrate erreicht wird.
Zeitkana¨le
Damit die Dienstgu¨te eingehalten werden kann, mu¨ssen die Kapazita¨tsanforderungen der
APTs getrennt nach Dienstklassen betrachtet werden. Die verschiedenen Pattern bzw. die
aus mehreren Pattern entstehenden Kombinationen mu¨ssen bewertet werden, inwieweit
sie den Anforderungen der APTs gerecht werden. Die Klasse mit der ho¨chsten Priori-
ta¨t umfasst die Anforderungen, die vom APT fu¨r Signalisierungszwecke beno¨tigt werden
(Broadcast-Phase und Random-Access-Phase), da diese zwingend in jedem Rahmen u¨ber-
tragen werden mu¨ssen. Wa¨hrend des Vergabeprozesses wird das Pattern gewa¨hlt, durch
das am meisten Kapazita¨t an APTs mit priorisiertem Verkehr zuweist. Erst wenn fu¨r
diese ausreichend Kapazita¨t vorhanden ist, werden Klassen mit einer geringern Priorita¨t
betrachtet.
6.4 Zusammenfassung
In den vorherigen Abschnitten wurden Frequenz- bzw. Zeitkana¨le vorgestellt, auf deren
Basis man Kapazita¨ten an APTs vergeben kann. Weiterhin wurde dezentrale und zen-
trale Kanalvergabestrategien fu¨r H/2 vorgeschlagen und die erforderlichen Algorithmen
vorgestellt. Insgesamt ergeben sich vier Kombinationen, deren Eigenschaften hier kurz
zusammengefasst werden. Eine simulative Leistungsbewertung erfolgt in Kap. 9, S. 91.
6.4.1 Kombinationen bei Vergabe von Frequenzkana¨le
Es stehen nur komplette Frequenzkana¨le zur Verfu¨gung, die vom APT zur U¨bertragung
benutzt werden ko¨nnen. Die Zahl der verfu¨gbaren Kana¨le ist relativ gering, so dass sich
bei Szenarien mit einer gro¨ßeren Anzahl von APTs, abha¨ngig von der Da¨mpfung und
der Zahl der Frequenzkana¨le, ein relativ geringes CIR einstellt. Bei einer geringen Zahl
von verfu¨gbaren Frequenzkana¨len ist der Betrieb eines mehrzellularen Systems nicht mehr
mo¨glich, da der minimale Wiederholabstand nicht eingehalten werden kann.
Dezentrale Kanalvergabe: Die APTs wa¨hlen mit Unterstu¨tzung ihrer WTs einen Funk-
kanal aus. Da die Auswahl dezentral erfolgt, wird der optimale Wiederholabstand
i.d.R. nicht erreicht werden; auf Verkehrsschwankungen zwischen den APTs kann
nicht eingegangen werden. Insbesondere ist eine APT-u¨bergreifende Beru¨cksichti-
gung von Dienstklassen nicht mo¨glich.
Zentrale Kanalvergabe: Die Kana¨le werden vom APC zentral vergeben, so dass die Inter-
ferenzsituationen der einzelnen APTs beru¨cksichtigt werden ko¨nnen. Insbesondere
ko¨nnen die Anforderungen einzelner Dienstklassen durch eine zentrale Steuerung der
Sendeleistung deutlich besser unterstu¨tzt werden, vgl. Abs. 5.4, S. 44.
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6.4.2 Kombinationen bei Vergabe von TDM-Kana¨le
Die Frequenzkana¨le werden in Zeitkana¨le unterteilt. Die Anzahl der von einem APT
belegten Kana¨le richtet sich nach dem Verkehrsaufkommen. Die Zahl der verfu¨gbaren
Zeitkana¨le ist deutlich gro¨ßer als die der Frequenzkana¨le, so dass auch bei Verfu¨gbarkeit nur
weniger Frequenzen ein deutlich ho¨heres CIR erreicht werden kann und dadurch evtl. erst
der Betrieb eines mehrzellularen Systems mo¨glich wird.
Dezentrale Kanalvergabe: Durch die gro¨ßere Anzahl von Kana¨len kann ein gro¨ßerer Wie-
derverwendungsabstand erreicht werden, so dass auch am Rand der Funkzelle ausrei-
chend gute Empfangsverha¨ltnisse herrschen. Aufgrund der dezentralen Kanalvergabe
wird keine optimale Ausnutzung der Funkressourcen erreicht. Weiterhin entstehen
Probleme bei der Kapazita¨tsaufteilung zwischen APTs, wenn gleichzeitig verschiede-
ne Dienstklassen bedient werden mu¨ssen.
Zentrale Kanalvergabe: Die zentrale Vergabe der Funkressourcen ermo¨glicht das Reagie-
ren auf kurzfristige Schwankungen (Burstiness des Verkehrsaufkommens). Zusa¨tzlich
ko¨nnen bei der Kapazita¨tsvergabe zwischen APTs die unterschiedlichen Dienstklas-
sen beru¨cksichtigt werden.
KAPITEL 7
Analytische Leistungsbewertung
I n diesem Kapitel werden die spektrale Effizienz, Verteilung der Datenrate innerhalbder Funkzelle und der durch die LA resultierende Gewinn in einer mehrzellularen Um-
gebung analytisch berechnet. Wie bereits in den vorangegangenen Kapiteln beschrieben,
besteht bei H/2 aufgrund der LA eine Interferenzkopplung der Funkzellen untereinander.
Weiterhin ist die Verteilung der Sendeaktivita¨t innerhalb der Funkzelle neben der Position
der Terminals auch vom verwendeten Scheduling-Algorithmus abha¨ngig und hat ebenfalls
Einfluss auf die Interferenz. Dadurch entsteht ein komplexes, ru¨ckgekoppeltes System.
Ziel der analytischen Betrachtung ist nicht eine mo¨glichst exakte Modellierung von
H/2, da dies aufgrund des genannten Verhaltens kaum bzw. nur mit einem extrem großen
Aufwand erreicht wird, sondern vielmehr werden geeignete Vereinfachungen getroffen, um
eine Lo¨sung zu erhalten und eine Verifikation der in dieser Arbeit verwendeten Simulati-
onsumgebung zu ermo¨glichen.
Zuerst wird auf die Interferenz eingegangen. Darauf aufbauend wird der ausgewa¨hlte
PHY-Modus in Abha¨ngigkeit von den in Abs. 5.1, S. 39 eingefu¨hrten Optimierungszielen
bestimmt. Zum Schluss wird die Kapazita¨t eines APTs und die spektrale Effizienz als
Funktion der Clustergro¨ße ermittelt.
7.1 Interferenzberechnung
Zuna¨chst werden die geometrischen Beziehung zweier Funkzellen betrachtet, vgl. Abb. 7.1.
Ziel ist die Bestimmung der Interferenz, die von einer Funkzelle mit demMittelpunkt (D, ρ)
an der Position (r, ϕ) eines Terminals erzeugt wird. Der Abstand D˜ zwischen dem Mit-
telpunkt der interferierenden Funkzelle und dem Terminal berechnet sich nach Gl. (7.3),
dabei wird der Abstand der beiden Mittelpunkte der Funkzellen durch die Clustergro¨ße S
ausgedru¨ckt, vgl. Gl. (2.16).
R
R
D~
r
ϕ
ρ
D y
x
Abbildung 7.1: Geometriebeziehung zwischen zwei Funkzellen
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x = D cosρ− r cosϕ (7.1)
y = D sinρ− r sinϕ (7.2)
D˜(D,r,ϕ,ρ) =
√
D2 + r2 − 2Dr(sinϕ sinρ+ cosϕ cosρ)
D˜(R,S,r,ϕ,ρ) =
√
3SR2 + r2 − 2
√
3SRr(sinϕ sinρ+ cosϕ cosρ) (7.3)
Aufgrund der paketorientierten U¨bertragung befindet sich der Ursprung der von den
Terminals erzeugten Interferenz nicht an einem bestimmten Ort innerhalb einer Funk-
zelle, sondern verteilt sich mehr oder weniger u¨ber die gesamte Fla¨che der Zelle, weil
die Terminals abwechselnd senden. Die Gleichma¨ßigkeit der Verteilung ha¨ngt u.a. von
der Anzahl der Terminals, dem Verkehrsaufkommen und dem Scheduling-Algorithmus ab.
Dies fu¨hrt zu einer Verteilungsfunktion der Interferenz beim APT der Gleichkanalzelle;
bei der Betrachtung mehrerer Funkzellen mu¨sste die von den Funkzellen resultierenden
Verteilungsfunktionen miteinander gefaltet werden.
Da wegen der Nutzung der LA eine MAC Rahmen bezogene Mittelung des CIRs
bzw. der PER erfolgt, ist dieser aufwendige Weg nicht erforderlich. Vereinfachend wird da-
von ausgegangen, dass der Ursprung der Interferenz im Mittelpunkt einer Funkzelle liegt.
Dieses Vorgehen la¨sst sich dadurch rechtfertigen, dass schon bei einem symmetrischen Ver-
kehrsaufkommen1 50% der Interferenz vom APT erzeugt wird und dass in der Realita¨t das
Verkehrsaufkommen in Downlink-Richtung deutlich mehr als die Ha¨lfte ausmachen wird.
Zum Vergleich kann zusa¨tzlich die gu¨nstigste und die ungu¨nstigste Interferenzsituation
betrachtet werden, die entsteht, wenn die sto¨renden Stationen so innerhalb der Funkzelle
angeordnet sind, dass der Abstand mo¨glichst groß (D˜max) bzw. mo¨glichst klein (D˜min)
wird, vgl. Gl. (7.4) und Gl. (7.5).
D˜min = D˜ −R (7.4)
D˜max = D˜ +R (7.5)
Fu¨r die Da¨mpfung ergibt sich nach Gl. (2.6):
L(d) = 10−(L0+10·γ·lg(d)/10) (7.6)
Es wird das in Abb. 7.2, S. 63 dargestellte Szenario betrachtet. Man erha¨lt fu¨r die
Sta¨rke des Nutzsignals C als Funktion der Sendeleistung TxP und fu¨r die Interferenz I
die folgenden Beziehungen, wobei bei der Interferenzberechnung zwei Sto¨rerringe um die
zentrale Zelle beru¨cksichtigt werden.
C(r) = TxP · L(r) (7.7)
I(R,S,r,ϕ) = TxP
(∑5
i=0 D˜(R,S,r,ϕ, pi/3 · i) +
}
1. Ring∑5
i=0 D˜(R,4S,r,ϕ, pi/3 · i)+∑5
i=0 D˜(R,3S,r,ϕ, pi/3 · i+ pi/12)
) } 2. Ring
(7.8)
Da sich fu¨r den APT und fu¨r die WTs unterschiedliche Interferenzsituationen ergeben,
wird zwischen CIRAPT und CIRWT unterschieden. Der schnelle Schwund , vgl. Abs. 2.1.2,
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Abbildung 7.2: Das analytisch untersuchte Scenario (beispielhaft: 7er Cluster)
S. 4, wird mit einer Schwundreserve von 4 dB beru¨cksichtigt, die entsprechend der Varianz
des Schwundes gewa¨hlt wurde, vgl. Abs. 8.3.2, S. 76.
CIRWT (R,S, r,ϕ) =
C(r)
I(R,S,r,ϕ)
· 10− 110 ·FadingMargin (7.9)
CIRAPT (R,S, r) =
L(r)
I(R,S,r,0)
· 10− 110 ·FadingMargin (7.10)
7.2 Link Adaptation
Nachdem im letzten Abschnitt das CIR als Funktion geometrischer Parameter berechnet
wurde, kann man darauf aufbauend leicht die LA nachbilden. Die Umschaltpunkte fu¨r die
PHY-Modi werden in Abha¨ngigkeit vom Optimierungsziel gewa¨hlt, vgl. Abs. 5.1, S. 39.
Die fu¨r die Analyse gewa¨hlten Werte sind in Tab. 7.1 zusammengefasst.
Tabelle 7.1: Einsatzbereich der PHY-Modi in Abha¨ngigkeit vom Optimierungsziel
Modulations- Brutto- Optimierung auf
PHY-Modusverfahren bzw. datenrate Ri Durchsatz Verzo¨gerung(PER≤1%)
Coderate [Mbit/s] min CIR max CIR min CIR max CIR
0 BPSK 1/2 6 5.5 8.0
1 BPSK 3/4 9 nicht verwendet nicht verwendet
2 QPSK 1/2 12 5.5 10.5 8.0 15.0
3 QPSK 3/4 18 10.5 12.0 nicht verwendet
4 16QAM 9/16 27 12.0 17.0 15.0 21.5
5 16QAM 3/4 36 17.0 22.0 21.5 27.5
6 64QAM 3/4 54 22.0 27.5
Fu¨r die verwendeten PHY-Modi PM ergeben sich die folgenden Abha¨ngigkeiten; dabei
wird wieder zwischen WT und APT unterschieden.
1Damit ist gemeint, dass das Datenaufkommen in Down- und Uplink-Richtung gleich groß ist.
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CIRWT (R,S, r,0) → PMWT (R,S,r) (7.11)
CIRAPT (R,S, r) → PMAPT (R,S,r) (7.12)
In Abb. 7.3 sind beispielhaft fu¨r ein 9er Cluster die gewa¨hlten PHY-Modi fu¨r eine
Optimierung auf Durchsatz in Abha¨ngigkeit vom Abstand zwischen APT und WT auf-
getragen. Der aus den mo¨glichen Positionen der Sto¨rer resultierende Schwankungsbereich
fu¨r den verwendeten PHY-Modus ist in der Abbildung gut erkennbar.
In Abb. 7.4 sind die verwendeten PHY-Modi bei Optimierung auf PER aufgefu¨hrt. Es
ergibt sich prinzipiell das selbe Verhalten; allerdings wird der PHY-Modus QPSK 3/4 nicht
verwendet, vgl. Tab. 7.1, S. 63. Weiterhin wird deutlich fru¨her ein niedrigerer PHY-Modus
eingesetzt, als bei Durchsatzoptimierung.
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Abbildung 7.3: Verwendeter PHY-Modus bei
Optimierung auf Durchsatz
(9er Cluster, γ=3)
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Abbildung 7.4: Verwendeter PHY-Modus bei
Optimierung auf PER≤1%
(9er Cluster, γ=3)
Aus dem PHY-Modus la¨sst sich mittels Gl. (7.13) der resultierende Durchsatz Thr
bei Einsatz von LA bestimmen, wenn die Bruttodatenrate Ri eines PHY-Modus i und
die PER in Abha¨ngigkeit vom CIR bekannt ist. Die gesuchte Abha¨ngigkeit PERi(CIR)
vom PHY-Modus i entspricht dem oberen Teil der Abb. 5.1, S. 41. Der Faktor 48/54 ergibt
sich dadurch, dass nicht die gesamte Kapazita¨t eines LCH-Paketes fu¨r Nutzdaten zur
Verfu¨gung steht.
Thr(i, CIR) = 48/54 ·Ri · (1− PERi(CIR)) (7.13)
ThrWT (R,S, r) = Thr (PMWT (R,S,r), CIRWT (R,S,r,0)) (7.14)
ThrAPT (R,S, r) = Thr (PMAPT (R,S,r),CIRAPT (R,S,r)) (7.15)
Die maximale Datenrate (=Kapazita¨t) als Funktion des Abstandes zwischen APT und
WT ist in den Abbn. 7.5 und 7.6, S. 65 dargestellt. Man erkennt, dass bei Durchsatzop-
timierung die Datenrate aufgrund der hohen PER stark vom CIR bzw. von der Position
innerhalb der Funkzelle abha¨ngt. Wenn fu¨r die Bestimmung der Umschaltpunkte mit dem
Ziel der Einhaltung einer PER≤1% erfolgt, ist die Datenrate bei Verwendung des selben
PHY-Modus anna¨hrend konstant, da die geringe PER keinen Einfluss hat und sich somit
Stufen ausbilden.
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7.3 Scheduling-Algorithmus
Die in den Abbn. 7.5 und 7.6 dargestellte Datenrate wird nur erreicht, wenn einem Terminal
der gesamte MAC Rahmen zur Verfu¨gung steht. Da dies i.d.R. nicht der Fall ist, spielt der
Scheduling-Algorithmus, der die Kapazita¨t des MAC Rahmens auf die Terminals aufteilt,
eine entscheidende Rolle. Die im Abs. 8.5, S. 78 vorgestellten Scheduling-Algorithmen
lassen sich, wenn nur Verbindungen der selben Priorita¨t vorhanden sind und das System
ausgelastet ist2, in zwei Gruppen unterteilen:
Zeitorientiert: Jedem WT steht die gleiche Zeitdauer zur U¨bertragung der Daten zur Ver-
fu¨gung. Die in dieser Zeitdauer u¨bertragbare Datenmenge ha¨ngt vom verwendeten
PHY-Modus ab. Zu dieser Gruppe geho¨ren die Verfahren Exhaustive Round Ro-
bin (ERR) und Equal Transmission Time (ETT).
Kapazita¨tsorientiert: Jedem WT steht die gleiche U¨bertragungskapazita¨t zur Verfu¨gung.
Wenn aufgrund der Interferenzsituation ein niedrigerer PHY-Modus verwendet wer-
den muss oder wiederholte U¨bertragungen erforderlich sind, belegt das WT den
MAC Rahmen entsprechend la¨nger und die Sendeaktivita¨t steigt. Hierzu geho¨ren
die Scheduling-Verfahren Earliest Due Date (EDD), falls fu¨r alle Pakete die selbe,
maximale Verzo¨gerung gilt, und Non-Exhaustive Round Robin (NERR).
Zur Ermittlung des Einflusses des Schedulings wird der Durchsatz pro Fla¨cheneinheit
betrachtet. Man kann das Ergebnis als fu¨r eine gegen unendlich gehende Zahl von Termi-
nals gu¨ltig interpretieren, die gleichma¨ßig u¨ber die Zellfla¨che verteilt sind. Die Geometrie
der Zelle wird dabei durch ein regelma¨ßiges Sechseck nachgebildet, damit das Ergebnis mit
den Simulationen vergleichbar ist. Dabei werden der FCH, der fu¨r die Anku¨ndigung der
PDU Trains beno¨tigt wird, sowie die erforderlichen Pra¨ambeln nicht beru¨cksichtigt, da
der Einfluss der Anzahl der Verbindungen auf die Datenrate hier nicht untersucht werden
soll; es sei in diesem Zusammenhang auf Kadelka et al. [28] verwiesen. Weiterhin wird
davon ausgegangen, dass das Verkehrsaufkommen symmetrisch ist.
Mit Gl. (7.17) kann man die Datenrate DR pro Fla¨cheneinheit in Abha¨ngigkeit von
der Clustergro¨ße S, dem Radius R der Funkzelle und dem Abstand r zum APT bei Ver-
wendung des Scheduling-Verfahrens ETT berechnen. Die Zeit, die jedem Fla¨chenelement
2Mit ausgelastet ist in diesem Zusammenhang gemeint, dass bei jeder Verbindung immer Pakete zur
U¨bertragung zur Verfu¨gung stehen
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zur U¨bertragung zur Verfu¨gung steht, ergibt sich aus dem Anteil an der Zellfla¨che. Auf-
grund des angenommenen symmetrischen Verkehrsaufkommens wird die Datenrate in Up-
/Downlink-Richtung arithmetisch gemittelt.
AFunkzelle =
3
2
√
3R2 (7.16)
DRETT (R,S,r) = (1− SignallingOverhead) ·
ThrWT (R,S,r) + ThrAPT (R,S,r)
2 ·AFunkzelle
= (1− SignallingOverhead) ·
ThrWT (R,S,r) + ThrAPT (R,S,r)
3
√
3R2
(7.17)
Deutlich komplizierter gestaltet sich die Berechnung beim Scheduling-Algorithmus
NERR. Da jedem Terminal die gleiche U¨bertragungskapazita¨t zugewiesen wird, besteht
keine Abha¨ngigkeit der Datenrate von der Position innerhalb der Funkzelle. Dies wird da-
durch erreicht, dass die U¨bertragungszeit mit der Datenrate gewichtet wird, vgl. Gl. (7.18).
An Positionen, wo eine ho¨here Datenrate mo¨glich ist, wird ein entsprechend geringerer An-
teil des MAC Rahmens zur U¨bertragung beno¨tigt. Die Integrale in Gl. (7.19) ergeben sich
durch die hexagonale Form der Funkzelle.
DRNERR(R,S) =
1− SignallingOverhead∫
2
ThrWT (A)+ThrAPT (A)
dA
(7.18)
= (1− SignallingOverhead) ·
1/
 √32 R∫
0
2·2pirdr
ThrWT (R,S,r)+ThrAPT (R,S,r)
+
12
R∫
√
3
2
R
arccos
(√
3R
2r
)
rdr
ThrWT (R,S,r)+ThrAPT (R,S,r)
 (7.19)
Um bestimmte Eigenschaften deutlicher herauszuarbeiten, wird im Folgenden bzgl. der
LA nur die Optimierung auf PER betrachtet. In Abb. 7.7, S. 67 ist die Datenrate pro Fla¨-
cheneinheit fu¨r das Scheduling-Verfahren ETT in Abha¨ngigkeit vom Abstand zwischen
APT und WT fu¨r verschiedene Clustergro¨ßen aufgetragen. Da jedem Terminal der glei-
che Anteil der U¨bertragungszeit zur Verfu¨gung steht, bilden sich a¨hnliche Stufen wie in
Abb. 7.6, S. 65 aus. Beim 3er bzw. 4er Cluster nimmt die Datenrate am Rand der Funk-
zelle deutlich ab. Dies liegt daran, dass das resultierende CIR auch bei Verwendung des
robustesten PHY-Modus keine ausreichend fehlerfreie U¨bertragung ermo¨glicht.
In Abb. 7.8, S. 67 ist die Datenrate pro Fla¨cheneinheit bei Verwendung von NERR
dargestellt. Da jedem Terminal die selbe U¨bertragungskapazita¨t zugewiesen wird, besteht
keine Abha¨ngigkeit der Datenrate von der Position innerhalb der Funkzelle, d.h. es bilden
sich horizontale Linien. Lediglich beim 3er und 4er Cluster bricht die Datenrate am Rand
der Funkzelle aufgrund der zu hohen PER ein. Mit steigender Clustergro¨ße bzw. geringerer
Interferenz nimmt die Datenrate fu¨r alle Stationen zu.
In Abb. 7.9, S. 67 ist die Verteilung der Datenrate innerhalb der Funkzelle fu¨r die
Clustergro¨ßen 7, 12 und 19 fu¨r die beiden Scheduling-Algorithmen im Vergleich dargestellt.
Man erkennt, dass in manchen Bereichen der Funkzelle die Datenrate im Vergleich zu
ETT bei NERR signifikant geringer und in anderen Bereich ho¨her ist. Der Anteil der
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Abbildung 7.7: Datenrate pro Fla¨cheneinheit
bei Verwendung von ETT
(PER≤1%, γ=3))
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Abbildung 7.8: Datenrate pro Fla¨cheneinheit
bei Verwendung von NERR
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Abbildung 7.9: Vergleich der beiden
Scheduling-Algorithmen
(PER≤1%, γ=3))
WTs, die bei Verwendung von NERR eine geringere Datenrate haben als bei ETT, ist in
Abha¨ngigkeit von der Clustergro¨ße in Tab. 7.2 aufgefu¨hrt3.
Tabelle 7.2: Anteil der Terminals mit geringerer Datenrate bei NERR im Vergleich zu ETT
Clustergro¨ße
3 4 7 9 12 13 16 19
Schnittpunkt (r/R) 0.61 0.70 0.53 0.60 0.69 0.72 0.80 0.53
Anteil der WTs 45.0% 59.2% 34.0% 43.5% 57.6% 62.7% 77.4% 34.0%
Eine a¨hnliches Verhalten ergibt bei Durchsatzoptimierung. Aufgrund der deutlich
ho¨heren PER, vgl. Abb. 5.1, S. 41, bilden sich allerdings hier keine horizontalen Linien
aus.
Fazit: Es wird deutlich, dass der Scheduling-Algorithmus entscheidenden Einfluss auf
das Verhalten von H/2 hat – es du¨rfen also grundsa¨tzlich nur Ergebnisse verglichen werden,
bei denen das selbe Scheduling-Verfahren verwendet wird!
3Bei der Berechnung des Anteils muss beru¨cksichtigt werden, dass es sich um hexagonale Funkzellen
handelt.
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7.4 Kapazita¨t
Im vorherigen Abschnitt wurde gezeigt, dass die Datenrate sowohl von der Anordnung
der Terminals innerhalb der Funkzelle als auch vom eingesetzten Scheduling-Verfahren
abha¨ngt. Dies hat auch Auswirkungen auf die Kapazita¨t KAP einer Funkzelle. Da beim
Scheduling-Verfahren ETT die Datenrate von der Position innerhalb der Funkzelle abha¨n-
gig ist, muss zur Ermittlung der Kapazita¨t u¨ber die gesamte Zellfla¨che integriert werden,
vgl. Gl. (7.20).
KAPETT (R,S) =
∫
DRETT (A) dA
=
√
3
2
R∫
0
DRETT (R,S,r) 2pi r dr +
12
R∫
√
3
2
R
DRETT (R,S,r)arccos
(√
3R
2r
)
r dr (7.20)
Einfacher gestaltet sich die Kapazita¨tsberechnung bei NERR, da die Datenrate kon-
stant innerhalb der Funkzelle ist: Es reicht eine Multiplikation mit der Zellfla¨che, vgl. Gl. (7.21).
KAPNERR(R,S) = DRNERR(R,S) ·AFunkzelle
= DRNERR(R,S) · 32
√
3R2 (7.21)
In den Abbn. 7.10 und 7.11, S. 69 ist die Kapazita¨t in Abha¨ngigkeit vom Scheduling-
Verfahren und von der LA-Optimierung dargestellt. Es wird deutlich, dass ETT im Ver-
gleich zu NERR zu einer ho¨heren Datenrate fu¨hrt. Dieses Ergebnis wird versta¨ndlich,
wenn man an die Eigenschaften der beiden Scheduling-Strategien denkt. Bei NERR wird
allen Terminals, unabha¨ngig vom verwendeten PHY-Modus, die selbe U¨bertragungskapa-
zita¨t zugewiesen. Dies bedeutet, dass Terminals am Rand der Funkzelle den Funkkanal
u¨berproportional lange belegen, da sie wegen der Interferenz einen geringeren PHY-Modus
verwenden mu¨ssen. Terminals nahe beim APT beno¨tigen aufgrund der gu¨nstigeren Inter-
ferenzsituation und den dadurch ho¨heren PHY-Modus deutlich weniger U¨bertragungszeit.
Ebenfalls fu¨hrt die Durchsatzoptimierung zu einer Steigerung der Datenrate im Ver-
gleich zu einer Optimierung auf PER. Weiterhin nimmt die Datenrate mit steigender
Clustergo¨ße aufgrund der abnehmenden Interferenz zu. Da ein APT nur einen Frequenz-
kanal zur U¨bertragung benutzen kann, stellt die erreichbare Kapazita¨t einen wichtigen
Entwurfsparameter fu¨r ein H/2 System dar.
7.5 Spektrale Effizienz
Eine andere wichtige Gro¨ße ist die spektrale Effizienz, vgl. Abs. 2.6, S. 12, d.h. als Maß wie
gut ein Funksystem mit dem verfu¨gbaren Spektrum umgeht. Aufgrund der LA ist keine
direkte Aussage u¨ber diejenige Clustergro¨ße mo¨glich, die die spektrale Effizienz maximiert.
Die spektrale Effizienz SE erha¨lt man, wenn man die im vorherigen Abschnitt berechnete
Kapazita¨t durch die Zellfla¨che und durch die beno¨tigten Gesamtbandbreite teilt, die sich
aus der Multiplikation der Bandbreite eines Frequenzkanals (20MHz) mit der Anzahl der
beno¨tigten Kana¨le bzw. der Clustergro¨ße S ergibt.
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Abbildung 7.10: Kapazita¨t bei Optimierung
auf Durchsatz
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Abbildung 7.11: Kapazita¨t bei Optimierung
auf PER≤1%
SEETT (R,S) =
KAPETT (R,S)
S · 20MHz · 32
√
3R2
(7.22)
SENERR(R,S) =
KAPNERR(R,S)
S · 20MHz · 32
√
3R2
(7.23)
In den Abbn. 7.12 und 7.13 ist die spektrale Effizienz fu¨r die vier im letzten Kapitel
besprochenen Kombinationen aus LA-Optimierungsziel und Scheduling-Algorithmus dar-
gestellt. Es wird deutlich, dass bei mo¨glichst kleinen Clustergro¨ßen die spektrale Effizienz
maximiert wird. Es muss dabei allerdings auch die abnehmende Kapazita¨t eines APTs
beru¨cksichtigt werden.
Wie zu erwarten war, ist bei einer Optimierung auf Durchsatz die spektrale Effizienz
bzw. die Kapazita¨t gro¨ßer als bei einer Optimierung auf PER.
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Abbildung 7.12: Spektrale Effizienz bei Opti-
mierung auf Durchsatz
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Abbildung 7.13: Spektrale Effizienz bei Opti-
mierung auf PER≤1%
In Tab. 7.3, S. 70 ist die PER am Rand der Funkzelle in Downlink-Richtung in Abha¨n-
gigkeit von der Clustergro¨ße und des Da¨mpfungskoeffizienten γ aufgefu¨hrt. Bei geringer
Da¨mpfung (γ ≤ 2.5) bzw. kleinen Clustergro¨ßen (≤4) kann ein H/2 System nicht sinnvoll
betrieben werden, woraus Einschra¨nkungen fu¨r die realisierbaren Clustergro¨ßen resultie-
ren.
Der Einsatz unterschiedlicher Modulationsverfahren fu¨hrt zu einen zusa¨tzlichen Auf-
wand bei den Protokollen bzw. bei der erforderlichen Signalverarbeitung. U¨ber die spek-
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Tabelle 7.3: PER am Rand der Funkzelle in Downlink-Richtung
Clustergro¨ße
γ 3 4 7 9 12 13 16 19
2.0 100.0% 100.0% 100.0% 100.0% 93.6% 87.2% 53.4% 26.2%
3.0 100.0% 68.4% <1.0% <1.0% <1.0% <1.0% <1.0% <1.0%
4.0 26.2% <1.0% <1.0% <1.0% <1.0% <1.0% <1.0% <1.0%
tralen Effizienz kann der resultierende Gewinn bestimmt werden, der durch die LA erreicht
wird.
Die spektrale Effizienz bei Verwendung eines PHY-Modus erha¨lt man, wenn man in
den Gl. (7.14) und Gl. (7.15) den PHY-Modus fest vorgibt und nicht in Abha¨ngigkeit vom
CIR wa¨hlt. Fu¨r den Durchsatz T˜ hr ergibt sich in Abha¨ngigkeit vom PHY-Modus phy:
T˜ hrWT (phy,R,S, r) = Thr (phy, CIRWT (R,S,r,0)) (7.24)
T˜ hrAPT (phy,R,S, r) = Thr (phy, CIRAPT (R,S,r)) (7.25)
Die Gleichungen fu¨r die Kapazita¨t und die spektrale Effizienz ergeben sich analog zu
den Gl. (7.17) bis Gl. (7.23) und werden hier nicht extra aufgefu¨hrt.
Beim Vergleich der PHY-Modi muss darauf geachtet werden, ob eine Abdeckung der
gesamten Funkzelle u¨berhaupt mo¨glich ist, d.h. am Rand der Funkzelle muss eine aus-
reichend fehlerfreie U¨bertragung gewa¨hrleistet sein. In Tab. 7.4 ist fu¨r verschiedene Clu-
stergro¨ßen der zu verwendende PHY-Modus am Rand der Funkzelle in Abha¨ngigkeit von
der Clustergro¨ße, vom Ausbreitungskoeffizienten γ und dem verwendeten Optimierungsziel
aufgefu¨hrt, wenn dort eine PER von <1% bzw. <30% bei Durchsatzoptimierung erreicht
werden soll. Falls mit den vorhandenen PHY-Modi keine Versorgung der gesamten Funk-
zelle mo¨glicht ist, so ist die entsprechende Position mit ”–” gekennzeichnet.
Tabelle 7.4: PHY-Modus am Rand der Funkzelle in Downlink-Richtung
Clustergro¨ße
γ 3 4 7 9 12 13 16 19
Verzo¨gerung (PER<1%)
2.0 – – – – – – – –
3.0 – – 0 1 1 1 1 1
4.0 – 0 1 3 3 3 3 4
Durchsatz (PER<30%)
2.0 – – – – – – 0 0
3.0 – 0 1 1 1 1 2 2
4.0 0 1 3 3 4 4 4 4
Abb. 7.14, S. 71 zeigt die spektrale Effizienz fu¨r das Scheduling-Verfahren ETT bei
einem Da¨mpfungskoeffizienten γ = 3 getrennt fu¨r die einzelnen PHY-Modi und fu¨r den
Einsatz von LA bei PER- bzw. Durchsatzoptimierung als Funktion der Clustergro¨ße auf-
getragen.
Man erkennt, dass die spektrale Effizienz bei der Verwendung von LA deutlich ho¨her
ist. Weiterhin ist auffa¨llig, dass bei einigen PHY-Modi sich ein Maximum bzw. ein ho-
rizontaler Verlauf einstellt. Dies liegt daran, dass bei einer zu geringen Clustergro¨ße die
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Abbildung 7.14: Spektrale Effizienz der ein-
zelnen PHY-Modi und bei
Einsatz von LA (ETT, γ=3)
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Abbildung 7.15: Kapazita¨tssteigerung durch
die LA (ETT)
spektrale Effizienz aufgrund von U¨bertragungsfehlern stark reduziert wird. Bei steigender
Clustergro¨ße steigt die spektrale Effizienz aufgrund der abnehmenden PER zuna¨chst an.
Zur Ermittlung des Gewinns, der durch den Einsatz der LA erreicht wird, muss die
spektrale Effizienz bei Einsatz von LA und der bei Verwendung eines festen PHY-Modus
verglichen werden. Bei den Ergebnissen ohne LA wird jeweils der PHY-Modus eingesetzt,
der den ho¨chsten Durchsatz erzielt und entsprechend Tab. 7.4, S. 70 die Abdeckung der ge-
samten Funkzelle ermo¨glicht. Bei Clustergro¨ßen, bei denen keine Versorgung der gesamten
Funkzelle mo¨glich ist, kann entsprechend kein Verha¨ltnis ermittelt werden.
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Abbildung 7.16: Spektrale Effizienz der ein-
zelnen PHY-Modi und bei
Einsatz von LA (NERR,
γ=3)
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Abbildung 7.17: Kapazita¨tssteigerung durch
die LA (NERR)
In Abb. 7.15 ist die relative Steigerung der spektralen Effizienz durch die Verwen-
dung von LA fu¨r das Scheduling-Verfahren ETT in Abha¨ngigkeit von der Clustergro¨ße
und dem Ausbreitungskoeffizienten γ dargestellt. Die LA fu¨hrt bei fast allen Clustergro¨-
ßen/Ausbreitungskoeffizienten zu einer Steigerung der spektralen Effizienz um mind. 50%
– teilweise wird sogar eine Steigerung von mehr als 150% erreicht.
In den Abbn. 7.16 und 7.17 sind die entsprechenden Vergleiche fu¨r das Scheduling-
Verfahren NERR aufgetragen. Bei dem in Abs. 7.16 dargestellten Vergleich der spektralen
Effizienz der einzelnen PHY-Modi und der resultierenden Effizienz bei Verwendung von
LA erkennt man, dass z.B. der PHY-Modus 16QAM9/16 anscheinend ab der Clustergro¨ße
7 eine ho¨here spektrale Effizienz hat, als bei Verwendung von LA mit der Optimierung
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auf PER. Unter zur Hilfenahme von Tab. 7.4, S. 70 erkennt man, dass dieser PHY-Modus
keine Versorgung der gesamten Funkzelle ermo¨glicht und der Vorteil gegenu¨ber der LA
daraus resultiert, dass eine sehr hohe Datenrate bei APT-nahen WTs erzielt wird, wa¨hrend
weiter außen in Richtung Zellrand keine Versorgung mehr mo¨glich ist. In Abb. 7.17, S. 71
ist die relative Steigerung der spektralen Effizienz aufgetragen – auch hier zeigt sich ein
signifikanter Zuwachs.
KAPITEL 8
Simulationsumgebung
G rundsa¨tzlich ko¨nnen Simulationsergebnisse nur nachvollzogen und eingeordnet wer-den, wenn die verwendete Simulationsumgebung, die implementierten Algorithmen,
die Gewinnung der Simulationsergebnisse und deren Aufbereitung bekannt ist. Dieses
Kapitel bescha¨ftigt sich deshalb ausfu¨hrlich mit der Funktionsweise des in dieser Arbeit
entwickelten Simulators.
Zuerst werden die Anforderungen an einen Systemsimulator zusammengefasst und da-
nach Schritt fu¨r Schritt die einzelnen Komponenten des Simulator behandelt.
8.1 Anforderungen & Realisierungsaspekte
Ziel der Simulationsumgebung ist die Untersuchung der Eigenschaften von H/2-Systemen
und die Bewertung der in Kap. 5, S. 39 und Kap. 6, S. 47 vorgestellten Strategien zur
Sendeleistungssteuerung bzw. zur Kanalvergabe. Dabei sollen insbesondere die in Kap. 1,
S. 1 angesprochenen Aspekte untersucht werden ko¨nnen:
 Ratenanpassung
 Abha¨ngigkeit des CIRs vom Szenario
 Spektrale Effizienz
 Unterstu¨tzung von unterschiedlichen Dienstklassen
 Verfu¨gbare Datenrate und ihre Verteilung innerhalb der Funkzelle
 Asynchronita¨t von H/2-Systemen
 Verfahren zur Kanalvergabe und Sendeleistungssteuerung
Zur Charakterisierung dieser Parameter muss der Simulator die erreichte Datenrate
und deren Verteilung innerhalb der Funkzelle, die Blockierwahrscheinlichkeit1 und die ge-
wa¨hlte Sendeleistung ermitteln ko¨nnen, wobei die Verteilung des CIRs und die jeweils
gewa¨hlten PHY-Modi zu beru¨cksichtigen sind. Die Simulationsumgebung erlaubt die Un-
tersuchung von verschiedenen Szenarien, damit sich einzelne Effekte mo¨glichst klar sepa-
rieren lassen.
Weiterhin muss der Simulator die charakteristischen Eigenschaften des H/2-Protokoll-
stapels sowie die gegenseitige Beeinflussung mehrerer Funkzellen nachbilden. Fu¨r zuver-
la¨ssige Ergebnisse ist es erforderlich, dass eine ausreichend große Zahl von Funkzellen
simuliert werden kann, da andernfalls durch die paketorientierte U¨bertragung und die LA
eine Verschiebung der Sendeaktivita¨t innerhalb der Zelle erfolgt, sich dadurch die Interfe-
renzsituation vera¨ndert und die Ergebnisse verfa¨lscht werden.
Zusa¨tzlich ist zu bedenken, dass beim Scheduling, der LA und TxPC einzelne LCH-
Pakete betrachtet werden, deren zeitliche Dauer vom PHY-Modus abha¨ngt und zwischen
8µs (64QAM 3/4) und 72µs (BPSK 1/2) liegt. Die Interferenzsituation muss wegen der
sich von LCH-Paket zu LCH-Paket a¨ndernden Sto¨rersituation fu¨r jedes Paket getrennt
berechnet werden. Zur Ermittelung von Blockierwahrscheinlichkeiten, des Verhaltens von
Kanalvergabealgorithmen, Auswirkungen des langsamen Fadings sind im Vergleich dazu
1Da die Simulation nur endlich lange la¨uft, kann nur ein Verha¨ltnis ermittelt werden, das bei ausreichen-
der Simulationszeit einen Scha¨tzwert fu¨r die Wahrscheinlichkeit darstellt. Im Folgenden wird aber –
abweichend von dieser Definition – von Wahrscheinlichkeit gesprochen
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sehr lange Zeitra¨ume (viele Minuten bis Stunden) auszuwerten. An einen Systemsimula-
tor werden also vielfa¨ltige Anforderungen gestellt, da sehr gegensa¨tzliche Aspekte vereint
werden mu¨ssen.
Aufgrund der stark unterschiedlichen zeitlichen Maßsta¨be und der Gro¨ße der zu un-
tersuchenden Szenarien wurde beim Aufbau des Simulators auf eine hohe Ausfu¨hrungsge-
schwindigkeit geachtet und Protokollaspekte vernachla¨ssigt, die keinen bzw. nur geringen
Einfluss auf die Ergebnisse haben. Eine bitgenaue Implementierung der Protokolle, wie
bei Hettich [21], Kadelka [27], Rapp [42] erfolgte ist bei der simulativen Analyse viel-
zelliger Szenarien nicht mo¨glich. Folgende Vereinfachungen wurden vorgenommen:
U¨bertragung von Signalisierungsinformationen
Der Systemsimulator modelliert nur die U¨bertragung von Daten; die zwischen den WTs
und dem AP ausgetauschten Signalisierungsinformationen, werden nicht beru¨cksichtigt
und beno¨tigen somit keine U¨bertragungskapazita¨t. Dazu geho¨ren z.B. Signalisierungs-
informationen wa¨hrend des Verbindungsaufbaus und Kapazita¨tsanforderungen. Einzige
Ausnahme stellt hierbei die Broadcast Phase und die Random-Access-Phase des H/2 Pro-
tokolls dar: BCH, FCH und ACH werden entsprechend des H/2 Standards vom AP u¨ber-
tragen; dabei wird auch die Abha¨ngigkeit der La¨nge des FCHs von der Zahl der im kom-
menden MAC Rahmen vorhandenen PDU Trains beru¨cksichtigt, vgl. Abs. 4.5.1, S. 30.
Pro MAC Rahmen werden zwei RCHs vorgesehen; diese dienen zwar in der Simulations-
umgebung nicht zum Austausch von Daten zwischen APT und den WTs, fu¨hren aber zu
einer Reduzierung des fu¨r die U¨bertragung verfu¨gbaren Teils des MAC Rahmens.
ARQ-Protokoll
Das ARQ-Protokoll fu¨hrt nur die wiederholte U¨bertragung fehlerhafter LCH-Pakete durch
und sorgt fu¨r die Einhaltung der Reihenfolge der Pakete. Es werden aber keine Quittun-
gen vom Empfa¨nger zum Sender u¨bertragen, so dass hierfu¨r keine U¨bertragungskapazita¨t
beno¨tigt wird. Da bei H/2 die U¨bertragung der ARQ-Quittungen in Form von Bitmaps er-
folgt, wird hierfu¨r relativ wenig Kapazita¨t beno¨tigt, so dass diese Vereinfachung vertretbar
ist.
Mobilita¨t/Handover
Der Simulator unterstu¨tzt keine Mobilita¨t und keinen Handover. Dies ermo¨glicht eine
Vorabberechnung der Da¨mpfung zwischen den (ortsfesten) APTs und WTs Teilnehmern
und tra¨gt erheblich zur Reduzierung der Rechenzeit bei. Die z.B. durch die Mobilita¨t
hervorgerufenen o¨rtlichen Schwankungen des Angebots innerhalb der Funkzelle werden
durch eine sehr hohe Zahl von mo¨glichen Positionen fu¨r die WTs nachgebildet.
8.2 Simulatoraufbau
Im Rahmen dieser Arbeit wurde eine Simulationsumgebung zur Untersuchung von H/2 in
einer multizellularen Umgebung entwickelt. Die ereignisorientierte Simulationsumgebung
wurde in C++ realisiert und verwendet verschiedene Lehrstuhl-interne Klassenbibliothe-
ken2. In Abb. 8.1, S. 75 ist die Struktur des Simulators dargestellt, die in diesem Ab-
schnitt kurz erla¨utert wird; auf die einzelnen Blo¨cke wird detaillierter in den folgenden
Abschnitten eingegangen.
Die Simulationsumgebung la¨sst sich in die folgenden Blo¨cke unterteilen:
2Communication Networks Class Library (CNCL), SImulation of Mobile COmmunication(SIMCO), NQS-
Util
8.3. Funkausbreitung 75
Lastgen.
MAC
LLC
PHY
MAC
LLC
PHY
Lastgen.
Funkkanal
WT APT
Au
sw
er
tu
ng
Abbildung 8.1: Simulatoraufbau
Funkkanal: Der Funkkanal dient zur Nachbildung der Ausbreitungsbedingungen und bil-
det dadurch das Bindeglied zwischen den Protokollinstanzen in den APTs bzw. den
WTs. Auf seine Realisierung wird in Abs. 8.3 eingegangen.
APT/WT: Diese Blo¨cke bilden die APTs und Terminals nach. Abha¨ngig vom Szenario
werden entsprechend viele Protokollinstanzen angelegt. Die APTs/WTs selbst sind
jeweils in drei Einheiten unterteilt, die die Funktionalita¨t der einzelnen Protokoll-
schichten (PHY, MAC, LLC) nachbilden und die in den Absn. 8.4 bis 8.6, S. 79
erla¨utert werden.
Lastgeneratoren: Auf die Verkehrsgenerierung und die Steuerung der aktiven Terminals
wird in Abs. 8.7, S. 84 eingegangen.
Auswertung: Die statistische Auswertung ist fu¨r die Aufbereitung der Simulationsergeb-
nisse zusta¨ndig, die anschließend in Dateiform abgelegt werden. Auf die verschiede-
nen Messgro¨ßen und deren Verarbeitung wird in Abs. 8.9, S. 88 eingegangen.
8.3 Funkausbreitung
Die Funkausbreitung ist vom Szenario abha¨ngig und dient zur Bestimmung der gegensei-
tigen Beeinflussung der Stationen insbesondere zur Ermittelung des CIRs. Im Abs. 2.1,
S. 3 wurden verschiedene Ansa¨tze zur Berechnung des Pfadverlustes von Funksignalen
vorgestellt, die vom Simulator unterstu¨tzt werden.
Fu¨r die Berechnung der Interferenz muss die Da¨mpfung der Pfade aller sendenden zur
empfangenden Station ermittelt werden. Da nur ortsfeste Stationen betrachtet werden,
wird die Da¨mpfung aller Pfade vor dem eigentlichen Simulationslauf berechnet und als
Datei abgelegt, die am Anfang der Simulation eingelesen wird. Dies fu¨hrt in Abha¨ngigkeit
vom Szenario zu einer Reduzierung der Simulationszeit um ca. 20%.
8.3.1 Interferenzberechnung
Aufgrund der Abha¨ngigkeit der U¨bertragungsdauer eines LCH-Paketes vom PHY-Modus
sind die Zeitschlitze zur U¨bertragung von LCH-PDUs der APs asynchron, d.h. zueinander
zeitlich versetzt. Es ko¨nnen zwar APs derart synchronisiert werden, auch wenn dies im
Standard nicht vorgesehen ist, dass die MAC Rahmen zur selben Zeit beginnen, trotzdem
werden sich die einzelnen Zeitschlitze u¨berlappen, da ihre La¨nge vom verwendeten PHY-
Modus, vgl. Tab. 4.3, S. 31, abha¨ngt.
Wa¨hrend der U¨bertragung eines LCH-Paketes ko¨nnen sich die Zahl der sendenden Sta-
tionen in den Gleichkanalzellen a¨ndern und zu einer Schwankung des resultierenden CIRs
beim Empfa¨nger fu¨hren. In Abb. 8.2, S. 76 ist ein Beispiel bestehend aus einer ausgewer-
teten (S) und drei Gleichkanalzellen (I) dargestellt. Die Interferenzsituation a¨ndert sich
immer dann, wenn in einer Zelle der Sender wechselt. Im Beispiel ergeben sich dadurch
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drei unterschiedliche Interferenzsituationen I0 bis I2. Da die Schwankung innerhalb eines
Zeitschlitzes auftritt, ist ein Ausgleich durch die Sendeleistungssteuerung nicht mo¨glich,
zumal der Verlauf im vorhinein nicht bekannt ist.
t
t t t
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Abbildung 8.2: Interferenzberechnung
Es gibt zwei Mo¨glichkeiten zur Bestimmung des resultierenden CIRs bei N Sto¨rern:
Ho¨chste Interferenz: Es wird die ho¨chste Interferenz, die wa¨hrend der U¨bertragung auf-
getreten ist, zur Bestimmung des CIRs verwendet:
CIR =
S
max(I1,I2, . . . ,IN )
(8.1)
Durchschnittliche Interferenz: Es wird der gewichtete Mittelwert der Interferenz verwen-
det, d.h. die Interferenzsituation Ix wird mit ihrer Dauer tx gewichtet.
CIR =
S
1/tges
∑
i Iiti
(8.2)
Beide Ansa¨tze spiegeln nicht die Realita¨t wider. Da allerdings alle Pakete eines WTs
zu einem PDU Train zusammengefasst werden, wechselt die Interferenzsituation deutlich
seltener als im Beispiel gezeigt, so dass der Unterschied zwischen den beiden Ansa¨tzen
relativ gering ist. Im Rahmen dieser Arbeit wurde durchga¨ngig die durchschnittliche
Interferenz berechnet und beru¨cksichtigt.
8.3.2 Schwunderscheinungen
Im Abs. 2.1.2, S. 4 wurden die Schwunderscheinungen aufgefu¨hrt, die in Mobilfunksyste-
men auftreten und das beim Empfa¨nger auftretende CIR beeinflussen. Der Verlauf des
schnellen bzw. langsamen Schwunds bei einer Geschwindigkeit der Teilnehmer von 1m/s
ist in den Abbn. 8.3 und 8.4, S. 77, dargestellt [24]; man beachte die unterschiedliche
Skalierung der Abszisse. In den Abbildungen ist die durch die Schwunderscheinung her-
vorgerufene Versta¨rkung bzw. Da¨mpfung des Nutzsignals bzw. der Interferenz u¨ber der
Zeit aufgetragen.
Abha¨ngig von der Dynamik der Kanalvera¨nderung kann das H/2 System darauf rea-
gieren, so dass die geforderte U¨bertragungsqualita¨t eingehalten werden kann. Dazu stehen
folgende Mechanismen zur Verfu¨gung:
Sendeleistungssteuerung (TxPC): Der langsame Schwund kann durch Anpassung der
Sendeleistung ausgeglichen werden. Beim H/2-System ist nur in Uplink-Richtung
eine Sendeleistungssteuerung vorgesehen. Da eine Anpassung nur alle 10 MAC Rah-
men erfolgen kann, vgl. Abs. 4.5.3.3, S. 35, kann nur auf Ereignisse reagiert werden,
die deutlich la¨nger als 20ms dauern.
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Abbildung 8.3: Zeitlicher Verlauf des schnel-
len Schwunds
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Abbildung 8.4: Zeitlicher Verlauf des langsa-
men Schwunds
Link Adaptation (LA): Durch Wahl eines geeigneten PHY-Modus kann auf A¨nderungen
des CIRs insofern reagiert werden, dass die gewu¨nschte PER eingehalten wird, sofern
man sich innerhalb des Arbeitsbereiches der LA befindet. Theoretisch ist eine Anpas-
sung des PHY-Modus in jedem MAC Rahmen mo¨glich; setzt aber eine ausreichende
Anzahl von Messwerten bzw. empfangenen Paketen voraus.
Handover: Falls sich das WT im Versorgungsbereich eines weiteren APs befindet und
bei diesem ausreichend U¨bertragungskapazita¨t vorhanden ist, kann ein Handover
durchgefu¨hrt werden. Aufgrund der erforderlichen Signalisierungsinformationen und
des Frequenzwechsels beno¨tigt ein Handover relativ viel Zeit [27].
Der schnelle Schwund kann durch die vorgestellten Mechanismen nicht ausgeglichen
werden. Die Algorithmen der LA und TxPC mu¨ssen also so ausgelegt sein, dass sie ei-
nen entsprechenden Sicherheitsspielraum (Schwundreserve) vorsehen. Auf den langsamen
Schwund kann allerdings nur reagiert werden, wenn die Datenrate ausreichend ist, damit
genu¨gend Messwerte zur Ermittelung der Kanaleigenschaften vorhanden sind.
Beim Simulator wird die Korrelation des langsamen Schwunds durch ein Finite Impulse
Response (FIR) Filter erster Ordnung nachgebildet [19]. Die Korrelation des Schwunds
zwischen einzelnen Teilnehmern [17, 57] wird aufgrund des zusa¨tzlichen Rechenaufwands
nicht beru¨cksichtigt.
Eine vollsta¨ndige Bewertung des Systems unter Beru¨cksichtigung von Schwund ist
nur sinnvoll, wenn auch ein Handover zu einem anderen AP unterstu¨tzt wird und so
der Zugangspunkt gewa¨hlt werden kann, der eine bessere Funkversorgung und somit ei-
ne ho¨here Datenrate bietet. Die damit verbundenen Aspekte wie Handoveralgorithmus,
Verbindungsannahmesteuerung liegen außerhalb dieser Arbeit, und die zusa¨tzlichen Para-
meter wu¨rden den Vergleich unterschiedlicher Kanalvergabeverfahren erschweren. Statt-
dessen werden nur die prinzipiellen Auswirkungen des langsamen Schwunds auf die LA und
TxPC simulative untersucht und danach die schnelle und langsame Schwunderscheinung
durch eine Schwundreserve von 4 dB beru¨cksichtigt. Fu¨r eine weiterfu¨hrende Betrachtung
der Auswirkung des Schwunds bei H/2 sei auf Rapp [42] verwiesen.
8.4 Physikalische Schicht
Da der Fokus dieser Arbeit auf den Systemaspekten von H/2 liegt, ist eine genaue Model-
lierung der physikalischen Schicht aufgrund der beno¨tigten Simulationszeit nicht mo¨glich.
Deshalb wird zur Bestimmung der Fehlerfreiheit einer empfangenen LCH-PDU auf
Tabellen zuru¨ckgegriffen, die in Abha¨ngigkeit vom gewa¨hlten PHY-Modus und vom CIR,
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vgl. Abs. 8.3.1, S. 75, die PER liefern. Die verwendete Abbildung von CIR auf PER ist in
Abb. 8.5 dargestellt [24].
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Abbildung 8.5: Bestimmung der PER aus dem CIR
8.5 MAC Teilschicht
Hauptaufgabe der MAC Teilschicht ist der Aufbau des MAC Rahmens und die Zuweisung
von U¨bertragungskapazita¨t an die einzelnen WTs. Zur Unterstu¨tzung der Dienstgu¨tean-
forderungen werden die Verbindungen in verschiedene Dienstklassen unterteilt [21, 39].
Zur Differenzierung der Dienstklassen werden statische Priorita¨ten verwendet, wa¨hrend
innerhalb einer Dienstklasse die folgenden Strategien zur Verfu¨gung stehen:
Exhaustive Round Robin (ERR): Round Robin-Verfahren, bei dem einem Terminal maxi-
mal der ganze MAC Rahmen zur U¨bertragung zur Verfu¨gung steht, falls ausreichend
Kapazita¨t vom Terminal beno¨tigt wird. Im darauf folgenden MAC Rahmen wird das
na¨chste Terminal bedient [21, 31, 49].
Non-Exhaustive Round Robin (NERR): Round Robin-Verfahren, bei dem Kapazita¨t auf
Basis einzelner LCH-Pakete vergeben wird. Erst wenn alle Terminals, die Kapazita¨t
angefordert haben, Kapazita¨t zur U¨bertragung eines LCH-Pakets zugeteilt wurde,
bekommt das erste Terminal weitere Kapazita¨t zugewiesen [21, 31, 49].
Earliest Due Date (EDD): Den WTs wird Kapazita¨t entsprechend der zeitlichen Dring-
lichkeit der zu u¨bertragenden Pakete zugewiesen [39, 40].
Equal Transmission Time (ETT): JedemWT steht unabha¨ngig vom PHY-Modus die sel-
be U¨bertragungsdauer zur Verfu¨gung. Die u¨bertragene Datenmenge ha¨ngt somit vom
gewa¨hlten PHY-Modus bzw. der Interferenzsituation ab.
Ausfu¨hrliche Untersuchungen zu Scheduling Strategien fu¨r H/2 im Zusammenhang
mit der Unterstu¨tzung der geforderten Dienstgu¨te befinden sich in Kadelka [27]. Im
Rahmen dieser Arbeit werden die Scheduling Verfahren hinsichtlich ihrer Auswirkungen
auf das Systemverhalten untersucht.
8.6. RLC Teilschicht 79
8.6 RLC Teilschicht
8.6.1 ARQ Protokoll
Seitens der Simulationsumgebung werden sowohl das SR-ARQ als auch das Go-Back-
N ARQ Protokoll unterstu¨tzt. Im Rahmen dieser Arbeit wurde aber ausschließlich das
SR-ARQ Protokoll benutzt. Die Fenstergro¨ße kann eingestellt werden. Auf das unter-
schiedliche Verhalten der beiden Varianten sei auf die Fachliteratur verwiesen [4].
Zur Reduzierung der Rechenzeit wird auf die U¨bertragung der Quittungen verzichtet,
vgl. Abs. 8.1, S. 73.
8.6.2 Link Adaptation
Aufgabe des LA Algorithmus ist es, basierend auf Messwerten der Vergangenheit, die zu-
ku¨nftige Interferenz zu scha¨tzen und einen geeigneten PHY-Modus unter Beru¨cksichtigung
des Optimierungsziels (Durchsatz, kleine Verzo¨gerung) auszuwa¨hlen, vgl. Abb. 5.1, S. 39.
In dieser Arbeit basiert die Auswahl des PHY-Modus auf den gemessenen CIR-Werten
von im selben Terminal empfangenen Paketen.
Der Simulator kann das zuku¨nftige CIR durch die Berechnung des Minimums, Mit-
telwerts oder des Medians der letzten n empfangenen Zellen scha¨tzen. Bei den hier vor-
gestellten Simulationen wird der Mittelwert verwendet. Fu¨r eine Bewertung der anderen
Strategien sei auf Rapp [42] verwiesen.
Die Umschaltpunkte zwischen den einzelnen PHY-Modi ko¨nnen getrennt fu¨r die Dienst-
klassen/Optimierungsziele eingestellt werden. Zu jedem PHY-Modus gibt es einen zuge-
ho¨rigen CIR-Bereich. Wird dieser nach oben/unten verlassen, so wird der PHY-Modus
erho¨ht/vermindert. Die bei den Untersuchungen verwendeten Grenzwerte sind in Tab. 8.1
aufgefu¨hrt. Die Umschaltpunkte erha¨lt man aus Abb. 8.5, S. 78 bzw. Abb. 5.1, S. 41. Im
Vergleich zu den in Tab. 7.1, S. 63 wird eine Hysterese verwendet.
Tabelle 8.1: Einsatzbereich der PHY-Modi in Abha¨ngigkeit vom Optimierungsziel
Modulations- Optimierung auf
PHY-Modus verfahren bzw. Durchsatz PER≤1%
Coderate min CIR max CIR min CIR max CIR
0 BPSK 1/2 6.0 8.5
1 BPSK 3/4 nicht verwendet nicht verwendet
2 QPSK 1/2 5.0 11.0 7.5 15.5
3 QPSK 3/4 10.0 13.0 nicht verwendet
4 16QAM 9/16 11.0 17.5 14.5 22.0
5 16QAM 3/4 16.5 22.5 21.0 28.0
6 64QAM 3/4 21.5 27.0
8.6.3 Sendeleistungssteuerung
Der Algorithmus zur Sendeleistungssteuerung beruht darauf, dass die CIR-Bereiche der
einzelnen PHY-Modi und der (mittlere) CIR-Wert der empfangenen Pakete bekannt sind.
Basierend auf diesen Werten kann entschieden werden, ob bei einer Reduzierung der Sen-
deleistung der PHY-Modus beibehalten werden kann, oder ob durch eine Erho¨hung der
Leistung der Einsatz eines ho¨heren PHY-Modus mo¨glich ist.
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Im Simulator wurde das in Abs. 5.3, S. 42 vorgestellte Verfahren implementiert, dessen
Ablauf in Abb. 8.6 dargestellt ist.
Der Algorithmus beno¨tigt Kriterien, um festzustellen, ob die zur Zeit verfu¨gbare Da-
tenrate reduziert werden kann oder erho¨ht werden muss. Die folgenden Kriterien stellen
eine Mo¨glichkeit dar; abha¨ngig von den Anforderungen der Verbindungen ko¨nnen beliebige
andere Kriterien verwendet werden.
Wenn weniger als 90% des MAC Rahmens zur U¨bertragung beno¨tigt wird, wird die
U¨bertragungsrate auf dem Funkkanal reduziert. Es wird ein Terminal ausgewa¨hlt, bei
dem eine Reduzierung der Sendeleistung und des PHY-Modus mo¨glich ist. Damit die
Sendeleistung von allen WTs mo¨glichst einheitlich ist, werden Terminals mit einer ho¨heren
Sendeleistung bevorzugt. Ab den darauffolgenden Rahmen wird fu¨r dieses Terminal ein
geringerer PHY-Modus verwendet und die Sendeleistung reduziert.
Sendeleistung
Falls möglich:
Reduzierung der
Erhöhung der Sende−
leistung, wenn dadurch
höherer PM möglichder Sendeleistung
Reduzierung des
PHY−Modus und ggf.
* es werden nur Terminals betrachtet,
der Sendeleistung möglich ist.
bei denen eine Verringerung/Erhöhung
PHY−Modus 
Reduzierung des
angestrebten
*eines Terminals  
PHY−Modus 
angestrebten
Erhöhung des
*eines Terminals
Nein
aktueller PM<angestrebter PM
PM: PHY−Modus
"aktueller PM": PM, der tatsächlich für die Über−
tragung benutzt wird
PM, der durch geeignete Wahl
der Sendeleistung unter Einhaltung
der PER verwendet werden soll
"angestrebter PM":
Ja
Ja
Nein
aktueller PM>angestrebter PM
angestrebter PM
aktueller PM =
aktueller PHY−Modus &
angestrebter PHY−
Modus
Vergleich:
weniger als 90%
des MAC−Rahmens
benutzt?
gen?
von Warteschlan−
Bildung
Abbildung 8.6: Algorithmus zur Sendeleistungssteuerung
Die U¨bertragungsrate wird erho¨ht, wenn nicht alle LCH-Pakete u¨bertragen werden
konnten und es zur Bildung von Warteschlangen im APT oder WTs gekommen ist. Ei-
ne Erho¨hung der Datenrate ist nur durch die Wahl eines ho¨heren PHY-Modus mo¨glich,
wobei zuerst die Sendeleistung des Terminals vergro¨ßert werden muss, damit die PER
Grenzwerte nicht verletzt werden. Da zwischen zwei Anpassungen der Sendeleistung ei-
nes WTs mind. 10 MAC Rahmen vergehen mu¨ssen, werden mo¨glichst WTs ausgewa¨hlt,
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bei denen diese Zeitdauer bereits verstrichen ist. Bei diesen wird dann solange die Sen-
deleistung erho¨ht, bis der na¨chst ho¨here PHY-Modus verwendet werden kann; ggf. sind
mehrere Schritte erforderlich.
In Abs. 5.4, S. 44 wurde ein Verfahren zur Unterstu¨tzung von Dienstklassen mittels
einer kombinierten LA/TxPC-Steuerung vorgestellt, dass im Rahmen dieser Arbeit ent-
wickelt wurde. Dieses Verfahren setzt voraus, dass die APTs u¨ber einen APC miteinander
verbunden sind oder untereinander Informationen bzgl. des Kapazita¨tsbedarfs u¨ber die
Funkschnittstelle austauschen ko¨nnen. Letzteres wu¨rde eine Erweiterung des Standards
voraussetzen.
Der in der Simulationsumgebung realisierte Ansatz geht davon aus, dass die na¨ch-
sten sechs Gleichkanal-APTs informiert werden ko¨nnen. Der Algorithmus gliedert sich
in 2 Teile: Der erste Teil ist in Abb. 8.7 dargestellt und ist fu¨r die Kontrolle des eige-
nen Kapazita¨tsbedarfs zusta¨ndig. Der implementierte Algorithmus orientiert sich dabei
an zwei Schwellwerten: Wenn die maximale Kapazita¨t, die bei Bedarf zusa¨tzlich fu¨r prio-
risiertem Verkehr verwendet werden kann, weniger als 1Mbit/s betra¨gt, so wird dies den
anderen APTs signalisiert, so dass diese, falls mo¨glich, ihre Sendeaktivita¨t reduzieren ko¨n-
nen. Wenn mehr als 2Mbit/s verfu¨gbar sind, so wird dies ebenfalls den benachbarten APTs
mitgeteilt, die dann bei Bedarf ihre Sendeaktivita¨t erho¨hen ko¨nnen. Der andere Teil des
Algorithmus wertet die empfangenen Nachrichten aus und reduziert bzw. erho¨ht den An-
teil an niedrig priorisierten Verkehr, der u¨bertragen wird. Die kombinierte LA/TxPC
Steuerung sorgt dafu¨r, dass der MAC Rahmen mo¨glichst immer vollsta¨ndig gefu¨llt ist. Da
einige Zeit beno¨tigt wird, bis die Interferenzreduzierung zu einer Erho¨hung der verfu¨gba-
ren Datenrate fu¨hrt, erfolgt eine U¨berpru¨fung alle 10 MAC Rahmen. Die Schwellwerte
wurden simulativ ermittelt und haben bei den untersuchten Szenarien gute Ergebnisse
erzielt.
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Abbildung 8.7: U¨berpru¨fung, ob ausreichend
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8.6.4 Kanalvergabe
Es werden die in Kap. 6, S. 47 eingefu¨hrten Verfahren zur Kanalvergabe untersucht. Die
Bewertung der Kana¨le basiert auf den Messergebnissen des APTs und der WTs, wobei
eine Gewichtung mit dem Verkehrsaufkommen erfolgt. Bei der Kanalvergabe muss zwi-
schen der Verwendung von Frequenzkana¨len und von TDM-Kana¨len unterschieden werden.
Grundsa¨tzlich wird aber, wenn mehrere Kana¨le zur Auswahl stehen, immer der ruhigste
verwendet.
Bei Verwendung von Frequenzkana¨len wird ein Frequenzwechsel durchgefu¨hrt, wenn
der eingesetzte Kanal nicht mehr zur Erfu¨llung der U¨bertragungsanforderungen ausreicht
oder der Abbruch von Verbindungen aufgrund unzureichender Empfangsverha¨ltnisse er-
forderlich ist.
Beim Einsatz von TDM-Kana¨len kann der APT gleichzeitig mehrere Kana¨le benutzen,
sofern alle Kana¨le auf der selben Frequenz liegen. Solange auf der momentan benutz-
ten Frequenz noch verwendbare Kana¨le vorhanden sind, werde diese im Bedarfsfall zur
U¨bertragung benutzt. Erst wenn dies nicht mehr gegeben ist, wird ein Frequenzwechsel
durchgefu¨hrt.
8.6.5 Verbindungsannahmesteuerung
Die Verbindungsannahmesteuerung (engl. Call Admission Control (CAC)) entscheidet bei
einem Verbindungswunsch, ob dieser noch angenommen werden kann, ohne dass die Anfor-
derungen bereits bestehender Verbindungen verletzt werden. Dabei mu¨ssen die Verkehrs-
parameter der einzelnen Verbindungen (mittlere Datenrate, Burstiness, . . .) beru¨cksichtigt
werden. Bei Mobilfunksystemen mit LA kommt erschwerend hinzu, dass die verfu¨gbare
Datenrate auf der Funkschnittstelle von der Interferenzsituation abha¨ngt, diese vom AP
selbst nicht beeinflusst werden kann und sich wa¨hrend des Betriebs a¨ndert.
Die Entwicklung einer CAC fu¨r H/2, die die Einhaltung der U¨bertragungsanforderun-
gen gewa¨hrleistet, geht deutlich u¨ber den Horizont dieser Arbeit hinaus. In diesem Zusam-
menhang sei auf Scheibenbogen [46] bzw. Vornefeld [51, 52] verwiesen: Scheiben-
bogen [46] hat in seiner Arbeit eine einfache Verbindungsannahmesteuerung vorgestellt,
die bei einem Poissonankunftsprozess und einem Funkkanal mit einer konstanten Daten-
rate die Einhaltung einer bestimmten U¨bertragungsverzo¨gerung mit einer gewu¨nschten
Wahrscheinlichkeit ermo¨glicht. Vornefeld [51, 52] bescha¨ftigt sich ausfu¨hrlich mit der
analytischen Dimensionierung einer Verbindungsannahmesteuerung fu¨r paketvermittelnde
Mobilfunksysteme.
Ziel dieser Arbeit ist das Aufzeigen des Verhaltens von H/2 in unterschiedlichen Situa-
tionen und die Diskussion von Ansa¨tzen zur Kanalvergabe, so dass ein einfaches Verfahren
fu¨r die Verbindungsannahmesteuerung ausreichend ist. Dabei wird zwischen zwei Dienst-
klassen unterschieden:
Zeitkritische Dienste: Diese Dienste beno¨tigen eine minimale Datenrate zur Einhaltung
ihrer Verzo¨gerungsanforderungen. Vereinfachend wird angenommen, dass die mitt-
lere Datenrate zzgl. 10% ausreichend ist. Wenn diese Kapazita¨t nicht verfu¨gbar ist,
so wird der Verbindungswunsch abgelehnt. Wenn sich wa¨hrend der Dauer einer Ver-
bindung herausstellt, dass die geforderte Kapazita¨t nicht mehr zur Verfu¨gung steht,
werden Verbindungen abgebrochen, wobei zuerst Verbindungen beendet werden, die
am meisten Kapazita¨t beno¨tigen.
Best-effort Dienste: Fu¨r best-effort Dienste wird nur die U¨bertragungskapazita¨t verwen-
det, die nicht anderwa¨rtig beno¨tigt wird. Insofern ko¨nnen best-effort Dienste immer
angenommen werden.
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Abbildung 8.9: Algorithmus zur Verbindungsan-
nahmesteuerung
Der resultierende CAC Algorithmus ist in Abb. 8.9 dargestellt und wird kurz erla¨u-
tert: Falls es sich um eine best-effort Verbindung handelt, d.h. um eine Verbindung, die
keine Anspru¨che an die Dienstgu¨te hat, so wird diese grundsa¨tzlich angenommen. Falls
nicht, wird die beno¨tigte und die vorhandene Kapazita¨t ermittelt; reicht die vorhandene
Kapazita¨t aus, so wird die Verbindung ebenfalls angenommen. Falls nicht ausreichend
U¨bertragungskapazita¨t vorhanden ist, wird bei Verwendung von TDM-Kana¨len versucht
durch Belegung zusa¨tzlicher Kana¨le, den Kapazita¨tsbedarf zu decken. Falls auch dies nicht
hilft, wird nach alternativen Frequenzkana¨len gesucht.
8.6.6 Kapazita¨tsnachfu¨hrung
Da die Kapazita¨t eines Funkkanals aufgrund wechselnder Interferenzbedingungen sich
sta¨ndig a¨ndert, ist eine fortlaufende U¨berpru¨fung erforderlich, ob die zur Zeit verfu¨gbare
Kapazita¨t zur Erfu¨llung der Anforderungen der Verbindungen ausreichend ist.
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Abha¨ngig vom Ergebnis dieser U¨berpru¨fung ko¨nnen ggf. TDM-Kana¨le freigegeben wer-
den, oder es mu¨ssen zusa¨tzliche Kana¨le belegt bzw. der Frequenzkanal gewechselt werden,
wenn die Kapazita¨t nicht ausreichend ist. Wenn die beno¨tigte Kapazita¨t nicht verfu¨gbar
ist, so mu¨ssen Verbindungen abgebrochen werden.
Bei Verwendung von TDM-Kana¨len wird zusa¨tzlich ermo¨glicht, dass mehr Kapazita¨t
als erforderlich belegt wird, um einen Sicherheitspuffer bei Verschlechterung des Kanals
zu haben. Der Algorithmus zur Kapazita¨tsnachfu¨hrung ist in Abb. 8.10 dargestellt.
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Abbildung 8.10: Nachfu¨hren der U¨bertragungskapazita¨t
8.7 Erzeugung des Angebots
8.7.1 Verbindungsmodell
Bei den betrachteten Szenarien hat jedes Terminal eine Verbindung, die im Zustand aktiv
oder passiv sein kann, vgl. Abb. 8.11. Im Zustand passiv werden keine Daten generiert;
entsprechend bekommt das Terminal vom APT keine Kapazita¨t zur U¨bertragung zuge-
wiesen. Im Zustand aktiv werden LCH Pakete entsprechend des im nachfolgenden Kapitel
beschriebenen Quellenmodells generiert.
aktiv passiv
Abbildung 8.11: Verbindungsmodell
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Bei der Aufenthaltsdauer in den einzelnen Zusta¨nden wird unterschieden, ob ein kon-
stantes oder ein variables Verkehrsaufkommen erzeugt werden soll:
Variables Verkehrsaufkommen
Die Aufenthaltsdauer in den Zusta¨nden ist negativ exponentiell verteilt, so dass sich die
Anzahl der aktiven Terminals bzw. Verbindungen und damit das Verkehrsaufkommen
wa¨hrend eines Simulationslaufes a¨ndert.
Die Anzahl der aktiven WTs la¨sst sich durch eine M/M/n/q Markoff-Kette nachbil-
den. Der Kehrwert der mittleren Ankunftsrate λ beschreibt hier die mittlere Ausschaltzeit
einer Verbindung. Der Kehrwert der mittlere Bedienrate µ stellt die mittlere Verbindungs-
dauer fu¨r eine Verbindung dar. Die Anzahl der Quellen q entspricht der Zahl der WTs
pro APT. Es gibt keine Warteschlange fu¨r Verbindungswu¨nsche; ist kein Bediener frei,
d.h. keine Kapazita¨t mehr vorhanden, werden Verbindungswu¨nsche zuru¨ckgewiesen; die
Entscheidung wird durch die CAC gefa¨llt. Unter dieser Voraussetzung und unter der
Annahme einer konstanten Bedienerzahl n beschreiben die Gl. (8.3) und Gl. (8.4) das
Modell vollsta¨ndig [53]. Bei H/2 ist aufgrund der dynamischen Kanalvergabe und der
interferenzabha¨ngigen Datenrate die Vorraussetzung einer konstanten Bedienerzahl nicht
gegeben.
q λ(q−1)
µ2
λ
n µ
n
(q−n+1)λ
0 1
µ
Abbildung 8.12: Markoff-Kette M/M/n− 0 mit begrenzter Quellenzahl q (q > n)
Die Zustandswahrscheinlichkeit fu¨r die Zahl aktiver WTs lautet:
p0 =
[
n∑
i=0
(
q
i
)(
λ
µ
)i]−1
(8.3)
pk = p0
k−1∏
i=0
λ(q − i)
(i+ 1)µ
(8.4)
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Abbildung 8.13: Beispielhafte Verteilung der Anzahl aktiver Terminals
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Abb. 8.13, S. 85 zeigt die Wahrscheinlichkeit p fu¨r die Anzahl der aktiven WTs. Da die
Anzahl der aktiven Terminals auch Auswirkungen auf den Signalisierungsaufwand hat [28],
wird bei Simulationen, deren Ergebnisse miteinander verglichen werden, die Verteilung der
Anzahl aktiver Terminals konstant gehalten und nur die Datenrate eines aktiven Terminals
zur Einstellung des mittleren Angebots pro APT verwendet.
Konstantes Verkehrsaufkommen
Die Anzahl der aktiven Terminals ist wa¨hrend der Simulationszeit konstant. Die Dauer im
Zustand aktiv ist negativ exponentiell verteilt; sobald ein Terminal in den Zustand passiv
wechselt, wird zufa¨llig ein anderes Terminal aktiviert. Diese Modell wird z.B. zur Erzeu-
gung von Hintergrundverkehr verwendet, damit der Einfluss des Signalisierungsaufwandes
konstant ist.
8.7.2 Quellenmodell
Fu¨r den Ankunftsprozess der LCH-Pakete aktiver WTs (mit Verbindungen) wird ein Pois-
sonprozess verwendet. Der Ankunftsprozess bildet somit nicht typische Datendienste nach.
Da der Schwerpunkt dieser Arbeit auf der Betrachtung einzelner Verbindung und weniger
auf der U¨bertragung einzelner LCH Pakete liegt, ist dies vertretbar.
8.8 Simulationsszenarien
Im Rahmen dieser Arbeit wird das Verhalten von H/2 bei verschiedenen Szenarien unter-
sucht. Die ersten beiden Szenarien dienen zur Untersuchung des Einflusses der Scheduling-
Algorithmen und der Sendeleistungssteuerung auf das Verhalten eines H/2-Systems, wa¨h-
rend das letzte Szenario das Verhalten bei Versorgung eines gro¨ßeren Bereiches zu bewerten
erlaubt.
Die Funkzellen sind durch regelma¨ßige Sechsecke nachgebildet, wobei der APT jeweils
in der Mitte platziert ist. Zur Berechnung der Da¨mpfung zwischen zwei Stationen wird
das One Slope Modell, vgl. Abs. 2.1.3, S. 4, verwendet mit dem Pfadverlust L:
L = L0 + 10 · γ · log(d) (8.5)
mit L0 = 46.7 dB γ = 2.0-4.0
8.8.1 Feste Clustergro¨ße (Szenario 1)
H/2 bietet unabha¨ngig von der Kanalvergabe eine Vielzahl von Optionen zur Steuerung
des Kanalzugriffes. Dazu geho¨ren die LA, die TxPC und das Scheduling. Die zugeho¨rigen
Algorithmen sind zwar implementierungsspezifisch, erlauben aber die prinzipiellen Aus-
wirkungen auf das Systemverhalten durch Verwendung eines einfachen Szenarios und den
Einsatz eines festen Wiederholabstandes zu ermitteln. Dafu¨r wird ein aus 19 Gleichkanal-
zellen bestehendes Szenario verwendet. In Abb. 8.14, S. 87 ist beispielhaft das Szenario
fu¨r die Clustergro¨ße sieben dargestellt. Zur Reduzierung der Randeffekte werden nur die
inneren sieben Funkzellen ausgewertet. Das gesmate Szenario entha¨lt 7 ausgewertete und
12 sto¨rende Zellen.
8.8.2 Doppelzelle (Szenario 2)
Zur Untersuchung der Auswirkungen von Asynchronita¨t von H/2 APs auf die Leistungs-
kenngro¨ßen wird ein aus zwei Funkzellen bestehendes Szenario eingesetzt. Der AP befindet
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störende Zellen
ausgewertete Zellen
35m
Abbildung 8.14: Szenario zur Einordnung verschiedener Optionen zur Steuerung des Kanal-
zugriffs (beispielhaft: 7er Cluster)
Tabelle 8.2: Parameter des Szenarios 1
Parameter Wert
Zellgeometrie Hexagon (Radius 35m)
Position der APTs Zellmitte
Mo¨gliche Terminalpositionen pro Funkzelle 500; zufa¨llig verteilt
Anzahl der Funkzellen 19 Gleichkanalzellen
Ausgewertete Funkzellen die inneren sieben
sich jeweils im Mittelpunkt der Zelle. Der Abstand zwischen den APs stimmt mit dem
der Gleichkanalzellen einer bestimmten Clustergro¨ße u¨berein, vgl. Abb. 8.15, S. 88. Das
Szenario erha¨lt man auch, wenn man aus dem im Abs. 8.8.1, S. 86 vorgestellten Szenario
nur zwei benachbarte Gleichkanalzellen benutzt.
Zur Bestimmung des Pfadverlustes wird das One Slope Modell mit den im vorherigen
Kapitel aufgefu¨hrten Parametern eingesetzt.
8.8.3 Freiland (Szenario 3)
Zur Bestimmung des Verhaltens von H/2 bei der Versorgung großer Fla¨chen wird ein Sze-
nario bestehend aus 61 Funkzellen verwendet. Zur Verringerung der Randeffekte werden
nur die inneren sieben APs ausgewertet. Das Szenario eignet sich fu¨r Untersuchungen bis
zu einer Clustergro¨ße von neun. Bei gro¨ßeren Clustern darf nur noch die innerste Zelle aus-
gewertet werden, sonst kommt es zu fehlerhaften Ergebnissen, da nicht alle ausgewerteten
Stationen einen geschlossenen Ring von Gleichkanalzellen haben.
Tabelle 8.3: Parameter des Szenarios 3
Parameter Wert
Zellgeometrie Hexagon (Radius 35m)
Position der APTs Zellmitte
Mo¨gliche Terminalpositionen pro Funkzelle 500; zufa¨llig verteilt
Anzahl der Funkzellen 61 (insgesamt)
Ausgewertete Funkzellen die innersten sieben
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störende Zelleausgewertete Zelle
35m
Abbildung 8.15: Szenario zur Einordnung verschiedener Optionen zur Steuerung des Kanal-
zugriffs (beispielhaft: 7er Cluster)
ausgewertete
Zellen
35m
Abbildung 8.16: Freilandszenario
8.9 Auswertung
In den folgenden Abschnitten werden die ausgewerteten Leistungskenngro¨ßen eingefu¨hrt
und ihre meßtechnische Bestimmung erla¨utert. Damit nur der eingeschwungene Zustand
betrachtet wird, werden bei den Simulationen die ersten 5% des Simulationslaufes nicht
ausgewertet.
8.9.1 CIR
Bei der Auswertung des CIR geht die Dauer bzw. die Zahl der OFDM Symbole des emp-
fangenen Pakets mit ein, so dass aus den gemessenen Verteilungsfunktionen der Anteil
der OFDM Symbole ermittelt werden kann, bei dem ein bestimmtes CIR vorherrschte
(nicht aber die Wahrscheinlichkeit, dass ein Paket, das ja aus mehreren OFDM Symbolen
besteht, ein bestimmtes CIR erfahren hat).
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8.9.2 Grade Of Service
Zur Ermittlung der maximalen Auslastung des Systems wird der aus DECT bekannte
Parameter Grade of Service (GoS) [10, 46] verwendet, der definiert ist als:
GoS =
Abgelehnte Verbindungen + 10 ·Verbindungsabbru¨che
Gesamtzahl der Verbindungen
(8.6)
Der GoS gibt den Anteil der abgelehnten bzw. abgebrochenen Verbindungen an, wobei
die letzteren mit dem Faktor zehn gewichtet werden, da der Benutzer Verbindungsabbru¨che
als schwerwiegend empfindet. Ein geringerer GoS entspricht also ho¨heren Systemverfu¨g-
barkeit. Werte von bis zu einem Prozent werden als akzeptabel angesehen.
8.9.3 Radius
Einige Ergebnisse, wie z.B. der ausgewa¨hlte PHY-Modus, werden in Abha¨ngigkeit vom
Abstand zwischen AP und WT dargestellt. Bei gleichma¨ßiger Verteilung der Teilnehmer
innerhalb der Funkzelle steigt deren Anzahl innerhalb eines Kreisrings um den AP linear
mit dem Radius.
Nahe beim AP befinden sich somit nur wenig Teilnehmer, so dass dort aufgrund der
geringeren Anzahl von Ereignissen die statistische Genauigkeit abnimmt. Da bei ortsfesten
Terminals nur bei diskreten Absta¨nden Ergebnisse anfallen, wird ein gleitendes Fenster
verwendet; die Ergebnisse innerhalb des Fensters werden arithmetisch gemittelt. Wenn
nicht anders angegeben, betra¨gt die Fensterbreite 1.0m.
Die folgenden Gro¨ßen werden in dieser Arbeit in Abha¨ngigkeit vom Radius betrachtet:
Ausgewa¨hlter PHY-Modus: Wahrscheinlichkeit fu¨r die Auswahl einer bestimmten Mo-
dulation in Abha¨ngigkeit von der Entfernung zum AP. Die Summe u¨ber alle Modu-
lationen muss entsprechend den Wert 1 ergeben.
Sendeleistung: Mittlere Sendeleistung in Abha¨ngigkeit vom Abstand, falls TxPC verwen-
det wird.
Paketfehlerwahrscheinlichkeit: Mittlere PER in Abha¨ngigkeit vom Abstand. Die Steue-
rung der PER erfolgt durch die Kombination von TxPC und LA, vgl. Kap. 5, S. 39
Datenrate: Dem WT zur Verfu¨gung stehende Datenrate. Dieser Aspekt wird im nachfol-
genden Abschnitt genauer erla¨utert.
8.9.4 Verteilung der Datenrate innerhalb der Funkzelle
Bei einem Teil der Untersuchungen wird auf die Verteilung der Datenrate innerhalb der
Funkzelle eingegangen, die bei Systemen mit LA eine interessante Ergebnisgro¨ße ist. Bei
den Simulationen wird dazu die u¨bertragene Datenmenge in Abha¨ngigkeit von der Ent-
fernung zwischen AP und WT ausgewertet.
Die kurzfristige Verteilung der WTs innerhalb der Funkzelle ergibt sich durch das in
Abs. 8.1, S. 73 beschriebene Modell fu¨r ein einzelnes Terminal und handelt sich somit
um eine Zufallsgro¨ße. Das simulative Ergebnis spiegelt nur die Realita¨t wider, wenn sich
wa¨hrend der Simulationsdauer die angestrebte, gleichma¨ßige Verteilung der WTs innerhalb
der Zelle auch wirklich einstellt. Da dies mit vertretbarer Simulationszeit nicht erreichbar
ist, wird die vorhandene Abweichung nachtra¨glich durch einen vom Radius r abha¨ngigen
Korrekturfaktor ausgeglichen.
Der Ablauf der Korrektur ist in Abb. 8.17, S. 90 schematisch dargestellt. Der in
der Mitte abgebildete Korrekturfaktor ergibt sich aus dem Verha¨ltnis der angestrebten
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Verteilung der Terminals3 (rechts oben) zu der tatsa¨chlich erreichten Verteilung (links
oben). Das simulative Ergebnis (links unten) gewichtet mit dem Korrekturfaktor ergibt
die gesuchte Verteilung (rechts unten).
r
r
r
r
r
Simulationsergebnisse
Datenrate korrigierte Datenrate
dargestelltes Ergebnis
angestrebte Verteilung der
Terminals
Verteilung der aktiven Terminals
Korrekturfaktor
Abbildung 8.17: Korrektur des Simulationsergebnisses bei Betrachtung der Verteilung der
Datenrate
3Der Abfall der Zahl der Terminals am Rand der Funkzelle entsteht durch die hexagonale Form der
Funkzelle.
KAPITEL 9
Ergebnisse der simulativen Leistungsbewertung
I n den vorangegangenen Kapiteln wurden die im Rahmen dieser Arbeit entwickeltenAlgorithmen zur Kanalvergabe, Link Adaptation und zur Sendeleistungssteuerung vor-
gestellt, die nun simulativ bewertet werden. Zusa¨tzlich wird die spektrale Effizienz mittels
des Simulators ermittelt, so dass durch den Vergleich mit den Ergebnissen aus Kap. 7,
S. 61 die Funktionsfa¨higkeit der Simulationsumgebung verifiziert werden kann.
9.1 Grundlegende Eigenschaften von H/2
9.1.1 Link Adaptation
Bei H/2 steht LA zur Anpassung der U¨bertragung an die Kanaleigenschaften und an die
Dienstgu¨teanforderung der Verbindungen zur Verfu¨gung. Die in Abs. 5.1, S. 39 vorgestell-
ten Ansa¨tze zur Optimierung auf Durchsatz bzw. auf eine PER≤ 1% werden in diesem
Abschnitt veranschaulicht. Dabei geht es nur um die prinzipiellen Auswirkungen auf die
Verteilung der PHY-Modi, PER und auf die Auswirkungen des Fadings. Fu¨r eine detail-
lierte Betrachtung der LA bei H/2 sei auf Kadelka [27] und Rapp [42] verwiesen.
Zur Untersuchung der LA wird ein voll ausgelastetes System mit einer konstanten
Anzahl aktiver Terminals betrachtet, d.h. bei allen Terminals stehen sta¨ndig Pakete zur
U¨bertragung bereit und der MAC Rahmen ist immer vollsta¨ndig gefu¨llt. Es wurde das im
Abs. 8.8.1, S. 86 vorgestellte Szenario 1 mit einer festen Clustergro¨ße verwendet. Weitere
Parameter sind in Tab. 9.1 zusammengefasst.
Tabelle 9.1: Simulationsparameter zur Untersuchung der LA
Parameter Wert
Szenario 1 Feste Clustergro¨ße, vgl. Abs. 8.8.1, S. 86
Clustergro¨ße 9
Aktive WTs pro Funkzelle 10 (konstant, zufa¨llig ausgewa¨hlt)
Zahl der Dienstklassen 1
Mittlere Verbindungsdauer τon 1.25 s, negativ exponentiell verteilt
Ausbreitungskoeffizient γ 3.0
Schedulingverfahren NERR, vgl. Abs. 8.5, S. 78
ARQ-Protokoll SR-ARQ, Fenstergro¨ße: 256
Bei Optimierung auf Durchsatz wurde eine Kapazita¨t von 20Mbit/s erreicht, wa¨hrend
bei einer Optimierung auf die PER nur 17Mbit/s erzielt wurden; 15% weniger.
In den Abbn. 9.1 und 9.2, S. 92, ist die PER in Abha¨ngigkeit vom Abstand zwischen
WT und AP aufgetragen. Deutlich sind die Umschaltpunkte zwischen den PHY-Modi zu
erkennen: Dort springt die PER teilweise um mehrere Zehnerpotenzen. In Kap. 5, S. 39
wurden die Umschaltpunkte zwischen den PHY-Modi fu¨r die beiden Optimierungsziele
ermittelt. Dabei wurde festgestellt, dass sich z.B. bei Durchsatzoptimierung eine PER
von bis zu 30% einstellt; die in Abb. 9.1, S. 92 dargestellten PER-Werte liegen allerdings
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deutlich darunter. Dies liegt daran, dass durch die Umschaltpunkte die maximale PER be-
stimmt wird, wa¨hrend in den Abbildungen die mittlere PER aufgetragen ist, die natu¨rlich
niedriger ist.
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Abbildung 9.1: PER bei Optimierung auf
Durchsatz (ohne Fading)
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Abbildung 9.2: PER bei Optimierung auf
PER≤ 1% (ohne Fading)
Die Auswahl des PHY-Modus in Abha¨ngigkeit vom Abstand ist in den Abbn. 9.3
und 9.4 dargestellt. Beim Vergleich der Diagramme ist erkennbar, dass bei Durchsatz-
optimierung der selbe PHY-Modus la¨nger, d.h. weiter außen in der Funkzelle, verwendet
wird. Weiterhin ist ersichtlich, dass bei Optimierung auf PER die Modulation QPSK3/4
nicht eingesetzt wird, vgl. Tab. 8.1, S. 79.
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Abbildung 9.3: PHY-Mode Verteilung bei
Optimierung auf Durchsatz
(Downlink, ohne Fading)
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Abbildung 9.4: PHY-Mode Verteilung bei
Optimierung auf PER ≤ 1%
(Downlink, ohne Fading)
In den Abbn. 9.3 und 9.4 ist der Bereich, innerhalb dessen ein PHY-Modus verwendet
wird, relativ scharf begrenzt. Im Folgenden wird der Einfluss der Anzahl der Terminals
innerhalb einer Funkzelle und die Auswirkung des langsamen Schwunds auf die PHY-
Modus -Auswahl untersucht.
In Abb. 9.5, S. 93 ist die PHY-Mode Verteilung dargestellt, die sich bei Beru¨cksich-
tigung des Schwunds ergibt. Wie bereits in Abs. 8.3.2, S. 76 ausgefu¨hrt wurde, ist die
durch den Schwund hervorgerufene A¨nderung des CIRs ausreichend langsam, so dass die
LA darauf reagieren kann. Mit steigender Varianz des Fadings ist der Einsatzbereich eines
PHY-Modus weniger scharf begrenzt, da das CIR nicht nur von der Position, sondern
zusa¨tzlich vom Fading abha¨ngt. Mathematisch gesehen entspricht dies einer Faltung der
beiden Zufallsgro¨ßen Fading und Gleichkanalsto¨rung.
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In Abb. 9.6 ist die Auswirkung der Anzahl der Terminals auf die PHY-Modus -Verteilung
dargestellt. Die Zahl der Terminals je Funkzelle ist wa¨hrend eines Simulationslaufes kon-
stant. Man erkennt, dass diese anna¨hernd keinen Einfluss auf die Auswahl des PHY-Modus
hat. Dies liegt daran, dass durch die Vollauslastung des Systems die Anzahl der WTs nur
die Verteilung der Interferenz innerhalb der Funkzelle vera¨ndert wird – nicht aber die re-
sultierende, gesamte Sendaktivita¨t. Die durch die Sendeposition hervorgerufenen Schwan-
kungen, die sich i.d.R. innerhalb eines Rahmens abspielen, durch die LA herausgemittelt
werden.
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Abbildung 9.5: Auswirkung des Fadings auf
die PHY-Mode Verteilung
(Optimierung auf PER, Clu-
stergro¨ße 9)
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Abbildung 9.6: Auswirkung der Anzahl akti-
ver Terminals auf die PHY-
Mode Verteilung (ohne Fa-
ding, Optimierung auf PER,
Clustergro¨ße 9)
9.1.2 Synchronita¨t zwischen APs
Bei H/2 werden MAC Rahmen zur Koordinierung des Kanalzugriffes verwendet. Im Stan-
dard ist dabei weder die zeitlich Lage der MAC Rahmen verschiedener APTs zueinander
noch die Verteilung der Sendeaktivita¨t innerhalb des MAC Rahmens spezifiziert; es han-
delt sich dabei um Implementierungsaspekte, z.B. mit synchronen Rahmen, falls mehrere
APTs zentral von einem APC koordiniert werden, oder um zufa¨llige Zeitlagen der Rahmen,
wenn mehrere unabha¨ngige APTs den selben Funkkanal benutzen.
Abha¨ngig vom Verkehrsaufkommen und den verwendeten Algorithmen fu¨r die LA
bzw. TxPC sind die Rahmen nur teilweise gefu¨llt, so dass die in den Nachbarzellen her-
vorgerufene Interferenz zufa¨llig verteilt ist. In diesem Abschnitt wird der Einfluss der
relativen Verschiebung der MAC Rahmen auf den tragbaren Verkehr untersucht. Die da-
bei auftretenden Probleme bei der Einhaltung der Dienstgu¨te werden in diesem Kapitel
diskutiert und Lo¨sungen aufgezeigt.
Fu¨r die Untersuchungen wird dabei das aus zwei Funkzellen bestehende Szenario 2 aus
Abs. 8.8.2, S. 86 verwendet. Es gibt zwei Mo¨glichkeiten zur Platzierung der PDU Trains
in den MAC Rahmen.
Zusammenha¨ngende U¨bertragung der PDU Trains, wobei vereinfachend angenommen
wird, dass die U¨bertragung direkt nach der Broadcast-Phase erfolgt. Interessant ist
hierbei der zeitliche Versatz der MAC Rahmen zueinander. Solange sich die benutzten
Bereiche der MAC Rahmen nicht u¨berschneiden, sind die U¨bertragungen der APs im
Zeitbereich getrennt und es ko¨nnen hohe PHY-Modi fu¨r die U¨bertragung eingesetzt
werden.
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Alternativ ist vorstellbar, dass die einzelnen APTs unterschiedliche Strategien bei
der Platzierung von PDU Trains im MAC Rahmen einsetzen, d.h. dass ein APT
den vorderen wa¨hrend der andere APT den hinteren Bereich ausnutzt [42]. Das
resultierende Ergebnis ist vergleichbar mit einer Verschiebung von teilweise gefu¨llten
MAC Rahmen im Zeitbereich.
Zufa¨llige Verteilung innerhalb des MAC Rahmens: Durch das Einfu¨gen zufa¨lliger Zwi-
schenra¨ume zwischen den PDU Trains wird die Interferenz fu¨r die Gleichkanalzellen
quasi zufa¨llig. Unter der Voraussetzung, dass innerhalb der Funkzelle die Broadcast-
Phase von allen WTs empfangen werden kann, spielt die zeitliche Verschiebung der
MAC Rahmen verschiedener Gleichkanal APTs zueinander keine Rolle.
Bei allen Simulationen in diesem Abschnitt ist das Angebot und die Zahl der aktiven
Terminals wa¨hrend eines Simulationslaufes konstant. Beim ersten AP wird der getragene
Verkehr in Abha¨ngigkeit vom Angebot ausgewertet. Der zweite AP wird nur zur Interfe-
renzerzeugung eingesetzt, wobei das Angebot so eingestellt, dass, solange keine Interferenz
vorhanden ist, wahlweise 50% oder 25% des MAC Rahmens fu¨r die U¨bertragung beno¨tigt
werden. Zuerst wird die zusammenha¨ngende U¨bertragung der PDU Trains betrachtet. Es
werden zwei markante Verschiebungen der MAC Rahmen verschiedener Gleichkanalzellen
betrachtet::
Synchronita¨t: Die beiden Broadcast-Phasen beginnen zur gleichen Zeit und daran an-
schließend werden die PDU Trains u¨bertragen. Dies bedeutet, dass sich auch bei
geringem Angebot die beiden APs sto¨ren.
Mo¨glichst spa¨t: Die Verschiebung ist so gewa¨hlt, dass die Beeinflussung mo¨glichst spa¨t
auftritt. Wenn der zweite AP ohne Interferenz durch die Gleichkanalzelle 50% des
MAC Rahmens beno¨tigt, so betra¨gt die Verschiebung einen halben MAC Rahmen;
bei Ausnutzung von 25% des MAC Rahmens ergibt sich eine Verschiebung um einen
3/4 Rahmen. In Abb. 9.7 sind die beiden Fa¨lle dargstellt.
Down−/Uplink Phase
Broadcast Phase
2
1
AP1
AP2
3 4/   MAC−Rahmen
AP1
AP2
1 2/   MAC−Rahmen
MAC−Rahmen
Abbildung 9.7: Relative Position der MAC Rahmen zweier interferierenden APs zueinander
( l1 Verschiebung um einen halben MAC Rahmen, l2 Verschiebung um einen
3/4 MAC-Rahmen)
Die u¨brigen Parameter sind in Tab. 9.2, S. 95 zusammengestellt.
Zuerst wird der Fall betrachtet, bei dem AP2 die Ha¨lfte des MAC Rahmens beno¨tigt,
wobei keine Interferenz auftritt. Dabei wird zuna¨chst das Verhalten bei synchronen AP
untersucht.
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Tabelle 9.2: Simulationsparameter zur Untersuchung der zeitlichen Lage von MAC Rahmen
Parameter Wert
Szenario 2 zwei Funkzellen, vgl. Abs. 8.8.2, S. 86
Abstand zwischen den APs entsprechend der Clustergro¨ßen
Aktive WTs pro Funkzelle 10 (konstant, zufa¨llig ausgewa¨hlt)
Zahl der Dienstklassen 1
Angebot ausgewertete Funkzelle variable, aber fest (0Mbit/s - 35Mbit/s)
zweite Funkzelle konstant, wobei ohne Interferenz 50%
bzw. 25%
des MAC Rahmens beno¨tigt werden
des MAC Rahmens beno¨tigt werden
Verha¨ltnis Uplink/Downlink symmetrisches Verkehrsaufkommen
Mittlere Verbindungsdauer τon 1.25 s, negativ exponentiell verteilt
Ausbreitungskoeffizient γ 2.0
Schedulingverfahren NERR, vgl. Abs. 8.5, S. 78
LA Optimierung auf PER ≤ 1%
In Abb. 9.8 ist die komplementa¨re Verteilungsfunktion der Auslastung des MAC Rah-
mens, d.h. des fu¨r die U¨bertragung von Signalisierungsinformationen und Daten beno¨tig-
ten Anteils fu¨r verschiedene Angebote dargestellt. Man erkennt, dass sich der verwendete
Anteil des MAC Rahmens proportional zum Angebot verha¨lt, solange ausreichend U¨ber-
tragungskapazita¨t vorhanden ist. Ab ca. 9.77Mbit/s wird der MAC Rahmen zumindest
zeitweise komplett fu¨r die U¨bertragung beno¨tigt. Da bei synchronen APs Interferenz
schon bei geringem Verkehrsaufkommen auftritt, entspricht der getragene Verkehr dem
Angebot, solange die U¨bertragungskapazita¨t nicht mehr , vgl. Abb. 9.9. Der prinzipielle
Verlauf entspricht dem einer einzelnen Funkzelle, wobei aufgrund der Interferenz der Ma-
ximalwert des Verkehrs geringer ist und vom Abstand der APs, d.h. von der Clustergro¨ße
abha¨ngig.
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Abbildung 9.8: Verteilung der Auslastung
des MAC Rahmens bei
synchronen APs (Verschie-
bung=0%, 7er Cluster)
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Abbildung 9.9: Durchsatz bei synchronen
APs (Verschiebung=0%)
Das Verhalten a¨ndert sich signifikant, wenn die MAC Rahmen der beiden APs um
einen halben Rahmen verschoben werden. In Abb. 9.10, S. 96 ist die komplementa¨re Ver-
teilungsfunktion der Auslastung des MAC Rahmens dargestellt. Bis zu einem Angebot von
ca. 16.3Mbit/s ist die Auslastung proportional zum Angebot, wobei im Vergleich zu Abb. 9.8,
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S. 95 die Auslastung des MAC Rahmens geringer ist, da keine Interferenz aufgrund der
zeitlichen Entkopplung auftritt. Bei einer Erho¨hung des Angebots u¨ber 16.3Mbit/s wird
der MAC Rahmen schlagartig komplett fu¨r die U¨bertragung benutzt. Dies liegt daran,
dass sich die zur U¨bertragung verwendeten Bereiche jetzt u¨berschneiden und aufgrund der
resultierenden Interferenz ein robusterer PHY-Modus verwendet werden muss, wodurch
die U¨bertragungskapazita¨t reduziert wird. Die Auswirkungen auf den getragenen Verkehr
werden durch Abb. 9.11 verdeutlicht. Bei einem gro¨ßeren Angebot als 16.3Mbit/s wird
aufgrund der auftretenden Interferenz der gesamte MAC Rahmen fu¨r die U¨bertragung be-
no¨tigt, wobei die resultierende Datenrate deutlich geringer ist und mit dem Grenzwert bei
synchronen APs u¨bereinstimmt, vgl. Abb. 9.11. Die Sta¨rke des Einbruchs ist von der Clu-
stergro¨ße abha¨ngig: Mit zunehmender Clustergro¨ße nimmt die Sta¨rke der Beeinflussung
und damit die Gro¨ße des Kapazita¨tseinbruchs ab.
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Abbildung 9.10: Verteilung der Auslastung
des MAC Rahmens bei
asynchronen APs (Verschie-
bung=50%, 7er Cluster)
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Abbildung 9.11: Durchsatz bei asynchronen
APs (Verschiebung=50%)
Fu¨r den zweiten Fall, bei dem AP2 ohne Interferenz 25% des MAC Rahmens beno¨tigt,
ergibt sich ein a¨hnliches Bild. In den Abbn. 9.12 und 9.13, S. 97, ist der getragene Verkehr
in Abha¨ngigkeit vom Angebot und der Clustergro¨ße fu¨r synchrone und asynchrone APs
aufgetragen. Wie zuvor steigt bei synchronen APs der getragene Verkehr monoton bis
zum Maximum an, wa¨hrend bei asynchronen MAC Rahmen ebenfalls eine U¨berho¨hung
entsteht, d.h. in Abha¨ngigkeit von der Clustergro¨ße bricht der getragene Verkehr um bis zu
48% ein. Auffa¨llig ist aber, dass sich die letztendlich ergebende Datenrate bei synchronen
APTs ho¨her als bei APTs mit verschobenem MAC Rahmen ist. Dies liegt daran, dass
APT2 auch bei U¨berschneidung der zur U¨bertragung benutzten Teile nicht den gesamten
MAC Rahmen beno¨tigt. Da die Rahmen zeitgleich anfangen, werden die Broadcast-Phasen
parallel ausgestrahlt, so dass die Interferenz innerhalb des zur U¨bertragung benutzten
Bereiches reduziert wird und dadurch ho¨here PHY-Modi eingesetzt werden ko¨nnen.
Bei den durchgefu¨hrten Simulationen wurde das Angebot wa¨hrend eines Simulations-
laufes fu¨r beide APs konstant gehalten. Bei Szenarien mit variablem Verkehrsaufkommen
kann die Datenrate einbrechen, sobald die zeitliche Dauer der U¨berschneidung ausreichend
lang ist und die LA anspricht. Durch den geringeren PHY-Modus nimmt die U¨berschnei-
dung und damit die Interferenz weiter zu, so dass der letztlich resultierende tragbare
Verkehr deutlich geringer ist. Solange nur best-effort Dienstklassen unterstu¨tzt werden
sollen, entstehen dadurch keine Probleme. Falls aber eine minimale Datenrate garantiert
werden muss, erweist sich dieses Verhalten als sehr problematisch, da die resultierende
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Abbildung 9.12: Erreichter Durchsatz
bei synchronen APs
(AP2=25%, Verschie-
bung=0%)
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Abbildung 9.13: Erreichter Durchsatz
bei asynchronen APs
(AP2=25%, Verschie-
bung=75%)
Datenrate abha¨ngig vom Abstand des WTs vom APT ist. Hier hilft nur eine deutliche
Reduzierung des Verkehrsaufkommens durch eine CAC.
Die zusammenha¨ngende U¨bertragung der PDU Trains kann also problematisch sein.
Hinsichtlich der Optimierung des Durchsatzes ist also ein Verfahren erforderlich, dass eine
gegenseitige Sto¨rung der APTs verhindert, in dem unterschiedliche Bereiche des MAC
Rahmens zur U¨bertragung benutzt werden und ein Einbruch der U¨bertragungskapazita¨t
bei A¨nderungen des Verkehrsaufkommens vermeidet.
Das fu¨r die Unterstu¨tzung von Dienst mit Anforderungen an die Datenrate kritische
Einbrechen der U¨bertragungskapazita¨t kann durch zufa¨lliges Verteilen der PDU Trains im
MAC Rahmen, verhindert werden, wodurch auch die in den Gleichkanal-APTs anfallende
Interferenz im Rahmen verteilt wird.
In den Abbn. 9.14 und 9.15, S. 98, ist der getragene Verkehr in Abha¨ngigkeit vom An-
gebot dargestellt. Die Verschiebung zwischen den APs betrug einen halben bzw. einen 3/4
MAC Rahmen. Man erkennt, dass der getragene Verkehr monoton ansteigt – eine U¨ber-
ho¨hung tritt nicht mehr auf. Durch die Verteilung der PDU Trains im MAC Rahmen tritt
bereits bei geringem Verkehrsaufkommen Interferenz auf, so dass der Verlauf mit dem bei
synchronen APTs prinzipiell u¨bereinstimmt. Falls AP2 ohne Interferenz 50% des MAC
Rahmens zur U¨bertragung beno¨tigt, vgl. Abb. 9.14, S. 98, so wird von beiden APTs der ge-
samte MAC Rahmen verwendet, sobald das Angebot des APT1 16.3Mbit/s u¨bersteigt, vgl.
Abb. 9.11, S. 96, so dass das Ergebnis mit dem von synchronen APTs u¨bereinstimmt. Falls
AP2 ohne Interferenz 25% zur U¨bertragung des MAC Rahmens beno¨tigt, wird unabha¨n-
gig vom Angebot des APT2 der gesamte MAC Rahmen nicht zur U¨bertragung beno¨tigt.
Aufgrund der zufa¨lligen Verteilung der PDU Trains im MAC Rahmen tritt Interferenz an
Stellen auf, wo vorher mit dem ho¨chsten PHY-Modus u¨bertragen werden konnte, wodurch
eine Reduzierung der U¨bertragungskapazita¨t erfolgt.
9.1.3 Verbindungsannahmesteuerung
In diesem Abschnitt wird kurz auf die in dieser Arbeit verwendete CAC und deren Parame-
trisierung eingegangen. Die CAC entscheidet, ob fu¨r echtzeitkritische Dienste ausreichend
U¨bertragungskapazita¨t vorhanden ist. Es wird davon ausgegangen, dass die mittlere Da-
tenrate der Verbindung zuzu¨glich 10% zur Einhaltung der Dienstgu¨teanforderungen zur
Verfu¨gung gestellt werden muss, vgl. Abs. 8.6.5, S. 82. Zusa¨tzlich muss beru¨cksichtigt wer-
den, dass der Kanal sich wa¨hrend der Verbindungsdauer verschlechtern kann, so dass ein
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Abbildung 9.14: Durchsatz bei asynchronen
APs mit zufa¨lligen Zwi-
schenra¨umen (AP2=50%)
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Abbildung 9.15: Durchsatz bei asynchronen
APs mit zufa¨lligen Zwi-
schenra¨umen (AP2=25%)
zusa¨tzlicher Sicherheitszuschlag eingeplant werden muss, um das Risiko des Abbruchs von
Verbindungen zu reduzieren. Die Parameter der zur CAC durchgefu¨hrten Simulationen
sind in Tab. 9.3 aufgefu¨hrt.
Tabelle 9.3: Simulationsparameter zur Untersuchung der Verbindungsannahmesteuerung
Parameter Wert
Szenario 1 Feste Clustergro¨ße,
vgl. Abs. 8.8.1, S. 86
Clustergro¨ße 7
Zahl der Dienstklassen 1
1. Dienstklasse Schedulingverfahren EDD, vgl. Abs. 8.5, S. 78
Mittlere Anzahl aktiver Terminals 10 (zufa¨llig ausgewa¨hlt)
Mittlere Verbindungsdauer τon 1 s, negativ exponentiell
verteilt
Mittlerer Abstand zwischen zwei
Verbindungswu¨nschen τoff 9 s, negativ exponentiell
9 s, negativ exponentiell
CAC ja, vgl. Abs. 8.6.5, S. 82
Ausbreitungskoeffizient γ 3.0
In den Abbn. 9.16 und 9.17, S. 99 ist die Wahrscheinlichkeit fu¨r das Zuru¨ckweisen ei-
nes Verbindungswunsches bzw. fu¨r das Abbrechen einer Verbindung in Abha¨ngigkeit vom
Angebot fu¨r verschiedene Zuschla¨ge aufgetragen. Wie zu erwarten, nimmt die Wahrschein-
lichkeit fu¨r die Ablehnung eines Verbindungswunsches mit zunehmendem Sicherheitszu-
schlag zu, wa¨hrend die Wahrscheinlichkeit fu¨r Verbindungsabbru¨che abnimmt. Da ein
GoS von 1% als akzeptabel angesehen wird, vgl. Abs. 8.9.2, S. 89, gilt es den tragbaren
Verkehr durch geeignete Wahl des Zuschlags zu optimieren. In Abb. 9.18, S. 99 ist der
GoS in Abha¨ngigkeit vom Angebot aufgetragen. Man erkennt, dass bei einem Zuschlag
von 10% der tragbare Verkehr bei einem GoS von 1% maximiert wird. Deshalb wird
nachfolgend ein Zuschlag von 10% verwendet. In Abb. 9.19, S. 99 ist die komplementa¨re
Verteilung der U¨bertragungsverzo¨gerung dargestellt. Man sieht, dass nur 0.1% der Pakete
4ms Verzo¨gerung u¨berschreiten.
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Abbildung 9.16: Anteile der zuru¨ckgewiese-
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Abbildung 9.17: Anteile der abgebrochenen
Verbindungen
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Abbildung 9.18: Grade of Service
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Abbildung 9.19: U¨bertragungsverzo¨gerung
9.2 Spektrale Effizienz und Verteilung der Datenrate
Im Kap. 7, S. 61 wurden die spektrale Effizienz, die Kapazita¨t eines APTs und die Ver-
teilung der Datenrate in einer Funkzelle in Abha¨ngigkeit von der Clustergro¨ße und vom
Ausbreitungskoeffizienten analytisch berechnet. Die selben Gro¨ßen werden nur zur Validie-
rung der Simulationsumgebung simulativ ermittelt. Dabei wird, wie auch im Analyseteil,
ein voll ausgelastetes System betrachtet.
Zur Ermittlung der Verteilung der Datenrate in der Funkzelle ist eine hohe Zahl von
aktiven Terminals erforderlich, damit bei der Auswertung der Position die Gleichverteilung
der Terminals mo¨glichst erhalten bleibt. Damit die Ergebnisse durch den erforderlichen Si-
gnalisierungsaufwand nicht verfa¨lscht werden, wurden keine FCH-Informationen bzw. Pra¨-
ambeln u¨bertragen. Die Reduzierung der Datenrate durch U¨bertragung dieser Signalisie-
rungsinformationen ko¨nnen durch die in Kadelka et al. [28] angegebenen Gleichungen
bestimmt werden. Die Simulationsparameter sind in Tab. 9.4, S. 100 zusammengefasst.
Die analytisch ermittelten Kurven sind zum Vergleich in die nachfolgenden Abbildun-
gen eingetragen. Insgesamt ergibt sich eine sehr gute U¨bereinstimmung zwischen simula-
tiven und analytischen Ergebnissen.
Spektrale Effizienz
In den Abbn. 9.20 bis 9.23, S. 101 sind die simulativ ermittelten Ergebnisse zur spektralen
Effizienz und zur Kapazita¨t in Abha¨ngigkeit von der Clustergro¨ße fu¨r verschiedene Aus-
breitungskoeffizienten γ mit optimaler LA fu¨r zwei Schedulingverfahren dargestellt. Zum
Vergleich sind zusa¨tzlich die analytischen Ergebnisse aus Kap. 7, S. 61 eingezeichnet.
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Tabelle 9.4: Simulationsparameter zur Untersuchung der Spektrumseffizienz
Parameter Wert
Szenario 1 Feste Clustergro¨ße, vgl. Abs. 8.8.1, S. 86
WTs pro Funkzelle 80 aktive Terminals (zufa¨llig ausgewa¨hlt)
Zahl der Dienstklassen 1
Mittlere Verbindungsdauer τon 1.25 s, negativ exponentiell verteilt
Verha¨ltnis Uplink/Downlink symmetrisches Verkehrsaufkommen
Ausbreitungskoeffizient γ 2.0 , 3.0 , 4.0
Schedulingverfahren ETT, NERR, vgl. Abs. 8.5, S. 78
ARQ-Protokoll SR-ARQ, Fenstergro¨ße 256
LA Optimierung auf PER ≤ 1% oder auf Durchsatz
Besonderheiten keine U¨bertragung von
FCH-Informationen und Pra¨ambeln
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Abbildung 9.20: Spektrumseffizienz bei Op-
timierung auf Durchsatz
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Abbildung 9.21: Spektrumseffizienz bei Op-
timierung auf PER≤1%
Insgesamt zeigt sich eine recht gute U¨bereinstimmung: Auch wenn es bei bestimmten
Parameterkombination Abweichungen gibt, so stimmt der Verlauf und das prinzipielle
Verhalten u¨berein.
Verteilung der Datenrate in der Funkzelle
In den Abbn. 9.24 und 9.25, S. 101 ist die Verteilung der Datenrate in der Funkzelle fu¨r
γ=3 und ausgewa¨hlte Clustergro¨ßen dargestellt. Auch hier stimmt das Ergebnis der Si-
mulation mit den analytisch ermittelten Kurven gut u¨berein. Auffa¨llig in Abb. 9.25, S. 101
ist nur, dass die Absta¨nde, bei denen sich die Datenrate vera¨ndert, keine Stufen ergeben,
sondern sich ein kontinuierlicher U¨bergangsbereich ausbildet. Die Abweichungen des Ortes
der Umschaltpunkte zwischen den PHY-Modi resultiert aus bei der Analyse getroffenen
Vereinfachungen bzgl. der Beru¨cksichtigung der Interferenz: Es wurde davon ausgegan-
gen, dass der Mittelpunkt der Funkzelle der Ursprungspunkt der Interferenz ist. Da es
auch Terminals in den Sto¨rzellen gibt, deren Abstand kleiner und damit die Interferenz
gro¨ßer ist, wird fru¨her ein robusterer PHY-Modus in der gesto¨rten Zelle verwendet. Der
U¨bergangsbereich resultiert aus den zeitlichen Schwankungen der Interferenz wa¨hrend des
Simulationslaufes, da sich die Position der sto¨renden WTs laufend a¨ndert.
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Abbildung 9.22: Kapazita¨t bei Optimierung
auf Durchsatz
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Abbildung 9.23: Kapazita¨t bei Optimierung
auf PER≤1%
3
7
12
19
Clustergröße
Simulation
Analyse
5
0.2 0.7 0.8
20
15
10
0
0.90.4 0.5 0.60.30.10 1
Abstand zwischen APT und WT [r/R]
2
D
at
en
ra
te
/F
lä
ch
e 
[k
bit
/s/
m 
]
Abbildung 9.24: Verteilung der Datenrate in
der Zelle (NERR, γ=3)
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Abbildung 9.25: Verteilung der Datenrate in
der Zelle (ETT, γ=3)
9.3 Sendeleistungssteuerung
In Kap. 5, S. 39 wurde die im Rahmen dieser Arbeit entwickelte LA/TxPC-Steuerung
vorgestellt, die auf eine mo¨glichst komplette Ausnutzung des MAC Rahmens unter Redu-
zierung des PHY-Modus und der Sendeleistung abzielt. Damit kann das bei asynchronen
APTs auftretende Problem des Kapazita¨tseinbruches vermieden werden, vgl. Abs. 9.1.2,
S. 93. Gleichzeitig wird auch eine Kapazita¨tsaufteilung zwischen Gleichkanal-APTs mo¨g-
lich, falls die APTs des Szenarios ungleichma¨ßig und nicht vollsta¨ndig ausgelastet sind.
Der letzte Aspekt wird in diesem Abschnitt untersucht.
Zur Realisierung der Lastschwankungen innerhalb des Szenarios wird das in Abs. 8.7.1,
S. 84 beschriebene Verbindungsmodell verwendet. Die Entscheidung, ob eine neue Ver-
bindung angenommen oder abgelehnt wird, wird durch die in Abs. 8.6.5, S. 82 eingefu¨hrte
und in Abs. 9.1.3, S. 97 untersuchten CAC getroffen.
Dabei werden H/2 Systeme ohne TxPC und mit einer kombinierten LA/TxPC-Steuerung
nur in Uplink-Richtung bzw. in Up- und Downlink-Richtung verglichen. In allen unter-
suchten Fa¨llen wird der gesamte MAC Rahmen zufa¨llig mit PDU Trains belegt. Die
u¨brigen Simulationsparameter sind in Tab. 9.5, S. 102 zusammengefasst.
In Abb. 9.26, S. 102 ist der GoS fu¨r drei Fa¨lle der Leistungssteuerung in Abha¨ngigkeit
vom Angebot dargestellt. Wenn man als Maß fu¨r den tragbaren Verkehr das mittlere
Angebot nimmt, bei dem ein GoS von 1% erreicht wird, wird erkennbar, dass der tragba-
re Verkehr durch den Einsatz der kombinierten LA/TxPC-Steuerung deutlich gesteigert
werden kann. Wenn im Uplink eine LA/TxPC-Steuerung erfolgt, so wird der tragbare
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Tabelle 9.5: Simulationsparameter zur Bewertung der Sendeleistungssteuerung
Parameter Wert
Szenario 1 Feste Clustergro¨ße,
vgl. Abs. 8.8.1, S. 86
Clustergro¨ße 7
Zeitliche Lage der MAC Rahmen zueinander asynchron
Zahl der Dienstklassen 1
ARQ-Protokoll SR-ARQ, Fenstergro¨ße 256
1. Dienstklasse Schedulingverfahren EDD, vgl. Abs. 8.5, S. 78
Mittlere Anzahl aktiver WTs 10 (zufa¨llig ausgewa¨hlt)
Mittlere Verbindungsdauer τon 1 s, negativ exponentiell
verteilt
Mittlerer Abstand zwischen zwei
Verbindungswu¨nschen τoff 9 s, negativ exponentiell
verteilt
CAC ja, vgl. Abs. 8.6.5, S. 82
LA Optimierung auf PER≤ 1%
Verha¨ltnis Uplink/Downlink symmetrisches Verkehrsauf-
kommen
Ausbreitungskoeffizient γ 3.0
Verkehr um ca. 8% gesteigert; bei Steuerung in beiden U¨bertragungsrichtungen ist eine
Steigerung von 21% mo¨glich.
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Abbildung 9.26: Grade of Service (Cluster-
gro¨ße 7)
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Abbildung 9.27: Ausnutzung des MAC Rah-
mens (@ 5.7Mbit/s)
In Abb. 9.27 ist die Ausnutzung des MAC Rahmens fu¨r die betrachteten Szenarien
aufgetragen. Man erkennt deutlich, dass der fu¨r die U¨bertragung benutzte Teil signifikant
durch die kombinierte LA/TxPC-Steuerung erho¨ht wird. Beispielsweise ist die Wahr-
scheinlichkeit, dass der MAC Rahmen zu mindestens 80% zur U¨bertragung benutzt wird,
ohne TxPC ca. 4%, bei LA/TxPC-Steuerung nur in Uplink-Richtung ca. 40% und bei
Steuerung in beiden U¨bertragungsrichtung 60%. Ein nicht zu vernachla¨ssigender Vorteil
der ho¨heren Ausnutzung ist der Schutz des H/2 Systems vor 802.11a Systemen, die im sel-
ben Frequenzbereich arbeiten und den Funkkanal zur U¨bertragung benutzen S. Mangold
[43], wenn dieser fu¨r eine bestimmte Zeit als frei detektiert wurde.
Die LA/TxPC Steuerung beeinflusst den Einsatzbereich der PHY-Modi . In Abb. 9.28,
S. 103 ist die Wahrscheinlichkeit fu¨r die Benutzung eines PHY-Modus in Uplink-Richtung
u¨ber dem Abstand zwischen APT und WT bei einem Angebot von 5.7Mbit/s aufgetragen.
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Abbildung 9.28: Vera¨nderung der PHY-Mode Verteilung durch die TxPC (Uplink, @
5.7Mbit/s)
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Abbildung 9.29: Vera¨nderung der PHY-
Mode Verteilung durch
die TxPC (Downlink, @
5.7Mbit/s)
Wa¨hrend ohne TxPC (linkes Bild) das CIR am Rand der Funkzelle zur Verwendung von
QPSK 1/2 ausreicht, wird bei Verwendung von TxPC am Rand und u¨ber weite Bereiche
innerhalb der Funkzelle fast ausschließlich BPSK 1/2 eingesetzt.
In Abb. 9.29 ist die Verteilung der PHY-Modi fu¨r die Downlink-Richtung dargestellt.
Man erkennt, dass sich aufgrund der reduzierten Sendeleistung in Uplink-Richtung und die
dadurch verminderte Interferenz derselbe PHY-Modus geringfu¨gig weiter außen eingesetzt
werden kann.
Mit steigendem Verkehrsaufkommen muss die Sendeleistung erho¨ht werden, damit ho¨-
here PHY-Modi mo¨glich werden und die geforderte Datenrate der Verbindungen erfu¨llt
werden ko¨nnen. Dies ist aus Abb. 9.30, S. 104 erkennbar, wo die erforderliche mittlere Sen-
deleistung in Abha¨ngigkeit vom Abstand zwischen APT und WT mit dem Angebot als
Parameter dargestellt ist. Zum Vergleich ist die no¨tige Sendeleistung bei Vollauslastung
eingetragen.
Ein Vorteil des vorgestellten Verfahrens zur TxPC Steuerung ist die im Vergleich zur
U¨bertragung ohne Sendeleistungssteuerung gleichma¨ßigere Verteilung der Interferenz u¨ber
den MAC Rahmen, wodurch die Auswahl eines geeigneten PHY-Modus erleichtert wird.
In Abb. 9.31, S. 104 ist die Wahrscheinlichkeit fu¨r Abweichung des CIRs vom mittleren
CIR dargestellt. Die Berechnung erfolgte getrennt fu¨r die einzelnen Verbindungen und als
Mittelwert wird der Durchschnitt der letzten 20 MAC Rahmen verwendet. Deutlich ist
die etwas gro¨ßere Streuung erkennbar, wenn keine TxPC eingesetzt wird.
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Abbildung 9.30: O¨rtliche Sendeleistung bei
verschiedenen Verkehrsauf-
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Tabelle 9.6: Abweichung des CIRs vom mittleren CIR
Varianz
Anteil <-1.5dB Anteil >1.5dB
ohne 1.61 13.8% 8.4%
Uplink 0.85 6.0% 3.7%
Up- und Downlink 0.72 5.0% 2.5%
Wenn man als Arbeitsbereich eines PHY-Modus den entsprechenden mittleren CIR
Wert ±1.5 dB annimmt, wobei unterhalb ein robusterer PHY-Modus und oberhalb ein
ho¨herer PHY-Modus eingesetzt wird, so kann man aus Abb. 9.31 ablesen, dass in ca. 14%
der Zeit ein CIR vorherrscht, dass fu¨r den verwendeten PHY-Modus zu gering ist, wa¨hrend
in 8% das CIR zu gut ist - also in ca. 22% der Zeit passen CIR und PHY-Modus nicht
zusammen. Bei Einsatz von TxPC in Uplink-Richtung ergibt sich fu¨r ca. 6% ein zu niedri-
ges und in ca. 4% ein zu hohes CIR. Falls verbindungsspezifische Sendeleistungssteuerung
in Downlink-Richtung eingesetzt wu¨rde, wird das Ergebnis nochmals etwas verbessert. In
Tab. 9.6 ist zusa¨tzlich die sich ergebende Varianz aufgefu¨hrt.
9.4 Kanalvergabe
Nachdem bisher die grundlegenden Eigenschaften von H/2 in multizellularer Umgebung
und die spektrale Effizienz untersucht wurden, werden in diesem Abschnitt die in Kap. 6,
S. 47 vorgestellten Verfahren zur Kanalvergabe bewertet.
Ziel ist die vergleichende Bewertung der vorgestellten Verfahren hinsichtlich des tragba-
ren Verkehrs bei Unterstu¨tzung von QoS und eine Aussage daru¨ber inwieweit verschiedene
Dienstklassen unterstu¨tzt werden. Der geeignete Einsatzbereich wird fu¨r jedes Verfahren
ermittelt.
Die fu¨r die Untersuchung der Kanalvergabeverfahren verwendeten Parameter sind in
Tab. 9.7, S. 105 aufgefu¨hrt. Innerhalb dieses Abschnitts werden die folgende Abku¨rzungen
fu¨r die vorgestellten Ansa¨tze verwendet:
FCA: Feste Zuordnung von Frequenzkana¨len
DFS: Die im H/2 Standard vorgesehene dynamische Frequenzwahl
CDCS: Zentralisierte Vergabe von TDM-Kana¨len
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DDCS: Dezentrale Vergabe von TDM-Kana¨len
Tabelle 9.7: Simulationsparameter zur Bewertung verschiedener Kanalvergabeverfahren
Parameter Wert
Szenario 3 Freiland, vgl. Abs. 8.8.3, S. 87
verfu¨gbare Frequenzen 3, 4, 7, 9
Zahl der Dienstklassen 1 oder 2
ARQ-Protokoll SR-ARQ, Fenstergro¨ße 256
1. Dienstklasse (priorisiert) Schedulingverfahren EDD, vgl. Abs. 8.5, S. 78
Mittlere Anzahl aktiver Terminals10 (zufa¨llig ausgewa¨hlt)
Mittlere Verbindungsdauer τon 1 s, negativ exponentiell verteilt
Mittlerer Abstand zwischen zwei
Verbindungswu¨nschen τoff 9 s, negativ exponentiell verteilt
CAC ja, vgl. Abs. 8.6.5, S. 82
LA Optimierung auf PER<1%
Verha¨ltnis Uplink/Downlink symmetrisches Verkehrsaufkommen
Verbindungsabbruch Unzureichende U¨bertragungs-
kapazita¨t oder PER>15% inner-
halb von 300 LCH-Paketen
2. Dienstklasse Schedulingverfahren NERR, vgl. Abs. 8.5, S. 78
Aktive Terminals 5 (konstant, zufa¨llig ausgewa¨hlt)
Mittlere Verbindungszeit τon 1 s, negative exponentiell verteilt
CAC nein
LA Durchsatzoptimierung
Verha¨ltnis Uplink/Downlink symmetrisches Verkehrsaufkommen
Ausbreitungskoeffizient γ 3.0
9.4.1 Frequenzkana¨le
Im H/2-Standard ist eine auf Zuweisung von Frequenzkana¨len basierte Kanalvergabe vor-
gesehen. Dabei kann die Vergabe zentral oder dezentral gesteuert erfolgen.
In Tab. 9.8 sind die zusa¨tzlichen Simulationsparameter angegeben, die fu¨r alle Simula-
tionen zur Kanalvergabe im Frequenzbereich gelten. Abweichende bzw. zusa¨tzliche Para-
meter werden den den jeweiligen Abschnitten aufgefu¨hrt.
Tabelle 9.8: Simulationsparameter zur Untersuchung der Frequenzvergabe
Parameter Wert
Verfu¨gbare Frequenzen 3, 4, 7, 9
Sendeleistungssteuerung nur in Uplink-Richtung
Zeitliche Lage der MAC Rahmen asynchron
Zahl der Dienstklassen 1
Besonderheiten MAC Rahmen zeitlich versetzt;
zufa¨llig Zwischenra¨ume zwischen
PDU Trains, damit die Sendeaktivita¨t
in den verwendeten TDM-Kana¨le
gleichma¨ßig verteilt ist.
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9.4.1.1 Feste Kanalvergabe
Zuerst wird die feste Vergabe der Kana¨le untersucht. Dabei werden die Frequenzkana¨-
le so auf die APTs verteilt, dass sich u¨berall der gleiche geometrische Abstand zu den
Gleichkanalzellen einstellt. Durch diese regelma¨ßige Anordnung herrscht fu¨r alle (inneren)
APTs die selben Interferenzbedingung vor. Aufgrund der festen Kanalvergabe kann auf
Lastschwankungen innerhalb des Systems ausschließlich u¨ber die kombinierte LA/TxPC
reagiert werden, die in Abs. 5.3.2, S. 44 vorgestellt bzw. in Abs. 9.3, S. 101 untersucht
wurde.
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Abbildung 9.32: GoS in Abha¨ngigkeit von
der Clustergo¨ße bei fester
Kanalvergabe
In Abb. 9.32 ist der GoS in Abha¨ngigkeit vom Angebot fu¨r unterschiedliche Cluster-
gro¨ßen dargestellt. Mit steigender Zahl verfu¨gbarer Frequenzkana¨le und entsprechend
steigender Clustergro¨ße nimmt der tragbare Verkehr bei konstantem GoS zu. Allerdings
ist auffa¨llig, dass der getragene Verkehr nicht proportional zur Bandbreite wa¨chst, wie
aus der Tab. 9.9 hervorgeht. Die maximale Datenrate pro Frequenzkanal wird bei 4 Fre-
quenzen bzw. beim 4er Cluster erreicht. Dies steht scheinbar im Widerspruch zu den in
Kap. 7, S. 61 bzw. in Abs. 9.2, S. 99 ermittelten Abha¨ngigkeit der spektralen Effizienz von
der Clustergro¨ße, die mit abnehmender Clustergro¨ße zunehmen sollte. Der Unterschied
der Ergebnisse entsteht, weil in Abs. 7.5, S. 68 Verbindungen nicht wegen zu hoher PER
abgebrochen werden, keine CAC verwendet wurde und entsprechend kein GoS ermittelbar
ist.
Tabelle 9.9: Datenrate pro Frequenzkanal in Abha¨ngigkeit von der Clustergro¨ße (bei einem
GoS von 1%)
Clustergro¨ße 3 4 7 9
Datenrate ([Mbit/s]) 2.7 4.1 5.7 6.3
Datenrate ([Mbit/s])/Frequenzkanal 0.9 1.03 0.81 0.70
9.4.1.2 Dynamische Kanalvergabe
Im vorherigen Abschnitt wurde die Frequenzkana¨le den APTs fest zugewiesen, so dass
sich fu¨r alle Zugangspunkte der selbe Wiederholabstand einstellt. Dieses Szenario ist nur
gegeben, wenn die Kanalvergabe zentral gesteuert wird; dies wird aber in der Realita¨t
aufgrund des vorgesehenen Anwendungsbereiches i.d.R. nicht der Fall sein. In solchen
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Fa¨llen muss auf die im Standard vorgesehene DFS zuru¨ckgegriffen werden, was zu einer
ungleichma¨ßigen Verteilung der Funkkana¨le fu¨hrt.
In diesem Abschnitt wird der resultierende tragbare Verkehr untersucht. In Abb. 9.33
ist der GoS in Abha¨ngigkeit vom Angebot und der Zahl der verfu¨gbaren Frequenzen dar-
gestellt. Die bereits aus dem vorherigen Abschnitt bekannten Kurven fu¨r die FCA sind
gestrichelt dargestellt.
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Abbildung 9.33: Grade of Service (FCA
bzw. DFS)
Bei neun bzw. sieben Frequenzen ergibt sich bei dynamischer gegenu¨ber fester Kanal-
vergabe eine relativ geringe Reduzierung des tragbaren Verkehrs von ca. 10%. Hingegen ist
bei drei bzw. vier Frequenzen ein Einbruch von ca. 90% zu beobachten, vgl. Tab. 9.10. Be-
reits bei der Untersuchung der spektralen Effizienz wurde deutlich, dass bei drei bzw. vier
Frequenzen am Rand der Funkzelle eine sehr hohe PER auftritt, so dass dort Verbindungen
abgebrochen werden oder gar nicht erst aufgebaut werden.
Tabelle 9.10: Reduzierung des tragbaren Verkehrs durch die dezentrale Vergabe der Frequenz-
kana¨le
Clustergro¨ße 3 4 7 9
feste Frequenzvergabe ([Mbit/s]) 2.7 4.1 5.7 6.3
dynamische Frequenzvergabe ([Mbit/s]) 0.22 0.45 5.0 5.7
Vera¨nderung -92% -89% -14% -10%
Wenn die Frequenzkana¨le selbststa¨ndig von den APTs gewa¨hlt werden, so wird der sich
beim dreier bzw. vierer Cluster entstehende Wiederholabstand noch deutlich unterschrit-
ten. Der durch die dezentrale Vergabe der Kana¨le resultierende Abstand zum na¨chsten
Gleichkanal-APT ist fu¨r das vierer bzw. siebener Cluster in den Abbn. 9.34 und 9.35, S. 108
dargestellt.
In Abb. 9.34, S. 108 erkennt man, dass beim 4er Cluster bei der dynamischen Fre-
quenzvergabe in etwas weniger als 50% der Fa¨lle der Abstand zum na¨chsten Sto¨rer nur
den dreifachen Radius entspricht, was einem 3er Cluster gleichkommt. In etwas mehr als
50% wird dieser Abstand noch deutlich unterschritten.
9.4.1.3 Auswirkungen von Hintergrundverkehr
Bis jetzt wurde nur eine Dienstklasse (Service Class (SC)) angenommen. H/2 ist fu¨r
die Unterstu¨tzung von Dienstklassen ausgelegt: In Kadelka [27], Petras [39] werden
108 9. Ergebnisse der simulativen Leistungsbewertung
p
0
DFS
1.0
0.8
0.6
0.4
0.2
0 0.5 1 1.5 2 2.5 3 3.5 4
Minimale Distanz zwischen zwei APTs [d/R]
FCA
Abbildung 9.34: minimaler Abstand zwi-
schen APTs (4er Cluster)
p
1
0.8
0.6
0.4
0.2
0
0 1 2 3 4 5
DFS
Minimale Distanz zwischen zwei APTs [d/R]
FCA
Abbildung 9.35: minimaler Abstand zwi-
schen APTs (7er Clsuter)
ausfu¨hrlich die dazu erforderlichen Scheduling-Algorithmen ohne Beru¨cksichtigung von
Gleichkanalzellen betrachtet. Bei H/2 besteht aufgrund der LA eine Kopplung zwischen
den einzelnen Funkzellen, so dass die Fa¨higkeit zur Unterstu¨tzung von Dienstklassen nur
in einer mehrzellularen Umgebung ermittelt werden kann.
Es wird untersucht, inwieweit der tragbare Verkehr durch benachbarte APTs beein-
flusst wird. Durch fu¨nf zusa¨tzliche Terminals je Funkzelle wird jeweils so viel niedrig
priorisierter Verkehr erzeugt, dass der MAC Rahmen vollsta¨ndig fu¨r die U¨bertragung
ausgenutzt wird. Die zusa¨tzlichen/vera¨nderten Simulationsparameter sind in Tab. 9.11
zusammengefasst.
Tabelle 9.11: Simulationsparameter zur Untersuchung bzgl. der Unterstu¨tzung von Dienst-
klassen
Parameter Wert
Zahl der Dienstklassen 2
Kanalvergabe FCA
In Abb. 9.36 ist der resultierende GoS in Abha¨ngigkeit vom Angebot und der Cluster-
gro¨ße dargestellt. Die GoS-Kurven bei nur einer Dienstklasse, vgl. Abs. 9.4.1.1, S. 106,
sind zum Vergleich gestrichelt abgebildet.
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Es la¨sst sich ein a¨hnliches Verhalten wie bei der dynamischen Frequenzvergabe feststel-
len: Bei sieben und neun Frequenzkana¨len wird der tragbare Verkehr spu¨rbar reduziert,
bei drei bzw. vier Frequenzen bricht dieser um bis zu 90% ein.
Tabelle 9.12: Reduzierung des tragbaren Verkehrs aufgrund von Hintergrundverkehr
Clustergro¨ße 3 4 7 9
ohne Hintergrundverkehr ([Mbit/s]) 2.7 4.1 5.7 6.3
mit Hintergrundverkehr ([Mbit/s]) 0.23 0.70 4.7 5.4
Vera¨nderung -91% -83% -18% -14%
Dieser deutliche Einbruch la¨sst sich leicht mit Hilfe der Abbn. 7.7 und 7.8, S. 67 er-
kla¨ren. Die beiden Abbildungen zeigen die Datenrate pro Fla¨cheneinheit in Abha¨ngigkeit
von der Clustergro¨ße, wenn das System voll ausgelastet ist. Es ist erkennbar, dass am
Rand der Funkzelle eine U¨bertragung aufgrund der hohen PER nicht mehr mo¨glich ist. In
diesen Bereichen ko¨nnen dementsprechend keine Verbindungen aufgebaut werden, woraus
ein hoher GoS resultiert. Aufgrund des Hintergrundverkehrs, der das System vollsta¨ndig
auslastet, wird in fast der gesamten Funkzelle mit max. Sendeleistung u¨bertragen - nur
in der Na¨he des APTs wird die Sendeleistung reduziert, da sowieso bereits der ho¨chste
PHY-Modus eingesetzt wird, vgl. Abb. 9.37.
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Abbildung 9.37: O¨rtliche Sendeleistung (mit
und ohne Hintergrundver-
kehr, 7er Cluster, GoS=1%)
Welche Auswirkungen ergeben sich aus diesem Verhalten fu¨r die Mo¨glichkeit zur Unter-
stu¨tzung von Dienstklassen? Bei ausreichender Zahl von Frequenzen (hier: ab mindestens
sieben Frequenzkana¨le) ha¨ngt der tragbare Verkehr zwar vom Verkehrsaufkommen in den
Nachbarzellen; Dienstklassen ko¨nnen aber unterstu¨tzt werden, wenn nur ein Teil der Ka-
pazita¨t fu¨r zeitkritische Verbindungen vergeben wird.
Problematisch wird es, dass der tragbare Verkehr bei wenig Frequenzen stark von der
Sendeaktivita¨t innerhalb benachbarter Funkzellen abha¨ngig ist. Steigt in einer Nachbar-
zelle das Verkehrsaufkommen, z.B. durch einen FTP-Download oder Aufruf einer WWW-
Seite, bricht in den Gleichkanalzellen die Kapazita¨t voru¨bergehend zusammen.
9.4.1.4 APT u¨bergreifende LA/TxPC-Steuerung
In Abs. 5.4, S. 44 wurde eine auf der kombinierten LA/TxPC-Steuerung aufbauende Er-
weiterung vorgestellt, die die Unterstu¨tzung von Dienstklassen verbessert: Zwischen den
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APTs ausgetauschte Informationen u¨ber das Verkehrsaufkommen, wird bei der Steuerung
der Sendeleistung von Gleichkanal-APTs beru¨cksichtigt. Bei den durchgefu¨hrten Simula-
tionen wird davon ausgegangen, dass jeweils die sechs umliegenden APTs informiert wer-
den. Die Parameter fu¨r den in Abs. 5.4, S. 44 vorgestellten Algorithmus sind in Tab. 9.13
zusammengefasst:
Tabelle 9.13: Simulationsparameter zur zentralisierten Sendeleistungssteuerung
Parameter Wert
Reduzierung
Reduzierung bei weniger als 10 (best effort) LCH Paketen
Prozentualer Anteil 10%
Maximale Anzahl LCH Pakete 5 ≈ 1 Mbit/s
Erho¨hung
Erho¨hung bei mehr als 10 (best effort) LCH Paketen
Prozentualer Anteil 10%
Maximale Anzahl LCH Pakete 5 ≈ 1 Mbit/s
Anpassung alle 10 MAC Rahmen
In den Abbn. 9.38 und 9.39 ist der GoS u¨ber dem mittleren Angebot der priorisierten
Verbindungen fu¨r das 7er und das 9er Cluster dargestellt. Zum Vergleich sind die aus
den vorherigen Abschnitten bekannten GoS-Kurven eingezeichnet, die sich ohne bzw. mit
Hintergrundverkehr ergeben.
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Deutlich erkennt man die Steigerung des tragbaren Verkehrs bei Informationsaus-
tausch. Das Verfahren beruht darauf, dass rechtzeitig, d.h. vor dem Verbindungswunsch,
die U¨bertragungskapazita¨t fu¨r niedrig priorisierte Dienste reduziert wird, so dass bei je-
dem APT ausreichend Kapazita¨t als Reserve zur Verfu¨gung steht. Der tragbare Verkehr
der priorisierten Dienstklasse wird also auf Kosten des niedrig priorisierten (best-effort)
Verkehrs reduziert.
Dies erkennt man auch aus Tab. 9.14, S. 111. Bei der Clustergro¨ße 7 wird die Datenrate,
die dem best-effort Dienst zur Verfu¨gung steht, um 28% reduziert, wobei der Zuwachs bei
der priorisierten Dienstklasse lediglich 14% betra¨gt.
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Tabelle 9.14: Steigerung des priorisierten Verkehrs durch die u¨bergreifende LA/TxPC-
Steuerung
Clustergro¨ße ohne zentralisiert
priorisierter Verkehr 4.7Mbit/s 5.4Mbit/s(=+14%)7
Hintergrundverkehr 7.7Mbit/s 5.5Mbit/s(=-28%)
priorisierter Verkehr 5.4Mbit/s 5.9Mbit/s(=+9%)9
Hintergrundverkehr 8.7Mbit/s 6.2Mbit/s(=-28%)
9.4.2 Kana¨le im Zeit- und Frequenzbereich
Im vorhergehenden Abschnitt wurden die Auswirkungen einer unzureichenden Kanalzahl
auf das H/2 System verdeutlich: Bei drei oder vier Frequenzkana¨len ist eine dynami-
sche Zuweisung der Frequenzkana¨le und eine Unterstu¨tzung von Dienstklassen aufgrund
der starken Interferenz nicht mo¨glich. Fu¨r H/2 stehen zwar 19 (innen) bzw. 9 (außen)
Frequenzkana¨le zur Verfu¨gung, allerdings ko¨nnen diese auch durch andere, konkurrierende
Systeme benutzt werden, so dass die tatsa¨chlich verfu¨gbare Kanalzahl deutlich kleiner sein
kann. Bei dem in Abs. 6.1.2, S. 48 vorgestellten Ansatz wird die Anzahl der Kana¨le durch
die Unterteilung des Frequenzkanals in Zeitkana¨le erho¨ht. Abha¨ngig von der beno¨tigten
U¨bertragungskapazita¨t verwendet ein AP ein oder mehrere dieser TDM-Kana¨le, die u¨ber
viele Rahmen genutzt werden.
Die Vergabe der TDM-Kana¨le kann dezentral erfolgen, d.h. jeder APT wa¨hlt unge-
nutzte (leise) Kana¨le basierend aufgrund von Messungen aus. Eine zentrale Vergabe ist
ebenfalls mo¨glich. Im Folgenden werden beide Mo¨glichkeiten verglichen; als Referenz die-
nen Ergebnisse bei Verwendung von Frequenzkana¨len (ohne TDM-Kana¨le) aus Abs. 9.4.1.1,
S. 106.
Der vom APT erzeugte MAC Rahmen wird in Zeitschlitze als Basis fu¨r TDM-Kana¨le
unterteilt. Da sich fu¨r die einzelnen Kana¨le unterschiedliche Interferenzsituationen ergeben
ko¨nnen, muss der PHY-Modus getrennt fu¨r jeden TDM-Kanal festgelegt werden.
Die Parameter, die fu¨r die Untersuchung der TDM-Kana¨le verwendet wurden, sind in
Tab. 9.15 zusammengefasst.
Tabelle 9.15: Simulationsparameter zur Untersuchung bei Verwendung von TDM-Kana¨len
Parameter Wert
Verfu¨gbare Frequenzen 3, 4, 7, 9
Sendeleistungssteuerung nein
Zahl der Dienstklassen 1
Schedulingverfahren EDD, vgl. Abs. 8.5, S. 78
Besonderheiten MAC Rahmen aller APTs beginnen zeitgleich;
zufa¨llige Zwischenra¨ume zwischen PDU Trains,
damit die Sendeaktivita¨t in den verwendeten
TDM-Kana¨le gleichma¨ßig verteilt ist.
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Tabelle 9.16: Simulationsparameter zur zentralisierten Vergabe der TDM-Kana¨le
Parameter Wert
Neuvergabe der TDM-Kana¨le alle 10 MAC Rahmen oder nach A¨nderung des
Verkehrsaufkommen
Sortierung der TDM-Kana¨le mo¨glichst zeitlich aufeinanderfolgende Kana¨le
9.4.2.1 Zentral koordinierte dynamische Kanalvergabe
Zahl der Kana¨le pro Rahmen
Ein wichtiger Parameter ist die Anzahl der Kana¨le pro MAC Rahmen bzw. deren Zeit-
schlitzla¨nge. Da die Gesamtla¨nge des MAC Rahmens gegeben ist, nimmt mit steigender
Kanalzahl die zeitliche Dauer ab, die einem Kanal im MAC Rahmen zugeordnet ist. Durch
die steigende Anzahl kann die Kapazita¨t einerseits den APTs genauer zugewiesen werden,
was vorteilhaft ist. Gleichzeitig wird die Kanalkapazita¨t durch Aufteilung der PDU Trains
auf mehrer TDM-Kana¨le (zusa¨tzliche Pra¨ambeln und Signalisierungsaufwand) und stei-
genden Anteil des unbenutzten Anteiles eines TDM-Kanals (Gro¨ße eines LCH-Pakets) ab.
Die Simulationsparameter sind in Tab. 9.17 zusammengefasst.
Tabelle 9.17: Simulationsparameter zur Untersuchung der Abha¨ngigkeit des GoS von der An-
zahl der TDM-Kana¨le pro MAC Rahmen
Parameter Wert
Verfu¨gbare Frequenzen 4, 7
TDM-Kana¨le pro MAC Rahmen 2, 5, 10, 20, vgl. Tab. 6.2, S. 51
In den Abbn. 9.40 und 9.41 ist der GoS in Abha¨ngigkeit von der Anzahl der TDM-
Kana¨le pro MAC Rahmen aufgetragen, wenn vier bzw. sieben Frequenzen verfu¨gbar sind.
Zum Vergleich sind die bekannten Kurven ohne TDM-Kana¨le aus Abs. 9.4.1.3, S. 107
dargestellt. Man erkennt, dass bei beiden Szenarien der tragbare Verkehr bei 10 TDM-
Kana¨len maximiert wird, dass aber ein Verzicht auf TDM-Kana¨le zum gro¨ßeren Durchsatz
fu¨hrt. Bei mehr TDM-Kana¨len mu¨ssen die PDU Trains ha¨ufiger auf mehrere TDM-Kana¨le
aufgeteilt werden, wodurch der Signalisierungsaufwands steigt und zusa¨tzliche Pra¨ambeln
u¨bertragen werden mu¨ssen.
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Anzahl der verfu¨gbaren Frequenzen
In diesem Abschnitt wird der tragbare Verkehr bei Verwendung von TDM-Kana¨len in
Abha¨ngigkeit von der Anzahl der verfu¨gbaren Frequenzen mit den Ergebnissen ohne TDM-
Kana¨le aus Abs. 9.4.1.1, S. 106 verglichen. Die Simulationsparameter sind in Tab. 9.18
zusammengefasst.
Tabelle 9.18: Simulationsparameter: Untersuchungen zur Anzahl der verfu¨gbaren Frequenzen
Parameter Wert
Verfu¨gbare Frequenzen 2-9
TDM-Kana¨le pro MAC Rahmen 10
Der erreichte GoS ist in Abb. 9.42 dargestellt und die relative Vera¨nderung des trag-
baren Verkehrs ist in Tab. 9.12, S. 109 aufgefu¨hrt. Auffa¨llig ist, dass bei Verwendung von
TDM-Kana¨len der tragbare Verkehr immer geringer als bei Verzicht auf TDM-Kana¨le ist,
und dass der Unterschied mit abnehmender Zahl von Frequenz zunimmt. Die Ursache
ist die Kapazita¨t, die fu¨r Signalisierungsinformationen (FCHs) und Pra¨ambeln zusa¨tzlich
beno¨tigt wird, wenn PDU Trains auf mehrere TDM-Kana¨le aufgeteilt werden mu¨ssen.
Weiterhin kann ein TDM-Kanal aufgrund der festen Gro¨ße der LCH-Pakete i.d.R. nicht
vollsta¨ndig zur U¨bertragung benutzt werden. Die steigende Abweichung bei kleineren
Clustergro¨ßen hat zwei Gru¨nde: Einerseits werden durch das geringere CIR vermehrt ro-
bustere PHY-Modi verwendet, die fu¨r die U¨bertragung mehr Zeit beno¨tigen, so dass die
Zeitintervalle nur unvollsta¨ndig ausgenutzt werden. Weiterhin verwendet der Vergabeal-
gorithmus keine Kombinationen aus TDM-Kana¨len (Pattern), bei denen es bereits wegen
eines zu geringen CIRs Probleme gegeben hat. Anderseits erfolgt der Abbruch einer Ver-
bindung aufgrund einer zu hohen PER erst relativ spa¨t, vgl. Tab. 9.7, S. 105, was ein
Vorteil fu¨r die Frequenzvergabe ist.
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Unterstu¨tzung verschiedener Dienstklassen
Bei den Untersuchungen zur Dienstgu¨teunterstu¨tzung bei Verwendung von Frequenzver-
gabe wurde festgestellt, dass bei geringer Kanalzahl die resultierenden Auswirkungen
fu¨r die priorisierten Verbindungen unter Umsta¨nden nicht bedient werden ko¨nnen, vgl.
Abs. 9.4.1.3, S. 107.
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Tabelle 9.19: Vera¨nderung des tragbaren Verkehrs durch Einsatz von TDM-Kana¨len
Clustergro¨ße 2 3 4 7 9
Frequenzkana¨le ([Mbit/s]) – 2.7 4.1 5.7 6.3
TDM-Kana¨le ([Mbit/s]) 1.05 1.64 3.4 5.5 6.1
Vera¨nderung – -39% -17% -4% -3%
In diesem Abschnitt werden die Mo¨glichkeiten aufgezeigt, die durch die zentralisier-
te Vergabe der TDM-Kanda¨le entstehen. Die zusa¨tzlichen Parameter sind in Tab. 9.20
zusammengefasst.
Tabelle 9.20: Simulationsparameter zur Untersuchung der Dienstklassenunterstu¨tzung
Parameter Wert
Verfu¨gbare Frequenzen 2, 3, 4, 7, 9
TDM-Kana¨le pro MAC Rahmen 10
Zahl der Dienstklassen 2
In den Abbn. 9.43 und 9.44, S. 115 sind die GoS Kurven dargestellt; als Referenz
dienen wieder die Ergebnisse der Frequenzvergabe aus Abs. 9.4.1.3, S. 107. Aus Gru¨nden
der U¨bersichtlichkeit sind die Ergebnisse auf zwei Abbildungen aufgeteilt.
Da bei der Aufteilung der Kapazita¨t zwischen den APTs die Dienstklasse beru¨cksichtigt
wird, vgl. Abs. 6.3.2, S. 58, entstehen durch den Hintergrundverkehr keine Auswirkungen
auf den tragbaren, priorisierten Verkehr. Entsprechend erkennt man in den Abbildungen,
dass sich mit TDM-Kana¨len eine signifikante Steigerung des tragbaren Verkehrs gegenu¨ber
der Frequenzkanalvergabe ergibt, falls Hintergrundverkehr vorhanden ist.
Tabelle 9.21: Steigerung des tragbaren priorisierten Verkehrs durch Einsatz von TDM-Kana¨len
bei Hintergrundverkehr
Clustergro¨ße 2 3 4 7 9
Frequenzkana¨le mit
Hintergrundverkehr ([Mbit/s]) 0.23 0.70 4.7 5.4
TDM-Kana¨le mit
Hintergrundverkehr ([Mbit/s]) 1.05 1.64 3.4 5.5 6.1
Gewinn – 613% 386% 17% 13%
Die relativen A¨nderungen sind in Tab. 9.21 aufgefu¨hrt. Da bei drei bzw. vier Frequen-
zen die Unterstu¨tzung unterschiedlicher Dienstklassen bei Einsatz von Frequenzvergabe
nicht mo¨glich ist, ergibt sich dort eine enormer Gewinn. Auch ist erkennbar, dass mit
zunehmender Clustergro¨ße der Gewinn abnimmt, da die Da¨mpfung zwischen den Zellen
ansteigt. In Tab. 9.22, S. 115 ist die Aufteilung des getragenen Verkehrs auf die beiden
Dienstklassen dargestellt.
Aus Abb. 9.43, S. 115 wird deutlich, dass bei zwei Frequenzen und zentralisierter Ver-
gabe von TDM-Kana¨len ein deutlich gro¨ßerer Verkehr getragen werden kann, als bei vier
Frequenzen bei Einsatz von Frequenzvergabe.
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Tabelle 9.22: Aufteilung des tragbaren Verkehrs auf die Dienstklassen bei einem GoS=1%
Clustergro¨ße 2 3 4 7 9
priorisierter Verkehr ([Mbit/s]) 1.05 1.64 3.41 5.48 6.14
Hintergrundverkehr ([Mbit/s]) 0.34 0.74 1.30 4.26 4.89
Kapazita¨t ([Mbit/s]) 1.39 2.38 4.71 9.74 11.03
9.4.2.2 Dezentral koordinierte dynamische Kanalvergabe
Schwellwert zur Erkennung verfu¨gbarer Kana¨le
Bei der dezentralen Vergabe von TDM-Kana¨len erfolgt die Auswahl basierend auf Mes-
sungen, die durch die WTs und den APT durchgefu¨hrt werden. Ein wichtiger Parameter
ist der Interferenzpegel (Schwellwert), der maximal erreicht werden darf, damit ein Kanal
noch verwendet werden kann.
Je kleiner dieser Schwellwert ist, desto ruhiger muss ein Kanal sein. Kleinere Werte
vergro¨ßern also den erforderlichen Wiederholabstand und reduzieren damit die Zahl der
verfu¨gbaren Frequenzkana¨le; verbessern aber die Kanalqualita¨t. Bei gro¨ßeren Schwell-
werten kann ein TDM-Kanal in einem kleineren geometrischen Abstand wiederverwendet
werden; gleichzeitig steigt das Risiko, dass durch die Belegung eines Kanals durch einem
Gleichkanal-APT die Datenrate aufgrund des resultierenden CIRs so stark reduziert wird,
oder dass das CIR nicht mehr durch die LA ausgeglichen werden kann, so dass Verbindun-
gen abgebrochen werden mu¨ssen, wenn kein alternativer bzw. zusa¨tzlicher TDM-Kanal
verfu¨gbar ist. Die verwendeten Simulationsparameter sind in Tab. 9.23 zusammengefasst.
Tabelle 9.23: Simulationsparameter zur Ermittlung des Schwellwert-Einflusses
Parameter Wert
verfu¨gbare Frequenzen 4
TDM-Kana¨le pro MAC Rahmen 5
Zahl der Dienstklassen 1
Schwellwert zur Erkennung verfu¨gbarer Kana¨le -77 dBm. . .-82 dBm
In Abb. 9.45, S. 116 ist der GoS in Abha¨ngigkeit des tragbaren Verkehrs fu¨r unterschied-
liche Schwellwerte dargestellt. Deutlich ist sichtbar, dass bei einem Schwellwert von -80 dB
der tragbare Verkehr maximiert wird. Weiterhin ist erkennbar, dass der tragbare Verkehr
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Abbildung 9.45: Abha¨ngigkeit des GoS vom
Schwellwert zur Erkennung
verfu¨gbarer TDM-Kana¨le
im Vergleich zur DFS deutlich gesteigert werden kann. In Tab. 9.24 ist die Wahrschein-
lichkeit eines Verbindungsabbruches fu¨r verschiedene Schwellwerte aufgefu¨hrt. Deutlich
ist die Zunahme der Abbruchwahrscheinlichkeit mit steigendem Schwellwert sichtbar.
Tabelle 9.24: Wahrscheinlichkeit fu¨r den Abbruch einer Verbindung in Abha¨ngigkeit vom
Schwellwert zur Erkennung verfu¨gbarer TDM-Kana¨le (mittleres Angebot pro
APT betra¨gt 1Mbit/s)
Schwellwert [dBm] -77 -78 -79 -80 -81 -82
Verbindungsabbru¨che 0.10% 0.07% 0.005% 0.005% 0.0% 0.0%
Fu¨r die folgenden Simulationen wird aufgrund dieses Ergebnisses ein Schwellwert von
-80 dBm verwendet.
Anzahl der TDM-Kana¨le
Bereits bei der zentralisierten Vergabe wurde die Anzahl der TDM-Kana¨le untersucht. Da
dieser Parameter auch Auswirkungen auf die Ha¨ufigkeit von Kanalwechseln hat, wird der
Einfluss auch bei der dezentralen Vergabe betrachtet.
Tabelle 9.25: Simulationsparameter zur Untersuchung der Abha¨ngigkeit des GoS von der An-
zahl der TDM-Kana¨le pro MAC Rahmen
Parameter Wert
verfu¨gbare Frequenzen 4
TDM-Kana¨le pro MAC Rahmen 4-20
Zahl der Dienstklassen 1
Schwellwert zur Erkennung verfu¨gbarer Kana¨le -80 dBm
In Abb. 9.46, S. 117 ist der GoS u¨ber dem mittleren Angebot mit der Zahl der TDM-
Kana¨le als Parameter dargestellt. Im Unterschied zu der zentralen Vergabe, wo 10 TDM-
Kana¨le optimal sind, wird der Verkehr bei 5 TDM-Kana¨len maximiert. Dafu¨r gibt es zwei
Gru¨nde:
Mehr TDM-Kana¨le bedeuten, dass jeder TDM-Kanal weniger U¨bertragungskapazita¨t
zur Verfu¨gung stellt. Um auf Lastschwankungen oder Kanalqualita¨tsvera¨nderungen zu
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reagieren, nimmt die Ha¨ufigkeit von Kanalbelegungen/-freigaben mit steigender Anzahl
von TDM-Kana¨len zu - dadurch wird auch die Wahrscheinlichkeit fu¨r Verbindungsabbru¨-
che erho¨ht.
Im Unterschied zur zentralisierten Vergabe ist eine Umsortierung der TDM-Kana¨le zur
Erzeugung mo¨glichst zusammenha¨ngender U¨bertragungsbereiche nicht mo¨glich, so dass
aufgrund der entstehenden Fragmentierung des MAC Rahmens PDU Trains ha¨ufiger auf
mehrere TDM-Kana¨le aufgeteilt werden mu¨ssen, wodurch Kapazita¨t durch den zusa¨tzli-
chen Signalisierungsaufwand (FCHs) und den erforderlichen Pra¨ambeln verloren geht.
Weiterhin wird aus Abb. 9.46 deutlich, dass, wenn man vom Extremfall mit 20 TDM-
Kana¨len pro Rahmen absieht, gegenu¨ber der dezentralen Frequenzvergabe (DFS) eine
deutliche Steigerung des tragbaren Verkehrs pro APT mo¨glich ist.
Unterstu¨tzung von Dienstgu¨te
Eine Unterstu¨tzung von Dienstklassen ist bei der dezentralen Vergabe von TDM-Kana¨len
nur bedingt mo¨glich, da zwischen den APTs keine Informationen bzgl. des Kapazita¨ts-
bedarf ausgetauscht werden und durch geeignete TDM-Kanalfreigabe nicht auf die Kapa-
zita¨tsbedu¨rfnisse benachbarter Gleichkanalstationen reagiert werden kann. Jedoch kann
der Schwellwert fu¨r die Belegung eines TDM-Kanals von der Dienstklasse abha¨ngig ge-
macht werden. Mit steigendem Verkehrsaufkommen stehen dann aufgrund der ho¨heren
Interferenz fu¨r niedrig priorisierte Verbindungen keine Kana¨le mehr zur Verfu¨gung. In
Abb. 9.47, S. 118 ist der GoS fu¨r die dezentrale Vergabe von TDM-Kana¨len mit und ohne
Hintergrundverkehr dargestellt. Man erkennt eine deutliche Reduzierung des priorisier-
ten, tragbaren Verkehrs aufgrund der gestiegenen Interferenz. Trotzdem ist der tragbare
Verkehr deutlich ho¨her als bei der dezentralen Vergabe von Frequenzkana¨len.
Zusammenfassung der wichtigsten Ergebnisse
Durch die Ergebnisse werden die Einsatzbereiche der im H/2 Standards vorgesehenen
DFS zur Kanalvergabe aufgezeigt: Solange ausreichend Frequenzkana¨le zur Verfu¨gung
stehen und nur ein Teil der Kapazita¨t fu¨r Verbindungen mit Dienstgu¨teanforderungen
beno¨tigt wird, liefert die DFS vo¨llig ausreichende Ergebnisse, auch wenn unterschiedliche
Dienstklassen unterstu¨tzt werden mu¨ssen.
Falls aber mo¨glichst viel Kapazita¨t priorisierten Verbindungen zur Verfu¨gung gestellt
werden soll und mit Hintergrundverkehr zu rechnen ist, kommt man um den Einsatz einer
zentralisierten Kapazita¨tsvergabe nicht vorbei. Die Zuteilung der Kapazita¨t muss dann
durch eine zentrale Instanz, z.B. dem APC, erfolgen. Dadurch kann der Einfluss von
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Hintergrundverkehr nahezu verhindert werden.
Ebenso kann die DFS nicht eingesetzt werden, wenn zu wenig Frequenzkana¨le zur
Verfu¨gung stehen. Durch Einsatz von TDM-Kana¨len kann die Kanalzahl deutlich erho¨ht
werden. Werden diese zentral den APTs zugewiesen, wird eine signifikante Steigerung des
tragbaren Verkehrs erreicht. Aber auch bei einer dezentralen Vergabe der TDM-Kana¨le
wird ein deutlicher Gewinn erzielt.
KAPITEL 10
Zusammenfassung
D ie Arbeit befasst sich mit dem Umgang mit den Funkbetriebsmitteln beim WLANSystem H/2. Es werden Verfahren zur Kanalvergabe und Sendeleistungssteuerung
entwickelt und ihre Leistungsfa¨higkeit bewertet. Weiterhin werden charakteristische Lei-
stungskenngro¨ßen von H/2 wie z.B. spektrale Effizienz, Auswirkungen des Fadings und ver-
schiedener Optimierungsstrategien bei der LA auf Durchsatz und Verzo¨gerung untersucht,
so dass dem Leser ein umfassendes Versta¨ndnis fu¨r das Verhalten dieses Mobilfunksystems
vermittelt wird.
Es wurde herausgearbeitet, dass es prinzipiell zwei Mo¨glichkeiten zur Verwendung ei-
nes Frequenzkanals gibt. Einerseits kann die gesamte U¨bertragungszeit mo¨glichst komplett
ausgenutzt werden, so dass eine gleichma¨ßige Verteilung der Interferenz entsteht. Durch
eine kombinierten LA/TxPC Steuerung wird die Intensita¨t der Interferenz reduziert, da-
fu¨r aber ihre Dauer erho¨ht. Fu¨r die Interferenzreduktion wird ausgenutzt, dass, falls die
verfu¨gbare U¨bertragungszeit nicht ausgescho¨pft wird, die Datenrate auf dem Funkkanal
durch Wahl eines robusteren PHY-Modus reduziert und eine kleinere Sendeleistung ein-
gesetzt werden kann. Aufgrund der weniger schwankenden Interferenz vereinfacht sich die
PHY-Modus Auswahl. Da die Sendeleistung und damit die Interferenz vom Verkehrsauf-
kommen abha¨ngt, entsteht durch die Sendeleistungssteuerung eine Wechselwirkung auf
die Kapazita¨t von Gleichkanalzellen. Es wurde gezeigt, dass durch eine terminalspezifi-
sche Sendeleistungsteuerung in Downlink-Richtung, die bis jetzt im Standard noch nicht
vorgesehen ist, der tragbare Verkehr weiter gesteigert werden kann.
Anderseits kann durch Verwendung der maximalen Sendeleistung die zur U¨bertragung
der Daten beno¨tigte Zeit mo¨glichst kurz gehalten werden. Die nicht benutzten Bereiche
des MAC Rahmens ko¨nnen durch Einfu¨hrung von Zeitkana¨len anderen APTs verfu¨gbar
gemacht werden. Diese Kana¨le werden entsprechend des Verkehrsaufkommens von den
APTs belegt bzw. diesen zugewiesen. Die U¨bertragung der Daten erfolgt dann in den
verwendeten TDM-Kana¨len.
Ausgehend von diesen beiden Mo¨glichkeiten der Wahl von Sendeleistung und PHY-
Modus werden verschiedene Verfahren zur Kanalvergabe entwickelt.
Bei Verwendung von Frequenzkana¨len wird gezeigt, dass bei ausreichender Zahl von
Kana¨len sowohl die dezentrale Vergabe als auch die Unterstu¨tzung von Dienstklassen mo¨g-
lich ist, wenn die Abha¨ngigkeit der Datenrate vom Verkehrsaufkommen in den Nachbar-
zellen bedacht wird, d.h. nur ein Teil der verfu¨gbaren Kapazita¨t fu¨r Verbindungen mit
Dienstgu¨teanforderungen verwendet wird. Problematisch wird es allerdings, wenn nur eine
geringe Zahl von Frequenzkana¨len zur Verfu¨gung steht: Bei geringer Auslastung ist dann
das System dank der TxPC gerade noch betreibbar. Wenn allerdings das Verkehrsaufkom-
men in benachbarten Funkzellen ansteigt, oder durch die DFS keine optimale Verteilung
der Frequenzkana¨le erreicht wird, was i.d.R. der Fall ist, bricht der Verkehr zusammen
und eine Versorgung in den Randbereichen der Funkzelle ist nicht mehr mo¨glich.
Durch den Einsatz der TDM-Kana¨le wird die Kanalzahl deutlich erho¨ht, so dass auch
bei einer sehr geringen Anzahl von Frequenzen große Fla¨chen durch entsprechend vielen
APTs abgedeckt werden ko¨nnen. Selbst bei dezentraler Vergabe der TDM-Kana¨le wird
der tragbare Verkehr deutlich gesteigert, vgl. Abs. 9.4.2.2, S. 115. Die leistungsfa¨higste
Variante ergibt sich, wenn die TDM-Kana¨le zentral vergeben werden. Durch die Beru¨ck-
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sichtigung von Dienstklassen der Verbindungen kann eine ungewollte Wechselwirkung bei
der Aufteilung der Kapazita¨t zwischen den APTs vermieden werden.
Die Ergebnisse dieser Arbeit lassen sich teilweise auf das WLAN System IEEE 802.11a
u¨bertragen, da beide Systeme ein anna¨hrend identischen PHY-Layer verwenden.
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