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Дослідження втоми матеріалів − особливо актуальна задача механіки. Міцність 
та надійність елементів конструкцій варто оцінювати з огляду на велике число діючих 
чинників. Нейронні мережі (НМ) − новітній підхід, котрим можна з великою точністю 
розв’язувати задачі механіки матеріалів.  
НМ нагадує людський мозок, котрий формують клітини (нейрони). Дані надхо-
дять у мережу, котра навчається на них, також, застосовано ідею синаптичних ваг [1]. 
Багатошарові НМ складаються з дуже великої, хоча й скінченної, кількості 
елементів, що утворюють вхідний шар, один або декілька прихованих шарів обчислю-
вальних нейронів і одного вихідного шару. Вхідний сигнал передають по мережі у пря-
мому напрямку − від шару до шару. Такі мережі, зазвичай, називають багатошаровими 
персептронами, котрими досить точно розв’язують різноманітні задачі. Архітектуру 
багатошарової НМ зображено на рис. 1 [2]. 
 
Рисунок 1. Архітектура багатошарової нейронної мережі 
 
Таким чином, приховані шари не є частиною входу або виходу мережі. Перший 
прихований шар отримує сигнал із вхідного шару, після чого надсилає його на наступ-
ний прихований шар, і т.д., аж до виходу з мережі. Обчислювальна потужність багато-
шарового персептрона полягає у його здатності до навчання на власному досвіді та ме-
тоді зворотного поширення помилки. Ідея останнього алгоритму ґрунтується на корек-
ції похибки. НМ визначає коефіцієнти зв'язків між нейронами. Алгоритм багатошаро-
вого персептрона базується на наступних формулах: 
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де i − номер входу; j − номер нейрона в шарі; l − номер шару; xijl − i-й вхідний 
сигнал j-го нейрона в шарі l; wijl − ваговий коефіцієнт i-го входу j-го нейрона шару l; 
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NETjl − сигнал NET j-го нейрона шару l; OUTjl − вихідний сигнал; F − нелінійна функція 
активації; θjl − пороговий рівень даного нейрона. 
Відомо, що помилки у нейронах вихідного шару виникають внаслідок невідомих 
помилок у нейронах прихованих шарів. Похибку вихідного нейрона обчислюють за 
формулою [3]: 
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де yprediction − прогнозований елемент вибірки; ytrue − реальне значення елемента 
вибірки;
 
p − обсяг навчальної вибірки. 
Швидкість РВТ оцінювали за допомогою багатошарової НМ. В якості входу в ме-
режу скористалися експериментальними даними K∆ та da/dN для алюмінієвого стопу 
Д16Т за коефіцієнта асиметрії циклу навантаження R = 0; 0,2; 0,4; 0,6 [4]. 
На рис. 2 зображено прогнозовані та експериментальні дані десяткового логариф-
ма швидкості РВТ da/dN від десяткового логарифма �K для R = 0, 0,2, 0,4, 0,6. 
 
Рисунок 2. Прогнозовані (yprediction) та експериментальні (ytrue) залежності десятко-
вого логарифма швидкості РВТ da/dN від десяткового логарифма �K за R = 0; 0,2; 0,4; 
0,6  
 
Отже, отримані результати показують, що багатошаровими НМ можна досить 
точно оцінювати поведінку РВТ. Зокрема, на даній вибірці досягнуто точність 97,5%. 
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