In [3], we considered an approximation of a catenoid constructed from even truncated cones that maintains minimality in a certain sense. In this paper, we consider such an approximation consisting of odd truncated cones that maintains minimality in the same sense. Through this procedure, we obtain a discrete curve approximating a catenary by exploiting the fact that it is the function that generates a catenoid. In this investigation, the theory of the Gauss hypergeometric functions plays an important role.
Introduction
In this paper, we consider the problem of approximating a catenoid, which is a minimal surface, using odd truncated cones in such a manner that maintains minimality in a certain sense. From this surface, we also obtain an approximation of a catenary in the form of a polyline that retains what we regard to be the most important property of the catenrary.
As a real-world illustration of the problem we consider, suppose we wish to form a surface from a rubber membrane. We can consider such a surface to be "stable" if it is difficult to deform, i.e., if it resists compression and tension. Only minimal surfaces are stable in this sense. For this reason, the study of minimal surfaces is important for industrial applications. Now, suppose that instead of a rubber membrane, we wish to construct a surface from plane figures. This is a common situation in industrial applications. A truncated cone can be constructed from plane figures, and thus, for such applications, it would be useful to develop methods for approximating surfaces of various types using truncated cones. Further, if we could construct surfaces that approximate minimal surfaces in such a manner that maintains minimality, they would be of great practical usefulness. Formulating such a method for constructing approximations of surfaces from truncated cones would also be important mathematically, because taking the limit of an infinite number of truncated cones, we could obtain the parametric equations of various surfaces of interest.
In this work, we approach the problem of approximating a catenoid by considering approximations of the corresponding catenary. More precisely, we consider polylines forming discrete curves that converge to the catenary. Further, we choose these polylines in such a way that the surfaces of revolution they generate are themselves minimal. Because such a polyline represents a discretization of a catenary, the problem we consider is also useful from a mathematical point of view. The function h n,2/(2m+1) (y)(0 ≤ n ≤ m) (cf. Theorem 2.4) used to construct these polylines (cf. (2.2)) has two noteworthy characteristics: It is a rational function over the rational number field Q for any n and m, and it has a closed-form expression. It is interesting that we can approximate a catenary with polylines obtained using such functions.
Main Theorem
A catenary is the curve assumed by a hanging chain. Its form is given by the function C c : t → c cosh(t/c) for a constant c > 0. The surface of revolution generated by rotating a catenary C c (t) about the t-axis is called a catenoid. Here, such a surface is denoted by R(C c (t)). The catenoid has the following special property: Every nonplanar rotationally symmetric minimal surface is congruous to a piece of a catenoid (cf. 3.5.1 in [2] ). Here, the term "minimal" means "of mean curvature zero." Now, we consider catenoids R(C c | (−1,1) ), generated by catenaries satisfying t ∈ [−1, 1], whose boundaries consist of two circles of radii a. If we choose a to be sufficiently large, then there are two such catenoids, generated by catenaries whose values of c we write c 
We call a cone whose apex is cut off by a plane parallel to its base a truncated cone. For x 0 , x 1 > 0 and ℓ > 0, let D 1,ℓ (x 0 , x 1 ) be the truncated cone whose circular edges have radii x 0 and x 1 and whose height is ℓ. Here, we do not consider the regions interior to the two circles of radii x 0 and x 1 to be part of D 1,ℓ (x 0 , x 1 ). Defining
we see that the area of D 1,ℓ (x 0 , x 1 ) is equal to π · S 1,ℓ (x 0 , x 1 ). For x 0 , x 1 , x 2 > 0 and ℓ > 0, let D 2,ℓ (x 0 , x 1 , x 2 ) be the figure consisting of the union of D 1,ℓ (x 0 , x 1 ) and D 1,ℓ (x 1 , x 2 ) attached along the circle of radius x 1 . We define D n,ℓ (x 0 , x 1 , x 2 , · · · , x n ) for n ≥ 3 similarly. The surface D n,ℓ (x 0 , x 1 , · · · , x n ) is called a piecewise truncated conical surface with length (n; ℓ), or simply a PTC surface with L-(n; ℓ). Note that the boundary of D n,ℓ (x 0 , x 1 , · · · , x n ) consists of two circles of radii x 0 and x n , and its area is given by
Next, we define
For arbitrary fixed a, b > 0 and n ∈ N := {0, 1,
is called a PTC surface with boundary condition (a, b) and length (n + 2, ℓ), or simply BCL-(a, b; n + 2; ℓ). A PTC surface D n+2,ℓ (a,
n , b) with BCL-(a, b; n+ 2; ℓ) is said to be stable if and only if the Hessian matrix of the above function is positive definite at (x
with BCL-(a, a; 2m; ℓ), the following questions come to mind: We answered these questions in [3] . The answer to the first is the following:
For n ∈ N and ℓ > 0, there exist an explicit function g n,ℓ (x) on R >0 and η n,ℓ such that for any m ∈ N, the following holds:
Moreover, we have g n,ℓ (x) = xT n 1 + ℓ 2 2x 2 = xF n, −n;
where T n is a Chebyshev polynomial of the first kind, and F is the Gauss hypergeometric series.
The answer to the second question is the following:
In this paper, we consider the same questions for another symmetric PTC surface, namely D 2m+1,ℓ (a, y m−1 , y m−2 , · · · , y 0 , y 0 , · · · , y m−2 , y m−1 , a) with BCL-(a, a; 2m + 1; ℓ). A calculation provides the following answer to the first question: Theorem 2.4. For n ∈ N and ℓ > 0, there exist an explicit function h n,ℓ (y) on {y ∈ R >0 ; y > ℓ/2} and ν n,ℓ such that for any m ∈ N, the following holds:
(1) If a > ν m,ℓ , then the equation h m,ℓ (y) − a = 0 has two positive solutions y
Moreover, we have h n,ℓ (y) = yV n 1 + 2ℓ 2 4y 2 − ℓ 2 = yF n + 1, −n;
where V n is a Chebyshev polynomial of the third kind.
The answer to the second question is 1) ). Therefore, we can regard the polylines whose vertices are specified by the sequence
as good approximations of the catenaries on [−1, 1] with boundary a.
We prove Theorem 2.4 in §3 and Theorem 2.5 in §4. In §5, by investigating specific catenaries, we determine the precision of the approximations of the catenary provided by the above polylines. Remark 2.6. We showed that E(x ± a,m,1/m ) and E(y ± a,m,2/(2m+1) ), respectively, tend to a catenoid by using the fact that the areas of R(C c ± a | (−1,1) ) are both invariant with respect to infinitesimal perturbation. However, we can demonstrate the same thing without using this fact, since we have obtained g n,
(y ± a,m,2/(2m+1) ) explicitly. Indeed, writing t := n/m, we have
Moreover
In this way, by constructing PTC minimal surfaces, we can obtain the parametric equations of the corresponding minimal surfaces. The same is true in the case of h n, 
A proof of Theorem 2.4
We denote S 1,ℓ (s, t) by S ℓ (s, t) for simplicity. Recall that
The area of D 2m+1,ℓ (a, y m−1 , y m−2 , · · · , y 0 , y 0 , · · · , y m−2 , y m−1 , a) is expressed as 2π T a,m,ℓ (y 0 , y 1 , · · · , y m−1 ). Therefore, we only have to evaluate T a,m,ℓ (y 0 , y 1 , · · · , y m−1 ) for investigating minimality and stability of this PTC surface.
In this section, we prove Theorem 2.4.
The case m = 1
For a > 0 and ℓ > 0, we consider the critical points of the function T a,1,ℓ (y 0 ) (= y 0 ℓ+ S ℓ (y 0 , a)). Note that
Thus, if y 0 is a critical point of T a,1,ℓ (y 0 ), then
Therefore, we have
Because y 0 = a does not satisfy (3.1), we obtain
If ℓ/2 > y 0 > 0 in (3.2), then a is a negative number. Therefore, we regard the righthand side of (3. 
The case m = 2
For a > 0 and ℓ > 0, we consider the critical points of the function T a,2,ℓ (y 0 , y 1 ) (= y 0 ℓ + S ℓ (y 0 , y 1 ) + S ℓ (y 1 , a) ), that is, we consider a point (y 0 , y 1 ) satisfying ∂T a,2,ℓ ∂y 0 (y 0 , y 1 ) = ∂T a,2,ℓ ∂y 1 (y 0 , y 1 ) = 0.
From the formula ∂T a,2,ℓ ∂y 0 (y 0 , y 1 ) = 0, we see that y 1 = h 1,ℓ (y 0 ). Moreover, 0 = ∂T a,2,ℓ ∂y 1 (y 0 , y 1 ) = 2y
implies that 0 = (2y
Here, if a = y 0 , then Formula (3.3) does not hold and so we have (ℓ 2 − 4y 0 y 1 )a + 4y
that is, a = 4y 
The case m = 3
We consider the critical points of
for a > 0 and ℓ > 0. If (y 0 , y 1 , y 2 ) is a critical point of T a,3,ℓ , then as in the case m = 2, we have
and a = 4y Repeating the above argument, we see that h n,ℓ (y) is defined as
for n ≥ 2 and
From Formulas (3.4), (3.5), (3.7) and (3.8), we can anticipate that h n,ℓ (y) is expressed as, for n ∈ N, h n,ℓ (y) = yF n + 1, −n;
where F (α, β; γ; x) is called the Gauss hypergeometric series and is defined as
and (α) i := Γ(α + i)/Γ(α), and so on. Indeed, we prove this Formula (3.9) in the next subsection.
Expression of h n,ℓ (y)
In this subsection, we prove that h n,ℓ (y) is expressed as (3.9) for n ∈ N. It is obvious that (3.9) with n = 0 and n = 1 are equal to (3.7) and (3.8), respectively. Therefore, we have only to show that Formula (3.9) satisfies (3.6) when n ≥ 2. The Jacobi polynomial P (α,β) n (x) is expressed as
in terms of the Gauss hypergeometric series(cf. 15.4.6 in [1] ). Hence, by this relation, we see that the right hand side of (3.9) is equal to
In addition, by using the third kind Chebyshev polynomial V n (x) which is expressed as
, we see that (3.10) can be expressed as
Consequently, we found that the right hand side of (3.9) is rewritten in terms of the third kind Chebyshev polynomial and denote this byh n,ℓ (y), that is, h n,ℓ (y) := yV n 1 + 2ℓ
So, it suffices to prove thath n,ℓ (y) satisfies the same formula as (3.6) when n ≥ 2. We remark that the third kind Chebyshev polynomial satisfies the following relation:
where
). Then, we see that
for n ≥ 2. Formula (3.13) is showed in the same way as Lemma 1 in [3] . Rearranging (3.6), we see that the formula we should show is
(3.14)
Substituting (3.11) for eachh i,ℓ (y) in the left hand side of (3.14), and using (3.12) and (3.13), we see that the left hand side of (3.14) is equal to zero. Consequently, we have h n,ℓ (y) =h n,ℓ (y) = yV n 1 + 2ℓ 2 4y 2 − ℓ 2 = yF n + 1, −n;
Moreover, Because
F n + 1, −n;
(cf. 15.1.12), we obtain h n,ℓ (y) = yF n + 1, −n;
A proof of Theorem 2.4
In this subsection, we prove Theorem 2.4. Because h n,ℓ (y) = yF n + 1, −n;
.
Therefore, h n,ℓ (y) is positive and convex on {y ∈ R >0 ; y > ℓ/2}, and
Hence, there is a unique zero point µ n,ℓ of h ′ n,ℓ (y). Moreover, if we put ν n,ℓ := h n,ℓ (µ n,ℓ ), then ν n,ℓ is the minimum of h n,ℓ (y).
The role of ν n,ℓ and minimality of Remark 3.1. We saw that h n,ℓ (y) is positive and convex on {y ∈ R >0 ; y > ℓ/2} in the above. We consider other properties of h n,ℓ (y).
From (3.15), we have h n+1,ℓ (y) > h n,ℓ (y) for n ∈ N. In addition, because
,ℓ (y) for n ∈ N. Therefore, we obtain Lemma 3.2. µ n+1,ℓ > µ n,ℓ and ν n+1,ℓ > ν n,ℓ for n ∈ N. In particular, if h 
A proof of Theorem 2.5
In this section, we prove Theorem 2.5. For this, we investigate whether D 2m+1,ℓ (a, y m−1 , y m−2 , · · · , y 0 , y 0 , · · · , y m−2 , y m−1 , a) with y n = h n,ℓ (y ± a,m,ℓ ) for n = 0, · · · , m − 1 are stable.
We denote S ℓ (s, t) by S(s, t) for simplicity.
Elements of the Hessian matrix
We 
