INTRODUCTION
A separation of a graph G is a pair (A, H) of subsets of V(G) with AuH = V (G) , such that no edge of G joins a vertex in A -H to a vertex in H -A .
Its order is IA n HI. A well-known theorem of Lipton and Tarjan [2] ( 
1.1) Let G be a planar graph with n vertices, and let w: V(G) --+ R+ be a function. Then there is a separation (A, H) of G of order ~ 2.J2,;n, such that w(A -H), w(H -A) ~ jw(V(G)).
Our object is to prove an extension of (1.1) for nonplanar graphs with a fixed excluded "minor." A graph H is a minor of a graph G if H can be obtained from a subgraph of G by contracting edges. By an H-minor of G we mean a minor of G isomorphic to H. Thus, the Kuratowski-Wagner theorem asserts that planar graphs are those without Ks-or K 3 , 3-minors. We prove the following: ( 1. 2) Let h ~ 1 be an integer, let G be a graph with n vertices and with no
Kh-minor, and let w: V(G) -+ R+ be a function. Then there is a separation (A, H) ofG of order ~ h 3 / 2 n l / 2 such that w(A-H), w(H-A) ~ jw(V(G)).
Our thanks to N, Linial, who pointed out several years ago to the second author that a result like (1.2) was probably true. We think that the expression h 3 / 2 n l / 2 in (1.2) is not the best possible, and that O(hnl/2) is the correctanswer, but have not been able to decide this. If true, this would generalize a result of Gilbert, Hutchinson, and Tarjan [1] that every graph with n vertices and genus g has a "separator" of order ~ O(gl/2nl/2) , because Kh has genus ~ Q(h 2 ). Every 3-regular expander with n vertices is a graph with no Kh -minor for h = cn l / 2 , and with no separator of size dn, for appropriately chosen positive constants c and d; and hence the estimate O( h n 1/2) would be the best possible.
We observe also that since Kh separation (A, B) of G of order
If G is a graph and X ~ V (G) , an X -flap is the vertex set of some component of G\X (the graph obtained from G by deleting X).
F then it is easy to find a separation (A, B) with A n B = X such that
If not, let the X-flaps be Lipton and Tarjan [2] gave an algorithm to find a separation (A, B) as in (1.1) in linear time. We have not been able to do as well, but we shall show the following: 
for every X -flap F. Several algorithmic applications of this result appear in [4] .
By a haven 0/ order k in G we mean a function P which assigns to each
with IXI ~ h 3 / 2 n ' / 2 there is a unique X-flap, say P(X), with w(P(X)) > !w(V(G)); and P thus defined is evidently a haven of order h 3 / 2 n l / 2 • Thus (1.4) is implied by the following: While (1.6) is more compact and more general than (1.4), it seems difficult to formulate a corresponding generalization of (1.5). We shall content ourselves, therefore, with proving (1.5) and (1.6) separately.
Let us mention an application of (1.6). A tree-decomposition of a graph G is a pair (T, W), where T is a tree and
, and for every e E £(G) there exists t E V (T) such that ~ contains both ends of e; (ii) if t l , t 2 , t3 E V(T) and t2 lies on the path between tl and t3 then ~n~s;~.
The tree-width of G is the minimum k such that there is a tree-decomposition
The following is proved in [3] : 
the number of vertices in the shortest path of J between X and u (or 00 if there is no such path). There are two cases:
Let P be a path of J between X and Y with ~ r vertices. Let
Then lSI :5 W(P)I ~ r, the subgraph of G induced on S is connected, and IS nAil =F 0 for 1 :5 i :5 k . Thus (i) holds.
Let t be the least integer with t ~ r. We observe that the proof of (2.1) is easily converted to an algorithm with running time O(km) , which, with input G, r, and AI"" ,Ak as in (2.1) (where m = W(G)I + IE(G)I), computes either a tree T as in (i) or a set Z as in (ii).
It would be desirable to replace the expression (k -1) n j r in (ii) by some f(k)njr, where f(k) = o(k), because there would be a corresponding improvement in the expression h 3 / 2 n l / 2 of (1.2). We do not know if this is possible, but we suspect not. Indeed, let G be the "cube" with vertex set 
PROOF OF THE THEOREM
First we prove (1.6), and then adapt the proof to yield an algorithm for (1.5). Let G be a graph. By a covey in G we mean a set ~ of (nonnull) trees of G, mutually vertex-disjoint, such that for all distinct C I , C 2 E ~ there is an edge of G with one end in V ( C 1 ) and the other in V ( C 2 ). Thus, if G has a covey of cardinality h then it has a Kh-minor.
Proofof(1.6). Let P be a haven in G of order h 3 / 2 n l / 2 • Choose X ~ V (G) and a covey ~ with I~I ~ h such that
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This contradicts (iv).
Since k $ h -1, it follows that IYI $ h 3 / 2 n l / 2 , and so P(Y) exists and
and let W = V(C;) u (V(G) -P(X)).
We claim that P(X') n W = 0. For suppose not.
there is a path of G between Wand P(Y) contained within P(X') and hence disjoint from X' . Since W n P (Y) = 0 , there are two consecutive vertices u, v of this path with
Since u, v are adjacent it follows that u E Xu P(X), and so
Since v ¢ W it follows from the maximality of C; that v E P(Y). Since U ¢ P(Y) we deduce that U E Y, and so
which is impossible since Ai n P(Y) = 0. This proves our claim that p(X')nW = 0. Hence, P(X') ~ P(X). Let Cjf' = (Cjf-{CJ)u{C;}; then Cjf' is a covey. We observe that
, and X' n V(C;) = z' , and (iii) V(C) n P(X') = 0 for each C = Cjf'; for P(X') n W = 0, as we have seen.
By (iv),
, and so XnV(C;) = 0. Then ~ -{C;}, X satisfy (i), (ii), and (iii), contrary to (iv). In both cases, therefore, we have obtained a contradiction. Thus our assumption that k < h was incorrect, and so k = h and G has a Kh -minor, as required. 0
Now let us convert the proof of (1.6) to an algorithm for (1.5). The main difference will be that we shall keep the sets X n V (C) as large as possible, to improve the running time. Let h, G, w be the input, and let r = Lh l / 2 n l / 2 J.
Set Xo = ~ = 0 and Bo = V(G) , and begin the first iteration. In general, at the beginning of the tth iteration, we have a subset XI_I ~ V(G) , a covey ~_I with I ~_II $ h, and a subset B I _ I ~ V (G) which is a union of XI_I-flaps, such that (4) Let G' be the restriction of G to F. We apply (2.1) to G' and AI ' ... , A k . We obtain either:
G' intersects all of AI' ... , Ak . In the first case we go to step (5), and in the second to step (6).
(5) Given T as in (4)(i), we enlarge T to a tree T' of G' with W(T)I = r (this is possible since IFI ~ r). We set XI = XI_I u V(T), ~ = ~_I U {T}, BI = F -V (1") , and return to step (I) for the next iteration.
(6) Given Z as in (4) Since
then, as in the proof of (1.6), it follows that
for any X'-flap F' of G with W(F') > !w(V(G)). Extend C; to a maximal tree T of G disjoint from each C j (j i= i) and with IV(T) n (Z U D)I ~ r. Since 0 i= Ai ~ V(C;) and IFI ~ r, it follows that IV(T) n FI ~ r, and so we may choose Z' with IZ/I = r such that
We set X t = (X t _ 1 -V(C i )) U ZI, ~ = (~_I -{CJ) u {T}, B t = D -ZI, and return to (1) 
