Abstract. We focus on a class of path-dependent problems which include path-dependent (possibly Integro) PDEs, and their representation via BSDEs driven by a cadlag martingale. For those equations we introduce the notion of decoupled mild solution for which, under general assumptions, we study existence and uniqueness and its representation via the afore mentioned BSDEs. This concept generalizes a similar notion introduced by the authors in previous papers in the framework of classical PDEs and IPDEs. For every initial condition (s, η), where s is an initial time and η an initial path, the solution of such BSDE produces a couple of processes (Y s,η , Z s,η ). In the classical (Markovian or not) literature the function u(s, η) := Y s,η s constitutes a viscosity type solution of an associated PDE (resp. IPDE); our approach allows not only to identify u as (in our language) the unique decoupled mild solution, but also to solve quite generally the so called identification problem, i.e. to also characterize the (Z s,η ) s,η processes in term of a deterministic function v associated to the (above decoupled mild) solution u.
Introduction
We focus on a family of path-dependent problems of the type
where A is a linear map from some linear subspace D(A) of the space of progressively measurable processes into the space of progressively measurable processes,
is a given vector of elements of D(A) and Γ is a carré du champs type operator defined by Γ(Φ, Φ ′ ) := A(ΦΦ ′ ) − ΦA(Φ ′ ) − Φ ′ A(Φ). Associated with this map, there is a path-dependent system of projectors (P s ) s∈Ê+ , which extends the notion of semigroups from the Markovian case, for which A is a weak generator, see Definition 3.16 . A typical example is to consider Ψ := X the canonical process, and a map A given by
2) where β, σ, γ are bounded path-dependent predictable coefficients and F is a bounded positive measure not charging 0. In (1.2), D is the horizontal derivative and ∇ is the vertical gradient intended in the sense of [15, 11] . In that case one has Γ(X, Φ) t = (σσ (1.4) We introduce a notion of decoupled mild solution which is inspired by the one for classical (I)PDEs introduced in [3, 4] , which can be represented by solutions of Markovian BSDEs. Concerning the corresponding notion for (1.1) the intuition behind is the following. We decouple the first line of equation (1.1) into
which we can also write 6) and finally The couple (Y, Z) will be called solution of the identification problem related to (f, ξ) because it can be strictly related to BSDEs driven by cadlag martingales which are one natural generalization of classical Brownian BSDEs. We consider for any (s, η) the BSDE s,η is the driving martingale of the BSDE, and is the martingale part of the process Ψ under È s,η . These BSDEs were considered in a more general framework by the authors in [4] . A significant contribution about BSDEs driven by cadlag martingales and beyond was provided by [9] and [23] . Those BSDEs have however a forward component which is modeled in law by the fixed family (È s,η ) (s,η)∈Ê+×Ω . An important application for path-dependent (I)PDEs is Theorem 5.32 that states the following. Suppose that the path-dependent SDE with coefficients β, σ, γ admits existence and uniqueness in law for every initial condition (s, η); we suppose moreover that β t , σ t (resp. γ t (·, x)) are continuous for the Skorokhod topology in ω for almost all t (resp. dt ⊗ dF a.e.), that f (·, ·, 0, 0), ξ have polynomial growth and that f is Lipschitz in (y, z) uniformly in (t, ω). Then there is a unique decoupled mild solution Y for (1.1) with Ψ := X and A given in (1.2). Moreover, both processes Y, Z appearing in (1.8) can be represented through the associated BSDEs (1.9). In particular, (1.8) gives an analytical meaning to the second process Z obtained through those BSDEs. In general the way of linking the first component Y of the solution (Y, Z) of a BSDE with the solution of a PDE is made by means of viscosity solutions. However, even when the BSDE is Markovian, this does not allow to identify Z. In particular, when γ ≡ 0, our technique allows to characterize Z as a generalized gradient even if the solution does not have the vertical derivative, contrarily to the case in [19] .
Brownian Backward stochastic differential equations (BSDEs) were introduced in [24] , after a pioneering work of [8] . When those involve a forward dynamic described by the solution X of a Brownian Markovian SDE, they are said to be Markovian, and are naturally linked to a parabolic PDE, see [25] . In particular, under reasonable conditions, which among others ensure well-posedness, the solutions of BSDEs produce viscosity type solutions for the mentioned PDE. 10) where B is a Brownian motion and for any s
Recently Brownian BSDEs of the type
(1.11)
Path-dependent PDEs of previous type have been investigated by several methods. For instance strict (classical, regular) solutions have been studied in [14, 18, 13] under the point of view of Banach space valued stochastic processes. It was shown for instance in [13, 26] that under some assumptions the
is the unique smooth solution of (1.11). Another popular approach is the one of viscosity solutions, which was considered by several authors. For instance it was shown in [16] that if f is bounded, continuous in t , uniformly continuous in the second variable, and uniformly Lipschitz continuous in (y, z) and if ξ is bounded uniformly continuous,
is a viscosity solution of (1.11) in some specific sense, where the sense of solutions involved the underlying probability. On another level, [12] considered the so called strong-viscosity solutions (based on approximation techniques), which are an analytic concept, the first under non-smoothness conditions. Another interesting approach (probabilistic) but still based on approximation (discretizations) was given by [22] . More recently, [7] produced a viscosity solution to a more general path-dependent (possibly integro)-PDE through Dynamic risk measures. In all those cases the solution Φ of (1.11) was associated to the process Y s,η of the solution couple (Y s,η , Z s,η ) of (1.10) with initial time s and initial condition η. As mentioned earlier a challenging link to be explored was the link between Z s,η and the solution of the path-dependent PDE Φ. For instance in the case of Fréchet C 0,1 solutions Φ defined on C([−T, 0]), then Z s,η is equal to the vertical derivative ∇Φ, see for instance [19] .
The paper is organized as follows. After Section 2 devoted to fix some notations and basic vocabulary, Section 3 recalls some fundamental tools from the companion paper [6] . In Section 4, we are given a general path dependent canonical class, its associated path-dependent system of projectors (P s ) s∈Ê+ and we treat BSDEs driven by a general path-dependent MAF, see Definition 3.19. In Subsection 4.2 we are given a weak generator A of (P s ) s∈Ê+ , and a corresponding abstract equation. We define the notion of decoupled mild solution of that equation and prove under some conditions, existence and uniqueness of such a solution in Theorem 4.19. In Section 5, we focus on the framework of (I)PDEs. In Subsection 5.1 (resp. 5.2) we recall some results concerning pathdependent SDEs (resp. path-dependent differential operators). In Subsection 5.3, we consider an IPDE of coefficients β, σ, γ (which when γ ≡ 0 is given by (1.4)) and Theorem 5.32 states the existence and uniqueness of a decoupled mild solution. Proposition 5.34 compares classical and decoupled mild solutions for that IPDE.
Basic vocabulary and Notations
will denote the set of functions k times differentiable with bounded continuous derivatives. A topological space E will always be considered as a measurable space equipped with its Borel σ-field which shall be denoted B(E).
Let (Ω, F ), (E, E) be two measurable spaces. A measurable mapping from (Ω, F ) to (E, E) shall often be called a random variable (with values in E), or in short r.v. If Ì is some index set, a family (X t ) t∈Ì of r.v. with values in E, will be called random field (indexed by Ì with values in E). In particular, if Ì is an interval included in Ê + , (X t ) t∈Ì will be called a stochastic process (indexed by Ì with values in E).
Given a measurable space (Ω, F ), for any p ≥ 1, the set of real valued random variables with finite p-th moment under probability È will be denoted L p (È) or L p if there can be no ambiguity concerning the underlying probability. Two random fields (or stochastic processes) (X t ) t∈Ì , (Y t ) t∈Ì indexed by the same set and with values in the same space will be said to be modifications (or versions) of each other if for every t ∈ Ì, È(X t = Y t ) = 1.
A filtered probability space Ω, F , := (F t ) t∈Ê+ , È will be called called stochastic basis and will be said to fulfill the usual conditions if the filtration is right-continuous, if the probability space is complete and if F 0 contains all the È-negligible sets. Let (Ω, F , , È) be a stochastic basis. Let Y be a process and τ a stopping time, we denote Y τ the process t → Y t∧τ . If C is a set of processes, we will say that Y is locally in C (resp. locally verifies some property) if there exists an a.s. increasing sequence of stopping times (τ n ) n≥0 tending a.s. to infinity such that for every n, Y τn belongs to C (resp. verifies the mentioned property). In this paper we will consider martingales (with respect to a given filtration and probability), which are not necessarily cadlag. We start by recalling some notions and results of Section 3 of [6] that will be used all along the paper. The first definition refers to the canonical space that one can find in [20] , see paragraph 12.63.
Notation 3.1. In the whole section E will be a fixed Polish space (a separable completely metrizable topological space), which will be called the state space.
Ω := (Ê + , E) will denote the Skorokhod space of functions from Ê + to E right-continuous with left limits (e.g. cadlag). For every t ∈ Ê + we denote the coordinate mapping X t : ω → ω(t) and we define on Ω the σ-field F := σ(X r |r ∈ Ê + ). On the measurable space (Ω, F ), we introduce initial filtration o -predictable) σ-field. Ω will be equipped with the Skorokhod topology which makes Ω to be a Polish space since E is itseld Polish (see Theorem 5.6 in chapter 3 of [17] ), and for which the Borel σ-field is F , see Proposition 7.1 in chapter 3 of [17] . This in particular implies that F is separable, as the Borel σ-field of a separable metric space.
P(Ω) will denote the set of probability measures on Ω and will be equipped with the topology of weak convergence of measures which also makes it a Polish space since Ω is Polish, see Theorems 1.7 and 3.1 in [17] chapter 3. It will also be equipped with the associated Borel σ-field. Notation 3.2. For any ω ∈ Ω and t ∈ Ê + , the path ω stopped at time t r → ω(r ∧ t) will be denoted ω t .
Definition 3.3.
A path-dependent canonical class will be a set of probability measures (È s,η ) (s,η)∈Ê+×Ω defined on the canonical space (Ω, F ). It will verify the three following items.
For every
2. for every s ∈ Ê + and F ∈ F , the mapping
This implies in particular that for every (s, η) ∈ Ê + × Ω and t ≥ s, then A path-dependent canonical class (È s,η ) (s,η)∈Ê+×Ω will be said to be progres-
Very often path-dependent canonical classes will always verify the following important hypothesis which is a reinforcement of (3.1).
Remark 3.5. By approximation through simple functions, one can easily show the following.
• For s ≥ 0 and random variable Z we have that
s,η almost all ω, provided previous expectations are finite;
• if the path-dependent canonical class is progressive, (t, ω) −→ t,ω [Z] is o -progressively measurable, provided previous expectations are finite. • For all s ∈ Ê + , the restriction of P s on B s b (Ω) coincides with the identity;
• for all s, t ∈ Ê + with t ≥ s, P s • P t = P s .
The proposition below states a correspondence between path-dependent canonical classes and path-dependent systems of projectors.
is a bijection between the set of path-dependent system of probability measures and the set of path-dependent system of projectors.
Definition 3.9. From now on, two elements in correspondence through the previous bijection will be said to be associated. Notation 3.10. Let (P s ) s∈Ê+ be a path-dependent system of projectors, and (È s,η ) (s,η)∈Ê+×Ω the associated path-dependent system of probability measures. Then for any r.v. φ ∈ L 1 (È s,η ), P s [φ](η) will still denote the expectation of φ under È s,η . In other words we extend the linear form
For the results of the whole section, we are given a progressive path-dependent canonical class (È s,η ) (s,η)∈Ê+×Ω satisfying Hypothesis 3.4 and the corresponding path-dependent system of projectors (P s ) s∈Ê+ .
Notation 3.11. For any (s, η) ∈ Ê + × Ω we will consider the stochastic basis
F t ) augmented with the È s,η negligible sets. È s,η is extended to F s,η .
We remark that, for any (s,
is a stochastic basis fulfilling the usual conditions, see 1.4 in [21] Chapter I.
So when considering conditional expectations, we will always drop the (s, η) superscript on the filtration. Definition 3.13. Let G be a sub-σ-field of F and È be a probability measure on (Ω, F ), we say that G is È-trivial if for any element G of G, then È(G) ∈ {0, 1}. Proposition 3.14. For every (s, η) ∈ Ê + × Ω, F s is È s,η -trivial. In particular, an F s,η s -measurable r.v. will be È s,η -a.s. equal to a constant.
The last notions and results of this subsection are taken from Subsection 5.3 of [6] .
From now on we are given a non-decreasing continuous function V and a couple (D(A), A) verifying the following.
Hypothesis 3.15.
D(A) is a linear subspace of the space of
o -progressively measurable processes;
A is a linear mapping from D(A) into the space of
Inspired from the classical literature (see 13.28 in [21] ) we introduce the following notion of a weak generator. 
Definition 3.17.
1. (È s,η ) (s,η)∈Ê+×Ω will be said to solve the martingale problem associ-
2. The martingale problem associated to (D(A), A) will be said to be wellposed if for every (s, η) ∈ Ê + × Ω there exists a unique È s,η verifying both items above. Indeed, the last statement allows to associate analytically to (D(A), A) a unique path-dependent system of projectors (P s ) s∈Ê+ through Definition 3.16.
Path-dependent martingale additive functionals
We now recall the notion of Path-dependent Martingale Additive Functionals that we use in the paper. This was introduced in [6] and can be conceived as a path-dependent extension of the notion of non-homogeneous Martingale Additive Functionals of a Markov processes developed in [5] . In this subsection, all results come from Section 4 in [6] . In this subsection we are again given a progressive path-dependent canonical class (È s,η ) (s,η)∈Ê+×Ω satisfying Hypothesis 3.4 and the corresponding path-dependent system of projectors (P s ) s∈Ê+ .
Definition 3.19. On (Ω, F ), a path-dependent Martingale Additive Functional, in short path-dependent MAF will be a real-valued random-field M := (M t,u ) 0≤t≤u verifying the two following conditions. 
For any
0 ≤ t ≤ u, M t,u is F o u -measurable; 2. for any (s, η) ∈ Ê + × Ω, there exists a real cadlag (È s,η , s,η )-martingale M s,η (taken equal to zero on [0, s] by convention) such that for any η ∈ Ω and s ≤ t ≤ u, M t,u = M s,η u − M s,η t È s,η a.s.Ê + × Ω. Then for every Φ ∈ D(A), Φ − · 0 A(Φ) r dV r admits for all (s, η) on [s, +∞[ a È s,η version M [Φ] s,η which is a (È s,η , s,η )-cadlag martingale. In particular, the random field defined by M [Φ] t,u (ω) := Φ u (ω) − Φ t (ω) − u t AΦ r (ω)dV r defines a MAF with cadlag version M [Φ] s,η under È s,η .
BSDEs and abstract analytical problem

BSDEs driven by a path-dependent MAF
We keep using Notation 3.1. We fix a progressive path-dependent canonical class (È s,η ) (s,η)∈Ê+×Ω verifying Hypothesis 3.4, and (P s ) s∈Ê+ the associated path-dependent system of projectors. (È s,η ) (s,η)∈Ê+×Ω will model the forward process evolution in the BSDEs.
In this section, we fix T > 0 and a non-decreasing continuous function
By a slight abuse of notation we will also say that a process indexed by 
can be equipped with the topology generated by the family of semi-norms ( · p,s,η ) (s,η)∈[0,T ]×Ω which makes it a separate locally convex topological vector space, see Theorem 5.76 in [1] .
Definition 4.2. A set C ∈ Pro
o will be said to be of zero potential if 1 C ∈ N , meaning that
A property holding everywhere in [0, T ] × Ω except on a set of zero potential will said to hold quasi surely abbreviated by q.s.
Remark 4.3. The terminology zero potential is inspired from classical potential theory in the Markovian setup, whereas the terminology quasi surely comes from the theory of capacities and is justified by the fact A is of zero potential iff sup
We now fix some some d ∈ AE * and d square integrable path-dependent MAFs (see Definition 3.19 
In relation to this driving MAF we introduce the following hypothesis, which will be in force for the rest of the section. We consider some ξ, f verifying the following hypothesis. Hypothesis 4.6.
An immediate application of Theorem 3.3 and Remark 3.4 in [4] is the following existence and uniqueness theorem. 
in the sense of indistinguishability, under probability È s,η .
Notation 4.8. For the rest of this section, at fixed (s, η) ∈ [0, T ] × Ω, the previous equation will be denoted BSDE s,η (f, ξ). Its unique solution will be denoted (Y s,η , M s,η ) and we will use the notation
. Remark 4.9. We emphasize that equation BSDE s,η (f, ξ) of the present paper corresponds to equation
The following proposition can be seen as a path-dependent extension of Theorem 5.19 in [4] . Its proof is similar to the one in the Markovian setup and is therefore postponed to the Appendix. 
Decoupled mild solutions for abstract operators
In this subsection, we assume that we are given some (D(A), A) satisfying Hypothesis 3.15 and being a weak generator of (P s ) s∈Ê+ . We recall that by Proposition 3.18, this implies that (È s,η ) (s,η)∈Ê+×Ω solves that martingale problem associated to (D(A), A) . By convention we will assume that every Φ ∈ D(A) is constant after time T (meaning Φ = Φ ·∧T ) and AΦ = 0 on ]T, +∞[. Proof. We fix Φ, Ψ ∈ D(A), (s, η) ∈ [0, T ] × Ω and the associated probability 
On the other hand, since ΦΨ belongs to D(A), we also have that
By uniqueness of the decomposition of a special semi-martingale, we can identify the predictable bounded variation part in the two previous decompositions, and we get 6) and the proof is complete.
by Cauchy-Schwarz inequality we have
The right-hand side belongs to
We will now be interested in a specific type of driving MAF N , see Definition 4.4.
We fix 
Remark 4.17. We now consider the following abstract path-dependent non linear equation.
(4.8)
Inspired by an analogous notion in the Markovian framework (see [4] ) and by the classical notion of mild solution, we introduce the corresponding notion of decoupled mild solution for a path-dependent evolution equation.
uni (see Notation 4.1) and denote Z := (Z 1 , · · · , Z d ).
1. The couple (Y, Z) will be called solution of the identification problem related to (f, ξ) or simply solution of IP (f, ξ) if for every (s, η) 
IP (f, ξ) admits a unique solution
d . By uniqueness we mean more precisely the following: if (Y, Z) and (Ȳ ,Z) are two solutions then Y andȲ are identical and Z =Z q.s. In particular, there is a unique decoupled mild solution Y of (4.8). Proof. We start establishing existence in item 1. Let Y, Z be the processes introduced in Proposition 4.10. A direct consequence of that proposition, of Lemma A.2 and of equations BSDE s,η (f, g) is that for every (s, η) ∈ [0, T ] × Ω, we have
For every
Taking the expectation, applying Fubini's theorem and using the fact that M s,η is a martingale, in agreement with Remark 3.5 we get
We now fix an integer 
Applying the integration by parts formula to Y s,η Ψ i,s,η , we get
hence integrating between s and T , by Proposition 4.10 and by Lemma A.2,
We wish once again to take the expectation and to use Fubini's theorem. Since 
. So we can take the expectation in (4.13) to get 14) where the latter equality yields from Proposition 4.10. Since
uni , by Fubini's Theorem we have
15) This shows existence in item 1. The validity of item 2. comes from the choice of (Y, Z) and by Proposition 4.10.
We will now proceed showing uniqueness in item 1. We assume the existence of U,
(4.16) We will show that U = Y and that for all (s, η),
s,η r dVr , dV ⊗ dÈ s,η a.e. hence that W = Z q.s. We fix (s, η) ∈ [0, T ] × Ω. We define the processM as being equal to 0 on [0, s] and to
We emphasize that U andM are a priori not cadlag. Applying the first line of (4.16) to (s, η) := (t, ω), we get, È s,η a.s. 17) thanks to Remark 3.5. From this we deduce that for all t ∈ [s, T ],
s,η ) fulfills the usual conditions,M admits a cadlag version which we will denoteM s,η . Then U admits on [s, T ] a cadlag version U s,η which is a special semimartingale with decomposition
where the second equality follows by the fact that U s,η is a version of U and by Lemma A.2. By (4.17), we have U
. By (4.18) together with Jensen's and Cauchy-Schwarz inequalities we have
21) where the latter term is finite because f (·, ·, 0, 0),
uni and because of the Lipschitz condition on f . So the cadlag versionM s,η ofM , belongs to H 2 0 (È s,η ). We fix again some 1 ≤ i ≤ d. Combining the second line of (4.16) with this fixed integer i, applied with (t, ω) instead of (s, η), Fubini's lemma and Remark 3.5, we get the È s,η -a.s.
Similarly as for (4.18), we deduce from (4.22) that for all t ∈ [s, T ], È s,η a.s., 
is a cadlag special semimartingale which is a È
is a cadlag version of U (resp. Ψ i ). Using (4.19) and integrating by parts, on [s, T ] we also get for U s,η Ψ i,s,η the decomposition
. (4.25) (4.24) and (4.25) provide now two ways of decomposing the special semi-martingale U s,η Ψ i,s,η into the sum of an initial value, a bounded variation predictable process vanishing at time s and of a local martingale vanishing at time s.
By uniqueness of the decomposition of a special semimartingale, identifying the bounded variation predictable components and using Lemma A.2 we get 
(4.28)
Since this holds for all (s, η), we have U = Y . On the other hand, for all i we have
This concludes the proof of uniqueness.
Decoupled mild solutions of path-dependent PDEs and IPDEs
In this section we keep using Notation 3.1, but
t∈Ê+ will denote the coordinates of the canonical process,see Notation 3.1. T > 0 will be a fixed horizon.
For the convenience of the reader, the stopped canonical process (X
Path-dependent SDEs
We now recall some notions and results concerning a family of path-dependent SDEs with jumps whose solution provide examples of path-dependent canonical classes. In this subsection, all results come from Section 5 in [6] . We will also refer to notions of [21] Chapters II, III, VI and [20] Chapter XIV.5.
Notation 5.1. For any t ∈ Ê + , we denote Ω t := {ω ∈ Ω : ω = ω t } the set of paths which are constant after time t. We also denote Λ := {(s, η) ∈ Ê + × Ω : From now on, Λ, introduced in Notation 5.1, is equipped with the induced topology and the trace σ-field.
We fix a bounded positive measure
) not charging 0, and some coefficients:
defined on the canonical space. Definition 5.3. Let (s, η) ∈ Ê + × Ω. We call weak solution of the SDE with coefficients β, σ, γ and starting in (s, η) any probability measure È s,η on (Ω, F ) such that there exists a stochastic basis fulfilling the usual conditions (Ω,F ,˜ ,È) on which is defined a d-dimensional Brownian motion W and a Poisson measure p of intensity q(dt, dx) := dt ⊗ F (dx), W, p being optional for the filtration˜ , a d-dimensional˜ -adapted cadlag processX such that È s,η =È •X −1 and such that the following holds.
Letβ,σ,γ be defined byβ t := β t •X,σ t := σ t •X for all t ∈ Ê + and γ t (·,
• for all t ∈ [0, s],X t = η(t)È a.s.;
•X t = η(s) + There are several equivalent characterizations of weak solutions of pathdependent SDEs with jumps which we will now state in our setup.
and t ≥ 0, we denote by A t f the r.v.
Proposition 5.6. Let (s, η) ∈ Ê + × Ω be fixed and let È ∈ P(Ω). There is equivalence between the following items.
1. È is a weak solution of the SDE with coefficients β, σ, γ starting in (s, η). 2. È(ω s = η s ) = 1 and, under È, (X t ) t≥s is a special semimartingale with
Theorem 5.7. Assume that for every (s, η) ∈ Ê + × Ω, the SDE with coefficients β, σ, γ and starting in (s, η) admits a unique weak solution È s,η . Then (È s,η ) (s,η)∈Ê+×Ω is a path-dependent canonical class verifying Hypothesis 3.4.
We introduce the following hypothesis on the coefficients β, σ, γ.
Hypothesis 5.8.
1. β, σ (resp. γ) are bounded and for Lebesgue almost all t (resp. dt ⊗ dF almost all (t, y)), β t , σ t (resp. γ t (·, y)) are continuous.
2. For every (s, η) ∈ Ê + × Ω there exists a unique weak solution È s,η of the SDE of coefficients β, σ, γ starting in (s, η), see Definition 5.3.
We recall two classical examples of conditions on the coefficients for which it is known that there is existence and uniqueness of a weak solution for the path-dependent SDE, see Theorem 14.95 and Corollary 14.82 in [20] .
Example 5.9. Assume that β, σ, γ are bounded. Moreover we suppose that for
we have
Finally assume that one of the two following hypotheses are fulfilled.
There exists
2. there exists c > 0 such that for all x ∈ Ê m , t ≥ 0 and ω ∈ Ω,
Then item 2. of Hypothesis 5.8 is satisfied. 
Dupire's derivatives and path-dependent stochastic calculus
We will recall here some notions and results introduced in [15] and later developed in [11] .
Definition 5.11. From now on, an o -progressively measurable process with values in Ê n for some n ∈ AE * will also be called an Ê n -valued functional. If n = 1, Φ will be said real valued functional.
We recall that such an Ê n -valued functional can also be seen (by considering its restriction on Λ) as a Borel function from Λ to Ê n , see Definition 5.1 and Proposition 5.2. In the sequel we will not distinguish between an oprogressively measurable process and its restriction to Λ.
which is clearly a closed subspace of Λ and of
This distance induces a topology on Λ T which is stronger than its natural induced topology inherited from Ê + × Ω. Definition 5.13. Let Φ be some Ê n -valued functional. Φ will be said to be continuous if it is continuous with respect to d ∞ .
The following definitions and notations are adapted from [10] .
Definition 5.14. In the whole definition, we fix Φ a real valued functional, constant after time T , ie such that Φ t (ω) = Φ t∧T (ω) for all (t, ω).
Let (s, η) ∈ Λ T . We say that Φ is vertically differentiable at (s, η) if
is differentiable in 0. The corresponding gradient at 0 is denoted ∇Φ s (η).
We say that Φ is vertically differentiable if it is vertically differentiable in (s, η) for all (s, η) ∈ Λ T . In this case, ∇Φ : (s, η) −→ ∇Φ(s, η) defined on Λ T , will be called the gradient of Φ. We remark that, whenever that derivation gradient is Borel, it defines an Ê d -valued functional. Its coordinates will be denoted (∇ i Φ) i≤d .
Similarly, we can define the Hessian ∇ 2 Φ s (η) of Φ at some point (t, η). It belongs to the space of symmetric matrices of size d and its coordinates will be denoted (∇ 2 i,j Φ s (η)) i,j≤d . Let (s, η) ∈ Λ T (implying that η is constant after time s). We say that Φ is horizontally differentiable at (s, η) ∈ Λ T , s < T ; if
admits a right-derivative at s. The corresponding derivative will be denoted DΦ s (η).
We say that Φ is horizontally differentiable if it is horizontally differentiable in (s, η) for all (s, η) ∈ Λ T such that s < T and the limit DΦ T (η) := lim s↑T DΦ s (η) exists for every η ∈ Ω T . In this case, DΦ : (s, η) −→ DΦ s (η) will be called the horizontal derivative of Φ.
If it is Borel, it defines a real valued functional. Φ will be said continuous at fixed times if for all t ∈ [0, T ], Φ t (·) : Ω t −→ Ê is continuous with respect to the sup norm on Ω t . By convention, if Ψ = DΦ, ∇Φ, ∇ 2 Φ is well-defined on Λ T , it will be extended on [0, T ] × Ω by setting Ψ t (ω) := Ψ t (ω t ) and on ]T, +∞[×Ω by the value 0.
Φ will be said left-continuous if for all
Φ will be said boundedness preserving if for any compact set K of Ê d there exists a constant C K > 0 such that for all t ∈ [0, T ] and ω ∈ Ω t taking values in K, we have |Φ t (ω)| ≤ C K .
Φ will be said to have the horizontal local Lipschitz property if for all (t, ω) ∈ Λ T , there exists C > 0 and ζ > 0 such that for all (s, η)
Notation 5.15. We denote by The following path-dependent Itô formula comes from [10] Proposition 6.1. We formulate it in our setup.
Theorem 5.17. Let È be a probability measure on the canonical space (Ω, F ). Let s ∈ [0, T ] and assume that under probability È, the canonical process X is 
in the sense of È-indistinguishability.
We recall the following elementary example. Proof. We fix (s, η). Let È be a weak solution of the SDE with coefficients β, σ, γ starting in (s, η). We show that it fulfills the martingale problem in the sense 
Since for every ω, the set of jump times {t : ∆ω(t) = 0} is countable hence Lebesgue negligible, then Φ r (ω r ) = Φ r (ω r− ), dr a.e., and so A) is a weak generator of (P s ) s∈Ê+ , which is the unique pathdependent system of projectors for which this holds. Proof. We fix Φ and 1 ≤ i ≤ d. We recall that the usual product rules apply to both the horizontal and the vertical derivative so that 
(D(A),
7) where by Lemma 5.18, the fifth equality holds since ∇ j X i is constantly equal to 1 if j = i and 0 otherwise. From now on we fix Ψ i := X i for all i and the corresponding driving MAF M [X] and we will apply the results of Subsection 4.2 to this specific setup.
We now fix ξ, f verifying Hypothesis 4.6. We will be interested in the following path-dependent non linear IPDE with terminal condition, denoted by IP DE(f, ξ): 8) where the explicit expression of Γ(Φ, X) is given by Proposition 5.27.
A Appendix: some technicalities
In all the appendix, we are in the framework of Section 4.
Lemma A.1. Letf ∈ L T sf (r, X r )dV r ] is therefore an o -progressively measurable process as the pointwise limit of thek n which are o -progressively measurable processes.
We recall the following immediate consequence of Fubini's Theorem which corresponds to Lemma 5.13 in [2] .
Lemma A.2. Let È be a probability measure on (Ω, F ) and φ, ψ be two measurable processes. If φ and ψ are È-modifications of each other, then they are equal dV ⊗ dÈ a.e.
The proof of Proposition 4.10 goes through a linearization lemma.
