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Résumé
Dans cette note le champ Hg des courbes hyperelliptiques lisses de genre g définies sur un corps algé-
briquement clos de caractéristique deux, est identifié à un champ quotient d’une variété lisse de dimension
3g + 5 par l’action d’un groupe algébrique non réductif de dimension g + 6, étendant un résultat de Vistoli.
Comme application, on montre que la description du groupe de Picard du champHg par Mumford–Vistoli
est valable en caractéristique deux. On décrit aussi la stratification de Hg au moyen de la ramification
supérieure, avec une attention particulière au lieu supersingulier.
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Abstract
In this note we describe the stack Hg of smooth hyperelliptic curves of genus g over an algebraically
closed field of characteristic two, as a quotient stack of a smooth variety of dimension 3g + 5 by a non-
reductive algebraic group of dimension g + 6, extending a well known result of Vistoli. As an application,
we show the Mumford–Vistoli description of the Picard group of the stackHg is valid in characteristic two.
We also describe the natural stratification ofHg by means of higher ramification data with special attention
to the supersingular locus. We point out that after stable compactification the stack Hg is not smooth in
codimension two.
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Dans cette note on propose une description explicite, et on met en évidence quelques pro-
priétés du champ des courbes hyperelliptiques lorsque la caractéristique du corps de base est
deux. On s’attache naturellement aux propriétés liées à la spécificité de cette caractéristique. Ces
remarques sont toutes en relation avec le caractère Artin–Schreier du quotient par l’involution
hyperelliptique. Notons par exemple qu’en genre un et caractéristique deux, les points d’ordre
deux d’une courbe elliptique se réduisent à un ou deux, et que sous les mêmes conditions, en
genre g = 2, les points de Weierstrass se réduisent à 3,2 ou 1. Rappelons que pour le genre
deux, Igusa [9] a décrit d’une part l’espace des modules grossiers M2 sur Z, et d’autre part mis
en évidence les particularités liées à la caractéristique deux (forme de Rosenhain généralisée, au-
tomorphismes, courbes supersingulières). Par exemple, les courbes de genre deux se répartissent
en trois familles, décrites par une équation non homogène de la forme Artin–Schreier, la dernière
étant la famille des courbes supersingulières :
Y 2 − Y =
⎧⎨
⎩
αX + βX−1 + γ (X − 1)−1(α,β, γ = 0),
X3 + αX + βX−1 (β = 0),
X5 + αX3.
(1.1)
Le résultat principal de cette note (Théorème 4.2) est une description du champHg sur F2 comme
champ quotient Hg = [X/G], d’une variété lisse de dimension 3g + 5 par un groupe algébrique
lisse G de dimension g + 6. Le groupe G est produit semi-direct d’un groupe vectoriel par
GL(2). Ce résultat est enrichi par le fait que Hg est, pour cette caractéristique, naturellement
stratifié au moyen du conducteur de Hasse, c’est à dire par la ramification supérieure. Si g = 2,
c’est la stratification de Igusa. On notera cependant que H1 =M1,1 (voir Remarque 4.3). En
caractéristique p  0, p = 2, il est bien connu que si g = 1 [12] , ou g = 2 [17]
Pic(Hg) =
{
Z
12Z , si g = 1,
Z
10Z , si g = 2
(1.2)
On notera aussi que si g = 1, et bien que les champs soient distincts, on a l’égalité Pic(H1) =
Pic(M1,1) (Remarque 4.3). La détermination de Pic(Hg) a été étendue à un genre arbitraire, et
caractéristique p = 2, par Arsie et Vistoli [1]. Ils considèrent manière un peu plus générale des
revêtements à groupe de Galois cyclique et diagonalisable (appelés par ces auteurs revêtements
cycliques simples).
Le second résultat de cette note (Théorème 5.2) est la description de Pic(Hg) si g  1, et
toujours sur F2. On montre que le résultat de Vistoli est correct en caractéristique deux, soit
Pic(Hg) =
{
Z
(8g+4)Z si g est impair,
Z
(4g+2)Z si g est pair
Il découle par des arguments standards de la description du champ Hg comme champ quotient
[X/G], où X est un ouvert d’un espace de représentation de G, comme cela a été remarqué par
Vistoli [1,17]. La différence dans notre cas venant principalement du fait que pour le groupe de
Galois Z2Z = μ2, les revêtements sont maintenant du type Artin–Schreier au lieu du type Kum-
mer. La description obtenue peut être vue comme une variation sur le thème des coefficients
a0, a1, . . . , a6 de la forme de Weierstrass généralisée en caractéristique deux [16]. On remar-
quera toutefois que Hg est encore un champ lisse, fait exceptionnel, non partagé en général
par les champs de revêtements en caractéristique positive [3,14]. Il est remarquable que l’on
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équivariantes. On remarquera cependant que la compactification stable Hg bien que lisse en
codimension un n’est pas lisse en codimension au moins deux si g  3.
Dans tout le texte, et sauf mention du contraire, un corps k est un corps algébriquement clos
de caractéristique deux.
2. Quelques calculs de Torseurs
2.1. Objets de marque locale donnée
Dans cette section on rassemble des résultats pour la plupart bien connus, mais dans une
formulation commode pour la suite, conduisant à la description du champ classifiant B(Aut(X)).
De manière générale, on sait que la classification des objets au dessus de la catégorie des
k-schémas (k corps, ou anneau de base), localement fpqc d’une marque donnée (confer. Dema-
zure et Gabriel [6, Ch. III, 5]), est équivalente à la donnée du champ classifiant BG, avec pour
groupe structural G le groupe des automorphismes de l’objet marque.
Une définition précise et plus générale est comme suit. SoitM un champ algébrique au dessus
de k, i.e. au-dessus de la catégorie des k-schémas [11]. Soit X un k-schéma, et soit P ∈M(X) un
objet distingué, l’objet marque. Disons que Q ∈M(U) est de marque P , s’il y a un morphisme
α :U → X, un recouvrement (étale) U ′ → U , tels que
Q×U U ′ ∼= P ×X U ′, donc si Isom(Q,P ×X U)(U ′) = ∅ (2.1)
On définit un champ MP (le champ des objets de marque P ), dont les objets au-dessus de U
sont les couples (Q,α :U → X), comme définis au-dessus, cette définition traduisant le fait que
Q est de marque P . Un morphisme (Q,α) → (Q′, α′) est un morphisme f :Q → Q′ au-dessus
de u :U → U ′, avec α′u = α. Ce champ n’est en fait comme on va le voir qu’une présenta-
tion différente du champ classifiant B(G/X), où G = AutX(P ) est le X-groupe algébrique des
automorphismes de P , supposé affine et lisse [11].
Proposition 2.1. Sous les hypothèses qui précédent, on a un isomorphisme de champs
MP ∼−→ B(G/X)
G = AutX(P ) étant comme indiqué, le X-groupe algébrique des automorphismes de P .
Démonstration. Rappelons brièvement la définition du morphisme MP ∼→ B(G/X) (voir [6]
pour des détails). Si (Q ∈M(U), f :U → X) est un objet de marque P , il est clair que le
U -schéma IsomU(Q,P ×X U) est de manière naturelle, c’est à dire pour l’action à droite de
G×X U , un G fibré principal de base U , i.e. un G×X U -torseur. Un morphisme entre objets de
marque P induit de manière évidente un morphisme entre torseurs associés. En sens inverse, si
on a un morphisme α :U → X, et si Q → U est un G×X U -torseur, le produit contracté1
Q×G×XU (P ×X U) (2.2)
1 Supposons le torseur Q → U , défini par un cocycle gi,j :Ui,j → G ×X U , relativement à un recouvrement étale
(Ui → U)i de U . On peut alors voir (gi,j ) comme une donnée de descente sur la collection Pi = P ×X Ui , relativement
à ce recouvrement. Cela définit un objet x ∈M(U) tel que Q = Isom(x,P ×X U).
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constructions sont clairement inverses l’une de l’autre. D’une autre manière on peut observer que
le champ M(P ) est une gerbe sur X. Cette gerbe est neutre car P en est une section sur X. Le
résultat découle alors de [11, Lemme 3.31]. 
2.2. Le champ classifiant BAut(P )
Un exemple simple qui illustre la construction précédente revient à prendre comme marque
kn, de sorte que M est dans ce cas le champ des faisceaux localement libres de rang n sur les k-
schémas. C’est le champ algébrique F ibn,X/S de [11, Théorème 4.6.2.1], avec X = S = Speck.
Les sections au dessus de U sont les fibrés vectoriels de rang n sur U , les morphismes étant
les morphismes de changement de base. Le principe qui vient d’être rappelé dit que ce champ
est isomorphe à BGL(n). Plus significatif pour la suite est le cas du groupe projectif linéaire
PGL(n) = Aut(Pn). Le champ classifiant BPGL(n) est isomorphe au champ dont les objets
sont les fibrations en Pn au dessus d’un k-schéma (schémas de Severi–Brauer).
Le cas utile pour la suite est un mélange de ces deux exemples. Fixons un faisceau localement
libre V sur P 1, de rang r  1, donc en vertu d’un théorème bien connu de Grothendieck, de la
forme
V =O(n1)⊕ · · · ⊕O(nr) (2.3)
avec n1  · · ·  nr . Soit la catégorie fibrée en groupoïdes P , dont les objets sont les couples
(D → S,E), avec D → S une fibration en P1, et E un fibré vectoriel sur D localement iso-
morphe à V , c’est à dire é tale-localement sur S de la forme
⊕r
i=1Li , où Li est inversible
de degré relatif ni . Noter que cette définition a un sens car localement pour la topologie étale
D = P1S . L’identification des objets dans cet exemple est un exercice aisé :2
Proposition 2.2.
(1) La catégorie fibrée en groupoï des P est un champ algébrique, de manière précise P ∼= BG.
(2) La marque des objets de P est (P1,V ). Le groupe G des automorphismes du modèle est le
groupe qui linéarise universellement le fibré V . Ce groupe s’insère dans une suite exacte
1 → H = Aut(V ) → G → PGL(1) → 1 (2.4)
Démonstration. Le principe général indiqué au dessus s’applique si on plonge les objets dans
un champ ambiant. Une preuve directe de l’identification (1) est aussi rapide. Le premier point
se résume essentiellement à montrer que si (D,E) et (D′,E′) sont deux objets de P au-dessus
du schéma S, alors le faisceau sur Set
(T → S) 	→ IsomT
(
(DT ,ET ), (D
′
T ,E
′
T )
) (2.5)
est représentable par un S-schéma séparé de type fini. On peut procéder en deux étapes. Soit
d’abord le foncteur IsomS(D,D′) qui est représenté par un S schéma affine. Si D = P1S , c’est un
2 On peut moduler la dé finition, par exemple en ajoutant à V une section globale. Les objets sont alors des triples
(D,E, s), s ∈ Γ (D,E). Les automorphismes sont dans ce cas assujettis à fixer la section.
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est ramené à prouver que le foncteur défini sur la catégorie des I-schémas
(U → I) 	→ IsomU
(
EU,Φ
∗(E′)U
) (2.6)
est représentable. L’argument est bien connu (voir par exemple [11, Théorème 4.6.2.1]) ; ce
foncteur est en fait représenté par un schéma affine sur I . Comme il est manifeste que l’ob-
jet (P1,V ) ∈ P(k) définit un atlas, le premier point est essentiellement clair.
Identifions maintenant la marque des objets de P . Il est clair que toute fibration en P1 de base
S est localement (pour la topologie étale) de la forme P1S , de manière équivalente, a localement
pour la topologie étale une section. Supposons donc D = P1S . Dans ce cas le module localement
libre E étant localement isomorphe à V , on peut quitte à localiser si nécessaire, supposer que
E =O
P
1
S
(n1)⊕ · · · ⊕OP1S (nr) = p
∗(V )
en désigant par p :P1S → P1k le morphisme de changement de base. Ce qui montre que la marque
est bien le couple (P1,V ).
Pour décrire le groupe des automorphismes de l’objet marque, rappelons que si un groupe
algébrique G, de multiplication μ, agit sur une variété complète X, l’action étant notée σ :G ×
X → X, une G-linéarisation d’un faisceau cohérent F , est un isomorphisme
Φ :σ ∗(F ) ∼→ p∗2(F ) (2.7)
vérifiant la relation de cocycle
(μ,1)∗Φ = p∗2,3Φ.(1, σ )∗Φ (2.8)
En général un faisceau F localement libre de rang n, invariant par G, donc tel que g∗(F ) ∼= F
pour tout g ∈ G, n’est pas G-linéarisable, cependant il le devient si le groupe G est agrandi
convenablement. L’argument rappelé en début de preuve montre qu’il existe un groupe algé-
brique G˜, et un morphisme de groupes G˜ → G, tel que les G-linéarisations de F correspondent
de manière bijective aux sections de G˜ → G. En fait il suffit d’appliquer la construction du dé-
but au couple de faisceaux (σ ∗(F ),p∗2(F )) sur G × X vu comme G-schéma par la première
projection, σ et p2 étant respectivement l’action, et la projection G×X → X, de sorte que :
G˜ = IsomG
(
p∗2(F ),μ∗(F )
) (2.9)
D’une manière simplifiée, les points de G˜ sont les couples (g,φ), avec g ∈ G, et φ un isomor-
phisme g∗(F ) ∼→ F . La loi de composition est (g,φ)(h,ψ) = (gh,ψh∗(φ)). Si on a pour tout
g ∈ G,g∗(F ) ∼= F , alors ce groupe s’insère dans une extension, généralisant (2.4) :
1 → Aut(F ) → G˜ → G → 1 (2.10)
Revenons à la situation de départ, donc F = V , X = P1. Soit Q˜ → S un G˜S -torseur. Avec ce
torseur on construit en premier un fibré en P1, qui est le fibré associé P = P˜×SG˜ P1 → S. On
construit alors un fibré vectoriel E → P , localement (sur S) isomorphe à V , en utilisant le fait
que par construction G˜ agit sur le fibré V → P1. On prend ensuite le fibré vectoriel associé :
E = Q˜×SG˜VS → P
Cette construction jointe à la précédente conduit à l’identification P ∼= BG˜, et donc donne le
résultat en ajustant les notations. 
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linéarisable que si n est pair ; il possède bien entendu une GL(2)-linéarisation canonique. En
effet soit αg :O(1) ∼→ g∗(O(1)) la linéarisation tautologique de O(1), la linéarisation canonique
de O(n) relative à GL(2) est celle donnée par α⊗ng . Cela définit la linéarisation tautologique de
V :
r⊕
i=1
α⊗nig :V
∼→ g∗(V ) (g ∈ GL(2)) (2.11)
Noter que pour cette action λ12 agit diagonalement sur V par diag(λn1 , . . . , λnr ).
On notera cependant que la linéarisation tautologique de V sous GL(2) se descend dans tous
les cas en une linéarisation sous GL(2)/μd , en notant d le pgcd des ni .
Le groupe H de la Proposition 1.2 est aisé à décrire. Supposons la partition (ni) de r =∑r
i=1 ni , prenant p valeurs distinctes k1 < · · · < kp , ki apparaissant αi fois. Alors V a une
filtration canonique F • (de Harder–Narasimhan)
0 = Fp ⊂ · · · ⊂ F 1 = E, F j/F j+1 =OP1(kj )⊕αj
En fait si V =⊕pj=1OP1(kj )⊕αj , on a Fj =⊕pm=j OP1(km)⊕(αm). En conséquence un auto-
morphisme de V respecte la filtration F •. Il est alors immédiat que H = Aut(V ) s’identifie à un
groupe produit semi-direct
H = U 
p∏
j=1
GL(αi)
expression dans la quelle le groupe unipotent U , est un sous-groupe du groupe des automor-
phismes de V induisant l’identité dans le gradué associé gr•(F •).
3. Courbes hyperelliptiques en caractéristique deux
3.1. Le champ Hg
On fixe dorénavant un corps k algébriquement clos de caractéristique deux, par exemple
k = F2. Les schémas sont des k-schémas de type fini. Rappelons qu’une courbe hyperelliptique
lisse p :C → S, de genre g  2, de base un schéma S, est une S-courbe projective lisse à fibres
connexes, munie d’un S-automorphisme involutif τ :C ∼→ C, de sorte que toute fibre géomé-
trique Cs est une courbe hyperelliptique de genre g, d’involution hyperelliptique la restriction
de τ . L’involution τ , qui est alors unique, est appelée l’involution hyperelliptique de la courbe
p :C → S. La courbe quotient D = C/τ est une fibration tordue en P1 de base S, voulant dire
que les fibres géométriques sont des P1. Notons que le quotient π :C → D est plat de degré
deux. Il est connu que la formation de D commute à tout changement de base, du fait que les
courbes sont lisses (voir par exemple [10]). Justifions d’abord que les courbes hyperelliptiques
de genre g  1 forment un champ algébrique. Si on accepte le cas g = 1, on notera que dans ce
cas l’involution n’est plus unique, cependant la définition du champ garde un sens. Une courbe
(hyper)elliptique de genre un est donc un couple (C, τ).
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dessus de h :S → S′ est comme d’habitude défini par un diagramme cartésien
C
p
f
C′
p′
S
h
S′
(3.1)
le morphisme f vérifiant alors de manière automatique la régle de commutation τ ′f = f τ ,
imposée si g = 1. Les courbes hyperelliptiques forment une catégorie fibrée en groupoïdes Hg
(ouHg,k) au dessus de la catégorie des k-schémas. De maniére plus précise on a le résultat connu
et aisé suivant [3,14] que nous énoncons sans preuve :
Proposition 3.1. Pour tout g  1, la catégorie fibrée en groupoïdesHg est un champ algébrique
de Deligne–Mumford lisse.
Une remarque cependant s’impose. La lissité du champ Hg est un fait exceptionnel, qui n’est
pas partagé par beaucoup d’autres champs de Hurwitz en caractéristique positive, du moins
lorsque la caractéristique de k divise l’ordre du groupe de monodromie. Ce fait découle par
exemple du résultat plus précis qui dit que l’anneau versel des déformations Z2Z -équivariantes
d’un point fixe formel (i.e. k[[t]]) de conducteur de Hasse m (m est forcément impair) est lisse
de dimension m+12 [3].
Nous allons proposer une description beaucoup plus explicite de Hg , et se prêtant mieux au
“calcul”, description qui rendra par ailleurs la lissité évidente. Soit p :C → S un objet de Hg ,
et soit π :C → D le revêtement associé de degré deux. La S-courbe q :D → S, est un fibré en
coniques, donc localement pour la topologie fpqc, en fait étale localement, une droite projective
P1S . Soit par ailleurs le faisceau localement libre de rang deux E = π(OC). Il est équipé d’une
part d’une involution naturelle, celle induite par τ , notée pour cette raison τ , et aussi d’une
structure de OD-algèbre ; de sorte qu’on récupère C par l’opération C = SpecD(E).
Soit la suite exacte définie en faisant le quotient par OD = ker(τ − 1) :
0 →OD → E → L→ 0 (3.2)
Soient mi (i = 1, . . . , b) les conducteurs de Hasse locaux en les b points de branchement de
courbe hyperelliptique π :C → D = P1 de genre g, définie sur le corps k. On notera que la
formule de Riemann–Hurwitz donne
g + 1 =
b∑
i=1
mi + 1
2
(3.3)
Dans la suite on posera m = g + 1.
Lemme 3.2. Soit une courbe hyperelliptique de base S. Localement sur S on a D ∼= P1S , L ∼=
O
P
1
S
(−m), de plus la suite exacte (3.2) est (localement sur S) scindée.
Démonstration. Par le théorème de Riemann–Roch on a
χ(OC) = χ(E) = deg(L)+ 2
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S affine, D = P1S , et que L=O(−m). Alors
Ext1
(O(−m),OD)= H 1(D,O(m))= H 1(S,p∗O(m))= 0
Le résultat en découle. 
Dans la suite, lorsque les conclusions du lemme sont satisfaites, donc sur un recouvrement
fpqc de S, on dira que la courbe hyperelliptique est rigidifiée3 dès lors que des identifications
D ∼= P1S et E ∼=OD ⊕OD(−m) (i.e. une section de (3.2)) sont choisies. Dans ce cas la courbe
p :C → S est déterminée de manière unique par la structure de OD-algèbre sur E = π∗(OC),
c’est à dire par la donnée de deux sections A ∈ Γ (OD(m)) et B ∈ Γ (OD(2m)).
De manière plus précise, pour toute base locale e de L=OD(−m), le carré de e est
e2 = B(e⊗2)+A(e)e (3.4)
Pour que la structure d’algèbre (3.4) définisse en tout point s ∈ S une courbe hyperelliptique, il est
nécessaire que la condition A(s) = 0 soit satisfaite. Dans le cas contraire la projection sur P1 est
radicielle ; de même si B(s) = 0, la fibre est réductible. Les conditions sur le couple (A,B) qui
assurent que la courbe C(A,B) = SpecD(E(A,B)) est hyperelliptique lisse seront explicitées ci-
dessous. Dans cette notation, on désigne par E(A,B) l’algèbre définie par la multiplication (3.4)
sur OD ⊕OD(−m). Dans ce cas on notera que l’automorphisme hyperelliptique τ de C(A,B)
a pour expression τ(e) = A(e)+ e.
On notera dans la suite R ⊂ D le diviseur de ramification (relatif) du revêtement π :C → D.
Notons toujours sous les mêmes conditions le fait élémentaire :
Lemme 3.3.
(1) Avec les notations introduites au-dessus, le diviseur F des points fixes de τ (ou diviseur de
Weierstrass) a pour équation A = 0.
(2) On a l’égalité F = R, et OC(R) ∼= π∗(L−1).
Démonstration. (1) Localement, le diviseur des points fixes de τ a un idéal engendré par les
éléments τ(ξ) − ξ , pour ξ section de OC . Il est clair que cet idéal est engendré par τ(e) − e =
A(e).
(2) Noter que pour un revêtement galoisien de groupe G entre courbes lisses, et dans le
contexte de la ramification sauvage, le diviseur de ramification, c’est à dire d’un point de vue
local l’exposant de la différente, s’exprime en fonction de la fonction d’ordre, donc des multi-
plicités des diviseurs de points fixes Fσ des éléments σ ∈ G par la formule bien connue [14,
15] :
R =
∑
σ∈G, σ =1
Fσ (3.5)
Dans notre situation G est d’ordre deux, cela donne l’égalité R = F . Le dernier point découle
immédiatement de la description locale (1). 
3 En caractéristique p = 2, l’extension (3.2) a une section canonique, du fait de la décomposition de E en sous-espaces
propres de τ , mais cela n’est plus le cas si p = 2.
J. Bertin / Bull. Sci. math. 130 (2006) 403–427 4113.2. Forme de Rosenhaim généralisée
Nous allons analyser les contraintes imposées au couple (A,B) pour que la courbe C(A,B)
soit lisse. Soit toujours S = Spec(k), avec k corps algébriquement clos de caractéristique deux.
On a D = P1 de coordonnées homogènes X,Y , et la courbe C(A,B) est décrite sur les ouverts
affines Y = 0 et X = 0, par les équations respectives4
z2 +A(x,1)z = B(x,1) resp. w2 +A(1, y)w = B(1, y) (w = ymz) (3.6)
avec
A(X,Y ) = a0Xm + · · · + amYm, B(X,Y ) = b0X2m + · · · + b2mY 2m
formes binaires, respectivement de degré m et 2m. La lissité est visiblement équivalente au fait
que les deux systèmes, dans lesquels l’indice X (resp. Y ) désigne une dérivée partielle{
A(x,1) = A′X(x,1)2B(x,1)+B ′X(x,1)2 = 0,
A(1, y) = A′Y (1, y)2B(1, y)+B ′Y (1, y)2 = 0
(3.7)
n’ont pas de solutions x (resp. y). De manière homogène, cela veut dire que les systèmes{
A(X,Y ) = A′X(X,Y )2B(X,Y )+B ′X(X,Y )2 = 0,
A(X,Y ) = A′Y (X,Y )2B(X,Y )+B ′Y (X,Y )2 = 0
(3.8)
n’ont pas de solutions (x, y) avec y = 0 pour le premier (resp. (x, y), x = 0 pour le second).
Dans la suite, on identifiera l’espace affine des couples (A,B) à Am+1 × A2m+1 = A3m+2. Les
coordonnées étant (a0, . . . , b2m). On considèrera l’espace affine A3m+2 comme muni de plusieurs
actions naturelles, d’une part de l’action de G2m
(t, s).(A,B) = (tA, sB), (t, s) ∈ (k∗)2
d’autre part de l’action du groupe unipotent Gm+1a = Γ (P1,O(m)) (groupe additif)5
α.(A,B) = (A,B + αA+ α2) (3.9)
Noter que cette action ne fait que traduire un changement de section dans la suite (3.2). Si
A = 0, le stabilisateur du point (A,B) est le groupe constant Z/2Z. En effet αA + α2 = 0
équivaut à α ∈ {0,A}.
Enfin l’action de GL(2) qui traduit un changement linéaire simultané des coordonnées
(A,B) 	→ (A ◦ σ−1,B ◦ σ−1).
Pour transcrire en des termes commodes la condition de lissité, notons d’abord le lemme
élémentaire suivant, dans lequel on note Res = Resm,4m−2 le résultant de deux formes binaires
de degrés respectifs m et 4m−2. Ce lemme montre que le polynôme Δ(A,B) jouit de propriétés
analogues à celles du discriminant [7].
4 En genre g = 2, Igusa [9] utilise le modèle birationnel (forme de Rosenhaim) xy2 + (1 + ax + bx2)y + x2(c +
dx + x2) = 0 valable en toute caractéristique. Il est aussi d’usage en caractéristique deux d’utiliser la forme plane
z2 + h(x)z = f (x), où h(x) est un polynôme de degré au plus g, et f (x) de degré 2g + 1.
5 L’action de Gm+1a n’est pas normalisée par G2m , mais seulement par le sous-groupe à 1-paramètre λ 	→ (λ,λ2). Le
groupe produit semi-direct correspondant a une interpretation claire, comme groupe assurant des changements de repères
(voir la Section 4).
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(1) Il existe un polynôme Δ(A,B) en les coefficients de A et B , tel que
Res
(
A,A′X
2
B +B ′X2
)= a20Δ, Res(A,A′Y 2B +B ′Y 2)= a2mΔ (3.10)
Les coefficients ai de A étant de poids un, et ceux de B , les bj , étant de poids deux, Δ(A,B)
est homogène de degré 8m− 4.
(2) Si m est pair, on a
Δ = Res
(
A,
A′X
2
B +B ′X2
Y 2
)
= Res
(
A,
A′Y
2
B +B ′Y 2
X2
)
(3.11)
(3) Δ est invariant par l’action de Gm+1a ; par ailleurs une substitution linéaire σ ∈ GL(2) des
variables donne Δ(A ◦ σ,B ◦ σ) = det(σ )m(4m−2)Δ(A,B).
Démonstration. 1. Utilisant le fait que k est de caractéristique deux, et que B est de degré 2m,
la formule d’Euler donne
XA′X + YA′Y = mA, XB ′X = YB ′Y
ce qui conduit à l’identité
X2
(
A′X
2
B +B ′X2
)= Y 2(A′Y 2B +B ′Y 2)+m2A2B (3.12)
Si on forme le résultant de A avec le polynôme homogène de degré 4m, X2(A′X
2
B + B ′X2),
l’égalité de dessus donne immédiatement le résultat (3.10).
2. Si m est pair, (3.12) montre que X2 divise A′Y 2B +B ′Y 2 et Y 2 divise A′X2B +B ′X2, de sorte
que dans ce cas, on bien (3.11).
3. Pour vérifier l’invariance de Δ notons que si A∗ = A, et B∗ = B + αA+ α2, alors(
A∗′X
)2
B∗ + (B∗′X)2 = A′X2B +B ′X2 + αA(A′X2)+ α′X2A2
de sorte que l’égalité
Res
(
A∗,A∗′2XB∗ +B∗′2X
)= Res(A,A′X2B +B ′X2)
découle des propriétés élémentaires du résultant [7, Chapter 12]. Pour prouver que Δ est un
semi-invariant de GL(2) de poids m(4m− 2), il suffit de vérifier ce fait, donc
Δ(A ◦ σ,B ◦ σ) = det(σ )m(4m−2))Δ(A,B)
pour
σ =
(
0 1
1 0
)
,
(
1 1
0 1
)
,
(
λ 0
0 μ
)
Dans le premier cas, avec la notation F ∗(X,Y ) = F(Y,X), on a (F ∗)′X = (F ′Y )∗ ; on peut donc
écrire
a2mΔ(A
∗,B∗) = Res (A∗, (A∗)′X2B∗ + (B∗)′X2)= Res(A∗, (A′Y 2B +B ′Y 2)∗)
= Res(A,A′Y 2B +B ′Y 2)= a2mΔ(A,B)
D’où le résultat dans ce cas. Le second cas est tout aussi immédiat. Dans le cas trois, avec la
notation F ∗(X,Y ) = F(λX,μY), on a du fait de la propriété de semi-invariance du résultant :
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(
A∗, (A∗)′X
2
B∗ + (B∗)′X2
)= Res(A∗, λ2(A′X2B +B ′X2))
= λ2m(λμ)m(4m−2) Res(A,A′X2B +B ′X2)
Le résultat découle alors de la définition de Δ. 
Si m = 1 on trouve Δ(A,B) = a20b2 + a21b0 + a0a1b1 + b21. Si m = 2, donc g = 1, et en
utilisant les conventions d’écriture usuelles [16]
A(X,Y ) = a1XY + a3Y 2, B(X,Y ) = X3Y + a2X2Y 2 + a4XY 3 + a6Y 4
on trouve6 pour Δ l’expression
Δ = a61a6 + a51a3a4 + a41a2a23 + a41a24 + a31a33 + a43
On retrouve bien l’expression du discriminant usuellement exprimé en fonction des coefficients
b2, b4, b6 , et le fait que le poids est 12 [16, p. 46].
Notons maintenant X ⊂ A3m+2 l’ouvert des couples (A,B) qui définissent (par (2.3)) des
courbes hyperelliptiques C(A,B) non singulières, et soit S = A3m+2 −X le fermé complémen-
taire. Nous allons décrire S, et donc X, en prouvant que S est l’hypersurface d’équation Δ = 0, et
qu’elle est irréductible ; en fait on prouve mieux, la forme Δ est irréductible. Dans notre situation,
caractéristique deux, on notera que le discriminant usuel perd une partie de sa signification, et
d’ailleurs n’est plus irréductible comme on le voit immédiatement avec le discriminant cubique7
27a02a32 + 4a0a23 − 18a0a1a2a3 + 4a13a3 − a12a22
qui se réduit à (a0a3 +a1a2)2 en caractéristique deux. Il faut dans le problème qui nous concerne
lui substituer Δ. Pour se convaincre de cela, débutons par un lemme qui identifie S avec Δ = 0 :
Lemme 3.5. Soit toujours C(A,B) la courbe définie par la paire (A,B) ∈ Γ (O(m)) ⊕
Γ (O(2m)). Alors C(A,B) est non singulière si et seulement si Δ(A,B) = 0. Si Δ(A,B) = 0,
et si le discriminant de la forme A est non nul, la courbe C(A,B) est nodale (eventuellement
réductible).
Démonstration. Noter que si, soit A = 0, soit B = 0, alors C(A,B) est purement inséparable
sur P1 dans le premier cas, et réductible dans le second. Par ailleurs
0 × A2m+1 ∪ Am+1 × 0 ⊂ {Δ = 0}
On peut donc se limiter maintenant à des couples (A,B) avec A = 0,B = 0. Supposons en
premier le couple (A,B) tel que a0 = 0, ou bien am = 0. Supposons par exemple a0 = 0. Alors
A(1,0) = 0, en conséquence le revêtement C(A,B) → P1 étant non ramifié à l’infini (Lemme
2.3), les points singuliers éventuels de C(A,B) sont au dessus de l’ouvert Y = 0. Si P est un tel
point, au dessus du point de coordonnées (x, y), avec y = 0, alors
A(x,y) = A′X(x, y)2B(x, y)+B ′X(x, y)2 = 0
6 L’expression complète est : Δ(A,B) = a42(a41b20 + b41) + a0a41a32b21 + a20a41a22b22 + a30a41a2b23 + a40(a41b24 + b43) +
a1a
3
2(a
4
1b0b1 +a21b31)+a21a22(a41b0b2 +a21b21b2)+a2(a31 +a0a1a2)(a41b0b3 +a21b21b3)+a41(a21b0 +b21)(a21b4 +b23)+
a0a
5
1a
2
2b1b2 + a0a61a2b1b3 + a0a21b1(a41b4 + b23)(a31 + a0a1a2)+ a20a51a2b2b3 + a20a41(a21b4 + b23)+ a30a31b3(a21b4 +
b23).
7 C’est un fait général : en caractéristique deux le polynôme de Vandermonde est symétrique, et dans l’algèbre des
polynômes symétriques est un polynôme irréductible. Le discriminant est le carré du Vandermonde.
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0 alors A(X,Y ) = A′X(X,Y )2B(X,Y ) + B ′X(X,Y )2 = 0 doit avoir une solution non triviale,
et comme a0 = 0, cette solution est (x, y) avec y = 0. Ce point définit un point singulier de
C(A,B).
L’argument est le même si am = 0. Cela prouve en particulier le résultat si a0 = 0, ou bien
am = 0. Notons en général que si on effectue un changement linéaire des variables, les courbes
C(A,B) et C(A ◦ σ,B ◦ σ) sont isomorphes. Si a0 = am = 0, on se ramène au cas a0 = 0
en effectuant un tel changement de variables x → x, y → αx + y, avec A(1, α) = 0. Cela est
toujours possible du fait que le corps de base est supposé algébriquement clos. L’argument est
licite du fait que Δ(A,B) est semi-invariant (Lemme 3.4(3)). Supposons les dernières conditions
réalisées. On peut supposer que a0 = 0 ; soit un point singulier (z0, x0) au-dessus de (x0,1).
Comme Ax(x0,1) = 0, il est clair que la courbe affine d’équation z2 +A(x,1)z = B(x,1) qui a
pour forme locale en (z0, x0)
(z − z0)2 + (z − z0)(x − x0)A∗(x) = (x − x0)2B∗(x), A∗(x0) = 0
présente un point double en (z0, x0). Si B = 0, la courbe correspondante est réductible. 
Du fait que la caractéristique est deux, on dispose aussi de l’action du groupe additif Gm+1a
sur A3m+2 décrite ci-dessus. Pour une autre description de l’hypersurface Δ = 0, introduisons le
sous ensemble Z ⊂ A3m+2 défini par la condition (A,B) ∈ Z ⇐⇒ A = 0,B = 0, et il existe une
forme linéaire  = 0 telle que
/A, 2/B (3.13)
Il a été noté que Δ(α.(A,B)) = Δ(A,B), par ailleurs il est clair que X est stable par cette action,
du fait que C(α.(A,B)) ∼= C(A,B).
Théorème 3.6. Le polynôme Δ(A,B) est irréductible, et X est l’ouvert complémentaire de l’hy-
persurface Δ = 0. On a
{Δ = 0} = Gm+1a .Z (3.14)
Démonstration. Il est immédiat de voir que si (A,B) ∈ Z alors la courbe C(A,B) est singu-
lière. Rappelons que S = {Δ = 0} est le complémentaire de X, lieu des paires (A,B) telles que
C(A,B) est singulière (Lemme 3.5). Observons d’abord que Z est un fermé irréductible8 de
(Am+1 − 0) × (A2m+1 − 0) de dimension 3m. L’image de π(Z) de Z dans Pm × P2m qui est
aussi l’image du morphisme
P1 × Pm−1 × P2m−2 −→ ([l], [A∗], [B∗]) 	→ ([lA∗], [l2B∗])
est un fermé irréductible. Comme Z est stable par l’action de G2m (définie dans la Section 3.2), le
résultat est clair, sauf peut être la dimension. Mais il est immédiat de voir que dimπ(Z) = 3m−2,
et donc dimZ = 3m. Montrons maintenant que S ⊂ A3m+2 est décrit par
S = Gm+1a .Z (3.15)
8 Si m = 1, les équations de Z sont b1 = 0, a2b2 = a2b0.0 1
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si on écrit A = lA0 pour une certaine forme linéaire l, alors si B0 est une quelconque forme de
degré 2m− 2
lim
t→0
(
A, tl2B0
)= (A,0)
Un argument analogue montre que Z ∩ (0 × A2m+1) est l’ensemble des couples (0,B), B étant
de discriminant nul.9 Observons maintenant que l’adhérence Gm+1a .Z est un fermé irréductible
de codimension un. Soit le morphisme ϕ(α, (A,B)) = (A,F = B + αA+ α2) :
ϕ :Gm+1a ×Z → A3m+2
Si (A,F ) est dans l’image de ϕ, la fibre en ce point est en bijection avec les α tels que B =
F +αA+α2 soit de discriminant nul, donc est de dimension m. De la sorte la dimension cherchée
est bien 3m+ 1.
Pour conclure, soit (A,B) ∈ S, et montrons que (A,B) ∈ Gm+1a .Z. En vertu de ce qui vient
dêtre dit, il suffit de vérifier cela en dehors d’un fermé de codimension 2, en particulier on peut
supposer que A = 0, et B = 0. Supposons alors que le point (x0, y0) soit un point “singulier” de
C(A,B), avec par exemple y0 = 0. Alors A(x0, y0) = 0, et quitte à effectuer une substitution
(A,B) 	→ (A,B +αA+α2), on peut s’arranger pour que B(x0, y0) = 0. Si B = 0, la conclusion
est claire, car alors (A,B) ∈ Gm+1a Z. Dans le cas contraire on doit avoir B ′X(x0, y0) = 0, et alors
ayant A(x0, y0) = B(x0, y0) = B ′X(x0, y0) = 0, on obtient (A,B) ∈ Z. L’inclusion opposée est
claire. En conclusion on a
S = {Δ = 0} = Gm+1a .Z
En particulier cela montre l’irréductibilité de l’hypersurface S.
Pour terminer la preuve du Théorème 3.6 reste à voir que la forme Δ est irréductible. Pour un
résultant ou discriminant ordinaire en caractéristique zéro, c’est un fait bien connu [7]. Du fait
que S est une hypersurface irréductible, il suffit de voir que Δ n’est pas de la forme Δe0 pour un
e 2.
Pour cela considérons les formes génériques
A =
m∏
i=1
(X − αiY ) ∈ k[α1, . . . , αm] = k[α],
B =
2m∑
j=0
bjX
2m−jY j ∈ k[b0, . . . , b2m]
α1, . . . , αm, b0, . . . , b2m étant une collection d’indéterminées. On a sous ces conditions
Δ(α,b) =
m∏
i=1
(
A′X
2
B +B ′X2
)
(αi,1)
9 On peut de manière analogue voir directement que 0 × A2m+1 ⊂ Gm+1a .Z. Il suffit de voir (si m 2) que l’hyper-
surface dé finie par l’annulation du discriminant d’une forme de degré 2m n’est pas stable par l’action du groupe additif
(α,B) 	→ B + α2. Par exemple en notant que la forme X2m + aXY 2m−1 n’a que des facteurs simples si a = 0.
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b2m], les corps de fractions formant une extension galoisienne de groupe Sm. Supposons avoir
Δ = Δe0, avec Δ0 nécessairement irréductible. Posons
G(X) = G(α,b)(X) = (A′X2B +B ′X2)(X,1)
alors le polynôme G a ses coefficients dans R, et par définition
∏m
i=1 G(αi) = Δe0. Observons que
G(α1) ∈ S est irréductible. Il ne peut avoir de facteur irréductible dans k[α]. En effet un tel facteur
diviserait dans k[α] les polynômes déduits de G par les spécialisations B = X2m, et B = Y 2m,
imposant à ce polynôme d’être un facteur de A′X(α1), situation clairement impossible. Du fait que
le degré en les variables b0, . . . , b2m est deux, une décomposition en facteurs irréductibles ne peut
donc être que de la forme G(α1) = uv (u, v ∈ S). On voit immédiatement comme conséquence
de l’argument précédent que u et v doivent alors être de degré un en les variables bi . Posons
u = φ0 +
2m∑
i=0
uibi, v = ψ0 +
2m∑
j=0
vjbj
(
φ0,ψ0, ui, vj ∈ k[α1, . . . , αm]
)
En developpant le produit uv (2.17), et en identifiant avec G(α1), on trouve φ0ψ0 = 0, pour tout
k = 0, . . . ,2m
ukvk =
{
α
2(2m−k−1)
1 si k est impair,
0 si k est pair
et uivj + ujvi = 0 si i = j . Supposons par exemple φ0 = 0 ; alors en utilisant les relations qui
précèdent on trouve que pour tout k, uk = 0, ceci du fait que ψ0uk = A′X2(α1)α12m−k . Cela
implique aisément vk = 0 pour tout k, ce qui est impossible. Ainsi G(α1) est irréductible dans
k[α,b]. Il est immédiat d’en déduire que la norme ∏i G(αi) est un élément irréductible de l’al-
gèbre de polynômes k[a, b].
Cela montre finalement que e = 1, donc que Δ(A,B) est irréductible. Ce raisonnement per-
met de prouver de nouveau, sans référence d’ailleurs à l’argument qui précéde, l’irréductibilité
de Δ. 
4. La stratification de Hasse du champHg
4.1. Hg comme champ quotient
Dans cette section on prouve le résultat principal, c’est à dire la description de Hg comme
un champ quotient. Comme dans les sections antérieures, le champ Hg est supposé défini sur
le corps algébriquement clos k de caractéristique deux. Comme indiqué dans l’introduction la
description que nous allons proposer peut s’interpréter comme une variante de l’utilisation de la
forme de Weierstrass (si g = 1), ou de Rosenhaim (si g  2) généralisée [9]. On observera que
si g = 1, la définition du champ rend évident le fait que H1 =M1,1.
Soit une courbe hyperelliptique p :C → S, et considérons le revêtement séparable de degré
deux π :C → D = C/τ . On garde les notations de la Section 2, en particulier τ est l’involution
hyperelliptique. On déduit de cette donnée la OD algèbre localement libre de rang deux E =
π∗(OC), et l’extension correspondante (3.2). Localement pour la topologie étale sur S, cette
donnée se trivialise en (Lemme 3.2)
D = P1S, E =OD ⊕OD(−m) (4.1)
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(Section 3.4)
(A,B) ∈ Γ (OD(m))× Γ (OD(2m))
conjointement avec le sous-fibré OD , engendré par l’élément unité. Il a été rappelé (Proposi-
tion 2.2) que l’ensemble des trivialisations de la donnée (D,E, τ ), c’est à dire le S-schéma
Isom
((
P1S,O⊕O(−m)
)
, (D,E)) (4.2)
est un torseur sous le groupe des automorphismes du modèle, et réciproquement tout torseur
sous ce groupe est de cette forme. Soit dans ce contexte le groupe G × S, donné comme G =
Aut((P1S,O ⊕O(−m)).10 On a vu que ce groupe se réalise comme un sous-groupe du groupe
qui linéarise universellement le fibré modèle OP1 ⊕OP1(−m). Il s’insère dans ce cas particulier
dans une extension
1 → H → G → PGL(1) → 1 (4.3)
H = AutP1(OP1 ⊕OP1(−m)) étant le groupe des automorphismes égaux à l’identité sur OP1 ,11
c’est à dire
H =
((
1 α
0 β
)
, α ∈ Γ (OP1(m)), β ∈ Γ (O∗S)
)
Sa structure précise, cas particulier du Lemme 2.3, est rappelée pour mémoire :
Lemme 4.1.
(1) Si m est pair, G ∼= H  PGL(1) (la suite (4.3) est scindée).
(2) Si m est impair G ∼= Γ (O(m))  GL(2)/μm.
Dans l’assertion (2) le produit semi-direct est défini relativement à l’action évidente de
GL(2)/μm sur Γ (O(m)). On a donc dans tous les cas G ∼= Γ (O(m))  GL(2)/μm.
Démonstration. (1) On considère pour tout entier n, le sous-groupe du groupe des matrices
diagonales Gm ⊂ GL(2), noyau de Gm → Gm, λ → λn. Ce sous-groupe isomorphe à μn, est
noté μn. Noter que si n est pair, il n’est pas étale ; cependant le groupe dual est toujours ZnZ . Le
faisceau O(−m) admet une PGL(1)-linéarisation canonique, qui provient par passage au quo-
tient et puissance −m de la linéarisation canonique de O(1) de groupe GL(2). Si cette dernière
est αg :O(1) ∼= [g]∗(O(1)), la section de (4.3) est
[g] 	→ ([g], α⊗−mg )
Dans le cas (2), la linéarisation de O(m) sous GL(2) factorise par GL(2)/μm. Il en résulte une
section GL(2)/μm → G ; explicitement g 	→ ([g], α⊗−mg ). Il est visible que l’image du sous-
groupe des homothéties de GL(2) est le sous-groupe(
1 0
0 
)
⊂ H
10 Rappelons que les automorphismes sont assujettis à fixer la section unité.
11 Dans cette situation il faut préciser que l’objet marque est un triplet (P1,V ,O
P1 ↪→ V ). Les automorphismes sont
ceux qui se réduisent à l’identité sur la section unité.
418 J. Bertin / Bull. Sci. math. 130 (2006) 403–427On en tire le fait que G = Γ (O(m))  GL(2)/μm. Comme cet argument ne dépend pas de la
parité de m, le résultat est donc valable dans les deux cas. 
Rappelons que le groupe G agit naturellement sur l’espace affine A3m+2 paramétrant les
couples (A,B), de sorte que l’ouvert X, complémentaire de l’hypersurface {Δ = 0} est G-stable.
L’action de G mélange l’action de GL(2), plus précisément de GL(2)/μm d’une part et celle
de H . L’action de H (exprimée à droite) qui traduit les changements de trivialisations du fibré E
est (
1 α
0 β
)(
B
A
)
=
(
β2B + βαA+ α2
βA
)
(4.4)
Le couple de sections (A,B) qui décrit la structure d’algèbre sur E une fois trivialisé, s’interprète
alors comme un morphisme G-équivariant
Isom
((
P1S,O⊕O(−m)
)
, (D,E))−→ X
Dès lors, on peut énoncer le résultat, en acceptant l’existence de Hg,Z [14] (pour la définition
d’un champ quotient, voir par exemple [11]) :
Théorème 4.2. On a un isomorphisme de champs Hg =Hg,k ∼= [X/G], [X/G] étant le champ
quotient de X par G. En particulierHg est lisse. De manière plus généraleHg,Z est lisse sur Z.
4.2. La stratification de Hasse
Soit une courbe hyperelliptique définie sur le corps k. On sait (Lemme 3.3) que le diviseur des
points fixes F de l’involution τ a dans la description qui précéde pour équation A = 0. Notons
que le sens de ce diviseur, qui est le diviseur de Weierstrass [10], devient plus clair si on fait
intervenir la ramification supérieure, c’est à dire le conducteur de Hasse en chaque point fixe Pi
(1 i  b) [3,15]. Rappelons que si P est un point fixe de τ , et si t ∈MP est une uniformisante
en P , le conducteur de Hasse mP est défini par vP (τ(t)− t) = mP +1. On sait que mi est impair.
En résumé
Lemme 4.3. On a
F =
b∑
i=1
(mi + 1)Pi, deg(F ) = 2m = 2g + 2 (4.5)
mi désignant le conducteur de Hasse en Pi . De plus si C est une courbe de base S, alors F est un
diviseur relatif sur S de degré 2m. Il existe un diviseur Z ⊂ D, de degré m, tel que F = π∗(Z).
D’une autre manière considérons les groupes de ramification supérieurs ; en Pi , le conducteur
étant mi , il sont définis par
Γ = (1, τ ) = Γ0 = · · · = Γmi  Γmi+1 = 1
Si on écrit les multiplicités mi+12 de manière décroissante, on définit de la sorte une partition
de m. Noter qu’à toute partition μ = (μ1  · · · μb > 0) de m on peut associer de cette manière
une courbe hyperelliptique de genre g. On notera pour une partition donnée μ, Hg(μ) le champ
des courbes hyperelliptiques a ramification fixée de type μ. On a le résultat aisé suivant :
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sous champ localement fermé et lisse de codimension g − b + 1 de Hg .
Démonstration. Il est clair en vertu du Théorème 4.2, et du Lemme 4.3, queHg(μ) est le champ
quotient [X(μ)/G], avec X(μ) le sous-schéma localement fermé de X dont les points sont les
couples (A,B), la forme A étant telle que Div(A) est de type μ (Lemme 4.3). Le résultat suit. 
On notera que si μ = (2,1, . . . ,1), b = m, alors l’adhérence de cette strate est un diviseur
de Hg . Pour les autres strates la codimension est au moins deux. Rappelons la formule de Crew
pour le calcul du p-rang rC d’un revêtement galoisien π : C → D, de groupe un p-groupe Q,
génériquement étale entre courbes propres, lisses, connexes, sur un corps algébriquement clos de
caractéristique p > 0 (voir par exemple [13])
rC − 1 = |Q|(rD − 1)+
∑
x∈C
(ex − 1) (4.6)
où ex désigne l’indice de ramification ex = |Qx | au point x. Cette formule montre que le long
d’une strateHg(μ), le 2-rang est constant égal à b− 1. En particulier la strate ouverte est formée
des courbes ordinaires, et la strate fermée correspondante à μ = (m), de dimension g − 1 est
constituée de courbes de 2-rang zéro.
Remarque 4.5. Précisons si g = 1 le lien entre les deux champs H1 et M1,1 (voir aussi [1]).
Notons d’abord qu’il y a un morphisme naturel
ψ :M1,1 −→H1 (4.7)
donné sur les objets par ψ(C → S,O) = (C → S, τ), avec pour τ l’involution x 	→ −x ; l’op-
posé −x est défini relativement à la loi de groupe sur E, d’unité la section O . Comme cette
involution est la seule fixant le S-point O , cela définit bien un foncteur, i.e. un morphisme de
champs. Montrons que ce morphisme est représentable, plat, fini de degré quatre. De manière
plus précise c’est le diviseur de Cartier universel F → Hg (Lemme 3.3). Cela est à près im-
médiat. Soit S →H1, un point défini par la courbe (C/S, τ). Une section au dessus de T , du
2-produit fibré M1,1 ×H1 S est la donnée d’un morphisme T → S, d’une courbe elliptique
E → T , avec section nulle O :T → E, et d’un isomorphisme équivariant relativement aux in-
volutions φ :E ∼→ C ×S T . La section O définit ainsi un T -point de F → S. Il est clair que
M1,1 ×H1 S ∼=F .
4.3. Courbes hyperelliptiques de 2-rang zéro
SoitHssg le lieu des courbes de 2-rang zéro, donc du fait de la remarque de dessus, il s’identifie
au champ quotient par G de la strate fermée définie par les paires (A,B) avec A puissance m-
ième d’une forme linéaire. Il est connu queHssg est inclus dans le lieu supersingulier, avec égalité
si g = 1,2 [8]. On peut décrire de manière plus explicite cette strate, et retrouver sous une forme
légèrement différente des résultats bien connus si g = 1,2.
Si g = 1 [16] on sait que la strate supersingulière est un champ ponctuel isomorphe à BT˜ , T˜
ètant le groupe binaire tétraédral. Il est en fait connu qu’en caractéristique deux, il y a une unique
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est T˜ [16], le résultat en découle.12
Dans le cas général, notons d’abord Cm ⊂ Am+1∗ lieu des formes non nulles de degré m, de
la forme f (X,Y ) = (uX + vY )m =∑mi=0 (mi )um−ivi . C’est un fermé irréductible dans Am+1∗ .
Il est clair que l’action de GL(2) sur Cm est transitive, ce qui assure la lissité de Cm. Soit I =
{i,0 i m, (m
i
)= 0}. Alors Cm est inclus dans le sous-espace linéaire de Am+1
L= {ai ∈ Am+1, aj = 0, ∀j ∈ I} (4.8)
Lemme 4.6. Le sous-espace linéaire L⊂ Am+1 est stable par l’action de GL(2).
Démonstration. C’est clair pour les homothéties. Il suffit donc de prouver que si
(
m
r
) = 0, alors
pour t ∈ k, la forme (X + tY )rY s(r + s = m), est dans L. Le même argument s’appliquera à
Xr(tX + Y)s . La question se résume à voir que si α  r et si (m
α
) = 0, alors (r
α
) = 0. Soit v la
valuation 2-adique (le résultat n’est pas spécifique au premier 2). On a donc
v(m!) = v(r!)+ v(s!) > v(α!)+ v((m− α)!)
soit
v
((
r
α
))
= v(r!)− v(α!)− v((r − α)!)
> v
(
(m− α)!)− v(s!)− v((r − α)!)= v((m− α
r − α
))
 0 
De manière plus précise, on a :
Proposition 4.7. Supposons m = 2rn, avec n impair. Alors Cm est isomorphe à Cn. Si m est
impair Cm s’identifie avec l’action de GL(2) au cône épointé de base P1 relatif à O(m), en
particulier Cm ∼= A2∗/μm.
Si r > 0, l’action de GL(2) sur Cm s’identifie à l’action déduite de celle sur Cn par compo-
sition avec le morphisme de Frobenius Frobr : GL(2) → GL(2).
Démonstration. Supposons m impair. Le morphisme l = uX+vY 	→ lm = a0Xm+a1Xm−1Y +
· · · + amYm s’exprime en termes des coordonnées
ai =
(
m
i
)
um−ivi (4.9)
12 La présentation qui précède permet de retrouver facilement ce résultat. Du fait que G agit transitivement sur la strate
correspondante X(2), il suffit de déterminer le groupe d’automorphisme d’un point de cette strate, par exemple celui
donné par la paire A = T 2, B = X3Y . En effet on notera que si G est un groupe algébrique, et si H est un sous-groupe
fini, alors on a un isomorphisme de champs [(H \ G)/G] ∼= BH . Pour expliciter H dans notre situation, on cherche à
résoudre l’équation d’inconnues une forme de degré deux, et le couple (u, v), u = 0
B + αY 2 + α2 = Y (uX + vY )3
Si α = α0X2 + α1XY + α2Y 2, alors cette équation équivaut au système
α0 = 0, u2v = α21 , α2 + α22 = v3
En particulier u3 = 1, et si v = 0, v3 = 1. Noter aussi que si v = 0, α32 = 1. Il est alors facile d’établir une liste complète
des 24 solutions, et d’observer que cela correspond à un groupe d’automorphismes isomorphe à T˜ .
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Rm = k
[
um−ivi
]
i /∈I , R = k
[
um,um−1v, . . . , uvm−1, vm
]
R étant l’algèbre du cône de base P1, relatif à O(m). On a l’inclusion Rm ⊂ R, conduisant au
morphisme Cm → C = SpecR − {0}. Il est immédiat de voir que ce morphisme est un isomor-
phisme G-équivariant. On a en effet Rm[ 1um ] = R[ 1um ], et Rm[ 1vm ] = R[ 1vm ]. Cela tient pour la
première égalité au fait que um−1v ∈ Rm, et que um−1vum = vu .
On peut énoncer le résultat en disant que la projection pL :C → Cm est un isomorphisme, qui
est équivariant relativement à l’action de GL(2) sur les deux termes. Noter que R est la fermeture
intégrale de Rm, et que Rm n’est pas intégralement clos si m 4, du fait que Spec(Rm) présente
un point de rebroussement à l’origine.
Si m est pair, m = 2rn, n impair, alors comme au-dessus, on a
Cm = Speck
[(
un−ivi
)2r
,
(
n
i
)
= 0
]
Si Γ ⊂ N2 est le semigroupe engendré par les (i, j), i + j = n, (n
i
) = 0, alors
Cm = Speck[2rΓ ] − {0} ∼= Speck[Γ ] − {0} = Cn ∼= A2∗
Dans cette identification, on voit immédiatement que l’action de GL(2)/μm correspond à l’ac-
tion déduite de l’action naturelle sur le cône épointé Cn, par le morphisme de Frobenius itéré
Frobr : GL(2)/μm → GL(2)/μn. Par exemple, si m = 2(g = 1), on a C2 = Speck[u2, v2] −
{0} ∼= A2∗. 
Reste à identifier l’équation du diviseur Cm × A2m+1∗ ∩ {Δ(A,B) = 0}. On a du fait de la
définition (Lemme 3.4)
Δ(A,B) = am−2 Res
(
(uX + vY )m,B ′Y 2
)= am−2B ′Y (v,u)2m (4.10)
Soit Δ(A,B) = (b1v2m−2 + b3v2m−4u2 + · · · + b2m−1u2m−2)2m. On pose si m est impair
δ(A,B) = (b1v2m−2 + b3v2m−4u2 + · · · + b2m−1u2m−2)m (4.11)
et si m est pair
δ(A,B) = (b1v2m−2 + b3v2m−4u2 + · · · + b2m−1u2m−2)m/2 (4.12)
de sorte que Δ(A,B) = δ(A,B)2 si m est impair, sinon Δ(A,B) = δ(A,B)4. Noter que δ(A,B)
est une fonction régulière sur Cn×A2m+1 (n = m dans le cas impair). C’est clair si m est impair,
et dans le cas pair noter que si on pose U = u2r , V = v2r , alors
δ(A,B) = (b2r−11 Vm−1 + · · · + b2r−12m−1Um−1)n
Comme n est impair, et que Cn = A2∗, dans tous les cas on voit sur la forme de δ que le diviseur
{δ = 0} est l’image par le morphisme quotient A2∗ → Cn du diviseur d’équation
φ(u, v, b0, . . . , b2m) = b1v2m−2 + · · · + b2m−1u2m−2 (4.13)
dans le cas impair, et dans le cas pair
φ(U,V,b0, . . . , b2m) = b2r−11 Vm−1 + · · · + b2
r−1
2m−1Um−1 (4.14)
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Démonstration. Notons d’abord que si c1, . . . , cm sont des indeterminées additionnelles, le
polynôme φ(u, v, c0, . . . , cm) = c0vq + c2vq−1u + · · · + cquq , qui est la forme binaire gé-
nérique de degré q , est irréductible dans k[u,v, c0, . . . , cq ]. Cela donne la réponse dans le
cas impair. Dans le cas pair, i.e le polynôme (4.14), posons U = u2r−1 ,V = v2r−1 , donc
φ = ψ2r−1 dans k[u,v, b0, . . . , b2m], avec ψ = b1vm−1 + · · · + b2m−1um−1 irréductible. Si dans
k[U,V,b0, . . . , b2m], on a φ = PQ, alors dans k[u,v, b0, . . . , b2m], on doit avoir P = νψp ,
Q = ν−1ψq , ν ∈ k∗, p + q = 2r−1. Cela donne
P = ν(bp1 v(m−1)p + · · · + bp2m−1u(m−1)p)
mais étant une forme en U,V , il est nécessaire que 2r−1 divise (m − 1)p, ce qui ne peut arriver
du fait que m est pair que si p = 0 ou bien p = 2r−1. Donc φ est bien irréductible. 
Si g = 2, il est aisé de retrouver la description du groupe des automorphismes d’une courbe
supersingulière, qui est un résultat de Igusa [9]. Il suffit de considérer les couples (A = Y 3,B),
B forme de degré 6 avec b1 = 0, et de faire la liste des (α,σ ), α forme de degré 3, et α ∈ GL(2),
avec
B + αY 3 + α2 = σ(B), σY = Y (4.15)
On se ramène ainsi à résoudre B+αY 3 +α2 = B(aX+bY,Y ). Des calculs élementaires condui-
sent si b0 = b23 à a = 1, et b solution de l’équation
b41b
16 + (b43 + b20)b8 + (b23 + b0)b2 + b1b = 0 (4.16)
Il est clair que cette équation a 16 solutions distinctes qui forment un sous-groupe de k∗. Si on
adjoint le fait que si α est solution, alors α + Y 3 aussi, on trouve pour le groupe complet des
automorphismes ( Z2Z )
5
. Si b0 = b23, alors on a seulement a5 = 1, et (4.16) se réduit à
b41b
16 + b1b = 0 (4.17)
Le groupe complet des automorphismes est d’ordre 160, le groupe réduit est un groupe meta-
abélien d’ordre 80 [9].
5. Le groupe de Picard deHg etHssg
Rappelons que si on regardeHg comme étant défini sur un corps k de caractéristique13 p = 2,
alors Arsie et Vistoli [1, Thm. 5.1, Remark 5.5] ont montré que le groupe de Picard de Hg (voir
[1,12,17] pour la définition du groupe de Picard) est
Pic(Hg) =
{
Z
(8g+4)Z si g est impair,
Z
(4g+2)Z si g est pair
(5.1)
On va prouver que ce résultat subsiste sans restriction sur la caractéristique, donc si la carac-
téristique est deux, bien que la description du champ soit assez différente. La détermination du
13 Plus précisément p premier à 2 et g + 1.
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cas aisée. De la définition du groupe de Picard, on tire en effet
Pic(H) = PicG(X) (5.2)
où PicG(−) désigne le groupe des faisceaux inversibles G-linéarisés.14 Le lemme suivant permet
dans certains cas, et pour des G-variétés affines, d’expliciter le groupe de Picard équivariant.
Rappelons que si X est une k-variété normale (de type fini), on pose (définition de Rosenlich)
Uk(X) = Γ (X,O∗X)/k∗. On sait que ce groupe abélien est libre de type fini, et que
Uk(X × Y) = Uk(X)×Uk(Y )
Si G est un k-groupe algébrique affine lisse, alors Uk(G) = Gˆ, le groupe des caractères.
Lemme 5.1. Soit X = Spec(R) le spectre d’une k-algèbre de type fini normale, définie sur un
corps algébriquement clos k. On suppose que X est muni d’une action régulière d’un groupe
algébrique lisse connexe G. On a alors une suite exacte :15
0 → Gˆ〈χ〉 → PicG(X)
α−→ Pic(X)G β−→ H 2(G, k∗) (5.3)
dans laquelle le terme Pic(X)G désigne le sous-groupe des éléments G-invariants de Pic(X), et
〈χ〉 désigne le sous-groupe engendré par les “poids” des éléments de Uk(X). En particulier si
Pic(X) = 0 (R est factoriel), on a PicG(X) = Gˆ〈χ〉 .
Démonstration. Précisons que dans la suite (5.3), le morphisme α est l’oubli de l’action de G.
Le groupe G étant un groupe algébrique connexe (lisse ou non), agissant sur une variété nor-
male X, on sait qu’il y a une suite exacte
0 → H 1(G,Γ (X,OX)∗)→ Pic(X)G α−→ Pic(X) → Pic(G) (5.4)
La description du noyau de α traduit le fait qu’une linéarisation du fibré trivial de rang un X ×
A1 → A1 est décrite au niveau des points par
(g, x, t) 	→ (gx,ϕ(g, x)t)
la fonction ϕ vérifiant la relation de cocycle
ϕ(gg′, x) = ϕ(g,g′x)ϕ(g′, x)
et étant déterminée modulo un cobord (g, x) 	→ f (gx)
f (x)
. Dans la situation qui nous occupe X est
un ouvert affine d’un espace affine, on a donc Pic(X) = 0, on est ainsi essentiellement ramené au
calcul du groupe H 1(G,Γ (X,OX)∗). Avec les hypothèses faites sur X, le résultat de Rosenlich
rappelé au-dessus montre qu’un cocycle est représenté par un caractère de G. Le reste en découle
immédiatement. 
14 On peut aussi de manière plus sophistiquée utiliser l’identification Pic(H) = A1
G
(X) composante de codimension un
de l’anneau de Chow équivariant [1].
15 Le morphisme β traduit l’obstruction à ce qu’un faisceau inversible G-invariant soit G-linéarisable ; il ne sera pas
utilisé.
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algébriquement clos k de caractéristique deux, et prouver le résultat annoncé dans l’introduction.
La conclusion qui peut surprendre, est que le résultat est le même qu’en caractéristique p = 2.
Cela est sans doute à rapprocher du fait que pour les revêtements doubles la lissité est préservée.
On notera cependant que dans cette description la première classe de Chern du fibré de Hodge
n’est pas dans tous les cas un générateur du groupe de Picard (Remarque 4.5). Tenant compte de
[1], le résultat suivant montre (5.1) est vrai en toute caractéristique.
Théorème 5.2. Le groupe de Picard du champ Hg = Hg,k (g  1), supposé défini au-dessus
d’un corps algébriquement clos k de caractéristique p = 2, est :
Pic(Hg) =
{
Z
(8g+4)Z si g est impair,
Z
(4g+2)Z si g est pair
(5.5)
Démonstration. Le Théorème 4.2 dit que Hg = [X/G], le groupe G étant décrit dans le
Lemme 4.1, et avec X = A3m+2 − {Δ = 0}. Il a été observé d’autre part (Section 3) que le
diviseur irréductible et réduit Δ = 0 est invariant sous l’action naturelle de G, et que plus pré-
cisément Δ est un polynôme irréductible semi-invariant. Si Êχ ∈ Gˆ est le poids de Δ, alors
(Lemme 5.1) on peut conclure :
Pic(Hg) = GˆZχ
Comme le groupe G est produit semi-direct de GL(2)/μm par un groupe unipotent, il en découle
que Gˆ = ̂GL(2)/μm et donc Gˆ = Zψ avec ψ = detm si m est impair, sinon ψ = detm/2 si m
est pair. Il reste donc à trouver le poids χ = ψe de Δ. Il est suffisant pour cela de faire agir
le sous-groupe des matrices diagonales, c’est à dire Gm via λ 	→
(
λ 0
0 λ
)
. Alors A est de poids m
(relativement à l’action de Gm), et A′X2B+B ′X2 est de poids 4m−2. Donc le poids correspondant
de Res(A,A′X
2
B +B ′X2) est 2m(4m−2). Finalement celui de Δ(A,B) est 2m(4m−2)−2m =
2m(4m− 2). Si on revient au calcul de l’exposant e, on trouve en conclusion
e =
{
4m− 2 si m impair,
8m− 4 si m pair
ce qui est le résultat annoncé. 
Remarque 5.3. Si g = 1, le fait que M1,1 =H1 (Remarque 4.5), et le fait que ces deux champs
ont un groupe de Picard identique, admet une explication simple. On peut aussi déduire du Théo-
rème 5.2 le résultat fameux Pic(M1,1) = Z12Z . Pour que les choses soient claires, on notera que
le champ M1,1, à la différence de H1, n’est pas un champ quotient [5]. Ceci étant il n’est pas
difficile de voir que ψ : Pic(H1) → Pic(M1,1) est un isomorphisme. Cela résulte par exemple
de l’interpretation de ψ , donnée dans la Remarque 4.5. En effet, X ayant la signification des Sec-
tions 3 et 4, et donc fournissant un atlas X →H1, on a remarqué (loc. cit.) que le carré suivant
est 2-cartésien :
M1,1 ψ H1,1
πF X
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F ×X F , il est facile de voir que ce faisceau inversible se trouve être muni d’une donnée de
descente relativement à ψ . On utilise pour cela la translation qui relie les deux sections au dessus
de F ′. Ainsi il provient d’un unique faisceau inversible sur H1.
Revenons au cas général. Nous allons identifier dans Pic(Hg) = ZeZ (e comme dans le Théo-
rème 5.2) les deux classes naturelles
λ = c1(E) = det
(
Rp!(ωC/S)
) (5.6)
le déterminant du fibré de Hodge [1,4] et la classe du diviseur Hg(2,1, . . . ,1) paramétrant les
courbes non ordinaires. On notera [Hg(2,1, . . . ,1)] cette classe.
Proposition 5.4. Dans Pic(Hg) = ZeZ avec e = 4m− 2 si m impair, sinon e = 8m− 4, on a :
(1) λ =
{
m−1
2 si m impair,
m− 1 si m pair.
(2) [Hg(2,1, . . . ,1)] = 2λ.
En particulier λ est générateur si m est pair, ou bien m ≡ 3 (mod 4).
Démonstration. (1) Soit p :C → S une courbe hyperelliptique de base S, q :D → S le fibré en
coniques quotient de C par l’involution τ , et π :C → D le revêtement de degré deux correspon-
dant. Le faisceau inversible λ ∈ Pic(Hg) est défini par
λ(C → S) = det(Rp!(ωC/S))= det(p(ωC/S))
vu que R1p∗(ωC/S =OS . Si R ⊂ C est le diviseur de ramification relatif, la formule de ramifi-
cation donne
ωC/S = π∗(ωD/S)⊗O(R) (5.7)
Par ailleurs on sait que R = F , le diviseur des points fixes de l’involution hyperelliptique τ , et
que O(R) = π∗(L−1) (Lemme 3.3). Donc finalement
λ(C → S) = det(qπ(π∗(ωD/S ⊗L−1)))
ce qui, par la formule d’adjonction, et la suite exacte (3.2), conduit à
λ(C → S) = det Rp(ωC/S) = detq
(
ωD/S ⊗L−1
)
Pour identifier ce faisceau inversible, on se place sur l’atlas X décrit dans la Section 3, alors
D = P1 × X et L = O(−m). L’expression (5.6) définit un module libre de rang un sur k[X],
équipé d’une action de G, donc définie par un caractère de G. Ce caractère est facile à expli-
citer.16 Il faut pour cela préciser la G-linéarisation supportée par ωD/S ⊗ L−1. C’est le produit
tensoriel d’une part de la G-linéarisation de ωD/X) =OD(−2) qui provient de celle canonique,
16 On peut de manière plus générale décrire le fibré de Hodge E. Il correspond au (k[X],G)-module libre de rang g,
Γ (P1X,ωP1
X
⊗O(m)). Le résultat est le module libre O(X)[X,Y ]m−2 des formes de degré m − 2 à coefficients dans
l’anneau des fonctions O(X). Ce module est muni de l’action de G, g.F = det(g)F.g−1 qui découle de la linéarisation
produit tensoriel.
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Pour le second facteur L−1, la G-linéarisation est donnée par g ∈ GL(2) 	→ α⊗mg . En conclusion,
on trouve que la G-linéarisation de ωD/X) ⊗L−∞ est définie par
g ∈ GL(2) 	→ detgα⊗(m−2)g
En particulier la matrice diagonale μ12 agit par le facteur μm(m−1) ; en comparant au générateur
ψ (Théorème 5.2), le résultat (1) en découle.
(2) Le discriminant Δm(A) d’une forme binaire A de degré m, étant dé fini par
Resm,m−1(A,A′X) = a0Δm(A)
L’équation du diviseur H(2,1, . . . ,1) est, au niveau de l’atlas X donnée par Δm(A) = 0. Le
discriminant est une forme de degré 2m − 2 en les ai , de sorte que relativement au sous-groupe
à un paramètre μ 	→ μ.12, son poids est m(2m − 2). Le résultat en découle du fait du Théo-
rème 4.2. 
Remarque 5.5. Le résultat explicite de dessus montre que λ = c1(E) engendre le groupe cyclique
Pic(Hg) si et seulement si m est pair, ou bien m ≡ 3 (mod 4) ; sinon λ est d’ordre deux. C’est le
cas si g = 2. Si g = 2, et en caractéristique = 2,3, Vistoli [17] a montré que le l’anneau de Chow
de H2 sur Z est décrit par
A(H2) = Z[λ1, λ2]/
(
10λ1,2λ21 − 24λ2
)
où λi = ci(E), i = 1,2. Il serait intéressant d’étendre cette description au cas p = 2.
On peut se demander si la propriété de lissité subsiste en les points du bord de la compacti-
fication stable Hg . Rappelons qu’une courbe hyperelliptique de genre g  2 stable est donnée
par une courbe stable C de genre g, munie d’une involution τ telle que C/τ soit de genre zéro,
cette involution est alors unique. Dans ce contexte, le problème propre à la caractéristique deux,
vient du fait qu’on ne peut éliminer l’eventualité de points génériques de composantes, des P1,
fixés par τ . Cela apparaît en codimension 2. En ces points l’anneau de déformation universelle
n’est pas lisse. Il serait utile dans ce cas de préciser la nature des obstructions à la déformation
des courbes hyperelliptiques stables, c’est à dire décrire les équations qui définissent l’anneau de
la déformation universelle. Ce problème avec des réponses partielles est abordé dans [2].
La même technique, en utilisant la description de la Section 4, permet de décrire le groupe de
Picard du champ des courbes hyperelliptiques de 2-rang zéro.
Proposition 5.6. Le groupe de Picard du champ Hssg , lieu des courbes hyperelliptiques de
2-rang zéro et de genre g est
Pic(Hssg ) = Z/(2g + 1)Z
Démonstration. Supposons m impair. Alors Hssg ∼= [Cm × A2m+1∗ − {Δ = 0}/G], avec G =
Γ (O(m))× GL(2)/μm. Comme Cm ∼= A2∗/μm, on obtient par transitivité des quotients
Hssg ∼= A2∗ × A2m+1∗ − {δ = 0}/
(
Γ
(O(m))× GL(2))
Comme le poids de δ relativement au caractère déterminant est 2m− 1, le résultat en découle par
un argument identique à celui utilisé dans le Théorème 5.2. Si m = 2rn est pair, On identifie Cm
avec Cn = A2∗/μn, il en résulte la présentation
Hssg ∼= A2∗ × A2m+1∗ − {δ = 0}/
(
Γ
(O(m))× GL(2)/μ2r ) (5.8)
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caractère det⊗2r−1 , le poids est 2m− 1. D’où le résultat. 
Si g = 1, le groupe de Picard est Z/3Z, qui est le groupe des k-points du groupe dual de T˜ . Si
g = 2, donc m = 3, le groupe de Picard est d’ordre 5. On peut expliquer ce résultat en s’appuyant
sur la description des automorphismes des courbes supersingulières (4.3) , et en notant le saut de
l’ordre de ce groupe de 32 à 160 = 5 × 32 en un point exceptionnel de l’espace des modules.
Il serait souhaitable de relier la présentation obtenue de Hssg avec la famille de surfaces abe-
liennes supersingulières de base P1 étudiée par Moret-Baily et Katsura–Oort (voir [8] pour les
références).
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