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ABSTRACT
Asymptotically hyperbolic manifolds are natural objects to be considered in cer-
tain physical circumstances. This dissertation particularly focuses on construction
and rigidity of such manifolds, which includes the following three main results.
Firstly, we obtain a new construction of a 3-dimensional asymptotically hyperbolic
manifold from a 2-sphere by using a solution of the Ricci flow as a foliation. These
asymptotically hyperbolic manifolds provide examples of ‘admissible extensions’ in
the context of an asymptotically hyperbolic analogue of the Bartnik mass.
Secondly, we prove the equality case of the positive mass theorem for asymptoti-
cally hyperbolic manifolds without a spin assumption. This is the last piece necessary
to complete the proof of the positive mass theorem in the asymptotically hyperbolic
setting, which was a long standing open problem in the area.
Lastly, we establish some warped product splitting theorems with a scalar cur-
vature lower bound. The imposed conditions are motivated by the notion of outer-
trapped surfaces, which is used to study black holes using local geometry. Moreover,
the resulting warped product serves a model space for asymptotically locally hyper-
bolic manifolds.
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Asymptotically hyperbolic manifolds, whose geometry approaches hyperbolic space
near infinity, naturally arise in the study of initial data sets in general relativity. This
dissertation consists of three main results concerned with construction and rigidity of
such manifolds.
First of all, we construct an asymptotically hyperbolic 3-manifold using Ricci flow
foliation method and investigate properties of the metric. The main theorem of the
paper is the following.
Theorem 1.0.1. [57]Let (Σ, g0) be a surface diffeomorphic to S2 with area 4π and
let N be the product manifold [1,∞) × Σ. Suppose also that the Gauss curvature
K(g0) > −3. And let H ∈ C∞(Σ) with H > 0 and R̄ ∈ C∞(N) satisfying R̄ = −6 +
O(r−5) ≥ −6 be given. Then there exist a function u ∈ C∞(N) and an asymptotically




dr2 + r2 g(r), (1.0.1)
1
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where g(r) is the solution of the modified Ricci flow starting from (Σ, g0), such that
Rḡ = R̄ and HΣ = H where Rḡ is the scalar curvature of the metric ḡ and HΣ is the
mean curvature in direction ∂r on {1} × Σ.
In addition, we prove that the metric constructed by this method satisfies some
rigid properties in terms of the Hawking mass. This particular construction is mo-
tivated by the work C. -Y. Lin [64] and C. -Y. Lin and C. Sormani [65], which
constructed asymptotically flat 3-manifolds via Ricci flow.
These asymptotically hyperbolic manifolds can be used to study the notion of
an asymptotically hyperbolic analogue of the Bartnik mass. We will briefly discuss
about this topic at the end of Chapter 3.
Secondly, we prove the borderline case of the positive mass theorem for asymptot-
ically hyperbolic manifolds without spin assumption. This is the last piece necessary
to complete the proof of the positive mass theorem in the asymptotically hyperbolic
setting, which was a long standing open problem in the area.
Theorem 1.0.2. [54] Let n ≥ 3 and (M, g) be an n-dimensional asymptotically
hyperbolic manifold with scalar curvature Rg ≥ −n(n − 1) and with equality p0 =√
p21 + · · ·+ p2n, where (p0, p1, . . . , pn) is the mass of g. Suppose the following holds:
(?) There is an open neighborhood M of g in the space of asymptotically hyperbolic
manifolds such that the inequality p0(γ) ≥
√
(p1(γ))2 + · · ·+ (pn(γ))2 holds if
γ ∈M and the scalar curvature satisfies Rγ = Rg.
Then (M, g) is isometric to hyperbolic space.
By [30], the assumption (?) can be dropped and thus we reach the following
conclusion.
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Theorem 1.0.3. Let n ≥ 3 and (M, g) an n-dimensional asymptotically hyper-
bolic manifold with scalar curvature Rg ≥ −n(n − 1) and with the equality p0 =√
p21 + · · ·+ p2n. Then (M, g) is isometric to hyperbolic space.
Lastly, we prove several splitting results for Riemannian manifolds (Mn, g) with
scalar curvature Rg ≥ −n(n − 1) (or Rg ≥ 0), and having compact boundary N
satisfying a related mean curvature inequality. The main theorem is the following:
Theorem 1.0.4. Let (M, g) be a complete, noncompact n-dimensional (n ≥ 3) Rie-
mannian manifold with compact boundary N . Assume:
1. M has scalar curvature Rg ≥ −εn(n− 1), where ε = 0 or 1.
2. N has mean curvature HN ≤ −ε(n− 1).
3. N does not carry a metric of positive scalar curvature and is weakly outermost.
Then (M, g) is isometric to [0,∞) × N , with (warped) product metric dt2 + e−2εth,
where (N, h) is Ricci flat.
The proofs make use of results on marginally outer trapped surfaces applied to
appropriate initial data sets: we say that N is weakly outermost if there does not
exist a compact hypersurface Σ ⊂M \N cobordant to N (which means that Σ∪N is
the boundary of a compact n-submanifold in M) satisfying the strict mean curvature
inequality, HΣ < −ε(n− 1).
One of the results involves an analysis of Obata’s equation on manifolds with
boundary. This result is relevant to the ongoing work with Lan-Hsuan Huang con-





In this chapter, we present the relevant background in mathematical general relativ-
ity and certain topics related to asymptotically hyperbolic manifolds in order to put
the results into the context. We begin with the Einstein Equations, and the Ein-
stein Constraint equations for initial data sets. In this context, it will be explained
how asymptotically hyperbolic manifolds arise, and examples will also be presented.




2.1 Basic notions from General relativity
2.1.1 Einstein Equations
The fundamental idea of general relativity is to incorporate gravitational effects in the
geometry of a spacetime as follows: consider a Lorentzian manifold (Mn+1, g), n ≥ 3




Rg g + Λg = T (2.1.1)
where Ricg, Rg are the Ricci tensor and the scalar curvature with respect to the
metric g, respectively, Λ ∈ R is the cosmological constant, and T is a divergence free
(0, 2)-tensor called the stress-energy tensor. The stress-energy tensor T represents
the matter distribution in the spacetime, thus a solution of the Einstein Equations
encodes the physical effects by the matter presence. In particular, we call the vacuum
Einstein Equations when T = 0: equivalently, the vacuum Einstein Equations (VEE)









. While the case
of Λ > 0 has been studied significantly, we will focus on Λ = 0 or Λ < 0. Here, we
present a few well-known examples of a solution of the VEE.






(dxi)2, (t, x) ∈ Rn+1,
solves the VEE with Λ = 0.
The anti-de Sitter (AdS) spacetime is defined on {(t, r, ω) ∈ R×R×Sn−1} equipped
with the metric
−(1 + r2) dt2 + 1
1 + r2
dr2 + r2gSn−1 ,
and this is a solution of the VEE with Λ = −n(n−1)
2
.
These are the simplest examples regarded as the “empty” universes with the
corresponding Λ.
Example 2.1.2. The next example is the Schwarzschild spacetime: for m > 0, a
manifold {(t, r, ω) ∈ R× R× Sn−1 : r > (2m)
1











dr2 + r2 gSn−1 .
This is a solution of the VEE with Λ = 0. The Schwarzschild spacetime with the
given coordinates describes the gravitational field outside a spherical mass. In fact,
one can consider the same metric on {(t, r, ω) ∈ R × R × Sn−1 : 0 < r < 2m} that
represent the black hole region. In this thesis, we will not concern about the geometry
of the black hole region, so we refer the interested reader to [74, Chapter 31].
The corresponding example with Λ = −n(n−1)
2
is called the AdS-Schwarzschild
spacetime, which is defined as for m > 0, a manifold {(t, r, ω) ∈ R×R×Sn−1 : r > r0},
where r0 is the largest zero of r
n + rn−2 − 2m, equipped with the metric
−
(





1 + r2 − 2m
rn−2
)−1
dr2 + r2gSn−1 .
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This spacetime is a solution of the VEE with Λ = −n(n−1)
2
.
If one choose the harmonic (or wave) coordinates {xi}ni=0 with g(∂x0 , ∂x0) < 0,
then the Ricci tensor is expressed as
(Ricg)ij := Ricg(∂xi , ∂xj) = −
1
2
∆g(gij) + lower order terms.
Since the Laplace operator on a Lorentzian manifold behaves like the wave operator,
the Einstein equations can be viewed as a system of quasi-linear hyperbolic partial
differential equations. Therefore, it is natural to approach the evolution problem from
a certain initial data for the Einstein Equations.
2.1.2 Initial data sets and Einstein constraint equations
A triple (Mn, g, k) is called an initial data set where (Mn, g) is a Riemannian manifold
and k is a symmetric two-covariant tensor. To solve the evolution problem, there
must be compatible conditions on an initial data set. A hypersurface embedded in
a Lorentzian manfiold (Mn+1, g) is said to be spacelike if the induced metric of g
is Riemannian. If we assume that (Mn, g) is a spacelike hypersurface in a solution
(Mn+1, g) of the Einstein Equations and k is the second fundamental form of M , then
one can derive the Einstein constraint equations from the Gauss-Codazzi equation:
Rg + (trgk)
2 − |k|2 − 2Λ = 2µ,
divgk − d(trgk) = J,
(2.1.3)
where µ = T (ν, ν) is the energy density and J = T (ν, ·) is the momentum density for
ν is the future-pointing normal vector of M . In particular, if (Mn+1, g) is a solution
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of VEE, then the vacuum constraint equations can be written as
Rg = 2Λ− (trgk)2 + |k|2,
divgk − d(trgk) = 0.
(2.1.4)
In 1952, Choquet-Bruhat [41] proved the remarkable theorem that for a given
initial data set (M, g, k) satisfying the vacuum constraint equations, there exists a
Lorentzian manifold (M, g) solving VEE such that the initial data set is embedded
as a spacelike hypersurface. Motivated by this strking result of Choquet-Bruhat,
many mathematicians have developed various methods to construct an initial data
set satisfying the constraint equations. See the survey [34] for this topic.
Example 2.1.3. The special case with the second fundamental form k being iden-
tically zero is called a time-symmetric initial data. It is straightforward that the
hypersurface {t = 0} in the Minkowski, AdS, Schwarzschild, and AdS Schwazschild
spacetime is a spacelike and time-symmetric hypersurface. The hypersurface {t = 0}
in the Minkowski spacetimes (resp. the AdS spacetime) is Euclidean space (resp.
hyperbolic space).
As a nontrivial example, the hypersurface {t = 0} in the Schwarzschild spacetime









dr2 + r2gSn−1 .
In addition, the hypersurface {t = 0} in the AdS Schwarzschild spacetime is called





1 + r2 − 2m
rn−2
)−1
dr2 + r2gSn−1 .
Here, r0 is the same as in Example 2.1.2.
Remark 2.1.4. From physical motivation, we mainly consider initial data sets satis-
fying the dominant energy condition: µ ≥ |J |g. This condition implies that Rg ≥ 2Λ
for a time-symmetric initial data (M, g, 0), which motivates the specific scalar curva-
ture lower bound.
Note that the Riemannian Schwarzschild (resp. AdS Schwarzschild) manifold
resembles Euclidean metric (resp. hyperbolic metric) as r approaches infinity. In
fact, these are examples for asymptotically flat or hyperbolic manifolds, which we will
define the next section.
2.2 The mass in general relativity
We briefly introduce the concept of the total mass for asymptotically flat and hy-
perbolic manifolds. In fact, there are various notions of the mass or energy in the
literature, with different motivations. We will not attempt to explain all here. In-
stead, we refer to the excellent lecture notes [33] by P. Chruściel. We also restrict
ourselves to the time-symmetric case, hence Riemannian manifolds (M, g). We will
discuss the positive mass theorem for asymptotically hyperbolic case with more detail
and motivate the main results in this thesis.
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2.2.1 Asymptotically flat and hyperbolic Riemannian mani-
folds
When modeling isolated gravitational systems, one may naturally consider spacetimes
that solves Einstein Equation where the metric approaches the model metrics for
‘empty universe.’ Accordingly, an isolated system at the level of an initial data set
may be modeled by a Riemannian manifold which approaches Euclidean space (Λ = 0)
or hyperbolic space (Λ < 0) near infinity.
For the case Λ = 0, we consider a class of asymptotically flat manifolds defined as
below.
Definition 2.2.1. A Riemannian manifold (Mn, g) is said to be asymptotically flat
of order q for some q > n−2
2
if there exists a compact set K and a diffeomorphism
Φ : M \ K → Rn \ B1(0) such that in a coordinate chart Φ (called the exterior
coordinate chart), we have
∂αx (gij − δij) = O(|x|−|α|−q)
for |α| ≤ 2. Here, δ is the Euclidean metric on Rn. We also require the scalar curvature
Rg to be integrable over M .
Example 2.2.2. The Riemannian Schwarzschild manifold from Example 2.1.3 is






















n−2}. This implies that the metric in



















Here, the notation f(x) = Oi(|x|−p) means that ∂αx f(x) = O(|x|−|α|−p) for i ∈ N
and |α| ≤ i. The coordinates used here are called isotropic coordinates for the
Schwarzschild metric.
We now discuss a class of manifolds whose geometry approaches hyperbolic space
near infinity, which can be regarded as a time-symmetric initial data for Λ < 0. There
are two different ways in the literature to define asymptotically hyperbolic manifolds:
the conformally compact approach and the chart-at-infinity approach. Although we
will mainly use the second approach, we briefly introduce both in this section. See
more detailed discussions in [51].
The conformally compact approach can be related to the ball model of hyperbolic







where y1, . . . , yn are the coordinates on Bn and |dy|2 =
∑
i(dy
i)2. From this setting,
we can observe that a conformally deformed metric ḡ = ((1− |y|2)/2)2 gB extends
up to the boundary of the ball. Moreover, the induced metric ḡ|∂Bn is the standard
unit sphere metric. Hence, the round conformal sphere (since the conformal factor
can vary) represents the boundary at infinity of hyperbolic space in a certain way.
The following definition introduced by X. Wang [99] is motivated by this property of
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hyperbolic space:
Definition 2.2.3 (Conformally compact approach). A Riemannian manifold (X, g)
is called conformally compact if there exists a compact smooth Riemannian manifold
with boundary (X, ḡ) such that X is the interior of X and ḡ = φ2g on X where φ is
a defining function for ∂X, i.e., φ ≥ 0, φ−1(0) = ∂X, and dφ is nonvanishing on ∂X.
A conformally compact manifold (X, g) is said to be conformally compact asymp-











where ρ is a defining function and κ is a symmetric (0, 2)-tensor on Sn−1, which is
called the mass aspect tensor.
This approach is more relevant to the aspect of AdS-CFT correspondence than the
context of general relativity, which emphasizes the link between Einstein metrics on
complete manifolds and conformal geometry on compact manifolds. See [46, 38, 19].
The second way to define asymptotically hyperbolic manifolds is using the exterior
coordinate chart as in the asymptotically flat case. Consider the hyperboloidal model




+ r2 gSn−1 ,
where h is the standard unit sphere metric on Sn−1.
Definition 2.2.4 (Chart-at-infinity approach). A Riemannian manifold (Mn, g) is








a compact set K and a diffeomorphism Φ : M \ K → Rn \ B1(0) such that in a
coordinate chart Φ, we have
∂αx (gij − (gHn)ij) = O(|x|−q) (2.2.2)
fpr |α| ≤ 2. We also require the scalar curvature Rg = −n(n− 1) +O(|x|−n).
In [51], it is pointed out that a conformally compact asymptotically hyperbolic
manifold satisfies the definition of asymptotically hyperbolic manifold in the chart-
at-infinity approach provided it has certain regularity of the conformal extension up
to the boundary. For some technical reasons, we will rephrase this definition by using
the weighted Hölder space in Chapter 4.
Example 2.2.5. The Riemannian AdS Schwarzschild manifold is an asymptotically
hyperbolic manifold that satisfies both definitions: it is straightforward that it fits
the chart-at-infinity approach from how it is defined. For the conformally compact










r → +∞ as ρ→ 0+.
The negative sign on the right hand side from the first equation reflects on the be-







where u(ρ) = r(ρ) sinh ρ. By routine computation, one can show that u has the
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following asymptotics near ρ = 0:




2.2.2 The mass of asymptotically flat and hyperbolic mani-
folds
Arnowitt, Deser, and Misner [14] introduced the notion of the mass of a given asymp-
totically flat manifold, called the ADM mass, which is defined as the following:
Definition 2.2.6. Let (Mn, g) be a smooth, asymptotically flat manifold. The ADM
mass mADM(M, g) is defined by























Here, cn is the constant depending on its dimension, the quantities with indices are
evaluated with the exterior coordinate chart, and Sr and dσSr are the coordinate
sphere of radius r, the volume form of the standard sphere metric of radius r, respec-
tively. In the second equality, d̊iv, t̊r, and ν0 are the divergence, trace, and outward
normal vector with respect to the flat metric.
One can show that the ADM mass of an asymptotically flat manifold exists and
is finite. In fact, the integrability of the scalar curvature is necessary for the ADM
mass to be well-defined and finite. Note that the ADM mass is a geometric invariant,
i.e., even though the ADM mass is computed in a specific exterior coordinate chart,
it does not depend on the choice of the exterior coordinate chart. See [15, 28].
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Example 2.2.7. The ADM mass of the Riemannian Schwarzschild manifold is equal



















































where ωn−1 is the volume of the unit (n − 1)-sphere. In fact, one may choose the
normalizing constant cn to be equal to 2(n − 1)ωn−1 so that the parameter m is
precisely the mass of the Schwarzschild metric.
We now turn to the mass of asymptotically hyperbolic manifolds. Unlike the
asymptotically flat case, it is defined as (n + 1)-tuple, or the linear functional on
the (n + 1)-dimensional vector space. The reason why the mass should be a linear
functional is explained in [51, Section 3.2] and references therein via Hamiltonian
analysis of general relativity. On the other hand, one can still find a suitable scalar
quantity derived from the mass functional (see e.g. [27, Section 3], [80, Section 2.2]),
which is a geometric invariant of the given space.
There are two ways to define the mass as the definition of asymptotically hy-
perbolic manifolds, which are introduced by X. Wang [100] and P. Chruściel and M.
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Herzlich [27] separately. First, we define the mass using the chart-at-infinity approach
as in [27].
Let b = gHn be the hyperbolic metric and define
Nb = {V ∈ C∞(Hn) : HessbV = V b)}.
It is well-known (see [32, Appendix B]) that Nb is the (n + 1)-dimensional vector
space that is spanned by
V0 =
√
r2 + 1, Vi = x
i for i = 1, 2, . . . , n,
where {xi}ni=0 is the coordinates of the hyperboloidal model and r = |x|.
Definition 2.2.8. Let (Mn, g) be an asymptotically hyperbolic manifold with an
exterior coordinate chart Φ : Rn \B1(0)→M \K. We define the mass integral







d̊iv e− d(t̊r e)
)
(ν0) + (t̊r e)dV (ν0)− e(∇̊V, ν0)
]
dσb, (2.2.4)
where e = Φ∗g − b, ν0 is the outward unit normal vector to Sr = {|x| = r}, and
d̊iv, t̊r, ∇̊, are all with respect to b. The volume form dσb is the restriction of the
volume form of b on Sr. The mass vector (also called energy-momentum vector)
(p0(g), p1(g), . . . , pn(g)) is defined by
p0(g) = Hg(
√
1 + r2) and pi(g) = Hg(x
i) for i = 1, . . . , n.
17









2 ≥ 0. We call this m(g) the
total (hyperbolic) mass.
Example 2.2.9. We compute the mass vector of the Riemannian AdS Schwarzschild
manifold. Since e = 2m
rn−2(1+r2)(1+r2− 2m
rn−2 )
dr2, by direct computation, we have















1 + r2 − 2m
rn−2
)] ,
d(t̊r e)(ν0) = 2m
√






1 + r2 − 2m
rn−2
)) ,






2m(1 + r2)(n− 1)
rn−1
(














d̊iv e− d(t̊r e)
)
(ν0) dσb = 0 for i = 1, 2, . . . , n.
The last integral above vanishes due to the symmetry of xi on the sphere Sr.
For the conformally compact approach, the definition of the mass is much simpler.
Definition 2.2.10. Let (Mn, g) be a conformally compact asymptotically hyperbolic
18




trgSn−1κ dσgSn−1 , pi(g) =
∫
Sn−1
xitrgSn−1κ dσgSn−1 for i = 1, 2, . . . , n,
where xi’s are the rectangular coordinates of Rn restricted on the unit sphere Sn−1.
Example 2.2.11. Recall that the Riemannian AdS Schwarzschild metric is confor-
















2m(n− 1) dσgSn−1 = 2m(n− 1)ωn−1
pi(g) = 0 for i = 1, 2, . . . , n.
As we have seen from the AdS Schwarzschild case, it is well-known that the two
mass vectors are the same up to a constant multiple provided both are well-defined
on (M, g). The more detailed comparison between these approaches can be found in
[51].
2.2.3 Positive mass theorem for asymptotically hyperbolic
manifolds
One of the most influential works in mathematical relativity is the positive mass
theorem for asymptotically flat manifolds.
Theorem 2.2.12. [88, 89, 102, 90] Let (Mn, g) be an asymptotically flat manifold
19
with Rg ≥ 0. Then the ADM mass is non-negative. Moreover, the ADM mass is zero
if and only if the manifold is isometric to Euclidean space.
Note that Rg ≥ 0 is from the dominant energy condition for time-symmetric
data. The conclusion of this theorem has two parts: that ADM mass is non-negative
and that ADM mass being zero implies the manifold isometric to Euclidean space.
The second part characterizes Euclidean space in a sense that Euclidean space is the
unique asymptotically flat manifold with nonnegative scalar curvature whose ADM
mass is zero. We will not discuss about this subject any further. For more broad
context of the positive mass theorem for asymptotically flat manifolds, we recommend
the book [61] written by D. Lee.
As introduced in the previous section, the mass for asymptotically hyperbolic
manifolds is defined as an (n + 1)-tuple. Due to the fact that its Lorentzian inner
product p0(g)
2 − (p1(g)2 + · · · + pn(g)2) is a geometric invariant, the positive mass
conjecture for asymptotically hyperbolic manifolds is stated in terms of that invariant
quantity.
Conjecture 2.2.13. Let n ≥ 3 and (Mn, g) be an asymptotically hyperbolic manifold
with Rg ≥ −n(n− 1). Then the mass satisfies the inequality
p0(g) ≥
√
p1(g)2 + · · ·+ pn(g)2
with equality only if (Mn, g) is isometric to hyperbolic space.
Based on the spinor approach, X. Wang [99] established the positive mass theorem
for conformally compact asymptotically hyperbolic spin manifolds, and P. Chruściel
and M. Herzlich [31] proved for the ones defined by the chart-at-infinity approach
20
with the spin assumption.
One of the remarkable results toward removing the spin assumption is the paper
[12] by L. Andersson, M. Cai, and G. Galloway. They first obtained the following
scalar curvature rigidity of hyperbolic space.
Theorem 2.2.14. Suppose (Mn, g), 3 ≤ n ≤ 7, has scalar curvature Rg satisfying
Rg ≥ −n(n − 1), and is isometric to hyperbolic space outside a compact set. Then
(M, g) is globally isometric to hyperbolic space.
Assuming (M, g) is spin, this theorem was first proved by Min-Oo [73] (see also
[13, 36]). By using this theorem, they proved that for dimensions 3 ≤ n ≤ 7 the mass
aspect function trgSn−1κ in (2.2.1) cannot be pointwise negative on S
n−1. Combining it
with the novel deformation argument, they obtain the following version of the positive
mass theorem:
Theorem 2.2.15. [12] Let (Mn, g), 3 ≤ n ≤ 7, be an asymptotically hyperbolic man-
ifold with scalar curvature Rg ≥ −n(n − 1). Assume that the mass aspect function
trgSn−1κ does not change sign, i.e., that it is either negative, zero, or positive. Then
the mass of (Mn, g) is positive, or (Mn, g) is isometric to hyperbolic space.
In their recent paper [30], Chruściel and Delay proved the inequality statement by
a gluing argument in general dimensions without spin assumption. Also, A. Sakovich
[81] proved an approach using the Jang equation to the positivity of mass in three
dimensions. However, their proofs do not provide the equality case. In Chapter 4, we
will present the complete proof of this case.
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2.2.4 Quasi-local mass in general relativity
There are various existing notions of quasi-local mass in the context of general rel-
ativity. Although the term ‘quasi-local mass’ is extensively used in the literature,
there does not exist a precise mathematical definition. It is a descriptive notion that
is supposed to be some quantity of mass contained in a small (spacelike) region, say
Ω. In particular, it may be desirable that this notion depends only on the first order
geometry of ∂Ω, i.e. the induced metric and the second fundamental form on ∂Ω.
For the succinct introduction to the concept of quasi-local mass, we refer the reader
to the lecture notes by M.-T. Wang [97] and P. Chruściel [33]. Here, we present
the definitions of two significant examples of quasi-local mass, which will be used in
Chapter 3.
The first example is proposed by S. Hawking [50]. The following definition is
adopted from [67].
Definition 2.2.16. Let Σ2 be a closed spacelike surface in a spacetime (M4, g). The





















where |Σ|g is the area, χ(Σ) is the Euler characteristic of Σ, ~H is the mean curvature
vector of Σ, and Λ is the cosmological constant.
The most common setting for the Hawking mass is that Σ is embedded in a time-
symmetric initial data (M3, g) and diffeomorphic to a sphere. In this setting, the
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if (M3, g) is asymptotically hyperbolic,
(2.2.6)
where H is the mean curvature of Σ in (M, g). For more geometric understanding of
the Hawking mass, see [61, Section 4.2.1].
The Hawking mass has appeared in many geometric and physical applications.
Arguably, the most famous one is for the proof of Penrose inequality in [56] and [21].
There are also several interesting rigidity results on surfaces by using the Hawking
mass, see [68, 94, 91].
The second example of quasi-local mass is due to Bartnik [16]. The idea of this
notion is well-explained in [61, Section 6.1], we try to summarize the discussion as
follows: Let (Ω, g) be a compact Riemannian manifold with nonempty boundary and
Rg ≥ 0. One natural way to define a local notion of mass is to take the infimum of the
total masses of all possible extensions from (Ω, g). To make this idea work properly,
some geometric restrictions for the extensions should be imposed. There are many
different versions of Bartnik mass in the literature. We refer the interested reader to
the articles of J. Jauregui [58] and S. McCormick [69] for further discussions about
various definitions.
The following version of the definition is adapted from [76].
Definition 2.2.17. Let (Σ2, γ) be a compact surface equipped with a nonnegative
function η. The triple (Σ, γ, η) is called a Bartnik data. We say that (M3, g) an
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admissible extension of (Σ, γ, η) if the following hold:
(1) (M, g) is a complete, asymptotically flat manifold with boundary ∂M identified
with Σ.
(2) Rg ≥ 0 in the interior of M .
(3) (∂M, g|∂M) ∼= (Σ, γ) with mean curvature H = η.
(4) ∂M is outward-minimizing.
Let A(Σ, γ, η) be the set of all admissible extensions of (Σ, γ, η). The Bartnik mass
of (Σ, γ, η) is defined as
mB(Σ, γ, η) = inf
A(Σ,γ,η)
mADM(M, g).
We say any element of A(Σ, γ, η) achieving this infimum a Bartnik minimizer.
Bartnik conjectured that if η > 0, then there always exists a Bartnik minimizer
of (Σ, γ.η), and such a minimizer is asymptotically flat solution to the static vacuum
Einstein Equations. Recently, M. Andersson and J. Jauregui in [6] showed that the
second statement is true, but the first statement does not hold in general.
Apparently, due to its nature, computing the Bartnik mass of given Bartnik data
is extremely difficult. A natural approach is to estimate an upper bound for it by
constructing a certain extension. See the survey article [77] related to this topic.
While the usual Bartnik mass used asymptotically flat extensions, there is a nat-
ural analogue of the Bartnik mass for asymptotically hyperbolic manifolds. The
formulation of the hyperbolic Bartnik mass first appeared in [22] as the following:
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Definition 2.2.18. We say that (M3, g) an asymptotically hyperbolic admissible ex-
tension of a Bartnik data (Σ, γ, η) if the following hold:
(1) (M, g) is a complete, asymptotically hyperbolic manifold with boundary ∂M
identified with Σ.
(2) Rg ≥ −6 in the interior of M .
(3) (∂M, g|∂M) ∼= (Σ, γ) with mean curvature H = η.
(4) ∂M is outward-minimizing.
Let AAH(Σ, γ, η) be the set of all asymptotically hyperbolic admissible extensions of
(Σ, γ, η). The hyperbolic Bartnik mass of (Σ, γ, η) is defined as
mAHB (Σ, γ, η) = inf{m(g) : (M, g) ∈ AAH(Σ, γ, η)}.
where m(g) is the total hyperbolic mass.
The hyperbolic analogue of the Bartnik mass has been relatively less studied than
the usual Bartnik mass. The recent papers by A. Cabrera Pacheco, C. Cederbaum,
and S. McCormick [22] and P. Miao, Y. Wang, and N. Xie [71] obtained upper bounds
by a gluing technique.
Chapter 3
Asymptotically hyperbolic
extension via Ricci flow
3.1 Introduction
The construction of asymptotically flat solutions to the Einstein constraint equations,
which provide Cauchy data for Einstein equation with Λ = 0, has been studied exten-
sively. From physical motivation, the dominant energy condition requires the scalar
curvature of such metrics to be nonnegative. In 1993, R. Bartnik [17] introduced a
construction of 3-metrics with prescribed scalar curvature by considering 3-manifolds
foliated by round spheres. There have been other interesting results inspired by this
foliation construction. See [92, 93, 64]. In particular, C. -Y. Lin [64] used Hamilton’s
modified Ricci flow on surfaces as foliation to construct an asymptotically flat end.
Let (Σ, g) be a surface diffeomorphic to S2 whose area is 4π. Recall that Hamilton’s
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R(t) dµt = 2,
where |Σt| is the area of Σ with respect to g(t) and f = f(t, x) is the Ricci potential
satisfying the equation
∆f = R− r.
Note that this flow converges to a metric of constant curvature exponentially fast in
any Ck-norm (see [4, Appendix B]). Consider a metric g on N = [1,∞) × Σ of the
form
g = u2dt2 + t2g(t).
The unknown function u on N with prescribed scalar curvature R satisfies a quasi-
linear second order parabolic equation derived from the Gauss equation for each slice
{t}×Σ. Therefore, Lin obtained asymptotically flat 3-metrics by solving this equation
with some conditions for R. Moreover, C. Sormani and Lin [65] studied the class of
asymptotically flat three-dimensional Riemannian manifolds foliated by Hamilton’s
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modified Ricci flow, and they used these manifolds to estimate the Bartnik mass. In
addition, they showed rigidity and monotonicity of the Hawking mass of level sets
given in the foliation (see [65, Theorem 5]).
In this paper, we construct an asymptotically hyperbolic 3-metric using Ricci flow
foliation method and investigate properties of the metric.
In section 3.2, we derive the quasilinear parabolic equation for a function u from
prescribed scalar curvature R on N , and prove the existence of a solution.
In section 3.3, we construct an asymptotically hyperbolic 3-metric by the result
in section 3.2.
Theorem 3.1.1. Let (Σ, g) be a surface which is diffeomorphic to S2 with area 4π
and let N be the product manifold [1,∞)×Σ. Then for any H ∈ C∞(Σ) with H > 0,




dt2 + t2g(t), (3.1.2)
with the scalar curvature R ≡ −6 where u ∈ C∞(N) is positive everywhere, and
g(t) is the solution to Hamilton’s modified Ricci flow (3.1.1). Here H is the mean
curvature in direction ∂t on {1} × Σ.
As in [64], the crucial step here is to verify when the solution of the equation
in section 3.2 exists. In fact, this construction is obtainable with a more general
condition on the prescribed scalar curvature, such as the follwing holds:
R = −6 +O(t−5) ≥ −6.
The dominant energy condition requires that R ≥ −6, and the decay is needed to
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control the behavior of u near infinity. See Theorem 3.3.1.
In section 3.4, we prove the corresponding rigidity and monotonicity result of the
Hawking mass as in [65, Theorem 5]. To study the rigid case, we use the following




proved by P. Miao, L. -F. Tam, and N. Xie [70].
Theorem 3.1.2. Let (Σ, g1) be a surface diffeomorphic to S2 with positive mean
curvature (not necessarily constant) and let N = [1,∞) × Σ be an asymptotically
hyperbolic extension obtained in Theorem 3.3.1. Then mAHH (Σt) is nondecreasing,




then R = −6 everywhere, Σ is isometric to the standard sphere, and N is rotationally
symmetric. If mAHH (Σ) = 0 then N is isometric to a rotationally symmetric region in
hyperbolic space. If mAHH (Σ) = m > 0 then N is isometric to a rotationally symmetric
region in anti-de Sitter Schwarzschild space of mass m.
3.2 Parabolic equation with Ricci flow foliation
In this section, we will derive the equation for prescribed scalar curvature R on N
from (3.1.2) and obtain a priori estimates for a solution u. The argument is slightly
modified from [17] to be suitable for the derived equation.
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From the Gauss equation for each slice {t} × Σ, we have











where Rt is the scalar curvature on {t} × Σ with the induced metric t2g(t), h is the



























































































































Here ∆g(t) andRg(t) are the Laplace operator and the scalar curvature on ({t}×Σ, g(t))
respectively. For any interval I ⊂ R+, let AI = I×Σ. For sake of convenience, we will
use the following notations: ∆ = ∆g(t), ∇ = ∇g(t), for any f ∈ C0(AI), f ∗, f∗ : I → R
are defined by
f∗(t) = inf{f(t, x) : x ∈ Σ}, f ∗(t) = sup{f(t, x) : x ∈ Σ}.
Now from the parabolicity of (3.2.1), the local existence can be obtained by stan-
dard Schauder theory [3, Theorem 8.2].
Proposition 3.2.1. Let I = [t0, t1], 1 ≤ t0 < t1 <∞, and let R ∈ Cα,α/2(AI). Then
for any initial condition
u(t0, x) = ϕ(x), x ∈ Σ, (3.2.2)
where ϕ ∈ C2,α(Σ) satisfies
0 < δ0 ≤ ϕ−2(x) ≤ δ−10 , x ∈ Σ, (3.2.3)
for some constant δ0 > 0, the parabolic equation (3.2.1) with the initial condition
(3.2.2) has a unique solution u ∈ C2+α,1+α/2(A[t0,t0+T ]) for some T > 0. Here T
depends on δ0, t0, ||R||α,α/2;AI , ||M ||α,α/2;AI , ||R||α,α/2;AI and ||ϕ||2,α.
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To state the existence of global solution, we need the following a priori C0 esti-
mates for the solution u which control the parabolicity and prevent the finite-time
blow up.
Proposition 3.2.2. Suppose u ∈ C2+α,1+α/2(A[t0,t1]), 1 ≤ t0 < t1, is a positive so-










































are defined and finite for all t ∈ [t0,∞), then for t0 ≤ t ≤ t1, we have
































Proof. Let w = u−2 then we have
∆u = −3
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Integrating to solve tϕ(t)w∗(t) and noting u





























































Similarly, applying the maximum principle to w∗, we get the upper bound of u−2.
Remark 3.2.3. In proof of Proposition 3.2.2, the idea of substitution as w = u−2
first appeared in Bartnik’s work [17, Proposition 3.3]. The advantage of this is that
we can simplify the coefficient of the term Rg(t)− t2R as in (3.2.8) so that we can find
the explicit solution of the equation (3.2.9) when applying the maximum principle.
This will be used not only to prove the global existence of solution but also to show
that g = u
2
1+t2
dt2 + t2g(t) is asymptotically hyperbolic with a certain initial condition
on R.
With Propositions 3.2.1 and 3.2.2, we can prove the global existence of solution
as the following.






















Then for every ϕ ∈ C2,α(Σ) such that
0 < ϕ(x) <
1√
K
for all x ∈ Σ, (3.2.11)
there is a unique positive solution u ∈ C2+α,1+α/2(N) with the initial condition
u(1, ·) = ϕ(·). (3.2.12)
Remark 3.2.5. One can impose the condition on R to guarantee K < ∞ by esti-
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thus it follows that K is finite by assuming that there exists a positive constant C
such that the following inequality holds
R(x, t) ≤ C
t4
for any (x, t) ∈ N.













































for all t ≥ 1. Hence it follows from Proposition 3.2.2 that u does not blow up for all
t ≥ 1. Combining this and Proposition 3.2.1 which states the local existence, we get
the desired result.
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3.3 Asymptotically hyperbolic 3-metric with Ricci
flow foliation
Using Theorem 3.2.4, we can construct a metric with prescribed scalar curvature R
along the Ricci flow foliation. By assuming the approximate decay for R, we prove
that the metric is asymptotically hyperbolic.
Theorem 3.3.1. Let (Σ, g) be a 2-manifold which is diffeomorphic to S2 with area
4π. Let N be the product manifold [1,∞)× Σ. Assume that R ∈ C∞(N) satisfies
R = −6 +O(t−5) ≥ −6. (3.3.1)




where K is defined as (3.2.10), there exists an asymptotically hyperbolic 3-metric on




dt2 + t2g(t). (3.3.3)
Here g(t) is the solution to Hamilton’s modified Ricci flow (3.1.1), such that R and H
are the scalar curvature on (N, g) and the mean curvature in direction ∂t on {1}×Σ,
respectively.
From Remark 3.2.5, the constant K is guaranteed to be finite in the above con-
dition on R. To prove the theorem we need the following lemma which investigates
the decay of u by the assumption (3.3.1). The method is similar to the proof of Y.
Shi and L. -F. Tam in [92].
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Lemma 3.3.2. Let u be the solution of (3.2.1) with the initial condition u(1, x) =










∣∣∣∣∣ ≤ Ct3 (3.3.4)
where β is a multi-index.



















































































































≤ 1 + C3
t3
.























































































































































We used the fact that eη−1 ≥ −2|η| for |η| ≤ 1 to get the third inequality. It follows
from the fact that











































|u(t, x)− 1| ≤ C
t3
.































































































ai(x, s, u,Du)− a(x, s, u,Du) (3.3.5)
where































It follows from the C0 estimate of u that
aipi ≥ C|p|2, |ai| ≤ C|p|, |a| ≤ C(1 + |p|2),
where C is independent of s. By [1, Theorem V.1.1], for any s0, s1 ∈ [1 − 12 log 2, 1)
with s0 < s1, there are constants β > 0 and C1 > 0 independent of s0, s1, such that
||u||β,β/2;A[s0,s1] ≤ C1.



























t2(1 + t2)|M |2
4
)
:= Lv − 1
4




t2(1 + t2)|M |2
4
= Lv + f,





+ O(t−3) = O(t−3), since |Rg(t) − 2| and |M |
converge to 0 exponentially fast. Therefore the usual Schauder interior estimates [1,
Theorem IV.10.1] and bootstrap argument give the desired result.
Proof of Theorem 3.3.1. It suffices to show that the metric g obtained from Theo-
rem 3.2.4 is asymptotically hyperbolic. From Lemma 3.3.2, we have the following
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tt ∈ C∞(Σ). By
change of coordinates as t = sinh r, we conclude that the metric g is asymptotically
hyperbolic in Definition 2.2.4.
Corollary 3.3.3. Let (Σ, σ) be the 2-sphere with the standard metric, and fix any
0 < m < 1. Then by prescribing the scalar curvature R ≡ −6 on N = [1,∞) × Σ,
the metric g obtained from Theorem 3.3.1, with the initial condition for the constant




is the anti-de Sitter Riemannian Schwarzschild metric with the mass m.
Proof. Note that from the initial metric (Σ, σ) the solution to Hamilton’s modified













Thus by Theorem 3.3.1, there exists an asymptotically hyperbolic metric g with mean
curvature H =
√
8(1−m) on {1} × Σ. It is easy to see that from Proposition 3.2.2
we have








and hence the metric on N we obtained is
g =
(














Notice that the boundary at t = 1 is not totally geodesic. However, once we obtain
the explicit form, we can extend this metric on N = [1,∞) × Σ up to the totally
geodesic boundary as N = [t0,∞)× Σ where t0 is the largest zero of the polynomial
t3 + t− 2m.
3.4 Rigidity and Monotonicity of the Hawking Mass
In this section we prove Theorem 3.1.2 regarding rigidity and monotonicity of the
Hawking mass with the foliation we used in previous sections. The proof basically
follows an argument in [65, Theorem 5].



































































































































|M |2dσ ≥ 0
given R ≥ −6. Thus the condition p0 = mAHH (Σ) implies that ddtm
AH
H (Σt) = 0, that
is, R = −6, |M | = 0, and ∇u = 0. It follows from |M | = 0 that (Σ, g1) is isometric
44
to a standard sphere. Since ∇u = 0, N is rotationally symmetric. From the result
[82, Theorem 3.3] by Sakovich and Sormani, if mAHH (Σ) = 0 then N is isometric to a
hyperbolic space or if mAHH (Σ) = m > 0 then N is isometric to a Riemannian anti-de
Sitter Schwarzschild manifold of mass m.
3.4.1 Admissible extension for the hyperbolic Bartnik mass
In this subsection, we remark that this construction of asymptotically hyperbolic 3-
metrics can be used to study a hyperbolic analogue of the Bartnik mass. Recall from
Definition 2.2.18 that the hyperbolic Bartnik mass is defined as the infimum of the






the extension we obtained from the previous section is admissible.
Here, we attempt the rough estimate of the component p0 for the Ricci flow
extension. As in the previous section, we will use the limit of the Hawking mass to
estimate p0.
Suppose that (Σ, g1) satisfies the condition on Theorem 3.3.1, H is a positive
constant, and R ≡ −6. For convenience, we adopt the following notation from [65]:









By using the lower bound in (3.2.6), we have
























































It is proved in [65] that the first term of the last line converges as t → ∞. Unfortu-
nately, the above estimate is too crude in a sense that it approaches infinity as t→∞
unless the last term t
3+1
2
(1 − E(1, t)) converges. Nevertheless, it might still be pos-
sible to get a nontrivial upper bound for the hyperbolic Bartnik mass by improving




mAHH (Σt) ≤ mAHH (Σ1).
Thus, by Theorem 3.1.2, the extension (N, ḡ) must be isometric to a rotationally
symmetric region either in hyperbolic space or AdS Schwarzschild space.
Chapter 4
Mass rigidity for asymptotically
hyperbolic manifolds
4.1 Introduction
As mentioned in Section 2.2.3, the positivity of mass for asymptotically hyperbolic
manifolds without the spin assumption has been proved in [81, 30]. However, their
proofs involve a contradiction argument, which are not applicable to the equality case.
In this chapter, our main goal is the following rigidity statement for the equality case.
The technical terms are defined in Section 4.2. We also refer to Definition 4.2.3 for the
precise definition of asymptotically hyperbolic manifolds, which includes a technical
assumption that g ∈ C∞loc. See Remark 4.2.5.
Theorem 4.1.1. Let n ≥ 3 and (M, g) be an n-dimensional asymptotically hyperbolic
manifold with scalar curvature Rg ≥ −n(n−1) and with equality p0 =
√
p21 + · · ·+ p2n,
where (p0, p1, . . . , pn) is the mass of g. Suppose the following holds:
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(?) There is an open neighborhood M of g in the space of asymptotically hyperbolic
metrics on M such that the inequality p0(γ) ≥
√
(p1(γ))2 + · · ·+ (pn(γ))2 holds
if γ ∈M and the scalar curvature satisfies Rγ = Rg.
Then (M, g) is isometric to hyperbolic space.
Using positivity of mass proven in [30], the assumption (?) can be dropped and
thus we arrive at the following result.
Theorem 4.1.2. Let n ≥ 3 and (M, g) an n-dimensional asymptotically hyper-
bolic manifold with scalar curvature Rg ≥ −n(n − 1) and with the equality p0 =√
p21 + · · ·+ p2n. Then (M, g) is isometric to hyperbolic space.
We outline the proof of Theorem 4.1.1, which is included in Section 4.4. We show
that a metric that realizes the mass equality is a minimizer of a functional F , defined
by (4.4.5), subject to a scalar curvature constraint. By studying the first variation
of this functional, we show that such a metric must be static and, in fact, possess a
static potential with certain asymptotics. The desired characterization of hyperbolic
space follows from proving a static uniqueness result.
We remark that the approach is motivated by a constrained minimization scheme
proposed by R. Bartnik [18] for his quasi-local mass program. The connection between
the constrained minimization and mass rigidity was recently employed by D. Lee and
the first named author in their proof to the rigidity conjecture of the spacetime
positive mass theorem [55].
In our proof of Theorem 4.1.1, it is essential to analyze the scalar curvature map
and to derive the following result.
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Theorem 4.1.3. Let (M, g) be an n-dimensional asymptotically hyperbolic manifold.






is surjective. As a consequence, the scalar curvature map is locally surjective at g.
Namely, there are constants ε, C > 0 such that if ‖φ−Rg‖Ck−2,α−s (M) < ε, then there is
a metric γ with ‖γ − g‖Ck,α−s (M) ≤ Cε that realizes the scalar curvature Rγ = Rg + φ.
Theorem 4.1.3 is also of independent interest from the perspective of scalar curva-
ture deformation. For example, it produces infinitely many asymptotically hyperbolic
metrics with scalar curvature greater than −n(n− 1) by perturbation.
We remark that the weighted Hölder space is chosen as our analytical framework
because the known results on the positivity of mass require that regularity. It is
shown that the Einstein constraint map is surjective among the appropriate weighted
Sobolev spaces by E. Delay and J. Fougeirol [37]. However, it does not seem to imply
Theorem 4.1.3. In fact, our proof relies on a different argument. One difficulty is
that the dual space (Ck−2,α−s )
∗ is not well-understood. Efforts are made to analyze the
kernel of the adjoint operator L∗g on (C
k−2,α
−s )
∗ without assuming the kernel elements
to decay at infinity. See Section 4.3 and more specifically, Theorem 4.3.5.
Finally, we remark that the proof of Theorem 4.1.3 uses the assumption that
an asymptotically hyperbolic manifold is complete without boundary (see Defini-
tion 4.2.3). For manifolds with compact boundary, while the same argument still
works if one imposes either Dirichlet or Neumann type condition on the metrics,
we need the surjectivity to hold for tensors with stronger vanishing condition at the
boundary to establish the mass rigidity. In a forthcoming paper, we use a differ-
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ent argument and extend Theorem 4.1.3 for metrics that coincide with g of infinite
order at the boundary. It enables us to prove the mass rigidity for asymptotically
locally hyperbolic manifolds. In that setting, the model spaces that we consider have
compact boundary with natural geometric boundary conditions.
4.2 Preliminaries
4.2.1 Weighted Hölder spaces and asymptotically hyperbolic
manifolds
Denote by Hn the n-dimensional hyperbolic space with scalar curvature −n(n − 1).
As our model for hyperbolic space, we consider the upper-sheet of the hyperboloid in
Minkowski space (Rn,1,−dt2 + dx21 + · · ·+ dx2n), defined by
Hn =
{
(x, t) = (x1, . . . , xn, t) ∈ Rn,1 : t =
√
1 + x21 + · · ·+ x2n
}
.
The restriction of the Minkowski metric to the upper-sheet hyperboloid is hyperbolic




dr2 + r2h, (4.2.1)
where r = |x| :=
√
x21 + · · ·+ x2n is the radial coordinate, and h is the standard
metric on the round unit (n− 1)-sphere. We refer (Rn, b) as the hyperboloid model of
hyperbolic space.
The volume form of b is dµb =
rn−1√
1+r2
dr dω, where dω is the volume form on the
round unit (n−1)-sphere. By the co-area formula, it is direct to see that the induced
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volume form on Sr = {|x| = r} of the hyperbolic metric b is the same as the standard
volume form on the round (n− 1)-sphere of radius r.
Let B be an open ball in Rn centered at the origin. Denote Hn \B = (Rn \B, b).
We fix an orthonormal frame {e1, . . . , en} on Hn \ B defined by, with respect to the
spherical coordinates {r, θ1, . . . , θn−1},
e1 =
√
1 + r2 ∂
∂r
, e2 = r
−1 ∂
∂θ1




Definition 4.2.1. For k = 0, 1, 2, . . . , α ∈ (0, 1), and q ∈ R, we define the weighted
Hölder spaces Ck,α−q (Hn \ B) as the collection of C
k,α










where ∇̊ is the covariant derivative with respect to b,




|ei1 · · · eik(f)(y)− ei1 · · · eik(f)(z)|
(db(y, z))α
,
and B1(x) is the unit ball centered at x intersecting with Hn \ B. We extend the
definition to tensors of arbitrary types: a tensor h ∈ Ck,α−q (Hn \B) if and only if each
tensor component with respect to the orthonormal frame lies in Ck,α−q (Hn \B).
Let M be a smooth manifold covered by an atlas that consists of a non-compact
chart Φ : M \K ∼= Hn \B and finitely many compact charts. We define the weighted
Hölder norm ‖f‖Ck,α−q (M) (for a function or tensor) to be the sum of the weighted norm
‖Φ∗f‖Ck,α−q (Hn\B) and the usual C
k,α norms on compact charts. Denote by Ck,α−q (M)
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the completion of Ck,αc (M) functions with respect to the weighted Hölder norm. We
often suppress M when the context is clear.
Notation. Throughout the paper, we use the notation Ok,α(r−q) to denote a
function or tensor, that belongs to the corresponding weighted space Ck,α−q (M). We
simply write O(r−q) in place of O0(r−q).
We collect the following basic facts about the weighted Hölder spaces.
Lemma 4.2.2. Let k = 0, 1, 2, . . . , α ∈ (0, 1), and q, s ∈ R.
1. |x|−q ∈ Ck,α−q (M \K).
2. f ∈ Ck,α−q (M \K) if and only if |x|sf ∈ C
k,α
s−q(M \K).
3. If f ∈ Ck,α−s , g ∈ C
k,α
−q , then fg ∈ C
k,α
−s−q and there is a constant C > 0 such that
‖fg‖Ck,α−s−q ≤ C‖f‖Ck,α−s ‖g‖Ck,α−q .
4. The inclusion Ck,α−s (M) ⊂ C
k,β
−s+ε(M) is compact for any ε > 0 and β < α.
Proof. The first three statements follow directly from the definition. The last state-
ment is standard compact embedding for weighted norms. While similar statements
can be found in [63, Lemma 3.6] and [36, Proposition 8], we include the proof for com-
pleteness as the weighted norms are defined with slight variations in the literature.
Let {ui} be a sequence of functions in Ck,α−s with ‖ui‖Ck,α−s = 1. Applying Arzela-Ascoli
on a sequence of compact sets that exhaust M and by a diagonal sequence argument,
there is a subsequence of {ui} (which we still denote by {ui}, without loss of gener-
ality) and a function u ∈ Ck,αloc so that ui converges to u locally uniformly in Ck,β.
That is, for ε > 0 and a compact subset Ω, there is an integer I (depending on ε and
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Ω) such that ‖u − ui‖Ck,β(Ω) < ε for all i ≥ I. In fact, u ∈ Ck,β−s because, for each
compact set Ω,
‖u‖Ck,β−s (Ω) = limi→∞ ‖ui‖Ck,β−s (Ω) ≤ 1.
LetBr be the coordinate ball of radius r. Using ‖ui−u‖Ck,β−s+ε(M\Br) ≤ r
−ε(‖ui‖Ck,β−s (M)+
‖u‖Ck,β−s (M)), we have that ui converges to u in C
k,β
−s+ε(M).






. Let M be an n-dimensional, connected,
complete manifold without boundary endowed with a Riemannian metric g ∈ C∞loc.
We say that (M, g) is asymptotically hyperbolic (of order q) if the following holds:
1. There exists a diffeomorphism M\K ∼= Hn\B for some compact subset K ⊂M .
We call the induced coordinate chart as the chart at infinity.
2. With respect to the chart at infinity, g − b ∈ C2,α−q (M \K).
3. The scalar curvature satisfies Rg + n(n− 1) ∈ C0,α−n−ε(M) for some ε > 0.
Remark 4.2.4. By direct computation, the assumption (2) implies that the Ricci
curvature of g satisfies Ricg = −(n− 1)g +O0,α(r−q).
Remark 4.2.5. Note the assumption g ∈ C∞loc. We add this technical assumption to
employ elliptic interior regularity for distribution solutions. Namely, if a distribution
solution u weakly solves aij∂
2
ij + bi∂iu+ cu = f and if f ∈ C
k−2,α
loc , then u ∈ C
k,α
loc , pro-
vided that the coefficients aij, bi, c are locally smooth. This elliptic regularity is only
used in the proofs of Theorem 4.1.3 and Theorem 4.4.3. If the regularity statement
holds for coefficients that are just Hölder regular, then that technical assumption may
be dropped.
53
To compare Definition 4.2.3 with various notions of asymptotically hyperbolic
manifolds in the existing literature, we express the assumption (2) in Definition 4.2.3
in coordinates. It appears that our asymptotic assumption is more general than
(2.2.1).
Lemma 4.2.6. A (0, 2)-tensor g satisfies g − b ∈ C2,α−q (M \ K) if and only if the











By changing the coordinate r = 1
sinh ρ









where we slightly abuse the O-notation in the previous expression and write u = O(ρq)
if u
ρq
is bounded as ρ→ 0.
Proof. Via the diffeomorphism on the chart at infinity, it suffices to prove the result
for tensors defined on Hn \B. Express g in the spherical coordinates as follows:
g = Adr2 + 2
∑
j
Bj dr dθj +
∑
j,`
Cj` dθj dθ`. (4.2.3)
By definition, κ := g−b belongs to Ck,α−q (Hn \B) if and only if each tensor component
κ(ei, ej) ∈ Ck,α−q (Hn \B). By (4.2.2) and (4.2.3), we have
κ(e1, e1) = (1 + r
2)A, κ(e1, ej+1) =
√
1 + r2r−1Bj, and κ(ej+1, e`+1) = r
−2Cj`.
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Thus, κ ∈ Ck,α−q (Hn \B) if and only if the tensor components satisfy
A ∈ Ck,α−2−q, Bj ∈ C
k,α
−q , and Cj` ∈ C
k,α
2−q.
4.2.2 Wang-Chruściel-Herzlich mass, and an alternative def-
inition
X. Wang [99] defined the mass for asymptotically hyperbolic manifolds that are con-
formally compact. For the class of asymptotically hyperbolic manifolds adopted in
the current paper, we use the following more general definition of P. Chruściel and
M. Herzlich [31].
Definition 4.2.7. Let (M, g) be an asymptotically hyperbolic manifold. Given a
function V ∈ C1(M \K), we define the mass integral









(ν0) + (t̊rh)dV (ν0)− h(∇̊V, ν0)
]
dσb, (4.2.4)
where h = g−b, ν0 is the outward unit normal vector to Sr = {|x| = r}, and d̊iv, t̊r, ∇̊,
are all with respect to b. The volume form dσb is the restriction of the volume form
of b on Sr. The mass of Wang-Chruściel-Herzlich is defined by
p0(g) = Hg(
√
1 + r2) and pi(g) = Hg(xi) for i = 1, . . . , n.
We may omit g and simply write the mass (p0, p1, . . . , pn) when the context is clear.
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Remark 4.2.8. In the above definition, we can replace the functions
√
1 + r2 and
xi by
√
1 + r2 + O2(r1−q) and xi + O
2(r1−q) respectively, since the differences in the
corresponding mass integrals go to zero in the limit. For the same reason, we may
also replace ν0, d̊iv, t̊r, ∇̊, and dσb in (4.2.4) by the corresponding objects with respect
to another asymptotically hyperbolic metric and still obtain the same limit.
Remark 4.2.9. The quantity (p0, p1, . . . , pn) is a geometric invariant among an ap-
propriate class of charts at infinity (see [31], also [51]). We denote the functions
appearing in the above definition by
V0 =
√
1 + r2 and Vi = xi for i = 1, . . . , n.
In Hn, these functions satisfy the differential equation ∇̊2Vi = Vib, for i = 0, 1, . . . , n.
They are the so-called static potentials. We will discuss general properties of static
potentials in an asymptotically hyperbolic manifold in Section 4.3.
We recall an equivalent definition of mass, which will be used in the proof of the
main theorem. This formula is known to the experts and is stated in [52, Theorem
3.3], whose proof is similar to the analogous formula for asymptotically flat manifolds.
Proposition 4.2.10. Let (M, g) be an asymptotically hyperbolic manifold. If V ∈
C2(M \K) satisfies






(Ricg + (n− 1)g)(∇̊V, ν0) dσb = −n−22 H(V ),
provided the quantity on either side of the equation converges.
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4.2.3 Operators asymptotic to ∆− n
To analyze the scalar curvature operator on an asymptotically hyperbolic manifold,
the following class of operators naturally appears.
Definition 4.2.11. Let (M, g) be asymptotically hyperbolic. Let ∆ be the Laplace-
Beltrami operator of g, which is the trace of the covariant Hessian. For k ≥ 2, we say
that the differential operator T : Ck,α−s → C
k−2,α
−s defined by Tu = ∆u+ ξ · ∇u+ ηu is
asymptotic to ∆− n if there is a number ε > 0 such that the vector field ξ ∈ Ck−2,α−ε
and the function η + n ∈ Ck−2,α−ε .
We recall the following classical result on isomorphism.
Lemma 4.2.12. Let (M, g) be an n-dimensional asymptotically hyperbolic manifold
and s ∈ (−1, n). The operator T0 : Ck,α−s (M)→ C
k−2,α
−s (M) defined by T0u = ∆u− nu
is an isomorphism.
Proof. The isomorphism result is proven for asymptotically hyperbolic manifolds that
are conformally compact in [62, Proposition 3.3] (based on the argument of [47,
Section 3]; see also [63] for a general class of operators.) It is clear that the proof can
be adapted for our class of asymptotically hyperbolic manifolds.
We also need the following standard Fredholm property for our class of operators.
Note similar statements under greater generality can be found in [63], but we include
a proof more specific to our setting for completeness.
Proposition 4.2.13. Let (M, g) be an n-dimensional asymptotically hyperbolic man-
ifold and s ∈ (−1, n). Let T : Ck,α−s → C
k−2,α
−s be asymptotic to ∆ − n. Then T is
Fredholm.
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Proof. We write Tu = T0u + ξ · ∇u + (η + n)u. Note T0 is an isomorphism by
Lemma 4.2.12, and hence Fredholm. To show that T is Fredholm, it suffices to show
that the map T − T0 : Ck,α−s → C
k−2,α
−s is compact.
Let {ui} be a sequence of functions in Ck,α−s with ‖ui‖Ck,α−s = 1. We show that
{(T −T0)ui} has a convergent subsequence in Ck−2,α−s . By Lemma 4.2.2, C
k,α
−s ⊂ Ck−s+ε
is compact for ε > 0, so there is a subsequence (still denoted by {ui} without loss of
generality) that converges to u in Ck−s+ε. Observe the sequence {(T−T0)ui} converges
in Ck−2,α−s because
‖(T − T0)(ui − u)‖Ck−2,α−s = ‖ξ · ∇(ui − u) + (η + n)(ui − u)‖Ck−2,α−s
≤ C
[
‖ξ‖Ck−2,α−ε ‖∇(ui − u)‖Ck−2,α−s+ε
+ ‖η + n‖Ck−2,α−ε ‖ui − u‖Ck−2,α−s+ε
]
≤ C‖ui − u‖Ck−1,α−s+ε
≤ C‖ui − u‖Ck−s+ε → 0 as i→∞.
4.3 Surjectivity of the linearized scalar curvature
map
Let (Ω, g) be a Riemannian manifold. The linearization Lg of the scalar curvature
map at g acts on a symmetric (0, 2)-tensor h ∈ C2loc by the formula
Lgh = −∆(trh) + div div h− h · Ricg, (4.3.1)
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and the formal L2-adjoint operator L∗g is given by, for a function V ∈ C2loc,
L∗gV = −(∆V )g +∇2V − V Ricg. (4.3.2)
Here div, tr, ·, ∆, and ∇ are all taken with respect to g.
We say that (Ω, g) is static if it admits a function V , not identically zero, that
satisfies the static equation
L∗gV = 0. (4.3.3)
We call a solution V to this equation a static potential. Equation (4.3.3) is equivalent
to the following equation:
∇2V =
(
Ricg − 1n−1Rg g
)
V.
Example 4.3.1. It is well-known that a static manifold has constant scalar curvature
on each connected component [39], so a static asymptotically hyperbolic manifold
(which is assumed to be connected in Definition 4.2.3) must have constant scalar
curvature −n(n− 1). Thus, (4.3.3) implies
∇2V = (Ricg + ng)V
∆V = nV.
(4.3.4)
The prototype of a static asymptotically hyperbolic manifold is hyperbolic space. Re-
call in Remark 4.2.9, the space of static potentials is an (n+1)-dimensional real vector
space spanned by the functions
√
1 + r2, x1, . . . , xn with respect to the coordinates of
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the hyperboloid model. They come from the restriction of the Minkowski coordinate
functions t, x1, . . . , xn to the hyperboloid.
The goal of this section is to analyze the growth rate of V solving L∗gV = τ on
an asymptotically hyperbolic manifold (M, g) where τ ∈ C01−q. Specifically, we show
in Theorem 4.3.5 below that such V must either grow linearly in a cone region or go
to zero at infinity. As an application (the case τ = 0), at the end of this section we
prove Theorem 4.1.3 that Lg is surjective between the appropriate weighted Hölder
spaces. We also use Theorem 4.3.5 (the case τ 6= 0) in the proof of Theorem 4.4.3 in
the next section.
We remark that it is possible to obtain more detailed asymptotics of V (at least for
the case τ = 0) as discussed in [29, Remark A.3] by their analysis. Here we establish
elementary properties for a class of inhomogeneous, second-order linear ODEs that
suffice for our purpose.
We analyze the asymptotic behavior of a static potential, by studying the static
equation along geodesic rays. Note ∇2V = (Ricg + ng)V = (g +O0,α(r−q))V by the
asymptotically hyperbolic assumption. The corresponding equation along a geodesic
ray is asymptotic to u′′ = u. We prove in the next three technical lemmas that the
solutions to a large class of ODEs share similar properties as the solutions to u′′ = u,
which are generated by et, e−t.
Lemma 4.3.2. Let P (t), Q(t) ∈ C0,α([0,∞)) and Q > 0. Consider the ODE given
by
u′′ = Pu′ +Qu. (4.3.5)
Then the following holds:
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1. A solution u has at most one zero, unless u is identically zero.
2. If u and v are two solutions satisfying the initial condition u(0) ≥ v(0) and
u′(0) ≥ v′(0), then u(t) > v(t) and u′(t) > v′(t) for all t > 0, unless u is
identical to v.
3. There is a solution u with u(t) > 0 and u′(t) < 0, for all t.








(Ku′)′ = KQu. (4.3.6)
To see (1), suppose that u is not identically zero and, to give a contradiction, that u
has two or more zeros. Let t1 < t2 be two adjacent zeros. We may without loss of
generality assume that u > 0 on (t1, t2). This implies that u
′(t1) ≥ 0 and u′(t2) ≤ 0.
In fact, both inequalities are strict; otherwise u is identically zero by uniqueness of
solutions. However, this contradicts the fact that Ku′ is increasing on [t1, t2] by
(4.3.6). For (2), by linearity it suffices to show that if u is a solution satisfying the
initial condition u(0) ≥ 0 and u′(0) ≥ 0, then u(t) > 0 and u′(t) > 0 for all t > 0,
unless u is identically zero. The desired statement in (2) follows from (4.3.6) and by
observing that if u ≥ 0 then Ku′ is increasing.
We now prove (3) by constructing a compact family of solutions. For an integer
j > 0, let uj be the solution that satisfies uj(0) = 1 and uj(j) = 0. By (1) and (2), we
have 0 ≤ uj < uj+1 < uj+2 < · · · < 1 and u′j < u′j+1 < u′j+2 < · · · < 0 for t ∈ (0, j].
Using (4.3.5) to bound the higher derivatives, we see that uj is locally uniformly
bounded in C2,α. By Arzela-Ascoli, a subsequence locally uniformly converges to a
solution u in C2([0,∞)) that satisfies u(0) = 1 and 0 ≤ u(t) ≤ 1, u′ ≤ 0 for all t. It
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is straightforward to verify that the inequalities are strict: u(t) > 0 and u′(t) < 0 for
all t.
Lemma 4.3.3. Let P (t), Q(t) ∈ C0,α([0,∞)). Suppose 1 +Q > 0 and that there are
constants d, C0 > 0 such that |P (t)|, |Q(t)| ≤ C0e−dt. Then there are two linearly
independent solutions u1 and u2 to the homogeneous equation
u′′ = Pu′ + (1 +Q)u,
and u1, u2 satisfy the following: there is a constant C > 0 such that, for all t,
C−1et ≤ u1(t) ≤ Cet, C−1et ≤ u′1(t) ≤ Cet,
C−1e−t ≤ u2(t) ≤ Ce−t, C−1e−t ≤ −u′2(t) ≤ Ce−t.
(4.3.7)
Proof. Let u1 be a solution with the initial condition u1(0) = 1 and u
′
1(0) > 0. By
(2) in Lemma 4.3.2, we have u1 > 0 and u
′
1 > 0 for all t. Let w(t) = u1(t) + u
′
1(t).
Then w > 0 satisfies
w′ = (1 + P )u′1 + (1 +Q)u1.
This implies the following differential inequality for w:
(1− |P | − |Q|)w ≤ w′ ≤ (1 + |P |+ |Q|)w.
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(1− |P (s)| − |Q(s)|) ds
)
≤ w(t) ≤ w(0) exp
(∫ t
0
(1 + |P (s)|+ |Q(s)|) ds
)
.
That is, there is a constant C1 > 0 (depending only on w(0), ‖P‖L1 , and ‖Q‖L1) such
that
C−11 e
t ≤ u1(t) + u′1(t) ≤ C1et. (4.3.8)
This gives the upper bound for u1, u
′
1 in (4.3.7). To derive the lower bound for u1, u
′
1,
we set z(t) = u1(t)− u′1(t). Then z′ = −z − Pu′1 −Qu1 and |z′ + z| ≤ 2C0C1e(1−d)t.
Solving the differential inequality gives |z| ≤ C2(e(1−d)t+e−t+te−t) for some constant




(4.3.8), we obtain the desired estimate (4.3.7) for u1, u
′
1.
By (3) of Lemma 4.3.2, there is a solution u2 so that u2(t) > 0 and u
′
2(t) < 0 for
all t. Set h(t) = u2(t)− u′2(t). Then h > 0 satisfies
h′ = (1− P )u′2 − (1 +Q)u2,
and hence (−1 − |Q| − |P |)h ≤ h′ ≤ (−1 + |Q| + |P |)h. Just as computing above,
we have C−1e−t ≤ u2(t) − u′2(t) ≤ Ce−t, which gives the upper bound for u2, u′2 in
(4.3.7). Similarly, by estimating the differential inequality for u2 + u
′
2, we derive the
desired lower bound.
Lastly, we note that the two solutions u1, u2 are linearly independent because their
63






 = u1u′2 − u2u′1 ≤ −2C−2 for all t. (4.3.9)
Lemma 4.3.4. Let P (t), Q(t) ∈ C0,α([0,∞)) and f(t) ∈ C0([0,∞)). Suppose 1+Q >
0 and that there are constants d, C0 > 0 such that |P (t)|, |Q(t)|, |f(t)| ≤ C0e−dt. Let
u solve
u′′ = Pu′ + (1 +Q)u+ f. (4.3.10)







−dt for d 6= 1
Cte−t for d = 1
. (4.3.11)
Proof. Let up be a particular solution to (4.3.10). Notice that u − up satisfies the
homogeneous equation, and hence is a linear combination of u1 and u2, where {u1, u2}
is the set of fundamental solutions from Lemma 4.3.3. It suffices to show that the
estimate (4.3.11) holds for up.
By the method of variation of parameters, we can choose up to be
up = α1u1 + α2u2,
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If d > 1, using (4.3.7), (4.3.9), and the assumption on f , we see that both integrals






∣∣∣∣ ds ≤ C ∫ ∞
t





∣∣∣∣ ds ≤ C ∫ ∞
t
es|f(s)| ds ≤ Ce−(d−1)t.
It implies that
|up − A1u1 − A2u2| ≤ |α1 − A1|u1 + |α2 − A2|u2 ≤ Ce−dt.
If 0 < d ≤ 1, then limt→∞ α2(t) may not converge. Nevertheless, there is a
constant C > 0 such that |α2| ≤ Ce(1−d)t if d 6= 1 and |α2| ≤ Ct if d = 1. Together
with the above estimate for α1, we obtain
|up − A1u1| ≤ |α1 − A1|u1 + |α2|u2 ≤
 Ce
−dt for d 6= 1
Cte−t for d = 1
.
We proceed to discuss the asymptotics of a function that solves the static equation
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up to an error term. We define a cone U as an unbounded open subset in M \K that
consists of points in spherical coordinates such that, for some r0 > 0 and a non-empty
open subset Θ in the domain of the angular coordinates on Sn−1:
U = {(r, θ1, · · · , θn−1) ∈M \K : r > r0 and (θ1, . . . , θn−1) ∈ Θ}.
Theorem 4.3.5. Let (M, g) be an asymptotically hyperbolic manifold, and V ∈
C2loc(M \K) satisfy
L∗gV = τ (4.3.12)
where τ ∈ C01−q(M \K) is a symmetric (0, 2)-tensor. Then V satisfies precisely one
of the following:
1. There is a cone U ⊂M \K and a constant C > 0 such that
C−1|x| ≤ |V (x)| ≤ C|x| for all x ∈ U.
2. There are constants C > 0 and 0 < d ≤ 1 such that
|V (x)| ≤ C|x|−d for all x ∈M \K.
Proof. Let Br be a large coordinate ball in M that contains K. It suffices to prove
the theorem on M \ Br. Note that any point x ∈ M \ Br could be reached by a
geodesic emanating from ∂Br with the initial velocity ∂r. Let γ(t), 0 ≤ t < ∞, be
the geodesic emanating from a point p ∈ ∂Br with γ′(0) = ∂r, parametrized by the
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arc length parameter t, i.e.
t = dg(p, γ(t)).
With respect to the hyperbolic metric b on M \ Br (pull back by the diffeomor-
phism that gives the chart at infinity) and letting o be the origin of Hn, we have
db(o, γ(t)) = sinh
−1(|γ(t)|) and hence |db(p, γ(t)) − sinh−1(|γ(t)|)| ≤ db(o, p) by the
triangle inequality, where |γ(t)| denotes the radial coordinate of the point γ(t). Since
the distance in g is comparable to the distance in b by the asymptotically hyperbolic
assumption, there is a constant C > 0 such that |t − sinh−1(|γ(t)|)| ≤ C for all t.
Thus, there is a constant C > 0 such that
C−1et ≤ |γ(t)| ≤ Cet. (4.3.13)
By (4.3.12) and the assumption on τ , we have
∇2V =
(
Ricg − 1n−1Rg g
)








Let u(t) = V ◦γ(t). The equation (4.3.14) implies that u satisfies the following ODE:
u′′ = ∇2V (γ′(t), γ′(t)) +∇V (∇γ′(t)γ′(t))
= ∇2V (γ′(t), γ′(t))
= (1 +Q(t))u+ f,
where |Q(t)| ≤ Ce−qt and |f(t)| ≤ Ce(1−q)t by (4.3.14) and (4.3.13). By Lemma 4.3.4,
there is a constant C > 0 and d ∈ (0, 1] such that V satisfies
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1. either C−1et ≤ |V (γ(t))| ≤ Cet for all t
2. or |V (γ(t))| ≤ Ce−dt for all t.
If (1) holds for some geodesic γ, by continuous dependence of ODE solutions on the
initial conditions, the estimate C−1|x| ≤ |V (x)| ≤ C|x| holds in a cone, where we
use (4.3.13) to replace et with |γ(t)| and enlarge the constant C if needed. If (1)
does not hold for any geodesic γ, then (2) holds for all γ(t), with a uniform constant
C by compactness of ∂Br. Using (4.3.13) and enlarging C if necessary, we have
|V (x)| ≤ C|x|−d for all x ∈M \K.
Corollary 4.3.6. Let (M, g) be an asymptotically hyperbolic manifold, and V ∈ C2loc
solve L∗gV = 0 in M . If V is not identically zero, then there is a cone U ⊂ M \K
and a constant C > 0 such that V satisfies
C−1|x| ≤ |V (x)| ≤ C|x| for all x ∈ U.
Proof. Recall ∆V = nV in (4.3.4). By letting τ = 0 in Theorem 4.3.5, we have
that either the desired estimate holds, or there are constants d, C > 0 such that
|V (x)| ≤ C|x|−d for all x ∈ M \ K. However, the latter case implies that V is
identically zero by maximum principle.
We now prove the main result in this section.
Proof of Theorem 4.1.3. It suffices to show that the linearized scalar curvature map
is surjective. Local surjectivity of the scalar curvature map follows from standard
functional analysis.
We first show that the range of Lg is closed. Define the operator T (u) := Lg(ug)
for functions u ∈ Ck,α−s (M). Then 11−nT (u) = ∆u +
1
n−1Rgu is asymptotic to ∆ − n
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and hence Fredholm by Proposition 4.2.13. In particular, the range of T has finite
codimension, and so does the range of Lg. It implies that the range of Lg is closed.







∗ has a trivial kernel. Let u ∈ (Ck−2,α−s )∗ weakly solve L∗gu = 0. Note that since
C∞c is dense in C
k−2,α
−s , u is, in particular, a distribution. Taking the trace of L
∗
gu = 0
implies that u weakly solves an elliptic PDE, whose coefficients are locally smooth by
the hypothesis g ∈ C∞loc. Applying elliptic regularity for distribution solutions (see,




uφ dµg, for all φ ∈ C∞c . (4.3.15)
Suppose, to give a contradiction, that u is not identically zero. We shall show
that the above pairing is not bounded for some φ ∈ Ck−2,α−s . By Corollary 4.3.6, there
is a constant C > 0 such that |u(x)| ≥ C|x| in a nonempty cone U ⊂ M \ K. We
may without loss of generality assume u > 0 and hence u(x) ≥ C|x| on U . Let
φ(x) be a non-negative function in Ck−2,α−s so that φ(x) = |x|−s in a smaller cone
U ′ ⊂ U ⊂ M \K and φ ≡ 0 outside U . Let φi ∈ C∞c (U) be a monotone sequence of
non-negative functions that converge to φ in Ck−2,α−s (for example, let φi = χiφ where












where the first equality is from continuity of u as a functional, the second equality
is by (4.3.15), and the last equality is by monotone convergence theorem. However,
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drdω, the last integral diverges to infinity:
∫
M




4.4 Mass minimizer and static uniqueness
Let (M, g) be an n-dimensional asymptotically hyperbolic manifold. Consider the
following Banach (affine) space of symmetric (0, 2)-tensors:
B = {g + h : h ∈ C2,α−q (M) is a symmetric (0, 2)-tensor}
M ⊂ B is an open neighborhood of g containing positive definite tensors.
(4.4.1)








1 + r2 =
√
1 + r2 g +O0,α(r1−q)




L∗gf = −(∆f)g +∇2f − fRicg = O0,α(r1−q). (4.4.4)
We define the corresponding functional F on M by
F(γ) = a0p0(γ)− (a1p1(γ) + · · ·+ anpn(γ))−
∫
M
(R(γ) + n(n− 1)) f dµg (4.4.5)
where R :M→ C0,α−q is the scalar curvature map and recall (p0(γ), . . . , pn(γ)) denotes
the mass of γ.
It may not be immediately obvious that F(γ) is finite for γ ∈ M. Since γ is
not assumed to satisfy the scalar curvature assumption (3) of Definition 4.2.3, either
term in the definition of F may diverge. In the next lemma, we give an alternative
expression for F and show that F is well-defined. We also compute its first variation.
Lemma 4.4.1. Let f ∈ C2,αloc (M) satisfy the asymptotics
f(x) = a0
√
1 + r2 − (a1x1 + · · ·+ anxn) +O2,α(|x|1−q).





[Lg(γ − b)− (R(γ) + n(n− 1))] f − (γ − b) · L∗gf
)
dµg, (4.4.6)
where b is any fixed smooth symmetric (0, 2)-tensor in M that coincides with the
hyperbolic metric b in the chart at infinity.
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h · L∗gf dµg.
Proof. We recall the formulas for Lg and L
∗
g in (4.3.1) and (4.3.2) for the following
computations.











































− (∆f)g +∇2f − fRicg
)
· e dµg.
Note (4.4.4) and R(γ) + n(n − 1) = Lg(e) + O(r−2q) by Taylor expansion. Both
integrals converge by routine computations.
So far, we have considered the functional F defined by an arbitrary function f
satisfying the asymptotics (4.4.2). In what follows, we will choose specifically f which
is an eigenfunction ∆f = nf .
Lemma 4.4.2 ([78, Lemma 3.3]). Let (M, g) be an asymptotically hyperbolic mani-
fold. There are functions f0, f1, . . . , fn ∈ C2,αloc (M) satisfying ∆f0 = nf0 and ∆fi =
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nfi for i = 1, . . . , n with the asymptotics
f0(x) =
√
1 + r2 +O2,α(r1−q)
fi(x) = xi +O
2,α(r1−q).
Proof. Taking the trace of equations in (4.4.3) yields
∆
√
1 + r2 = n
√
1 + r2 +O0,α(r1−q)
∆xi = nxi +O
0,α(r1−q).
Note that the operator ∆ − n : C2,α1−q → C
0,α
1−q is an isomorphism by Lemma 4.2.12.
There is a unique v ∈ C2,α1−q that solves ∆v − nv = −∆
√
1 + r2 + n
√
1 + r2. We set
f0 =
√
1 + r2 + v. Other eigenfunctions fi are obtained similarly.
Theorem 4.4.3. Let (M, g) be an asymptotically hyperbolic manifold with scalar cur-
vature Rg ≥ −n(n−1) and with the equality p0 =
√
p21 + · · ·+ p2n, where (p0, p1, . . . , pn)
is the mass of g. Suppose the following holds:
(?) There is an open neighborhood M of g in B such that for any γ ∈ M with
R(γ) = Rg, the inequality p0(γ) ≥
√
(p1(γ))2 + · · ·+ (pn(γ))2 holds.





1 + r2 − (p1x1 + · · ·+ pnxn) +O2,α(r1−q) if p0 > 0
√
1 + r2 +O2,α(r1−q) if p0 = 0
. (4.4.7)
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Proof. Case 1: p0 > 0. Let f0, f1, . . . , fn be from Lemma 4.4.2. Define
f = p0f0 − (p1f1 + · · ·+ pnfn),
where (p0, p1, . . . , pn) is the mass of g. Note ∆f = nf . Since f > 0 outside a large
compact set, it follows from the maximum principle that f is everywhere positive.
We claim that f is a static potential on M .
Consider the functional F : M → R defined by (4.4.5) corresponding to this
particular choice of f with the coefficients ak = pk for all k = 0, 1, . . . , n. Let R :
M → C0,α−q be the scalar curvature map that sends γ to the scalar curvature of γ.






























(p1(γ))2 + · · ·+ (pn(γ))2
)
≥ 0
with equalities realized at γ = g.




−q is surjective, so we can apply the method
of Lagrange Multipliers (see, for example, [55, Theorem C.1]) to obtain λ ∈ (C0,α−q )∗
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that satisfies
DF|g(h) = λ(Lg(h)) for all h ∈ C2,α−q .





h · L∗g(f) dµg = λ(Lg(h)) for all h ∈ C
2,α
−q . (4.4.8)
Considering h ∈ C∞c in the above identity implies that λ, as a distribution, is a weak
solution to −L∗gf = L∗gλ. Taking the trace of the previous equation implies that
λ weakly solves an elliptic PDE with locally smooth coefficients, by the hypothesis
g ∈ C∞loc. By elliptic interior regularity for distribution solutions (see, for example, [2,




λLg(h) dµg for h ∈ C∞c (M).
Together with (4.4.8), λ solves L∗gλ = −L∗gf in the classical sense.
We recall L∗gf ∈ C
0,α
1−q. Applying Theorem 4.3.5 yields that there are numbers
d, C > 0 such that either |λ(x)| ≥ C|x| in a nonempty cone U ⊂ M \K, or |λ(x)| ≤
C|x|−d in M \ K. Since λ is a bounded functional on C0,α−q , the first case does not
occur, by the same argument as in the last paragraph in the proof of Theorem 4.1.3.
Therefore, we must have |λ(x)| ≤ C|x|−d in M \ K; in particular, λ(x) → 0 as
|x| → ∞. Taking the trace of L∗gλ = −L∗gf gives that
∆λ− nλ = −(∆f − nf) = 0.
75
We conclude λ is identically zero by the maximum principle. We conclude that f is
a static potential.
Case 2: p0 = 0. We let f = f0 where f0 is from Lemma 4.4.2. That is, f =
√
1 + r2 + O2,α(r1−q) and ∆f = nf . Note f > 0 by maximum principle. We will
show that f satisfies the static equation. Let F :M→ R be the functional defined by





(R(γ) + n(n− 1)) f dµg.
Recall Cg defined above. Among the constraint γ ∈ Cg, we have F(γ) − F(g) =
p0(γ)− p0(g) ≥ 0 by hypothesis (?) and thus F attains the minimum at γ = g. Now,
we can apply the method of the Lagrange multipliers and argue that f is a static
potential as above.
We have shown that a metric g that locally minimizes the functional F possesses
a static potential with specific asymptotics. To conclude the proof of Theorem 4.1.1,
we establish static uniqueness and show isometry to hyperbolic space. (In particular,
the case p0 > 0 in (4.4.7) cannot happen.)
Lemma 4.4.4. Let (M, g) be an asymptotically hyperbolic manifold that admits a
positive static potential f with the asymptotics (4.4.7). Then on any large coordinate
ball Br, the following identity holds
∫
Br








where | · | is the norm taken with respect to g and ν is the outward unit normal vector
on ∂Br.
Proof. The following identity is due to X. Wang [101]. Set S = Ricg + (n− 1)g. By
the static equation, S = f−1∇2f − g and S is both trace and divergence free. We
compute
f−1|∇2f − fg|2 = f |S|2
= fg(f−1∇2f, S) (S is trace-free)
= g(∇2f, S)
= div(S(∇f)) (S is divergence-free).
The lemma follows by integrating the identity on Br and applying the divergence
theorem.
We are ready to prove Theorem 4.1.1. We restate the assumption (?) using the
precise Banach spaces defined earlier in (4.4.1).
Theorem 4.4.5. Let n ≥ 3 and (M, g) be an n-dimensional asymptotically hyper-
bolic manifold with scalar curvature Rg ≥ −n(n − 1) and with the equality p0 =√
p21 + · · ·+ p2n, where (p0, p1, . . . , pn) is the mass of g. Suppose the following holds:
(?) There is an open neighborhood M of g in B such that any γ ∈M with R(γ) =
Rg, the inequality p0(γ) ≥
√
(p1(γ))2 + · · ·+ (pn(γ))2 holds.
Then (M, g) is isometric to hyperbolic space.
Proof. By Theorem 4.4.3, M admits a positive static potential f of asymptotics
(4.4.7). Using Lemma 4.4.4 and Proposition 4.2.10, in either the case p0 > 0 or
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p0 = 0, we have the following identity
∫
M





Ricg + (n− 1)g
)
(∇̊f, ν0) dσ0 = −n−22 H(f) = 0.
This implies ∇2f = fg, which characterizes hyperbolic space by an elementary argu-
ment, which we present in Proposition 4.4.6 below.
Alternatively, we could use again that f satisfies the static equation by Theo-
rem 4.4.3 to see that g is Einstein with Ricg = −(n − 1)g. Then M is isometric to
hyperbolic space by Bishop-Gromov volume comparison.
Proposition 4.4.6. Let (M, g) be asymptotically hyperbolic. If there is a non-zero
function f ∈ C2loc(M) satisfying f > −c for some real number c and the following
equation on M :
∇2f = fg, (4.4.9)
then (M, g) is isometric to hyperbolic space.
Proof. If f has at least one critical point, the result is classical (see [96] and also [60,
Theorem C] and [79, Lemma 3.3]).
We now assume that f has no critical point in M , i.e. ∇f is never zero. We
compute the first and second covariant derivatives of ∇2f = fg at a point p ∈ M
with respect to a geodesic normal coordinate chart:
0 = f;ijk − f;ikj −Rkj`if ` = fkgij − fjgik −Rkj`if `
0 = f(gkmgij − gjmgik)−Rkj`i;mf ` −Rkjmif,
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where Rkj`i = g(∇∂k∇∂j∂` − ∇∂j∇∂k∂`, ∂i) in our convention. We than obtain the
following formulas, for any vector fields W,X, Y, Z,
R(X, Y,∇f, Z) = g(∇f,X)g(Y, Z)− g(∇f, Y )g(X,Z)
(∇ZR)(X, Y,∇f,W ) = −f
(




Let γ : (−∞,∞) → M be the integral curve of ∇f|∇f | through a point p ∈ M , i.e.
γ′(t) = ∇f(γ(t))|∇f |(γ(t)) . By direct computation using (4.4.9), we have ∇γ′γ
′ = 0 and thus γ
is a geodesic parametrized by arc length. We compute
d
dt
f(γ(t)) = g(∇f, γ′(t)) = |∇f(γ(t))| > 0 (4.4.11)
d2
dt2
f(γ(t)) = ∇2f(γ′(t), γ′(t)) = f(γ(t)).




where C1 ≥ 0 ≥ C2 and C1, C2 are not both zero.
Let X, Y be two orthonormal vector fields perpendicular to γ′ and parallel along
γ. The sectional curvature K(X ∧ γ′) = R(X, γ′, γ′, X) = −1 along γ by (4.4.10).
Next, we compute that the sectional curvature K(t) := K(X ∧ Y ) = R(X, Y, Y,X)
along γ(t). In what follows, we slightly abuse the notation and denote f(t) = f(γ(t))
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and |∇f |(t) = |∇f |(γ(t)). We compute, for all t ∈ (−∞,∞),
K ′(t) = γ′(R(X, Y, Y,X)) = (∇γ′R)(X, Y, Y,X)




where in the last equation we use the second equation in (4.4.10). We would like to
show that K(t) + 1 ≡ 0 for all t. Suppose, to give a contradiction, that K(t) + 1 is
not identically zero. Then K(t) + 1 has no zeros, and we can divide the equation of
K ′(t) by K(t) + 1 to achieve
d
dt
log |K(t) + 1| = −2 f(t)
|∇f |(t)
. (4.4.13)












for t ∈ (−∞,∞).
Solving this ODE yields that either (1) |f ||∇f | ≡ 1 on γ(t), or (2) there is a constant
C > 0 such that f|∇f | = 1 −
2
Ce2t+1
on γ(t). For Case (1), we find K(t) + 1 to be
either Be−2t or Be2t for some nonzero constant B for t ∈ (−∞,∞) by (4.4.13), which
contradicts the asymptotically hyperbolic assumption. For Case (2), f(t) has a zero
and hence C2 < 0 in (4.4.12), which contradicts the assumption f > −c.
Varying p ∈ M , we conclude that the sectional curvature of M is identically
−1, which implies the universal cover of M is hyperbolic space. Together with the
asymptotically hyperbolic assumption, M is isometric to hyperbolic space.
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Remark 4.4.7. We thank Piotr Chruściel for pointing out an example that demon-
strates the necessity of the hypothesis f ≥ −c. Let (Σ, h) be a complete (n − 1)-
dimensional manifold (either closed or unbounded) with bounded sectional curvature.
Consider the product M = (−∞,∞) × Σ endowed with the warped product metric
g = dt2 + (cosh t)2h. One can directly check that the sectional curvature of (M, g)
approaches −1 as t→ ±∞ and that f(t) = sinh t satisfies ∇2f = fg. (In particular,
f
|∇f | = 1 −
2
e2t+1
realizes Case (2) above.) If we further specify Σ = Rn−1 endowed
with a metric h whose sectional curvature is identically −1 outside a compact set of
Σ, the sectional curvature of the resulting metric g approaches −1 toward the infinity
of M . However, (M, g) is of constant sectional curvature −1 if and only if h is of
constant sectional curvature −1 everywhere on Σ.
Chapter 5
Splitting theorems with scalar
curvature lower bounds
5.1 Introduction
In the recent development of differential geometry, it has been of increasing interest
to understand the geometry of Riemannian manifolds with lower bounds on their
scalar curvature. In [83, 85], R. Schoen and S.-T. Yau proved the milestone result
that the n-dimensional torus T n, for 3 ≤ n ≤ 7, does not admit a metric of positive
scalar curvature by using minimal surface techniques. In more recent work, Schoen
and Yau [87] have been able to use the minimal surface method to prove this for
all dimensions n ≥ 3. This had been proved by M. Gromov and H. B. Lawson [48]




Proposition 5.1.1. Let (Mn, g), n ≥ 3 be a Riemannian manifold with positive scalar
curvature, S > 0. If Nn−1 is a stable, two-sided closed minimal hypersurface in Mn
then Nn−1 admits a metric of positive scalar curvature.
Moreover, by refinements of the arguments in [85], one obtains the rigidity state-
ment that if S ≥ 0, and Nn−1 does not admit a metric of positive scalar curvature
then Nn−1 is totally geodesic and Ricci flat, and S = 0 along Nn−1 (cf. [40, 43]). In
[23], M. Cai proved the following splitting theorem by assuming N is area-minimizing
instead of being only stable (see also [43] for a simplified proof).
Proposition 5.1.2. Let (Mn, g), n ≥ 3 be a Riemannian manifold with nonnegative
scalar curvature, S ≥ 0, and suppose Nn−1 is a two-sided closed minimal hypersurface
which locally minimizes area. If N does not admit a metric of positive scalar curvature
then there exists a neighborhood V of N such that (V, g|V ) is isometric to (−δ, δ)×N
with product metric dt2 + h, where h = g|N , and (N, h) is Ricci flat.
This result extends to higher dimensions the torus splitting result in [24] for 3-
manifolds of nonnegative scalar curvature. For some related rigidity results in three
dimensions under different assumptions on the ambient scalar curvature and the topol-
ogy of the minimal surface, see for example, [20, 75, 72, 5, 25, 26].
The minimal surface techniques introduced in [83, 85] also played an important
role for the proof of the celebrated positive mass theorem for asymptotically flat
manifolds by Schoen and Yau in [84, 86], which they have now extended to arbitrary
dimension n ≥ 3 in [87]. These results include the rigidity statement that the mass
vanishes if and only if the manifold is isometric to Euclidean space. Somewhat more
relevant for the present work are results concerning asymptotically hyperbolic mani-
folds. A proof of the positivity of mass in this setting was obtained by X. Wang [98]
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for spin manifolds, with improvements by P. Chruściel and M. Herzlich [27]. In the
paper [7], L. Andersson, M. Cai, and the first author proved a positive mass result
without spin assumption in dimensions n, 3 ≤ n ≤ 7, for asymptotically hyperbolic
manifolds, assuming a sign on the mass aspect. As an element in the proof, a split-
ting result analogous to Proposition 5.1.2 was obtained in [7, Section 2.2], whereby
the ‘brane’ functional takes the place of the area functional and the scalar curvature
satisfies S ≥ −n(n − 1). Recently, making use of work of Lohkamp [66], Chruściel
and Delay in [30] have established the nonnegativity of the mass for asymptotically
hyperbolic manifolds, without spin assumption and in arbitrary dimension n ≥ 3.
The rigidity statement, when the mass vanishes, has been proved by L.-H. Huang, D.
Martin and the second author in [54].
The aim of the present paper is to obtain splitting theorems for manifolds with
compact boundary satisfying the scalar curvature inequality, S ≥ −εn(n− 1) (where
ε = 0 or 1). An initial motivation for this paper comes from recent work of L.-H.
Huang and the second author [53] concerning the rigidity of asymptotically locally
hyperbolic manifolds of zero mass.
For our splitting results, we will use a condition that replaces the least area (or
brane minimization) assumption. Let (M, g) be a Riemannian manifold with compact
boundary N having mean curvature HN ≤ H0, H0 ∈ R.1 To set sign conventions, the
mean curvature HN is defined as the divergence of the inward pointing unit normal.
We say that N is weakly outermost if there does not exist a compact hypersurface
Σ ⊂M\N cobordant toN satisfying the (strict) mean curvature inequality, HΣ < H0.
We further define, in order to state the local version of our results, that N is locally
weakly outermost provided that there is a neighborhood U of N such that N is weakly
1For simplicity we always assume M and N are connected.
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outermost in (U, g|U). In our results, in addition to a weakly outermost condition, we
will also require that the boundary N not admit a metric of positive scalar curvature,
as in Proposition 5.1.2. We will discuss the necessity of these assumptions in Remark
5.1.4.
We now state our main result.
Theorem 5.1.3. Let (M, g) be an n-dimensional (n ≥ 3) Riemannian manifold with
compact boundary N . Assume:
1. M has scalar curvature S ≥ −εn(n− 1), where ε = 0 or 1.
2. N has mean curvature HN ≤ ε(n− 1).
3. N does not carry a metric of positive scalar curvature and is locally weakly
outermost.
Then there exists a neighborhood V of N such that (V, g|V ) is isometric to [0, δ)×N ,
with (warped) product metric dt2 + e2εth, where (N, h) is Ricci flat.
If we assume N is (globally) weakly outermost, one can obtain the global splitting
result, as stated in Theorem 5.3.2. In the case ε = 0, the conclusion is that a
neighborhood V of N splits as a product, which can be viewed as a variation of
Proposition 5.1.2. On the other hand, in the case ε = 1, V splits as a warped
product. Note that if h is flat, the manifold ([0,∞) × N, dt2 + e2th) is of constant
sectional curvature −1, and serves as a model space to define an asymptotically locally
hyperbolic manifold.
Remark 5.1.4. The assumption in point 3 that the boundary N is weakly outermost
is not sufficient to obtain the desired rigidity. For the case ε = 0, consider the
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i . M has vanishing scalar cur-




n−2 is minimal, HN = 0. Moreover, it
follows from the maximum principle for hypersurfaces that N is weakly outermost.
However, the conclusion of Theorem 5.1.3 does not hold
For the case ε = 1, the AdS Schwarzschild manifold is a further example illustrat-








where rm = (2m)
1
n−2 and gSn−1 is the standard unit sphere metric. In this case, (M, g)
has constant scalar curvature S = −n(n−1) and the mean curvature of its boundary
N = {rm} × Sn−1 is equal to n − 1. Also, N is weakly outermost but N carries a
metric of positive scalar curvature.
As a final example, consider the toroidal Kottler metrics with m > 0: M =







where r0 = (2m)
1
n and h is a flat metric on T n−1. One can easily check this example
satisfies the conditions 1, 2 (with ε = 1). T n−1 does not carry a metric of positive
scalar curvature, but the boundary N = {r0} × T n−1 is not weakly outermost. This
example shows that the boundary N being weakly outermost is needed as well, in
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addition to N not admitting a metric of positive scalar curvature.
By similar arguments one also obtains the following variation of Theorem 5.1.3.
Theorem 5.1.5. Let (M, g) be an n-dimensional (n ≥ 3) Riemannian manifold with
compact boundary N . Assume:
1. M has scalar curvature S ≥ −εn(n− 1), where ε = 0 or 1.
2. N has mean curvature HN ≤ −ε(n− 1).
3. N does not carry a metric of positive scalar curvature and is locally weakly
outermost.
Then there exists a neighborhood V of N such that (V, g|V ) is isometric to [0, δ)×N ,
with (warped) product metric dt2 + e−2εth, where (N, h) is Ricci flat.
The above variation can be roughly regarded as a scalar curvature version of a
(warped product) splitting theorem proved by Croke and Kleiner in [35], in which
they assume the corresponding lower bound on Ricci curvature, but do not require
a scalar curvature condition on the boundary N . In this Ricci curvature case, the
condition of being weakly outermost is implicit in their assumptions.
In addition to the above mentioned results, we prove a global splitting result by
using Obata’s equation, ∇2f = fg.
Theorem 5.1.6. Let (M, g) be an n-dimensional (n ≥ 3) complete, noncompact
Riemannian manifold with compact boundary N . Let h = g|N . Suppose that
1. S ≥ −n(n− 1) in a neighborhood of N .
2. N has mean curvature HN ≤ δ(n− 1), where δ = 1 or −1.
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3. N does not carry a metric of positive scalar curvature and is locally weakly
outermost.
4. There exists a nonzero function f satisfying ∇2f = fg.
Then (M, g) is isometric to [0,∞)×N , with warped product metric dt2 + e2δth where
(N, h) is Ricci flat.
Here we only require N to be locally weakly outermost. Instead, we can extend
the local splitting result globally by assuming the existence of a nontrivial solution
to Obata’s equation. Note that the resulting warped product corresponds to an
unbounded portion of the hyperbolic cusp: it contains either an expanding end when
δ = 1 or a shrinking end when δ = −1. This result plays a role in the recent work of
Lan-Hsuan Huang and the second author [53] mentioned above.
As discussed in the next section, which includes relevant background, the proofs
of Theorems 5.1.3 and 5.1.5 make use of results on marginally outer trapped surfaces,
applied to specific initial data sets. The proof of Theorem 5.1.3, and its globalization
are presented in Section 3. The proof of Theorem 5.1.6 is presented in Section 4.
5.2 Marginally outer trapped surfaces
For the proof of Theorem 5.1.3, we will make use of the theory of marginally outer
trapped surfaces. Such surfaces play an important role in the theory of black holes,
and, as indicated below, may be viewed as spacetime analogues of minimal surfaces
in Riemannian geometry. For further background on marginally trapped surfaces,
including their connection to minimal surfaces, we refer the reader to the survey
article [8].
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We begin by recalling some basic definitions and properties. By an initial data
set, we mean a triple (M, g,K), where M is a smooth manifold, g is a Riemannian
metric on M and K is a symmetric covariant 2-tensor on M . In general relatvity,
an initial data set (M, g,K) corresponds to a spacelike hypersurface M with induced
metric g and second fundamental form K, embedded in a spacetime (time-oriented
Lorenzian manifold) (M, g).
Let (M, g,K) be an initial data set. For convenience, we may assume, without
loss of generality, that this initial data set is embedded in a spacetime (M̄, ḡ) (see
e.g. [10, Section 3.2]). While the definition of various quantities is more natural
when expressed with respect to an ambient spacetime, all the relevant quantities we
introduce depend solely on the initial data set. With respect to the spacetime (M̄, ḡ),
the tensor K becomes the second fundamental form of M : K(X, Y ) = ḡ(∇̄Xu, Y ) for
all X, Y ∈ TpM , where u is the future directed unit normal field to M in M̄ .
Let Σ be a closed (compact without boundary) two-sided hypersurface in M .
Then Σ admits a smooth unit normal field ν in M , unique up to sign. By convention,
refer to such a choice as outward pointing. Then ` = u + ν is a future directed
outward pointing null normal vector field along Σ. Associated to ` is the null second
fundamental form, χ defined as,
χ : TpΣ× TpΣ→ R, χ(X, Y ) = ḡ(∇̄X`, Y ). (5.2.1)
In terms of the intial data,
χ = K|TΣ + A (5.2.2)
where A is the second fundamental form of Σ ⊂M with respect to the outward unit
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normal ν. The null expansion scalar (or null mean curvature) θ of Σ is obtained by
tracing χ with respect to the induced metric h on Σ,
θ = trhχ = h
ABχAB = div Σ` . (5.2.3)
Physically, θ measures the divergence of the outgoing light rays emanating from Σ.
In terms of the initial data (M, g,K),
θ = trhK +H , (5.2.4)
where H is the mean curvature of Σ within M (given by the divergence of ν along Σ).
We say that Σ is outer trapped (resp. weakly outer trapped) if θ < 0 (resp.
θ ≤ 0) on Σ. If θ vanishes identically along Σ then we say that Σ is a marginally
outer trapped surface, or MOTS for short. Note that in the so-called time-symmetric
case, in which K = 0, a MOTS is simply a minimal (H = 0) surface in M , as follows
from (5.2.4). It is in this sense that MOTS are a spacetime generalization of minimal
surfaces in Riemannian geometry.
5.2.1 Stability of MOTS.
Unlike minimal surfaces, MOTS in general do not admit a variational characterization.
Nevertheless, they admit an important notion of stability which we now describe; cf.,
[9, 8]. Let Σ be a MOTS in the initial data set (M, g,K) with outward unit normal
ν. Consider a normal variation of Σ in M , i.e., a variation t → Σt of Σ = Σ0
with variation vector field V = ∂
∂t
|t=0 = φν, φ ∈ C∞(Σ). Let θ(t) denote the null
expansion of Σt with respect to lt = u + νt, where u is the future directed timelike
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= L(φ) , (5.2.5)
where L : C∞(Σ)→ C∞(Σ) is the operator [9],




SΣ − (µ+ J(ν))−
1
2
|χ|2 + divX − |X|2
)
φ . (5.2.6)
In the above, ∆, ∇ and div are the Laplacian, gradient and divergence operator,
respectively, on Σ, SΣ is the scalar curvature of Σ, X is the vector field on Σ dual
to the one form X[ = K(ν, ·)|Σ, 〈 , 〉 = h is the induced metric on Σ, and µ and
J are defined in terms of the Einstein tensor G = RicM̄ − 12RM̄ ḡ : µ = G(u, u),
J = G(u, ·). When the Einstein equations are assume to hold, µ and J represent
the energy density and linear momentum density along M . As a consequence of the






S + (trK)2 − |K|2
)
and J = divK − d(trK) , (5.2.7)
where S is the scalar curvature on M .
An initial data set (M, g,K) is said to satisfy the dominant energy condition,
provided the inequality,
µ ≥ |J | (5.2.8)
holds along M . When one assumes the Einstein equations hold, this leads to an
inequality on the energy-momentum tensor that is satisfied by most classical matter
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fields. Note that in the time-symmetric case (K = 0), the dominant energy condition
reduces to S ≥ 0, and hence the importance of manifolds of nonnegative curvature in
general relativity.
In the time-symmetric case, the operator L reduces to the classical stability (or
Jacobi) operator of minimal surface theory. As shown in [9], although L is not in
general self-adjoint, the eigenvalue λ1(L) of L with the smallest real part, which is
referred to as the principal eigenvalue of L, is necessarily real. Moreover there exists
an associated eigenfunction φ which is strictly positive. The MOTS Σ is then said to
be stable if λ1(L) ≥ 0.
A basic criterion for stability is the following. We say that a MOTS Σ is weakly
outermost provided there are no outer trapped (θ < 0) surfaces outside of, and cobor-
dant to, Σ. Weakly outermost MOTS are necessarily stable. Indeed, if λ1(L) < 0,
Equation (5.2.5), with φ a positive eigenfunction (L(φ) = λ1(L)φ) would then imply
that Σ could be deformed outward to an outer trapped surface.
5.2.2 Rigidity of MOTS
The proof of Theorem 5.1.3 will be based on two rigidity results for MOTS. The
following result was proved by R. Schoen and the first author in [45].
Theorem 5.2.1 (infinitesimal rigidity). Let (M, g,K) be an initial data set that
satisfies the dominant energy condition (DEC) (5.2.8), µ ≥ |J |. If Σ is a stable
MOTS in M that does not admit a metric of positive scalar curvature then
1. Σ is Ricci flat.
2. χ = 0 and µ+ J(ν) = 0 along Σ.
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By strengthening the stability assumption, namely by requiring the MOTS Σ to
be weakly outermost, as defined at the end of Section 5.2.1, we obtain additional
rigidity. The following was proved in [44].
Theorem 5.2.2. Let (M, g,K), be an initial data set satisfying the DEC. Suppose
Σ is a weakly outermost MOTS in M that does not admit a metric of positive scalar
curvature. Then there exists an outer neighborhood U ≈ [0, δ) × Σ of Σ in M such
that each slice Σt = {t} × Σ, t ∈ [0, δ) is a MOTS.
Remark 5.2.3. It follows again from the discussion at the end of Section 5.2.1 that,
in the theorem above, each MOTS Σt is stable, as otherwise Σ would not be weakly
outermost.
The proofs of both rigidity results rely on the MOTS stability inequality obtained
in [45] (see Equation 2.12). To prove Theorem 5.1.3, we will apply these results to
the initial data set (M, g,K = −εg). The proof of Theorem 5.1.5, is quite similar,
where now one uses the initial data set (M, g,K = εg).
5.3 Proof of Theorem 5.1.3
Proof of Theorem 5.1.3. Let (M, g) satisfy the assumptions of the theorem, and con-
sider the initial data set (M, g,K) where K = −εg.
We first observe that, with respect to this initial data set, the DEC (5.2.8) holds.




(S + ε2n(n− 1)) = 1
2
(S + εn(n− 1)) . (5.3.1)
93
Hence, by property 1 of Theorem 5.1.3, µ ≥ 0. Further, K = −εg implies J = 0, so
that µ+ |J | ≥ 0, and the DEC is satisfied.
Next, let’s consider the null expansion of N . Equation (5.2.4) implies that N has
null expansion,
θ = −ε(n− 1) +HN . (5.3.2)
Hence by property 2 of Theorem 5.1.3, θ ≤ 0, i.e. N is weakly outer trapped. In
fact one must have θ ≡ 0. Otherwise, it follows from [10, Lemma 5.2], that, by a
small perturbation of N , there would exist a strictly outer trapped (θ < 0) compact
hypersurface N ′ ⊂ U outside of, and cobordant to N , thereby contradicting the
assumption that N is weakly outermost in U .
Hence, N is a weakly outermost MOTS in U . So, by Theorem 5.2.2, we can
introduce coordinates (t, xi) on a neighborhood V = [0, δ)×N of N in U , so that g
in these coordinates may be written as,
g = ψ2dt2 + hijdx
idxj , (5.3.3)
where ψ = ψ(t, xi) is positive, ht = hij(t, x
i)dxidxj is the induced metric on Nt =
{t} ×N , and Nt is a MOTS, θ(t) = 0.
A computation similar to that leading to (5.2.5) (but where for the moment we
do not assume assume θ = θ(t) vanishes) leads to the following ‘evolution equation’
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for θ = θ(t, xi) ([11, 42]),
∂θ
∂t















where it is understood that, for each t, the above terms live on Σt, e.g., ∆ = ∆t is
the Laplacian on Nt, 〈, 〉 = ht, X[t = K(νt, ·)|Nt , etc.
Note from the form of K, Xt = 0. Setting θ = 0 and Xt = 0 in (5.3.4), and using
(5.3.5), we obtain,






SNt)ψ = 0 . (5.3.6)
By Remark 5.2.3, each Nt is a stable MOTS. Hence, by Theorem 5.2.1,
Nt is Ricci flat, χt = 0, and µ+ J(ν) = 0 . (5.3.7)
Equation (5.3.6) then becomes,
∆ψ = 0 ,
and, hence, ψ is constant along each Nt, ψ = ψ(t). By a simple change of variable,
we thus may assume ψ = 1, and so (5.3.3) becomes,
g = dt2 + hijdx
idxj . (5.3.8)
From (5.2.2), χt = K|TNt + At = −εht + At where At is the second fundamental





= 2εhij. Integrating gives, hij(t, x) = e
2εthij(0, x).
Thus, up to isometry, we have V = [0, δ)×N , g|V = dt2 + e2εth.
Remark 5.3.1. Theorem 5.1.3 has the following consequence. Let (M, g) be an n-
dimensional, 3 ≤ n ≤ 7, asymptotically flat manifold with compact minimal boundary
N , and with nonnegative scalar curvature, S ≥ 0. Suppose, further, that N is an
outermost minimal surface, i.e. suppose that there are no minimal surfaces in M \N
homologous to N . Then N necessarily carries a metric of positive scalar curvature.
For, suppose not. To apply Theorem 5.1.3 in the case ε = 0, it is sufficient to show
that N is locally weakly outermost. If that were not the case, there would exist
a compact hypersurface N1 cobordant to N with mean curvature H1 < 0. On the
other hand sufficient far out on the asymptotically flat end there exists a compact
hypersurface N2 cobordant to N1 with mean curvature H2 > 0. N1 and N2 bound a
region W . Basic existence results for minimal surfaces (or for MOTS [8]), guarantee
the existence of a minimal surface in W homologous to N , contrary to assumption.
Hence N is weakly outermost. Theorem 5.1.3 then implies that (M, g) locally splits
near N , contrary to N being an outermost minimal surface. The same consequence
holds for an n dimensional, 3 ≤ n ≤ 7, asymptotically hyperbolic manifold (M, g)
with compact boundary N of constant mean curvature n−1, and with scalar curvature
S ≥ −n(n− 1) in the following sense: Consider the initial data set (M, g,−g), with
(M, g) as just described, and suppose N is an outermost MOTS. Then N necessarily
carries a metric of positive scalar curvature.
Theorem 5.1.3 globalizes in a straight-forward way, as follows.
Theorem 5.3.2. Let (M, g) be a complete, noncompact n-dimensional (n ≥ 3) Rie-
mannian manifold with compact boundary N . Assume:
96
1. M has scalar curvature S ≥ −εn(n− 1), where ε = 0 or 1.
2. N has mean curvature HN ≤ ε(n− 1).
3. N does not carry a metric of positive scalar curvature and is weakly outermost.
Then (M, g) is isometric to [0,∞) × N , with (warped) product metric dt2 + e2εth,
where (N, h) is Ricci flat.
Proof of Theorem 5.3.2. By Theorem 5.1.3, there exists a neighborhood V of N such
that (V, g|V ) is isometric to ([0, δ)×N, dt2 + e2εth). By the completeness assumption,
it is clear that this warped product structure extends to t = δ. From the fact that
N is weakly outermost, it follows that Nδ = {δ} ×N is weakly outermost. Theorem
5.1.3 then implies that the warped product structure extends beyond t = δ. By a
continuation argument, it follows that the warped product structure exists for all
t ∈ [0,∞).
Proof of Theorem 5.1.5. The proof of Theorem 5.1.5 is very similar to the proof of
5.1.3, except that now one works with the initial data set (M, g,K = εg). We leave
the details to the interested reader.
Similar to Theorem 5.1.3, Theorem 5.1.5 implies the following global result.
Theorem 5.3.3. Let (M, g) be a complete, noncompact n-dimensional (n ≥ 3) Rie-
mannian manifold with compact boundary N . Assume:
1. M has scalar curvature S ≥ −εn(n− 1), where ε = 0 or 1.
2. N has mean curvature HN ≤ −ε(n− 1).
3. N does not carry a metric of positive scalar curvature and is weakly outermost.
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Then (M, g) is isometric to [0,∞) × N , with (warped) product metric dt2 + e−2εth,
where (N, h) is Ricci flat.
5.4 Warped product splitting and Obata’s equa-
tion
The main aim of this section is to prove Theorem 5.1.6 stated in the introduction.
Obata’s equation in the form ∇2f = fg has been studied previously in the literature;
see e.g. [59, 95]. In addition to Theorems 5.1.3 and 5.1.5, the proof of Theorem 5.1.6
will make use of the following result, which extends to manifolds with boundary
certain results in [59].
Proposition 5.4.1. Let (Mn, g) be a complete connected Riemannian manifold with
compact connected boundary N (n ≥ 3). Suppose there exists a nonzero function f
that satisfies
∇2f = fg, (5.4.1)
and N is a regular hypersurface f−1(a) for a ∈ R. Then the following hold:
1. If M is compact, then (M, g) is isometric to a hyperbolic cap [0, R] × Sn−1
equipped with the metric
dt2 + (sinh t)2gSn−1
where gSn−1 is the standard unit sphere metric and R = dg(p,N) for p ∈M \N
which is a critical point of f .
2. If M is noncompact, then (M, g) is isometric to a manifold [0,∞) × N with
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(warped) product metric of the form
dt2 + ξ(t)2g|N ,
where ξ : [0,∞)→ R is the solution to the following ODE

ξ′′ − ξ = 0 on [0,∞),





(We note, as follows from (5.4.1), that |∇f |N is constant.)
Proof of Proposition 5.4.1. First we claim that f has a critical point on the interior
of M if and only if M is compact (with boundary).
Suppose that f has a critical point p in M . Consider a unit speed geodesic
γ : [0,∞)→M emanating from p. It follows that
d2
dr2
f(γ(r))− f(γ(r)) = 0
thus f(γ(r)) = c(er + e−r) and d
dr
f(γ(r)) = c(er − e−r), where c 6= 0 (as otherwise f
would vanish identically). Observe that f depends only on the geodesic distance from
the point p, which implies that γ′ is parallel to ∇f . Moreover, there cannot be any
other critical point of f . Let R = dg(p,N). Then it follows that N = expp(SR), and
from this that expp : BR → M is bijective. By continuity of the exponential map,
this implies that M must be compact.
Suppose, conversely, M is compact. For contradiction, suppose also that f has no
critical points. Without loss of generality, we may assume that ∇f points inward on
N . Let ν = ∇f/|∇f |, and consider the integral curve γ of ν emanating from a point
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p ∈ N , i.e., γ(0) = p. It is straightforward that γ is a geodesic parametrized by arc
length, and we also have
f ◦ γ(t) = c1et + c2e−t
as we observed before. Since f has no critical point, γ can be extended to [0,∞),
which implies that γ is an injective infinite length geodesic. This contradicts the
condition that M is compact, hence f must have a critical point on the interior of M .
We now show the first case of the proposition: assume that M is compact. From
the previous argument, there is a critical point p such that expp : BR →M is bijective
where R = dg(p,N). Now we show that it is a diffeomorphism. Let J be a Jacobi








g(J, J) = g(J,∇γ′J)|t=r







where A = ∇2f/|∇f | is the second fundamental form of the geodesic spheres. Thus






|J |2(r0) 6= 0
where r0 is sufficiently small that |J(r0)| 6= 0. This implies that there is no conjugate
point from p thus expp : BR → M is a diffeomorphism. Furthermore, by using
geodesic polar coordinates, we can write the metric g on M diffeomorphic to [0, R]×
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Sn−1 as
g = dt2 + (sinh t)2gSn−1 .
We turn to the second case: assume that M is noncompact. Let h = g|N . We will
construct an isometry between (M, g) and the manifold
([0,∞)×N, dt2 + ξ2h)
where ξ is given in (5.4.2). Without loss of generality, we may assume that ∇f points
inward on N .
Let ϕ be the flow generated by ν = ∇f/|∇f |, and define the map ψ : [0,∞)×N →
M by
ψ(t, p̄) = ϕt(p̄)
for p̄ ∈ N and t ∈ [0,∞). Since f has no critical points, it is clear that ψ is a
diffeomorphism.
As we observed before, we have the general solution
f ◦ ψ(p̄, t) = c1et + c2e−t, p̄ ∈ N, t ∈ [0,∞) ,
where the constants c1 and c2 are determined by the conditions on f at N ; specifically,
c1 + c2 = a and c1 − c2 = |∇f |N . In terms of these constants, the solution to the
ODE (5.4.2) is given by, ξ(t) = c1e
t−c2e−t
c1−c2 .
Now we prove that ψ is the desired isometry from ([0,∞)×N, dt2 + ξ(t)2h) onto
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(M, g). Using ψ as a coordinate chart, we can write the metric
g = dt2 + gij(t, p̄) dx
idxj
where {xi}n−1i=1 are local coordinates near p̄ on N and gij(t, p̄) = g(t,p̄)(∂i, ∂j) for t ∈

















where A(τ,p̄) is the second fundamental form of the hypersurface f
−1(f ◦ γ(τ)). Thus
we obtain
gij(τ, p̄) = ξ(τ)
2gij(0, p̄) = ξ(τ)
2hij(p̄) ,
and by varing (τ, p̄) ∈M it proves that ψ is the desired isometry.
Proof of Theorem 5.1.6. We will only prove δ = 1 since the proof of the other case is
almost identical.
By Theorem 5.1.3 (with ε = 1), we have the local splitting near N , that is, there
exists a neighborhood U of N such that U is isometric to [0, b) × N for some b > 0
with the metric dt2 + e2th. To use Proposition 5.4.1, we show that N is the level set
f−1(a) for some a ∈ R.
Let {xi}n−1i=1 be local coordinates on N . This gives rise to local coordinates {t =
x0, x1, ..., xn−1} on [0, b) × N in the obvious manner. Then, by direct computation,
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we have




= ∂t∂if − ∂if, (5.4.3)
f = ∇∂t∇∂tf = ∂2t f, (5.4.4)




where Γ̄ is the Christoffel symbol with respect to h. Denote f = f(p, t) on U for
p ∈ N and t ∈ [0, b). Then from the above computations we have
∂2t f − f = 0⇒ f(p, t) = c1(p)et + c2(p)e−t, (5.4.6)
∂t(∂if)− ∂if = 0⇒ ∂if(p, t) = c3(p)et, (5.4.7)
It follows from (5.4.6) and (5.4.7) that c2(p) is constant on N , hence we can write
f(p, t) = c1(p)e
t + c2e
−t, and ∂tf − f = −2c2e−t.

















c1 = 2c2hij ⇒ ∆Nc1 = 2(n− 1)c2 . (5.4.8)
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∆Nc1 = 2(n− 1)c2|N |
where |N | is the area of N . This implies that c2 = 0, and hence c1(p) is harmonic on
N . Therefore c1(p) is constant on N so N = f
−1(c1).
By Proposition 5.4.1, (M, g) is isometric to [0,∞)×N with the metric dt2+ξ(t)2h.
In particular, one can see that the warping factor is ξ(t) = et.
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dérivées partielles non linéaires, Acta Math. 88 (1952), 141–225. MR 53338
[42] G. J. Galloway, Rigidity of marginally trapped surfaces and the topology of black
holes, Comm. Anal. Geom. 16 (2008), no. 1, 217–229.
109
[43] , Stability and rigidity of extremal surfaces in Riemannian geometry and
general relativity, Surveys in geometric analysis and relativity, Adv. Lect. Math.
(ALM), vol. 20, Int. Press, Somerville, MA, 2011, pp. 221–239.
[44] , Rigidity of outermost MOTS: the initial data version, Gen. Relativity
Gravitation 50 (2018), no. 3, Art. 32, 7.
[45] G. J. Galloway and R. Schoen, A generalization of Hawking’s black hole topology
theorem to higher dimensions, Comm. Math. Phys. 266 (2006), no. 2, 571–576.
[46] C. Robin Graham, Volume and area renormalizations for conformally compact
Einstein metrics, The Proceedings of the 19th Winter School “Geometry and
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