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Collective excitations contain rich information about photoinduced transient states in correlated
systems. In a Mott insulator, charge degrees of freedom are frozen but can be activated by
photodoping. The energy-momentum distribution of the charge excitation spectrum reflects the
propagation of charge degrees of freedom, and provides information about the interplay among
various intertwined instabilities at the time scale set by the pump. To reveal the charge excitations
out of equilibrium, we simulate the time-resolved x-ray absorption and resonant inelastic x-ray
scattering using a Hubbard model. After pump, the former resolves photodoping, while the latter
provides finite-momentum collective excitations. With the information about the intermediate
state, trRIXS deciphers these excitations from different origins, including the bimagnon, Mott-gap
excitations, doublon and single-electron in-gap states, and anti-Stokes relaxations during an ultrafast
pump. This work provides a theoretical foundation for existing and future trRIXS experiments.
Ultrafast techniques have attracted much attention
recently due to its accessibility to novel states of matter
tunable via different pump configurations [1, 2]. The
state-of-the-art pump-probe techniques have pushed the
resolution to picosecond or even femtoseconds, which
have enabled e.g. the observation of Floquet states [3, 4],
transient superconductivity [5, 6] as well as ordering am-
plitude and phase manipulation [7–9]. Ultrafast control
of matter [10, 11] has motivated two major probe tools:
time-resolved optical spectra, including conductivity and
Raman scattering, providing information about particle-
hole excitations at the center of Brillouin zone [12–15];
time-resolved ARPES for the single-particle spectra [16,
17], with dynamical correlations inferred from the self-
energy. The demand to understand the propagation of
transient excitations, e.g. spin and charge fluctuations in
unconventional superconductors [18] and metal-insulator
transition [19], necessitates resolving finite-momentum
excitations out of equilibrium [20–23]. To this end, a
time-resolved resonant inelastic x-ray scattering (RIXS)
technique was recently developed [24, 25].
The theoretical interpretation of RIXS spectrum is
difficult even in equilibrium. With the accessibility
of resonant edges and polarizations, RIXS can detect
charge [26, 27], spin [28–30], phonon [31] and orbital [32,
33] excitations and hidden orders [34]. The overlap
of these excitations in energy requires a theoretical
interpretation using microscopic models which explicitly
include above degrees of freedom [35]. Out of equilib-
rium, the microscopic theory is more complicated and
demanding [36]. Recently, we have derived the cross-
section of time-resolved RIXS (trRIXS) from the light-
matter interaction using noninteracting electrons as a
platform [37]. However, the main advantage of trRIXS
still lies in correlated electrons, and especially in resolving
FIG. 1: Schematic cartoon illustrating the pump-probe
processes of trXAS and trRIXS: the pump field drives the
electronic system; then the probe field resonant to a x-ray
edge excites a core-level electron into a high unoccupied level;
the core-hole attraction then generates collective excitations
of the valence electrons before final annihilation.
collective spin and charge excitations. Intermediate-
state information in trRIXS should also be deciphered
from its connection to the time-resolved x-ray absorption
spectrum (trXAS), where the core-hole interaction plays
a crucial role.
For this purpose, we report a numerical investigation
of the trXAS and trRIXS in strongly correlated systems.
Using the two-dimensional single-band Hubbard model,
we provide a comprehensive picture of photoinduced
states and excitations, for e.g. cuprate superconductors.
We found that trXAS snapshots the photoinduced many-
body states and characterizes photodoping. The time-
resolved indirect RIXS spectrum tracks the evolution
of the Mott-gap excitation, bimagnon excitation and
in-gap excitations induced by photodoping. Moreover,
trRIXS dissects the photoinduced excitations through
intermediate states. With the tunability of the pump,
trRIXS spectrum provides direct visualization of the
insulator-metal transition induced by photodoping.
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2We first briefly introduce the spectroscopic theory for
trXAS and trRIXS [37]. Within second quantization, the
light-electron interaction is described through a Peierls
substitution ciσ → ciσe−i
∫ ri
−∞A(r
′,t)·dr′ . Here, ciσ is an
annihilation operator for electron with spin σ on site i,
and A is a vector potential. In a pump-probe process,
this vector potential contains both pump and probe light.
Since the probe field is typically much weaker than the
pump, one can expand the time propagator U(t,−∞) to
the second order of the probe Hamiltonian. As shown
in the Supplementary Material [38], the explicit terms in
the expansion contain photon-absorption, scattering and
two-photon-absorption prosesses [37, 39].
By mimicking the experimental probe through a pho-
ton field, the expectation value of a specific probe
observable naturally selects a distinct process. Detecting
the photon intensity with the incident frequency, the
first-order response gives photon absorption [37]. For a
resonant x-ray probe, it involves an inter-band dipole
transition. For an indirect edge, e.g. Cu K-edge, the
dipole operator Dq =
∑
i e
iq·rih†i di/
√
N excites a core-
level electron (denoted as di) to a high unoccupied level
(denoted as hi). We denote this edge energy as Eedge.
Since both bands are far from the conduction band, we
ignore the matrix element here. In this case, the impact
of the resonant excitation is reflected only through the
attraction between valence electrons and the core hole
[defined later in Eq. (2)]. Thus, the time-dependent XAS
spectrum is given by [40]
B(ωin, t) =
∫∫
dt1dt2e
iωin(t2−t1)g(t1; t)g(t2; t)B(t1, t2).(1)
Here, B(t1, t2) =
∑
q〈Dˆ†q(t2)Dˆq(t1)〉 and g(τ ; t) is the
probe shape function centered at time t.
In this work, we focus on the charge excitations
in strongly correlated systems. We consider valence
electrons describable by the 2D single-band Hubbard
model and an extra core-hole attraction potential
H0 = −
∑
i,j,σ
tijh(c
†
jσciσ+h.c.)+ U
∑
i
ni↑ni↓−Uc
∑
i
nin
d
i ,(2)
where ndi = did
†
i is the core-hole number operator.
We truncate the kinetic energy to the nearest-neighbor
hopping th and next-nearest-neighbor hopping t
′
h; we set
t′h = −0.3th and U = 8th, where the nearest-neighbor
hopping th is typically 300 meV in cuprates. The core-
hole potential Uc is set as 12th. Due to the N
4
t complexity
of the trRIXS calculation (with Nt being the number
of time steps), we adopt the 8A Betts cluster as a
compromise between complexity and accuracy. We use
the parallel Arnoldi method [41, 42] to determine the
equilibrium ground-state wavefunction and the Krylov
subspace technique [43, 44] to evaluate the evolution.
Figure 2(a) shows the trXAS spectrum evaluated for
a frequency Ω = 6th pump with diagonal polarization.
FIG. 2: (a) Evolution of trXAS spectra during a pump with
frequency Ω = 6th. The pump pulse is mimicked by a Gaus-
sian profile with amplitude A0 = 0.4 and width σ = 3.0t
−1
h , as
indicated by the white curve. (b) Upper to lower sprectrum:
equilibrium XAS, post-pump trXAS (t = 10t−1h ) for half-
filled system in (a), equilibrium XAS for 25% hole-doped and
25% electron-doped system, respectively The four resonances
are denoted by different colors. (c) Schematic picture of
three types of resonances with intermediate states: “poorly-
screened”, “well-screened” and “double-screened” channels.
With a focus on photoinduced excitations, we select the
pump frequency just above the Mott gap (∼ 4th here).
Before pump, the half-filled Hubbard model displays two
absorption peaks [see the upper panel of Fig. 2(b)], cor-
responding to the “poorly-screened” and “well-screened”
states [45]. The former reflects an electron bonded with
a core hole, gaining energy of −Uc, while the latter
describes a neighboring singlet trapped by the core hole
together, costing an energy ∼ U−2Uc [see Fig. 2(c)].
After the pump, two extra absorption resonances at
∼ −2Uc (green) and ∼ 0 (yellow) rise up, which are
absent at equilibrium. As shown in Fig. 2(b), these
two resonances match the equilibrium XAS features of
an electron- and hole-doped system, respectively. The
peak positions of them reflect the energy cost of a charge
impurity with the presence of doublons or holons: a dou-
blon screens core hole at cost −2Uc – so-called “double-
screened” channel, while the holons are not affected by
the core hole, contributing to a ωin ∼Eedge hump. The
coexistence of these two resonances reflects the post-
pump state being a superposition of hole- and electron-
doping. In contrast to trARPES where doping-induced
features are highly affected by quantum fluctuations [46],
the trXAS is sensitive to local configurations and there-
fore the peak positions are relatively rigid. In this
sense, trXAS spectrum gives a better characterization
of the overall electronic configuration after pump. This
3FIG. 3: The q = (pi, 0) trRIXS spectra during a Ω = 6th pump in (a1-a6) energy loss-incident energy (ω − ωin) and (b1-
b6) scattering energy-incident energy (ωs − ωin) view. The three XAS resonances ωin − Eedge= -10.8, -15.75 and -23.05 th
are labeled as red, blue and green arrows, respectively, corresponding to the “poorly-screened”, “well-screened” and “double-
screened” intermediate states. The arrows to the right denote the final-state resonances of ωs = −11.31 (red), -16.18th (blue)
and -24.48th (green). The white dashed lines denote the elastic response, while the gray lines in (a6) and (b6) represent the
resonance for initial and final states. The upper inset shows the corresponding time during a pump pulse.
is important for the ultrafast control of effective doping,
especially for those materials where wide range of doping
is not easily accessible through equilibrium synthesis i.e.
Sr2IrO4, LaNiO3 and Nd2CuO4 [47–49].
The photodoping characterized by trXAS enables fur-
ther study about the dynamics of elementary excitations
associated with a photodoped Mott insulator. This
can be accessed by the trRIXS. Measuring the photon
intensity nphqs , at the scattering momentum qs and energy
ωs = ωin − ω, corresponds to a second-order scattering
process. When the incident photon is off-resonant
with any intermediate states, the non-resonant Raman
contributions dominate in the cross-section [39, 50], while
for a probe at an x-ray edge, the resonant part dominates.
This leads to the trRIXS cross-section [see the Supple-
ment Materials 38 for detailed derivations]:
I(q,ω,t)∝
∫∫∫∫
dt2dt
′
2dt1dt
′
1e
iωin(t2−t1)−iωs(t′2−t′1)
g(t1; t)g(t
′
1; t)l(t
′
1−t1)l(t′2−t2)Sq(t1,t′1,t2,t′2)
(3)
where the four-point correlation is Sq(t1, t
′
1, t2, t
′
2) =∑
p,p′
〈
D†p′+q(t2)Dp′(t′2)D†p−q(t′1)Dp(t1)
〉
. The decay of
the core-hole propagator is phenomenologically described
by l(τ) = e−τ/τcoreθ(τ), where τcore is the core-hole
lifetime. In a typical experiment, τcore is finite but much
smaller than the probe width. We set the probe width
σpr=2t
−1
h and τcore=0.5t
−1
h in the following calculation.
Since the q= (0, 0) is dominant by the elastic peak and
(pi, pi) is sometimes inaccessible in RIXS experiments, we
focus on the momentum transfer (pi, 0). For convenience,
we omit the edge energy Eedge in ωin and ωs below.
Under the same pump condition as Fig. 2, Fig. 3 shows
the trRIXS spectra for −30th ≤ ωin ≤ −10th. This
range contains the “poorly-screened”, ”well-screened”
and “double-screened” resonances, labeled by the ar-
rows. The equilibrium spectrum Fig. 3(a1) is domi-
nated by the Mott-gap excitation at ω ' 6th. This
excitation qualitatively follows the dynamical charge
structure factor [27, 45, 51, 52], reflecting the doublon-
holon fluctuations across the Mott gap. Apart from
this high-energy part, the “poorly-screened” channel
(ωin∼−10.8th) displays a low-energy peak at ω ∼ 1.1th.
It corresponds to the bimagnon excitation, where two
antiparallel spins flip together [53–56]. With the presence
of quantum fluctuations and the next-nearest hopping
t′h, the bimagnon energy has been renormalized from
the linear-spin-wave prediction 1.5th. The dynamics of
bimagnon excitation at q=0 has been employed to track
the evolution of the spin exchange interaction J in time-
resolved Raman scattering [14, 15, 39], but its dispersion
is accessible only through trRIXS [24]. The distribution
of equilibrium RIXS intensity roughly follows the (initial-
4FIG. 4: (a) Schematic cartoon illustrating the generation of
Mott-gap excitations through the “well-screened” initial state
and ”double-screened” final state. (b) Time evolution of the
dynamical charge structure factor in the same system and
pump condition for q = (pi, 0). (c) The trRIXS spectrum for
t = 6t−1h after the pump, same as Fig. 3(a6).
state) resonant profile in Fig. 2: the spectral weight is
concentrated near ωin = −10.8th and −15.75th – the
“poorly-screened” and “well-screened” XAS resonances.
Since the second part of RIXS is an x-ray emission pro-
cess, the intensity with respect to ωin, ωs and ω reflects
the triangle relation among the initial, intermediate and
final states. Thus, in addition to the resonant profile
regarding the incident photon mentioned above, the
RIXS spectrum (of a Mott insulator) also exhibits slight
dependence along the ωs = ωin−ω direction, which we
refer as the final-state resonance. This is clearly reflected
in Figs. 3(b1). Affected by the core hole, the final-
state resonance is most visible in the “double-screened”
channel (green, ωs∼−24.48th). The bimagnon excitation
can be regarded as the intersection between the “poorly-
screened” initial and final states, with single occupations
on both sides [57]. Similarly, the intersection between
“well-screened” initial and “double-screened” final states
leads to the Mott-gap excitation [see Fig. 4(a)]. The
latter corresponds to the intensities for 6th ≤ ω ≤ 10th,
which centers at ω=U but spreads out to U ±2th due to
kinetic energy. The position of these two main features –
the bimagnon and Mott-gap excitation – can be employed
to track the evolution of effective J and U .
Out of equilibrium, a pump field (Ω = 6th) resonant
to the Mott gap generates numerous doublons and
holons, creating space for more charge excitations within
both upper and lower Hubbard bands. This accounts
for the overall increase of the trRIXS spectral weight
in Figs. 3(a3-a6). At the same time, the final-state
resonance becomes gradually more evident, exhibiting
two emission lines. Interestingly, the “well-screened”
final-state resonance becomes absent with the growth
of the other two. This indicates the unraveling of
correlations after pump: the AFM ordering is reduced,
resisting a core-hole-trapped doublon from decaying to a
singlet by emitting a photon. Due to the same reason,
the bimagnon excitation broadens into a low-energy
continuum with the destroy of AFM order: the motion
of a single electron is deconfined. A similar phenomenon
has been observed in the dynamical spin structure factor
of a pumped Hubbard model [46]. On the contrary, as the
“double-screened” channel is less sensitive to the initial-
state ordering, the central peak for ωin = −15.75th still
faithfully depicts the local Coulomb repulsion U . This
peak corresponds to the residual Mott-gap excitations
in the dynamical charge structure factor N(q, ω, t) for a
photodoped Mott insulator [46].
Apart from the change of these two main features,
some intensity rises at other regions of the spectrum.
Firstly, many in-gap excitations show up for ωin ∼
−23th and 0 < ω < 6th. These excitations reflect
the motion of the photoinduced doublons and holons,
present in N(q, ω, t) [Fig. 4(b)]. Beyond the latter,
trRIXS disentangles these photoinduced in-gap excita-
tions from the intrinsic Mott-gap excitation through
different intermediate states. These excitations develop
with both initial- and final-state “double-screened” reso-
nances, clearly reflecting its carrier motion nature within
the lower Hubbard band. In trRIXS, they are also
naturally separated from the in-gap excitations of singly
occupied electrons (the continuum out of the bimagnon
at ωin = −10.8th), through sharing similar energy range.
Secondly, the trRIXS spectrum of the post-pump system
displays many anti-Stokes features. The most prominent
one appears at ω ∼ −4th, reflecting the relaxation of
the in-gap excitation: the pump-induced excited states
release energy through emitting a higher-energy photon.
Finally, the ω=−U peak is visible but becomes less clear
due to the distance from the intersect of resonant profiles.
With the Stokes and anti-Stokes responses, the post-
pump trRIXS spectrum presents the full 2×3 checker-
board at the intersects between the initial- and final-
state resonances [see Figs. 3(a6) and (b6)]. The finite-
momentum excitation – dynamical charge structure
factor N(q, ω, t) – is approximately obtained for each
energy loss ω. The allocation of intensities among these
intersects in trRIXS dissects various origins of the charge
excitation, as discussed above. We also notice that
trRIXS contains some spectral features absent in the
N(q, ω, t), a typical example of which is the bimagnon at
equilibrium. These are the nonlinear effects which vanish
in the linear-response charge spectrum but are enabled by
RIXS through the resonant intermediate state. Besides,
without dissipation in a microcanonical ensemble, the
long-time relaxation back to equilibrium is not considered
5in our calculation. Therefore, we restrict our analysis to
ultrafast dynamics during or shortly after the pump.
To summarize, we have reported the first trXAS and
trRIXS study in a correlated system using exact diago-
nalization. The trXAS provides a direct view of local
electronic configurations, e.g. photoinduced doublons
and holons, in a nonequilibrium many-body state, while
the (indirect) trRIXS spectrum reflects the evolution of
finite-momentum charge excitations. In the example
of Mott insulator, the combination of both spectra
characterizes the generation of new and evolution of
existing charge excitations with photodoping. Tuning
the incident photon frequency, one can take advantage
of both the absorption and emission, and employ the
trRIXS to dissect charge excitations associated with
different intermediate processes. This association is par-
ticularly crucial for the interpretation of photoinduced
in-gap excitations and anti-Stokes responses. Thus, the
trRIXS study, in general, is promising in disentangling
the mixed, momentum-resolved collective excitations in
a nonequilibrium system. It can also help to decipher
the intrinsic interactions and track the ultrafast control
of microscopic parameters, such as the U and J in the
Hubbard model. With more computation effort, this
technique can be further extended into direct trRIXS
(such as Cu L-edge and O K-edge) to detect spin, orbital
or lattice excitations.
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