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High fidelity models, which support accurate device characterization and correctly account for
environmental effects, are crucial to the engineering of scalable quantum technologies. As it ensures
positivity of the density matrix, one preferred model for open systems describes the dynamics with
a master equation in Lindblad form. The Linblad operators are rarely derived from first principles,
resulting in dynamical models which miss those additional terms that must generally be added to
bring the master equation into Lindblad form, together with concomitant other terms that must be
assimilated into an effective Hamiltonian. In first principles derivations such additional terms are
often canceled (countered), frequently in an ad hoc manner. In the case of a Superconducting Quan-
tum Interference Device (SQUID) coupled to an Ohmic bath, the resulting master equation implies
the environment has a significant impact on the system’s energy. We discuss the prospect of keeping
or canceling this impact; and note that, for the SQUID, measuring the magnetic susceptibility under
control of the capacitive coupling strength and the externally applied flux, results in experimentally
measurable differences between models. If this is not done correctly, device characterization will be
prone to systemic errors.
For any complex system, if device characterization and
design engineering are to be meaningful notions, it is nec-
essary to have access to device models which faithfully
describe behavior and performance when subjected to a
wide range of environmental conditions. The ability to
integrate billions of CMOS transistors onto a single chip
relies on careful device characterization as well as knowl-
edge of likely environmental conditions. A chip meant
for liquid Helium applications will be characterized by
lower junction capacitances, as a result of carrier freeze-
out [1], whilst if intended for space applications, it must
be designed with radiation hardness in mind [2]. Suc-
cessful Quantum Technologies will be no different in this
regard. In the quest to build a scalable quantum pro-
cessor from superconducting circuits containing Joseph-
son junctions, significant developments have been made
recently; including enhanced coherence times [3], high
fidelity state-preparation and measurement [4], and the
demonstration of two-qubit gates [5]. To facilitate the
fabrication of functional circuits, future qubits must be
capable of long and short term storage; be frequency tun-
able; be capable of communication over both short and
long ranges, and possess tunable couplings [6]. Decoher-
ence presents a formidable obstacle to achieving this for
superconducting qubits. As a result, the maintenance
of a long coherence time has become a key problem in
superconductor qubit research; making the need for a
better understanding of different types of environment a
similarly key concern.
Until relatively recently it had been assumed that the
connection to ground of floating flux-qubits was poor
and that such qubits were immune to capacitive cou-
pling. However a recent study [6] has demonstrated the
reactance to ground can become sizeable, and that not
protecting against this decoherence channel may explain
some of the short coherence times obtained previously.
The equivalent design paradigm for a classical semicon-
ductor (CMOS) computer allows a very detailed simula-
tion of critical-path devices in a variety of environments
(at fast/typical/slow mobility process corners; under me-
chanical stress, flicker or thermal noise, etc.) as well
in a range of operational conditions (IR-drop on power
lines) and including a number of reliability considerations
(metal migration) before it is committed to silicon [7]. In
the particular case of capacitive coupling, the contrast
of the superconducting qubit to silicon CMOS is stark;
indeed CMOS is the chosen platform because of its ex-
cellent noise immunity. Understanding the impact of an
environment is necessary for accurate characterization of
a given quantum device; as devices which are not char-
acterized under the same environmental conditions may
not be easily compared, and a device characterized in a
test environment, may behave differently in use.
A common means of modeling an open quantum sys-
tem is with a reduced master equation [8–18], as these ap-
proximate the dynamics of the system of interest without
the need to model the environment itself, and, because
it guarantees certain nice properties (such as conserva-
tion of probability and complete positivity of the reduced
(system) density matrix), it is usual to cast the master
equation into Lindblad form [19]. In this model Lindblad
operators represent the action of the environment on the
system. Exactly which operators to use usually involves
a careful construction analysis of the system + environ-
ment, followed by a tracing out of the environmental de-
grees of freedom. This process requires a number of ap-
proximations, as well as some decisions about the form
of the final equation. Most common is the Born-Markov
(BM) approximation which assumes a weak coupling be-
tween a quantum system and its environment, assumed
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2to have no long-term memory. However the BM approx-
imation alone will not generally yield a quantum master
equation in Lindblad form. As a consequence, it is com-
mon to manipulate the resulting BM master equation
by adding those terms necessary to complete the Lind-
blad structure and by either absorbing any terms which
present as free evolution into an effective system Hamilto-
nian, or by canceling them with heuristic counter terms.
The simplest example is that of Quantum Brownian
Motion (QBM), with a Harmonic Oscillator (HO) po-
tential, coupled to an Ohmic bath through the system’s
position operator xˆ, e.g. [9]. Here a Lindblad master
equation can be created from Born-Markov development
by: (i) adding a term of the form Dpp[pˆ, [pˆ, ρˆ]], where pˆ
is the canonical conjugate momentum to xˆ ([xˆ, pˆ] = i~),
and Dpp is inversely proportional to the bath tempera-
ture T ; and (ii) by moving terms proportional to [xˆ2, ρˆ]
(the Lamb shift term) and µ[xˆpˆ+xˆpˆ, ρˆ] (a squeezing term,
where µ depends on system-bath coupling strength) into
an effective system Hamiltonian. The justification for the
addition of the Dpp[pˆ, [pˆ, ρˆ]] term is often that, in the high
T limit, it will is small and so amounts to a minimally
invasive means of ensuring Lindblad form. The Lamb
shift term [xˆ2, ρˆ] is generally canceled by the inclusion of
an identical (counter) term in the system or interaction
Hamiltonian on the grounds that it otherwise constitutes
an unphysical frequency renormalization.
Up to this point what has been described is the
standard high-temperature (Lindblad) version of the
Caldiera-Leggett equation [20], who argued that, for
many systems, a counter term arises to cancel the Lamb
shift in a truly detailed analysis of microscopic dynam-
ics. The final (squeezing term) µ[xˆpˆ + pˆxˆ, ρˆ], has been
discussed in the literature on a number of occasions. On
the one hand its presence (uncountered) in an effective
Hamiltonian is necessary to ensure: translational invari-
ance [21]; that Erhenfest’s theorem is satisfied [19, 21–
24]; and a correct quantum to classical transition [25–29].
On the other hand, the inclusion of a counter term
−λ[xˆpˆ + pˆxˆ, ρˆ] in the system Hamiltonian has occasion-
ally been part of an ansatz which assumes the most gen-
eral second order Lindblad master equation possible, us-
ing a single (annihilator) Lindblad, first order in system
variables xˆ and pˆ, together with a general second order
Hamiltonian. Its properties have been investigated as a
function of λ. Setting λ = µ cancels the squeezing term
completely, while λ 6= 0 gives additional flexibility to add
desirable properties to the master equation, such as rea-
sonable low T behavior [21]. This does however sacrifice
translational invariance [19], and Ehrenfest [23].
The difficulties with the derivation of the Lindblads
appropriate to a particular system-environment interac-
tion are clearer still when considering a particle in an
anharmonic potential, such as is the case for a Super-
conducting Quantum Interference Device (SQUID). Here
the heuristic adding/canceling of terms becomes more in-
volved [30], which necessarily raises difficult issues, as
high-precision control of such a system inevitably re-
quires precise device characterization [31].
We consider the following standard model of a SQUID
(charge Qˆ and flux Φˆ, [Φˆ, Qˆ] = i~), inductively and capac-
itively coupled to an Ohmic bath environment, modeled
as an infinite set of harmonic oscillators, indexed by n,
with charge Qˆn and flux Φˆn ([Φˆn, Qˆm] = i~δnm). The
dimensionless total Hamiltonian Hˆ/~ω0 may be written
as a sum of the Hamiltonians of the SQUID (HˆS), the
bath (HˆB), the coupling between them (HˆI)
HˆS = Xˆ
2
2
+
Pˆ 2
2
− ν
ω0
cos
(√
βν
ω0
Xˆ +
2piΦx
Φ0
)
+ HˆLS
HˆB =
∑
n
Xˆ2n
2
+
Pˆ 2n
2
, HˆI = −
∑
n
κn
(
XˆXˆn + gPˆ Pˆn
)
(1)
where L and C are the system’s inductance and ca-
pacitance, ω0 = 1/
√
LC, Pˆ = Qˆ(~Cω0)−1/2, βν =
4pi2~/Φ20C, Pˆn = Qˆn(~Cnω0)−1/2, Xˆ = Φˆ(~Lω0)−1/2,
and Xˆn = Φˆn(~Lnω0)−1/2, while Φ0 denotes the flux
quantum. The externally applied flux, Φx, controls the
phase of the cosine in Eq. (1) which describes the cou-
pling across the Josephson junction (energy = ~ν) [32].
The strengths of the environmental couplings are deter-
mined by κn and g, the ratio of inductive to capacitive
coupling. HˆLS is the Lamb Shift Hamiltonian which will
be canceled in the Lindbald process [20].
In the interaction picture, the BM master equation is
dρˆS(t
′)
dt′
= L[ρˆ] +K[ρˆ]
= −i[HˆS , ρˆS(t′)]−
∫ ∞
0
dτ TrB
[
HˆI ,
[
HˆI(−τ), ρˆS(t′)⊗ ρˆB
]]
[9].The first term describes free evolution and the second,
the dissipator, describes non-unitary loss. We assume an
Ohmic spectral function J(ω) = 2CγωΩ2/pi(Ω2 + ω2)
with damping rate γ and bath cut-off frequency Ω. Sub-
stituting HˆI , from Eq. (1), into the dissipator integral
and evaluating the bath correlation functions yields [9]
K[ρˆ] = γΩ
2ω0
∫ ∞
0
dτe−Ωτ
(
2Ω
ω0
(
i
[
Xˆ,
{
Xˆ(−τ), ρˆS
}]
+ ig2
[
Pˆ ,
{
Pˆ (−τ), ρˆS
}]
+ g
[
Xˆ,
[
Pˆ (−τ), ρˆS
]]
− g
[
Pˆ ,
[
Xˆ(−τ), ρˆS
]])
−
([
Xˆ,
[
Xˆ(−τ), ρˆS
]]
+ g2
[
Pˆ ,
[
Pˆ (−τ), ρˆS
]]
− ig
[
Xˆ,
{
Pˆ (−τ), ρˆS
}]
+ ig
[
Pˆ ,
{
Xˆ(−τ), ρˆS
}]))
(2)
3where {·, ·} denotes anti-commutation. Then, evaluating the integrals, and expanding the correlation time-dependent
observables Xˆ(−τ) and Pˆ (−τ) to first order, yields the master equation:
m
dρˆS
dt′
= −i
[
HˆS , ρˆS
]
− iγ
ω0
(
1 + g2 − g) [Xˆ,{Pˆ , ρˆS}]− iγ
ω0
g
(
g − 1
2
)[{
Xˆ, Pˆ
}
, ρˆS
]
(3)
− γ
ω0
(
g +
1
2
)[
Xˆ,
[
Xˆ, ρˆS
]]
+
γ
2Ω
(
1− g2) [Xˆ, [Pˆ , ρˆS]]− γ
ω0
g
(
1 +
g
2
) [
Pˆ ,
[
Pˆ , ρˆS
]]
+
iγg
ω0
√
βν
ω0
[
ω0
2Ω
Xˆ + gPˆ ,
{
sin
(√
βω0
ν
Xˆ + 2pi
Φx
Φ0
)
, ρˆS
}]
− γg
ω0
√
βν
ω0
[
Xˆ +
gω0
2Ω
Pˆ ,
[
sin
(√
βω0
ν
Xˆ + 2pi
Φx
Φ0
)
, ρˆS
]]
In arriving at Eq. (3) two quadratic frequency renormal-
ization terms (one proportional to [Xˆ2, ρˆ] and one pro-
portional to [Pˆ 2, ρˆ]) have been removed, canceled by the
Lamb Shift term HˆLS [33, 34]. Note also that the exter-
nal flux control Φx appears in the dissipator in this first
order model (as opposed to second order for the case of
flux-only coupling [32]). Eq. (3) is a non-rotating wave
(NRW) equation, and so requires additional terms to as-
sume Lindblad form [35]
dρˆ
dt
= −i[Hˆ′, ρˆ] + 1
2
∑
j
{
[Lˆj , ρˆLˆ
†
j ] + [Lˆj ρˆ, Lˆ
†
j ]
}
(4)
where Lˆj are Lindblad operators. From Eq. (3) it is clear
that these will be linear combinations of Xˆ, Pˆ , and Sˆ =
sin
(√
βω0
ν Xˆ + 2pi
Φx
Φ0
)
, whose weights may be obtained
by diagonalizing the coefficient matrix [9]
aij =
γ
ω0

2g + 1 −i(1 + g2 − g)− ξ(1− g2) g
√
βν
ω0
(1 + ξ)
i(1 + g2 − g)− ξ(1− g2) 2g + g2 g2
√
βν
ω0
(ξ + i)
g
√
βν
ω0
(1− iξ) g2
√
βν
ω0
(ξ − i) 0
 (5)
for i, j ∈ {X,P, S} and ξ = ω0/2Ω. As is often found
with NRW BM equations, the coefficient matrix is not
positive semidefinite, and so does not conserve probabil-
ity. To ensure physicality we alter aSS just sufficient to
make the a matrix positive semi-definite, and its eigen-
values non-negative. Effectively this is accomplished in a
minimally invasive [9] manner by setting det(a) = 0, i.e.
aSS =
βν
ω0
−ξ2g5 + 4g4 + 8ξ2g3
(−g4 + 2g2 − 1)(1 + ξ2) + 4g(g2 + 1) (6)
together with the constraint that 0.227 ≤ g ≤ 4.40. This
procedure ensures the two non-zero eigenvalues are pos-
itive and, whilst the range of g values may be extended,
it does come at the cost of a more invasive change to
the matrix a. For our present purposes the details of
the Lindblads are not particularly important; though we
note that the dominant one is close to an annihilator, of
c1Xˆ+c2Pˆ . Instead, here we are interested in the question
of what one might do with the terms that are leftover in
the process. As in the case of the QBM with a harmonic
potential, all these terms present in the form of a uni-
tary evolution (i.e. as i[Aˆ, ρˆ]), however there appears to
be no clear means of assessing whether they should be
kept, to produce an effective Hamiltonian, or canceled
(countered) - either partially or completely. Retaining
all such terms for now, we obtain an effective Hamilto-
nian Hˆ′ = HˆS + HˆXP + HˆPS + HˆXS where
HˆXP = γ
2ω0
(
3g2
2
− g + 1
2
)
(XˆPˆ + Pˆ Xˆ),
HˆXS = − γg
2Ω
√
βν
ω0
Xˆ sin
(√
βω0
ν
Xˆ + 2pi
Φx
Φ0
)
,
HˆPS = −γg
2
2ω0
√
βν
ω0
{
Pˆ , sin
(√
βω0
ν
Xˆ2pi
Φx
Φ0
)}
− γg
2β
4Ω
cos
(√
βω0
ν
Xˆ + 2pi
Φx
Φ0
)
.
(7)
The impact of HˆXP has previously been discussed in
terms of frequency shifts and squeezing [30, 32] and, as
previously noted, in other contexts too [19, 21–26, 29],
whilst a term similar in nature to HˆXS appears in the
higher order (in ω0/Ω) master equation for a purely in-
ductively coupled SQUID [32]. The final term HˆPS in-
cludes a slight renormalization of the Josephson junction
energy. Fig. 1 demonstrates the impact of these terms on
the lowest five energy eigenvalues of Hˆ′ as a function of
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FIG. 1. The energy eigenvalues of Hˆ′ as a function of exter-
nal flux Φx for various coupling ratios g. Values obtained
with Josephson energy ~ν = 6.693 × 10−22J,capacitance
C0 = 5 × 10−15F, inductance L0 = 3 × 10−10H, damping
rate γ = 0.05ω0 and bath frequency Ω = 10 ∗ ω0.
Hˆ′ = HˆS + HˆXP + HˆPS + HˆXS
Hˆ0
Hˆ0 + HˆXS
Hˆ0 + HˆXP
Hˆ0 + HˆPS
Hˆ0 + HˆXP + HˆXS
Hˆ0 + HˆXP + HˆPS
Hˆ0 + HˆPS + HˆXS
FIG. 2. Spiderweb Diagram. The solid line shows the lowest
eigenvalue for the SQUID Hamiltonian plus combinations of
additional terms as labeled. Dashed and dotted lines show, for
comparison, the lowest eigenvalues of Hˆ0 and Hˆ′ respectively.
Note that the contributions of HˆXP ,HˆXS and HˆPS are not
independent, and the combination HˆXP + HˆXS accounts for
the majority of the alteration. The origin is E = 0, the outer
radius is E = 6.0~ω0. Here Φx = 0.5Φ0, g = 1.8.
the external flux Φx, and for a variety of g values. Fig. 2
shows the contribution of HˆXP , HˆPS and HˆXP to the
lowest energy level, both individually and in pairs, and
illustrates how the cancellation, or not, of such terms will
alter the system energy eigenstates. It is clear that these
effects are non-negligible, and that any form of ad hoc
process to deal with their contribution is likely to lead
to erroneous system models. That one of the terms is
FIG. 3. Ground state magnetic susceptibility as a function
of the external flux Φx, and capacitive coupling strengths g.
known to be important in the quantum to classical tran-
sition [25–29] implies that there are physically important
implications here which probably should not be ignored.
The magnetic susceptibility for a SQUID ring
χ0(Φx; g) = −L∂
2E0(Φx; g)
∂Φ2x
, (8)
in its ground state, provides a useful mechanism to probe
the lowest energy eigenvalue’s dependence on the ex-
ternal flux Φx and coupling ratio g [36]. The ground
state magnetic susceptibility (in the form χ0(Φx; g)/L)
is shown in Fig. 3 where it is seen to vary significantly
with both Φx and g. An important conclusion is that, by
arranging an adjustable capacitive coupling, and vary-
ing the external flux, a measurement of χ0 provides an
empirical test of the presence of these terms; and hence
whether they are indeed physical and need to be kept,
or merely an artifact of the process needed to shoehorn
Born-Markov master equations into Lindblad form, and
need to be canceled.
Making new Quantum Technologies scalable will rely
on the ability to perform careful modeling and simula-
tion. Any simulation framework will require high fidelity
models and accurate characterization methods to allow
precision control and enable the necessary error correc-
tion. However it seems clear that, beyond the simple
case of a harmonic potential, deriving Lindblad master
equations from the Born-Markov approximation becomes
rather ad hoc, as the decision to include (as being phys-
ically real) or to exclude (through the use of counter
terms) is not supported well enough by our knowledge of
the systems involved. Even in that simplest case (QBM)
there is still some disagreement about whether a squeez-
ing term of the form XˆPˆ+Pˆ Xˆ should be kept or canceled
[21–24]. The SQUID system considered here has simple,
adjustable control parameters: the external flux Φx and
5the relative strength g of capacitive coupling. Together
they appear to provide a sufficient means of interrogating
the energy level structure through the magnetic suscepti-
bility. In the model considered, the additional terms will
make a measurable difference. Experimentally, the abil-
ity to create superconducting devices coupled to an ar-
tificially constructed bath of harmonic oscillators is well
within the state-of-the-art. Hence, it will be possible to
experimentally verify whether, for example the squeezing
term XˆPˆ + Pˆ Xˆ should be canceled by a counter term.
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