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Abstract
An n-cube antichain is a subset of the unit n-cube [0, 1]n that does not con-
tain two elements x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) satisfying
xi ≤ yi for all i ∈ {1, . . . , n}. Using a chain partition of an adequate fi-
nite poset we show that the Hausdorff dimension of an n-cube antichain is
at most n− 1. We conjecture that the (n− 1)-dimensional Hausdorff measure
of an n-cube antichain is at most n times the Hausdorff measure of a facet
of the unit n-cube and we verify this conjecture for n = 2 as well as under
the assumption that the n-cube antichain is a smooth surface. Our proofs em-
ploy estimates on the Hausdorff measure of an n-cube antichain in terms of
the sum of the Hausdorff measures of its injective projections. Moreover, by
proceeding along devil’s staircase, we construct a 2-cube antichain whose 1-
dimensional Hausdorff measure equals 2. Additionally, we discuss a problem
with an intersection condition in a similar setting.
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1 Prologue, related work and main results
Let [n] be the set of integers {1, . . . , n} and [n]0 = [n] ∪ {0}. The cardinality of a
finite set F is denoted by |F |, as usual. A collection F of subsets of [n] having the
property that no element in F is contained in another is referred to as an antichain
(or Sperner family) of [n]. A collection of subsets of [n] whose cardinality equals k
is called a k-uniform family. For a positive integer t, a collection of subsets F of [n]
is called t-intersecting if |A ∩B| ≥ t for all A,B ∈ F .
Let us begin with two well-known results from extremal set theory for antichains
and k-uniform t-intersecting families. The problem of determining the maximum
cardinality of an antichain is considered as the starting point of extremal set the-
ory, which has been a fast growing area of combinatorics for several decades. The
following result of Sperner provides a sharp upper bound on the number of ele-
ments in an antichain.
Theorem 1.1 (Sperner [17]). Fix a positive integer n and let F be an antichain of [n].
Then |F| ≤
(
n
⌊n/2⌋
)
.
In other words, the maximum ”size” of an antichain is at most
(
n
⌊n/2⌋
)
. Notice that
the bound is sharp and that it is attained by the antichain consisting of all subsets
of [n] whose cardinality equals ⌊n/2⌋. Sperner’s theorem is a fundamental result
in extremal set theory that has been generalised in many ways (see [2, 8] for text-
books devoted to the topic). Another fundamental result from extremal set theory
determines the maximum ”size” of a k-uniform t-intersecting family.
Theorem 1.2 (Erdo˝s-Ko-Rado [9]). Let 1 ≤ t ≤ k. Then there exists an integer n0(k, t)
such that for all n > n0(k, t) the cardinality of a k-uniform t-intersecting family of [n] is
at most
(
n−t
k−t
)
.
Notice that the bound is sharp and that it is attained by the family consisting of
all subsets of [n] whose cardinality equals k that contain, say, the set [t]. This is
yet another result in extremal set theory that has been generalised in several ways
(see [2, 8]). In a celebrated paper, Ahlswede and Khachatrian [1] determined the
maximum size of k-uniform t-intersecting families for all parameters n, k, t. In this
article, we discuss ”continuous versions” of the aforementioned results.
The idea that several combinatorial statements have continuous counterparts is
rather old and several results have been reported in a ”measurable” setting (see
2
[5, 6, 7, 14, 15]) as well as in a ”vector space” setting (see [13, 16]). In this work, we
consider continuous versions of results from extremal set theory which address
the problem of determining the maximum Hausdorff dimension as well as the
maximum Hausdorff measure of subsets on the unit n-cube under certain con-
straints that are similar to those imposed by the above mentioned theorems.
Before being more precise, let us proceed with some observations. Notice that
with every set A ⊆ [n] one can uniquely associate a binary vector of length n, say
xA = (x1, . . . , xn), where xi = 1 if i ∈ A and xi = 0 if i /∈ A. We refer to xA as the
characteristic vector corresponding to A ⊆ [n]. Notice also that this correspondence
is bijective and one may choose not to distinguish between subsets of [n] and their
characteristic vectors. Now let F be an antichain of [n] and let B = {xF}F∈F be
the corresponding set of characteristic vectors. Notice that Sperner’s theorem is
equivalent to the statement that the cardinality of the class B is at most
(
n
⌊n/2⌋
)
and
that the class of binary vectors {x = (x1, . . . , xn) ∈ {0, 1}
n :
∑
i xi = ⌊n/2⌋} attains
the bound. Now the fact that F is an antichain imposes certain conditions on the
binary vectors of the class B. In particular, B is characterized by the fact that it does
not contain two elements xF = (x1, . . . , xn),xT = (y1, . . . , yn) such that xi ≤ yi for
all i ∈ [n]. By relaxing the assumption that the coordinates of the characteristic
vectors belong to {0, 1}, one naturally arrives at the following definition.
Definition 1 (n-cube antichains). Let n be a positive integer. A subset S of the unit
n-cube [0, 1]n is called an n-cube antichain if S does not contain two elements x =
(x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) satisfying xi ≤ yi for all i ∈ [n].
In this article, we shall be interested in themaximum ”size” of an n-cube antichain.
Before presenting our main results, let us briefly mention a related result of the
first author (see [7]). Let c be a fixed non-negative real and assume that S is a mea-
surable subset of [0, 1]n which does not contain two elements x = (x1, x2, . . . , xn)
and y = (y1, y2, . . . , yn) such that xi ≤ yi for all i ∈ [n] and
∑
(yi − xi) ≥ c. Such
a set is referred to as an n-cube-c-antichain. Notice that n-cube-0-antichains are ex-
actly the n-cube antichains given in Definition 1. The following result determines
n-cube-c-antichains of maximum ”size”.
Theorem 1.3 ([7]). Let c > 0. Among all n-cube-c-antichains the set
Sc :=
{
(x1, . . . , xn) :
n− c
2
≤
∑
i
xi <
n + c
2
}
has maximum n-dimensional Lebesgue measure.
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Similarly, by relaxing the assumption that the coordinates of the characteristic vec-
tors of a k-uniform t-intersecting family belong to {0, 1}, one arrives at the follow-
ing definition.
Definition 2 ((n, k, t)-sets). Fix positive integers n, k, t such that n ≥ k > t. A subset
A of the unit n-cube [0, 1]n is called an (n, k, t)-set if every (x1, . . . , xn) ∈ A has exactly k
coordinates that are strictly positive and for every two elements (x1, . . . , xn), (y1, . . . , yn) ∈
A, there exists t distinct indices i1, . . . , it ∈ [n] such that xij = yij > 0 for j ∈ [t].
In this article, we also address the problem of determining the maximum ”size”
of (n, k, t)-sets.
Notice that Theorem 1.3 does not provide useful information when c = 0. In fact, it
is easy to see using Lebesgue’s density theorem that the n-dimensional Lebesgue
measure of a measurable n-cube antichain equals zero. This suggests that the
n-dimensional Lebesgue measure is not an appropriate notion of ”size” for an n-
cube antichain and therefore it is natural to look at its Hausdorff dimension. Let
us briefly recall some definitions from the theory of fractals. If S is a non-empty
subset of Rn, we denote by diam(S) its diameter. Fix a positive real number s and,
for δ > 0, let
Hsδ(S) = inf
{∑
i
diam(Ui)
s : S ⊆
⋃
i
Ui and diam(Ui) ≤ δ
}
.
The limit limδ→0H
s
δ(S), denotedH
s(S), is the s-dimensional Hausdorff measure of S.
The Hausdorff dimension, denoted dimH S, is defined as
dimH S = inf {s : H
s(S) = 0} .
Finally, the upper box-counting dimension of S is defined as
dimBS = lim sup
δ→0
logNδ(S)
− log δ
,
where Nδ(S) is the smallest number of sets of diameter δ which can cover S. We
refer the reader to Falconer [12] for further details. In the sequel, we will apply
the well known fact (see [12, p. 48]) that dimH S ≤ dimBS. Our main result con-
cerning the Hausdorff dimension of n-cube antichains reads as follows.
Theorem 1.4. Fix a positive integer n ≥ 2 and let S ⊆ [0, 1]n be an n-cube antichain.
Then the Hausdorff dimension of S is at most n− 1.
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Notice that the set {(x1, . . . , xn) ∈ [0, 1]
n :
∑
i xi = n/2} is an n-cube antichain whose
Hausdorff dimension equals n − 1 and therefore the bound in Theorem 1.4 is
sharp. Given this result, it is natural to ask for sharp upper bounds on the (n− 1)-
dimensional Hausdorff measure of an n-cube antichain. We are unable to settle
this problem in general. We conjecture that the (n − 1)-dimensional Hausdorff
measure of an n-cube antichain is at most n times the Hausdorff measure of the
unit (n− 1)-cube, i.e., nσn−1, where
σn =
2nΓ(n/2 + 1)
πn/2
.
In Section 2, we verify the validity of this conjecture when n = 2 as well as when
S is a smooth hypersurface. In particular, we obtain the following results.
Theorem 1.5.
a) Let S be a 2-cube antichain in [0, 1]2. ThenH1(S) ≤ 2.
b) There exists a 2-cube antichain whose Hausdorff measure equals 2.
Let πj : [0, 1]
n → [0, 1]n be the projections defined by
πj(x1, . . . , xn) = (x1, . . . , xj−1, 0, xj+1, . . . , xn), j = 1, . . . , n.
Under further assumptions on smoothness, the above mentioned conjecture is
true.
Theorem 1.6. Let S be a smooth n-cube antichain. Then
Hn−1(S) ≤
n∑
j=1
Hn−1(πj(S)).
In particular, we haveHn−1(S) ≤ nσn−1.
The bound nσn−1 for the (n−1)-dimensionalmeasure of a smooth n-cube antichain
is asymptotically sharp, as can be seen by the hypersurface
Sp =
{
x = (x1, . . . , xn) : xj ≥ 0 for all j and ‖x‖
p
p :=
n∑
j=1
xpj = 1
}
,
as p → +∞. Indeed, it is easily verified that as p → +∞ the ℓp-unit ball Bp =
{x ∈ Rn : ‖x‖p ≤ 1} converges with respect to the Hausdorff metric to the ℓ
∞-
unit ball. However, it is well known ([18, p. 219]) that if a sequence of convex
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bodies Ki converges to a convex body K with respect to the Hausdorff metric,
thenHn−1(∂Ki) →H
n−1(∂K).
Our main result on the Hausdorff dimension of (n, k, t)-sets reads as follows.
Theorem 1.7. Fix positive integers n, k, t such that n ≥ k > t and let A be an (n, k, t)-
set. Then the Hausdorff dimension of A is at most k − t.
Notice that the set consisting of all points (x1, . . . , xn) that have k non-zero coor-
dinates and whose first t coordinates satisfy xj = αj for some αj ∈ (0, 1], j ∈ [t], is
an (n, k, t)-set whose Hausdorff dimension equals k − t. Therefore, the bound in
Theorem 1.7 is sharp. Given Theorem 1.7, it is natural to ask for upper bounds on
the (k− t)-dimensional Hausdorff measure of an (n, k, t)-set. The following result
implies that the sets described above have maximum (k− t)-dimensional measure
and may be seen as a continuous analogue of the Erdo˝s-Ko-Rado theorem.
Theorem 1.8. Fix positive integers n, k, t such that n ≥ k > t and suppose that A is an
(n, k, t)-set. ThenHk−t(A) ≤
(
n−t
k−t
)
σk−t.
The remaining part of our article is organised as follows.
In Section 2, we collect the results on n-cube antichains. In particular, we prove
Theorems 1.4–1.6. The first theorem is proved using a chain partition of an ade-
quate poset. The first statements of Theorems 1.5 and 1.6 are obtained via an up-
per estimate of the Hausdorff measure of S in terms of the sum of the Hausdorff
measures of its injective projections. The second statement of Theorem 1.5 is ob-
tained by showing that devil’s staircases are examples of n-cube antichains.
In Section 3, we collect the results on (n, k, t)-sets. We prove Theorem 1.7 by em-
ploying estimates on the Hausdorff measure of the difference set A−A and Theo-
rem 1.8 by applying a result on nontrivial intersections of integer vectors. Finally,
in Section 4 we state some conjectures.
2 n-cube antichains
The proof of Theorem 1.4 relies on the following Sperner-type result for integer
vectors.
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Lemma 2.1. Fix positive integers n,m ≥ 1. Let F be a collection of n-tuples from the set
[m − 1]0 which does not contain two different tuples (d1, . . . , dn) and (k1, . . . , kn) such
that di < ki for all i ∈ [n]. Then |F| ≤ nm
n−1.
Proof. Given an n-tuple d = (d1, . . . , dn) ∈ [m − 1]
n
0 let d(1) = min{di : i ∈ [n]},
d(n) = max{di : i ∈ [n]} and consider the class Dd consisting of all n-tuples of the
form
(d1− d(1) + j, d2− d(1) + j, . . . , dn− d(1) + j), where j ∈ {0, 1, . . . , n− (d(n)− d(1))}.
Observe that each classDd forms a chain in the sense that whenever two n-tuples,
say (d1, . . . , dn) and (k1, . . . , kn), belong to the same class Dd then we either have
di < ki for all i ∈ [n], or di > ki for all i ∈ [n]. This implies that for every n-tuple
d at most one element from Dd can belong to F . Clearly, every n-tuple belongs
to some chain and different chains are disjoint. Therefore the result will follow
once we show that there are at most nmn−1 chains. To this end, letDd be the chain
corresponding to d = (d1, . . . , dn). If the element d(1) is in the ℓ-th coordinate of d
then the ℓ-th coordinate of (d1−d(1), d2−d(1), . . . , dn−d(1)) equals zero. This means
that we can choose from every class Dd an n-tuple having a zero coordinate and
the number of such n-tuples is at most nmn−1.
Let
Ij,m =
{
[ j
m
, j+1
m
) if j ∈ [m− 2]0,
[ j
m
, j+1
m
] if j = m− 1.
Proof of Theorem 1.4. Since dimH S ≤ dimBS for any n-cube antichain S, it suffices
to show that dimBS ≤ n − 1 for any n-cube antichain S. For each integer m ≥ 1,
write the unit n-cube as a union of cubes all of whose sides are equal to 1
m
. More
precisely, write the unit n-cube as a union of cubes of the form
C(d1, . . . , dn) := Id1,m × Id2,m × · · · × Idn,m,
where di ∈ [m − 1]0 for all i ∈ [n]. Notice that each cube C(d1, . . . , dn) can be
uniquely identified by the vector (d1, . . . , dn) ∈ [m − 1]
n
0 . Fix an n-cube antichain
S, and let N1/m(S) be the number of cubes C(d1, . . . , dn) that have non-empty in-
tersection with S. We claim thatN1/m(S) ≤ nm
n−1. Indeed, for every two different
cubes C(d1, . . . , dn) and C(k1, . . . , kn) that have non-empty intersection with S the
corresponding n-tuples do not satisfy di < ki for all i ∈ [n] and hence the claim
follows from Lemma 2.1.
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Consequently,
dimBS ≤ lim sup
m→∞
logN1/m(S)
− log 1
m
≤ lim sup
m→∞
log(nmn−1)
logm
= n− 1,
as required.
We proceed with the proof of Theorem 1.5 a). In fact, we provide two proofs of
this statement. The first proof exploits the fact that the projections of a 2-cube
antichain are injective.
First proof of Theorem 1.5 a). Here we denote the projections π1 and π2 by πx and
πy, respectively, since they are projections into the x- and y-axis, respectively. We
show that
H1(S) ≤ H1(πx(S)) +H
1(πy(S)) (1)
and the result follows. Note that since S is a 2-cube antichain the projections are
injective. For two sets A,B ⊆ [0, 1] let A < B if a < b for all a ∈ A and b ∈ B. Let
{Qi} and {Rj} be covers of πx(S) and πy(S), respectively, where without loss of
generality Q1 < Q2 < · · · and R1 < R2 < · · · Define the sets Qij = {x ∈ Qi : ∃y ∈
Rj such that (x, y) ∈ S} and Rij = {y ∈ Rj : ∃x ∈ Qi such that (x, y) ∈ S}. Then
S ⊆
⋃
ij
(Qij × Rij).
Therefore, using the triangle inequality,
H1(S) ≤
∑
ij
diam(Qij × Rij) ≤
∑
ij
diam(Qij) +
∑
ij
diam(Rij). (2)
Since S is a 2-cube antichain Qi1 > Qi2 > · · · and R1j > R2j > · · · for all i, j. This
implies that ∑
j
diam(Qij) ≤ diam(Qi) for all i,
∑
i
diam(Rij) ≤ diam(Rj) for all j.
Together with (2) this yields
H1(S) ≤
∑
i
diam(Qi) +
∑
j
diam(Rj).
The result follows by taking the infimum with respect to all covers.
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We continue with a second proof of Theorem 1.5 a), which is based upon the fol-
lowing well-known result regarding the Hausdorff measure of the image of Lip-
schitz functions, cf. [12, p. 24]. Recall that a function f : F ⊆ Rn → Rm is Lipschitz
with constant c if
|f(x)− f(y)| ≤ c · |x− y| for all x,y ∈ F.
Lemma 2.2. Fix positive integers n,m and let F ⊆ Rn. If f : F → Rm is a Lipschitz
function with constant c thenHs(f(F )) ≤ csHs(F ).
The following proof exploits the fact that the ”diagonal projections” of a Sperner
subset of the unit square are injective whose inverse is Lipschitz of constant 1.
Second proof of Theorem 1.5 a). Denote Q1 = [0, 1]
2 ∩ {(x, y) : x ≥ y} and Q2 =
[0, 1]2 \Q1. Let S1 = Q1∩S and S2 = Q2∩S. Now consider the diagonal projection
φ1 of S1 into [0, 1]×{0} defined by φ1(x, y) = (x−y, 0). Notice that the assumption
that S1 is a 2-cube antichain implies that φ is a bijection of S1 onto its image. Let
(a, 0), (b, 0) ∈ φ1(S1) with a < b and look at the inverse images, φ
−1
1 (a, 0), φ
−1
1 (b, 0).
Using again that S1 is a 2-cube antichain, it follows that these are of the form
φ−11 (a, 0) = (x, y) and φ
−1
1 (b, 0) = (x+ ǫ1, y− ǫ2), for some x, y ∈ [0, 1] and ǫ1, ǫ2 > 0.
Now notice that
|φ−11 (a, 0)− φ
−1
1 (b, 0)| =
√
ǫ21 + ǫ
2
2 ≤ ǫ1 + ǫ2 = |a− b|.
This implies that φ−11 is Lipschitz with constant 1 and Lemma 2.2 yields
H1(S1) = H
1(φ−11 (φ1(S1))) ≤ H
1(φ1(S1)).
The analogous argument with φ2 : S2 → [0, 1]× {0}, φ2(x, y) = (y − x, 0), yields
H1(S2) ≤ H
1(φ2(S2)).
Therefore H1(S) ≤ H1(φ1(S1)) +H
1(φ2(S2)) ≤ 2.
It remains to show part b) of Theorem 1.5, i.e., that the bound is sharp. The proof
of this statement requires the following result from measure theory (see [4, Propo-
sition 5.5.4]).
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Lemma 2.3. Let f : [0, 1] → [0, 1] be a function and let E be a measurable set such that
at every point of E the function f(·) is differentiable. Then
λ(f(E)) ≤
∫
E
|f ′(x)| dx,
where λ(·) denotes the 1-dimensional Lebesgue measure.
Now we can prove the existence of ”maximum” 2-cube antichains in the unit
square.
Proof of Theorem 1.5 b). Let f : [0, 1] → [0, 1] be a continuous, strictly increasing
function having zero derivative almost everywhere. An example of such a func-
tion can be found in [19] and is referred to as devil’s staircase. We divide the graph
S := {(x, f(x)) : x ∈ [0, 1]} into two parts, namely, A = {(x, f(x) : f ′(x) = 0)}
and B = S \ A. Since f ′ = 0 almost everywhere, the projection of A into the
x-axis has measure 1 and so H1(A) ≥ 1. From Lemma 2.3, it follows that the set
f({x : f ′(x) = 0}) has measure zero, which in turn implies that the projection
of B into the y-axis has measure 1. Thus H1(B) ≥ 1. Putting these two bounds
together, we conclude
H1(S) = H1(A) +H1(B) ≥ 2
and therefore, by (1), we have H1(S) = 2. Now the result follows by observing
that the function 1 − f(·) is strictly decreasing and therefore its graph is a 2-cube
antichain.
In higher dimensions, the situation is not as satisfactory. Using the argument in
Theorem 1.4, one readily shows that if S is an n-cube antichain, then Hn−1(S) ≤
n · n
n−1
2 , which is far away from the conjectured Hn−1(S) ≤ n · σn−1. However, the
conjecture can be verified in the case of smooth hypersurfaces.
Proof of Theorem 1.6. If x = (x1, . . . , xn−1) is a vector in the cube [0, 1]
n−1, let xj de-
note the vector (x1, . . . , xj−1, xj+1, . . . , xn−1), for j = 1, . . . , n− 1. We note that the
projections πj restricted to S are injective, and there exists a smooth f : πn(S) →
[0, 1]whose graph is S. For j = 1, . . . , n−1, the function Tj(x) = (xj , f(xj)) is injec-
tive, the absolute value of its Jacobian is | ∂f
∂xj
|, and Tj(πn(S)) = πj(S). Hence, using
the area formula (see [11, Section 3.3.4]), the surface area of f can be estimated as
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1σn−1
Hn−1(S) =
∫
pin(S)
(1 + |∇f |2)1/2
≤ Ln−1(πn(S)) +
∫
pin(S)
|∇f | ≤ Ln−1(πn(S)) +
n−1∑
j=1
∫
pin(S)
∣∣∣∣ ∂f∂xj
∣∣∣∣
= Ln−1(πn(S)) +
n−1∑
j=1
∫
Tj(pin(S))
1 =
n∑
j=1
Ln−1(πj(S)).
Hence
Hn−1(S) ≤
n∑
j=1
Hn−1(πj(S)),
and the result follows.
3 (n, k, t)-sets
In this section, we collect our results regarding (n, k, t)-sets. We begin with the
proof of Theorem 1.7 using difference sets. We note that the result can be also
easily derived from the proof of Theorem 1.8.
Proof of Theorem 1.7. Given a subset F of [n] with cardinality k, let [0, 1]nF denote
the cartesian product X1 × · · · × Xn, where Xi = {0} when i /∈ F , and Xi = [0, 1]
when i ∈ F . Now let A be any (n, k, t)-set. Clearly, A is contained in ∪F [0, 1]
n
F ,
where the union runs over all subsets of [n] of cardinality k. Since the Hausdorff
dimension is stable under finite unions (see [12, Chapter 3]), it is enough to show
that the Hausdorff dimension of AF = A∩ [0, 1]
n
F is at most k− t. We may consider
AF as a (k, k, t)-set (in the unit k-cube [0, 1]
k) and from now on we write A instead
of AF . Recall that the difference set A−A is defined as A−A = {a−b : a,b ∈ A}.
Notice that for every x = (x1, . . . , xk),y = (y1, . . . , yk) ∈ A, there exist distinct
indices i1, . . . , it ∈ [k] so that the xij − yij = 0, j ∈ [t], i.e., x − y ∈ [0, 1]
k
[k]\{i1,...,it}
.
This implies that
A−A ⊆
⋃
I⊆[k]:|I|=t
[0, 1]kI .
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Obviously, for each I with |I| = t, we have dimH([0, 1]
k
[k]\I) = k − t and hence
dimH(A− A) ≤ k − t. Fix some a ∈ A. Then a− A ⊆ A− A and therefore
dimH(A) = dimH(a− A) ≤ dimH(A− A) ≤ k − t,
as required.
For the proof of Theorem 1.8 we need the following result of Bey and the first au-
thor [3] which was reproved in a different way by P.L. Erdo˝s, Seress and Sze´kely
[10]. In order to formulate the result we need some further notations and defini-
tions. For d ∈ [m]n0 , let supp(d) = {i ∈ [n] : di > 0} be the support of d and let
one(d) = {i ∈ [n] : di = 1} be the index set of ones of d. Let
Hn,k,m = {d ∈ [m]
n
0 : | supp(d)| = k}.
A family F ⊆ [m]n0 is called k-uniform t-intersecting if F ⊆ Hn,k,m and for all d, e ∈
F there are distinct indices i1, . . . , it ∈ supp(d) ∩ supp(e) such that dij = eij for all
j ∈ [t]. The k-uniform t-intersecting family F is called trivial if there are distinct
indices i1, . . . , it and numbers a1, . . . , at ∈ [m] such that dij = aj for all j ∈ [t],
otherwise it is called non-trivial. Examples of non-trivial k-uniform t-intersecting
families are
F1 = {d ∈ Hn,k,m and [t] ⊆ one(d) and one(d) ∩ {t+ 1, . . . ,min(k + 1, n)} 6= ∅}
∪ {d ∈ Hn,k,m and | one(d) ∩ [t]| = t− 1 and {t+ 1, . . . ,min(k + 1, n)} ⊆ one(d)},
F2 = {d ∈ Hn,k,m and | one(d) ∩ [t+ 2]| ≥ t + 1}.
Theorem 3.1 ([3], [10]). Fix positive integers n, k, t such that n ≥ k > t. There is
an integer m0(n, k, t) such that for all m > m0(n, k, t) every non-trivial k-uniform t-
intersecting family in [m]n0 has size bounded as follows:
|F| ≤ max(|F1|, |F2|).
Note that for fixed n, k, t
max(|F1|, |F2|) = O(m
k−t−1) asm→∞ (3)
since there is a bounded number of choices for oned and | oned| ≥ t+ 1, i.e., there
are at most k − t− 1 free positions if the index set of ones is fixed. Now we are
ready to prove Theorem 1.8.
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Proof of Theorem 1.8. Let A be an (n, k, t)-set. Notice that if there exists a t-element
set T = {i1, . . . , it} ⊆ [n] and real numbers α1, . . . , αt ∈ (0, 1] such that, for all d ∈ A
and for all j ∈ [t], we have dij = αj then A is contained in the disjoint union of sets
{d ∈ [0, 1]nF : dij = αj , j ∈ [t]}, where F is such that T ⊆ F ⊆ [n] and |F | = k. These
sets can be considered as unit (k−t)-cubes and thus have Hausdorff measure σk−t.
Since there are
(
n−t
k−t
)
choices for F the inequalityHk−t(A) ≤
(
n−t
k−t
)
σk−t follows.
Now assume the contrary for A, i.e., for each t-element set T ⊆ [n] there exists an
index iT ∈ T and there exist elements d, e ∈ A such that diT 6= eiT . Let
δ = min{|diT − eiT | : T ⊆ [n], |T | = t}
and consider integers m > max(1
δ
, m0(n, k, t)), where m0(n, k, t) is the constant
given by Theorem 3.1. Analogously to the proof of Theorem 1.4 we take cubes of
the form
C(d1, . . . , dn) := J1 × J2 × · · · × Jn,
where, for all i,
Ji =
{
Idi−1,m if di > 0,
{0} if di = 0
and d = (d1, . . . , dn) ∈ Hn,k,m. Let Cm(A) be the set of cubes C(d1, . . . , dn) that have
non-empty intersection with A and let Fm be the corresponding set of n-tuples
(d1, . . . , dn). Clearly, Cm(A) is a cover of A and the assumption
1
m
< δ implies that
Fm is a non-trivial k-uniform t-intersecting family in [m]
n
0 . Using Theorem 3.1 and
(3), we obtain as in the proof of Theorem 1.4
dimBA ≤ lim sup
m→∞
log |Fm|
− log 1
m
≤ lim sup
m→∞
log(O(mk−t−1))
logm
≤ k − t− 1.
Consequently,
Hk−t(A) = 0
and the result follows.
4 Conjectures
In this final section, we emphasize two conjectures which, from our point of view,
are really challenging and interesting.
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Conjecture 4.1. Let S be a subset of the unit n-cube. If all projections πj, j ∈ [n], are
injective then
Hn−1(S) ≤
n∑
j=1
Hn−1(πj(S)).
In particular, the (n−1)-dimensional Hausdorff measure of an n-cube antichain is at most
nσn−1.
Theorem 1.6 implies that the bound nσn−1 in Conjecture 4.1 is asymptotically
sharp but we believe that the following stronger statement is true.
Conjecture 4.2. For all n ≥ 3 there exists an n-cube antichain whose (n−1)-dimensional
Hausdorff measure equals nσn−1.
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