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Abstract
We introduce an efficient level set framework to parameter estimation problems governed by parametrized partial
differential equations. The main ingredients are: (i) an “admissible region” approach to parameter estimation; (ii)
the certified reduced basis method for efficient and reliable solution of parametrized partial differential equations;
and (iii) a parameter-space level set method for construction of the admissible region. The method can handle
nonconvex and multiply connected regions. Numerical results for two examples in design and inverse problems
illustrate the versatility of the approach.
To cite this article: M.A. Grepl, K. Veroy, C. R. Acad. Sci. Paris, Ser. I XXX (2011).
Re´sume´
Une me´thode a` bases re´duites du type “level set” pour estimer des parame`tres.
Nous pre´sentons ici une recette “level set” efficace pour re´soudre des proble`mes d’estimation de parame`tres
re´gis par des e´quations aux de´rive´es partielles. Ses ingre´dients principaux sont : (i) une “re´gion admissible” sur
laquelle proce´der a` l’estimation du parame`tre ; (ii) la me´thode e´prouve´e des bases re´duites pour obtenir une
solution efficace et fiable des e´quations parame´tre´es aux de´rive´es partielles ; et (iii) une me´thode “level set” sur
l’espace des parame`tres permettant de construire la “re´gion admissible”. Cette me´thode peut aussi s’appliquer a`
des re´gions multi-connecte´es ou non-convexes. La flexibilite´ de notre approche est de´montre´e a` travers les re´sultats
nume´riques obtenus lors de l’e´tude d’un proble`me de design et de celle d’un proble`me inverse´.
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Version franc¸aise abre´ge´e
C’est le proble`me suivant qui est traite´ tout au long de cet article : e´tant donne´ un syste`me caracte´rise´
par des parame`tres µ, de´terminer la re´gion admissible ou l’ensemble de toutes les valeurs des parame`tres
qui satisfont aux contraintes donne´es sur le syste`me. Dans le cas d’un proble`me inverse´, les contraintes
sont de´rive´es de mesures expe´rimentales ; dans le cas d’un proble`me de design, des incertitudes ou des
seuils de sensibilite´ ; dans le cas de proble`mes d’optimisation et de controˆle, des conditions de faisabilite´.
De plus, en inge´nierie, ces contraintes comprennent aussi souvent les donne´es de sortie (output) s(µ)
d’une e´quation aux de´rive´es partielles (EDP) qui mode`le le comportement du syste`me : e´tant donne´
µ ∈ D, e´valuer s(µ) = `(y(µ)) ou` y(µ) ∈ Y satisfait a(y(µ), v;µ) = f(v;µ), ∀v ∈ Y . Dans ce cas, D
est le domaine des parame`tres et Y est un espace de Hilbert approprie´. Il s’agit de construire alors une
approximation efficace et rigoureuse de la re´gion admissible. La me´thode de´crite en [2] pre´sente toutefois
plusieurs de´fauts : elle permet en effet seulement de mettre en e´vidence des re´gions simplement connecte´es
ou convexes induisant une troncature inde´sirable de la re´gion admissible. Dans cet article, nous pre´sentons
une nouvelle approche base´e sur la me´thode level set qui permet de faire fi de ces limites.
La re´gion admissible est de´finie en (1) : c’est l’ensemble de tous les parame`tres tels que le output
s(µ) appartient a` l’intervalle [a, b]. Les me´thodes nume´riques employe´es pour construire A ne´cessitent de
re´soudre plusieurs fois l’EDP. Elles sont par conse´quent tre`s coteuses. Nous construisons une approxima-
tion de (1) en remplac¸ant la contrainte impose´e par l’EDP par son approximation en bases re´duites (BR) :
e´tant donne´ µ ∈ D, e´valuer sN (µ) = `(yN (µ)) ou` yN (µ) ∈ YN satisfait a(yN (µ), v;µ) = f(v;µ), ∀v ∈ YN ;
dans ce cas YN est l’espace BR. La me´thode BR ge´ne`re des approximations de la forme (2), ou` ∆sN (µ)
est une borne d’erreur rigoureuse a posteriori pour le output. Nous remplac¸ons alors toutes les valeurs
ve´ritables s(µ) par ses bornes BR approprie´es au contexte. Nous conside´rons d’abord des proble`mes de
design, et construisons la re´gion admissible approxime´e correspondante en (3). Comme AdesN ⊆ A, tout
µ ∈ AdesN appartient sans doute aussi a` A. Par conse´quent, aucune valeur incorrecte de µ n’est introduite
a` cause de l’approximation BR. Nous conside´rons ensuite les proble`mes inverse´s, dont la re´gion admissible
approxime´e est de´finie en (4). Comme A ⊆ AinvN , toute solution µ contenue en A appartient aussi a` AinvN .
Aucune solution possible pour le proble`me inverse´ n’est donc exclue a` cause de l’approximation BR. Notre
formulation s’accorde donc aux erreurs expe´rimentales et aux incertitudes, dans le cadre de notre mode`le.
La me´thode que nous proposons se base sur une proce´dure level set. Nous conside´rons la frontie`re de
la re´gion admissible comme une interface dans l’espace des parame`tres. Cette interface est initialement
inconnue. Nous introduisons une fonction level set φ(µ, t) dans l’espace des parame`tres µ ∈ D ⊂ RP et
attribuons a` φ(µ, t = 0) le roˆle de mesurer la distance - avec signe - de la frontie`re de D. Nous e´tablissons
ensuite l’ensemble de niveau ze´ro Γ(t) = {µ |φ(µ, t) = 0}, ou` φ(µ, t) satisfait φt(µ, t) = v(µ)|∇φ(µ, t)|.
Nous choisissons la fonction de vitesse v(µ) de manie`re a` ce que v(µ) = 0 si µ se trouve sur la frontie`re
∂Ades,invN , v(µ) > 0 si µ ∈ Ades,invN , et v(µ) < 0 si µ /∈ Ades,invN ; la courbe de contour au niveau ze´ro de la
solution stationnaire de φ(µ, t) correspond a` la frontie`re de la re´gion admissible Ades,invN . Les fonctions de
vitesse pour un proble`me de design et un proble`me inverse´ sont de´finies en (5).
En Sec. 4, nous pre´sentons des re´sultats nume´riques. Pour le proble`me de design, nous conside´rons
une membrane fixe´e soumise a` des vibrations amorties. Dans ce cas, nous cherchons des valeurs du
parame`tre tels que la de´flexion moyenne reste dans une gamme donne´e. Nous pre´sentons en Fig. 1(a)–(d)
des portions de la courbe de niveau correspondant a` plusieurs valeurs du temps d’e´volution artificiel t, et
nous montrons en Fig. 1(e) la solution stationnaire de φ(µ, t) ; la re´gion admissible AdesN est indique´e en
gris. Pour le proble`me inverse´, nous nous inte´ressons a` l’analyse transitoire, thermique et non-destructive
d’un polyme`re renforce´ par des fibres (FRP) et fixe´ a` une paroi, comme en Fig. 2. Dans ce cas il faut
caracte´riser la largeur de de´laminage, a` l’aide de mesures de tempe´rature sur la surface. La frontie`re de
AinvN pour exp = 1% et 5% se trouve en Fig. 3.
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1. Introduction
In this paper we address the following problem: Given a system characterized by parameters µ, deter-
mine the “admissible region,” i.e., the set of all parameter values which satisfy prescribed constraints on
the system. The constraints may be derived from experimental measurements in inverse problems, uncer-
tainty or sensitivity tolerances in design, or feasibility conditions in optimization and control problems.
Furthermore, in engineering analysis these constraints often involve outputs s(µ) of a parametrized par-
tial differential equation (PDE) modeling the system behavior, whereas the parameters typically describe
geometry, physical properties, boundary conditions, or loads.
Our aim is to construct an efficient and rigorous approximation to the admissible region. The admissible
region approach was initially introduced in [2] for the solution of inverse problems using the reduced basis
(RB) method. However, the approach presented in [2] has several limitations: first, it can only deal with
simply-connected and convex — or, more generally, star-shaped — regions; and second, it can result in
unwanted truncation of the region since the boundary is determined by only a small number of points.
Here, we present a novel approach based on the level set method [5] lifting these limitations.
We first recall the RB recipe for second-order coercive elliptic PDEs (see [6] for a recent review): Given
µ ∈ D ⊂ RP , we evaluate the (scalar) output se(µ) = `(ye(µ)), where ye(µ) ∈ Y e satisfies a(ye(µ), v;µ) =
f(v;µ), ∀v ∈ Y e. Here, µ ≡ (µ1, . . . , µP ) and D are the parameter and parameter domain, respectively;
Y e is a suitable Hilbert space with associated inner product (w, v)Y e and norm ‖·‖Y e ; Ω ⊂ Rd, d = 1, 2, 3,
is our spatial domain, a point in which is denoted (x1, . . . , xd); ` and f are bounded linear functionals;
and, for any µ ∈ D, a(·, ·;µ) : Y e × Y e → R is a coercive, continuous, bilinear form.
We now introduce a truth finite element (FE) space Y ⊂ Y e of (typically large) dimension N ; Y in-
herits the inner product and norm from Y e. Our truth approximation is: given µ ∈ D, evaluate s(µ) =
`(y(µ)), where y(µ) ∈ Y satisfies a(y(µ), v;µ) = f(v;µ), ∀v ∈ Y . We define the parameter sample
SN ≡ {µ1, . . . , µN} and associated RB space, YN = span{y(µ1), . . . , y(µN )}. Given µ ∈ D, we eval-
uate the RB estimate sN (µ) = `(yN (µ)), where yN (µ) ∈ YN satisfies a(yN (µ), v;µ) = f(v;µ), ∀v ∈
YN . We can derive a posteriori bounds for the error in the RB output: |s(µ) − sN (µ)| ≤ ∆sN (µ) ≡
‖`(·)‖Y ′‖r(·;µ)‖Y ′/αLB(µ), ∀µ ∈ D. Here, the dual norm of the output and residual are defined as
‖`(·)‖Y ′ ≡ supv∈Y `(v)/‖v‖Y and ‖r(·;µ)‖Y ′ ≡ supv∈Y r(v;µ)/‖v‖Y , respectively; the residual is given
by r(v;µ) = f(v;µ) − a(yN (µ), v;µ), ∀v ∈ Y ; and αLB(µ) : D → R+ is a lower bound for the coercivity
constant α(µ) ≡ infv∈Y a(v, v;µ)/‖v‖2Y . If a and f depend affinely on the parameter, e.g., a(w, v;µ) =∑Qa
q=1 Θ
q
a(µ)a
q(w, v), an efficient offline-online computational procedure can be developed to evaluate
sN (µ) and ∆sN (µ).
We recall that certified RB approximations have also been developed for parabolic problems where —
directly considering a time-discrete framework with K timesteps — the truth (resp. RB) field variable
y(tk;µ) (resp. yN (tk;µ)), output s(tk;µ) (resp. sN (tk;µ)), and associated output bound ∆sN (t
k;µ) are
now also functions of the discrete time tk ≡ k∆t, 1 ≤ k ≤ K, with timestep ∆t; see [2] for details.
2. The “admissible region” approach
We now formulate our parameter estimation problem: given prescribed constraints on the output s(µ)
in the form of an interval [a, b], we define the admissible region as
A = {µ ∈ D | s(µ) ∈ [a, b]}. (1)
If the outputs of interest s(µ) depend on the parameters µ through the underlying parametrized PDE,
then numerical methods for the construction or approximation of A would require repeated solution of the
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PDE. Unfortunately, evaluation of the truth approximation output for a single parameter value is generally
quite expensive, and direct construction of the admissible region A thus requires great computational cost.
We thus use the RB method (see Sec. 1) which provides efficient certified approximations of the form
s(µ) ∈ [s−N (µ), s+N (µ)] ≡ [sN (µ)−∆sN (µ), sN (µ) + ∆sN (µ)] (2)
where s−N and s
+
N are rigorous upper and lower bounds to the true output s(µ). We may then replace all
instances of the truth output s(µ) with the RB bound appropriate to the particular context. We illustrate
this idea using two examples: a design problem and an inverse problem. We also note that these and the
subsequent definitions directly extend to parabolic problems: the constraints on the output (and output
bounds) then have to hold for all discrete observation times.
In design problems, one often needs to find the values of the parameters µ satisfying uncertainty
constraints or sensitivity tolerances. These constraints are often given as intervals [a, b] = [τ − c, τ + d],
where τ is a target or desired value, and c, d represent the uncertainty or sensitivity tolerances. In this
context we must guarantee that s(µ) is definitely in [a, b], and we thus define the approximate admissible
region as
AdesN = {µ ∈ D | [s−N (µ), s+N (µ)] ⊆ [a, b]}. (3)
From (1) and (2) it follows that AdesN ⊆ A, i.e., any µ ∈ AdesN is certifiably also in A. Thus, no errant
values of µ are introduced due to the RB approximation, and the approximate tolerance is more stringent.
In inverse problems, the goal is to estimate the value of parameters µ consistent with experimental
measurements given as intervals, [a, b], reflecting measurement uncertainty. We seek the “possibility”
region, the set of all parameter values which may be consistent with the measurements. In this context
we must ensure that s(µ) is possibly in [a, b], and we thus define the approximate admissible region as
AinvN = {µ ∈ D | [s−N (µ), s+N (µ)] ∩ [a, b] 6= ∅}. (4)
From (1) and (2) it follows thatA ⊆ AinvN , that is, all solutions µ contained inA are also inAinvN . Therefore,
no possible solutions to the inverse problem are errantly eliminated due to the RB approximation. Our
formulation thus accommodates experimental error and uncertainty (within our model assumptions).
3. Level set method in parameter space
The level set method, introduced in [5], is a popular method for tracking interfaces in arbitrary dimen-
sions. The method hinges upon the representation of (say) a curve Γ ∈ R2 as the zero contour of the level
set function ϕ(x, t) ∈ R3, i.e., Γ(t) = {x |ϕ(x, t) = 0}, where ϕ(x, t) satisfies a Hamilton-Jacobi equation
of the form ϕt(x, t) = v(x, t)|∇ϕ(x, t)|. Here, t is an artificial evolution time and v(x, t) is the speed
function of the zero level set in the normal direction. It is known that the method can readily handle
nonconvex and multiply connected regions, topological changes, and extends to arbitrary dimensions.
Our proposed method is based on the following key observation: we consider the boundary of the
admissible region as an (initially) unknown interface in parameter space. We thus introduce a level set
function φ(µ, t) in parameter space µ ∈ D ⊂ RP and initialize φ(µ, t = 0) as the signed distance function
from the boundary of D. We then evolve the zero level set Γ(t) = {µ |φ(µ, t) = 0}, where φ(µ, t) satisfies
φt(µ, t) = v(µ)|∇φ(µ, t)|, and choose an appropriate speed function v(µ) such that the zero contour of
the steady-state solution of φ(µ, t) is equivalent to the boundary of the admissible regions Ades,invN .
We thus need to set up a parameter dependent speed function v(µ) such that v(µ) = 0 if µ lies on the
boundary ∂Ades,invN , v(µ) > 0 if µ ∈ Ades,invN , and v(µ) < 0 if µ /∈ Ades,invN . Returning to the design and
inverse problems discussed in the last section, we define the associated speed functions
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Figure 1. Snapshots (a)–(d) of the level curve at different values of the artificial evolution time t, and (e) the level curve at
steady state (with AdesN in gray), plotted with respect to the frequency ω (x-axis) and anisotropic property ρ (y-axis).
vdes(µ) = min
[
b− s+N (µ), s−N (µ)− a
]
, and vinv(µ) = min
[
s+N (µ)− a, b− s−N (µ)
]
, (5)
respectively. It is easily confirmed that the conditions on the sign of v(µ) are satisfied.
By initializing the zero level set on the boundary of D we ensure that we can detect multiply connected
regions; we would not, however, detect the hole in a “donut” shaped region. More elaborate initializations,
such as multiple circular “seeds” in D, are of course also possible. Finally, we note that our approach can
also directly be applied to detect the possibility region in a frequentistic uncertainty framework [3].
4. Numerical results
For our design problem, we consider a vibrating membrane where the displacement y is governed by
the damped Helmholtz equation; the output of interest is the average deflection. In the framework of
Sec. 1, we have a(v, w;µ) =
∫
Ω
∂w
∂x1
∂v
∂x1
+ ρ ∂w∂x2
∂v
∂x2
+ (iεω − ω2) ∫
Ω
wv, f(v) =
∫
Ω
sin(pix1) sin(pix2) +
sin(pix1) sin(3pix2) + sin(3pix1) sin(pix2), and `(v) =
∫
Ω
v. Here, Ω = ]0, 1[2 is the domain, Ye ≡ {v =
vR + ivI | vR ∈ H10 (Ω), vI ∈ H10 (Ω)} is a complex Hilbert space, and v denotes the complex conjugate
of v. Furthermore, ε = 0.5 is the damping constant, and the parameter is given by µ = (ω, ρ) ∈ D =
[0.5, 2.0] × [3.0, 13.0], where ω is the frequency and ρ is a material property. The FE space Y , obtained
from piecewise linear triangular elements, has dimension N = 3, 970. We generate an RB approximation
of dimension N = 20 where the maximum relative output bound is less than 3%.
We seek AdesN given by (3) with a = 0.09, and b = 1.00. Given the RB approximation, we introduce a
200× 200 parameter grid in D, initialize the zero level set on the boundary of D and define vdes(µ) as in
(5). Figs. 1(a)–(d) show snapshots of Γ(t) at four values of the artificial time. Fig. 1(e) shows Γ at steady
state; the region in gray indicates AdesN . The toolbox [4] was used for the level set calculation.
For our inverse problem, we consider the transient thermal nondestructive analysis of a fiber-reinforced
polymer (FRP) bonded to a concrete slab (Fig. 2). The aim is to detect and characterize delaminations
occuring at the FRP-concrete interface. Given measurements at various points in time on the surface, we
thus need to characterize the delamination width w given an uncertainty in the conductivity ratio, κ, of
the FRP and concrete. For a detailed problem description and numerical results of the RB approximation
see [1].
Our parameter is µ = (w/2, κ) ∈ D ≡ [1, 10] × [0.4, 1.8]. We generate noisy measurements for the
(unknown) parameter µ∗ = (4, 1.2): we solve the truth approximation s(µ∗, tk) and then define a(tk) =
s(µ∗, tk) − expsmax and b(tk) = s(µ∗, tk) + expsmax, where exp is the experimental error and smax =
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Figure 2. Delamination sketch.
 
 
3 3.5 4 4.5 5
1
1.1
1.2
1.3
1.4
1.5
1.6
ε
exp = 2%
ε
exp = 5%
 µ*
Figure 3. Admissible regions AinvN .
max1≤k≤K s(µ∗, tk). We solve the level set equation on a grid of size 200 × 100 in D. Fig. 3 shows the
boundary of AinvN for exp = 2%, 5%. As expected AinvN increases with exp and we observe that the corners
are well defined.
This work shows that the admissible regions for design and inverse problems can be successfully con-
structed by combining the certified RB method with the level set framework. For our proof of concept, we
used a regular grid in parameter space for the level set evolution. However, more efficient implementations
using the narrow band approach and adaptive mesh refinement techniques would certainly decrease the
number of required input-output evaluations, and thus increase the efficiency of the method.
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