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1. Introduction
Due to its universal existence and importance, the predator–prey relationship has been one of the dominant themes in
mathematical biology. The Lotka–Volterra model is one of the earliest predator–prey models to be based on sound mathe-
matical principles. However, it has serious conceptual shortcomings, as pointed out by Minorsky [19] and Smith [21]. Thus it
has been reﬁned in a number of ways. One is through the introduction of Beddington–DeAngelis functional response [2,13].
The purpose of this paper is to study the extinction of the predator of a nonautonomous predator–prey system with the
Beddington–DeAngelis functional response.
In Section 2, we brieﬂy give the motivation and state the main results in plain language. Then the system is described
in Section 3, followed by the rigorous statements of the main results in Section 4. Section 5 is devoted to the proof of
Theorem 4.2 by employing a Fluctuation Lemma.
2. Motivation and main results
A very basic and important problem in the study of a population growth model is the coexistence of species. Coexistence
has been equated with a range of mathematical deﬁnitions such as permanence. However, to a general nonautonomous
model, it is quite diﬃcult to obtain suﬃcient and necessary conditions for permanence. As a result, understanding the
conditions under which extinction is or is not inevitable has been the focus of much research. For a predator–prey model,
this means the existence of the prey and the demise of the predator. Mathematically, one tries to ﬁnd conditions for the
stability of a boundary solution.
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Beddington–DeAngelis functional response, which reﬂects the dynamics of interacting predators and prey in a ﬂuctuating
environment. The model is described by a system of two ordinary differential equations, one for the density of the prey (x)
and the other for the density of the predator (y).
When there is no predator, the dynamics of the prey obeys a logistic equation. If the intrinsic growth rate of the prey
and its intraspecies interference parameters are continuous and bounded above and below by positive constants, the logistic
equation has a unique solution, say x∗∗ , which is bounded above and below by positive constants. In this paper, we establish
suﬃcient conditions for the stability of (x∗∗(t),0).
In [15], under the assumption that all the parameters are positive, continuous and periodic (almost periodic), Fan and
Kuang studied the stability of the boundary solution (x∗∗(t),0). Note that in these two cases x∗∗ is denoted by x∗ and x ,
respectively. Roughly speaking, if the mortality rate of the predator dominates the sum of the consumption rate and conver-
sion rate then (x∗∗(t),0) attracts all nonnegative solutions (x(t), y(t)); if the mortality rate of the predator only dominates
the conversion rate then (x∗∗(t),0) attracts such nonnegative solutions (x(t), y(t)) with x(t) x∗∗(t). Compared with these
results, our results deal with the general system, which more reasonably reﬂects the random ﬂuctuation of the environ-
ment. Since our condition on stability is in the form of an integral, our results also indicate that the effect of the parameters
are accumulative rather than pointwise. Moreover, under the assumption that all the parameters are positive, continuous
and periodic, Cui and Takeuchi [12] obtained a set of suﬃcient and necessary conditions which guarantees the permanence.
However, they did not investigate the stability of the boundary solution. Therefore, our results not only signiﬁcantly improve
but also complement existing ones.
Our results are established by employing a Fluctuation Lemma. If (x∗∗(t),0) attracts a nonnegative solution (x(t), y(t)),
then when time is large enough, the dynamics of the predator is governed approximately by a Malthusian growth model
(exponential growth model), where the parameter is the difference between the Beddington–DeAngelis functional response,
with y(t) = 0 and x(t) being replaced with x∗∗(t)+ε for some ε > 0, and the mortality rate of the predator. If the integral of
this parameter over the interval [0,∞) is negative inﬁnity for a positive constant ε then (x∗∗(t),0) attracts all nonnegative
solutions. Since the condition is expressed as an integral, it follows that the effect of the parameters are accumulative.
Hence our condition is more reasonable since for a ﬂuctuating environment the parameter for the Malthusian model may
be positive at some times though its integral is negative inﬁnity. Note that the conditions for stability in Fan and Kuang [15]
are pointwise dominance. Also note that under our condition, which is weaker than those in Fan and Kuang [15], the
boundary solution attracts all nonnegative solutions. Therefore, our results greatly improve those in [15]. Furthermore, we
provide several simpliﬁed suﬃcient conditions for the stability of the boundary solution and apply the main theorem to the
periodic case. For detailed statements of the results, see Theorem 4.2 and Corollaries 4.3–4.5. For the validity of our results,
see Example 4 and its numerical simulation (Fig. 4).
3. Model description
The original predator–prey model introduced by Beddington and DeAngelis et al. has the form
x′ = x(a − bx) − cxy
α + βx+ γ y ,
y′ = −dy + f xy
α + βx+ γ y , (3.1)
where all parameters are positive. The functions x(t) and y(t) are the densities of the prey and the predator, respectively.
For a thorough biological background of the model (3.1), see [1,2,11,13]. Also, the biological meanings of the parameters are
explicitly explained in Dimitrov and Kojouharov [14] and Liu and Beretta [17]. The functional response in (3.1), cxα+βx+γ y , is
similar to the well-known Holling type II functional response but has an extra term γ y in the denominator which models
mutual interference between predators. System (3.1) and the analogous systems with diffusion and delay in a constant
environment have received much attention in the literature. See, for example, [2,9,12,13,15,18] and the references therein.
Though much has been done in the study of predator–prey models with the Beddington–DeAngelis functional response,
such models are not well studied yet in the sense that almost all the known results are for models with constant environ-
ment. As argued in Fan and Kuang [15], for instance, to incorporate the environmental ﬂuctuation, it is necessary to study
the nonautonomous predator–prey system with the Beddington–DeAngelis functional response in a more general form
x′(t) = x[a(t) − b(t)x]− c(t)xy
α(t) + β(t)x+ γ (t)y ,
y′(t) = −d(t)y + f (t)xy
α(t) + β(t)x+ γ (t)y . (3.2)
This paper will focus on the stability of the boundary solution of (3.2), which will imply the extinction of the predator. The
main results are stated in the next section.
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The following discussion will lead naturally to our main results.
Let g :R→R be a continuous and bounded function. We denote gl = inft∈R g(t) and gu = supt∈R g(t). Moreover, if g is
also ω-periodic, we further denote g = 1ω
∫ ω
0 g(s)ds.
In [15], under the assumption that all the parameters in system (3.2) are positive, continuous, and ω-periodic, Fan and
Kuang obtained the following result by constructing a suitable Liapunov function.
Theorem A. (See [15, Theorem 3.3].) System (3.2) always has a boundary ω-periodic solution (x∗(t),0), where
x∗(t) =
(
exp
{ ω∫
0
a(s)ds
}
− 1
)( t+ω∫
t
b(s)exp
{
−
t∫
s
a(τ )dτ
}
ds
)−1
. (4.1)
Moreover,
(i) if
d(t) − c(t)
α(t)
− f (t)
β(t)
> 0 for t ∈ [0,ω],
then (x∗(t),0) is globally asymptotically stable, i.e., (x∗(t),0) attracts all the solutions of (3.2) with positive initial values;
(ii) if
d(t) >
f (t)
β(t)
for t ∈ [0,ω], (4.2)
then (x∗(t),0) attracts all solutions (x(t), y(t)) of (3.2) with x(t) x∗(t), y(t) 0.
A similar result (Theorem 4.3 of [15]) was also established for the almost periodic case.
Here, several interesting issues arise:
(1) Under condition (4.2), what is the asymptotic behavior of solutions (x(t), y(t)) of (3.2) with x(t) < x∗(t) or even when
x(t) − x∗(t) changing signs and y(t) 0? Are these solutions also attracted to (x∗(t),0) or not?
(2) As indicated by numerical simulations (see Fig. 1(b) and Fig. 1(c) of Fan and Kuang [15]), system (3.2) may also admit
a globally asymptotically stable boundary periodic solution (x∗(t),0) even when d(t) < f (t)β(t) for t ∈ [0,ω]. Therefore,
there is room to improve the results in [15]. It is natural to ask: What is the essential condition for the global asymptotic
stability of the boundary ω-periodic solution (x∗(t),0)?
(3) Since a general nonautonomous system is more diﬃcult to analyze in general, Fan and Kuang [15] just considered the
periodic case and almost periodic case. Can we have similar results for the boundary solution (x∗(t),0) of (3.2) in
general?
To partially answer the above questions, we give some numerical simulations.
Example 4.1. Consider
x′(t) = x[4− (2+ cos t)x]− xy
1+ x+ y ,
y′(t) = −y + 1
2
· xy
1+ x+ y . (4.3)
From Zhao et al. [24], we know that
x′(t) = x[4− (2+ cos t)x]
has a unique positive periodic solution
x(4.3)∗(t) = 34(17+ 2sin t + 8cos t)−1.
One can easily check that
d(t) − c(t)
α(t)
− f (t)
β(t)
= 1− 1
1
− 1
2
= −1
2
< 0 for t ∈ [0,2π ],
and
d(t) − f (t) = 1− 1 = 1 > 0 for t ∈ [0,2π ].
β(t) 2 2
1060 F. Chen et al. / J. Math. Anal. Appl. 344 (2008) 1057–1067Fig. 1. Dynamic behavior of the ﬁrst component x(t) of the solution (x(t), y(t)) to system (4.3) with the initial condition (x(0), y(0)) = (0.001,5), (0.2,5),
(0.4,5), (0.6,5), and (4,5), respectively.
According to Theorem A, we can only say for sure that (x(4.3)∗(t),0) attracts all solutions (x(t), y(t)) of (4.3) with x(t) 
x(4.3)∗(t), y(t) 0. However, numerical simulation (see Fig. 1) indicates that (x(4.3)∗(t),0) is globally asymptotically stable.
This suggests the following conjecture.
Conjecture A. For the periodic case of (3.2), if condition (4.2) holds, then (x∗(t),0) is globally asymptotically stable, i.e., (x∗(t),0)
attracts all solutions of (3.2) with positive initial values, where x∗(t) is given by (4.1).
Condition (4.2) means that the death rate d(t) dominates the conversion rate f (t)
β(t) . This is undesirable for periodically
varying environment as the death rate may at sometimes become very small even though its average is suﬃciently strong,
or the conversion rate may at some time be very large though its average is relatively small. This calls for more natural
suﬃcient conditions involving the comparison of d and f /β . This intrigues us to propose the following conjecture, which is
an improvement to Conjecture A.
Conjecture B. For the periodic case of (3.2), if
d − f /β > 0, (4.4)
then (x∗(t),0) is globally asymptotically stable, where x∗(t) is given by (4.1).
The following example lends credence to the plausibility of Conjecture B.
Example 4.2. Consider
x′(t) = x[4− (2+ cos t)x]− (5+ 2cos t)xy
1+ x+ y ,
y′(t) = −
(
3
10
+ 1
20000
)
y +
(
3
10
+ cos t
10
)
· xy
1+ x+ y . (4.5)
Then
d(t) − f (t)
β(t)
= 3
10
+ 1
20000
− 3
10
− cos t
10
= 1
20000
− cos t
10
.
Obviously, (d(t)− f (t)
β(t) )|t=π = 120000 − 110 < 0. Thus condition (4.2) is not satisﬁed and we can not have the global asymptotic
stability of (x(4.3)∗(t),0) for (4.5) by Conjecture A. However, Fig. 2 indicates that (x(4.3)∗(t),0) is also globally asymptotically
stable. A careful calculation reveals that, for system (4.5),
d − f /β = 1
20000
> 0.
Note that condition (4.4) is independent of x∗(t), which suggests that there is room to improve Conjecture B. One way
to do so is to look at the second equation of (3.2) in a different way. This equation can be rewritten as
y′(t) = y
[
−d(t) + f (t)x
]
. (4.6)α(t) + β(t)x+ γ (t)y
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(3,4), respectively.
As we expect (x(t), y(t)) to be attracted to (x∗(t),0), when t is large enough, Eq. (4.6) is approximately
y′(t) = y
[
−d(t) + f (t)x∗(t)
α(t) + β(t)x∗(t)
]
. (4.7)
A necessary and suﬃcient condition for solutions of (4.7) to tend to 0 is
d − f (t)x∗(t)
α(t) + β(t)x∗(t) > 0. (4.8)
The following example suggests that condition (4.8) guarantees the global asymptotic stability of (x∗(t),0).
Example 4.3. Consider
x′(t) = x[4− (2+ cos t)x]− xy
1+ x+ y ,
y′(t) = − 3
10
y + 2
5
· xy
1+ x+ y . (4.9)
Then
d(t) − f (t)
β(t)
= 3
10
− 2
5
= − 1
10
< 0 (4.10)
and
d − f /β = − 1
10
< 0.
It follows that neither Theorem A nor Conjecture B can be applied. However, one can check that
d(t) − f (t)x(4.3)∗(t)
α(t) + β(t)x(4.3)∗(t) =
3
10
− 2
5
· 34(17+ 2sin t + 8cos t)
−1
1+ 34(17+ 2sin t + 8cos t)−1
= 3
10
− 2
5
· 34(
√
221)−1
1+ 34(√221)−1
≈ 0.0216882726
> 0.
Numerical simulation from Fig. 3 shows that solutions do converge to (x(4.3)∗(t),0).
The above discussion leads us to the following conjecture, which greatly improves Conjecture B.
Conjecture C. For the periodic case of (3.2), if (4.8) holds then (x∗(t),0) is globally asymptotically stable, where x∗(t) is given by (4.1).
In fact, in this paper, we shall prove a much stronger result than Conjecture C. Before stating the main results of this
paper, we need a lemma on logistic equation, which is a special case of Theorem 4.1 in Tineo [23].
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and (4,4), respectively.
Consider the logistic equation,
x′(t) = x(t)[a(t) − b(t)x(t)], (4.11)
where a(t) and b(t) are continuous functions on R and are bounded above and below by positive constants.
Lemma 4.1. Eq. (4.11) has exactly a solution x∗∗(t) bounded above and below by positive constants. In fact, this solution is given by
x∗∗(t) =
[ t∫
−∞
b(s)exp
(
−
t∫
s
a(τ )dτ
)
ds
]−1
. (4.12)
Moreover, we have the following properties:
(i) x∗∗(t) is ω-periodic (almost periodic) if a and b are ω-periodic (almost periodic).
(ii) x∗∗(t) is constant if a/b is constant. In this case, x∗∗(t) ≡ ab .
(iii) x(t) − x∗∗(t) → 0 as t → ∞ for any solution x(t) to (4.11) with positive initial value.
(iv) inf(a/b) x∗∗(t) sup(a/b).
Now, we are ready to state the main results of this paper. It is easy to see that the condition (4.13) is a natural general-
ization of condition (4.8).
Theorem 4.2. Assume that all the parameters in (3.2) are continuous and bounded above and below by positive constants. Further
assume that there exists a positive constant ε such that
∞∫
T
(
−d(t) + f (t)(x∗∗(t) + ε)
α(t) + β(t)(x∗∗(t) + ε)
)
dt = −∞, (4.13)
where T is some positive constant and x∗∗(t) is given by (4.12). Then (x∗∗(t),0) is globally asymptotically stable, i.e., (x∗∗(t),0) attracts
all the solutions of (3.2) with positive initial values.
The proof of Theorem 4.2 will be given in Section 5 by employing a Fluctuation Lemma.
Lemma 4.1(iv), combined with Theorem 4.2, produces the following result.
Corollary 4.3. Assume that all the parameters in (3.2) are continuous and bounded above and below by positive constants. Further
assume that there exists a positive constant M > sup(a/b) such that
∞∫
T
(
−d(t) + f (t)M
α(t) + β(t)M
)
dt = −∞, (4.14)
where T is some positive constant and x∗∗(t) is given by (4.12). Then (x∗∗(t),0) is globally asymptotically stable.
Proof. It follows from Lemma 4.1(iv) that x∗∗(t) sup(a/b). Let ε = 12 (M − sup(a/b)). Then
−d(t) + f (t)(x∗∗(t) + ε) −d(t) + f (t)M .
α(t) + β(t)(x∗∗(t) + ε) α(t) + β(t)M
F. Chen et al. / J. Math. Anal. Appl. 344 (2008) 1057–1067 1063Fig. 4. Dynamic behavior of the ﬁrst component x(t) of the solution (x(t), y(t)) of system (4.15) with the initial condition (x(0), y(0)) = (0.001,5), (0.2,5),
(0.4,5), (0.6,5), and (4,5), respectively.
This, combined with (4.14), implies (4.13). Now, the conclusion follows directly from Theorem 4.2. 
Observe that
f (t)(x∗∗(t) + ε)
α(t) + β(t)(x∗∗(t) + ε) <
f (t)
β(t)
and
f (t)M
α(t) + β(t)M <
f (t)
β(t)
.
The following corollary follows easily from Theorem 4.2.
Corollary 4.4. Assume that all the parameters in (3.2) are continuous and bounded above and below by positive constants. Further
assume
∞∫
T
(
−d(t) + f (t)
β(t)
)
dt = −∞,
where T is some positive constant. Then (x∗∗(t),0) is globally asymptotically stable, where x∗∗(t) is given by (4.12).
The plausibility of Corollary 4.4 is demonstrated by the following numerical simulation.
Example 4.4. Consider
x′(t) = x[4− (2+ cos t)x]− 5xy
1+ x+ y ,
y′(t) = −
(
3
10
+ 1
20000
+ 1
(1+ t)2
)
y +
(
3
10
+ cos t
10
+ 3−t
)
· xy
1+ x+ y . (4.15)
Then
d(t) = 3
10
+ 1
20000
+ 1
(1+ t)2 and f (t) =
3
10
+ cos t
10
+ 3−t .
Obviously, d(t) and f (t) are neither periodic nor almost periodic functions. However, one can easily verify that
∞∫
1
(
−d(t) + f (t)
β(t)
)
dt = −∞.
By Corollary 4.4, (x(4.3)∗(t),0) is globally asymptotically stable, which is strongly supported by the numerical simulation
in Fig. 4.
Obviously, Theorem 4.2 and Corollary 4.3 can be applied to the periodic (almost periodic) case. Let us illustrate it with
the periodic case. Assume that all parameters in (3.2) are continuous positive ω-periodic functions. Then one can easily
check that x∗∗(t) given by (4.12) is ω-periodic and hence, by uniqueness of solution bounded above and below by positive
constants, x∗∗(t) ≡ x∗(t), where x∗(t) is given by (4.1). It follows from Theorem 4.2 and Corollary 4.3 that we have
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−d + f (t)x∗(t)
α(t) + β(t)x∗(t) < 0 (4.16)
holds, where x∗(t) is deﬁned by (4.1). Then (x∗(t),0) is globally asymptotically stable.
Proof. Assume that
−d + f (t)x∗(t)
α(t) + β(t)x∗(t) < 0
holds, which is rewritten as
1
ω
ω∫
0
(
−d(t) + f (t)x∗(t)
α(t) + β(t)x∗(t)
)
dt < 0.
By the continuity of the function f (t)x∗(t)α(t)+β(t)x∗(t) and the compactness of the interval [0,ω], there exists a positive constant ε
such that
1
ω
ω∫
0
(
−d(t) + f (t)(x∗(t) + ε)
α(t) + β(t)(x∗(t) + ε)
)
dt < 0.
With periodicity, one knows that
∞∫
ω
(
−d(t) + f (t)(x∗(t) + ε)
α(t) + β(t)(x∗(t) + ε)
)
dt = −∞.
That is, all the assumptions of Theorem 4.2 are satisﬁed. Then applying Theorem 4.2 completes the proof. 
Obviously, Corollary 4.5 gives an aﬃrmative answer to Conjecture C.
Remark. It follows from (iv) of Lemma 4.1 and the monotonicity of function f zα+βz in z that condition (4.16) could be
replaced with the following more easily veriﬁable condition
−d + f (t)(a/b)
u
α(t) + β(t)(a/b)u < 0.
Recall that (a/b)u = supt∈R a(t)b(t) .
5. Proof of Theorem 4.2
The main purpose of this section is to prove Theorem 4.2 by adapting the idea of Montes de Oca and Vivas [20], Chen [10]
and Chen et al. [3–8]. To achieve it, we need several lemmas. The ﬁrst lemma is the Fluctuation Lemma due to Tineo [22]
and Hirsch et al. [16].
Lemma 5.1 (Fluctuation Lemma). Let x(t) be a bounded differentiable function on [α,∞). Then there exist sequences τn → ∞ and
σn → ∞ such that
(i) x′(τn) → 0 and x(τn) → limsupt→∞ x(t) = x∞ as n → ∞;
(ii) x′(σn) → 0 and x(σn) → lim inft→∞ x(t) = x∞ as n → ∞.
Lemma 5.2. Under the assumptions of Theorem 4.2, let (x(t), y(t)) be any positive solution of (3.2). Then
lim
t→∞ y(t) = 0. (5.1)
Proof. Let x˜(t) be the solution of (4.11) with x˜(0) = x(0). It follows from Lemma 4.1 that
lim
t→∞
(
x˜(t) − x∗∗(t)
)= 0.
Then there exists a T1 ( T ) such that∣∣x˜(t) − x∗∗(t)∣∣< ε, t  T1. (5.2)
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x′(t) = x[a(t) − b(t)x]− c(t)xy
α(t) + β(t)x+ γ (t)y  x
[
a(t) − b(t)x].
Using the differential inequality theorem, we get
x(t) x˜(t), t  0.
This, combined with (5.2), gives us
x(t) x˜(t) = x∗∗(t) +
(
x˜(t) − x∗∗(t)
)
< x∗∗(t) + ε, t  T1.
Therefore, for t  T1, it follows from the second equation of (3.2) that
y′(t) = −d(t)y + f (t)xy
α(t) + β(t)x+ γ (t)y −d(t)y +
f (t)(x∗∗(t) + ε)y
α(t) + β(t)(x∗∗(t) + ε) .
Integrating the above inequality from T1 to t > T1 leads to
y(t) y(T1)exp
{ t∫
T1
(
−d(t) + f (t)(x∗∗(t) + ε)
α(t) + β(t)(x∗∗(t) + ε)
)
dt
}
.
With condition (4.13), one easily has
lim
t→∞ y(t) = 0.
Thus completes the proof. 
Lemma 5.3. Under the assumptions of Theorem 4.2, let (x(t), y(t)) be any positive solution of (3.2). Then there exists a δ > 0 such
that x(t) δ for all t  0.
Proof. Choose ε1 > 0 small enough such that
c(t)ε1
α(t)
<
1
2
a(t). (5.3)
By (5.1), there exists a T2 > T1, where T1 is the positive constant given in the proof of Lemma 5.2, such that
y(t) < ε1 for t  T2.
This, combined with the ﬁrst equation of (3.2), gives
x′(t) = x[a(t) − b(t)x]− c(t)xy
α(t) + β(t)x+ γ (t)y  x
[
a(t) − c(t)ε1
α(t)
− b(t)x
]
.
Let x(t) be the solution of
x′(t) = x
[
a(t) − c(t)ε1
α(t)
− b(t)x
]
(5.4)
with x(0) < x(0). By the differential inequality theorem, we know that
x(t) x(t), t  0.
Now, choose an ε2 ∈ (0, 12 inf((a(t) − c(t)ε1α(t) )/b(t))). By Lemma 4.1, there exists a T3  T2 such that∣∣x(t) − x∗∗∗(t)∣∣< ε2, t  T3,
where x∗∗∗(t) is the unique solution of (5.4) which is bounded above and below by positive constants. Then, by Lemma 4.1
and (5.3), for T  T3,
x(t) x(t)
= x∗∗∗(t) +
(
x(t) − x∗∗∗(t)
)
> x∗∗∗(t) − ε2
>
1
2
inf
((
a(t) − c(t)ε1
α(t)
)
/b(t)
)
 1
4
inf(a/b)
> 0.
1066 F. Chen et al. / J. Math. Anal. Appl. 344 (2008) 1057–1067Denote δ1 = min{x(t), t ∈ [0, T3]} and δ = min{δ1, 14 inf(a/b)}. Then we have
x(t) δ > 0 for t  0.
This completes the proof. 
Now, we are ready to prove Theorem 4.2.
Proof of Theorem 4.2. Let w(t) = 1x(t) , w∗∗(t) = 1x∗∗(t) and z(t) = w(t) − w∗∗(t). Then
w ′(t) = −a(t)w(t) + b(t) + c(t)w(t)y(t)
α(t) + β(t)x(t) + γ (t)y(t) ,
w ′∗∗(t) = −a(t)w∗∗(t) + b(t).
It follows that z satisﬁes
z′(t) = −a(t)z(t) + c(t)w(t)y(t)
α(t) + β(t)x(t) + γ (t)y(t) , t  0. (5.5)
By Lemmas 4.1 and 5.3, we have 0 < w(t) < 1
δ
and 1/ sup(a/b)  w∗∗(t)  1/ inf(a/b). Thus z(t) is a bounded differ-
entiable function. By the Fluctuation Lemma there exist sequences τn → ∞, σn → ∞ such that z(τn) → z∞ , z′(τn) → 0;
z(σn) → z∞ , z′(σn) → 0 as n → ∞. We shall show that z∞ = z∞ = 0. From (5.5) we have
z(t) = c(t)w(t)y(t)
a(t)(α(t) + β(t)x(t) + γ (t)y(t)) −
z′(t)
a(t)
.
Noting
0<
c(t)w(t)
a(t)(α(t) + β(t)x(t) + γ (t)y(t)) 
cu
alαlδ
, 0<
1
a(t)
 1
al
,
and limt→∞ y(t) = 0, we can see that
lim
n→∞
c(τn)w(τn)y(τn)
a(τn)(α(τn) + β(τn)x(τn) + γ (t)y(τn)) = limn→∞
c(σn)w(σn)y(σn)
a(σn)(α(σn) + β(σn)x(σn) + γ (σn)y(σn))
= lim
n→∞
z′(τn)
a(τn)
= lim
n→∞
z′(σn)
a(σn)
= 0.
Hence z∞ = z∞ = 0. Since∣∣x(t) − x∗∗(t)∣∣= ∣∣w∗∗(t) − w(t)∣∣x(t)x∗∗(t)
and both x(t) and x∗∗(t) are bounded functions, we have
lim
t→∞ x(t) = x∗∗(t)
as required. This completes the proof. 
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