Abstract -In both Chinese and Dzongkha languages, the greatest challenge is to identify the word boundaries because there are no word delimiters as it is in English and other Western languages. Therefore, preprocessing and word segmentation is the first step in Dzongkha language processing, such as translation, spell-checking, and information retrieval. Research on Chinese word segmentation was conducted long time ago. Therefore, it is relatively mature, but the Dzongkha word segmentation has been less studied by researchers. In the paper, we have investigated this major problem in Dzongkha language processing using a probabilistic approach for selecting valid segments with probability being computed on the basis of the corpus.
I. INTRODUCTION
Dzongkha has been used as a popular language for communication in Bhutan since the 17th century. In 1972, the Third King of Bhutan, His Majesty the King Jigme Dorji Wangchuck declared it as the national language of Bhutan [1] . To preserve the culture and to enhance the language, computerisation of Dzongkha must be performed. From the review, we have found that only work on Dzongkha Unicode has been done; however, further processing of Dzongkha language needs a parser. Among the phases of Natural Language Processing (NLP), the segmentation of a sentence into a meaningful individual word is one of the necessary preprocessing tasks [2] , [3] because a word is both syntactically and semantically fundamental unit for analysing the language structure. The segmentation phase can be considered as a training phase where different words within a particular natural language are introduced to the system, allowing the computer to recognise valid words.
The word introduction to the system can be done based on a dictionary and a text corpus. During the segmentation phase, the given article or sequence of words is broken down into paragraphs, then further to sentences and then to the individual words. The accuracy of higher phases of the project like POS tagging depends on the tokenisation phase. There are various approaches for word segmentation [4] , among which we have adopted segmentation based on a probabilistic approach.
The probabilistic approach is used to select the valid segments, with probability being computed on the basis of the corpus. The corpus contains a structured set of texts. The Dzongkha Corpus developed by Dzongkha Development Commission of Bhutan (DDC) contains the valid words along with their POS tags. The corpus is collected from the domains listed in Table I . [5] .
The tag delimiters used in the Dzongkha Corpus are shown in Table II . 
II. RELATED WORK
Segmenting the sentences into tokens in the Asian languages can be complicated [6] . Like the Chinese, Japanese and Korean (CJK) languages, Dzongkha script is written continuously without any word delimiters and this causes a major obstacle in natural language processing tasks [3] . Dzongkha sentences are sequences of syllables separated by "Tsheg" characters (་), where each word is made up of one or more syllables. For example, Dzongkha word "རྒྱལ་པོ " meaning "king" is a two-syllable word. Unlike in the English language, the word boundaries are not separated by spaces, making segmentation of Dzongkha words more challenging. There are many approaches used for segmentation; since this is preliminary work related to automated Dzongkha word segmentation, basic maximal matching technique followed by probabilistic N-gram technique [3] has been adopted.
III. METHODOLOGY
We have implemented the maximal matching algorithm to segment Dzongkha words. The basic maximal matching technique works accurately if the possible segmented word is found within the dictionary; otherwise, it will return an invalid word. For example, if the possible segmented word is name of a person which is not contained in the dictionary, it will be considered an invalid word [7] . The ordinary dictionary can also be replaced by a corpus [3] comprising multiple documents from various fields such as agriculture, science, sports, news, etc.
To resolve the problem of segmenting compound words [3] , we use the N-gram probabilistic technique to further enhance the segmentation process. For example, the Dzongkha word "སེ མས་རྟོ གས་ཁ" meaning "name of the place called Semtokha" is a compound word where it has been formed from the combination of words "སེ མས" meaning "heart", "རྟོ གས" meaning "deduce" and "ཁ" meaning "mouth". The basic maximal matching technique used alone will list all four possible words; yet only one is required. To overcome such ambiguity, the N-gram technique is used to select the most appropriate word among the list of choices. Furthermore, the segmentation task can be enhanced by using a Markov chain where the current word determines the following words [6] .
A. Maximal Matching Algorithm
The Dzongkha words are segmented by using the maximal matching algorithm, which is based on an algorithm published in [3] , which first takes the input sentence and generates all possible segmentations and then selects the segments with the shortest or minimum number of word tokens. After that the dictionary lookup is done for accurate matching.
The following steps are included: 1. Read the input string of text. If there are multiple sentences, break them using sentence separator markers '*'. 2. Further split the input string of text with "Tsheg" characters into syllables. 3. Then take the next syllables and generate all possible strings. 4. If the string is greater than n for some value n:
 Look up the series of strings in the dictionary and assign some weight-age accordingly.  Then shorten the string with the given weight-age.  Exclude the strings with low count. 5. If the combined syllables are not present in the dictionary, it is looked up in the corpus.  If it is present in the corpus, the probability for a particular word is computed and stored in the stack along with it. 6. Repeat Step 2 till all the syllables are processed. The input string is searched in the dictionary and the lower half of the code will be executed; if the input string in not in the dictionary it is searched in the corpus.
The code for the maximal matching algorithm is shown in Fig. 1 and Fig. 2 . The algorithm for the segmentation phase is depicted in Fig. 3 . String[] dum={"à½€","à½","parshu","is","going","to","university","high","dorji"}; int f=dum.length; String s=""; try{ For a given sequence of syllables (a sentence), the word pointer is initialised and the initial syllable is set to null. Every syllable is combined together to get all possible segmented valid words. If the combination has happened, the combined syllables are looked up in the dictionary to see if it can be a possible segment or not. If it exists in the dictionary, it is stored in the stack. If the combined syllables are not present in the dictionary, it is looked up in the corpus. If the combined syllables are present in the corpus, the probability for a particular word is computed and stored in the stack along with it. Otherwise, it is combined with the immediately following syllable, and the process loops until it reaches the end of the sentence. After the first iteration is completed, if only one valid word is stored in the stack then it is returned as a valid word, otherwise the word with the highest probability is chosen as an individual valid word. After the selection of valid word at each iteration, the word pointer is incremented by one and the process repeats until the word pointer equals the number of syllables in the sequence.
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IV. RESULTS AND DISCUSSION
The input given to the program code is as follows:
ང་སེ མས་རྟོ གས་ཁ་འགོ ་དོ The input sentence above is to be segmented. The segmented words obtained by different approaches are presented below.
A. Segmentation Using Basic Maximal Matching
The input sequence is broken down into individual syllables. Each syllable is combined with its immediate successor. Every combination is then checked in the dictionary to see whether the combination is a valid word or not. If it is found in the dictionary, then it is written as a valid word, otherwise void. Figure 4 shows the result of segmentation using basic maximal matching.
The basic maximal matching technique is simple and accurate if the possible segments are contained in the dictionary. However, it does not solve the ambiguity when there are two or more possible segments contesting for one valid word. This problem is solved by using the N-gram technique.
B. N-gram Technique
The ambiguity of word selection is resolved by using the Ngram technique. When there is more than one possible word, the one with the highest count (in the case of unigrams) or the highest probability (in the case of bigrams) is chosen as the valid word. Results of different intermediate steps in the implementation of the N-gram technique are discussed in the following subsections.
C. Unigram Counting
The process of counting the individual word occurrences in the corpus is called unigram counting. The count of individual unique words of sample corpus is shown in Fig. 5 .
D. Bigram Probability
The probability of occurrence of a word, given the previous word [3] , is computed as shown in (1).
.
The output is shown in Fig. 6 .
E. N-gram Segmentation
The result obtained from segmentation using the N-gram technique is shown in Fig. 7 . 
V. CONCLUSION
The paper presents a word segmentation method based on a basic maximal matching technique, which resolves the issue of a lack of word separation, which makes tokenising and further processing of Dzongkha language difficult. However, it does not solve the ambiguity when there are two or more possible segments contesting for one valid word. This ambiguity of word selection is resolved by the N-gram technique, where in case of more than one possible word, the one with the highest count (in the case of unigrams) or the highest probability (in the case of bigrams) is chosen as a valid word.
The result of our study shows that the accuracy of the output heavily depends on the quality of the tagged corpus and the dictionary. This experiment is carried out based on the corpus and the dictionary developed by Dzongkha Development Commission of Bhutan. As the corpus is at the development stage, the accuracy of the results will improve upon its completion.
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