Abstract. Let (C, A, ϕ) be an entwining structure over k. In this paper, we introduce the notions of the pivotal entwined datums and ribbon entwined datums to generalize (co)pivotal Hopf algebras and (co)ribbon Hopf algebras. These notions give necessary and sufficient conditions for the category of entwined modules to be a pivotal category and ribbon category.
Introduction
Monoidal category theory played an important role in the theory of knots and links and the theory of quantum groups. Through the reconstruction theory and Tannakian duality ( [16] , [32] ), quantum groups and monoidal categories are correspondence with each other. There are many kinds of monoidal categories with additional structure -braided, rigid, pivotal, balanced, ribbon, etc., and many of them have an associated form in low dimensional topology theory and knot theory. For example, ribbon category (see [25] ) is based on the isotopy invariants of framed tangles; spherical category (see [2] and [14] ) is based on the Turaev-Virostate sum model invariant of a closed piecewise-linear 3-manifold. From the reconstruction theoretical point of view, a ribbon (resp. pivotal) category is equivalent to the category of (co)modules over a (co)ribbon (resp. pivotal) Hopf algebras (or its generalizations)(see [4] , [5] and [34] ).
Pivotal category (or equivalently, a sovereign category) is introduced by Freyd and Yetter (see [14] , [33] ) in 1992. A pivotal structure in a rigid category is a monoidal natural transformation between the identity functor and the double (right) dual functor. A pivotal Hopf algebra has by definition a group-like element that implements the square of the antipode (called a pivot) (see [1] ). Note that pivot could induce a pivotal structure in the representation category. In 1995, Maltsiniotis ([21] ) studied pivotal monoidal categories and proposed a new equivalent definition (which avoids the choice of an autonomous structure), and showed that an axiom was redundant (see [4] ). Note that a theorem of Deligne (Proposition 2.11 in [33] ) showed that there is a sovereign structure on an autonomous braided category if and only if there is a twist (or a balanced structure) on it. Thus a braided pivotal category is the same thing as a balanced autonomous category (see Corollary 4.21, [27] ).
Recently, pivotal structures have been studied by many scholars. In 2001, Bichon ([4] ) introduced the (co)sovereign Hopf algebras and described the relation between the cosovereign Hopf algebras and sovereign categories. In 2004, Schauenburg (see [26] ) introduced a categorical definition of degree 2 Frobenius-Schur indicators and gave a different proof of the Frobenius-Schur Theorem for quasi-Hopf algebras based on the pivotal structures. In 2012, Ng (see [24] ) researched a family of pivotal finitedimensional Hopf algebras with unique pivotal element. In 2015, Kenichi Shimizu (see [28, 29] ) use the theory of the pivotal cover to lay out a categorial approach to generalized indicators for a non-semisimple Hopf algebra. In 2016, he also classified the pivotal structures of the Drinfeld center of a finite tensor category (see [30] ).
It is interesting and important to find more new pivotal structures. How to get more new examples of pivotal category? This is the first motivations of the present article. In order to investigate this question, we consider the necessary and sufficient condition for the category of entwined modules to be a pivotal category.
Entwining structure is proposed by Brzezinski and Majid in [8] to define coalgebra principal bundles. An entwining structure over a monoidal category C consists of an algebra A, a coalgebra C and a morphism ϕ : C ⊗A → A⊗C satisfying some axioms. The entwining modules are both A-modules and C-comodules, with compatibility relation given by ϕ. Note that the definition of entwined modules generalizes lots of important modules such as Hopf modules, Doi-Hopf modules, and Yetter-Drinfeld modules.
The second motivations of our paper raised from the study of how to get the ribbon structure in the center of the module category of a finite dimensional Hopf algebra.
A ribbon structure (see [25] , and also see [17] ) in a rigid braided category is a self-dual twist (or a selfdual balanced structure), which is a natural isomorphism from the identity functor to itself and compatible with the duality and the braiding. In 1993, Kauffman and Radford got a necessary and sufficient condition for a finite-dimensional Drinfel'd double to be a ribbon Hopf algebra (see [18] ). As well-known, when a Hopf algebra H is finite-dimensional we have that the category of modules of Drinfel'd double D(H) is actually the Yetter-Drinfeld category YD H H . Therefore one is prompted to ask the following question: when YD H H becomes a ribbon category from the point of view of the category theory? In order to study the question, we discuss that how the ribbon structures appear in the category of entwined modules.
The paper is organized as follows. In Section 2 we recall some notions of entwining structures, pivotal categories and ribbon categories. In section 3, we describe the duality in the category of entwined modules C C A (ϕ) and show C C A (ϕ) is a rigid category. In section 4, we mainly give a necessary and sufficient condition for C C A (ϕ) to be a pivotal category. In section 5, we give a necessary and sufficient condition for C C A (ϕ) to admit a ribbon structure. In Section 6, we mainly discuss the Hopf algebras which are induced by C C A (ϕ), and show its (co)representation category is monoidal identified to C C A (ϕ). Finally, we consider the Yetter-Drinfeld category and the category of generalized Long dimodules for application.
Preliminaries
Throughout the paper, we let k be a fixed field and char(k) = 0 and V ec k be the category of finite dimensional k-spaces. All the algebras and coalgebras, modules and comodules are supposed to be in V ec k . For the comultiplication ∆ of a k-module C, we use the Sweedler-Heyneman's notation: ∆(c) = c 1 ⊗ c 2 , for any c ∈ C. τ means the flip map τ (a ⊗ b) = b ⊗ a.
Entwining structure and entwined modules.
In this section, we will review several definitions related to entwined modules (see [8] or [15] ). Let (C, ∆ C , ε C ) be a coalgebra and (A, m A , η A ) an algebra over k. A map ϕ :
The morphism between entwined modules is called entwined module morphism if it is both A-linear and C-colinear. The category of entwined modules is denoted by C C A (ϕ). Recall from [7] and [15] , for any g, f ∈ hom k (C, A), one can define their entwined convolution product g ⋆ f ∈ hom k (C, A) via
Note that the unit is η A • ε C . Similarly, hom k (C ⊗ C, A ⊗ A) is also an algebra with the following entwined convolution product :
where a, x ∈ A and c ∈ C. A ⊗ C is also an object in
Further, for any right A-module M , M ⊗ C is also an entwined module by
This defines a right adjoint functor for the underlying functor U :
Monoidal entwining datum and double quantum group.
Suppose that C and A are two bialgebras over k such that (C, A, ϕ) is an entwining structure. Recall that (C, A, ϕ) is called a monoidal entwining datum if the following equations hold
is a monoidal category such that the forgetful functors are strict monoidal if and only if (C, A, ϕ) is a monoidal entwining datum. Further, for any M, N ∈ C C A (ϕ), the A-action and the C-coaction on M ⊗ N are given by
Recall that a pair of bialgebras C and A together with a monoidal entwining map ϕ (such that C C A (ϕ) is a monoidal category) and together with a k-linear morphism R : C ⊗ C → A ⊗ A is called a double quantum group if the following identities hold for any a ∈ A, c, d, x, y, z ∈ C: 
where M, N ∈ C C A (ϕ).
Pivotal category and ribbon category.
In this section, we will review several definitions and notations related to ribbon structures. Let (C, ⊗, I) and
′ , such that for any X, Y, Z ∈ C, the following diagrams commute
A monoidal functor (G, G 2 , G 0 ) is said to be strong (respectively strict ) if G 2 and G 0 are isomorphisms (respectively identities).
Let (C, ⊗, I) and
Or equivalently ( [12] , Definition 1.5.1), if α satisfies
, and α I is an isomorphism.
Let (C, ⊗, I) be a strict monoidal category. Recall from [17] or [4] that for an object V ∈ C, a left dual of V is a triple (V * , ev V , coev V ), where V * is an object, ev V :
If each object in C admits a left dual (respectively a right dual, respectively both a left dual and a right dual), then C is called a left rigid category (respectively a right rigid category, respectively a rigid category).
Assume that C is a left rigid category. X, Y ∈ C, for a morphism g : Y → X define its transpose as follows:
Then it is easy to get the following commutative diagrams
Further, this defines a bijection between Hom C (X * , Y * ) and Hom C (Y, X).
Thus we have a strong monoidal functor () * : C op → C, where C op is the opposite category to C with opposite monoidal structure. () * is called the left dual functor. Similarly, for a morphism f : X → Y in a right rigid category C, define * f :
then we get the right dual functor
It is also a strong monoidal functor. Further, if C = V ec k , then () * and * () are all strict monoidal functors. Recall from [12] and [27] that a pivotal structure in a right rigid category C is an isomorphism β : id → * * () of monoidal functors, where id means the identity functor and
A pivotal category is a right rigid category endowed with a pivotal structure.
Let (C, ⊗, I, a, l, r, C) be a braided monoidal category with the braiding C. Recall from [17] (or [27] ) that a twist (or a balanced structure) on C is a family θ V : V → V of natural isomorphisms indexed by the objects V of C satisfying
A ribbon category is a braided autonomous category endowed with a self-dual twist.
The duality in the category of entwined modules
From now on we assume that C and A are two Hopf algebras with bijective antipodes over k, and
as spaces, and define the A-action and C-coaction on M * and * M by
, where f ∈ hom k (M, k), a ∈ A, m ∈ M , and define the evaluation map and coevaluation map by
where e i and e i are dual bases in M and M * . It is easy to check that M * and * M are all both A-modules and C-comodules. Further, ev, coev, ev, coev are all both A-linear and C-colinear maps.
Lemma 3.1. For any a ∈ A, c ∈ C, the following identities hold
Proof. See Section 6.
Proof. We only show that
is a left rigid category. Similarly, one can check that C C A (ϕ) is a right rigid category by using Eq.(3.2).
The pivotal structure in the category of entwined modules
Suppose that F is the underlying functor from C
Then we have the following property.
Proof. Define a map P :
where β ∈ N at(F • id, F • * * ()), c ∈ C, e i and e i are bases of A and A * respectively, dual to each other.
Secondly, for g ∈ hom k (C, A), c ∈ C, we compute
.
For any right A-module U , u ∈ U , one can define the following A-linear map
it is easy to check that u ⊗ id C : A ⊗ C → U ⊗ C is both A-linear and C-colinear. Actually, for any a, x ∈ A, c ∈ C, we compute
Thus we have
Then from the following commute diagram
This completes the proof.
From now on, assume that β ∈ N at(F • id, F • * * ()) and g ∈ hom k (C, A) are in correspondence with each other.
Lemma 4.2. β is a monoidal natural transformation if and only if g satisfies
for any c, d ∈ C, and
, it is easy to check that σ k = id k if and only if the following diagram
is commutative, i.e., the identity (4.2) holds.
Secondly, if the equation (4.1) holds, then for any entwined modules M, N , m ∈ M , n ∈ N , µ ∈ * M , ν ∈ * N , we have
it follows that σ is monoidal. Conversely, if σ is monoidal, we take M = N = C ⊗ A. Then for any c, d ∈ C, δ, γ ∈ * A, for one thing, we have
For another, we have
Thus that Eq. 
where β ′ ∈ N at(F • id, F • * * ()), 1 * * A means the unit in * * A, c ∈ C, f i and f i are bases of * C and * * C respectively, dual to each other.
Define
where h ∈ hom k (C, A), M ∈ C C A (ϕ), ̟ ∈ * * M , ǫ i and ǫ i are bases of M and M * respectively, dual to each other.
Obviously Q ′ is well-defined, and is the inverse of P ′ . If β is a monoidal natural transformation, then β is invertible because [ [5] , Lemma 3.4] . Suppose that β ′ is the inverse of β. One can easily show that P ′ (β ′ ) = g ′ is the entwined convolution inverse of P (β) = g.
Lemma 4.4. β is A-linear if and only if for any
Proof. ⇒: Suppose that γ ∈ * A, c ∈ C, a ∈ A. For one thing, we compute
Since β is A-linear, we have γ(g(c)S
for any c ∈ C.
Proof. It can be proved by similar calculations in Lemma 4.4. 
A (a)g, for any a ∈ A, which implies g is a pivot (or a sovereign element) in A (see [1] , or [4] ), and A is a pivotal Hopf algebra.
for any c, d ∈ C, which implies g is a copivot (or a sovereign character ) on C (see [1] , or [4] ), and C is a copivotal Hopf algebra. If (C, A, ϕ, g ) is a pivotal entwined datum, and the following identity hold
) is a pivotal Hopf algebra.
Example 4.11. If (C, A, ϕ, g) is a pivotal entwined datum, and the following identity hold
) is a copivotal Hopf algebra.
Example 4.12. Let k be a field and H 4 be the Sweedler's 4-dimensional Hopf algebra H 4 = k{1 H , e, x, y|e 2 = 1 H , x 2 = 0, y = ex = −xe} with the following structure
ε(e) = 1, ε(x) = ε(y) = 0, S(e) = e, S(x) = −y, S(y) = x.
Recall from [[4], Example 2.8] that H 4 is both a pivotal Hopf algebra and a copivotal Hopf algebra. Moreover, the pivot in H 4 is e, and the copivot on H 4 is I − E, where I, E are dual bases of 1 H4 and e.
The ribbon structure in the category of entwined modules
Now suppose that (C, A, ϕ, R) is a double quantum group over k, thus C C A (ϕ) is a braided category with the braiding which is defined by Eq.(2.1). We also assume that N at(F • id, F • id) means the collection of natural transformations from the functor F • id : C C A (ϕ) → V ec k to itself. Then we have the following property.
Proposition 5.1. There is a bijective map between the algebra N at(F • id, F • id) and hom k (C, A).
Proof. See [[15], Theorem 2.1 and Proposition 2.4]
Actually, one can define a map Π :
It is a direct computation to check that Π and Σ are well-defined and inverse with each other. From now on, assume that θ ∈ N at(F • id, F • id) and g ∈ hom k (C, A) are in correspondence with each other.
Lemma 5.3. θ is a natural isomorphism if and only g is invertible under the entwined convolution.
Proof. Straightforward from Proposition 5.1. 
commutes for any m ∈ M , a ∈ A, θ M is an A-module morphism. ⇒: Conversely, for the entwined module A ⊗ C, since θ A⊗C is A-linear, then for any c ∈ C and a ∈ A, we have the following commute diagram
which implies
Take id A ⊗ ε C to action at the both side of the above equation, we immediately get Eq.(5.1).
Proof. Be similar with Lemma 5.4.
Lemma 5.6. Suppose that θ is a natural transformation in
, then θ is a twist if and only if for any x, y ∈ C, g satisfies
Proof. ⇐: For any M, N ∈ C C A (ϕ) and m ∈ M , n ∈ N , we compute that
which implies θ is a twist. ⇒: Conversely, for the entwined modules C ⊗ A and A ⊗ C, since θ is a twist, then for any x, y ∈ C we have
we have
Take ε C ⊗id A id A ⊗ε C to action at the both side of the above equation, we immediately get Eq.(5.3).
Recall from Theorem 3.2, we get that C C A (ϕ) is a rigid category. Then we get the following property.
Or equivalently, 
For one thing, consider that
For another, we compute (1) g is in the center of A; (2) ∆(g) = (g ⊗ g)R 21 R; (3) g = S(g), which implies g is a usual ribbon element in A, thus A is a ribbon Hopf algebra.
Example 5.11. If A = k, ϕ = id C , then the double quantum group (C, A, ϕ, R) becomes a coquasitriangular Hopf algebra (C, R). And the entwined ribbon morphism is a convolution invertible k-linear character g ∈ C * , satisfies
for any c, d ∈ C, which implies g is a coribbon form on C, thus C is a coribbon Hopf algebra.
Example 5.12. Assume that (C, A, ϕ, R, g) is a ribbon entwined datum. If the following identity hold
) is a ribbon Hopf algebra. If the following identity hold
) is a coribbon Hopf algebra.
6. Entwined smash product 6.1. The entwined smash product.
Definition 6.1. Let A, B be algebras in a monoidal category C. A morphism Φ :
Be similar with [[10] , Theorem 8], we have the following property.
Lemma 6.2. Let C be a finite dimensional coalgebra and A a finite dimensional algebra over k. Then give an entwining map ϕ : C ⊗ A → A ⊗ C is identified to give an algebra distributive law Φ :
Proof. If there is an entwining map
where c ∈ C, a ∈ A, p ∈ C * , e i and e i are dual bases of C and C * . It is straightforward to see that Φ is an algebra distributive law.
Conversely, if is an algebra distributive law Φ :
Also it can be easily checked that ϕ is an entwining map.
Recall from [[9], Theorem 2.5], if there is an algebra distributive law Φ :
is also an algebra. Now we supposed that (C, A, ϕ) is a monoidal entwining datum over k where C, A are two Hopf algebras with bijective antipodes. Definition 6.3. The entwined smash product C * op ⊗ A of the entwining structure (C, A, ϕ), in a form containing C * op and A, is a Hopf algebra with the following structures: • the multiplication m is given by
where a, b ∈ A, p, q ∈ C * op , e i and e i are dual bases of C and
• the comultiplication is given by
• the counit is given by ε(p ⊗ a) := p(1 C )ε A (a); • the antipode is given by
Proof. Firstly, since Lemma 6.2, C * op ⊗ A is an algebra. Next we will show C * op ⊗ A is a bialgebra. Obviously, C * op ⊗ A is a coalgebra under the given comultiplication. We only need check that ∆ and ε are algebra maps.
For p, q ∈ C * op , a, b ∈ A, we compute
Thus for any c, d ∈ C, we have
Also we have
Then for c, d ∈ C, we obtain
is a bialgebra. In order to prove S is the antipode of C * op ⊗ A, for one thing, we compute
For any c ∈ C, we have
Thus S * id = η ε. Similarly, one can show that id * S = η ε. Hence (C * op ⊗ A, S) is a Hopf algebra.
Next we will present the proof of Eq.(3.2).
Proof. For any a ∈ A, c ∈ C, p ∈ C * , γ ∈ A * , since S is the antipode of C * op ⊗ A, we have
For one thing, we compute
where e i (o i ) and e i (o i ) are dual bases of C and C * respectively. For another, we have
Thus
C (e i ))e i ⊗ S A (a). Indeed, we can easily get
i.e. First of all, we claim that Γ is well-defined. In fact,for any m ∈ M , p, q ∈ C * , a, b ∈ A, we have
Also, we can get
where e i and e i are dual bases of C and C * respectively. Hence (M, ↼) is a right C * op ⊗ A-module. For the morphism λ : M → N , it is a direct computation to check Γ(λ) is C * op ⊗ A-linear. Thus Γ is well-defined.
Conversely, we define the functor Λ from the representation category of
for any u ∈ U, a ∈ A, and the C-coaction on U is given by
Next we will show that Λ is well defined. It is straightforward to show (U, ·) is an A-module and (U, ρ U ) is a C-comodule. We only check U satisfies Diagram (E0). Since for any a ∈ A, we have
. Since Λ(λ) : U → V are both A-linear and C-colinear, Λ is well-defined, as desired. Obviously Γ is a strict monoidal functor, and Λ is the inverse of Γ. This completes the proof. Conversely, if there an entwining map ϕ :
Moreover, the category of A ⊗ B-modules is identified to C A * cop B (ϕ), the category of entwined modules. 
then H * op ⊗ H is an associative algebra, and the category of Hopf modules of H is identified to the category of H * op ⊗ H-modules. (2) . Let H be a finite dimensional Hopf algebra and A a finite dimensional left H-module algebra. Recall that the multiplication on A♯H, the usual smash product of A and H is (a♯x)(b♯y) = a(x 1 · b)♯x 2 y, where a, b ∈ A, x, y ∈ H, which implies there is an algebra distributive law Φ :
Thus from Remark 4.6, there exists an entwining map ϕ : Proof. ⇒: If (C, A, ϕ, R, g) is a ribbon entwined datum, then the R-matrix of
, where e i and e i , c i and c i are all dual bases of C and C * respectively. Further, the ribbon element in C * op ⊗ A is e i ⊗ g(e i ), where e i and e i are dual bases of C and C * respectively. ⇐: Conversely, if C * op ⊗ A is a ribbon Hopf algebra with the ribbon element
The dual case.
The definition and results in this section are dual to the corresponding results in Section 4.1, so we will not give the complete proof. Definition 6.9. Let C, D be coalgebras in a monoidal category C. A morphism Ψ :
Lemma 6.10. Let C be a finite dimensional coalgebra and A a finite dimensional algebra over k. Then give an entwining map ϕ : C ⊗A → A⊗C is identified to give a coalgebra distributive law Ψ :
Now supposed that (C, A, ϕ) is a monoidal entwining datum over k where C, A are two Hopf algebras with bijective antipodes.
Definition 6.11. The entwined smash coproduct A * cop ⊗ C of (C, A, ϕ), in a form containing A * cop and C, is a Hopf algebra with the following structures:
• the multiplication m is given by
where e i and e i are dual bases of A and A *
• the counit is given by
The following is the proof of Eq.(3.1).
Proof. For any a ∈ A, c ∈ C, p ∈ C * , γ ∈ A * , since S is the antipode of A * cop ⊗ C, we have (S ⊗ S)(∆ cop (γ ⊗ c)) = ∆(S(γ ⊗ c)).
For one thing, we compute (S ⊗ S)(∆ cop (γ ⊗ c)) Proof. If (C, A, ϕ, g) is a pivotal entwined datum, then the copovit on A * cop ⊗ C is γ ⊗ c → γ(g(c)). Conversely, if A * cop ⊗ C is a copivotal Hopf algebra with the pivotal character Γ ∈ (A * cop ⊗ C) * , then the entwined pivotal morphism of C C A (ϕ) is c → Γ(e i ⊗ c)e i , where e i and e i are dual bases of A and A * respectively. Proof. If (C, A, ϕ, R, g) is a ribbon entwined datum, then the coquasitriangular structure on A * cop ⊗ C is
And the ribbon character on A * cop ⊗ C is γ ⊗ c → γ(g(c)). Conversely, if A * cop ⊗ C is a coribbon Hopf algebra with the coribbon form Θ ∈ (A * cop ⊗ C) * , then the entwined ribbon morphism of C C A (ϕ) is c → Θ(e i ⊗ c)e i , where e i and e i are dual bases of A and A * respectively.
Applications

Generalized Long dimodules.
Suppose that H and B are both finite dimensional Hopf algebras over k, M is at the same time a right H-module and a right B-comodule. Recall that M is called a generalized right-right Long dimodule (see [19] We can get the following results from Theorem 4.7 and Theorem 5.9. 
