Abstract. Let W a be an irreducible affine Weyl group with W 0 the associated Weyl group. The present paper is to study the second lowest two-sided cell Ω qr of W a . Let n qr be the number of left cells of W a in Ω qr . We conjecture that the equality n qr = 1 2 |W 0 | should always hold. When W a is either e A n−1 , n 2, or of rank 4, this equality can be verified by the existing data (see 0.3). Then the main result of the paper is to prove the inequality n qr 
actually the lowest one with respect to the partial ordering Then Ω qr = σ −1 (λ) with λ = (n − 1, 1). We have n qr = n!/2 by [16, Theorem 14.4.5] .
When the rank of W a is 4, the result follows from Lusztig [10] for the rank 2 cases, Bédard [2] for C 3 , Du [6] for B 3 , Zhang [31] for B 4 , Chen [5] , Shi [23] for D 4 , and Shi [24] , [26] , [27] for F 4 , C 4 .
Main result.
The main result of the paper is to prove the inequality n qr |W 0 |/2 (see Theorem 5.10), obtaining an upper bound for the number n qr .
The proof of our result relies heavily on the properties of alcove forms and sign types for the elements of W a . The following objects and concepts play important roles in the proof: the sets S(Φ) ad,reg , S(Φ) ad,qr and S(Φ) s ad,qr (see 3.1, 3.4 and 5.5), the W a -action on them (see 3.3 and 3.6), the sign type decomposition for an element of W a (see 2.12, the latter is worthy to be further studied). (1/2)( (w) − (y) − 1) if y < w (see [7] ). For any y, w ∈ W with (y) (w), let µ(w, y) = µ(y, w) be the coefficient of u (1/2)( (w)− (y)−1) in P y,w . We denote y--w if µ(y, w) = 0. It is well-known that 
Affine Weyl group. An affine Weyl group W a is a Coxeter group which can
be realized geometrically as follows. Let G be a connected, adjoint reductive algebraic group over C. We fix a maximal torus T of G. Let X be the group of characters T −→ C and let Φ ⊂ X be the root system of G with Π = {α 1 , ..., α l } a choice of simple root system. Then E = X ⊗ Z R is a euclidean space with an inner product ( , ) such that the Weyl group (W 0 , S 0 ) of G with respect to T acts naturally on E and preserves its inner product, where S 0 is the set of simple reflections s i corresponding to the simple roots α i , 1 i l. We denote by Q the group of all translations T λ (λ ∈ X) on E: Let −α 0 be the highest short root in Φ. Set s 0 = s α 0 T −α 0 with s α 0 the reflection corresponding to α 0 . Then S a = S 0 ∪ {s 0 } forms a distinguished generator set of W a .
Some known results on cells.
Lusztig defined a function a : W a → N which satisfies the following properties:
(1) a(z) ν := |Φ|/2, for any z ∈ W a (see [10, Corollary 7.3] ). 
(see [12, Corollary 1.9] For any w ∈ W a , set L(w) = {s ∈ S a | sw < w} and R(w) = {s ∈ S a | ws < w}.
(see [7, Proposition 2.4] ).
(6) By the notation x = y · z (x, y, z ∈ W a ), we mean x = yz and (x) = (y) + (z). In this case, we call x a left (respectively, right) extension of z (respectively, y), and call z (respectively, y) a left (respectively, right) retraction of x.
(7) Call an element s ∈ S a special, if the subgroup of W a generated by S a \ {s} is isomorphic to W 0 . Note that s 0 is always special. Let α be the highest root in Φ. Write
It is well known that for any 1 i l, the generator s i is special if and only if c i = 1. It is known that for any two-sided
cell Ω = {e} (e ∈ W a is the identity element) of W a and any special s ∈ S a , the set (i) the set of all elements of W a each of which has an expression of the form x · w J · y for some x, y ∈ W a and J = S a \ {s} with some special s ∈ S a (see (7));
(ii) the lowest two-sided cell of W a with respect to the partial order 
The set
D k . Lusztig proved in [12, Subsection 1.3 (a)] that i(z) := (z) − a(z) − 2δ(z) 0 for any z ∈ W a , where δ(z) = deg P e,z . Set (1.5.1) D k := {z ∈ W a | i(z) = k}.
µ(x, y), D
(1) 1 
where π(f ) denotes the leading coefficient of the polynomial P e,f . Let
Then D
1 is a finite subset of W a by [22, Proposition 4.2] . Let 
The result (1) in Lemma 1.8 is due to Springer (see [30] ). 
for l 1, m > 2, n > 1 and p 4. 
By [4, Chapter 13] and the above table, we see that
and that w J ∈ Ω qr for any J ∈ S X . §2. Alcoves and sign types.
Recall in 1.3 that E is a euclidean space with inner product ( , ) spanned by an irreducible root system Φ. Let Φ + be a choice of positive system in Φ with Π = {α 1 , ..., α l } the simple system of Φ contained in Φ + . For any α ∈ Φ, denote by α ∨ the coroot 2α/(α, α).
Alcoves.
For α ∈ Φ + and m ∈ N and k ∈ Z, we define a strip of E as follows.
Alcoves are connected components of E − ∪ α∈Φ + ;i∈Z H α,i , where 
Let A (respectively, A ad ) be the set of all Φ-tuples k := (k α ) α∈Φ over Z satisfying condition (a) (respectively, conditions (a)-(b)).
Any Φ-tuple k := (k α ) α∈Φ in A is determined uniquely by the Φ + -tuple k + := (k α ) α∈Φ + . So we can identify k with k + and denote both by k.
We have A ad ⊂ A. Call an element in A ad an admissible Φ-tuple. We identify A ad with the set of all alcoves in E. 
Alcove form of an element in
Call both (k(w; α)) α∈Φ and (k(w; α)) α∈Φ + the alcove form of w. 
The root −α 0 is now the highest root of Φ instead of the highest short root (see 1.3).
See Figure 2 for the alcoves A w = (k(w; α)) α∈Φ + of E with Φ of types A 2 and B 2 , where we write
if Φ has type A 2 , and 
Recall the definition for a left extension of an element x ∈ W a in 1.4 (6) . The following results on the alcove form (k(w; α)) α∈Φ of w ∈ W a are known.
(e) w is a left extension of w if and only if the inequalities k(w ; α)k(w; α) ≥ 0 and
2.7. The set Ξ. Let Ξ be a set consisting of three symbols +, −, . Define a total order on Ξ by setting − < < +. Also, define a composition " · " on Ξ by setting
Admissible sign types. A Φ-tuple
be the set of all Φ-sign types. We see by definition that any (X α ) α∈Φ ∈ S(Φ) is determined uniquely by the Φ + -sign type (X α ) α∈Φ + . Hence we may identify (X α ) α∈Φ with (X α ) α∈Φ + .
ad be the set of all admissible Φ-sign types.
In geometry, any hyperplane H α;k divides the space E into three pairwise disjoint 
has type A 2 , and A n−1 , noting that Φ ∨ = Φ in this case. In the present paper, we extend the definition in [28] to the case of Φ being an irreducible root system of arbitrary crystallographic type but with the index set Φ ∨ in the place of Φ. Hence the sign types of type B 2 displayed in Figure 3 was
in [18] . Though the definition given here coincides with that in [18] , the present definition is more convenient to be used in the subsequent discussion.
(2) If Φ is an irreducible root system and if X = (X α ) α∈Φ + ∈ S(Φ) ad contains a unique -entry (say X β = for some β ∈ Φ + ), then we claim that X (α)s β = X α for any α ∈ Φ \ {±β}. To prove the claim, we need only to consider the case where (α)s β = α, then we can reduce ourselves to the case where Φ has rank 2 by (1). But the latter can be checked either by (2.8.1) or by a direct observation on all the related cases in Example 2.9. 
The map ψ. For any
left extension of w, denote such an element w by w X .
Any w ∈ W a can be written uniquely in the form (2.12.1) 
Proof. 
k(w; α) + (x)) for any α ∈ Φ. §3. The set S(Φ) ad,qr .
The sets S(Φ)
be the set of all regular (respectively, dominant, anti-dominant) Φ-sign types and let S(Φ) ad,reg =
By (2.8.1), we see that X = (X α ) α∈Φ + ∈ S(Φ) reg is in S(Φ) ad,reg if and only if for any α, β, γ ∈ Φ with γ = α + β,
Actually, the set S(Φ) ad,reg is in 1-1 correspondence with the set of Weyl chambers in the euclidean space E spanned by the root system Φ. In particular, 
Thus the set S(Φ)
Proof. Note that a subset F of Φ forms a positive system if and only if the following two conditions hold:
(i) {α, −α} ∩ F contains exactly one element for any α ∈ Φ;
(ii) for any α = β in F , the condition α + β ∈ Φ implies α + β ∈ F .
Then our result follows by (3.1.1).
3.3.
W a -action on S(Φ) ad,reg . For any w ∈ W a and any X = (X α ) α∈Φ ∈ S(Φ) ad,reg ,
We see that if the set F is a positive system of Φ then so is the set (F )w. Hence 
For any
X = (X α ) α∈Φ + ∈ S(Φ) qr , define X + = (X + α ) α∈Φ + and X − = (X − α ) α∈Φ + to be the Φ + -sign types by setting X + α = X − α = X α for any α ∈ Φ + \ {γ(X)} and X + γ(X) = +, X − γ(X) = −.X w = φ + (
Y ) if and only if s / ∈ L(X)
). This proves our claim. 
Consider the set S(Φ)
ad,reg which sends X ∈ S(Φ) ad,qr to {φ + (X), φ − (X)}. Under this bijection, we can identify X with the set {φ + (X), φ − (X)} and further identify S(Φ) ad,qr with S(Φ) (0) ad,reg . Recall the action of W a on S(Φ) ad,reg defined in 3.3. This induces an action of W a on ) ad,reg and hence on S(Φ) ad,qr (so that φ is W a -equivariant). For any X ∈ S(Φ) ad,qr and w ∈ W a , the sign type
S(Φ)
In particular, if X ∈ S(Φ) ad,qr satisfies X α i = for some 0 i l then (X)s i = X by Remark 2.10 (2). Unlike that on S(Φ) ad,reg , the action of W a on S(Φ) ad,qr is no longer transitive in general. Proof.
Lemma 3.7. (1) If X ∈ S(Φ) ad,qr is dominant (respectively, anti-dominant), then
(1) The sign type X = (X α ) α∈Φ + ∈ S(Φ) ad,qr has a unique -entry X γ(X) .
Suppose γ(X) / ∈ Π. Then there exist some α, β ∈ Φ + with α + β = γ(X). If X is dominant (respectively, anti-dominant) then X α = X β = + (respectively, X α = X β = −) by the assumption of X ∈ S(Φ) ad,qr , contradicting (2.8.1). This proves (1).
(2) Let C be a W a -orbit in S(Φ) ad,qr . Any X ∈ S(Φ) ad,qr can be identified with
ad,reg . By the transitivity of the W a -action on S(Φ) ad,reg , we see that C contains some dominant and also some anti-dominant sign types. Assume that both 
Sign type X (i) . Let X ∈ S(Φ) ad satisfying X α i ∈ {+, } for some 0 i l.
Define
Lemma 4.2. In the above setup, we have
Proof. Since X ∈ S(Φ) ad , there exists some w ∈ W a with ψ(w) = X and s i ∈ S a \ R(w)
by Proposition 2.6 (a). Let w = ws i . Then ψ(w ) = X (i) by 2.3 (c) and Proposition 2.6 (a). This implies our result.
Increasing and decreasing operations. Call the operation X → X (i) in
Lemma 4.2 an increasing operation on X at α i (or an increasing operation on X in short). In this case, we also call the reversing operation X (i) → X a decreasing operation on X (i) at α i (or a decreasing operation on X (i) in short). An increasing operation on X at α i is applicable if and only if X α i ∈ {+, }. Also, a decreasing operation on X at α i is applicable if and only if X α i = −. A resulting sign type for an increasing operation on X at α i , when applicable, is always unique. while that for a decreasing operation on X at α i , when applicable, need not be unique in general, the latter is unique if and only if there exist some α, β ∈ Φ satisfying α + α i = β and (X α , X β ) ∈ {(+, −), ( , )}.
More precisely, when (X α , X β ) is (+, −) (respectively, ( , )), the resulting sign type
by (2.8.1). In general, for any X ∈ S(Φ) ad and any α i ∈ Π ∪ {α 0 }, there exists at most one X (i) ∈ S(Φ) ad which can be obtained from X by either an increasing operation or a decreasing operation at α i and which contains the same number of -entries as X.
Lemma 4.4. Let X ∈ S(Φ) ad,qr (respectively, X ∈ S(Φ) ad,reg ). Then there exists a
sequence of Φ-sign types ξ :
in S(Φ) ad,reg ) with some r 0, satisfying that
Proof. Our first claim is that there exists a sequence of Φ-sign types ξ : We see by our construction and by ( * ) that the Y (h) 's are well defined and that for any i h < r, the Φ + -sign type Y (h) is either equal to X (h+1) or can be obtained from
In particular,
is dominant. But this contradicts the minimality assumption on r. The second claim is proved and hence our result follows.
Lemma 4.5. For any X in S(Φ) ad,qr (respectively, in S(Φ) ad,reg ), there exists a se-
quence of Φ-sign types ξ : Proof. First assume that X ∈ S(Φ) ad,qr is dominant (respectively, anti-dominant). We see by (2.8.1) that there exists a unique γ ∈ Π such that X γ = . We shall find some w ∈ ψ −1 (X) with |k(w; α)| > N for any α ∈ Φ + \ {γ} as follows. Let k γ = 0
. So there exists a unique w ∈ W a satisfying A w = k. Clearly, w ∈ ψ −1 (X) satisfies the required property.
Next assume X ∈ S(Φ) ad,reg dominant (respectively, anti-dominant). We can prove our result in this case in the same way as above except that now
is defined by setting k α = N + 1 (respectively, k α = −(N + 1)) for any α ∈ Π, and ..., X (r) in S(Φ) ad,qr (respectively, in S(Φ) ad,reg ) with r 0 such that X (j) is obtained from X (j−1) by a decreasing operation for every 1 j r and that X (r) is dominant.
is a required sequence.
Lemma 4.8. For any X ∈ S(Φ) ad,qr (respectively, X ∈ S(Φ) ad,reg ) and any N ∈ N,
there exists some w ∈ ψ −1 (X) with A w = (k(w; α)) α∈Φ such that |k(w; α)| > N for any
Proof. By Lemma 4.7 and its proof, we see that there exists a sequence of Φ-sign types
by a decreasing operation on X (j−1) at some β j ∈ Π for every 1 j r and that X (r) is dominant. Let s i := s β i ∈ S a for 1 i r.
By Lemma 4.6, we see that there exists some
for any 0 j < r and 0 l r.
So w := x 0 satisfies the required properties by Proposition 2.6 (d). (1) There is some w ∈ ψ −1 (X) with s.t.d.
for some r t such that all the sign types
(respectively, in S(Φ) ad,reg ) and belong to the same W a -orbit.
with some u t and
Proof.
(1) By Lemma 4.8, there is some w ∈ ψ −1 (X) satisfying |k(w; α)| t · n(W a ) for any α ∈ Φ + with X α = . We claim that the element w satisfies the required property.
By Corollary 2.14, we see that the element y := ww
Applying induction on t 1. We see that the element y has the s.t.d.
is the s.t.d. of w. So our first assertion follows. Then the second assertion is a consequence of the fact
for r + 2 − t i r, the latter follows by Lemma 4.10.
(2) Apply induction on j 1 with 1 j t. Since ψ(z) = ψ(w), we have X r = Z u .
Suppose that we have proved that Z u+1−i = X r+1−i for all 1 i < j with some 1 In this section, we shall prove the main result of the paper (i.e., Theorem 5.10). In this theorem, we conclude that the number n qr of left cells of W a in Ω qr is |W 0 |/2, which gives an upper bound for the number n qr . Proof. Assume K := ψ −1 (X)∩Ω qr = ∅. We must prove that the set K is left-connected.
Recall the notation S(Φ)
Take any x, y ∈ K.
By Lemma 4.8, we can find some z ∈ ψ −1 (X) with
Then z is a left extension of both x and y by Proposition 2.6 (e). So there exists a sequence ξ: x 0 = x, x 1 , ..., x r = z, x r+1 , ..., x t = y in ψ −1 (X) with some t r 0 such that
∈ S a and (x j ) = (x j−1 ) + 1 and (x l ) = (x l−1 ) − 1 for every 1 i t and
y and hence z, x j ∈ Ω qr for every 0 < j < t by 1.4 (2), 1.9 and the fact z / ∈ W (ν) . That is, the sequence ξ lies inside the set K. So K is left-connected. Then the last assertion follows since any left-connected subset in a two-sided cell of W a is contained in a single left cell by 1.4 (3). 
The set S(Φ)
Proof. We need only to consider the case where x < w, for otherwise we would have 
Then ψ(x) = (X k )y = (X)z −1 y is in the W a -orbit containing X by Lemma 4.10.
Proof. Assume that X γ = for some short root γ ∈ Φ + . By Lemma 4.8, we can take, for some N ∈ N with N > m qr := |S(Φ) ad,qr |, some w ∈ ψ −1 (X) to satisfy |k(w; α)| > N for any α ∈ Φ + \ {γ}.
(1) First assume that W a is not of simply-laced type.
When W a = C n , we see by Lemma 4.5 that there exists some y ∈ W a with Y := (X)y ∈ S(Φ) ad,qr anti-dominant. By the assumption of X γ = with γ short, we
have Y α h = and Y α = − for some short simple root α h (i.e., 1 h < n) and any
Z α 1i = Z β 1j = + for any 1 i n and for either h + 2 j < n or j = 1. Hence 
The assumption " X ∈ S(Φ) s ad,qr " is necessary for the validity of Proposition 5.7 (see Proposition 5.9). Fix X ∈ C and take w ∈ ψ −1 (X) to satisfy (5.10.1) with t = n qr . Then we see 
