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Abstract: Assume N is a von Neumann algebra of type II1 with a tracial state τN , and M is the
von Neumann algebra of the n × n matrices over N with the canonical tracial state τM. Let Dn
be the subalgebra of M consisting of scalar diagonal matrices in M. In this article, we study
the properties of semicircular elements in M that are free from Dn with respect to τM. Then
we define a new concept “matricial distance” of two elements in M and compute the matricial
distance between two free semicircular elements in M.
21 Introduction
The theory of free probability was developed by Voiculescu in early 80’s in the last century. In his
influential paper [11], Voiculescu introduced concepts of semicircular and circular systems (in this
paper these systems are called as “semicircular and circular matrices”) and used them to obtain the
surprising relationship between free group factors. One of essential arguments in [11] is that the
semicircular matrices can be obtained from the matrices over another free probability space if the
entries of the matrices are, in an appropriate way, chosen to be semicircular or circular and free.
Moreover, the semicircular matrices obtained in this way are free with the algebra generated by
diagonal matrices over scalars (see Theorem 2.1).
More specifically, let (N , τN ) be a free probability space andM = N ⊗Mn(C) be the algebra
of n × n matrices over N with the canonical tracial state τM. Let {eij}1≤i,j≤n be the canonical
system of matrix units ofMn(C). LetDn be the subalgebra ofM generated by {IN⊗eii}1≤i≤n. Let
A =
∑
1≤i,j≤n aij⊗eij be a semicircular element ofM such that {aij}1≤i,j≤n are, in an appropriate
way, chosen to be semicircular or circular and free in N . (Such carefully constructed semicircular
matrix will be called as Voiculescu’s semicircular matrix.) (see Def. 2.5) Then Voiculescu proved
his celebrated result in [11] that A and Dn are free with respect to τM.
The concept of semicircular element (or matrix) has now been a key concept in the theory of
free probability and its application on von Neumann algebras. There are many further studies on
semicircular elements after Voiculescu’s paper. For example, the concept of R-cyclic matrices, as a
generalization of Voiculescu’s semicircular and circular matrices, was introduced in a remarkable
paper [6]. It was proved there that a matrix A, n×n matrix over (N , τN ), is R-cyclic if and only if
A is free from Mn(C) with amalgamation over Dn. Some examples of R-cyclic matrices are given
there.
The purpose of the paper is to further discuss some special properties of a semicircular element
B in M when B and Dn are free in M with respect to τM. The first result obtained is Theorem
3.3, an inverse statement of Vouculecu’s celebrated result (see also Theorem 2.1) in [11].
Theorem: Suppose B =
∑
1≤i,j≤n bij ⊗ eij is a semicircular element of (0, 1) in M. If B and Dn
are free with respect to τM, then there is a family of unitary elements {u1, . . . , un} in N such that
U∗BU is a Voiculescu’s semicircular matrix with U =
∑
1≤i≤n ui ⊗ eii.
Using the preceding theorem, we are able to give characterization of semicircular elements that
are free with Dn in M. In more details, we have
Theorem: Suppose B =
∑
1≤i,j≤n bij ⊗ eij is a self-adjoint element in M such that B and Dn are
free with respect to τM. Then the following are equivalent.
(i) B is a semicircular element in M.
(ii) There is a family of unitary elements {u1, . . . , un} in N such that U∗BU is a Voiculescu’s
semicircular matrix, where U =
∑
1≤i≤n ui ⊗ eii.
3(iii) For all i, j, 1 ≤ i 6= j ≤ n, b∗ijbij and bjj are free with respect to τN .
(iv) There are some i0, j0, 1 ≤ i0 6= j0 ≤ n, b∗i0j0bi0j0 and bj0j0 are free with respect to τN .
(v) For all i, j, 1 ≤ i 6= j ≤ n, bijb∗ij and bii are free with respect to τN .
(vi) There are some i0, j0, 1 ≤ i0 6= j0 ≤ n, bi0j0b∗i0j0 and bi0i0 are free with respect to τN .
Therefore, under the conjugation of diagonal unitary matrices, Voiculescu’s semicircular matrix
is the unique form of semicircular elements that are free from Dn with respect to τM. Moreover,
under the assumption that the self-adjoint element B is free from Dn in M, a very weak condition
on freeness among entries of B (for example an off diagonal entry ai0j0 and a diagonal entry aj0j0
in same column are free with respect to τN ), will imply that B is a semicircular element (also
see Theorem 3.1 and 3.2). In this sense, Voiculescu’s semicircular matrix is the only self-adjoint
matrix that is free from Dn in M and has free entries inside.
The second half of this paper is devoted to study another aspect of semicircular elements, which
is inspired by [9], a remarkable paper by S. Popa. In [9], by showing that any standard generator
ug of free group factors L(F (n)) is not contained in any hyperfinite II1 subfactor of L(F (n)) (also
see [2]), S. Popa answered an open question asked by R. Kadison (see [4]). Since the hyperfinite
II1 factor can be “approximated” by large sized type Ik factors, S. Popa’s result can be interpreted
in the following way. Suppose that ug and uh are two different standard generators of L(F (n))
(hence they are free with each other). Once ug can be almost “contained” in a “large” type Ik
factor Mk, then we would expect that uh will be far away from Mk, i.e. the distance between uh
and Mk is going to be large. We define a new concept called by “matricial distance” to describe
this asymptotic phenomenon of the distance between uh and Mk that almost contains ug. More
generally, assume that A, B are two free semicircular elements of (0, 1) in a type II1 factor M.
(Note, here, we do not require M to be a free group factor). For every positive integer k and every
family of mutually orthogonal equivalent projections P1, . . . , Pk with sum I in A, the abelian
von Neumann subalgebra generated by A in M, let Mk be any type Ik factor in M such that the
diagonal projections ofMk are {Pi}1≤i≤k. LetEk be the conditional expectation fromM ontoMk.
Then we showed in Proposition 4.1 that ||Ek(B)||2 ≤ 7/ 8
√
k, or the matricial distance between two
free semicircular elements in M is equal to 1.
Further calculation of matricial distance between two free self-adjoint elements, not required
to be semicircular, will be carried out in our forthcoming paper.
The organization of the paper is as follows. The basic knowledge is reviewed in section 2.
Section 3 is devoted to prove “uniqueness” of Voiculescu’s semicircular matrix. The necessary and
sufficient conditions for a matrix to be semicircular and free withDn are given in Theorem 3.5. As
a corollary, the result of “free compression” in [7] is reproved in the same section. Proposition 4.1
is proved in section 4.
42 Preliminary
A free probability space is a pair (M, τ) where M is a von Neumann algebra and τM is a normal
state ([5]). We assume that M has a separable predual and τ is a faithful normal tracial state
([5]). (So that M is a finite von Neumann algebra with a trace). Elements of M are called non-
commuting random variables.
Definition 2.1 ([14]) The distribution of a random variable A in (M, τ) is a linear functional µ
on C[x], the polynomial ring with variable x and coefficients in C, such that µ(ψ(x)) = τ(ψ(A))
for all ψ(x) in C[x].
Definition 2.2 A semicircular element A in M is one whose distribution γa,r satisfies the “semi-
circle law”, one whose distribution γa,r (centered at a in R with radius r > 0) maps C[x] to C
according to the equation:
γa,r(ψ) =
2
pir2
∫ a+r
a−r
ψ(t)
√
r2 − (t− a)2dt.
Such A is called a semicircular element of (a, r).
The positive element H in M is called a quarter-circular element of (a, r) if there is a semi-
circular element of (a, r), B, in M such that H = √B∗B.
Definition 2.3 ([14]) The joint distribution of a family of random variables Ai, i ∈ I, in (M, τ)
is a linear functional µ on C〈xi, i ∈ I〉, the noncommutative polynomial ring with noncommuting
variables xi, such that µ(ψ(xi1 , . . . , xin)) = τ(ψ(Ai1 , . . . , Ain)) for every ψ in C〈xi, i ∈ I〉.
Definition 2.4 ([14]) The von Neumann subalgebras Mi, i ∈ I of M are free with respect to the
trace τ if τ(A1 . . . An) = 0 whenever Aj ∈ Mij , i1 6= . . . 6= in and τ(Aj) = 0 for 1 ≤ j ≤ n and
every n in N. (Note that i1 and i3, for example, may be equal: “adjacent” Ais are not in the same
Mi). A family of self-adjoint elements {A1, . . . , An} is free with respect to the trace τ if the von
Neumann subalgebrasMi generated by the Ai are free with respect to the trace τ .
Let N be a von Neumann algebra with a tracial state τN , and M be N ⊗Mn(C) for some
integer n in N. Let {eij}1≤i,j≤n be the canonical system of matrix units of Mn(C) in M. Let
Dn be the abelian von Neumann subalgebra generated by {IN ⊗ eii}1≤i≤n in M. Let τM be the
canonical trace on M defined as:
τM(A) =
1
n
n∑
i=1
τN (aii),
for every A =
∑
1≤i,j≤n aij ⊗ eij in M.
5Definition 2.5 A self-adjoint element A =∑1≤i,j≤n aij ⊗ eij in M is called Voiculecu’s semicir-
cular matrix if the following hold:
(a) {Re ai,j, Im ai,j | 1 ≤ i ≤ j ≤ n} is a family of free elements in N with respect to τN
(b) Re ai,j and Im ai,j are semicircular elements of (0, 1√2n) in N with respect to τN , for 1 ≤ i <
j ≤ n− 1.
(c) Each ai,n is a quarter-circular element of (0, 1√n) in N with respect to τN , for 1 ≤ i < n− 1.
(d) Each aj,j is a semicircular element of (0, 1√n) in N with respect to τN , for 1 ≤ j ≤ n.
Definition 2.6 A family of self-adjoint elements {Ak =
∑
1≤i,j≤n a
(k)
ij ⊗ eij}1≤k≤m in M is called
a standard family of Voiculecu’s semicircular matrices if the following hold:
(a) {Re a(k)i,j , Im a(k)i,j | 1 ≤ i ≤ j ≤ n, 1 ≤ k ≤ m} is a family of free elements in N with respect
to τN
(b) Re a(k)i,j and Im a(k)i,j are semicircular elements of (0, 1√2n) in N with respect to τN , for 1 ≤
i < j ≤ n− 1, 1 ≤ k ≤ m.
(c) Each a(1)i,n is a quarter-circular element of (0, 1√n) in N with respect to τN , for 1 ≤ i < n− 1.
(d) Re a(k)i,n and Im a(k)i,n are semicircular elements of (0, 1√2n) in N with respect to τN , for 1 ≤
i ≤ n− 1, 2 ≤ k ≤ m.
(e) Each a(k)i,i is a semicircular element of (0, 1√n) inN with respect to τN , for 1 ≤ i ≤ n, 1 ≤ k ≤
m.
Following the notations as above, Voiculescu proved the following remarkable theorem.
Theorem 2.1 (From [11]) Suppose {Ak}1≤k≤m is a standard family of Voiculescu’s semicircular
matrices. Then {Dn, A1, . . . , Am} are free with respect to τM.
63 Uniqueness of Voiculescu’s Semicircular Matrix
Following the notations from preceding section, we let N be a von Neumann algebra with a tracial
state τN , and M be N ⊗Mn(C) for some integer n in N with the canonical tracial state τM. Let
{eij}ni,j=1 be the canonical system of matrix units of Mn(C) in M.
Our next proposition shows that if two self-adjoint elements share certain properties of freeness
and agree on first two moments then they have the same distributions.
Proposition 3.1 Suppose thatB =
∑
1≤i,j≤n bij⊗eij , X =
∑
1≤i,j≤n xij⊗eij are two self-adjoint
elements inM (with bij’s and xij’s inN ) such that, for some i0, j0, 1 ≤ i0 6= j0 ≤ n, the following
hold.
(a) B and {IN ⊗ ei0i0, IN ⊗ ej0j0} are free with respect to τM;
(b) X and {IN ⊗ ei0i0 , IN ⊗ ej0j0} are free with respect to τM;
(c) bj0i0bi0j0 (= b∗i0j0bi0j0) and bj0j0 are free with respect to τN ;
(d) xj0i0xi0j0 (= x∗i0j0xi0j0) and xj0j0 are free with respect to τN ;
(e) τM(B) = τM(X) and τM(B2) = τM(X2).
Then τM(Bm) = τM(Xm) for every m ≥ 1.
Proof: We need only to prove the proposition under the assumption that τM(B) = 0, τM(B2) = 1.
Otherwise we let B˜ = 1‖B−τM(B)‖2 (B− τM(B)) and X˜ = 1‖X−τM(X)‖2 (X − τM(X)). Then B˜ and
X˜ are self-adjoint elements that satisfy all conditions in the proposition and τM(B˜) = τM(X˜) =
0, τM(B˜2) = τM(X˜2) = 1. The result that τM(B˜m) = τM(X˜m) for every m ≥ 1 will imply that
τM(Bm) = τM(Xm).
If it brings no confusion, we will write IN ⊗ eij as eij .
Claim I: τN (bijbji) = τN (xijxji), ∀i, j ∈ {i0, j0}.
Note that we have, for any i ∈ {i0, j0}, j ∈ {i0, j0} and any A in M,
τM(eiiAejjA) = τM((eii − 1
n
)A(ejj − 1
n
)A)− 1
n
τM((ejj − 1
n
)AA)
− 1
n
τM((eii − 1
n
)AA) +
1
n2
τM(AA)
It follows from that facts τM(B) = τM(X) = 0, τM(B2) = τM(X2) = 1 and conditions (a), (b),
that
τM(eiiBejjB) = τM(eiiXejjX) ∀i, j ∈ {i0, j0}. (1)
i.e.
τN (bijbji) = τN (xijxji) ∀i, j ∈ {i0, j0}.
7Instead of proving τM(Bm) = τM(Xm) for every m ≥ 1, we are going to prove a stronger
result.
Claim II: For each positive integer m, we have
(i) τM(ei0i0(Bej0j0)m−1B) = τM(ei0i0(Xej0j0)m−1X).
(ii) τN ((bj0j0)m) = τN ((xj0j0)m).
(iii) For 2 ≤ l ≤ m, 1 ≤ t1, . . . , tl ≤ m with t1 + · · ·+ tl ≤ m+ 1, and s1, . . . , sl ∈ {i0, j0}, we
have τM((es1s1 − 1n)Bt1 . . . (eslsl − 1n)Btl) = τM((es1s1 − 1n)X t1 . . . (eslsl − 1n)X tl).
(iv) τM(ei0i0(Bej0j0)mB) = τM(ei0i0(Xej0j0)mX)
(v) τM(Bm+1) = τM(Xm+1)
The claim will be proved by the induction on m.
The case when m = 1: (i), (ii) are directly from conditions (a) and (b). (iv) is equation (1). (v)
is trivial.
The case when m = 2: (i), (ii) are from equation (1) directly. For any 1 ≤ t1, t2 ≤ 2, t1 + t2 ≤ 3
and {s1, s2} ⊂ {i0, j0}, we have that
τM((es1s1 −
1
n
)Bt1(es2s2 −
1
n
)Bt2)
= τM((es1s1 −
1
n
)(Bt1 − τM(Bt1) + τM(Bt1))(es2s2 −
1
n
)(Bt2 − τM(Bt2) + τM(Bt2)))
= τM((es1s1 −
1
n
)(Bt1 − τM(Bt1))(es2s2 −
1
n
)(Bt2 − τM(Bt2)))
+ τM((es1s1 −
1
n
)(τM(Bt1))(es2s2 −
1
n
)(Bt2 − τM(Bt2)))
+ τM((es1s1 −
1
n
)(Bt1 − τM(Bt1))(es2s2 −
1
n
)(τM(Bt2)))
+ τM((es1s1 −
1
n
)(τM(Bt1))(es2s2 −
1
n
)(τM(Bt2)))
= τM(Bt1)τM(Bt2)τM((es1s1 −
1
n
)(es2s2 −
1
n
)) (because of condition (a))
Similar argument shows that
τM((es1s1 −
1
n
)X t1(es2s2 −
1
n
)X t2) = τM(X t1)τM(X t2)τM((es1s1 −
1
n
)(es2s2 −
1
n
))
8Note that 1 ≤ t1, t2 ≤ 2 and τM(B) = τM(X), τM(B2) = τM(X2). We have that (iii) holds for
m = 2.
As for (iv), we know that
τM(ei0i0(Bej0j0)
2B) =
1
n
τN (bi0j0bj0j0bj0i0)
=
1
n
τN (bj0j0)τN (bj0i0bi0j0) (because of condition (c))
=
1
n
τN (xj0j0)τN (xj0i0xi0j0) (because of equation (1))
=
1
n
τN (xi0j0xj0j0xj0i0) (because of condition (d))
= τM(ei0i0(Xej0j0)
2X)
Now we are ready to prove (v). We have
τM(ei0i0(Bej0j0)
2B)
= τM((ei0i0 −
1
n
+
1
n
)B(ej0j0 −
1
n
+
1
n
)B(ej0j0 −
1
n
+
1
n
)B)
= τM((ei0i0 −
1
n
)B(ej0j0 −
1
n
)B(ej0j0 −
1
n
)B)
+
1
n
τM(B(ej0j0 −
1
n
)B(ej0j0 −
1
n
)B) +
1
n
τM((ei0i0 −
1
n
)BB(ej0j0 −
1
n
)B)
+
1
n
τM((ei0i0 −
1
n
)B(ej0j0 −
1
n
)BB) +
1
n2
τM(BB(ej0j0 −
1
n
)B)
+
1
n2
τM((ei0i0 −
1
n
)BBB) +
1
n2
τM(B(ej0j0 −
1
n
)BB)
+
1
n3
τM(BBB)
=
1
n3
τM(B3) (because of condition (c))
On the other hand, similar computation shows that
τM(ei0i0(Xej0j0)
2X) =
1
n3
τM(X3)
Combining with (iv), we know that τM(B3) = τM(X3).
The case when m = k + 1: Assume that (i), to (v) hold when m = k. Consider m = k + 1. We
9have
τM(ei0i0(Bej0j0)
kB) =
1
n
τN (bi0j0(bj0j0)
k−1bj0i0)
=
1
n
τN (bj0i0bi0j0)τN ((bj0j0)
k−1)
=
1
n
τN (xj0i0xi0j0)τN ((xj0j0)
k−1)
(because of (ii) of induction hypothesis)
=
1
n
τN (xi0j0(xj0j0)
k−1xj0i0)
= τM(ei0i0(Xej0j0)
kX)
So, (i) holds whenm = k+1. From (v) of induction hypothesis, we know that τM(Bi) = τM(X i)
for 1 ≤ i ≤ k + 1. Since B and ei0i0 are free, we have
τM((ei0i0B)
k+1) = τM((ei0i0X)
k+1).
It follows that τN ((bi0i0)k+1) = τM((xi0i0)k+1). Therefore (ii) holds.
As for (iii), when 2 ≤ l ≤ k + 1, 1 ≤ t1, . . . , tl ≤ k + 1 with t1 + · · · + tl ≤ k + 2, and
s1, . . . , sl ∈ {i0, j0}, we have
τM((es1s1 −
1
n
)Bt1 . . . (eslsl −
1
n
)Btl)
= τM((es1s1 −
1
n
)(Bt1 − τM(Bt1) + τM(Bt1)) . . . (eslsl −
1
n
)(Btl − τM(Btl) + τM(Btl)))
= τM((es1s1 −
1
n
)(Bt1 − τM(Bt1)) . . . (eslsl −
1
n
)(Btl − τM(Btl)))
+ τM(Bt1)τM((es1s1 −
1
n
)(es2s2 −
1
n
)(Bt2 − τM(Bt2)) . . . (eslsl −
1
n
)(Btl − τM(Btl)))
+ . . .
+ τM(Bt1)τM(Bt2) . . . τM(Btl)τM((es1s1 −
1
n
)(es2s2 −
1
n
)(es3s3 −
1
n
) . . . (eslsl −
1
n
))
= 0
+ τM(X t1)τM((es1s1 −
1
n
)(es2s2 −
1
n
)(X t2 − τM(X t2)) . . . (eslsl −
1
n
)(X tl − τM(X tl)))
+ . . .
+ τM(X t1)τM(X t2) . . . τM(X tl)τM((es1s1 −
1
n
)(es2s2 −
1
n
)(es3s3 −
1
n
) . . . (eslsl −
1
n
))
(because τM(Bi) = τM(X i) for 1 ≤ i ≤ k + 1 and B (or X) is free from {ei0i0, ej0j0})
= τM((es1s1 −
1
n
)X t1 . . . (eslsl −
1
n
)X tl),
10
which proves (iii) for m = k + 1.
As for (iv), we know that
τM(ei0i0(Bej0j0)
k+1B) =
1
n
τN (bi0j0(bj0j0)
kbj0i0)
=
1
n
τN ((bj0j0)
k)τN (bj0i0bi0j0)
=
1
n
τN ((xj0j0)
k)τN (xj0i0xi0j0) (because of (ii).)
=
1
n
τN (xi0j0(xj0j0)
kxj0i0)
= τM(ei0i0(Xej0j0)
k+1X)
Now we are ready to prove (v). We have
τM(ei0i0(Bej0j0)
k+1B)
= τM((ei0i0 −
1
n
+
1
n
)B(ej0j0 −
1
n
+
1
n
) . . . B(ej0j0 −
1
n
+
1
n
)B)
= τM((ei0i0 −
1
n
)B(ej0j0 −
1
n
) . . .B(ej0j0 −
1
n
)B) (= 0)
+
1
n
τM(B2(ej0j0 −
1
n
) . . .B(ej0j0 −
1
n
)) + . . .
+
1
n2
τM(B3(ej0j0 −
1
n
) . . . B(ej0j0 −
1
n
)) + . . .
+ . . .
+
1
nk+1
τM((ei0i0 −
1
n
)Bk+2) +
1
nk+1
τM((ej0j0 −
1
n
)Bk+2) + . . . (= 0)
+
1
nk+2
τM(Bk+2)
11
On the other hand, similar computation shows
τM(ei0i0(Xej0j0)
k+1X)
= τN ((ei0i0 −
1
n
+
1
n
)X(ej0j0 −
1
n
+
1
n
) . . .X(ej0j0 −
1
n
+
1
n
)X)
= τM((ei0i0 −
1
n
)X(ej0j0 −
1
n
) . . .X(ej0j0 −
1
n
)X) (= 0)
+
1
n
τM(X2(ej0j0 −
1
n
) . . .X(ej0j0 −
1
n
)) + . . .
+
1
n2
τM(X3(ej0j0 −
1
n
) . . .X(ej0j0 −
1
n
)) + . . .
+ . . .
+
1
nk+1
τM((ei0i0 −
1
n
)Xk+2) +
1
nk+1
τM((ej0j0 −
1
n
)Xk+2) + . . . (= 0)
+
1
nk+2
τM(Xk+2)
Combining with (iii) and (iv), we know that τM(Bk+2) = τM(Xk+2). i.e. (v) is proved for
m = k + 1. Q.E.D
Note that Voiculescu’s semicircular matrix always satisfies all conditions in Proposition 3.1.
Now we have
Theorem 3.1 Suppose that B =
∑
1≤i,j≤n bij ⊗ eij ,is a self-adjoint element in M (with bij’s in
N ) such that, for some i0, j0, 1 ≤ i0 6= j0 ≤ n,
1. B and {IN ⊗ ei0i0 , IN ⊗ ej0j0} are free with respect to τM;
2. b∗i0j0bi0j0 and bj0j0 are free in N are free with respect to τN .
Then B is a semicircular element of (τM(B), ‖B‖2).
Proof: Let X be a Voiculescu’s semicircular matrix, and B˜ = 1‖B−τM(B)‖2 (B − τM(B)). Using
Proposition 3.1, we have that τM(B˜m) = τM(Xm) for every m ∈ N. Hence B is a semicircular
element of (τM(B), ‖B‖2). Q.E.D.
By switching the order of i and j, same arguments as Corollary 3.1 will show the following.
Theorem 3.2 Suppose that B =
∑
1≤i,j≤n bij ⊗ eij ,is a self-adjoint elements in M (with bij’s in
N ) such that, for some i0, j0, 1 ≤ i0 6= j0 ≤ n,
1. B and {IN ⊗ ei0i0 , IN ⊗ ej0j0} are free with respect to τM;
2. bi0j0b∗i0j0 and bi0i0 are free with respect to τN .
12
Then B is a semicircular element of (τM(B), ‖B‖2).
Our next result describes the uniqueness of Voiculescu’s semicircular matrix. Let Dn be the
abelian von Neumann subalgebra generated by {IN ⊗ eii}1≤i≤n in M.
Proposition 3.2 Suppose that B =
∑
1≤i,j≤n bij ⊗ eij and X =
∑
1≤i,j≤n xij ⊗ eij are two self-
adjoint elements in M (with bij’s and xij’s in N ), such that
1. B and Dn are free with respect to τM;
2. X and Dn are free with respect to τM;
3. τM(Bm) = τM(Xm) for all m ≥ 1;
4. bin, xin are positive elements in N for all 1 ≤ i ≤ n− 1;
5. The spectrum of xin has no atom as the operator in N for all 1 ≤ i ≤ n− 1;
Then, {bij}1≤i,j≤n and {xij}1≤i,j≤n have the identical ∗-joint distribution in N with respect to the
tracial state τN .
Proof: Note that B (or X) is free from Dn in M and τM(Bm) = τM(Xm) for all m ≥ 1. We
have
τM((IN ⊗ ei1i1)B(IN ⊗ ei2i2)B · · · (IN ⊗ eimim)B)
= τM((IN ⊗ ei1i1)X(IN ⊗ ei2i2)X · · · (IN ⊗ eimim)X),
or
τN (bi1i2bi2i3 · · · bimi1) = τN (xi1i2xi2i3 · · ·ximi1), (2)
for all i1, . . . , im ∈ {1, . . . , n}. In particular, we have
τN ((binbni)m) = τN ((xinxni)m), for all m ≥ 0 . (3)
Since xin is a positive element whose spectrum has no atom as the operator in N for all 1 ≤ i ≤
n− 1, by functional calculus, we know that
IN ∈ {xin}′′ = the von Neumann subalgebra generated by xin in N .
= spanSOT{x2tin : 1 ≤ t ∈ N} (∗)
= spanSOT{x2t−1in : 1 ≤ t ∈ N}
By (3), we have
IN ∈ {bin}′′ = the von Neumann subalgebra generated by bin in N .
= spanSOT{b2tin : 1 ≤ t ∈ N} (∗∗)
= spanSOT{b2t−1in : 1 ≤ t ∈ N}
To prove the proposition, we will show the following lemma first.
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Lemma 3.1 Following the notions as above, we have that, for any 1 ≤ i1, . . . , i2m ≤ n,
τN (bi1i2bi3i4 · · · bi2m−1i2m) = τN (xi1i2xi3i4 · · ·xi2m−1i2m) (4)
Proof of Lemma: For 1 ≤ i1, . . . , i2m ≤ n, let i2m+1 be i1 and
S[i1, i2, . . . , i2m] = {i2j | i2j 6= i2j+1, 1 ≤ j ≤ m} ⊂ {i2, i4, . . . , i2m}.
Denote by l the cardinality of the set S[i1, i2, . . . , i2m]. There are two cases to be considered,
(i)m = 1 and (ii)m ≥ 2.
(i): When m = 1 and l = 0, (4) follows directly from (2). When m = l = 1, we need to
show that τN (bi1i2) = τN (xi1i2) for i1 6= i2. If one of i1 or i2 is equal to n, then τN (bi1i2bi2i1) =
τN (bi1i2b
∗
i1i2
) = τN (xi1i2xi2i1) = τN (xi1i2x
∗
i1i2
) by (3). Therefore τN (bi1i2) = τN (xi1i2) because
both bi1i2 and xi1i2 are positive. If none of i1 and i2 is equal to n, it induces from (2) that, for all
t1, t2 in N ∪ {0},
τN (bni1(bi1nbni1)
t1bi1i2(bi2nbni2)
t2bi2n) = τN (xni1(xi1nxni1)
t1xi1i2(xi2nxni2)
t2xi2n).
or (note that both bi1n and xi1n are positive.)
τN ((bi1n)
2t1+1bi1i2(bi2n)
2t2+1) = τN ((xi1n)
2t1+1xi1i2(xi2n)
2t2+1), ∀t1, t2 ∈ N ∪ {0}.
From (∗), (∗∗) it follows that
τN (bi1i2) = τN (xi1i2)
(ii): When m ≥ 2, we will use induction on l now.
Since (4) holds when l = 0, we might assume that (4) holds for l ≤ k. Consider the case when
l = k + 1. We need to show that
τN (bi1i2bi3i4 · · · bi2m−1i2m) = τN (xi1i2xi3i4 · · ·xi2m−1i2m), (5)
when the cardinality of the set S[i1, i2, . . . , i2m] is equal to k + 1. Since τN is a tracial state, we
can assume that i2 6= i3. There are three cases we have to consider: (a) i2 = n, i3 6= n, (b)
i2 6= n, i3 = n, (c) i2 6= n, i3 6= n.
(a): Assume that i2 = n, i3 6= n. Since cardinality of S[i1, i2, i3, i4 . . . , i2m] is equal to k + 1,
the cardinality of
S[i1, i2,
︷ ︸︸ ︷
i2, i3, i3, i2, . . . ,
︷ ︸︸ ︷
i2, i3, i3, i2,
︷︸︸︷
i2, i3, i3, i4, . . . , i2m]
is equal to k (here i2 = n). By hypothesis, we have that
τN (bi1n(bni3)
2t−1bi3i4 · · · bi2m−1i2m) = τN (xi1n(xni3)2t−1xi3i4 · · ·xi2m−1i2m), ∀t ∈ N.
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From (∗), (∗∗), we have that (5) holds for this family of {i1, . . . , i2m}.
(b): The proof of the case when i2 6= n, i3 = n is similar as (a).
(c): Assume that i2 6= n, i3 6= n. Since cardinality of S[i1, i2, i3, i4 . . . , i2m] is equal to k + 1,
the cardinality of
S[i1, i2,
︷ ︸︸ ︷
i2, n, n, i2, . . . ,
︷ ︸︸ ︷
i2, n, n, i2,
︷︸︸︷
i2, n,
︷︸︸︷
n, i3,
︷ ︸︸ ︷
i3, n, n, i3, . . . ,
︷ ︸︸ ︷
i3, n, n, i3, i3, i4, . . . , i2m]
is equal to k (here both i2, i3 are not equal to n). By hypothesis, we have that
τN (bi1i2(bi2n)
2t1−1(bni3)
2t2−1bi3i4 · · · bi2m−1i2m)
= τN (xi1i2(xi2n)
2t1−1(xi3n)
2t2−1xi3i4 · · ·xi2m−1i2m), ∀t1, t2 ∈ N.
From (∗), (∗∗), we have that (5) holds for this family of {i1, . . . , i2m}.
Hence the induction is completed, and the lemma is proved. Q.E.D.
Continue the proof of the Proposition 3.2: Note that B and X are two self-adjoint elements in
M. Thus bij = b∗ji and xij = x∗ji. From the preceding Lemma, we know that the *-joint distribution
of the family of elements {aij , 1 ≤ i, j ≤ n} is identical to the *-joint distribution of the family of
elements {xij , 1 ≤ i, j ≤ n} in N with respect to τN . Q.E.D.
Now we can prove our main theorems in this section.
Theorem 3.3 Suppose B =
∑
1≤i,j≤n bij ⊗ eij is a semicircular element of (0, 1) in M. If B and
Dn are free with respect to τM, then there is a family of unitary elements {u1, . . . , un} in N such
that U∗BU is a Voiculescu’s semicircular matrix, where U =
∑
1≤i≤n ui ⊗ eii.
Proof: Let uihi be the polar decomposition of bin in N for 1 ≤ i ≤ n − 1. Let un = IN ,
U =
∑
1≤i≤n ui ⊗ eii and B˜ = U∗BU =
∑
1≤i,j≤n u
∗
i bijuj ⊗ eij . Let X be a Voiculescu’s
semicircular matrix. It is easy to check that B˜ and X satisfy the conditions in Proposition 3.2.
Hence {u∗i bijuj}1≤i,j≤n and {xij}1≤i,j≤n have identical *-joint distributions in N . It follows that
B˜ is also a Voiculescu’s semicircular matrix. Q.E.D.
The proofs of Proposition 3.2 and Theorem 3.3 can be easily extended to the case of m-tuple
of semicircular matrices, B1, . . . , Bm when {B1, . . . , Bm,Dn} are free with respect to τM. We
present the following theorem whose proof is skipped.
Theorem 3.4 Suppose Bk =
∑
1≤i,j≤n b
(k)
ij ⊗ eij for 1 ≤ k ≤ m is a sequence of semicircular
elements of (0, 1) in M. If {B1, . . . , Bm,Dn} are free in M, then there is a family of unitary
elements {u1, . . . , un} in N such that {U∗BkU}1≤k≤m is a standard family of Voiculescu’s semi-
circular matrices, where U =
∑
1≤i≤n ui ⊗ eii ∈M.
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Remark: Theorem 3.3 can be viewed as the inverse statement of (Voiculescu’s) Theorem 2.1.
Corollary 3.1 Suppose Bk =
∑
1≤i,j≤n b
(k)
ij ⊗ eij for 1 ≤ k ≤ m is a sequence of semicircular
elements of (0, 1) in M. Then {B1, . . . , Bm,Dn} are free in M if and only if there is a family of
unitary elements {u1, . . . , un} inN such that {U∗BkU}1≤k≤m is a standard family of Voiculescu’s
semicircular matrices, where U =
∑
1≤i≤n ui ⊗ eii ∈M.
Combining with Theorem 3.1, we have the following characterization of semicircular elements in
M.
Theorem 3.5 Suppose B =
∑
1≤i,j≤n bij ⊗ eij is a self-adjoint element in M and free from Dn
with respect to τM. Then the following are equivalent.
(i) B is a semicircular element in M.
(ii) There is a family of unitary elements {u1, . . . , un} in N such that U∗BU is a Voiculescu’s
semicircular matrix, where U =
∑
1≤i≤n ui ⊗ eii.
(iii) For all i, j, 1 ≤ i 6= j ≤ n, b∗jibij and bjj are free in N with respect to the tracial state τN .
(iv) There are some i0, j0, 1 ≤ i0 6= j0 ≤ n, b∗i0j0bi0j0 and bj0j0 are free in N with respect to the
tracial state τN .
(v) For all i, j, 1 ≤ i 6= j ≤ n, bijb∗ij and bii are free in N with respect to the tracial state τN .
(vi) There are some i0, j0, 1 ≤ i0 6= j0 ≤ n, bi0j0b∗i0j0 and bi0i0 are free in N with respect to the
tracial state τN .
Proof: (i) ⇒ (ii) is from Theorem 3.3. (ii) ⇒ (iii) is from Definition 2.5. (iii) ⇒ (iv) is
trivial. (iv) ⇒ (i) is from Theorem 3.1. (ii) ⇒ (v) is from Definition 2.5. (v) ⇒ (vi) is trivial.
(vi)⇒ (i) is from Theorem 3.2. Q.E.D.
As a corollary of Theorem 3.4, we prove the following result of “free compression” in [7].
Corollary 3.2 Suppose Ak =
∑
1≤i,j≤n a
(k)
ij ⊗ eij for 1 ≤ k ≤ m is a sequence of self-adjoint
elements in M. If {A1, . . . , Am,Dn}1≤k≤m are free in M, then
(i) {a(1)ii , . . . , a(m)ii } is a free family in N for each 1 ≤ i ≤ n.
(ii) {a(1)ij1a(1)∗ij1 , . . . , a(m)ijma(m)∗ijm } is a free family in N for each 1 ≤ i, j1, . . . , jm ≤ n.
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Proof: We can assume that there exists a family of semicircular elements {X1, . . . , Xm} in M
such that {X1, . . . , Xm,Dn}1≤k≤m are free in M and each Ak is contained in the von Neumann
subalgebra generated by Xk in M for 1 ≤ k ≤ m. It follows from Theorem 3.4 that there
exists a family of unitary elements {u1, . . . , un} in N such that {U∗XkU}1≤k≤m is a standard
family of Voiculescu’s semicircular matrices, where U =
∑
1≤i≤n ui ⊗ eii. Assume that Xk =∑
1≤i,j≤n x
(k)
ij ⊗ eij . Therefore, from the definition of standard family of Voiculescu’s semicircular
matrices, we have {Re u∗ix(k)i,j uj, Im u∗ix(k)i,j uj | 1 ≤ i ≤ j ≤ n, 1 ≤ k ≤ m} is a family of free
elements in N with respect to τN .
Note that each Ak can be approximated by the polynomials ofXk in 2-norm ‖ · ‖2. So u∗ia(k)ii ui
can be approximated by the polynomials of {Re u∗sx(k)s,t ut, Im u∗sx(k)s,t ut | 1 ≤ s, t ≤ n} in 2-norm
‖ · ‖2. Since {Re u∗ix(k)i,j uj, Im u∗ix(k)i,j uj | 1 ≤ i ≤ j ≤ n, 1 ≤ k ≤ m} is a family of free elements
in N with respect to τN , we have that {u∗ia(1)ii ui, . . . , u∗ia(m)ii ui } is a free family in N for each
1 ≤ i ≤ n. Hence {a(1)ii , . . . , a(m)ii } is a free family in N for each 1 ≤ i ≤ n. Similarly, we also
have {a(1)ij1a(1)∗ij1 , . . . , a(m)ijma(m)∗ijm } is a free family in N for each 1 ≤ i, j1, . . . , jm ≤ n.
4 Matricial distance between two free semicircular elements.
Let M be a factor of type II1 with the traical state τM. Assume that M∼= N ⊗Mn for some pos-
itive integer n and a type II1 subfactor N with the tracial state τN . Let {eij}ni,j=1 be the canonical
system of matrix units of Mn and Dn be the subalgebra generated by {IN ⊗ eii}1≤i≤n in M. Let
En be the conditional expectation from M onto IN ⊗Mn.
Proposition 4.1 If B is a semicircular element of (0,1) in M, which is free from Dn with respect
to the trace τM, then
‖En(B)‖2 ≤ 7
n1/8
.
The proof of the proposition will be given in later subsection. We need to prove a few lemmas first.
4.1 Definition of x˜: perturbation of a semicircular element x
Let N1 be a type II1 von Neumann algebra with a traical state τ . Let u be a Haar unitary element
in N1 and A1 be the diffused abelian von Neumann subalgebra generated by u in N1. There is a
∗-isomorphism ψ from A1 onto L∞([0, 1], m) such that ψ(u) = e2pii·t, where m is the Lebesgue
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measure on [0, 1]. Let
s(t) =
∫ t
−r
2
pir2
√
r2 − t21dt1, for t ∈ [−r, r].
So,
ds
dt
=
2
pir2
√
r2 − t2; dt
ds
=
pir2
2
1√
r2 − t2 ,
and
s(−r) = 0; s(r) = 1.
Let t = g(s) be the inverse function of s = s(t). Then g(s) ∈ L∞([0, 1], m), g(0) = −r, g(1) = r,
and dt
ds
= g′(s). Since∫ 1
0
g(s)mds =
∫ r
−r
g(s(t))m
2
pir2
√
r2 − t2dt = 2
pir2
∫ r
−r
tm
√
r2 − t2dt,
we know that ψ−1(g(s)) defines an operator x, a semicircular element of (0, r), in A1. Let
f(s) =


g(r)
r2
s2 0 ≤ s ≤ r
g(s) r < s ≤ 1− r
g(1− r)
r2
(1− s)2 1− r ≤ s ≤ 1.
Definition 4.1 Define x˜, the perturbation of a semicircular element x, to be ψ−1(f(s)), the corre-
sponding element of f(s) in A1.
Lemma 4.1 Assume that x is a semicircular element of (0, r) in the abelian von Neumann subal-
gebra A1 generated by the Haar unitary u. And x˜ is defined as in Def. 4.1. Then we have∑
k 6=0
∣∣τ(x˜uk)∣∣ ≤ √5r 12
Proof: From the construction of x˜, we have
τ(x˜uk) =
∫ 1
0
f(s)e2piiksds = − 1
2piik
∫ 1
0
f ′(s)e2piiksds
Hence (∑
k 6=0
∣∣τ(x˜uk)∣∣
)2
≤
(∑
k 6=0
∣∣∣∣ 12piik
∣∣∣∣ ·
∣∣∣∣
∫ 1
0
f ′(s)e2piiksds
∣∣∣∣
)2
≤
(∑
k 6=0
∣∣∣∣ 12piik
∣∣∣∣2
)(∑
k 6=0
∣∣∣∣
∫ 1
0
f ′(s)e2piiksds
∣∣∣∣2
)
≤
∫ 1
0
|f ′(s)|2ds.
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Because ∫ r
0
|f ′(s)|2ds =
∫ r
0
|g(r)|2
r4
(2s)2ds =
4
3
|g(r)|2
r
≤ 4
3
r ( since |g(r)| ≤ r)∫ 1
1−r
|f ′(s)|2ds ≤ 4
3
r ( similar as the preceding one)∫ 1−r
r
|f ′(s)|2ds =
∫ 1−r
r
|g′(s)|2ds =
∫ g(1−r)
g(r)
∣∣∣∣dtds
∣∣∣∣2 dsdt dt
=
∫ g(1−r)
g(r)
(
pir2
2
)2
1
r2 − t2 ·
2
pir2
√
r2 − t2dt
=
pir2
2
∫ g(1−r)
g(r)
d( t
r
)√
1− ( t
r
)2
≤ pir
2
2
∫ 1
−1
dt√
1− t2 ≤ r, ( when r is small enough.)
we have ∫ 1
0
|f ′(s)|2ds =
∫ r
0
|f ′(s)|2ds+
∫ 1−r
r
|f ′(s)|2ds+
∫ 1
1−r
|f ′(s)|2ds,
≤ 4
3
r +
4
3
r + r ≤ 5r;
(
∑
k 6=0
∣∣τ(x˜uk)∣∣)2 ≤ ∫ 1
0
|f ′(s)|2ds ≤ 5r;
∑
k 6=0
∣∣τ(x˜uk)∣∣ ≤ √5r 12
Q.E.D.
Using the preceding notations, we have the following inequality.
Lemma 4.2 For any two elements {w1, w2} in N1 with ||wi|| ≤ 1, we have
|τ(w1xw2)|2 ≤ |τ(w1x˜w2)|2 + 6r 52 .
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Proof: By the definition of x˜, we get,
‖x− x˜‖22 =
∫ 1
0
|g(s)− f(s)|2ds
≤
∫ r
0
|g(s)− g(r)
r2
s2|2ds+
∫ 1
1−r
|g(s)− g(1− r)
r2
(1− s)2|2ds
≤
∫ r
0
|g(s)|2ds+
∫ 1
1−r
|g(s)|2ds
(as g(r) ≤ 0, g(s) ≤ 0 when 0 ≤ s ≤ r and g(1− r) ≥ 0, g(s) ≥ 0 when 1− r ≤ s ≤ 1)
≤ r2 · r + r2 · r = 2r3.
Therefore, for any two elements w1, w2 in N1 with ‖w1||, ||w2|| ≤ 1, we have
|τ(w1xw2)− τ(w1x˜w2)|2 ≤ ||x− x˜||22 ≤ 2r3.
And ∣∣|τ(w1xw2)|2 − |τ(w1x˜w2)|2∣∣
≤ |τ(w1xw2)− τ(w1x˜w2)| · (|τ(w1xw2)|+ |τ(w1xw2)− (τ(w1xw2)− τ(w1x˜w2))|)
≤
√
2r
3
2 (||x||2 + ||x||2 +
√
2r
3
2 ) < 6r
5
2
It follows that,
|τ(w1xw2)|2 ≤ |τ(w1x˜w2)|2 + 6r 52 .
4.2 Some analysis on free group factors
Let Σ be an index set, F (Σ) be the free group with the standard generators {gα}α∈Σ. Let λ be the
left regular representation of F (Σ) and L(F (Σ)) be the free group factor associated with the group
F (Σ) with standard generators {λ(gα)}α∈Σ.
Fix some index α in Σ. We are going to group the elements of F (Σ) into following sets.Let
ES = {w ∈ F (Σ) | w is a reduced word ending with gmα such that m 6= 0}
SS = {w ∈ F (Σ) | w is a reduced word starting with gnα such that n 6= 0}
ET = F (Σ) \ ES,
ST = F (Σ) \ ET.
Note that every element g in ES can be expressed as agmα for some reduced word a (not ending
with gα) and nonzero integers m; and every element h in SS can be expressed as gnαb for some
reduced word b (not starting with gα) and nonzero integers n. Then for every w in L(F (Σ)), we
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get the expression of w as
w =
∑
g∈ET∪ES
w(g)ug =
∑
agmα ∈ES
E(a,m)λ(a)λ(gα)
m +
∑
a∈ET
E(a, 0)λ(a)
w =
∑
h∈ST∪SS
w(h)uh =
∑
gnαb∈SS
S(a,m)λ(gα)
nλ(b) +
∑
b∈ST
S(b, 0)λ(b)
where w(·),E(·, ·),S(·, ·) are the scalars. By allowing m,n equal to zero, we can simply express
w as
w =
∑
agmα ∈F (Σ)
E(a,m)λ(a)λ(gα)
m
w =
∑
gnαb∈F (Σ)
S(b, n)λ(gα)
nλ(b)
Now we define the norms || · ||(α,E) and || · ||(α,S) as
|| w ||(α,E) =
√∑
g∈ES
|w(g)|2 =
√ ∑
agmα ∈ES
|E(a,m)|2
|| w ||(α,S) =
√∑
h∈SS
|w(h)|2 =
√ ∑
gnαb∈SS
|S(b, n)|2
It is easy to see that, for every w in L(F (Σ)), we have∑
α∈Σ
|| w ||2(α,E) ≤ ||w||22,
∑
α∈Σ
|| w ||2(α,S) ≤ ||w||22. (#)
4.3 Another Estimation
Following the notations from preceding subsection, we let Σ be the index set; λ be the left reg-
ular representation of F (Σ) and L(F (Σ)) be the free group factor with the standard generators
{λ(gα)}α∈Σ. For each α ∈ Σ, let yα be any self-adjoint element in the von Neumann subalgebra
generated by λ(gα) such that τ(yα) = 0.
Fix some index α from Σ. Let w1, w2 be two elements in L(F (Σ)). Then
w1 =
∑
agmα ∈F (Σ)
Ew1(a,m)λ(a)λ(gα)
m
w2 =
∑
gnαb∈F (Σ)
Sw2(b, n)λ(gα)
nλ(b)
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where Ew1(·, ·),Sw2(·, ·) are the scalars. Hence
τ(w1yαw2) = τ
( ∑
a,b,m,n
Ew1(a,m)λ(a)λ(gα)
myαSw2(b, n)λ(gα)
nλ(b)
)
=
∑
a,b,m,n
Ew1(a,m)Sw2(b, n)τ(yαλ(gα)
m+n)λ(gα)
nλ(b)
= I1 + I2 + I3
where
I1 =
∑
a,m=0,n 6=0
Ew1(a, 0)Sw2(a
−1, n)τ(yαλ(gα)n)
I2 =
∑
a,m6=0,n=0
Ew1(a,m)Sw2(a
−1, 0)τ(yαλ(gα)m)
I3 =
∑
a,m6=0,n 6=0
Ew1(a, 0)Sw2(a
−1, n)τ(yαλ(gα)m+n)
Lemma 4.3 Let yα be a self-adjoint element in the von Neumann subalgebra generated by Haar
unitary λ(gα) such that τ(yα) = 0. We have the following inequalities.
|I1| ≤ ||w1||2||w2||α,S||yα||2
|I2| ≤ ||w1||α,E||w2||2||yα||2
|I3| ≤ ||w1||α,E||w2||α,S
(∑
k
|τ(yαλ(gα)k)|
)
Proof: From Cauchy Schwartz inequality, we know that
|I1| ≤
∑
n 6=0

√∑
a
|Ew1(a, 0)|2
√∑
a
|Sw2(a−1, n)|2

 |τ(yαλ(gα)n)|
≤
√∑
a
|Ew1(a, 0)|2
√∑
a,n 6=0
|Sw2(a−1, n)|2
√∑
n 6=0
|τ(yαλ(gα)n)|2
=
√∑
a∈ET
|Ew1(a, 0)|2
√ ∑
gnαa
−1∈SS
|Sw2(a−1, n)|2||yα||2
≤ ||w1||2||w2||α,S||yα||2
Similarly, we have
|I2| ≤ ||w1||α,E||w2||2||yα||2
22
And
|I3| =
∑
a,k 6=0,n 6=0
Ew1(a, k − n)Sw2(a−1, n)τ(yαλ(gα)k)
≤
∑
k 6=0

√ ∑
agnα∈ES
|Ew1(a, k − n)|2
√ ∑
gnαa
−1∈SS
|Sw2(a−1, n)|2

 |τ(yαλ(gα)k)|
≤ ||w1||α,E||w2||α,S
(∑
k
|τ(yαλ(gα)k)|
)
Q.E.D.
4.4 Proof of Proposition 4.1
Proof of Proposition 4.1: Note that B can be written as
∑
1≤i,j≤n bij ⊗ eij with bij in N and
||En(B)||22 = ||En(
∑
1≤i,j≤n
bij ⊗ eij)||22 =
1
n
∑
1≤i,j≤n
|τN (bij)|2.
Since the semicircular element B and Dn are free with respect to the trace τM, by Theorem 3.5,
there are unitary elements u1, . . . , un in N such that UBU∗ =
∑
1≤i,j≤n aij ⊗ eij is a Voiculescu’s
semicircular matrix, where U =
∑
i ui ⊗ eii. Therefore,
B =
∑
1≤i,j≤n
bij ⊗ eij = U∗UBU∗U =
∑
1≤i,j≤n
(uiaiju
∗
j)⊗ eij , so bij = uiaiju∗j .
where τ(aij) = 0 and τ(aija∗ij) = 1/n. We have
1
n
∑
1≤i,j≤n
|τN (bij)|2 = 1
n
∑
1≤i≤n
|τN (bin)|2 (6)
+
1
n
∑
1≤j≤n−1
|τN (bnj)|2 (7)
+
1
n
∑
1≤i,j≤n−1
|τN (bij)|2 (8)
From Cauchy-Schwartz inequality, we have
(6) =
1
n
∑
1≤i≤n
|τN (bin)|2 = 1
n
∑
1≤i≤n
|τN (uiainun)|2
≤ 1
n
∑
1≤i≤n
|τN (uiaina∗inu∗i )τN (u∗nun)|
=
1
n
∑
1≤i≤n
1
n
=
1
n
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Similarly, we have
(7) =
1
n
∑
1≤j≤n−1
|τN (bnj)|2 ≤ 1
n
Now we estimate (8),
(8) =
1
n
∑
1≤i,j≤n−1
|τN (bij)|2 = 1
n
∑
1≤i,j≤n−1
|τN (uiaiju∗j)|2
=
1
n
∑
1≤i≤n−1
|τN (uiaiiu∗i )|2 +
2
n
∑
1≤i<j≤n−1
|τN (uiaiju∗j)|2
= 0 +
2
n
∑
1≤i<j≤n−1
|τN (uiaiju∗j)|2 =
2
n
∑
1≤i<j≤n−1
|τN (uiaiju∗j)|2
≤ 4
n
∑
1≤i<j≤n−1
|τN (uixiju∗j)|2 (9)
+
4
n
∑
1≤i<j≤n−1
|τN (uiyiju∗j)|2 (10)
(where xij , yij are the real and imaginal parts of aij .)
Note that, sinceUBU∗ =
∑
1≤i,j≤n aij⊗eij is a Voiculescu’s semicircular matrix, {xij , yij}1≤i<j≤n−1
is a free family of semicircular elements of (0, r) with r = 1√
2n
.
Let Σ be the index set {〈i, j〉}1≤i<j≤n−1. Let N1 be the von Neumann subalgebra generated by
{xij}1≤i<j≤n−1 in N , which is ∗−isomorphic to the free group factor L(F (Σ)). Note that N1 is a
subfactor of N . By [10], there exists a family of vectors {ξs}s∈I ⊂ L2(N , τN ) such that, for each
ui,
ui =
∑
s
ξsEN1(ξ
∗
sui) =
∑
s
ξsw(i, s),
where w(i, s) = EN1(ξ∗sui) ∈ N1, and EN1(ξ∗sξt) = δstfs, with fs projections inN1. And it is easy
to see that ∑
s
||fsw(i, s)||22 = ||ui||22. (##)
Therefore,
τN (uixiju∗j) =
∑
s1,s2
τN (ξs1w(i, s1)xijw(j, s2)
∗ξ∗s2)
=
∑
s1,s2
τN (EN1(ξ
∗
s2
ξs1)(w(i, s1)xijw(j, s2)
∗))
=
∑
s1
τN ((fs1w(i, s1))xij(fs1w(j, s1))
∗))
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For every α = 〈i, j〉, w1 = fs1w(i, s1), w2 = (fs1w(j, s1))∗, x = xij and yα = x˜, we applied
Lemma 4.1 and 4.3, and obtained the following.
|τN ((fs1w(i, s1))x˜ij(fs1w(j, s1))∗))| ≤ ‖fs1w(i, s1)‖2||fs1w(j, s1)||(〈i,j〉,S) · r
+ ‖fs1w(i, s1)‖(〈i,j〉,E)||fs1w(j, s1)||2 · r
+ ||fs1w(i, s1)||(〈i,j〉,E)||fs1w(j, s1)||(〈i,j〉,S) ·
√
5r
1
2
It follows that
|τ(uix˜iju∗j)| = |
∑
s1
τN ((fs1w(i, s1))xij(fs1w(j, s1))
∗))|
≤
∑
s1
(‖fs1w(i, s1)‖2||fs1w(j, s1)||(〈i,j〉,S) · r
+ ‖fs1w(i, s1)‖(〈i,j〉,E)||fs1w(j, s1)||2 · r
+ ||fs1w(i, s1)||(〈i,j〉,E)||fs1w(j, s1)||(〈i,j〉,S) ·
√
5r
1
2
)
By Lemma 4.2, we obtain
|τN (uixiju∗j)|2 ≤ |τ(uix˜iju∗j)|2 + 6r
5
2 .
≤
∣∣∣∣∣∑
s1
(‖fs1w(i, s1)‖2||fs1w(j, s1)||(〈i,j〉,E) · r)
+
∑
s1
(‖fs1w(i, s1)‖(〈i,j〉,E)||fs1w(j, s1)||2 · r)
+
∑
s1
(||fs1w(i, s1)||(〈i,j〉,E)||fs1w(j, s1)||(〈i,j〉,S) ·
√
5r
1
2 )
∣∣∣∣∣
2
+ 6r5/2
≤ 3
∣∣∣∣∣∑
s1
(‖fs1w(i, s1)‖2||fs1w(j, s1)||(〈i,j〉,S) · r)
∣∣∣∣∣
2
+ 3
∣∣∣∣∣∑
s1
(||fs1w(i, s1)||(〈i,j〉,E)||fs1w(j, s1)||2 · r)
∣∣∣∣∣
2
+ 3
∣∣∣∣∣∑
s1
(||fs1w(i, s1)||(〈i,j〉,E)||fs1w(j, s1)||(〈i,j〉,S) ·
√
5r
1
2 )
∣∣∣∣∣
2
+ 6r5/2
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≤ 3r2(
∑
s1
||fs1w(j, s1)||2(〈i,j〉,S))(
∑
s1
||fs1w(i, s1)||2)
+ 3r2(
∑
s1
||fs1w(i, s1)||2(〈i,j〉,E))(
∑
s1
||fs1w(j, s1)||2)
+ 15r(
∑
s1
||fs1w(j, s1)||2(〈i.j〉,S)(
∑
s1
||fs1w(i, s1)||2(〈i,j〉,E))
+ 6r5/2
≤ 3r2
∑
s1
(||fs1w(j, s1)||2(〈i,j〉,S) + ||fs1w(i, s1)||2(〈i,j〉,E)) (because of (##))
+ 15r(
∑
s1
||fs1w(j, s1)||2(〈i,j〉,S))(
∑
s1
||fs1w(i, s1)||2(〈i,j〉,E))
+ 6r5/2
Therefore
(9) ≤ 4
n
∑
1≤i<j≤n−1
|τN (uixiju∗j)|2
≤ 4
n
∑
1≤i<j≤n−1
(
3r2
∑
s1
(||fs1w(j, s1)||2(〈i,j〉,S) + ||fs1w(i, s1)||2(〈i,j〉,E))
+15r(
∑
s1
||fs1w(j, s1)||2(〈i,j〉,S))(
∑
s1
||fs1w(i, s1)||2(〈i,j〉,E)) + 6r5/2
)
≤ 12r
2
n
∑
1≤j≤n−1
∑
s1
∑
i
||fs1w(j, s1)||2(〈i,j〉,S) +
12r2
n
∑
1≤i≤n−1
∑
s1
∑
j
||fs1w(i, s1)||2(〈i,j〉,E)
+
60r
n
∑
1≤i≤n−1
∑
s1
∑
j
||fs1w(i, s1)||2(〈i,j〉,E) +
24r5/2
n
∑
1≤i<j≤n−1
1
≤ 12r
2
n
∑
1≤j≤n−1
1 +
12r2
n
∑
1≤i≤n−1
1 +
60r
n
∑
1≤i≤n−1
1 +
24r5/2
n
∑
1≤i<j≤n−1
1
(because of (#) and (##))
≤ 24r2 + 60r + 12r5/2n
Similarly, we also have
(10) ≤ 24r2 + 60r + 12r5/2n.
Combining all of the above, we have
‖En(B)‖22 =
1
n
∑
1≤i,j≤n
|τN (bij)|2 ≤ 2
n
+ 48r2 + 120r + 24r5/2n ≤ 49√r < 49
4
√
n
,
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where 2r2 = τN (bijb∗ij) = 1n . Q.E.D.
4.5 Definition of matricial distance of two elements
Definition 4.2 Let M be a factor of type II1 with the traical state τ . Let A be a diffused abelian
von Neumann subalgebra of M. Let Sn be the set consisting of the type In subfactors Mn of M
such that A ∩Mn is a n−dimensional subalgebra. Then, for any element b in M, the matricial
distance between A and b is defined as,
MatD(A, b) = lim inf
n→∞
inf
Mn∈Sn
{‖b−EMn(b)‖2, where EMn is the conditional expectation
from M onto Mn }
Definition 4.3 Let a be a self-adjoint element in M such that a generates a diffused abelian von
Neumann subalgebra A of M. Then, for any element b in M, the matricial distance between a
and b is defined as
MatD(a, b) = MatD(A, b).
Definition 4.4 Let A, B be two diffused abelian von Neumann subalgebras of M. Then, the
matricial distance between A and B is defined as
MatD(A,B) = inf{MatD(A, b)/||b||2 | b ∈ B such that EA(b) = 0}.
From Proposition 4.1, we can easily have
Theorem 4.1 Let M be a factor of type II1. Suppose that a and b are two free semicircular
elements of (0, 1) in M. Then
MatD(a, b) = 1.
Question: It is very interesting to consider the following question: Suppose R is the hyperfinite
II1 factor and A is a maximal abelian self-adjoint subalgebra of R. Does there exist some x in R
but not contained in A such that MatD(A, x) = 0?
Remark: A positive answer to the preceding question, combining with Theorem 4.1, will imply
Popa’s result that any one of standard generator of free group factor L(F (n)) is not contained in
any hyperfinite II1 subfactor of L(F (n)).
Remark: The further computation of matricial distance between two free self-adjoint elements in
a type II1 factor will be carried out in our forthcoming paper.
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