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Abstract. In the first part of this paper, we survey results that are associated with three types of Laplacian
matrices:difference, normalized, and signless. We derive eigenvalue and eigenvector formulaes for paths and
cycles using circulant matrices and present an alternative proof for finding eigenvalues of the adjacency matrix
of paths and cycles using Chebyshev polynomials. Even though each results is separately well known, we unite
them, and provide uniform proofs in a simple manner. The main objective of this study is to solve the problem
of finding graphs, on which spectral clustering methods and normalized cuts produce different partitions. First,
we derive a formula for a minimum normalized cut for graph classes such as paths, cycles, complete graphs,
double-trees, cycle cross paths, and some complex graphs like lollipop graph LPn,m, roach type graph Rn,k, and
weighted path Pn,k. Next, we provide characteristic polynomials of the normalized Laplacian matrices L(Pn,k)
andL(Rn,k). Then, we present counter example graphs based on Rn,k, on which spectral methods and normalized
cuts produce different clusters.
Keywords. spectral clustering, normalized Laplacian matrices, difference Laplacian matrices, signless Laplacian
matrices, normalized cut
1. Introduction
Clustering techniques are common in multivariate data analy-
sis, data mining, machine learning, and so on. The goal of the
clustering or partitioning problem is to find groups such that
entities within the same group are similar and different groups
are dissimilar. In the graph-partitioning problem, much atten-
tion is given to find the precise criteria to obtain a good parti-
tion. Clustering methods that use eigenvalues and eigenvectors
of matrices associated with graphs are called spectral clustering
methods and are widely used in graph- partitioning problems.
In particular, eigenvalues and eigenvectors of Laplacian matri-
ces play a vital role in graph-partitioning problems. In 1973,
Fiedler defined the second smallest eigenvalue λ2 of a differ-
ence Laplacian matrix as the algebraic connectivity of a graph
[7]. In 1975, he showed that we can decompose a graph G
into two connected components by only using the sign structure
of an eigenvector related to the second smallest eigenvalue [8].
In 2001, Fiedler’s investigation was extended by Davies using
the discrete nodal domain theorem [5]. Laplacian, normalized
Laplacian, and adjacency matrices with negative entries can be
used with the nodal domain theorem. This theorem is useful to
identify the number of connected sign graphs of a given graph
on the basis of their eigenvectors and eigenvalues.
In 1984, Buser [3] investigated the graph invariant quantity
i(G) = min
U
|∂U |
|U | , which considers the relationship between size
of a cut and the size of a separated subset U. He defined the
isoperimetric number i(G), and the optimal bisection was given
by the minimum i(G). Guattery and Miller [9, 10] considered
two spectral separation algorithms that partition the vertices on
the basis of the values of their corresponding entries in the sec-
ond eigenvector and, in 1995, they provided some counter ex-
amples for which each of these algorithms produce poor sepa-
rators. They used an eigenvector based on the second smallest
eigenvalue of a difference Laplacian matrix as well as a specified
number of eigenvectors corresponding to the smallest eigenval-
ues. Finally, they extended it to the generalized version of spec-
tral methods that allows for the use of more than a constant num-
ber of eigenvectors and showed that there are some graphs for
which the performance of all the above spectral algorithms was
poor. We follow their methods especially in the cases of graph
automorphism and even -odd eigenvector theorem for the con-
crete classes of graphs such as roach graphs, double-trees, and
double-tree cross paths. We prefer to use a normalized Lapla-
cian matrix rather than a difference Laplacian matrix, and de-
scribe these properties in terms of formal graph notation.
In 1997, Fan Chung [4] discussed the most important theo-
ries and properties regarding eigenvalues of normalized Lapla-
cian matrices and their applications to graph separator prob-
lems. She considered the partitioning problem using Cheeger
constants and derived fundamental relations between the eigen-
values and Cheeger constants. In 2000, Shi and Malik [14] pro-
posed a measure of disassociation, called normalized cut, for
the image segmentations. This measure computed the cut cost
as a fraction of total edge connections. The normalized cut is
used to minimize the disassociation between groups and maxi-
mize the association within groups. However, minimization of
normalized cut criteria is an non-deterministic polynomial-time
hard (NP- hard) problem. Therefore, approximate discrete so-
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2lutions are required. The solution to the minimization problem
of the normalized cut is given by the second smallest eigenvec-
tor of the generalized eigensystem, (D − W)y = λDy, where D
is the diagonal matrix with vertex degrees and W is a weighted
adjacency matrix. Shi and Malik used a minimum normalized
cut value as a splitting point and found a bisection using the
second smallest eigenvector. They realized that the eigenvectors
are well separated and that this type of splitting point is very re-
liable. The normalized cut introduced by Shi and Malik [14] is
useful in several areas. This measure is of interest not only for
image segmentation but also for network theories and statistics
[1, 13, 12, 6, 15].
In this study, we review the known results regarding the dif-
ference, normalized, and signless Laplacian matrices. Then,
we give uniform proofs for the eigenvalues and eigenvectors of
paths and cycles. Next, we analyze the minimum normalized
cut from the view point of connectivity of graphs and compare
the results with those of the spectral bisection method. Special
emphasis is given to classify the graphs, that poorly perform on
spectral bisections using normalized Laplacian matrices. We use
the term Mcut(G) to represent the minimum normalized cut and
Lcut(G) to represent the normalized cut of the bipartition cre-
ated by the second smallest eigenvector of the normalized Lapla-
cian based on the sign pattern. Finding Mcut(G) for a graph is
NP-hard. However, we derive a formula for Mcut(G) for some
basic classes of graphs such as paths, cycles, complete graphs,
double-trees, cycle cross paths, and some complex graphs like
lollipop type graphs LPn,m, roach type graphs Rn,k and weighted
paths Pn,k. Next, we present characteristic polynomials of the
normalized Laplacian matrices L(Pn,k) and L(Rn,k). We provide
counter example graphs on the basis of a graph Rn,k on which
Mcut(G) and Lcut(G) have different values.
This paper is organized as follows. In section 2, we present
basic terminologies and key results related to the difference, nor-
malized, and signless Laplacian matrices. In particular, we sum-
marize the upper and lower bounds of the second smallest eigen-
values. We also define graphs that are used in other sections us-
ing formal notation. In section 3, we review the properties of the
Mcut(G) of graphs and derive formulae for the Mcut(G) of some
basic classes of graphs and some complex graphs such as Rn,k,
Pn,k, and LPn,m. In section 4, we consider the eigenvalues and
eigenvectors of paths and cycles for the three types of Lapla-
cian matrices introduced above. In particular, we review the
eigenvalue formulae for the three types of Laplacian matrices
using circulant matrices and then review an alternative proof for
the eigenvalues of adjacency matrices of paths and cycles using
Chebyshev polynomials. We also give concrete formulae for the
characteristic polynomials of the normalized Laplacian matrices
L(Pn,k) and L(Rn,k). In section 5, we provide counter example
graphs for which spectral techniques perform poorly compared
with the normalized cut. Specifically, we find the conditions for
which Mcut(G) and Lcut(G) have different values on the Rn,k
graph.
2. Preliminaries
An undirected graph is an ordered pair G = (V(G), E(G)), where
V(G) is a finite set, elements of which are called vertices, and
we represent V(G) as V(G) = {v1, v2, . . . , vn}. E(G) is a set of
two-element subsets of V(G), called edges. Conventionally, we
denote an edge {vi, v j} by (vi, v j) in this paper. Two vertices vi
and v j of G are called adjacent, if (vi, v j) ∈ E(G). For simplicity,
sometimes we use V instead of V(G) and E instead of E(G).
The number of vertices in G is the order of G and the number of
edges is the size of G. For a given subset S ⊆ V , |S | represent
the size of the set S . For a subset A ⊆ V , we represent the set
of vertices not belongs to A as V \ A = {vi | vi < A}. A graph of
order 1 is called a trivial graph. A graph which has two or more
vertices is called a nontrivial graph. A graph of size 0 is called
an empty graph. Assume that all graphs in this paper are finite,
undirected and have edge weight 1.
Definition 1 (Adjacency matrix). Let G = (V, E) be a graph and
|V | = n. The adjacency matrix A(G) = (ai j) of an undirected
graph G is a n × n matrix whose entries are given by
ai j =
{
1 if (vi, v j) ∈ E,
0 otherwise.
Definition 2 (Degree). The degree di of a vertex vi of a graph G
is defined as di =
n∑
j=1
ai j. Minimum and maximum degree of a
graph G are denoted by δ(G) and 4(G), respectively.
Definition 3 (Degree Matrix). The diagonal matrix of a graph G
is denoted by D(G) = diag(d1, d2, . . . , dn), where di is the degree
of a vertex vi.
Note: For simplicity, sometimes we use D instead of D(G).
Definition 4 (Volume). The volume of a graph G = (V, E) de-
noted by vol(G) =
|V |∑
i=1
di, is the sum of the degrees of vertices in
V . The volume of a subset A ⊂ V is denoted by vol(A) =
∑
i∈A
di.
Definition 5 (Edge Connectivity). The edge connectivity of a
graph G is denoted by κ′(G), is the minimum number of edges
needed to remove in order to disconnect the graph. A graph is
called k-edge connected if every disconnecting set has at least k
edges. A 1-edge connected graph is called a connected graph.
Definition 6 (Cartesian product). The Cartesian product of
graphs G and H is denoted by GH = (V(GH), E(GH)),
where V(GH) = V(G)×V(H) and E(GH) = {(u1, v1), (u2, v2)
| u1 = u2 and (v1, v2) ∈ E(H) or v1 = v2 and (u1, u2) ∈ E(G)}.
We note that G1G2  G2G1, δ(G1G2) = δ(G1) + δ(G2),
and κ′(GH) = min{κ′(G)|V(H)|, κ′(H)|V(G)|, δ(G) + δ(H)}.
Definition 7 (Path). Let G = (V, E) be a graph. A path in a
graph is a sequence of vertices such that from each of its ver-
tices there is an edge to the next vertex in the sequence. This is
denoted by P = (u = v0, v1, . . . , vk = v), where (vi, vi+1) ∈ E for
0 ≤ i ≤ k − 1. The length of the path is the number of edges
encountered in P.
Definition 8 (Shortest Path). Let G = (V, E,w) be a weighted
graph. Let P be a set of paths from vertex i to j. Denote `(p),
the length of the path p ∈ P. Then p is a shortest path if `(p) =
minp′∈P `(p′).
Definition 9 (Distance). The distance between two vertices
i, j ∈ V of the graph G is denoted by dist(i, j) is the length of a
3shortest path between vertex i and j.
Definition 10 (Diameter). The diameter of a graph G = (V, E)
is given by diam(G) = max{dist(i, j) | i, j ∈ V}.
Definition 11 (Permutation matrix). Let G = (V, E) be a graph.
The permutation φ defined on V can be represented by a permu-
tation matrix P = (pi j), where
pi j =
{
1 if vi = φ(v j),
0 otherwise.
Definition 12 (Automorphism). Let G = (V, E) be a graph.
Then a bijection φ : V → V is an automorphism of G if
(vi, v j) ∈ E then (φ(vi), φ(v j)) ∈ E. In other words automor-
phisms of G are the permutations of vertex set V that maps edges
onto edges.
Proposition 1 (Biggs [2]). Let A(G) be the adjacency matrix of
a graph G = (V, E), and P be the permutation matrix of permu-
tation φ defined on V. Then φ is an automorphism of G if and
only if PA = AP.

Definition 13 (Weighted graph). A weighted graph is denoted
by G = (V, E,w), where w : E →<.
Definition 14 (Weighted adjacency matrix). The weighted ad-
jacency matrix W = (wi j) is defined as
wi j =
{
w(i, j) if (i, j) ∈ E,
0 otherwise.
The degree di of a vertex vi of a weighted graph is defined
by di =
n∑
j=1
wi j. Unweighted graphs are special cases, where all
edge weights are 0 or 1.
Definition 15 (Graph cut). A subset of edges which disconnects
the graph is called a graph cut. Let G = (V, E,w) be a weighted
graph and W = (wi j) the weighted adjacency matrix. Then for
A, B ⊂ V and A∩ B = ∅, the graph cut is denoted by cut(A, B) =∑
i∈A, j∈B
wi j.
Definition 16 (Isoperimetric number). The isoperimetric num-
ber i(G) of a graph G of order n ≥ 2 is defined as
i(G) = min{cut(S ,V \ S )|S | , S ⊂ V, 0 < |S | ≤
n
2
}.
Definition 17 (Cheeger Constant-edge expansion). Let G =
(V, E) be a graph. For a nonempty subset S ⊂ V , define
hG(S ) =
cut(S ,V \ S )
min(vol(S ), vol(V \ S )) . The Cheeger constant(edge
expansion) hG is defined as hG = min
S
hG(S ).
Definition 18 (Cheeger constant-vertex expansion). Let G =
(V, E) be a graph. For a nonempty subset S ⊂ V , define
gG(S ) =
vol(δS )
min(vol(S ), vol(V \ S )) , where δS = {v < S : (u, v) ∈
E, u ∈ S }. Then the Cheeger constant(vertex expansion) gG is
defined as gG = min
S
gG(S ).
Definition 19 (Weighted difference Laplacian). The weighted
difference Laplacian L(G) = (li j) is defined as
li j =

di − wii if vi = v j,
−wi j if vi and v j are adjacent and vi , v j,
0 otherwise.
This can be written as L(G) = D(G) −W(G).
Definition 20 (Weighted normalized Laplacian). The weighted
normalized Laplacian L(G) = (`i j) is defined as
`i j =

1 − w j jd j if vi = v j,
− wi j√
did j
if vi and v j are adjacent and vi , v j,
0 otherwise.
Lemma 1. Let G be a graph, n the size of graph G, A = (wi j) a
weighted adjacency matrix of G, λ an eigenvalue of L(G) and x
an eigenvector corresponding to λ with xT x = 1. Then,
λ =
1
2
n∑
i=1
n∑
j=1
 xi√di − x j√d j
2 wi j.
Proof. Let D be the degree matrix of G. The normal-
ized Laplacian matrix L(G) is defined by D− 12 (D − A)D− 12 .
Let y be a vector with size n and x = D
1
2 y. Then
xTL(G)x =
(
D
1
2 y
)T L(G) (D 12 y) = yT D 12L(G)D 12 y = yT (D −
A)y =
n∑
i=1
y2i di −
n∑
i=1
n∑
j=1
yiy jwi j =
1
2
n∑
i=1
n∑
j=1
(
yi − y j
)2
wi j =
1
2
n∑
i=1
n∑
j=1
 xi√di − x j√d j
2 wi j. Since x is an an eigenvector of
L(G) corresponding to λ and xT x = 1, we have λ = x
T (λx)
xT x
=
xT (L(G)x)
xT x
=
1
2
n∑
i=1
n∑
j=1
 xi√di − x j√d j
2 wi j. 
There are several properties about bounds of the second
eigenvalue λ2.
Proposition 2 (Mohar[11]). Let G = (V, E) be a graph and λ2
be the second smallest eigenvalue of L(G). Then,
λ2
2
≤ i(G) ≤ √(24(G) − λ2)λ2.

Proposition 3 (Chung[4]). Let G be a connected graph and hG
the Cheeger constant of G. Then,
1.
2
vol(G)
< hG,
2. 1 −
√
1 − h2G < λ2, and
3.
h2G
2
< λ2 ≤ 2hG.

4Matrix M M(P4)
Adjacency
A(P4)

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

Difference Laplacian
L(P4)

1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

Normalized Laplacian
L(P4)

1 − 1√
2
0 0
− 1√
2
1 − 12 0
0 − 12 1 − 1√2
0 0 − 1√
2
1

Signless Laplacian
S L(P4)

1 1 0 0
1 2 1 0
0 1 2 1
0 0 1 1

Table 1: Matrices associated with graphs.
Definition 21 (Signless Laplacian). The weighted signless
Laplacian S L(G) = (sli j) is defined as
sli j =

di + wii if vi = v j,
wi j if vi and v j are adjacent and vi , v j,
0 otherwise.
This can be written as S L(G) = D + W.
Definition 22 (Path graph). A path graph Pn = (Vn, En) consists
of a vertex set Vn = {vl | l ∈ Z+, l ≤ n} and an edge set En =
{(vl, vl+1) | 1 ≤ l < n}.
Example 1. The Table 1 shows an adjacency matrix and the
three Laplacian matrices discussed in the above for path graph
P4.
Lemma 2. Let G = (V, E,w) be a weighted graph. Then the
eigenvalues of L(G) and D−1L(G) are equal.
Proof. D−1L = D−1(D − W) = I − D−1W = D−1/2DD−1/2 −
D−1/2D−1/2W = D−1/2(D − W)D−1/2. Therefore D−1L(G) =
L(G) and has the same spectrum. 
Definition 23 (Regular graph). A graph G = (V, E) is called
r-regular, if di = r (i = 1, . . . , |V |).
Lemma 3. Let µi, (i = 1, . . . , n) be eigenvalues of difference
Laplacian matrix L(G) = D(G) − A(G). Then for any regular
graph of degree r, normalized Laplacian eigenvalues are λi =
µi
r
, (i = 1, . . . , n).
Proof. L = (D − A) = rI − A. Then L(G) = D−1/2LD−1/2 =
I
r1/2
(rI − A) I
r1/2
= I − A
r
. Then rL(G) = L(G). If µi is an
eigenvalue of L then it is an eigenvalue of rL(G). This shows
that λ(L(G)) = µi
r
(i = 1, . . . , n). 
Proposition 4. LetL(G) be the normalized Laplacian matrix of
a graph G and P be the permutation matrix corresponding to the
automorphism φ defined on V. If U is an eigenvector of L(G)
with an eigenvalue λ, then PU is also an eigenvector of L(G)
with the same eigenvalue.
Proof. From the definition of automorphism PTL(G)P = L(G).
Then L(G)U = λU implies that (PTL(G)P)U = λU. Since
PPT = I, we get L(G)PU = λ(PU). If U is an eigenvector of
L(G) with an eigenvalue λ then PU is also an eigenvector with
the same eigenvalue. 
Remarks.This result holds for any matrix associated with a
graph under the automorphism defined on a vertex set.
Definition 24 (Odd-even vectors). Let G = (V, E) be a graph
and φ : V → V be an automorphism of order 2. A vector x is
called an even vector if xi = xφ(i) for all 1 ≤ i ≤ n and a vector
y is called an odd vector if yi = −yφ(i) for all 1 ≤ i ≤ n, where
n = |V |.
Proposition 5. Let G be a graph, φ be an automorphism of G
with order 2 and P a permutation matrix of φ. If an eigenvalue
of L(G) is simple then the corresponding eigenvector is odd or
even with respect to φ.
Proof. Let λ be an eigenvalue, U an eigenvector of L(G). If
λ is simple then PU and U are linearly dependent. Then there
exists a constant c such that PU = cU. Since P2 = I for an
automorphism of order 2, IU = cPU = c2U and c = ±1. Then
PU = U or PU = −U. Hence an eigenvector U is odd or even
with respect to φ. 
Definition 25. Let G = (V, E) be a graph, V = {vi | 1 ≤ i ≤ n}
(n = |V |) and U = (u1, u2, . . . , un) ∈ <n a vector. We define
three subsets of V as follows:
V+(U) = {vi ∈ V | ui > 0},
V−(U) = {vi ∈ V | ui < 0}, and
V0(U) = {vi ∈ V | ui = 0}.
Lemma 4. Let L(G) be the normalized Laplacian of graph G
and U = (ui), (i = 1, . . . , n) the second eigenvector. If U , 0
then V+(U) , ∅ and V−(U) , ∅.
Proof. The vector D1/2~1 is an eigenvector corresponding to the
zero eigenvalue. Since the second eigenvector U is orthogonal
to D
1
2~1, (D
1
2~1)T U = 0 and
∑
i
√
diui = 0. Since di > 0,U , 0,
there exist at least two values such that ui > 0 and u j < 0 for
i , j. Hence V+(U) , ∅ and V−(U) , ∅. 
Lemma 5. Let G be a graph with an automorphism φ of or-
der 2. Let U = (u1, u2, . . . , un) be an eigenvector and φ(U) =
(uφ(1), uφ(2), . . . , uφ(n)). If U , 0 and φ(U) = −U then V+(U) , ∅
and V−(U) , ∅.
Proof. Assume V+(U) = ∅. If ui ≤ 0, (i = 1, . . . , n), φ(U) =
−U implies that uφ(i) > 0. This contradicts that V+(U) = ∅.
Similarly, if we assume that V−(U) = ∅ and ui ≥ 0 for (i =
1, . . . , n), then φ(U) = −U implies that uφ(i) < 0. Then this
contradicts that V−(U) = ∅. If ui = 0, (i = 1, . . . , n), then U = 0
and contradicts that U , 0. 
Proposition 6 (Guattery et al.[9]). Let Pn be a weighted path
graph and L(Pn) be its normalized Laplacian matrix. For any
eigenvector X = (x1, x2, . . . , xn),
1. x1 = 0 implies X = 0,
52. xn = 0 implies X = 0 and,
3. xi = xi+1 = 0 implies that X = 0.

Lemma 6 (Guattery et al.[9]). For a path graph Pn, L(Pn) has
n simple eigenvalues.
Proof. Let U = (u1, u2, . . . , un) and U¯ = (u¯1, u¯2, . . . , u¯n) be two
eigenvectors of L(Pn) with eigenvalue λ. From the proposi-
tion 6, we have un , 0 and u¯n , 0. Let α =
u¯n
un
, where α , 0.
Consider L(Pn)(αU − U¯) = λ(αU − U¯). The n-th element of
(αU − U¯) is (u¯nun − u¯nun) = 0. Then αU = U¯. Thus U and U¯
are linearly dependent and hence λ is simple. 
Proposition 7. Let Pn be the path graph and φ the automor-
phism of order 2 defined on V(Pn). Then any second eigenvector
U2 of L(Pn) is an odd vector.

Example 2. Let
M =

1 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 0
0 0 −1 2 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 1

and
P =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

.
If UM is a second eigenvector of M then by the Proposition 4,
PUM is also a second eigenvector. By the Proposition 5, PUM =
UM or PUM = −UM . By the Proposition 7, UM is an odd vector
and PUM = −UM .
Definition 26 (Weighted Path). For n (n ≥ 1) and k (k ≥ 1), the
adjacency matrix (Pi j) of a weighted path Pn,k = (V, E) is the
(n + k) × (n + k) matrix such that
Pi j =
{
0 (i = j and i ≤ n) or (i , j + 1 and j , i + 1),
1 (i = j and n + 1 ≤ i) or (i = j + 1 or j = i + 1).
That is V = {x1, x2, . . . , xn, xn+1, . . . , xn+k} and E =
{(xi, x j) | Pi j = 1, 1 ≤ i, j ≤ n + k}.
Let Σ be an alphabet and Σ∗ a set of strings over Σ including
the empty string . We denote the length of w ∈ Σ∗ by |w|. Let
Σ<n = {w ∈ Σ∗||w| < n} and Σ<n1 = {w ∈ Σ∗|1 ≤ |w| < n}. In this
paper, we assume Σ = {0, 1}.
Definition 27 (Complete binary tree). A complete binary tree
Tn = (V, E) of depth n is defined as follows.
V = Σ<n,
E = {(w,wu) | w ∈ Σ<(n−1), u ∈ Σ}.
Definition 28 (Double tree). A double tree DTn = (V, E), where
n is the depth of the tree, consists of two complete binary trees
connected by their root. We define double tree as follows.
V = {x(w) | w ∈ Σ<n} ∪ {y(w) | w ∈ Σ<n},
E1 = {(x(w), x(wu)) | w ∈ Σ<(n−1), u ∈ Σ},
E2 = {(y(w), y(wu)) | w ∈ Σ<(n−1), u ∈ Σ},
E = E1 ∪ E2 ∪ {(x(), y())}.
Definition 29 (Cycle). A cycle Cn = (Vn, En) consists of a
vertex set Vn = {vl | l ∈ Z+, l ≤ n} and an edge set En =
{(vl, vl+1) | 1 ≤ l < n} ∪ {(v1, vn)}.
Definition 30 (Complete graph). A complete graph Kn =
(Vn, En) consists of a vertex set Vn = {vi | 1 ≤ i ≤ n} and an
edge set En = {(vi, v j) | i , j and 1 ≤ i ≤ n, 1 ≤ j ≤ n}.
Definition 31 (Graph Rn,k). The graph Rn,k(n ≥ 1, k ≥ 2) is a
bounded degree planer graph with a vertex set V = V1 ∪ V2 and
an edge set E = E1 ∪ E2 ∪ E3.
V1 = {xi | 1 ≤ i ≤ n + k},
V2 = {yi | 1 ≤ i ≤ n + k},
E1 = {(xi, xi+1) | 1 ≤ i ≤ n + k − 1},
E2 = {(yi, yi+1) | n + k + 1 ≤ i ≤ 2(n + k) − 1},
E3 = {(xi, yi) | n + 1 ≤ i ≤ n + k}.
Definition 32 (Cycle cross paths CmPn). Let Cm be a cycle
with V = {ci | 1 ≤ i ≤ m} and E = {(ci, ci+1) | 1 ≤ i < m} ∪
{(c1, cm)}. Let Pn be a path with V = {pi | 1 ≤ i ≤ n} and
E = {(pi, pi+1) | 1 ≤ i < n}. Graph CmPn has n copies of cycles
Cm, each corresponding to the one vertex of the path graph. A
vertex set V and an edge set E = E1 ∪ E2 ∪ E3 of CmPn is
defined as follows.
V = {(ci, p j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n},
E1 =
m⋃
i=1
{((ci, p j), (ci, p j+1)) | 1 ≤ j ≤ n − 1},
E2 =
n⋃
j=1
{((ci, p j), (ci+1, p j)) | 1 ≤ i ≤ m − 1},
E3 = {((c1, pi), (cm, pi)) | 1 ≤ i ≤ n},
E = E1 ∪ E2 ∪ E3.
Example 3. Double tree DT3 shown in the Figure 1(a) has
a vertex set V = {x(), x(0), x(1), y(), y(0), y(1), x(00), x(01),
x(10), x(11), y(00), y(01), y(10), y(11)} and an edge set E =
{(x(), y()), (x(), x(0)), (x(), x(1)), (y(), y(0)), (y(), y(1)),
(x(0), x(00)), (x(0), x(01)), (x(1), x(10)), (x(1), x(11)), y(0), y(00)),
((y(0), y(01)), (y(1), y(10)), (y(1), y(11)). Graph R5,5 shown in
the Figure 1(b) has a vertex set V = {x1, x2, x3, x4, x5, x6, x7,
x8, x9, x10, y1, y2, y3, y4, y5, y6, y7, y8, y9, y10} and an edge set
E = {(x6, y6), (x7, y7), (x8, y8), (x9, y9), (x10, y10)}.
Definition 33 (Lollipop graph LPn,m). The lollipop graph
LPn,m, (n ≥ 3,m ≥ 1) is obtained by connecting a vertex of
Kn to the end vertex of Pm as shown in the Figure 2. We
start vertex numbering from the end vertex of the path. Define
6x!Ε"
x!0" x!1"
x!00" x!01" x!10" x!11"
y!Ε"
y!0" y!1"
y!00" y!01" y!10" y!11"
(a) Double Tree DT3
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
y1 y2 y3 y4 y5 y6 y7 y8 y9
y10
(b) R5,5
Figure 1: Double tree DT3 and graph Rn,k(n = 5, k = 5).
LPn,m = (V, E) as follows.
V = {x1, x2, . . . , xm, y1, . . . , yn},
E = {(xi, xi+1) | 1 ≤ i ≤ m − 1} ∪ {(yi, y j) | i , j,
1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪ {(xm, y1)}.
y10
y9y8
y7
y6
y5
y4 y3
y2
y1
x2 x1
Figure 2: Graph LPn,m(n = 10,m = 2)
3. Minimum normalized cut of graphs
We use the term Mcut(G) to represent the minimum normalized
cut. In this section, we review the basic properties of Mcut(G)
and its relation to the connectivity and second smallest eigen-
value of normalized Laplacian. We derive Mcut(G) of basic
classes of graphs such as paths, cycles, double trees, cycle cross
paths, complete graphs and other graphs such as Rn,k, Pn,k and
LPn,m.
3.1. Properties of minimum normalized cut Mcut(G)
Definition 34 (Normalized cut). Let G = (V, E) be a connected
graph. Let A, B ⊂ V , A , ∅, B , ∅ and A ∩ B = ∅. Then the
normalized cut Ncut(A, B) of G is defined by
Ncut(A, B) = cut(A, B)
(
1
vol(A)
+
1
vol(B)
)
.
Definition 35 (Mcut(G)). Let G = (V, E) be a connected graph.
The Mcut(G) is defined by
Mcut(G) = min{Mcut j(G) | j = 1, 2, . . . }.
Where,
Mcut j(G) = min{Ncut(A,V \ A) | cut(A,V \ A) = j, A ⊂ V}.
Example 4. Graph G = (V, E) shown in the Figure 3 has vertex
set V = {1, 2, 3, 4, 5, 6, 7} and edge set E = {(1, 2), (2, 3), (3, 1),
(3, 4), (1, 4), (1, 5), (3, 6), (6, 5), (7, 5), (7, 6)}. Volume of the
graph is 20. We compute normalized cut for the following cases.
Case(1) A = {1, 2, 3, 4}, B = {5, 6, 7}, vol(A) = 12, vol(B) = 8,
cut(A, B) = 2 and Ncut(A, B) = 0.417.
Case(2) A = {1, 2, 3}, B = {4, 5, 6, 7}, vol(A) = 10, vol(B) = 10,
cut(A, B) = 4 and Ncut(A, B) = 0.8.
Case(3) A = {1, 3, 4, 5, 6, 7}, B = {2}, vol(A) = 2, vol(B) = 18,
cut(A, B) = 2 and Ncut(A, B) = 1.1111. Comparing above 3
cases, we obtain Mcut(G) for the case(1).
1
2
3
4
5
6
7
(a) G = (V, E)
1
2
3
4
5
6
7
(b) Case(1)
1
2
3
4
5
6
7
(c) Case(2)
1
2
3
4
5
6
7
(d) Case(3)
Figure 3: Normalized cut example.
Lemma 7. Let G = (V, E) be a connected graph. Then(
1
vol(A)
+
1
vol(V \ A)
)
is minimum when vol(A) = vol(V \ A) =
vol(G)
2
.

Proposition 8. Let G = (V, E) be a connected graph, A ⊆ V
and 4(G) the maximum degree of G. Then
1. cut(A,V \ A) ≥ κ′(G),
2. Mcut(G) ≥ 4κ
′(G)
4(G)|V | and
3. If cut(A,V \ A) = κ′(G) and 2vol(A) = vol(G) then
Mcut(G) =
4κ′(G)
vol(G)
.
Proof.
71. Since κ′(G) is the edge connectivity, cut(A,V \ A) ≥ κ′(G)
for any A ⊆ V .
2. From Lemma 7,
(
1
vol(A)
+
1
vol(V \ A)
)
is minimum when
vol(A) = vol(V \ A). That is
(
1
vol(A)
+
1
vol(V \ A)
)
≥
2
vol(A)
=
4
vol(G)
. Since vol(G) =
|V |∑
i=1
di ≤ |V |4(G),
Ncut(A,V \ A) = cut(A,V \ A)
(
1
vol(A)
+
1
vol(V \ A)
)
≥
4κ′(G)
4(G)|V | .
3. If cut(A,V \A) = κ′(G) and 2vol(A) = vol(G) then it is clear
that, Mcut(G) =
4κ′(G)
vol(G)
.

Proposition 9 (Luxburg [16]). Let G = (V, E) be a connected
graph and A ⊂ V. Let λ1 ≤ λ2 ≤ · · · ≤ λn be eigenvalues of
L(G). Then Mcut(G) ≥ λ2(L(G)).
Proof. Let V = {1, 2, . . . , n}. Let A ⊂ V , g = (g1, . . . , gn) ∈ <n
an eigenvector and g = D1/2 f . Define fi as
fi =
{
a if i ∈ A,
−b if i < A.
Then∑n
i=1
∑n
j=1( fi − f j)2wi j
2
∑n
i=1 f
2
i di
=
2cut(A, (V \ A))(a + b)2
2(a2vol(A) + b2vol(V \ A)) .
Let this as X.
Now let a = vol(V \ A) and b = vol(A). Then we have
X =
cut(A, (V \ A))(vol(G))2
vol(V \ A)2vol(A) + vol(A)2vol(V \ A)
=
cut(A, (V \ A))(vol(G))2
vol(V \ A)vol(A)(vol(A) + vol(V \ A)
=
cut(A, (V \ A))(vol(G))
vol(V \ A)vol(A)
= cut(A, (V \ A))
(
1
vol(V \ A) +
1
vol(A)
)
= Ncut(A,V \ A).
With the choice of f , a, b we have, (D~1)T f =
n∑
i=1
di fi =
∑
i∈A
dia −
∑
i<A
dib = 0. So f ⊥ D~1.
Since λ2 = inf
f⊥D~1
∑n
i=1
∑n
j=1( fi − f j)2wi j
2
∑n
i=1 f
2
i di
, we have λ2 ≤∑n
i=1
∑n
j=1( fi − f j)2wi j
2
∑n
i=1 f
2
i di
= min
A
Ncut(A, (V \ A)) = Mcut(G). 
Lemma 8. Let G = (V, E) be a connected graph, A a nonempty
subset of V. Then
(i) Ncut(A,V \ A) = 4cut(A,V \ A) · vol(V)
(vol(V))2 − (vol(A) − vol(V \ A))2 , and
(ii) Mcut j(G) =
4 jvol(V)
vol(V)2 − X j , where
X j = min{(vol(A) − vol(V \ A))2 | cut(A,V \ A) = j, A ⊂ V}.
Proof. (i) Let s = vol(V), j = cut(A,V \ A), sA = vol(A) and
sA¯ = vol(V \ A). Since s = sA + sA¯, we have sA − sA¯ = 2sA − s
and s2 − (sA − sA¯)2 = 4sAsA¯.
Ncut(A,V \ A) = j · ( 1
sA
+
1
sA¯
)
=
j(sA + sA¯)
sAsA¯
=
js
sAsA¯
=
4 js
s2 − (sA − sA¯)2
(ii) It is followed by the definition of Mcut j(G) and (i). 
Lemma 9. Let G = (V, E) be a graph. If there exists a nonempty
subset A ⊂ V such that
|vol(A) − vol(V \ A)| ≤ vol(V)√
cut(A,V \ A) + 1 ,
then
Mcut(G) = min{Mcut j(G) | j = 1, 2, . . . , cut(A,V \ A)}.
Proof. Let j = cut(A,V \ A), a = |vol(A) − vol(V \ A)|, s =
vol(V), sA = vol(A) and sA¯ = vol(V \ A). Since a2 ≤ s2j+1 and
Ncut(A,V\A) = 4 jss2−a2 by the Lemma 8, we have s2−( j+1)a2 ≥ 0
and
4( j + 1)
s
− Ncut(A,V \ A)
=
4( j + 1)
s
− 4 js
s2 − a2
=
4( j + 1)(s2 − a2) − 4 js2
s(s2 − a2)
=
4(s2 − ( j + 1)a2)
s(s2 − a2) ≥ 0.
Let B be a subset of V , sB = vol(B), sB¯ = vol(V \ B) and jB =
cut(B,V \ B). If jB ≥ j + 1 then we have the following using
Lemma 8.
Ncut(B,V \ B) = cut(B,V \ B)
(
1
vol(B)
+
1
vol(V \ B)
)
=
4 jBs
s2 − (sB − sB¯)2
≥ 4( j + 1)s
s2 − (sB − sB¯)2
≥ 4( j + 1)s
s2
=
4( j + 1)
s
≥ Ncut(A,V \ A) ≥ Mcut j(G).
So we have Mcut j′ (G) ≥ Mcut j(G) for any j′ > j. 
Lemma 10. Let G = (V, E) be a graph with vol(G) ≥ 9. If
there exists a subset A ⊂ V such that cut(A,V \ A) = 1 and
|vol(A) − vol(G)/2| ≤ 3, then
Mcut(G) = Mcut1(G).
8Proof. Let s = vol(G), sA = vol(A) and sA¯ = vol(V \ A). Since∣∣∣sA − s2 ∣∣∣ ≤ 3 and s = sA + sA¯, we have |sA − sA¯| ≤ 6. Since√
1 + 1 |sA − sA¯| ≤ 6
√
2 < 9 ≤ s, we have Mcut(G) = Mcut1(G)
by the Lemma 9. 
Lemma 11. Let G = (V, E) be a graph and vol(G) ≥ 11. If
there exists a set A ⊂ V such that cut(A,V \A) = 2 and |vol(A)−
vol(G)/2| ≤ 3, then
Mcut(G) = min(Mcut1(G),Mcut2(G)).
Proof. Since |vol(A) − vol(G)/2| ≤ 3 and vol(A) + vol(V \
A) = vol(G), we have |vol(A) − vol(V \ A)| ≤ 6 and√
3 |vol(A) − vol(V \ A)| ≤ 6√3 < 11. So we have Mcut(G) =
min(Mcut1(G),Mcut2(G)) by the Lemma 9. 
Lemma 12. Let G = (V, E) be a graph with vol(G) ≥ 11. Sup-
pose there exists a subset A ⊂ V such that cut(A,V \ A) = 2 and
|vol(A)− vol(G)/2| ≤ 3. If there exists no subset B ⊂ V such that
cut(B,V \ B) = 1 and |vol(B) − vol(G)/2| ≤
√
36 + (vol(G))2
2
√
2
,
then
Mcut(G) = Mcut2(G).
Proof. Let s = vol(G), sA = vol(A) and sA¯ = vol(V \ A). Since
|sA − s/2| ≤ 3, we have |sA − sA¯| ≤ 6 and
Mcut2(G) ≤ Ncut(A,V \ A)
=
8s
s2 − (sA − sA¯)2
≤ 8s
s2 − 36 .
Let B ⊂ V with cut(B,V \ B) = 1, sB = vol(B) and sB¯ = vol(V \
B). If B exists, then |sB − s/2| >
√
s2+36
2
√
2
, by the assumption. So
we have |sB − sB¯| >
√
s2+36√
2
and
Ncut(B,V \ B) = 4s
s2 − (sB − sB¯)2
≥ 4s
s2 − s2+362
=
8s
s2 − 36 ≥ Mcut2(G).
That is Mcut(G) = Mcut2(G) by the Lemma 11. 
Next we derive formulae for minimum normalized cut
Mcut(G) of some elementary graphs.
3.2. Mcut(G) of basic classes of graphs
Theorem 1. Let G = (V, E) be a graph.
1. If G is a regular graph of degree d and G , Kn, n > 3 and
|V | = n, then
Mcut(G) ≥
{ 4
n if n is even,
4n
(n2−1) if n is odd.
2. For the cycle Cn (n ≥ 3),
Mcut(Cn) =
{ 4
n if n is even,
4n
(n2−1) if n is odd.
This can be written as Mcut(Cn) =
n
b n2 cd n2 e
.
3. For the complete graph Kn,
Mcut(Kn) =
n
n − 1
= λ2.
4. For the path graph Pn (n ≥ 2),
Mcut(Pn) =
{ 2
n−1 if n is even,
2(n−1)
n(n−2) if n is odd.
This can be written as
Mcut(Pn) =
2n − 2
4b n2 cd n2 e − 2n + 1
.
5. For the cycle cross paths G = CmPn ,
Mcut(CmPn) =
 2(2n−1)16b n2 cd n2 e−4n+1 2n > m,nm(2n−1)b m2 cd m2 e 2n ≤ m.
6. For the double tree DTn with depth n, Mcut(DTn) =
2
2n+1 − 3 .
Proof. 1. For a regular graph of degree d, κ′(G) = 4(G) =
δ(G) = d. For A ⊂ V , Ncut(A,V \ A) ≥
κ′(G)
(
1
d|A| +
1
d|V \ A|
)
=
|V |
|A||V \ A| . If cut(A,V \ A) =
κ′(G) then we have Ncut(A,V\A) = |V ||A||V \ A| . Ncut(A,V\
A) is minimum, when |A| = |V \ A| by the Lemma 7. If V is
even then Mcut(G) ≥ 4|V | =
4
n
by Lemma 7.
If |V | is odd then, we can write |V | as |V | = |V | − 1
2
+
|V | + 1
2
,
where −1 ≤ |A| − |V \ A| ≤ 1. Then Ncut(A,V \ A) ≥
κ′(G)
(
2
d(|V | − 1) +
2
d(|V | + 1)
)
=
4|V |
(|V | + 1)(|V | − 1) .
Hence Mcut(G) ≥ 4|V |
(|V | + 1)(|V | − 1) =
4n
n2 − 1 . 
2. Let Ak = {xi | i ≤ k} (k = 1, . . . , n − 1). We note vol(Cn) =
2n, vol(Ak) = 2k, vol(V \ Ak) = 2n − 2k, vol(Ak) − vol(V \
Ak) = 4k − 2n and
Ncut(Ak,V \ Ak) = 4nn2 − (2k − n)2 .
If n is even then Ncut(A n
2
,V \ A n
2
) = 4n is the minimum of
Ncut(Ak,V \ Ak). If n is odd then Ncut(A n+1
2
,V \ A n+1
2
) =
Ncut(A n−1
2
,V \A n−1
2
) = 4nn2−1 is the minimum of Ncut(Ak,V \
Ak). Since vol(A n2 ) − vol(V \ A n2 ) = 0, vol(A n−12 ) − vol(V \
9A n−1
2
) = −2 and vol(V)√
cut(Ak,V \ Ak) + 1
= 2n√
3
≥ 6√
3
, we have
Mcut(Cn) = Mcut2(Cn) by Lemma 9.
We note that for any nonempty subset A ⊂ V with
cut(A,V \A) = 2, there exists a k such that Ncut(A,V \A) =
Ncut(Ak,V \ Ak) and κ′(Cn) = 2.
For even n, n = bn
2
c = dn
2
e and for odd n, (n − 1)
2
= bn
2
c
and
(n + 1)
2
= dn
2
e. Combining odd and even cases to-
gether we can write Mcut(Cn) as Mcut(Cn) =
4n
4b n2 cd n2 e
.

3. For a complete graph Kn, |V | = n, κ′(Kn) = n − 1 and
vol(Kn) = n(n−1). For any subset A ⊂ V , we have vol(A) =
|A|(n−1) and cut(A, (V\A)) = |A|(n−|A|). Then Mcut(Kn) =
|A|(n − |A|)
(
1
|A|(n − 1) +
1
(n − |A|)(n − 1)
)
=
n
n − 1 . 
4. Let Ak = {xi | i ≤ k} (k = 1, . . . , n − 1). We note that
vol(Pn) = 2n−2, vol(Ak) = 2k−1, vol(V \Ak) = 2n−2k−1,
vol(Ak) − vol(V \ Ak) = 4k − 2n and
Ncut(Ak,V \ Ak) = 2(n − 1)(n − 1)2 − (2k − n)2 .
If n is even then Ncut(A n
2
,V \ A n
2
) = 2n−1 is the minimum
of Ncut(Ak,V \ Ak). If n is odd then Ncut(A n+1
2
,V \ A n+1
2
)
= Ncut(A n−1
2
,V \ A n−1
2
) = 2(n−1)(n−1)2−1 =
2(n−1)
n(n−2) is the minimum
of Ncut(Ak,V \ Ak). Since vol(A n2 ) − vol(V \ A n2 ) = 0,
vol(A n−1
2
)− vol(V \ A n−1
2
) = −2 and vol(V)√
cut(Ak,V \ Ak) + 1
=
2n−2√
2
≥ 2√
2
, we have Mcut(Cn) = Mcut1(Pn) by Lemma 9.

5. The cycle cross path G = CmPn(n ≥ 2,m ≥ 3) is
a graph which has n copies of cycles Cm, each cor-
responding to the one vertex of Pn. κ′(CmPn) =
min{κ′(Cm)|V(Pn)|, κ′(Pn)|V(Cm)|, δ(Cm) + δ(Pn)} =
δ(Cm) + δ(Pn) = 3.
Case (i) Let A1 = {(ci, p j)|1 ≤ j ≤ bn2 c, 1 ≤ i ≤ m}
and V \ A1 = {(ci, p j)|bn2 c + 1 ≤ j ≤ n, 1 ≤ i ≤ m}.
We note that vol(A1) = bn2 c(vol(Cm) + 2m) − m,
vol(V \ A1) = dn2 e(vol(Cm) + 2m) − m and
cut(A1,V \ A1) = m. Then Ncut(A1,V \ A1) =
m(4mn − 2m)
(b n2 c4m − m)(d n2 e4m − m)
=
2(2n − 1)
16b n2 cd n2 e − 4n + 1
. When
n is even, Ncut(A1,V \ A1) = 22n − 1 . When n is odd,
Ncut(A1,V \ A1) = 2(2n − 1)(2n − 3)(2n + 1) .
Case (ii) Let A2 = {(ci, p j) | 1 ≤ i ≤ bm2 c, 1 ≤ j ≤ n} and
(V \ A2) = {(ci, p j) | bm2 c + 1 ≤ i ≤ m, 1 ≤ j ≤ n}. We note
that vol(A2) = nvol(Cb m2 c) + 2b
m
2
c(n − 1) = 2(2n − 1)bm
2
c
and vol(V \ A2) = 2(2n − 1)dm2 e. In this
case, the graph cut horizontally through the cy-
cles and we have cut(A2,V \ A2) = 2n. Hence
Ncut(A2,V \ A2) = nm(2n − 1)bm2 cdm2 e
. When m is
odd,
4nm
(2n − 1)(m2 − 1) and when m is even,
4n
(2n − 1)m .
Case (iii) Let Bk = {(ci, p1)|1 ≤ i ≤ k} (1 ≤
k < m). We note that cut(Bk,V \ Bk) = k + 2 and
vol(Bk) = 3k. Since Ncut(A1,V \ A1) − Ncut(Bk,V \ Bk) =
2(−1+2n)
(
9k2+km
(
3−16n+4n2
)
+2m
(
−3−4n+4n2
))
3k(3k+m(2−4n))
(
−3−4n+4n2
) , we can verify Ncut(A1,V \A1)
≤ Ncut(Bk,V \ Bk) for any k and m ≤ 2n.
Case (iv) Let Ck = {(c1, p j)|1 ≤ j ≤ k} (1 ≤ k < n). We
note that cut(Ck,V \ Bk) = 2k + 1 and vol(Ck) = 4k − 1.
Since Ncut(Ck,V \ Ck) = − 2(1+2k)m(−1+2n)(−1+4k)(−1+4k+m(2−4n)) , we can verify
Ncut(A2,V \ A2) ≤ Ncut(Ck,V \Ck) for any k and 2n ≤ m.
Now compare the case (i) with case (ii).
For the case of 2n ≥ m + 1, we have vol(G)√
cut(A1,V\A1) =
2m(2n−1)√
m+1
≥ 2m(2n−1)√
2n
= 2m
√
4n2−4n+1
2n ≥ 2m
√
2n − 2 ≥ 4m ≥ |vol(A1)−
vol(V \ A1)| and Mcut2n(G) > Mcutm(G). So Mcut(G) =
Ncut(A1,V \ A1).
If 2n ≤ m, then we have vol(G)√
cut(A2,V\A2) =
2m(2n−1)√
2n+1
≥ 4n(2n−1)√
2n+1
=
2(2n−1)
√
4n2
1+2n = 2(2n−1)
√
2n − 2n2n+1 ≥ 2(2n−1)
√
2n − 1
≥ 2(2n − 1) ≥ |vol(A2) − vol(V \ A2)| and Mcutm(G) >
Mcut2n(G). So Mcut(G) = Ncut(A2,V \ A2).

6. The size of a tree is |Tn| = 1+2+· · ·+2n = 2n−1 and the size
of a double tree is |DTn| = 2|Tn| = 2n+1 − 2. The volume
of a tree is vol(Tn) = 2vol(Tn−1) + 4, which can be written
as vol(Tn) + 4 = 2(vol(Tn−1) + 4) = 22(vol(Tn−2) + 4) =
· · · = 2n−1(vol(T1) + 4) = 2n+1. Therefore the volume of a
tree is vol(Tn) = 2n+1 − 4 and the volume of a double tree
is vol(DTn) = 2vol(Tn) + 2 = 2n+2 − 6.
Let A1 = {x(w) | w ∈ Σ<n} and V \ A1 = {y(w) | w ∈ Σ<n}.
Then we have vol(A1) = vol(Tn)+1 = 2n+1−3, vol(V\A1) =
2n+1 − 3, cut(A1,V \ A1) = 1.
Therefore Ncut(A1,V \ A1) = 2(vol(Tn)+1) = 22n+1−3 = 4vol(DTn) .
Here κ′(DTn) = 1 and 2vol(A1) = vol(DTn). Then from the
Proposition 7, Mcut(DTn) =
2
2n+1 − 3 .

3.3. Mcut of roach type graphs Rn,k
Next, we consider the graph Rn,k and derive a formula for
Mcut(Rn,k) based on n, k.
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Theorem 2. For Rn,k(n ≥ 1, k > 1), Mcut(Rn,k) is given by
2
3 (n = 1, k = 2),
4
−2+3k+2n (∗1 ∧ (k ≥ 4)∧
(n < K1)),
4(−2+3k+2n)
(−5+3k+2n)(1+3k+2n) (∗4 ∧ (k ≥ 4)∧
(n < K4)),
4(−2+3k+2n)
(−4+3k+2n)(3k+2n) (∗3 ∧ (k ≥ 4)∧
(n < K3)),
4(−2+3k+2n)
(−3+3k+2n)(−1+3k+2n) (∗2 ∧ (k ≥ 4)∧
(n < K2)),∨(n = 1, k = 3)
∨(n = 2, k = 3),
6k+4n−4
(2n−1)(6k+2n−3) ((k ≥ 4)
∧((∗1 ∧ (K1 ≤ n))∨
(∗4 ∧ (K4 ≤ n))∨
(∗3 ∧ (K3 ≤ n))∨
(∗2 ∧ (K2 ≤ n))))∨
(k = 2 ∧ (n ≥ 2))∨
(k = 3 ∧ (n ≥ 3)),
where
∗1 = ((3 | n) ∧ (2 | k)),
∗2 = (3 - n) and (2 - k),
∗3 = (3 - n) and (2 | k),
∗4 = ((3 | n) ∧ (2 - k)),
K1 = 1 − 1√
2
− 3k
2
+
3k√
2
,
K2 = 1 − 3k2 +
√
1 − 12k + 18k2
2
,
K3 = 1 − 3k2 +
√−1 − 6k + 9k2√
2
,
K4 = 1 − 3k2 +
√−7 − 12k + 18k2
2
.
Proof. Let V(Rn,k) = {xi | 1 ≤ i ≤ n + k} ∪ {yi | 1 ≤ i ≤ n + k}.
Volume of Rn,k is vol(Rn,k) = 2(2n − 1 + 3k − 1) = 6k + 4n − 4.
We consider the following cases in order to find the Mcut(Rn,k).
Case(i) Let A1 ⊆ V(Rn,k), where A1 = {xi | 1 ≤ i ≤ n + k}
and V \ A1 = {yi | 1 ≤ i ≤ n + k}. Then the volume vol(A1) is
vol(Rn,k)
2
= 2n + 3k − 2 and cut(A1,V \ A1) = k. So we have
Ncut(A1,V \ A1) = k
(
1
2n + 3k − 2 +
1
3k + 2n − 2
)
=
2k
3k + 2n − 2 .
Let this value as c1.
Case(ii) Let A2 ⊆ V(Rn,k) such that A2 = {xi | 1 ≤ i ≤ n} and
V \ A2 = {xi | n + 1 ≤ i ≤ n + k} ∪ {yi | 1 ≤ i ≤ n + k}. Then
the volume vol(A2) = 2n− 1, vol(V \A2) = vol(Rn,k)− vol(A2) =
2n + 6k − 3 and cut(A2, (V \ A2)) = 1. So we have
Ncut(A2,V \ A2) = (6k + 4n − 4)(2n − 1)(6k + 2n − 3) .
Let this value as c2.
Case(iii) Suppose there exists |A3| < n such that cut(A3, (V \
A3)) = 1. Let vol(A3) = 2n − 1 − 2x, where x = |A2| −
|A3| and |A2| = n. Then vol(V \ A3) = 6k + 2n − 3 +
2x. Ncut(A3,V \ A3) = 12n − 1 − 2x +
1
6k + 2n − 3 + 2x =
6k + 4n − 4
(2n − 1)(6k + 2n − 3) + 4x(1 − (3k + x)) . Since 4x(1 − (3k +
x)) < 0, Ncut(A3,V \ A3) > Ncut(A2,V \ A2)(Case(ii) <
Case(iii)). Since c2 is smaller than Case(iii), we can ignore this
case.
Case(iv) Let A4(α) = {xi | 1 ≤ i ≤ n + α} ∪ {yi | 1 ≤ i ≤ n + α},
where 1 ≤ α < k and V \ A4(α) = {xi | n + α + 1 ≤ i ≤
n + k} ∪ {yi | n + α + 1 ≤ i ≤ n + k}. Then vol(A4(α)) =
2(2n − 1 + 3α) = 4n + 6α − 2, vol(V \ A4(α)) = 6k − 2 − 6α and
cut(A4(α),V \ A4(α)) = 2. Then we have,
Ncut(A4(α),V \ A4(α)) = (3k + 2n − 2)(2n − 1 + 3α)(3k − 3α − 1) .
Let this value as c4(α).
Minimum of c4(α) can be obtained by differentiating with re-
spect to α.
dc4(α)
dα
= 0 gives minimum value of c4(α) at α0 =
3k − 2n
6
.
But α0 is not an integer for all n, k. If 3k−2n6 < 1 that is 1 ≤ k <
6 + 2n
3
then the minimum value is c4(1). Then we have
c4(1) =
2 − 3k − 2n
8 − 6k + 8n − 6kn .
If 1 ≤ 3k − 2n
6
< k that is k ≥ 6+2n3 then the minimum value
is c4(
3k − 2n
6
) whenever
3k − 2n
6
∈ Z.
c4(
3k − 2n
6
) =
4
−2 + 3k + 2n .
If k ≥ 6+2n3 and 2 - k and 3 | n then the minimum value is
c4(
3k − 2n
6
+
1
2
) = c4(
3k − 2n
6
− 1
2
).
c4(
3k − 2n
6
+
1
2
) =
4(−2 + 3k + 2n)
(−5 + 3k + 2n)(1 + 3k + 2n) .
If k ≥ 6+2n3 and 3 - n and 2 | k then the minimum value is
c4(
3k − 2n
6
+
1
3
) = c4(
3k − 2n
6
− 1
3
).
c4(
3k − 2n
6
− 1
3
) =
4(−2 + 3k + 2n)
(−4 + 3k + 2n)(3k + 2n) .
If k ≥ 6+2n3 and 3 - n and 2 - k then the minimum value is
c4(
3k − 2n
6
+
1
6
) = c4(
3k − 2n
6
− 1
6
).
c4(
3k − 2n
6
− 1
6
) =
4(−2 + 3k + 2n)
(−3 + 3k + 2n)(−1 + 3k + 2n) .
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Case(v) Let A5 = {xi | 1 ≤ i ≤ n + 1} and V \ A5 = {xi | n + 2 ≤
i ≤ n + k} ∪ {yi | 1 ≤ i ≤ n + k}. Then vol(A5) = 2n + 2 and
vol(V \ A5) = 2n + 6k − 6. Then we have Ncut(A5,V \ A5) =
2
(
1
2n + 2
+
1
2n + 6k − 6
)
=
2n + 3k − 2
(n + 1)(n + 3k − 3) .
Now we can compare all cases considered above.
If k = 2 and n = 1 then it is easy show that c1 is the minimum. If
k = 2 and n ≥ 2 then it is easy to show that c2 is the minimum.
If k = 3 and n = 1 then c4( 3k−2n6 − 16 ) is the minimum. If k = 3
and n = 2 then c4( 3k−2n6 +
1
6 ) is the minimum. If k = 3 and n ≥ 3
then we can easily show that c2 is the minimum. If k ≥ 4 and
n = 1 then c4 is the minimum. Next we assume that k ≥ 4 and
n ≥ 2. It is easy to check that c2 is smaller than c1, c3 and c5. So
we compare c2 with c4 for k ≥ 4. Then we have the following
results. If (∗1 and (n < K1)) then c4( 3k−2n6 ) is smaller than c2.
If (∗2 and (n < K2)) then c4( 3k−2n6 − 16 ) is smaller than c2. If
(∗3 and (n < K3)) then c4( 3k−2n6 − 13 ) is smaller than c2. If (∗4
and (n < K4)) then c4( 3k−2n6 +
1
2 ) is smaller than c2. We can
summarize the results as follows.
c1 n = 1, k = 2,
c4( 3k−2n6 ) (∗1 ∧ (k ≥ 4) ∧ (n < K1)),
c4( 3k−2n6 + 1/2) (∗4 ∧ (k ≥ 4) ∧ (n < K4)),
c4( 3k−2n6 − 1/3) (∗3 ∧ (k ≥ 4) ∧ (n < K3)),
c4( 3k−2n6 − 1/6) (∗2 ∧ (k ≥ 4) ∧ (n < K2))∨
(n = 1, k = 3) ∨ (n = 2, k = 3),
c2 ((k ≥ 4) ∧ ((∗1 ∧ (K1 ≤ n))∨
(∗2 ∧ (K2 ≤ n))))
∨(∗3 ∧ (K3 ≤ n)) ∨ (∗4 ∧ (K4 ≤ n))
∨(k = 2 ∧ (n ≥ 2)) ∨ (k = 3 ∧ (n ≥ 3)).
Finally, we want to show that for any arbitrary subset A,
cut(A,V \ A) = 1 or cut(A,V \ A) = 2 gives the mini-
mum normalized cut. We notice that every subset A with
cut(A,V \ A) = 1 is A2 or A3 and every subset A with
cut(A,V \ A) = 2 are A1, A5, A4. We consider all cases with
cut(A,V \ A) = 1 and the minimum occurs at A2. There may
be several partitions with cut(A,V \ A) ≥ 2. Let k ≥ 4.
Then we note that vol(Rn,k) ≥ 24 and there exists a subset A4
in Case(iv), which minimize the
(
1
vol(A)
+
1
vol(Rn,k) − vol(A)
)
with cut(A,V \ A) = 2. We note that |vol(A4) − vol(Rn,k)2 | ≤
3. From Lemma 11, 3
(
1
vol(Rn,k)/2
+
1
vol(Rn,k)/2
)
>
2
(
1
vol(Rn,k)/2 + 3
+
1
vol(Rn,k)/2 − 3
)
for vol(Rn,k) ≥ 11. Then
we can show that there is no subset A with cut(A,V \A) ≥ 3 and
Mcut(A,V \ A) ≤ Mcut(A4,V \ A4). This conclude that mini-
mum Ncut always have cut value 2 for all cases which has cut
size more than 1. 
Figure 4 shows the above regions for n, k. For a given Rn,k,
we can find Mcut(Rn,k).
3.4. Mcut of weighted paths Pn,k
In this section, we consider a weighted path graph Pn,k and find
a formula for Mcut(Pn,k) based on n, k. We consider subsets of
k=4
K1,K2,K3,K4
c2c2
c4( 3 k!2 n
6
)c4( 3 k!2 n
6
±1/6)
c4( 3 k!2 n
6
±1/3) c4( 3 k!2 n6
±1/2)
k
n
c1 c4( 3 k!2 n
6
±1/6)
2 4 6 8 10
1
2
3
4
5
6
Figure 4: Mcut(Rn,k).
V(Pn,k) defined by A(α) = {xi | 1 ≤ i ≤ α} for 1 ≤ α ≤ n + k − 1.
We note that every subset A ⊂ V(Pn,k) with cut(A,V \ A) = 1 is
A = A(α) for some α.
Lemma 13. Let G = Pn,k. There exists a subset A ⊂ V(Pn,k)
such that cut(A,V \ A) = 1 and Mcut(G) = Ncut(A,V \ A).
Proof. Since vol(Pn,k) = 2n + 3k − 2, if k ≥ 13 (11 − 2n) then
vol(Pn,k) ≥ 9. By the Lemma 10, we have Mcut(G) = Mcut1(G).
If k < 13 (11 − 2n), we have only five cases (n, k) = (1, 1),
(2, 1), (3, 1), (1, 2) and (2, 2). For each cases Mcut(P1,1) =
Ncut(A(1),V \ A(1)), Mcut(P2,1) = Ncut(A(2),V \ A(2)),
Mcut(P3,1) = Ncut(A(2),V \A(2)), Mcut(P1,2) = Ncut(A(2),V \
A(2)), and Mcut(P2,2) = Ncut(A(2),V \ A(2)). 
Let Pn,k (k ≥ 13 (11 − 2n)) be a weighted path graph. We first
note that
vol(Pn,k) = 2n + 3k − 2,
vol(A(α)) =
2α − 1 (α ≤ n)3α − n − 1 (n + 1 ≤ α) , and
Ncut(A(α),V \ A(α)) = c(α),
where a function c(t) (1 ≤ t ≤ n + k) is defined by
c(t) =
 2n+3k−2(2t−1)(2n+3k−2t−1) (1 ≤ t ≤ n + 12 )2n+3k−2
(−n+3t−1)(3n+3k−3t−1) (n +
1
2 < t ≤ n + k − 1).
We note that c(α − x) = c(α + x) for an integer α (1 ≤ α ≤ n,
n + 1 < α ≤ n + k − 1) and a real number x (0 ≤ x ≤ 12 ).
We also note vol(Ai) < vol(Ai+1) (1 ≤ i ≤ n + k − 2),
vol(A(n)) = 2n−1, vol(A(n+1)) = 2n+2 and vol(A(n+k−1)) =
2n + 3k − 4. Since
Ncut(A(α),V \ A(α))
=
4vol(Pn,k)
(vol(Pn,k))2 − (vol(A(α)) − vol(V \ A(α)))2
=
4vol(Pn,k)
(vol(Pn,k))2 − 4(vol(A(α)) − 12 vol(Pn,k))2
,
if Mcut(Pn,k) = Ncut(A(α0),V \ A(α0)) then
|vol(A(α0)) − 12 vol(Pn,k)|
= min{|vol(A(α)) − 1
2
vol(Pn,k)| | 1 ≤ α ≤ n + k − 1}.
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We consider four cases: Case (i) 12 vol(Pn,k) ≤ vol(A(n)), Case
(ii) vol(A(n)) < 12 vol(Pn,k) ≤ 12 (vol(A(n)) + vol(A(n + 1))), Case
(iii) 12 (vol(A(n)) + vol(A(n + 1))) <
1
2 vol(Pn,k) ≤ vol(A(n + 1)),
and Case (iv) vol(A(n + 1)) < 12 vol(Pn,k) < vol(A(n)).
Case (i) Assume 12 vol(Pn,k) ≤ vol(A(n)). That is k ≤ 23 n. We find
α minimizing |vol(A(α)) − 12 vol(Pn,k)| = |2α − 1 − (n + 32 k − 1)|.
For such α we have
(2α − 1) − 1 < n + 3
2
k − 1 ≤ (2α − 1) + 1.
That is
α − 1
2
<
2n + 3k
4
≤ α + 1
2
which means α is the nearest integer of 2n+3k4 .
We consider three cases (K ∈ Z), (K < Z and 2 | k), and
(2 - k), where K = 2n+3k4 .
If K ∈ Z then α = K. If 2 - k then α = K + 14 or α = K − 14 .
If K < Z and 2 | k then α = K + 12 or α = K − 12 .
Since c(α − x) = c(α + x) for an integer α (1 ≤ α ≤ n) and a
real number x (0 ≤ x ≤ 12 ), Mcut(Pn,k) will be
c(K) =
4
−2 + 3k + 2n ,
c(K +
1
2
) =
4(−2 + 3k + 2n)
(−4 + 3k + 2n)(3k + 2n) , or
c(K +
1
4
) =
4(−2 + 3k + 2n)
(−3 + 3k + 2n)(−1 + 3k + 2n) .
following the conditions of n and k.
Case (ii) Assume vol(A(n)) < 12 vol(Pn,k) ≤ 12 (vol(A(n)) +
vol(A(n + 1))). That is 23 n < k ≤ 23 n + 1. In this case
Mcut(Pn,k) = c(n) =
3k + 2n − 2
(3k − 1)(2n − 1) .
Case (iii) Assume 12 (vol(A(n)) + vol(A(n + 1))) <
1
2 vol(Pn,k) ≤
vol(A(n + 1)). That is 23 n + 1 < k ≤ 23 n + 2. In this case
Mcut(Pn,k) = c(n + 1) =
2 − 3k − 2n
8 − 6k + 8n − 6kn .
Case (iv) Assume vol(A(n + 1)) < 12 vol(Pn,k) < vol(A(n)). That
is 23 n + 2 < k. We find α minimizing |vol(A(α)) − 12 vol(Pn,k)|
= |3α − n − 1 − (n + 32 k − 1)|. For such α we have
(3α − n − 1) − 3
2
< n +
3
2
k − 1 ≤ (3α − n − 1) + 3
2
.
That is
α − 1
2
<
4n + 3k
6
≤ α + 1
2
which means α is the nearest integer of 4n+3k6 .
We consider four cases (K′ ∈ Z), (3 - n and 2 | k), (3 | n and
2 - k), and (3 - n and 2 - k), where K′ = 4n+3k6 .
If K′ ∈ Z then α = K′. If 3 - n and 2 | k then α = K′ + 13 or
α = K′ − 13 . If 3 | n and 2 - k then α = K′ + 12 or α = K′ − 12 . If
3 - n and 2 - k then α = K′ + 16 or α = K
′ − 16 . Since c(K′ − x)
= c(K′ + x) (x = 12 ,
1
3 ,
1
6 ), we have Mcut(Pn,k) as one of
c(K′) =
4
−2 + 3k + 2n ,
c(K′ +
1
2
) =
4(−2 + 3k + 2n)
(−5 + 3k + 2n)(1 + 3k + 2n) ,
c(K′ +
1
3
) =
4(−2 + 3k + 2n)
(−4 + 3k + 2n)(3k + 2n) , or
c(K′ +
1
6
) =
4(−2 + 3k + 2n)
(−3 + 3k + 2n)(−1 + 3k + 2n)
following the conditions of n and k.
We note c(K) = c(K′), c(K + 12 ) = c(K
′ + 13 ) and c(K +
1
4 ) =
c(K′ + 16 ) before summarizing them as a proposition.
Theorem 3. For Pn,k,(n, k ≥ 1, k ≥ 13 (11 − 2n)), Mcut(Pn,k) is
given by

4
−2+3k+2n (((3 | n) ∧ (2 | k) ∧ (R3 < k))∨
(o1 ∧ (k ≤ R1))
4(−2+3k+2n)
(−5+3k+2n)(1+3k+2n) ((3 | n) ∧ (2 - k) ∧ (R3 < k)),
4(−2+3k+2n)
(−4+3k+2n)(3k+2n) ((3 - n) ∧ (2 | k) ∧ (R3 < k))∨
(o2 ∧ (2 | k) ∧ (k ≤ R1)),
4(−2+3k+2n)
(−3+3k+2n)(−1+3k+2n) ((3 - n) ∧ (2 - k) ∧ (R3 < k))∨
((2 - k) ∧ (k ≤ R1))
3k+2n−2
(3k−1)(2n−1) (R1 < k ≤ R2)
2−3k−2n
8−6k+8n−6kn (R2 < k ≤ R3),
where
o1 = (
3k + 2n
4
∈ Z),
o2 = (
3k + 2n
4
< Z),
R1 =
2n
3
,
R2 =
2n
3
+ 1,
R3 =
2n
3
+ 2.

Figure 5 shows minimum Mcut(Pn,k) for each n, k.
Corollary 1. For P2k,k,
Mcut(P2k,k) =

4
−2+7k (4 | k),
4(−2+7k)
(−4+7k)(7k) (4 - k) ∧ (2 | k),
4(−2+7k)
(−3+7k)(−1+7k) (2 - k).
Proof. By substituting n = 2k to the formula given for
Mcut(Pn,k), we can directly obtain the result. According to the
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Figure 5: Mcut(Pn,k).
Theorem 3, for n = 2k, k > R3 that is k >
2n
3
+ 2 implies that
k ≤ −6. Since k ≥ 1, this does not holds. For R1 < k ≤ R2 that is
2n
3
< k ≤ 2n
3
+1 implies that −3 ≤ k < 0. Since k ≥ 1, this does
not holds. For R2 < k ≤ R3 that is 2n3 + 1 < k ≤
2n
3
+ 2 implies
that −6 ≤ k < −3. Since k ≥ 1, this does not holds. Therefore
the only case, which holds for n = 2k is, k ≤ R1 that is k ≤ 4k3 .
This implies that k ≥ 0. Substituting n = 2k in the Theorem 3,
we have,
Mcut(P2k,k) =

4
−2+7k (4 | k),
4(−2+7k)
(−4+7k)(7k) (4 - k) ∧ (2 | k),
4(−2+7k)
(−3+7k)(−1+7k) (2 - k).

3.5. Mcut of graph LPn,m
Here, we consider lollipop graph LPn,m and derive a formula for
Mcut(LPn,m). A lollipop graph LPn,m defined in Definition 33
is constructed by joining an end vertex of a path graph Pm to a
vertex of a complete graph Kn.
We consider three kinds of subsets of V(LPn,m) defined by
A1(α) = {xi | 1 ≤ i ≤ α} for 1 ≤ α ≤ m, A2(β) = {xi | 1 ≤ i ≤ m}
∪{yi | 1 ≤ i ≤ β} for 1 ≤ β < n, and, B(α, β) = {xi | 1 ≤ i ≤ α}
∪{xm} ∪{yi | 1 ≤ i ≤ β} for 1 ≤ α < m − 1, 1 ≤ β < n.
Lemma 14. Let A be a subset of V(LPn,m).
1. If yi ∈ A and yi+1 < A for some i (2 ≤ i ≤ n − 1) then
Ncut(A′,V \ A′) = Ncut(A,V \ A), where A′ = (A \ {yi}) ∪
{yi+1}.
2. If xi ∈ A, xi+1, . . . , x j < A, and x j+1 ∈ A for some i, j
(1 ≤ i < j ≤ m− 1) then Ncut(A′,V \ A′) ≤ Ncut(A,V \ A),
where A′ = (A \ {x j+1}) ∪ {xi+1}.
3. There exists a subset A1(α), A2(β) or B(α, β) such that
Mcut(LPn,m) = Ncut(A1(α),V \ A1(α)), Mcut(LPn,m) =
Ncut(A2(β),V \A2(β)), or Mcut(LPn,m) = Ncut(B(α, β),V \
B(α, β)).
Proof. 1. It is easy to check vol(A) = vol(A′) and cut(A,V \
A) = cut(A′,V \ A′).
2. It is easy to check vol(A) = vol(A′) and cut(A′,V \ A′) ≤
cut(A,V \ A).
3. Let A be a subset of V(LPn,m) such that Mcut(LPn,m) =
Ncut(A,V \ A). Using the above results 1. and 2., we have
a subset A′ which is one of A1(α), A2(α) or B(α, β) such
that Ncut(A′,V \ A′) = Mcut(LPn,m).

Let G = LPn,m (n ≥ 3, m ≥ 1) a lollipop graph. We first note
that
vol(LPn,m) = 2m + n(n − 1),
vol(A1(α)) = 2α − 1,
cut(A1(α),V \ A1(α)) = 1,
vol(A2(β)) = 2m + β(n − 1),
cut(A2(β),V \ A2(β)) = β(n − β),
vol(B(α, β)) = 2α + 2 + β(n − 1),
cut(B(α, β,V \ B(α, β))) = β(n − β) + 2, and
Ncut(A1(α),V \ A1(α)) = c(α),
where a function c(t) (1 ≤ t ≤ m) is defined by
c(t) =
2m − n + n2(
1 + 2m − n + n2 − 2t) (−1 + 2t) .
It is also showed that
Ncut(A2(β),V \ A2(β))
=
β
(
2m − n + n2
)
(−1 + n)(−β + 2m + nβ) , and
Ncut(B(α, β),V \ B(α, β))
=
(
2m − n + n2
) (
2 + nβ − β2
)
(2 + 2α − β + nβ) (2m − n + n2 − 2α + β − nβ − 2) .
Lemma 15. Let G = LPn,m (n ≥ 3, m ≥ 2).
1. c(α − 1)) < c(α) iff m > 12 (n2 − n + 4)
(2 ≤ α ≤ m).
2. c(m) ≤ 12 vol(LPn,m) iff m ≤ 12 (n2 − n + 4).
3. c(m) ≤ Ncut(A2(β),V \ A2(β)) (1 ≤ β < n).
4. If m ≤ 12 (n2 − n + 2) then
c(m) ≤ Ncut(B(α, β),V \ B(α, β)),
(1 ≤ α ≤ m − 2, 1 ≤ β < n).
Proof. Each items are given by straightforward computations.

Since cut(A1(α),V \ A1(α)) = 1, if vol(A1(m)) ≥
1
2 vol(LPn,m) then there exists some α such that Mcut(LPn,m) =
Ncut(A1(α),V \ A1(α)). To find the α, we solve
vol(A1(α)) − 1 < 12vol(LPn,m) ≤ vol(A1(α)) + 1.
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That is
α − 1
2
<
n2 − n + 2m + 2
4
≤ α + 1
2
which means α is the nearest integer of n
2−n+2m+2
4 . We consider
two cases (K ∈ Z) and (K < Z), where K = n2−n+2m+24 . If K ∈ Z
then α = K. If K < Z then K + 12 is an integer and α = K +
1
2 or
α = K − 12 . Since c(K + 12 ) = c(K − 12 ), Mcut(LPn,m) will be
c(K) =
4
n2 − n + 2m , or
c(K +
1
2
) =
4(n2 − n + 2m)
(n(n − 1) + 2(m − 1))(n(n − 1) + 2(m + 1))
By Lemma 15, if m ≤ 12 (n2 − n + 4) then Mcut(LPn,m) =
Ncut(A1(m),V \ A1(m)). That is
Ncut(A1(m),V \ A1(m)) = n
2 − n + 2m
(2m − 1)(n2 − n + 1) .
If m = 1 then it is easy to verify Mcut(LPn,1) = Ncut(A2(1),V \
A2(1)) = n
2−n+2
(n+1)(n−1) .
Theorem 4. For the graph LPn,m, (n ≥ 3 and m ≥ 1),
Mcut(LPn,m) is given by,
n2−n+2m
(2m−1)(n2−n+1) (2 ≤ m ≤ n
2−n+4
2 ),
4
(n2−n+2m) (o1 ∧ m > n
2−n+4
2 ),
4(n2−n+2m)
(n(n−1)+2(m−1))(n(n−1)+2(m+1)) (o2 ∧ m > n
2−n+4
2 ),
n2−n+2
(n+1)(n−1) (m = 1),
where
o1 = (
n2 − n + 2m + 2
4
∈ Z),
o2 = (
n2 − n + 2m + 2
4
< Z).

4. Eigenvalues and eigenvectors of paths and
cycles
In this section, we derive formulae for the eigenvalues and
eigenvectors of cycles and paths using circulant matrices and
give an alternate proof for the eigenvalues of adjacency matrix
of cycles and paths using Chebyshev polynomials.
4.1. Circulant matrices and eigenvalues of cycles and paths
Let ωn = e−
2pi
n i = cos 2pin + i sin
2pi
n be a primitive n-th root of
unity.
Definition 36. A circulant matrix C = (ci j) is a matrix having a
form ci j = c( j−i) mod n.
C =

c0 c1 c2 · · · · · · cn−1
cn−1 c0 c1 c2 cn−2
... cn−1 c0 c1
...
...
. . .
. . .
. . .
...
...
. . .
. . . c1
c1 c2 · · · · · · cn−1 c0

.
Proposition 10. Let C = (ci j) be a circulant matrix and ci j =
c( j−i) mod n. For k = 0, . . . , n − 1, we have
Cuk = λkuk,
where λk =
n−1∑
j=0
c j(ωkn)
j, uk = (uki) and uki = (ωkn)i = cos 2kpiin +
i sin 2kpiin .
Proof.
(Cuk)i =
n−1∑
j=0
ci juk j
=
n−1∑
j=0
c( j−i) mod n(ωkn)
j
= (ωkn)
i
n−1∑
j=0
c( j−i) mod n(ωkn)
j−i
= (ωkn)
i
n−1∑
j=0
c j(ωkn)
j
= λkuki
= (λkuk)i.

Proposition 11. 1. The eigenvalues of the adjacency matrix
of Cn is given by λk = 2 cos(
2kpi
n
),
2. The eigenvalues of the difference Laplacian matrix of Cn is
given by λk = 2 − 2 cos(2kpin ),
3. The eigenvalues of the normalized Laplacian matrix of Cn
is given by λk = 1 − cos(2kpin ), and
4. The eigenvalues of the signless Laplacian matrix of Cn is
given by λk = 2 + 2 cos(
2kpi
n
),
where k = (0, . . . , n − 1).
Proof. 1. Let A be an adjacency matrix of a cycle graph with
n vertices. That is A = (ci j) = c( j−i) mod n and c0 = 0,
c1 = cn−1 = 1 and ci = 0 for i = 2, . . . , n − 2.
λk = (ωkn)
1 + (ωkn)
n−1
= (ωkn)
1 + (ωkn)
−1
= 2 cos(
2kpi
n
).

2. Let L(Cn) be the Laplacian matrix of a cycle graph with n
vertices. That is L(Cn) = (ci j) = c( j−i) mod n and c0 = 2,
c1 = cn−1 = −1 and ci = 0 for i = 2, . . . , n − 2.
λk = 2 − (ωkn)1 − (ωkn)n−1
= 2 − ((ωkn)1 + (ωkn)−1)
= 2 − 2 cos(2kpi
n
).

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3. Let L(Cn) be the normalized Laplacian matrix of a cycle
graph with n vertices. That is L(Cn) = (ci j) = c( j−i) mod n
and c0 = 1, c1 = cn−1 = − 12 and ci = 0 for i = 2, . . . , n − 2.
λk = 1 − 12(ω
k
n)
1 − 1
2
(ωkn)
n−1
= 1 − 1
2
((ωkn)
1 + (ωkn)
−1)
= 1 − cos(2kpi
n
).

4. Let S L(Cn) be the signless Laplacian matrix of a cycle
graph with n vertices. That is S L(Cn) = (ci j) = c( j−i) mod n
and c0 = 2, c1 = cn−1 = 1 and ci = 0 for i = 2, . . . , n − 2.
λk = 2 + (ωkn)
1 + (ωkn)
n−1
= 2 + ((ωkn)
1 + (ωkn)
−1)
= 2 + 2 cos(
2kpi
n
). 

Proposition 12. Let λk(0 ≤ k ≤ n − 1) be the kth eigenvalue of
an adjacency matrix of Cn. Then λk = λn−k, for k = 1, . . . , n− 1.
Proof. Eigenvalues of an adjacency matrix of cycle is given by
λk = 2 cos(
2kpi
n
), where k = 0, . . . , n − 1.
λ0 = 2,
λ1 = 2 cos(
2pi
n
),
λ2 = 2 cos(
4pi
n
),
...
λn−2 = 2 cos(
4pi
n
),
λn−1 = 2 cos(
2pi
n
).
This shows that λk = λn−k for k = 1, . . . , n − 1. 
Proposition 13. 1. The eigenvalues of an adjacency ma-
trix of a path graph Pn are given by λk(A(Pn)) =
2 cos(
(k + 1)pi
n + 1
), (k = 0, . . . , n − 1) and an eigenvector uk
is given by (uki) = sin
(i + 1)(k + 1)pi
n + 1
, (i = 0, . . . , n−1) and
(k = 0, . . . , n − 1).
2. The eigenvalues of difference Laplacian matrix of Pn are
given by λk(L(Pn)) = 2 − 2 cos(kpin ), (k = 0, . . . , n − 1) and
its eigenvector uk is given by (uki) = cos
(
(2i + 1)kpi
2n
)
(i =
0, . . . , n − 1).
3. The eigenvalues of normalized Laplacian matrix of a path
Pn are given by λk(L(Pn)) = 1− cos( kpin − 1) (k = 0, . . . , n−
1) and its eigenvector uk is given by
uki =
{ √
2 cos
(
2ipik
2n−2
)
i = 1, . . . , n − 2,
cos( 2ipik2n−2 ) i = 0 and i = n − 1.
4. The eigenvalues of signless Laplacian matrix of Pn are
given by λk(S L(Pn)) = 2 + 2 cos(
(k + 1)pi
n
), (k =
0, . . . , n − 1) and its eigenvector uk is given by (uki) =
sin(
(2i + 1)kpi
2n
), (i = 0, . . . , n − 1).
Proof. 1. Let u = (ui), (i = 0, . . . , n− 1) be an eigenvector for
an eigenvalue λ of path Pn. Then, we can write
Pnu =

0 1 0 · · · · · · 0
1 0 1 0
...
0 1 0 1
...
...
. . .
. . .
. . .
...
...
. . .
. . . 1
0 0 · · · · · · 1 0


u0
u1
u2
...
...
un−1

= λu.
Then we have the following equations:
u1 = λu0,
u0 + u2 = λu1,
u1 + u3 = λu2, (1)
...
un−2 = λun−1.
Let u′ = (u′i), (i = 0, . . . , 2n+1) be an eigenvector of C2n+2,
where (u′i) = sin
(
2(i + 1)(k + 1)pi
2n + 2
)
, (i = 0, . . . , 2n + 1) and
(k = 0, . . . , 2n+1). The eigenvalues of an adjacency matrix
of a cycle C2n+2 are λk = 2 cos
(
(k + 1)pi
n + 1
)
, (k = 0, . . . , 2n +
1). We note that u′n = u′2n+1 = 0. Hence we can write the
equation C2n+2u′ = λku′ as

0 1 0 · · · · · · · · · · · · 1
1 0 1 · · · · · · · · · · · · 0
0
. . .
. . .
. . .
...
... 1 0 1
...
... 1 0 1
...
...
. . .
. . .
. . .
...
... 1 0 1
1 0 · · · · · · · · · · · · 1 0


u′0
...
u′n−1
0
u′n+1
...
u′2n
0

= λku′.
Then we have the following equations:
u′1 = λku
′
0,
u′0 + u
′
2 = λku
′
1,
... (2)
u′n−2 = λku
′
n−1.
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Comparing Equation 1 with Equation 2, we have Pnu =
λku, where u = (u′i)(i = 0, . . . , n − 1). That is λk, (k =
0, . . . , n − 1) are eigenvalues of Pn and u is an eigenvector
of λk. Since λi , λ j for (i , j and 0 ≤ i, j ≤ n − 1), we
have n different eigenvalues of Pn and that is the complete
set of eigenvalues of Pn.
2. Let u = (ui), (i = 0, . . . , n − 1) be an eigenvector for an
eigenvalue λ of difference Laplacian matrix L(Pn). Then
we can write the equation L(Pn)u = λu as
1 −1 0 · · · · · · 0
−1 2 −1 0 0
0 −1 2 −1 ...
...
. . .
. . .
. . .
...
... −1 2 −1
0 0 · · · · · · −1 1


u0
u1
...
...
un−2
un−1

= λu.
Then we have the following equations.
u0 − u1 = λu0,
−u0 + 2u1 − u2 = λu1,
... (3)
−un−2 + un−1 = λun−1.
Let u′ = (u′i), (i = 0, . . . , 2n − 1) be an eigenvec-
tor of difference Laplacian matrix of C2n, where (u′i) =
cos
(
(2i + 1)kpi
2n
)
, (i = 0, . . . , 2n−1) and (k = 0, . . . , 2n−1).
The eigenvalues of L(C2n) are λk = 2 − 2 cos(kpin ), (k =
0, . . . , 2n − 1). We note that u′0 = u′2n−1, u′1 =
u′2n−2, . . . , u
′
n−1 = u
′
n.
Then we can write the equation L(C2n)u′ = λku′ as
2 −1 0 · · · · · · −1
−1 2 −1 0 0
0 −1 2 −1 ...
...
. . .
. . .
. . .
...
... −1 2 −1
−1 0 · · · · · · −1 2


u′0
u′1
...
...
u′2n−2
u′2n−1

= λku′.
2u′0 − u′1 − u′2n−1 = u′0 − u′1 = λku′0,
−u′0 + 2u′1 − u′2 = λku′1,
... (4)
−u′n−2 + 2u′n−1 − u′n = −u′n−2 + u′n−1 = λku′n−1.
Comparing Equation 3 and Equation 4, we have Pnu =
λku, where u = (u′i), (i = 0, . . . , n − 1). That is λk, (k =
0, . . . , n − 1) are eigenvalues of Pn and u is an eigenvector
of λk. Since λi , λ j for (i , j and 0 ≤ i, j ≤ n − 1), we
have n different eigenvalues of Pn and that is the complete
set of eigenvalues of Pn.
3. Let u = (ui), (i = 0, . . . , n − 1) be an eigenvector for an
eigenvalue λ of normalized Laplacian matrix of path Pn.
Then we can write the equation L(Pn)u = λu as

1 − 1√
2
0 · · · · · · 0
− 1√
2
1 − 12 0
...
0
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
... − 12 1 − 1√2
... · · · · · · · · · − 1√
2
1


u0
u1
...
...
un−2
un−1

= λu.
By expanding this we have the following equations.
u0 − 1√
2
u1 = λu0,
− 1√
2
u0 + u1 − 12u2 = λu1,
... (5)
−1
2
un−3 + un−2 − 1√
2
un−1 = λun−2,
− 1√
2
un−2 + un−1 = λun−1.
Let u′ = (u′i), (i = 0, . . . , 2n − 3) be an eigenvector
of normalized Laplacian matrix of C2n−2, where (u′i) =
cos( 2ikpi2n−2 ), (i = 0, . . . , 2n − 3) and λk = 1 − cos( 2kpi2n−2 ), (k =
0, . . . , 2n − 3) be its eigenvalue. We note that u′1 =
u′2n−3, u
′
2 = u
′
2n−4, . . . , u
′
n−2 = u
′
n. Then we multi-
ply each of these values by 1√
2
and obtain the vector,
u′0,
1√
2
u′1,
1√
2
u′2, . . . ,
1√
2
u′n−2, u
′
n−1,
1√
2
u′n, . . . ,
1√
2
u′2n−3. We
can write L(C2n−2)u′ = λku′ as

1 − 12 · · · · · · · · · − 12
− 12 1 − 12
...
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
... − 12 1 − 12− 12 · · · · · · · · · − 12 1


u′0
1√
2
u′1
...
u′n−1
...
1√
2
u′2n−3

= λku′.
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By expanding we have,
u′0 −
1
2
1√
2
u′1 −
1
2
1√
2
u′1 = u
′
0 −
1√
2
u′1
= λku′0,
−1
2
u′0 +
1√
2
u′1 −
1
2
1√
2
u′2 =
1√
2
(− 1√
2
u′0 + u
′
1 −
1
2
u′2)
= λk(
1√
2
u′1), (6)
...
−1
2
1√
2
u′n−3 +
1√
2
u′n−2 −
1
2
u′n−1 = λk(
1√
2
u′n−2),
−1
2
1√
2
u′n−2 + u
′
n−1 −
1
2
1√
2
u′n−2 = −
1√
2
u′n−2 + u
′
n−1
= λku′n−1.
Comparing Equation 5 and Equation 6, we have Pnu =
λku, where u = (u′0,
√
2u′1, . . . ,
√
2u′n−2, u
′
n−1). That is
λk, (k = 0, . . . , n−1) are eigenvalues of Pn and u is an eigen-
vector of λk. Since λi , λ j for (i , j and 0 ≤ i, j ≤ n − 1),
we have n different eigenvalues of Pn and that is the com-
plete set of eigenvalues of Pn.
4. Let u = (ui), (i = 0, . . . , n − 1) be an eigenvector for an
eigenvalue λ of signless Laplacian matrix of path Pn. Then
we can write the equation S L(Pn)u = λu as
1 1 0 · · · · · · 0
1 2 1 0
...
0 1 2 1
...
...
. . .
. . .
. . .
...
...
. . .
. . . 1
0 0 · · · · · · 1 1


u0
u1
...
...
un−2
un−1

= λu
.
u0 + u1 = λu0,
u0 + 2u1 + u2 = λu1,
... (7)
un−2 + un−1 = λun−1.
Let u′ = (u′i), (i = 0, . . . , 2n − 1) be an eigenvec-
tor of signless Laplacian matrix of C2n, where (u′i) =
sin
(2i + 1)kpi
2n
, (i = 0, . . . , 2n − 1) and λk = 2 +
2 cos(
(k + 1)pi
2n
), (k = 0, . . . , 2n − 1) be its eigenvalue. We
note that u′0 = −u′2n−1, u′1 = −u′2n−2, . . . , u′n−1 = −u′n. Then
we can write the equation S L(C2n)u′ = λku′ as
2 1 0 · · · · · · 1
1 2 1 0 0
0 1 2 1
...
...
. . .
. . .
. . .
...
... 1 2 1
1 0 · · · · · · 1 2


u′0
u′1
...
...
u′2n−2
u′2n−1

= λku′.
2u′0 + u
′
1 − u′0 = u′0 + u′1 = λku′0,
u′0 + 2u
′
1 + u
′
2 = λku
′
1,
... (8)
u′n−2 + 2u
′
n−1 − u′n−1 = u′n−2 + u′n−1 = λku′n−1.
Comparing Equation 7 and Equation 8, we have Pnu =
λku, where u = (u′i), (i = 0, . . . , n − 1). That is λk, (k =
0, . . . , n − 1) are eigenvalues of Pn and u is an eigenvector
of λk. Since λi , λ j for (i , j and 0 ≤ i, j ≤ n − 1), we
have n different eigenvalues of Pn and that is the complete
set of signless eigenvalues of Pn.

4.2. Tridiagonal Matrices
In this section, we derive eigenvalues of adjacency matrices of
paths and cycles using Chebyshev polynomials.
Definition 37. Let T0(x) = 1 and U0(x) = 0. For n ∈ N, Tn(x)
and Un(x) are defined by(
Tn+1(x)
Un+1(x)
)
=
(
x x2 − 1
1 x
) (
Tn(x)
Un(x)
)
.
We call Tn(x) as the Chebyshev polynomials of the first kind,
and Un(x) as the Chebyshev polynomials of the second kind.
Example 5. By using the above definition we have,(
T1(x)
U1(x)
)
=
(
x x2 − 1
1 x
) (
1
0
)
=
(
x
1
)
,(
T2(x)
U2(x)
)
=
(
x x2 − 1
1 x
) (
x
1
)
=
(
2x2 − 1
2x
)
,(
T3(x)
U3(x)
)
=
(
x x2 − 1
1 x
) (
2x2 − 1
2x
)
=
(
4x3 − 3x
4x2 − 1
)
.
Proposition 14. T0(x) = 1, T1(x) = x, U0(x) = 0, U1(x) = 1,
Tn+1(x) = 2xTn(x) − Tn−1(x), and
Un+1(x) = 2xUn(x) − Un−1(x).

Proposition 15.
cos nθ = Tn(cos θ),
sin nθ = Un(cos θ) sin θ.

We note that the degree of the polynomial Tn(x) is n and the
degree of the polynomial Un(x) is n − 1 for n ≥ 2.
Proposition 16. Let x = cos θ and n ≥ 2. Then
Tn(x) = 0 ⇔ x = cos( (2k + 1)pi2n ) (k = 0, . . . , n − 1).
Un(x) = 0 ⇔ x = cos(kpin ) (k = 1, . . . , n − 1).
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
The determinant of tridiagonal matrices can be represented
by using recurrence relations. We consider tridiagonal matrices
with similar diagonal elements. Then we derive a formula for
eigenvalues of tridiagonal matrices.
Definition 38. A n × n tridiagonal matrix An = (ai j) is a matrix
which has the form
An =

α1 β1 0 · · · 0
γ1 α2 β2
. . .
...
0 γ2
. . .
. . . 0
...
. . .
. . . αn−1 βn−1
0 · · · 0 γn−1 αn

.
Proposition 17. Let n ≥ 2, |A0| = 1, and |A1| = α1. Then we
have,
|An| = αn|An−1| − βn−1γn−1|An−2|.
Proposition 18. Eigenvalues of adjacency matrix of a path
graph are given by λk(A(Pn)) = 2 cos(
kpi
n + 1
)(k = 1, . . . , n).
Proof. The matrix λI − Pn is a tridiagonal matrix with αi = λ,
βi = γi = −1. Let fn(λ) = |λI − Pn|. By Proposition 17, fn(λ)
is defined by fn(λ) = λ fn−1(λ) − fn−2(λ), where f0(λ) = 1 and
f1(λ) = λ. Let gn(λ) = Un+1(
λ
2
). Then
g0(λ) = U1(
λ
2
) = 1,
g1(λ) = U2(
λ
2
) = 2(
λ
2
) = λ,
gn(λ) = Un+1(
λ
2
)
= 2
λ
2
Un(
λ
2
) − Un−1(λ2 ) (by prop. 14)
= λgn−1(λ) − gn−2(λ).
Then we have fn(λ) = gn(λ) = Un+1(
λ
2
). That is
fn(λ) = 0 ⇔ Un+1(λ2 ) = 0.
⇔ λ
2
= cos(
kpi
n + 1
) (k = 1, . . . , n).
⇔ λ = 2 cos( kpi
n + 1
) (k = 1, . . . , n).
Thus we obtain the result. 
Proposition 19. Eigenvalues of adjacency matrix of a cycle are
given by λk(A(Cn)) = 2 cos( 2kpin )(k = 1, . . . , n).
Proof. The matrix λI − Cn is not a tridiagonal matrix. But we
have |λI −Cn| = 2(Tn(λ2 )− 1). Since Tn(x) = 1⇔ cos nθ = 1⇔
θ =
2kpi
n
. We obtain
|λI −Cn| =
n∏
k=1
(λ − 2 cos(2kpi
n
)).

Proposition 20. Let Pn = (Vn, En) be a path graph. If G =
(Vn, En ∪ {(v1, v1)}, {(vn, vn)}) then the eigenvalues of Laplacian
matrix of G are given by λk = a + 2 cos(
kpi
n + 1
), (k = 1, . . . , n).
Figure 6: Path graph with equal vertex degrees.
Proof. Let L(Pn) the Laplacian matrix of a path graph with ver-
tex weight a on n vertices. The matrix λI−L(Pn) is a tridiagonal
matrix with αi = λ − a, βi = γi = −1. Let fn(λ) = |λI − L(Pn)|
and fn(λ) is defined by fn(λ) = λ fn−1(λ − a) − fn−2(λ), where
f0(λ) = 1 and f1(λ) = λ − a. Let gn(λ) = Un+1(λ − a2 ). Since
g0(λ) = U1(
λ − a
2
) = 1,
g1(λ) = U2(
λ − a
2
) = 2(
λ − a
2
) = λ − a, and
gn(λ) = Un+1(
λ − a
2
)
= 2(
λ − a
2
)Un(
λ − a
2
) − Un−1(λ − a2 )
= (λ − a)gn−1(λ) − gn−2(λ),
we have fn(λ) = gn(λ) = Un+1(
λ − a
2
). That is
fn(λ) = 0 ⇔ Un+1(λ − a2 ) = 0
⇔ λ − a
2
= cos(
kpi
n + 1
) (k = 1, . . . , n)
⇔ λ = a + 2 cos( kpi
n + 1
) (k = 1, . . . , n).

4.3. Determinant of tridiagonal matrices
Let n ≥ 2. We define a n × n matrix An(a, b) as follows:
An(a, b) =

a b 0 · · · · · · · · · 0
b a b 0
...
0 b a b 0
...
...
. . .
. . .
. . .
. . .
. . .
...
... 0 b a b 0
... 0 b a b
0 · · · · · · · · · 0 b a

.
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Lemma 16. Let n ≥ 2 and a , 2b.
|An(a, b)| = bn · sin(n + 1)θsin θ ,
where
a
2b
= cos θ (0 < θ < 2pi).
Proof. By Proposition 17, we have |An(a, 1)| = a|An−1(a, 1)| −
|An−2(a, 1)|. Let |A0(a, 1)| = 1 and |A1(a, 1)| = a. Since U1(x) =
1, U2(x) = 2x and Un+1 = 2xUn(x)−Un−1(x), we have |An(a, 1)|
= Un+1
(a
2
)
and An(a, 1) =
sin(n + 1)θ
sin θ
, where
a
2
= cos θ. Since
An(a, b) = bn · An
(a
b
, 1
)
, we have
|An(a, b)| = bn ·
∣∣∣∣∣An (ab , 1
)∣∣∣∣∣ = bn · Un+1 ( a2b
)
= bn
sin(n + 1)α
sinα
where
a
2b
= cosα. 
Example 6. (i)
∣∣∣∣∣∣An
(
λ − 1, 1
2
)∣∣∣∣∣∣ =
(
1
2
)n sin(n + 1)α
sinα
, where λ =
1 + cosα.
(ii)
∣∣∣∣∣∣An
(
η − 2
3
,
1
3
)∣∣∣∣∣∣ =
(
1
3
)n sin(n + 1)β
sin β
, where η =
2
3
(1 + cos β).
Let n ≥ 3. We define a n × n matrix Bn(a0, b0, a, b) and
Cn(a, b, a0, b0) as follows:
Bn(a0, b0, a, b) =

a0 b0 0 · · · 0
b0
0 An−1(a, b)
...
0

Cn(a, b, a0, b0) =

0
An−1(a, b)
...
0
b0
0 · · · 0 b0 a0

We note that
|Bn(a0, b0, a, b)| = a0|An−1(a, b)| − b20|An−2(a, b)|, and
|Cn(a, b, a0, b0)| = a0|An−1(a, b)| − b20|An−2(a, b)|.
We define functions
gn(β) = 2 sin((n + 1)β) + sin nβ − sin((n − 1)β), and
hn(γ) = 2 sin((n + 1)γ) − sin nγ − sin((n − 1)γ)
before introducing the next Lemma.
Lemma 17. Let n ≥ 3.
1.
∣∣∣∣∣∣Bn(λ − 1, 1√2 , λ − 1, 12)
∣∣∣∣∣∣ = 12n−1 cos nα, where λ = 1 +
cosα.
2.
∣∣∣∣∣∣Cn(η − 23 , 13 , η − 12 , 1√6)
∣∣∣∣∣∣ = 12 · 3n · sin βgn(β), where η =
2
3
(1 + cos β).
3.
∣∣∣∣∣∣Cn(µ − 43 , 13 , µ − 32 , 1√6)
∣∣∣∣∣∣ = 12 · 3n · sin γhn(γ), where µ =
2
3
(2 + cos γ).
Proof. 1.
∣∣∣∣∣∣Bn(λ − 1, 1√2 , λ − 1, 12)
∣∣∣∣∣∣ = (λ − 1)
∣∣∣∣∣An−1(λ − 1, 12)
∣∣∣∣∣
−1
2
∣∣∣∣∣An−2(λ − 1, 12)
∣∣∣∣∣
= (λ − 1)
(
1
2
)n−1 sin nα
sinα
− 1
2
(
1
2
)n−2 sin(n − 1)α
sinα
=
(
1
2
)n−1
· 1
sinα
((λ − 1) sin nα − sin(n − 1)α)
=
(
1
2
)n−1
· 1
sinα
(cosα sin nα − sin(nα − α))
=
(
1
2
)n−1
· 1
sinα
(cos nα sinα)
=
(
1
2
)n−1
cos nα
2. ∣∣∣∣∣∣Cn(η − 23 , 13 , η − 12 , 1√6)
∣∣∣∣∣∣ =
(
η − 1
2
) ∣∣∣∣∣∣An−1
(
η − 2
3
,
1
3
)∣∣∣∣∣∣
− 1
6
∣∣∣∣∣∣An−2
(
η − 2
3
,
1
3
)∣∣∣∣∣∣
=
(
η − 1
2
) (
1
3
)n−1 sin nβ
sin β
− 1
6
(
1
3
)n−2 sin(n − 1)β
sin β
=
(
1
3
)n−1 ((
η − 1
2
)
sin nβ
sin β
− 1
2
sin(n − 1)β
sin β
)
=
(
1
3
)n−1 ((1
6
+
2
3
cos β
)
sin nβ
sin β
− 1
2
sin(n − 1)β
sin β
)
=
(
1
3
)n−1 1
6 sin β
(sin nβ + 4 cos β sin nβ − 3 sin(nβ − β))
=
(
1
3
)n−1 1
6 sin β
(sin nβ + 4 cos β sin nβ − sin(nβ − β)
− 2 sin nβ cos β + 2 cos nβ sin β)
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=
(
1
3
)n−1 1
6 sin β
(sin nβ + 2 cos nβ sin β − sin(nβ − β)
+ 2 sin nβ cos β)
=
(
1
3
)n−1 1
6 sin β
(sin nβ + 2 sin(nβ + β) − sin(nβ − β))
=
(
1
3
)n−1 1
6 sin β
(2 sin(n + 1)β + sin nβ − sin(n − 1)β)
=
(
1
3
)n 1
2 sin β
gn(β)
3. ∣∣∣∣∣∣Cn(µ − 43 , 13 , µ − 32 , 1√6)
∣∣∣∣∣∣ =
(
µ − 3
2
) ∣∣∣∣∣∣An−1
(
µ − 4
3
,
1
3
)∣∣∣∣∣∣
− 1
6
∣∣∣∣∣∣An−2
(
µ − 4
3
,
1
3
)∣∣∣∣∣∣
=
(
µ − 3
2
) (
1
3
)n−1 sin nγ
sin γ
− 1
6
(
1
3
)n−2 sin(n − 1)γ
sin γ
=
(
1
3
)n−1 ((
µ − 3
2
)
sin nγ
sin γ
− 1
2
sin(n − 1)γ
sin γ
)
=
(
1
3
)n−1 ((
−1
6
+
2
3
cos γ
)
sin nγ
sin γ
− 1
2
sin(n − 1)γ
sin γ
)
=
(
1
3
)n−1 1
6 sin γ
(− sin nγ + 4 cos γ sin nγ − 3 sin(nγ − γ))
=
(
1
3
)n−1 1
6 sin γ
(2 sin(n + 1)γ − sin nγ − sin(n − 1)γ)
=
(
1
3
)n 1
2 sin γ
hn(γ)

4.4. Eigenvalues of L(Pn)
Example 7. The adjacency matrix and the normalized Lapla-
cian matrix of a path graph P5.
A(P5) =

0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 0 0 1 0

L(P5) =

1 − 1√
2
0 0 0
− 1√
2
1 − 12 0 0
0 − 12 1 − 12 0
0 0 − 12 1 − 1√2
0 0 0 − 1√
2
1

Let n ≥ 4. We define n × n matrix Qn(a0, b0, a, b) as the
following.
Qn(a0, b0, a, b) =

a0 b0 0 · · · 0
b0
...
0 An−2(a, b) 0
... b0
0 · · · 0 b0 a0

We note that
|Qn(a0, b0, a, b)| = a0|Cn−1(a, b, a0, b0)| − b20|Cn−2(a, b, a0, b0)|.
Proposition 21. Let n ≥ 4. The characteristic polynomial of
L(Pn) is
|λIn − L(Pn)| = −
(
1
2
)n−2
(sinα sin((n − 1)α)),
where λ = 1+cosα. That is λ = 1−cos( kpin−1 ) (k = 0, . . . , n−1).
Proof. First, we note L(Pn) = Qn
(
1,− 1√
2
, 1,−1
2
)
and
|λIn − L(Pn)| =
∣∣∣∣∣∣Qn
(
λ − 1, 1√
2
, λ − 1, 1
2
)∣∣∣∣∣∣.
∣∣∣∣∣∣Qn
(
λ − 1, 1√
2
, λ − 1, 1
2
)∣∣∣∣∣∣
= (λ − 1)
∣∣∣∣∣∣Cn−1
(
λ − 1, 1
2
, λ − 1, 1√
2
)∣∣∣∣∣∣
− 1
2
∣∣∣∣∣∣Cn−2
(
λ − 1, 1
2
, λ − 1, 1√
2
)∣∣∣∣∣∣
= (λ − 1)
∣∣∣∣∣∣Bn−1
(
λ − 1, 1√
2
, λ − 1, 1
2
)∣∣∣∣∣∣
− 1
2
∣∣∣∣∣∣Bn−2
(
λ − 1, 1√
2
, λ − 1, 1
2
)∣∣∣∣∣∣
= (λ − 1)
(
1
2
)n−2
cos((n − 1)α) − 1
2
(
1
2
)n−3
cos((n − 2)α)
=
(
1
2
)n−2
(cosα · cos((n − 1)α) − cos((n − 2)α))
=
(
1
2
)n−2
(cosα · cos((n − 1)α) − (cos((n − 1)α) · cosα+
sin((n − 1)α) · sinα))
= −
(
1
2
)n−2
sin((n − 1)α) · sinα.
We have α =
kpi
n − 1 (k = 0, . . . , n − 1). Since cos
(
kpi
n − 1
)
=
cos
(
(k + (n − 1))pi
n − 1
)
, we have λ = 1+cos
(
kpi
n − 1
)
(k = 0, . . . , n−
1). The set is equal to λ = 1− cos
(
kpi
n − 1
)
(k = 0, . . . , n−1). 
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4.5. Eigenvalues of weighted paths and L(Rn,k)
Example 8. The adjacency matrix and the normalized Lapla-
cian matrix of a weighted path graph P4,3.
A(P4,3) =

0 1 0 0 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 1 1 0
0 0 0 0 1 1 1
0 0 0 0 0 1 1

L(P4,3) =

1 − 1√
2
0 0 0 0 0
− 1√
2
1 − 12 0 0 0 0
0 − 12 1 − 12 0 0 0
0 0 − 12 1 − 1√6 0 0
0 0 0 − 1√
6
2
3 − 13 0
0 0 0 0 − 13 23 − 1√6
0 0 0 0 0 − 1√
6
1
2

Let n ≥ 3 and k ≥ 3. Then
L(Pn,k) =
 Bn(1,− 1√2 , 1,− 12 ) Xn,kXtn,k Ck( 23 ,− 13 , 12 ,− 1√6 )
 ,
where Xn,k is the n × k matrix defined by
Xn,k =

0 · · · · · · 0
...
...
0 0
...
− 1√
6
0 · · · 0

.
Theorem 5. Let n ≥ 3 and k ≥ 3. The characteristic polynomial
of L(Pn,k) is ∣∣∣λIn+k − L(Pn,k)∣∣∣ = pn,k(λ),
where
pn,k(λ) =
1
2n3k sin β
(gk(β) cos(nα)) − gk−1(β) cos((n − 1)α)),
λ = 1 + cosα and λ =
2
3
(1 + cos β).
Proof. Since |Bn(λ − 1, 1√
2
, λ − 1, 1
2
)| = cos(nα)
2n−1
and
|Ck(λ − 23 ,
1
3
, λ − 1
2
,
1√
6
)| = gk(β)
2 · 3k · sin β , we have
∣∣∣λIn+k − L(Pn,k)∣∣∣ =
∣∣∣∣∣∣∣ Bn(λ − 1,
1√
2
, λ − 1, 12 ) Xn,k
Xtn,k Ck(λ − 23 , 13 , λ − 12 , 1√6 )
∣∣∣∣∣∣∣
= −1
4
|Bn−2(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck(λ − 23 ,
1
3
, λ − 1
2
,
1√
6
)|
+(λ − 1)|Bn−1(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck(λ − 23 ,
1
3
, λ − 1
2
,
1√
6
)|
−1
6
|Bn−1(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck−1(λ − 23 ,
1
3
, λ − 1
2
,
1√
6
)|
= −1
4
· cos((n − 2)α)
2n−3
· gk(β)
2 · 3k · sin β + cosα ·
cos((n − 1)α)
2n−2
·
gk(β)
2 · 3k · sin β −
1
6
cos((n − 1)α)
2n−2
· gk−1(β)
2 · 3k−1 · sin β
=
1
2n · 3k · sin β (− cos((n − 2)α)gk(β) + 2 cosα cos((n − 1)α)gk(β)
− cos((n − 1)α)gk−1(β))
=
1
2n · 3k · sin β (cos(nα)gk(β) − cos((n − 1)α)gk−1(β))
= pn,k(λ)
We note that
− cos((n − 2)α) + 2 cosα cos((n − 1)α)
= − cosα cos((n − 1)α) − sinα sin((n − 1)α)
+2 cosα cos((n − 1)α)
= cosα cos((n − 1)α) − sinα sin((n − 1)α)
= cos(nα).

Lemma 18. Let k ≥ 3.
1. If
(4k − 2)pi
4k − 1 < α < pi, 0 < β < pi and 1 + cosα =
2
3
(1 +
cos β) then
(2k + 1)pi
2(k + 1)
< β.
2. If
(2k + 1)pi
2(k + 1)
< β < pi then gk(β) , 0 and
gk−1(β)
gk(β)
< −1.
3. If n = 2k (k ≥ 0), (2n − 2)pi
2n − 1 < α < pi, 0 < β < pi and
1 + cosα =
2
3
(1 + cos β) then
gk(β) cos(nα) − gk−1(β) cos((n − 1)α) , 0.
Proof. 1. Since k ≥ 3, we have 4k − 1
k + 1
= 4 − 5
k + 1
≥ 11
4
and
1
4k − 1 ≤
4
11(k + 1)
.
Since
33
8
√
2
3
> 3.36 > pi, we have
√
3
2
· 1
2
· 4pi
11
<
√
3
2
· 1
2
·
4
11
· 33
8
√
2
3
=
3
4
.
Since
3x
2
≤ sin(pix
2
) (0 ≤ x ≤ 1
3
), we have
3
4(k + 1)
≤
sin
pi
4(k + 1)
. Since 1 + cosα =
2
3
(1 + cos β), we have cos2
α
2
=
2
3
cos2
β
2
and cos
β
2
=
√
3
2
cos
α
2
.
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sin(
pi − β
2
) = cos
β
2
=
√
3
2
cos
α
2
=
√
3
2
sin(
pi − α
2
)
≤
√
3
2
(
pi − α
2
)
<
√
3
2
· 1
2
· ( pi
4k − 1)
<
√
3
2
· 1
2
· ( 4pi
11(k + 1)
<
3
4(k + 1)
=
1
2
· 3
2(k + 1)
≤ sin pi
4(k + 1)
Then
pi − β
2
<
pi
4(k + 1)
and
(2k + 1)pi
2(k + 1)
< β.
2. Let β′ = pi − β. Then 0 < β′ < pi
2(k + 1)
. We note that if k
is even then sin(kβ) = − sin(kβ′) and if k is odd then sin(kβ) =
sin(kβ′). Since y = sin x is convex on 0 < x <
pi
2
, sin(tx1 +
(1 − t)x2) > t sin x1 + (1 − t) sin x2 for 0 < x1 < x2 < pi2 and
0 < t < 1. Since 0 < (k − 2)β′ < kβ′ < (k + 1)β′ < pi
2
and
1
3
(k − 2) + (1 − 1
3
)(k + 1) = k, we have sin(kβ′) >
1
3
sin((k −
2)β′) +
2
3
sin((k + 1)β′).
gk−1(β) + gk(β) = 2 sin(kβ) + sin((k − 1)β) − sin((k − 2)β)
+2 sin((k + 1)β) + sin(kβ) − sin((k − 1)β)
= − sin((k − 2)β) + 3 sin(kβ) + 2 sin((k + 1)β)
If k is even then gk(β) = 2 sin((k + 1)β) + sin(kβ) − sin((k − 1)β)
= 2 sin((k + 1)β′) − sin(kβ′) − sin((k − 1)β) > 0.
gk−1(β) + gk(β) = − sin((k − 2)β) + 3 sin(kβ) + 2 sin((k + 1)β)
= sin((k − 2)β) − 3 sin(kβ) + 2 sin((k + 1)β)
= 3(
1
3
sin((k − 2)β′) + 2
3
sin((k + 1)β′)
− sin(kβ′)) < 0.
Since gk(β) > 0,
gk−1(β)
gk(β)
+ 1 < 0.
If k is odd then gk(β) = 2 sin((k + 1)β) + sin(kβ)− sin((k−1)β)
= −2 sin((k + 1)β′) + sin(kβ′) + sin((k − 1)β) > 0.
gk−1(β) + gk(β) = − sin((k − 2)β) + 3 sin(kβ) + 2 sin((k + 1)β)
= − sin((k − 2)β) + 3 sin(kβ) − 2 sin((k + 1)β)
= 3(sin(kβ′)) − 1
3
sin((k − 2)β′)
−2
3
sin((k + 1)β′) > 0.
Since gk(β) < 0,
gk−1(β)
gk(β)
+ 1 < 0.
3. Let α′ = pi − α. Then 0 < α′ < pi
4k − 1 . We note that if n
is even then cos(nα) = cos(nα′) and if n is odd then cos(nα) =
− cos(nα′).
gk(β) cos(nα) − gk−1(β) cos((n − 1)α) = gk(β) cos((n − 1)α)
(
cos(nα)
cos((n − 1)α) −
gk−1(β)
gk(β)
).
Since n = 2k, we have cos(nα) = cos(nα′) and cos((n−1)α) =
− cos((n − 1)α′) < 0. Since 0 < (n − 1)α′ < nα′ < pi and
(n − 1)α′ < (n − 1)pi
2n − 1 <
pi
2
, we have cos((n − 1)α′) > cos(nα′),
− cos((n − 1)α) > cos(nα) and cos(nα)
cos((n − 1)α) > −1. Since
gk−1(β)
gk(β)
< −1, we have cos(nα)
cos((n − 1)α) −
gk−1(β)
gk(β)
> 0.
If k is even then gk(β) > 0 and cos((n − 1)α) < 0, then
gk(β) cos(nα) − gk−1(β) cos((n − 1)β) < 0.
If k is odd then gk(β) < 0 and cos((n − 1)α) < 0, then
gk(β) cos(nα) − gk−1(β) cos((n − 1)β) > 0.

Proposition 22. If k ≥ 3 and λ2(L(P2k,k)) the second eigenvalue
of L(P2k,k) then
1 − cos pi
4k − 1 ≤ λ2(L(P2k,k)).
Proof. Let 0 < α < pi. If 1+cosα < 1−cos pi
4k − 1 then cosα <
− cos pi
4k − 1 and
pi
4k − 1 < α. By Theorem 5 and Lemma 18,
we have pn,k(λ) , 0 if
pi
4k − 1 < α < pi and λ = 1 + cosα. This
shows that
1 − cos pi
4k − 1 ≤ λ2(L(P2k,k)).

Example 9. If k = 3 then n = 6 and 1−cos pi
4k − 1 = 0.0405 · · · .
If k = 4 then n = 8 and 1 − cos pi
4k − 1 = 0.02185 · · · . The
blue curve in the Figure 7 is y = p6,3(x) and the red curve is
y = p8,4(x).
4.6. Eigenvalues of L(Rn,k)
Example 10. The adjacency matrix and the normalized Lapla-
cian matrix of a graph R5,5.
A(R5,5) =

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0

23
0.02 0.04 0.06 0.08
-0.0006
-0.0004
-0.0002
0.0002
0.0004
0.0006
Figure 7: Eigenvalues of P6,3 and P8,4
L(R5,5) can be written as
1 − 1√
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
− 1√
2
1 − 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 − 12 1 − 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 − 12 1 − 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 − 12 1 − 1√6 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 − 1√
6
1 − 13 0 0 0 0 0 0 0 0 − 13 0 0 0 0
0 0 0 0 0 − 13 1 − 13 0 0 0 0 0 0 0 0 − 13 0 0 0
0 0 0 0 0 0 − 13 1 − 13 0 0 0 0 0 0 0 0 − 13 0 0
0 0 0 0 0 0 0 − 13 1 − 1√6 0 0 0 0 0 0 0 0 −
1
3 0
0 0 0 0 0 0 0 0 − 1√
6
1 0 0 0 0 0 0 0 0 0 − 12
0 0 0 0 0 0 0 0 0 0 1 − 1√
2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 − 1√
2
1 − 12 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 − 12 1 − 12 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 − 12 1 − 12 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 − 12 1 − 1√6 0 0 0 0
0 0 0 0 0 − 13 0 0 0 0 0 0 0 0 − 1√6 1 −
1
3 0 0 0
0 0 0 0 0 0 − 13 0 0 0 0 0 0 0 0 − 13 1 − 13 0 0
0 0 0 0 0 0 0 − 13 0 0 0 0 0 0 0 0 − 13 1 − 13 0
0 0 0 0 0 0 0 0 − 13 0 0 0 0 0 0 0 0 − 13 1 − 1√6
0 0 0 0 0 0 0 0 0 − 12 0 0 0 0 0 0 0 0 − 1√6 1

Theorem 6. Let n ≥ 3, k ≥ 3. The characteristic polynomial of
L(Rn,k) is
|λI2(n+k) − L(Rn,k)| = pn,k(λ) · qn,k(λ),
where
pn,k(λ) =
1
2n3k sin β
(gk(β) cos(nα)) − gk−1(β) cos((n − 1)α)),
qn,k(λ) =
1
2n3k sin γ
(hk(γ) cos(nα) − hk−1(γ) cos((n − 1)α)),
and λ = 1 + cosα =
2
3
(1 + cos β) =
2
3
(2 + cos γ).
Proof. Since |Bn(λ − 1, 1√
2
, λ − 1, 1
2
)| = cos(nα)
2n−1
and
|Ck(λ − 43 ,
1
3
, λ − 3
2
,
1√
6
)| = hk(γ)
2 · 3k · sin γ , we have∣∣∣∣∣∣∣ Bn(λ − 1,
1√
2
, λ − 1, 12 ) Xn,k
Xtn,k Ck(λ − 43 , 13 , λ − 32 , 1√6 )
∣∣∣∣∣∣∣
= −1
4
|Bn−2(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck(λ − 43 ,
1
3
, λ − 3
2
,
1√
6
)|
+(λ − 1)|Bn−1(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck(λ − 43 ,
1
3
, λ − 3
2
,
1√
6
)|
−1
6
|Bn−1(λ − 1, 1√
2
, λ − 1, 1
2
)| · |Ck−1(λ − 43 ,
1
3
, λ − 3
2
,
1√
6
)|
= −1
4
· cos((n − 2)α)
2n−3
· hk(γ)
2 · 3k · sin γ
+ cosα · cos((n − 1)α)
2n−2
· hk(γ)
2 · 3k · sin γ
−1
6
cos((n − 1)α)
2n−2
· hk−1(γ)
2 · 3k−1 · sin γ
=
1
2n · 3k · sin γ (− cos((n − 2)α)hk(γ) + 2 cosα cos((n − 1)α)
hk(γ) − cos((n − 1)α)hk−1(γ))
=
1
2n · 3k · sin γ (cos(nα)hk(γ) − cos((n − 1)α)hk−1(γ))
= qn,k(λ).
We note that
− cos((n − 2)α) + 2 cosα cos((n − 1)α)
= − cosα cos((n − 1)α) − sinα sin((n − 1)α)
+2 cosα cos((n − 1)α)
= cosα cos((n − 1)α) − sinα sin((n − 1)α)
= cos(nα).
So we have,∣∣∣λI2(n+k) − L(Rn,k)∣∣∣
=
∣∣∣∣∣∣∣ Bn(λ − 1,
1√
2
, λ − 1, 12 ) Xn,k
Xtn,k Ck(λ − 23 , 13 , λ − 12 , 1√6 )
∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣ Bn(λ − 1,
1√
2
, λ − 1, 12 ) Xn,k
Xtn,k Ck(λ − 43 , 13 , λ − 32 , 1√6 )
∣∣∣∣∣∣∣
= pn,k(λ) × qn,k(λ),
where λ = 1 + cosα =
2
3
(1 + cos β) =
2
3
(2 + cos γ). 
Definition 39. Let n ≥ 1. we define two matrices
T ((ai)1≤i≤n, (bi)1≤i≤n−1, (ci)2≤i≤n) and F as follows:
T ((ai)1≤i≤n, (bi)1≤i≤n−1, (ci)2≤i≤n)
=

a1 b1 0 0 ... 0 0
c2 a2 b2 0 ... 0 0
0 c3 a3 b3 ... 0 0
...
...
...
...
...
...
...
0 ... 0 cn−2 an−2 bn−2 0
0 ... 0 0 cn−1 an−1 bn−1
0 ... 0 0 0 cn an

, and
F = ( fi j)1≤i, j≤n, where fi j =
(−1)i (i = j),0 (otherwise).
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Lemma 19.
F−1 · T ((ai), (bi), (ci)) · F = T ((ai), (−bi), (−ci)).
Proof. First, we note that F−1 = F. Each element of bi or ci is
in odd row and even column or even row and odd column. The
right multiplication of F changes the sign of an odd row and
the left multiplication of F changes the sing of an odd column.
The sign of ai is changed twice and the sign of bi or ci is changed
once. So we have F−1 ·T ((ai), (bi), (ci))·F = T ((ai), (−bi), (−ci)).

Proposition 23. Let n ≥ 1, k ≥ 2,
P =
 Bn(1,− 1√2 , 1,− 12 ) Xn,kXtn,k Ck( 23 ,− 13 , 12 ,− 1√6 )
 and
Q =
 Bn(1,− 1√2 , 1,− 12 ) Xn,kXtn,k Ck( 43 ,− 13 , 32 ,− 1√6 )
 .
1. Let λ ∈ < and u ∈ Rn+k. Then Pu = λu if and only if
Q(Fu) = (2 − λ)(Fu).
2. An eigenvalue λ , 0 of P is simple.
3. An eigenvalue λ , 0 of Q is simple.
4. Let λ ∈ <, u = (ui)1≤i≤2(n+k) ∈ R2(n+k) and ui = un+k+i
(1 ≤ i ≤ n + k). Then L(Rn,k)u = λu if and only if Pu = λu,
where u = (ui)1≤i≤n+k.
5. Let λ ∈ <, u = (ui)1≤i≤2(n+k) ∈ R2(n+k) and ui = −un+k+i
(1 ≤ i ≤ n + k). Then L(Rn,k)u = λu if and only if Qu = λu
where u = (ui)1≤i≤n+k.
Proof. 1. First, we note that Q = F−1(2I−P)F by Lemma 19.
So Q and 2I−P have same eigenvalues and Fu is an eigen-
vector of Q if and only if u is an eigenvector of P.
2. If λ is not simple, we can have an eigenvector u =
(ui)1≤i≤n+k, where u1 = 0. By Pu = λu and λ , 0, we
have u = 0 and it contradict that u is an eigenvector of P.
So we have λ(, 0) is simple.
3. It is similar to 2.
4. Assume L(Rn,k)u = λu, then we have Pu = λu by direct
computations. The converse is also hold.
5. It is similar to 4.

Example 11. Let n = k = 2. Then
L(R2,2) =

1 − 1√
2
0 0 0 0 0 0
− 1√
2
1 − 1√
6
0 0 0 0 0
0 − 1√
6
1 − 1√
6
0 0 − 13 0
0 0 − 1√
6
1 0 0 0 − 12
0 0 0 0 1 − 1√
2
0 0
0 0 0 0 − 1√
2
1 − 1√
6
0
0 0 − 13 0 0 − 1√6 1 − 1√6
0 0 0 − 12 0 0 − 1√6 1

,
P =

1 − 1√
2
0 0
− 1√
2
1 − 1√
6
0
0 − 1√
6
2
3 − 1√6
0 0 − 1√
6
1
2
 , and
Q =

1 − 1√
2
0 0
− 1√
2
1 − 1√
6
0
0 − 1√
6
4
3 − 1√6
0 0 − 1√
6
3
2
 .
Eigenvalues of R2,2 are 2., 1.79533, 1.62867, 1, 1, 0.371333,
0.204666 and 0. Corresponding eigenvectors are

0.707107 −1. 1.22474 −1. −0.707107 1. −1.22474 1.
−6.90985 7.772 −3.17291 1. −6.90985 7.772 −3.17291 1.
−0.868326 0.772002 0.315168 −1. 0.868326 −0.772002 −0.315168 1.
0.707107 0 −1.22474 1 0.707104 0 −1.22474 1
−0.707107 0 1.22474 1 0.707104 0 −1.22474 −1
−0.868326 −0.772002 0.315168 1. −0.868326 −0.772002 0.315168 1.
−6.90985 −7.772 −3.17291 −1. 6.90985 7.772 3.17291 1.
0.707107 1. 1.22474 1. 0.707107 1. 1.22474 1.

.
Eigenvalues of P are 1.79533, 1, 0.371333, and 0. Correspond-
ing eigenvectors are
−6.90985 7.772 −3.17291 1.
0.707107 0. −1.22474 1.
−0.868326 −0.772002 0.315168 1.
0.707107 1. 1.22474 1.
 .
Eigenvalues of Q are 2, 1.62867, 1, and 0.204666. Correspond-
ing eigenvectors are
−0.707107 1. −1.22474 1.
0.868326 −0.772002 −0.315168 1.
−0.707107 0. 1.22474 1.
6.90985 7.772 3.17291 1.
 .
Each eigenvector of P is corresponding to an even eigenvector
of L(R2,2) and Q an odd eigenvector of L(R2,2). Even though
eigenvalues of P and Q are simple, an eigenvalue 1 of L(R2,2) is
not simple.
5. counter examples for Mcut(G) , Lcut(G)
This section present counter example graphs, on which spectral
methods and minimum normalized cut produce different clus-
ters.
5.1. Mcut(G) and Lcut(G)
Definition 40 (Lcut(G)). Let G = (V, E) be a connected graph,
λ2 the second smallest eigenvalue of L(G), U2 = ((U2)i)
(1 ≤ i ≤ |V |) a second eigenvector of L(G) with λ2. We as-
sume that λ2 is simple. Then Lcut(G) is defined as Lcut(G) =
Ncut(V+(U2) ∪ V0(U2),V−(U2)).
Example 12. Figure 8 shows some examples, where
Mcut(G) = Lcut(G) and Mcut(G) , Lcut(G).
Proposition 24 ([16]). Let G = (V, E,w) be a weighted graph,
W the weighted adjacency matrix of G, L the weighted dif-
ference Laplacian L(G) of G, and A a subset of V. If vector
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(a) Lcut(G) = Mcut(G)
1 2 3 4 5 6 7 8 9 10 11
12 13 14 15 16 17 18 19 20 21 22
(b) Lcut(R4,7) = Mcut(R4,7)
1 2 3 4 5 6 7 8 9 10
11 12 13 14 15 16 17 18 19 20
(c) Mcut(R6,4)
1 2 3 4 5 6 7 8 9 10
11 12 13 14 15 16 17 18 19 20
(d) Lcut(R6,4)
Figure 8: Mcut(G) and Lcut(G).
y = (y1, . . . , yn)T ∈ <n is defined as
y =

√
vol(V\A)
vol(A) if vi ∈ A,
−
√
vol(A)
vol(V\A) if vi ∈ V \ A,
then
1. yT Ly = vol(V) · Ncut(A,V \ A),
2. yT Dy = vol(V) and
3. (Dy)T~1 = 0.
Proof. 1.
yT Ly = yT Dy − yT Wy
=
n∑
i=1
diy2i −
∑
i, j
yiwi jy j
=
1
2
 n∑
i=1
diy2i − 2
∑
i, j
yiy jwi j +
n∑
j=1
d jy2j

=
1
2
n∑
i, j=1
wi j(yi − y j)2
This can be further reduced to,
=
1
2
∑
i∈A, j∈(V\A)
wi j

√
vol(V \ A)
vol(A)
+
√
vol(A)
vol(V \ A)

2
+
1
2
∑
i∈(V\A), j∈A
wi j
−
√
vol(A)
vol(V \ A) −
√
vol(V \ A)
vol(A)

2
= cut(A,V \ A)
(
vol(A)
vol(V \ A) +
vol(V \ A)
vol(A)
+ 2
)
= cut(A,V \ A)
(
vol(A) + vol(V \ A)
vol(V \ A) +
vol(A) + vol(V \ A)
vol(A)
)
= vol(V).Ncut(A,V \ A).
2.
yT Dy =
n∑
i=1
diy2i =
∑
i∈A
diy2i +
∑
i∈V\A
diy2i
=
∑
i∈A
di
(
vol(V \ A)
vol(A)
)
+
∑
i∈(V\A)
di
(
vol(A)
vol(V \ A)
)
= vol(A)
vol(V \ A)
vol(A)
+ vol(V \ A) vol(A)
vol(V \ A)
= vol(V).

3.
(Dy)T~1 =
n∑
i=1
diyi
=
∑
i∈A
di
√
vol(V \ A)
vol(A)
−
∑
i∈V\A
di
√
vol(A)
vol(V \ A)
= vol(A)
√
vol(V \ A)
vol(A)
− vol(V \ A)
√
vol(A)
vol(V \ A)
= 0.

By Proposition 24, we have
Ncut(A,V \ A) = y
T Ly
yT Dy
=
yT (D −W)y
yT Dy
=
(D1/2y)T (I − D−1/2WD−1/2)(D1/2y)
(D1/2y)T (D1/2y)
=
zTL(G)z
zT z
,
where z = D1/2y and L(G) = I − D−1/2WD−1/2. The least
eigenvalue of L(G) is 0 and an eigenvector is D1/2~1. Let λ2 be
the second eigenvalue of L(G). It is well known
λ2 = min{ z
TL(G)z
zT z
| z ∈ <n, z ⊥ D1/2~1}.
If z is a second eigenvector, then λ2 =
zTL(G)z
zT z
and z ⊥ D1/2~1.
These results guide to consider relations between a set A attain-
ing Mcut(G) = Ncut(A,V \ A) and a set V+(U), where U is a
second eigenvector of L(G). The set V+(U) is a good approxi-
mation of A.
5.2. The graph Rn,k
In this section, we review the formulae of Mcut(Rn,k) and con-
ditions in Theorem 2, consider some properties of subsets A of
V(Rn,k), which attains Lcut(Rn,k) = Ncut(A,V \ A), and assign a
condition of n and k to cause Mcut(Rn,k) , Lcut(Rn,k).
Let Rn,k = (V, E), V = {vi | 1 ≤ i ≤ 2(n + k)}, where
vi =
xi (1 ≤ i ≤ n + k),yi−(n+k) (n + k + 1 ≤ i ≤ 2(n + k)).
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We review subsets A1, A2 and A4(α) defined in the proof of The-
orem 2. That is
A1 = {vi | 1 ≤ i ≤ n + k},
A2 = {vi | 1 ≤ i ≤ n}, and
A4(α) = {vi, vi+n+k | 1 ≤ i ≤ n + α}
(1 ≤ α < k).
For a vector U = (u1, u2, . . . , u2(n+k)) ∈ <2(n+k), we write
U¯ = (u1, u2, . . . , un+k) ∈ <n+k. For a vector U¯ =
(u1, u2, . . . , u(n+k)) ∈ <n+k, we write (U¯, U¯) ∈ <2(n+k) as a vector
U = (u1, u2, . . . , u2(n+k)) ∈ <2(n+k) such that ui+(n+k) = ui (1 ≤
i ≤ n + k). In this section, we consider an automorphism φ,
where φ(vi) = vi+n+k to consider even and odd vectors.
Proposition 25. If U = (u1, u2, . . . , u2(n+k)) is an eigenvector of
L(Rn,k) with an eigenvalue λ, then U¯ is an eigenvector ofL(Pn,k)
with an eigenvalue λ. Conversely, if U¯ = (u1, u2, . . . , un+k) is an
eigenvector of L(Pn,k) with an eigenvalue λ, then U = (U¯, U¯) is
an eigenvector of L(Rn,k).
Proof. If U is an even vector then we can write U = (U¯, U¯).
The matrix L(Rn,k) can be written as
L(Rn,k) =
( L1 C
CT L1
)
,
where L1 is the (n + k) × (n + k) principal sub matrix of L(Rn,k)
and C = (ci j) is the (n + k) × (n + k) matrix such that
ci j =
{ − 1di if n + 1 ≤ i ≤ n + k and i = j,
0 otherwise.
We notice thatL1 +C = L(Pn,k). If λ is an eigenvalue ofL(Rn,k)
then L(Rn,k)U = λU can be written as,( L1 C
CT L1
) (
U¯
U¯
)
= λ
(
U¯
U¯
)
This gives
L1U¯ + CU¯ = λU¯.
This can be written as, (L1 + C)U¯ = L(Pn,k)U¯ = λU¯. Therefore
λ is an eigenvalue of L(Pn,k) and U¯ is an eigenvector. Thus if
U is an even vector of L(Rn,k) with eigenvalue λ, then U¯ is an
eigenvector of L(Pn,k) with the same eigenvalue. The converse
also holds. 
Proposition 26. Let U = (u1, u2, . . . , u(n+k)) be an eigenvector
of L(Pn,k) with a second smallest eigenvalue λ2. Then there
exists some α ∈ Z+ such that ui ≥ 0 (1 ≤ i ≤ α) and
ui < 0 (α + 1 ≤ i ≤ n + k) or ui < 0 (1 ≤ i ≤ α) and
ui ≥ 0 (α + 1 ≤ i ≤ n + k).
Proof. If U = (u1, u2, . . . , un+k) is the second eigenvector of
L(Pn,k), then U ⊥ D1/2~1. Then by Lemma 4, V+(U) , ∅ and
V−(U) , ∅. Since λ2 is simple, induced subgraphs by V+(U),
V−(U), V+(U) ∪ V0(U) and V−(U) ∪ V0(U) are connected by
the nodal domain theorem [5]. Thus there exists some α ∈ Z+
as given in the proposition. 
Corollary 2. If U¯ = (u1, u2, . . . , un+k) is a first eigenvector of
L(Pn,k), then U = (U¯, U¯) is a first eigenvector of L(Rn,k).

Proposition 27. Let λ2 be the second smallest eigenvalue of
L(Rn,k), λ′2 the second smallest eigenvalue of L(Pn,k), and U =
(u1, u2, . . . , u2(n+k)) an eigenvector of L(Rn,k) with λ2. If U is an
even vector then λ2 = λ′2. That is U¯ = (u1, u2, . . . , un+k) is an
second eigenvector of L(Pn,k) with λ′2.
Proof. Since U is an even vector, U¯ is an eigenvector of L(Pn,k)
with λ2. So we have λ′2 ≤ λ2. We note U ⊥ D1/2(Rn,k)~1 and
U¯ ⊥ D1/2(Pn,k)~1.
Let U′ = (u′1, u
′
2, . . . , u
′
n+k) be a second eigenvector of L(Pn,k)
with λ′2. Since (U
′,U′) is an eigenvector of L(Rn,k) with λ′2, we
have λ2 ≤ λ′2 and λ2 = λ′2. 
Let λ2 be the second eigenvalue of Rn,k, U an eigenvector of
Rn,k with λ2. Since λ2 is simple, induced subgraphs by V−(U)
and V+(U)∪V0(U) are connected by the nodal domain theorem
[5]. Since U is an odd vector or an even vector, it is easy to show
Lemma 20 and Lemma 21.
Lemma 20. Let U = (u1, . . . , u2(n+k)) be a second eigenvector
of L(Rn,k). If U is an odd vector then
Lcut(Rn,k) = Ncut(A1,V \ A1).

Lemma 21. Let U = (u1, . . . , u2(n+k)) be a second eigenvector
of L(Rn,k). If U is an even vector then there exists α (1 ≤ α < k)
such that
Lcut(Rn,k) = Ncut(A4(α),V \ A4(α)).

Proposition 28. Let G = Rn,k(n ≥ 1, k ≥ 2). If n and k belong
to the following region R then Mcut(G) < Lcut(G).
R = {(n, k) | ((k ≥ 4) ∧ (2 | k) ∧ (3 | n) ∧
(1 − 1√
2
− 3k
2
+
3k√
2
≤ n)) ∨
(k = 2 ∧ (n ≥ 2)) ∨ (k = 3 ∧ (n ≥ 3))}.
Proof. Let G = (V, E), K1, K2, K3 and K4 are formulae defined
in the Theorem 2. If k ≥ 2 then K2 < K3 < K4 < K1. So if
(n, k) ∈ R then Mcut(G) = Ncut(A2,V \ A2) and denoted by c2
in the Theorem 2.
Let U = (u1, u2, . . . , u2(n+k)) be an eigenvector corresponding
to the second smallest eigenvalue of L(Rn,k). If U is an odd
vector, then Lcut(G) = Ncut(A1,V \ A1) by Lemma 20. So we
have Mcut(G) < Lcut(G) by Theorem 2.
If U is an even vector, then Lcut(G) = Ncut(A4(α),V \A4(α))
for some α by Lemma 21. So we have Mcut(G) < Lcut(G) by
Theorem 2. 
Theorem 7. Let k ≥ 3, λ2(L(P2k,k)), λ2(L(P4k)), and
λ2(L(R2k,k)) the second eigenvectors of L(P2k,k), L(P4k), and
L(R2k,k), respectively.
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1. λ2(L(P4k)) < λ2(L(P2k,k)).
2. λ2(L(R2k,k)) < λ2(L(P4k)).
3. A second eigenvector U of L(R2k,k) is an odd vector.
4. The second eigenvalue of L(R2k,k) is simple.
5. Mcut(R2k,k) < Lcut(R2k,k).
Proof. 1. Since λ2(L(P4k)) = 1 − cos
(
pi
4k − 1
)
by Proposi-
tion 13, we have λ2(L(P4k)) < λ2(L(P2k,k)) by Proposi-
tion 22.
2. Let A = (ai j)1≤i, j≤4k be the adjacency matrix of P4k, B =
(bi j)1≤i, j≤6k be the adjacency matrix of R2k,k, d = (di)1≤i≤4k,
where di =
4k∑
j=1
ai j, e = (ei) where ei =
6k∑
j=1
bi j, and
x = (xi)1≤i≤4k an eigenvector of L(P4k) corresponding to
λ2(L(P4k)) with xT x = 1. We note that d 12~1 ⊥ x and
λ2(L(P4k)) = xTL(P4k)x = 12
4k∑
i=1
4k∑
j=1
 xi√di − x j√d j
2 ai j.
Let
yi =

xi (1 ≤ i ≤ 2k)
0 (2k + 1 ≤ i ≤ 3k, 5k + 1 ≤ i ≤ 6k)
x7k−i+1 (3k + 1 ≤ i ≤ 5k)
and consider a vector y = (yi)1≤i≤6k. Since x is a sec-
ond eigenvector of L(P4k), we have
6k∑
i=1
y2i =
4k∑
i=1
x2i = 1,
6k∑
i=1
√
eiyi =
4k∑
i=1
√
dixi = 0, and x2k = −x2k+1 , 0. So we
have yT y = 1, e
1
2~1 ⊥ y, and
λ2(R2k,k) = inf
e
1
2 ~1⊥u
uTL(R2k,k)u
uT u
≤ yTL(R2k,k)y
=
1
2
6k∑
i=1
6k∑
j=1
(
yi√
ei
− y j√e j
)2
bi j
=
1
2
4k∑
i=1
4k∑
j=1
 xi√di − x j√d j
2 ai j − ( x2k√d2k − x2k+1√d2k+1
)2
+
(
y2k√
e2k
− y2k+1√
e2k+1
)2
+
(
y5k√
e5k
− y5k+1√
e5k+1
)2
= λ2 (L (P4k)) −
(
2x2k√
d2k
)2
+
(
y2k√
e2k
)2
+
(
y5k√
e5k
)2
= λ2 (L (P4k)) − 2
(
x2k√
d2k
)2
< λ2 (L (P4k))
3. If a second eigenvector U of L(R2k,k) corresponding
to λ2(L(R2k,k)) is an even vector, then λ2(L(R2k,k)) =
λ2(L(P2k,k)) by Proposition 23. But it contradicts that
λ2(L(R2k,k)) < λ2(L(P2k,k)) induced by 1. and 2. So we
have a second eigenvector U of L(R2k,k), which is an odd
vector.
4. By 3. and Proposition 23, 3. and 4., λ2(L(R2k,k)) is simple.
5. Since the second eigenvector of R2k,k is an odd vector,
Lcut(R2k,k) = Ncut(A1,V \ A1) by Lemma 20. Thus we
have Mcut(R2k,k) < Lcut(R2k,k) by Theorem 2.

6. Conclusion
We presented a survey of the known results associated with dif-
ference, normalized, and signless Laplacian matrices. We also
stated upper and lower bounds for the difference and normal-
ized Laplacian matrices using isoperimetric numbers and the
Cheeger constant. We gave a uniform proof for the eigenval-
ues and eigenvectors of paths and cycles on the basis of all three
Laplacian matrices using circulant matrices, and presented an
alternate proof for finding the eigenvalues of the adjacency ma-
trix of cycles and paths using Chebyshev polynomials. We also
introduced concrete formulae for Mcut(G) for some classes of
graphs. Then, we established characteristic polynomials for the
normalized Laplacian matrices L(Pn,k) and L(Rn,k). Finally, we
presented counter example graphs based on Rn,k, where Mcut(G)
and Lcut(G) produce different clusters. In particular, we estab-
lished criteria for Mcut(G) and Lcut(G) to have different values.
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