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ABSTRACT 
This paper describes a coding scheme for broadband speech. It can be seen as a vectorial extension of 
a conventional ADPCM encoder. In this scheme, signal vector is formed with one sample of the normalized 
prediction ·error of each subband and then it is vector quantized. It combines the advantages of the scalar 
prediction and those of vector quantization (VQ). We handle t11e high vector dimensionality by using a multi-
VQ. It requires a previous subvector division and an adequate bit assignment among t11em. This scheme 
shows a high capacity to drive large dynamic range signals like broadband speech. Predictor and codebook 
dessigns are discussed. Some results about speech prediction and coding are reported. 
1. INTRODUCCION 
La combinaci6n de !as t&nicas de divisi6n en subbandas con cuantificaci6n vectorial y predicci6n 
adaptativa proporciona muy buenos resultados en codificaci6n de seiial de voz de banda estrecha (4kHz) a 
velocidades medias de 1 bit/muestra (8 Kbps). Un ejemplo de este tipo de codificadores es el denominado 
APVQ (Adaptive Predictive Vector Quantization) [1] que consiste, basicamente, en una divisi6n de la seiial de 
voz en 8 subbandas de 500 Hz, cada una mediante un banco de filtros QMF, seguido de una cuantificacion 
ADPCM "backward" de cada una de !as bandas, con la particularidad de que la cuantificaci6n del error de 
predicci6n en cada una de !as subbandas se realiza mediante una cuantificaci6n vectorial (VQ), de tal modo que 
cada uno de estos errores de predicci6n constituye una de !as componentes del vector de entrada al VQ. Es 
decir, en vez de cuantificar el error de predicci6n de cada una de !as subbandas de forma independiente mediante 
un cuantificador escalar, se cuantifican en bloque mediante un VQ. Ademas, este VQ es adaptativo, en el 
sentido de que Ios errores de predicci6n son previamente normalizados en ganancia mediante una estimaci6n 
"backward" de ~sta, o lo que es lo mismo, se hace uso de una cuantificaci6n VQ ganancia-forma adaptativo. 
Coma se detalla en la referenda [1], a esta velocidad de transmisi6n moderada de 1 bit/muestra, la 
predicci6n adaptativa no aporta ninguna ventaja en !as bandas 5 a 8 (por encima de 2kHz), con lo que puede 
prescindirse de ella en estas bandas. Ello es debido a que el error de cuantificaci6n producido en la 
representaci6n de la seiial en cada una de !as subbandas emnascara el potencial de blanqueado en tiempo 
proporcinado por la predicci6n, ya bastante reducido debido a la divisi6n en subbandas, que coma es bien 
sabido proporciona un blanqueado en frecuencia. 
En este trabajo se presenta la extensi6n de este codificador a! caso de voz de ancho de banda de 7kHz, 
es decir, de calidad conversacional, adecuada para aplicaciones multimedia. En este caso, Ios requerimientos de 
calidad obligan a trabajar a velocidades de 1,5 a 2 bits/muestra (de 24 a 32 Kbps con una frecuencia de 
muestreo de 16 kHz). En este caso, el numero de subbandas en que se divide el margen de 0 a 8 Khz de la 
sella! es de 16, siendo todas ellas de 500Hz de anchura, y despreciandose !as dos subbandas superiores debido 
a su despreciable contenido energ~tico . En este caso, la mayor precisi6n de representaci6n de !as muestras en 
cada subbanda proporciona un mejor aprovechamiento del potencial de blanqueado de la predicci6n adaptativa, 
lo que aconseja el uso de esta por lo menos en !as 8 primeras subbandas, !as de mayor contenido energetico. 
Una descripci6n mas detallada del codificador/decodificador APVQ puede encontrarse en [3]. 
2. LA PREDICCION ADAPTATIVA 
Los predictores utilizados en la codificaci6n de cada una de !as subbandas son de tipo FIR, 
adaptativos y de tipo "backward" tanto porque cl algoriuno de adaptaci6n se basa en la muestras reconstruidas 
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como porque la predicci6n misma se basa en esas mismas muestras. Por ello, no es necesario transmitir 
informaci6n lateral sobre el calculo o valores de Ios coeficientes de Ios predictores. Los algoriunos de 
adaptaci6n connsiderados son el conocido LMS y el GAL (Gradient Adaptive Lattice) [1]. El segundo, mas 
complejo que el LMS y, por consiguiente, de mayor costo computacional, proporciona unas prestaciones 
mucho mejores debido a su mayor velocidad de convergencm, sabre todo trabajando con alta calidad de 
codificaci6n [1], como es el caso que nos ocupa. Por ello, este algoritrno GALes el elegido, pues la mejora 
de calidad proporcionada compensa el mayor costo compUiacional requerido. Respeclo al orden de Ios 
predictores a utilizar, cabe distinguir entre Ias bandas inferiores, donde la estructura de tipo peri6dico (rayas 
espectrales) del espectro en Ios intervalos sonoros de la voz es nftida, y las superiores, donde esta estructura se 
pierde en gran medida. En el primer caso, es adecuado utilizar longitudes mayores, de tal modo que se pueda 
aprovechar la periodicidad de la seiial en Ios intervalos sonoros. Esta longitud no tiene por que ser demasiado 
alta, debido a que el diezmado de Ias subbandas reduce la Iongitud del periodo de pitch por el mismo factor de 
diezmado. 
Segun un estudio realizado para !as primeras 14 subbandas (0-7kHz) se ha concluido que la 
predicci6n escalar comporta beneficios s61amente durante !as 10 primeras subbandas. Para cada subbanda se ha 
encontrado un valor 6ptimo del parametro de memoria n y el orden p 6ptimo del predictor GAL, segun la 
correlaci6n presente en cada subbanda. En la Tabla I se muestran las ganancias de predicci6n global (GPG) y 
segmentada (GPseg) resultantes para cada subbanda a partir de Ios valores anteriores de n y p . Se ha 
considerado una base de datos formada por 16 locutores (8 masculinos y 8 femeninos). Inicialmente se ha 
evaluado la estructura 'forward' del codificador APVQ y posteriormente se ha procedido a la realizaci6n de 
pequellos ajustes cuando se procesa dicho codificador en su configuraci6n 'backward'. Para las subbandas 
superiores el ordcn se reduce drasticamente, llcgandose a eliminar la existencia del predictor a partir de la 
decima subbanda. 
3. INICIALIZACION DEL CODEBOOK 
La utilizaci6il de la tecnica de Splitting para obtener el codebook inicial de tamaiio 2T comporta un 
inconveniente importan!e a tener en cuenta: para llegar a la obtenci6n del codebook 6ptimo de tamallo 2T se 
han de disefiar Ios codebooks 6ptimos de tamaiios 2 hasta 2T·I, lo que comporta un coste computacional 
enorme, especialmente para codebooks de tamallo elevado (512 o 1024). Recientemente ha aparecido un 
algoritmo propuesto por Katsavounidis, Kuo y Zhang [2] que permite un importaute ahorro de caiculo sin 
perder prestaciones. Por simplicidad se ha denominado este algoritrno como algoriuno de Kuo. 
0.0- 0.5 9 0.97 23 .72 20 .97 
0.5 - 1.0 8 0.97 9 .50 6.83 
1.0 - 1.5 7 0.97 4.12 2.33 
1.5 - 2.0 5 0.97 5.18 2.09 
2.0 - 2.5 3 0 .97 3 .87 !.24 
2.5 - 3.0 2 0.97 2.62 2.06 
3.0- 3.5 0 .97 2.15 !.72 
3.5 - 4.0 0 .97 !.58 0 .89 
4.0 - 4.5 0.97 !.82 0.92 
4.5 - 5.0 0.97 2 .30 !.90 
Tab/a I: Ganancias de prediccion carrespondientes a cada subbanda para Ios drdenes de prediccion optimos 
(se han representado Ios va/ores correspondientes almejor /ocular). 
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Primeramente se actua sobre la secuencia de entrenruniento al completo, y se elige el vector de 
norma maxima como primer centroide. Una vez oblenido esle primer vector de referenda, se cuantifica toda la 
secuencia de entrenruniento a partir de esle VQ de lrunailo 1, escogiendo como segundo centroide el vector de 
la secuencia que presenta mayor distorsi6n, es decir, el que tiene distru1cia maxima respecto al unico vector 
que conforma el VQ. Nuevamente, se procede a la codificaci6n de toda la secuencia de entrenruniento, hasta 
hallar el vector de entrada al VQ que presenta un mayor distancia y esle se elige como el nuevo centroide. Asf, 
sucesivamente se obtiene el codebook inicial de trunailo 2T deseado. La inicializaci6n a que conduce esta nueva 
tecnica, conduce a una distribuci6n homogenea e inteligente del codebook inicial, puesto que esta ubicando !as 
diferentes celdas de forma que la clasificaci6n de la secuencia de entrenamiento en el VQ inicial se mantenga 
dentro de unos lfmites de distorsi6n razonables. Despues de la obtenci6n de Ios centroides iniciales se aplica el 
algoritrno LBG para la consecuci6n del codebook 6ptimo. 
La aplicaci6n de este nuevo algoriuno de inicializaci6n, comporta relevantes ventajas en el proceso 
de diseflo del cuantificador vectorial en cuanto a coste computacional, pero se deben verificar todavfa sus 
prestaciones en tenninos de conformaci6n de ruido de cuantificaci6n. AI comparar las prestaciones de ambos 
algoritrnos, Splitting y Kuo, se observa como la estrategia de Kuo es mucho mas rapida pero no siempre 
conduce a valores de SNR del codebook mejores. En [2)los mencionados autores muestran como se obtienen 
SNR globales del codebook mejores tras aplicar el algoritrno LBG, en comparaci6n a la inicializaci6n por la 
tecnica de Splitting. En nuestro caso trunbien la tccnica de KUO conduce a SNR globales ligeramente 
mejores, pero al mismo tiempo las SNR segmentadas del codebook final son ligeramente peores. Su 
principal problema radica en la exislencia de vectorcs de norma alla, mal nonnalizados por el predictor de 
ganancia durante las transiciones de energfa de la seilal de voz. Por esta raz6n estos vectores son elegidos 
como centroides por el algoritrno de Kuo y, a veces, dan lugar a celdas vadas o semivacfas tras aplicar cl 
algoritrno LBG. La existencia de estos vectores mal nonnalizados provienc de crunbios bruscos en la potencia 
de la seilal (paso de silencio a seilal activa), con lo que el estimador de grumncia antes de llegar a estabilizarse 
realiza una normalizaci6n deficiente de algunos vectores, y muestras pertenecientes a dichas transiciones 
tendran una potencia indeseada muy superior a la unidad. Por esle motivo se ban considerado dos posibles 
modificaciones: el algoritrno de Kuo por porcenlaje KUO_P y el algoritrno de Kuo por umbral KUO_U. 
La primera estrategia KUO_P consiste en una primera inicializaci6n mediante la tecnica de KUO y 
posteriormente se cuantilica toda la secuencia de entrenamiento, de mru1era que se obtiene un histograrna sobre 
la distribuci6n de Ios distintos vectores de entrada en las diferentes celdas del codebook inicial. Aquellas celdas 
que reciben muy pocos vectores de entrada (tienen un numero de vectores inferior a un cierto porcentaje del 
total) son eliminadas y de nuevo se aplica el algoritrno hasta que exista una distribuci6n de la secuencia mas 
coherente en !as diferentes regiones o celdas. Esta nueva estrategia presenta la ventaja de su sencillez y ser 
bastante intuitiva. pero presenta el inconveniente de que pueden precisarse un numero de iteraciones demasiado 
elevado, perdiendose parcialmente la velllaja de reducci6n de complejidad asociada con el algoritrno de Kuo. 
El metodo de Kuo por umbral KUO_U es parecido al anterior. KUO_U. Primeramente se procede de 
la misma forma que en al primer metodo, es decir, se eliminan Ios centroides cuyas celdas no superan un 
cierto umbra! de vectores de entrada y sus vectores se reparten entre Ios centroides restantes. Entonces, se elige 
i!.! 
Kuo 5.78 5 .03 5 .50 5.43 3 .99 
KUO_P 6 .06 5 .20 5.51 5 .65 4.30 
KUO_U (g=.16) 5 .75 5 .20 5.45 5.68 4.34 
KUO_U (1!=.36) ~1 _1.25 _2.5} 5_. 77 _ 4 .32 
Snlillinl! 6 .09 5 .21 5.69 5.80 4.33 
. :·.:: .. ··· 
i •(:)·:·i~i '. 
0
• 
Table~ :Z : Comparaci6n en termitws de SNR del code book final de /as diferentes tecnicas de obtenci6n de un 
code book inicial de dimensi6n cinco. 
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aquel que presenta mayor distancia (dmax) respecto a su centroide asignado. Esta distancia se pondera por un 
factor de reducci6n de distancia g. Se define un umbra! U de la forma U= dmax • g y seguidamente se 
buscan todos Ios vectores de la secuencia de entrada cuya distancia a su centroide sea superior al umbra! de 
distancia U. Para cada celda se suman !as distancias de todos Ios vectores que superan este umbra! y se 
selecciona la celda que contiene mayor disllmcia acumulada. Como nuevo centroide se selecciona el vector de 
mayor distancia perteneciente a esta celda. Este procedimiento finaliza momentaneamente cuando se llega a! 
tamaflo deseado. De este modo, !as tecnicas de inicializaci6n KUO_P y KUO_U eliminan Ios centroides 
indeseados segun Ios mismos criterios pero generanlos nuevos centroides de forma diferente. 
En un principio podria pensarse que este segundo algoritrno comporta un tiempo computacional 
elevado en relaci6n al algoritrno de KUO, pero en realidad no es asf puesto que el numero de iteraciones a 
seguir es muy reducido debido a la fonna de seleccionar Ios nuevos centroides. AI elegir la celda que presenta 
una mayor suma de distancias respecto a Ios vectores que superan el umbra! U, el algoritrno se asegura la 
existencia de una cierta densidad de estos en la periferia de dicha celda. Mediante el control de este umbra! U se 
consigue que el nuevo centroide elegido tenga un numero de vecinos lo suficientemente grande para que no sea 
eliminado posteriormente durante el primer paso del algoritmo. 
El control del umbra! de distancia U se regula median le el parillnetro g. Un valor elevado (en tomo a 
la unidad) conduce a la primera estrategia de KUO_P. Un valor de g mas pequeflo conduce a una convergencia 
mas rapida pero empeora !as prestaciones del proceso de cuantificaci6n, ya que no conduce a una inicializaci6n 
homogenea del codebook, sino que tiende a agrupar Ios centroides en constelaciones, separadas entre sf. Esto 
conduce a tener un mal comportamiento tanto en terminos de SNRov como de SNRseg. En la Tabla 2 se han 
representado Ios valores de SNR del codebook obtenidos por cada uno de Ios metodos de inicializaci6n 
anteriormente comentados. Los resultados obtenidos muestran como tecnica mas 6ptima la de KUO_U cuando 
se considera un valor del parillnetro de reducci6n de distancia g=0.36. 
Asf pues a modo de resumen, el metodo a seguir para el diseflo de codebooks es el siguiente: 
· Inicializaci6n mediante el algoriuno de Kuo por umbra! KUO_U considerando g=0.36 
· Aplicaci6n del algoriuno LBG para la obtenci6n del codebook 6pti.mo. 
· Depuraci6n automatica de celdas vacfas (si existen). 
· Aplicaci6n del algoritrno LBG. 
4. CONCLUSIONES 
El codificador aquf presentado, denominado APVQ-extendido, resulta adecuado para la codificaci6n de 
calidad de seflal de voz de banda ancha de 7 kHz, cuya caracterfstica principal es el alto margen dinillnico 
espectral que presentan este tipo de seflales. Este sistema, a! incluir divisi6n en subbandas y cuantificaci6n 
vectorial adaptativa, presenta muy buenas propicdades para manejar con altas prestaciones este tipo de seflales. 
Los resultados previos obtenidos, junto a !as buenas prestaciones obtenidas con este sistema para seflales de 
voz de banda estrecha (4Khz) y a !as propiedades intrfnsecas comentadas del sistema, garantizan un muy buen 
comportamiento con sellales de voz de banda ancha. En este trabajo se ha presentado el disello efectuado para 
Ios distintos predictores correspondientes a !as distintas subbandas. Asimismo, se han comentado algunos 
metodos de inicializaci6n del codebook para reducir el enorme coste de calculo asociado con la tecnica de 
Splitting. 
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