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Structure du document
Cette thèse est organisée en deux parties, la première traitant quelques problèmes d'ar-
rêt optimal et la deuxième destinée à l'étude de la loi d'un temps d'atteinte d'un processus
mixte diﬀusion-sauts ainsi qu'à quelques exemples d'utilisation de cette loi.
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0.1. Introduction générale
Sur un marché ﬁnancier, les entreprises souhaitent optimiser leurs politiques concernant
les versements de dividendes et la proportion d'endettement en présence de risque de
faillite. D'autre part, les dirigeants de l'entreprise, les actionnaires ou les investisseurs
essaient de "prévoir" la faillite de la ﬁrme en fonction de l'information dont ils disposent.
Ces agents peuvent observer de façon parfaite ou imparfaite, de manière continue ou à
des instants discrets la valeur des actifs de la ﬁrme. Cette valeur peut être modélisée
par l'intermédiaire d'un processus stochastique à sauts et l'instant de faillite appelé aussi
défaut par un temps d'arrêt (qui est souvent un temps d'atteinte).
L'objectif de cette thèse est d'étudier quelques problèmes d'arrêt optimal avec applica-
tions à la ﬁnance ainsi que la loi d'un temps d'atteinte d'un processus de Lévy à sauts
et quelques applications à la ﬁnance, plus précisément lors du calcul de l'intensité de ce
temps d'atteinte dans trois cas, selon le type d'information dont disposent les agents.
Le problème du contrôle optimal est un sujet qui apparaît souvent dans la littéra-
ture de spécialité, ayant de nombreuses applications par exemple dans le marketing [83],
l'économie (l'économie des ressources humaines incluse) [9, 70] ou le domaine ﬁnancier
[45]. Ce sont des situations où l'on fait face à des systèmes dynamiques évoluant dans
des conditions d'incertitude et où il s'agit de prendre des décisions à chaque date aﬁn
d'optimiser un critère économique. L'état des systèmes dynamiques est modélisé par un
processus stochastique, noté V . Souvent l'optimisation est faite par rapport à un instant
τ qui est un temps d'arrêt dans la ﬁltration engendrée par le processus V (dans ce cas
il s'agit d'un problème d'arrêt optimal, voir par exemple [27, 69]) ou par rapport à un
processus croissant intervenant dans la dynamique du processus V , comme dans [38, 71]
ou [75]. Certains auteurs optimisent leur problème sur l'ensemble des couples (τ, C) ou
(τ, (M,C)) oùM et C sont deux processus croissants intervenant ou non dans l'évolution
du processus V (voir par exemple [22, 23, 34]). D'autres auteurs comme Vath, Pham et
Villeneuve [84] ou Korn [48] s'intéressent au problème du contrôle impulsionnel.
Nous nous intéressons dans la première partie de cette thèse à quelques problèmes
d'arrêt optimal (ou de contrôle optimal, mais qui peuvent être ramenés à des problèmes
d'arrêt optimal) dans le cas des processus à sauts.
On retrouve les problèmes de temps d'arrêt optimal dans le domaine médical [79] ou
dans la ﬁnance. Parmi d'autres, Leland [58, 59, 60], Duﬃe et Lando [27] ou Villeneuve
[85] ont étudié des problèmes de temps d'arrêt optimal dans le cas d'une diﬀusion. De
plus, d'autres auteurs ont utilisé des processus mixtes diﬀusion-sauts pour leurs modèles.
Par exemple, Hilberink et Rogers [35] ou Kyprianou [52] ont utilisé un processus de Lévy
spectral négatif (sans sauts positifs) et Le Courtois et Quittard-Pinon [20] des processus
de Lévy stables (des processus de sauts purs, sans partie diﬀusion). Les processus mixtes
diﬀusion-sauts, lorsque les sauts sont de loi double exponentielle, ont été étudiés par Chen
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et Kou [16], Kou et Wang [49, 50], Dao [21]. Mordecki [69] utilise la loi exponentielle pour
les sauts, soit tous positifs soit tous négatifs et Dao [21] étudie un modèle où les sauts
sont de loi uniforme.
Trois approches diﬀérentes sont utilisées pour la résolution des problèmes d'arrêt op-
timal : la factorisation Wiener-Hopf (méthode utilisée par Kou et Wang [50], Sepp [80],
Yor et Nguyen-Ngoc [87], Boyarchenko et Levendorskii [11, 12]), la méthode de Monte-
Carlo utilisée par exemple par Carriere [13], Longstaﬀ et Schwartz [63] et les équations
intégro-diﬀérentielles (voir par exemple Pham [71, 72], Mordecki [69]).
Dans cette thèse, la première partie est l'étude de quelques problèmes d'arrêt optimal
de processus à sauts avec des applications en ﬁnance. Nous avons choisi de résoudre un
problème particulier de contrôle optimal dans le cas d'un processus de Lévy quelconque.
L'optimisation est faite sur l'ensemble de couples (temps d'arrêt, processus croissant),
mais le problème peut être ramené à un problème de temps d'arrêt optimal. Sans nous
restreindre a priori à une classe particulière de temps d'arrêt comme dans [16] ou [27], nous
proposons une méthode qui démontre que le temps d'arrêt optimal est un temps d'atteinte
et qui permet d'obtenir le seuil optimal. De plus, notre méthode permet d'éviter les longs
calculs de l'opérateur intégro-diﬀérentiel utilisé dans les preuves habituelles (chapitre 1).
Nous nous intéressons également à des problèmes plus généraux de temps d'arrêt optimal
dans le cas d'un processus de Feller quelconque. Dans ce cas les problèmes sont plus
compliqués et le temps d'arrêt optimal n'est pas forcément un temps d'atteinte (chapitre
2). Nous ﬁnissons cette partie avec une application à la ﬁnance (chapitre 3) et le rappel
de quelques résultats classiques de contrôle optimal (chapitre 4).
Les économistes portent un intérêt particulier à la loi d'un temps d'atteinte d'un pro-
cessus quelconque : en eﬀet, dans le domaine ﬁnancier l'instant de faillite d'une entreprise
est souvent modélisé par le premier temps d'atteinte d'une certaine barrière du proces-
sus stochastique (qui représente la valeur des actifs de l'entreprise). Cette barrière peut
être constante ou non. Les lois de temps d'atteinte d'un seuil constant de diﬀérents pro-
cessus ont été étudiées au long des années. Nous rappelons ici quelques auteurs qui ont
calculé la loi d'un temps d'atteinte de divers processus : Karatzas et Shreve [44] (mou-
vement brownien avec drift), Leblanc [57] ou Alili, Patie et Petersen [1] (processus de
Ornstein-Uhlenbeck), Borodin et Salminen [10] (processus de Bessel). Blanchet [8] calcule
la fonction de répartition d'un processus à sauts vériﬁant l'équation stochastique suivante :
dSt = St−(µdt+σ1φ(t)=0dWt+φ1φ(t)=φdN˜t), t ≥ T où T est un horizon ﬁni, µ ∈ R, σ > 0,
φ(.) une fonction prenant les valeurs 0 ou φ, W est un mouvement brownien, N un pro-
cessus de Poisson d'intensité 1
φ2
1φ(t)=φ et N˜ est le processus de Poisson compensé. Dans la
deuxième partie de cette thèse nous étudions la loi du temps d'atteinte d'un seuil constant
par un processus de Lévy à sauts.
Depuis Bachelier en 1900 [2] jusqu'à Black, Scholes et Merton [6, 7, 67] en 1972-1973,
et par suite dans la plupart des problèmes de calcul stochastique appliqués à la ﬁnance,
une des hypothèses est l'homogénéité des informations disponibles entre les agents sur le
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marché. Mais en réalité, les agents disposent d'informations diﬀérentes.
Dans la ﬁnance, un exemple d'utilisation de la loi d'un temps d'atteinte (représentant
l'instant de défaut d'une entreprise) est le calcul de son intensité associée à une certaine ﬁl-
tration représentant l'information dont disposent les agents sur le marché. Ce type d'étude
a été initié par Pye [74] et Litterman et Iben [62] et ensuite formalisé indépendamment par
Jarrow et Turnbull [39], Jarrow, Lando et Turnbull [40], Lando [54], Madan et Unal [66].
Cette approche a été développée par Hull et White [36], Duﬃe et Singleton [28], Lando
[55, 56], Lotz [64, 65]... Les outils mathématiques qui sont à la base d'une telle étude ont
été introduits par Dellacherie [24], Chou et Meyer [17], Dellacherie et Meyer [26], Jeulin
et Yor [43] et plus tard développés par Jeanblanc et Rutkowski [42], Bielecki et Rutkowski
[5]. Dans le modèle de Duﬃe et Lando [27], la valeur des actifs est modélisée par un mou-
vement brownien géométrique et les agents du marché ne peuvent observer que de façon
imparfaite et à des instants discrets la valeurs des actifs de la ﬁrme. Un bruit indépendant
est incorporé dans l'observation des agents. En revanche les agents savent si le défaut
est survenu ou pas. D'autres auteurs ont proposé diﬀérentes méthodes pour démontrer le
résultat de Duﬃe et Lando [27] (voir par exemple Song [82] ou Elliott, Jeanblanc et Yor
[29]). Le même modèle, mais avec une observation continue a été étudié par Coculescu
[18]. Une autre version du modèle avec observation continue est proposée par Kusuoka
[51] ou par Giesecke and Goldberg [32], mais dans le dernier modèle la barrière du temps
d'atteinte n'est pas constante. Dans ce modèle, mais aussi dans celui de Lambrecht et
Perraudin [53] les agents ne peuvent pas observer la valeur de la barrière, en conséquence
ils ne savent pas si le défaut est survenu ou pas. Guo, Jarrow ou Zeng [33] considèrent
que la valeur des actifs de l'entreprise est décrite par un processus à sauts positifs X et ils
étudient l'intensité du premier temps d'atteinte d'un seuil constant pour deux ﬁltrations
diﬀérentes : dans le premier cas les agents du marché disposent d'une information parfaite
(c'est à dire que la ﬁltration considérée est celle engendrée par le processus X) et dans le
deuxième cas les agents observent la valeur des actifs de l'entreprise à des instants discrets
et ils savent également si le défaut est survenu ou pas. Dans le modèle de Cetin, Jarrow,
Protter et Yildirim [14] le défaut est déﬁni à partir d'un processus continu représentant
les cash-ﬂows de l'entreprise. La seule information des agents est le signe de la valeur des
cash-ﬂows.
La deuxième partie de cette thèse démontre avec précision que la fonction de répartition
du premier temps d'atteinte d'un processus de Lévy V qui est la somme d'un mouvement
brownien avec drift et d'un processus de Poisson composé, est dérivable sur R+, ce qui
généralise et précise un résultat de Kou et Chen dans [16] utilisé sans démonstration
(chapitre 5). Dans le chapitre 6 nous mettons en évidence quelle est l'intensité de ce temps
d'atteinte associée à diﬀérentes ﬁltrations correspondant à diﬀérents types d'information
des agents (chapitre 6) : premièrement la ﬁltration est engendrée par le temps d'atteinte,
deuxièment elle est engendrée par le processus V et troisièment la ﬁltration est engendrée
par le temps d'atteinte et par une information bruitée du signal V .
10
Première partie .
Arrêt optimal
11

La première partie de cette thèse est consacrée aux problèmes d'arrêt optimal. Elle
est constituée de trois chapitres (plus des appendices dans lesquels nous rappelons les
résultats classiques d'arrêt optimal ainsi que d'autres résultats utiles pour la résolution
des problèmes considérés dans cette partie). Nous nous intéressons ici à quelques problèmes
d'arrêt optimal (ou de contrôle optimal, mais qui peuvent être ramenés à des problèmes
d'arrêt optimal) de la forme
supτ∈∆,τ≥0Ev [g(Vτ )] , (0.1)
supτ∈∆,τ≥0Ev
[
e−rτ g¯(Vτ )
]
, (0.2)
où V est un processus stochastique, g et g¯ deux fonctions boréliennes, r > 0 et ∆ est
l'ensemble des FV -temps d'arrêt (FV. étant la ﬁltration engendrée par le processus V ).
L'étude de ces problèmes est motivée par les applications dans plusieurs domaines
comme la ﬁnance, l'économie ou la médecine.
Dans le domaine ﬁnancier, on peut considérer que le processus V représente la valeur des
actifs d'une ﬁrme, la fonction g¯ le bénéﬁce de l'entreprise et τ l'instant de liquidation. Les
dirigeants de la ﬁrme choisiront l'instant τ qui maximise son bénéﬁce actualisé attendu,
ce qui correspond à la résolution d'un problème d'arrêt optimal du type (0.2).
Dans le domaine médical, les problèmes d'arrêt optimal peuvent être utilisés, par
exemple, pour la curiethérapie qui est un procédé de traitement médical se basant sur
l'utilisation de sources radioactives placées à l'intérieur du corps du patient. Elle est prin-
cipalement utilisée pour le traitement de certains types de tumeurs cancéreuses. Ainsi le
processus V peut représenter la valeur des implants radioactifs introduits à proximité de
la tumeur, la fonction g la dose reçue par la tumeur et τ l'instant de la ﬁn du traitement
quand la source est retirée du corps. Les médecins choisiront l'instant τ maximisant la
valeur attendue de la dose reçue par la tumeur, ce qui correspond à la résolution d'un
problème d'arrêt optimal du type (0.1).
Nous commençons cette partie avec l'étude d'un problème de contrôle optimal dans le
cas d'un processus de Lévy quelconque (chapitre 1). De fait nous cherchons à contrôler
un processus stochastique V s'écrivant sous la forme V = veX où v est une constante
strictement positive réelle et X un processus de Lévy. Nous considérons un problème de
contrôle optimal du type :
esssup(C,τ)∈C×∆E
(∫ τ
t
e−r(s−t)(h(Vs)ds− dCs) | FVt
)
, (0.3)
où v > 0, r > 0, FVt = σ(Vs, s ≤ t), ∆ est l'ensemble des FV. -temps d'arrêt, h est
une fonction linéaire et C est l'ensemble des processus strictement croissants positifs qui
vériﬁent dCs = c′ds avec c′ ≥ c > 0. Nous montrons que dans notre cas particulier le
maximum est atteint pour c′ = c. Ainsi nous sommes ramenés à résoudre un problème
de temps d'arrêt optimal du type (0.2). A la diﬀérence des études qui se restreignent dès
le début à la classe de temps d'atteinte, nous montrons que le temps d'arrêt optimal est
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nécessairement de la forme τb = inf{t ≥ 0 : Vt ≤ b}. En nous inspirant de [81], nous
introduisons aussi une suite décroissante de temps d'arrêt presque sûrement ﬁnis
(τε, ε > 0) qui tend vers le temps d'arrêt optimal. Il s'agit des temps d'arrêt ε-optimaux.
Nous utilisons ici les résultats classiques de contrôle optimal de [46] et [47]. Nous donnons
une justiﬁcation de la forme de l'enveloppe de Snell, de la convexité de la fonction valeur
et de la forme du temps d'arrêt optimal. Le résultat principal est donné par les théo-
rèmes 1.2.17 et 1.2.19 qui permettent de déterminer le seuil optimal. La méthode utilisée
ici permet de résoudre le problème d'optimisation dès lors que nous savons calculer la
transformée de Laplace du couple (τb, Xτb), c'est à dire Ev[e
−rτb+aXτb ].
Nous commençons le premier chapitre avec le rappel de la déﬁnition d'un processus de
Lévy X et de la formule de Lévy-Khitchine (section 1.1). Dans la section 1.2 nous présen-
tons les résultats principaux qui caractérisent le temps d'arrêt optimal et le seuil optimal.
Dans les sections 1.3 et 1.4 nous considérons quelques processus de Lévy particuliers (le
mouvement brownien, le processus de Poisson, un processus mixte diﬀusion-sauts dont
les sauts sont de loi double-exponentielle, les processus de Lévy à sauts négatifs), nous
vériﬁons que les hypothèses du théorème 1.2.17 ou du théorème 1.2.19 sont vériﬁées et
nous résolvons le problème (0.3) dans chaque cas.
Dans le deuxième chapitre nous nous plaçons dans un cadre plus général et nous étudions
des problèmes d'arrêt optimal pour des processus de Feller et des fonctions quelconques.
Dans ce chapitre nous cherchons à contrôler un processus stochastique V s'écrivant sous
la même forme que dans le premier chapitre, mais ici X est un processus de Feller non
nécessairement de Lévy. Nous étudions les problèmes d'arrêt optimal de la forme (0.1) et
(0.2).
Dans ce cas le problème est plus compliqué et contrairement au premier chapitre, les
plus petits temps d'arrêt optimaux des problèmes considérés ne sont pas forcément des
temps d'atteinte. Nous commençons ce chapitre en rappelant la déﬁnition d'un processus
de Feller et en introduisant les notations utilisées tout au long du chapitre (section 2.1).
Nous continuons avec la présentation des principaux résultats sur les plus petits temps
d'arrêt optimaux (section 2.2). Dans la section suivante (section 2.3), nous étudions le
cas où les plus petits temps d'arrêt optimaux des problèmes (0.1) et (0.2) sont inﬁnis. En
nous inspirant de [85], nous présentons un exemple pour lequel le temps d'arrêt optimal
est presque sûrement inﬁni. Dans la dernière section nous nous intéressons à la forme du
temps d'arrêt optimal, nous donnons une condition suﬃsante pour qu'il soit un temps
d'atteinte ainsi qu'un exemple (section 2.4.1) et nous ﬁnissons avec la caractérisation du
seuil optimal (section 2.4.2).
Dans le troisième chapitre nous présentons une application des problèmes de contrôle
optimal dans le domaine ﬁnancier. Dans le modèle présenté, le processus V est un cas
particulier de processus stochastique à sauts négatifs et représente la valeur des actifs d'une
entreprise. Le problème considéré (section 3.1) est un problème de temps d'arrêt ; nous
cherchons l'instant optimal de faillite qui minimise la valeur de la dette d'une entreprise
14
qui émet des obligations, ce qui correspond au problème suivant :
infτ∈∆EV0
(∫ τ
0
e−rsdCs + e−rτV aτ
)
(0.4)
où r > 0, a ∈]0, 1[, ∆ est l'ensemble des FV. -temps d'arrêt et C ∈ C l'ensemble des proces-
sus croissants positifs. Nous nous restreignons dans ce modèle à un ensemble particulier
C, plus précisement aux processus vériﬁant dCs = emsds, s ≥ 0, m ≥ 0. Les résultats
classiques de contrôle optimal rappelés dans le chapitre 4 ne s'appliquent pas directement
et nous sommes obligés d'introduire un processus intermédiaire ν (section 3.2). Nous ter-
minons ce chapitre avec la forme du temps optimal de faillite, sa loi ainsi que la valeur de
la dette (sections 3.3 et 3.4).
Nous ﬁnissons cette partie (chapitre 4) avec le rappel des résultats utiles (tirés de
[26, 47, 81]) pour la résolution des problèmes d'arrêt optimal étudiés dans les trois premiers
chapitres.
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1. Processus de Lévy et fonctions
aﬃnes
Dans ce chapitre nous étudions un problème de contrôle optimal dans le cas d'un pro-
cessus de Lévy quelconque, problème qui peut être ramené à un problème de temps d'arrêt
optimal. Après avoir introduit les déﬁnitions et les notations utilisées au long de ce cha-
pitre (section 1.1), sans se restreindre a priori à une classe particulière de temps d'arrêt,
nous proposons une méthode pour trouver la forme du temps d'arrêt optimal, qui sera un
temps d'atteinte, ainsi que pour calculer le seuil optimal (section 1.2). Nous ﬁnissons ce
chapitre avec la résolution explicite du problème de contrôle optimal étudié dans le cas
de processus de Lévy particuliers : le mouvement brownien, le processus de Poisson, un
processus mixte diﬀusion-sauts dont les sauts sont de loi double-exponentielle d'une part
(section 1.3), les processus de Lévy à sauts négatifs d'autre part (section 1.4).
1.1. Déﬁnitions et notations
Nous rappelons la déﬁnition d'un processus de Lévy conformément à [52].
Déﬁnition 1.1.1 (Déﬁnition 1.1 page 2 de [52])
On appelle processus de Lévy, un processus X déﬁni sur un espace de probabilité (Ω,F ,P)
et qui satisfait les propriétés suivantes :
1. X est un processus càd-làg.
2. P(X0 = 0) = 1.
3. Pour tout 0 ≤ s ≤ t, Xt −Xs a la même loi que Xt−s.
4. Pour tout 0 ≤ s ≤ t, Xt −Xs est indépendant de {Xu : u ≤ s}.
D'après la formule de Lévy-Khitchine (voir, par exemple, chapitre 1 de [4] ou de [52])
la fonction caractéristique de X est donnée par
E(eiλXt) = e−tΨ(λ)
où λ ∈ R et d'après le théorème 1 page 13 de [4] la fonction Ψ : R→ C est de la forme
Ψ(λ) = −iµλ+ σ
2
2
λ2 +
∫
R
(1− eiλx + iλx1|x|<1)Π(dx)
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avec µ ∈ R, σ > 0 et Π une mesure sur R∗ vériﬁant ∫ (1 ∧ |x|2)Π(dx) <∞.
Dans la suite nous nous plaçons sur un espace de probabilité ﬁltré (Ω,F , (Ft)t≥0,P) sur
lequel nous considérons V un processus stochastique s'écrivant sous la forme
V = veX
où v est une constante strictement positive réelle et X est un processus de Lévy.
Aﬁn d'enlever l'ambiguïté, nous utiliserons parfois la notation V v = veX , pour tout
v > 0. Dans la suite E(.|V0 = v) est noté Ev(.).
Hypothèse 1.1.2 Ev(Vt) <∞ pour tout t ≥ 0.
La condition Ev(Vt) < ∞ est équivalente à E(eXt) < ∞ qui est encore équivalente,
d'après le théorème 3.6 page 76 de [52], à la condition
∫
|x|≥1 e
xΠ(dx) <∞. De plus E(eXt)
est de la forme E(eXt) = etψ(1) et Ev(Vt) = vetψ(1).
L'hypothèse 1.1.2 est vériﬁée, par exemple, dans le cas oùX est un mouvement brownien
(Π = 0 et ψ(1) = 1
2
) ou un processus de Lévy avec des sauts négatifs (dans ce cas,
d'après [4] chapitre 7, la transformée de Laplace de X existe, la fonction Ψ peut être
déﬁnie aussi sur les complexes de partie imaginaire négative et ψ(1) = −Ψ(−i)). En
revanche, si X est un processus de Poisson composé de la forme Xt =
∑Nt
i=1 Yi, t ≥ 0 avec
(Nt, t ≥ 0) un processus de Poisson d'intensité constante positive et (Yi, i ∈ N) une suite
des variable aléatoires indépendantes identiquement distribuées de loi exponentielle de
paramètre 1, alors l'hypothèse 1.1.2 n'est pas vériﬁée. En eﬀet Ev(Vt) = vE
(
e
PNt
i=1 Yi
)
=∑
n≥0 E
(
eY
)n e−at(at)n
n!
≥ E (eY ) e−atat. Or E (eY ) = ∫∞
0
exe−xdx =∞, d'où Ev(Vt) =∞.
1.2. Le problème de contrôle optimal
Nous introduisons FV la ﬁltration complétée càd, engendrée par le processus V ,
FVt = σ(Vs, s ≤ t) et nous considérons le problème de contrôle optimal suivant :
esssupc′≥cesssupτ∈∆,τ≥tE
(∫ τ
t
e−r(s−t)(αVs − c′)ds | FVt
)
. (1.1)
où v > 0, r > 0, α > 0, ∆ est l'ensemble des FV. -temps d'arrêt et c′ ≥ c > 0.
Déﬁnition 1.2.1 On appelle stratégie optimale au temps t un couple (τ ∗t , c
∗) qui maximise
(1.1), c'est à dire
E
[∫ τ∗t
t
e−r(s−t)(αVs − c∗)ds | FVt
]
=
esssupc′≥cesssupτ∈∆,τ≥tE
[∫ τ
t
e−r(s−t)(αVs − c′)ds | FVt
]
.
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Proposition 1.2.2 Les deux esssup de (1.1) commutent et
esssupc′≥cesssupτ∈∆,τ≥tE
(∫ τ
t
e−r(s−t)(αVs − c′)ds | FVt
)
est égal à
esssupτ∈∆,τ≥tE
(∫ τ
t
e−r(s−t)(αVs − c)ds | FVt
)
.
Preuve
Pour simpliﬁer l'écriture on considère t = 0 (mais les calculs sont vrais pour tout t ≥ 0).
Soit F : R+ × [c,∞[→ R la fonction déﬁnie par :
F (τ, c′) = Ev
(∫ τ
0
e−rs(αVs − c′)ds
)
.
La fonction c′ 7→ F (τ, c′) est décroissante et
esssupc′≥cF (τ, c′) = F (τ, c). (1.2)
D'une part,
esssupc′≥cesssupτ≥0F (τ, c′) ≥ esssupτ≥0F (τ, c) (1.3)
et d'autre part, comme la fonction c′ 7→ F (τ, c′) est décroissante, alors pour tout c′ ≥ c,
F (τ, c′) ≤ F (τ, c), donc esssupτ≥0F (τ, c′) ≤ esssupτ≥0F (τ, c). Or cette dernière relation
est vraie pour tout c′ ≥ c, d'où
esssupc′≥cesssupτ≥0F (τ, c′) ≤ esssupτ≥0F (τ, c). (1.4)
Ainsi dans les relations (1.3) et (1.4) on a égalité. On conclut en utilisant la relation (1.2).
esssupc′≥cesssupτ≥0F (τ, c′) = esssupτ≥0F (τ, c) = esssupτ≥0esssupc′≥cF (τ, c′).
2
D'après la proposition 1.2.2, nous sommes ramenés à résoudre le problème d'arrêt op-
timal suivant :
St = esssupτ∈∆,τ≥tE
(∫ τ
t
e−r(s−t)(αVs − c)ds | FVt
)
. (1.5)
Nous remarquons que pour tout t ≥ 0, St ≥ 0 car τ = t ∈ ∆.
Le même type de problème d'arrêt optimal (1.5) a été étudié par Duﬃe et Lando dans
[27] dans le cas où X est un mouvement brownien avec drift. Ils résolvent le problème à
l'aide des équations Hamilton-Jacobi-Bellman.
Hypothèse 1.2.3 r > ψ(1).
Si l'hypothèse 1.2.3 n'était pas vériﬁée, alors
Ev
(∫∞
0
e−rs(αVs − c)ds
)
= αv
∫∞
0
e−s(r−ψ(1))ds− c ∫∞
0
e−srds = αv
∫∞
0
e−s(r−ψ(1))ds− c
r
serait inﬁnie et τ ∗ =∞. Cette hypothèse implique la convergence de
Ev
(∫ A
0
e−rs(αVs − c)ds
)
quand A tend vers ∞.
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1.2.1. Le temps d'arrêt optimal
Dans cette partie nous montrons que le problème (1.5) admet au moins un temps
d'arrêt optimal et que le plus petit temps d'arrêt optimal est un temps d'atteinte. La
démonstration de ce résultat nécessite plusieurs lemmes.
Lemme 1.2.4 Sous les hypothèses 1.1.2 et 1.2.3, pour tout τ ∈ ∆ l'égalité suivante est
vraie :
E
(∫ ∞
τ
e−r(s−τ)(αVs − c)ds | FVτ
)
=
(
αVτ
r − θ(1) −
c
r
)
1{τ<∞}.
Cette espérance a un sens car, sous l'hypothèse 1.2.3, le processus s 7→ e−rs(αVs − c)
appartient à L1(Ω⊗ R+, dP⊗ ds).
Preuve
Soit s ≥ 0. La forme exponentielle du processus V. permet la factorisation
Vs = Vτe
Xs−Xτ
sur l'ensemble {s > τ}.
Or X est un processus de Lévy, donc Xs −Xτ est indépendant de FVτ et de même loi
que Xs−τ conditionnellement à {s > τ}. Ainsi
E
(∫ ∞
τ
e−r(s−τ)(αVs − c)ds | FVτ
)
= 1{τ<∞}erτ
[
αVτE
(∫ ∞
τ
e−rseXs−Xτds | FVτ
)
− e
−τrc
r
]
.
D'où :
E
(∫ ∞
τ
e−r(s−τ)(αVs − c)ds | FVτ
)
=
(
αVτ
r − ψ(1) −
c
r
)
1{τ<∞}.
2
En utilisant le lemme 1.2.4, St peut être réécrit sous la forme
E
(∫ ∞
t
e−r(s−t)(αVs − c)ds|FVt
)
+ertesssupτ∈∆,τ≥tE
[
−e−rτE
(∫ ∞
τ
e−r(s−τ)(αVs − c)ds|FVτ
)
|FVt
]
.
Cette identité est vraie pour tout t ≥ 0. D'où
St =
αVt
r − ψ(1) −
c
r
+ ertesssupτ∈∆,τ≥tE
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)
1τ<∞ | FVt
]
(1.6)
pour tout t ≥ 0.
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Nous sommes ramenés à résoudre le problème d'arrêt optimal suivant :
Jt = esssupτ∈∆,τ≥tE
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)
1τ<∞ | FVt
]
. (1.7)
Nous introduisons le processus Y déﬁni par :
Notation 1.2.5 Y : t 7→ Yt = e−rt
(
−αVt
r−ψ(1) +
c
r
)
.
Lemme 1.2.6 Sous les hypothèses 1.1.2 et 1.2.3, le processus Y. converge dans L
1 et
presque sûrement et sa limite est Y∞ = 0.
Preuve
Comme Ev(| Yt |) ≤ αvr−ψ(1)e−(r−ψ(1))t + ce
−rt
r
, on remarque que Yt −→L1 0.
Ce processus s'écrit sous la forme
Yt = −e−(r−ψ(1))tMt +Nt, t ≥ 0
où M déﬁni par Mt = e
−ψ(1)tαVt
r−ψ(1) , t ≥ 0 est une martingale positive (en eﬀet pour
tout s ≤ t Ev
(
e−ψ(1)tαVt
r−ψ(1) |FVs
)
= e
−ψ(1)tαVs
r−ψ(1) E
(
eXt−Xs |FVs
)
= e
−ψ(1)sαVs
r−ψ(1) ) et N déﬁni par
Nt =
ce−rt
r
, t ≥ 0 est une fonction continue décroissante bornée positive. Ainsi, le pro-
cessus Y. est la diﬀérence entre une fonction déterministe continue qui tend vers 0 et
une surmartingale positive (donc qui converge presque sûrement). Alors le processus Y.
converge presque sûrement quand t tend vers∞. De plus la limite de Y dans L1 est égale
à 0, donc on a Y∞ = 0 presque sûrement. 2
Nous cherchons donc un temps d'arrêt optimal parmi les temps d'arrêt presque sûrement
ﬁnis. La variable Y∞ étant nulle presque sûrement, nous pouvons enlever l'indicatrice 1τ<∞
de la relation (1.7).
Remarque 1.2.7 Nous avons imposé c > 0 pour éviter le cas c = 0. Remarquons que si
c = 0, nous sommes ramenés à calculer le sup d'une quantité négative :
esssupτ∈∆,τ≥tE
[
e−rτ
−αVτ
r − ψ(1) | F
V
t
]
.
Dans ce cas pour tout t ≥ 0, le temps d'arrêt optimal à l'instant t est τ ∗t = ∞, Jt = 0 et
la valeur optimale est St =
αVt
r−ψ(1) .
Nous supposons que le processus Y vériﬁe l'hypothèse suivante :
Hypothèse 1.2.8 Le processus Y est de classe D (c'est à dire que l'ensemble des va-
riables aléatoires Yτ , τ ∈ ∆ est uniformément intégrable).
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Lemme 1.2.9 Sous les hypothèses 1.1.2 et 1.2.3, une condition suﬃsante pour que le
processus Y. soit de classe D est
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0 (1.8)
où Rn = inf{t ≥ 0 : e−rt+Xt ≥ n}.
Preuve
Le processus Y se met sous la forme Yt = −αvr−ψ(1)e
−rt+Xt + c
r
e−rt, t ≥ 0.
La fonction
(
t 7→ e−rtc
r
)
est positive décroissante et majorée par c
r
.
Sous les hypothèses 1.1.2 et 1.2.3, le processus
(
t 7→ e−rt+Xt) est une surmartingale posi-
tive càd. D'après le théorème 4.1.7 du chapitre 4, la surmartingale positive t 7→ e−rt+Xt
est de classe D si et seulement si
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0
où Rn = inf{t ≥ 0 : e−rt+Xt ≥ n}. 2
C'est cette condition que nous vériﬁons dans les exemples des sections 1.3 et 1.4.
Le processus (t 7→ Yt, t ≥ 0) étant de classe D, nous pouvons appliquer les résultats
de contrôle optimal (voir section 4.1) et d'après le théorème 4.1.1, l'enveloppe de Snell
J du processus Y est de la forme (e−rts(Vt))t≥0 (avec J∞ = 0 car Y∞ = 0). On note
f(v) = −αv
r−ψ(1) +
c
r
; le processus markovien (St)t≥0 peut s'écrire sous la forme (w(Vt))t≥0
avec w une fonction borélienne positive. Lorsque σ > 0 le support de la loi de Vt est R∗+
et la déﬁnition (1.6) prise en t = 0 donne
S0 = w(v) = −f(v) + supτ≥0Ev[e−rτf(Vτ )].
Or supτ≥0Ev[e−rτf(Vτ )] = s(v) et la fonction w coïncide avec la fonction
v 7→ −f(v) + s(v). (1.9)
La fonction s est une fonction convexe (décroissante) car c'est le sup de fonctions aﬃnes
(décroissantes) :
s(v) = supτ≥0Ev
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)]
= supτ≥0E1
[
e−rτ
( −αvV 1τ
r − ψ(1) +
c
r
)]
.
Remarque 1.2.10 La fonction s étant convexe, elle est donc continue.
Remarquons que s est une fonction positive puisque
s(v) ≥ supt≥0Ev
[
e−rt
(
−αVt
r−ψ(1) +
c
r
)]
≥ supt≥0Ev
[
e−rt −αVt
r−ψ(1)
]
= supt≥0−αve
−(r−ψ(1))t
r−ψ(1) = 0.
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Nous ne pouvons pas appliquer directement le théorème 4.1.3 de la section 4.1 ; par
conséquent nous sommes obligés de réécrire s sous une autre forme. Puisque Yt −→p.s. 0,
nous avons le résultat suivant qui s'inspire de [85] dont le processus directeur n'est pas un
processus de Lévy, mais un processus de diﬀusion. Dans [85], l'auteur utilise la continuité
des trajectoires du processus pour démontrer son résultat. Nous sommes donc obligés de
refaire la démonstration, la situation dans notre cas étant diﬀérente.
Lemme 1.2.11 Soit pour v > 0
s(v) = supτ≥0Ev
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)]
et s+(v) = supτ≥0Ev
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)+]
.
Si σ > 0, alors sous les hypothèses 1.1.2, 1.2.3 et 1.8, s+(v) > 0 et s(v) = s+(v) pour
tout v > 0.
Preuve
Par construction, pour tout v > 0, s(v) ≤ s+(v). Supposons qu'il existe v0 > 0 tel que
s(v0) < s
+(v0).
Le processus V. est un processus càd, le processus Y + : t → Y +t = e−rt
(
−αVt
r−ψ(1) +
c
r
)+
est à valeurs dans [0, c
r
], alors les hypothèses du théorème 4.1.3 de la section 4.1 sont
vériﬁées pour Y +. On note f+(v) =
(
−αv
r−ψ(1) +
c
r
)+
; le temps d'arrêt
τ+ = inf{u ≥ 0 : f+(Vu) = s+(Vu)}
est le plus petit temps d'arrêt optimal du problème
s+(v) = supτ≥0Ev
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)+]
.
Comme Y converge presque sûrement vers 0, Y + converge presque sûrement vers 0 et
on a :
s+(v) = Ev
[
e−rτ
+
( −αVτ+
r − ψ(1) +
c
r
)+]
= Ev
[
e−rτ
+
( −αVτ+
r − ψ(1) +
c
r
)+
1τ+<∞
]
.
D'après la déﬁnition de s et s+ :
Ev0
[
e−rτ
+
f(Vτ+)
]
≤ s(v0) < s+(v0) = Ev0
[
e−rτ
+
f+(Vτ+)
]
et par suite Ev0
[
e−rτ
+
(f(Vτ+)− f+(Vτ+))
]
< 0, Pv0 ({ω : f(Vτ+) < 0}) > 0 et
Pv0 ({ω : s+(Vτ+) = 0}) > 0.
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Donc il existe v1 tel que s+(v1) = 0. Alors pour tout temps d'arrêt τ , Pv1-presque sû-
rement e−rτf+(Vτ ) = 0 et en particulier pour tout t ∈ R+, f+(Vt) = 0. Ceci entraîne
que Pv1-presque sûrement Vt ≥ c(r−ψ(1))αr d'où la contradiction puisque la loi de Vt a pour
support R∗+ car σ > 0 (c'est une conséquence du théorème 24.10 i) page 152 de [78]).
Donc s+(v) > 0 pour tout v ∈ R∗+ et s(v) = s+(v). 2
Nous remarquons ici que la condition c strictement positif est nécessaire : si c était nul,
alors dans la preuve du lemme 1.2.11, il n'y aurait pas de contradiction.
Remarque 1.2.12 Nous avons l'égalité s(v) = s+(v) > 0 pour tout v > 0.
Proposition 1.2.13 Si σ > 0, alors sous les hypothèses 1.1.2, 1.2.3 et 1.8, il existe au
moins un temps d'arrêt optimal pour le problème (1.7).
Pour tout c > 0, il existe bc > 0 tel que le plus petit temps d'arrêt optimal soit de la
forme
τbc = inf{t ≥ 0 : Vt ≤ bc}.
Preuve
D'après le lemme 1.2.11, le problème (1.7) peut se réécrire sous la forme supτ≥0E(Y +τ ).
Les hypothèses du théorème 4.1.3 de la section 4.1 sont vériﬁées et le temps d'arrêt
τ ∗ = inf{u ≥ 0 : f+(Vu) = s+(Vu)}
est le plus petit temps d'arrêt optimal. Or s(v) = s+(v) > 0 pour tout v > 0, d'où
τ ∗ = inf{u ≥ 0 : f(Vu) = s(Vu)}
est le plus petit temps d'arrêt optimal. La fonction s est majorée par c
r
puisque Y +. est
majoré par c
r
et limv↓0s(v) = limv↓0f(v) = cr . La fonction s étant convexe et f une
fonction aﬃne, alors inf{v : f(v) < s(v)} est égal à sup{v : f(v) = s(v)}, que l'on note
bc. En eﬀet, soit b′c = sup{v : f(v) = s(v)} et bc = inf{v : f(v) < s(v)}. Remarquons que
l'ensemble {v : f(v) = s(v)} n'est pas vide puisque limv↓0s(v) = limv↓0f(v) et b′c est bien
déﬁni. Pour tout v < bc, f(v) = s(v) ; en particulier f(bc − 1n) = s(bc − 1n). En faisant
tendre n vers l'inﬁni, comme s et f sont continues, alors f(bc) = s(bc), d'où bc ≤ b′c. Par
continuité, f(b′c) = s(b
′
c). Supposons par l'absurde que bc < b
′
c, alors il existe v, bc < v < b
′
c
tel que f(v) < s(v). Or s est convexe, donc d'après le lemme des trois cordes
s(v)− s(bc)
v − bc ≤
s(b′c)− s(v)
b′c − v
, soit
s(v)− f(bc)
v − bc ≤
f(b′c)− s(v)
b′c − v
.
Comme s(v) > f(v), alors
f(v)− f(bc)
v − bc <
s(v)− f(bc)
v − bc ≤
f(b′c)− s(v)
b′c − v
<
f(b′c)− f(v)
b′c − v
,
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d'où la contradiction puisque f(v)−f(bc)
v−bc =
f(b′c)−f(v)
b′c−v =
−α
r−ψ(1) . Donc bc = b
′
c.
Ceci signiﬁe que le plus petit temps d'arrêt optimal τ ∗ est aussi le premier temps de
passage dans l'intervalle ]0, bc]. 2
Le plus petit temps d'arrêt optimal du problème (1.7) dépend de la valeur de c et
désormais on le note τ ∗(c).
En appliquant le théorème 4.1.2 de la section 4.1, nous obtenons que
(t 7→ e−r(t∧τ∗(c))s(Vt∧τ∗(c)), t ≥ 0) est une martingale et Yτ∗(c) = e−rτ∗(c)s(Vτ∗(c)).
Nous introduisons une nouvelle fonction :
Déﬁnition 1.2.14 Soit g : R∗+×]0, (r−ψ(1))crα [→ R∗+ la fonction déﬁnie par
g(v, b) =
{ − αv
r−ψ(1) +
c
r
si v ≤ b
Ev
[
e−rτb
( −αVτb
r−ψ(1) +
c
r
)]
si v > b,
où τb = inf{t ≥ 0 : Vt ≤ v}.
Remarque 1.2.15 Sous les hypothèses de la proposition 1.2.13, il existe Bc tel que
g(., Bc) = s(.).
Proposition 1.2.16 Soit g la fonction introduite dans la déﬁnition 1.2.14. Sous l'hypo-
thèse 1.1.2 :
• soit il existe un unique b pour lequel la fonction g(., b) est continue en v = b,
• soit la fonction g(., b) est continue en v = b pour tout b ∈]0, (r−ψ(1))c
rα
[.
Preuve
Pour vériﬁer la continuité de g(., b) en b on regarde l'équation suivante en b :
g(b, b) = limv↓bg(v, b), soit − αb
r − ψ(1) +
c
r
= limv↓bEv
[
e−rτb
( −αVτb
r − ψ(1) +
c
r
)]
.
On se propose de montrer que cette équation a soit une unique solution, soit tout
l'intervalle ]0, (r−ψ(1))c
rα
[ comme ensemble de solutions.
Comme τb = inf{t ≥ 0 : V vt ≤ b} = inf{t ≥ 0 : V 1t ≤ bv} = τ 1b
v
, alors
Ev
[
e−rτb
( −αVτb
r − ψ(1) +
c
r
)]
=E1
e−rτ1bv
−αvV 1τ1bv
r − ψ(1) +
c
r
 .
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La limite limv↓bE1
e−rτ1bv
−αvV 1τ1bv
r−ψ(1) +
c
r
 existe : on remarque d'abord que
0 < V 1
τ1b
v
≤ b
v
et par conséquent la quantité qui se trouve sous l'espérance est bornée. Ainsi
d'après le théorème de convergence dominée, on peut intervertir la limite et l'espérance.
Ensuite comme 0 < b
v
< 1, on peut le considérer de la forme b
v
= 1 − 1
n
avec n ∈ N∗
et quand v décroît vers b (donc quand n tend vers ∞) la suite {τ 1
1− 1
n
}n>0 est une suite
décroissante de temps d'arrêt. La limite limv↓bτ 1b
v
(= limn→∞τ 11− 1
n
) existe et est égale à
τ ′1 = inf{t ≥ 0 : V 1t < 1}. Ainsi la monotonie de la suite {τ 11− 1
n
}n>0 implique l'existence
de la limite limv↓be
−rτ1b
v . Le processus V étant càd, V 1
τ1b
v
tend vers V 1τ ′1 quand v décroît vers
b et la limite limv↓be
−rτ1b
v V 1
τ1b
v
existe.
On fait le changement de variable b
v
= x.
limv↓bE1
e−rτ1bv
−αvV 1τ1bv
r − ψ(1) +
c
r
 =limv↓bE1
e−rτ1bv
−αbvbV 1τ1bv
r − ψ(1) +
c
r

=limx↑1E1
[
e−rτ
1
x
(−α b
x
V 1τ1x
r − ψ(1) +
c
r
)]
.
Ainsi on est ramené à résoudre l'équation suivante :
− αb
r − ψ(1) +
c
r
= limx↑1E1
[
e−rτ
1
x
(−α b
x
V 1τ1x
r − ψ(1) +
c
r
)]
,
soit
αb
r − ψ(1) limx↑1E1
[
1− e
−rτ1xV 1τ1x
x
]
=
c
r
limx↑1E1
[
1− e−rτ1x
]
. (1.10)
Or
limx↑1E1
(
1− e
−rτ1xV 1τ1x
x
)
= limx↑1
[
1
x
E1
(
1− e−rτ1xV 1τ1x
)
+ 1− 1
x
]
= limx↑1E1
(
1− e−rτ1xV 1τ1x
)
et l'équation (1.10) s'écrit :
αb
r − ψ(1) limx↑1E1
[
1− e−rτ1xV 1τ1x
]
=
c
r
limx↑1E1
[
1− e−rτ1x
]
.
On a les deux cas suivants :
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• limx↑1E1
[
1− e−rτ1xV 1τ1x
]
6= 0 et dans ce cas l'équation (1.10) a une unique solution.
• limx↑1E1
[
1− e−rτ1xV 1τ1x
]
= 0.
Comme V 1τ1x ≤ x ≤ 1, alors 1− e−rτ
1
xV 1τ1x ≥ 1− e−rτ
1
x ≥ 0 et
E1
[
1− e−rτ1xV 1τ1x
]
≥ E1
[
1− e−rτ1x
]
≥ 0 d'où limx↑1E1
[
1− e−rτ1x
]
= 0 et l'équation (1.10)
a pour solution tout l'intervalle ]0, (r−ψ(1))c
rα
[. 2
Nous cherchons le temps d'arrêt optimal dans la famille de temps d'atteinte. Dans
la suite, nous proposons une méthode pour le calcul du seuil optimal Bc ; la démarche
étant diﬀérente, nous énonçons et démontrons deux théorèmes selon les deux cas possibles
présentés dans la proposition 1.2.16 : quand la fonction g(., b) est continue en v = b pour
une unique valeur de b ou quand g(., b) est continue en v = b pour toute valeur de b dans
l'intervalle ]0, (r−ψ(1))c
rα
[.
Théorème 1.2.17 Sous les hypothèses 1.1.2, 1.2.3 et 1.8, on suppose que σ > 0 et que
la fonction g(., b) est continue pour tout b ∈]0, (r−ψ(1))c
rα
[ et que pour tout c > 0, il existe
Bc ∈]0, (r−ψ(1))crα [ tel que :
(1) L'équation ∂dg
∂v
(b, b) = − α
r−ψ(1) a une unique solution notée Bc et l'ensemble des
solutions de l'inéquation ∂dg
∂v
(b, b) ≥ − α
r−ψ(1) est [Bc, ∞[ (où on a noté ∂d pour
la derivée à droite),
(2) La fonction g(., Bc) est strictement convexe à droite de Bc,
alors le plus petit temps d'arrêt optimal est
τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc}.
Remarque 1.2.18 Le seuil Bc est une fonction de c.
Preuve
La preuve est faite en deux étapes :
(i) On doit avoir s(v) ≥ f(v) pour tout v ∈ R∗+ et comme s est de la forme g(., b), alors
cette inégalité impose une contrainte sur b.
(ii) Pour que τb soit optimal, puisque s est de la forme g(., b),
s(v) = g(v, b) = Ev[e−rτbf(Vτb)] = Ev[e
−rτbs(Vτb)],
il suﬃt de montrer g(v, b) ≥ Ev[e−rτf(Vτ )] pour tout τ ∈ ∆.
1ère étape D'après la déﬁnition 1.2.14,
g(v, b) =
{ − αv
r−ψ(1) +
c
r
si v ≤ b
Ev
[
e−rτb
( −αVτb
r−ψ(1) +
c
r
)]
si v > b.
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La fonction s est de la forme g(., b) et est convexe. La fonction f est aﬃne. Alors pour
avoir s(v) ≥ f(v) il suﬃt d'imposer
∂ds
∂v
(b) ≥ ∂f
∂v
(b), soit
∂dg
∂v
(b, b) ≥ − α
r − ψ(1) .
D'après l'hypothèse (1) du théorème, cette relation implique la contrainte suivante sur b :
b ≥ Bc.
2ème étape On raisonne par l'absurde et on suppose que le plus petit temps d'arrêt
optimal correspond à un b > Bc. Donc :
g(v, b) ≥ Ev[e−rτf(Vτ )] pour tout τ ∈ ∆. (1.11)
Dans (1.11) on prend τ = τBc :
g(v, b) ≥ Ev[e−rτBcf(VτBc )] = g(v,Bc) pour tout v ∈ R∗+.
Prenons v = b, alors g(b, b) = f(b) ≥ g(b, Bc). Or d'après l'étape 1, g(b, Bc) ≥ f(b), d'où
g(b, Bc) = f(b). De plus g(Bc, Bc) = s(Bc) = f(Bc) et la fonction g(., Bc) est continue
en Bc. Donc le graphe de f(.), qui est une droite, coupe le graphe de g(., Bc) aux points
d'abcisse b et Bc. Au point d'abcisse Bc le graphe de f est tangent au graphe de g(., Bc)
puisque ∂dg
∂v
(Bc, Bc) = − αr−ψ(1) = f ′(Bc). Donc sur l'intervalle [Bc, b], g(., Bc) = f(.) ce qui
contredit l'hypothèse (2), donc b = Bc. D'où le plus petit temps d'arrêt optimal est τBc . 2
Lorsque la fonction g(., b) est continue pour une unique valeur de b, alors le seuil optimal
Bc est facile à obtenir.
Théorème 1.2.19 Sous les hypothèses 1.1.2, 1.2.3 et 1.8, on suppose que σ > 0 et
qu'il existe un unique b ∈]0, (r−ψ(1))c
rα
[ (que l'on note Bc) pour lequel la fonction g(., b) est
continue. Alors le plus petit temps d'arrêt optimal est
τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc}.
Preuve
La fonction s est de la forme g(., b) et est convexe, donc continue. Comme g(., b) est conti-
nue pour une unique valeur de b notée Bc, on en déduit que le seuil optimal est Bc. 2
Proposition 1.2.20 Pour tout ε > 0, soit
τε(c) = inf{t ≥ 0 : e−rts(Vt) ≤ e−rtf(Vt) + ε}.
Si σ > 0, alors sous les hypothèses 1.1.2, 1.2.3 et 1.8, P (τε(c) <∞) = 1 et
limε→0τε(c) = τ ∗(c).
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Preuve
Comme E[supt≥0max(e−rtf(Vt), 0)] ≤ cr , alors d'après le lemme 4.1.5 de la section 4.1,
P (τε(c) <∞) = 1.
La suite (τε(c), ε ≥ 0) est une suite décroissante de temps d'arrêt, donc la limite
τ0 = limε→0τε(c) existe et d'après le théorème 4.1.3 de la section 4.1, est égale à τ0 = τ ∗(c).
2
1.2.2. La stratégie maximale
Une fois connue la forme du temps d'arrêt optimal, nous pouvons conclure et trouver
la stratégie maximale du problème initial (1.1).
Lemme 1.2.21 Sous les hypothèses 1.1.2, 1.2.3 et 1.8, si σ > 0, alors la stratégie maxi-
male à l'instant t du problème (1.1) est de la forme
(τt,bc , c)
où τt,bc = inf{s ≥ t : Vs ≤ bc}.
Preuve
D'après la proposition 1.2.2, dans le problème (1.1) on peut commuter les deux esssup et
esssupc′≥cesssupτ∈∆,τ≥tE
[∫ τ
t
e−r(s−t)(αVs − c′)ds | FVt
]
est égal à
esssupτ∈∆,τ≥tE
[∫ τ
t
e−r(s−t)(αVs − c)ds | FVt
]
.
D'après la proposition 1.2.13, à l'instant t = 0 le temps d'arrêt optimal est de la forme
τbc = inf{t ≥ 0 : Vt ≤ bc}.
Comme le modèle est markovien, à tout instant t le temps d'arrêt optimal est de la forme
τt,bc = inf{s ≥ t : Vs ≤ bc}. 2
Application à la ﬁnance
Comme nous l'avons déjà précisé dans l'introduction de la première partie, ce type de
problème d'optimisation peut être appliqué dans le domaine ﬁnancier. Ainsi, le processus
V représente la valeur des actifs d'une ﬁrme, r le taux d'actualisation et ψ(1) = 1
t
lnE
(
Vt
V0
)
le taux attendu de croissance des actifs. Nous supposons qu'à chaque instant t, les actifs
de la ﬁrme engendrent des cash-ﬂows αVt, que la ﬁrme émet des obligations et que les
coupons sont payés indéﬁniment (cela veut dire que c′ est une vitesse de paiement). La
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valeur attendue actualisée des cash-ﬂows engendrés par la ﬁrme jusqu'à l'instant τ de
liquidation sera
Ev
[∫ τ
0
e−rt(αVs − c′)ds
]
.
A un instant t ﬁxé, les dirigeants de la ﬁrme cherchent la stratégie optimale (instant de
liquidation, coupons) qui maximise la valeur attendue actualisée des cash-ﬂows engendrés
par la ﬁrme jusqu'à τ , ce qui correspond à la résolution du problème de contrôle optimal
(1.1).
1.3. Exemples
Les exemples présentés dans cette section, concernent les modèles où nous savons calcu-
ler Ev
(
e−rτb+aXτb
)
. Dans la suite nous considérons quelques processus de Lévy particuliers,
nous vériﬁons que les hypothèses du théorème 1.2.17 ou du théorème 1.2.19 sont vériﬁées
et nous résolvons le problème (1.1) dans chaque cas. Nous commençons avec un processus
de Lévy continu (le mouvement brownien), ensuite nous continuons avec un processus
mixte diﬀusion-sauts dont les sauts sont de loi double-exponentielle et nous ﬁnissons avec
le processus de Poisson.
1.3.1. Mouvement brownien
Soit X = W où (Wt, t ≥ 0) est un mouvement brownien standard. Donc V = veW .
Dans ce cas ψ(1) = 1
2
et l'hypothèse 1.1.2 est vériﬁée. Nous imposons (l'hypothèse 1.2.3)
r > 1
2
.
Lemme 1.3.1 Le mouvement brownien vériﬁe la relation (1.8), c'est à dire
limn→∞E0
(
e−rRn+WRn1Rn<∞
)
= 0
où Rn = inf{t ≥ 0 : e−rt+Wt ≥ n}. En conséquent l'hypothèse 1.2.8 est vériﬁée.
La preuve de ce lemme repose sur le résultat suivant de [44] page 197 :
Lemme 1.3.2 Soit (Wt, t ≥ 0) un mouvement brownien standard et Ty le temps d'arrêt
déﬁni par Ty = inf{t ≥ 0 : µt+Wt = y} avec y 6= 0 et µ 6= 0. Alors
P(Ty <∞) = eµy−|µy|.
Preuve du lemme 1.3.1
Le processus W étant continu,
Rn = inf{t ≥ 0 : e−rt+Wt = n} = inf{t ≥ 0 : −rt+Wt = ln(n)}.
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Ainsi E0
(
e−rRn+WRn1Rn<∞
)
= nP0 (Rn <∞) .
On applique le lemme 1.3.2 à µ = −r et y = ln(n),
E0
(
e−rRn+WRn1Rn<∞
)
= ne−2rln(n) = n1−2r.
Or r > 1
2
, donc limn→∞E0
(
e−rRn+WRn1Rn<∞
)
= 0. 2
Les hypothèses de la proposition 1.2.13 sont vériﬁées et le plus petit temps d'arrêt
optimal est de la forme
τbc = inf{t ≥ 0 : Vt ≤ bc} = inf{t ≥ 0 : Vt = bc}
puisque V est un processus continu.
En utilisant la remarque 8.3 page 96 de [44] qui donne la transformée de Laplace d'un
temps d'atteinte dans le cas d'un mouvement brownien, la fonction g est de la forme
g(v, b) =
 −
αv
r− 1
2
+ c
r
si v ≤ b(
−αb
r− 1
2
+ c
r
) (
v
b
)−√2r
si v > b.
Nous remarquons que la fonction v 7→ g(v, b) est continue pour toute valeur de b. Véri-
ﬁons les hypothèses du théorème 1.2.17 :
(1) L'équation ∂dg
∂v
(b, b) = − α
r− 1
2
, soit
(
−αb
r− 1
2
+ c
r
)
−√2r
b
= − α
r− 1
2
a une unique solution
Bc =
c
√
2r(r− 1
2
)
αr(
√
2r+1)
∈]0, c(r− 12 )
rα
[. De plus l'ensemble des solutions de l'inéquation
∂dg
∂v
(b, b) ≥ − α
r− 1
2
est [Bc, ∞[.
(2) On remarque que à droite de b la fonction g(., b) est C2. Pour b = Bc la seconde
dérivée est égale à
∂2g
∂v2
(v,Bc) =
(−αBc
r − 1
2
+
c
r
) √
2r(
√
2r + 1)
B2c
(
v
Bc
)−√2r−2
=
c
√
2r
rB2c
(
v
Bc
)−√2r−2
> 0
et la fonction g(., Bc) est strictement convexe à droite de Bc.
Ainsi le temps d'arrêt optimal est
τ ∗(c) = inf{t ≥ 0 : Vt = Bc}.
Proposition 1.3.3 Si X est un mouvement brownien, alors avec les notations introduites
dans la section 1.3.1,
1) Le plus petit temps d'arrêt optimal est τ ∗(c) = inf{t ≥ 0 : Vt = Bc} où Bc = c
√
2r(r− 1
2
)
αr(
√
2r+1)
.
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2) La stratégie maximale est (τ ∗(c), c).
3) La fonction valeur w est donnée par
w(v) =
αv
r − 1
2
− c
r
(
1 +
1√
2r
(
v
Bc
)−√2r)
où v > Bc.
Ce résultat est déjà connu, le problème d'arrêt optimal (1.5) étant déjà étudié dans [27]
pour un mouvement Brownien avec drift. Les paramètres (m,σ, δ, (θ− 1)C) du modèle de
Duﬃe et Lando correspondent ici à (0, 1, α, c). Contrairement à leur méthode, la méthode
que nous proposons permet d'éviter les longs calculs de l'opérateur diﬀérentiel ou intégro-
diﬀérentiel pour les processus à sauts.
1.3.2. Processus mixte diﬀusion-sauts dont les sauts sont de loi
double-exponentielle
Les hypothèses de ce modèle sont essentiellement celles considérées par Kou et Wang
[49, 50] et par Chen et Kou [16]. En eﬀet on suppose que X est un processus stochastique
à sauts et que les sauts ont une distribution double exponentielle :
Xt = mt+ σWt +
Nt∑
i=1
Yi, t ≥ 0, (1.12)
(Wt, t ≥ 0) est un mouvement brownien standard, (Nt, t ≥ 0) un processus de Pois-
son d'intensité constante positive a, (Yi, i ∈ N) est une suite de variables aléatoires
indépendantes et identiquement distribuées ayant une distribution double exponentielle,
c'est-à-dire de densité
fY (y) = pη1e
−η1y1y>0 + qη2eη2y1y<0
avec p+ q = 1, p, q ≥ 0, η1 > 1 et η2 > 0.
On suppose de plus que (Yi, i ∈ N), (Nt, t ≥ 0) et (Wt, t ≥ 0) sont indépendants.
La condition η1 > 1 entraîne E(eY ) <∞. En eﬀet comme η1 et η2 sont positifs, et
p+ q = 1, fY (.) est bien une densité :
∫∞
−∞ fY (y)dy = 1. De plus
E(eY ) = pη1
∫∞
0
e(1−η1)ydy+qη2
∫ 0
−∞ e
(1+η2)ydy, alors les conditions 1−η1 < 0 et 1+η2 > 0
entraînent E(eY ) <∞. Lorsque η2 > 0, E(eY ) <∞ si et seulement si η1 > 1. La condition
η1 > 1 entraîne Ev(Vt) <∞ pour tout t ≥ 0. En eﬀet
Ev(Vt) = ve(m+
σ2
2
)tE
(
e
PNt
i=1 Yi
)
= ve(m+
σ2
2
)t
∑
n≥0
E(eY )n
e−at(at)n
n!
= veψ(1)t
où ψ(1) = m+ σ
2
2
+ aE(eY − 1). L'hypothèse 1.1.2 est ainsi vériﬁée.
L'hypothèse 1.2.3 s'écrit r > m+ σ
2
2
+ aE(eY − 1).
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Lemme 1.3.4 Le processus X introduit dans (1.12) vériﬁe la relation (1.8), c'est à dire
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0
où Rn = inf{t ≥ 0 : e−rt+Xt ≥ n}. En conséquent l'hypothèse 1.2.8 est vériﬁée.
La démonstration de ce lemme repose sur le corollaire 3.3 de [49] rappelé dans la section
4.2 (voir l'égalité (4.4)).
Preuve
On remarque que Rn = inf{t ≥ 0 : (−r +m)t+ σWt +
∑Nt
i=1 Yi ≥ ln(n)}.
Appliquons la relation (4.4) de la section 4.2 à r = 0, β = 1, b = ln(n) et
Xt = (−r +m)t+ σWt +
∑Nt
i=1 Yi (en fait nous remplaçons le drift m par −r +m) :
E0
(
e−rRn+XRn1Rn<∞
)
=n
[
(η1 − ψ1)(ψ0 − 1)
(ψ0 − ψ1)(η1 − 1)e
−ln(n)ψ1 +
(ψ0 − η1)(ψ1 − 1)
(ψ0 − ψ1)(η1 − 1)e
−ln(n)ψ0
]
=n1−ψ1
(η1 − ψ1)(ψ0 − 1)
(ψ0 − ψ1)(η1 − 1) + n
1−ψ0 (ψ0 − η1)(ψ1 − 1)
(ψ0 − ψ1)(η1 − 1) (1.13)
où 0 < ψ1 < η1 < ψ0 <∞ sont les solutions positives de l'équation f(ψ) = 0 avec
f(ψ) = (−r +m)ψ + σ
2
2
ψ2 + a
[
η1p
η1 − ψ +
η2q
η2 + ψ
− 1
]
.
L'équation f(ψ) = 0 a quatre solutions, et les deux solutions strictement positives sont
plus grandes que 1. En eﬀet,
ψ −∞ −η2 0 1 η1 ∞
f(ψ) ∞ −∞ ∞ 0 f(1) ∞ −∞ ∞
où f(1) = (−r+m) + σ2
2
+ a
[
η1p
η1−1 +
η2q
η2+1
− 1
]
= −r+m+ σ2
2
+ aE(eY − 1) < 0 d'après
l'hypothèse 1.2.3 réécrite dans ce cas.
Comme 1 < ψ1 < η1 < ψ0, alors en prenant la limite dans (1.13) :
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0.
2
Les hypothèses de la proposition 1.2.13 sont vériﬁées et le plus petit temps d'arrêt
optimal est de la forme
τbc = inf{t ≥ 0 : Vt ≤ bc}.
Les résultats de [49] permettent d'expliciter pour tout b la forme de la fonction g(., b) sur
]b, ∞[. On suppose v > b.
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On remarque que
τb =inf{t ≥ 0 : Vt ≤ b} = inf
{
t ≥ 0 : Vt
v
≤ b
v
}
=inf
{
t ≥ 0 : mt+ σWt +
Nt∑
i=1
Yi ≤ ln
(
b
v
)}
.
Par hypothèse v > b, alors ln( b
v
) < 0 et on peut appliquer la proposition 4.2.1 de la
section 4.2 pour calculer Ev[e−rτb ] et Ev[e−rτbVτb ] (nous rappelons que dans notre modèle,
nous pouvons enlever l'indicatrice 1τb<∞ qui apparaît dans l'énoncé de la proposition 4.2.1
puisque le processus t 7→ e−rtVt est presque sûrement nul à l'inﬁni conformément au lemme
1.2.6) :
Ev[e−rτb ] =
ψ2(η2 + ψ3)
(ψ2 − ψ3)η2 (
v
b
)ψ3 − ψ3(η2 + ψ2)
(ψ2 − ψ3)η2 (
v
b
)ψ2 ,
Ev[e−rτbVτb ] = b
[
(η2 + ψ3)(ψ2 − 1)
(ψ2 − ψ3)(η2 + 1)(
v
b
)ψ3 +
(η2 + ψ2)(1− ψ3)
(ψ2 − ψ3)(η2 + 1)(
v
b
)ψ2
]
où −∞ < ψ3 < −η2 < ψ2 < 0 sont les deux racines négatives de l'équation
mψ +
σ2
2
ψ2 + a[
η1p
η1 − ψ +
η2q
η2 + ψ
− 1] = r.
Ainsi on a pour la fonction g :
g(v, b) =
{ − αv
r−ψ(1) +
c
r
si v ≤ b
Ev[e−rτb(− αVτbr−ψ(1) + cr )] = Ab(vb )ψ3 +Db(vb )ψ2 si v > b,
où Ab =− αb
r − ψ(1)
(η2 + ψ3)(ψ2 − 1)
(ψ2 − ψ3)(η2 + 1) +
c
r
ψ2(η2 + ψ3)
(ψ2 − ψ3)η2 et
Db =− αb
r − ψ(1)
(η2 + ψ2)(1− ψ3)
(ψ2 − ψ3)(η2 + 1) −
c
r
ψ3(η2 + ψ2)
(ψ2 − ψ3)η2 .
On remarque que la fonction g(., b) est continue pour toute valeur de b > 0.
Vériﬁons les hypothèses du théorème 1.2.17 :
(1) L'équation ∂dg
∂v
(b, b) = − α
r−ψ(1) , soit Ab
ψ3
b
+Db
ψ2
b
= − α
r−ψ(1) a une unique solution.
En eﬀet, en remplaçant Ab et Db par les valeurs calculées, on obtient :
− αψ3
r−ψ(1)
(η2+ψ3)(ψ2−1)
(ψ2−ψ3)(η2+1) +
c
rb
ψ2ψ3(η2+ψ3)
(ψ2−ψ3)η2 −
αψ2
(r−ψ(1))
(η2+ψ2)(1−ψ3)
(ψ2−ψ3)(η2+1) − crb
ψ2ψ3(η2+ψ2)
(ψ2−ψ3)η2 =
−α
r−ψ(1)
34
et cette équation a une unique solution Bc =
c(r−ψ(1))ψ2ψ3(η2+1)
rαη2(1−ψ2)(1−ψ3) ∈]0,
c(r−ψ(1))
rα
[.
De plus l'inéquation ∂dg
∂v
(b, b) ≥ − α
r−ψ(1) impose sur b la contrainte b ≥ Bc.
(2) On remarque que la fonction g(., Bc) ∈ C2(]Bc, ∞[) et
∂2g
∂v2
(v,Bc) =Ac(
1
Bc
)ψ3ψ3(ψ3 − 1)vψ3−2 +Dc( 1
Bc
)ψ2ψ2(ψ2 − 1)vψ2−2
où Ac =
cψ2(η2 + ψ3)
r(ψ2 − ψ3)η2(1− ψ3) > 0,
Dc =− cψ3(η2 + ψ2)
r(ψ2 − ψ3)η2(1− ψ2) > 0.
Ainsi ∂
2g
∂v2
(v,Bc) > 0 pour v > Bc et g(., Bc) est bien strictement convexe à droite de Bc.
On peut donc appliquer le théorème 1.2.17 et le temps d'arrêt optimal est
τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc}.
D'après le lemme 1.2.11, notre problème peut être ramené à un problème d'arrêt optimal
pour une option put américaine dont le prix d'exercice est égal à c(r−ψ(1))
rα
:
s(v) = supτ≥0Ev
[
e−rτ
( −αVτ
r − ψ(1) +
c
r
)+]
=
α
r − ψ(1)supτ≥0Ev
[
e−rτ
(
−Vτ + c(r − ψ(1))
rα
)+]
.
Ainsi, on retrouve le résultat du théorème 1 de [50]. Kou et Wang résolvent à l'aide des
équations intégro-diﬀérentielles un problème d'arrêt optimal pour une option put améri-
caine. Les paramétres (λ∗, r−σ2
2
−λ∗ξ∗, K, β3,r, β4,r) correspondent ici à (a,m, c(r−ψ(1))rα ,−ψ2,−ψ3).
Proposition 1.3.5 Soit X le processus déﬁni dans (1.12). Alors, avec les notations in-
troduites dans la section 1.3.2 :
1) Le plus petit temps d'arrêt optimal est τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc} où
Bc =
c(r−ψ(1))ψ2ψ3(η2+1)
rαη2(1−ψ2)(1−ψ3) .
2) La stratégie maximale est (τ ∗(c), c).
3) Pour v > Bc, la fonction valeur w est égale à
w(v) =
αv
r − ψ(1) −
c
r
+
cψ2(η2 + ψ3)
r(ψ2 − ψ3)η2(1− ψ3)(
v
Bc
)ψ3 − cψ3(η2 + ψ2)
r(ψ2 − ψ3)η2(1− ψ2)(
v
Bc
)ψ2 .
1.3.3. Processus de Poisson
SoitX = −N où (Nt, t ≥ 0) est un processus de Poisson d'intensité constante positive a.
Donc V = ve−N . Dans ce cas la transformée de Laplace du processus X existe, l'hypothèse
1.1.2 est vériﬁée et ψ(1) = a(e−1−1). Nous remarquons qu'ici l'hypothèse 1.2.3 est toujours
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vériﬁée puisque r > 0 > a(e−1 − 1). De plus, le processus t 7→ Yt = e−rt
(
−αve−Nt
r−a(e−1−1) +
c
r
)
est borné et nous avons directement qu'il est de classe D.
Dans ce cas particulier, comme la composante gaussienne du processus X est nulle, le
lemme 1.2.11 ne peut pas être appliqué. Nous rappelons que ce lemme nous permettait
de réécrire la fonction s sous une forme particulière (s(v) = supτ≥0Ev[e−rtf+(Vt)]) aﬁn
de pouvoir appliquer le théorème 4.1.3 de la section 4.1 et de trouver la forme du plus
petit temps d'arrêt optimal. Or, lorsque X = −N , le théorème 4.1.3 peut être appliqué
directement puisque le processus V est borné et par conséquent le processus t 7→ e−rtf(Vt)
est borné. Le plus petit temps d'arrêt optimal est τ ∗ = inf{t : f(Vt) = s(Vt)}. Dans ce cas
particulier où X = −N , la fonction s est déﬁnie sur {v, ve−1, ve−2...}, son prolongement
continu par interpolation linéaire est convexe, la ﬁn de la proposition 1.2.13 s'applique et
la conclusion de la proposition 1.2.13 est valide.
Le plus petit temps d'arrêt optimal est de la forme
τbc = inf{t ≥ 0 : Vt ≤ bc} = inf
{
t ≥ 0 : Nt ≥ ln
(
v
bc
)}
= τ 0ln v
bc
et dans ce cas il coïncide avec un instant de saut du processus N .
Soit (Ti, i ∈ N∗) la suite de variables aléatoires représentant les instants de saut du
processus N .
Pour trouver la forme de la fonction g(., b) on calcule Ev (e−rτb) et Ev (e−rτbVτb) :
Ev
(
e−rτb
)
=
∑
i≥0
E
(
e−rTi1τ0
ln v
b
=Ti
)
=1ln v
b
≤0 +
∑
i≥1
E
(
e−rTi
)
1i−1<ln v
b
≤i.
Comme Ti = S1 + ... + Si où (Sj, j = 1, ... i) est une suite de variables aléatoires
indépendantes et identiquement distribuées de loi exponentielle de paramètre a, alors
E
(
e−rTi
)
= E
(
e−rS1
)i
=
(
a
r+a
)i
et
Ev
(
e−rτb
)
= 1ln v
b
≤0 +
∑
i≥1
(
a
r + a
)i
1i−1<ln v
b
≤i.
En utilisant le même raisonnement on calcule
Ev
(
e−rτbVτb
)
=v
∑
i≥0
E
(
e−rTi−i1τ0
ln v
b
=Ti
)
=v1ln v
b
≤0 + v
∑
i≥1
(
a
e(r + a)
)i
1i−1<ln v
b
≤i.
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La fonction g(., b) est de la forme :
g(v, b) =

− αv
r−ψ(1) +
c
r
si v ≤ b
− αv
r−ψ(1)
a
e(r+a)
+ c
r
a
r+a
si b < v ≤ be
− αv
r−ψ(1)
(
a
e(r+a)
)2
+ c
r
(
a
r+a
)2
si be < v ≤ be2
...
Cette fonction est continue convexe pour une seule valeur de b (que l'on note Bc) :
Bc =
ce(r−ψ(1))
α(er+ea−a) ∈]0, c(r−ψ(1))αr [. Ainsi d'après le théorème 1.2.19, le temps d'arrêt optimal
est
τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc}.
Proposition 1.3.6 Soit X = −N où (Nt, t ≥ 0) est un processus de Poisson d'intensité
constante positive a. Avec les notations introduites dans la section 1.3.3 :
1) Le plus petit temps d'arrêt optimal est τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc} où Bc = ce(r−ψ(1))α(er+ea−a) .
2) La stratégie maximale est (τ ∗(c), c).
3) Pour v > Bc, la fonction valeur w est égale à
w(v) =
∑
i≥1
[
αv
r − ψ(1)
(
1−
(
a
e(r + a)
)i)
− c
r
(
1−
(
a
r + a
)i)]
1Bcei−1<v≤Bcei .
1.4. Processus de Lévy à sauts négatifs. Cas d'un
processus à variation non-bornée.
Le cas d'un processus de Lévy à sauts négatifs est plus compliqué et nécessite plus de
calculs que les autres exemples. Nous présentons ici l'exemple d'un processus de Lévy à
sauts négatifs avec une composante gaussienne non-nulle.
1.4.1. Notations, hypothèses et outils
Dans la suite nous considérons X un processus de Lévy à sauts négatifs. Nous excluons
le cas où X est un subordinateur négatif (d'après [4] page 71, un subordinateur est un
processus de Lévy positif croissant). D'après [4] chapitre 7, pages 187-189 la transformée
de Laplace d'un tel processus existe et est de la forme :
E(eλXt) = etψ(λ) où λ ∈ R+, ψ(λ) = −Ψ(−iλ) = µλ+σ
2
2
λ2+
∫ 0
−∞
(eλx−1−λx1x>−1)Π(dx).
La fonction ψ : [0,∞[→ R est strictement convexe et limλ→∞ψ(λ) = ∞. Soit Φ(0) la
plus grande solution de l'équation ψ(λ) = 0. Nous remarquons que 0 est toujours solution
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de ψ(λ) = 0. Si Φ(0) > 0, alors comme ψ est strictement convexe, 0 et Φ(0) sont les
seules solutions de ψ(λ) = 0. Dans tous les cas ψ : [Φ(0),∞[→ R+ est continue, croissante
d'inverse Φ : [0,∞[→ [Φ(0),∞[ : ψ ◦ Φ(λ) = λ (λ > 0). L'hypothèse 1.2.3, c'est à dire
r > ψ(1), est équivalente à Φ(r) > 1.
Le lemme suivant servira plus tard, pour montrer que le seuil optimal appartient au
"bon" intervalle.
Lemme 1.4.1 Pour tout r ≥ 0 tel que r > ψ(1) on a Φ(r)−1
Φ(r)
≤ r−ψ(1)
r
.
Preuve
Remarquons que si ψ(1) ≤ 0, donc si Φ(0) ≥ 1, l'inégalité est vériﬁée : Φ(r)−1
Φ(r)
≤ 1 ≤ r−ψ(1)
r
.
Supposons maintenant que ψ(1) > 0, donc Φ(0) < 1 < Φ(r). La fonction ψ est convexe,
donc d'après le lemme des trois cordes :
ψ(1)− ψ(Φ(0))
1− Φ(0) ≤
ψ(Φ(r))− ψ(1)
Φ(r)− 1 , soit
ψ(1)
1− Φ(0) ≤
r − ψ(1)
Φ(r)− 1 , d'où
ψ(1)
r − ψ(1) ≤
1− Φ(0)
Φ(r)− 1 .
On rajoute 1 de chaque côté et on obtient :
r
r − ψ(1) ≤
Φ(r)− Φ(0)
Φ(r)− 1 ≤
Φ(r)
Φ(r)− 1 .
Il suﬃt d'inverser et Φ(r)−1
Φ(r)
≤ r−ψ(1)
r
. 2
Dans toute la suite nous supposons que r > ψ(1) (hypothèse 1.2.3).
Le processus t 7→ ecXt−ψ(c)t est une martingale : pour tout s ≤ t
E(ecXt−ψ(c)t|FXs ) = ecXs−ψ(c)tE(ec(Xt−Xs)|FXs ) = ecXs−ψ(c)s.
Pour tout c ≥ 0, nous déﬁnissons une nouvelle probabilité Pc : dP
c
dP |Ft= ecXt−ψ(c)t. En
suivant [52], nous introduisons la fonction suivante :
Déﬁnition 1.4.2 Pour tout q ≥ 0 soit W (q) : R→ R+ la fonction déﬁnie par
W (q)(x) = eΦ(q)xPΦ(q)x (inft≥0Xt ≥ 0)
où Px(.) = P(.|X0 = x).
La proposition suivante présente quelques propriétés de la fonction W (q) démontrées
dans [52] et [15] :
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Proposition 1.4.3 Pour tout q ≥ 0, la fonction W (q) a les propriétés suivantes :
(1) W (q)(x) = 0 pour tout x < 0 et W (q) est une fonction continue croissante sur
[0,∞[ dont la transformée de Laplace vériﬁe la relation∫ ∞
0
e−βxW (q)(x)dx =
1
ψ(β)− q
pour β > Φ(q) (théorème 8.1 page 214 de [52]).
(2) W (q)(0) = 0 si et seulement si X est à variation non-bornée (lemme 8.6 page
223 de [52]).
(3) W (q)
′
(0) = 2
σ2
si X est à variation non-bornée (exercice 8.5 page 234 de [52]).
(4) Si le processus X présente une composante gaussienne, alors la fonction W (q) est
C2(]0,∞[) (théorème 2 de [15]).
Nous introduisons les fonctions suivantes :
Déﬁnition 1.4.4 Pour q ≥ 0 soit Z(q) : R+ → R+ la fonction déﬁnie par
Z(q)(x) = 1 + q
∫ x
0
W (q)(y)dy.
Déﬁnition 1.4.5 Pour tout q ∈ C et c ∈ R tel que ψ(c) ≤ q, on pose
W (q−ψ(c))c (x) = e
−cxW (q)(x) et Z(q−ψ(c))c (x) = 1 + (q − ψ(c))
∫ x
0
W (q−ψ(c))c (y)dy
pour tout x ≥ 0.
Remarque 1.4.6 i) En utilisant la proposition 1.4.3 (2) et la déﬁnition 1.4.5, si X est
à variation non-bornée, alors
W (q−ψ(c))c (0) = 0.
ii) De plus, les déﬁnitions 1.4.4 et 1.4.5 prises en x = 0 donnent
Z(q)(0) = 1, Z(q−ψ(c))c (0) = 1.
1.4.2. Le temps d'arrêt optimal
Nous supposons σ > 0 ; ainsi le processus de Lévy pourrait être vu comme la somme
d'un mouvement brownien avec drift et un processus à sauts négatifs. Dans la suite nous
nous restreignons aux processus de Lévy à sauts négatifs avec une composante gaussienne
non-nulle ; ce sont donc des processus à variation non-bornée.
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Lemme 1.4.7 Soit X un processus de Lévy à sauts négatifs avec une composante gaus-
sienne non-nulle, vériﬁant l'hypothèse 1.2.3. Ce processus vériﬁe la relation (1.8), c'est à
dire
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0
où Rn = inf{t ≥ 0 : e−rt+Xt ≥ n}. L'hypothèse 1.2.8 est donc vériﬁée.
La démonstration de ce lemme repose sur le résultat suivant de [52] :
Lemme 1.4.8 ( corollaire 3.13 page 82 de [52])
Soit X un processus de Lévy à sauts négatifs et pour tout x > 0 soit τx le temps d'arrêt
déﬁni par τx = inf{t > 0 : Xt > x}. Alors
P0 (τx <∞) = e−Φ(0)x
avec Φ(0) introduit dans la sous-section 1.4.1. De plus, comme le processus X n'a pas de
sauts positifs, alors P0(Xτx = x|τx <∞) = 1 (page 212 de [52] ).
Preuve du lemme 1.4.7
On remarque d'abord que pour tout x > 0, inf{t > 0 : Xt > x} = inf{t ≥ 0 : Xt ≥ x}.
En eﬀet comme x > 0, alors P0(τx = 0) = 0 et inf{t > 0 : Xt > x} = inf{t ≥ 0 : Xt >
x}. Comme X est un processus sans sauts positifs, P0(Xτx = x|τx <∞) = 1 et
inf{t > 0 : Xt > x} = inf{t ≥ 0 : Xt ≥ x} sur {τx <∞}.
Le temps d'arrêt Rn s'écrit sous la forme Rn = inf{t ≥ 0 : −rt + Xt ≥ ln(n)}. En
appliquant le lemme 1.4.8 au processus t 7→ −rt+Xt et x = ln(n), on a
E0
(
e−rRn+XRn1Rn<∞
)
= ne−Φ¯(0)ln(n) = n1−Φ¯(0), (1.14)
avec Φ¯(0) la plus grande solution de l'équation ψ¯(λ) = 0 où
ψ¯(λ) = (µ− r)λ+ σ
2
2
λ2 +
∫ 0
−∞
(eλx − 1− λx1x>−1)Π(dx).
La plus grande solution de l'équation ψ¯(λ) = 0 vériﬁe Φ¯(0) > 1. En eﬀet, ψ¯ est une
fonction continue, ψ¯(1) = µ−r+ σ2
2
+
∫ 0
−∞(e
x−1−x1x>−1)Π(dx) < 0 d'après l'hypothèse
1.2.3 et cette fonction tend vers l'inﬁni quand λ tend vers l'inﬁni.
En faisant tendre n vers l'inﬁni dans la relation (1.14),
limn→∞E0
(
e−rRn+XRn1Rn<∞
)
= 0.
2
40
Les hypothèses de la proposition 1.2.13 sont vériﬁées et le plus petit temps d'arrêt
optimal est de la forme
τbc = inf{t ≥ 0 : Vt ≤ bc} = inf
{
t ≥ 0 : Xt ≤ ln
(
bc
v
)}
.
Dans [52], l'auteur calcule la transformée de Laplace d'un temps d'arrêt de la forme
τ−x = inf{t > 0 : Xt < x} ainsi que la transformée de Laplace du couple (τ−x , Xτ−x ).
Aﬁn de pouvoir appliquer ses résultats, nous montrons que s'il existe une composante
gaussienne non-nulle, alors le temps d'atteinte τ−x est égal à inf{t ≥ 0 : Xt ≤ x}.
Proposition 1.4.9 Soit X un processus de Lévy à sauts négatifs avec une composante
gaussienne non-nulle. Alors, P0-presque sûrement
inf{t ≥ 0 : Xt ≤ x} = inf{t ≥ 0 : Xt < x} = inf{t > 0 : Xt < x}
pour tout x ≤ 0.
La preuve de cette proposition repose sur le résultat suivant de [52] :
Proposition 1.4.10 (théorème 8.1 (ii) page 214 de [52])
Soit X un processus de Lévy à sauts négatifs et τ−0 = inf{t > 0 : Xt < 0}. Pour tout
x ∈ R et r ≥ 0,
Ex
(
e−rτ
−
0 1τ−0 <∞
)
= Z(r)(x)− r
Φ(r)
W (r)(x)
où Ex (.) = E (.|X0 = x) .
Preuve de la proposition 1.4.9
On démontre d'abord la première égalité et on note τ ′x = inf{t ≥ 0 : Xt < x}. On se
propose de montrer que τx = τ ′x P0-presque sûrement. Comme τx ≤ τ ′x, alors
τ ′x = τx + τ
′
x ◦ θτx où θ est l'opérateur de translation. On applique la propriété de Markov
forte en τx :
P0(τx = τ ′x) = E0
(
PXτx (τ
′
x = 0)
)
= E0(1Xτx<x) + E0
(
1Xτx=xPx(τ
′
x = 0)
)
.
Le processus X est plus petit qu'un mouvement brownien avec drift , Xt ≤ µt + σWt
pour tout t ≥ 0, et
Px(τ ′x = 0) ≥ Px(τ
′µ,W
x = 0)
où on a noté τ
′µ,W
x = inf{t ≥ 0 : µt+ σWt < x}. Or Px-presque sûrement on a
inf{t ≥ 0 : µt+ σWt < x} = inf{t ≥ 0 : µt+ σWt = x},
donc Px(τ
′µ,W
x = 0) = 1 , d'où Px(τ ′x = 0) = 1 et
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P0(τx = τ ′x) = E0(1Xτx<x) + E0(1Xτx=x) = 1.
On démontre maintenant la deuxième égalité, soit
inf{t ≥ 0 : Xt < x} = inf{t > 0 : Xt < x}.
Pour x < 0, l'égalité est vériﬁée. Le problème se pose en x = 0. On se propose donc de
montrer l'égalité inf{t ≥ 0 : Xt < 0} = inf{t > 0 : Xt < 0}. En utilisant la première
égalité de l'énoncé de la proposition, P0-presque sûrement on a τ ′0 = 0.
On note τ−0 = inf{t > 0 : Xt < 0} et on veut montrer que P0(τ−0 = 0) = 1.
Dans la proposition 1.4.10 on prend x = 0 et pour tout r ≥ 0 on a
E0
(
e−rτ
−
0 1τ−0 <∞
)
= Z(r)(0)− r
Φ(r)
W (r)(0).
Comme X est un processus à variation non-bornée, d'après la proposition 1.4.3 (2),
W (r)(0) = 0 et d'après la remarque 1.4.6 ii), Z(r)(0) = 1, d'où
E0
(
e−rτ
−
0 1τ−0 <∞
)
= 1.
Or 0 ≤ e−rτ−0 1τ−0 <∞ ≤ 1 ce qui implique e−rτ
−
0 1τ−0 <∞ = 1 P0-presque sûrement d'où la
conclusion. 2
Pour trouver la forme de la fonction g nous utilisons les deux résultats suivants :
Corollaire 1.4.11 Soit X un processus de Lévy à sauts négatifs, x ≤ 0 et
τ−x = inf{t > 0 : Xt < x}. Pour tout r ≥ 0, la transformée de Laplace de τ−x est égale à
E0
[
e−rτ
−
x 1τ−x <∞
]
= Z(r)(−x)− r
Φ(r)
W (r)(−x).
Preuve
Il suﬃt de remarquer que τ−x = inf{t > 0 : Xt < x} = inf{t > 0 : Xt − x < 0} et
E0
[
e−rτ
−
x 1τ−x <∞
]
= E−x
[
e−rτ
−
0 1τ−0 <∞
]
. Ensuite on applique la proposition 1.4.10. 2
Proposition 1.4.12 (exercice 8.7 de [52])
Soit X un processus de Lévy à sauts négatifs et τ−x = inf{t > 0 : Xt < x}. Pour tout
x < 0, c ≥ 0 et r ≥ ψ(c) ∨ 0, on a :
E0
[
e
−rτ−x +c(Xτ−x −x)1τ−x <∞
]
= e−cx
(
Z(r−ψ(c))c (−x)−
r − ψ(c)
Φ(r)− cW
(r−ψ(c))
c (−x)
)
.
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D'après la proposition 1.4.9, le temps d'arrêt optimal est de la forme τ−
ln bc
v
P0-presque
sûrement et on peut utiliser la proposition 1.4.12 et le corollaire 1.4.11 pour résoudre
notre problème de temps d'arrêt optimal (on prend x = ln bc
v
). Ensuite d'après le lemme
1.2.6, dans notre cas on peut enlever l'indicatrice 1τ−x <∞ et la fonction g(., b) est de la
forme − αv
r−ψ(1) +
c
r
si v ≤ b ; sinon
−αv
r − ψ(1)
[
Z
(r−ψ(1))
1
(
ln
v
b
)
− r − ψ(1)
Φ(r)− 1W
(r−ψ(1))
1
(
ln
v
b
)]
+
c
r
[
Z(r)
(
ln
v
b
)
− r
Φ(r)
W (r)
(
ln
v
b
)]
.
On remarque que pour toute valeur de b la fonction g(., b) est continue. En eﬀet, en
utilisant la proposition 1.4.3, limv↓bg(v, b) est égale à :
limv↓b
−αv
r − ψ(1)
[
Z
(r−ψ(1))
1 (ln
v
b
)− r − ψ(1)
Φ(r)− 1W
(r−ψ(1))
1 (ln
v
b
)
]
+
c
r
[
Z(r)(ln
v
b
)− r
Φ(r)
W (r)(ln
v
b
)
]
=
−αb
r − ψ(1)
[
Z
(r−ψ(1))
1 (0)−
r − ψ(1)
Φ(r)− 1W
(r−ψ(1))
1 (0)
]
+
c
r
[
Z(r)(0)− r
Φ(r)
W (r)(0)
]
=− αb
r − ψ(1) +
c
r
= g(b, b)
Aﬁn de pouvoir vériﬁer les hypothèses du théorème 1.2.17, nous démontrons les résultats
suivants :
Proposition 1.4.13 Pour tout x ≥ 0, r ≥ ψ(c) ∨ 0 et c ∈ R, les égalités suivantes sont
vraies :
1) Z
′(r)(x) = rW (r)(x),
2) W
′(r−ψ(c))
c (x) = −ce−cxW (r)(x) + e−cxW ′(r)(x),
3) Z
′(r−ψ(c))
c (x) = (r − ψ(c))W (r−ψ(c))c (x) = (r − ψ(c))e−cxW (r)(x).
Preuve
Par déﬁnition Z(r)(x) = 1 + r
∫ x
0
W (r)(y)dy, d'où Z
′(r)(x) = rW (r)(x).
Pour la deuxième égalité on dérive en x la relation W (r−ψ(c))c (x) = e−cxW (r)(x) et on
obtient
W
′(r−ψ(c))
c (x) = −ce−cxW (r)(x) + e−cxW
′(r)(x).
Pour la dernière relation il suﬃt de dériver l'expression
Z(r−ψ(c))c (x) = 1 + (r − ψ(c))
∫ x
0
W (r−ψ(c))c (y)dy
et Z
′(r−ψ(c))
c (x) = (r − ψ(c))W (r−ψ(c))c (x) = (r − ψ(c))e−cxW (r)(x). 2
Le résultat suivant est obtenu en utilisant les propositions 1.4.3 ((2) et (3)) et 1.4.13.
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Corollaire 1.4.14 Soit X un processus de Lévy à sauts négatifs. On suppose de plus que
X est à variation non-bornée. Alors pour tout r ≥ ψ(c) ∨ 0 et c ∈ R, on a :
1) Z
′(r)(0) = 0 et Z
′(r−ψ(c))
c (0) = 0,
2) W
′(r−ψ(c))
c (0) = 2σ2 .
Proposition 1.4.15 (preuve théorème 9.11 page 258 de [52]) Pour tout r ≥ 0 et x ≥ 0 :
W
′(r)(x)− Φ(r)W (r)(x) > 0.
Maintenant nous avons tous les outils nécessaires pour vériﬁer les hypothèses du théo-
rème 1.2.17 :
(1) La dérivée à droite de la fonction g(., b) est égale à :
∂dg
∂v
(v, b) =
−α
r − ψ(1)
[
Z
(r−ψ(1))
1
(
ln
v
b
)
− r − ψ(1)
Φ(r)− 1W
(r−ψ(1))
1
(
ln
v
b
)]
− αv
r − ψ(1)
[
Z
′(r−ψ(1))
1
(
ln
v
b
) 1
v
− r − ψ(1)
Φ(r)− 1W
′(r−ψ(1))
1
(
ln
v
b
) 1
v
]
+
c
r
[
Z
′(r)
(
ln
v
b
) 1
v
− r
Φ(r)
W
′(r)
(
ln
v
b
) 1
v
]
. (1.15)
Donc la dérivée ∂dg
∂v
(b, b) est égale à
−α
r − ψ(1)
[
Z
(r−ψ(1))
1 (0)−
r − ψ(1)
Φ(r)− 1W
(r−ψ(1))
1 (0) + Z
′(r−ψ(1))
1 (0)−
r − ψ(1)
Φ(r)− 1W
′(r−ψ(1))
1 (0)
]
+
c
rb
[
Z
′(r)(0)− r
Φ(r)
W
′(r)(0)
]
.
On utilise la remarque 1.4.6 et le corollaire 1.4.14 :
∂dg
∂v
(b, b) =
−α
r − ψ(1)
[
1− 2(r − ψ(1))
σ2(Φ(r)− 1)
]
− 2c
bΦ(r)σ2
.
L'équation ∂dg
∂v
(b, b) = − α
r−ψ(1) a une unique solution Bc =
c(Φ(r)−1)
αΦ(r)
∈]0, c(r−ψ(1))
αr
[
(d'après le lemme 1.4.1) et l'inéquation ∂dg
∂v
(b, b) ≥ − α
r−ψ(1) implique b ≥ Bc.
(2) Pour simpliﬁer la relation (1.15) on utilise la déﬁnition 1.4.5 et la proposition 1.4.13.
De plus ici on prend b = Bc. Ainsi
∂dg
∂v
(v,Bc) est égale à
−α
r − ψ(1)
(
Z
(r−ψ(1))
1 (ln
v
Bc
)− r − ψ(1)
Φ(r)− 1e
−ln v
BcW (r)(ln
v
Bc
)
)
− α
r − ψ(1)
(
(r − ψ(1))e−ln vBcW (r)(ln v
Bc
)− r − ψ(1)
Φ(r)− 1(−e
−ln v
BcW (r)(ln
v
Bc
) + e−ln
v
BcW
′(r)(ln
v
Bc
))
)
+
c
rv
(
rW (r)(ln
v
Bc
)− r
Φ(r)
W
′(r)(ln
v
Bc
)
1
v
)
.
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Donc
∂dg
∂v
(v,Bc) =
−α
r−ψ(1)Z
(r−ψ(1))
1
(
ln v
Bc
)
+W
′(r)
(
ln v
Bc
)(
αBc
v(Φ(r)−1) − cvΦ(r)
)
+W (r)
(
ln v
Bc
) (−αBc
v
+ c
v
)
.
Or Bc =
c(Φ(r)−1)
αΦ(r)
, donc αBc
v(Φ(r)−1) − cvΦ(r) = 0 et −αBcv + cv = cvΦ(r) .
∂dg
∂v
(v,Bc) = − α
r − ψ(1)Z
(r−ψ(1))
1
(
ln
v
Bc
)
+
c
vΦ(r)
W (r)
(
ln
v
Bc
)
.
En dérivant cette relation on obtient la seconde dérivée de g(., Bc) :
∂dg
2
∂v2
(v,Bc) = − αv(r−ψ(1))Z
′(r−ψ(1))
1
(
ln v
Bc
)
− c
v2Φ(r)
W (r)
(
ln v
Bc
)
+ c
v2Φ(r)
W
′(r)
(
ln v
Bc
)
.
On utilise la proposition 1.4.13 et ∂dg
2
∂v2
(v,Bc) est égale à
− α
v(r − ψ(1))(r − ψ(1))e
−ln v
BcW (r)
(
ln
v
Bc
)
− c
v2Φ(r)
W (r)
(
ln
v
Bc
)
+
c
v2Φ(r)
W
′(r)
(
ln
v
Bc
)
=
1
v2
W (r)
(
ln
v
Bc
)(
−αBc − c
Φ(r)
)
+
c
v2Φ(r)
W
′(r)
(
ln
v
Bc
)
.
On remplace Bc par sa valeur et on obtient :
∂dg
2
∂v2
(v,Bc) =
c
v2Φ(r)
W
′(r)
(
ln
v
Bc
)
− c
v2
W (r)
(
ln
v
Bc
)
=
c
v2Φ(r)
[
W
′(r)
(
ln
v
Bc
)
− Φ(r)W (r)
(
ln
v
Bc
)]
> 0
d'après la proposition 1.4.15. La fonction g(., Bc) est bien strictement convexe à droite de
Bc.
Ainsi d'après le théorème 1.2.17, le plus petit temps d'arrêt optimal est
τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc}.
Proposition 1.4.16 Soit X un processus de Lévy à sauts négatifs avec une composante
gaussienne non-nulle. Alors, avec les notations introduites dans la section 1.4,
1) Le plus petit temps d'arrêt optimal est τ ∗(c) = inf{t ≥ 0 : Vt ≤ Bc} où Bc = c(Φ(r)−1)αΦ(r) .
2) La stratégie maximale est (τ ∗(c), c).
3) Pour v > Bc, la fonction valeur w(v) est égale à
αv
r−ψ(1)− cr+ −αvr−ψ(1)
[
Z
(r−ψ(1))
1
(
ln v
Bc
)
− r−ψ(1)
Φ(r)−1W
(r−ψ(1))
1
(
ln v
Bc
)]
+ c
r
[
Z(r)
(
ln v
Bc
)
− r
Φ(r)
W (r)
(
ln v
Bc
)]
.
Remarque 1.4.17 Dans tous les cas particuliers que nous avons étudiés, τ ∗(c) tend vers
l'inﬁni quand c tend vers 0. Dans ce cas la stratégie maximale est (∞, 0) et w(v) = αv
r−ψ(1) .
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2. Processus de Feller et fonctions
non nécessairement aﬃnes
Après nous être intéressés aux problèmes d'arrêt optimal pour les processus de Lévy,
nous nous plaçons dans ce chapitre dans le cadre plus général de processus de Feller avec
des fonctions de coût plus générales que les fonctions aﬃnes vues dans le chapitre 1. Nous
introduisons les déﬁnitions et les notations utilisées au long de ce chapitre (section 2.1),
ensuite nous étudions des problèmes d'arrêt optimal pour des processus de Feller (non
nécessairement de Lévy) et des fonctions quelconques (section 2.2). Nous nous intéressons
au cas où les plus petits temps d'arrêt optimaux des problèmes considérés sont inﬁnis
(section 2.3). Contrairement au premier chapitre, ici le problème est plus compliqué et
le plus petit temps d'arrêt optimal n'est pas forcément un temps d'atteinte. Nous nous
intéressons à quelques exemples de processus de Feller et de fonctions pour lesquels le plus
petit temps d'arrêt optimal du problème considéré est un temps d'atteinte (section 2.4).
2.1. Déﬁnitions et notations
Soit C0 l'ensemble des applications continues qui s'annulent à l'inﬁni. Nous rappelons
la déﬁnition d'un processus de Feller.
Déﬁnition 2.1.1 Un processus de Feller est un processus de Markov dont la fonction de
transition vériﬁe les hypothèses suivantes :
(1) Pt : C0 → C0 pour tout t ≥ 0,
(2) P0 = id,
(3) ∀f ∈ C0, ∀x ∈ R, limt→0(Ptf)(x) = f(x).
Par exemple, les processus de Lévy ayant une densité sont des processus de Feller
(d'après l'exercice 4 page 39 de [4]). Pour plus de détails sur les processus de Feller voir
[4], [76] ou [86].
Dans la suite nous nous plaçons sur un espace de probabilité ﬁltré (Ω,F , (Ft)t≥0,P) sur
lequel nous considérons V un processus stochastique s'écrivant sous la forme
V = veX
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où v est une constante strictement positive réelle et X est un processus de Feller quel-
conque. Nous utiliserons parfois la notation V v = veX , pour tout v > 0. Dans la suite
E(.|V0 = v) et P(.|V0 = v) sont notés Ev(.) et Pv(.).
La ﬁltration complétée càd engendrée par le processus V est notée FV
(FVt = σ(Vs, s ≤ t)) et ∆ est l'ensemble des FV. -temps d'arrêt.
Nous introduisons les ensembles suivants :
Déﬁnition 2.1.2 Soit AC l'ensemble des fonctions g : R∗+ → R continues, vériﬁant les
conditions suivantes : Ev [esssupt≥0max(g(Vt), 0)] < ∞ et g(v) ≥ C > −∞ pour tout
v > 0.
Soit C ∈ R+. Toutes les fonctions continues bornées par C (c'est à dire |g(v)| ≤ C pour
tout v ∈ R∗+) appartiennent à A−C.
Déﬁnition 2.1.3 Soit Dr l'ensemble des fonctions g¯ : R∗+ → R continues, vériﬁant la
condition suivante : pour r > 0 ﬁxé, le processus t 7→ e−rtg¯(Vt) est de classe D (c'est à dire
que l'ensemble des variables aléatoires e−rτ g¯(Vτ ), τ ∈ ∆ est uniformément intégrable).
Dans la proposition 2.4.5 est décrit l'exemple d'un couple (processus, fonction) dont la
fonction appartient à l'ensemble Dr.
2.2. Le problème d'arrêt optimal, ses outils
Soient g et g¯ deux fonctions boréliennes vériﬁant l'hypothèse suivante :
Hypothèse 2.2.1 g¯ ∈ Dr pour r > 0 ﬁxé. Il existe C ∈ R, C > −∞ tel que g ∈ AC.
Nous considérons les deux problèmes d'arrêt optimal suivants :
s(v) = supτ∈∆,τ≥0Ev (g(Vτ )) , (2.1)
s¯(v) = supτ∈∆,τ≥0Ev
(
e−rτ g¯(Vτ )
)
(2.2)
où v > 0, r > 0 et ∆ est l'ensemble des FV. -temps d'arrêt.
En suivant [81], nous faisons la convention suivante : g(Vτ ) = limsupt→∞g(Vt(ω)) et
e−rτ g¯(Vτ ) = limsupt→∞e−rtg¯(Vt(ω)) sur l'ensemble {ω : τ(ω) =∞}.
Le but de ce paragraphe est de caractériser le plus petit temps d'arrêt optimal des
problèmes (2.1) et (2.2). Dans la suite nous rappelons quelques déﬁnitions et résultats
contenus dans [46], [47] et [81].
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Déﬁnition 2.2.2 Le temps d'arrêt τ ∗ est optimal pour le problème (2.1) si
E (g(Vτ∗)) = supτ∈∆,τ≥0E (g(Vτ )) .
Le temps d'arrêt τ¯ ∗ est optimal pour le problème (2.2) si
E
(
e−rτ¯
∗
t g¯(Vτ¯∗t )
)
= supτ∈∆,τ≥0E
(
e−rτ g¯(Vτ )
)
.
Remarque 2.2.3 En prenant τ = 0 ∈ ∆ dans les relations (2.1) et (2.2), on obtient
s(v) ≥ g(v) et s¯(v) ≥ g¯(v).
De nombreux résultats sur le temps d'arrêt optimal existent dans la littérature spéciali-
sée. Par souci de complétude nous rappelons ici deux résultats de [81] et [47] caractérisant
les plus petits temps d'arrêt optimaux des problèmes étudiés ici.
Remarque 2.2.4 (1) D'après le théorème 4.1.3 de la section 4.1, sous l'hypothèse 2.2.1,
si Pv (limt↓0g(Vt) = g(v)) = 1, alors le plus petit temps d'arrêt optimal du problème (2.1)
est de la forme
τ ∗ = inf{t ≥ 0 : s(Vt) = g(Vt)}.
(2) Le cas du problème (2.2) est un peu plus compliqué. D'après le théorème 4.1.6
de la section 4.1, sous l'hypothèse 2.2.1, si le processus t 7→ e−rtg¯(Vt) est semi-continu
supérieurement sur les trajectoires, alors le plus petit temps d'arrêt optimal du problème
(2.2) est de la forme
τ¯ ∗ = inf{t ≥ 0 : s¯(Vt) = g¯(Vt)}.
Si la fonction g¯ est bornée, alors il existe C ∈ R+ tel que g¯ ∈ A−C et grâce au théorème
4.1.3 de la section 4.1, τ¯ ∗ est le plus petit temps d'arrêt optimal du problème (2.2).
Ceci nous conduit à introduire les ensembles suivants :
Déﬁnition 2.2.5 On déﬁnit les ensembles E et E¯ par
E = {v > 0 : s(v) = g(v)}, E¯ = {v > 0 : s¯(v) = g¯(v)}.
Avec ces nouvelles notations, le temps d'arrêt τ ∗ (respectivement τ¯ ∗) sera le premier
temps d'entrée dans E (respectivement dans E¯).
Remarque 2.2.6 Les plus petits temps d'arrêt optimaux des problèmes (2.1) et (2.2)
sont τ ∗ = τE et τ¯ ∗ = τE¯. Ainsi, si les ensembles E et E¯ sont vides, alors les temps d'arrêt
τ ∗ et τ¯ ∗ sont presque sûrement inﬁnis.
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En suivant [81], nous introduisons les fonctions intermédiaires suivantes :
G0(v) =g(v),
Gn(v) =supt≥0Ev[Gn−1(Vt)] pour tout n ≥ 1.
De manière analogue nous déﬁnissons les fonctions suivantes :
G¯0(v) =g¯(v),
G¯n(v) =supt≥0Ev[e−rtG¯n−1(Vt)] pour tout n ≥ 1.
Les suites {Gn(.)}n≥0 et {G¯n(.)}n≥0 sont deux suites croissantes de fonctions et pour
tout n ≥ 0, Gn(.) ≥ g(.) et G¯n(.) ≥ g¯(.).
Ces nouvelles notations nous permettront d'écrire la fonction s (respectivement s¯) sous
la forme d'une limite de fonctions. On utilise [81] et [46] pour démontrer le résultat
suivant :
Lemme 2.2.7 Les assertions suivantes sont vraies :
(1) Soit g une fonction continue telle que g(.) ≥ C > −∞. Supposons de plus que
Pv (liminft↓0g(Vt) ≥ g(v)) = 1. Alors
s(v) = limn→∞Gn(v) pour tout v ∈ R∗+
et s est semi-continue inférieurement.
(2) Sous l'hypothèse 2.2.1, si de plus le processus t 7→ e−rtg¯(Vt) est semi-continu inférieu-
rement à droite sur les trajectoires (c'est à dire que pour tout t≥ 0, Yt ≤ liminfs↓tYs) et
s'il existe C ∈ R tel que g¯(.) ≥ C > −∞, alors
s¯(v) = limn→∞G¯n(v) pour tout v ∈ R∗+
et s¯ est semi-continue inférieurement.
Preuve
(1) Dans le lemme 5 page 121 de [81], l'auteur montre que si X est un processus de Feller
et g une fonction continue telle que g(.) ≥ C > −∞, alors la fonction v 7→ limn→∞Gn(v)
est s.c.i et est la plus petite fonction excessive (c'est à dire que pour tout t ≥ 0 et v ∈ R∗+,
Ev(f(Vt)) ≤ f(v)) qui majore g.
Dans le théorème 1 page 124 de [81], il est démontré le résultat suivant : si
Pv (liminft↓0g(Vt) ≥ g(v)) = 1 et Ev [supt≥0 −min(g(Vt), 0)] < ∞, alors s de (2.1) est la
plus petite fonction excessive qui majore g.
Ainsi s(v) = limn→∞Gn(v) pour tout v ∈ R∗+ et elle est semi-continue inférieurement.
(2) Dans le théorème 2.54 page 152 de [46], l'auteur montre que si le processus
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t 7→ e−rtg¯(Vt) est de classe D, s.c.i à droite sur les trajectoires et si la fonction g¯ est posi-
tive, alors s¯ de (2.2) est égale à s¯(v) = limn→∞G¯n(v) pour tout v ∈ R∗+. La positivité de
la fonction est utilisée dans la démonstration pour appliquer le lemme de Fatou. Lorsque
la fonction g¯ n'est pas positive, il suﬃt de supposer g¯(.) ≥ C > −∞.
Le processus Zt = (t, Xt), t ≥ 0 est un processus de Feller. Soit g la fonction déﬁnie
par g(t, x) = e−rtg¯(ex). On conclut avec le lemme 5 page 121 de [81]. 2
Remarque 2.2.8 Sous les hypothèses du lemme 2.2.7 (1), si v ∈ E, alors
Gn(v) = g(v) pour tout n ≥ 0.
En eﬀet, par déﬁnition de E, si v ∈ E alors s(v) = g(v), soit limn→∞Gn(v) = g(v). Or
la suite {Gn(.)}n≥0 est croissante et minorée par g(.), d'où la conclusion.
De manière analogue, sous les hypothèses du lemme 2.2.7 (2), si v ∈ E¯, alors
G¯n(v) = g¯(v) pour tout n ≥ 0.
2.3. Cas où l'ensemble E ou E¯ = ∅
Dans cette section nous donnons une condition suﬃsante pour que les ensembles E et
E¯ soient vides. Dans ce cas les plus petits temps d'arrêt optimaux des problèmes (2.1) et
(2.2) (qui coïncident avec les premiers temps d'entrée dans E et E¯) sont presque sûrement
inﬁnis.
La proposition suivante s'inspire du théorème 3.1 page 7 de [85]. Dans [85], l'auteur
considère un problème de type (2.2) et donne une condition nécessaire et suﬃsante pour
que l'ensemble E¯ soit vide dans le cas où le processus X est une diﬀusion et la fonction g¯
vériﬁe une certaine hypothèse. Plus précisément, dans [85], le processus V est solution de
l'équation diﬀérentielle stochastique suivante dVt = (r−δ(Vt))Vtdt+σ(Vt)VtdWt où W un
mouvement brownien standard et les fonctions δ et σ sont bornées, positives et continues.
De plus la fonction g¯ est supposée continue et vériﬁant les conditions suivantes :
(1) il existe x0 ∈ R+ tel que g¯(x0) > 0,
(2) g¯′ et g¯′′ existe sur R+ −D où D est un ensemble dénombrable sur lequel la fonction
g¯ est dérivable une fois (respectivement deux fois) à droite et à gauche,
(3) il existe C et p > 0 tels que pour tout x 6∈ D, |g¯(x)|+ |g¯′(x)|+ |g¯′′(x)| ≤ C(1 + |x|p),
(4) g(0+) < ∞ et 0 < limx→∞ g¯(x)φ(x) < ∞ où φ est la fonction strictement croissante,
solution de 1
2
x2σ2(x)2u′′ + x(r − δ(x))u′ = ru.
Sous ces hypothèses, l'auteur montre que E¯ = ∅ si et seulement si pour tout v > 0,
liminft→∞Ev
(
e−rtg¯(Vt)
)
> g(v).
Ici le cadre étant plus général, nous ne pouvons donner qu'une condition suﬃsante.
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Proposition 2.3.1 (1) Sous l'hypothèse 2.2.1, l'ensemble E est vide si pour tout v > 0
l'inégalité suivante est satisfaite
supt≥0Ev[g(Vt)] > g(v).
(2) Sous l'hypothèse 2.2.1, si le processus t 7→ e−rtg¯(Vt) est semi-continu inférieurement
à droite sur les trajectoires et s'il existe C ∈ R tel que g¯(.) ≥ C > −∞, alors E¯ est vide
si pour tout v > 0 l'inégalité suivante est satisfaite
supt≥0Ev[e−rtg¯(Vt)] > g¯(v).
Preuve
Seule la première partie de la proposition est démontrée, la démonstration du point (2)
étant similaire.
Soit v > 0. Par déﬁnition de s
s(v) = supτ≥0Ev (g(Vτ )) ≥ supt≥0Ev (g(Vt)) > g(v).
Donc pour tout v > 0 on a s(v) > g(v) et l'ensemble E est vide. 2
La sous-partie suivante est illustrée par un exemple où X n'est pas un processus de
Lévy, mais de Feller et le couple (V, g¯) vériﬁe les hypothèses du deuxième point de la
proposition 2.3.1. Dans ce cas particulier E¯ = ∅ et par conséquence τE¯ =∞. La fonction
g¯ utilisée dans l'exemple suivant est la même que celle de l'exemple 3.1 de [85] où est
considéré un processus de la forme Vt = ve(r−
σ2
2
)t+σWt , t ≥ 0.
Exemple 2.3.2 Soit le processus
X : t 7→ Xt = rt+ 1− e−|Wt|
où (Wt, t ≥ 0) est un mouvement brownien standard.
Le processus X n'est pas de Lévy, mais de Feller.
Soit V = veX et g¯ : R∗+ → R la fonction déﬁnie par
g¯(v) = min (v − 1, (1− ε)v − (1− 2ε)) avec 0 < ε < 1
2
.
La fonction g¯ est continue sur R∗+ et pour tout v > 0
g¯(v) = (v − 1)1v≤2 + [(1− ε)v − (1− 2ε)]1v>2 ≥ −1.
Ainsi e−rtg¯(Vt) = e−rt(Vt − 1)1Vt≤2 + e−rt [(1− ε)Vt − (1− 2ε)]1Vt>2.
Comme 1Vt>2 = 1− 1Vt≤2, on obtient
e−rtg¯(Vt) =e−rt [(1− ε)Vt − (1− 2ε)] + e−rtε(Vt − 2)1Vt≤2
=(1− ε)ve1−e−|Wt| − e−rt(1− 2ε) + e−rtε(Vt − 2)1Vt≤2. (2.3)
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Les processus t 7→ e1−e−|Wt| et t 7→ −e−rt(1− 2ε) + e−rtε(Vt− 2)1Vt≤2 sont bornés, ils sont
donc de classe D. Ainsi g¯ ∈ Dr. Le processus V est continu, donc en particulier semi-
continu inférieurement à droite sur les trajectoires et les hypothèses de la proposition 2.3.1
sont vériﬁées. Ainsi, en utilisant l'égalite (2.3),
supt≥0Ev[e−rtg¯(Vt)] =supt≥0Ev
[
(1− ε)ve1−e−|Wt| − e−rt(1− 2ε) + e−rtε(Vt − 2)1Vt≤2
]
≥supt≥0(1− ε)v − (1− 2ε)e−rt − 2εe−rtPv(Vt ≤ 2)
≥(1− ε)v.
où pour la première inégalité on a utilisé le fait que E(e1−e−|Wt|) ≥ 1 et la majoration
e−rtεVt1Vt≤2 ≥ 0. Pour passer de la première à la deuxième inégalité il suﬃt de remarquer
que
−(1− 2ε)e−rt − 2εe−rtPv(Vt ≤ 2) = −e−rt + 2εe−rt(1− Pv(Vt ≤ 2)) ≥ −e−rt.
Ainsi supt≥0Ev[e−rtg¯(Vt)] ≥ (1 − ε)v > g¯(v). D'après la proposition 2.3.1, E¯ = ∅ et
le plus petit temps d'arrêt optimal τE¯ du problème supτ≥0Ev[e−rτ g¯(Vτ )] est inﬁni presque
sûrement.
2.4. Le temps d'arrêt optimal  temps d'atteinte
Le but de cette section est de donner une condition suﬃsante pour que E (respecti-
vement E¯) soit un intervalle de la forme ]0, b] ou [b, ∞[. De plus nous proposons une
caractérisation du seuil optimal.
2.4.1. Cas où les ensembles E et E¯ sont de la forme ]0, b] ou
[b, ∞[
Nous introduisons les fonctions suivantes :
Déﬁnition 2.4.1 Soit εt : R∗+ → R et ε¯t : R∗+ → R deux fonctions déﬁnies par
εt(v) = Ev(g(Vt))− g(v) et ε¯t(v) = Ev(e−rtg¯(Vt))− g¯(v).
Si ces fonctions sont monotones, la proposition suivante montre que les ensembles E et
E¯ sont des intervalles de la forme ]0, b] ou [b, ∞[.
Proposition 2.4.2 (1) Sous l'hypothèse 2.2.1, on suppose que Pv (limt↓0g(Vt) = g(v)) = 1
et que la fonction εt est croissante pour tout t ≥ 0. Alors si v ∈ E, ]0, v] ⊂ E.
(2) Sous l'hypothèse 2.2.1, on suppose que la fonction ε¯t est croissante pour tout t ≥ 0,
que le processus t 7→ e−rtg¯(Vt) est semi-continu inférieurement à droite et qu'il existe
C ∈ R tel que g¯(.) ≥ C > −∞. Alors si v ∈ E¯, ]0, v] ⊂ E¯.
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Preuve
Seule la première partie de la proposition est démontrée, la démonstration du point (2)
étant similaire.
Il suﬃt de montrer que
Gn(v∗)− g(v∗) ≤ Gn(v)− g(v) ∀ n ≥ 0, ∀ 0 < v∗ ≤ v. (2.4)
Une fois démontrée cette relation, si v ∈ E, alors d'après la remarque 2.2.8,
Gn(v) = g(v) pour tout n ≥ 0. La relation (2.4) implique Gn(v∗) − g(v∗) ≤ 0 pour
tout n ≥ 0. Comme par construction de Gn, l'inégalité dans l'autre sens (c'est à dire
Gn(v∗) ≥ g(v∗)) est vraie, alors on a l'égalité Gn(v∗) = g(v∗) pour tout n ≥ 0. En
conséquance s(v∗) = g(v∗) et v∗ ∈ E d'après la déﬁnition 2.2.5. Ainsi si v ∈ E, alors tout
v∗ ≤ v appartient à E et ]0, v] ⊂ E.
On montre la relation (2.4) par récurrence.
1) n = 1
Soit 0 < v∗ ≤ v, ainsi comme la fonction εt est croissante on a
Ev∗(g(Vt))− g(v∗) ≤ Ev(g(Vt))− g(v) ∀ t ≥ 0.
On prend le supremum en t de chacun des termes :
supt≥0Ev∗(g(Vt))− g(v∗) ≤supt≥0Ev(g(Vt))− g(v), soit
G1(v∗)− g(v∗) ≤G1(v)− g(v).
2) On suppose que la relation (2.4) est vraie pour n et on la montre pour n+ 1.
Prenons dans (2.4) v∗V 1s (respectivement vV
1
s ) à la place de v
∗ (respectivement v) :
Gn(v∗V 1s )− g(v∗V 1s ) ≤ Gn(vV 1s )− g(vV 1s ) ds⊗ dP− presque sûrement.
On prend l'espérance de chacun des termes.
E1
(
Gn(v∗V 1s )− g(v∗V 1s )
) ≤ E1 (Gn(vV 1s )− g(vV 1s )) ,
soit Ev∗ (Gn(Vs)− g(Vs)) ≤ Ev (Gn(Vs)− g(Vs)) .
A partir de cette nouvelle relation, en utilisant la croissance de la fonction εt (plus
précisément Ev∗(g(Vt))− Ev(g(Vt)) ≤ g(v∗)− g(v) pour tout t ≥ 0), on obtient
Ev∗ (Gn(Vs)) ≤Ev (Gn(Vs)) + Ev∗ (g(Vs))− Ev (g(Vs))
≤Ev (Gn(Vs)) + g(v∗)− g(v),
d'où Ev∗ (Gn(Vs)) − g(v∗) ≤ Ev (Gn(Vs)) − g(v). On prend le supremum en s de chacun
des termes dans cette dernière inégalité et on obtient
Gn+1(v∗)− g(v∗) ≤ Gn+1(v)− g(v).
2
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Corollaire 2.4.3 Sous les hypothèses de la proposition 2.4.2, si les ensembles E et E¯ ne
sont pas vides, alors
(1) E =]0, b] et le temps d'arrêt τE est un temps d'atteinte de la forme inf{t ≥ 0 : Vt ≤ b}
où b = sup{v|Gn(v) = g(v) ∀n ≥ 0}.
(2) E¯ =]0, b¯] et le temps d'arrêt τE¯ est un temps d'atteinte de la forme inf{t ≥ 0 : Vt ≤ b¯}
où b¯ = sup{v|G¯n(v) = g¯(v) ∀n ≥ 0}.
Preuve
(1) Supposons E 6= ∅ et v ∈ E. D'après la proposition 2.4.2, ]0, v] ⊂ E.
Soit b = sup{v|s(v) = g(v)} = sup{v|Gn(v) = g(v) ∀n ≥ 0}. Ainsi ]0, b[⊂ E. Vériﬁons
maintenant que b ∈ E. D'après le lemme 2.2.7, la fonction s est s.c.i., donc
s(b) ≤ liminfv→b,v<bs(v) = liminfv→b,v<bg(v) = g(b).
Par construction, s(b) ≥ g(b), d'où l'égalité s(b) = g(b) et b ∈ E. Donc ]0, b] ⊂ E.
Pour tout v′ > b, s(v′) > g(v′), donc ]b,∞[⊂ EC et E ⊂]0, b], d'où l'égalité E =]0, b] et
τE = inf{t ≥ 0 : Vt ≤ b}.
(2) La preuve est analogue à celle du point (1). 2
De la même manière nous pouvons montrer le résultat suivant :
Proposition 2.4.4 (1) Sous l'hypothèse 2.2.1, si Pv (limt↓0g(Vt) = g(v)) = 1 et si la
fonction εt est décroissante pour tout t ≥ 0 et l'ensemble E n'est pas vide, alors E = [b, ∞[
et le temps d'arrêt τE est un temps d'atteinte de la forme inf{t ≥ 0 : Vt ≥ b} où
b = inf{v|Gn(v) = g(v) ∀n ≥ 0}.
(2) Sous l'hypothèse 2.2.1, si la fonction ε¯t est décroissante pour tout t ≥ 0, le processus
t→ e−rtg¯(Vt) est semi-continu inférieurement à droite, il existe C ∈ R tel que
g¯(.) ≥ C > −∞ et E¯ 6= ∅, alors E¯ = [b¯, ∞[ et τE¯ est un temps d'atteinte de la forme
inf{t ≥ 0 : Vt ≥ b¯} où b¯ = inf{v|G¯n(v) = g¯(v) ∀n ≥ 0}.
L'objet de la proposition suivante est de donner un processus X qui ne soit pas de
Lévy, mais de Feller et une fonction g¯ vériﬁant les conditions de la proposition 2.4.4.
Ainsi l'ensemble E¯ sera de la forme [b¯, ∞[.
Proposition 2.4.5 Soit X le processus vériﬁant l'équation stochastique suivante
dXt = (m− |Xt|)+dt+ σdWt, t ≥ 0, X0 = 0 (2.5)
où σ, m > 0 et (Wt, t ≥ 0) est un mouvement brownien standard. On pose
V = veX avec v > 0.
Soit c > 0 et a > 0 ﬁxés. Si r > 0 tel que r > ma+ σ
2a2
2
, alors le plus petit temps d'arrêt
optimal du problème
supτ≥0Ev
(
e−rτ g¯(Vτ )
)
avec g¯(v) = va − c (2.6)
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est de la forme
τ b¯ = inf{t ≥ 0 : Vt ≥ b¯}.
La preuve de cette proposition est faite en deux étapes. Nous vériﬁons d'abord que
le plus petit temps d'arrêt optimal est de la forme τE¯ et ensuite nous concluons avec la
proposition 2.4.4.
Preuve
Le processus X est un processus de diﬀusion et la fonction x 7→ (m − |x|)+ est bornée
Lipschitz ; X est donc un processus de Feller d'après [77] page 164.
Remarquons que (m− |Xt|)+ ≤ m pour tout t ≥ 0, ainsi le processus X est majoré par
un processus de Lévy continu X˜ où X˜t = mt + σWt, t ≥ 0. Comme r > ma + σ2a22 , on
applique le lemme 1.3.1 du premier chapitre et
limn→∞E0
(
e−rRn+aX˜Rn1Rn<∞
)
= 0
où le processus
(
e−rt+aX˜t , t ≥ 0
)
est une surmartingale positive et
Rn = inf{t ≥ 0 : e−rt+aX˜t ≥ n}. En conséquence (théorème 4.1.7 de la section 4.1), ce
processus est de classe D. Comme t 7→ e−rt+aXt est majoré par un processus de classe D,
alors il est également de classe D. En eﬀet
0 ≤ limα→∞supT∈∆E0
(
e−rT+aXT1e−rT+aXT≥α
) ≤ limα→∞supT∈∆E0 (e−rT+aX˜T1e−rT+aX˜T≥α) = 0.
Le processus t 7→ e−rtg¯(Vt) est la diﬀérence d'une fonction continue positive bornée
(t 7→ ce−rt) et d'un processus de classe D (t 7→ ve−rt+aXt) ; la fonction g¯ appartient ainsi
à l'ensemble Dr.
Le processus t 7→ e−rtg¯(Vt) est continu. De plus la fonction g¯ est minorée par −c. Les
hypothèses de la remarque 2.2.4 sont vériﬁées et le plus petit temps d'arrêt optimal est
τE¯.
On peut conclure que τE¯ est un temps d'atteinte de la forme inf{t ≥ 0 : Vt ≥ b¯} en
utilisant la proposition 2.4.4. En eﬀet il suﬃt de vériﬁer que la fonction
ε¯t(v) = Ev(e−rtg¯(Vt))− g¯(v) est décroissante pour tout t ≥ 0. Or
ε¯t(v) = v
aE0
(
e−rt+aXt
)− ce−rt − va + c = va [E0 (e−rt+aXt)− 1]− ce−rt + c
et
E0
(
e−rt+aXt
)− 1 ≤ E0 (e−rt+aX˜t)− 1 = et(−r+ma+σ2a22 ) − 1 ≤ 0.
2
La proposition 2.4.5 est vériﬁée pour tout processus X, solution de l'équation stochas-
tique suivante dXt = b(Xt)dt + σdWt, t ≥ 0, Z0 = 0 où b : R → R est une fonction
continue, Lipschitz, bornée. Si la fonction b est constante, alors le processus X est un
processus de Lévy.
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2.4.2. Caractérisation du seuil optimal
Quand l'ensemble E (respectivement E¯) est de la forme ]0, b] ou [b, ∞[, le plus petit
temps d'arrêt optimal du problème (2.1) (respectivement (2.2)), noté τ(b), est de la forme
inf{t ≥ 0 : Vt ≤ b} ou inf{t ≥ 0 : Vt ≥ b} et le problème peut être réécrit sous la forme
s(v) = supb≥0Ev
[
g(Vτ(b))
]
(respectivement s¯(v) = supb≥0Ev
[
e−rτ(b)g¯(Vτ(b))
]
).
Le seuil optimal est déﬁni par :
Déﬁnition 2.4.6 Le seuil b∗ est optimal pour le problème (2.1) (respectivement (2.2))
s'il vériﬁe l'égalité suivante
Ev
[
g(Vτ(b∗))
]
= supb≥0Ev
[
g(Vτ(b))
]
(respectivement Ev
[
e−rτ(b
∗)g¯(Vτ(b∗)
]
= supb≥0Ev
[
e−rτ(b)g¯(Vτ(b))
]
).
Dans la suite, ξr est une variable aléatoire indépendante du processus V et de loi
exponentielle de paramètre r. Le but de ce paragraphe est de caractériser le seuil optimal
en termes de ξr.
Remarque 2.4.7 La variable aléatoire ξr est une variable aléatoire sans mémoire, c'est
à dire pour tous t, s positifs on a P(ξr ≥ t+s|ξr ≥ t) = P(ξr ≥ s). Donc ξr− t conditionné
à l'événement {ξr ≥ t} suit une loi exponentielle de paramètre r (la même loi que ξr).
Nous adaptons une idée utilisée par Song [82] pour calculer la F -intensité ou par Ky-
prianou [52] pour un problème particulier d'arrêt optimal.
La transformée de Laplace d'un FV -temps d'arrêt quelconque τ peut s'exprimer en
fonction de ξr :
Lemme 2.4.8 (lemme 3 page 4 de [82])
Soit τ un FV -temps d'arrêt tel que Pv(τ = 0) = 0 et ξr une variable aléatoire de loi
exponentielle de paramètre r indépendante de τ . Alors pour tout r > 0,
Ev
(
e−rτ
)
= Pv(τ ≤ ξr).
Preuve
On intègre par rapport à ξr :
Pv(τ ≤ ξr) =
∫ ∞
0
re−rtPv(τ ≤ t)dt.
On intègre par parties et on obtient
Pv(τ ≤ ξr) = [−e−rtPv(τ ≤ t)]∞0 +
∫∞
0
e−rtdPv(τ ≤ t) = Ev (e−rτ ) . 2
De plus nous avons le résultat suivant :
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Lemme 2.4.9 Soit τ un FV -temps d'arrêt et ξr une variable aléatoire de loi exponentielle
de paramètre r, indépendante de FV∞. Alors pour toutes fonctions boréliennes positives g
et h
E [g(Vτ )1τ≤ξrh(ξr − τ)] = E [g(Vτ )1τ≤ξr ]E [h(ξr)] . (2.7)
Preuve
Soit t ≥ 0. On commence par montrer la relation (2.7) pour une fonction h de la forme
h(u) = 1u≤t. Dans ce cas
E [g(Vτ )1τ≤ξrh(ξr − τ)] = E [g(Vτ )1τ≤ξr≤τ+t] .
On utilise l'indépendance de ξr et de Fτ et on intègre par rapport à ξr.
E [g(Vτ )1τ≤ξr≤τ+t] =E
[
g(Vτ )(e
−rτ − e−r(τ+t))]
=E
[
g(Vτ )e
−rτ] (1− e−rt)
=E
[
g(Vτ )e
−rτ]E [1ξr≤t] .
En appliquant le même raisonnement pour h(.) = 1, on obtient E [g(Vτ )e−rτ ] = E [g(Vτ )1τ≤ξr ],
d'où la relation (2.7) pour h(u) = 1u≤t.
Soit H= {h fonction borélienne vériﬁant la relation (2.7)}. H est un espace vectoriel
qui contient les fonctions positives, les constantes et qui est stable par convergence mo-
notone bornée.
Soit t ≥ 0 et C= {h, h(u) = 1u≤t}. L'espace C⊂ H est stable par multiplication et
contient les constantes ; d'après le théorème 3.5 page 10 de [3], H contient les fonctions
mesurables bornées par rapport à C, c'est à dire les fonctions boréliennes bornées.
En approchant une fonction h positive par h ∧ n et en utilisant la convergence mono-
tone, la relation (2.7) est vériﬁée pour tout fonction h positive. 2
Nous introduisons les processus et les FV -temps d'arrêt suivants :
Déﬁnition 2.4.10 Les processus V et V sont déﬁnis par
V t = essinfs≤tVs et V t = esssups≤tVs, t ≥ 0.
Soit τb et τ
b les FV -temps d'atteinte de la forme
τb = inf{t ≥ 0 : Vt ≤ b} et τ b = inf{t ≥ 0 : Vt ≥ b}.
Si nous cherchons à déterminer le seuil optimal du problème supb≥0Ev[e−rτb g¯(Vτb)] (res-
pectivement supb≥0Ev[e−rτ
b
g¯(Vτb)]), nous avons une caractérisation de ce seuil en fonction
de V ξr (respectivement V ξr). Dans la suite nous énonçons deux propositions et ensuite
nous les appliquons dans un cas particulier pour le calcul du seuil optimal.
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Proposition 2.4.11 Soit τb le temps d'atteinte introduit dans la déﬁnition 2.4.10 et v >
b. S'il existe une fonction décroissante f : R∗+ → R telle que :
(1) Ev (e−rτb g¯(Vτb)) = Ev
(
f(V ξr)1V ξr≤b
)
pour tout b ≥ 0,
(2) L'équation f(b) = 0 a une unique solution positive notée b∗,
alors supb≥0Ev (e−rτb g¯(Vτb)) = Ev (e−rτb∗ g¯(Vτb∗ )) .
Preuve
Comme v > b, alors Pv(τb = 0) = 0.
Pour que b∗ soit optimal, il suﬃt de montrer que pour tout b ≥ 0,
Ev
(
e−rτb∗ g¯(Vτb∗ )
) ≥ Ev (e−rτb g¯(Vτb)) .
On distingue deux cas selon la position de b par rapport à b∗.
Pour tout b < b∗ :
Ev
(
e−rτb∗ g¯(Vτb∗ )− e−rτb g¯(Vτb)
)
= Ev
(
f(V ξr)1b<V ξr≤b∗
)
.
Or f est une fonction décroissante, donc f(V ξr)1b<V ξr≤b∗ ≥ f(b∗)1b<V ξr≤b∗ = 0. D'où
Ev (e−rτb∗ g¯(Vτb∗ )− e−rτb g¯(Vτb)) ≥ 0 et Ev (e−rτb∗ g¯(Vτb∗ )) ≥ Ev (e−rτb g¯(Vτb)) pour tout
b < b∗.
Pour tout b > b∗ :
Ev
(
e−rτb∗ g¯(Vτb∗ )− e−rτb g¯(Vτb)
)
=Ev
(
−f(V ξr)1b∗<V ξr≤b
)
≥Ev
(
−f(b∗)1b∗<V ξr≤b
)
= 0
et Ev (e−rτb∗ g¯(Vτb∗ )) ≥ Ev (e−rτb g¯(Vτb)) pour tout b > b∗. 2
De manière analogue nous pouvons montrer le résultat suivant :
Proposition 2.4.12 Soit τ b le temps d'atteinte introduit dans la déﬁnition 2.4.10 et v <
b. S'il existe une fonction croissante f : R∗+ → R telle que :
(1) Ev
(
e−rτ
b
g¯(Vτb)
)
= Ev
(
f(V ξr)1V ξr≥b
)
pour tout b ≥ 0,
(2) L'équation f(b) = 0 a une unique solution positive notée b∗,
alors supb≥0Ev
(
e−rτ
b
g¯(Vτb)
)
= Ev
(
e−rτ
b∗
g¯(Vτb∗ )
)
.
Le but de la proposition suivante est de donner un exemple où la fonction f est de la
forme αva − c.
Proposition 2.4.13 Soit V le processus introduit dans la proposition 2.4.5 : V = veX
avec v > 0 et X le processus vériﬁant l'équation stochastique suivante
dXt = (m− |Xt|)+dt+ σdWt, t ≥ 0, X0 = 0
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où σ, m > 0 et (Wt, t ≥ 0) est un mouvement brownien standard.
Sous les hypothèses de la proposition 2.4.5, le plus petit temps d'arrêt optimal du pro-
blème (2.6), soit
supτ≥0Ev
(
e−rτ g¯(Vτ )
)
avec g¯(v) = va − c
est
τ b
∗
= inf{t ≥ 0 : Vt ≥ b∗} où b∗ =
(
cE1
(
V
a
ξr
))1/a
.
Le lemme suivant permet d'écrire Ev
(
e−rτ
b
g¯(Vτb)
)
sous la forme Ev
(
f(V ξr)1V ξr≥b
)
avec f : R∗+ → R une fonction croissante, ce qui nous permettra d'appliquer la proposition
2.4.12 pour montrer la proposition 2.4.13.
Lemme 2.4.14 Pour tout a > 0 et b > v, les égalités suivantes sont vraies
Ev
(
e−rτ
b
V aτb
)
=
Ev
(
V
a
ξr1V ξr≥b
)
E1
(
V
a
ξr
) et Ev (e−rτbV aτb) = Ev
(
V aξr1V ξr≤b
)
E1
(
V aξr
) .
Preuve
Seule la deuxième égalité est démontrée, la démonstration de l'autre relation étant ana-
logue.
On remarque que {ω : V ξr(ω) ≤ b} = {ω : τb(ω) ≤ ξr(ω)}, ainsi
Ev
(
V aξr1V ξr≤b
)
= Ev
(
V aξr1τb≤ξr
)
.
En conditionnant par FVτb ∨ {τb ≤ ξr} sous l'espérance, on obtient :
Ev
(
V aξr1V ξr≤b
)
= Ev
(
V aτb1τb≤ξrEv
(
V aξr
V aτb
| FVτb , τb ≤ ξr
))
.
Le processus V est un processus de Markov :
(V vξr)
a
(V vτb)
a
= (V 1ξr−τb)
a ◦ θτb ,
le coeﬃcient v (respectivement 1) représentant le point de départ du processus V et θ
l'opérateur translation. D'après la propriété de Markov forte
Ev
(
V aξr1V ξr≤b
)
= Ev
(
V aτb1τb≤ξrE1 (V
a
u) |u=ξr−τb
)
.
On applique le lemme 2.4.9 à h(u) = E1 (V au) :
Ev
(
V aξr1V ξr≤b
)
= Ev
(
V aτb1τb≤ξr
)
E1
(
V aξr
)
. (2.8)
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Or en conditionnant par rapport à FVτb sous la première espérance du membre à droite de
(2.8) et ensuite en intégrant par rapport à ξr on obtient
Ev
(
V aτb1τb≤ξr
)
= Ev
(
V aτb
∫∞
τb
re−rtdt
)
= Ev
(
e−rτbV aτb
)
. Ainsi
Ev
(
e−rτbV aτb
)
=
Ev
(
V aξr1V ξr≤b
)
E1
(
V aξr
) .
2
Preuve de la proposition 2.4.13
D'après la proposition 2.4.5, le plus petit temps d'arrêt optimal est un temps d'atteinte
de la forme τ b¯ = inf{t ≥ 0 : Vt ≥ b¯}.
On cherche b maximisant b→ Ev
(
e−rτ
b
(V a
τb
− c)
)
. D'une part, d'après le lemme 2.4.14,
Ev
(
e−rτ
b
V aτb
)
=
Ev
(
V
a
ξr1V ξr≥b
)
E1
(
V
a
ξr
) .
D'autre part, d'après le lemme 2.4.8, Ev
(
e−rτ
b
)
= Pv(τ b ≤ ξr) = Pv(V ξr ≥ b). Ainsi
l'espérance Ev
(
e−rτ
b
(V a
τb
− c)
)
peut être écrite sous la forme
Ev
(
e−rτ
b
(V aτb − c)
)
=
Ev
(
V
a
ξr1V ξr≥b
)
E1
(
V
a
ξr
) − cEv(1V ξr≥b)
=Ev
((
V
a
ξr
E1
(
V
a
ξr
) − c)1V ξr≥b
)
.
La fonction v → f(v) = vaE1(V aξr) − c est croissante et l'équation f(v) = 0 a une unique so-
lution positive b∗ =
(
cE1
(
V
a
ξr
))1/a
. D'après la proposition 2.4.12, le seuil optimal est b∗. 2
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3. Application à la ﬁnance. Dette
risquée
Le but de ce chapitre est de donner un exemple d'application des problèmes de contrôle
optimal à la ﬁnance, plus précisément au risque de crédit d'une entreprise. Dans le modèle
présenté ici, la valeur des actifs de la ﬁrme est décrite par l'intermédiaire d'un processus
stochastique et la situation de défaut est caractérisée à partir de l'évolution de cette
valeur. Nous commençons ce chapitre en introduisant les notations utilisées (section 3.1).
Le problème considéré est un problème d'arrêt optimal où on cherche à déterminer le
"temps optimal de faillite" en minimisant la valeur de la dette de l'entreprise (section
3.2). Nous terminons ce chapitre avec la valeur de la dette (section 3.3) et la loi du temps
optimal de faillite (section 3.4).
3.1. Notations
Dans cette partie toutes les variables économiques sont déﬁnies sur un espace de pro-
babilité ﬁltré (Ω,F , (Ft)t≥0,P). Sur cet espace on considère V un processus stochastique
représentant la valeur des actifs d'une entreprise et vériﬁant l'équation diﬀérentielle sto-
chastique suivante :
dVt = gVt−dt+ σVt−dWt − Vt−dNt, t ≥ 0, V0 > 0, (3.1)
où g ∈ R, σ > 0, (Wt, t ≥ 0) est un mouvement brownien standard et (Nt, t ≥ 0) est un
processus de Poisson d'intensité constante positive θ.
Pour trouver la forme explicite du processus V nous utilisons les résultats de [61] ou
[38] ; V est une exponentielle de Doléans.
Proposition 3.1.1 (théorème 4.61 et 4.64 page 59 de [38])
Soit X une semimartingale et Y un processus càdlàg adapté vériﬁant l'équation
dY = Y−dX, Y0 = 1. (3.2)
L'équation (3.2) a une unique solution càdlàg adaptée. Cette solution est une semimar-
tingale de la forme
E(X)t = eXt−X0− 12<Xc,Xc>t
∏
s≤t(1 + ∆Xs)e
−∆Xs .
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De plus si T = inf{t ≥ 0 : ∆Xt = −1}, alors E(X)t 6= 0 sur {t < T} et E(X)t = 0 sur
{t ≥ T}.
Nous appliquons cette proposition à Yt = V 1t , t ≥ 0 (où V 1 est le processus V vériﬁant
V0 = 1) et Xt = gt+ σWt −Nt, t ≥ 0. Ainsi
V 1t = e
(g−σ2
2
)t+σWt−Nt
∏
s≤t
(1−∆Ns)e∆Ns , t ≥ 0.
Soit T1 le premier instant de saut du processus N , alors −∆NT1 = −1. D'après la
proposition 3.1.1 appliquée à T = T1 et le processus V a la forme suivante :
Vt =
{
V0e
(g−σ2
2
)t+σWt sur {t < T1}
0 sur {t ≥ T1}.
La ﬁltration complétée càd, engendrée par V est notée FV : FVt = σ(Vs, s ≤ t).
3.2. Le problème d'arrêt optimal
Nous supposons que les actionnaires ont le droit de décider le moment de liquidation
de la ﬁrme à tout FV -temps d'arrêt τ . Ils choisiront l'instant qui minimise la dette de
l'entreprise, ce qui correspond à la résolution du problème d'arrêt optimal suivant :
D0 = infτ∈∆EV0
(∫ τ
0
e−rsdCs + e−rτV aτ
)
(3.3)
où r > 0 représente le taux d'actualisation, a ∈]0, 1[, ∆ est l'ensemble des FV. -temps
d'arrêt représentant les instants de faillite possibles et C ∈ C l'ensemble des processus
croissants positifs représentant les coupons payés par l'entreprise (il s'agit d'un paiement
régulier réalisé par l'entreprise qui a émis des obligations, et reçu par le détenteur d'une
obligation au cours de la durée de vie de ce placement).
Le premier terme de (3.3), soit EV0
(∫ τ
0
e−rsdCs
)
, représente la valeur attendue actualisée
de tous les coupons que la ﬁrme est obligée de payer avant la liquidation. Le deuxième
terme EV0 (e−rτV aτ ) représente la valeur attendue actualisée de liquidation, c'est à dire la
valeur attribuée à une entreprise qui doit être vendue en raison des pressions exercées par
ses créanciers. La valeur de liquidation ne reﬂète pas la valeur réelle d'une entreprise ; dans
la plupart des cas, elle est sensiblement inférieure à la valeur comptable, ce qui explique
la valeur inférieure à 1 de l'exposant a.
Déﬁnition 3.2.1 Le temps d'arrêt τ ∗ est optimal pour le problème (3.3) s'il satisfait la
relation suivante :
EV0
(∫ τ∗
0
e−rsdCs + e−rτV aτ∗
)
= infτ∈∆EV0
(∫ τ
0
e−rsdCs + e−rτV aτ
)
.
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Désormais nous nous restreignons à un ensemble particulier de processus croissants
positifs, noté C(m), plus précisément aux processus vériﬁant dCs = emsds, m ≥ 0 ﬁxé. Le
problème (3.3) devient
D0 = infτ∈∆EV0
(∫ τ
0
e−(r−m)sds+ e−rτV aτ
)
.
Hypothèse 3.2.2 m < r.
Nous introduisons la notation suivante :
Notation 3.2.3 r′ = r −m > 0.
On remarque que
∫ τ
0
e−(r−m)sds =
∫ τ
0
e−r
′sds = 1
r′ (1 − e−r
′τ ). Nous cherchons donc
τ ∈ ∆ minimisant
τ → EV0
(
1
r′
(1− e−r′τ ) + e−rτV aτ
)
.
En suivant [31], nous introduisons le processus intermédiaire suivant :
Notation 3.2.4 t 7→ νt = e−mtV at .
En appliquant la formule de Itô entre 0 et t au processus s 7→ e−msV as , le processus ν
vériﬁe l'équation diﬀérentielle stochastique suivante :
dνt =
[
ag −m+ 1
2
a(a− 1)σ2
]
νt−dt+ aσνt−dWt − νt−dNt, t ≥ 0, ν0 = V a0 > 0.
D'après la proposition 3.1.1, ce processus a la forme suivante :
νt =
{
ν0e
(ag−m−aσ2
2
)t+aσWt sur {t < T1}
0 sur {t ≥ T1}.
Soit Fν la ﬁltration complétée càd, engendrée par ν : Fνt = σ(νs, s ≤ t).
Remarque 3.2.5 Les ﬁltrations complétées càd, engendrées par les processus V et ν sont
identiques.
Le but de ces nouvelles notations est de réécrire le problème d'arrêt optimal sous une
autre forme aﬁn de pouvoir appliquer les résultats classiques d'arrêt optimal de [46], [47]
et [81] que nous rappelons dans la section 4.1. Nous sommes ramenés à minimiser sur
l'ensemble des Fν. -temps d'arrêt ∆ :
τ → D0 = Eν0
(
1
r′
(1− e−r′τ ) + e−r′τντ
)
,
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soit à maximiser sur ∆ :
τ → Eν0
(
e−r
′τf(ντ )
)
avec f(x) = 1/r′ − x. (3.4)
Ce problème est de la forme (1.7). En eﬀet les paramètres r, α
r−θ(1) et
c
r
du modèle du
premier chapitre deviennent ici r′, 1 et 1
r′ .
Proposition 3.2.6 Sous l'hypothèse 3.2.2, soit a+ déﬁni par
a+ =
1
2
− g
σ2
+
1
σ2
√(
σ2
2
− g
)2
+ 2σ2(r + θ).
Alors a+ > 0 et pour tout a ∈]0, a+ ∧ 1[, les deux assertions suivantes sont vraies :
(1) Le processus Z : t 7→ e−r′tνt est une (P, Fν)-surmartingale positive,
(2) Le processus Y : t 7→ e−r′t ( 1
r′ − νt
)
converge dans L1 et presque sûrement vers 0 quand
t tend vers ∞.
Preuve
Le nombre réel a+ est la plus grande des racines du polynôme
P (x) =
σ2
2
x2 + x
(
g − σ
2
2
)
− r − θ.
Le produit des racines de P est −r−θ
σ2/2
< 0, donc le polynôme P admet deux racines non
nulles de signes opposés. Le coeﬃcient dominant de P est positif, donc P (x) < 0 pour
x ∈ [0, a+[.
(1) La clé de la démonstration est le choix du paramètre a. Le processus Z est une
(P, Fν)-semimartingale dont la partie non-martingale est[
−r′ + ag −m− θ + 1
2
a(a− 1)σ2
]
νt−dt = P (a)νt−dt.
Par le choix de a, le drift du processus Z est négatif ; Z est donc une (P, Fν)-surmartingale.
Le processus ν est positif, donc le processus Z est une (P, Fν)-surmartingale positive.
(2) Comme Eν0(|Yt|) ≤ 1/r′e−r′t + ν0eP (a)t avec P (a) < 0, alors Yt −→L1 0.
Le processus Y. est la diﬀérence entre une fonction déterministe continue qui tend vers
0 et une surmartingale positive (donc qui converge presque sûrement). Ainsi le processus
Y. converge presque sûrement quand t tend vers ∞. De plus la limite de Y dans L1 est
égale à 0, donc on a Y∞ = 0 presque sûrement. 2
Si dans le problème initial (3.3) on considère a = 1, l'hypothèse P (1) = g− (r+ θ) < 0
est nécessaire pour que Z soit une surmartingale positive.
Désormais nous travaillons sous l'hypothèse suivante :
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Hypothèse 3.2.7 0 < a < a+ ∧ 1 avec a+ déﬁni dans la proposition 3.2.6.
Proposition 3.2.8 Sous les hypothèses 3.2.2 et 3.2.7, le processus Y : t 7→ e−r′t ( 1
r′ − νt
)
est de classe D.
La démonstration de cette proposition repose sur le résultat suivant de [44] :
Lemme 3.2.9 (exercice 5.10 page 197 de [44])
Soit µ ∈ R∗, y ∈ R et Ty le temps d'arrêt déﬁni par Ty = inf{t ≥ 0 : Wt+µt = y}. Alors
E
(
e−αTy
)
= eµy−|y|
√
µ2+2α.
Preuve de la proposition 3.2.8
Le processus Y. est la diﬀérence entre une fonction déterministe continue qui tend vers
0 et une surmartingale positive. La fonction
(
t→ e−r′t
r′
)
est positive décroissante et ma-
jorée par 1
r′ , donc
(
t→ e−r′t
r′
)
est de classe D. Le processus
(
t→ Zt = e−r′tνt
)
est une
surmartingale positive. D'après le théorème 4.1.7 de la section 4.1, pour que Z soit de
classe D il suﬃt de vériﬁer que
limn→∞E0
(
e−r
′RnνRn1Rn<∞
)
= 0 où Rn = inf{t ≥ 0 : e−r′tνt ≥ n}.
Dans notre cas, comme e−r
′tνt = ν0e
(−r′+ag−m−aσ2
2
)t+aσWt1t<T1 , t ≥ 0, alors
E0
(
e−r
′RnνRn1Rn<∞
)
= nP0(Rn < T1)
et Rn = inf{t ≥ 0 : −r
′+ag−m−aσ2
2
aσ
t+Wt =
ln(n)
aσ
}.
Les temps d'arrêt Rn et T1 sont indépendants et T1 est une variable aléatoire de loi
exponentielle de paramètre θ. D'après le lemme 2.4.8 du deuxième chapitre, on obtient :
P0(Rn < T1) = E0
(
e−θRn
)
.
On applique le lemme 3.2.9 à µ =
−r′+ag−m−aσ2
2
aσ
, y = ln(n)
aσ
et α = θ :
E0
(
e−θRn
)
= e
−r′+ag−m−aσ22
a2σ2
ln(n)− ln(n)
a2σ2
q
(−r′+ag−m−aσ2
2
)2+2θa2σ2 .
Ainsi
E0
(
e−r
′RnνRn1Rn<∞
)
= n1+
−r′+ag−m−aσ22
a2σ2
− 1
a2σ2
q
(−r′+ag−m−aσ2
2
)2+2θa2σ2 . (3.5)
Il suﬃt de vériﬁer que l'exposant du membre droite de (3.5) est négatif, puisque dans
ce cas en faisant tendre n vers inﬁni, limn→∞E0
(
e−r
′RnνRn1Rn<∞
)
= 0.
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On multiplie l'exposant du membre droite de (3.5) par a2σ2 et on vériﬁe que
a2σ2 − r′ + ag −m− aσ
2
2
−
√(
−r′ + ag −m− aσ
2
2
)2
+ 2θa2σ2 < 0,
soit que
P (a) + θ +
a2σ2
2
−
√(
P (a) + θ − a
2σ2
2
)2
+ 2θa2σ2 < 0
où P (x) = σ
2
2
x2 + x
(
g − σ2
2
)
− r′ −m− θ.
Or(
P (a) + θ − a
2σ2
2
)2
+2θa2σ2 =
(
P (a) + θ +
a2σ2
2
)2
−2P (a)a2σ2 >
(
P (a) + θ +
a2σ2
2
)2
puisque, par le choix de a, P (a) < 0.
Ainsi la surmartingale Z est de classe D. On en déduit que Y est de classe D. 2
Nous introduisons la fonction suivante :
Notation 3.2.10 Soit φ : R∗+ → R la fonction déﬁnie par φ(x) = supτ∈∆Ex[Yτ ].
La fonction φ est notée s dans le premier chapitre.
Ainsi la dette sera égale à
D0 =
1
r′
− φ(ν0).
Remarque 3.2.11 La fonction φ est strictement positive. En eﬀet, puisque T1 ∈ ∆ :
φ(x) ≥ Ex[YT1 ] = Ex
[
e−r
′T1
r′
]
=
θ
r′(r′ + θ)
> 0.
Le processus (t 7→ Yt, t ≥ 0) étant de classe D, s.c.s sur les trajectoires et de la forme
Yt = e
−r′tf(νt), t ≥ 0, les résultats de contrôle optimal rappelés dans la section 4.1
s'appliquent :
Proposition 3.2.12 Sous les hypothèses 3.2.2 et 3.2.7, les assertions suivantes sont
vraies :
(1) D0 = 1/r
′ − J0, où J est l'enveloppe de Snell du processus Y vériﬁant
Jt = e
−r′tφ(νt), t ≥ 0,
(2) Le plus petit temps d'arrêt optimal du problème (3.4) est
τ ∗ = inf{t ≥ 0, f(νt) = φ(νt)},
(3) Le processus (e−r
′(t∧τ∗)φ(νt∧τ∗), t ≥ 0) est une (P, Fν)-martingale.
68
3.3. La fonction φ
Dans cette partie on précise la forme de la fonction φ en fonction des paramètres du
modèle. A partir des résultats classiques de contrôle optimal appliqués au problème (3.4),
nous en déduisons les propriétés de la fonction φ, puis nous obtenons que le plus petit
temps d'arrêt optimal est un temps d'atteinte. Ensuite nous concluons avec le calcul du
seuil optimal et l'expression de φ.
Sous les hypothèses 3.2.2 et 3.2.7, le problème d'arrêt optimal (3.4) est de la forme du
problème (1.7) étudié dans le premier chapitre (les paramètres r, α
r−θ(1) et
c
r
du modèle
du premier chapitre deviennent ici r′, 1 et 1
r′ ).
On applique le même raisonnement que dans la section 1.2 et nous avons la proposition
suivante :
Proposition 3.3.1 Sous les hypothèses 3.2.2 et 3.2.7,
φ : x 7→ supτ∈∆Ex
[
e−r
′τ
(
1
r′
− ντ
)]
est une fonction convexe bornée décroissante.
Remarque 3.3.2 φ(0) = f(0) = 1
r′ .
La fonction f étant aﬃne et φ convexe, en utilisant les mêmes arguments que dans la
proposition 1.2.13 du premier chapitre, le plus petit temps d'arrêt optimal est un temps
d'atteinte.
Lemme 3.3.3 Sous les hypothèses 3.2.2 et 3.2.7, le plus petit temps d'arrêt optimal du
problème (3.4) est de la forme
τb = inf{t ≥ 0 : νt ≤ b}.
Il ne reste plus qu'à trouver la forme de la fonction φ, le seuil optimal et d'en déduire la
valeur de la dette D0. C'est un cas simple et pour la fonction valeur φ les calculs directs
sont plus simples que dans le premier chapitre.
Déﬁnition 3.3.4 On introduit le processus Z¯ déﬁni par
Z¯t = (ag −m− aσ
2
2
)t+ aσWt, pour tout t ≥ 0
On introduit aussi τ¯z le premier temps d'atteinte de z < 0 par Z¯, ainsi que f(., z) la
densité de τ¯z (qui existe d'après (5.12) page 197 de [44]).
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Remarque 3.3.5 Pour tout t ≥ 0, νt = ν0eZ¯t1t<T1 avec T1 le premier instant de saut
du processus de Poisson N . D'après la représentation du processus ν, le plus petit d'arrêt
optimal du problème (3.4) est de la forme τ¯ln b
ν0
∧ T1.
Proposition 3.3.6 Sous les hypothèses 3.2.2 et 3.2.7, la fonction φ est de la forme
φ(x) = φ˜(x, b) =
{ 1
r′ − x si x ≤ b(
1
r′+θ − b
) (
x
b
)γ
+ θ
r′(r′+θ) si x > b
où γ =
−(ag−m−aσ2
2
)−
q
(ag−m−aσ2
2
)2+2(r′+θ)a2σ2
a2σ2
< 0.
La démonstration de cette proposition s'appuye sur le lemme 3.2.9 qui donne la forme
explicite de la transformée de Laplace d'un temps d'atteinte d'un mouvement brownien
avec drift.
Preuve
Par déﬁnition, φ(x) = Ex
[
e−r
′τ∗( 1
r′ − ντ∗)
]
et τ ∗ est de la forme τb = inf{t ≥ 0 : νt ≤ b}.
Ainsi la fonction φ est de la forme
φ(x) = φ˜(x, b) =
{
1
r′ − x si x ≤ b
Ex
[
e−r
′τb( 1
r′ − ντb)
]
si x > b.
D'après la remarque 3.3.5, τb = τ¯ln b
ν0
∧ T1 où τ¯z est le temps d'arrêt introduit dans la
déﬁnition 3.3.4. Pour x > b, on décompose selon la position de τ¯ln b
ν0
par rapport à T1.
φ˜(x, b) = E0
[
e
−r′τ¯
ln bx
(
1
r′
− b
)
1T1>τ¯ln bx
]
+ E0
[
e−r
′T1 1
r′
1T1≤τ¯ln bx
]
.
On utilise l'indépendance de τ¯z et T1 et le fait que τ¯z admet une densité f(., z).
φ˜(x, b) =
∫ ∞
0
f(u, ln
b
x
)
[(
1
r′
− b
)
e−r
′uP(T1 > u) +
1
r′
E
(
e−r
′T11T1≤u
)]
du.
Or T1 est une variable aléatoire exponentielle de paramètre θ, donc
φ˜(x, b) =
∫ ∞
0
f(u, ln
b
x
)
[(
1
r′
− b
)
e−(r
′+θ)u +
θ
r′(r′ + θ)
(
1− e−(r′+θ)u
)]
du
=
θ
r′(r′ + θ)
+
(
1
r′ + θ
− b
)
E0
[
e
−(r′+θ)τ¯
ln bx
]
.
On applique le lemme 3.2.9 à µ =
ag−m−aσ2
2
aσ
et y = 1
aσ
ln b
x
. Ainsi, pour x > b
φ˜(x, b) =
θ
r′(r′ + θ)
+
(
1
r′ + θ
− b
)
eγln
b
x
70
avec γ =
−(ag−m−aσ2
2
)−
q
(ag−m−aσ2
2
)2+2(r′+θ)a2σ2
a2σ2
< 0. 2
Nous remarquons que la fonction x 7→ φ˜(x, b) est continue pour toute valeur de b.
Le but du théorème suivant est de donner le b optimal et la fonction de valeur φ.
Théorème 3.3.7 Sous les hypothèses 3.2.2 et 3.2.7, il existe au moins un temps d'arrêt
optimal. Le plus petit temps d'arrêt optimal du problème (3.4), noté τ ∗ est
τ ∗ = inf{t ≥ 0 : νt ≤ b∗}
avec
b∗ =
−γ
(r′ + θ)(1− γ)
où
γ =
−(ag −m− aσ2
2
)−
√
(ag −m− aσ2
2
)2 + 2(r′ + θ)a2σ2
a2σ2
< 0.
La fonction valeur φ est
φ(x) =
{ 1
r′ − x si x < b∗(
1
r′+θ − b∗
) (
x
b∗
)γ
+ θ
r′(r′+θ) si x ≥ b∗.
Preuve
Le preuve est faite en deux étapes :
(1) Il faut d'abord vériﬁer que pour tout x ∈ R+, φ(x) = φ˜(x, b) ≥ f(x) ce qui impose
une contrainte sur b.
(2) Pour que τb soit optimal, il suﬃt de vériﬁer que pour tout temps d'arrêt η ∈ ∆,
φ(x) = φ˜(x, b) ≥ Ex
[
e−r
′ηf(νη)
]
.
Première étape
Pour x ≤ b, φ(x) = f(x). Pour x > b, φ est une fonction convexe et f est une fonction
aﬃne ; alors φ(x) ≥ f(x) dès que ∂dφ
∂v
(b) ≥ f ′(b), soit(
1
r′ + θ
− b∗
)( γ
b∗
)
≥ −1,
ce qui impose sur b la contrainte b ≥ b∗ = −γ
(r′+θ)(1−γ) .
Donc pour tout b tel que b ≥ b∗ = −γ
(r′+θ)(1−γ) , la fonction φ de la proposition 3.3.6 est
telle que φ(x) = φ˜(x, b) ≥ f(x) pour tout x ∈ R+.
Deuxième étape
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Comme le plus petit temps d'arrêt optimal est de la forme τb, il suﬃt de trouver la
valeur de b, b ≥ b∗ = −γ
(r′+θ)(1−γ) maximisant b 7→ φ˜(x, b), x > b.
On dérive par rapport à b et pour x > b
∂bφ˜(x, b) =
(x
b
)γ [
−1− γ
b
(
1
r′ + θ
− b
)]
.
Cette dérivée est négative pour tout b ≥ b∗, ainsi la fonction b 7→ φ˜(x, b) est décroissante
sur [b∗, ∞[ est le maximum est atteint pour b = b∗.
2
La valeur de la dette est donnée par le corollaire suivant :
Corollaire 3.3.8 Sous les hypothèses 3.2.2 et 3.2.7, la dette est égale à
D0 =
{
1
r′ − V a0 si V a0 < b∗(
1
r′+θ − b∗
) (V a0
b∗
)γ
+ θ
r′(r′+θ) si V
a
0 ≥ b∗,
où b∗ et γ sont introduits dans le théorème 3.3.7.
Dans le cas d'une diﬀusion, c'est à dire si le processus V vériﬁe l'équation diﬀérentielle
stochastique suivante :
dVt = gVtdt+ σVtdWt,
il suﬃt de remplacer θ par 0 dans le théorème 3.3.7 et dans le corollaire 3.3.8 pour trouver
le temps d'arrêt optimal et la valeur de la dette.
3.4. L'instant de faillite
La faillite (appelée aussi défaut) survient soit quand le processus Z¯ introduit dans la
déﬁnition 3.3.4 atteint le seuil ln b
∗
ν0
où b∗ est déﬁni dans le théorème 3.3.7, soit au premier
instant de saut du processus N puisque νT1 = 0 < b
∗. Ainsi l'instant de défaut est
τ ∗ = τ¯ln b∗
V a0
∧ T1
avec τ¯ln b∗
V a0
= inf{t ≥ 0 : (−m+ ag − aσ2
2
)t+ aσWt ≤ ln b∗V a0 }.
Proposition 3.4.1 Sous les hypothèses 3.2.2 et 3.2.7, la probabilité d'apparition du dé-
faut avant l'instant t est égale à
PV0(τ ∗ ≤ t) = 1− e−θt
[
Φ
(
x0 + ηt
aσ
√
t
)
+ e
−2ηx0
a2σ2 Φ
(
x0 − ηt
aσ
√
t
)]
où x0 = ln
b∗
V a0
, η = ag −m− aσ2
2
et b∗ est le seuil introduit dans le théorème 3.3.7.
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Preuve
Les processus W et N sont indépendants, donc τ¯ln b∗
V a0
et T1 sont indépendants.
PV0(τ ∗ ≤ t) =1− PV0(τ¯ln b∗
V a0
∧ T1 > t)
=1− PV0(τ¯ln b∗
V a0
> t)PV0(T1 > t).
On conclut avec 7.2.2 page 94 de [41] qui donne la fonction de répartition d'un temps
d'atteinte d'un processus de diﬀusion. 2
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4. Appendices
4.1. Résultats de contrôle optimal
Nous rappelons ici quelques résultats classiques de contrôle optimal de [47] et [81]
utilisés pour résoudre les problèmes d'arrêt optimal étudiés dans cette thèse.
Théorème 4.1.1 (Théorème 3.4 de [47])
Soit V. un processus de Markov fort et Y. un processus de classe D s'écrivant sous la
forme t 7→ e−rtf(Vt) où f est une fonction mesurable. Notons J son enveloppe de Snell
(c'est à dire la plus petite surmartingale qui majore Y ) : Jt = esssupτ∈∆,τ≥tE[Yτ | Ft].
Alors Jt est de la forme Jt = e
−rts(Vt) où la fonction s est appelée réduite d'ordre r de f .
Théorème 4.1.2 (Critère d'optimalité  Remarque 3.5 de [47])
Soit Y. un processus de Markov fort et J son enveloppe de Snell. Une condition néces-
saire et suﬃsante pour qu'un temps d'arrêt τ ∗ soit optimal est que :
- Yτ∗ = Jτ∗,
- J.∧τ∗ est une martingale.
Théorème 4.1.3 (Théorème 3.3 page 127 de [81])
Soit V. un processus de Markov fort et Y. un processus s'écrivant sous la forme
t 7→ f(Vt) où f est une fonction mesurable. Notons J son enveloppe de Snell. Pour tout
ε ≥ 0, on note τε = inf{t ≥ 0 : Jt ≤ Yt + ε}. On suppose que Yt satisfait les conditions
suivantes : P(limt↓0Yt = Y0) = 1, E[supt≥0max(Yt, 0)] <∞, E[supt≥0−min(Yt, 0)] <∞,
alors
1. Pour tout ε > 0, les τε sont des temps d'arrêt ε-optimaux.
2. Si f est s.c.s (c'est à dire limy→xf(y) ≤ f(x)), alors τ0 est optimal.
3. S'il existe un temps d'arrêt optimal τ ∈ ∆, alors P (τ0 ≤ τ) = 1 et τ0 ∈ ∆ est
optimal.
Remarque 4.1.4 i) Sous les hypothèses du théorème 4.1.3, si la fonction f est s.c.s,
alors d'après 3., τ0 est le plus petit temps d'arrêt optimal.
ii) Le théorème 4.1.3 est également vériﬁé si Y est un processus s'écrivant sous la forme
t 7→ e−rtf¯(Vt) où f¯ est une fonction mesurable. En eﬀet, le processus Xt = (Vt, t), t ≥ 0
est un processus de Markov fort et il suﬃt de considerer f(Xt) = e
−rtf¯(Vt).
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Lemme 4.1.5 (Lemme 3.8. page 123 de [81])
Soit Y un processus de Markov fort. Notons J son enveloppe de Snell. Pour tout ε ≥ 0,
on note τε = inf{t ≥ 0 : Jt ≤ Yt + ε}. Si le processus Y vériﬁe les conditions suivantes
P(limt↓0Yt = Y0) = 1 et E[supt≥0max(Yt, 0)] <∞, alors pour tout ε > 0, P (τε <∞) = 1.
Théorème 4.1.6 (Remarque 3.5 page 15 de [47])
Soit Y. un processus de Markov fort de classe D et J. son enveloppe de Snell. Si le
processus Y. est semi-continu supérieurement sur les trajectoires (c'est à dire que pour
tout t ≥ 0, Yt ≥ limsups↑tYs et Yt ≥ limsups↓tYs), alors le plus petit temps d'arrêt
optimal est de la forme
τ ∗ = inf{t ≥ 0 : Yt = Jt}.
Théorème 4.1.7 (Théorème 25 page 92 de [26])
Une surmartingale positive càd X est de classe D si et seulement si
limn→∞E (XRn1Rn<∞) = 0
où Rn = inf{t ≥ 0 : Xt ≥ n}.
4.2. Résultats utiles
Nous présentons ci-dessous un résultat utile pour le calcul de la stratégie optimale dans
le cas d'un processus particulier mixte diﬀusion-sauts. La proposition suivante s'inspire de
[49] et [21]. Dans [49] et [21], les auteurs calculent la transformée de Laplace d'un temps
d'atteinte de la forme τ = inf{t ≥ 0 : Xt ≥ b} oùX est un processus mixte diﬀusion-sauts
et la variable représentant la taille des sauts suit une loi double exponentielle. Ils déter-
minent également la transformée de Laplace du couple (τ, Xτ ) et donnent l'algorithme
de calcul dans le cas d'un temps d'atteinte de la forme τ = inf{t ≥ 0 : Xt ≤ b}
Dans la suite (Wt, t ≥ 0) est un mouvement brownien standard, (Nt, t ≥ 0) un pro-
cessus de Poisson d'intensité constante positive a, (Yi, i ∈ N) est une suite de variables
aléatoires indépendantes et identiquement distribuées ayant une distribution double ex-
ponentielle, c'est-à-dire de densité
fY (y) = pη1e
−η1y1y>0 + qη2eη2y1y<0
avec p+ q = 1, p, q ≥ 0, η1 > 1 et η2 > 0.
Proposition 4.2.1 Soit m ∈ R, σ > 0 et τ un temps d'arrêt de la forme
τ = inf{t ≥ 0 : mt+ σWt +
Nt∑
i=1
Yi ≤ b}
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avec b < 0. Alors pour r ≥ 0 :
E0[e
−rτ ] =
ψ2(η2 + ψ3)
(ψ2 − ψ3)η2 e
−bψ3 − ψ3(η2 + ψ2)
(ψ2 − ψ3)η2 e
−bψ2 , (4.1)
E0[e
−rτ+Xτ1τ<∞] = eb[
(η2 + ψ3)(ψ2 − 1)
(ψ2 − ψ3)(η2 + 1)e
−bψ3 +
(η2 + ψ2)(1− ψ3)
(ψ2 − ψ3)(η2 + 1)e
−bψ2 ], (4.2)
où ψ2, ψ3 sont les deux racines négatives de l'équation
mψ +
σ2
2
ψ2 + a[
η1p
η1 − ψ +
η2q
η2 + ψ
− 1] = r
−∞ < ψ3 < −η2 < ψ2 < 0.
Preuve
D'après le théorème 3.1 de [49], la transformée de Laplace d'un temps d'arrêt de la forme
τ b = inf{t ≥ 0 : mt+ σWt +
∑Nt
i=1 Yi ≥ b} avec b > 0 est :
E0[e
−rτb ] =
ψ0(η1 − ψ1)
(ψ0 − ψ1)η1 e
−bψ1 +
ψ1(−η1 + ψ0)
(ψ0 − ψ1)η1 e
−bψ0
où 0 < ψ1 < η1 < ψ0 <∞ sont les solutions positives de l'équation
mψ +
σ2
2
ψ2 + a[
η1p
η1 − ψ +
η2q
η2 + ψ
− 1] = r. (4.3)
D'après le corollaire 3.3 de [49], pour β < η1, on a :
E0[e
−rτb+βX
τb1τb<∞] = e
βb[
(η1 − ψ1)(ψ0 − β)
(ψ0 − ψ1)(η1 − β)e
−bψ1 +
(ψ0 − η1)(ψ1 − β)
(ψ0 − ψ1)(η1 − β)e
−bψ0 ]. (4.4)
Ensuite, d'après la remarque 4.2. de [49] et de [21], pour faire les mêmes calculs quand
le temps d'arrêt est de la forme τ = inf{t ≥ 0 : mt + σWt +
∑Nt
i=1 Yi ≤ b} avec b < 0, il
suﬃt de faire les changements suivants : p 7→ q, q 7→ p, ψ1 7→ −ψ2, ψ0 7→ −ψ3, η1 7→ η2,
η2 7→ η1, b 7→ −b, β 7→ −β où ψ2 et ψ3 sont les solutions négatives de l'équation (4.3).
D'où le résultat. 2
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Deuxième partie .
La loi d'un temps d'atteinte. Son
intensité.
79

La première partie de cette thèse est une mise en évidence du fait que les temps d'arrêt
optimaux de faillite d'une entreprise sont parfois des temps d'atteinte. Dans ce cas les
économistes s'intéressent à la loi du temps d'atteinte représentant l'instant de défaut de
l'entreprise. C'est pourquoi, la deuxième partie de la thèse est consacrée au calcul de la
loi d'un temps d'atteinte d'un processus de Lévy à sauts ainsi qu'à quelques exemples
d'utilisation de cette loi. Une telle étude se justiﬁe par les applications dans diﬀérents
domaines, plus particulièrement dans le domaine ﬁnancier.
Cette deuxième partie comprend deux chapitres.
Dans le premier chapitre, après avoir introduit les notations utilisées tout au long de
cette partie (section 5.1), nous étudions la loi d'un temps d'arrêt τ de la forme
inf{u ≥ 0 : Vu ≤ b} où le processus V est un processus s'écrivant sous la forme V = xeZ ,
x > 0 et Z est un processus de Lévy à sauts avec une composante gaussienne non-nulle.
Dans la section 5.2 nous montrons un résultat utilisé par Kou et Chen dans [16] : ils
utilisent la dérivée en 0 de la fonction de répartition d'un temps d'atteinte dans le cas où
les variables représentant la taille de sauts suivent une loi double exponentielle, sans avoir
donné une démonstration de ce calcul. De plus nous étendons ce résultat à des lois plus
générales et explicitons la dérivée en tout t ≥ 0.
Sous l'hypothèse d'existence d'un moment d'ordre exponentiel de la variable aléatoire
représentant la taille des sauts, nous montrons que la fonction de répartition de τ est
dérivable sur R+ et nous calculons cette dérivée. Il y a des cas où P(τ = ∞) > 0 ce
qui correspond dans le domaine ﬁnancier à la situation où l'entreprise étudiée ne fait pas
forcément faillite. Nos résultats s'appuient en particulier sur les outils démontrés dans la
section 5.3.
Dans le deuxième chapitre, en suivant [42], nous donnons quelques applications d'utili-
sation de la loi du temps d'arrêt introduit dans le premier chapitre, plus précisément lors
du calcul de la fonction intensité et du processus intensité. Nous commençons ce chapitre
avec quelques déﬁnitions et résultats généraux de [42] sur la notion de fonction intensité
d'un temps d'arrêt quelconque (section 6.1.1) et ensuite nous la calculons dans le cas
particulier où V est le processus introduit dans la section 5.1 et τ = inf{u ≥ 0 : Vu ≤ b}
(section 6.1.2). Nous introduisons ensuite la notion de processus intensité associé à une
certaine ﬁltration F et nous rappelons quelques résultats de [42] et [25] (section 6.2).
Deux cas sont présentés : quand le temps d'arrêt est un F -temps d'arrêt (section 6.2.1)
et quand il ne l'est pas (section 6.2.2). Chaque partie est illustrée avec le calcul du pro-
cessus intensité du temps d'atteinte τ introduit dans section 5.1. Plus précisément, nous
montrons qu'il n'existe pas de processus intensité associé à la ﬁltration engendrée par le
processus V et nous calculons le processus intensité associé à la ﬁltration engendrée par
un processus continu qui est l'observation bruitée du signal V .
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5. La loi du temps d'atteinte dans le
cas d'un processus mixte
diﬀusion-sauts
Dans ce chapitre nous montrons que la loi d'un temps d'atteinte d'un processus mixte
diﬀusion-sauts admet une densité par rapport à la mesure de Lebesgue.
5.1. Hypothèses et notations
On se place sur un espace de probabilité ﬁltré (Ω,G, (Gt)t≥0,P) sur lequel on considère
V un processus stochastique s'écrivant sous la forme
V = xeZ où Zt = mt+ σWt +
Nt∑
i=1
Yi, t ≥ 0, (5.1)
x > 0, σ > 0, m ∈ R, (Wt, t ≥ 0) est un mouvement brownien standard, (Nt, t ≥ 0) un
processus de Poisson d'intensité constante positive a, (Yi, i ∈ N∗) est une suite de variables
aléatoires indépendantes de fonction de répartition FY vériﬁant l'hypothèse suivante :
Hypothèse 5.1.1 Il existe β > 0 tel que E(eβ|Y1|) <∞.
Remarque 5.1.2 Sous l'hypothèse 5.1.1, on a E(Y 21 ) <∞. En eﬀet
E(eβ|Y1|) = E
(∑
i≥0
βi|Y1|i
i!
)
≥ β
2E(Y 21 )
2
, d'où E(Y 21 ) ≤
2
β2
E(eβ|Y1|) <∞.
On suppose de plus que (Yi, i ∈ N), (Nt, t ≥ 0) et (Wt, t ≥ 0) sont indépendants.
Soit (Tn, n ∈ N) la suite des instants de sauts du processus N . Il existe (Si, i ≥ 1) une
suite de variables aléatoires indépendantes de loi exponentielle de paramètre a telle que
Tn = S1 + ...+ Sn pour tout n ∈ N∗.
On considère τ le temps d'arrêt déﬁni par τ = inf{u ≥ 0 : Vu ≤ b} avec b ∈]0, x[.
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Déﬁnition 5.1.3 On introduit le processus Z¯ déﬁni par
Z¯t = mt+ σWt, pour tout t ≥ 0
avec σ > 0 et m ∈ R. On introduit aussi τ¯z le premier temps d'atteinte de z par Z¯, ainsi
que f(., z) la dérivée de la fonction de répartition de τ¯z (voir (5.4) de la section 5.3).
Soulignons le fait que P(τ¯z =∞) = 1− e
mz−|mz|
σ2 .
5.2. Etude de la loi de τ
Le but de cette section est de montrer que la fonction de répartition du temps d'arrêt
τ est dérivable en tout t ≥ 0. Si τ est presque sûrement ﬁni, cette dérivée est la densité
de τ .
Proposition 5.2.1 Sous l'hypothèse 5.1.1, la fonction t 7→ Px(τ ≤ t) est dérivable en 0
à droite de dérivée égale à
fτ (0, x) = aFY
(
ln
b
x
)
+
aB
(
3
2
, 1
2
)
2pi
[
FY
(
ln
b
x
)
− FY
((
ln
b
x
)−)]
où B est la fonction Béta.
Preuve On décompose Px(τ ≤ h) selon la valeur de Nh :
Px(τ ≤ h) = Px(τ ≤ h,Nh = 0) + Px(τ ≤ h,Nh = 1) + Px(τ ≤ h,Nh ≥ 2).
Or Px(τ ≤ h,Nh ≥ 2) ≤ Px(Nh ≥ 2) = 1− e−ah − ahe−ah, donc
limh→0
Px(τ ≤ h,Nh ≥ 2)
h
= 0.
La preuve sera complète lorsque les deux lemmes suivants seront démontrés :
Lemme 5.2.2 Le terme Px(τ≤h,Nh=0)
h
converge vers 0 quand h tend vers 0.
Lemme 5.2.3 Sous l'hypothèse 5.1.1, pour tout b < x le terme Px(τ≤h,Nh=1)
h
converge
vers
aFY
(
ln
b
x
)
+
aB
(
3
2
, 1
2
)
2pi
P
(
Y1 = ln
b
x
)
quand h tend vers 0.
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Preuve du lemme 5.2.2.
On remarque que sur l'ensemble aléatoire {ω : Nh(ω) = 0} × [0, h], V = xeZ¯ où Z¯ est le
processus introduit dans la déﬁnition 5.1.3. Alors τ = inf{u ≥ 0 : Vu ≤ b} = τ¯ln b
x
et τ¯ln b
x
est indépendant de N , d'où
Px(τ ≤ h,Nh = 0)
h
=
e−ahP0(τ¯ln b
x
≤ h)
h
.
Or comme il est rappelé dans la section 5.3, la fonction de répartition du temps d'arrêt
τ¯ln b
x
admet une dérivée C∞ sur R, nulle en 0, notée f . Donc la limite de Px(τ≤h,Nh=0)
h
existe
et vaut 0 quand h tend vers 0. 2
Preuve du lemme 5.2.3.
On décompose Px(τ ≤ h,Nh = 1) selon la position relative de τ et T1 (le premier instant
de saut du processus N) :
Px(τ ≤ h,Nh = 1) = Px(τ < T1, Nh = 1) + Px(τ = T1, Nh = 1) + Px(T1 < τ ≤ h,Nh = 1).
(5.2)
On étudie le premier terme du membre droite de (5.2). Sur l'ensemble aléatoire
{(ω, t) : t ≤ τ(ω) < T1(ω)}, V = xeZ¯ où Z¯ est le processus déﬁni dans la déﬁnition 5.1.3
et τ = τ¯ln b
x
; d'où :
Px(τ < T1, Nh = 1) = Px(τ ≤ h, τ < T1, Nh = 1) ≤ P0(τ¯ln b
x
≤ h).
La fonction de répartition du temps d'arrêt τ¯ln b
x
admet une dérivée C∞ sur R, nulle en 0.
Donc Px(τ<T1,Nh=1)
h
converge vers 0 quand h tend vers 0.
Le deuxième terme du membre droite de (5.2) s'écrit
Px(τ = T1, Nh = 1) = P0(τ¯ln b
x
> T1, Z¯T1 + Y1 ≤ ln
b
x
, T1 ≤ h < T2).
Or pour tout n ∈ N∗, Tn = S1+ ...+Sn où (Si, i ≥ 1) est une suite de variables aléatoires
indépendantes de loi exponentielle de paramètre a :
Px(τ = T1, Nh = 1) =
∫ h
0
ae−as1
∫ ∞
h−s1
ae−as2E0(1τ¯
ln bx
>s11Y1≤ln bx−Z¯s1 )ds2ds1
=ae−ah
∫ h
0
E0[1τ¯
ln bx
>s11Y1≤ln bx−Z¯s1 ]ds1.
Le terme 1τ¯
ln bx
>s11Y1≤ln bx−Z¯s1 est positif, majoré par 1 et converge presque sûrement
vers 1Y1≤ln bx quand s1 tend vers 0. D'après le théorème de convergence dominée
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lims1→0E0(1τ¯ln bx>s1
1Y1≤ln bx−Z¯s1 ) = E0(1Y1≤ln bx ) = FY (ln
b
x
), donc la fonction
h 7→ Px(τ = T1, Nh = 1) est dérivable en 0 de dérivée aFY (ln bx), soit
limh→0
Px(τ = T1, Nh = 1)
h
= aFY (ln
b
x
).
Le troisième terme du membre droite de (5.2) s'écrit
Px(T1 < τ ≤ h,Nh = 1) = Px(T1 < τ ≤ h, T1 ≤ h < T2).
Sur l'événement {ω : τ(ω) > T1(ω)}, τ = T1 + τ ◦ θT1 et T2 = T1 + T1 ◦ θT1 où θ est
l'opérateur translation. De plus, sur l'événement {ω : T1(ω) ≤ h < T2(ω)},
Vs = VT1 exp(Z¯s−T1) ◦ θT1 lorsque T1 < s < h donc τ = T1 + τ¯ln b
VT1
◦ θT1 sur l'événement
{ω : τ(ω) > T1(ω)}.
En utilisant la propriété de Markov forte en T1 on obtient :
Px(T1 < τ ≤ h,Nh = 1) = Ex
(
1τ>T11h≥T1E
T1
0 (1τ¯ln b
VT1
≤h−T11h−T1<T¯1)
)
où ET10 (.) = E(. | FT1) et T¯1 est une variable aléatoire indépendante de T1 et de τ¯ln b
VT1
, de
même loi que T1 et (Ft)t≥0 est la ﬁltration naturelle complétée engendrée par les processus
(Wt, t ≥ 0), (Nt, t ≥ 0) et les variables aléatoires (Yi, i ∈ N∗). En intégrant par rapport
à T¯1 on a :
Px(T1 < τ ≤ h,Nh = 1) = Ex
(
1τ>T11h≥T1e
−a(h−T1)ET10 (1τ¯ln b
VT1
≤h−T1)
)
.
On conclut avec la proposition 5.3.4 de la section 5.3 que
limh→0
Px(T1 < τ ≤ h,Nh = 1)
h
=
aB
(
3
2
, 1
2
)
2pi
P
(
Y1 = ln
b
x
)
.
2
En utilisant les lemmes 5.2.2 et 5.2.3, la limite limh→0
Px(τ≤h)
h
existe et est égale à
limh→0
Px(τ≤h,Nh=0)
h
+ limh→0
Px(τ≤h,Nh=1)
h
= aFY (ln
b
x
) +
aB( 32 ,
1
2)
2pi
P
(
Y1 = ln
b
x
)
; la fonction
t 7→ Px(τ ≤ t) est dérivable en 0 à droite de dérivée aFY (ln bx) +
aB( 32 ,
1
2)
2pi
P
(
Y1 = ln
b
x
)
. 2
Remarque 5.2.4 Si les variables aléatoires {Yi, i ∈ N∗} admettent une densité, alors
FY
(
ln b
x
)
= FY
((
ln b
x
)−)
et la fonction t 7→ Px(τ ≤ t) est dérivable en 0 à droite de
dérivée égale à aFY
(
ln b
x
)
.
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Théorème 5.2.5 Sous l'hypothèse 5.1.1, la fonction t 7→ Px(τ ≤ t) est dérivable en tout
t > 0 et la dérivée notée fτ (t, x) vaut
fτ (t, x) =
∂Px(τ ≤ t)
∂t
= aEx
(
1τ>tFY (ln
b
Vt
)
)
+ Ex
(
1τ>TNtf(t− TNt , ln
b
VTNt
)
)
,
où la fonction f est introduite dans (5.4).
Preuve
On décompose Px(t < τ ≤ t+ h) selon les valeurs de Nt+h −Nt :
Px(t < τ ≤ t+ h) =Px(t < τ ≤ t+ h, Nt+h −Nt = 0) + Px(t < τ ≤ t+ h, Nt+h −Nt = 1)
+Px(t < τ ≤ t+ h, Nt+h −Nt ≥ 2). (5.3)
Le troisième terme du membre droite de (5.3) est majoré par
Px(t < τ ≤ t+ h, Nt+h −Nt ≥ 2) ≤ Px(Nt+h −Nt ≥ 2) = 1− e−ah − ahe−ah
donc limh→0
Px(t<τ≤t+h, Nt+h−Nt≥2)
h
= 0.
Le théorème sera démontré lorsque on aura prouvé le lemme et la proposition suivante :
Lemme 5.2.6 Sous l'hypothèse 5.1.1, le terme Px(t<τ≤t+h, Nt+h−Nt=1)
h
tend vers
aEx
(
1τ>tFY (ln
b
Vt
)
)
quand h tend vers 0.
Proposition 5.2.7 Sous l'hypothèse 5.1.1, le terme Px(t<τ≤t+h, Nt+h−Nt=0)
h
tend vers
Ex
(
1τ>TNtf(t− TNt , ln bVTNt )
)
quand h tend vers 0, où la fonction f est introduite dans
(5.4).
Preuve du lemme 5.2.6
On utilise la propriété de Markov en t :
Px(t < τ ≤ t+ h, Nt+h −Nt = 1) = Ex(1τ>tPVt(τ ≤ h, Nh = 1)).
D'après le lemme 5.2.3,
PVt (τ≤h, Nh=1)
h
converge vers
aFY
(
ln
b
Vt
)
+
aB
(
3
2
, 1
2
)
2pi
[
FY
(
ln
b
Vt
)
− FY
((
ln
b
Vt
)−)]
et est majoré par
PVt (Nh=1)
h
= ae−ah ≤ a. On peut appliquer le théorème de convergence
dominée :
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limh→0
Px(t < τ ≤ t+ h, Nt+h −Nt = 1)
h
= aEx
(
1τ>tFY (ln
b
Vt
)
)
+
aB
(
3
2
, 1
2
)
2pi
Ex
(
1τ>t∆FY (ln
b
Vt
)
)
où ∆FY (z) = FY (z)− FY (z−).
Mais l'ensemble des sauts de FY , la fonction de répartition de Y , est au plus dénom-
brable et V admet une densité conformément à la proposition 3.12 page 90 de [19]. Donc
Ex
(
1τ>t∆FY (ln
b
Vt
)
)
= 0
(
en eﬀet 0 ≤ Ex
(
1τ>t∆FY (ln
b
Vt
)
)
≤ E(1Y=ln b
Vt
) = E(1Vt=be−Y ) = 0
)
et
limh→0
Px(t < τ ≤ t+ h, Nt+h −Nt = 1)
h
= aEx
(
1τ>tFY (ln
b
Vt
)
)
.
2
Preuve de la proposition 5.2.7
On utilise la propriété de Markov en l'instant TNt .
Px(t < τ ≤ t+ h, Nt+h −Nt = 0) =Px(t < τ ≤ t+ h, TNt ≤ t < t+ h < TNt+1)
=Ex
(
1τ>TNtEVTNt (1t−TNt<τ≤t+h−TNt1t+h−TNt<T1)
)
.
Sur l'événement {(ω, t) : t ≤ τ(ω) < T1(ω)}, V = xeZ¯ et τ = τ¯ln b
x
où Z¯ et τ¯ln b
x
sont le
processus et le temps d'arrêt introduits dans la déﬁnition 5.1.3 ; d'où
Px(t < τ ≤ t+h, Nt+h−Nt = 0) = Ex
(
1τ>TNtE
TNt
0 (1t−TNt<τ¯ln b
VTNt
≤t+h−TNt1t+h−TNt<T1)
)
.
Puis en utilisant l'indépendance de T1 et de W (donc de T1 et de τ¯ln b
VTNt
), on obtient
Px(t < τ ≤ t+h, Nt+h−Nt = 0) = Ex
(
1τ>TNte
−a(t+h−TNt )ETNt0 (1t−TNt<τ¯ln b
VTNt
≤t+h−TNt )
)
.
La fonction de répartition du temps d'arrêt τ¯ln b
VTNt
admet une dérivée C∞, notée f , déﬁnie
en 5.1.3 ; ainsi
limh→0
1
h
ETNt0 (1t−TNt<τ¯ln b
VTNt
≤t+h−TNt ) = limh→0
1
h
∫ t+h−TNt
t−TNt
f(u, ln
b
VTNt
)du = f(t−TNt , ln
b
VTNt
).
Pour conclure avec le théorème de convergence dominée il suﬃt de majorer uniformément
en h le terme 1τ>TNt
1
h
ETNt0 (1t−TNt<τ¯ln b
VTNt
≤t+h−TNt ).
On introduit 0 < ε < 1
4
et M ≥ 1 tel que | 2m
Mσ2
| ≤ β (où β est déﬁni dans l'hypothèse
5.1.1) et 1
ε
< M
(
1 ∧ βσ2
2|m|
)
(cette dernière contrainte entre M et ε servira plus tard
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pour pouvoir appliquer les propositions 5.3.6 et 5.3.7 de la section 5.3). En utilisant la
majoration du lemme 5.3.2 de la section 5.3, il existe cε,M,σ > 0 tel que
f(u, ln
b
VTNt
) ≤ cε,M,σu−1+ε
exp[ m
Mσ2
ln b
VTNt
]
|ln b
VTNt
|2ε , u ∈]0,∞[
et par suite
1τ>TNt
1
h
EVTNt (1t−TNt<τ¯ln bVTNt
≤t+h−TNt ) ≤cε,M,σ1τ>TNt
exp[ m
Mσ2
ln b
VTNt
]
|ln b
VTNt
|2ε
1
h
∫ h+t−TNt
t−TNt
u−1+εdu
≤cε,M,σ1τ>TNt (t− TNt)−1+ε
exp[ m
Mσ2
ln b
VTNt
]
|ln b
VTNt
|2ε
puisque u−1+ε ≤ (t−TNt)−1+ε sur l'intervalle d'intégration. Ensuite on applique l'inégalité
x1x2 ≤ x
2
1+x
2
2
2
à x1 = exp[ mMσ2 ln
b
VTNt
] et x2 = |ln bVTNt |
−2ε et en utilisant
ln b
VTNt
= ln b
x
− ZTNt :
1τ>TNt (t− TNt)−1+ε
exp[ m
Mσ2
ln b
VTNt
]
|ln b
VTi
|2ε ≤
1
2
(t− TNt)−1+ε exp[
2m
Mσ2
(ln
b
x
− ZTNt )]
+
1
2
(t− TNt)−1+ε|ln
b
x
− ZTNt |−4ε.
D'après les propositions 5.3.6 et 5.3.7 de la section 5.3, ces deux dernières variables aléa-
toires sont intégrables. Donc on peut passer à la limite sous l'espérance et
limh→0
Px(t<τ≤t+h, Nt+h−Nt=1)
h
= Ex
(
1τ>TNtf(t− TNt , ln bVNt )
)
.
2
En utilisant le lemme 5.2.6 et la proposition 5.2.7, la limite limh→0
Px(t<τ≤t+h)
h
existe et
est égale à aEx
(
1τ>tFY (ln
b
Vt
)
)
+Ex
(
1τ>TNtf(t− TNt , ln bVTNt )
)
ce qui conclut la preuve
du théorème 5.2.5. 2
Corollaire 5.2.8 Les deux assertions suivantes sont vraies :
(1) Px(τ ≤ t) =
∫ t
0
fτ (u, x)du pour tout t ≥ 0.
(2) Si de plus τ est presque sûrement ﬁni,
∫∞
0
fτ (u, x)du = 1 et fτ (., x) est la densité du
temps d'arrêt τ .
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Preuve
La première partie du corollaire est une conséquence du théorème 5.2.5 et le deuxième
point est une conséquence de (1). 2
5.3. Appendice
Le mouvement brownien avec drift est le processus
Z¯t = mt+ σWt, t ≥ 0
avec σ > 0 et m ∈ R.
Soit z < 0 et τ¯z le temps d'arrêt déﬁni par
τ¯z = inf{t ≥ 0 : Z¯t ≤ z}.
D'après (5.12) page 197 de [44], τ¯z a pour loi sur R+ :
f(u, z)du+ P(τ¯z =∞)δ∞(du)
où
f(u, z) =
| z |
σ
√
2piu3
exp[− 1
2u
(
z
σ
− mu
σ
)2]1]0,∞[(u), u ∈ R, (5.4)
et P(τ¯z =∞) = 1− e
mz−|mz|
σ2 .
A z ﬁxé, la fonction f(., z) et toutes ses dérivées admettent 0 pour limite en 0+. La
fonction f admet un prolongement C∞ sur R, noté f , déﬁni par f(u, z) = 0 pour u ≤ 0.
De plus elle vériﬁe les deux lemmes suivants :
Lemme 5.3.1 Soit G une variable gaussienne N (0, 1) et c, d ∈ R. Alors pour tout u ∈ R
E[f(u, c+ dG)1c+dG<0] =
1√
2pi
E
[
e
− (c−mu)2
2(d2+σ2u)
( −cσ2 − d2m
(d2 + σ2u)3/2
− dσG√
u(d2 + σ2u)
)
+
]
où (x)+ = max(x, 0).
Preuve
En utilisant la densité de G et l'expression de f on a :
E[f(u, c+ dG)1c+dG<0] =
1
σ
√
2piu3
∫
R
1√
2pi
|c+ dg|e− (c+dg−mu)
2
2σ2u e−
g2
2 1c+dg<0dg.
Comme |c+ dg|1c+dg<0 = (−c− dg)1−c−dg>0 = (−c− dg)+, on peut écrire
E[f(u, c+ dG)1c+dG<0] =
1
σ
√
2piu3
∫
R
1√
2pi
(−c− dg)+e−
(c+dg−mu)2
2σ2u e−
g2
2 dg.
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On développe le carré
(c+ dg −mu)2
σ2u
+ g2 =g2(
d2
σ2u
+ 1) +
2dg(c−mu)
σ2u
+
(c−mu)2
σ2u
=
d2 + σ2u
σ2u
(
g +
d(c−mu)
d2 + σ2u
)2
+
(c−mu)2
d2 + σ2u
,
d'où
E[f(u, c+ dG)1c+dG<0] =
e
− (c−mu)2
2(d2+σ2u)
σ
√
2piu3
∫
R
1√
2pi
(−c− dg)+e−
d2+σ2u
2σ2u
(g+
d(c−mu)
d2+σ2u
)2
dg.
On fait le changement de variable x =
√
d2+σ2u
σ2u
(g + d(c−mu)
d2+σ2u
), et
E[f(u, c+ dG)1c+dG<0] =
e
− (c−mu)2
2(d2+σ2u)
√
2pi
∫
R
1√
2pi
( −cσ2 − d2m
(d2 + σ2u)3/2
− dσx√
u(d2 + σ2u)
)
+
e−
x2
2 dx
d'où le résultat. 2
Lemme 5.3.2 Soit la fonction f : R× R→ R+ déﬁnie par
f(u, z) =
{
|z|
σ
√
2piu3
exp[− 1
2u
( z
σ
− mu
σ
)2] si u > 0
0 si u ≤ 0
avec σ > 0 et m ∈ R. Alors pour tout ε > 0 et M ≥ 1, il existe cε,M,σ > 0 tel que
f(u, z) ≤ cε,M,σu−1+ε 1| z |2ε exp[
mz
Mσ2
].
Preuve
Soit ε > 0 et M ≥ 1 ﬁxés ; on cherche à majorer le quotient f(u,z)
u−1+ε 1|z|2ε exp[
mz
Mσ2
]
, z < 0,
u ∈ R+. On a la majoration exp[− 12u( zσ − muσ )2] ≤ exp[− 12uM ( zσ − muσ )2]. Donc
f(u, z)
u−1+ε 1|z|2ε exp[
mz
Mσ2
]
≤
|z|
σ
√
2piu3
exp[− 1
2uM
( z
σ
− mu
σ
)2]
u−1+ε 1|z|2ε exp[
mz
Mσ2
]
=
1
σ
√
2pi
(
z2
u
) 1
2
+ε
exp[− z
2
2σ2uM
] exp[− m
2u
2Mσ2
]
≤σ
εM
1
2
+ε2ε√
pi
(
z2
2σ2uM
) 1
2
+ε
exp[− z
2
2σ2uM
].
La fonction x 7→ x 12+εe−x est continue, nulle en 0 et en +∞, donc elle est bornée sur R+ :
il existe cε > 0 tel que x
1
2
+εe−x ≤ cε pour tout x ∈ R+. On applique cette inégalité à
x = z
2
2σ2uM
, ainsi ( z
2
2σ2uM
)
1
2
+ε exp[− z2
2σ2uM
] ≤ cε, d'où le résultat. 2
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Lemme 5.3.3 Soit G une variable gaussienne N (0, 1), d ∈ R, c > 0 et 0 < α < 1, alors
E(|d+ cG|−α) ≤ 1
c(1− α)E(|G||d+ cG|
1−α).
Preuve
Soit G une variable N (0, 1), d ∈ R, c > 0 et 0 < α < 1. Alors en utilisant la forme de la
densité de G :
E(|d+ cG|−α) =
∫
R
1√
2pi
|d+ cx|−αe−x
2
2 dx
=
∫ ∞
− d
c
1√
2pi
(d+ cx)−αe−
x2
2 dx+
∫ − d
c
−∞
1√
2pi
(−d− cx)−αe−x
2
2 dx.
Pour chaque intégrale, on fait une intégration par parties :
E(|d+ cG|−α) =
[
1√
2pi
e−
x2
2
(d+ cx)1−α
c(1− α)
]∞
− d
c
+
1
c(1− α)
∫ ∞
− d
c
1√
2pi
(d+ cx)1−αxe−
x2
2 dx
+
[
1√
2pi
e−
x2
2
(−d− cx)1−α
−c(1− α)
]− d
c
−∞
− 1
c(1− α)
∫ − d
c
−∞
1√
2pi
(−d− cx)1−αxe−x
2
2 dx
=
1
c(1− α)
∫
R
1√
2pi
|d+ cx|1−αe−x
2
2
(
x1x>− d
c
− x1x≤− d
c
)
dx
=
1
c(1− α)E
[
|d+ cG|1−αG(1G>− d
c
− 1G≤− d
c
)
]
.
Or pour tout d ∈ R et c > 0,
G(1G>− d
c
− 1G≤− d
c
) = G− 2G1G≤− d
c
≤ G− 2G1G≤0 = |G|,
d'où
E(|d+ cG|−α) ≤ 1
c(1− α)E(|G||d+ cG|
1−α).
2
Proposition 5.3.4 Soit
A(h) = Ex
(
1τ>T11h≥T1e
−a(h−T1)ET10 (1τ¯ln b
VT1
≤h−T1)
)
et
G(h) = E0
(
1h≥T11Z¯T1+Y1>ln bx e
−a(h−T1)ET10 (1τ¯ln b
VT1
≤h−T1)
)
.
(1) Alors limh→0
A(h)
h
= limh→0
G(h)
h
dès que l'une des deux limites existe.
(2) Sous l'hypothèse 5.1.1
(
eβ|Y1| ∈ L1(Ω,F ,P)), les limites limh→0G(h)h et limh→0A(h)h
existent et valent
aB( 32 ,
1
2)
2pi
P
(
Y1 = ln
b
x
)
.
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Preuve
(1) On se propose de calculer limh→0
G(h)−A(h)
h
. On remarque que
{ω : τ(ω) > T1(ω)} = {ω : τ¯ln b
x
(ω) > T1(ω)} ∩ {ω : Z¯T1(ω) + Y1 > ln
b
x
}.
Ainsi 1Z¯T1+Y1>ln bx − 1τ>T1 = 1τ¯ln bx≤T11Z¯T1+Y1>ln bx ≤ 1τ¯ln bx≤T1 . D'où
G(h)− A(h) ≤ E0(1τ¯
ln bx
≤T1≤h) ≤ E0(1τ¯ln bx≤h)
et 0 ≤ G(h)−A(h)
h
≤ P0(τ¯ln bx≤h)
h
. Comme la fonction de répartition de τ¯ln b
x
admet une dérivée
nulle en 0, alors la limite limh→0
G(h)−A(h)
h
existe, elle est nulle et limh→0
A(h)
h
= limh→0
G(h)
h
dès que l'une des deux limites existe.
(2) On montre sous l'hypothèse 5.1.1, que la limite limh→0
G(h)
h
existe et vaut
aB( 32 ,
1
2)
2pi
P
(
Y1 = ln
b
x
)
.
On intégre par rapport à T1 puis on utilise le fait que la fonction de répartition de τ¯z admet
pour dérivée f(., z) :
G(h) =
∫ h
0
ae−asE0
[
1Z¯s+Y1>ln bx
e−a(h−s)Es0(1τ¯ln bx−Z¯s−Y1≤h−s
)
]
ds
=ae−ah
∫ h
0
E0
[
1Z¯s+Y1>ln bx
Es0(1τ¯ln bx−Z¯s−Y1≤h−s
)
]
ds
=ae−ah
∫ h
0
E0
[
1Z¯s+Y1>ln bx
∫ h−s
0
f(u, ln
b
x
− Z¯s − Y1)du
]
ds.
Tous les termes sont positifs ; on peut donc intervertir l'intégrale de Lebesgue en du et
l'espérance. Puisque Z¯s = ms + σWs, on applique le lemme 5.3.1 à c = ln bx −ms − Y1,
d = −σ√s et G = Ws√
s
.
G(h) =ae−ah
∫ h
0
∫ h−s
0
E0
[
1−ms−σWs−Y1+ln bx<0f(u, ln
b
x
−ms− σWs − Y1)
]
duds
=
ae−ah√
2pi
∫ h
0
∫ h−s
0
E0
[
e
− (ln
b
x−m(u+s)−Y1)2
2σ2(u+s)
(
−(ln b
x
− Y1)
σ(u+ s)3/2
+
Ws√
u(u+ s)
)
+
]
duds.
Ensuite on note que |Ws| =Loi
√
s|G| où G est une variable aléatoire gaussienne N (0, 1)
indépendante de Y1.
G(h) = ae
−ah√
2pi
∫ h
0
∫ h−s
0
E0
[
e
− (ln
b
x−m(u+s)−Y1)2
2σ2(u+s)
(−(ln b
x
−Y1)
σ(u+s)3/2
+ G
√
s√
u(u+s)
)
+
]
duds.
On pose r = u+ s.
G(h) = ae
−ah√
2pi
∫ h
0
∫ h
s
E0
[
e−
(ln bx−mr−Y1)2
2σ2r
(−(ln b
x
−Y1)
σr3/2
+ G
√
s
r
√
r−s
)
+
]
drds.
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On applique le théorème de Fubini et ensuite on fait le changement de variable v = s
r
.
G(h) =
ae−ah√
2pi
∫ h
0
∫ r
0
E0
[
e−
(ln bx−mr−Y1)2
2σ2r
(
−(ln b
x
− Y1)
σr3/2
+
G
√
s
r
√
r − s
)
+
]
dsdr
=
ae−ah√
2pi
∫ h
0
∫ 1
0
E0
[
e−
(ln bx−mr−Y1)2
2σ2r
(
−(ln b
x
− Y1)
σ
√
r
+
G
√
v√
1− v
)
+
]
dvdr.
Or e−
(ln bx−mr−Y1)2
2σ2r
(−(ln b
x
−Y1)
σ
√
r
+ G
√
v√
1−v
)
+
tend vers 1Y1=ln bx
√
v
1−vG+ quand r tend vers 0.
Pour conclure on montre que
(
e−
(ln bx−mr−Y1)2
2σ2r
(−(ln b
x
−Y1)
σ
√
r
+ G
√
v√
1−v
)
+
, v ≥ 0
)
est majoré
par un processus appartenant à L1(Ω× [0, 1], dP⊗ dv).
Soit M ≥ 1 tel que | m
Mσ2
| ≤ β (où β est déﬁni dans l'hypothèse 5.1.1) et on a la
majoration suivante :
e−
(ln bx−mr−Y1)2
2σ2r
(
−(ln b
x
− Y1)
σ
√
r
+
G
√
v√
1− v
)
+
≤e−
(ln bx−mr−Y1)2
2σ2rM
(
−(ln b
x
− Y1)
σ
√
r
+
G
√
v√
1− v
)
+
≤e−
(ln bx−mr−Y1)2
2σ2rM
(
|ln b
x
− Y1|
σ
√
r
+
|G|√v√
1− v
)
.
On développe l'exponentielle e−
(ln bx−mr−Y1)2
2σ2rM = e−
(ln bx−Y1)2
2σ2rM e
m(ln bx−Y1)
σ2M e−
m2r
2σ2M ≤ e−
(ln bx−Y1)2
2σ2rM e
m(ln bx−Y1)
σ2M ,
donc
e−
(ln bx−mr−Y1)2
2σ2r
(
−(ln b
x
− Y1)
σ
√
r
+
G
√
v√
1− v
)
+
≤ e−
(ln bx−Y1)2
2σ2rM e
m(ln bx−Y1)
σ2M
(
|ln b
x
− Y1|
σ
√
r
+
|G|√v√
1− v
)
.
La fonction x 7→ x 12 e−x est continue, nulle en 0 et en +∞, donc elle est bornée sur R+ :
il existe c 1
2
> 0 tel que x
1
2 e−x ≤ c 1
2
pour tout x ∈ R+. On applique cette inégalité à
x =
(ln b
x
−Y1)2
2σ2rM
et e−
(ln bx−Y1)2
2σ2rM
|ln b
x
−Y1|
σ
√
r
≤ cM où cM = c 1
2
√
2M.Ainsi e−
(ln bx−mr−Y1)2
2σ2r
(−(ln b
x
−Y1)
σ
√
r
+ G
√
v√
1−v
)
+
est majoré par
e
m(ln bx−Y1)
σ2M
(
e−
(ln bx−Y1)2
2σ2rM
|ln b
x
− Y1|
σ
√
r
+ e−
(ln bx−Y1)2
2σ2rM
|G|√v√
1− v
)
≤ e
m(ln bx−Y1)
σ2M
(
cM +
|G|√v√
1− v
)
qui, par le choix de M et l'hypothèse 5.1.1, est un processus appartenant à
L1(Ω× (0, 1], dP⊗ dv). Donc
limr→0
∫ 1
0
E0
[
e−
(ln bx−mr−Y1)2
2σ2r
(
−(ln b
x
− Y1)
σ
√
r
+
G
√
v√
1− v
)
+
]
dv
=P(Y1 = ln
b
x
)E(G+)
∫ 1
0
√
v
1− vdv
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et la limite limh→0
G(h)
h
existe et vaut a√
2pi
P(Y1 = ln bx)E(G+)
∫ 1
0
√
v
1−vdv. Mais d'une part
on a E(G+) = 1√2pi
∫∞
0
ge−
g2
2 dg = 1√
2pi
et d'autre part∫ 1
0
√
v
1−vdv =
∫ 1
0
(1− v)−1+ 12v 32−1dv = B (3
2
, 1
2
)
, d'où le résultat.
D'après (1), la limite limh→0
A(h)
h
existe et est égale à limh→0
G(h)
h
. 2
Lemme 5.3.5 Pour tout t > 0, ε > 0 et γ < 1, 1TNt>0(t − TNt)−1+εT
−γ
Nt
est intégrable.
De plus (t− TNt)−1+ε est intégrable.
Preuve
On décompose selon la valeur de Nt et on obtient
E
(
1TNt>0(t− TNt)−1+εT
−γ
Nt
)
=
∑
i≥1
E
(
1Nt=i1t≥Ti(t− Ti)−1+εT−γi
)
≤
∑
i≥1
E
(
1t≥Ti(t− Ti)−1+εT−γi
)
=
∑
i≥1
∫
0<s1...<si<t
aie−asi(t− si)−1+εs−γi dsi...ds1.
On utilise d'abord le fait que si−1 < si, donc e−asi < e−asi−1 . Ensuite on fait le change-
ment de variable x = si
t
.
E
(
1TNt>0(t− TNt)−1+εT
−γ
Nt
) ≤tε−γ∑
i≥1
∫
0<s1...<si−1<t
aie−asi−1
(∫ 1
si−1
t
(1− x)−1+εx−γdx
)
dsi−1...ds1
≤tε−γ
∑
i≥1
∫
0<s1...<si−1<t
aie−asi−1
(∫ 1
0
(1− x)−1+εx(1−γ)−1dx
)
dsi−1...ds1
=tε−γB(1− γ, ε)a
∑
i≥1
∫
0<s1...<si−1<t
ai−1e−asi−1dsi−1...ds1
=tε−γB(1− γ, ε)a
∑
i≥1
P(Nt > i− 1).
On utilise le fait que pour une variable aléatoire X à valeurs dans N,
E(X) =
∑∞
i=0 P(X > i). Ainsi
∑
i≥1 P(Nt > i− 1) =
∑
i≥0 P(Nt > i) = E(Nt) = at et
E
(
1TNt>0(t− TNt)−1+εT
−γ
Nt
) ≤ a2tε−γ+1B(1− γ, ε).
Pour montrer que (t− TNt)−1+ε est intégrable, on décompose d'abord
(t− TNt)−1+ε = (t− TNt)−1+ε1TNt>0 + t−1+ε1TNt=0.
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Le premier terme est intégrable (il suﬃt de prendre γ = 0) et le deuxième terme est
majoré par t−1+ε. 2
La proposition suivante s'appuye sur le lemme 5.3.5 et sert à démontrer le théorème
5.2.5.
Proposition 5.3.6 Sous l'hypothèse 5.1.1
(
eβ|Y1| ∈ L1(Ω,F ,P)), pour tout 0 < ε ≤ 1 et
M ≥ 1 tels que | 2m
Mσ2
| ≤ β, la variable aléatoire (t − TNt)−1+ε exp[ 2mMσ2 (ln bx − ZTNt )] est
P0-intégrable.
Preuve
On conditionne par σ(Nu, u ≤ t) sous l'espérance et E0
[
(t− TNt)−1+ε exp[ 2mMσ2 (ln bx − ZTNt )]
]
est égale à
E
[
(t− TNt)−1+εE
(
exp[
2m
Mσ2
(ln
b
x
−mTNt − σWTNt −
Nt∑
i=1
Yi)] | σ(Nu, u ≤ t)
)]
=e
2m
Mσ2
(ln b
x
)E
[
(t− TNt)−1+εe−
2m2
Mσ2
TNt+
2m2
M2σ2
TNt
(
E
(
e−
2m
Mσ2
Y1
))Nt]
.
Comme M ≥ 1, alors e− 2m
2
Mσ2
TNt+
2m2
M2σ2
TNt ≤ 1. De plus, par le choix de M ,
α = E(e−
2m
Mσ2
Y1) < E(eβ|Y1|) <∞. Ainsi, nous sommes ramenés à montrer que la variable
aléatoire (t− TNt)−1+εαNt est intégrable pour toute valeur de α > 0.
Quand ε = 1, E
[
αNt
]
= eat(α−1) <∞ pour toute valeur de α.
Quand ε < 1, on prend 1 < p < 1
1−ε et q tels que
1
p
+ 1
q
= 1. On applique l'inégalité de
Hölder :
E
[
(t− TNt)−1+εαNt
] ≤ E [(t− TNt)p(−1+ε)] 1p E [αqNt] 1q .
D'une part, E
[
αqNt
]
= eat(α
q−1) <∞ pour toute valeur de α > 0. D'autre part, comme
1 < p < 1
1−ε , alors p(−1+ε) > −1 et d'après le lemme 5.3.5, (t−TNt)p(−1+ε) est intégrable,
d'où la conclusion. 2
Un autre résultat utile pour la preuve du théorème 5.2.5 est la proposition suivante :
Proposition 5.3.7 Sous l'hypothèse 5.1.1
(
eβ|Y1| ∈ L1(Ω,F ,P)), pour tout ε > 0 et
0 < η < 1, la variable aléatoire (t− TNt)−1+ε|ZTNt − ln bx |−η est P0-intégrable.
Preuve
On décompose
E0
(
(t− TNt)−1+ε|ZTNt − ln
b
x
|−η
)
≤ t−1+ε
(
ln
x
b
)−η
+E0
(
1TNt>0(t− TNt)−1+ε|ZTNt − ln
b
x
|−η
)
.
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On conditionne par σ(Nu, u ≤ t) sous l'espérance et E0
(
(t− TNt)−1+ε|ZTNt − ln bx |−η
)
est
majoré par
t−1+ε
(
ln
x
b
)−η
+E0
[
1TNt>0(t− TNt)−1+εE0
(
|mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
|−η | σ(Nu, u ≤ t)
)]
.
Comme W est indépendant de TNt et de Y , on applique le lemme 5.3.3 à G =
WTNt√
TNt
,
d = mTNt +
∑Nt
j=1 Yj − ln bx , c = σ
√
TNt et α = η.
Ainsi E0
[
1TNt>0(t− TNt)−1+εE0
(
|mTNt + σWTNt +
∑Nt
i=1 Yi − ln bx |−η | σ(Nu, u ≤ t)
)]
est
majoré par :
E0
1TNt>0(t− TNt)−1+ε
σ
√
TNt(1− η)
E0
∣∣∣∣∣WTNt√TNt
∣∣∣∣∣
∣∣∣∣∣mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
∣∣∣∣∣
1−η
| σ(Nu, u ≤ t)
 .
On utilise l'inégalité xy ≤ x2+y2
2
pour x =
WTNt√
TNt
et y = (mTNt+σWTNt+
∑Nt
i=1 Yi−ln bx)1−η.
Ensuite on applique l'inégalité x1−η1 ≤ 1+x1 à x1 = (mTNt+σWTNt +
∑Nt
j=1 Yj− ln bx)2 ≥ 0
et on obtient que E0
(
1TNt>0(t− TNt)−1+ε|ZTNt − ln bx |−η
)
est majoré par
E0
[
1TNt>0(t− TNt)−1+ε
2σ
√
TNt(1− η)
E0
(
1 + (mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
)2−2η | σ(Nu, u ≤ t)
)]
≤E0
[
1TNt>0(t− TNt)−1+ε
2σ
√
TNt(1− η)
E0
(
2 + (mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
)2 | σ(Nu, u ≤ t)
)]
=
E0
[
1TNt>0(t− TNt)−1+εT
− 1
2
Nt
]
σ(1− η)
+
E0
[
1τ>TNt>0(t− TNt)−1+εT
− 1
2
Nt
E0
(
(mTNt + σWTNt +
∑Nt
i=1 Yi − ln bx)2 | σ(Nu, u ≤ t)
)]
2σ(1− η) .
(5.5)
Pour le premier terme de (5.5), on applique le lemme 5.3.5 avec γ = 1
2
: la variable
aléatoire 1TNt>0(t−TNt)−1+εT
− 1
2
Nt
est intégrable. Pour le deuxième terme de (5.5) on utilise
l'inégalité (x1+x2+x3+x4)2 ≤ 8(x21+x22+x23+x24) à x1 = mTNt , x2 = σWTNt , x3 =
∑Nt
i=1 Yi
et x4 = −ln bx .
E0
[
1TNt>0(t− TNt)−1+εT
− 1
2
Nt
E0
(
(mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
)2 | σ(Nu, u ≤ t)
)]
≤8E0
[
1TNt>0(t− TNt)−1+εT
− 1
2
Nt
(
m2T 2Nt + σ
2TNt + ln
2 b
x
+ E0
(
(
Nt∑
i=1
Yi)
2 | σ(Nu, u ≤ t)
))]
.
97
On majore m2T 2Nt + σ
2TNt ≤ m2t2 + σ2t et ensuite on décompose selon la valeur de Nt.
E0
[
1TNt>0(t− TNt)−1+εT
− 1
2
Nt
E0
(
(mTNt + σWTNt +
Nt∑
i=1
Yi − ln b
x
)2 | σ(Nu, u ≤ t)
)]
≤8
(
m2t2 + σ2t+ ln2
b
x
)
E0
[
1TNt>0(t− TNt)−1+εT
− 1
2
Nt
]
+8
∑
j≥1
E0
1Tj>01Nt=j(t− Tj)−1+εT− 12j
(
j∑
i=1
Yi
)2 .
La variable aléatoire 1TNt>0(t − TNt)−1+εT
− 1
2
Nt
est intégrable (d'après le lemme 5.3.5 avec
γ = 1
2
).
Maintenant on utilise
(∑j
i=1 Yi
)2
≤ 2j−1∑ji=1 Y 2i et l'indépendance de Y et de Tj.
∑
j≥1
E0
1Tj>01Nt=j(t− Tj)−1+εT− 12j
(
j∑
i=1
Yi
)2
=E
(
Y 21
)∑
j≥1
j2j−1E0
[
1Tj>01Nt=j(t− Tj)−1+εT−
1
2
j
]
.
D'une part, d'après la remarque 5.1.2, E (Y 21 ) < ∞ et d'autre part, en utilisant le même
raisonnement que dans la preuve du lemme 5.3.5, on a :∑
j≥1
j2j−1E(1Tj>01Nt=jT
− 1
2
j (t− Tj)−1+ε) ≤
1
2
∑
j≥1
j
∫
0<s1...<sj<t
(2a)je−asjs
− 1
2
j (t− sj)−1+εdsj...ds1
≤at
ε− 1
2B(1
2
, ε)
2
∑
j≥1
j
(2at)j
j!
=a2tε+
1
2B(
1
2
, ε)e2at.
2
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6. L'intensité d'un temps d'arrêt
Le but de ce chapitre est de donner quelques exemples d'utilisation de la densité d'un
temps d'arrêt S, plus précisément lors du calcul de l'intensité de S associée à une certaine
ﬁltration.
A un G-temps d'arrêt S est associé le processus croissant càdlàg HS : t 7→ 1S≤t et FHS
la ﬁltration complétée càd engendrée par ce processus FHSt = σ(HSs , s ≤ t). Dans la
suite nous introduisons les notions de fonction intensité et de processus intensité associée
à une ﬁltration F non nécessairement égale à G. Puis nous calculons la fonction intensité
dans le cas particulier où V est le processus introduit dans la section 5.1 et le temps
d'arrêt S = τ = inf{t ≥ 0 : Vt ≤ b} (section 6.1), nous montrons qu'il n'existe pas de
FV -intensité lorsque σ > 0 et nous ﬁnissons avec le calcul de l'intensité associée à une
ﬁltration engendrée par un processus continu qui est une information bruitée du signal V
(section 6.2).
6.1. La fonction intensité d'un temps d'arrêt
6.1.1. Généralités
Nous rappelons quelques déﬁnitions et résultats de [42]. Dans toute cette section
(Ω,G, (Gt)t≥0,P) est un espace de probabilité ﬁltré.
Déﬁnition 6.1.1 L'intensité d'un G-temps d'arrêt S, lorsqu'elle existe, est une fonction
mesurable positive, non identiquement nulle, notée λ, telle que le processus
t 7→ Dt = 1S≤t −
∫ t
0
1S>uλ(u)du
soit une (P, FHS. ) -martingale.
La fonction intensité est appelée aussi FHS -intensité.
La notion de "fonction intensité" est liée à la notion de FHS -projection duale prévisible
du processus croissant HS appelée aussi FHS -compensateur. Nous rappelons la déﬁnition
du FHS -compensateur conformément à [77] page 305.
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Déﬁnition 6.1.2 Soit H un processus croissant intégrable tel que H0 = 0 et FH la
ﬁltration complétée càd engendrée par ce processus. Alors il existe un unique processus
croissant A, FH-prévisible, càdlàg, A0 = 0 tel que le processus H − A soit une
FH-martingale. Le processus A est la FH-projection duale prévisible de H.
Si la fonction intensité d'un G-temps d'arrêt S existe alors le processus
t 7→ At =
∫ t
0
1S>uλ(u)du
est la FHS -projection duale prévisible de HS.
En suivant [42], nous faisons l'hypothèse suivante :
Hypothèse 6.1.3 Le temps d'arrêt S vériﬁe
P(S = 0) = 0 et pour tout t > 0, P(S > t) > 0.
Dans [42], l'auteur déﬁnit la fonction intensité de S comme étant la fonction positive
λ(t) = fS(t)
1−FS(t) , t ≥ 0 où FS est la fonction de répartition de S et fS sa dénsité. Nous
reprenons et complétons la preuve du lemme 2.3 page 6 de ce travail aﬁn de montrer que
notre déﬁnition et celle de [42] sont équivalentes :
Proposition 6.1.4 Soit S un temps d'arrêt vériﬁant l'hypothèse 6.1.3. Le temps d'arrêt
S admet une FHS -intensité si et seulement si S admet une densité par rapport à la mesure
de Lebesgue, notée fS.
Dans ce cas la FHS -intensité est unique et égale à
λ(t) =
fS(t)
1− FS(t) , t ≥ 0
où FS est la fonction de répartition de S.
La démonstration de cette proposition repose sur le lemme suivant démontré dans [42] :
Lemme 6.1.5 (lemme 2.1 page 4 de [42])
Soit S un temps d'arrêt vériﬁant l'hypothèse 6.1.3. Pour toute variable aléatoire Y appar-
tenant à L1(Ω, P, G) et pour tout s > 0
E(Y |FHSs ) = 1S≤sE(Y |S) + 1S>s
E(1S>sY )
P(S > s)
.
En prenant Y = 1S>t, pour t > s dans le lemme 6.1.5 nous obtenons :
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Corollaire 6.1.6 Sous l'hypothèse 6.1.3, pour tout t > s,
P(S > t | FHSs ) = 1S>sP(S > t | S > s).
Preuve de la proposition 6.1.4
1) Condition suﬃsante
Supposons que S admette une densité par rapport à la mesure de Lebesgue notée fS.
Nous posons λ(t) = fS(t)
1−FS(t) , t ≥ 0. Vériﬁons que (1S≤t −
∫ t
0
1S>uλ(u)du, t ≥ 0) est une
(P, FHS. ) -martingale.
D'une part, soit t > s. Etant donné que λ est déterministe
E
[∫ t
s
1S>uλ(u)du | FHSs
]
=
∫ t
s
λ(u)P
(
S > u | FHSs
)
du.
Or d'après le corollaire 6.1.6, pour u > s
P(S > u | FHSs ) =1S>sP(S > u | S > s)
=1S>s [1− P(S ≤ u | S > s)]
=1S>s
[
1− FS(u)− FS(s)
1− FS(s)
]
,
d'où
E
[∫ t
s
1S>uλ(u)du | FHSs
]
= 1S>s
1
1− FS(s)
∫ t
s
λ(u) [1− FS(u)] du.
D'après la déﬁnition de λ, nous obtenons
E[
∫ t
s
1S>uλ(u)du | FHSs ] = 1S>s
FS(t)− FS(s)
1− FS(s) . (6.1)
D'autre part, en utilisant le corollaire 6.1.6,
E
[
1S≤t − 1S≤s | FHSs
]
=1S>s − E
[
1S>t | FHSs
]
=1S>sP(S ≤ t | S > s)
=1S>s
FS(t)− FS(s)
1− FS(s) . (6.2)
Ainsi il y a égalité entre les relations (6.1) et (6.2). Nous en déduisons que le processus
t 7→ Dt = 1S≤t −
∫ t
0
1S>uλ(u)du
est une (P, FHS. ) -martingale et que S admet λ pour FHS -intensité.
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2) Condition nécessaire
Réciproquement, si S admet une intensité λ, alors en prenant l'espérance de Dt
FS(t) =
∫ t
0
λ(u)E(1S>u)du
donc FS admet une dérivée par rapport à la mesure de Lebesgue égale à
fS(t) = λ(t)E(1S>t), t ≥ 0,
d'où la forme de λ attendue.
3) Unicité
Supposons maintenant qu'il existe λ˜ : R+ → R une fonction mesurable positive, non
identiquement nulle, telle que le processus
t 7→ 1S≤t −
∫ t
0
1S>uλ˜(u)du
soit une (P, FHS. ) -martingale. Alors le processus t 7→
∫ t
0
1S>u
(
λ˜(u)− λ(u)
)
du est une
(P, FHS. ) -martingale nulle en 0 et∫ t
0
(
λ˜(u)− λ(u)
)
P(S > u)du = 0 pour tout t ≥ 0.
En conséquence
(
λ˜(t)− λ(t)
)
P(S > t) = 0 pour tout t ≥ 0. Or sous l'hypothèse 6.1.3,
P(S > t) > 0 pour tout t ≥ 0, d'où λ˜(t) = λ(t) pour tout t ≥ 0. 2
Remarque 6.1.7 Le temps d'arrêt S admet une FHS -intensité si et seulement si le
FHS -compensateur du processus HS est absolument continu par rapport à la mesure de
Lebesgue. Dans ce cas, si a est la densité de A par rapport à la mesure de Lebesgue, cela
devient
P(S ≤ t) = E(At) =
∫ t
0
E(a(u))du.
Interprétation économique
Dans ce paragraphe nous écrivons la fonction intensité λ sous une autre forme que celle
de la proposition 6.1.4. Cette nouvelle forme nous permettra de donner une interprétation
économique à λ.
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D'après la proposition 6.1.4, λ(t) = fS(t)
1−FS(t) pour tout t ≥ 0. Or fS est la dérivée de la
fonction de répartition FS, donc
λ(t) =limh→0
FS(t+ h)− FS(t)
h(1− FS(t)) = limh→0
P(S ≤ t+ h)− P(S ≤ t)
hP(S > t)
=limh→0
P(t < S ≤ t+ h)
hP(S > t)
= limh→0
P(S ≤ t+ h|S > t)
h
.
Le calcul de l'intensité peut être appliqué dans le domaine ﬁnancier. Ainsi nous consi-
dérons un processus stochastique V représentant la valeur des actifs d'une entreprise et le
temps d'arrêt S = τ = inf{t ≥ 0 : Vt ≤ b} l'instant de liquidation de l'entreprise. Quand
les acteurs du marché (investisseurs, actionnaires d'une entreprise...) ne peuvent pas an-
ticiper la faillite (appelée aussi défaut), ils essaient de calculer la probabilité d'apparition
du défaut à chaque l'instant t en fonction de l'information dont ils disposent.
Pour un intervalle de temps ∆h assez petit, la probabilité conditionnelle à l'instant t,
que le défaut se produise entre t et t + ∆h (c'est à dire P(S ≤ t + ∆h | S > t)) est de
l'ordre de λ(t)∆h. Ainsi, les agents dont la seule information à chaque instant t est si
l'instant de liquidation est survenu ou pas, essaient de calculer la fonction intensité λ.
6.1.2. Un exemple : l'intensité d'un temps d'atteinte dans le cas
d'un processus mixte diﬀusion-sauts
Dans cette sous-section nous calculons la fonction intensité dans le cas particulier où
S = τ = inf{t ≥ 0 : Vt ≤ b} et V est le processus introduit dans la section 5.1 :
V = xeZ où Zt = mt+ σWt +
Nt∑
i=1
Yi, t ≥ 0,
x > 0, σ > 0, m ∈ R, (Wt, t ≥ 0) est un mouvement brownien standard, (Nt, t ≥ 0)
un processus de Poisson d'intensité constante positive a, (Yi, i ∈ N∗) est une suite de
variables aléatoires indépendantes.
Dans la suite la fonction de répartition de τ est notée Fτ :
Fτ (t, x) = Px(τ ≤ t) pour tout t ≥ 0.
Sous l'hypothèse 5.1.1, nous rappelons que la fonction Fτ est dérivable en t et sa dérivée
introduite dans le théorème 5.2.5 est notée fτ .
Proposition 6.1.8 Soit le processus V et τ le temps d'arrêt déﬁni par
τ = inf{u ≥ 0 : Vu ≤ b} avec b ∈]0, x[. Alors sous l'hypothèse 5.1.1,
1) Fτ (t, x) < 1 pour tout t > 0,
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2) La fonction intensité de τ existe et elle est égale à λ introduite dans la proposition
6.1.4, c'est à dire que le processus
t 7→ Dt = 1τ≤t −
∫ t
0
1τ>u
fτ (u, x)
1− Fτ (u, x)du
est une (P, FHτ. )-martingale.
Preuve
1) On se propose de montrer que P(τ ≥ t) < 1 pour tout t > 0, soit Px(τ > t) > 0 pour
tout t > 0.
Supposons par l'absurde qu'il existe t0 > 0 tel que Px(τ > t0) = 0. Alors pour tout
t ≥ t0, Px(τ ≤ t) = 1 et la dérivée de la fonction de répartition de τ est nulle : fτ (t, x) = 0
Px-presque sûrement pour tout t ≥ t0, soit
aEx
(
1τ>tFY (ln
b
Vt
)
)
+ Ex
(
1τ>TNtf(t− TNt , ln
b
VTNt
)
)
= 0.
Comme τ ≤ t Px-presque sûrement, la première espérance est nulle, donc pour tout t ≥ t0 :
Ex
(
1τ>TNtf(t− TNt , ln
b
VTNt
)
)
= 0.
D'une part t− TNt > 0 Px-presque sûrement et d'autre part sur l'événement
{ω : τ(ω) > TNt(ω)}, ln bVTNt < 0. La fonction f(u, z) > 0, pour tout u > 0 et z < 0 donc
pour tout t ≥ t0 Px-presque sûrement 1τ>TNt = 0, en particulier 1τ>TNt0 = 0.
Or 1τ>TNt0 =
∑
n≥0 1Nt0=n1τ>Tn . Donc pour tout n ≥ 0, le produit 1Nt0=n1τ>Tn est nul
Px-presque sûrement, en particulier 1Nt0=01τ>0 ce qui n'est pas vrai puisque
Ex
(
1Nt0=01τ>0
)
= Px(Nt0 = 0)Px(τ¯ > 0) = e−at0 6= 0.
2) D'après la proposition 6.1.4 et le théorème 5.2.5, pour démontrer que la fonction in-
tensité de τ existe, il suﬃt de montrer que τ vériﬁe l'hypothèse 6.1.3.
La première condition, c'est à dire Px(τ = 0) = Px(τ¯ = 0) = 0, est satisfaite dès que
x > b. D'après 1), la deuxième condition, c'est à dire Px(τ > t) > 0 pour tout t > 0, est
également vériﬁée.
On conclut avec la proposition 6.1.4. 2
Corollaire 6.1.9 Le processus t 7→ Hτt = 1τ≤t est une (P, FHτ. )-semimartingale de
décomposition
t 7→ 1τ≤t = Dt +
∫ t
0
1τ>u
fτ (u, x)
1− Fτ (u, x)du
avec D une (P, FHτ. )-martingale.
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6.2. L'intensité d'un temps d'arrêt associée à une
ﬁltration F
Nous reprenons l'approche de [42] que nous complétons avec des résultats de [25] et
[68] sur la projection duale prévisible. Dans ce paragraphe, nous considérons la situation
suivante :
Soit (Ω,G, (Gt)t≥0,P) un espace de probabilité ﬁltré et S un G-temps d'arrêt. Nous
rappelons qu'à ce temps d'arrêt est associé le processus croissant càdlàg
HS : t 7→ 1S≤t
et FHS la ﬁltration complétée càd engendrée par ce processus.
Soit F = (Ft, t ≥ 0) une ﬁltration donnée (S n'étant pas nécessairement un F -temps
d'arrêt). On déﬁnit alors la ﬁltration càd I = F ∨ FHS , c'est à dire
It =
⋂
s>t
Fs ∨ FHSs pour tout t ≥ 0.
Dans ce cas S est un (It, t ≥ 0) temps d'arrêt. On note F∞ =
∨
t≥0Ft et I∞ =
∨
t≥0 It.
Remarque 6.2.1 Le processus HS est càd, croissant, positif et borné par 1, c'est une
(P, I)-sousmartingale de classe D (donc une (P, I)-semimartingale d'après le théorème
2.18 page 32 de [37]). D'après le théorème de décomposition de Doob ( voir par exemple
théorème 4.10 page 24 de [44] et chapitre VII de [26]), ce processus se met sous la forme
HS = D + A
où D est une (P, I)-martingale uniformément intégrable, nulle en 0 et A est un processus
càd, (P, I)-prévisible, intégrable, croissant et nul en 0 (A est le (P, I)-compensateur
prévisible du processus HS).
Le processus A peut être approché par des processus croissants construits explicitement
à partir de HS (théorème T54 page 121 de [25] ou théorème T29 de [68]).
Proposition 6.2.2 Soit (Ah)h∈]0,1] la famille de processus déﬁnis par
Aht =
1
h
∫ t
0
[
E(HSs+h | Is)−HSs
]
ds, t ∈ R+, h ∈]0, 1].
Pour tout t ∈ R+ on a, au sens de la topologie faible σ(L1, L∞) :
At = limh→0Aht
c'est à dire E(ZAt) = limh→0E(ZAht ) pour toute variable aléatoire positive bornée
I∞-mesurable Z.
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On reprend ici la preuve de [25] en fournissant une preuve un peu plus détaillée.
Preuve
Pour t ≥ 0 on pose Mt = E(Z | It). Le processus (Mt, t ≥ 0) est une (P, I)-martingale
bornée continue à droite.
La relation E(ZAt) = limh→0E(ZAht ) est équivalente à la relation
E(MtAt) = limh→0E(MtAht ).
D'après le théorème T47 page 93 de [25], cette dernière relation s'écrit
E
(∫ t
0
MsdAs
)
= limh→0E
(∫ t
0
MsdA
h
s
)
. (6.3)
D'après la déﬁnition de Ah et comme Hs est Is-adapté
E
(∫ t
0
MsdA
h
s
)
=
1
h
E
(∫ t
0
MsE
(
HSs+h −HSs | Is
)
ds
)
.
En utilisant la décomposition de HS (HS = D + A), nous obtenons
E
(∫ t
0
MsdA
h
s
)
=
1
h
E
(∫ t
0
MsE (As+h − As | Is) ds
)
.
Or Ms est Is-mesurable
MsE(As+h − As | Is) = E (Ms(As+h − As) | Is)
et comme le termeMs(As+h−As) est positif on peut intervertir l'espérance et l'intégrale :
1
h
E
(∫ t
0
E (Ms(As+h − As) | Is) ds
)
=
1
h
E
(∫ t
0
Ms(As+h − As)ds
)
. (6.4)
D'après le théorème de Fubini-Tonelli,
1
h
∫ t
0
Ms(As+h − As)ds =1
h
∫ t
0
Ms
(∫ s+h
s
dAu
)
ds
=
1
h
∫ t+h
0
(∫ t∧u
(u−h)+
Msds
)
dAu (6.5)
où (x)+ = max(0, x).
Or pour 0 ≤ u ≤ t+ h,
1
h
∫ t∧u
(u−h)+
Msds ≤ 1
h
(t ∧ u− (u− h)+)||Z||∞ ≤ ||Z||∞.
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En eﬀet
t ∧ u− (u− h)+ ≤ u− (u− h)+ =
{
h si u ≥ h
u si u < h
et dans tous les cas t ∧ u− (u− h)+ ≤ h.
Ainsi
∣∣∣ 1h ∫ t+h0 (∫ t∧u(u−h)+ Msds) dAu∣∣∣ ≤ ||Z||∞A∞ et converge presque sûrement vers ∫ t0 Mu−dAu
quand h tend vers 0 car M est borné càdlàg. Donc d'après le théorème de convergence
dominée dans (6.4),
limh→0E
(
1
h
∫ t
0
Ms(As+h − As)ds
)
= E
(∫ t
0
Mu−dAu
)
.
Mais A est un processus prévisible, donc d'après le théorème T27 page 105 de [25],
E
(∫ t
0
Mu−dAu
)
= E
(∫ t
0
MudAu
)
et la relation (6.3) est démontrée. 2
Remarque 6.2.3 Si le processus A est continu, alors la convergence a lieu dans L1 (théo-
rème T37, page 165 de [68])
At =
L1 limh→0Aht .
Corollaire 6.2.4 Supposons que le (P, I)-compensateur prévisible A du processus crois-
sant HS est absolument continu par rapport à la mesure de Lebesgue, de dérivée notée a.
Si cette dérivée est un processus I-adapté, continu dans L1(Ω,P), alors pour tout t ∈ R+ :
a(t) =L
1
limh→0
E
(
HSt+h −HSt |It
)
h
.
Preuve
Soit t > 0.
E
(∣∣∣∣∣a(t)− E
(
HSt+h −HSt |It
)
h
∣∣∣∣∣
)
=E
(∣∣∣∣a(t)− E (At+h − At|It)h
∣∣∣∣)
=
1
h
E
(∣∣∣∣E(∫ t+h
t
a(t)− a(u)du|It
)∣∣∣∣) .
D'où
E
(∣∣∣∣∣a(t)− E
(
HSt+h −HSt |It
)
h
∣∣∣∣∣
)
≤ 1
h
∫ t+h
t
E (|a(t)− a(u)|) du.
On conclut en faisant tendre h vers 0. 2
A présent nous pouvons déﬁnir la notion d'intensité associée à la ﬁltration F .
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Déﬁnition 6.2.5 La F-intensité du temps d'arrêt S, si elle existe, est un processus
(P, F)-adapté positif, non identiquement nul, noté λF , tel que le processus
t 7→ Dt = 1S≤t −
∫ t
0
1S>uλ
F(u)du
soit une (P, I)-martingale.
La F -intensité existe si et seulement si le (P, I)-compensateur prévisible de HS est
absolument continu. Dans ce cas le (P, I)-compensateur prévisible de HS est de la forme
At =
∫ t
0
1S>uλ
F(u)du, t ≥ 0.
Si la F -intensité existe et le processus t 7→ 1S>tλF(t) est continu dans L1(Ω,P), alors
d'après le corollaire 6.2.4, pour tout t ∈ R+
1S>tλ
F(t) =L
1
limh→0
P (t < S ≤ t+ h|It)
h
,
d'où l'intérêt des économistes pour ce type d'étude. En eﬀet V peut représenter la valeur
des actifs d'une entreprise, S l'instant de défaut et P (t < S ≤ t+ h|It) la probabilité
d'apparition du défaut entre t et t + h, calculée par les agents qui à chaque instant t
disposent de l'information It.
Deux situations seront présentées : quand S est un F -temps d'arrêt et quand S n'est
pas un F -temps d'arrêt.
6.2.1. Cas où S est un F-temps d'arrêt
Généralités
Si S est un F -temps d'arrêt, alors F = I et dans la déﬁnition 6.2.5, D est une (P, F)-
martingale.
Nous reprenons les notations de [77] et nous nous plaçons dans un cadre particulier,
plus précisement quand la ﬁltration F est engendrée par un processus de Feller.
Soit X un processus de Feller de loi initiale µ, F0 la ﬁltration engendrée par X :
F0t = σ(Xs, s ≤ t) et Fµ "l'augmentation habituelle" de F0. Soit S > 0 un Fµ-temps
d'arrêt. Nous nous intéressons aux conditions nécessaires et suﬃsantes pour l'existence de
la Fµ-intensité de S.
On introduit les Fµ-temps d'arrêt suivants :
S1 =
{
S si XS = XS−
+∞ si XS 6= XS− ou S =∞, S2 =
{
S si XS 6= XS−
+∞ si XS = XS− ou S =∞.
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Les deux résultats suivants démontrés dans [77] permettent de caractériser les temps
d'arrêt S1 et S2 :
Théorème 6.2.6 (théorème de Meyer page 338 de [77])
Soit X un processus de Feller de loi initiale µ. On introduit F0 la ﬁltration engendrée par
X : F0t = σ(Xs, s ≤ t) et Fµ "l'augmentation habituelle" de F0. Soit S > 0 un Fµ-temps
d'arrêt. Les deux assertions suivantes sont équivalentes :
(1) S est un Fµ-temps d'arrêt prévisible.
(2) XS = XS−, Pµ-presque sûrement sur {ω : S(ω) <∞}.
Corollaire 6.2.7 (corollaire 15.2 page 338 de [77])
Un Fµ-temps d'arrêt S est totalement inaccessible si et seulement si XS 6= XS− sur
{ω : 0 < S(ω) <∞}.
Ainsi d'après le théorème de Meyer 6.2.6 et le corollaire 6.2.7, le temps d'arrêt S1 est
Fµ-prévisible et S2 est Fµ-totalement inaccessible.
Remarque 6.2.8 (1) Soit HS1 le processus croissant càdlàg HS1 : t 7→ 1S1≤t. Comme S1
est un Fµ-temps d'arrêt prévisible, alors HS1 est sa propre Fµ-projection duale prévisible.
Donc S1 n'admet pas de Fµ-intensité.
(2) En utilisant le théorème 21.10 page 352 de [77], comme S2 est un Fµ-temps d'arrêt
totalement inaccessible, alors sa Fµ-projection duale prévisible est continue.
Remarque 6.2.9 Si de plus le temps d'arrêt S2 admet une Fµ-intensité, alors sa fonction
de répartition est dérivable. En eﬀet si S2 admet une Fµ-intensité notée λ2, alors la
décomposition de la (P, Fµ. )-semimartingale HS2 : t 7→ 1S2≤t est
HS2t = Dt +
∫ t
0
1S2>uλ2(u)du, t ≥ 0.
En prenant l'espérance
PX0(S2 ≤ t) = EX0
(∫ t
0
1S2>uλ2(u)du
)
=
∫ t
0
EX0 (1S2>uλ2(u)) du.
Une condition suﬃsante pour l'existence de la Fµ-intensité de S2, serait une "bonne
forme" de la dérivée de sa fonction de répartition, comme dans le lemme suivant :
Lemme 6.2.10 On suppose qu'il existe un processus λ2 Fµ-adapté, positif, markovien,
non identiquement nul. On note f2 : R+ × R→ R+ la fonction déﬁnie par
f2(t, x) = Ex (1S2>tλ2(t)) .
Si pour tout t ≥ 0 et x ∈ R,
Px(S2 ≤ t) =
∫ t
0
f2(u, x)du,
alors le temps d'arrêt S2 admet pour Fµ-intensité le processus λ2.
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Preuve
Il suﬃt de montrer que le processus t → 1S2≤t −
∫ t
0
1S2>uλ2(u)du est une (P, Fµ)-
martingale.
Soit (h, t) ∈ R2+. En utilisant la propriété de Markov,
PX0(t < S2 ≤ t+ h | Fµt ) =1S2>tPXt(S2 ≤ h)
=1S2>t
∫ h
0
EXt (1S2>uλ2(u)) du.
Comme le processus λ2 est markovien, alors
1S2>t
∫ h
0
EXt (1S2>uλ2(u)) du =
∫ h
0
EX0 (1S2>u+tλ2(u+ t) | Fµt ) du.
On conclut avec le changement de variable u→ u+ t et le théorème de Fubini. 2
Une conséquence de la remarque 6.2.8 et du lemme 6.2.10 est le résultat suivant :
Théorème 6.2.11 (1) Si PX0(S1 =∞) = 1 et S2 vériﬁe les hypothèses du lemme 6.2.10,
alors le temps d'arrêt S admet une Fµ-intensité.
(2) Si PX0(S1 =∞) < 1, alors le Fµ-compensateur de S est de la forme
t 7→ At = 1S1≤t + A2t
avec A2 le Fµ-compensateur de S2. Dans ce cas le temps d'arrêt S n'admet pas de Fµ-
intensité.
Preuve
(1) Si PX0(S1 = ∞) = 1, alors S = S2 PX0-presque sûrement. On conclut avec le lemme
6.2.10.
(2) La clé de la preuve est de remarquer que 1S≤t = 1S1≤t+1S2≤t pour tout t ≥ 0. Ensuite
le processus
t 7→ 1S≤t − 1S1≤t − A2t
est une Fµ-martingale.
Le processus t 7→ 1S1≤t + A2t est un processus croissant, Fµ-prévisible nul en 0 (il
est la somme de deux processus croissants Fµ-prévisibles, nuls en 0). Mais à cause de
l'indicatrice 1S1≤t, ce processus n'est pas absolument continu, donc S n'admet pas de
Fµ-intensité. 2
Dans la suite nous nous intéressons aux conditions vériﬁées par la Fµ-intensité de S
lorsqu'elle existe.
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Lemme 6.2.12 Si le Fµ-temps d'arrêt S admet une Fµ-intensité notée λF , alors pour
tout t ∈ R+ et u ∈ R+
1S>tEXt
[
1S>uλ
F(u)
]
= EX0
[
1S>u+tλ
F(u+ t) | Fµt
]
du⊗ dP-presque sûrement.
Preuve
Comme S admet une Fµ-intensité, alors la décomposition de la (P, Fµ. )-semimartingale
HS est
HSt = Dt +
∫ t
0
1S>uλ
F(u)du, t ≥ 0.
Ainsi, d'une part pour tout couple (h, t) ∈ R2+,
PX0 (t < S ≤ t+ h | Fµt ) = EX0
[∫ t+h
t
1S>uλ
F(u)du | Fµt
]
,
soit en utilisant le théorème de Fubini Tonelli,
PX0 (t < S ≤ t+ h | Fµt ) =
∫ t+h
t
EX0
[
1S>uλ
F(u) | Fµt
]
du. (6.6)
D'autre part, en utilisant la propriété de Markov,
PX0 (t < S ≤ t+ h | Fµt ) =1S>tEXt (1S≤h)
=1S>t
∫ h
0
EXt
[
1S>uλ
F(u)
]
du
=
∫ t+h
t
1S>tEXt
[
1S>u+tλ
F(u+ t)
]
du. (6.7)
Pour passer de la première égalité à la deuxième nous avons utilisé la décomposition de
HS et le théorème de Fubini, puis pour la dernière égalité nous avons fait le changement
de variable u→ u+ t.
Ainsi pour tout couple (h, t) ∈ R2+, les deux relations (6.6) et (6.7) sont égales, d'où la
conclusion. 2
Si le temps d'arrêt S admet une FHS -intensité et également une Fµ-intensité, alors il
existe une relation entre les deux, donnée par le lemme suivant.
Lemme 6.2.13 Si le temps d'arrêt S admet une FHS -intensité notée λ et une Fµ-
intensité notée λF , alors pour tout u ≥ 0,
1S>uλ(u) = 1S>uEX0
(
λF(u) | FHSu
)
.
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Preuve
Il suﬃt de vériﬁer que le processus
t 7→ 1S≤t −
∫ t
0
1S>uEX0
(
λF(u) | FHSu
)
du
est une (P, FHS. )-martingale.
Soit (h, t) ∈ R2+, comme FHSt ⊂ Fµt , alors en conditionnant par Fµt sous l'espérance
conditionnelle,
PX0
(
t < S ≤ t+ h | FHSt
)
= EX0
[
EX0 (1t<S≤t+h | Fµt ) | FH
S
t
]
.
Or EX0 (1t<S≤t+h | Fµt ) = EX0
(∫ t+h
t
1S>uλ
F(u)du | Fµt
)
, d'où
PX0
(
t < S ≤ t+ h | FHSt
)
=EX0
[
EX0
(∫ t+h
t
1S>uλ
F(u)du | Fµt
)
| FHSt
]
=EX0
[∫ t+h
t
1S>uλ
F(u)du | FHSt
]
.
D'après le théorème de Fubini,
PX0
(
t < S ≤ t+ h | FHSt
)
=
∫ t+h
t
EX0
[
1S>uλ
F(u) | FHSt
]
du.
On conditionne par FHSu sous l'espérance conditionnelle et on conclut en appliquant à
nouveau le théorème de Fubini. 2
Le lemme 6.2.13 reste vrai pour toute ﬁltration Fµ, non nécessairement engendrée par
un processus de Feller-Dynkin.
Un exemple : calcul de la projection duale prévisible d'un temps d'atteinte dans
le cas d'un processus mixte diﬀusion-sauts
Dans ce paragraphe nous montrons que dans le cas particulier où V est le processus
introduit dans la section 5.1 et S = τ = inf{t ≥ 0 : Vt ≤ b}, si σ 6= 0, il n'existe pas de
FV -intensité.
Le processus Z étant de Lévy, d'après l'exercice 4 page 39 de [4], c'est un processus
de Feller. Ainsi nous pouvons appliquer les résultats démontrés auparavant. Comme pour
le cas d'un temps d'arrêt quelconque S, on décompose τ = τ1 ∧ τ2 avec τ1 un FV -temps
d'arrêt prévisible et τ2 FV -totalement inaccessible.
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Remarque 6.2.14 Le temps d'arrêt τ2 coïncide avec un instant de saut Tn du processus
de Poisson où n ∈ N∗ est tel que τ = Tn et Yn 6= 0, c'est à dire
∀ω ∃n(ω) tel que τ2(ω) = Tn(ω)(ω).
Proposition 6.2.15 Soit f2 : R+×]b,∞[→ R+ la fonction déﬁnie par
f2(t, x) = aEx
(
1τ>tFY (ln
b
Vt
)
)
.
Alors pour tout t ≥ 0, Px(τ2 ≤ t) =
∫ t
0
f2(u, x)du.
Preuve
La preuve est faite en deux étapes. Nous montrons d'abord que la fonction de répartition
de τ2 est dérivable en 0 à droite, ensuite qu'elle est dérivable en tout t > 0.
• 1-ère étape limh→0Px(τ≤h)h existe et est égale à aFY (ln bx).
On suit le même raisonnement que dans la preuve de la proposition 5.2.1. On décompose
Px(τ2 ≤ h) = Px(τ2 ≤ h,Nh = 0) + Px(τ2 ≤ h,Nh = 1) + Px(τ2 ≤ h,Nh ≥ 2). (6.8)
Le premier terme du membre droite de (6.8) est nul, puisque τ2 coïncide avec un instant de
saut du processus de Poisson (remarque 6.2.14) et Px(τ2≤h,Nh≥2)
h
est majoré par Px(Nh≥2)
h
qui tend vers 0 quand h tend vers 0.
Le deuxième terme du membre droite de (6.8) s'écrit :
Px(τ2 = T1, Nh = 1) =Px(τ = T1, Y1 6= 0, T1 ≤ h < T2)
=P0(τ¯ln b
x
> T1, Z¯T1 + Y1 ≤ ln
b
x
, Y1 6= 0, T1 ≤ h < T2)
=
∫ h
0
ae−as1
∫ ∞
h−s1
ae−as2E0(1τ¯
ln bx
>s11Y1≤ln bx−Z¯s11Y1 6=0)ds2ds1
=ae−ah
∫ h
0
E0[1τ¯
ln bx
>s11Y1≤ln bx−Z¯s11Y1 6=0]ds1.
Le terme 1τ¯
ln bx
>s11Y1≤ln bx−Z¯s11Y1 6=0 est positif, majoré par 1 et converge presque sûrement
vers 1Y1≤ln bx1Y1 6=0 quand s1 tend vers 0. D'après le théorème de convergence dominée
lims1→0Ex(1τ¯ln bx>s1
1Y1≤ln bx−Z¯s11Y1 6=0) = Ex(1Y1≤ln bx1Y1 6=0).
Or x > b, donc ln b
x
< 0 et 1Y1≤ln bx1Y1 6=0 = 1Y1≤ln bx , d'où h 7→ Px(τ = T1, Nh = 1) est une
fonction dérivable en 0 de dérivée aFY
(
ln b
x
)
.
• 2ème étape La fonction t 7→ Px(τ2 ≤ t) est dérivable en tout t > 0 de dérivée
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aEx
(
1τ>tFY (ln
b
Vt
)
)
.
Comme dans la preuve du théorème 5.2.5, on décompose
Px(t < τ2 ≤ t+ h) =Px(t < τ2 ≤ t+ h, Nt+h −Nt = 0) + Px(t < τ2 ≤ t+ h, Nt+h −Nt = 1)
+Px(t < τ2 ≤ t+ h, Nt+h −Nt ≥ 2). (6.9)
Le premier terme du membre droite de (6.9) est nul puisque τ2 coïncide avec un instant
de saut du processus de Poisson et limh→0
Px(t<τ2≤t+h, Nt+h−Nt≥2)
h
= 0. En utilisant la
propriété de Markov, le deuxième terme du membre droite de (6.9) s'écrit
Px(t < τ2 ≤ t+ h, Nt+h −Nt = 1) = Ex(1τ2>tPVt(τ2 ≤ h, Nh = 1)).
D'après la première étape
PVt (τ2≤h, Nh=1)
h
converge vers aEVt(1Y1≤ln bVt
) et est majoré par
PVt (Nh=1)
h
= ae−ah ≤ a. On peut appliquer le théorème de convergence dominée, d'où le
résultat. 2
Ainsi, les hypothèses du lemme 6.2.10 sont vériﬁées. Nous avons le résultat suivant :
Proposition 6.2.16 Le temps d'arrêt τ2 admet 1τ2>taFY (ln
b
Vt
) pour FV -intensité.
Une conséquence du théorème 6.2.11 est la proposition suivante :
Proposition 6.2.17 La FV -projection duale prévisible du processus (Hτt = 1τ≤t, t ≥ 0)
est égale à 1τ1≤t +
∫ t
0
1τ2>uaFY (ln
b
Vu
)du, t ≥ 0. De plus τ n'admet pas de FV -intensité.
Remarque 6.2.18 Si m = σ = 0, alors τ coïncide avec un instant de saut de N et il
admet une FV -intensité égale à
λV (t) = aFY (ln
b
Vt
), t ≥ 0.
Dans ce cas, en utilisant d'abord la propriété de Markov et ensuite la dérivée en 0 de la
fonction de répartition de τ (voir première étape de la preuve de la proposition 6.2.15),
on a
limh→0
P
(
t < τ ≤ t+ h|FVt
)
h
= 1τ>tlimh→0
PVt(τ ≤ h)
h
= 1τ>taFY (ln
b
Vt
) = 1τ>tλ
V (t).
Cette égalité permet de donner une interprétation économique à λV . Supposons que, à
chaque instant t, les actionnaires d'une entreprise sont complètement informés sur la
valeur des actifs de la ﬁrme décrite par l'intermédiaire du processus V et que τ est l'instant
de défaut de l'entreprise. Les actionnaires calculent la probabilité d'apparition du défaut
en fonction de l'information dont ils disposent ; ainsi pour un instant ∆h assez petit, la
probabilité d'apparition du défaut entre t et t+∆h est de l'ordre de 1τ>tλ
V (t)∆h.
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D'après la proposition 6.2.17, la FV -projection duale prévisible du processus Hτ est
égale à At = 1τ1≤t+
∫ t
0
1τ2>uaFY (ln
b
Vu
)du, t ≥ 0. En utilisant la proposition 6.2.2, A peut
être approché par des processus croissants construits explicitement à partir de Hτ :
Corollaire 6.2.19 Pour tout t ∈ R+ on a, au sens de la topologie faible σ(L1, L∞) :
1τ1≤t +
∫ t
0
1τ2>uaFY (ln
b
Vu
)du = limh→0
1
h
∫ t
0
1τ>sPx(τ ≤ s+ h|FVs , τ > s)ds.
6.2.2. Un cas où S n'est pas un F-temps d'arrêt
Un cas intéressant où S n'est pas un F -temps d'arrêt est celui quand S = τ et la
ﬁltration F est engendrée par une information bruitée.
Dans la suite nous plaçons dans le cas particulier où V est le processus introduit dans
la section 5.1, S = τ = inf{t ≥ 0 : Vt ≤ b} et la ﬁltration F (notée désormais FQ) est
engendrée par un processus continu Q de la forme
Qt =
∫ t
0
h(Vs)ds+Bt, t ≥ 0
avec h : R+ → R une fonction borélienne et (Bt, t ≥ 0) un mouvement brownien indé-
pendant de (Wt, t ≥ 0), (Nt, t ≥ 0), (Yi, i ∈ N∗). Dans ce cas τ n'est pas un F temps
d'arrêt. La ﬁltration I est ici I = FQ ∨ FHτ .
Ce modèle s'inspire du modèle de Duﬃe et Lando [27] où le processus V est un mou-
vement brownien géométrique et la ﬁltration F est de la forme
Ft = σ({Qt1 , ..., Qtn ; t1 < ... < tn ≤ t})
où Qti = ln
(
Vti
V0
)
+ Ui, i ∈ N∗ et (Ui, i ∈ N∗) est une suite de variables aléatoires
indépendantes et identiquement distribuées de loi gaussienne centrée réduite.
L'observation est de la forme qt = Vt+Ut avec U un bruit blanc. Comme il est équivalent
d'observer σ(qs, s ≤ t) ou σ(
∫ s
0
qudu, s ≤ t), on considère plutôt que le processus observé
est (Qt, t ≥ 0),
Qt =
∫ t
0
Vsds+Bt,
où (Bt, t ≥ 0) est un mouvement brownien indépendant de (Vt, t ≥ 0).
Il s'agit d'un problème de ﬁltrage et nous allons opérer par un changement de probabilité
comme cela est habituel dans le cas du ﬁltrage. C'est pourquoi nous prenons h une fonction
borélienne bornée (au lieu de h l'identité).
Nous construisons d'abord un espace de probabilité ﬁltré, produit des espaces associés
aux deux mouvements browniens W,Q et au processus de Poisson composé (N, Yi). Cet
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espace est muni d'une mesure de probabilité P dite de référence. Sur cet espace nous
considérons les processus Q et V solutions d'un système stochastique diﬀérentiel. La
probabilité "réelle" P est construite de façon absolument continue par rapport à P, aﬁn
que, les processus Q et V vériﬁent sous P le système suivant :{
Vt = x+ (m+
σ2
2
)
∫ t
0
Vs−ds+ σ
∫ t
0
Vs−dWs +
∫ t
0
∫
R(e
y − 1)Vs−N(ds, dy)
Qt =
∫ t
0
h(Vs)ds+Bt, t ∈ R+ (6.10)
où N est la mesure aléatoire associée aux sauts de V.
Soit (ΩQ,FQ, (FQt )t≥0,PQ) (respectivement (ΩW ,FW , (FWt )t≥0,PW )) un espace mesuré
sur lequel nous considérons Q˜ (respectivement W ) un mouvement brownien sur R. L'es-
pace (ΩN ,FN , (FNt )t≥0,PN) est un espace mesuré sur lequel (Yi, i ∈ N∗) est une suite de
variable aléatoires indépendantes de fonction de répartition FY et N est une une mesure
aléatoire de Poisson d'intensité Π(dt, A) = a
∫
A
FY (dy)dt avec a une constante positive.
Nous déﬁnissons :
Ω = ΩQ × ΩW × ΩN , FQ,W,N = FQ ×FW ×FN
P= PQ ⊗ PW ⊗ PN , FQ,W,Nt = FQt ⊗FWt ⊗FNt , t ∈ R+.
Sous P, nous considérons le système d'équations diﬀérentielles stochastiques suivant :{
Vt = x+ (m+
σ2
2
)
∫ t
0
Vs−ds+ σ
∫ t
0
Vs−dWs +
∫ t
0
∫
R(e
y − 1)Vs−N(ds, dy)
Qt = Q˜t, t ∈ R+. (6.11)
Remarque 6.2.20 D'après la construction ci-dessus
i) (W, Q) est un (P, FQ,W,N. )-mouvement brownien sur R2,
ii) N est une mesure ponctuelle de (P, FQ,W,N. )-intensité Π(dt, A) = a
∫
A
FY (dy)dt.
Nous supposons que la fonction h vériﬁe l'hypothèse suivante :
Hypothèse 6.2.21 E
(
e
R T
0 h
2(Vs)ds
)
<∞ pour tout T > 0.
L'hypothèse 6.2.21 est vériﬁée, par exemple, dès que h est une fonction bornée.
Cette hypothèse assure l'existence de la dérivée de Radon Nykodim à horizon ﬁni de
la probabilité réelle P par rapport à la probabilité de référence P. En fait pour que la
dérivée de Radon Nykodim existe, il suﬃt d'imposer E
(
e
1
2
R T
0 h
2(Vs)ds
)
< ∞, mais l'hy-
pothèse 6.2.21 servira plus tard pour la construction des martingales de carré localement
intégrable.
Nous construisons la probabilité P sous laquelle (V, Q) suit le modèle (6.10). Nous
déﬁnissons :
Lt = exp
(∫ t
0
h(Vs)dQs − 1
2
∫ t
0
h2(Vs)ds
)
, t ∈ R+.
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Pour tout T > 0, le processus (Lt∧T , t ∈ R+) est une (P, FQ,W,N. )-martingale unifor-
mément intégrable. Nous ﬁxons T .
Le processus (Lt, t ∈ [0, T ]) satisfait l'équation diﬀérentielle stochastique suivante
Lt = 1 +
∫ t
0
h(Vs)LsdQs, t ∈ [0, T ]
et L est l'exponentielle de Doléans du processus (
∫ t
0
h(Vs)dQs, t ∈ [0, T ]).
Déﬁnition 6.2.22 Soit la probabilité P déﬁnie sur FQ,W,NT par :
dP
dP
= LT .
En fait ici P ∼ P. Dans la suite nous ne préciserons pas si les calculs sont faits P ou
P-presque sûrement car les deux mesures sont équivalentes.
D'après le théorème de Girsanov, nous obtenons que (W, B) est un (P, FQ,W,N. )-
mouvement brownien sur R2 et N est une (P, FQ,W,N. )-mesure aléatoire de Poisson.
Nous rappelons qu'au temps d'arrêt τ est associé le processus t 7→ Hτ = 1τ≤t et FHτ la
ﬁltration complétée càd, engendrée par ce procesus. Soit FQ,Hτt = FQt ⊗FHτt , t ∈ [0, T ].
Une conséquence de la déﬁnition 6.2.22 est :
dP
dP
|FQ,Hτt = E(LT |F
Q,Hτ
t ), t ∈ [0, T ].
Remarque 6.2.23 En conditionnant par FV,Qt sous l'espérance on remarque que
E(LT |FQ,Hτt ) = E(E(LT |FV,Qt )|FQ,H
τ
t ) = E(Lt|FQ,H
τ
t ).
Par construction le processus
(
E(LT |FQ,Hτt ), t ∈ [0, T ]
)
est une (P, FQ,Hτ. )-martingale
uniformément intégrable. Sous l'hypothèse 6.2.21, cette martingale est de carré localement
intégrable.
Quelle que soit la probabilité (P ou P) et quelle que soit la ﬁltration (FQ,Hτ. ou FHτ. ),
Hτ est un processus croissant, donc une sous-martingale et par conséquence une semimar-
tingale. Nous nous proposons de déterminer sa P-décomposition, puis sa P-décomposition.
Proposition 6.2.24 Sous l'hypothèse 5.1.1, le processus t 7→ Hτt = 1τ≤t∧T est une
(P, FQ,Hτ. )-semimartingale de décomposition
t 7→ 1τ≤t∧T = Dt∧T +
∫ t∧T
0
1τ>uλτ (u)du
où D.∧T une (P, FQ,H. )-martingale et λτ la fonction déﬁnie par
λτ (u) =
fτ (u, x)
1− Fτ (u, x) , u ∈ R+.
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Preuve
Le processus t 7→ Hτt = 1τ≤t∧T est une (P, FHτ. )-sousmartingale, donc une (P, FHτ. )-
semimartingale (d'après le théorème 2.18 page 32 de [37]). D'après le théorème de décom-
position de Doob,
Hτ = D + A
où D est une (P, FHτ. )-martingale et A un processus croissant, (P, FHτ. )-prévisible et
A0 = 0. De plus cette décomposition est unique.
Comme sous P,Q est indépendant deHτ , alorsHτ est aussi une (P, FQ,Hτ. )-semimartingale,
D une (P, FQ,Hτ. )-martingale et A un processus croissant, (P, FQ,Hτ. )-prévisible et
A0 = 0. En fait la (P, FHτ )-décomposition et la (P, FQ,Hτ )-décomposition du processus
Hτ coïncident.
La (P, FHτ. )-intensité λτ existe d'après la proposition 6.1.8. La loi de τ sous P étant
égale à la loi de τ sous P, λτ est aussi la (P, FHτ. )-intensité. En utilisant l'indépendance
de Hτ et Q sous P, le processus t 7→ 1τ≤t∧T −
∫ t∧T
0
1τ>uλτ (u)du est une (P, FQ,Hτ. )-
martingale.
Le processus t 7→ ∫ t∧T
0
1τ>uλτ (u)du est (P, FQ,Hτ. )-adapté. C'est un processus continu,
donc (P, FQ,Hτ. )-prévisible et nul en 0. Ainsi la (P, FQ,Hτ. )-décomposition de la semi-
martingale t 7→ Hτt = 1τ≤t∧T est
t 7→ 1τ≤t∧T = Dt∧T +
∫ t∧T
0
1τ>uλτ (u)du
où D.∧T une (P, FQ,H. )-martingale. 2
Pour trouver la P-décomposition de la semimartingale Hτ on utilise les deux résultats
suivants démontrés dans [38].
Théorème 6.2.25 (théorème 3.11 page 168 de [38])
Soit P <<loc Pet Z le processus densité. Si M est une P-martingale locale vériﬁant les
deux conditions suivantes :
(1)M0 = 0,
(2) [M,Z] est à variation P-localement intégrable,
alors le processus
M ′ =M − 1
Z−
. < M,Z >
est P-presque sûrement bien déﬁni et il est une P-martingale locale.
Lemme 6.2.26 (lemme 3.14 page 169 de [38])
Soit Z et M deux P-martingales locales telles que |∆M | ≤ a avec a une constante. Alors
[M,Z] est à variation P-localement intégrable.
118
Proposition 6.2.27 Sous les hypothèses 5.1.1 et 6.2.21, le processus t 7→ Hτt = 1τ≤t∧T
est une (P, FQ,Hτ. )-semimartingale de décomposition
t 7→ 1τ≤t∧T = D′t∧T + A′t∧T
où
D′.∧T =D.∧T −
∫ .∧T
0
1
(E(L.|FQ,Hτ. ))s−
d < D,E(Ls|FQ,Hτ ) >s est une (P, FQ,Hτ. )-martingale et
A′.∧T =
∫ .∧T
0
1τ>uλτ (u)du+
∫ .∧T
0
1
(E(L.|FQ,Hτ. ))s−
d < D,E(Ls|FQ,Hτ ) >s est un processus
(P, FQ,Hτ. )-prévisible croissant, nul en 0.
Preuve
Le processusHτ étant une (P, FQ,Hτ. )-semimartingale, c'est une (P, FQ,Hτ. )-semimartingale
puisque P et Psont équivalentes.
La martingaleD a un seul saut de taille égale à 1 ; d'après le lemme 6.2.26, [D,E(LT |FQ,Hτ )]
est à variation P-localement intégrable. Ainsi on peut appliquer le théorème 6.2.25 et
t 7→ Dt∧T −
∫ t∧T
0
1
(E(LT |FQ,Hτ. ))s−
d < D,E(LT |FQ,Hτ ) >s est une (P, FQ,Hτ. )-martingale.
Ainsi la décomposition de la (P, FQ,Hτ. )-sous-martingale Hτ est Hτ = D′ + A′ avec
D′t∧T =Dt∧T −
∫ t∧T
0
1
(E(LT |FQ,Hτ. ))s−
d < D,E(LT |FQ,Hτ ) >s et
A′t∧T =
∫ t∧T
0
1τ>uλτ (u)du+
∫ t∧T
0
1
(E(LT |FQ,Hτ. ))s−
d < D,E(LT |FQ,Hτ ) >s, t ≥ 0.
D'après la remarque 6.2.23, pour tout t ≤ T , E(LT |FQ,Hτt ) = E(Lt|FQ,H
τ
t ), ainsi on
retrouve la forme de D′ (respectivement A′) de l'énoncé de la proposition.
Le processus A′ est nul en 0, croissant, continu et (P, FQ,Hτ. )-adapté, donc prévisible.
On conclut avec l'unicité de la décomposition de Doob. 2
Le lemme suivant est un outil qui permet de simpliﬁer la (P, FQ,Hτ )-décomposition de
la semimartingale Hτ .
Lemme 6.2.28 Sous l'hypothèse 6.2.21,
1) Pour tout FQ,Hτ -temps d'arrêt S tel que S ≤ T presque sûrement, le crochet
< D,E(LT |FQ,Hτ ) >S est nul sous P,
2) D.∧T est une (P, FQ,Hτ. )-martingale.
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Preuve
Les processus (E(LT |FQ,Hτt ), t ∈ [0, T ]) et (Dt, t ∈ [0, T ]) sont des (P, FQ,Hτ. )-
martingales de carré localement intégrable (en fait D est une (P, FHτ. )-martingale,
mais d'après l'indépendance des processus Hτ et Q sous P, c'est aussi une (P, FQ,Hτ. )-
martingale).
Par déﬁnition du crochet (théorème 4.2 page 38 de [38]), < D,E(LT |FQ,Hτ ) > est le
processus FQ,Hτ. -prévisible, à variation bornée, nul en 0 tel que le processus(
DtE(LT |FQ,Hτt )− < D,E(LT |FQ,H
τ
) >t, t ∈ [0, T ]
)
soit une (P, FQ,Hτ. )-martingale nulle en 0. Ainsi pour tout FQ,Hτ -temps d'arrêt S tel que
S ≤ T :
E
(
DSE(LT |FQ,HτS )
)
= E(< D,E(LT |FQ,Hτ ) >S).
En enlevant le conditionnement sous l'espérance et ensuite en conditionnant par FHτS on
obtient :
E
(
DSE(LT |FQ,HτS )
)
= E(DSLT ) = E
(
DSE(LT |FHτS )
)
.
Or d'après le corollaire 6.1.9, D est aussi une (P, FHτ. )-martingale. Ainsi en utilisant
la proposition 3.8 page 168 de [38], D.E(LT |FHτ. ) est une (P, FHτ. )-martingale. La
martingale D étant nulle en 0
E
(
DSE(LT |FHτS )
)
= 0 d'où E(< D,E(LT |FQ,Hτ ) >S) = 0 pour tout S ≤ T.
En utilisant le lemme 1.44 page 11 de [38], le processus (< D,E(LT |FH,Q) >t, t ∈
[0, T ]) est aussi une (P, FQ,Hτ. )-martingale, donc il est nul sous P. Par conséquent, le
processus
(
DtE(LT |FQ,Hτt ), t ∈ [0, T ]
)
est une (P, FQ,Hτ. )-martingale. En utilisant la
proposition 3.8 page 168 de [38], nous en déduisons que (Dt, t ≥ 0) est une (P, FQ,Hτ. )-
martingale. 2
Le lemme 6.2.28 et de la proposition 6.2.27 montrent l'identité de deux décomposition
sous P et P:
Proposition 6.2.29 Sous les hypothèses 5.1.1 et 6.2.21, la (P, FQ,Hτ )-décomposition de
la semimartingale t 7→ 1τ≤t∧T est
t 7→ 1τ≤t∧T = Dt∧T +
∫ t∧T
0
1τ>uλτ (u)du.
Donc le processus D est une (P, FQ,Hτ. )-martingale locale.
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Preuve
D'après le lemme 6.2.28, le processus D.∧T est une (P, FQ,Hτ. )-martingale. De plus le
processus t 7→ ∫ t∧T
0
1τ>uλτ (u)du est un processus croissant, nul en 0, FQ,Hτ. -adapté et
continu, donc FQ,Hτ. -prévisible . Ainsi, la (P, FQ,Hτ. )-décomposition de la semimartingale
Hτ est
t 7→ 1τ≤t∧T = Dt∧T +
∫ t∧T
0
1τ>uλτ (u)du.
De plus cette décomposition est unique ; le processus
t 7→
∫ t∧T
0
1
(E(L.|FQ,Hτ. ))s−
d < D,E(Ls|FQ,Hτ ) >s
de la proposition 6.2.27 est, par conséquent, nul. 2
Soit T > 0. On introduit ∆T l'ensemble des FQ,Hτ -temps d'arrêt S vériﬁant
P(S ≤ T ) = 1. D'après l'exercice 5.19 page 36 de [44], pour montrer que D est une
"vraie" (P, FQ,Hτ. )-martingale, il suﬃt de vériﬁer qu'elle est de classe DL (c'est à dire
que l'ensemble des variables aléatoires DS, S ∈ ∆T est uniformément intégrable pour tout
0 < T <∞).
Proposition 6.2.30 Sous les hypothèse 5.1.1 et 6.2.21, le processus
t 7→ Dt = 1τ≤t −
∫ t
0
1τ>uλτ (u)du est une (P, FQ,Hτ. )-martingale.
Preuve
Soit 0 < T <∞, S ∈ ∆T et b < x.
|DS| ≤ |1τ≤S|+
∣∣∣∣∫ S
0
1τ>u
fτ (u, x)
1− Fτ (u, x)du
∣∣∣∣ .
Les deux indicatrices sont majorées par 1 et l'intégrant du deuxième terme est positif.
|DS| ≤ 1 +
∫ S
0
fτ (u, x)
1− Fτ (u, x)du.
La fonction fτ (., x) est la dérivée en u de la fonction de répartition de τ .∫ S
0
fτ (u, x)
1− Fτ (u, x)du =
∫ S
0
F ′τ (u, x)
1− Fτ (u, x)du = −ln(1− Fτ (S, x)) ≤ −ln(1− Fτ (T, x))
car la fonction t 7→ Fτ (t, x) est croissante.
D'après la proposition 6.1.8, 1−Fτ (T, x) > 0 pour tout T > 0 et le terme −ln(1−Fτ (T, x))
est ﬁni. Ainsi pour tout S ∈ ∆T , |DS| ≤ 1− ln(1− Fτ (T, x)) et D est de classe DL. On
conclut avec l'exercice 5.19 page 36 de [44]. 2
En utilisant la proposition 6.2.30, on peut conclure avec le résultat suivant :
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Proposition 6.2.31 Sous l'hypothèse 5.1.1, si la fonction h vériﬁe l'hypothèse 6.2.21 (en
particulier si h est une fonction bornée), alors τ admet pour (P, FQ)-intensité la fonction
déterministe λτ déﬁnie par
λτ (t) =
fτ (t, x)
1− Fτ (t, x) , t ≥ 0,
où Fτ est la fonction de répartition de τ et fτ sa dérivée obtenue dans le théorème 5.2.5.
Nous pouvons généraliser ce résultat au cas où la fonction h est à croissance au plus
linéaire. Dans ce cas, τ admet aussi une (P, FQ) intensité.
Proposition 6.2.32 Sous l'hypothèse 5.1.1, supposons qu'il existe α > 1 tel que
E(eαY ) < +∞. Supposons de plus que la fonction h : R+ → R est à croissance au plus
linéaire :
∃C > 0 tel que |h(x)| ≤ C(1 + x), x ∈ R+.
Alors τ admet pour (P, FQ)-intensité la fonction déterministe λτ déﬁnie par
λτ (t) =
fτ (t, x)
1− Fτ (t, x) , t ≥ 0.
La preuve de cette proposition repose sur le lemme suivant :
Lemme 6.2.33 Supposons qu'il existe α > 1 tel que E(eαY ) < +∞. A n ∈ N, on associe
la fonction hn : R+ → R déﬁnie par hn(.) = h(. ∧ n) et le processus Qn déﬁni par
Qn(t) =
∫ t
0
hn(Vs)ds+Bt, t ≥ 0.
La suite Qn converge dans L
1(Ω × [0, T ],Px ⊗ ds) vers Q pour tout T > 0. De plus, la
convergence a lieu aussi presque sûrement au sens des marginales ﬁni-dimensionnelles de
la suite extraite Qnp avec p(α− 1) > 1, p ∈ N.
Preuve
D'après les déﬁnitions de Qn et Q, pour tout t > 0,
Qn(t)−Q(t) =
∫ t
0
(h(n)− h(Vs))1Vs≥nds.
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En utilisant l'hypothèse de croissance au plus linéaire de la fonction h, l'inégalité de
Hölder, puis l'inégalité de Markov, nous obtenons
Ex
(∫ T
0
|Qn(t)−Q(t)|dt
)
≤C
∫ T
0
∫ t
0
Ex((2 + n+ Vs)1Vs≥n)dsdt
=C
∫ T
0
∫ t
0
[(2 + n)Px(Vs ≥ n) + Ex (Vs1Vs≥n)] dsdt
≤C
∫ T
0
∫ t
0
[
(2 + n)Px(Vs ≥ n) + Ex(V αs )
1
αPx(Vs ≥ n)α−1α
]
dsdt
≤C
∫ T
0
∫ t
0
[
2 + n
nα
Ex (V αs ) +
1
nα−1
Ex (V αs )
]
dsdt.
Or
Ex(V αs ) = xαeψ(α)s où ψ(v) = mv +
σ2v2
2
+ aE
(
evY − 1) .
Ainsi
Ex
(∫ T
0
|Qn(t)−Q(t)|dt
)
≤C
∫ T
0
∫ t
0
[
(2 + n)xα
nα
+
xα
nα−1
]
eψ(α)sdsdt
=Cxα
(2 + 2n)
ψ(α)nα
∫ T
0
(
eψ(α)t − 1) dt.
La convergence L1 s'en déduit facilement en faisant tendre n vers inﬁni. En choisissant
p(α − 1) > 1 et en utilisant le lemme de Borel Cantelli, nous obtenons que pour tout
l ∈ N∗, tout l-uplet (t1, ...tl), la suite extraite (Qnp(t1), ..., Qnp(tl)) converge presque sûre-
ment vers (Q(t1), ..., Q(tl)). 2
Preuve de la proposition 6.2.32
Il suﬃt de vériﬁer que le processus D déﬁni par
Dt = 1τ≤t −
∫ t
0
1τ>uλτ (u)du, t ≥ 0
est une (P, FQ,Hτ. )-martingale.
Nous rappelons que FQ,Hτt =
⋂
s>tFQs ∨ FH
S
s pour tout t ≥ 0, FQ est la ﬁltration
engendrée par le processus Q de la forme Qt =
∫ t
0
h(Vs)ds + Bt avec h une fonction à
croissance au plus linéaire.
Soit s > t > 0, l ∈ N∗, un (l + 1)-uplet (t0, t1, ...tl) de [0, t] et Φ : Rl → R une fonction
mesurable bornée. En utilisant le théorème de convergence dominée et le lemme 6.2.33 :
E (DsΦ (Q(t1), ..., Q(tl))1τ≤t0) = lim
n→∞
E (DsΦ (Qnp(t1), ..., Qnp(tl))1τ≤t0) .
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D'après la proposition 6.2.30, D est une (P, FQnp ,Hτ ) martingale pour tout n et p :
E (DsΦ (Q(t1), ..., Q(tl))1τ≤t0) = lim
n→∞
E (DtΦ (Qnp(t1), ..., Qnp(tl))1τ≤t0) .
En utilisant à nouveau le théorème de convergence dominée,
E (DsΦ (Q(t1), ..., Q(tl))1τ≤t0) = E (DtΦ (Q(t1), ..., Q(tl))1τ≤t0) .
Les variables aléatoires de la forme Φ(Q(t1), ..., Q(tl))1τ≤t0 , avec l ∈ N∗, un (l+1)-uplet
(t0, t1, ...tl) de [0, t] et Φ : Rl → R une fonction mesurable bornée, engendrent la tribu
FQ,Hτt ; donc
E
(
Ds|FQ,Hτt
)
= Dt,
c'est à dire D est une (P, FQ,Hτ. )-martingale. 2
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Abstract : In the ﬁrst part of this thesis, we study some optimal stopping time pro-
blems of the form :
supτ∈∆,τ≥0Ev [g(Vτ )] or supτ∈∆,τ≥0Ev
[
e−rτ g¯(Vτ )
]
, (6.12)
where V is a stochastic process, g and g¯ two Borelian functions, r > 0 and ∆ is the set of
FV. -stopping times (FV being the ﬁltration generated by the process V ). These problems
can be applied in Finance, Economy or Medicine.
In the ﬁrst part of this thesis we show that sometimes the smallest optimal stopping
time of (6.12) is a hitting time. That's why, in the second part we study the hitting
time law of a Lévy jump process. Some applications to ﬁnance are given : we compute the
intensity of this stopping time associated with some ﬁltration F . Two cases are presented :
when the stopping time is a F -stopping time and when it is not.
Keywords : default risk, optimal stopping, Lévy processes, Feller processes, hitting
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