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Abstract
We de2ne and study monadic MV -algebras as pairs of MV -algebras one of which is a special
case of relatively complete subalgebra named m-relatively complete. An m-relatively complete
subalgebra determines a unique monadic operator. A necessary and su5cient condition is given
for a subalgebra to be m-relatively complete. A description of the free cyclic monadic MV -algebra
is also given.
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1. Introduction
The 2nitely valued propositional calculi, which have been described by Lukasiewicz
and Tarski in [12], are extended to the corresponding predicate calculi. The predicate
Lukasiewicz (in2nitely valued) logic QL is de2ned in the following standard way.
For some universe and some complete MV -algebra (or Chang algebra by Rutledge’s
terminology), which in most cases is a chain—particularly it is the real unit interval, it
is de2ned existential (universal) quanti2er as supremum (in2mum). Then the predicate
calculus is de2ned as all formulas having value 1 for any assignment. The functional
description of the predicate calculus is given by Rutledge in [16]. Scarpellini in [17]
has proved that the set of valid formulas is not recursively enumerable. We also refer
a reader to the papers [18,19,7] concerning to the Lukasiewicz predicate calculus.
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Monadic MV -algebras (monadic Chang algebras by Rutledge’s terminology) were
introduced and studied by Rutledge in [16] as an algebraic model for the predicate
calculus qL of Lukasiewicz in2nite-valued logic, in which only a single individ-
ual variable occurs. Rutledge followed P.R. Halmos’ study of monadic Boolean al-
gebras. In view of the incompleteness of the predicate calculus the result of Rutledge
in [16], showing the completeness of the monadic predicate calculus, has been a great
interest.
Adapting for the propositional case the axiomatization of monadic MV -algebras given
by Rutledge in [16], we can de2ne modal Lukasiewicz propositional calculus MLPC
as a logic which contains Lukasiewicz propositional calculus Luk, the formulas as the
axioms schemes:
M1. →∃,
M2. ∃( ∨ )≡∃ ∨ ∃,
M3. ∃(¬∃)≡¬∃,
M4. ∃(∃+ ∃)≡∃+ ∃,
M5. ∃(+ )≡∃+ ∃,
M6. ∃( · )≡∃ · ∃
and closed under modus ponens and necessitation (=∀ , where ∀=¬∃¬).
Let L denote a 2rst-order language based on ·;+;→;¬;∃ and Lm denotes monadic
propositional language based on ·;+; →;¬;∃, and Form(L) and Form(Lm)—the set of
all formulas of L and Lm, respectively. We 2x a variable x in L, associate with each
propositional letter p in Lm a unique monadic predicate p∗(x) in L and de2ne by
induction a translation  :Form(Lm)→Form(L) by putting:
• (p)=p∗(x) if p is propositional variable,
• ( ◦ )=() ◦(), where ◦= ·;+; → ,
• (∃)=∃x().
Through this translation , we can identify the formulas of Lm with monadic for-
mulas of L containing the variable x. Moreover, it is routine to check that (MLPC)
⊆QL. For a detailed consideration of Lukasiewicz predicate calculus we refer to
[11,16,2,3].
2. Monadic MV -algebras
The de2nition and investigation of monadic MV -algebras (monadic Chang alge-
bras in other terminology) is given by Rutledge in [16]. MV -algebras were intro-
duced by Chang in [5] as an algebraic model for in2nitely valued Lukasiewicz
logic.
An MV -algebra is an algebra A=(A;⊕;;∗ ; 0; 1) where (A;⊕; 0) is an abelian
monoid, and the following identities hold for all x; y∈A : x ⊕ 1=1; x∗∗= x; 0∗=1;
x ⊕ x∗=1; (x∗ ⊕ y)∗ ⊕ y=(x ⊕ y∗)∗ ⊕ x; x  y=(x∗ ⊕ y∗)∗.
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The present de2nition, given by Mangani in [13], is equivalent to Chang’s original
de2nition given in [5]. The real interval [0; 1] is an MV -algebra with respect to the
operations x ⊕ y= min(1; x + y); x  y= max(0; x + y − 1); x∗=1 − x. We de2ne
x→y= x∗ ⊕ y; x ∨ y= x ⊕ (x∗  y); x ∧ y= x  (x∗ ⊕ y). Then (A;∨;∧; 0; 1) is a
bounded distributive lattice [5].
Recall that the category of MV -algebras is equivalent to the category of ‘-group
with strong unit [15], and in any ‘-group the following identities hold (see [4]):
(1) a+
∨
x =
∨
(a+ x),
(2) a+
∧
x =
∧
(a+ x),
(3) 1−∨ x = ∧(1− x), i.e. in MV -algebras we have
(3′) (
∨
x)? =
∧
x? ,
(4) a ∧∨ x = ∨(a ∧ x),
(5) a ∨∧ x = ∧(a ∨ x).
For MV -algebras from (1), (2) and (3′) we can deduce
(1′) a∧ x = ∧(a x),
(2′) a∨ x = ∨(a x).
An algebra A=(A;⊕;; ∗;∃; 0; 1) is said to be monadic MV-algebra (for short
MMV -algebra) if (A;⊕;; ∗; 0; 1) is an MV -algebra and in addition ∃ satis2es the
following identities:
E1. x6∃x,
E2. ∃(x ∨ y)=∃x ∨ ∃y,
E3. ∃(∃x)∗=(∃x)∗,
E4. ∃(∃x ⊕ ∃y)=∃x ⊕ ∃y,
E5. ∃(x  x)=∃x  ∃x,
E6. ∃(x ⊕ x)=∃x ⊕ ∃x.
This de2nition belongs to Rutledge (see [16]). Sometimes we shall denote a monadic
MV -algebra A=(A;⊕;; ∗;∃; 0; 1) by (A;∃), for brevity.
We can de2ne a unary operation ∀x=(∃x∗)∗ corresponding to the universal quanti-
2er. Then in any monadic MV -algebra hold the identities which are dual
to E1–E6:
A1. x¿∀x,
A2. ∀(x ∧ y)=∀x ∧ ∀y,
A3. ∀(∀x)∗=(∀x)∗,
A4. ∀(∀x  ∀y)=∀x  ∀y,
A5. ∀(x  x)=∀x  ∀x,
A6. ∀(x ⊕ x)=∀x ⊕ ∀x.
Let A1 and A2 be any MMV -algebras. A mapping h :A1→A2 is MMV -homomorphism
if h is MV -homomorphism and for every x∈A1 h(∃x)=∃h(x). Denote by MMV the
variety and the category of MMV -algebras and MMV-homomorphisms.
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Lemma 1 (Rutledge [16]). In every monadic MV -algebra A the following identities
hold:
1. ∃1=1,
2. ∃0=0,
3. ∃∃x=∃x,
4. ∃(∃x  ∃y)=∃x  ∃y,
5. x6∃y ⇔ ∃x6∃y,
6. x6y⇒∃x6∃y,
7. ∃(x ⊕ y)6∃x ⊕ ∃y,
8. ∃(x  y)6∃x  ∃y,
9. (∃x)∗  ∃y6∃(x∗  y).
Let ∃A= {x∈A : x=∃x}. Then it holds
Lemma 2. Let (A;⊕;; ∗;∃; 0; 1) be a monadic MV -algebra. Then (∃A;⊕;; ∗; 0; 1)
is an MV -subalgebra of the MV -algebra (A;⊕;; ∗; 0; 1).
Proof. The proof immediately follows from E1–E6 and Lemma 1.
3. m-Relatively complete MV -algebras
A subalgebra A0 of an MV -algebra A is said to be relatively complete iL for every
a∈A the set {b∈A0 : a6b} has the least element, which is denoted by
inf{b ∈ A0 : a6 b} or
∧
a6b∈A0
b:
Proposition 3 (Rutledge [16]). Let (A;⊕;; ∗;∃; 0; 1) be a monadic MV -algebra.
Then the MV -algebra ∃A is a relatively complete subalgebra of the MV -algebra
(A;⊕;; ∗; 0; 1), and ∃a= inf{b∈∃A : a6b}.
Let us consider a function h :A0→A. The function ∃h :A→A0 is called left adjoint
to h, if ∃h(b)6a⇔ b6h(a) for any a∈A0 and b∈A. If in addition ∃h(xx)=∃h(x)
∃h(x); ∃h(x ⊕ x)=∃h(x)⊕ ∃h(x), then ∃h is called left m-adjoint.
A subalgebra A0 of an MV -algebra A is said to be m-relatively complete, if A0 is
relatively complete and two additional conditions hold:
(#) (∀a∈A)(∀x∈A0)(∃v∈A0)(x¿a a⇒ v¿a & v v6x),
(##) (∀a∈A)(∀x∈A0)(∃v∈A0)(x¿a⊕ a⇒ v¿a & v⊕ v6x).
Let us remark that not every relatively complete subalgebra A0 of an MV -algebra
A de2nes a monadic operator ∃ converting A into a monadic MV -algebra. For illus-
tration let us consider the MV -algebra ([01];⊕;; ∗; 0; 1) and its relatively complete
subalgebra ({0; 1};⊕;; ∗; 0; 1), which is the two-element Boolean algebra. We can
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de2ne ∃a= inf{x∈{0; 1} : x¿a}. Then ∃a=1, if a =0, and ∃a=0, if a=0. But this
operation does not satisfy E6 : for any 0¡a61=2 ∃a∃a=1, and ∃(a a)=∃0=0.
The subalgebra ({0; 1};⊕;; ∗; 0; 1) is not m-relatively complete. Indeed, let a=1=2
and x=0. Then x x¿a a. But the only element v∈{0; 1} such that v¿a is 1, and
v v x  x.
Theorem 4. Let (A;⊕;; ∗;∃; 0; 1) be a monadic MV-algebra. Then the MV-subalgebra
∃A of MV -algebra (A;⊕;; ∗; 0; 1) is m-relatively complete.
Proof. According to Proposition 3 the algebra ∃A is relatively complete. Now it su5ces
to check the validity of conditions (#) and (##). Let a and x be any elements of A
and ∃A, respectively. Let us suppose that x¿a  a (x¿a ⊕ a). Then x=∃x¿∃(a 
a)=∃a∃a (x=∃x¿∃(a⊕a)=∃a⊕∃a). Hence in the case when v=∃a the condition
(#) ((##)) is satis2ed.
Theorem 5. There exists a one-to-one correspondence between.
(1) monadic MV -algebras (A;∃);
(2) the pairs (A; A0), where A0 is m-relatively complete subalgebra of A;
(3) the pairs (A; A0), where A0 is a subalgebra of A and the canonical embedding
h :A0 ,→ A has left m-adjoint function.
Proof. Let us prove that (1) implies (2). Indeed, for a given A∈MMV let us put
A0 = {∃a : a∈A}=∃A which is uniquely de2ned by the operator ∃. Then, according to
Theorem 4, A0 is m-relatively complete MV -subalgebra of A. Vice versa, for a given
pair (A; A0), where A0 is an m-relatively complete MV -subalgebra of A, let us de2ne
on A, the operator ∃, by putting
∃a = Inf{b ∈ A0 : b¿ a} =
∧
a6b∈A0
b:
And this operator ∃ is de2ned uniquely. From (1), (2), (3) we get
(6) a∨ x = ∨(a x),
(7) a∧ x = ∧(a x).
From conditions (1)–(5) it immediately follows that E1–E4 hold. Now, let us show
E5. Indeed,
∃a ∃a =
∧
a6x∈A0
x 
∧
a6y∈A0
y =
∧
a6x∈A0
∧
a6y∈A0
(x  y):
According to (#), if x  y¿a2, then there exists v∈A0 such that v¿a (and, hence,
v2¿a2) and v26x  y. Therefore,∧
a6x∈A0
∧
a6y∈A0
(x  y) =
∧
a6v∈A0
∧
a6v∈A0
(v v) =
∧
a6v∈A0
(v v) =
∧
a26v2∈A0
(v v):
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Now let t be an arbitrary element of A0 such that t¿a2. Then, according to (#), there
exists v∈A0 such that v¿a and v26t. Therefore,∧
a26v2∈A0
(v v) =
∧
a26t∈A0
t = ∃(a a):
Now we show E6. Indeed,
∃a⊕ ∃a =
∧
a6x∈A0
x ⊕
∧
a6y∈A0
y =
∧
a6x∈A0
∧
a6y∈A0
(x ⊕ y):
Since x¿a and y¿a, x ⊕ y¿a ⊕ a. According to (##) for x ⊕ y¿a ⊕ a there exist
v¿a and x ⊕ y¿v⊕ v. So∧
a6x∈A0
∧
a6y∈A0
(x ⊕ y) =
∧
2a6x⊕y∈A0
(x ⊕ y) =
∧
2a6v⊕v∈A0
(v⊕ v):
According to (##) (as in the previous case for E5)∧
2a6v⊕v∈A0
(v⊕ v)=
∧
2a6u∈A0
u = ∃(a⊕ a):
Hence, it is proved that (1) and (2) are equivalent.
Let us prove that (3) implies (2). Indeed, for a given pair (A; A0), where A0 is a
subalgebra of A and the canonical embedding h :A0 ,→ A has left m-adjoint function
∃h, let us de2ne ∃a= h ◦ ∃h(a) for every a∈A. It is easy to check that left m-adjoint
function is order preserving, i.e. if x6y, then ∃h(x)6∃h(y). Let x be any element
of A0 and x¿a2, where a∈A. Let v=∃h(a). Then, v¿a;∃h(x)= x¿∃h(a2)=∃h(a)
∃h(a)= v2.
Now let x¿2a. Then v=∃h(a) satis2es the conditions v¿a; ∃h(x)¿∃h(2a)=
∃h(a)⊕ ∃h(a)= v⊕ v. It means that A0 is m-relatively complete.
Conversely, for a given pair (A; A0), where A0 is m-relatively complete MV -
subalgebra of A, let us de2ne ∃h(a)= Inf{b∈A0 : b¿a}. It is obvious that this func-
tion is the left m-adjoint to the canonical embedding h :A0 ,→ A. Then (2) is equivalent
to (3). The proof is now complete.
Denote by MV2 the category whose objects are pairs (A; A0) of MV -algebras, where
injective MV -algebra homomorphism h :A0 ,→ A has left m-adjoint function ∃h, and
whose morphisms are pairs of functions (f;f0) : (A; A0)→ (A′; A′0) such that the fol-
lowing conditions are satis2ed:
(1) f :A→A′ is MV -algebra homomorphism;
(2) f ◦ h= h′ ◦f0;
(3) f0 ◦ ∃h =∃h′ ◦f,
where h′ :A′0 ,→ A′ is injective MV -algebra homomorphism which has left m-adjoint
function ∃h′ . (1) and (2) imply that f0 is also an MV -algebra homomorphism.
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Theorem 6. The category MMV is equivalent to the category MV2.
Proof. De2ne the functors & :MMV→MV2 and  :MV2→MMV by assuming &(A)
= (A; A0), where A0 = {∃a : a∈A} and &(f)= (f;f|A0 ), and ((A; A0))= (A;∃), where
∃= h ◦ ∃h and ((f;f0))=f. It is easy to check that for every A∈MMV and
(A; A0)∈MV2 (&(A))∼=A and &(((A; A0)))∼=(A; A0);(&(f))=f and &(((f;
f0)))= (f;f0).
4. Subdirect representation
In this section we investigate the properties of monadic MV -algebras. In particular,
we characterize congruences of a given monadic MV -algebra and prove that MMV is
congruence distributive and has congruence extension property. We characterize sub-
directly irreducible monadic MV -algebras and prove a monadic analogous of Chang’s
representation theorem for MV -algebras.
An ideal M of an algebra (A;∃)∈MMV is called monadic ideal (see [16]), if
M is an ideal of MV -algebra A (i.e. A ⊃ M = ∅ and for every x; y∈A (a) x ⊕
y∈M; (b) x¿y; x∈M ⇒y∈M) and for every a∈A we have a∈M ⇒∃a∈M .
For any set X ⊆A, let (X ] denote the ideal generated by X . It is easy to check that
(X ] = {a∈A : a6x1 ⊕ · · · ⊕ xn; x1; : : : xn ∈X }. Note that if X is closed under ⊕, then
(X ] = {a∈A : a6x for some x∈X }.
Lemma 7. If (=({a}∪M ], where a∈A0(=∃A) and M is a monadic ideal, then (
is also a monadic ideal.
Proof. If p∈(, then there exists b∈M such that p6a⊕b. Hence, ∃p6∃(a⊕b)6∃a⊕
∃b= a⊕ ∃b and since ∃b∈M , we get ∃p∈(.
Theorem 8 (see also Rutledge [16]). An ideal M ⊆A is monadic if and only if M =
(M ∩A0], and there exists a lattice isomorphism between the lattice of all monadic
ideals of A and the lattice of all ideals of A0.
Proof. Let (A;∃) be a monadic MV -algebra and M ⊆A is a monadic ideal. Let a∈M .
Then ∃a∈M and ∃a∈M ∩A0. Therefore, since a6∃a; a∈ (M ∩A0]. Conversely,
if a∈ (M ∩A0], then a6x for some x∈M ∩A0. Therefore, since ∃a6∃x= x and
∃a6x; a6∃a; a∈M . Let us note that A0 is an MV -algebra. The correspondence
M → (M ] maps any ideal M of A0 to the monadic ideal (M ] of (A;∃), since M is closed
under ⊕. It is clear that M =(M ]∩A0. On the other hand, let J be a monadic ideal of
A. Then J =(J ∩A0]. Since J ∩A0 is an ideal of A0, we have shown the required 1−1
correspondence between the set of monadic ideals of A and the set of MV -ideals of A0.
Finally, it easy to check that M1⊂M2⇒ (M1]⊂ (M2] and J1⊂ J2⇒ J1 ∩A0⊂ J2 ∩A0.
This completes the proof of the theorem.
The result expressed in the next theorem is also obtained by Rutledge in [16].
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Lemma 9. If M is a monadic ideal of a monadic MV -algebra (A;∃), then the relation
R on A de:ned by xRy if and only if (x?  y) ⊕ (x  y?)∈M is a congruence
relation.
Proof. Since M is an MV -ideal, then the relation R preserves the operations ;⊕; ?
[5]. Let xRy, i.e. (x?  y)⊕ (x  y?)∈M . Then (x?  y); (x  y?)∈M and ∃(x? 
y); ∃(x  y?)∈M . Consequently (∃x  (∃y)?); ((∃x)?  ∃y))∈M by Lemma 1.9.
Hence (∃x  (∃y)?)⊕ ((∃x)?  ∃y))∈M . From here we conclude that ∃xR∃y.
From Theorem 8 and Lemma 9 we get
Corollary 10. For every monadic MV -algebra (A;∃), there exists a lattice isomor-
phism between the lattice of all monadic ideals and the lattice of all congruence
relations of (A;∃).
Corollary 11.
(a) There exists a lattice isomorphism between the lattice of congruence relations of
(A;∃) and the lattice of all congruence relations of A0(=∃A).
(b) The variety MMV is congruence distributive.
(c) The variety MMV has the congruence extension property.
Proof. (a) directly follows from Theorem 8, Corollary 10 and the fact that the lattice
of all ideals of A0 is isomorphic to the lattice of all congruence relations of A0. (b)
and (c) directly follow from (a) and the fact that the variety of all MV -algebras is
congruence distributive and has the congruence-extension property.
An ideal M of a monadic MV -algebra (A;∃) is called prime provided that M =A
and a ∧ b∈M implies a∈M or b∈M .
Proposition 12 (Rutledge [16]). Any monadic MV -algebra (A;∃) is isomorphic to a
subdirect product of monadic MV -algebras (Ai;∃) such that ∃Ai is totally ordered.
Proof. Let S be the family of all prime ideals of ∃A such that ⋂ S = {0}, which exists
according to Chang’s theorem about representation of any MV -algebra as a subdirect
product of totally ordered MV -algebras [5]. Then
⋂
S ′= {0}, where S ′= {(P] :P ∈ S}
is the family of the monadic ideals of A.
Lemma 13. If A0 is m-relatively complete totally ordered an MV -subalgebra of an
MV -algebra A, then A0 is a maximal totally ordered subalgebra of A.
Proof. Let us suppose that A0 is an m-relatively complete totally ordered MV -subalgebra
of an MV -algebra A and there exists a∈A\A0 such that the subalgebra A′0 generated
by a and A0 is totally ordered. Let us suppose also that a= a? ∨ a. Then ∀a¡a¡∃a.
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Let us note that the identity
∧


∧

x ⊕ y

 =∧

x ⊕
∧

y
is true in [0; 1] MV-algebra. Therefore, the identity ∃(∃x⊕y)=∃x⊕∃y is derived from
the axioms E1–E6. Since A′0 is totally ordered, (∃a)? ⊕ a¡1, and since ∃((∃a)? ⊕
a)= (∃a)? ⊕ ∃a=1, (∃a)? ⊕ a =∈ A0. Denote (∃a)? ⊕ a by d. Then we have
∀d¡d¡∃d=1. Let us suppose d2¡∀d. Then 1=∃d26∀d =1, a contradiction. If
d2¿∀d, then 2d?6∃d?. Since ∀d¡d¡∃d, we obtain (∃d)?¡d?¡(∀d)?. There-
fore ∃(d? ⊕ d?)6∃d?. From here, since ∃d? =1; ∃(d? ⊕ d?) =∃d? ⊕ ∃d?.
Corollary 14. If (A;∃) is a totally ordered monadic MV -algebra, then A=∃A(=A0).
Proposition 15 (Rutledge [16, Theorem III.2.1.3]). Let (A;∃) be a monadic MV -
algebra with totally ordered A0 (=∃A): Then (A;∃) can be represented (as MV -
algebra) as a subdirect product of a family {Ai}i∈I of totally ordered MV -algebras,
with canonical projections -i :A→Ai, such that A0 ∼= -i(A0)⊆Ai.
Theorem 16. If (A;∃) is a :nite monadic MV -algebra with totally ordered ∃A, then
MV -algebra A is isomorphic to a product of totally ordered MV -algebras Ai; i∈ I; Ai∼= ∃A and ∃A is isomorphic to the diagonal subalgebra of the product.
Proof. According to Chang’s representation theorem a 2nite MV -algebra A is isomor-
phic to a direct product of totally ordered MV -algebras Ai :A ,→
∏
Ai. A0 is m-relatively
complete subalgebra of A, which is totally ordered by the condition of the theorem.
Therefore, according to Theorem 15, A0 ∼= -i(A0)⊆Ai, where -i is a canonical pro-
jection (i∈ I). Suppose -i(A0) is not m-relatively complete in -i(A). It means that for
some ai ∈ -i(A); xi ∈ -i(A0) and for every vi ∈ -i(A0) conditions (#) and/or (##) do not
hold in -i(A). In other words, for some ai ∈ -i(A); xi ∈ -i(A0) we have
(i) xi ¿ ai  ai & (vi ¡ ai ∨ vi  vi ¿ xi)
and/or
(ii) xi ¿ ai ⊕ ai & (vi ¡ ai ∨ vi ⊕ vi ¿ xi):
Suppose, that (i) ((ii)) holds. Then, since A is 2nite, there exist a∈A and x∈A0
such that x¿a2 (x¿2a); -i(a)= ai; -i(x)= xi. But for a∈A and x∈A0 there exists
v∈A such that the condition (#) ((##)) holds in A. Then for -i(a)= ai; -i(x)= xi
there exists -i(v)= vi such that the condition (#) ((##)) holds, which contradicts the
assumption. Then the theorem follows from Corollary 14.
5. Free cyclic MMV -algebra
Let U be some class of algebras. By V(U ) we denote the variety generated by the
class U .
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From the variety MMV select the subvariety Kn for 16n¡!, which is de2ned by
the following equation:
(Kn)xn = xn+1;
that is Kn =MMV+(Kn). From the variety Kn we select the subvariety MMVn which
is de2ned in the following way:
MMVn = Kn + (Sn);
where (Sn)= {n(xj ⊕ (x? ⊕ (xj−1)?)= 1: 1¡j¡n and j does not divide n}.
Let us note, that if A∈Kn, then A∈MVm for some m6n, where MVm is the sub-
variety of the variety of all MV -algebras studied in [9]. More precisely MVm =MV+
(Km)+(Sm): MVm is generated by the linearly ordered simple MV -algebra Sm =(Sm;⊕;
; ?; 0; 1), which in turn is the subalgebra of MV -algebra of the real unit interval [0; 1],
where Sm = {0; 1=m; : : : ; m− 1=m; 1} (0 =m∈!).
Note that we have an increasing sequence of subvarieties: K1⊂K2⊂K3⊂ · · ·MMV.
Theorem 17.
MMV =V
(⋃
n∈!
MMVn
)
=V
(⋃
n∈!
Kn
)
:
Proof. The theorem immediately follows from Corollary of Theorem II.4.1 in [16],
rephrasing the one in algebraic terms.
Let D(k; n)= {{x1; : : : ; xk} : (x1; : : : ; xk)∈ Skn ; [{x1; : : : ; xk}] = Sn}, where [{x1; : : : ; xk}]
is the subalgebra of Sn generated by the set {x1; : : : ; xk}. One can de2ne a unique
monadic operator ∃ on Skn , which corresponds to m-relatively complete linearly ordered
MV -subalgebra, converting the algebra Skn into a simple monadic MV -algebra. This
subalgebra coincides with the greatest diagonal subalgebra, i.e. ∃(Skn )= {(x; : : : ; x)∈ Skn :
x∈ Sn}. Denote this monadic MV -algebra by (Skn ; ∃). In this case the monadic operator
is de2ned as follows: ∃(x1; : : : ; xk)= (xj; : : : ; xj), where xj = max(x1; : : : ; xk). Operator
∀ is de2ned dually: ∀(x1; : : : ; xk)= (xi; : : : ; xi), where xi = min(x1; : : : ; xk).
Theorem 18. The algebra
(Fn;∃n)=
n∏
m=1
m+1∏
k=1
∏
{x1 ;:::; xk}∈D(k;m)
(S |{x1 ;:::; xk}|m ;∃)
is the free cyclic algebra over the variety Kn with free generator g(n)= ((x1; : : : ;
xk))(k ∈{1;:::; m+1};{x1 ;:::; xk}∈D(k;m)), where |{x1; : : : ; xk}| is the cardinal number of the set
{x1; : : : ; xk}, where 16n¡!.
Proof. In order to prove the theorem we need some auxiliary assertions.
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First note that when k =1,
n∏
m=1
∏
{x}∈D(1;m)
(S |x|m ;∃)
is the free cyclic MV -algebra over the subvariety of the variety of all MV -algebras
generated by S1 × · · · × Sn, which is described in [10,6]. According to Corollary 14,
here we identify (Sm;∃) with Sm.
Claim 19. Monadic MV -algebra (S |{x1 ;:::; xk}|m ;∃) is generated by (x1; : : : ; xk)∈S |{x1 ;:::; xk}|m ,
where x1¡ · · ·¡xk , for any k ∈{1; : : : ; m+ 1}.
Proof. Since {x1; : : : ; xk} generates Sm, either there exists xi ∈{x1; : : : ; xk} such that
g:c:d:(num(xi); m)= 1(g:c:d:= the greatest common divisor, num(x)= numerator of x),
or there exist xi; xj ∈{x1; : : : ; xk} such that g:c:d:(num(xi); num(xj); m)= 1. According
to McNaughton criterion [14], in the 2rst case there exists an MV -polynomial q
such that q(xi)= 1=m, and in the second case there exists a polynomial p such that
p(xi; xj)= 1=m. Consider both cases.
In the 2rst case q((x1; : : : ; xk))= (y1; : : : ; yi−1; 1=m; yi+1; : : : ; yk)= a for some y1; : : : ;
yi−1; yi+1; : : : ; yk) ∈ Sm. Then
(m− 1)a =
(
(m− 1)y1; : : : ; m− 1m; : : : ; (m− 1)yk
)
;
(m− 1)a ∧ ((m− 1)a)? =
(
: : : ;
1
m
; : : :
)
= b:
Since any component of b is equal to either 0 or 1=m;∃b=(1=m; : : : ; 1=m; : : : ; 1=m).
Hence, by means of the operation ⊕ we can get every element of ∃S |{x1 ;:::; xk}|m . Fur-
ther, u(∃b) ⊕ (x1; : : : ; xk))m, for u=1; : : : ; m, give us the elements (0; 1; : : : ; 1); : : : ;
(0; : : : ; 0; 1; 1), (0; : : : ; 0; 1). Applying on these elements the operations ?; ∨; ∧ we get
the elements (1; 0; : : : ; 0), (0; 1; 0; : : : ; 0); : : : ; (0; : : : ; 1; 0); (0; : : : ; 0; 1). Therefore from
such elements, by means of MV -polynomials, we obtain every element of S |{x1 ;:::; xk}|m .
In the second case consider the element ∃((x1; : : : ; xk) ∧ (x1; : : : ; xk)∗)= (xi; : : : ; xi).
Then, since {x1; : : : ; xk} generates Sm, there exists an xj such that g:c:d:(num(xi);
num(xj); m)= 1, and according to McNaughton criterion, there exists a polynomial
p such that p(xi; xj)= 1=m. Consequently, one has p((x1; : : : ; xj; : : : ; xk); (xi; : : : ; xi))=
(y1; : : : ; yi−1; 1=m; yi+1; : : : ; yk) for some y1; : : : ; yi−1; yi+1; : : : ; yk ∈ Sm. After that we act
similarly to the 2rst case.
Claim 20. If k¿m+ 1, then (Skm;∃) is not generated by one generator.
Proof. First observe that when k =m+1, then the generator of (Sm+1m ;∃) is (0; 1=m; : : : ;
m−1=m; 1). Let us suppose that k¿m+1 and (x1; : : : ; xk)∈ Skm generates (Skm;∃). Then
at least two components, say xi and xj (i = j), of the generator are equal. Therefore,
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for any MMV -polynomial p p((x1; : : : ; xk)) will have equal elements on ith and jth
positions. It means that (Skm;∃) is not generated by (x1; : : : ; xk)∈ Skm.
Claim 21. Let {x1; : : : ; xk}; {y1; : : : ; yk}∈D(k; m) and {x1; : : : ; xk} = {y1; : : : ; yk}. Then
there is no isomorphism ’ : (S |{x1 ;:::; xk}|m ;∃)→ (S |{y1 ;:::; yk}|m ;∃) such that ’((x1; : : : ; xk))=
(y1; : : : ; yk).
Proof. Observe that (Srm;∃) is simple (r ∈!). Therefore, any automorphism of the
algebra is generated by a permutation of factors of the direct product. Then the claim
follows from the fact that {x1; : : : ; xk} = {y1; : : : ; yk}.
Claim 22. The monadic MV -algebra algebra
n∏
m=1
m+1∏
k=1
∏
{x1 ;:::;xk}∈D(k;m)
(S |{x1 ;:::;xk}|m ;∃)
is cyclic. The element g(n)= ((x1; : : : ; xk))(k ∈{1;:::; m+1};{x1 ;:::; xk}∈D(k;m)) is the generator
of the algebra.
Proof. Let us generate a subalgebra A of the algebra Fn by the element ((x1; : : : ;
xk))(k ∈{1;:::; m+1};{x1 ;:::; xk}∈D(k;m)). Since (x1; : : : ; xk)∈ S |{x1 ;:::; xk}|m generates S |{x1 ;:::; xk}|m , A
is the subdirect product of the algebras S |{x1 ;:::; xk}|m . Since S
|{x1 ;:::; xk}|
m is simple, the
canonical projections correspond to maximal ideals of the algebra A, say J1; : : : ; Jr . Then
J1 ∩ · · · ∩ Jr = {0}. On the other hand, according to Corollary 11(b), (J1 ∩ · · · ∩ Ji−1)∨
Ji =A, where i=2; : : : ; r. Therefore, according to [4], A is isomorphic to the direct
product of the algebras S |{x1 ;:::; xk}|m .
Lemma 23. Any cyclic subdirectly irreducible Kn-algebra is a homomorphic image of
the algebra (Fn;∃n).
Proof. The proof immediately follows from Claims 19–22 and the construction of the
algebra (Fn;∃n).
Now, we are in a position to prove Theorem 18.
Indeed, it is su5cient to show that if the polynomial identity p= q on one variable
does not hold in the variety Kn, then p= q does not hold in Fn. Let us suppose
that p= q does not hold in Kn. Then p= q does not hold in some 2nite subdirectly
irreducible MMV -algebra A on some element a, where a generates A. Then, according
to Lemma 23, A is a homomorphic image of (Fn;∃n). Denote this homomorphism by
’, and set ’(g(n))= a. Hence p= q does not hold in (Fn;∃n).
According to Theorem 18 we have
(F1;∃1) = (S1;∃)2 × (S21 ;∃);
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which is a free monadic Boolean algebra (see also [1]), with
g(1) = (1; 0; (1; 0))
and
∃1(g(1)) = (1; 0; (1; 1));
(F2;∃2) = (F1;∃1)× (S2;∃)× (S22 ;∃)2 × (S32 ;∃);
g(2) = (g(1); 1=2; (0; 1=2); (1; 1=2); (0; 1=2; 1));
∃2(g(2)) = (∃1(g(1)); 1=2; (1=2; 1=2); (1; 1); (1; 1; 1));
(F3;∃3) = (F2;∃2)× (S3;∃)2 × (S23 ;∃)5 × (S33 ;∃)4 × (S43 ;∃);
g(3) = (g(1); g(2); (1; 2=3); (1; 1=3); (1=3; 2=3); (2=3; 0); (1=3; 0); (1; 2=3; 0);
(1; 1=3; 0); (1=3; 2=3; 0); (1=3; 2=3; 1));
∃3(g(3)) = (∃1(g(1));∃2(g(2));
(1; 1); (1; 1); (2=3; 2=3); (2=3; 2=3); (1=3; 1=3); (1; 1; 1);
(1; 1; 1); (2=3; 2=3; 2=3); (1; 1; 1)):
By an inverse system in a category C we mean a family {Bi;  ij}i∈I of objects,
indexed by a directed poset I , together with a family of morphisms  ij :Bj→Bi, for
each i6j, satisfying the following conditions:
(i)  kj =  ki ◦  ij for all k6i6j;
(ii)  ii =1Bi for every i∈ I .
For brevity we say that {Bi;  ij} is an inverse system in C. We will not specify in
which category we take an inverse system when it is evident from the context.
The inverse limit of an inverse system is an object B of C together with a family
 i :B→Bi of morphisms (which is often denoted by {B;  i}) satisfying the condition:
 ij ◦  j =  i for i6j, and having the following universal property: for any object D of
C together with a family of morphisms 9i :D→Bi, if  ij ◦ 9j = 9i for i6j, then there
exists a morphism 9 :D→B such that  i ◦ 9= 9i for any i∈ I .
The inverse limit of the above system is denoted by lim← {Bi;  ij}I , and its elements
by (bi)i∈I , with bi ∈Bi. If  ij is understood, we may simply write lim← {Bi}I .
Recall from GrOatzer [8] that the inverse limits of families of algebras are constructed
in the following way:
Suppose {Bi}i∈I is an inverse family of algebras. Consider their product
∏
i∈I Bi.
Call (bi)i∈I ∈
∏
i∈I Bi a tread, if  ij(bj)= bi for j¿i. Let B be the subset of
∏
i∈I Bi
consisting of all treads. Hence
B =
{
(bi)i∈I ∈
∏
i∈I
Bi :  ij(bj) = bi; j ¿ i
}
:
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It is known from [8] that B is a subalgebra of
∏
i∈I Bi, and that B is isomorphic to
lim← {Bi}I .
Let us consider the inverse limit (F∞;∃∞)= lim← {(Fi;∃i);  ij}! of the inverse sys-
tem {(Fi;∃i);  ij}!, with onto homomorphisms  ij : (Fj;∃j)→ (Fi;∃i) for i6j, and its
subalgebra (F;∃), generated by g=(g(1); g(2); : : :), where g(i) is the free generator of
(Fi;∃i):
(F1;∃1)← (F2;∃2)← · · · (F∞;∃∞)←- (F;∃):
Theorem 24. The monadic MV -algebra (F;∃) is the free cyclic algebra over the
variety MMV with the free generator g.
Proof. It is well known that because of the fact that MMV is generated by
⋃
n∈! Kn
we only need to show that every mapping g→ a to an algebra A with generator a
belonging to some Kn can be extended to a homomorphism from F to that algebra
A. But if A∈Kn, then there is a homomorphism h :Fn→A such that h(g(n))= a, and
h ◦ -n|F :F→A is the needed homomorphism extending the mappings g→ a, where -n
is the canonical projection.
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