In the task of speaker diarization for meetings it has been shown in previous work that it is useful to use the Time Delay of Arrival (TDOA) between the different audio channels in the meeting room as an extra source of information in addition to the acoustic features. When combining feature streams, we use a weight to control the relative contributions of the streams. In the past, this weight was determined using development data and the same weight value was applied to all meetings. In this paper we present a method for automatically determining the weight. A metric derived from the Bayesian Information Criterion (BIC) computed for each feature stream estimates the weight for each meeting on the initial clustering iteration and adapts its value throughout the diarization process. By using this technique we achieve a more robust system and up to 18.2% relative improvement over the method of tuning the weight on development data.
INTRODUCTION
The task of speaker diarization involves the automatic segmentation and clustering of acoustic data into speaker homogeneous regions, attempting to answer the question "who spoke when?". Speaker diarization is usually performed without any prior information regarding the number of speakers or their identities. The most common technique used for this task is "bottom-up" agglomerative clustering, which first splits the acoustic data into a large number of clusters and then iteratively merges pairs of clusters until a stopping criterion indicates that the merging should stop. In the meeting domain, we usually have access to multiple microphones that synchronously capture the audio in the meeting. The use of the Time Delay of Arrival (TDOA) between the microphones for speaker diarization has been used in the past, either independently [1] , [2] or in combination with acoustics [3] , [4] . Independently of the method used for the combination of these two feature streams, a weighting between them needs to be applied to take clustering and segmentation decisions.
In [4] , [5] we proposed a system that obtains the TDOA values by applying an acoustic beamforming to all available channels and then combines it with the acoustic features by a weighted sum at the log likelihood level. The weights needed to be tuned by hand using development data and was fixed for all meetings. This imposes a restriction on the number of different features to use, as the search space grows exponentially with the number of streams used. It is also does not adapt to each meeting type, which can alter the optimum weight to be used.
In this paper we describe a way to automatically determine the weight between acoustic and TDOA features on a per-meeting basis, which can be extended to as many feature streams as desired. Previous work in weight selection for feature fusion has to be looked for in areas other than speaker diarization, such as in speaker verification and biometrics [6] , [7] and in speech recognition [8] , [9] . A common technique for automatic weighting of different feature streams is based on the inverse entropy of the classes predicted by the feature vectors. This is not useful when combining TDOA values and acoustic features because of the particular characteristics of the TDOA pdf function, which often considers non-existent speaker locations with a high probability.
The proposed technique uses a metric derived from the Bayesian Information Criterion (BIC), used as a cluster comparison metric to compare how well each feature stream differentiates between clusters. It is first computed after the initial ABIC metric between each cluster pair and it is adapted after each consecutive iteration obtaining weights that converge over time.
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AGGLOMERATIVE SPEAKER DIARIZATION SYSTEM
The agglomerative speaker diarization system used in this paper is shown in figure 1 . It is based on the system used in the Rich Transcription evaluations on meetings (RT06s) as described in [5] . The signals from the multiple available microphones are first analyzed by a filter&sum beamforming [10] in order to obtain a single enhanced channel. Independent feature streams are then created from the acoustic data (19 MFCC features computed every 10 msec) and from the TDOA values. The input acoustic signal is then processed by a speech/nonspeech detector to eliminate the non-speech regions from the clustering process. Such detector uses a hybrid energy/modelbased approach in a semi-supervised manner. Then models are trained from the initial set of clusters, one for the acoustic stream and one for the TDOA values for each cluster. In the current implementation these models contain 5 mixtures for the acoustics and a single Gaussian for the TDOA values. The combination of both streams is done at both the segmentation and clustering stages. At the segmentation stage, the joint log-likelihood for any given frame is computed as (1) where Oaco, xaco [n] is the acoustic model and acoustic data, edel, Xdel [n] is the TDOA model and TDOA data, and W1 + VV2 = 1 weight the effect of each model in the system. It is the estimation of 1/Vi that is the focus of this paper. In this formulation we consider the streams to be statistically independent from each other.
At the clustering stage, a modified version ofthe Bayesian Information Criterion (BIC) is used (see [11] as a cluster-pair distance metric and as a stopping criterion. The combination of both feature streams in the clustering stage is done with ABIC(A, B) = W1iABICacous(A,B) +¾W2ABICdel(A,B) (2) where A, B are the two clusters we are comparing, and 1/Vi is the same weight as in eq. 1.
The system iteratively resegments the data using eq. 1 and computes the closest cluster pair using eq. 2 There are many techniques for performing acoustic fusion of multiple feature streams. A common technique is based on entropy. Initial tests were performed using the inverse entropy as relative weight to see how discriminant each feature stream was. This was done by obtaining the weights in a frame-basis via the inverse entropy of the posterior probabilities of the cluster models given the data. For MFCC, PLP and other acoustic features these entropies were comparable to each other and could therefore determine a correct relative weight between features, as shown in [8] . When using it with TDOA values their GMM models are such that low entropy values are obtained for almost every frame, regardless of how accurate the TDOA values can represent a real speaker position.
The proposed technique in this paper uses the Bayesian Information Criterion (BIC) to compare how well each feature stream differentiates between clusters in order to determine an appropriate stream weighting. The ABIC values are independent ofthe complexity and topology ofthe models being used and are a good indication of how close two clusters are. In order to allow for different feature streams to contribute equally in the merging decision it is needed to transform both ABIC value sets to have the same scale using the WV weight. This Fig. 1 . ICSI speaker diarization systemfor multichannel recordings needs to be determined by hand, or it can be set to an uninformative WI = VV2 = 0.5. On subsequent clustering iterations the models usually represent the clusters better and obtain ABIC values which are more accurate. In order to allow the system to refine the weight as the merging iterations progress, the ABIC values are kept for all cluster pairs that disappeared during previous iterations and existing pairs are recomputed. Then a new weight is computed taking into account both old and updated values in order to allow for a weight adaptation, containing enough samples for a robust computation.
EXPERIMENTS
In order to test the effectiveness of the proposed automatic weighting scheme, we use the current ICSI speaker diarization system as described in section 2 without the use of any purification [5] and using linear clusters initialization.
The development data is composed of the data sets prepared for the NIST Rich Transcription (RT) evaluations ( [12] ) used for RT02, RT04s and RT05s for conference data, excluding those meetings with only one channel (where no TDOA values can be computed). This forms a set with 22 meeting excerpts with durations of 10-12 minutes each and containing different numbers of speakers and meeting rooms. As test data we use the set used for the RT06s evaluation, consisting of 8 meeting excerpts with an average duration of 15 minutes each. The metric used in all cases is the Diarization Error Rate, defined by NIST [12] as the percentage of misassigned time.
The algorithm performance is compared to the same system using only the acoustic features (equivalent to assigning VV1 = 1), and to the multistream version where the stream weight was determined based the development data and set to VV1 = 0.9 for all meetings.
One possible parameter in the new algorithm is the number of iterations in which the weights are to be recomputed. To illustrate the effect of the weight adaptation as the system iterates, figure 2 shows the DER of the development set and the weight evolution of the show CMU 20050912-0900 (chosen randomly from the test set) from 1 to 10 iterations of automatic weights computation. The DER decreases as the number of iterations increase, with the exception of iteration 3, stabilizing around iteration 9. This indicates that the system tends to obtain better values for the weight as it progresses, and therefore there is no need to tune the number of [8] . The "manual weights" system finds the optimum weights using a development set and is set to VV1 = 0.9. The other two lines show results using the automatic weighting with different initial weights, W1 = 0.9, optimum in the development set for manual case and VV1 = 0.65 optimum in the development set for the automatic weight setting. 
