Abstract. In this paper we study soliton-like solutions of the variable coefficients, subcritical gKdV equation
Introduction and Main Results
In this work we continue the study of the dynamics of a soliton-like solution for some generalized Korteweg-de Vries equations (gKdV), started in [27, 28] . In those papers the objective was the study of the global behavior of a generalized soliton solution for the following subcritical, variable coefficients gKdV equation: and where Q = Q 1 is the unique -up to translations-function satisfying the following, second order, nonlinear ordinary differential equation
In this case, this solution belongs to the Schwartz class and it is explicit [28] . For m = 2, 3, 4 solitons and the sum of solitons have been showed stable and asymptotically stable [1, 3, 25, 31, 33] . In particular, if c > λ the solution (1.3) represents a solitary wave, 1 of scaling c and velocity (c − λ), defined for all time, moving to the right without any change in shape, velocity, etc. In other words, a soliton represents a pure, traveling wave solution with invariant profile. In addition, this equation has solitons with negative velocity, moving to the left, provided c < λ. Finally, for the case c = λ, one has a stationary soliton solution, Q λ (x − x 0 ). These last solutions do not exist in the standard, inviscid model of gKdV (namely when λ = 0).
Coming back to (1.1), the corresponding Cauchy problem in H 1 (R) has been considered in [27] . The proof of this result is an adaptation of the fundamental work of Kenig, Ponce and Vega [18] , with the introduction of some new monotone quantities, in order to replace the lost conserved ones.
A fundamental question related to (1.2) is how to generalize a soliton-like solution to more complicated models. In [2] , the existence of soliton solutions for generalized KdV equations with suitable autonomous nonlinearities has been considered. However, less is known in the case of an inhomogeneous nonlinearity, such as equation (1.1) . In a general situation, no elliptic, timeindependent ODE can be associated to the soliton, unlike the standard autonomous case studied in [2] . Therefore, other methods are needed.
The first mathematically rigorous results in the case of time and space dependent KdV and mKdV equations (m = 2 and m = 3 above) were proved by Dejak-Sigal and Dejak-Jonsson [4, 5] . They studied the dynamics of a soliton for times of O(ε −1 ), and deduced dynamical laws which characterize the whole soliton dynamics up to some order of accuracy. More recently, Holmer [11] has improved the Dejak-Sigal results in the KdV case, up to the Ehrenfest time O(| log ε|ε −1 ), provided the dynamical laws are well defined. In their model, the perturbation is of linear type, which do not allow large variations of the soliton shape, different to the scaling itself.
In [27, 28] it was described the soliton dynamics, for all time, in the case of the time independent, perturbed gKdV equation (1.1). The main novelty was the understanding of the dynamics as a nonlinear interaction between the soliton and the potential, in the spirit of the recent works of Holmer-Zworski [12] , and Martel-Merle [22, 23] . In order to state this last result, and our present main results, let us first describe the framework that we have considered for the potential a(·) in (1.1).
Setting and hypotheses on a(·).
Concerning the function a in (1.1), we assume that a ∈ C 3 (R) and there exist fixed constants K, γ > 0 such that      1 < a(r) < 2, a ′ (r) > 0, for all r ∈ R, 0 < a(r) − 1 ≤ Ke γr , for all r ≤ 0, 0 < 2 − a(r) ≤ Ke −γr for all r ≥ 0, and |a (k) (r)| ≤ Ke −γ|r| , for all r ∈ R, k = 1, 2, 3.
(1.4)
1 In this paper we will not do any distinction between soliton and solitary wave, unlike in the mathematicalphysics literature.
In particular, lim r→−∞ a(r) = 1 and lim r→+∞ a(r) = 2. The chosen limits (1 and 2) do not imply a loss of generality, it just simplifies the computations. In addition, we assume the following hypothesis: there exists K > 0 such that for m = 2, 3 and 4,
for all s ∈ R.
(1.5)
This condition is generally satisfied, however a ′ (·) cannot be a compactly supported function.
We remark some important facts about (1.1) (see [27, 28] for more details). Firstly, this equation is not invariant under scaling and spatial translations. Second, a nonzero solution of (1.1) might lose or gain some mass, depending on the sign of u, in the sense that, at least formally, the Mass
On the other hand, the energy
remains formally constant for all time. Let us recall that this quantity is conserved for local H 1 -solutions of (1.2). Since a ∼ 1 as x → −∞, one should be able to construct a generalized soliton-like solution u(t), satisfying u(t) ∼ Q(· − (1 − λ)t) as t → −∞.
2 Indeed, this scattering result has been proved in [27] , but for the sake of completeness, it is briefly described in the following paragraph.
Description of the dynamics. Let us recall the setting of our problem. Let 0 < λ < 1 be a fixed parameter, consider the equation
Here ε 0 > 0 is a small parameter. Let λ 0 be the following parameter:
Assuming the validity of (1.8), one has the following generalization of [20] : Theorem 1.1 (Existence of solitons for gKdV under variable medium, [27] ). Suppose m = 2, 3 and 4. Let 0 ≤ λ < 1 be a fixed number. There exists a small constant ε 0 > 0 such that for all 0 < ε < ε 0 the following holds. There exists a solution u ∈ C(R, H 1 (R)) of (1.1), global in time, such that lim
Let us remark that (1.10) can be improved in the following way: there exists K, γ > 0 such that
Next, we have described the dynamics of interaction soliton-potential. Let λ ∈ (0, 1), and let λ =λ(m) be the unique solution of the algebraic equation [28] 12) with λ 0 given by (1.9). Let κ(λ) be the parameter defined by
The above numbers represent a sort of equilibria between the energy of the solitary wave and the strength of the potential. Indeed, let c ∞ = c ∞ (λ) be the unique solution of the algebraic equations [27, 28] 14) and c ∞ (λ 0 ) = 1, respectively. We claim that this number represents the final scaling of the soliton. Indeed, one has c ∞ (λ)
, and the following Theorem 1.2 (Interaction soliton-potential: refraction and reflection, [27, 28] ). Suppose 0 < λ < 1, with λ =λ. There exists K, ε 0 > 0 such that for all 0 < ε < ε 0 the following holds. There exists constantsT , c + > 0, and a smooth C 1 function ρ(t) = ρ λ (t) ∈ R such that the function [27, 28] an asymptotic stability property, in the spirit of Martel and Merle [21] . This result gives the existence of the limiting parameter c + above mentioned. We believe that the above is the first mathematical proof of the existence of a global, reflected soliton-like solution in a variable coefficients gKdV model.
Finally, by means of a contradiction argument, no pure soliton solutions are present in this regime. Theorem 1.3 (Non existence of pure-soliton solutions for (1.8), [27, 28] ). Let 0 < λ < 1, with λ =λ. Then lim sup
Main result. A natural question left open in [27, 28] is to establish a quantitative lower bound on the defect w + (t) as the time goes to infinity, at least in the case 0 < λ < 1, λ =λ (the cases λ = 0 and λ =λ seem harder). In this paper we improve Theorem 1.3 by showing a first lower bound on the defect w + (t) at infinity. In other words, any perturbation of the constant coefficients gKdV equation of the form (1.8) induces non trivial dispersive effects on the soliton solution -they are not pure anymore. This result clarifies the existence of a nontrivial dispersive tail and the inelastic character of generalized solitons for perturbations of some dispersive equations, and moreover, it seems to be the general behavior. In addition, one can see this result as a generalization to the case of interaction soliton-potential of the recent ones proved by Martel and Merle, concerning the inelastic character of the collision of two solitons for non-integrable gKdV equations [22, 24] .
However, in order to obtain such a quantitative bound, and compared with the proof in [24] , the present analysis requires several new ideas, in particular for the more difficult case, the cubic one. As we will describe below, our lower bounds are related to first and second order corrections to the dynamical parameters of the soliton solution. The main result of this paper is the following Theorem 1.4 (Inelastic character of the soliton-potential interaction). Let m = 2, 3 and 4, 0 < λ < 1, λ =λ, and δ := 1 50 . There exist constants K, ε 0 > 0 such that, for all 0 < ε < ε 0 , the following holds. Let w + (t) be as in Theorem 1.2. Then
Remark 1.3 (Meaning of δ). The number δ above is needed in our computations, but it is not essential. It is related to the definition of the time of interaction T ε (1.21) and estimates (1.11) and (2.26), but it can be replaced by any δ > 0 provided ε 0 is chosen even smaller. Looking at our proofs, we believe that the best lower bound is given by ∼ ε| log ε| −δ , for some δ > 0; however, this problem will not be considered in this paper. Remark 1.4. Similar to the results obtained in [22, 24] , we have found a nontrivial gap between the two bounds (1.15) and (1.16 ). This gap is related to the emergence of infinite mass corrections to the constructed approximate solution [27, 28] , and it is not formally present in the NLS model [26] . The understanding of this gap is a very interesting open problem. Additionally, from the above results we do not discard the existence of small solitary waves (note that small solitons move to the left), at least for the case m = 2. In the cubic and quartic cases, we believe there are no such soliton solutions.
Ideas of the proof. As we have explained before, the above result is originally based in a recent argument introduced by Martel and Merle in [24] , to deal with the interaction of two nearly-equal solitons for the quartic gKdV equation. Roughly speaking, in their paper the interaction was proved to be inelastic because of a small lack of symmetry on the soliton trajectories, contrary to the symmetric integrable case. In this paper, we improve the Martel-Merle idea in two directions: first, we generalize such an argument to the case of the interaction soliton-potential, which is nontrivial since our problem has no evident symmetries to be exploited; and second, we deal, in addition, with a somehow degenerate case, the cubic one, where the original Martel-Merle argument is not longer available. Therefore, we introduce new ideas to recover the same bound as in the other cases.
Let us describe the proof. We consider an approximate solution of (1.8), describing the interaction soliton-potential. This problem was first considered in [27] , but in order to find an explicit expression for the defect of the solution, we improved such a construction in [28] .
Let us be more precise. The objective of the new approximate solution is to obtain first and second order corrections on the translation and scaling parameters ρ(t), c(t) of the soliton solution. Indeed, in [28] was proved that the solution u(t) behaves along the interaction, at first order, as follows:
with (c, ρ) satisfying the dynamical laws
(see Proposition 3.3 for an explicit description of this dynamical system). Moreover, one has f 2 ≡ 0 in the cubic case (cf. Proposition 2.2). Roughly speaking, the parameter f 2 (εt) (f 3 (εt) resp.) satisfies
Therefore, after integration in a time interval of size O(ε −1 ), near t ∼ 0, these new terms induce a correction of order O(1) (of order O(ε) resp.) on the trajectory ρ(t) (on the scaling c(t), resp.). These corrections are precisely the quantities that induce lower bounds for the hidden defect. The next step is to introduce a new function, say v(t), which has the opposite behavior compared to u(t). This solution is pure as t → +∞, and therefore, from Theorem 1.2, different from u(t). We can describe the dynamics associated to v(t) for all time, in particular along the interaction region: we construct an approximate solutionṽ(t), with associated dynamical parametersc(t) and ρ(t), which satisfy suitable dynamical laws, as in (1.17)-(1.18). However, since v(t) is pure as t → +∞, the respective coefficientsf 3 (t) andf 2 (t) are of different signs with respect to (1.17)-(1.18). This crucial observation was first noticed by Martel and Merle in [24] for the quartic gKdV model, and represents a lack of symmetry in the dynamics.
The purpose for the rest of proof is to profit of this fact. The idea is the following: if (1.16) is not satisfied, then u(t) and v(t) are very close for all time, at some order smaller than ε. This property is nothing but a backward stability result. 4 Now, suppose for instance that we are in the quadratic case. From the above stability result, one can prove that the dynamical parameters of u(t) and v(t) are very close, in the sense that
(1.19) 3 We write f j = f j (εt) in order to emphasize the fact that we are working with slowly varying functions, but in the rigorous proof below we only use the notation f j (t). 4 The existence of this property in the NLS case is an open problem, see [26] .
We give a more precise description of these properties in 19) are small enough. The last step above can be performed in a more rigorous way with the following argument. In the case m = 2, 4 the idea is to find a quantity satisfying the following properties: (i) its variation in time is of order O(ε), (ii) it contains the dynamical laws (1.17)-(1.18), and (iii) now the term εf 2 (t) is relevant for the dynamics. This quantity is given by a suitable modification of a wellknown functional J(t) introduced by Martel and Merle in [24] , whereas in the cubic case the defect is in some sense degenerate and therefore J(t) is useless. However, since in this case the variation of c(t) is of second order in ε, we still recover the same lower bound, but we require several sharp estimates. We overcome this difficulty by using improved Virial estimates (cf. Lemmas 2.4, 3.5), with the right signs, which allow to close our arguments. To obtain a suitable lower bound for the defect in the case λ = 0 is probably a more challenging, open problem. Remark 1.5 (The Schrödinger case). The interaction soliton-potential has be also considered in the case of the nonlinear Schrödinger equation with a slowly varying potential, or a soliton-defect interaction. See e.g. Gustafson et al. [9, 10] , Gang and Sigal [6] , Gang and Weinstein [7] , Holmer, Marzuola and Zworski [12, 13, 14] , Perelman [32] and our recent work [26] on the NLS equation. It is relevant to say that the equivalent of Theorem 1.4 for the Schrödinger case considered in [26] is an interesting open question.
Let us explain the organization of this paper. First, in Section 2 we introduce the basic tools for the study of the interaction problem. These results are reminiscent of our previous papers [27, 28] , and therefore are stated without proofs. In Section 3 we consider the case of a decreasing potential. We introduce the solution v(t) which satisfies the opposite behavior with respect to u(t). Section 4 is devoted to the rigorous proof of (1.19), and in Section 5 we prove (1.20) . In Section 6 we prove the main result in the cases m = 2, 4, and finally in Section 7 we consider the most difficult case, m = 3. Notation. We follow most of the notation introduced in [28] . In particular, in this paper both K, γ > 0 will denote fixed constants, independent of ε, and possibly changing from one line to another. Additionally, we introduce, for ε > 0 small, the time of interaction
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Preliminaries
The purpose of this section is to recall several properties needed along this paper. For more details and the proofs of these results, see Section 2 and 3 in [27, 28] .
2.1. Existence of approximate parameters. Denote, for C > 0, P ∈ R given, and m = 2, 3 or 4,
We recall the existence of a unique solution for a dynamical system involving the evolution of the first order scaling and translation parameters of the soliton solution, (C(t), P (t)), in the interaction region. The behavior of this solution is essential to understand the dynamics of the soliton inside this region.
Lemma 2.1 ( [27, 28] ). Let m = 2, 3 or 4. Let λ 0 , a(·) and f 1 be as in (1.9) , (1.4) 
and (2.1).
There exists ε 0 > 0 small such that, for all 0 < ε < ε 0 , the following holds.
(1) Existence. Consider 0 ≤ λ < 1. There exists a unique solution (C(t), P (t)), with C(t) bounded, monotone and positive, defined for all t ≥ −T ε , of the following nonlinear system
Moreover, lim t→+∞ C(t) > 0, for all 0 ≤ λ < 1, independently of ε. (2) Asymptotic behavior. Let λ 0 <λ < 1 be the unique number satisfying (1.12) . Then, (a) For all 0 ≤ λ ≤λ, one has lim t→+∞ C(t) > λ and lim t→+∞ P (t) = +∞.
(b) For allλ < λ < 1, there exists a unique t 0 ∈ (−T ε , +∞) such that C(t 0 ) = λ, and lim t→+∞ C(t) < λ. Moreover, lim t→+∞ P (t) = −∞. Finally, one has the bound
Remark 2.1. From the above result, one can define a unique time of escapeT ε > −T ε such that P (t) satisfies
, with c ∞ (λ) being the unique solution of the algebraic equation (1.14) . See [27, 28] for the proof of these results.
Construction of an approximate solution describing the interaction
3), c = c(t) > 0 and ρ(t) ∈ R be bounded functions to be chosen later, and
The parameterã describes the shape variation of the soliton along the interaction. Concerning the parameters c(t) and ρ(t), it is assumed that, for all t ∈ [−T ε ,T ε ],
with (C(t), P (t)) from Lemma 2.1. Consider a cut-off function η ∈ C ∞ (R) satisfying
Define η ε (y) := η(εy + 2), (2.7) From [28] , the form ofũ(t, x), the approximate solution, will be the sum of a soliton plus a correction term:
8) where w is given by 9) and d(t) := (a ′ã−m )(ερ(t)). Here A c (y) and B c (t, y) are unknown functions. Note that, by definition,ũ(t, x) = 0 for all y ≤ −3ε −1 . We want to estimate the size of the error obtained by insertingũ as defined in (2.8)-(2.9) in the equation (1.8) . For this, we define the residual term
For this quantity one has the following
Proposition 2.2 ([27, 28]). Suppose (c(t), ρ(t)) satisfying (2.6). There exists γ > 0 independent of ε small, and an approximate solutionũ of the form (2.8)-(2.9), such that for all
(1) Almost solution. The error associated to the functionũ(t) satisfies 12) and for m = 3,
14)
and 17) and f 4 (t) satisfies the decomposition
19)
for m = 2, 4, and 20) in the case m = 3.
Remark 2.2. Note that, even under a correction term of second order, namely ε 2 B c , one cannot improve the associated error (2.11). We believe that this phenomenon is a consequence of the fact that A c ∈ L 2 (R).
2.3.
Decomposition of the solution in the interaction region. The next result summarizes the interaction soliton-potential. Roughly speaking, the solution u(t) behaves as the approximate solutionũ(t).
Proposition 2.3 ([28]
). Suppose λ ∈ (0, 1), λ =λ. There exist K 0 , ε 0 > 0 such that the following holds for any 0 < ε < ε 0 .
(1) There exist unique
In addition, z(t) solves the following gKdV equation
24)
and
Finally,
Remark 2.3. Note that estimates (2.25) improve (2.6). In addition, (2.26) are consequences of (1.11) at time −T ε , and (2.2). Moreover, from the proof of the above result, (1.11) and (2.11), one can see that e.g. an estimate of the order z(t) H 1 (R) ≤ K 0 ε 10 is valid for all sufficiently early times, namely t ≤ −Kε −1 | log ε|, with K > 0 large enough.
Virial estimate.
A better understanding of the estimate on the scaling parameter (2.24) needs the introduction of a Virial estimate, in the spirit of [27] (see Lemma 6.4). See also [11] for a similar result. First, we define some auxiliary functions. Let φ ∈ C ∞ (R) be an even function satisfying the following properties
φ. It is clear that ψ is an odd function. Finally, for A > 0, denote
A simple but very important conclusion of the last estimate, is the following: one has, from (2.26) and (2.29), In this section we deal with the problem of existence of a pure soliton-like solution as time goes to +∞. Our objective is to briefly describe the dynamics of such a solution, say v(t), in order to compare its behavior with the solution u(t) described in Theorems 1.1 and 1.2. We sketch some of these results, being straightforward generalizations of the results of Section 4 in [28] . First, we state the following existence result (see also [27, Proposition 7.2] ).
Proposition 3.1. Suppose x 0 ∈ R and 0 < λ < 1 fixed, with λ =λ. Let c (1.13) . For ε 0 > 0 small enough, the following holds for any 0 < ε < ε 0 . There exists a unique solution v ∈ C(R, H 1 (R)) of (1.8) such that
Moreover, there are constants K, γ > 0 such that
provided 0 < ε < ε 0 small enough.
Remark 3.1. This result has been proved in [27] for all 0 < λ ≤ λ 0 (namely, with κ(λ) = 2 −1/(m−1) ). The key argument in the proof was the introduction of the modified mass M[u](t), given by
3)
which satisfies [27] , for all t, t ′ ≥T ε , with t
From the proof of this result, we see that the same conclusion holds for any λ 0 < λ <λ, with no differences in the proof, since one still has c ∞ (λ) > λ. However, in the caseλ < λ < 1, one has c ∞ (λ) < λ. Therefore, one needs a modification in the main argument of the proof. It turns out that, instead of considering the modified mass M[u], one should consider the modified massM [u], introduced in [27] , given byM
Thanks to (1.5) this quantity satisfies, for any m = 2, 3 and 4, the following property [27] : There exists ε 0 > 0 such that, for all 0 < ε ≤ ε 0 , and for all t ′ ≥ t,
After this modification, the proof of Proposition 3.1 is direct from [27, Proposition 7.2].
Let us come back to the study of the function v(t). A straightforward consequence of Proposition 3.1 is that, for all ε > 0 small enough,
Now, we want to describe the dynamics of this solution in the region t ∈ [−T ε ,T ε ]. The natural step is, following Section 4 in [28] , the construction of an approximate solutionṽ(t), with dynamical parametersc(t) andρ(t), of the form (compare with (2.8))
such thatṽ(T ε ) is close enough to v(T ε ). Hereỹ := x −ρ(t),η ε (ỹ) := η(2 − εỹ),R(t) is the modulated soliton from (2.5) with parametersc(t) andρ(t),d(t) := a ′ a m (ερ(t)), and
Remark 3.2. Note that we have chosenη ε such thatη ε (ỹ) = 0 for allỹ ≥ 3 ε , andη ε (ỹ) = 1 for y ≤ 1 ε . This choice is the opposite to the corresponding one associated to η(y) (see (2.7)). Let λ ∈ (0, 1), λ =λ, and X 0 ∈ R with |X 0 | ≤ ε −1/2−1/100 . Let (C(t),P (t)) be the unique solution of the following backward dynamical system (cf. Lemma 2.1)
(note thatP (T ε ) can be negative, as in the caseλ < λ < 1.) For further purposes, we need the following
. Let (C(t), P (t)) and (C(t),P (t)) be the solutions of (2.2) and (3.8) respectively. Then, for all t ∈ [−T ε ,T ε ],
Proof. We prove the most difficult case, namely λ ∈ (λ, 1), since the case λ ∈ (0,λ) is simpler. 
Similarly, since |X 0 | is small compared with P (T ε ) = P (−T ε ), the functions (C(t),P (t)) satisfy the identitỹ
Consider the smooth function
. Using (1.14), we get
Note that f (C) has nonzero derivative provided C = λ,
5
. Since |C(t) − λ| ≥ κα > 0, κ > 0, uniformly in ε in the considered time region, we get
where ∆C(t) := C(t) −C(t) and ∆P (t) := P (t) −P (t). Now we recall that ∆C(t) = ∆P ′ (t). Integrating [t,T ε ], with t ≥ t 0 + α ε , we get 
We assume (c(t),ρ(t)) and (C(t),P (t)) satisfying (2.6). The following is the equivalent to Proposition 2.2 (see also [27] ): Proposition 3.3. Let (c(t),ρ(t)) and (C(t),P (t)) be satisfying (2.6) . There exists a constant γ > 0, independent of ε small, and an approximate solutionṽ of the form (3.6) , such that for all t ∈ [−T ε ,T ε ], the following properties are satisfied.
(1) The error term S[ṽ] satisfies the decomposition
(2) The functionsÃc,Bc are as follows:
11)
and for m = 3,
12) (3) The functionη εw (t), withw(t) defined in (3.7), satisfies similar estimates as in (2.14)-(2.15). (4) In addition,f 1 (t) = f 1 (c(t),ρ(t)), given by (2.1),
f 2 (t) = −f 2 (c(t),ρ(t)),f 3 (t) = −f 3 (c(t),ρ(t)),(3.
13) andf 4 (t) satisfies a similar decomposition as (2.18). (5) Finally,S[ṽ](t, ·) describes similar estimates as in (2.11), (2.19) and (2.20).
Remark 3.3. Let us emphasize the main differences between Propositions 2.2 and 3.3. Contrary to (2.12) and (2.13), we impose the opposite behavior in (3.11)-(3.12). This last condition is mainly motivated by the fact that the solution v(t) is now pure as t → +∞, therefore it should be rapidly decaying on the left hand side of the soliton, instead of the right one. As a consequence, we get that the values off 2 (t) andf 3 (t) are of opposite sign (cf. (3.13).)
Sketch of proof of Proposition 3.3.
We follow step by step the proof of Proposition 4.2 in [28] (see also Appendix B in [28] ), having in mind the following formal changes:
(C(t), P (t)) → (C(t),P (t)), (c(t), ρ(t)) → (c(t),ρ(t)),ũ(t) →ṽ(t),
Steps 0, 1, 2, 3 and 4. In these paragraphs, no significant modifications are needed. Let us recall that F 1 is given by
in particular,f 1 (t) = f 1 (c(t),ρ(t)). The term F 2 remains "unchanged".
Step 5. Resolution of the first linear problem. We are looking for a functionÃc with the opposite behavior with respect to A c (cf. (3.11) ). The key difference will be in the computation of f 2 (t). Indeed, we start from (B.29) in [28] . We have (for the sake of clarity, we drop the variable t and the tilde on each function, if there is no confusion) 
Using that
and therefore (3.13) ).
Step 6. Cubic case. resolution of a second linear system. As above, the main difference here is in the value off 3 (t), which is the "opposite" of f 3 (t). This result is consequence of (3.12).
We start from the equivalent of [28, B.35] in our case. The first big difference is in (B.36). Now we have
and therefore,
In the same way,
c . Still following the proof of (B.35), we have that
Therefore,f 3 (t) = −f 3 (c(t),ρ(t)).
Step 7. Final conclusion. No differences, apart from the obvious ones, are present in this paragraph. The sketch of proof of Proposition 3.3 is now complete.
In the following lines, we state without proof the equivalent of Proposition 2.3 for the solution v(t).
Proposition 3.4. Suppose 0 < λ < 1, λ =λ. There exists a constant ε 0 > 0 such that the following holds for any 0 < ε < ε 0 . There are a constant K > 0 independent of ε and unique
From the proof of this result one can obtain several additional properties, as in Proposition 2.3. We recall some of them, of importance in the following lines. First of all,z(t) satisfies the gKdV equationz
20) with K > 0 independent of ε. This information allows us to prove a Virial identity forz, as in Lemma 2.4 (see [28] for the proof).
Lemma 3.5. There exist K, A 0 , δ 0 > 0 such that for all t ∈ [−T ε ,T ε ] and for some γ = γ(A 0 ) > 0,
As in (2.30), this last property leads to the estimate
, and where we have used that 1 − ψ A0 > 0 and (3.20).
Backward stability
Let δ > 0 a small number, to be chosen below. In this section we will assume that, for T ≥ T ε large enough, one has
1) with ν a small number, to be specified below, and K a fixed constant. We claim that this smallness condition is preserved for all time below T , in particular along the time interval [−T ε ,T ε ].
Lemma 4.1. Suppose λ ∈ (0, 1), λ =λ, and δ > 0 small. There exist K > 0 and a smooth function T (t) ∈ R, defined for all t ∈ [−T ε , T ], such that
Remark 4.1. Let us emphasize that the modulation via the function T (t) is in part consequence of the fact that there is no space invariance for the equation (1.1), and therefore modulation in space is not enough, in particular inside the interaction region. This idea has been previously introduced in [27] .
Proof of Lemma 4.1. We sketch the proof of this result, since it is similar to the proof of Proposition 2.5 in [28] , and Proposition 5.1 in [27] . We proceed in two steps.
First step: From t = T to t =T ε . We claim that for all t ∈ [T ε , T ], there exists
with K > 0 independent of ε, ν and t. Indeed, we define, for K * > 0 to be fixed later,
, there exists a smooth
We suppose that T * >T ε . We define, via the implicit function theorem, functions T (t) and h(t), such that h(t) := u(t + T (t)) − v(t) satisfies, for all t ∈ [T * , T ],
In addition, one has h(t) H 1 (R) +|T ′ (t)| ≤ KK * νε 1+δ , for some positive constant K. Additionally, this estimate at time t = T does not depend on K * . Define a massM [u](t) as follows: 3.3) ).
Note that this quantity satisfies, for all t ∈ [T * , T ], 
On the other hand, from the decomposition u(t + T (t)) = v(t) + h(t), we get 
Since c ∞ (λ) = λ for all λ =λ, we have
We evaluate (4.6) at t = T and t = T * , and use this last estimate. From the coercivity ofF (t) up to the direction v(t) we get, for ε 0 > 0 small enough,
for K * large, independent of ε and ν, which is a contradiction to the definition of T * . This proves the first step of the proof. Final step. We prove the result inside the interval [−T ε ,T ε ]. The proof is similar to the above case, but in this opportunity we start from the initial estimate
Note that u(t +T ε ) is also a solution of (1.1), with same energy and the same pure asymptotics as t → −∞. Therefore, in what follows we can assume by simplicity thatT ε = 0. We define (4.3) in the same way, but now we work inside the interval [−T ε ,T ε ]. In a similar fashion, we define h(t) and T (t), as in (4.4). However, the energy-mass argument above considered is not valid anymore, since the mass variation is too large; we need a different approach. In order to savage our proof, we follow the argument of [27, Proposition 5.1]. We consider the Weinstein functional
withc(t) being the scaling of the approximate solutionṽ(t), close to v(t). This quantity F (t) varies slowly, as shows a direct computation, similar to [27, Lemma 5.6 ]. In particular, the variation of c(t) can be controlled using (3.22) . The last step is a sharp control of the quantity R vh, (4.8) better than the standard Cauchy-Schwarz inequality. This can be done using a similar argument as above (see also [27, Lemma 5.4] ), as long asc(t) = λ. This is certainly true in the case 0 < λ <λ, sinceC(t) > λ (Lemma 2.1) and |c(t) −C(t)| ≤ Kε 1/2 for all t ∈ [−T ε ,T ε ]. Therefore, in the case 0 < λ <λ, we are done.
In order to control this quantity in the caseλ < λ < 1, we use the following argument. Suppose t ≥ T * > t 0 + α ε , for α > 0 small and t 0 such thatC(t 0 ) = λ. It is clear that one can control (4.8) inside the interval [T * ,T ε ]. Indeed, following (4.7), one has
which improves the standard estimate, provided we take ε small, depending on K * and α. As a conclusion, T * ≤ t 0 + α ε . Now we suppose T * > t 0 − α ε , and we consider the control of (4.8) inside the interval [T * , t 0 + α ε ]. Moreover, we may suppose T * < t 0 , which is the most difficult case, sinceC(t 0 ) = λ and the usual estimate degenerates. However, since the interval is small, one can use a standard balance of mass. One has, for t ∈ [T
On the other hand, since u and v are solutions of (1.1), one has from (1.6),
Therefore, after integration in [t, t 0 + α ε ], and using (4.10), we get
which improves the standard estimate, for α > 0 small enough, depending on K * (take e.g.
Combining estimates (4.9)-(4.12), taking K * large and ε small, depending on K * , we obtain a contradiction. The proof is complete.
We recall that from Propositions 3.3 and 3.4, there exists a suitable approximate solutioñ v(t) =ṽ(t ;c(t),ρ(t)), defined for t ∈ [−T ε ,T ε ], of the form (3.6), with dynamical parametersc(t) andρ(t).
The purpose in what follows is to use the smallness condition (6.2) to obtain upper bounds on the variation of parameters (c, ρ) and (c,ρ). Define, for t ∈ [−T ε ,T ε ], the following quantities:
and ∆ρ(t) := ρ(t + ) −ρ(t). (4.13)
We have supposed that |T (t)| ≤ Tε 100 in the interval [−T ε ,T ε ], in such a way that we still can use the decompositions of Propositions 2.3 and 3.4. Later we will improve this result. The next result states that under the condition (6.2) the quantities ∆c(t) and ∆ρ(t) are also small, meaning that almost equal solutions have close dynamical parameters. Proof. From Propositions 2.3 and 3.4 we have the following decomposition
where, for all t ∈ [−T ε ,T ε ], z(t, x) andz(t, x) satisfy (2.21) and (3.15), respectively. In addition, after a Taylor expansion, we obtain
On the other hand, from (2.15), 17) and from (2.15) and item 3 in Proposition 3.3, similar estimates hold for R η ε (y)w(t + , x)ỹQc(ỹ)dx , Rη ε (ỹ)w(t, x)Qc(ỹ)dx , and Rη ε (ỹ)w(t, x)ỹQc(ỹ)dx . Finally, from (2.21) one has 18) and the same result is valid for the integration againstỹQc. Now we conclude. Integrating (4.15) against Qc andỹQc, and using (4.2), (2.21), (3.15) , and (4.16)-(4.18), we finally obtain (4.14).
Propagation of the defect
Now, we suppose m = 2 or m = 4. In the following lines, we introduce two quantities, J(t) and J(t), with small variation in time, and such that the defect clearly appears in the dynamics. Let us define
It is clear that χ c remains bounded as y → +∞, and it is exponentially decreasing as y → −∞. Similarly,χc has the opposite behavior asỹ → ±∞. Finally, let us recall the notation introduced in (3.6) and Proposition 3.4. Consider the functionals
Lemma 5.1. The functionals J(t) andJ(t) are well defined for all t ∈ [−T ε ,T ε ], and they satisfy
Proof. We only prove the estimate for J(t), being the estimate forJ(t) similar (see Remark 5.1 below). Let y 0 > 0 be a large number, independent of ε, to be chosen later. Note that χ c (y), with y = x − ρ(t), is an exponentially decreasing function as y → −∞. From (2.21) and the CauchySchwarz inequality, one has
On the other hand, the region {y > y 0 } requires more care since χ c does not converge to zero as y → +∞. Let us suppose by now that, for all t ∈ [−T ε ,T ε ], z(t, x) enjoys the following exponential decay property: These two inequalities imply (5.3), since y 0 > 0 does not depend on ε small.
Note that (5.4) is consequence of (2.21), the following Gagliardo-Nirenberg inequality
L 2 (·≥y) , and provided we prove that, for some K, γ > 0, and for all y ≥ y 0 ,
The proof of this last estimate is a consequence of the following estimate (see e.g. [27, Lemma 7.3] for a similar result):
Lemma 5.2. There exist K, γ, y 0 > 0, independent of ε, such that for all t ∈ [−T ε ,T ε ], and for all y ≥ y 0 ,
Proof. The proof of this result can be divided in two steps.
Step one. Reduction to the case (−∞, −T ε ). From (2.23), there exists σ 1 , σ 2 , σ 3 ∈ R such that −λ < σ 1 < σ 2 < σ 3 < inf t∈[−Tε,Tε] ρ ′ (t), independent of ε. Indeed, using (2.6) and the fact that C(t) > 0 uniformly in ε,
Then it is clear that we can find such numbers. Suppose y 0 > 0 large, but fixed, to be chosen later, s, t ∈ [−T ε ,T ε ], with s ≤ t. Consider the modified mass Let us consider now (5.8). We claim that for y 0 > 0 large but arbitrary,
In the last computation we have clearly defined six terms. Let us study in detail each one. In what follows we use the decomposition u =ũ + z, given by Proposition 2.3. First of all, one has
Recall from Proposition 2.2 thatũ(s, x) is exponentially decreasing in the region x ≥ ρ(s), independent of ε. Moreover, it is zero for x ≤ ρ(s) − 3 ε . On the other hand, φ ′ is exponentially decreasing away from zero. Therefore, one has e.g.
for some K > 0, and where we have used (5.9). The same method con be applied to the term
Similarly, since u =ũ + z,
On the other hand, since σ + λ > 0, taking K 0 > 0 large if necessary,
provided ε is small. Finally,
After these estimates, it is easy to conclude that 1 2
Therefore, estimate (5.10) follows after integration in time.
Step two. Estimate in (−∞, −T ε ). Now we perform the same computation as above, but now inside the interval (−∞, −T ε ). Indeed, it is not difficult to show that, for t 0 ≤ −T ε ≤ t,
The final conclusion comes from the fact that lim t0→−∞Ĩt,y0 (t 0 ) = 0, as a consequence of (1.10). Collecting (5.10) and (5.11), we getĨ
The proof of (5.6) is complete.
Let us conclude the proof of (5.5). From (2.21) and (5.6) one has
Now we use the main properties of the decomposition of the functionũ, sated in Proposition 2.2. One has, for x ≥ y + ρ(t), y ≥ y 0 > 0 large, 12) for some constants K, γ > 0, independent of ε. Note that the fact that A c is exponentially decreasing for x ≥ ρ(t) + y 0 is essential. Therefore, we finally get (5.5):
Remark 5.1. Let us remark that the proof in the case ofJ(t) is quite similar, with some basic changes. We need exponential decay ofz(t, x) on the left side. Second, instead of φ one has to consider the function 1 − φ, supported on the left side of the soliton, and sinceÃc is exponentially decreasing for x <ρ(t), estimate (5.12) holds forṽ(t, x) in the region x ≤ y +ρ(t), y ≤ −y 0 < 0 large.
Since J(t) andJ(t) are well-defined, we can compute and estimate its variation in time.
Lemma 5.3. The functionals J(t) andJ(t) satisfy, for some constants K, γ > 0, and for all
and similarly forJ ′ (t):
Proof. Let us prove (5.13). We compute:
Notice that we have used (2.22) . In the following lines, we estimate each term above. First of all, from (5.1), (2.21) and (2.24), 
On the other hand, from (2.23),
Note that ∂ c χ c = y −∞ ∂ c ΛQ c has a similar asymptotic behavior as χ c . Therefore, from the first part,
Similarly, εf 2 e R ΛQ c z ≤ Kε 3/2 . Let us recall that, from Proposition 2.2,ũ is exponentially decreasing in y as y → +∞, moreoverũ ≡ 0 for y ≤ − 3 ε . Since χ c (y) is exponentially decreasing as y → −∞, one has, for some constant γ > 0,
The term R χ cS [ũ] can be treated similarly. Indeed, since χ c is exponentially decreasing as y → −∞, one has from Step 7 in Appendix B of [28] ,
The last estimate concerns the nonzero term ρ ′ 1 e R χ c ∂ ρũ . Here one has
Finally, collecting the above estimates, we get, for some γ > 0 independent of ε > 0 small,
as desired. The proof of (5.14) is analogous, the minus sign is a consequence of (5.2).
6. Proof of Theorem 1.4, cases m = 2, 4
In this section we prove Theorem 1.4 in the non degenerate cases m = 2 and 4. For the sake of clarity, we divide the proof into several steps.
Step 1. Preliminaries. We will follow an argument by contradiction. Suppose that (1.16) do not hold; therefore for ν > 0 arbitrarily small, there is T > T ε arbitrarily large such that
(cf. Theorem 1.2 for the definition of w + and ρ(t)). Let us define x 0 = x 0 (T ) := ρ(T ) − (c + − λ)T . From Proposition 3.1 we know that there exists a unique solution v = v x0 of (1.8) such that (3.1) is satisfied. Moreover, from (3.2), by taking T larger if necessary, one has
Thanks to Lemma 4.1 with δ := 1 50 , there are a constant K > 0 and a smooth function T (t) ∈ R, defined for all t ∈ [−T ε ,T ε ], such that
Now we assume that T (t) is a small perturbation of T ε inside the interval [−T ε ,T ε ], in the sense that
where K * > 0 is a large constant, to be chosen later, and 0 < K < K * is independent of K * . Therefore Lemma 4.2 makes sense with no modifications. Moreover, from Propositions 2.3 and 3.4, and (2.25), one has for X 0 := (c
Note that we can apply Lemma 3.2. As a consequence, we improve our previous assumption:
valid for all t ∈ [−T ε ,T ε ]. Similarly, one has
Let us assume the validity of this result and let us conclude the proof of Theorem 1.4 for the cubic case. From (7.3), (2.30) and (3.22) one has, after integration and using the Cauchy-Schwarz inequality, Note that we have used (2.1) and (7.2) to obtain
(f 1 (t) −f 1 (t))dt ≤ Kνε.
Coming back to (7.4), and using (2.17), one has In what follows, we split the proof in two cases. with κ > 0 independent of ε. We get thenκε ≤ Kνε + Kε 3/2 , for some positive constants K,κ. By taking ν small enough, we obtain the desired contradiction. This proves the result in the case 0 < λ <λ. Second case:λ < λ < 1. First of all, note that from (2.25), one has Recall that, by definition ofT ε (2.3), one has P (T ε ) = P (−T ε ). Moreover,
since P ′ (t 0 ) = C(t 0 ) − λ = 0 and P (3) (t) = C ′′ (t) = O(ε 2 ). Therefore, we have for some K > 0, This expression leads to the bound (2.24) above. We also recall that a completely similar expression holds forc 1 (t). On the one hand, from (2. We first deal with the right hand side of (7.9). Since Q c and Qc are Schwartz functions, we have from (2.20), and similarly with the term R Qc∂ρṽ. Therefore, from (7.8), we get |(7.10)| ≤ Kε Finally, we deal with the left hand side of (7.9):
Gathering the above estimates, we get finally (7.3).
