Bhat et al. [4] developed an inductive compiler that computes density functions for probability spaces described by programs in a simple probabilistic functional language. In this work, we implement such a compiler for a modified version of this language within the theorem prover Isabelle and give a formal proof of its soundness w. r. t. the semantics of the source and target language. Together with Isabelle's code generation for inductive predicates, this yields a fully verified, executable density compiler. The proof is done in two steps, using a standard refinement approach: first, an abstract compiler working with abstract functions modelled directly in the theorem prover's logic is defined and proven sound. Then, this compiler is refined to a concrete version that returns a target-language expression.
Introduction

Motivation
Random distributions of practical significance can often be expressed as probabilistic functional programs. When studying a random distribution, it is often desirable to determine its probability density function (PDF). This can be used to e. g. determine the expectation or sample the distribution with a sampling method such as Markov-chain Monte Carlo (MCMC).
In 2013, Bhat et al. presented a compiler that computes the probability distribution function of a program in the probabilistic functional language Fun [4] . They evaluated the compiler on a number of practical problems and concluded that it reduces the amount of time and effort required to model them in an MCMC system significantly compared to hand-written models.
Bhat et al. also stated that their eventual goal is the formal verification of such a compiler in a theorem prover [3] . This has the advantage of providing guaranteed correctness, i. e. the result of the compilation is provably a PDF for the source expression, according to the formal semantics. This greatly increases the confidence one has in the compiler.
The final publication is available at Springer via https://doi.org/10.1007/978-3-662-46669-8_4.
In this Master's thesis, we implemented such a compiler for a similar probabilistic functional language in the interactive theorem prover Isabelle/HOL and formally proved its correctness.
Related work
This work is based on the work of Bhat et al. [3, 4] , which presents a density compiler for probability spaces described by expressions in the language Fun. This is a small functional language with basic arithmetic, Boolean logic, product and sum types, conditionals, and a number of built-in discrete and continuous distributions. It does, however, not support lists or recursion. The correctness proof is purely pen and paper, but the authors stated that formalisation in a proof assistant such as Coq is the ultimate goal [3] .
Park et al. [13] developed a probabilistic extension to Objective CAML called λ . Their work focuses on sample generation, i. e. using an infinite stream of random numbers to compute samples of the distribution described by a probabilistic program. While Bhat et al. generate density functions of functional programs, Park et al. generate sampling functions. These are functions that map [0; 1] ∞ to the sample space. The sampling function effectively uses a finite number of uniformly-distributed random numbers from the interval [0; 1] and returns a sample of the desired random variable. This approach allows them to handle much more general distributions, even recursively-defined ones and distributions that do not have a density function, but it does not allow precise reasoning about these distributions (such as determining the exact expectation). No attempt at formal verification is made.
pGCL, another probabilistic language, has been formalised with a proof assistantfirst in HOL by Hurd et al. [12] , then in Isabelle/HOL by David Cock [6, 7] . pGCL contains a rich set of language features, such as recursion and probabilistic and nondeterministic choice. David Cock formally proved a large number of results about the semantics of the language and developed mechanisms for refinement and program verification; however, the focus of this work was verification of probabilistic programs, not compiling them to density functions. Bhat et al. mention that reconciling recursion with probability density functions is difficult [3] , so a feature-rich language such as pGCL is probably not suited for developing a density compiler.
Audebaud and Paulin-Mohring [1] also implemented a probabilistic functional language with recursion in a theorem prover (namely Coq). Their focus was also on verification of probabilistic programs. While Cock uses a shallow embedding in which any type and operation of the surrounding logic of the theorem prover (i. e. HOL) can be used, Audebaud and Paulin-Mohring use a deep embedding with a restricted type system, expression structure, predefined primitive functions, etc. Like Bhat et al. and we, they also explicitly reference the Giry monad as a basis for their work.
Utilised tools
As stated before, we work with the interactive theorem prover Isabelle/HOL. Isabelle is a generic proof assistant that supports a number of logical frameworks (object logics) such as Higher-Order Logic (HOL) or Zermelo-Fraenkel set theory (ZF). The most widely used instance is Isabelle/HOL, which is what we use.
We heavily rely on Johannes Hölzl's Isabelle formalisation of measure theory [11] , which is already part of the Isabelle/HOL library. We also use Sudeep Kanav's formalisation of the Gaussian distribution and a number of libraries from the proof of the Central Limit Theorem by Avigad et al. [2] , namely the notion of interval and set integrals and the Fundamental Theorem of Calculus for these integrals. All of these have been or will be moved to the Isabelle/HOL library by their respective maintainers as well.
Outline
In Sect. 2.1, we will explain the notation we will use and then give a brief overview of the mathematical basics we require -in particular the Giry Monad -in Sect. 2.2.
Section 3 contains the definition and the semantics of the source and target language. Section 4 defines the abstract compiler and gives a high-level outline of the soundness proof. Section 5 then explains the refinement of the abstract compiler to the concrete compiler and the final correctness result and evaluates the compiler on a simple example.
Section 6 gives an overview of how much work went into the different parts of the project and what difficulties we encountered. It also lists possible improvements and other future work before summarising the results we obtained. Finally, the appendix contains a table of all notation and auxiliary functions used in this work for reference.
Preliminaries
Notation
In the following, we will explain the conventions and the notation we will use.
Typographical notes
We will use the following typographical conventions in mathematical formulae:
• Constants, functions, datatype constructors, and types will be typeset in regular roman font: max, return, π, etc. 0
• Free and bound variables (including type variables) are in italics: x, A, dst, etc.
0 In formulae embedded in regular text, we will often set types and constants in italics to distinguish them from the surrounding text.
• Isabelle keywords are in bold print: lemma, datatype, primrec, etc.
• σ-algebras are typeset in calligraphic font: A, B, M, etc.
• Categories are typeset in Fraktur: Set, Grp, Meas, etc.
• File names of Isabelle theories are set in a monospaced font: PDF_Compiler.thy.
Deviations from standard mathematical notation
In order to maintain coherence with the notation used in Isabelle, we will deviate from standard mathematical notation in the following ways:
• As is convention in functional programming (and therefore in Isabelle), function application is often written as f x instead of f (x) . It is the operation that binds strongest and it associates to the left, i. e. f x + 1 is ( f x) + 1 and f x y is ( f x) y .
• The integral over integrand f with variable x and the measure µ is written as
• The special notion of a non-negative integral 1 is used; this integral 'ignores' the negative part of the integrand. Effectively:
• Lambda abstractions, such as λx. x 2 , are used to specify functions. The corresponding standard mathematical notation would be x → x 2 . Table 1 lists a number of additional mathematical notation.
Semantics notation
We will always use Γ to denote a type environment, i. e. a function from variable names to types, and σ to denote a state, i. e. a function from variable names to values. Note that variable names are always natural numbers as we use de Bruijn indices. The letter Υ (Upsilon) will be used to denote density contexts, which are used in the compiler. We also employ the notation t • Γ resp. v • σ to denote the insertion of a new variable with the type t (resp. value v) into a typing environment (resp. state). This is used when entering the scope of a bound variable; the newly inserted variable then has index 0 and all other variables are incremented by 1. The precise definition is as follows: 2 
We use the same notation for inserting a new variable into a set of variables, shifting all other variables, i. e.:
In general, the notation Γ ⊢ e : t and variations thereof will always mean 'The expression e has type t in the type environment Γ', whereas Υ ⊢ e ⇒ f and variations thereof mean 'The expression e compiles to f under the context Υ'.
Mathematical basics
The category theory part of this section is based mainly on a presentation by ErnstErich Doberkat [9] . For a more detailed introduction, see his textbook [8] or the original paper by Michèle Giry [10] .
Basic measure spaces.
There are two basic measure spaces we will use:
Counting space. The counting space on a countable set A has
• the carrier set A
• the measurable sets P (A), i. e. all subsets of A
• the measure λX. |X|, i. e. the measure of a subset of A is simply the number of elements in that set (which can be ∞)
Borel space. The Borel space is a measure space on the real numbers which has
• the carrier set R
• the Borel σ-algebra as measurable sets, i. e. the smallest σ-algebra containing all open subsets of R
• the Borel measure as a measure, i. e. the uniquely defined measure that maps real intervals to their lengths
Sub-probability spaces.
A sub-probability space is a measurable space (A, A) with a measure µ such that every set X ∈ A has a measure ≤ 1, or, equivalently, µ(A) ≤ 1 .
For technical reasons, we also assume A = ∅ . This is required later in order to define the bind operation in the Giry monad in a convenient way within Isabelle. This nonemptiness condition will always be trivially satisfied by all the measure spaces used in this work.
The category Meas.
Note that:
• For any measurable space (A, A), the identity function is A-A-measurable.
• For any measurable spaces (A, A), (B, B), (C, C), an A-B-measurable function f , and a B-C-measurable function g, the function g • f is A-C-measurable.
Therefore, measurable spaces form a category Meas where:
• the objects of the category are measurable spaces
• the morphisms of the category are measurable functions
• the identity morphism 1 (A,A) is the identity function id A : A → A, λx. x
• morphism composition is function composition
Kernel space.
The kernel space S(A, A) of a measurable space (A, A) is the natural measurable space over the measures over (A, A) with a certain property. For our purposes, this property will be that they are sub-probability measures (as defined in Sect. 2.2.2). Additionally, a natural property the kernel space should satisfy is that measuring a fixed set X ∈ A while varying the measure within S(A, A) should be a Borel-measurable function; formally:
We can now simply define S(A, A) as the smallest measurable space with the carrier set
that fulfils this property, i. e. we let S(A, A) := (M, M) with
where B is the Borel σ-algebra on R.
Additionally, for a measurable function f , we define S( f ) = λµ. f (µ), where f (µ) denotes the push-forward measure (or image measure) 3 . Then S maps objects of Meas to objects of Meas and morphisms of Meas to morphisms of Meas. We can thus see that S is an endofunctor in the category Meas, as (id (A,A) )(µ) = µ and ( f • g)(µ) = f (g(µ)) .
Giry monad.
The Giry monad naturally captures the notion of choosing a value according to a (sub-)probability distribution, using it as a parameter for another distribution, and observing the result.
Consequently, return (or η) yields a Dirac measure, i. e. a probability measure in which all the 'probability' lies in a single element, and bind (or ≫=) integrates over all the input values to compute one single output measure. Formally, for measurable spaces (A, A) and (B, B), a measure µ on (A, A), a value x ∈ A, and an A-S(B, B)-measurable function f :
Unfortunately, restrictions due to Isabelle's type system require us to determine the σ-algebra of the resulting measurable space for bind M f since this information cannot be provided by the type of f . This can be done with an additional parameter, but it is more convenient to define bind in such a way that it chooses an arbitrary value x ∈ M and takes the σ-algebra of f x (or the count space on ∅ if M is empty) 4 .
This choice is somewhat non-standard, but the difference is of no practical significance as we will not use bind on empty measure spaces.
To simplify the proofs for bind, we instead define the join operation (also known as µ in category theory) first and use it to then define bind. The join operation 'flattens' objects, i. e. it maps an element of S(S(A, A)) to one of S(A, A) . Such an operation can be naturally defined as:
Note that in Isabelle, join has an additional explicit parameter for the measurable space of the result to avoid the problem we had with bind. This makes expressions containing join more complicated; this is, however, justified by the easier proofs and will be unproblematic later since we will never use join directly, only bind. Now, bind can be defined using join in the following way, modulo handling of empty measure spaces 5 :
2.2.6. The 'do' syntax.
For better readability, we employ a Haskell-style 'do notation' for operations in the Giry monad. The syntax of this notation is defined recursively, where M stands for a monadic expression and pattern stands for arbitrary 'raw' text:
Language Syntax and Semantics
The source language used in the formalisation was modelled after the language Fun described by Bhat et al. [4] ; similarly, the target language is almost identical to the target language used by Bhat et al. However, we have made the following changes in our languages:
• Variables are represented by de Bruijn indices to avoid handling freshness, captureavoiding substitution, and related problems.
• No sum types are supported. Consequently, the match . . . with . . . command is replaced with an IF . . . THEN . . . ELSE . . . command. Furthermore, booleans are a primitive type rather than represented as unit + unit .
• The type double is called real and it represents a real number with absolute precision as opposed to an IEEE 754 floating point number.
• Beta and Gamma distributions are not included.
In the following sections, we give the precise syntax, typing rules, and semantics of both our source language and our target language.
Types, values, and operators
The source language and the target language share the same type system and the same operators. Figure 1 shows the types and values that exist in our languages. 6 Additionally, standard arithmetical and logical operators exist. All operators are total, meaning that for every input value of their parameter type, they return a single value of their result type. This requires some non-standard definitions for non-total operations such as division, the logarithm, and the square root -we define them to be 0 outside their domain. Non-totality could also be handled by implementing operators in the Giry monad by letting them return either a Dirac distribution with a single result or, when evaluated for a parameter on which they are not defined, the null measure. This, however, would probably complicate many proofs significantly. To increase readability, we will use the following abbreviations:
• TRUE and FALSE stand for BoolVal True and BoolVal False, respectively.
• RealVal, IntVal, etc. will be omitted in expressions when their presence is implicitly clear from the context.
• a − b stands for a + (−b) and a/b for a · b −1 .
Auxiliary definitions
A number of auxiliary definitions are used in the definition of the semantics; for a full list of auxiliary functions see table 2. The following two notions require a detailed explanation:
Measure embeddings.
A measure embedding is the measure space obtained by 'tagging' values in a measure space M with some injective function f (in fact, f will always be a datatype constructor). For instance, a set of values of type R can naturally be measured by stripping away the RealVal constructor and using a measure on real numbers (e. g. the Lebesgue-Borel measure) on the resulting set of reals. Formally:
Stock measures.
The stock measure for a type t is the 'natural' measure on values of that type. This is defined as follows:
• For the countable types UNIT, B, Z: the count measure over the corresponding type universes
• For type R: the embedding of the Lebesgue-Borel measure on R with RealVal
• For t 1 × t 2 : the embedding of the product measure stock_measure t 1 stock_measure t 2 with λ(v, w). <|v, w |> Note that in order to save space and increase readability, we will often write x. f x ∂t instead of x. f x ∂stock_measure t in integrals.
The state measure.
Using the stock measure, we can also construct a measure on states in the context of a typing environment Γ. A state on the variables V is a function that maps a variable in V to a value. A state σ is well-formed w. r. t. to V and Γ if it maps every variable x ∈ V to a value of type Γ x and every variable / ∈ V to undefined. We now fix Γ and a finite V and consider the set of well-formed states w. r. t. V and Γ. Another representation of these states are tuples in which the i-th component is the value of the i-th variable in V. The natural measure that can be given to such tuples is then the finite product measure of the stock measures of the types of the variables:
Source language
Figures 2 and 3 show the syntax resp. the typing rules of the source language. Figure  4 defines the source language semantics as a primitively recursive function. Similarly to the abbreviations mentioned in Sect. 3.1, we will omit Val when its presence is implicitly obvious from the context; e. g. if in some context, e is an expression and c is a constant real number, we will write e + Val (RealVal c) as e + c .
Built-in distributions.
Our language contains the built-in distributions Bernoulli, UniformInt, UniformReal, Gaussian, and Poisson. The uniform distributions are parametrised with a pair of numbers (a, b) and return a uniform distribution over the interval [a; b]. The Gaussian distribution is parametrised with a pair of real numbers (µ, σ), i. e. mean and standard deviation. 
Deterministic expressions
We call an expression e deterministic (written as 'e det') if it contains no occurrence of Random or Fail. Such expressions are of particular interest: if all their free variables have a fixed value, they return precisely one value, so we can define a function expr_sem_rf 7 that, when given a state σ and a deterministic expression e, returns this single value. The definition is obvious and leads to the following equality (assuming that e is deterministic and well-typed and σ is a valid state):
This property will later enable us to also convert deterministic source-language expressions into 'equivalent' target-language expressions.
Target language
The target language is again modelled very closely after the one used by Bhat et al. [4] . The type system and the operators are the same as in the source language, but the key difference is that while expressions in the source language return a measure space on their result type, the expressions in the target language always return a single value.
Since our source language lacks sum types, so does our target language. Additionally, our target language differs from that used by Bhat et al. in the following respects:
• Our language has no function types; since functions only occur as integrands and as final results (as the compilation result is a density function), we can simply define integration to introduce the integration variable as a bound variable and let the final result contain a single free variable with de Bruijn index 0, i. e. there is an implicit λ abstraction around the compilation result.
• Evaluation of expressions in our target language can never fail. In the language by Bhat et al., failure is used to handle undefined integrals; we, on the other hand, use the convention of Isabelle's measure theory library, which returns 0 for integrals of non-integrable functions. This has the advantage of keeping the semantics simple, which makes proofs considerably easier.
• Our target language does not have Let bindings, since, in contrast to the source language, they would be semantically superfluous here. However, they are still useful in practice since they yield shorter expressions and can avoid multiple evaluation of the same term; they could be added with little effort. Figures 5, 6 , and 7 show the syntax, typing rules, and semantics of the target language. primrec expr_sem :: state ⇒ expr ⇒ val measure where 
Converting deterministic expressions.
The auxiliary function expr_rf _to_cexpr, which will be used in some rules of the compiler that handle deterministic expressions, is of particular interest. We mentioned earlier that deterministic source-language expressions can be converted to equivalent target-language expressions. 8 This function does precisely that. Its definition is obvious.
expr_rf _to_cexpr satisfies the following equality for any deterministic source-language expression e: cexpr_sem σ (expr_rf_to_cexpr e) = expr_sem_rf σ e
Abstract compiler
Density contexts
First, we define the notion of a density context, which holds the acquired context data the compiler will require to compute the density of an expression. A density context is a tuple Υ = (V, V ′ , Γ, δ) that contains the following information:
• The set V of random variables in the current context. These are the variables that are randomised over.
• The set V ′ of parameter variables in the current context. These are variables that may occur in the expression, but are not randomised over but treated as constants.
• The type environment Γ
• A density function δ that returns the common density of the variables V under the parameters V ′ . Here, δ is a function from space (state_measure (V ∪ V ′ ) Γ) to the extended real numbers.
A density context (V, V ′ , Γ, δ) describes a parametrised measure on the states on V ∪ V ′ . Let ρ ∈ space (state_measure V ′ Γ) be a set of parameters. Then we write dens_ctxt_measure (V, V ′ , Γ, δ) ρ for the measure that we obtain by taking state_measure V Γ, transforming it by merging a given state σ with the parameter state ρ and finally applying the density δ on the resulting image measure. The Isabelle definition of this is:
Informally, dens_ctxt_measure describes the measure obtained by integrating over the variables v 1 , . . . , v m ∈ V while treating the variables v ′ 1 , . . . , v ′ n ∈ V ′ as parameters. The evaluation of an expression e with variables from V ∪ V ′ in this context is effectively a function
A density context is well-formed (implemented in Isabelle as the locale density_context) if:
• V and V ′ are finite and disjoint
sub-probability measure
Definition
As a first step, we have implemented an abstract density compiler as an inductive pre- • The use of de Bruijn indices requires shifting of variable sets and states whenever the scope of a new bound variable is entered; unfortunately, this makes some rules somewhat technical.
• We do not provide any compiler support for deterministic 'let' bindings. They are semantically redundant, as they can always be expanded without changing the semantics of the expression. In fact, they have to be unfolded for compilation, so they can be regarded as a feature that adds convenience, but no expressivity.
The following list shows the standard compilation rules adapted from Bhat et al., plus a rule for multiplication with a constant. 9 Note that the functions marg_dens and marg_dens2 compute the marginal density of one (resp. two) variables by 'integrating away' all the other variables from the common density δ. The function branch_prob computes the probability of being in the current branch of execution by integrating over all the variables in the common density δ.
Soundness proof
We show the following soundness result for the abstract compiler: 10 lemma expr_has_density_sound : assumes (∅, ∅, Γ, λρ. 1) ⊢ d e ⇒ f and Γ ⊢ e : t and free_vars e = ∅ shows has_subprob_density (expr_sem σ e) (stock_measure t) ( f (λx. undefined))
Here, has_subprob_density M N f is an abbreviation for the following four facts:
• applying the density f to N yields M
• M is a sub-probability measure
• f is non-negative on its domain
We prove this with the following generalised auxiliary lemma: 
The predicate has_parametrized_subprob_density R M N f simply means that f is Borelmeasurable w. r. t. R ⊗ N and that for any parameter state ρ from R, the predicate has_subprob_density M N f holds.
The proof is by straightforward induction following the inductive definition of the abstract compiler. In many cases, the monad laws for the Giry monad allow restructuring the induction goal in such a way that the induction hypothesis can be applied directly; in the other cases, the definitions of the monadic operations need to be unfolded and the goal is essentially to show that two integrals are equal and that the output produced is well-formed.
The proof given by Bhat et al. [5] is analogous to ours, but much more concise due to the fact that side conditions such as measurability, integrability, non-negativity, and so on are not proven explicitly and many important (but uninteresting) steps are skipped or only hinted at.
Concrete compiler
Approach
The concrete compiler is another inductive predicate, modelled directly after the abstract compiler, but returning a target-language expression as the compilation result instead of a HOL function. We will use a standard refinement approach to relate the concrete compiler to the abstract compiler. We thus lift the soundness result on the abstract compiler to an analogous one on the concrete one. This effectively shows that the concrete compiler always returns a well-formed target-language expression that represents a density for the sub-probability space described by the source language.
The concrete compilation predicate is written as
Here, vs and vs ′ are lists of variables, Γ is a typing environment, and δ is a targetlanguage expression describing the common density of the random variables vs in the context. It may be parametrised with the variables from vs ′ .
Definition
The concrete compilation rules are, of course, a direct copy of the abstract ones, but with all the abstract HOL operations replaced with operations on target-language expressions. Due to the de Bruijn indices and the lack of functions as explicit objects in the target language, some of the rules are somewhat complicated -inserting an expression into the scope of one or more bound variables (such as under an integral) requires shifting the variable indices of the inserted expression correctly. For this reason, we will not print the rules here; they can be found in the Isabelle theory file PDF_Compiler.thy.
Refinement
The refinement relates the concrete compilation (vs, vs ′ , Γ, δ) ⊢ c e ⇒ f to the abstract compilation
In words: we take the abstract compilation predicate and
• variable sets are refined to variable lists
• the typing context and the source-language expression remain unchanged
• the common density in the context and the compilation result are refined from HOL functions to target-language expressions (by applying the target language semantics)
The main refinement lemma states that the concrete compiler yields a result that is equivalent to that of the abstract compiler, modulo refinement. Informally, the statement is the following: if e is ground and well-typed under some well-formed concrete density context Υ and Υ ⊢ c e ⇒ f , then Υ ′ ⊢ d e ⇒ f ′ , where Υ ′ and f ′ are the abstract versions of Υ and f .
The proof for this is conceptually simple -induction over the definition of the concrete compiler; in practice, however, it is quite involved. In every single induction step, the well-formedness of the intermediary expressions needs to be shown, congruence lemmas for the abstract compiler need to be applied, and, when integration is involved, non-negativity and integrability have to be shown in order to convert non-negative integrals to Lebesgue integrals and integrals on product spaces to iterated integrals.
Combining this main refinement lemma and the abstract soundness lemma, we can now easily show the concrete soundness lemma:
⊢ c e ⇒ f and Γ ⊢ e : t and free_vars e = ∅ shows has_subprob_density (expr_sem σ e) (stock_measure t)
Informally, the lemma states that if e is a well-typed, ground source-language expression, compiling it with an empty context will yield a well-typed, well-formed targetlanguage expression representing a density function on the measure space described by e.
Final result
We will now summarise the soundness lemma we have just proven in a more concise manner. For convenience, we define the symbol e : t ⇒ c f (read 'e with type t compiles to f '), which includes the well-typedness and groundness requirements on e as well as the compilation result: 11
The final soundness theorem for the compiler, stated in Isabelle syntax, is then: 12 lemma expr_compiles_to_sound :
In words, this result means the following:
Theorem
Let e be a source-language expression. If the compiler determines that e is well-formed and well-typed with type t and returns the target-language expression f , then:
• the measure obtained by taking the stock measure of t and using the evaluation of f as a density is the measure obtained by evaluating e
• f is non-negative on all input values of type t
• e has no free variables and indeed has type t (in any type context Γ)
• f has no free variable except the parameter (i. e. the variable 0) and is a function from t to REAL 13
Isabelle's code generator now allows us to execute our inductively-defined verified compiler using the values command 14 or generate code in one of the target languages such as Standard ML or Haskell.
Evaluation
As an example on which to test the compiler, we choose the same expression that was chosen by Bhat et al. [4] : 15
We abbreviate this expression with e. We can then display the result of the compilation using the Isabelle command values "{(t, f ) | t f . e : t ⇒ c f }" .
The result is a singleton set which contains the pair (REAL, f ), where f is a very long and complicated expression. Simplifying constant subexpressions and expressions of the form fst < e 1 , e 2 > and again replacing de Bruijn indices with symbolic identifiers, we obtain:
Further simplification yields the following result:
While this result is the same as that which Bhat et al. have reached, our compiler generates a much larger expression than the one they printed. The reason for this is that they printed a β-reduced version of the compiler output; in particular, constant subexpressions were evaluated. While such simplification is, of course, very useful when using the compiler in practice, we have not implemented it since it is not conceptually interesting and outside the scope of this work.
Conclusion
Breakdown
All in all, the formalisation of the compiler took about three months. It contains a total of roughly 10000 lines of Isabelle code (definitions, lemma statements, proofs, and examples). Table 3 shows a detailed breakdown of this. As can be seen from this table, a sizeable portion of the work was the formalisation of results from general measure theory, such as the substitution lemmas for Lebesgue integrals, and auxiliary notions and lemmas, such as measure embeddings. Since the utility of these formalisations is not restricted to this particular project, they will be moved to Isabelle's Measure Theory library.
Difficulties
The main problems we encountered during the formalisation were:
Missing background theory. As mentioned in the previous section, a sizeable amount of Measure Theory and auxiliary notions had to be formalised. Most notably, the existing Measure Theory library did not contain integration by substitution. As a side product of their formalisation of the Central Limit Theorem [2] , Avigad et al. proved the Fundamental Theorem of Calculus and, building thereupon, integration by substitution. However, their integration-by-substitution lemma only supported continuous functions, whereas we required the theorem for general Borel-measurable functions. Using their proof of the Fundamental Theorem of Calculus, we proved such a lemma, which initially comprised almost 1000 lines of proof, but has been shortened significantly thereafter.
Proving side conditions. Many lemmas from the Measure Theory library require measurability, integrability, non-negativity, etc. In hand-written proofs, this is often 'hand-waved' or implicitly dismissed as trivial; in a formal proof, proving these can blow up proofs and render them very complicated and technical. The measurability proofs in particular are ubiquitous in our formalisation. The Measure Theory library provides some tools for proving measurability automatically, but while they were quite helpful in many cases, they are still work in progress and require more tuning.
Lambda calculus. Bhat et al. use a simply-typed Lambda-calculus-like language with symbolic identifiers as a target language. For a paper proof, this is the obvious choice, since it leads to concise and familiar definitions, but in a formal setting, it always comes with the typical problems of having to deal with variable capture and related issues. For that reason, we chose to use de Bruijn indices instead; however, this makes handling target-language terms less intuitive, since variable indices need to be shifted whenever several target-language terms are combined.
Another issue was the lack of a function type in our target language; allowing firstorder functions, as Bhat et al. did, would have made many definitions easier and more natural, but would have complicated others significantly due to measurability issues.
Furthermore, we effectively needed to formalise a number of properties of Lambda calculus that can be used implicitly in a paper proof.
Future work
The following improvements to the Isabelle formalisation could probably be realised with little effort:
• sum types and a match . . . with . . . statement
• a compiler rule for deterministic 'let' bindings
• 'let' bindings for the target language
• a preprocessing stage to allow 'normal' variables instead of de Bruijn indices
• a postprocessing stage to automatically simplify the density expression as far as possible
The first of these is interesting because it is the only substantial weakness of our formalisation as opposed to that by Bhat et al.; the remaining four merely make using the compiler more convenient or more efficient.
Additionally, in the long term, a Markov-chain Monte Carlo (MCMC) sampling method such as the Metropolis-Hastings algorithm could also be formalised in Isabelle and integrated with the density compiler. However, this would be a more involved project as it will require the formalisation of additional probability theory in Isabelle.
Summary
Using Isabelle/HOL, we formalised the semantics of a simple probabilistic functional programming language with predefined probability distributions and a compiler that returns the probability distribution that a program in this language describes. These are modelled very closely after those given by Bhat et al. [4] . We then used the existing formalisations of measure theory in Isabelle/HOL to formally prove the correctness of this compiler w. r. t. the semantics of the source and target languages.
This shows not only that the compiler given by Bhat et al. is correct, but also that a formal correctness proof for such a compiler can be done with reasonable effort and that Isabelle/HOL in general and its Measure Theory library in particular are suitable for it. Figure 9 : The built-in distributions of the source language.
The density functions are given in terms of the parameter p, which is of the type given in the column 'parameter type'. If p is of a product type, p 1 and p 2 stand for the two components of p. x is the function variable, e. g. the point at which the density function is to be evaluated.
