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ABSTRACT
In the eld of video technology for surveillance applications it is often necessary to cope with the phenomenon of
illumination variations. In fact, if not compensated, such variations can falsely trigger the change detection module
that detects intrusions in video surveillance systems, thus aecting their reliability. Many studies have been made to
solve the change detection problem under varying illumination conditions. Most of the published methods, however,
rely only on the luminance information. The algorithm proposed in this paper exploits independently the information
of each band of the RGB color space of the video sequences, thus producing a change detection algorithm that is
more robust to illumination variations. These illumination variations are globally modeled by the so-called Von Kries
model (also known as diagonal scaling model). This model is generally used to solve the color constancy problems,
where conformance to a reference image illumination has to be guaranteed, like in color image retrieval applications.
The use of this model is motivated by its low computational cost and by the interest of studying the relationship
between color constancy and change detection. Based on practical experiments which conrm the interest in this
method, new and more robust change detection algorithms are expected to be designed. In addition, the paper
proposes the use of an iterative scheme whose aim is to improve the results obtained in the change detection module,
and which is independent of this module, i.e., it can be used with other change detection schemes. It will be shown
that the iteration can improve the quality of the nal change mask, thus permitting to obtain a more eective change
detection scheme.
Keywords: Change detection, video-surveillance, color constancy.
1. INTRODUCTION
Within the eld of video surveillance dierent situations of potential danger can occur and have to be signaled by the
surveillance system. The nature of these situations can vary, but from the point of view of the surveillance system it
can be simply represented as the occurrence of a change in an image of the video sequence with respect to an image
taken as a reference. From one side this change can be due to the intrusion of an unknown person in a room/building,
and so, it can be related to the presence of motion in a scene that, normally, is supposed to remain static. From
the other side the change can derive from the presence in the current image of a new object which does not appear
in the reference image and is not foreseen in that particular context, or remains too long at the same place (as for
example suspicious bags left in airports or railway stations); in this case the change that should be signaled by the
surveillance system is not related to motion, but to the permanence of something in the scene. Either it derives from
motion or permanence of objects/persons in a scene, the change which is produced in the images constituting the
video sequence has to be detected and signaled. This task can be accomplished by one or more change detection
algorithms embedded in the surveillance system.
The phenomenon of the variation of illumination that could occur in a video sequence can signicantly aect the
performance of change detection algorithms. In fact, such a variation could be detected as a change caused by the
presence of a person in the scene, thus constituting what is called a false alarm. Since it is preferable to have the
less false alarms as possible, the illumination variations have to be taken into account and compensated.
Generally it is quite diÆcult to make a classication of the possible cases of illumination variations, since such
variations can be very dierent one from the other. They can be produced both in outdoor scenes, where they can
be caused by the change of the sunlight illumination caused by the movement of a cloud over the scene for example,
or by the headlight of a car, and in indoor scenes, caused by the turning on of a light. Therefore, a general method
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to treat all the cases has not yet been found.
The method proposed in the present paper covers some signicant cases, that can be representative of common real
world situations. Furthermore, the proposed method permits to deepen the analysis of the relationship between two
distinct elds of the image processing discipline like color constancy and change detection.
In Section 2 a description of several change detection algorithms is provided, whereas the so-called Von Kries model
is presented in Section 3. Section 4 is then discussing the proposed algorithm, the corresponding experimental tests
and achieved results proving their robustness being thoroughly presented in Section 5. Finally, the conclusion are
drawn in Section 6.
2. CHANGE DETECTION ALGORITHMS
The methods which specically detect changes due to the presence of motion in a scene are usually referred to as
motion detection algorithms, and their task is not only to signal the change, but also to provide some supplementary
information about the motion, as the displacement vectors or the velocity eld. Many techniques have been developed
to accomplish this task. In a great number of algorithms an estimate of the motion elds is found by computing
the optical ow of the images forming the video sequence. Since the optical ow is dened as the apparent motion
of brightness patterns in these images, it generally corresponds to the motion eld, but in some cases it can bring
to false estimation, like in the well-known barber pole sequence [1], where the real movement of the pole is circular,
while the perceived optical ow is vertical. Excluding the special cases, like the latter one, these methods are quite
eective and usually produce good results. Other methods make use of a minimization strategy of a cost function
to nd the displacement vectors, as it is commonly done in the motion estimation block of a typical video coder.
An evaluation of some motion detection techniques can be found in [2], while in [3],[4],[5] some new algorithms
are proposed. A characteristic common to all the motion detection algorithms is their computational burden, even
though much work has been done to reduce it.
The present work is not interested in the problem of motion detection, since the aims of the proposed algorithm is
to obtain a change detection mask and not a motion eld. For this reason, the motion detection methods will not
be further described.
The design of eective change detection algorithms has been of interest in many studies in the image processing
eld. At the moment there exist several methods that are suitable for the detection of changes in a video sequence,
and that dier one from the other according to the change/noise model they use and the distinct strategies they
apply. A rst classication of the change detection algorithms can be found in [7]. In this work two new methods
are proposed: the Derivative Model Method and the Shading Model Method. Mainly, these two methods have been
designed to cope with the phenomenon of illumination variation, and it is shown that the Shading Model Method
is particularly robust even to strong variations of illumination. This method is based on the model of intensity
value proposed by Phong [6], where the intensity value I
p
of a pixel in an image is modeled as the product of the
illumination I
i
and a so-called shading coeÆcient S
p
:
I
p
= I
i
S
p
: (1)
In order to establish if a pixel in position (i; j) of an image has changed, the algorithm computes the variance of the
ratios of the pixel intensity values in an N N window centered at the pixel's position:
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where W represents the set of pixels in the window of size N N , I
(i;j)
c
and I
(i;j)
r
are the intensity of the pixel (i; j)
belonging to the current and reference images respectively, and  is the mean value of the ratios I
(i;j)
c
=I
(i;j)
r
within the
window. If the variance of the ratios exceeds a certain threshold, then the pixel is classied as changed, otherwise it
is considered as unchanged. This method exhibits good performances even with strong illumination changes. Thanks
to its eectiveness, other and more recent works have been based on this method, as those proposed in [9] and [10].
The shortcoming of this method is that many division operations have to be computed, resulting in a quite high
computational cost.
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An alternative technique is proposed in [8], where instead of calculating the variance of the intensity ratios of the
images, a change detection is performed using some circular-shift moments of the pixels intensity within a specied
window. It is demonstrated that this method requires a smaller number of operations per pixel than the previous
method, still assuring the same quality of results. The algorithm proposed in [8] belongs to the broad class of
statistical change detection algorithms, which constitute a great portion of the change detection algorithms, both
because of the relevant studies that have been carried on and for the results that they allow to obtain.
The statistical change detection algorithms are all characterized by the same processing of the information. In a rst
phase some assumptions are made about the statistics of the noise present in the image, then, to evaluate the possible
change of a pixel, a distance function is calculated between a pixel in the current image and the correspondent one
in the reference image, generally considering the values of the other pixels in the neighborhood, i.e., on a window
centered at the pixel's position. The statistical properties of this function are then studied, in order to predict a
range of values that are assumed in the case the pixel has not changed. A subsequent threshold mechanism allows
to distinguish changed pixels from unchanged ones.
In [11] the functions that are proposed are the following:
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where W
i
represents the window around the pixel i, I
k
r
and I
k
c
represent respectively the reference and current value
of the pixels intensity in that window, and  is a normalization parameter adjustable to dierent noise levels. After
the threshold step, which is based on statistical evaluations, a change mask is obtained. Since this mask can present
holes and rough contours, the algorithm uses in addition a Markov Random Field rening technique, which consists
of imposing the minimization of a cost function obtained from the mask by some reasonable considerations. The
nal result is quite good, since the change mask is accurate and well rened. However, this method has not been
designed specically for change detection in presence of illumination variations.
On the other hand in [12] the function proposed is:
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where d
k
= (I
k
r
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c
), and 
i
is the mean value of d
k
within W. It can be easily seen that this function is the
fourth-order moment of the dierences between pixels intensities in the chosen window. This algorithm takes into
consideration also other characteristics of the images, thus obtaining a high-order-statistic (HOS) test. The resulting
detection mask, as in the previous algorithm, is further processed in order to obtain more coherent and homogeneous
regions. In this case, some morphological operations are performed. The results obtained are good, but this method,
like the last one presented, has not been directly designed for applications in which the illumination could suddenly
vary. To cope with the problem of illumination changes, more specic algorithms have been designed.
In [13] an algorithm is proposed which applies the statistical change detection method described in [11] on the
reectance component of the image, i.e., the component which is called S
p
in Eq.1, instead of its intensity. Since the
reectance component of an image represents the inner properties of the objects contained in the image, and is thus
not inuenced by the illumination variation, the resulting change detection algorithm is more robust to changes of
illumination. The reectance component is extracted from the intensity image by the use of a homomorphic lter.
The whole algorithm guarantees better performance with respect to the simple original change detection algorithm,
since the reectance image is less dependent on changes of illumination. Obviously, the homomorphic lter cannot
exactly separate the reectance and the illumination contributions that constitute the image intensity, and so, only
illumination variations that do not have high spatial frequencies can be eliminated. This corresponds to the situation
of a quite uniform illumination change.
In [14] and [15] a dierent strategy is applied to cope with the phenomenon of the illumination variation. In these
two works the reference image is updated over the time, such that the illumination variation can be included and
thus compensated. In [14] this update is done by a continuous refresh of the reference image in function of the speed
of the change of illumination, while a Kalman lter is used in [15].
The methods that have been presented are all based on the intensity values of the images. If the change detection
has to be performed on color images, usually described in the RGB color space of the acquisition devices, it is possible
to apply these methods by working on the Y component of the video sequence, obtained by a simple color conversion
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to the YUV space. But there exist also some change detection algorithms that exploit the information given by the
color components and work directly on the RGB color space.
An interesting example of a method of this kind can be found in [16]. The aim of the algorithm is to separate the
shadows produced by the presence of a person in a scene from the person itself, and, to some extent, to compensate
for a global illumination change that could aect the scene. The concept of this algorithm is to compute a distance
between the color pixels that form the current image of the scene and their expected values, which have been obtained
by a prediction mechanism that is based on the statistical properties of the background which is xed and constitutes
the reference image. If this distance exceeds certain thresholds, which are statistically adapted frame by frame, then
a change is signaled. This method applies a strategy that is similar to the one proposed in the present paper, and it
ensures optimal results when dealing with shadows and global illumination variations. Anyway, the method proposed
in [16] was not designed to be robust to strong illumination variations, even though the research is on progress.
The method proposed in the present paper consists of a change detection in the RGB color space and makes use
of a simple model for the change of illumination that could occur in the scene. This model is called Diagonal Scaling
Model, and will be described in the following section.
3. THE DIAGONAL SCALING MODEL
Let E(~x; ) be the intensity of illumination of wavelength  given by a source E and arriving at a position ~x on
a surface present in a scene lmed by a video camera. The actual pixel values measured by the k-th sensor of the
camera are:

k
(~x) =
Z

E(~x; )[S
s
(~x; ) + S
b
(~x; )]R
k
()d with k = 1; 2; 3 ; (5)
where R
k
() is the spectral response function of the sensor, and S
s
(~x; ) and S
b
(~x; ) are respectively the surface
and body reections (also known as specular and diuse reections) of the surface. Eq.5 represents the so-called
dichromatic reectance model [17] for the color values perceived by a video camera. As can be noticed, the perceived
values depend on the sensor spectral response, the illumination, and the inner characteristic of the surface, which
is represented by two factors S
s
(~x; ) and S
b
(~x; ), thus explaining the reason why the model is called dichromatic.
The surface reection is dominant in metallic surfaces, where the incoming light is reected almost maintaining
its spectral content, so the dependence on  is quite weak, while for dielectric/matt surfaces the body reection
represents the major contribution to the perceived color values, since the light is almost completely scattered in all
directions.
If the illumination changes from E(~x; ) to E
0
(~x; ), then the perceived colors change according to the transformation:
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The relationship between 
k
(~x) and 
0
k
(~x) is not evident, but if some assumptions are made about the color sensors
properties and the illumination sources, then it can be expressed in a simpler form.
In fact, it can be simply demonstrated that, if the spectral response of the sensors were a perfect Dirac impulse
Æ
k
(), then the relationship between the perceived pixel colors would simply be:
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k
(~x) (7)
where a
k
(~x) = E
0
(~x)=E(~x), i.e., the color response that we have under the illuminant E
0
(~x; ) would be simply
obtained by the previous one with a separated scaling of each color component. This can be expressed in the
following way:
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where the known RGB color space is used instead of the notation 
k
.
This representation of the change of the color values obtained by a variation of the illuminant of the scene corresponds
to the Diagonal Color Scaling Model, also known as Von Kries model. This is one of the rst models that have been
used to solve the so-called color constancy problem, where the term "`color constancy"' refers to the insensivity of
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a vision system to the variation of the color of a scene caused by a change of the illuminant. To some extent, this
property is naturally present in the human vision system, while it has to be embedded in a machine vision system.
Solving the color constancy problem corresponds to obtaining a representation of the scene which is independent
of the illuminant. The Von Kries model allows to implement this property, since it is possible to pass from an
image taken under an unknown illuminant into the same image under a dierent and known illuminant, using the
coeÆcients a
R
, a
G
, and a
B
.
For real images, the spectral responses of a CCD or CMOS camera are not exactly representable as Dirac functions,
but in any case, this model can eectively represent the color transition derived from a change in illumination. This is
further proved in [18], where it is demonstrated that for the case where surface illumination can be approximated with
a 3-dimensional basis and reectance with a 2-dimensional basis (Maloney's 2-3 restrictions), then, independently of
the form of the spectral response of the sensor, the color constancy transformation can be expressed by a diagonal
matrix. This is a fundamental result, since many scenes are well representable within the Maloney's restrictions, and
so the diagonal model ts a great number of real situations.
The diagonal scaling model has been widely used for solving the problem of color constancy in many algorithms
where this was a necessary condition to guarantee good results. For example this model is used in [19] in the eld
of image retrieval, where a change of the illumination in the query image can avoid its retrieval in a given database,
where all images are supposed to be obtained under the same illuminant.
In the algorithm proposed in the present paper, this model of color transition will be used to make a prediction of the
value of the color components of a pixel in the current frame of a video sequence, obtained from the corresponding
values in a reference frame. Thanks to this prediction it will be possible to establish if this pixel has signicantly
changed by comparing its predicted and actual values. Such predictions correspond to a normalization of the current
image with respect to the illuminant of the reference image.
4. DESCRIPTION OF THE ALGORITHM
4.1. The concept
Detecting a change in an image I
n
with respect to a reference image of a video sequence is equivalent to nding a
binary image M
n
such that:
M
n
(i; j) =

1 if I
n
(i; j) is changed
0 otherwise
(9)
where I
n
(i; j) indicates the pixel of position (i; j) of the image I
n
. The change in position (i; j) can result from the
presence of an object/person in the scene, from an illumination variation, and/or from the presence of noise. The
proposed method aims at creating a binary mask that corresponds to the change caused by the object/person only,
and is thus robust to illumination variations and noise.
The concept of the algorithm is to nd a prediction of the values of the pixels in the current frame, based on the
values of the pixels in the reference frame and on an estimate of the global color variations of the current frame.
Once this prediction is computed for each pixel, then a distance between this prediction and the actual values of the
pixel is evaluated, enabling the selection of changed pixels from unchanged ones in a successive thresholding phase.
To understand this concept, let us suppose that a possible change of illumination in the current image of a video
sequence alters the values of the pixels exactly according to the diagonal scaling model. In this case, the transition
of the RGB color components of the pixels in the current frame would be specied by Eq.8, i.e., each pixel aected
only by a change of illumination would have the following color components:
R
i;j
n
= a
n
R
R
i;j
0
G
i;j
n
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n
G
G
i;j
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i;j
n
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n
B
B
i;j
0
(10)
where n indicates the frame number. On the contrary, the pixels aected by a change due to the presence of a
person/object in the scene would have values dierent from those indicated by Eq.10. By computing a distance
between the actual values of the pixels in the whole image and their prediction found using Eq.10, it is possible
to decide upon pixel changes. The parameters a
n
R
, a
n
G
, and a
n
B
, which are not known a priori, could be found by
considering a pixel which is not changed in the current image, dividing its RGB color components by those of the
corresponding pixel in the reference image.
In practice, for real images this method has two problems. First, the diagonal scaling model does not perfectly t
a change of illumination that could occur in real images. In fact, this model does not consider the shadows and
highlights that can be present in real images aected by illumination variations, causing a variation of the parameters
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aR
, a
G
, and a
B
according to the pixel position: higher values for pixels corresponding to highlighted zones, smaller
values for pixels in shadowed zones. This shortcome of the model will be partially compensated by the use of an
adequate distance metric and a threshold strategy, still maintaining the structure of the change detection algorithm,
i.e., the concept of prediction/distance evaluation of the pixels in the current frame.
Second, it is not possible to establish a priori which pixels are changed or not, so that it is not possible to nd
the parameters a
n
C
with C = R;G;B on the basis of one pixel only. To solve this problem, the proposed algorithm
computes a global estimation of the parameters a
R
, a
G
, and a
B
using the following equations:
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where S
C
= f(i; j) : C
i;j
0
6= 0g with C = R;G;B respectively, the hat on a
n
C
indicating the estimate. It can be noted
that the estimation corresponds to the mean value of the ratios between the color components, computed all over
the images, i.e., for each pixel position. The prediction of the pixel values is done by the following formulae:
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The denition of the estimate of Eq.11 has two shortcomings. First it is quite computationally expensive, since three
divisions per pixel are needed. Second, since the mean is calculated over the whole current (n-th) image, it takes
into consideration also those pixels that could be aected by a change that is not due to illumination. In order
to overcome these two problems, a modied estimation strategy is elaborated. The new parameters are dened as
follows:
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(13)
where S = f(i; j) j pixel of position (i; j) belongs to the imageg. This equation produces estimates that have always
a greater value than those found by Eq. 11, but the dierence is not so relevant, and practical tests demonstrate that
these new parameters perform almost like the previous ones. More important, as can be noted from Eq.13, only three
divisions per image have to be done, thus reducing the computational complexity. The second shortcoming mentioned
above in connection with Eq.11 will be solved by applying an iterative scheme, as explained in the following part of
this section.
4.2. Implementation
The change detection scheme proposed in this paper is showed in Fig.1. In the Parameters Estimation block the
values a^
n
R
, a^
n
G
, and a^
n
B
are computed according to Eq.13. For real time applications, where a certain speed of
calculation has to be ensured, the estimate of the parameters can be done on subsampled images, resulting in a lower
computational cost and still ensuring a good performance of the algorithm.
If the current image is aected neither by a change due to a person/object nor by illumination variations, then
the values of these estimates are approximately 1, exhibiting some dierences because of noise, anyway producing
predicted values that are almost equal to the reference values. On the contrary, if a change of illumination is present
in the scene, the estimates indicate the global change of the color components of the image independently for each
R, G, and B color channel.
In the Prediction block the values of the current image are predicted from those of the reference image according to
the estimated parameters of the diagonal scaling model. The prediction is made according to Eq.12. In the Distance
block the distance between the predicted values and the actual ones is computed. Many metrics have been tested in
order to select one that ensures good performance. The one that has been chosen is the following:
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where d
i;j
n
indicates the distance between corresponding pixels of the actual and predicted reference image in position
(i; j). The formula of Eq.14 does not actually represent a true distance in the common Euclidean sense, but it allows
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Figure 1. Change detection scheme.
obtaining good results in the change detection algorithm. It is worth noticing that the single terms of the sum in
Eq.14 can be written as:
C
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i;j
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i;j
n
a^
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C
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i;j
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n
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(C
i;j
0
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norm
(15)
where as usual C = R;G;B. Eq.15 shows that the distance between two images can be seen as the distance between
the current image and a normalized image, which is obtained by the reference image imposing a global illumination
variation whose characteristics are similar to those of the current frame. In other words, the illuminant of the
current image is reported back to that of the reference image, thus solving the color constancy problem mentioned
in Section 3.
This normalization can be done using other and more accurate methods proper to the color constancy theory, still
maintaining the rest of the scheme. This allows to obtain a better performance by just changing a single block of
the scheme, independently of the other ones, ensuring a greater exibility to the whole change detection scheme.
The Threshold block is deciding whether a pixel of the current image has changed or not. This decision is made by
a threshold mechanism applied to the distance between corresponding pixels.
From experimental tests it has been noted that an adaptation of the threshold is required to obtain good results,
especially when a strong variation of illumination occurs. These tests have shown that in presence of a positive
variation of illumination the threshold has to be more selective. For this reason, the proposed algorithm performs
an adaptation of the threshold. This is done using the parameters computed before, with a computational cost of
one division per image, which is negligible. The threshold is updated according to the ratio Z = a^
n
R
=a^
n
B
which has
been noted to follow the illumination changes within a certain precision, as it is observed from Fig.2.
The horizontal axis indicates the frame index of a test sequence featuring a strong variation of illumination near the
5-th frame where a lamp is switched on in the scene. One notices that the ratio Z = a^
n
R
=a^
n
B
increases after this event,
and is then stabilizing while the light is maintained on. This behaviour was veried with various test sequences, as
it will be shown in the next section.
This suggests to use the ratio Z = a^
n
R
=a^
n
B
to adapt the threshold to the illumination variation. The binary mask
obtained in this block is then:
M
1
=

1 if d
n
i;j
< 
1
=Z or d
n
i;j
> 
2
 Z
0 otherwise
(16)
where 
1
and 
2
are two parameters that adapt the threshold according to the video sequence characteristics. It can
be noticed from Eq.16 that the classication considers either small values of the distance, for which the threshold
becomes more selective by a division by Z, or large values, for which the threshold becomes more selective by a
multiplication by Z.
To have an idea of the result obtained in this block, Fig.3(c) reports the change detection mask obtained from Eq.16.
The reference and current frame are shown in Fig.3(a) and Fig.3(b) respectively, where it is clearly noted that the
change of illumination is very strong. It can be observed from Fig.3(c) that most parts of the change are ignored by
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Figure 2. Modeling the variation of illumination.
the algorithm, while the change due to the person is taken into consideration.
The Morphological Filter block performs an opening on the binary mask M
1
. The aim of this block is twofold,
Reference Frame (a) Current Frame (b) First mask (c) 
First Morph. Filter (d) AOI Selection (e) Final Mask (f) 
Figure 3. Results of the dierent phases of the algorithm.
namely to obtain a binary mask which does not contain holes and whose contours are quite regular, and to eliminate
part of the noise present in the rst mask. This operation is very cheap from a computational point of view, since it
involves operating on binary images. Fig.3(d) reports the result of this process.
As can be noticed, an iteractive process is being carried on. The area corresponding to the last mask in Fig.3(d) is
dilated using a second morphological lter, thus obtaining a mask which is called AOI (Area Of Interest) as depicted
in Fig.3(e). This mask species an area of interest around the changed pixels obtained by the rst change detection
iteration. The same change detection algorithm described above is then applied to the pixels located within the AOI.
The advantage of applying this iterative process lies in the fact that the estimated parameters a^
n
C
become more
accurate, since they can be processed in those parts of the image that have not changed due to the person, i.e., Eq.13
is calculated on S = f(i; j) j (i; j) 2 (AOI)
C
g, where (AOI)
C
is the complementary set of (AOI). Furthermore,
within the AOI the threshold can be less selective, thus allowing to obtain a better change detection mask. The nal
change detection mask is then achieved applying:
M
2
=

1 if d
n
i;j
< 
1
=Z or d
n
i;j
> 
2
 Z
0 otherwise
(17)
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where 
1
and 
2
have the same function as the parameters 
i
used in Eq.16. The nal result is reported in Fig.3(f).
5. EXPERIMENTAL TESTS AND RESULTS
5.1. The Test Sequences
The proposed algorithm has been tested on four video sequences. Each of them is representative of a video surveillance
situation where the change detection algorithm has to face dierent problems in order to nd a valid detection mask.
The sequences used are:
 The Hall-Monitor Sequence;
 The Labo1 Sequence;
 The Labo2 Sequence;
 The Labo3 Sequence.
They have been acquired at a rate of 3 frames per second, and are composed of 30, 24, 24, and 24 frames respectively.
The proposed method has been tested on the whole set of data, but for simplicity we show only the results obtained
from a single frame for each of the test sequences. In Fig.4 the reference and current frames used to test the change
detection algorithm are shown.
The test sequences can be divided into two main groups: sequences that are not aected by a variation of the
Ref. Frame (Hall−Monitor) Ref. Frame (Labo1) Ref. Frame (Labo2) Ref. Frame (Labo3) 
Curr. Frame (Hall−Monitor) Curr. Frame (Labo1) Curr. Frame (Labo2) Curr. Frame (Labo3) 
Figure 4. Images used for the tests.
illumination of the scene, as the sequences Hall-Monitor and Labo3, and sequences that present a strong variation
of the illumination, like Labo1 and Labo2 sequences, where the illumination variation is produced by switching on a
neon lamp in a laboratory setting. These two types of sequences were used in order to test the algorithm both in a
relatively simple case, i.e., when there is no illumination change, and in more diÆcult situations, which correspond
to a variation of illumination. The proposed algorithm should be robust in both cases.
The well-known Hall-Monitor sequence was chosen since, although it represents a quite easy situation for a change
detection algorithm, it presents some interesting aspects, like the presence of an object which is left in the scene and
remains still (the hand-bag of the rst man that comes into the scene), the occurrence of transparencies caused by
the fact that the color of some parts of the subjects walking in the scene is almost the same as the corresponding
zones of the background, etc.
The sequence Labo3 was chosen to test the performance of the iterative process which estimates the parameters
a
n
C
introduced in the previous section. Indeed, this sequence shows in the rst frames a man walking across the
9
scene, whose body occupies a big portion of the scene. This characteristic can aect the rst estimation, since the
parameters a^
n
C
are computed over the whole image. The second iteration should remove this shortcoming, and this
sequence is used to verify this assumption.
The two remaining sequences, Labo1 and Labo2, present both a strong illumination variation. This variation has
been obtained by turning on the neon lamp of the considered laboratory setting. Simultaneously, a person was
walking through the scene. The aim of the change detection algorithm is that of detecting only the person and not
the change of illumination. The nature of both sequences renders this task quite diÆcult, since, as can be seen in
Fig.4, the variation of the illumination causes many collateral phenomena, like the formation of shadows, reections,
and diractions on the objects present in the scene. For this reason these sequences are quite diÆcult to tackle and
represent a relevant task for a change detection algorithm, thus being a good test for assessing the robustness of the
proposed method.
5.2. Comparison with other Algorithms
In order to test the performance of the proposed algorithm, it is compared to two dierent change detection algo-
rithms. The rst algorithm that has been chosen is the one proposed in [10], which is based on the theory of [7] and
has been briey described in Section 2. This algorithm makes use only of the luminance components of the image.
The second algorithm is the one proposed in [16]. This algorithm has been chosen since it presents some similarities
with our method, although it is not designed for change detection in presence of strong illumination variations. In
fact it uses the color information of the images to handle the color constancy problem. This approach is similar to
the one proposed in the present article.
Before presenting the results of the tests, it is necessary to notice one important dierence between the two algo-
rithms that have been chosen and the proposed one: the latter is structured iteratively, i.e., to obtain the nal change
detection mask two scans of the images are needed, while the two former algorithms are single scan-based. This
fact has some implications when comparing the three methods, since a fair comparison has to be ensured. For this
reason, in the following part of this section, the nal result of the change detection algorithm proposed in this paper
will be shown not only after two iterations, but also after the rst iteration. This allows a fair comparison of the
discussed methods.
5.3. Results of the Tests
The rst tests were devoted to the evaluation of the robustness of the parameter estimation done by the proposed
algorithm. In Fig.5 the values of the ratio a^
R
=a^
B
are reported for the frames of the test sequences. It can be
noted that this ratio is eective in signaling the presence of an illumination variation. Indeed, in Fig.5(a) this ratio
maintains almost the same values, since in the Hall-Monitor sequences there is no illumination change. On the other
hand, in Fig.5(b) and Fig.5(c), which correspond to the sequences Labo1 and Labo2, it can be clearly noted that
the illumination change present in the scene is well detected by the parameter a^
R
=a^
B
. An additional observation is
that the rst and second iterations give almost the same results, as in these sequences the persons walking through
the scene occupy a small part of the scene.
On the contrary, in Fig.5(d) it is clearly observed that the rst estimate suers from the presence of the person in
the rst frames, but in the second iteration, marked by (a^
R
=a^
B
)
2
, the estimation is correct, since the ratio remains
almost constant, as there is no change of illumination. The estimated parameters a^
n
C
that are used to obtain the
0 5 10 15 20 25 30
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1
1.005
Frame Number (a) 
(âR/âB)1
(âR/âB)2
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1.25
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(âR/âB)1
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1.15
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Frame Number (c) 
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Figure 5. Evaluation of parameters estimation; Hall-Monitor (a); Labo1 (b); Labo2 (c); Labo3 (d); continuous line:
rst scan (a^
R
=a^
B
)
1
; dotted line: second scan (a^
R
=a^
B
)
2
.
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plots of Fig.5 were computed by subsampling the test images by a factor three both horizontally and vertically.
The second tests concern the performance of the whole change detection algorithm. These tests were carried
out on the entire video sequences and Fig.6 reports the results obtained for a single frame, where the reference and
current frames used are those of Fig.4. The images denoted by a
i
with i = 1; 2; 3; 4 present the result of the rst
scan of the proposed method, while those denoted by b
i
correspond to the nal detection mask (second iteration).
The images denoted with c
i
and d
i
correspond to the detection masks obtained by the algorithms described in [10]
and in [16] respectively.
It can be noticed that for the Hall-Monitor sequence, the three methods produce similar results, while for the sequence
Labo1 and Labo2 the proposed algorithm exhibits less noise in the nal detection mask, thus oering a more robust
solution to the illumination variations. This is obtained mainly by its iterative structure. In any case, the results
already obtained in the rst scan are comparable with those of the other two methods. The method proposed in
[16] presents some diÆculties with the sequences aected by an illumination variation, precisely because it is not
designed to face strong illumination changes. On the other hand it ensures optimal results in the sequence Labo3,
as can be seen in Fig.6(d
4
).
The algorithm proposed in [10] exhibits a good noise removal ability in the sequences Labo1 and Labo2, whereas it
is less eective in sequence Labo3. In Fig.6(c
4
) it can be noted that many holes appear in the person, and this is
mainly because the person present in the scene has a shirt of uniform color: in the zones where the background is
also uniform the ratio between the luminance components has a low variance, so that the pixels corresponding to
these zones are not detected as changes. This problem could be solved by lowering the threshold, but this would
cause an increase of the noise in the image, thus cancelling the expected benet.
For our method, the threshold parameters used in the experiments were optimized for the sequence Labo1 in
order to obtain a mask which most closely corresponds to the actual change of the image. The same parameters were
used for the other test sequences, without further optimization; this is an advantage of the technique we propose. In
fact, it should be noticed that for comparing the algorithms, it was necessary to perform the parameter optimization
separately for each sequence, and the optimal values found dier signicantly. The parameter values are provided in
Table 1 and Table 2.
Method Labo1 Labo2
(Ref. frame index = 10; Cur. frame index = 61) (Ref. frame index = 10; Cur. frame index = 61)
Proposed 
1
= 1:3, 
2
= 5, 
1
= 1:5, 
2
= 2 
1
= 1:3, 
2
= 5, 
1
= 1:5, 
2
= 2
[10] T
LDD
= 0:2 T
LDD
= 0:3
[16] 
CD
= 10, 
lo
=  0:5 
CD
= 10, 
lo
=  0:5
Table 1. Parameters used for the sequences where illumination changes were produced.
Method Hall-Monitor Labo3
(Ref. frame index = 1; Cur. frame index = 108) (Ref. frame index = 1; Cur. frame index = 16)
Proposed 
1
= 1:3, 
2
= 5, 
1
= 1:5, 
2
= 2 
1
= 1:3, 
2
= 5, 
1
= 1:5, 
2
= 2
[10] T
LDD
= 0:03 T
LDD
= 0:03
[16] 
CD
= 2, 
lo
=  0:2 
CD
= 10, 
lo
=  0:3
Table 2. Parameters used for the sequences where illumination changes were not produced.
It can be noted that, even though the number of parameters to adjust is four in the present algorithm, they
ensure good results for sequences that present very dierent characteristics from one to the other. In any case the
research is still going on about reducing the number of these parameters.
The morphological operator that was used in the Morphological Filter block of Fig.1 is based on two consecutive
opening operations, obtained by an erosion and a dilation done respectively with a 3 3 and 9 9 square mask. The
AOI is obtained by a dilation operator with a 32 32 square mask.
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(a1) (b1) (c1) (d1) 
(a2) (b2) (c2) (d2) 
(a3) (b3) (c3) (d3) 
(a4) (b4) (c4) 
Figure 6. Results of the change detection algorithms. (a
i
) rst scan, and (b
i
) second scan with the proposed
method; (c
i
) method of [10]; (d
i
) method of [16]; Hall-Monitor: i=1, Labo1: i=2, Labo2: i=3, Labo3: i=4.
6. CONCLUSIONS
A new change detection algorithm was proposed whose characteristic is to be robust to strong illumination changes.
Based on results known from the color constancy theory, the algorithm compensates for a possible illumination
change in an image by reporting back the current illuminant to a reference one, where the detection is carried on.
The change detection mask which is obtained is further processed in a second scan, in order to get better results. This
scheme was shown to be quite robust to strong illumination changes even in presence of shadows and highlightings
aecting the scene, and its computational cost is very low. Further research will be devoted to nding a better model
for the change of colors in presence of an illumination change, and to extending the method to various real situations.
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