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UNIFORM BOUNDS FOR EXPRESSIONS INVOLVING
MODIFIED BESSEL FUNCTIONS
ROBERT E. GAUNT
Abstract. In this paper, we obtain uniform bounds for a number of expres-
sions that involve integrals of modified Bessel functions. These uniform bounds
are motivated by the need to bound such expressions in the study of variance-
gamma and product normal approximations via Stein’s method.
1. Introduction
In developing Stein’s method for variance-gamma and product normal distribu-
tions, Gaunt [4, 6, 5] required uniform bounds on the first four derivatives of the
function
f(x) = −e
−βxKν(|x|)
|x|ν
∫ x
0
eβy|y|νIν(|y|)h˜(y) dy
− e
−βxIν(|x|)
|x|ν
∫ ∞
x
eβy|y|νKν(|y|)h˜(y) dy, x ∈ R,
where
h˜(y) = h(y)−
∫ ∞
−∞
(1− β2)ν+ 12√
piΓ(ν + 12 )2
ν
eβt|t|νKν(|t|)h(t) dt,
and ν > − 12 , −1 < β < 1, and h : R→ R is three times differentiable with bounded
derivatives. To achieve uniform bounds on these derivatives, we require bounds for
a number of terms involving integrals of the modified Bessel functions Iν(x) and
Kν(x). In this paper, we establish uniform bounds for some of these terms.
Before presenting the expressions that we obtain bounds for, we introduce the
following notation for the the repeated integral of the function eβxxνIν(x):
(1.1)
I(ν,β,0)(x) = e
βxxνIν(x), I(ν,β,n+1)(x) =
∫ x
0
I(ν,β,n)(y) dy, n = 0, 1, 2, 3, . . . .
In this paper, we shall focus on bounding the expressions of the type
(1.2)
e−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt
and
(1.3) I(ν,β,n)(x)
e−βxKν+n(x)
xν
,
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where n ≥ 1. We shall bound (1.2) for all ν > − 12 and −1 < β < 1 (see Theorem
3.2), but will only bound (1.3) for the case n = 1 (see Theorem 3.1). We shall then
move on to consider the case β = 0. For this case, we obtain improved bounds for
(1.2) (see Theorem 3.4) and are able to bound (1.3) for all n ≥ 1 (see Theorem
3.3).
This paper is organised as follows. In Section 2, we state a number of results
from the literature that we will make repeated use of. We present formulas and
inequalities for modified Bessel functions and their integrals that we make use in
this paper. In Section 3, we obtain uniform bounds for the expressions involving
modified Bessel functions that have been presented in this section. In the Appendix,
we state a number of elementary properties of modified Bessel functions that are
used throughout this paper.
2. Ancillary results
In this section, we state a number of results concerning modified Bessel functions
that we will use in this paper. We begin by stating the following simple inequalities
for integrals of modified Bessel functions, which can be found in Gaunt [7].
Lemma 2.1. The following inequalities hold for all x > 0,∫ x
0
tνIν+n(t) dt <
2(ν + n+ 1)
2ν + n+ 1
xνIν+n+1(x), ν > − 12 , n ≥ 0,(2.1)
I(ν,0,n)(x) <
{ n∏
k=1
2ν + 2k
2ν + k
}
xνIν+n(x), ν ≥ 0, n = 1, 2, 3, . . . ,(2.2)
where I(ν,0,n)(x) is defined as in (1.1).
Lemma 2.2. Let −1 ≤ β < 1, then, for all x > 0, the following inequalities hold∫ ∞
x
tνKν(t) dt < x
νKν+1(x), ν ∈ R,(2.3) ∫ ∞
x
eβttνKν(t) dt <
1
1− |β|e
βxxνKν(x), ν <
1
2 ,(2.4) ∫ ∞
x
tνKν(t) dt <
√
piΓ(ν + 12 )
Γ(ν)
xνKν(x), ν ≥ 12 ,(2.5) ∫ ∞
x
eβttνKν(t) dt <
2
√
piΓ(ν + 12 )
(1− β2)ν+ 12Γ(ν)e
βxxνKν(x), ν ≥ 12 .(2.6)
The following proposition was proved for ν > − 12 in Baricz [1] and then extended
to ν > −1 in Baricz [2]. The result has a simple corollary (stated below), which we
will make repeated use of.
Proposition 2.3. For positive real argument and ν > −1, the product Kν(x)Iν(x)
is a strictly monotone decreasing function of x.
Corollary 2.4. Let ν > 0, then for all x ≥ 0, then the following inequality holds
(2.7) 0 < Kν(x)Iν (x) ≤ 1
2ν
.
Proof. The proof follows from Proposition 2.3 and the asymptotic expansions (A.5),
(A.6), (A.7) and (A.8) for modified Bessel functions in the limit x tends to 0 and
∞. 
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We end this section by noting one final lemma, that is used in the proof of
Theorem 3.1.
Lemma 2.5. Fix ν ≥ − 12 . Then, for all x ≥ 0, the function xKν+1(x)Iν (x) is
strictly monotone decreasing in x, and satisfies the inequality
(2.8)
1
2
< xKν+1(x)Iν (x) ≤ 1.
Proof. Firstly, we consider the case ν = − 12 . By (A.2) and (A.3) we have that
xK 1
2
(x)I− 1
2
(x) = 12 (1+e
−2x), which is strictly monotone decreasing and is bounded
below and above by 12 and 1. Now, we fix ν > − 12 . Applying the differentiation
formulas (A.13) and (A.14) gives
d
dx
(xKν+1(x)Iν (x)) =
d
dx
(
xν+1Kν+1(x) · Iν(x)
xν
)
= −xν+1Kν(x) · Iν(x)
xν
+ xν+1Kν+1(x) · Iν+1(x)
xν
= x(Kν+1(x)Iν+1(x)−Kν(x)Iν (x)).
Theorem 1 of Segura [13] states that, for x > 0 and µ > − 12 , the inequality
Iµ+1(x)Kµ+1(x) − Iµ(x)Kµ(x) < 0 holds. Hence, xKν+1(x)Iν (x) is a decreasing
function of x, and computing its limits as x ↓ 0 and x → ∞ using the asymptotic
formulas of Appendix A.5 yields inequality (2.8). 
3. Uniform bounds for some expressions involving modified Bessel
functions
With our preliminary results stated, we are now able to present our bounds
for the expressions involving modified Bessel functions that were presented in the
introduction. We begin by considering the general case −1 < β < 1 and ν > − 12
and then specialise to the case β = 0.
Theorem 3.1. Let −1 < β < 1 and ν > − 12 . Then, for all x ≥ 0,
e−βxKν+1(x)
xν
∫ x
0
eβttνIν(x) dt ≤ 2
2ν + 1
.
Proof. Note that
d
dβ
(
e−βxKν+1(x)
xν
∫ x
0
eβttνIν(x) dt
)
=
e−βxKν+1(x)
xν
∫ x
0
(t− x)eβttνIν(x) dt ≤ 0.
Therefore, for −1 < β < 1, we have
e−βxKν+1(x)
xν
∫ x
0
eβttνIν(x) dt ≤ e
xKν+1(x)
xν
∫ x
0
e−ttνIν(x) dt
=
1
2ν + 1
xKν(x)[Iν (x) + Iν+1(x)]
≤ 2
2ν + 1
xKν+1(x)Iν (x)
≤ 2
2ν + 1
,
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where we used the integral formula (A.16) to evaluate the integral, inequality (A.10)
to obtain the penultimate inequality and inequality (2.8) to obtain the final inequal-
ity. 
Theorem 3.2. Suppose −1 < β < 1 and n = 0, 1, 2, . . .. Then, for all x ≥ 0,∣∣∣∣e−βxIν(x)xν
∫ ∞
x
eβttνKν(t) dt
∣∣∣∣ <
√
piΓ(ν + 12 )
(1− β2)ν+ 12Γ(ν + 1) , ν ≥
1
2 ,
and ∣∣∣∣e−βxIν(x)xν
∫ ∞
x
eβttνKν(t) dt
∣∣∣∣ < (e + 1)2νΓ(ν + 12 )1− |β| , |ν| < 12 .
Proof. (i) Suppose that ν ≥ 12 . By inequality (2.6), we have
e−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt <
2
√
piΓ(ν + 12 )
(1 − β2)ν+ 12Γ(ν)Iν(x)Kν(x).
Using inequality (2.7) now gives
e−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt <
2
√
piΓ(ν + 12 )
(1− β2)ν+ 12Γ(ν) ·
1
2ν
=
√
piΓ(ν + 12 )
(1− β2)ν+ 12Γ(ν + 1) ,
as required.
(ii) Suppose now that − 12 < ν < 12 . We begin by proving that the bound holds
in the region x ≥ 12 . By inequality (2.4), we have
e−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt <
1
1− |β|Iν(x)Kν(x).
By Proposition 2.3, Iν(x)Kν(x) is a monotone decreasing function of x for x > 0,
and therefore we may bound this product, for x ≥ 12 , by Iν(12 )Kν(12 ). In fact,
we may obtain a bound for all 0 ≤ ν < 12 using (A.9) and (A.11), which gives
Iν(
1
2 )Kν(
1
2 ) < I− 12 (
1
2 )K 12 (
1
2 ) = 1 + e
−1, where we used the formulas (A.2) and
(A.3) for I− 1
2
(x) and K 1
2
(x), respectively, to obtain the equality. Putting this
together gives
e−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt <
1 + e−1
1− |β| , x ≥
1
2 , |ν| < 12 .
For − 12 < ν < 12 , Γ(ν + 12 ) > Γ(1) = 1. Therefore 1 + e−1 < (e + 1)2νΓ(ν + 12 ) for
− 12 < ν < 12 , and thus the bound holds in the region x ≥ 12 .
We now verify that the bound holds in the region 0 ≤ x ≤ 12 . From the series
expansion (A.1) for Iν(x), we can easily deduce that x
−νIν(x) is an increasing
function of x. The integral
∫∞
x e
βttνKν(t) dt is a decreasing function of x, and so
we may bound the right-hand side of the previous display by
(3.1)
e−β/2Iν(
1
2 )
(12 )
ν
∫ ∞
−∞
eβt|t|νKν(|t|) dt =
√
pie−β/2Iν(
1
2 )2
νΓ(ν + 12 )
(1− β2)ν+ 12 ,
where the integral was evaluated using formula (A.15). For −1 < β < 1 and − 12 <
ν < 12 the following inequalities hold: e
−β/2 < e
1
2 , Iν(
1
2 ) < I− 12 (
1
2 ) = pi
− 1
2 (e
1
2 +e−
1
2 )
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and (1 − β2)ν+ 12 > 1 − |β|. With these bounds we may bound the right-hand side
of (3.1), and thus obtain, for 0 ≤ x ≤ 12 and − 12 < ν < 12 ,
2ne−β/2Iν(
1
2 )
(12 )
ν
∫ ∞
−∞
eβt|t|νKν(|t|) dt <
(e + 1)2νΓ(ν + 12 )
1− |β| .
Combining this bound with the bound for x ≥ 12 , and using that Γ(ν + 12 ) > 1 for
− 12 < ν < 12 , completes the proof of part (ii). 
We now specialise to the case β = 0.
Theorem 3.3. Let I(ν,0,n)(x) be defined as per equation (1.1). Suppose ν > − 12 .
Then, for all x ≥ 0,∣∣∣∣I(ν,0,n)(x)Kν+n+1(x)xν
∣∣∣∣ ≤ 2n−12ν + 1 , n ≥ 1.
Proof. Applying inequalities (2.2) and (2.7) gives∣∣∣∣I(ν,0,n)(x)Kν+n+1(x)xν
∣∣∣∣ <
{ n∏
k=1
2ν + 2k
2ν + k
}
Kν+n+1(x)Iν+n+1(x)
≤ 1
2(ν + n+ 1)
n∏
k=1
2ν + 2k
2ν + k
.
We can simplify the bound given in the above display by noting
1
2(ν + n+ 1)
n∏
k=1
2ν + 2k
2ν + k
=
1
2ν + 1
· 2(ν + n)
2(ν + n+ 1)
n−1∏
k=1
2ν + 2k
2ν + k + 1
<
2n−1
2ν + 1
,
as 2ν+2k2ν+k+1 ≤ 2k−1k < 2, for ν > − 12 and k ≥ 2. This completes the proof. 
Theorem 3.4. Let ν > − 12 . Then, for all x ≥ 0,
Iν+1(x)
xν
∫ ∞
x
tνKν(y) dt <
1
2(ν + 1)
,
and
(3.2)
Iν(x)
xν
∫ ∞
x
tνKν(t) dt ≤
√
piΓ(ν + 12 )
2Γ(ν + 1)
,
with equality in the limit x ↓ 0.
Proof. (i) Applying inequality (2.3) and then inequality (2.7) gives
Iν+1(x)
xν
∫ ∞
x
tνKν(t) dt <
Iν+1(x)
xν
· xνKν+1(x) ≤ 1
2(ν + 1)
.
(ii) We begin by proving that Iν(x)xν
∫∞
x
tνKν(t) dt is a decreasing function. By
the differentiation formula (A.14) and inequality (2.3), we have, for x ≥ 0,
d
dx
(
Iν(x)
xν
∫ ∞
x
tνKν(t) dt
)
=
Iν+1(x)
xν
∫ ∞
x
tνKν(t) dt− Iν(x)Kν(x)
≤ Iν+1(x)Kν+1(x) − Iν(x)Kν(x).
Theorem 1 of Segura [13] states that for x > 0 and µ > − 12 the inequality
Iµ+1(x)Kµ+1(x)−Iµ(x)Kµ(x) < 0 holds. Hence, Iν(x)xν
∫∞
x t
νKν(t) dt is a decreasing
function of x.
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Using the asymptotic property (A.5) of modified Bessel functions Iν(x) and that∫∞
0 t
νKν(t) dt =
√
piΓ(ν + 12 )2
ν−1 (see (A.15)), we have
lim
x→0+
(
Iν(x)
xν
∫ ∞
x
tνKν(t) dt
)
=
√
piΓ(ν + 12 )
2Γ(ν + 1)
,
proving the result. 
We end this section by presenting some inequalities involving integrals of I0(x)
and K0(x). Bounds on these quantities are required in the development of Stein’s
method for product normal approximation; see Gaunt [5].
Theorem 3.5. For all x ≥ 0,∣∣xI(0,0,n)(x)Kn(x)∣∣ ≤ 2n−1, n = 1, 2, 3, . . . ,
xI(0,0,1)(x)K0(x) < 1,
xI0(x)
∫ ∞
x
K0(t) dt < 0.615,
xI1(x)
∫ ∞
x
K0(t) dt ≤ 1
2
.
Proof. (i) From inequality (2.2), we have∣∣xI(0,0,n)(x)Kn(x)∣∣ ≤ 2nxIn(x)Kn(x).
From Theorem 4.1 of Hartman [9], we have that, for µ > 12 , the function xIµ(x)Kµ(x)
is an increasing function of x (see also Baricz et al. [3] for a number of upper bounds
for the product Iν(x)Kν(x)). On applying the asymptotic formulas (A.8) and (A.8)
it follows that limx→∞ xIn(x)Kn(x) =
1
2 , from which the desired inequality now
follows.
(ii) This follows on applying the bound from part (i) and using the inequality
K0(x) ≤ K1(x).
(iii) Applying inequality (2.4) gives
xI0(x)
∫ ∞
x
K0(t) dt ≤ xI0(x)K0(x).
Theorem 4.2 of Hartman [9] states that there exists a constant τ such that the
function xI0(x)K0(x) is increasing on (0, τ) and decreasing on (τ,∞). The deriva-
tive of xI0(x)K0(x) is given by I0(x)K0(x) + x(I1(x)K0(x) − I0(x)K1(x)), and is
positive at x = 1 and negative at x = 1.1. As I0(x) is an increasing function of
x and K1(x) is a decreasing function of x, it follows, on invoking the theorem of
Hartman, that xI0(x)K0(x) is bounded by 1.1I0(1.1)K1(1) = 0.614 . . . < 0.615.
(iv) Applying inequality (2.3) and arguing as we did in part (i) yields
xI1(x)
∫ ∞
x
K0(t) dt ≤ xI1(x)K1(x) ≤ 1
2
,
as required. 
Appendix A. Elementary properties of modified Bessel functions
Here we list standard properties of modified Bessel functions that are used
throughout this paper. All these formulas can be found in Olver et al. [12], unless
otherwise stated. Inequalities (A.9) and (A.10) can be found in Jones [10] and
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N˚asell [11]; inequalities (A.11) and (A.12) can easily be deduced from (A.4). The
integration formulas can be found in Gradshetyn and Ryzhik [8].
A.1. Basic properties. The modified Bessel functions Iν(x) and Kν(x) are both
regular functions of x. For positive values of x the functions Iν(x) and Kν(x) are
positive for ν > −1 and all ν ∈ R, respectively.
A.2. Series expansions.
Iν(x) =
∞∑
k=0
1
Γ(ν + k + 1)k!
(x
2
)ν+2k
.(A.1)
A.3. Spherical Bessel functions.
I− 1
2
(x) =
√
2
pix
cosh(x),(A.2)
K 1
2
(x) = K− 1
2
(x) =
√
pi
2x
e−x.(A.3)
A.4. Integral representations.
(A.4) Kν(x) =
∫ ∞
0
e−x cosh(t) cosh(νt)dt, x > 0.
A.5. Asymptotic expansions.
Iν(x) ∼ 1
Γ(ν + 1)
(x
2
)ν
, x ↓ 0,(A.5)
Kν(x) ∼
{
2|ν|−1Γ(|ν|)x−|ν|, x ↓ 0, ν 6= 0,
− log x, x ↓ 0, ν = 0,(A.6)
Iν(x) ∼ e
x
√
2pix
, x→∞,(A.7)
Kν(x) ∼
√
pi
2x
e−x, x→∞.(A.8)
A.6. Inequalities. Let x > 0, then following inequalities hold
Iµ(x) < Iν(x), 0 ≤ ν < µ,(A.9)
Iν(x) < Iν−1(x), ν ≥ 12 ,(A.10)
Kµ(x) > Kν(x), 0 ≤ ν < µ,(A.11)
Kν(x) ≥ Kν−1(x), ν ≥ 12 .(A.12)
We have equality in (A.12) if and only if ν = 12 .
A.7. Differentiation.
d
dx
(xνKν(x)) = −xνKν−1(x),(A.13)
d
dx
(
Iν(x)
xν
)
=
Iν+1(x)
xν
.(A.14)
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A.8. Integration.∫ ∞
−∞
eβt|t|νKν(|t|) dt =
√
piΓ(ν + 12 )2
ν
(1− β2)ν+ 12 , ν > −
1
2 , −1 < β < 1,(A.15) ∫ x
0
e−ttνIν(t) dt =
e−xxν+1
2ν + 1
[Iν(x) + Iν+1(x)], ν > − 12 .(A.16)
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