Abstract. We examine a degenerate, dispersive, nonlinear wave equation related to the evolution of partially molten rock in dimensions two and higher. This simplified model, for a scalar field capturing the melt fraction by volume, has been studied by direct numerical simulation where it has been observed to develop stable solitary waves. In this work, we prove local in time well-posedness results for the time dependent equation, on both the whole space and the torus, for dimensions two and higher. We also prove the existence of the solitary wave solutions in dimensions two and higher.
Introduction
Consistent systems of of partial differential equations governing the flow of partially molten rock in the Earth's interior began appearing in the 1980s in [11, 14] . These models captured the essential features of the mechanics of partial melts including: there are at least two phases (the molten rock, which behaves as a true fluid, and a residual porous matrix of rock); the molten rock migrates via porous flow through the residual matrix; and on the geologic time scale of tens or hundreds of thousands of years, the matrix deforms viscously. Indeed, as the melt is injected and extracted from the pore network in the matrix, it compacts and dilates, in addition to undergoing large scale shear motions. These models have been revisited, rederived, and extended in a variety of ways, with novel predictions for large scale Earth dynamics; see, for example, [3, 4, 8, 9, 13, 17, 18, [21] [22] [23] [24] [25] [26] ].
The Magma Equation.
Under a series of approximations, including a small volume fraction of melt, no large scale shear motions, no phase changes, and a constant bulk viscosity, one can obtain the reduced model,
Here, the temporal variable satisfies t > 0 and the spatial variable satisfies x ∈ T d or x ∈ R d . The dependent variable φ = φ(x, t) ∈ R is the porosity of the media, corresponding to volume fraction that is melt. The nonlinearity, φ n , reflects the permeability of the solid rock, with typical physical values of n ∈ [2, 3] . Equation (1.1) is sometimes called "the magma equation," a terminology we adopt here, and this reduced model is the focus of this work.
Some of the key features of (1.1) are that it is dispersive, degenerate, and nonlocal. To see the dispersive aspect, if we formally linearize as φ = φ 0 + e i(k·x−ωt) with φ 0 > 0, one obtains the dispersion relation ω(k) = nφ n−1 0 k d 1 + φ n 0 |k| 2 . The degeneracy can be seen in the highest derivative term in the event that φ → 0. The nonlocality can be seen by rewriting (1.1) as
Suppose that φ is given such that φ is non-negative and sufficiently smooth. Then subject to boundary conditions, (1.2b) is elliptic with respect to C. Having solved the elliptic equation for C, (1.2a) gives us the time derivative of φ. This matter of maintaining ellipticity of (1.2b) is at the heart of analyzing (1.1).
Numerical simulations of (1.1) have been conducted in dimensions d = 1, 2, 3, usually with the boundary condition that φ → 1 as |x| → ∞. This is often approximated on a large periodic domain. In addition, initial data tends to break up into rank-ordered traveling solitary waves. These waves propagate in the preferred direction x d and are radially symmetric in a comoving frame, and have been observed to be stable. While they are not expected to be integrable, the solitary waves have been observed to have elastic-like collisions. The solitary waves can be obtained with the ansatz, (1.3) φ(x, t) =Q(r(x, t)),r 2 (x, t) =
For examples, see [1, 2, 15, 27] . While these numerical studies have been fruitful for understanding the dynamics of the equation, and for gaining insight into the larger system of equations from which it has been derived, relatively little has been done to analyze (1.1). In [16] , the authors established local and global in time well-posedness results in d = 1 by fixed point iteration methods in Sobolev spaces. In [12] , the authors proved the existence of traveling waves in d = 1 with wave speed c > n > 1, asymptotically converging to unity as x → ±∞. This is accomplished in d = 1 by obtaining a first integral. Some additional regularity properties of the solutions were obtained in [19] , and their stability was studied in that work, along with [20] . However, to the best of the authors' knowledge, no mathematically rigorous results have been obtained for d ≥ 2.
1.2. Main Results. In this work, we aim to establish local-in-time wellposedness results for (1.1) in dimensions d ∈ Z, d ≥ 2. We also establish the existence of traveling solitary waves in dimensions d ∈ N. These results are:
and assume φ 0 ∈ U . There exists T α < 0 < T ω and φ ∈ C 1 ((T α , T ω ); U ) with φ(0) = φ 0 such that φ satisfies (1.1) for all t ∈ (T α , T ω ).
T ω (respectivley T α ) is maximal in the following sense that we have the dichotomy:
(
The essential ingredient in this theorem is that if the data is continuous and bounded from below away from zero, it remains so for the time of existence. While this result is stated in terms of R d , an analogous result will be shown to hold in T d , where many simulations are performed.
We also prove an existence theorem for radially symmetric traveling solitary waves satisfying (1.3). These solutions are unimodal and converge at spatial infinity to a constant state. Specifically, we show: 3] , and c ∈ [1.55, n), there exists a smooth function Q : R ≥0 → R with the following properties:
(1) Q(0) = 1, Q r (0) = 0, and Q rr (0) < 0. Here, Q r and Q rr denote the first and second derivatives of Q(r), respectively. (2) Q r (r) < 0 for all r > 0. (3) lim r→∞ Q(r) exists, and 0 < lim r→∞ Q(r) < 1.
In Section 2, we prove our local-in-time well-posedness results. In Section 3, we establish the existence of the solitary waves. We conclude with some remarks in Section 4. 
Throughout, we will assume that a > 0, either because it is a continuous function, or because it can be replaced a continuous version which is positive.
Throughout, we will use Π to denote a polynomial in its arguments, assumed to have positive coefficients.
2.1.1. Problem on T d . First, we recall a standard elliptic regularity result, which can be found in, for instance, [5, 6] .
Π depends only on m and d.
Also recall the Sobolev embedding theorem:
This has the following consequence:
Π depends only on s and d.
We next extend (2.2) to obtain an elliptic regularity result essential to this work,
Proof. First, by Theorem 2.1.1 we have a
The conditions on s guarantee that 0 ≤ m ≤ s − 1. We therefore find a ∈ C m+1 (T d ) and g ∈ H m (T d ). Theorem 2.1 implies that there exists a unique u ∈ H m+2 (T d ) for which L a u = g and the estimate in that theorem holds, (2.5)
Since u ∈ H 2 , we have a strong solution in the sense that we can rewrite L a u = g as
with equality holding in L 2 . Adding u to both sides gives
Next, we observe that if u ∈ H k+1 , for any k > d/2, then the right-hand side of (2.6) is in H k∧(s−1) (here, we use the notation a ∧ b = min{a, b}); this follows from our constraints on s and the assumed regularity of a and g. Since u ∈ H m+2 , we may take k to satisfy k = m + 1 > d/2. By virtue of elliptic regularity, if u ∈ H k+1 and if the right-hand side of (2.6) is in H k∧(s−1) , then in fact u ∈ H (k∧(s−1))+2 . If k ∧ (s − 1) = s − 1, then this implies u ∈ H s+1 . Otherwise, we may repeat this process. This bootstrap process can be continued until we conclude u ∈ H s , at which point the right hand side is limited to being in H s−1 , because of the regularity of a and g. A final application of elliptic regularity gives u ∈ H s+1 .
To obtain the bound on u H s+1 , we take the H k norm of both sides of (2.6), to get (2.7)
.
Note that in this estimate we have used Corollary 2.3. By induction and our estimate (2.5) on the H m+2 norms, we have:
The conclusion, (2.14), now follows by again applying Corollary 2.3.
In particular, since the condition on s implies that H s (T d ) is an algebra, we have:
The constant C > 0 is determined only by d.
Applying the estimate from Proposition 2.4 shows, therefore, that
Since we know L a u = g, we apply the estimate from Proposition 2.4 to
The result is expressed as (2.9).
The results in Proposition 2.4 and Corollary 2.5 can be reformulated as the following pair of estimates which hold when
Note that we write L −1 a g to mean the unique function u such that L a u = g and so on.
2.1.2.
Problem on R d . Similar elliptic regularity results hold on R d . In [10] , the following result holds for the non-divergence form operator
Theorem 2.6 (See Theorems 9.2.3 and 11.6.2 of [10] ). Assume:
• The matrix valued function a is symmetric, positive definite, and uniformly bounded from above and below on R d .
• a, b, and c are C m (R d ), with C m norms uniformly bounded by a constant K.
Then the analog of Theorem 2.1 holds:
Proof. We need to switch signs to agree with the formulation of [10] . Given L a , define L as We will also make use of the Sobolev embedding theorem:
See Theorem 10 and Remark 12 of Section 10.4 of [10] for details.
On R d , we will assume that our function, a, is asymptotic to a constant as |x| → ∞; for convenience, we take this constant to equal one. This shift in the far field is the main difference between the R d and T d problems. We
We have the following result:
The analog of Proposition 2.4 holds on
Proof. We omit the full details of the proof, as they are almost exactly the same as in the case of T d . The substantive difference comes when begin to manipulate the analog of (2.7),
An analog of Corollary 2.5 holds, with the usual shift by one:
be the functions whose existence is implied by Proposition 2.10 and for which
We omit the details of this result.
2.2. Reformuation of (1.1) as an ODE on a Banach Space.
is an algebra and thus φ ∈ U implies φ n ∈ U as well. This in turn implies, via
φ n is a well-defined and bounded map from
We claim that N is a locally Lipschitz map from U into H s+1 (T d ) (and therefore into H s (T d )). First, we use the triangle inequality:
. Applying inequality (2.11) to the first term on the right-hand side of (2.16) gives:
, we have:
Recall that Π denotes a polynomial in its arguments with positive coefficients. Here, it is wholly determined by s, d and n.) Factoring, and using that
Thus, all together we have:
The second term on the right-hand side in estimate (2.16) can be estimated using (2.10) as follows:
Arguments exactly like those used above show that
And so all together, if φ and ψ ∈ U then:
Likewise one has, for φ ∈ U :
These last two estimates imply that N is a locally Lipschitz map on U into
Thus we have, using the Picard Theorem [28] :
Theorem 2.12. Let s ∈ N such that s > d/2 + d/2 + 2 and let
Suppose that φ 0 ∈ U . Then there exists T α < 0 < T ω and φ ∈ C 1 ((T α , T ω ); U ) with φ(0) = φ 0 such that φ satisfies (1.1) for all t ∈ (T α , T ω ). The value T ω (resp. T α ) is maximal in the following sense that we have the dichotomy:
The function φ is the unique function with the properties listed above. Lastly, the map from φ 0 to the solution φ is continuous. That is to say, fix φ 0 ∈ U and let φ(t) be the solution described above. Then for all > 0 and compact 
The function φ is the unique function with the properties listed above. Lastly, the map from φ 0 to the solution φ is continuous. That is to say, fix φ 0 ∈ U and let φ(t) be the solution described above. Then for all > 0 and compact
Solitary Waves
As noted in the introduction, solitary wave solutions are readily observed in numerical simulations of (1.1), and can be formally obtained from the ansatz (1.3), φ(x, t) :=Q(|x −cte d |). The profileQ =Q(r) must then solve:
The goal is to find speedsc > 0 and bounded, positive, non-constant solutionsQ(r) ∈ C 3 (R ≥0 ) of (3.1a) satisfying
whereq 0 andμ are also free parameters just like the speedc. When d = 1, the final term in the left-hand side of (3.1a) vanishes, and the resulting ODE is simple enough to allow for classical phase plane analysis and stable manifold theorem analysis, yielding existence of solutions and decay properties [12, 19] . When d > 1, the situation is more complicated because the ODE (3.1a) is non-autonomous and not integrable. To reduce the number of free parameters, we rescale the variables as follows: 
Note that the occurrence of the 1/r singularity in the ODE (3.3a) prohibits the application of the standard theory of existence, uniqueness, and continuous dependence for regular initial value problems. However, the term Q r /r is "not really singular" under the initial condition Q r (0) = 0 since it implies that lim r→0 + Q r /r = Q rr (0) = µ. Consequently, we still have existence, uniqueness, and continuous dependence for the IVP (3.3) as stated in the following lemma. The proof of Lemma 3.1 is just a modification of the standard proof, and it makes use of the fact that Q r ∼ µr when r → 0 + . We omit the proof here.
With the existence, uniqueness, and continuous dependence for the IVP (3.3) established, the next proposition asserts the existence of strictly decreasing, positive solutions Q(r) ∈ C 3 (R ≥0 ). By virtue of the rescaling (3.2), each of these solutions gives rise to a one-parameter family of traveling wave solutions for (1.1).
Proposition 3.2. Suppose that d ∈ N and n ∈ [2, 3] . Then for each c ∈ [1.55, n), there exists µ c < 0 such that the IVP (3.3) with µ = µ c has a solution Q(r) ∈ C 3 (R ≥0 ) satisfying that Q r (r) < 0 for all r > 0 and 0 < lim r→∞ Q(r) < 1.
It is our belief that for most (if not all) n and c as specified in Proposition 3.2, the monotonic solution Q(r) converges exponentially to its limiting value. We have the following sufficient condition for such convergence: Proposition 3.3. If Q r (r) < 0 for all r ∈ (0, ∞) and 0 < lim r→∞ Q(r) =: Q τ < ( Below we demonstrate a way to check these conditions using a combination of analysis and numerical integration. We arrive at: Example 1. Let d = 3, n = 2.5, and c = 1.7. There exist M > 0 and k > 0 such that the monotonic solution Q(r) satisfies that |Q(r) − lim r→∞ Q(r)| ≤ M e −kr for all r > 0.
We prove Proposition 3.2 in Section 3.1, and we prove Proposition 3.3 and we expound Example 1 in Section 3.2. Clearly, τ depends on the parameters c and µ for the IVP (3.3), and it is possible that τ = ∞. By the definition of τ , we have that Q(r) is of class C 3 on [0, τ ) but its derivatives may not be bounded as r → τ − and that Q(r) > 0 and Q r (r) < 0 for all r ∈ (0, τ ). Thus, regardless of whether τ is finite or not, Q τ := lim r→τ − Q(r) always exists, and 0 ≤ Q τ < 1. In what follows, we will first construct some technical estimates valid for r ∈ (0, τ ). Then we will prove the proposition using a shooting argument based on these estimates. Since Q(r) is strictly decreasing on [0, τ ), it has an inverse r(Q) defined for all Q ∈ (Q τ , 1]. Then, for any function f (r), we have that for all r ∈ [0, τ ) and correspondingly Q = Q(r) ∈ (Q τ , 1],
where dq = Q r dr and 'f ' represents f (r) in the first integral and f (r(q)) in the second integral. In the subsequent derivations, our notation will follow this convention whenever we substitute the variable of integration in the form of (3.5).
Dividing (3.3a) by Q n and then integrating from 0 to r gives
Integrating the remaining integral by parts and then rearranging terms yields
where (3.7)
Next, multiplying both sides of (3.6) by Q n Q r and then integrating again from 0 to r leads to
For all r ∈ (0, τ ) and correspondingly Q = Q(r) ∈ (Q τ , 1), the second integral in the right-hand side is strictly positive. It follows that
where (3.10)
Finally, we define (3.11)
Then, in view of (3.6) and (3.9), we have that
We emphasize that although inequalities (3.9) and (3.12) require µ < 0 and are restricted to r ∈ (0, τ ) and correspondingly Q = Q(r) ∈ (Q τ , 1), the functions F i (Q, µ), i = 1, 2, 3, as given by (3.7), (3.10), and (3.11) , are defined for all (Q, µ) ∈ R >0 × R. Furthermore, these functions can be put in the form of (3.13)
The expressions of g 1 and h 1 can be extracted from (3.7) immediately. One can also obtain the closed-form expressions of g 2 , h 2 , g 3 , and h 3 after solving the integrals in (3.10) and (3.11). In particular, we have
The closed-form expressions of g 1 , g 2 , and g 3 are omitted here. Note that h 1 is always positive and that h 2 (Q) < 0 for Q < 1 and h 2 (Q) = 0 only when Q = 1. In addition, it is easy to check that for each n > 0, there is a unique Q * ∈ (0, 1), depending on n only, such that h 3 (Q * ) = 0. Furthermore, h 3 (Q) > 0 for Q ∈ (Q * , 1]. Then h 1 , h 2 , and h 3 are all nonzero for any Q ∈ (Q * , 1). For i = 1, 2, 3, define µ i : (Q * , 1) → R as follows:
In view of (3.13), we have that for any Q ∈ (Q * , 1), F i (Q, µ) = 0 only when µ = µ i (Q), i = 1, 2, 3. Furthermore, by the signs of h i on the interval (Q * , 1), we can determine the signs of F i (Q, µ) for (Q, µ) ∈ (Q * , 1) × R as shown in Figure 1 . Furthermore, the graphs of µ i (Q), as shown in Figure 2 , have the following properties. 3] , and c ∈ [1.55, n). Then the following are true:
, and the graphs of µ 1 (Q) and
(a) The graph of µ1(Q). For Q * < Q < 1, F1(Q, µ) is positive in the region above the graph of µ1(Q) and is negative in the region below the graph of µ1(Q).
(b) The graph of µ2(Q). For Q * < Q < 1, F2(Q, µ) is negative in the region above the graph of µ2(Q) and is positive in the region below the graph of µ2(Q).
(c) The graph of µ3(Q). For Q * < Q < 1, F3(Q, µ) is positive in the region above the graph of µ3(Q) and is negative in the region below the graph of µ3(Q). 
Remark 1.
With the closed-form expressions of (3.13) for i = 1, 2, 3, Lemma 3.4 can be checked by elementary calculations, which are omitted. Here, we just mention the following:
(1) The condition c < n ensures that
(2) Recall that for each n > 0, h 3 (Q) has a unique zero at Q = Q * ∈ (0, 1), which depends on n only according to (3.14) . The condition c ≥ 1.55 guarantees that for any n ∈ [2, 3] and the corresponding Q * , F 3 (Q * , µ) = g 3 (Q * ) + h 3 (Q * )µ = g 3 (Q * ) < 0. The lower bound 1.55 can be further reduced, but such a lower bound is necessary as g 3 (Q * ) can become positive for some n ∈ [2, 3] if c is too small (though still positive).
Recall that Q r (r) < 0 for all r ∈ (0, τ ). By the definition (3.4) of τ , one of the following three mutually exclusive cases must occur for a solution Q(r) of the IVP (3.3): (i) Q τ < Q * . This happens if and only if there exists a finite r * ∈ (0, τ ) (with either τ being finite or τ = ∞) such that Q(r * ) = Q * and Q r (r) < 0 for all r ∈ (0, r * ]. (ii) τ < ∞, and lim r→τ − Q(r) = Q τ ≥ Q * . In this case, as r → τ − , Q r (r) is bounded due to (3.9). In turn, we have the boundedness of Q rr (r) from (3.6), the boundedness of Q rrr (r) from (3.3a), and the boundedness of Q rrrr (r) after further differentiation of (3.3a). It follows that Q(r) ∈ C 3 ([0, τ ]). Thus, in this case, we actually have that Q(τ ) = Q τ ≥ Q * and Q r (τ ) = 0. (iii) τ = ∞, and lim r→∞ Q(r) = Q τ ≥ Q * . Define the set A as follows: Definition 1. µ < 0 is in the set A if and only if case (i) happens for the solution Q(r) of the IVP (3.3) with Q rr (0) = µ. Proof. If case (i) happens for Q rr (0) = µ, then there exists a small > 0 such that Q τ < Q(r * + ) < Q * and Q r (r) < 0 for all r ∈ (0, r * + ] with r * + < τ . Then by Lemma 3.1, there is a δ > 0 such that for each µ ∈ (µ − δ, µ + δ), the solution is below Q * at r = r * + and the derivative is negative for all r ∈ (0, r * + ]. This implies that case (i) also happens for all µ ∈ (µ − δ, µ + δ). Then (µ − δ, µ + δ) ⊆ A by the definition of A.
Proof. We show by contradiction that cases (ii) and (iii) cannot occur if µ < µ 3 (Q 3 ).
Suppose that case (ii) happens. By continuity, evaluating (3.12) at r = τ gives Q rr (τ ) ≤ F 3 (Q τ , µ) < 0 as Q τ ≥ Q * and µ < µ 3 (Q 3 ) (see Figure 1(c) ).
On the other hand, since Q r (r) < 0 for all r ∈ (0, τ ) and Q r (τ ) = 0, we must have that Q rr (τ ) ≥ 0, which yields a contradiction.
Suppose that case (iii) happens. Then Q(r) > Q τ ≥ Q * > 0 for all r ∈ (0, ∞). It follows that 2F 2 (Q(r), µ)(Q(r)) −n is bounded for all r ∈ (0, ∞). Then, Q r (r) is also bounded for all r ∈ (0, ∞) according to (3.9) . From (3.12), we have that Q rr (r) + (d − 1)Q r (r)/r < F 3 (Q(r), µ) for all r ∈ (0, ∞). Then lim sup r→∞ Q rr (r) ≤ F 3 (Q τ , µ). As F 3 (Q τ , µ) < 0 for Q τ ≥ Q * and µ < µ 3 (Q 3 ), the estimate for lim sup r→∞ Q rr (r) prohibits the convergence of Q(r), producing a contradiction.
Proof. Suppose that there exists µ s ∈ (µ 2 (Q 2 ), 0) ∩ A. Since µ s ∈ A, there exists r * ∈ (0, τ ) such that Q(r * ) = Q * > Q τ and Q r (r) < 0 for all r ∈ (0, r * ]. By (3.9), we have that 0
Define µ c := sup A. By (2c) of Lemma 3.4 and Lemmas 3.6 and 3.7, we have that
The next lemma proves Proposition 3.2. If case (ii) happens, then Q rr (τ ) must be nonnegative since Q r (r) < 0 for all r ∈ (0, τ ) and Q r (τ ) = 0. We further divide case (ii) into the following three mutually exclusive sub-cases:
If (ii.a) happens, we can further extend the solution. Specifically, since Q r (τ ) = 0 and Q rr (τ ) > 0, there is a small > 0 such that Q(r) ≥ Q τ > Q * for all r ∈ [0, τ + ], Q r (r) < 0 for all r ∈ (0, τ − ], and Q r (τ + ) > 0. Then by Lemma 3.1, there is a δ > 0 such that for each µ ∈ (µ c − δ, µ c + δ), the solution is above Q * for all r ∈ [0, τ + ] with a local minimum in the interval [τ − , τ + ]. This implies that (µ c − δ, µ c + δ) ∩ A = ∅ by the definition of A. This cannot be true since µ c = sup A.
Case (ii.b) is impossible since the ODE (3.3a) with the initial condition Q(τ ) = Q τ , Q r (τ ) = 0, and Q rr (τ ) = 0 has a unique solution Q(r) ≡ Q τ .
If (ii.c) happens, then evaluating (3.12) at r = τ gives Q rr (τ ) ≤ F 3 (Q * , µ c ) = g 3 (Q * ) < 0. This is impossible since Q rr (τ ) must be nonnegative when case (ii) happens.
3.2. Proof of Proposition 3.3 and demonstration of Example 1. First we prove: Lemma 3.9. If Q r (r) < 0 for all r ∈ (0, ∞) and lim r→∞ Q(r) = Q τ > 0, then lim r→∞ Q r (r) = 0 and lim r→∞ Q rr (r) = 0.
Proof. By the hypothesis of the lemma, we have (3.6), (3.9), and (3.12) for all r ∈ (0, ∞) and Q = Q(r) ∈ (Q τ , 1). In the limit r → ∞ (and correspondingly Q → Q + τ ), inequality (3.9) implies that |Q r | is bounded. Then by (3.12) , there is some M > 0 such that Q rr < M for all r ∈ (0, ∞) and correspondingly for all Q = Q(r) ∈ (Q τ , 1). Suppose Q r does not converge to 0 as r → ∞. Recall that Q r (r) < 0 for all r ∈ (0, ∞). Then we can find an > 0 and a sequence
This is impossible as Q(r) needs to converge to Q τ > 0. Next, taking the limit r → ∞ in (3.6), we have that Q rr converges to a constant. Furthermore, since Q r converges, Q rr must converge to 0 as r → ∞.
With this, we can now prove Proposition 3.3.
Proof. (Proposition 3.3) Taking the limit r → ∞ on both sides of (3.8), we obtain that the right-hand side of (3.8) is zero when the upper limits of the two integrals are both Q τ . Since
where the inequality follows from the hypothesis that Q r (r) < 0 and Q(r) > Q τ for all r ∈ (0, ∞). Differentiating (3.15) with respect to Q yields that
which is zero in the limit Q → Q + τ . This can be shown by taking the limit r → ∞ on both sides of (3.6). Differentiating the above expression with respect to Q once more gives
In the limit Q → Q + τ , the second part of the above expression is zero while by Lemma 3.9 the first part converges to
It is left to verify that for d = 3, n = 2.5, and c = 1.7, the monotonic solution Q(r) does converge to a Q τ < ( c n ) 1 n−1 . That is to say, to show Example 1. Though we have selected some particular choices for d, n and c here, we note that the strategy is deployable for other parameter values as well.
Proof. (Example 1) Substituting µ = µ c and taking the limit Q(r) → Q + τ in (3.6), with Lemma 3.9 we obtain that
In addition, from (3.12) and Lemma 3.9 we have that
Thus, the point (Q τ , µ c ) must lie in the region below the graph of µ 1 (Q) and above the graph of µ 3 (Q) (see Figure 2 ). Note that item (4) of Lemma 3.4 guarantees that such a region is nonempty. Recall that µ 1 (Q) has a global minimum in the interval (Q * , 1) at Q = Q 1 = ( c n ) 1 n−1 . For d = 3, n = 2.5, and c = 1.7, the minimum µ 1 (Q 1 ) < −0.021 (see Figure 2) . However, numerical integration of the IVP (3.3) with µ = −0.021 shows that the solution drops below Q * in finite r. Thus µ c > −0.021 > µ 1 (Q 1 ). It follows that (Q τ , µ c ) must be in either the region with Q τ < Q 1 = ( 1 n−1 . The latter is impossible since the linearization of (3.3a) at such a Q τ has oscillatory dynamics that forbids a solution from converging to Q τ monotonically.
Discussion
In this work we have established the well-posedness of solutions to the time dependent problem (1.1), and demonstrated the existence of monotonically decaying traveling wave solutions. The major advancement here was to obtain such results in dimensions two and higher. Here, we remark on several aspects of our results.
First, our results were obtained in the "constant bulk viscosity" case and with integer nonlinearity n for the permeability. This was largely to simplify presentation, and we believe our results could be extended via the same methods to the more general case, provided n + m = 1, 2. An inspection of this shows that for φ − 1 ∈ H 1 , it is nonnegative and convex about the φ = 1 solution. Other expressions hold in the cases n + m = 1 and n + m = 2. For certain values of n and m, (4.2) provides a priori an upper bound on the H 1 norm and a lower bound on φ, preventing it from going to zero. This lower bound makes use of the Sobolev embedding of H 1 into L ∞ , which does not hold in higher dimensions. Since our analysis requires pointwise control of a lower bound, any analog would require a priori estimates on the higher index Sobolev spaces. Unfortunately, for general nonlinearities, no higher order conservation laws are anticipated (see [7] for some exceptions). With regard to our main result on the solitary waves, Theorem 1.2, we note that a somewhat different result would be expected by practitioners. Practitioners typically specify a value ofc > n, and then obtain a unimodal profile, decaying exponentially fast to 1 at infinity;c is the only free parameter and the amplitude is unknown. Here, due to the rescaling (3.2), for each 1.55 < c < n we obtain a unimodal profile whose amplitude is fixed at 1, but whose limiting value Q τ is unknown. Note that if we chooseq 0 = Q −1 τ in (3.2), thenc = Q 1−n τ c. In this case, the profileQ decays to 1 at infinity, and the condition Q τ < ( c n ) 1 n−1 is exactly equivalent toc > n. On the other hand, since we do not know the dependence between Q τ and c, our result is unable to guarantee thatc = Q 1−n τ c can be matched to a pre-specified value.
Exponential decay of the traveling wave profiles is consistent with numerical results [15] . While we have not succeeded at proving exponential decay, we have provided a criterion which, if satisfied, ensures that such a profile decays exponentially to Q τ ; this criterion states that if Q τ < ( c n ) 1 n−1 , then the exponential decay does in fact occur. Using a mix of analysis and numerical integration, we have shown above in Example 1 how this criterion may be verified.
