Abstract. We show that an idea, originating initially with a fundamental recursive iteration scheme (usually referred as "the" Kaczmarz algorithm), admits important applications in such infinite-dimensional, and non-commutative, settings as are central to spectral theory of operators in Hilbert space, to optimization, to large sparse systems, to iterated function systems (IFS), and to fractal harmonic analysis. We present a new recursive iteration scheme involving as input a prescribed sequence of selfadjoint projections. Applications include random Kaczmarz recursions, their limits, and their error-estimates.
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Introduction
In this paper, we consider certain infinite products of projections. Our framework is motivated by problems in approximation theory, in harmonic analysis, in frame theory, and the context of the classical Kaczmarz algorithm [Kac37] . Traditionally, the infinite-dimensional Kaczmarz algorithm is stated for sequences of vectors in a specified Hilbert space H , (typically, H is an L 2 -space.) We shall here formulate it instead for sequences of projections. As a corollary, we get explicit and algorithmic criteria for convergence of certain infinite products of projections in H . Organization and main results. Our first two sections outline a certain frame-harmonic analysis. This is the immediate focus of our present applications, but our main results, dealing with general projection valued Kaczmarz algorithms, we believe, are of independent interest. They include Theorem 3.5 (products of projections,) and its related results, Corollaries 3.8, 3.11, 3.15, and 3.16. The connection between infinite products of projections, on the one hand, and more classical Kaczmarz recursions (for frames), on the other, is spelled out in Corollaries 3.16 and 3.17. Our main result for random Kaczmarz algorithms is Theorem 3.20, combined with Corollary 3.21. In the remaining three sections, we return to applications, iterated function system, fractals, and random power series.
Our extension of the Kaczmarz algorithm to sequences of projections is highly nontrivial: While in general convergence questions for infinite products of projections (in Hilbert space) is difficult (see e.g., [Aro50, Rue82, Rue04, AJL18]), we show that our projection-valued formulation of Kaczmarz' algorithm yields an answer to this convergence question; as well as a number of applications to stochastic analysis, and to frame-approximation questions in the Hilbert space L 2 (µ), where µ is in a class of iterated function system (IFS) measures (see [Hut81, Hut95, DJ07, HJW16, JS18a] ). The latter refers to a precise multivariable setting, and the class of measures µ we consider are fractal measures. (The notion of "fractal" is defined here relative to the rank d of the ambient Euclidean space R d for the particular IFS measure µ under consideration.) Indeed, our measures µ will be singular relative to the Lebesgue measure on R d . In addition to singularity questions for µ itself, one must also consider properties of the marginal measures for µ, and the corresponding slice-direct integral decompositions. Our first two applications will be the IFS-measures for the Sierpinski gasket and the Sierpinski carpet, so d = 2.
In the next section, we introduce this family of measures µ, called slice-singular measures. We then turn to our Kaczmarz algorithm for sequences of projections, and its applications.
Slice-singular measures
The purpose of the current paper is to perform a systematic analysis of fractal measures embedded in higher dimensions d, such as Sierpinski triangles (d = 2), and higher dimensional analogues, d > 2. The analysis for d = 1 begins with the following variant of the F&M Riesz theorem:
Consider a choice of period interval, [0, 1], or [−π, π], a positive finite measure µ with support in the chosen period interval; and the usual Fourier frequencies realized as complex exponentials e n , n ∈ Z. Set N 0 = {0} ∪ N.
Theorem 2.1 (F&M Riesz). The subset {e n | n ∈ N 0 } is total in L 2 (µ) if and only if µ is singular with respect to Lebesgue measure.
The corresponding result is false when d > 1, and the question is: What is a natural extension of F&M Riesz' theorem to higher dimensions, modeling the above formulation? One of the motivations for this is a certain construction of frame algorithms in L 2 (µ); in the form started for d = 1 in [DJ07, HJW16, HJW18a, HJW18b] . For general frame theory, including projection valued frames, see e.g., [FJKO05, HKLW07, JS07, HLS15, BCKL17, CH18, HH19, FL19, KA19, HLL18,  KL19] .
Theorem 2.1 does not extend to 2D, or higher dimensions. In 1D, the standard F&M Riesz theorem is used at a crucial point; but there is not a direct extension of the theorem in one variable. To get a harmonic analysis of L 2 (µ), with supp (µ) ⊂ R d , d ≥ 2, one must assume instead that µ is slice singular ; see Definition 2.3. It is possible to view the result as an extension of F&M Riesz' theorem to higher dimensions.
For the sake of stressing the idea, we shall consider the case d = 2 in most detail.
Notation. Let (X, F ) be a measurable space. M (X) denotes all Borel measures on F . The set M + (X) consists of all positive measures in M (X), and M + 1 (X) the subset of probability measures. We shall also use standard multi-index notations.
Let (X × Y, B X × B Y , µ) be a measure space, where X, Y are equipped with σ-algebras B X , B Y respectively, and µ is defined on the product σ-algebra.
Lemma 2.2 (Disintegration). Every positive measure µ on X ×Y w.r.t. the product σ-algebra yields a unique representation as follows:
X is a measure on (X, B X ); (ii ) There exists a conditional measure σ
The precise meaning of (2.1) is as follows: For all measurable functions F on X × Y , we have
The decomposition (2.2) is often referred to as a Rohlin disintegration formula.
1 is singular; and (ii) for a.a. x w.r.t. ξ, the measure σ x (·) is singular.
"Singular" is defined relative to Lebesgue measure.
where e n (x) = e i2π(n1x1+n2x2) , for all n = (n 1 , n 2 ) ∈ N 2 0 , and
This gives the desired conclusion that {e n } n∈N 2 0 is total in L 2 (µ). (Figure 2 .1). Note that, for a.a. x w.r.t. ξ, the measure σ x on A (x) = {y | (x, y) ∈ W } is a fractal measure with variable gap size; and by Kakutani's theorem, for a.a. x, σ x (dy) is singular relative to the Lebesgue measure. Hence we can apply F&M Riesz as in (2.3), and (2.4).
The detailed properties of the fractals from Figure 2 .1 (A) and (B) will be derived in Section 6 below. While the Sierpinski constructions in Figure 2 .1 are better known as self-affine planar sets, it is in fact the corresponding measures which are important for algorithms and for frame-harmonic analysis. As it turns out, the particular affine maps (see (6.1), (6.2), and Figure 6 .2 below) going into the Sierpinski constructions are in fact special cases of a more general family of iterated function systems (IFS.) They are discussed in detail in sections 5 and 6 below. Brief preview: Given a system of contractive mappings, affine or conformal, there are then two associated fixed-point problems, one for compact sets, and the other for probability measures: The case of the sets W is discussed in (5.10), and the measures µ in (5.8). For a fixed IFS, the set in question arises as the support of an associated IFS-measure µ. Probabilistic features of these constructions are outlined in sect 5, and their fractal properties, in sect 6, below. In particular, we show that these planar Sierpinski measures µ are slice-singular.
Frames, projections, and Kaczmarz algorithms
While earlier approaches to the Kaczmarz algorithm in Hilbert space have dealt with recursive constructions of vectors, as needed in optimization problems, or in harmonic analysis, we present here an extension of the algorithm to the context of countable systems of selfadjoint projections in a Hilbert space. As outlined in subsequent sections of our paper, the projection setting is motivated directly by applications; the randomized Kaczmarz algorithms, just one of them.
For the benefit of readers, and for later reference, we include below a brief review of fundamentals for the classical Kaczmarz algorithm, and its variants. This also gives us a suitable framework for our present results: An operator theoretic extension of Kaczmarz, with applications to multivariable fractal measures.
Literature guide: In addition to Kaczmarz' pioneering paper [Kac37] , there are also the following more recent developments of relevance to our present discussion [EP01, Pop01, HS05, KM06, Szw07, Pop10, EN11, CT13, IZ13, LZ15, NSW16, Che18, Pop18, Zha19], as well as [HJW16, HJW18a, HJW18b] .
The classical Kaczmarz algorithm is an iterative method for solving systems of linear equations, for example, Ax = b, where A is an m × n matrix.
Assume the system is consistent. Let x 0 be an arbitrary vector in R n , and set
where j = k mod m, and a j denotes the j th row of A. At each iteration, the minimizer is given by
That is, the algorithm recursively projects the current state onto the hyperplane determined by the next row vector of A.
There is a stochastic version of (3.2), where the row vectors of A are selected randomly [SV09] . Also see Sections 3.3 and 3.4 below.
Remark 3.1. Following standard conventions in approximation theory, we use the notation argmin for denoting the vector which realizes a specified optimization; in this case (see Figure 3 .1), we refer to the minimum problem on the right hand side in eq (3.1). So in the particular instance of the Kaczmarz algorithm (3.2), we are in finite dimensions, and there is then an easy, geometric, and explicit formula for the argmin vector occurring in each step of the algorithm, see Figure 3 .1.
The Kaczmarz algorithm can be formulated in the Hilbert space setting as follows: Definition 3.2. Let {e j } j∈N0 be a spanning set of unit vectors in a Hilbert space H , i.e., span {e j } is dense in H . For all x ∈ H , let x 0 = e 0 , and set
We say the sequence {e j } j∈N0 is effective if
Remark 3.3. A key motivation for our present analysis is an important result by Stanisław Kwapień and Jan Mycielski [KM06] , giving a criterion for stationary sequences (referring to a suitable L 2 (µ)) to be effective.
Observation. Equation (3.3) yields, by forward induction:
. . .
where P j is the orthogonal projection onto e j . (B) orthogonality relation
Figure 3.1. Solution to Ax = b by the Kaczmarz algorithm, with a 1 = (cos (π/3) , sin (π/3)), a 2 = (cos (0.1) , sin (0.1)), and b = (1, 2).
Algorithms, and products of projections
We now present an extension of the Kaczmarz algorithm; an extension to a setting of an infinite sequence of selfadjoint projections, as opposed to the classical case of sequences of vectors in Hilbert space. There are more general results on limits of iterated products of selfadjoint projections. See [AJL18] and also [Aro50, Rue82, Rue04] . For applications of infinite products of operators to central problems in mathematical physics, see e.g., papers by D. Ruelle et al [RT71, Rue79, Rue82] .
Preliminaries
Let H be a Hilbert space. An operator P : H → H is said to be a selfadjoint projection iff (Def.) P = P * = P 2 . It is known that there is a bijective correspondence between:
(i) all closed subspaces M ⊂ H ; and (ii) the set of all selfadjoint projections P .
If M is as in (i), then P may be obtained from the axioms for H ; and we have
Conversely, if P is given as in (ii), then M (see (3.4)) is a closed subspace in H . The ortho-complement
is the closed subspace corresponding to the selfadjoint projection P ⊥ := 1 − P . (Here, we denote the identity operator in H by 1, as it is the unit in the C * -algebra B (H ).)
Remark 3.4. For our present purpose, all projections will be assumed selfadjoint. On occasion, to save space, we shall simply say "projection" when selfadjointness is implicit. (We note that selfadjoint projections yield orthogonal sum-splittings, and are therefore often, equivalently, referred to as orthogonal projections.)
We shall further make use of the lattice operations corresponding to the correspondence (i)↔(ii) above:
If M i , i = 1, 2, are closed subspaces with corresponding projections P i , i = 1, 2; then TFAE:
and (3.6)
Moreover, for a pair of projections {P i } i=1,2 , TFAE:
Caution: In general, the class of selfadjoint projections is not closed under products, under sums, or under differences.
Theorem 3.5. Let {P j } j∈N0 be a system of selfadjoint projections in a Hilbert space H . For all n ∈ N 0 , set
Q * j Q j , and (3.10)
Remark 3.6. The operator products introduced in formulas (3.8) and (3.9) above will play an important role in our subsequent considerations. Hence, when we refer to Q n , and T n , we shall mean the particular operator products in (3.8) and (3.9). The input in our algorithm will be a fixed system of selfadjoint projections, P n . Note that the factors making up the operator products in (3.8) and (3.9) are noncommuting. We stress that non-comutativity is an important (and subtle) feature of the theory of operator frames; see e.g., [JT17] .
Proof of Theorem 3.5. One checks that T n = T n−1 − Q n , so that
Let H be a Hilbert space, and let {A n } n∈N be a sequence of bounded operators in H , i.e., A n ∈ B (H ), ∀n ∈ N. We shall need the following two notions of convergence in B (H ).
Definition 3.7.
(i) We say that A n → 0 in the strong operator topology (SOT) iff (Def.)
lim n→∞ A n x = 0 for all vectors x ∈ H .
(ii) We say that A n → 0 in the weak operator topology (WOT) iff (Def.) lim n→∞ x, A n y = 0 for all pairs of vectors x, y ∈ H . Here ·, · refers to the inner product in H .
Corollary 3.8. The following are equivalent:
(i ) 1 = j∈N0 Q * j Q j in the weak operator topology. (ii ) 1 = j∈N0 Q j in the strong operator topology.
(iii ) T n → 0 in the strong operator topology.
Remark 3.9. Under suitable conditions on Q n one can show that the convergence in part (i) of the corollary also holds in the strong operator topology.
Definition 3.10. The system {P j } j∈N0 is called effective if T n → 0 in the strong operator topology.
Corollary 3.11. Suppose the system {P j } j∈N0 is effective. Then, for all x ∈ H ,
(3.12)
Moreover, for all x, y ∈ H ,
and in particular,
(3.14)
Remark 3.12. The system of operators {Q j } j∈N0 in Corollary 3.11 has frame-like properties. Specifically, the mapping
plays the role of an analysis operator, and the synthesis operator V * is given by
Note that 1 = V * V , by part (i) of Corollary 3.8; and eq. (3.14) is the generalized Parseval identity. Also see Proposition 3.13 below.
Proposition 3.13. Let {P j } j∈N0 be an effective system. Then there exits a Hilbert space K , an isometry V : H → K , and selfadjoint projections
Then, for all x ∈ H and y = (y j ) ∈ K ,
Hence the adjoint operator V * is given by
For all j ∈ N 0 , let E j : K → K be the projection,
Then Q * j Q j = V * E j V , and (3.15) follows from this.
Let H be a fixed Hilbert space. We shall have occasion to use Dirac's notation for rank-one operators in H : If u, v ∈ H , we set |u v| the operator, which is defined by |u v| (x) = v, x H u; or in physics terminology,
Note the following: For vectors u i , v i , = 1, 2, we have:
For the adjoint operators, we have:
and |u v| B = |u B * v| .
The case of rank-1 projections in Hilbert space
Let {P j } j∈N0 be a system of rank-1 projections, i.e., P j = |e j e j |, where {e j } j∈N0 is a set of unit vectors in H . When the system {e j } is independent, then the corresponding family of projections P j = |e j e j | is non-commutative.
It follows from (3.9) that every Q j is a rank-1 operator with range in span {e j }. Thus there exists a unique g j ∈ H such that
Lemma 3.14. Given {P j } j∈N0 a sequence of s.a. projections in H ; set
where P ⊥ j := 1 − P j ; then
Proof. By definition, we have
Corollary 3.15. The vectors {g j } in (3.16) are determined recursively by
Proof. For all x ∈ H , it follows from Lemma 3.14, that
e n e n , e j g j , x .
That is, g n = e n − n−1 j=0 e j , e n g j .
Corollary 3.16. Assume {|e j e j |} j∈N0 is effective, and let Q j = |e j g j | be as above. Then, for all x ∈ H , we have
In particular, for all A ∈ B (H ), then
x, g j g j , y , and
Proof. By assumption, Q *
Corollary 3.17. The system {|e j e j |} j∈N0 is effective iff {g j } j∈N0 is a Parseval frame in H .
Remark 3.18. We note that when µ is slice singular, then the Fourier frequencies {e n } n∈N0 is effective in L 2 (µ), and every f ∈ L 2 (µ) has Fourier series expansion. This conclusion is based on (3.20) and (3.21) from Corollaries 3.15 & 3.16. In more detail: Assume µ is slice singular, and take H = L 2 (µ). We may then think of Corollary 3.16 as a (generalized) Fourier expansion result since every f in the specified L 2 (µ) space admits a non-orthogonal Fourier expansion in terms of explicit coefficients and the standard Fourier functions e n . Indeed, the corresponding generalized Fourier coefficients are computed with the use of the functions g n of the Kaczmarz algorithm, see eq. (3.21) and Corollary 3.15.
We stress that while the coefficients in the expansion for f are explicitly given in (3.21), this is nonetheless a non-orthogonal expansion; see also [HJW16, HJW18a] .
Random Kaczmarz constructions and sequences of projections
In the discussion below, the word "random" will refer to a fixed probability space (Ω, F , P), where Ω is a set (sample space), F is a σ-algebra (specified events), and P is a probability measure defined on F . Random variables will then be measurable functions on (Ω, F ). For example, if ξ : Ω → B (H ) is an operator valued random variable, measurability will then refer to the σ-algebra of subsets in B (H ) which are w.r.t. the usual operator topology.
Equivalently, ξ : Ω → B (H ) is a random variable iff (Def.) for all pairs of vectors x, y ∈ H , then the functions
are measurable w.r.t. the standard Borel σ-algebra B C of subsets of C.
Given a probability space (Ω, F , P) we shall denote the corresponding expectation E, i.e.,
(3.24)
Theorem 3.20 below is a stochastic variant of the classical Kaczmarz algorithm; also see Theorem 3.5. For recent development and applications, we refer to [Fri05, Pop10, SEC14, LZ15, CESV15, LS15, NSW16, CC18, Che18].
Let H be a Hilbert space. Given a family of selfadjoint projections {P j } j∈N0 in H , let ξ : Ω → B (H ) be a random variable, such that
where p j > 0, and j∈N0 p j = 1. Suppose further that there exists a constant C, 0 < C < 1, such that
Definition 3.19. Let ξ, η : Ω → B (H ) be two operator-valued random variables. We say ξ and η are independent iff (Def.) for all x, y ∈ H , the scalar valued random variables x, ξy , and x, ηy are independent.
We shall use the standard abbreviation i.i.d. for independent, identically distributed; also in the case of an indexed family of operator valued random variables. In the present case, the common distribution is specified by fixing the data in (3.25).
The key feature of our present randomized Kaczmarz algorithm is that it outputs a recursively generated sequence of operator valued random variables; see (3.27) and (3.28). Each output, in turn, will be a product of a specified i.i.d. system of projection valued random variables. The latter i.i.d. system serves as input into the algorithm.
Theorem 3.20. Let {ξ j } j∈N0 be an i.i.d. realization of ξ from (3.25). Fix ξ 0 = P 0 , and set
Note that each product in (3.27) and (3.28) is an operator-valued random variable. Then, for all x ∈ H , we have:
Proof. For all x ∈ H , we have
But each ξ n is a random variable taking values in the set of selfadjoint projections, as specified in (3.25), and so
It follows from (3.26) that
Therefore, by taking expectation again, we get
Corollary 3.21. Let T n and Q n be as in (3.27)-(3.28), then the following hold.
Proof. The assertion (3.30) follows from (3.29) and (3.11). By (3.10), we have T n x 2 = x, T * n T n x = x, x − n j=0 x, Q * j Q j x , and so E [ x, T * n T n x ] → 0, n → ∞. Now (3.31) follows from this and the polarization identity. Equivalently, when {ϕ j } j∈N is an ONB (or a Parseval frame) in H , we shall consider the system of equations
Question 3.23. Given the complex numbers A * ϕ j , x , j ∈ N, is it possible to recover x using the Kaczmarz method?
The closest analog to the finite-dimensional setting is the class of Hilbert-Schmidt operators, and we shall recall the basics below. We shall show that
i.e., {A ij := |e i e j |} is total in HS (H ). To see this, note that
In fact, one checks that Therefore, if B, |e i e j | HS = 0, for all i, j ∈ N 0 , then B = 0; since
Now, back to Question 3.23. From earlier discussion, the answer depends on whether the sequence {A * ϕ j } is effective. In general, we do not get an effective sequence, even if A is assumed Hilbert-Schmidt. However, under certain conditions (see (3.37)) the random Kaczmarz algorithm applies, and we get an approximate sequence that converges to x in expectation. See details below.
Lemma 3.26. Suppose A is a bounded operator in H with bounded inverse. Fix a Parseval frame {ϕ j } j∈N in H , let P j be the projection onto A * ϕ j , j ∈ N. Assume further that
Then, there exists a probability distribution {p j } on {P j }, given by
where C is a constant, 0 < C < 1.
Proof. For all h ∈ H , we have:
The desired conclusion follows from this.
Corollary 3.27. Let the setting be as in Lemma 3.26. An approximate solution to Ax = y is obtained recursively as follows: Let ξ : Ω → B (H ) be a random projection, s.t. P (ξ = P j ) = p j (see (3.38)), and {ξ j } be an i.i.d. realization of ξ. Then, with x 0 = 0 fixed, and
we have:
Proof. By Lemma 3.26, the estimate (3.39) holds with the probabilities specified in (3.38). See also condition (3.26). Moreover, it follows from (3.40) that
Therefore, by Theorem 3.20, the assertion in (3.41) holds (with a suitable choice of index j).
System of isometries
Below we discuss a particular aspect of our problem where the polydisk D d will play an important role. As outlined below, the polydisk is a natural part of our harmonic analysis of frame-approximation questions in the Hilbert space L 2 (µ), where µ is in a suitable class of IFS-measures, i.e., the multivariable setting for fractal measures. 
The correspondence is as follows:
Proof. The fact that there is a correspondence between isometries and Parseval frames is general. Let H 1 be a separable Hilbert space, then there is a bijective correspondence between the following two:
(i) A Parseval frame (g n ) n∈N in H 1 (with a suitable choice of index);
(ii) A pair (H 2 , V ), where H 2 is a Hilbert space, and V : H 1 → H 2 is isometric.
(Note that there is a similar result for Bessel frames as well.) The correspondence is as follows. Given a Parseval frame (g n ) n∈N in H 1 , take H 2 := l 2 (N), and set V f = n g n , f H1 δ n , where {δ n } n∈N is the standard ONB in l 2 (N).
Choose an ONB {β n } n∈N in H 2 , and set g n = V * β n . Then {g n } is a Parseval frame in H 1 . Indeed, for all h ∈ H 1 , one checks that,
Let µ ∈ M T d , and set
In particular,
where
1 , and µ assumes a disintegration dµ = σ x (dy) dξ (x).
Theorem 4.3 (see e.g., [Sar94, BS13] ). Assume µ is slice singular. There are then two associated isometries:
and
Proof sketch. Let ν be a positive Borel measure on [0, 1], and C µ be the Cauchy transform from (4.2). Assume ν is singular. Then, by F.M Riesz (see Theorem 2.1), the set {e n } n∈N0 is total in L 2 (ν). Moreover, it follows from [KM06] , that {e n } n∈N0 is effective. Thus, every f ∈ L 2 (ν) has (non-orthogonal) Fourier expansion
where {g n } is the Parseval frame in L 2 (ν) constructed from Kaczmarz' algorithm. See also Remark 3.18. One may verify that
is isometric. The theorem follows from this, and the assumption that µ is slice singular.
Corollary 4.4. The mapping
Proof. Follows from Theorem 4.3 and Lemma 4.1.
Remark 4.5. From the above discussion, we see that if V :
is a Parseval frame in L 2 (µ). This implication holds in general. Since there are "many" such isometries, it follows that there are "many" Parseval frames. For more details, see [HJW16, HJW18a, HJW18b] and the reference therein.
Lemma 4.6. Let K be a kernel on D d , and µ be a measure on
a.a. x w.r.t. µ.
General iterated function system (IFS)-theory
In this section we turn to an analysis of the IFS measures (see e.g., [Hut81, Hut95, DJ07, BHS08, HJW16, JS18b]), as introduced in Sections 1 and 2 (see (5.3) below). The notion of iterated function systems (IFS) for the case of measures fits the following general idea of patterns with self-similarity across different scales. Also here, the IFS-measures are created by recursive repetition of a simple process in an ongoing feedback loop.
Recall that an IFS measure is obtained from a recursive algorithm involving successive iteration of a finite system of maps in a metric space. IFS systems are self-similar because the same fixed choice of "scaling" mappings is used in each step of the algorithm. (The simplest IFS measures arise from the standard Cantor construction applied to a finite interval. But the idea works much more generally.) Then the chosen finite index-set for the mappings is called an alphabet, denoted B. We shall analyze here the IFS measures with the aid of symbolic dynamics on a probability space Ω, made up of infinite words in B. Then a fixed choice of probability weights on B leads to an associated infinite product measure, called P, on Ω, see (5.2). By Kakutani's theorem, distinct weights yield mutually singular infinite product measures.
We shall construct a random variable X on Ω such that the IFS then arises as the image under X, and the IFS measure µ becomes the distribution of X. Intuitively, X is an infinite address map; see also eq (5.2) and Theorem 5.1. While the choice of such system of maps could be rather general, we shall restrict attention here to the case of a finite number of contractive affine mappings in R d , d fixed; see e.g., (6.2) for the case of the standard Sierpinski gasket, where d = 2. In this case, the associated maximal entropy measure µ (see (6.5)) is a probability measure prescribed by the uniform distribution on B.
Let (M, d) be a complete metric space. Fix an alphabet B = {b 1 , · · · , b N }, N ≥ 2, and let {τ b } b∈B be a contractive IFS with attractor W ⊂ M , i.e.,
In fact, W is uniquely determined by (5.1). Let {p b } b∈B , p b > 0, b∈B p b = 1, be fixed. Set Ω = B N , equipped with the product topology. Let
be the infinite-product measure on Ω (see [Kak43, Hid80] ).
In this section, we construct a random variable X : Ω → M with value in M (a measure space (M, B M )), such that the distribution µ := P • X −1 is a Borel probability measure supported on W , satisfying
That is, µ is the IFS measure.
, and (5.4)
(ii ) The distribution of X, i.e., the measure
is the unique Borel probability measure on (M, d) satisfying:
holds for all Borel functions f on M .
(iii ) The support W µ = supp (µ) is the minimal closed set (IFS), = ∅, satisfying
Proof. We shall make use of standard facts from the theory of iterated function systems (IFS), and their measures; see e.g., [Hut81, Hut95, BHS08] . Monotonicity: When ω ∈ Ω is fixed, then τ ω| k (M ) is a monotone family of compact subsets in M s.t.
Since τ b is strictly contractive for all b ∈ B, we get
and so the intersection in (5.6) is a singleton depending only on ω.
The σ-algebras on (Ω, P) and (X, d): The σ-algebra of subsets of Ω is generated by cylinder sets. Specifically, if f = (b i1 , b i2 , · · · , b i k ) is a finite word, the corresponding cylinder set is
(5.13)
The Borel σ-algebra on M is determined from the fixed metric d on M . The measure P (= P p ) is specified by its values on cylinder sets; i.e, set
Also see e.g., [Kol83] . Proof of (5.8). The argument is based on the following: On Ω, introduce the
Let X be as in (5.6)-(5.7), then
which is immediate from (5.6).
We now show (5.9), equivalently (5.8). Let f be a Borel function on M , then
which is the desired conclusion.
In general, the random variable X : Ω → W (see (5.6)) is not 1-1, but it is always onto. It is 1-1 when the IFS is non-overlap; see Definition 5.2 below. Proof. This is an application of Kakutani's theorem on infinite product measures. See [Kak43, Kak48] . 
Note that x has a random expansion, with the alphabets b i ∈ B, as a sequence of i.i.d. random variables with distribution p = (p 1 , · · · , p N ).
Sierpinski and random power series
Given a probability measure µ on I d where I = [0, 1], a key property that µ may, or may not, have is that the Fourier frequencies {e n } n∈N d are total in L 2 (µ), i.e., that the closed span of {e n } n∈N d is L 2 (µ). The result in d = 1, that, if ν on I is singular, then the set {e n } n∈N0 is total in L 2 (ν), fails for d = 2. There are examples when µ on I 2 is positive, singular w.r.t. the 2D Lebesgue measure, but {e n } n∈N 2 0 is not total in L 2 (µ).
Example 6.1. Take µ = λ 1 × ν (see Figure 6 .1), where λ 1 is Lebesgue measure and ν is a singular measure in I, then {e n } n∈N 2 0 is not total in L 2 (µ). We have the random variable B
As a Cantor set, W (the Sierpinski gasket) is the boundary of the tree symbol representation; see Figure 6 .3.
Recall that every ω ∈ B N is an infinite word ω = (b i1 , b i2 , b i3 , · · · ), with i k ∈ {0, 1, 2}. Setting ω n = (b i1 , · · · , b in ), a finite truncated word, and τ ω|n = τ in • · · · • τ i1 ; then n τ ω|n (W ) = {x}, i.e., the intersection is a singleton. And we set X (ω) = x.
Let p be the probability distribution on B, where Let P = ∞ 1 p, and µ = P • X −1 be the corresponding IFS measure, i.e., µ is the unique Borel probability measure on W , s.t.
See Section 5 for details.
Remark 6.2.
(i) The Hausdorff dimension of W is ln 3/ ln 2, where 3 = # {B} and 2 = scaling number.
(ii) Let O j be the triangles removed from the j th iteration (Figure 6 .2), and let
and so λ 2 (W ) = 0, where λ 2 denotes the 2D Lebesgue measure. Note that µ (W ) = 1.
Lemma 6.3. Let W be the Sierpinski gasket, and µ be the corresponding IFS measure. Let µ be the Fourier transform of µ, i.e., µ (λ) := W e i2πλ·x dµ (x). Then
6)
Proof. Immediate from (6.5). More specifically, we have
which is the assertion (6.6).
By general theory (see Section 2), the IFS measure µ as in (6.5) has a disintegration
Lemma 6.4. Let W be the Sierpinski gasket. Then points in W are represented as random power series
where (ε k ) , (η k ) are defined on Ω = {0, 1} N , i.e., the binary probability space. Moreover, ε k is i.i.d. on {0, 1}, k ∈ N, with distribution (2/3, 1/3). That is, P rob (ε k = 0) = 2/3, and P rob (ε k = 1) = 1/3. The same conclusion holds for η k as well.
Proof. This follows from (6.3) and (6.4).
In detail, let X : B N → W be the random variable from (6.3), X (ω) =
where P r (ε k = 0) = P r (η k = 0) = 2/3, P r (ε k = 1) = P r (η k = 1) = 1/3. Also we have the following conditional probabilities:
One checks that
See the diagram in Figure 6 .4.
Lemma 6.5. Let µ be the IFS measure of the Sierpinski gasket as above, and ξ = µ • π −1 1 be as in (6.7)-(6.9), so that µ has the disintegration in (6.7).
(i ) Then the measure ξ is singular and non-atomic. More precisely, ξ is the product measure ∞ 1 {2/3, 1/3} defined on {0, 1} N .
(ii ) For a.a. x w.r.t ξ, the measure σ x (dy) (in the y-variable) is singular. Hence µ is slice singular (see Definition 2.3), and {e n } n∈N 2 0 is total in L 2 (µ).
Proof. For all points (x, y) ∈ W , let x = ∞ k=1 ε k 2 −k , y = ∞ k=1 η k 2 −k be as in (6.10). Then (6.11) & (6.12) hold for all x ∈ I.
Therefore, we get the product measure ξ = Note that, for a.a. x, the measure σ x (dy) is the middle interval gap supported on A (x) = {y | (x, y) ∈ W }, and we conclude that σ x (dy) is singular w.r.t. Lebesgue measure for a.a. x. By Theorem 2.4, it follows that {e n } n∈N 2 0 is total in L 2 (µ).
Remark 6.6. There is a Markov chain associated with the transition probabilities (see Figure 6 .4). Note that 2/3 1/3 1/2 1/2 1 0 = 2/3 1/3 , (ii ) The Perron-Frobenius vector v (vT = v, or j v j T ji = v i ) is non-constant, i.e., not proportional to (1, 1, · · · , 1).
Remark 6.8 (The Sierpinski carpet). In the above, we carried out all the detailed computation justifying our conclusions for the case of the Sierpinski gasket, Figure  2 .1 (A). Recall that Figure 2 .1 (B) represents the Sierpinski carpet, a close cousin; and the reader will be able to fill in details from inside the section, spelling out the changes from (A) to (B). In case (B), naturally, the particular affine transformations (6.1)-(6.2) are a bit different (i.e., for case (B)), but they are of the same nature. In particular, it follows that the maximal entropy (IFS) measure for the Sierpinski carpet is also slice-singular. Moreover, the other conclusions from Lemmas 6.4, and 6.5, and Remark 6.6, carry over from case (A) to case (B), mutatis mutandis. As the underlying ideas and methods involved are the same, interested readers will be able to fill in details.
Moreover the above remarks, regarding extension of the conclusions for case (A) to that of (B), also apply mutatis mutandis, to the case of Figure 6 .6, the fractal Eiffel Tower. There again, we conclude that the associated maximal entropy (IFS) measure is also slice-singular.
