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Paris
We construct a stochastic process, called the Liouville Brown-
ian motion, which is the Brownian motion associated to the metric
eγX(z) dz2, γ < γc = 2 and X is a Gaussian Free Field. Such a pro-
cess is conjectured to be related to the scaling limit of random walks
on large planar maps eventually weighted by a model of statistical
physics which are embedded in the Euclidean plane or in the sphere
in a conformal manner. The construction amounts to changing the
speed of a standard two-dimensional Brownian motion Bt depending
on the local behavior of the Liouville measure “Mγ(dz) = e
γX(z) dz”.
We prove that the associated Markov process is a Feller diffusion
for all γ < γc = 2 and that for all γ < γc, the Liouville measure Mγ
is invariant under Pt. This Liouville Brownian motion enables us to
introduce a whole set of tools of stochastic analysis in Liouville quan-
tum gravity, which will be hopefully useful in analyzing the geometry
of Liouville quantum gravity.
1. Introduction. An important issue for applications in 2d-Liouville quan-
tum gravity is to construct a random metric on a two-dimensional Riemann
manifold D, say a domain of R2 (or the sphere) equipped with the Euclidean
metric dz2, which takes on the form
eγX(z) dz2,(1.1)
where X is a Gaussian Free Field (GFF) on the manifold D and γ ∈ [0,2)
is a coupling constant that can be expressed in terms of the central charge
of the model coupled to gravity (see [14, 29] for further details and also
[18, 24, 31] for insights in Liouville quantum gravity). The simplicity of
such an expression hides many highly nontrivial mathematical difficulties.
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Indeed, the correlation function of a GFF presents a short scale logarithmi-
cally divergent behavior that makes relation (1.1) nonrigorous. One has to
apply a cutoff procedure to smooth down the singularity of the GFF and
the method to do this at a metric level remains unclear. However, many
geometric quantities are related to this metric and for some of them, the
cutoff procedure may be applied properly. For instance, the construction of
the volume form, also called the Liouville measure, was carried out by Ka-
hane within the framework of Gaussian multiplicative chaos [27] (see also
[21, 36, 37] for more recent constructions based on convolution techniques).
This allows us to give a rigorous meaning to the expression
Mγ(A) =
∫
A
eγX(z)−(γ
2/2)E[X(z)2] dz,(1.2)
where dz stands for the volume form (Lebesgue measure) on D [to be ex-
haustive, one should integrate against h(z)dz where h is a deterministic
function involving the conformal radius at z but this term does not play
an important role for our concerns]. This strategy made possible an inter-
pretation in terms of measures of the Knizhnik–Polyakov–Zamolodchikov
formula (KPZ for short, see [29]) relating the fractal dimensions of sets as
seen by the Lebesgue measure or the Liouville measure. The KPZ formula is
proved in [21] when considering the fractal notion of expected box counting
dimension whereas the fractal notion of almost sure Hausdorff dimension is
considered in [6, 34] (see also [9]). The reader may consult [7, 9, 14, 16, 18–
20, 23, 24, 31, 35] for more references on this topic. Another important part
of the theory which we do not review here is that it is conjectured to be the
scaling limit of discrete quantum gravity: the reader may consult [21] for
more on this topic as well as physics references therein.
Another powerful tool in describing a Riemann geometry is the Brownian
motion. With it are attached several analytic objects serving to describe the
geometry: a semigroup, a Laplace–Beltrami operator, a heat kernel, Dirichlet
forms, etc. Therefore, a relevant way to have further insights into Liouville
quantum gravity geometry is to define the Liouville Brownian motion (LBM
for short). This is the purpose of this paper. It can be constructed on any
background 2d-Riemann manifold equipped with a GFF X and can be seen
as the Brownian motion associated to the metric eγX(x) dx2 where γ ∈ [0,2[
is a parameter and dx2 stands for the metric on the manifold.
In this paper and for pedagogical purposes, we will mostly describe the
situation when the underlying manifold is the whole plane R2, in which case
it is natural to consider a Massive Gaussian Free Field X on R2 (MFF for
short). We will also explain how to adapt our framework to the cases of the
sphere S2, the torus T2 or planar bounded domains. More generally, it is
also clear that our methodology may apply to any 2-dimensional Riemann
manifold equipped with a log-correlated Gaussian field and yields similar
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results. Let us also mention that another work [10] appeared online simul-
taneously to ours and is concerned with the LBM starting from one point:
the paper [10] proves that for fixed x, one can define almost surely the LBM
starting from x (the work [10] also initiates a multi-fractal analysis of the
LBM starting from one point). We will show that almost surely we can de-
fine the LBM starting from all x, hence obtaining the existence of a diffusion
process associated to the tensor (1.1) and all the related stochastic analysis
tools.
Finally, we point out that the notions of diffusion or heat kernel are at
the core of the physics literature about Liouville quantum gravity (see [3, 4,
12, 13, 15, 16, 41], e.g., among a huge amount of other works). For instance,
a heat kernel derivation of the KPZ formula is obtained in [16]. The fractal
structure of quantum space–time is also investigated in [3, 4, 15, 41] via
diffusions and heat kernel properties, obtaining relations about the fractal
dimensions of quantum space–time.
2. Liouville Brownian motion on the plane. In this section, we construct
Liouville Brownian motion on the whole plane. Regarding the physics liter-
ature, the natural free field to consider on the whole plane is the Massive
Gaussian Free Field (MFF for short). So we first remind the reader of the
construction of the MFF after introducing a few basic notation. Then we re-
call the construction of Gaussian multiplicative chaos associated to the MFF
and state a few basic properties, which are used thereafter to construct the
Liouville Brownian motion.
2.1. Basic notation and terminology.
Basics. In what follows, the Liouville Brownian motion that we are going
to construct will be denoted by (Bt)t≥0. We distinguish the (quantum) time
t along Bt and the (classical) time t along a standard Brownian motion Bt.
The open ball centered at x with radius R is denoted B(x,R) and the closed
ball B¯(x,R). S2 and T2 stand for the two-dimensional sphere or torus.
Functional spaces and analysis. The space of continuous functions with
compact support in a domain D (resp., vanishing at infinity on R2, resp.,
bounded functions on D, resp., continuous functions on R+ equipped with
the sup-norm topology over compact sets) is denoted by Cc(D) [resp., C0(R
2),
resp., Cb(D), resp., C(R+)].
The standard Laplace–Beltrami operator on a manifold is denoted by ∆.
We will say that a semigroup on Cb(D) is Feller if the semigroup maps Cb(D)
into itself. We will say that a Markov process on D is Feller if its semigroup
is.
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Positive continuous additive functionals and Revuz measures. Let us
consider a standard Brownian motion (ΩB, (Bt)t≥0, (Ft)t≥0, (PBx )x∈D) in D
(with D = R2, S2 or T2). It is reversible for the canonical volume form dx
of D. We suppose that the space ΩB is equipped with the standard shifts
(θt)t≥0 on the trajectory. One may then consider the classical notion of ca-
pacity Cap associated to the Brownian motion (see [22]). The set K is said
polar when Cap(K) = 0.
A Revuz measure µ is a Radon measure on D which does not charge the
polar sets. A positive continuous additive functional (PCAF) (At)t≥0 is a
Ft-adapted continuous functional with values in [0,∞] that satisfies for all
ω ∈ Λ:
At+s(ω) =As(ω) +At(θs(ω)), s, t≥ 0,
where Λ is a subset of ΩB such that ∀x∈D, PBx (Λ) = 1 and θt(Λ)⊂Λ for all
t≥ 0. In particular, we will always consider PCAFs defined for all starting
points x ∈ D (they are sometimes called PCAF in the strict sense in the
literature, especially in [22]).
Massive Gaussian Free Field on the plane. We consider a whole plane
Massive Gaussian Free Field (MFF) (see [25, 39] for an overview of the
construction of the MFF and applications). Given a real number m> 0, it
is a centered Gaussian random distribution (in the sense of Schwartz) with
covariance function given by the Green function Gm of the operator m
2−△,
that is,
(m2 −△)Gm(x, ·) = 2πδx.
Notice that Gm is π times the Green function of the Brownian motion killed
at rate m2/2. It is a standard fact that the massive Green function can be
written as an integral of the transition densities of the Brownian motion
weighted by the exponential of the mass:
∀x, y ∈R2, Gm(x, y) =
∫ ∞
0
e−(m
2/2)u−|x−y|2/(2u) du
2u
.(2.1)
Clearly, it is a kernel of σ-positive type in the sense of Kahane [27] since we
integrate a continuous function of positive type with respect to a positive
measure. One can also check that
Gm(x, y) = ln+
1
|x− y| + gm(x, y),(2.2)
for some continuous and bounded function gm and ln+ x=max(lnx,0).
It is furthermore a star-scale invariant kernel (see [2, 33]): it can be rewrit-
ten as
Gm(x, y) =
∫ +∞
1
km(u(x− y))
u
du,(2.3)
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for some continuous covariance kernel km(z) =
1
2
∫∞
0 e
−(m2/(2v))|z|2−v/2 dv.
In particular, we will make intensive use of the following relation, valid for
ǫ ∈ ]0,1]:
Gm(x, y)≤Gm
(
x
ǫ
,
y
ǫ
)
+ ln
1
ǫ
.(2.4)
Now we consider an unbounded strictly increasing sequence (cn)n≥1 such
that c1 = 1. For each n≥ 1, we consider a centered Gaussian process Yn with
covariance kernel given by
E[Yn(x)Yn(y)] =
∫ cn
cn−1
km(u(x− y))
u
du.(2.5)
The reader may check that such a process is stationary and has smooth
sample paths (to check this point, apply the Kolmogorov criterion to Yn as
well as its derivatives in the standard manner). The MGFF is the Gaussian
distribution defined by
X(x) =
∑
n≥1
Yn(x),
where the processes (Yn)n are assumed to be independent. We define the
n-regularized field by
Xn(x) =
n∑
k=1
Yk(x).(2.6)
Actually, based on Kahane’s theory of multiplicative chaos [27], the choice
of the decomposition (2.6) will not play a part in the forthcoming results,
except that it is important that the covariance kernel of Xn be smooth in
order to associate to this field a Riemann geometry.
Notation 2.1. In what follows, we will consider a Brownian motion on
R2 (or other two-dimensional manifolds) (ΩB ,FB, (Bt)t≥0, (Ft)t≥0, (PBx )x∈R2).
We will also consider a MFF X (and all the corresponding (Yn)n) defined
on a probability space (ΩX ,FX ,PX). So we consider a measurable space
(Ω,F) = (ΩX × ΩB ,FX ⊗FB) on which are defined both the MFF X and
the Brownian motion B. On this measurable space are defined the probabil-
ity measures Px = P
X ⊗PBx (with expectation Ex) for all x ∈R2. Notice that
under Px, the MFF X and the Brownian motion are independent. We will
also denote by Fn the sigma-algebra generated by the fields (Yk)k≤n, that
is, Fn = σ{Yk(x);k ≤ n,x ∈R2}. Finally, we mention that we will sometimes
consider other Brownian motions B¯,W : the convention of notation will be
the same as for B.
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2.2. Gaussian multiplicative chaos. Let us fix γ ≥ 0. We consider the
random measure for n ≥ 1 (the constant cn is defined in the previous sub-
section)
Mn(dx) = c
−γ2/2
n e
γXn(x) dx,(2.7)
defined on the Borel sets of R2, which will be called n-regularized Liou-
ville measure. Classical theory of Gaussian multiplicative chaos ([27] or [35],
Theorem 2.5) ensures that, PX almost surely, the family (Mn)n≥1 weakly
converges as n→∞ toward a limiting Radon measureM , which is called the
Liouville measure. The limiting measure is nontrivial if and only if γ ∈ [0,2).
We will denote by ξM the power law spectrum of M (see [2, 5, 34], e.g.):
∀p≥ 0, ξM(p) =
(
2 +
γ2
2
)
p− γ
2
2
p2.(2.8)
Recall (see [27] or [35], Theorems 2.11 and 2.12) that for all bounded Borel
set A and p < 4/γ2, we have E[M(A)p]<+∞ and that
sup
r<1
r−ξM (p)E[M(rA)p]≤Cp(2.9)
for some constant Cp only depending on p.
Let us emphasize that Kahane’s theory of Gaussian multiplicative chaos
ensures that the law of the measure M does not depend on the chosen
regularization (Xn)n of X (see [27, 35, 37]). Furthermore, in the case of a
GFF X on a planar domain, this result is reinforced in [21] for the Liouville
measure: the authors prove that circle average approximations of X and
projections of X along any H1 basis yields almost surely the same Liouville
measure. For more recent results on existence and uniqueness, see [38].
We state below a result about the local modulus of continuity of the
measure M as well as its approximating sequence (Mn)n.
Theorem 2.2. We set α = 2(1 − γ2 )2 > 0. Let ǫ > 0 and R > 0. PX -
almost surely, there exists a random constant C > 0 such that:
sup
r∈(0,1)
sup
x∈[−R,R]2
sup
n≥1
r−α+ǫ(Mn(B(x, r))) +M(B(x, r))≤C.
Proof. It suffices to prove the result only for M because (Mn)n is a
martingale converging a.s. toward M (use Doob’s inequalities to estimate
the supnMn in terms of M ).
We take R= 12 for simplicity. Now, we partition [−12 , 12 ]2 into 22n dyadic
squares (Ijn)1≤j≤22n of equal size. If p belongs to ]0, 4γ2 [, we get
P
X
(
sup
1≤j≤22n
M(Ijn)≥
1
2(α−ǫ)n
)
≤ 2p(α−ǫ)nEX
[ ∑
1≤j≤22n
M(Ijn)
p
]
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≤ Cp
2(ξM (p)−2−(α−ǫ)p)n
.
By taking p= 2γ in the above inequalities [i.e., ξM (p)− 2− (α− ǫ)p > 0] and
by using Borel–Cantelli’s lemma, we obtain that, PX almost surely, there
exists a random constant C such that
sup
1≤j≤22n
M(Ijn)≤
C
2(α−ǫ)n
∀n≥ 1.
We conclude by the fact that each ball B(x, r) is contained in at most 4
dyadic squares (Ijn)1≤j≤22n when we choose n such that 12n+1 < r≤ 12n . 
2.3. Potential of the measure M . For each R > 0, let us introduce the
Green function GR of the Laplacian on the ball B(0,R) with Dirichlet
boundary conditions, that is, (δx stands for the Dirac mass at x)
△GR(x, ·) =−2δx(·), GR(x, ·)|∂B(0,R) = 0.(2.10)
Keep in mind the distinction between the massive Green function Gm defined
by (2.1) on R2 and the Green function GR on a ball B(0,R). Despite the
similar notation, this should bring no confusion as we will always refer to
the massive Green function when the subscript is m and the Green function
on balls when the subscript is R.
We introduce the R-potential of a Borel measure µ on R2 by
∀x∈B(0,R), gR(µ)(x) :=
∫
B(0,R)
GR(x, y)µ(dy).
Let us consider the set of measures
M= {Mn;n≥ 1} ∪ {M}.
Furthermore, for x ∈ R2, we denote by Mz the shifted measure Mz(·) =
M(z + ·).
Now we use Theorem 2.2 to prove the following.
Proposition 2.3. For any R> 0, PX -almost surely, we have:
1. supµ∈M supx∈B(0,R) gR(µ)(x)<+∞,
2. for any µ ∈M, the mapping x∈ B¯(0,R) 7→ gR(µ)(x) is continuous,
3. supx∈B(0,R) |gR(Mn)(x)− gR(M)(x)| → 0 as n→∞,
4. for any z0 ∈R2, limz→z0 supx∈B(0,R) |gR(Mz)(x)− gR(Mz0)(x)|= 0.
Proof. Recall that the Green function GR satisfies for all x, y ∈ B¯(0,R)
GR(x, y)≤ 1
π
ln
1
|x− y| +C(2.11)
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for some constant C. Therefore, it suffices to prove that
sup
µ∈M
sup
x∈B(0,R)
∫
B(0,R)
ln
1
|x− y|µ(dy)<+∞.
From Theorem 2.2, we can find a constant C and α > 0 (depending on γ
and R) such that for all x ∈ B¯(0,2R) and all r ∈ (0,R)
sup
µ∈M
µ(B(x, r))≤Crα.
For µ ∈M, we have∫
B(0,R)
ln
1
|x− y|µ(dy)≤
∑
n≥0
∫
B(0,R)∩{2−nR<|x−y|≤2−n+1R}
ln
1
|x− y|µ(dy)
≤
∑
n≥0
(n ln 2− lnR)µ(B(x,2−n+1R))(2.12)
≤C2α
∑
n≥1
(n ln 2− lnR)Rα2−αn.
This latter quantity is finite and does not depend on x or µ ∈M. This proves
the first part of our statement.
For the second statement, consider a function θ :R→R such that 0≤ θ ≤
1, θ(x) = 1 for |x| ≤ 1 and θ(x) = 0 for |x| ≥ 2. For δ > 0 set θδ(x) = θ(x/δ)
and θ¯δ(x) = 1− θδ(x). Choose µ ∈M. Observe that for all δ > 0
gR(µ)(x) =
∫
B(0,R)
GR(x, y)θδ(x− y)µ(dy)
+
∫
B(0,R)
GR(x, y)θ¯δ(x− y)µ(dy)(2.13)
=:Aµ,δ(x) +Dµ,δ(x).
We will show that the mappings x 7→ Dµ,δ(x) converge uniformly toward
x 7→ gR(µ)(x) as δ → 0. As it is obvious to check that the mapping x 7→
Dµ,δ(x) is continuous with the help of standard theorems of continuity for
parameterized integrals, this will show that x 7→ gR(µ)(x) is continuous. So,
let us show that the family of mappings x 7→ Aµ,δ(x) converges uniformly
toward 0 on B¯(0,R) as δ→ 0. From (2.11) again, it is enough to show that
sup
x∈B¯(0,R)
∫
B(0,R)
ln
1
|x− y|θδ(x− y)µ(dy)→ 0 as δ→ 0.
In fact, we will prove a stronger statement. With computations similar
to (2.12), we get
sup
µ∈M
∫
B(0,R)
ln
1
|x− y|θδ(x− y)µ(dy)
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≤ sup
µ∈M
∑
n≥ln2/(− ln 4δ)
∫
B(0,R)∩{2−n−1<|x−y|≤2−n}
ln
1
|x− y|µ(dy)(2.14)
≤C ln 2
∑
n≥ln2/(− ln 4δ)
(n+1)2−αn.
This latter series converges to 0 as δ→ 0. The function gR(µ) is thus con-
tinuous as a uniform limit of continuous functions.
We now prove the third statement. Sticking to the previous notation
(2.13), we have
gR(Mn)(x) =:AMn,δ(x) +DMn,δ(x).
From (2.14), we have supµ∈M supx∈B¯(0,R) |Aµ,δ(x)| → 0 as δ→ 0. Therefore,
it suffices to prove that for each fixed δ > 0, the family (DMn,δ)n converges
uniformly on B¯(0,R) toward DM,δ . Point-wise convergence is ensured by
the weak convergence of the family of measure (Mn)n toward M as n→∞.
We just have to show that the family (DMn,δ)n is relatively compact for
the topology of uniform convergence on B¯(0,R). For each fixed δ > 0, the
mapping (x, y) 7→GR(x, y)θ¯δ(x−y) is continuous on B¯(0,R)2 and, therefore,
uniformly continuous. The quantity
ω(η) = sup
|x−x′|≤η,(x,x′,y)∈B¯(0,R)3
|GR(x, y)θ¯δ(x− y)−GR(x′, y)θ¯δ(x′ − y)|
thus converges toward 0 as η→ 0. We have for x,x′ ∈ B¯(0,R)2
|DMn,δ(x)−DMn,δ(x′)| ≤ ω(|x− x′|)Mn(B¯(0,R)).
We complete the proof with the Arzela`–Ascoli criterion and the relation
supnMn(B¯(0,R))<+∞ almost surely. The proof of item 4 can be handled
the same way, so we let the reader check the details. 
2.4. Approximation and construction of the PCAF of M . For R> 0, we
further introduce the stopping time
TR = inf{t > 0;Bt /∈B(0,R)}.
Observe that Theorem 2.2 (or Proposition 2.3) implies that each µ ∈M
does not charge any polar set. Following [11], Proposition 3.2, we deduce
that PX a.s. we can associate to each µ ∈M a unique PCAF (Fµ,Rt )t such
that the process
∀t≥ 0, gR(µ)(Bt∧TR)− gR(µ)(B0) + Fµ,Rt
is a mean zero martingale under PBx for all x ∈B(0,R). The Revuz measure
of the PCAF Fµ,R is µ [restricted to the ball B(0,R)].
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Notation 2.4. When µ =Mn for some n ≥ 1, we write FnR(t) instead
of the heavy notation FMn,Rt . Similarly, we write FR(t) for F
M,R
t .
It may be worth mentioning that we have the explicit expression
FnR(t) = c
−γ2/2
n
∫ t∧TR
0
eγXn(Br) dr.(2.15)
The purpose of what follows is now to establish the convergence of the
family of PCAFs (FnR)n toward FR. Following [8], we consider the following
distance between two Radon measures µ, ν on B¯(0,R):
dR(µ, ν) = sup
x∈B¯(0,R)
|gR(µ)(x)− gR(ν)(x)|.
Now we state the following lemma; the proof of which is omitted as a
straightforward adaptation of [8], Proposition 2.1.
Lemma 2.5. For all R,η > 0, x ∈ B¯(0,R) and µ1, µ2 two Borel measures
such that dR(µ1, µ2)≤ 1, we have
P
B
x
(
sup
t≥0
|Fµ1,Rt −Fµ2,Rt | ≥ η
)
≤ cR exp
(
− η
cR
√
dR(µ1, µ2)
)
for some constant cR that only depends (increasingly) on
sup
i=1,2
sup
x∈B(0,R)
gR(µi)(x).
From Proposition 2.3 item 3, PX -almost surely and for all R> 0, we have
dR(Mn,M)→ 0 as n→∞. We deduce the following.
Corollary 2.6. PX -almost surely, for all x ∈ B¯(0,R), we have
P
B
x
(
sup
t≥0
|FnR(t)−FR(t)| ≥ η
)
→ 0, as n→∞.
Theorem 2.7. PX -almost surely, there exists a unique PCAF denoted
by F such that
F (t) = FR(t), for t < TR.
Furthermore, PX -almost surely:
1. the Revuz measure of F is M ,
2. for all x ∈ R2 and T > 0, PBx (supt≤T |c−γ
2/2
n
∫ t
0 e
γXn(Br) dr − F (t)| ≥
η)→ 0 as n→∞,
3. for all x ∈R2, PBx -a.s., F is strictly increasing,
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4. for all x ∈R2, PBx -a.s., limt→∞F (t) = +∞,
5. the law of the pair (B,F ) under PBx on the space of continuous func-
tions on R+ equipped with the topology of uniform convergence over compact
sets is a continuous function of x, meaning
lim
x→x0
E
B
x [G(B,F )] = E
B
x0 [G(B,F )]
for every bounded continuous function on C([0, T ],R+) (for T > 0) and x0 ∈
R2.
Proof. Existence and uniqueness of such a PCAF is a straightforward
consequence of the previous results.
Item 2 results from Corollary 2.6 provided that one takes R large enough
to make PBx (TR < T ) arbitrarily small.
Item 1 results from [22], Theorem 5.1.3 and Lemma 5.1.10, and [11],
Proposition 3.2. Indeed, this shows that F coincides with the whole plane
PCAF of the measure M (recall that it does not charge polar sets).
Now we focus on items 3 and 4. Obviously, PX -almost surely and for
all x ∈R2, the mapping t ∈R+ 7→ F (t) is increasing PBx -almost surely. This
mapping thus defines a measure on R+, which we still denote by F with a
slight abuse of notation.
From now on, we will use a few auxiliary lemmas along the main argument:
their proofs are postponed after that of Theorem 2.7. Recall the definition
of (Fn)n in Section 2.1.
Lemma 2.8. For each fixed x ∈ R2, PBx -almost surely, for all t≥ 0 and
R> 0, the family (FnR(t))n is a uniformly integrable martingale with respect
to the filtration (Fn)n, which converges PX -almost surely toward FR(t). We
have, PBx -almost surely, E
X [FR(t)] = t ∧ TR.
We prove item 3. We fix x ∈R2 and we first prove that Px-a.s. F is strictly
increasing. It suffices to prove that it is strictly increasing on [0, TR[ for all
R > 0. We consider a nonempty interval I = [s, t] with t < TR. P
B
x -a.s., the
event {FR(I) > 0} is an event belonging to the asymptotic sigma-algebra
generated by the random processes (Yn)n, that is,
{FR(I)> 0} ∈
⋂
N≥1
σ{Yk(x);x ∈R2, k ≥N}.
As the processes (Yk)k are independent, we can use the Kolmogorov 0–1 law
to deduce that, PBx -almost surely, the event {FR(I)> 0} has PX -probability
0 or 1. From Lemma 2.8, we have PBx -almost surely
E
X [FR(I)] = t− s > 0.
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Therefore, PBx -almost surely, on the event {t < TR}, the event {FR(I)> 0}
has PX -probability 1. Then we can consider a countable family (Ip)p of
intervals generating the Borel sigma algebra on [0, TR[. P
B
x -almost surely,
we have FR(Ip)> 0 for all p (and all R> 0). This shows that P
X -a.s., F has
full support PBx -a.s., which equivalently means that the random mapping
t 7→ F (t) is strictly increasing.
So far, we have only proved that, for each x ∈ R2, there is a measurable
set Sx ⊂ Ω such that PX(Sx) = 1 and on Sx, F is strictly increasing under
P
B
x . Now we want to show that there is a measurable set S ⊂ Ω such that
P
X(S) = 1 and for all x ∈R2, on S, F is strictly increasing under PBx . Clearly,
we can find a set S such that PX(S) = 1 for all x ∈Q2 and F is increasing
on S under PBx . Now we explain a coupling procedure that will serve to
complete the proof of item 3 as well as 4 and 5. Let us consider another
Brownian motion W independent of B,X (even if it means enlarging the
space Ω, we may assume that W is defined on the same probability space
than the MFF X and the Brownian motion B). We denote by PB,Wx,y the
probability measure PBx ⊗ PWy . We state the following coupling lemma, the
proof of which is rather elementary and thus left to the reader.
Lemma 2.9. Let us denote by τ1 the first time at which the first com-
ponents of B and W coincide and by τ2 the first time at which the second
components coincide after τ1:
τ1 = inf{u > 0;B1u =W 1u}, τ2 = inf{u > τ1;B2u =W 2u}.
Under PB,Wx,y , the random process B¯ defined by
B¯t =

(W 1t ,W
2
t ), if t≤ τ1,
(B1t ,W
2
t ), if τ1 < t≤ τ2,
(B1t ,B
2
t ), if τ2 < t,
is a Brownian motion on R2 starting from y, and coincides with W for all
times t > τ2. Furthermore, we have
∀η > 0, lim
δ→0
sup
x,y∈R2;|x−y|≤δ
P
B,X
x,y (τ2 > η)→ 0 and PB,Xx,y (τ2 <∞) = 1.
We can associate PX -a.s. to the Brownian motion B¯ a PCAF, denoted by
F (B¯, t) to distinguish it from F , with Revuz measureM as prescribed in the
beginning of the proof of Theorem 2.7. It is also plain to check that PX -a.s.,
for all x, y ∈R2, under PB,Wx,y , the marginal laws of (B,F ) and (B¯,F (B¯, ·)),
respectively, coincide with the law of (B,F ) under PBx and P
B
y .
Therefore, on S and for y ∈Q2, PB,Wx,y a.s., the PCAF F (B¯, ·) is strictly
increasing on R+. Furthermore, the coupling procedure (Lemma 2.9) also
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entails that the mappings s ∈ [τ2,+∞[ 7→ F (s)− F (τ2) and s ∈ [τ2,+∞[ 7→
F (B¯, s)−F (B¯, τ2) are equal PB,Wx,y a.s. Therefore, for any x ∈R2 and y ∈Q2,
the above discussion shows that F (s) is strictly increasing for s > τ2. If y is
chosen arbitrarily close to x, Lemma 2.9 shows that τ2 → 0 in probability.
We deduce that F is strictly increasing on R+. This completes the proof of
item 3 as we have shown that on S for all x ∈ R2, F is strictly increasing
P
B
x a.s.
We now prove item 4. Once again, the coupling procedure (Lemma 2.9)
shows that it is enough to prove item 4 PX a.s. for only one x ∈R2: because
P
B,W
x,y (τ2 <∞) = 1 for all x, y, it is plain to deduce that PBx (F (t)→∞ as t→
∞) = PBy (F (t)→∞ as t→∞) for all y ∈R2. So we work under PB0 .
We consider the following sequence of stopping times associated to the
Brownian motion:
Tn = inf{t > 0, |Bt|= 2n}, T¯n = inf{t > Tn, |Bt −BTn |= 14}.
We also consider an increasing sequence of integers (nj)j≥1 such that the
following property holds for all l≤ k:∑
l≤j<j′≤k
αj,j′ ≤ k− l+1,
(2.16)
with αj,j′ = sup
|x|≤2nj+1/4,|y|≥2nj′−1/4
Gm(x, y).
Such a sequence exists because Gm defined by (2.1) satisfies Gm(x, y) ≤
ce−c|x−y| for |x− y| ≥ 1 and some constant c > 0. Recall that we identify F
and its associated measure. From the Markov inequality and Fatou’s lemma,
we obtain
P0
( ⋂
l≤j≤k
{F (]Tnj , T¯nj ])≤ c}
)
≤ ck−l+1E0
[ ∏
l≤j≤k
(F (]Tnj , T¯nj ]))
−1
]
(2.17)
≤ lim inf
n→∞ c
k−l+1
E0
[(∫
∏
l≤j≤k]Tnj ,T¯nj ]
c−(k−l+1)(γ
2/2)
n
× eγ(Xn(Bsl )+···+Xn(Bsk )) dsl · · ·dsk
)−1]
.
We want to get rid of the long range correlations of the MFF X . To this
purpose, we introduce a log-correlated random distribution X¯ with covari-
ance kernel E[X¯(x)X¯(y)] = ln+
1
|y−x| . It is a kernel of σ-positive type [35],
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Proposition 2.15. We can find an approximation family “a` la Kahane” (X¯n)n
of X¯ such that E[X¯n(x)X¯n(y)]≤ ln+ 1|y−x| and
E[X¯n(x)X¯n(y)]−D ≤ E[Xn(x)Xn(y)]≤ E[X¯n(x)X¯n(y)] +D(2.18)
for some constant D which does not depend on relevant quantities (in par-
ticular not on n, e.g., [35], proof of Proposition 2.15). By using this relation
and (2.16), we get for all (xl, . . . , xk), (yl, . . . , yk) ∈
∏
l≤j≤k]Tnj , T¯nj ]
E
X
[(
k∑
j=l
Xn(xj)
)(
k∑
j=l
Xn(yj)
)]
=
k∑
j=l
E
X [Xn(xj)Xn(yj)] +
k∑
j,j′=l,j 6=j′
E
X [Xn(xj)Xn(yj′)]
(2.19)
≤ (k− l+1)D +
k∑
j=l
E
X [X¯n(xj)X¯n(yj)] + 2
∑
l≤j<j′≤k
αj,j′
≤ (k− l+1)(D +2) + EX¯
[(
k∑
j=l
X¯n(xj)
)(
k∑
j=l
X¯n(yj)
)]
.
In the last line, we have used the fact that EX¯ [X¯n(xj)X¯n(yj′)] = 0 if j 6= j′.
Now we want to apply Lemma A.1 with Y (xl, . . . , xk) =
∑k
j=lXn(xj)
(with kernel K) and Y ′(xl,
. . . , xk) =
∑k
j=l X¯n(xj) (with kernel K
′), ν(dxl, . . . , dxk) = µl(dxl) × · · · ×
µk(dxk) where each µl stands for the occupation measure of the Brownian
motion between the times Tnj and T¯nj and the convex function x 7→ 1/x (in
fact, this function is discontinuous at 0 but this is not a problem: truncate
it in order to have a continuous convex function, apply Kahane’s inequality
and then remove the truncation). We have shown above that K ≤K ′ + C
with C = (k − l + 1)(D + 2). The last point is that the exponential term
in the expectation (2.17) is not renormalized by the variance. However, the
above inequality shows that
E
X
[(
k∑
j=l
Xn(xj)
)2]
≤
k∑
j=l
E
X [Xn(xj)
2] + 2D(k− l+ 1)
in such a way that (k− l+1) ln cn ≤ EX [(
∑k
j=lXn(xj))
2]≤ (k− l+1) ln cn+
2D(k − l+1).
Hence, even if it means multiplying the constant c by a deterministic
constant that does not depend on k, l, we can replace the term c
−(k−l+1)(γ2/2)
n
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in (2.17) by exp(−γ22 EX [(
∑k
j=lXn(xj))
2]). We are then in position to apply
Lemma A.1 item 2, which tells us that we can replace Xn in (2.19) by X¯n at
the cost of replacing the constant c by another constant c′, which still does
not depend on n (only onD,γ). The main advantage of this procedure is that
we deal now with a field X¯n that possesses strong decorrelation properties:
if, for a set A⊂R2, we denote by Fn,A the sigma algebra generated by the
random variables {X¯n(x), x ∈A} then Fn,A is independent of Fn,B as soon
as dist(A,B)> 1.
In what follows, we still stick to the notation E0 to denote expectation with
respect to the probability measure PX¯ ⊗ PB0 and c¯n = EX¯ [X¯n(x)2], which
does not depend on x by stationarity. We have by using the strong Markov
property of the Brownian motion and the fact that X¯n is decorrelated at
distance 1
P0
( ⋂
l≤j≤k
{F (]Tnj , T¯nj ])≤ c}
)
≤ lim inf
n→∞ (c
′)k−l+1E0
[(∫
∏
l≤j≤k]Tnj ,T¯nj ]
c¯−(k−l+1)(γ
2/2)
n
× eγ(X¯n(Bsl )+···+X¯n(Bsk )) dsl · · ·dsk
)−1]
= lim inf
n→∞ (c
′)k−l+1E0
[(∫
]Tn1 ,T¯n1 ]
c¯−γ
2/2
n e
γX¯n(Bs) ds
)−1]k−l+1
.
Notice that n 7→ ∫]Tn1 ,T¯n1 ] c¯−γ2/2n eγX¯n(Bs) ds is a uniformly integrable martin-
gale and converges toward a random variable denoted by∫
]Tn1 ,T¯n1 ]
eγX¯(Bs)−(γ
2/2)E0[X¯2(Bs)] ds
(the proof is identical to Lemma 2.8 and the notation is due to the fact
that the limit is a Gaussian multiplicative chaos). Therefore, the Jensen
inequality leads to
P0
( ⋂
l≤j≤k
{F (]Tnj , T¯nj ])≤ c}
)
≤
(
c′E0
[(∫
]Tn1 ,T¯n1 ]
eγX¯(Bs)−(γ
2/2)E0[X¯2(Bs)] ds
)−1])k−l+1
.
Let us admit for a while that the above expectation in the right-hand side
is finite (this will be proved below in Lemma 2.12). This inequality shows
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that we can choose c small enough such that
P0
( ⋂
l≤j<∞
{F (]Tnj , T¯nj ])≤ c}
)
= 0.
Thus, we get
P0
(⋂
l≥1
⋃
l≤j<∞
{F (]Tnj , T¯nj ])> c}
)
= 1.
Since limt→∞F (t)≥ c
∑
j≥1 1{F (]Tnj ,T¯nj ])>c}, the proof of item 4 is complete.
It remains to prove item 5. For y ∈ R2, we denote by My the shifted
measure My(A) =M(A+ y), and F y its associated PCAF. We claim that
it is enough to prove that, PX -a.s. for all x ∈R2 and η > 0
lim
y→xP
B
0
(
sup
t≤T
|F y(t)− F x(t)| ≥ η
)
= 0.(2.20)
Indeed, if (2.20) is true, then for any uniformly continuous function G (with
modulus m and bounded by K) on C(R+;R
2×R+), we have for all η > 0
|EBx [G(B,F )]− EBy [G(B,F )]|
= |EB0 [G(x+B,F x)]− EB0 [G(y+B,F y)]|
≤K1{|x−y|>η}+KPB0
(
sup
t≤T
|F x(t)−F y(t)|> η
)
+m(η).
We can then pass to the limit as y→ x and use (2.20) to prove that the
first two terms go to 0 and then choose η arbitrarily small to conclude.
To establish (2.20), for all R> 0, we use Lemma 2.5 to get
P
B
0
(
sup
t≤T
|F y(t)− F x(t)| ≥ η
)
= PB0
(
sup
t≤0
|F y(t ∧ TR)−F x(t ∧ TR)| ≥ η
)
+PB0 (TR ≤ T )
≤ cR exp
(
− η
cR
√
dR(My,Mx)
)
+ 1{dR(My,Mx)≥1} + P
B
0 (TR ≤ T ).
Since dR(M
y,Mx)→ 0 as y→ x (cf. item 4 of Proposition 2.3), we deduce
lim sup
y→x
P
B
0
(
sup
t≤T
|F y(t)− F x(t)| ≥ η
)
≤ PB0 (TR ≤ T ).
We complete the proof by letting R→∞. 
Proof of Lemma 2.8. PBx -a.s., the family (F
n
R(t))n is a nonnegative
martingale w.r.t. the filtration (Fn)n and, therefore, converges almost surely
as n→∞.
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Let us prove that it is uniformly integrable. Denote by ν the occupation
measure of the Brownian motion B between 0 and t∧ TR. Observe that∫
R2
c−γ
2/2
n e
γXn(z)ν(dz) = FnR(t).
From [27] (see also [35]), we just have to prove that PBx -a.s.∫
R2
∫
R2
1
|z − z′|α ν(dz)ν(dz
′)<+∞
for some α < 2. This statement is elementary (just compute the expectation),
and thus left to the reader (much stronger statements are discussed in [17],
Section 10, e.g.). 
2.5. Study of the moments and power law spectrum. In this section, we
investigate the finiteness of the moments of the PCAF. We will say that F
possesses moments of order q if we have Ex[F (t)
q] < +∞ for all t > 0 and
x ∈R2.
Theorem 2.10 (Positive moments and power law spectrum). (1) If γ <
2, the mapping F possesses moments of order q for 0≤ q < 4/γ2. (2) If F
admits moments of order q ≥ 1 then, for all s ∈ [0,1] and t ∈ [0, T ]:
Ex[(F (t+ s)− F (t))q]≤Cqsξ(q),
where
ξ(q) =
(
1 +
γ2
4
)
q − γ
2
4
q2
and Cq > 0 is some constant independent of x,T .
Proof. There is here no exception to the rule in multiplicative chaos
theory that studying finiteness of the moments is technically heavy. So, the
entire Appendix B is devoted to the proof of item 1.
Now we assume that γ < 2 and that F possesses moments of order q ≥ 1.
We prove the estimate concerning the power law spectrum. By stationarity,
we may assume that x= 0. We first prove it when t= 0 and then we deduce
the uniform estimate in t. Under P0, we have
F (s) =
∫ s
0
eγX(Br)−(γ
2/2)E[X(Br)2] dr
= s
∫ 1
0
eγX(Bus)−(γ
2/2)E[X(Bus)2] du(2.21)
law
= s
∫ 1
0
eγX(
√
sBu)−(γ2/2)E[X(√sBu)2] du.
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Let us stress here that the above computations are of course only formal as
all the quantities are understood as limits: yet, the final statement is correct
as can be seen by applying the argument to the same regularized quantities
and by passing to the limit to remove the cutoff. Then, from (2.4), we have
Gm(
√
su,
√
sv)≤ ln 1√
s
+Gm(u, v) for all u, v ∈R2. Then, by taking the qth
power and expectation in (2.21) and Kahane’s convexity inequalities (see
Lemma A.1 item 2), we get for some Gaussian random variable Ωs with
mean 0 and variance −12 ln s and independent of
∫ t
0 e
γX(Bu)−(γ2/2)E[X(Bu)2] du
E0[F (s)
q]≤ sqE0
[(
eγΩs+(γ
2/4) ln s
∫ 1
0
eγX(Bu)−(γ
2/2)E[X(Bu)2] du
)q]
= sqE0[e
qγΩs+q(γ2/4) ln s]E0
[(∫ 1
0
eγX(Bu)−(γ
2/2)E[X(Bu)2] du
)q]
= Cqs
ξ(q),
where Cq = E0[(
∫ 1
0 e
γX(Bu)−(γ2/2)E[X(Bu)2] du)q] is independent of s,x.
Now we treat the general case t 6= 0. By using the Markov property of the
Brownian motion and the stationarity of X , it is readily seen that
Ex[(F (t+ s)−F (t))q] = E0[F (s)q]. 
Corollary 2.11. Set α = (1 − γ2 )2. For each T > 0 and ǫ > 0, there
exists a random constant C > 0 such that Px a.s.
sup
0≤s<t≤T
|F (t)−F (s)| ≤C|t− s|α−ǫ.
Proof. Similar to Theorem 2.2 and thus left to the reader. 
Now we investigate finiteness of moments of negative order. Denote by
T xr the first exit time of the Brownian motion B out of the disk B(x, r) for
r ∈ ]0,1].
Proposition 2.12. For all q > 0, there exists some constant Cq > 0
(depending on q) such that for all x ∈R2 and r ∈ [0,1]
sup
n≥0
Ex
[(
c−γ
2/2
n
∫ Txr
0
eγXn(Bs) ds
)−q]
≤Cqr2ξ(−q).(2.22)
Proof. Without loss of generality, we can take x = 0 by stationarity
of the field X . Furthermore, from Kahane’s convexity inequalities Lemma
A.1, it suffices to prove the result for one log-correlated Gaussian field with
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a kernel of σ-positive type. Let us choose the exact scale invariant field X¯
with covariance kernel given by
E[X¯(x)X¯(y)] = ln+
2
|x− y|
with white noise decomposition (X¯ǫ)ǫ∈ ]0,1] of X¯ as constructed in [37]. More
precisely, the correlation structure of (X¯ǫ)ǫ∈ ]0,1] is given for ǫ, ǫ′ ∈ ]0,1] by
E[X¯ǫ(x)X¯ǫ′(y)]
=

0, if |x− y|> 2,
ln
2
|x− y| , if max(ǫ, ǫ
′)≤ |x− y| ≤ 2,
ln
2
max(ǫ, ǫ′)
+ 2
(
1− |x− y|
1/2
max(ǫ, ǫ′)1/2
)
, if |y − x| ≤max(ǫ, ǫ′).
This covariance structure entails some interesting properties that we detail
now. The process ǫ→ X¯ǫ has independent increments, meaning that for
ǫ′ > ǫ the field X¯ǫ − X¯ǫ′ is independent of the sigma algebra σ{Xu(z); z ∈
R2, u ≥ ǫ′}. For ǫ′ > ǫ, the field X¯ǫ,ǫ′ := X¯ǫ − X¯ǫ′ has a correlation cutoff
of length ǫ′, meaning that the fields (X¯ǫ,ǫ′(x))x∈A and (X¯ǫ,ǫ′(x))x∈B are
independent whenever the Euclidean distance between the two sets A,B is
greater than ǫ′. Finally, we have the following relation in law for r, ǫ≤ 1:
(Xrǫ(rx))|x|≤1
law
= (Ωr +Xǫ(x))|x|≤1,(2.23)
where Ωr is a Gaussian distribution N (0, ln 1r ) and is independent of (X¯ǫ)ǫ.
In what follows, we stick to the Notation 2.1 with X¯ instead of X . Finally,
we just write Tr for T
0
r .
So, we have to prove
sup
ǫ∈ ]0,1]
E0
[(
2−γ
2/2ǫγ
2/2
∫ Tr
0
eγX¯ǫ(Bs) ds
)−q]
≤Cqr2ξ(−q).(2.24)
Notice that the supremum is reached for ǫ→ 0 by the martingale property
and the Jensen inequality. Now, if T˜1/4 is the first time the Brownian motion
(Bt+T3/4 −BT3/4)t≥0 hits the disk of radius 14 , we get for ǫ < 1/4
2−γ
2/2ǫγ
2/2
∫ T1
0
eγX¯ε(Bs) ds
≥ 2−γ2/2ǫγ2/2
∫ T1/4
0
eγX¯ε(Bs) ds+2−γ
2/2ǫγ
2/2
∫ T˜1/4
0
e
γX¯ε(Bs+T3/4 ) ds
≥ 8−γ2/2eγ inf|x|≤1 X¯1/4(x)
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
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+ (4ǫ)γ
2/2
∫ T˜1/4
0
e
γX¯ε,1/4(Bs+T3/4 ) ds
)
.
The main observation is that, under the annealed measure E0, the above two
integrals are independent identically distributed random variables. Indeed,
by considering two bounded continuous functionals F,G, we get
P (F,G) := E0
[
F
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)
×G
(
(4ǫ)γ
2/2
∫ T˜1/4
0
e
γX¯ε,1/4(Bs+T3/4 ) ds
)]
= EB0
[
E
X¯
[
F
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)]
× EX¯
[
G
(
(4ǫ)γ
2/2
∫ T˜1/4
0
e
γX¯ε,1/4(Bs+T3/4 ) ds
)]]
,
where we have used the fact that X¯ε,1/4 has a correlation cutoff of length
1/4. If we use now the stationarity of the field X¯ε,1/4 and the independence
of the increments of the standard Brownian motion, we obtain
P (F,G) = EB0
[
E
X¯
[
F
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)]
× EX¯
[
G
(
(4ǫ)γ
2/2
∫ T˜1/4
0
e
γX¯ε,1/4(Bs+T3/4−BT3/4 ) ds
)]]
= E0
[
F
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)]
× E0
[
G
(
(4ǫ)γ
2/2
∫ T˜1/4
0
e
γX¯ε,1/4(Bs+T3/4−BT3/4 ) ds
)]
= E0
[
F
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)]
× E0
[
G
(
(4ǫ)γ
2/2
∫ T1/4
0
eγX¯ε,1/4(Bs) ds
)]
.
Furthermore, for all r ∈ ]0,1], we have
(rε/2)γ
2/2
∫ Tr
0
eγX¯rε(Bs) ds= (rε/2)γ
2/2r2
∫ Tr/r2
0
eγX¯rε(r(Br2s′/r)) ds′
= (rε/2)γ
2/2r2
∫ T˜1
0
eγX¯rε(rB˜s′ ) ds′,
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where B˜s′ = r
−1Br2s′ is a Brownian motion and T˜1 = Trr2 is the first time it
hits the disk of radius 1. Therefore, from (2.23), we get the following scaling
relation in distribution for all r ∈ ]0,1] under the annealed measure P0:
(rε/2)γ
2/2
∫ Tr
0
eγX¯rε(Bs) ds
(2.25)
law
= r2eγΩr−γ
2/2 ln(1/r)(ǫ/2)γ
2/2
∫ T1
0
eγX¯ε(Bs) ds.
From this scaling relation and the above considerations, we deduce that
we can find some variable N with negative moments and such that we have
the following stochastic domination:
Y ≥N(Y1 + Y2),
where (Y1, Y2) are i.i.d. of distribution Y , independent of N , E[N
−q]<+∞
(see [1], Theorem 2.1.1) and Y is distributed like limε→0 ǫγ
2/2
∫ T1
0 e
γX¯ε(Bs) ds.
We get (2.24) is true with r = 1 by adapting [30] (see also [20], Section B.4).
Then one deduces inequality (2.24) from (2.25) for all r. 
One can then deduce the following results.
Corollary 2.13. For all q > 0, there exists some constant C > 0 (de-
pending on q) such that for all x ∈R2 and all 0≤ s < t≤ 1:
sup
n≥0
Ex
[(
c−γ
2/2
n
∫ t
s
eγXn(Br) dr
)−q]
≤C(t− s)ξ(−q).(2.26)
Proof. Without loss of generality, we can take x = 0 and s = 0 by
stationarity of the field X and the strong Markov property of the Brownian
motion. Then it suffices to show that the expectation in (2.26) is finite for
t = 1. Indeed, one can then use the techniques in the proof of Proposition
2.10 in order to obtain the right-hand side of (2.26) for any t ∈ [0,1] (x 7→ x−q
is convex).
Recall that Tr denote the first exit times of the Brownian motion out of
the ball B(0, r). Recall that, by scaling and [40], Theorem 1.2 (page 93), we
have the existence of some absolute constant c > 0 such that for all t > 0
P
B
0 (Tr ≥ t)≤
ct
r2
e−(ct)/r
2
.(2.27)
We have
F (1)−q ≤
∞∑
n=1
1{T1/2n<1≤T1/2n−1}F (T1/2n)
−q.
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Therefore, we get by Proposition 2.12 and the bound (2.27)
E0[F (1)
−q]≤
∞∑
n=1
E0[1{T1/2n<1≤T1/2n−1}F (T1/2n)
−q]
≤
∞∑
n=1
P
B
0 (T1/2n−1 ≥ 1)1/2E0[F (T1/2n)−2q]1/2
≤ C
∞∑
n=1
22ne−c2
2n
(2n)2q+((q(1+2q))/2)γ
2
.
This latter series is obviously finite. 
Corollary 2.14. Set β = (1 + γ2 )
2. For each T > 0 and ǫ > 0, there
exists a random constant C > 0 such that Px a.s.
∀0≤ s < t≤ T, |F (t)− F (s)| ≥C|t− s|β+ǫ.
Proof. We take T = 1 for simplicity. Now, we partition [0,1] into 2n
dyadic squares (Ijn)1≤j≤22n of equal size. If p > 0, we get
Px
(
inf
1≤j≤2n
F (Ijn)≤
1
2(β+ǫ)n
)
≤ 2−p(β+ǫ)nEx
[ ∑
1≤j≤2n
F (Ijn)
−p
]
≤ Cp2−p(β+ǫ)n2(1−ξ(−p))n.
We conclude as in the proof of Theorem 2.2 by choosing p > 0 such that
ξ(−p)− 1 + p(β + ǫ)> 0. 
2.6. Definition of the Liouville Brownian motion. Before giving the ex-
plicit description of the Liouville Brownian motion, let us first motivate the
forthcoming definitions. The reader may consult [26] for an introductory
background on Brownian motion on manifolds. Recall that our purpose is to
define the Brownian motion associated to the metric tensor formally writ-
ten (using conventional notation in Riemann geometry) eγX(x) dx2, where
dx2 stands for the standard Euclidean metric on R2. Because of the obvious
divergences of such a direct definition, it is natural to regularize the field X
and to consider instead the Riemann metric tensor
gn = c
−γ2/2
n e
γXn(x) dx2.(2.28)
The renormalization sequence (c
−γ2/2
n )n appears here to regulate the diver-
gences when n→∞.
The Riemann volume on the manifold (R2, gn) is nothing but the mea-
sure Mn defined by (2.7). One can also associate to the Riemann manifold
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(R2, gn) a Brownian motion Bn. Following the standard construction, such a
Brownian motion can be constructed as follows. Consider a standard Brow-
nian motion Z on R2 and, for any x ∈R2, consider the solution Zn,x of the
following stochastic differential equation:{
Zn,x
t=0 = x,
dZn,x
t
= cγ
2/4
n e
−γ/2Xn(Zn,xt ) dZt.
(2.29)
Notice that it is not clear for the time being that the solution of this SDE
has an infinite lifetime. Actually, we will see that the solution of such a SDE
does not converge in probability a n→∞. Yet, it is enough to investigate
convergence in law in the space of continuous functions C(R+,R
2). By using
the Dambis–Schwarz theorem, the solution of (2.29) as the same law as the
following process.
Definition 2.15. For any n≥ 1, we define
Bn
t
=B〈Bn〉t ,(2.30)
where (Br)r≥0 is a planar Brownian motion, independent of the MFF X and
where the quadratic variation 〈Bn〉 of Bn,x is defined as follows:
〈Bn〉
t
:= inf
{
s≥ 0 : c−γ2/2n
∫ s
0
eγXn(Bu) du≥ t
}
.(2.31)
We call this process n-regularized Liouville Brownian motion (n-LBM for
short).
The infimum in (2.31) is necessarily finite. Indeed we have
c−γ
2/2
n
∫ s
0
eγXn(Bu) du≥ c−γ2/2n eminx∈B(0,1)Xn(x)
∫ t
0
1{Br∈B(0,1)} dr
and the latter quantity tends to ∞ when t→∞ via recurrence arguments.
Observe that (2.31) amounts to saying that the increasing process 〈Bn,x〉 :
R+→R+ is just the inverse function of the PCAF
Fn(t) = c
−γ2/2
n
∫ t
0
eγXn(Br) dr(2.32)
studied in Section 2.4. In particular, we can assert now that the solution
of (2.29) has infinite lifetime because Fn(t)→∞ as t→∞ (adapt, e.g., the
argument of item 4 in Theorem 2.7). Several standard facts can be deduced
from the smoothness of Xn.
Proposition 2.16. Let n≥ 1 be fixed. PX -a.s., the n-regularized Liou-
ville Brownian motion Bn induces a Feller diffusion on R2. Let us denote by
(P γ,n
t
)t≥0 its semigroup. Also, Bn is reversible with respect to the Riemann
volume Mn, which is therefore invariant for Bn.
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For a proof of this proposition, the reader may consult [22], for instance,
though the Feller property is not discussed but this is easy (for the same
reason as the Liouville Brownian motion is Feller; see item 1 of Proposition
2.19 below).
As we have seen that the PCAFs (Fn)n converge toward F , it is natural
to introduce the following.
Definition 2.17. Assume γ < 2. PX almost surely, we define the Li-
ouville Brownian motion (LBM for short) as the time changed Brownian
motion
Bt =BF−1(t),
where F is the PCAF of Theorem 2.7.
Observe that the continuity of F makes sure that the LBM does not
get stuck in some area of the state space R2. Typically, this situation may
happen over areas where the field X takes large values, therefore, having as
consequence to slow down the LBM. Furthermore, strict monotonicity of F
ensures that the LBM possesses no jumps and the fact that F tends to∞ as
t→∞ makes sure that the LBM has an infinite lifetime, it does not “reach
∞” in finite time.
2.7. Main properties of the LBM. In this subsection, we collect a few im-
portant properties of the LBM that can be deduced from our previous anal-
ysis. The reader is referred to [22] for the classical terminology on Dirichlet
forms.
Theorem 2.18. For γ ∈ [0,2[, PX -a.s., the LBM is a strong Markov
process with continuous sample paths, that is a diffusion process. If we denote
by (P γ,X
t
)t≥0 the associated semigroup on L2(R2,M) then:
1. (P γ,X
t
)t≥0 is strongly continuous on L2(R2,M) and symmetric.
2. the associated Dirichlet form is strongly local, regular and possesses
C∞c (R2) as special core.
Observe that the semigroup (P γ,X
t
)t≥0 is itself random as it depends on
the randomness of the MFF X . Furthermore, the above theorem entails that
we can classically extend the semigroup (P γ,X
t
)t≥0 to a strongly-continuous
semi-group on Lp(R2,M) for all 1≤ p <∞.
Proof of Theorem 2.18. From [22], Theorem 6.1.1, the LBM is a
Hunt process, therefore strong Markov. Item 1 and 2 then result from [22],
Theorem 6.2.1. Continuity of sample paths results from the fact that F is
strictly increasing (Theorem 2.7 item 3), in which case F−1 is continuous.

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Proposition 2.19. For γ ∈ [0,2[, PX -a.s.:
1. the law in C(R+) of the LBM B under PBx is continuous with respect
to x.
2. for all x ∈R2, under PBx the n-LBM (Bn)n converges in law in C(R+)
equipped with the topology of uniform convergence over compact sets toward
B,
3. the semigroup (P γ,X
t
)t≥0 is the limit of the semigroups (P γ,n)n as n→
∞ in the sense that
∀f ∈Cb(R2), lim
n→∞P
γ,n
t
f(x) = P γ,X
t
f(x),
4. for all x ∈R2 and for all z ∈R2, PBx (lim inft→∞ |Bt − z|= 0) = 1,
5. for all x ∈R2, PBx (lim supt→∞ |Bt|=∞) = 1.
Proof. Let us prove item 1. Observe that the mapping
(w,v) ∈C(R+,R2)×C(R+,R+) 7→w ◦ v−1,
where v−1(t) = inf{s ≥ 0;v(s) > t} is continuous at all these pairs (w,v)
such that v is strictly increasing and lims→∞ v(s) = +∞. Therefore, item 1
results from Theorem 2.7 items 3 + 4 + 5.
The same argument and Theorem 2.7 items 2 + 3+ 4 prove item 2. Item
3 is a direct consequence of item 2. Items 4 and 5 results from the fact a
standard Brownian motion satisfies items 4+5 and the fact that B is a time
changed Brownian motion, with a continuous time change that goes to ∞
as t→∞. 
Corollary 2.20. For γ ∈ [0,2[, PX -a.s., the semigroup (P γ,X
t
)t≥0 is
Feller.
For γ < 2, we define the Liouville Laplacian ∆X as the generator of the
Liouville Brownian motion times the usual extra factor
√
2. The Liouville
Laplacian corresponds to an operator which can formally be written as
∆X = e
−γX(x)∆
and can be thought of as the Laplace–Beltrami operator of 2d-Liouville
quantum gravity.
2.8. Asymptotic independence of the Liouville Brownian motion and the
Euclidean Brownian motion. Recall the SDE (2.29) with solution Zn,x,
which is measurable with respect to the planar Brownian motion Z. In this
section, we prove that (Zn,x)n does not converge in probability as n→∞.
This will show that the time change representation of the LBM is more
relevant.
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Theorem 2.21. If γ < 2, PX -a.s. and for all x ∈ R2, the pair of pro-
cesses (Z,Zn,x)n converges in law toward a couple (Z,Zx). The planar Brow-
nian motion Z and the LBM Zx are independent.
The above theorem shows that some extra randomness is created by tak-
ing the limit n→∞. Indeed, the n-LBM is a measurable function of the
planar Brownian motion Z. Yet, Liouville/Euclidean Brownian motions are
independent at the limit, showing that convergence in probability cannot
hold.
Proof of Theorem 2.21. Before beginning the proof, let us first clar-
ify a few points. The n-LBM (2.29) involves the planar Brownian motion Z.
An equivalent definition in law of this n-LBM is given in Definition 2.15 by
means of another Brownian motion B, constructed via the Dambis–Schwarz
theorem. As such, it implicitly depends on n as well as Z. It is therefore
relevant to write explicitly this dependence in this proof. So we will write
Bn instead of B.
We begin with writing explicitly the dependence between Z and Bn. The
Dambis–Schwarz theorem tells us that [recall (2.32)]
Bnt = c
γ2/4
n
∫ Fn(t)
0
e−γ/2Xn(Z
n,x
u ) dZu =Zn,xFn(t,x).
Now we prove the asymptotic independence of Z and Bn. Let us compute
their predictable bracket by making the change of variables:
〈Bn,Z〉t = cγ
2/4
n
∫ t
0
e−(γ/2)Xn(Z
n,x
r ) dr
= cγ
2/4
n
∫ t
0
e
−(γ/2)Xn(Bn
F−1n (r)
)
dr
= c−γ
2/4
n
∫ Fn(t)
0
e(γ/2)Xn(B
n
u ) du
= c−γ
2/8
n × c−γ
2/8
n
∫ Fn(t)
0
e(γ/2)Xn(Bu) du.
From Theorem 2.7, the above expression corresponds to multiplying a tight
family by a factor c
−γ2/8
n that goes to 0 as n→∞. Therefore, PX -a.s., the
family (〈Bn,Z〉)n (as random functions of t) converges PZ -a.s. in C(R+)
toward 0. The pair (Bn,Z) therefore converges in law in C(R+) toward a
pair (B,Z) of Brownian motions, the brackets of which vanish. Knight’s
theorem [28], Theorem 4.13, implies that B and Z are independent (see
also the Appendix in [32]). As a measurable function of B, the Liouville
Brownian motion is independent of Z. 
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2.9. Liouville Brownian motion defined on other geometries: Torus, sphere
and planar domains. So far, we constructed in detail the LBM for the
(Massive) Free Field on R2. Our method applies to other two-dimensional
manifolds like the torus, sphere, planar domains, . . . equipped with a log-
correlated Gaussian field (of special interest is the case of Gaussian Free
Field), stationary or not. The main reason is that Kahane’s theory remains
valid on C1-manifolds (see [27, 35]). Intuitively, this is just because such
manifolds are locally isometric to open domains of the Euclidean space.
There is at least one point in our proofs that must be changed in order to
apply to the torus or the sphere, or any compact manifold without bound-
ary: the fact that limt→∞F (x, t) = +∞. Indeed, our proof uses the “infinite
volume” of the plane. In the case of the torus or sphere, the strategy is much
simpler because of compactness arguments: the standard Brownian motion
on S2 or T2 possesses an invariant probability measure, call it µ, which is
nothing but the volume form of S2 or T2. Apply the ergodic theorem to
prove that PX ⊗ PBµ almost surely:
lim
t→∞
F (t)
t
=G,
for some random variable G, which is shift-invariant. Since the Brownian
motion on the sphere is ergodic, G is measurable with respect to the sigma
algebra generated by σ{Xx;x∈ T2 or S2}. It is not clear that G is constant.
Yet, the set {G > 0} is measurable with respect to the asymptotic sigma-
algebra of the (Yn)n. Therefore, P
µ almost surely, the set {G> 0} has PX -
probability 0 or 1. Since G has expectation 1, this set has PX -probability 1.
Therefore, PX almost surely, the change of times F goes to ∞ as t→∞ for
µ almost every x. Then use the coupling trick to deduce that the property
holds for all starting points.
APPENDIX A: KAHANE’S CONVEXITY INEQUALITY
For the classical terminology of Gaussian multiplicative chaos, the reader
is referred to [27] (see also [35]).
We consider a locally compact separable metric space (D,d), a Radon
measure ν on the Borel subsets of (D,d) and two Gaussian random distri-
butions Y,Y ′ (in the sense of Schwartz) with respective covariance kernels
K,K ′, which are of σ-positive type. We assume that the Gaussian multi-
plicative chaos associated to (Y, ν) and (Y ′, ν) are strongly nondegenerate
(e.g., the kernels of Yn [see (2.5)] or the kernel γ
2Gm of (2.1) for 0≤ γ2 < 4).
Here, we recall the following standard lemma that can be found in [27].
Lemma A.1. Let F :R+→R be some convex function such that
∀x∈R+, |F (x)| ≤M(1 + |x|β),
for some positive constants M,β.
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(1) Assume that K(u, v)≤K ′(u, v) for all u, v ∈D. Then
E
[
F
(∫
D
eYr−(1/2)E[Y
2
r ]ν(dr)
)]
≤ E
[
F
(∫
D
eY
′
r−(1/2)E[Y ′2r ]ν(dr)
)]
.
(2) If K(u, v) ≤ K ′(u, v) + C for some constant C > 0 for all u, v ∈ D
then
E
[
F
(∫
D
eYr−(1/2)E[Y
2
r ]ν(dr)
)]
≤ E
[
F
(
e
√
CZ−C/2
∫
D
eY
′
r−(1/2)E[Y ′2r ]ν(dr)
)]
,
where Z is a standard Gaussian random variable independent of the other
random quantities.
APPENDIX B: FINITENESS OF THE MOMENTS
In this section, our only goal is to prove that
∀x∈R2, Ex[F (t)p]<+∞
for p ∈ [0,4/γ2[. We only treat the case when 2 ≤ γ2 < 4 and, therefore,
1 < p < 4/γ2 (hence p < 2). This is mathematically the most complicated
part and notationally the easiest part. The case 0 ≤ γ2 < 2 is discussed in
Remark B.6.
Furthermore, by stationarity of the field X , we may assume that x= 0.
By using the concavity of the mapping x 7→ xp/2 and the Jensen inequality,
we get
E0[F (t)
p]≤ EX [EB0 [F (t)2]p/2]
(B.1)
≤ EX
[(∫
R2
∫
R2
f(x, y)M(dx)M(dy)
)p/2]
,
where we have set
f(x, y) =
∫ t
0
∫ t
s
e−|x|
2/(2s)−|y−x|2/(2|r−s|) dr ds
4π2s|r− s| .(B.2)
So we just have to prove that the expectation in the above right-hand side is
finite. In what follows, ξM stands for the structure exponent of the measure
M . Recall that, in dimension d, it reads
ξM(p) =
(
d+
γ2
2
)
p− γ
2
2
p2.(B.3)
Of course, we can take here d = 2. But is worth recalling this fact since it
will happen that some arguments below will be carried out in dimension 1.
So the reader will take care of replacing d by 1 when reading a proof in
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dimension 1. The main idea of our proof is the following. First, we observe
that the function f possesses singularities. They are logarithmic (see below)
when x or |x− y| is close to 0. We will also have to treat the behavior near
infinity. So we split the space R2 ×R2 into 3 domains
D1 = {|x| ≤ 1, |x− y| ≤ 1}, D2 = {|x| ≥ 1, |x− y| ≤ 1},
(B.4)
D3 = {|x− y| ≥ 1}
and, by subadditivity of the mapping x ∈R+ 7→ xp/2, it suffices to evaluate
the quantity in the right-hand side of (B.1) on each of these three domains.
Concerning the behavior of f , we claim the following.
Lemma B.1. We have:
1. for all x, y ∈R2: f(x, y)≤D(1 + ln+ 1|x−y|)(1 + ln+ 1|x|),
2. for all |x| ≥ 1 and |x−y| ≤ 1: f(x, y)≤D(1+ ln+ 1|x−y|) exp(− |x|
2
4t ), for
some constant D> 0.
Proof. Recall (B.2). By making successive changes of variables, we
obtain
f(x, y) =
∫ t
0
∫ (t−s)/|x−y|2
0
e−|x|
2/(2s)−1/(2r) dr ds
4π2sr
=
∫ t/|x|2
0
∫ (t−s|x|2)/|x−y|2
0
e−1/(2s)−1/(2r)
dr ds
4π2sr
≤ g
(
t
|x|2
)
g
(
t
|x− y|2
)
,
where we have set
g(t) =
∫ t
0
e−1/(2s)
ds
2πs
.
It is obvious to check that, for some constant D> 0, we have g(t)≤D(1 +
ln+ t), which completes the proof of item 1. The proof of item 2 is similar
and left to the reader. 
Notation B.2. Until the end of the proof, we will only deal with ex-
pectations with respect to the measure M . So there is no need to keep on
using the superscript X of EX and we will just write E instead of EX .
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Domain {|x| ≤ 1, |x − y| ≤ 1}. The main purpose of this part is to
show that
E
[(∫
max(|x|,|y|)≤1
1
|x|δ|x− y|δM(dx)M(dy)
)p/2]
<+∞.(B.5)
The first step is to prove the following.
Lemma B.3. For γ2 < 4 and p ∈ ]1, 4
γ2
[, there exist δ > 0 and C > 0 such
that for all n≥ 0,
E
[(∫
max(|x|,|y|)≤2−n
1
|x|δM(dx)M(dy)
)p/2]
≤C2−n(ξM (p)−(δp)/2).
Proof. We carry out the proof in dimension 1 since, apart from nota-
tional issues, the dimension 2 does not raise any further difficulty. We first
have to prove
E
[(∫
(x,y)∈[0,1]2
1
|x|δM(dx)M(dy)
)p/2]
<+∞.
Furthermore, from Kahane’s convexity inequalities, it suffices to prove the
above lemma for any 1d log-correlated Gaussian field. Let us use the kernel
K(x, y) = ln+
1
|x−y| of [5]. In fact, whatever the covariance kernel, we just
need to use the property (2.9), which is shared by all the reasonable 1d
log-correlated Gaussian fields (see [35] for more on this).
We also remind the reader that the above integral is finite for δ = 0 (see
[27]). Therefore, by using subadditivity of the mapping x 7→ xp/2, we have
E
[(∫
[0,1]2
1
|x|δM(dx)M(dy)
)p/2]
= E
[( ∞∑
n=0
∫
[2−n−1,2−n]×[0,1]
1
|x|δM(dx)M(dy)
)p/2]
≤
∞∑
n=0
E
[(∫
[2−n−1,2−n]×[0,1]
1
|x|δM(dx)M(dy)
)p/2]
≤
∞∑
n=0
2δ(n+1)p/2E[(M([2−n−1,2−n])M([0,1]))p/2].
Now we use the standard inequality ab≤ ǫa2+ b2ǫ for any ǫ > 0 and subaddi-
tivity of the mapping x 7→ xp/2 to get (ab)p/2 ≤ ǫp/2ap + ǫ−p/2bp. Therefore,
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with a=M([2−n−1,2−n]), b=M([0,1]) and ǫ= 2(n+1)ξM (p)/p, we obtain
E[(M([2−n−1,2−n])M([0,1]))p/2]≤ (2(n+1)ξM (p)/p)p/2E[M([2−n−1,2−n])p]
+ (2(n+1)ξM (p)/p)−p/2E[M([0,1])p].
By using (2.9), we get
E[M([2−n−1,2−n])p]≤Cp2−(n+1)ξM (p)
and plugging this relation into the above expression yields:
E[(M([2−n−1,2−n])M([0,1]))p/2]≤ 2−(n+1)ξM (p)/2(Cp + E[M([0,1])p]).
To sum up, we have
E
[(∫
(x,y)∈[0,1]2
1
|x|δM(dx)M(dy)
)p/2]
≤ (Cp + E[M([0,1])p])
∞∑
n=0
2−(n+1)(ξM (p)/2−δp/2).
So, δ can clearly be chosen small enough to make the above series convergent.
Once the finiteness of the expectation is proved, the statement results
from a scaling argument. For λ < 1, the measure M satisfies (see [5] but this
is elementary) the following relation in law:
(M(λA))A⊂[0,1] = (λ
1+γ2/2eγΩλM(A))A⊂[0,1],(B.6)
where Ωλ is a centered Gaussian random variable with variance − lnλ inde-
pendent of (M(A))A⊂[0,1]. Thus, we have
E
[(∫
[0,λ]2
1
|x|δM(dx)M(dy)
)p/2]
= λp(1+γ
2/2)−δp/2
E[epγΩλ ]E
[(∫
[0,1]2
1
|x|δM(dx)M(dy)
)p/2]
.
The result follows by taking λ= 2−n. 
Lemma B.4. For any γ2 < 4 and p ∈ ]1, 4
γ2
[, there exist δ > 0 and a
constant C > 0 such that for all n:
E
[( ∫
max(|x|,|y|)≤1
2−n−1≤|x−y|≤2−n
1
|x|δM(dx)M(dy)
)p/2]
≤ C
1− δp/22
−n(ξM (p)−2).
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Proof. Once again and for the same reason as previously, we carry out
the proof in dimension 1. In that case, we have to prove
E
[( ∫
(x,y)∈[0,1]2
2−n−1≤|x−y|≤2−n
1
|x|δM(dx)M(dy)
)p/2]
≤C2−n(ξM (p)−1).
Once again Kahane’s convexity inequality shows that we can take the kernel
K(x, y) = ln+
1
|x−y| of [5]. We will use the following elementary geometric
argument: for any n≥ 1, the set of points 2−n-close to the diagonal
{(x, y) ∈ [0,1]2; |x− y| ≤ 2−n}
is entirely recovered by the union for k = 0, . . . ,2n − 2 of the (overlapping)
squares [ k2n ,
k+2
2n ]
2. Therefore, by using subadditivity of the mapping x 7→
xp/2, we have
E
[( ∫
x,y∈[0,1]
2−n−1≤|x−y|≤2−n
1
|x|δM(dx)M(dy)
)p/2]
≤
∑
k=0,...,2n−2
E
[(∫
x,y∈[k/2n,(k+2)/2n]2
1
|x|δM(dx)M(dy)
)p/2]
≤ E
[(∫
x,y∈[0,2−n+1]2
1
|x|δM(dx)M(dy)
)p/2]
+
∑
k=1,...,2n−2
2nδp/2
kδp/2
E
[
M
([
k
2n
,
k+2
2n
])p]
.
By stationarity and scale invariance (B.6), we get∑
k=1,...,2n−2
2nδp/2
kδp/2
E
[
M
([
k
2n
,
k+ 2
2n
])p]
≤ 2nδp/2
∑
k=1,...,2n−2
1
kδp/2
E[M([0,2−n+1])p]
≤ 2nδp/22−(n−1)ξM (p)E[M([0,1])p]
∑
k=1,...,2n−2
1
kδp/2
≤ C
1− δp/22
−n(ξM (p)−1),
where C only depends on E[M([0,1])p]. We conclude with Lemma B.3 pro-
vided we impose δp/2< 1. 
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Now we are equipped to prove (B.5). Choose another δ′ > 0 such that
0< δ′ < 2(ξM (p)−2)p . By using Lemma B.4 and by subadditivity, we have
E
[(∫
max(|x|,|y|)≤1
1
|x|δ |x− y|δ′M(dx)M(dy)
)p/2]
≤
+∞∑
n=0
E
[( ∫
max(|x|,|y|)≤1
2−n−1≤|x−y|≤2−n
1
|x|δ|x− y|δ′M(dx)M(dy)
)p/2]
(B.7)
≤
+∞∑
n=0
2(n+1)(δ
′p)/2
E
[( ∫
max(|x|,|y|)≤1
2−n−1≤|x−y|≤2−n
1
|x|δM(dx)M(dy)
)p/2]
≤
+∞∑
n=0
2(n+1)(δ
′p)/2C2−n(ξM (p)−2).
Since the latter series converges, the proof of (B.5) is complete.
By gathering (B.5) and Lemma B.1 item 1, we deduce
E
[(∫
|x|≤1,|x−y|≤1
f(x, y)M(dx)M(dy)
)p/2]
<+∞.(B.8)
Domain {|x− y| ≥ 1}. Let us now investigate the situation when |x−
y| ≥ 1. This is the easy part because, in that case, the measures M(dx) and
M(dy) are “almost” independent. Therefore, we can proceed more directly
in the computations. We use the Jensen inequality with the concave function
x 7→ xp/2 to get
E
[(∫
|x−y|≥1
f(x, y)M(dx)M(dy)
)p/2]
≤
(
E
[∫
|x−y|≥1
f(x, y)M(dx)M(dy)
])p/2
≤
(∫
|x−y|≥1
f(x, y)eγ
2Gm(x,y) dxdy
)p/2
.
Since |x− y| ≥ 1, we have Gm(x, y)≤C for some fixed positive constant C.
We deduce that the above integral is less than eCp/2(
∫
R2×R2 f(x, y)dxdy)
p/2,
which is equal to eCp/2, hence finite.
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Domain {|x| ≥ 1, |x− y| ≤ 1}. The final part of the proof consists in
checking that
E
[(∫
|x|≥1,|x−y|≤1
f(x, y)M(dx)M(dy)
)p/2]
<+∞.(B.9)
Because of Lemma (B.1) item 2, the above relation just boils down to proving
that there exist δ > 0 such that
E
[( ∫
|x|≥1
|x−y|≤1
exp(−|x|2/(4t))
|x− y|δ M(dx)M(dy)
)p/2]
<+∞.(B.10)
Once again, we first need to estimate the above expectation on stripes of
the type {|x| ≥ 1,2−n−1 ≤ |x− y| ≤ 2−n}. So we claim the following.
Lemma B.5. Fix t > 0. For any γ2 < 4 and p ∈ ]1, 4
γ2
[, there exists a
constant C > 0 (only depending on E[M([0,1])p]) such that for all n:
E
[( ∫
|x|≥1
2−n−1≤|x−y|≤2−n
exp
(
−|x|
2
4t
)
M(dx)M(dy)
)p/2]
≤C2−n(ξM (p)−2).
Let us admit for a while the above lemma to finish the proof of (B.10). If
we choose δ such that 0< δ < 2(ξM (p)−2)p , we can then use Lemma B.5 and
sub-additivity to get to computations (B.7), similar
E
[( ∫
|x|≥1
|x−y|≤1
exp(−|x|2/(4t))
|x− y|δ M(dx)M(dy)
)p/2]
≤
+∞∑
n=0
2(n+1)(δp)/2C2−n(ξM (p)−2),
which is a converging series.
Proof of Lemma B.5. We keep on carrying out the proof in dimen-
sion 1 with the kernel K(x, y) = ln+
1
|x−y| . It is also plain to check that the
expectation is finite thanks to the exponential term. We will prove the re-
sult when integrating only over the domain {x≥ 1,2−n−1 ≤ |x− y| ≤ 2−n}.
It will then be obvious to complete the proof (e.g., by using invariance of M
in law under reflection). As previously, the reader may check that the stripe
{x≥ 1,2−n−1 ≤ |x− y| ≤ 2−n} may be covered by the squares [ k2n , k+22n ]2 for
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k running over the set Kn = Z∩ [2n,+∞[. Therefore, by using subadditivity
of the mapping x 7→ xp/2, we have
E
[( ∫
x≥1
2−n−1≤|x−y|≤2−n
exp
(
−|x|
2
4t
)
M(dx)M(dy)
)p/2]
≤
∑
k∈Kn
E
[(∫
[k/2n,(k+2)/2n]2
exp
(
− k
2
t22n+2
)
M(dx)M(dy)
)p/2]
=
∑
k∈Kn
exp
(
− k
2p
t22n+2
)
E
[
M
([
k
2n
,
k+2
2n
])p]
.
By stationarity and scale invariance (B.6), we get∑
k∈Kn
exp
(
− k
2p
t22n+2
)
E
[
M
([
k
2n
,
k+2
2n
])p]
=
∑
k∈Kn
exp
(
− k
2p
t22n+2
)
E[M([0,2n−1])p]
= 2−(n−1)ξM (p)
∑
k∈Kn
exp
(
− k
2p
t22n+2
)
E[M([0,1])p]≤C2−n(ξM (p)−1),
where C only depends on E[M([0,1])p]. The last line uses the standard trick
of convergence of Riemann sums. 
Remark B.6. If γ < 2, it is expected in great generality that F possesses
moments of order p for p < 4γ2 . We proved that this is true in the more
complicated situation
√
2≤ γ < 2. If 0< γ <√2, we only gave the existence
of moments for p ≤ 2. However, our strategy could be easily adapted to
treat the case p < 4γ2 . In that case, one has to choose an integer n≥ 2 such
that p/n < 1 and apply the Jensen inequality to get an expression similar
to (B.1) (replace 2 by n) excepted that we get an integral over (R2)n instead
of (R2)2. Then we can reproduce our strategy up to modifications that are
obvious but notationally awful.
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