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Abstract
Modeling multiple receptor-ligand interactions, where receptors are distributed on a
fluctuating membrane, is challenging since it involves two very distinct timescales. We
overcame this obstacle by introducing an essentially time coarse-graining algorithm by
employing a stochastic methodology to compute the probability of the bond remaining
intact at specific time step. We developed a computational framework to model the
complex receptor and ligand interaction by using a survival probability function R ( t ) .
Using the model, we studied how membrane oscillations are affected by adhesion
between substrate ligands and membrane receptors, and how diffusion of membrane
receptors depends on ligand-receptor adhesion.
In order to simulation complex receptor-ligand interaction, we developed a highperformance computing (HPC) computational framework to program complex
independent processes individually and modularly. IMPETUS – Interactive MultiPhysics
EnvironmenT for Unified Simulations, is an object-oriented, easy-to-use, high
performance, C++ program developed for three-dimensional simulations of complex

Vi Q. Ha - University of Connecticut, 2017

physical systems. The program uses Message Passing Interface (MPI) for parallel
computing operations and utilizes contemporary object-oriented programming techniques
to provide an interactive and easily customizable coding environment for users to develop
complex multi-physics simulations. A critical factor to correctly implement simulations and
interpret the data is the interaction between computer and user. Intuition, conjecture, and
experimentation are essential driving forces behind innovation and scientific discovery.
To augment these principles, we have developed a virtual reality environment for
interactive multiphysics simulation and data visualization. This was made possible by
integrating IMPETUS with the Unreal Engine 4 and consequently named IMPETUS-VR.
Users can create, visualize, and interact with their simulations or with three-dimensional
images using IMPETUS libraries.
From the IMPETUS simulations, we observed that the ligand-receptor adhesion restricts
the modal shapes of a membrane. Adhesion not only affect the morphology of the
membrane but also the diffusion of the corresponding receptors. Anomalous sub diffusion
was observed when a finite hierarchy of ligand trap distribution on the substrate was
introduced. We observed that as the ligand density increases, anomalous diffusion
exponents become smaller and the overall diffusion decreases. The simulation results
demonstrated that our computational framework could be used to model adhesion of lipid
membrane.
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Chapter 1. Introduction
Adhesion between a cellular membrane and a substrate play an important in
vasoocclusion in Sickle Cell Disease anemia [1] In this work, we studied (1) how
membrane oscillations are affected by adhesion between substrate ligands and
membrane receptors, and (2) how diffusion of membrane receptors depends on ligandreceptor adhesion. Modeling of adhesion between substrate ligands and receptors
located in the red blood cell (RBC) membrane requires consideration of the very different
timescales of the RBC the membrane fluctuations compared to the oscillations of the
ligand molecule under the effect of the ligand-receptor bond. The timescale of the RBC
membrane oscillations is ms [2] while timescale of the ligand-receptor bond is
femtoseconds [3]. There are currently no techniques that can rationally describe
membrane adhesion as a result of ligand-receptor interactions involving two very distinct
timescales. Here we developed a method to overcome this obstacle by introducing an
essentially time coarse-graining algorithm by employing a stochastic methodology to
compute the probability of the bond remaining intact at specific time step. The technique
uses the stochastic data is obtained from a model simulating the dissociation of receptorligand bonds under the influence of a free energy landscapes.
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1.1 Anomalous Diffusion under the Influence of Interaction Between Membrane
Receptor and Substrate Ligand
1.1.1 Red Blood Cell Adhesion and Sickle Cell Disease.
Red blood cells (RBC) express several adhesion receptors such as the Lutheran (Lu)
blood group RBC antigen and basal cell adhesion molecule (BCAM). They are known to
have a high-affinity laminin receptor; and intercellular adhesion molecule-4 (ICAM-4, LW
glycoprotein), a receptor for several integrins [4-7]. In sickle cell disease (SCD) [1, 8],
cytoadherence of RBCs to the alpha5 chain of endothelial laminin (LAMA5) via BCAM/Lu
receptor is thought to be a major contributor to vaso-occlusion [9, 10]. Patients with SCD
have RBCS that show higher adhesion to other RBCs, platelets, leukocytes, and the
endothelium compared to a normal healthy RBC recorded from Atomic Force Microscopy
experiments [11-19].

Figure 1.1.1 – Schematic of Ligand and Receptor Unbinding during AFM
Experiments
2

1.1.2 The Red Blood Cell Membrane Physiological Structure.
The red blood cell (RBC), membrane comprised of the lipid bilayer, integral proteins and
a membrane skeleton, is responsible for many physiological functions and mechanical
properties of the cell. Cell membranes are responsible for enclosing the cell, defining the
boundaries between the cytosol and the extracellular environment. They have
asymmetrical structure where the lipid and the protein compositions on the outside of the
cell have different functions than those of the inside of the cell. Cell membranes are
typically consisted of a very thin film of continuous double layer of phospholipid molecules
about 5 nm thick in which membrane proteins are entrenched, held together mainly by
noncovalent interactions [20]. The basic structure of biological membranes is provided by
the lipid bilayer, most of the specific functions are carried out by proteins. Among the
membrane proteins, some act as sensors for external signals by transferring information
across the membrane which allowing the cell to change its behavior in response to
environmental cues. The lipid bilayer membrane behaves like a two-dimensional dynamic
fluid. The lipid molecules and the membrane proteins are able to diffuse rapidly laterally
in the plane of the membrane [21]. The red blood cell membrane cytoskeleton is a twodimensional network containing many hexagonal motif which consists of spectrin
tetramers and are connected at the actin junctional complexes. The cytoskeleton is
tethered to the lipid bilayer through the transmembrane “immobile” band-3 proteins at the
spectrin-ankyrin binding sites via the glycophorin at the actin junctional complexes (see
Fig 3.2.3.). The ankyrins are attached to both the spectrin and the transmembrane
3

“immobile” band 3 on the cytoplasmic domain, linking the spectrin network to the
membrane. By connecting some of the band 3 molecules to spectrin, the rate of diffusion
of these band 3 molecules in the lipid bilayer is also greatly reduced. The spectrin
cytoskeleton is also attached to the membrane by another mechanism: the band 4.1
protein binds the spectrin and actin, as well as binds to the cytoplasmic domain of both
band 3 and glycophorin, the other major transmembrane protein in RBC. [22-24]. The
band 3 of the red blood cell is a multipass membrane protein that catalyzes the coupled
transport of anions and is crucial to help carry CO2 from the tissues to the lungs. [25]. Any
disruption on the interaction between the cytoskeleton at any contact point may cause a
loss of structural and functional integrity of the membrane. Defects in the vertical
interactions between the membrane skeleton and the lipid bilayer leads to hereditary
spherocytosis, and defects in the horizontal interactions among components that form the
membrane skeleton meshwork results in hereditary elliptocytosis or hereditary
pyropoikilocytosis [26]. On the surface of the RBC exist adhesion receptors such as the
Lutheran (Lu) blood group RBC antigen and basal cell adhesion molecule (BCAM), both
known to have a high-affinity laminin receptor; and intercellular adhesion molecule-4
(ICAM-4, LW glycoprotein), a receptor for a number of integrins [4-7].

4

Figure 1.1.2 – Basic Structure of a Red Blood Cell Membrane
Red blood cell membrane illustrating A) actin, B) Spectrin Tetramer, C) Glycophorin, D)
Mobile Band-3, E) Immobile Band-3 and F) lipid Cluster.

1.1.3 Lateral Diffusion of Membrane Proteins
The lateral diffusion of band-3 protein in the normal and defective red blood cell
membrane is studied. Lateral diffusion of membrane proteins is important in various cell
functions and has been studied for a long time [27, 28]. Earlier fluid mosaic model of the
cell membrane structure postulated that membrane proteins undergo normal diffusion,
which implies that the mean square displacement (MSD) is linearly proportional to time.
As experimental techniques advance, the diffusion of the plasma membrane proteins was
observed to be a complicated phenomenon in which it is critically dependent on the
5

observation time scale, the membrane composition, and the type of diffusing proteins [2933]. At small time scales, the motion of proteins is observed to follow the Brownian motion
but at larger time scales proteins undergo subdiffusion where the time dependence of
MSD is sublinear[34]. At very large time scales and under specific circumstances,
membrane proteins can follow normal diffusion but with a macroscopic (long-term)
diffusion coefficient orders of magnitude smaller than the corresponding microscopic
(short-term) diffusion coefficient[30-32, 35-37]. In this work we study how the binding of
ligand to membrane receptors affect diffusion of the membrane proteins.
We applied the two-component RBC membrane model to study band-3 diffusion in the
normal RBC membrane and in RBC membranes with defective vertical and horizontal
interactions [38]. The numerical results can be described by the confined diffusion
approach. It was also illustrated that for the RBC membrane with defects in the horizontal
interactions the obtained band-3 diffusion coefficients are independent of the large
attraction levels between the skeleton and the lipid bilayer. This is because large
attraction attaches almost permanently the spectrin filaments to the lipid bilayer,
independently of its strength, and band-3 particles drift to different cytoskeleton
compartments only through severed spectrin filaments. In addition, we showed that the
band-3 diffusion coefficients measured in the case of a cytoskeleton with defects in
horizontal interactions generally agree with the percolation analysis in ref. 14. By
comparing the band-3 diffusion coefficients from our simulation with the experimentally
measured band- 3 diffusion coefficients in HS and HE,16,19,20,27 we estimated that the
6

scale of the effective attractive force between the spectrin filaments and lipid bilayer is at
least 20 times smaller than the binding forces between lipids and immobile band-3
proteins or glycophorin C.

1.1.4 Ligand and Receptor Reaction Kinetics and Rate Constants
Bell [39] developed a framework to describe the reaction kinetics of specific adhesions
between membrane receptors and ligands. The kinetics of specific bond formation is
divided into two phases: the encountering phase and the formation phase. The encounter
requires the ligand and binding receptors to diffusion about their environment and arrive
to sufficiently close proximity to one another in order to initiate a bond formation. The
second phase is the reaction kinetics of bond formation between the two reactant species
to form the bound state. The rate constant is derived from the two mentioned processes.
+
Where
others,

and

⇌

are the ligand and receptor reactant species before encountering each

and

encountering

⇌

are defined as the rate of formation and dissolution of the

to form the encountered complex,

reverse rate constant for formation of the complex
rate

and the kinetic

for the overall reaction
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. The

and

are the forward and

to bound state . The kinetic off-

+

⇌

is then written as:

=

+

And
=

+

1.1.5 Dissociation under an Energy Landscape
The dissociation of ligand and receptors can be explained using an energy landscape
[40]. Bell [39] described the protein-protein dissociation process of ligands and receptors
as the reversible transition from a stable configuration where the proteins are bound to
another configuration where the proteins are dissociated. It has minimum free energy at
equilibrium binding position (Figure 4.3.1a, d) and work must be done to separate these
molecules (Figure 4.3.1b, e). As a force is applied to separate the ligand and receptor,
the free energy minimum will relocate and with a sufficiently strong force, it will diminish
(Figure 4.3.1c, f).
The free energy associated with the dissociation is described with an energy function
( , ) to represent the energy landscape in which the bond configuration is confined. In

this model, the landscape is described with one-dimension variable , representing the
separation distance between the ligand and receptor. As they are being separated, the
energy landscape evolves over time. The landscape incorporates all free energy changes
8

in bond separation, including variety of small free energy changes associated to a
combination of electrostatic, van der Waals and hydrogen bond interactions, thermal
pulses and external loading forces. The net force on each particle is calculated as the
negative gradient of the energy and used to accelerate the particle along the direction of
the net force. In addition, Langevin dynamics (LD) simulation is essentially to simulate the
random pulse and viscous drag that would result from interactions with the implicit solvent
atoms presented. These two forces are related by the fluctuation-dissipation theorem and
controlled by a collision frequency that corresponds to dynamics of the molecules in the
implicit aqueous environment at the given temperature. The energy landscape and its
application to molecular dynamics is discussed and summarized in [41, 42]. This energy
landscape is demonstrated in Figure 4.3.1.

9

1.1.6 Kinetic Theory of Bond Life Time and Off Rate
Bell [39] provided a theoretical framework for conceptualizing how external loading force
affect the bond lifetime and how loading rate affect the unbinding force between the ligand
and receptor junction. He proposed that the dissociation of adhesive receptor-ligand
complexes which anchors between cells or between a cell and the extracellular matrix
could be influenced by external loading forces, just as gaseous chemical reactions are
affected by pressure. The applied external force accelerates molecular dissociation at a
rate proportional to the logarithmic of the pulling rate. This is described by the kinetic
theory of strength of solids, the lifetime of a bond is written as
=
Where

exp[(

−

)/

! "]

is the reciprocal of natural frequency of oscillation of atoms in solids,

bond energy,

is the applied force per bond, and

determine empirically,

!

is a constant coefficient to be

is the Boltzmann constant and " is absolute temperature. When

the force is zero, the life time
. The off rate

is the

( = 0) is defined as the inverse reverse rate constant,

is the inverse of bond lifetime, can represent the survival probability

of rupture force and bond lifetime.
= % exp[−(

!

−

! )/ ! "]

It is computed as the product of the natural vibration frequency % and the quasiequilibrium likelihood of reaching the transition state with an energy barrier
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!.

This

energy barrier is being reduce by the external mechanical force
!

where

!

yielding a work of

∗

is the dissociation length, distance between the equilibrated state of the

ligand receptors and their transition state to dissociation. The off rate describes how often
a bond is broken per unit time. The speed ' of bond breakage is computed as the distance
to overcome the binding energy barrier
is computed as the product of
product of k * xb, thus ' =

∗

!

divided by the time required for dissociation. '

and the dissociation length

!

!,

'=

∗

!.

' is also the

= ( /( . Macroscopically, the pulling speed is equal to

the displacement ( of the pulled molecule divided by the pulling time ( . This equation
shows the relation between pulling rate and the force at which a bond break predicts that
the bond-breaking force depends logarithmically on the pulling rate [43].
(') =

)

∗"
!

ln(') −

)

∗"
!

ln(' )

1.1.7 Pull Rate vs. Dissociation Force.
Evan and Richie [44] developed the framework of using biomembrane force probe
experiment with observation on the atomic force microscope’s optically trapped beads
and magnetically trapped beads. The off rate of ligand and receptor dissociation and its
dependent of loading force history is further analyzed by [45].
It was shown that dissociation of ligand and receptor under a force represents a case
outside of equilibrium kinetics. Evan and Richie analyze rupture strengths for weak
biochemical bonds and explored the dependency of the binding on the rate of force
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application and duration of loading. Using molecular dynamics (MD) simulation
techniques, he found that at ultrafast loading rates, only frictional drag on the structure
remains to inhibit separation. Zhu [46] proposed that summarized the concept and
development including catch bonds, regulation of molecular interaction by the history of
force application, and cyclic mechanical reinforcement.
1.1.8 Freund’s model – Random walk and bond survival probability on Ligand –
Receptor Dissociation
Freund’s [47] proposed an analysis using the random walk method. He performed his
analysis with a fictional bond energy profile function for the ligand and receptor binding.
The state of the bond is represented by the position
the loading force. The bond energy profile
at a multiple of the thermal energy unit

!(

! ".

that is measured in the direction of

) is expressed as a dimensionless function
The energy function is represented by a

harmonic energy well parameterized by the maximum separating distance , and the
energy depth -! .

4
-!
1
7
22 4 − 16
< ≤ <
,
,
, 2/
!"
/
4
1
!
(
)
= −
!
2 − 6
< <1
0 ! " ,4 ,
;
2 ,
/
/
/
4/
0
1
≤
<
.
,
,:

1
/
/

Where
BCDCEF B .

is the distance between the ligand and the membrane receptor
In this simulation, the receptor is fixed
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BCDCEF B

=

.

7

and

=

4

=>?@ A

−

are the

integration range for Freund’s numerical results and were selected as
A second energy profile
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= −, ,

4

= 5,.

(H( ), ) is introduced to represent the mechanical loading

being pulled along direction , where H( ) is the position of the pulling cantilever at any
given time . The loading system is assumed to have a linear spring of stiffness I.
1 I
(H( ) − )4
( , ) = J2 ! "
0

7

<

H( ) <

< H( )
<

4

K

The total energy landscape or profile representing the system energy is the sum
( , )=

!(

)+

(H( ), ),

where H( ) is the position of the mechanical load at any given time . In this general

framework, H( ) is not restrained by the assumptions of the bond being separated under
constant forces or constant load rate, but for the purpose of this study, the loading is
assumed to pull the ligands along

direction at a velocity ':
H( ) = ' ∗

1.1.9 Bond State with Probability Density and Conservation of States
Using the probability density and conservation of states, Freund described the
microscopic process of bond separation under the energy landscape
random walk in the thermal environment of thermal energy
distance

!"

( , ) using

with the separation

as the variable. The Smoluchowski equation [48-50] is the Fokker–Planck
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equation for the probability density function of the particle positions under the effects
Brownian motions is employed. Note that the likelihood of the walk escaping the well
configuration without the help of external load is extremely small. The probability density
L( , ) defines the probability of finding the system in position
of states, L( , ) must satisfied that:

at time . By conservation

∂N L( , ) + OP Q( , ) = 0

defining Q( , ) as the flux of states and related to the probability distribution and the
interaction energy field ( , ) as

where

( , )=

!(

Q( , ) = −RSOP L( , ) + L( , )OP ( , )T,

)+

( , ) is the total energy function. The evolution of this

probability distribution for given H( ) determines the survival probability, U( ). U( ) is

defined as the fraction of all bonds that is observed to remain intact after an elapsed time,
. U( ) is also the probability of any one particular bond will remain intact after . It has an

initial value U( = 0) = 1, and approaches zero as time become sufficiently large
lim U( ) ⟶ 0. U( ) is related to L( , ) as:

F→Y

U( ) = [ L( , )
The corresponding force acting on the ensemble is computed by Freund as:
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( )=

)"

∗ U( )O\(F) (

, )

In this work, the external loading is assumed to be pulling a soft spring at constant speed
yielding the displacement of:
H( ) = ' ∗

The probability that a bond under a loading rate will separate at the force ] is defined as
the force probability distribution and is denoted by ^(]). ^(]) is related to the survival

probability U( ) [51] as:

^(]) = −

U_ (]/'I)
'I

1.2 Computational Methods
The interaction between a specific ligand and a specific receptor has been studied using
classical molecular dynamics (MD) approaches [52]. Recently binding kinetics have been
the focus of intense research since it has been found that binding kinetics are important
in designing efficient drugs [53]. Originally, simulations of ligand-receptor interactions
were developed by using the equilibrium kinetics of bond formation [39]. For example,
Brownian dynamics (BD) or Langevin dynamics (LD), a stochastic technique that
simulates the diffusional motion of molecular solutes by the implementation of the
Langevin equation. More detailed methods were developed to accelerate the simulations
15

of single ligand-receptor binding-unbinding performed at atomic level known as enhanced
sampling methods (ESMs). ESMs are used to extract thermodynamic and kinetic
information and reconstruct the free energy as a function of reaction coordinates called
collective variables (CVs) which rely on physical pathways. CVs are variables which
describes the relevant degrees of freedom of protein–ligand binding and unbinding.
Examples of ESMs include Umbrella sampling (US)[54], replica exchange[55],
metadynamics (MetaD)[56], random acceleration MD (RAMD)[57], steered MD
(SMD)[58, 59], accelerated MD (aMD)[60], milestoning [61], transition-path sampling [62],
adaptive multilevel splitting (AMS)[63] and Markov state model (MSM) [64]. ESMs were
also combined with machine learning algorithm to further enhances sampling of
conformational spaces [65, 66]. These methods vary in their aims ranging from:
computing association

and dissociation

rate constants or computing detailed

pathways and mechanisms of association and dissociation. Research was also
performed on extracting statistical data from the unbinding process such as in a unique

case, Freund used the conservation of states OF L( , ) + OP Q( , ) = 0 and solved the bond

state probability L( , ) to obtain bond survival probability, bond ensemble force and
dissociation force distribution [47].
US and SMD are sampling methods used for exploring and restoring the force and free
energy profiles along a selected direction with a selected CV. RAMD is used for the
efficient exploration of the unbinding of a small molecule from a protein by applying a
small, repeatedly changing biasing force to all atoms of a ligand during MD simulations
16

[53]. Multiple dissociation trajectories allow ligand dissociation routes are explored with
this method. Main drawback of these methods is that they are viable only for very small
scale systems under very small force and needs extensive sampling. Sampling methods
such as MSM and AMSM which construct equilibrium binding model and its kinetic barrier
heights from many small off-equilibrium simulations are impractical to our study since it
describes the proteins it lacks the description of time series information. Methods such as
MetaD and aMD aimed at enhanced sampling of particular regions of a configurational
space in which the systems tend to be stuck in metastable local energy minima in classical
MD simulation[53]. The methods apply direct modifications to the binding energy
landscape between a single ligand and a receptor and raise the regions of the energy
landscape to allow more frequent transitions between low energy states but comes at the
cost of losing vital information such as energy landscape barrier depth, which is crucial to
describing adhesion strength and bond lifetime. This is impractical for our purpose since
the depth of the energy landscape describe the strength of the energy barrier binding a
ligand and a receptor. We intend to study the impact of variations of ligand trap strengths
on the adhesion and diffusion of adhesive proteins and the fluctuation of the phospholipid
so the preservation of energy well depth is imperative. A multiscale method that can
coarse grain the adhesion behavior between ligand and receptor as a time series data is
needed.
There are currently no techniques that can rationally describe membrane adhesion as a
result of ligand-receptor interactions involving two very distinct timescales. We chose to
17

employ a method that combines techniques such as RAMD with LD to obtain macroscopic
information such as bond survival probability and bond force as time series for any
arbitrary molecular system. We use a fictional free energy landscape that represent the
generic process of ligand-receptor binding and unbinding. Specifically, we use the simple
generic energy landscape developed by Freund, which has proven to produce the
theoretical kinetic behavior described in Bell’s model (Supp. Mat. 2). We employ a method
using LD to sample information off of free energy landscape.
1.2.1 Available Software
Currently, there is no generally-accepted High-Performance Computing (HPC) program
available that inherently integrates particle-particle and particle-environment interactions
and communication. To our knowledge, the only approach used to study chemotaxis and
collective cell migration (CCM) employs a soft coupling between the agent-based
modeling software FLAME (Flexible large-scale Agent Modeling Environment) and the
commercially available multi-physics transport phenomena platform (CFD-ACE+, ESI
Group, Paris, France) [67]. However, the two programs run independently and the source
code of CFD-ACE+ is not available, limiting the applicability of the approach. Commonly
used agent-based modeling programs for complex-systems are MASON in Java[68],
Repast in C++ (and in Java)[69], Swarm in Objective C [70], and FLAME in C [71].
Nevertheless, none of them can incorporate interactions between agents and a
continuum environment.
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1.2.2 Two Components Red Blood Cell Model.
A two-component CGMD RBC membrane model comprised of the phospholipid bilayer
and the RBC cytoskeleton is introduced by [38, 72-74]. The model has an explicit
representation of the cytoskeleton and the lipid bilayer by CG particles. The cytoskeleton
consists of spectrin filaments that are connected at the actin junctional complexes and
form a hexagonal network. The actin junctional complexes have 15 nm diameter and are
connected to the membrane via glycophorin. Spectrin is a protein tetramer formed by
head-to head association of two identical heterodimers and is represented by 39 spectrin
particles connected by unbreakable springs in this model. The spectrin particles that are
not connected by the spring potential interact with one another by the repulsive part of
the Lennard Jones. Recall that the cytoskeleton is also directly connected to the lipid
bilayer via band-3 particle. Three types of CG particles are introduced to represent the
lipid bilayer: CG lipid clusters, band-3 proteins, and the glycophorin. The CG lipid clusters
and the glycophorin are represented as CG particles with 5 nm in diameter. The band-3
protein consists of two domains: the cytoplasmic domain of band-3 with a dimension of
7.5 × 5.5 × 4.5 nm that contains the binding sites for the cytoskeletal proteins, and the
membrane domain, with a dimension of 6 × 11 × 8 nm, whose main function is to mediate
anion transport. The membrane domain of band-3 is represented by a spherical CG
particle with a radius of 5 nm. When band-3 proteins interact with the cytoskeleton, the
effect of the cytoplasmic domain is accounted for and the effective radius is ~ 12.5 nm.
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One third of band-3 particles are connected to the spectrin network named “immobile”
band 3. The rest of the band-3 particles are free to diffuse in the lipid bilayer, simulate the
mobile band-3 proteins. We intend to use this model for our adhesion simulation
technique.

1.3 IMPETUS – Interactive MultiPhysics Environment for Unified Simulations
Particle-based simulations of complex systems including cell membranes [72, 75],
hemoglobin fibers [76], red blood cells dynamics, blood flow [77-79], and especially cell
migration [80] require consideration of not only direct pair interactions between particles
but also interaction between particles and their dynamically changing environment or
indirect communication between particles via their environment. In this work we created
a computational modeling framework to model receptor-ligand interaction between a
phospholipid membrane and a substrate by using stochastic information of the bonds. A
new computational framework that is required to program each protein and process
individually and modularly. We present a contemporary object-oriented programming
(OOP) framework written in C++ named IMPETUS – Interactive MultiPhysics Simulation
Environment – for users to develop three-dimensional (3D) models for complex systems.
Using IMPETUS, a new object oriented interactive model of the two component coarsegrain RBC model is developed. The microscopic kinetic of adhesion receptors and ligands
interacting is studied and incorporated into the membrane model. Using the model, we
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studied how adhesion has an effect on the diffusion of membrane lipids and membrane
proteins in comparison to a membrane that is not under the effect of adhesions.

1.4 Interactive Virtual Reality Environment for Multiphysics Simulation
Intuition, conjecture, and experimentation are essential driving forces behind innovation
and scientific discovery. These principles may be intrinsically augmented thanks to the
emergence of interactive virtual reality. This new tool invariably forces us to inquire into
the fundamental nature of how we perceive and interact with the world around us. Within
this framework, interactive simulations in a virtual reality environment border on becoming
virtual experiments conducted by the researcher. One simulation technique that can
considerably benefit from integration with virtual reality is molecular dynamics.
Researchers will be able to perturb and interact with simulations in virtual reality, such as
by applying external forces or shape changes. This immersive experience provides a
deep intuitive understanding of the molecular interactions and their effect on the emergent
system. Without virtual reality, such an intuitive understanding of MD simulation is
challenging to acquire even with the aid of contemporary visualization tools, such as
VMD1 or AtomEye2. Furthermore, visualization of volumetric images, such as those
produced by confocal microscopy and magnetic resonance imaging (MRI), has long
suffered due to the underlying complication of having to display intrinsically threedimensional images on incompatible two-dimensional monitors. Similarly, virtual reality
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offers a natural and compatible way to reconstruct and explore volumetric images and
simulations by invoking them in a three-dimensional environment.
The advent of immersive virtual reality in the last two years has paved the way for us to
undertake these challenges. We have developed an interactive multiphysics simulation
and visualization environment in virtual reality. Using this tool, researchers will be able to
experience and manually interact with their simulations. They will be able to literally walk
through the data and explore any volumetric image in the very same three-dimensions
inherent in their image. This fundamental dimensional agreement between the simulation
or image space and the visualization space grants ineffable understanding of the
simulation or image details and allows the researcher to exert immediate control over
their work. The dimensional agreement also allows researchers to not only instantly select
any desired perspective, including inside the simulation itself, but to observe and interact
with previously unobservable blind spots that could not be accessed through
contemporary visualization tools. To augment these principles, we have developed a
virtual reality environment for interactive multiphysics simulation and data visualization.
This was made possible by integrating IMPETUS with the Unreal Engine 4 and
consequently named IMPETUS-VR. Users can create, visualize, and interact with their
simulations or with three-dimensional images using IMPETUS libraries.
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Chapter 2. IMPETUS – Interactive MultiPhysics Environment for Unified
Simulations

2.1 Abstract
We introduce IMPETUS – Interactive MultiPhysics Simulation Environment, an object
oriented, easy-to-use, high performance, C++ program for three-dimensional simulations
of complex physical systems that can benefit a large variety of research areas, especially
in cell mechanics. The program implements cross-communication between locally
interacting particles and continuum models residing in the same physical space while a
network facilitates long-range particle interactions. Message Passing Interface is used for
inter-processor communication for all simulations.

2.2 Introduction
Particle-based simulations of complex systems including cell membranes [72, 75],
hemoglobin fibers [76], red blood cells dynamics, blood flow [77-79], and especially cell
migration [80] require consideration of not only direct pair interactions between particles
but also interaction between particles and their dynamically changing environment or
indirect communication between particles via their environment. Currently, there is no
generally-accepted High-Performance Computing (HPC) program available that
inherently integrates interactions and communication between particles and between
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particles and their environment. To our knowledge, the only approach used to study
chemotaxis and collective cell migration (CCM) employs a soft coupling between the
agent-based modeling software FLAME (Flexible large-scale Agent Modeling
Environment) and the commercially available multi-physics transport phenomena
platform (CFD-ACE+, ESI Group, Paris, France) [67]. However, the two programs run
independently and the source code of CFD-ACE+ is not available, limiting the applicability
of the approach. Commonly used agent-based modeling programs for complex-systems
are MASON in Java[68], Repast in C++ (and in Java)[69], Swarm in Objective C [70], and
FLAME in C [71]. Nevertheless, none of them can incorporate interactions between
agents and a continuum environment.
In this work, we present a contemporary object oriented programming (OOP) framework
written in C++ named IMPETUS – Interactive MultiPhysics Simulation Environment for
users to develop three-dimensional (3D) models for complex systems. The objective of
IMPETUS is to provide a free and easy-to-use program for researchers to build highly
involved simulations that efficiently run on large scale HPC clusters. The code is fastpaced, very customizable, intuitive to use and it does not require sophisticated
programming skills. It uses only very basic widely compatible C++ functions and it is
designed to efficiently run on super-computing clusters calling only simple functions from
Message Passing Interface (MPI), which is widely supported by modern HPC clustercomputing

platforms.

The

program

http://engr.uconn.edu/~gelyko/impetus.html.
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is

available

for

download

from

2.3 Methods
The code IMPETUS – Interactive MultiPhysics Environment Simulation, utilizes
contemporary OOP techniques to create an environment for users to develop complex
multi-physics simulation models that are capable of fully coupling simulations of particles
with dynamically changing environments and global information communication. These
coupled simulations are easy to set up due to the introduction of interactive C++ objects
named Modular Interactive Domains (MIDs). Using combinations of MIDs, users can
create different types of complex simulation models.
The code currently provides three different MID classes: a short-range particle dynamics,
a long-range network, and a continuum field. All MIDs are efficiently parallelized via MPI
and they can run simultaneously in the same simulation, exchanging information promptly
using the same or different time scales. MID objects can be combined together modularly
while each MID is programmed separately and performs tasks individually. IMPETUS
provide computational tools that allow users to define and modify their simulation
parameters, and to regulate and program actions between cross-communicating MIDs
and request information from them. The intended usage of IMPETUS is the utilization of
OOP’s class inheritance capability to create simulation objects and functions. Subclasses
can be created out of the main MID classes to extend their functionalities while keeping
the primary characteristics of the main classes. The three current MIDs are subclasses
of a series of one or more of the simpler MIDs (Tutorial, Supplementary Figure 12). The
subclasses can be modified to facilitate simulation of more complicated or more specific
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models. A class is reusable not only by the simulation for which it is created for but it can
be used by all subsequent simulations projects as well. Since it is designed to be modular
and independent from the rest of the simulation program, user can easily move a MID
object from an old project to a new one and keep all its properties and functionalities. The
concept of utilizing MID classes and subclasses reduces development time, ensures
accuracies and greatly diminishes human errors. Users can also create other functions
and classes that accept the MID classes as input arguments to perform actions on the
object or to use the objects. Subclasses inherit the functionalities from their respective
base class and therefore enforce standardization of specific parameters and algorithms
among different projects that originated from the same base classes. Examples of this
concept will be discussed below and demonstrated in the tutorials in (Tutorial,
Supplementary Software 2-4).
A realization of IMPETUS is used to build a model for cell migration based on coarsegrained molecular dynamics (CGMD) approaches while communication between cells is
implemented by using the continuum diffusion equation. Currently most HPC parallelized
molecular dynamics (MD) programs are using traditional procedural programming
methodology where all actions are performed in sequences of statements. The problem
with this methodology is that not only software maintenance becomes very difficult and
time consuming during development as the program grows larger. In addition, these
programs are usually very difficult for users to learn and modify to create their own
simulations whereas there is a high chance of user-produced errors that are difficult to
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detect. The design goal of our code was to create a user friendly OOP development
environment that allows users to create simulations from data structures that are made
out of interactive C++ objects. For example, the linked-cell method (LCM) is widely used
to accelerate calculations of pair interactions in short-range MD simulations. Here, the
cell list is implemented as an individual interactive object and all operations performed by
it are independent of the rest of the program. Also, the pair-potentials are made as
interactive objects using the base iteration class that automatically loops through the
particles in the cell list object. In this way, users can create their own pair-potentials
without need of knowledge of the entire code. Similarly, to solve the diffusion equation we
use an explicit finite difference method on a grid of points that represent the continuum
space. The interactive continuum object will handle all technical operations while
providing easy and intuitive functions for users to create simulations. Note that all data
output functions are similarly constructed using the interactive iteration class. IMPETUS
provides a variety of data output functions for post-processing including mean squared
displacement, radial distribution function, potential and kinetic energies, temperature,
stress tensor and visualization files. These functions can be used as templates for the
development of new data output functions. Data generated by these functions are stored
in simple space delimited text files formats.
Specific Examples
Coupling particle dynamics with “InteractiveField”. Coupling of particle dynamics and
the “InteractiveField” allows user to model particles in MD simulations interacting with
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continuum fields, for example with the solution of the diffusion equation. The
“InteractiveField” is capable of simulating sources and sinks for the diffusion equation and
allows particles to interact with them. This is accomplished by using an iteration class in
conjunction with “InteractiveField”. An example is provided in (Tutorial, Supplementary
Note 6, Supplementary Figure 6) where we discuss a simple simulation of particle
migrating away from a sink and towards a source. In this example, we have built functions
that handle the cross-interactions between particle dynamics MIDs, such as “CellSpace”
and “GlobalNetwork”, with the continuum MID “InteractiveField”. The MD computation
runs in parallel with the finite difference scheme to allow for complete interaction between
the MIDs. An example illustrating how to couple one “CellSpace” MID with two
“InteractiveField” MIDs to create the Neutrophil Recruitment model is shown in (Tutorial,
Supplementary Note 7, Supplementary Figure 7). Another model which couples two
“CellSpace” MIDs with one “InteractiveField” MID to create the collective cell migration
model for neural crest cells interacting with placodes is discussed in (Tutorial,
Supplementary Note 8, Supplementary Figure 8).
Performance measurements and benchmark of short-range particles dynamics
“CellSpace” executing a simple molecular dynamics simulation of liquid argon is shown
in (Supplementary Note 9, Supplementary Table 1 – 3). In addition, we compared
results obtained using IMPETUS with results using LAMMPS [81] and using Rapaport’s
molecular dynamics code [82] by matching the radial distribution function for the simple
liquid argon simulation at different densities. Supplementary Figure 11 shows that the
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radial distribution function for all three codes produce the same results. The simulation is
performed using Lennard Jones interaction potential with a cutoff distance equal to 2.5
sigma, using the leapfrog time integration and the NVT ensemble with the Berendsen
thermostat. A performance comparison between the parallel short-range particles
dynamics “CellSpace” and the parallel finite difference solver “InteractiveField” is shown
in (Tutorial, Supplementary Figure 10, Supplementary Table 4). In the short-range
particles dynamics simulations, a total 1,728,000 particles were used to simulate a LJ
liquid. The run time for 8, 27, 64 and 125 processors was recorded. Similarly, a diffusions
simulation of 1,728,000 continuum nodes was performed and the run time for the same
numbers of 8, 27, 64 and 125 processors was also recorded. The system hardware is
AMD Opteron(tm) Processor 2431 at 2.4 GHz. Note that with the exactly same numbers
of particles and continuum nodes, the run time for the “InteractiveField” is less than 1%
of that of the “CellSpace”. This means that for equal numbers of particles and continuum
nodes, finite difference requires a much lower amount of computational resources.
Therefore, it is safe to conclude that imposing a field onto a particle dynamics simulation
will have negligible effect on the run speed on the particle dynamics simulation.
Collective cell migration model for neural crest cells interacting with placodes.
Here, we explain the construction of the model for the migration of neural crest cells
(NCCs) and their interaction with sensory placode cells (PLCs) during the formation of
the cranial sensory nervous system [83-85]. This is an example model illustrated in
Figure 2.4.1 and in (Tutorial, Supplementary Note 8-9, Supplementary Figure 8-9).
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There are two types of coarse-grained particles in this simulation representing the PLCs
and the NCCs. The molecular mechanism underlying their interaction is named “chaseand-run” [86]. PLCs produce a chemoattractant named Sdf1 which diffuses in its
environment via the diffusion equation. NCCs migrate towards PLCs via chemotaxis
along the direction defined by the gradient of the Sdf1 concentration (chasing behavior).
Upon contact, the PLCs are repelled away from the NCCs. This is caused by planar cell
polarity (PCP) and N-cadherin signaling, generating asymmetric forces which result in the
running behavior.
To simulate the chase-and-run behavior, NCCs and PLCs are modeled in separate
“CellSpace”s, and the diffusion environment of Sdf1 is modeled using the
“InteractiveField” MID. This results in a total of three different MIDs. It has been observed
in experiments that a group of NCCs, initially clustered, tends to randomly scatter [86].
Here, we model the NCC intra-cell interactions using the repulsive LJ interactions. In
contrast, PLCs tend to aggregate when left alone. We model the PLCs using the LJ
interactions. The repelling mechanism between NCCs and PLCs is modeled using the
repulsive LJ potential. The asymmetric force is modeled by setting the NC cells with
greater inertial mass to reduce their accelerations impacted by the LJ forces. This causes
NCCs and PLCs to have asymmetric interactions upon contact and PLCs “run” away from
the NCCs.
To model the secretion of Sdf1 in to the environment, we developed a function using an
iteration class to model the cross-interaction between the “CellSpace” for PLCs and the
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Sdf1 “InteractiveField”. PLCs interacted with the “InteractiveField” by releasing
concentration to the field at their updated location. The function was iterated through the
PLC particle list to capture the position of each PLC particle and added a value to the
concentration

to

the

“InteractiveField”

at

that

particular

position.

Next,

the

“InteractiveField” applied parabolic PDE to simulate diffusion of Sdf1. In order to simulate
chemotaxis of NCCs, we developed a second function using an iteration class to model
the cross-interaction between the NCC “CellSpace” and the Sdf1 “InteractiveField”. NCCs
interact with the “InteractiveField” by following the gradient of the concentration in the field
at their current location. The function will iterate through the NCC particle list and capture
the position of each NCC particle and request the concentration gradient vector of that
particular position from the “InteractiveField”. The function will immediately apply a force
to the NCC particle as long as the norm of the gradient vector is greater than a certain
predefined threshold value.
Lastly, to model the particle interaction between NCCs and PLCs, and the intra-cell
interaction in the neural crest, we used the LJ class with the repulsive settings. Intra-cell
interaction in placodes is modeled using the LJ class. To simulate the non-symmetric
forces, the mass of the NCCs is raised to five times the mass of PLCs. Thus PLCs will
have 5 times higher repulsive acceleration than NCCs during inter-cell LJ interactions,
resulting in the “run” behavior. The mass is assigned by the input file.
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Figure 2.3.1 – Blueprint of an IMPETUS Model
The diagram illustrates the blueprint of how a typical IMPETUS model is constructed.
Individually, each MID is a simulation by itself. By assembling different MID components
together, users can create a large number of different simulation models. IMPETUS
provides a large variety of tools for users to easily design and program the crossdomain interactions. The figure illustrates an example of six MIDs components,
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operating on four processors P0, P1, P2 and P3. Inter-processor communications are
automatically

handled

by

the

code.

Each

MID

performed

inter-processor

communications individually using MPI. The three types of MIDs shown in the diagram
are: the interactive continuum field “InteractiveField”, the short-range particle dynamics
“CellSpace” and the long-range network “GlobalNetwork”.

2.4 Results and discussion
IMPETUS allows users to run fully coupled simulations of particles interacting in
dynamically changing environments. We present simulations involving cross-interacting
short-range molecular dynamics [81, 82, 87], long-ranged networks, and interactive
continuum fields. To facilitate the construction of coupled simulations, we introduced
interactive C++ objects named Modular Interactive Domains (MIDs) as computational
components of IMPETUS. Currently there are three different MID classes available: a
short-range particle dynamics ("CellSpace"), a long-range network ("GlobalNetwork"),
and an interactive continuum field ("InteractiveField"). All MIDs are efficiently parallelized
using MPI and they can run simultaneously within the same simulation, exchanging
information promptly and employing the same or different time scales. By assembling
different MIDs, users can create a large number of different simulation models as it is
shown in (Tutorial, Supplementary Materials).
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A typical structure of an IMPETUS program is illustrated in Figure 2.3.1. The motion of
two types of interacting particles is described by the cross-communicating "CellSpace"
MIDs 1 and 2 using short-range molecular dynamics methodologies. At the same time,
particles interact with their corresponding continuum environments. These interactions
are described by the "InteractiveField" MIDs 1 and 2. In chemotaxis simulations for
example, type 1 particles can sense the concentration gradient of a diffusing
chemoattractant in MID 1, and at the same time type 2 particles can be sources of a
chemoattractant diffusing in MID 2 and simultaneously interact with the chemoattractant
in MID 1. Finally, particles can exchange long-range information and interact via the
“GlobalNetwork" MIDs 1 and 2. The code provides a large variety of tools for users to
easily design and program these cross-interactions (Materials and Methods,
Supplementary Materials).
Taking advantage of the OOP nature of IMPETUS, users can easily extend the
functionalities of the currently available MIDs and develop their own. Programs created
using OOP are modular, and therefore are flexible and easy to understand and maintain.
Modules of the code can be reused as building blocks for other models. The concept of
utilizing MID classes and subclasses reduces development time, ensures accuracy, and
greatly diminish human errors. A significant characteristic of IMPETUS is the utilization of
OOP’s class inheritance capability to create new simulation objects and functions from
standardized base classes. Inheritance between classes and subclasses enforces
standardization of parameters and algorithms among different projects originated from
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the same base classes. Because of this, when users develop new MIDs and functions, it
is strongly encouraged to create them as subclasses of the provided MIDs and iteration
classes (Materials and Methods, Supplementary Materials).
In this work, we provide 8 examples which are discussed in detail in (Tutorial,
Supplementary Notes 1 - 8, and in Supplementary Figures 1 – 8). Some of the
examples are discussed further in the provided tutorial (Tutorial, Supplementary
Software 1 - 4). Using a single MID, users can easily build simple molecular dynamics
simulations such as "Lennard Jones Liquid" (Tutorial, Supplementary Note 1,
Supplementary Figure 1, Supplementary Software 2). More complex coarse-grain
particle dynamics simulations, such as "Solvent-Free Model of a Phospholipid Bilayer"
[72, 73, 88] and "Worm-Like Chain Model of The Erythrocyte Membrane Skeleton", [72,
73, 88] can be found in (Tutorial, Supplementary Note 2-3, Supplementary Figure 23). A finite difference simulation of homogeneous and isotropic diffusion is discussed in
(Tutorial, Supplementary Note 5, Supplementary Figure 5, Supplementary Software
3). By coupling 2 MIDs, users can build hybrid models such as (i) the "Red Blood Cell
Membrane Model" [72, 73] illustrated in (Tutorial, Supplementary Note 4,
Supplementary Figure 4) and (ii) a "Simple Chemotaxis Model" discussed in (Tutorial,
Supplementary Note 6, Supplementary Figure 6, Supplementary Software 4). By
coupling several different MIDs, users can study more complex examples, such as (i)
CCM "Neutrophil Recruitment Model" [89-91] and (ii) "Collective Cell Migration of Neural
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Crest Cells Interacting with Placodes Model" (Tutorial, Supplementary Note 7-8,
Supplementary Figure 7-8).
Finally, we discuss an example related to CCM during the development of the cranial
sensory nervous system. It comprises the eye, ear, olfactory epithelium, the lateral line,
and the craniofacial ganglia, and mainly develops by two embryonic cell populations,
neural crest cells (NCC) and sensory placode cells (PLC) [83-85]. We developed a model
(Tutorial, Supplementary Note 8) that can accurately reproduce the experimental
results in Theveneau et al.[86] shown in (Figure 2.4.1 I) where neighboring NCCs and
PLCs cultured on fibronectin plates (2D environment) interact. The two types of coarsegrained particles representing PLCs (red) and NCCs (green) are shown in (Figure 2.4.1
II). The mechanism underlying this interaction is named “chase-and-run” which results in
coordinated migration of PLCs and NCCs. PLCs release a chemoattractant named Sdf1
which diffuses in the surrounding environment. Upon detection of the chemoattractant,
the NCCs migrate along the gradient of the concentration via chemotaxis resulting in a
“chasing” behavior. After contact, the PLCs are repelled away from the NCCs as a result
of PCP and N-cadherin signaling which generates asymmetric forces causing the
“running” behavior of PLCs from NCCs. The numerical model employed in this CCM case
is readily implemented using IMPETUS. The simulation is performed by coupling two
short-range particle dynamics MIDs, one for NCCs and one for PLCs with an interactive
continuum field MID representing the chemoattractant Sdf1 (Tutorial, Supplementary
Figure 8). We model the interactions between NCCs using the Lennard-Jones (LJ)
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repulsive potential and between PLCs using the entire LJ potential. The cross-interactions
between the NCCs and PLCs are modeled using the repulsive LJ potential. PLCs are
sources of Sdf1 and NCCs move chemotactically along the concentration gradient. All
particles are under the effect of Langevin dynamics. By employing these simple
assumptions, we reproduced the chase-and-run behavior shown in Theveneau et al. [86]
(Figure 2.4.1). Full details of the model are discussed in (Tutorial, Supplementary Note
8, Supplementary Figure 8). While the configuration of the numerical results and the
corresponding experiments are 2D, CCM and the chase-and-run behavior of NCCs and
PLCs occur in the 3D environment of the vertebrate head. By expanding the 2D model, a
preliminary numerical simulation modeling the "chase-and-run" behavior between NCCs
and PLCs in a 3D environment is created (Tutorial, Supplementary Figure 9). We note
that IMPETUS is inherently 3D.
The modeling approach provided by IMPETUS can have a great impact on simulations
of many complex systems such as cell membranes, cellular filaments, cell adhesion,
general collective cell migration, neutrophil recruitment, and embryonic development. In
addition, because neural crest migration during embryogenesis has many similarities with
cancer metastasis, IMPETUS can be used in cancer metastasis simulations too.
Furthermore, a variety of systems, ranging from macromolecules to animals and people
probably obey to a few common fundamental laws during collective motion [92]. Because
of its structure, IMPETUS has the potential to be extensively used in the modeling of the
collective motion of larger systems too.
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Figure 2.4.1 – NCC interact with PLCs during collective cell migration.
(I) Using IMPETUS, a model is developed (Supplementary Note 8) that can accurately
reproduce the experimental results from Fig. 2 in Theveneau et al., Nat. Cell Biol. 2013
[86]. Note that the figure shown is slightly modified from its original. (II) The two types
of coarse-grained particles are PLCs (red) and NCCs (green). The mechanism
underlying this interaction is named “chase-and-run” which results in coordinated
migration of PLCs and NCCs. Displac. means the total displacement of NCC’s (row 1,
3 and 4) and PLC’s (row 2) at the corresponding angle range. Project. represents the
positions of all NCC’s (row1) and PLC’s (row 2, 3 and 4) as time progress (blue to red).
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2.5 Conclusion
We developed IMPETUS, a contemporary, parallel, and OOP framework written in C++
for users to implement and further develop complex multi-physics models involving fully
coupled inter-particle (via potentials and networks) and particle-environment interactions
(via discrete and continuum methods). IMPETUS provides a free and easy-to-use
environment for researchers to build highly complex 3D simulations that can efficiently
run on large scale HPC clusters. One of the innovation of this program is that it utilizes
OOP strategies to create a simple and convenient modular coding environment for users
to combine several simulation modules of the code to create complex simulations that are
not possible with software packages presently available. We currently offer modules for
(i) short-range molecular dynamics simulations, (ii) long-range molecular dynamics
simulations through a locally defined network, (iii) long-range communication between
particles via a global network, and (iv) solution of the diffusion equation in a continuum
environment. All these components can cross-communicate. For example, particles can
move in a 3D environment following Langevin dynamics and at the same time can sense
the concentration gradient of a chemoattractant in their environment or be sources of
chemoattractants. We expect that advanced users will not only be able to combine
available modules but that they will also be able to use the program's computational
infrastructure to create their own modules, as plugins, that can fully communicate with
existing ones. Code Availability. IMPETUS and its tutorials and templates are available
online for free download at http://engr.uconn.edu/~gelyko/impetus.html. Instructions on
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how to use the tutorials and templates are discussed in (Tutorial, Supplementary
Software 1).
2.6 Supplementary Methods - Fundamental Classes Used in IMPETUS
“Parameters” Object. The core of a simulation is an object named "parameters". All
MIDs are constructed using the same "parameters" C++ object. It contains all the
fundamental simulation parameters and functions including simulation duration,
processor partition, and simulation space size. "Parameters" is constructed using an input
file (Supplementary Software 2 – Section 1.2), but it can also be programmed directly
without the input file. In addition, the “Parameter” object provides useful functions that can
return the MPI processor rank, the simulation time, and the simulation time step.
"GridSpace" Class. The “GridSpace” is a C++ class which manages all MPI
communications between CPUs that handle specific sections of the "physical" space for
cluster computing (Supplementary Figure 12). Two MIDs are constructed as
subclasses/childclasses of the “GridSpace”: (i) the linked-cell list called “CellSpace” class,
used in short-range particle dynamics and (ii) the “InteractiveField” class representing an
interactive continuum field. “GridSpace” is designed to simulate spatial grids of one
dimension (1D), two dimensions (2D), and three dimensions (3D). Grids are trivial
elements that are not defined in the class. The functionalities of the Grids are defined by
the users when creating the subclasses. For example, Grids are replaced by cell-list
elements in “CellSpace” and by continuum nodes in “InteractiveField”.
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“GridSpace” divides the whole simulation space into equal-sized subspaces and assign
each of these subspaces to a unique processor. The processors assigned to subspaces
next to each others are called neighbors. The layers of grids in a subspace that are
touching the border of another processor are called “Border Layers”. To simulate the interprocessor interactions across the borders, the contents of each processor’s border layer
are copied to their neighbors as “Ghost Layers”. The two primary actions for interprocessor interactions are “Copy” and “Move”. “Copy” is the function for copying the
contents of the border layers of neighboring processors to the ghost layers of the current
processor. The contents of the ghost layers are usually deleted when all tasks are
completed. "Move" is the action used for moving grid contents from the ghost layers of
one processor to the neighbors’ border layers. “Move” is extensively used for short-range
particle dynamics in “CellSpace” as particles frequently leave and enter the simulation
subspaces. “GridSpace” ensures that the contents of the grids are copied and moved to
the correct neighbor processors and allocated into the correct grid including the diagonal
corners of the simulation boxes. “GridSpace” is designed to be compatible with Periodic
Boundary Conditions (PBD).
“CellSpace” Class. The LCM was implemented to create the short-range particle
dynamics simulator. Short-range dynamics is commonly employed in MD simulations [81,
82, 87] when long-range fields are not present. It can be used for pair-potential
interactions that decay rapidly with distance such as the Lennard Jones (LJ) potential and
for pair-potential interactions that are limited within a certain range such as the worm like
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chain (WLC) potential. The range limit is defined as the cutoff radius. The objective of the
LCM is to divide the simulation space into many smaller uniform sub-spaces that are no
smaller than the cutoff radius [87]. These small spaces are called cells. Particles are
assigned to different cells according to their positions. Particles pairs that are less than a
cutoff distance apart will always be located in the same or in neighboring cells. Therefore,
by having the particles only interacting with other particles within its cell and its
neighboring cells, all pairs within cutoff radius will be captured. This is a typical technique
used in short-range MD simulations to accelerate the calculations from O(N2) to O(N).
LCM is used to exclude all long range particle pairs from the computations to greatly
improve efficiency. The code is parallelized using a spatial decomposition method and
MPI. These simulation algorithms allow extremely fast paced and efficient computations
of large-scale systems of particles.
Most MD programs store particles using C/C++ array. However, during the simulation,
particles frequently leave and enter a cells and the corresponding processor. As a result,
the particles in each cell and corresponding processor rapidly change. Using a static
memory allocation C/C++ array is not practical since the arrays must be reconstructed
every time the particle order or numbers are changed. To overcome this, a dynamic data
structure for the particles, the LCM is employed [87]. A link is a data structure that contains
a particle and a pointer that point to a next link element. Particles are chained together in
a list using a long list of links, with each link pointer pointing to the next link in the series.
Iterating through the particles is very efficient by traversing through each link and
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immediately to the next link using the next pointer. If a link element is removed from the
link list, the remaining links in the list are completely unaffected. Since only the pointer is
modified to point to the link following the one that is removed. A link list can change size
without reallocating the memories for the particles. By assigning each of these link lists
to a cell, we have the LCM [87]. Linked list particles are stored in dynamic memory so
generating particles and removing particles is very easy and doesn’t impact the rest of
the simulation. The LCM is also compatible with PBCs that are applied before the
particles, within a cell, are sent to the neighbor processors. Also, the code keeps track of
the number of times a boundary is crossed.
Using spatial decomposition for the parallelization of the “GridSpace”, which is a parent
class, and the LCM technique, the parallel short-range particle dynamics MID named
“CellSpace” is created. “CellSpace” is a subclass of “GridSpace” with the Grid elements
in “GridSpace” replaced by an equal-sized linked-cell list. The objective of “CellSpace” is
to distribute short-range particle interactions to many different processors and perform
the simulation in parallel. Each processor is assigned a sub-partition of the simulation
space. The spatial division and MPI communications are handled by the functions
inherited from “GridSpace”. Locally, each processor performs short-range dynamics
using LCM. To compute short-range pair interactions between borders of two neighboring
processors, “CellSpace” copies the linked-cell lists from the neighbors’ border cell layers
to the ghost cell layers of the current processor. Short-range dynamics are performed
normally using LCM between the local cells and ghost cells. The particles in the ghost
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cells are deleted from the ghost layers afterward. When these particles are moved out of
the cell they reside in, usually as a result of numerical integrations, they are moved to a
new cell according to their new positions. When particles move out of their simulation
subspace, they are moved to the ghost layer in queue to be transported to the neighboring
processors. “CellSpace” has a series of functions that perform all parallelized LCM tasks
including the ones mention above. The “CellSpace” can be created using an input file.
Details are discussed in the tutorial (Supplementary Software 2 – Section 1.3). The
class inheritance hierarchy is demonstrated in figure (Supplementary Figure 12).
Iteration Classes. The provided IMPETUS iteration class is a powerful tool that allows
users to taxonomize particles and assign different species of particles to participate in
different interactions. It is difficult to construct a cell list using a single cutoff radius that
can efficiently operate on multiple particle with different radii. The program overcomes
this by distributing different types of particles to different "cellspace" defined by
corresponding cutoff values (See section Inter-CellSpace Interactions). The “iteration”
class is then used to define specific actions corresponding to each type of particles. It is
designed to program cross-domain interactions between these “cellspace” MIDs. We note
that the computational efficiency of our approach of using cross-interactions between
different cell lists compared to one cell list is fully maintained. The code is designed to
handle a large amount of different MIDs and able to separate the iteration algorithms for
different combinations of particle types. All particle functions such as pair potentials,
integrators, and thermostats are created as a subclass of one of these iteration classes.
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The iteration classes are also a great demonstration of OOP’s ability for easy code
development and error minimization. All functions constructed using the iteration class
are reusable for different projects. The code also provides a library of MD functions built
using these iteration classes (Supplementary Software 2 – Section 1.4).
Two basic iteration classes available in the code are the “getPartList” class and
“getCellList” class. These iteration objects are created using “CellSpace” MIDs as input.
The “getPartList” is the base class for building single particle actions and the “getCellList”
is the base class for building pair interactions. For example, the velocity Verlet integration
algorithm provided in the tutorial is a subclass of “getPartList” and the LJ pair potential
provided in the tutorial is a subclass of “getCellList”. Detail instructions on how to construct
a MD simulation using “CellSpace” and the iteration classes can be found in the tutorial.
We give examples for developing simulations for (i) LJ liquid (Supplementary Note 1,
Supplementary Figure 1, Supplementary Software 2), (ii) a red blood cell (RBC)
membrane model (Supplementary Note 2, Supplementary Figure 2), and (iii) a WLC
network model for the skeleton of the RBC membrane (Supplementary Note 3,
Supplementary Figure 3)
Inter-"CellSpace" Interactions. Here, we explain in detail the method for users to
program interactions in simulations with particles of different sizes. The most
straightforward approach, in order to have a cell list that supports pair interactions
between all particles of several different cutoff radii, is to build the cell list using the largest
cutoff radius of all particles. However, this approach would result in the unnecessary
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calculation of distances between a very large number of non-interacting pairs of small
particles, which belong in these large cells, causing a dramatic decrease in the run speed.
Instead, we organized the particles into different types and stored them in different cell
lists. Different types of particle are stored in different “CellSpace”s MIDs and each
“CellSpace” is built using different radius. The computational efficiency of intra-cell
interactions - pair interactions between particles residing within the same cell - will remain
the same as in a normal cell list method since all particles of the corresponding
“CellSpace” built will have the same cutoff radius. For particles interaction between
different cells, we developed a new inter-cell interaction method.
This technique is possible due to the utilization of MIDs and OOP where all “CellSpace”
are constructed as interactive objects. The inter-cell interaction is accomplished by using
a slightly modified version of the traditional LCM. In the traditional LCM used in intra-cell
interactions, a particle is assigned to a cell depending on its position. The particle then
interacts with particles belonging to all spatially neighboring cells. For particles belonging
in two different cell-lists to interact, first we identify the cell-list with the smaller cutoff
radius. Then, we take the particle from the smaller radius cell-list and use its position to
identify the cell in which it would belong in the larger-radius cell-list. The particle from the
smaller-radius cell-list is then set to interact with all the particles in the cell of the greater
radius and all its neighboring cells. This ensures all pairs are captured for the calculations
without losing any computational speed compared to the traditional LCM method.
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The described technique is available as an iteration class named “getMultiCell”. This
iteration class allows users to classify and control the cross-interaction of many types of
particles. The “getMultiCell” class is an extension to the “getPartList” class and
“getCellList” class. The “getMultiCell” has the functions to loop single particles, intra-cell
interactions, inter-cell interactions and all pair interactions.
“GlobalNetwork” Class. The “Network” class is a serial network which registers particles
as nodes and their long-range connections are named edges. Each object "node" stores
a particle and the users connect these nodes using the object "edge". “Network” is
constructed using a number of these "nodes" and "edges". It has available many functions
that request information, and modify and manage "nodes" and "edges". The
“GlobalNetwork” class is a subclass of the “Network” class and was developed to
implement long-range pair-potential interactions. It is parallelized using MPI and is fully
capable to interact with the parallelized “CellSpace” and “InteractiveField” (explained in
section “InteractiveField” Class). It automates long-distance inter-processor pairpotential interactions and information exchange. This is accomplished regardless of their
spatial position or if they are residing in different processors in the cluster. A central
processor keeps track of all "edge" connections and "node" contents. Long range
interactions between "nodes" are performed using the "edges" in the central processor.
Short-range interactions between particles which belong to the "network" and particles
which belong to a "cellspace" are performed in their corresponding individual processors.
All particle dynamics simulations can be programmed using combinations of short-range
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and long-rage methods. An example is the RBC Membrane, a cross simulation between
“CellSpace” and “GlobalNetwork” using a special iteration class for “CellSpace” and
“GlobalNetwork”. It is explained in (Supplementary Note 4, Supplementary Figure 4)
“InteractiveField” class. In addition to particle dynamics-based methods, we have
added an environment called "InteractiveField" where continuum models can be
implemented and directly interact with the particles. The continuum is defined as a
collection of nodes where partial differential equations can be numerically solved. Here,
we demonstrate the potential of the program by implementing an explicit finite difference
scheme to solve the parabolic diffusion equation. The continuum is parallelized using the
same spatial decomposition MPI method as with the short range dynamics. The
combination of these methods created a very computationally efficient parallelized finite
difference field MID. MD simulations can run simultaneously with the finite difference
scheme to allow for complete interaction between the two domains. Particles participating
in MD simulations can interact with the continuum field resulting from the solution of the
diffusion equation while at the same time they can act as sources or sinks for the diffusion
equation.
A fundamental class called “Continuum” is used to construct the “InteractiveField”.
“Continuum” turns the simulation space into a collection of many continuum grids. Each
grid node is constructed using a six-branch (senary) tree-based algorithm. The treealgorithm is similar to the link data structure (described in section “CellSpace” Class).
Each continuum node comprises the content of the node and the memory address of its
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six neighbors, two for each spatial direction. Each node is an individual object and is able
to promptly and expediently access the information of its neighbors. Conceptually, the
nodes are not physically connected to each other, all computations are performed by the
nodes accessing and modifying information of their neighbors via the memory pointers.
This approach is very computationally efficient. It also allows easy implementation of
boundary conditions by changing the neighbor pointers to a boundary node. The
“FiniteDifference” class is a subclass of the “Continuum” class where the explicit finite
difference scheme is employed for the numerical solution of the parabolic partial
differential equations (PDEs). In general, users can employ the “Continuum” as a base
class to build numerical solutions to any differential equations.
The “ContSpace” class is a subclass/childclass of both the “FiniteDifference” class and
the “GridSpace” class with each Grid elements in “GridSpace” replaced by the continuum
nodes from “Continuum” class. “ContSpace” uses the node distribution from the
“Continuum” class with the PDE extensions of the “FiniteDifference” class and parallelized
using the “GridSpace” Class. The objective of the “ContSpace” class is to distribute finite
difference computation to many different processors in a computing cluster and perform
the calculations in parallel. Each processor is assigned a sub-distribution of the
continuum. The continuum division and MPI communications are handled by the functions
inherited from “GridSpace”. Locally, each processor solves the PDEs using the functions
defined in “FiniteDifference”. To perform finite difference computations of two continuum
nodes between borders of two neighboring processors, “CellSpace” copies the contents
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of the continuum node from the neighbors’ border layers to the ghost layers of the current
processor. Finite difference calculations are performed between the local nodes and the
ghost nodes. Users can change the thickness of the ghost layer according to the demands
of the numerical scheme that they use to solve the related PDEs. The time dependence
of the field equations solutions is determined by using the simulation clock in the
“Parameters” object. The “InteractiveField” is a subclass of “ContSpace” extended with
the functionalities that allows user to request and modify information such as
concentration and gradient vector from “ContSpace”. “InteractiveField” is useful for
building cross-interacting functions between the continuum field and the “CellSpace” or
GlobalNetwork. The inheritance tree (Supplementary Figure 12) from “Continuum” to
“InteractiveField” is a great demonstration of how functionalities of one class can be
extended by creating sub classes of already available code. An example of how the
“InteractiveField” can be applied is exhibited in the tutorial (Supplementary Note 5,
Supplementary Figure 5) where the diffusion equation is solved in parallel.
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2.7 Supplementary Material
Supplementary Note 1 - Lennard-Jones Liquid
This example demonstrates a simulation of 1,728,000 particles performed using a
computing cluster of 125 processors with the distribution of 5 x 5 x 5. One short-range
dynamics “CellSpace” MID is employed to simulate a Lennard-Jones (LJ) liquid in the
NVT canonical ensemble (constant number of particles N, constant volume V, and
constant temperature T). We describe how the simulation is constructed in
Supplementary Software 2.
The LJ potential is given by the expression.

U LJ

 σ
= 4ε 
 rij
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 −σ

r

 ij
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,



(1)

where rij is the distance between two particles i and j . ε is the energy scale that governs
the strength of the interaction and σ is the length scale. In this simulation, we used

ε = 1, σ = 1, m = 1 , and time step δ t

= 0.01 . m is the mass of a particle. The LJ potential

function is created using the “getCellList” iteration base class. We used the Velocity Verlet
integration algorithm which was created using the “getPartList” iteration base class. The
“CellSpace” is created with cutoff radius of 2.5 σ .
We used AtomEye [93] for visualization. The mean square displacement (MSD) and the
radial distribution function (RDF) are shown in Supplementary Figure 1.
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The MSD is computed using the expression:

MSD = 1 N



j=N
j =1

2
r
r
 rj (t ) − rj (0)  ,

(2)

r
where rj (t ) is the position of a particle at time t and N is the number of particles [94]. As it
is expected, MSD increased linearly with time (Supplementary Figure 1b). The RDF

g ( r ) determines the mean number of particles in a shell with inner radius

r and outer

2
radius r + dr via the expression 4πρ g ( r ) r dr , where ρ is the material density, is

illustrated in Supplementary Figure 1c.
Beside the Velocity Verlet, the Leapfrog and Beeman Algorithm integrators are also
available. The Berendsen's and Nosé–Hoover thermostats are provided in IMPETUS.
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Supplementary Figure 2.1 – LJ liquid model
(a) Visualization of a liquid comprising uniformly distributed particles interacting via the
LJ potential under the NVT ensemble. Atomeye [93] was used as viewer. (b) The time
dependence of the MSD is linear. (c) The recorded radial distribution is typical of a LJ
liquid.
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Supplementary Note 2 - Solvent-Free Model of a Phospholipid Bilayer
The model describes the lipid bilayer as a system of about N = 35,500 coarse-grain
particles. This model was built using one short-range dynamic “CellSpace” MID extending
(Supplementary Note 1). The simulation was performed on a computing cluster of 16
processors distributed as 4 x 4 x 1. Each particle represents a cluster of lipid molecules
and membrane proteins of a diameter of 5 nm with σ = 4 . 45 nm . It carries both translational
and rotational degrees of freedom (x i , n i ) , where xi and ni are the position and the
orientation (director vector) of agent i respectively, with ni = 1 . xij = x j − xi is the distance
vector between agents i and j . rij ≡ x ij is the distance and xˆ ij = xij rij is a unit vector.
The particles interact with one another via the potential:
V =  u ij (n i , n j , x ij )
N

(3a)

i =1
j >i

with

(

)

( )

((

)) ( )

uij ni , n j , xij = uR rij + A a ni , n j , xij u A rij ,

( )

(3b)

( )

where uR rij and uA rij are the repulsive and attractive components of the pair potential

((

respectively. A a ni , n j , xij

((

A a ni , n j , xij

) ) = 1 + α ( a ( ni , n j , xij ) − 1)

and varies from 1 − 2α

to +1.

)) introduces the dependence of the attractive potential on the directionality
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of the particles. For a = 1 , ni is parallel to n j and both are normal to vector xij . For a = − 1
, ni is anti-parallel to n j and both are perpendicular to vector xij . We used the expression

a(n i , n j , xˆ ij )= (n i × xˆ ij ) ⋅ (n j × xˆ ij )= n i ⋅ n j − (n i ⋅ xˆ ij )(n j ⋅ xˆ ij ) ,

(4)

which has the required properties.
The equations of motion include the translational and rotational components
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~ is a pseudo-mass with units of energy × time2. Details are available in [72, 73].
where m
i
We used the following repulsive and attractive potentials:

u R (r ) = ε ((Rcut − r ) (Rcut − rmin ))8

4
u A (r ) = −2ε ((Rcut − r ) (Rcut − rmin ))
u (r ) = u (r ) = 0,
A
 R

for r < Rcut
for r < Rcut

.

(7)

for r ≥ Rcut

We chose rmin = 21/6 σ so that the potential described in (7) has the same minimum energy
and equilibrium distance as the corresponding Lennard-Jones (LJ) potential.
Supplementary Figure 2a shows that the employed potential in the case of A(α, a) = +1
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has a wider energy well than the LJ6-12 potential facilitating the diffusive motion of
particles. The effect of the function

A(α, a) on the potential is illustrated in

Supplementary Figure 2b. The potential has lower values for particles with similar
orientation ensuring the formation of a 2D membrane sheet instead of a 3D cluster of
particles (Supplementary Figure 2c,d). The “CellSpace” is created with a cutoff radius
of 2.5 σ . The N A T (constant number of particles N , constant area projected area A ,
and constant temperature T ) canonical ensemble was used. Areas of the membrane
have been marked with different color to illustrate free diffusion of the particles
demonstrating the behavior of a 2D liquid. Similarly to the LJ liquid example, the mean
square displacement (MSD) and the radial distribution function (RDF) are provided
(Supplementary Figure 2e,f).
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Supplementary Figure 2.2 – Coarse-grain model of the lipid bilayer
(a) Comparison between the lipid bilayer potential and the LJ potential. (b) The
interaction potential as a function of A(α, a ) . AtomEye visualization of the Membrane
simulation. (c) Areas of the membrane have been marked with different color to
illustrate free diffusion of the particles. (d) After 105 time steps the particles are mixed
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meaning that the membrane behaves as a 2D fluid. (e) The time dependence of the
MSD is linear. (f) The recorded RDF is typical of a liquid.
Supplementary Note 3 - Worm-Like Chain Model Of The Erythrocyte Membrane
Skeleton
The cytoskeleton of the red blood cell (RBC) membrane comprises spectrin filaments that
are connected at actin junctions forming a canonical hexagonal. The worm-like chain
(WLC) potential is employed to simulate the spectrin network of the red blood cell (RBC)
membrane. This model is built using the short-range dynamic “CellSpace” MID discussed
in Supplementary Note 1 as template. The WLC force acting between two connected
actin particles is given by:

FWLC ( x) = −


k BT 
1
1
− + x ,

2
l p  4(1 − x)
4


(8)

where x = L Lc , with L and Lc = 40σ being the end-to-end distance and the contour
length of the spectrin tetramer respectively. l p = 0.22σ is the persistent length of the
spectrin filaments, kB=1 is the Boltzmann's constant, and T=1 is the temperature in Kelvin
and diameter of 5 nm with σ = 4 . 45 nm . The out-of-plane motion is constrained. A
Berendsen's thermostats is used to control the temperature of the system. The
“CellSpace” is created with a cutoff radius of 40 σ to match Lc . More information is
available in [73, 95].
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A coarse-grained particle represents an actin junction connected to its six neighbor actin
junctions particles only and it does not interact with other particles. Two actin particles
interact via the WLC potential, which represents the spectrin tetramer that connects them
[73, 96]. The visualization of the initial configuration and when it is sheared at engineering
strain of one is shown in Supplementary Figure 3a,c. We can clearly see that the shear
stress - engineering strain response is not linear and that the effective shear modulus
increases as the strain increases as it is expected [73, 95] (Supplementary Figure 3b).
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Supplementary Figure 2.3 – WLC model for the RBC membrane skeleton
(a) Spectrin network in canonical hexagonal initial configuration. (b) Non-linear shear
stress-engineering strain response. (c) Visualization of the network sheared at
engineering strain one.
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Supplementary Note 4 - Red Blood Cell Membrane Model
Here, we demonstrate a simulation of the red blood cell (RBC) membrane following the
model presented in [73] by coupling the short-range MD “CellSpace” with the long-range
network “GlobalNetwork”. The simulation is performed using a computing cluster of 16
processors with the distribution of 4 x 4 x 1 (4 along the x- and y- directions and 1 along
the z-direction). The RBC membrane comprises a phospholipid bilayer, modeled as a
single layer of particles, and a spectrin network, modeled as a WLC network, where the
entropic elastic behavior of each spectrin tetramer is represented by a WLC potential.
Similar to the example in Supplementary Note 2, each lipid particle represents a patch
of the phospholipid bilayer of 5nm in diameter. The phospholipid bilayer is created using
the “CellSpace” MID (Supplementary Figure 4a). In contrast, the WLC network is
created using the “GlobalNetwork” MID instead of the “CellSpace” MID (Supplementary
Figure 4b). The reason is that there are two types of interactions. One type is the
interaction between lipids and between lipid and actin particles, where the distances
between interacting particles are small. A second type,

is the interaction between

particles of the WLC network, where the distances are much larger than distances
between lipids particles. In the second case, “GlobalNetwork” is more efficient than
“CellSpace”. Each actin junction is modeled as a network node and each spectrin filament
is represented as a network connection (edge) between the two nodes which may belong
to different processors. The model is built using the template of Supplementary Note 2
for Lipid-lipid interactions as well as lipid-actin interactions. The coupled model is shown
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in Supplementary Figure 4c and the schematic of the coupling is illustrated in
Supplementary Figure 4d.

Supplementary Figure 2.4 – Two-component RBC membrane model
(a) The phospholipid bilayer is created using the “CellSpace” MID. (b) The interaction
distance between actin points of the RBC membrane skeleton is much larger scale than
the distance between coarse-grained lipid particles of the bilayer lipids particles.
Because of this the “GlobalNetwork” MID is used instead of the “CellSpace” MID. (c)
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The coupled model of the RBC membrane. (d) Schematic of the coupling between the
two MIDs (d).
Supplementary Note 5 - Diffusion Model
Here, we demonstrate how to implement a solution of the parabolic isotropic and
homogeneous diffusion equation with a single source employing a single MID using the
explicit finite difference method. The simulation was performed on 125 processors of a
computing cluster distributed as 5 x 5 x 5. The simulation solves the diffusion equation
∂C ( r, t ) ∂t = D ∇ 2C ( r , t ) , where C ( r , t ) is the concentration and D is the constant

diffusion coefficient. We used the “InteractiveField” MID to discretized the physical space
as a grid of 1,728,000 nodes (120x120x120). The diffusion equation was solved
numerically at the nodes. The boundaries are set as sinks where the concentration is
zero. Supplementary Figure 5 shows a cross section of the continuum space where an
instance of the concentration field, during diffusion from a single point source, is
illustrated. Videos of this example in 2D and 3D are available on IMPETUS’s official
website:
http://www.engr.uconn.edu/~gelyko/impetus/gallery.html
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Supplementary Figure 2.5 – Diffusion model
Cross section of the continuum space where an instance of the concentration field,
during diffusion from a single point source using the parabolic equation from a single
source using a single “InteractiveField” MID. The color determines the magnitude of the
concentration at a specific location under the "Jet” color scheme where red represents
the highest concentration and blue represents the lowest concentration.
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Supplementary Note 6 - Simple Chemotaxis Model
Here, we show how to run a 2D simple chemotaxis simulation. The model is constructed
by using Supplementary Note 1 and Supplementary Note 5 as templates and coupling
a short-range MD “CellSpace” with an “InteractiveField” MID (Supplementary Figure
6c). The components of the simulation are (i) a continuum field, where we solve the
diffusion equation with a sink (blue) and a source (red) (Supplementary Figure 6a), and
(ii) Newtonian particles under the influence of linear viscous damping where the force F
applied on a particle is proportional to the negative damping coefficient c and its velocity

v
F = −cv ,

(9)

Solution of the diffusion equation gives the variation of the concentration field with time
(Supplementary Note 5 and Supplementary Figure 6a). A force proportional to the
concentration gradient vector is applied on the particles resulting to particle migration
towards the source and away from the sink (Supplementary Figure 6b). At the same
time, particles repel each other via a LJ potential. The simulation was performed on 9
processors of a computing cluster distributed as 3 x 3 x 1. In this example, we
demonstrate the inherent ability of the program to perform a particles dynamics simulation
coupled with an external continuum field.

A video of this example is available on

IMPETUS’s official website:
http://www.engr.uconn.edu/~gelyko/impetus/gallery.html
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Supplementary Figure 2.6 – Simple Chemotaxis Model
(a) The continuum field, where the diffusion equation is solved, contains a sink (blue)
and a source (red). (b) The particles migrate away from the sink and towards the source.
(c) The schematic of the coupling between the two implemented MIDs is presented.

66

Supplementary Note 7 - Neutrophil Recruitment Model
Neutrophil aggregation to inflammation sites often exhibit extremely coordinated
collective cell migration (CCM) and cluster formation via chemotaxis. Upon injury,
neutrophils are gathered at the inflammation site by following a chemoattractant such as
formyl peptides (fMLP) emitted by bacteria. Neutrophils that are too distant from the
wound are unable to detect the weakened chemoattractant signal. Neutrophils near the
wound can detect the primary secreted fMLP and subsequently release a secondary
chemoattractant leukotriene B4 (LTB4) to stimulate neighboring neutrophils. This
mechanism is known to dramatically amplify neutrophil recruitment [89-91]. Employing
IMPETUS the neutrophil recruitment model was developed by using Supplementary
Note 6 as template and coupling a short-range MD “CellSpace” with two “InteractiveField”
MIDs (Supplementary Figure 7f). The simulation demonstrates that the secondary
signal LTB4 serves as a signal-relaying molecule that regulates and amplifies neutrophil
chemotaxis towards fMLP.
In the simulation neutrophils are modeled as particles using a "CellSpace" MID interacting
with two “InteractiveField” MIDs: fMLP chemoattractant and LTB4 chemoattractant. The
neutrophil particles are Newtonian under the influence of linear viscous damping where
the force F applied on a particle is proportional to the negative damping coefficient c and
its velocity v (Equation 9) as discussed in Supplementary Note 6. Each chemoattractant
diffuses in the continuum environment via the diffusion equation (Supplementary Note
5). Neutrophils migrate simultaneously along the concentration gradients of fMLP and
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LTB4. We demonstrate two cases. First, the secondary signal in the LTB4 field is absent
and neutrophils detect and follow only the primary signal from the fMLP field
(Supplementary Figure 7a). The simulation shows that absence of the secondary
chemoattractant LTB4 severely hinders neutrophil recruitment to the wound site
(Supplementary Figure 7b).
Second, neutrophils, upon detection of fMLP, emit LTB4 as a secondary chemoattractant
signal (Supplementary Figure 7c) at a concentration rate proportional to the detected
primary fMLP concentration. As a result, neighboring neutrophils start to migrate towards
the wound as a response to the secondary signal even if they do not detect the primary
signal. With neutrophils serving as relays to their neighbor neutrophils, the effective
recruitment radius of neutrophils increases (Supplementary Figure 7d). This is a
powerful example of how the program can be applied to study CCM as result of
chemotaxis. Videos demonstrating the significant difference in neutrophil recruitment
between the existence and the lack of the secondary signal is available on IMPETUS’s
official website:
http://www.engr.uconn.edu/~gelyko/impetus/gallery.html
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Supplementary Figure 2.7 – Neutrophil recruitment model
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(a) Concentration field of the chemoattractant fMLP. (b) When neutrophils detect and
follow only the concentration gradient of the primary chemoattractant fMLP, the
recruitment to the wound site is partial. (c) Concentration field of the secondary
chemoattractant LTB4 emitted from migrating neutrophils after detection of fMLP. (d)
Response to a combination of the primary chemoattractant fMLP and the secondary
chemoattractant LTB4, emitted from migrating neutrophils that essentially act as
chemoattraction relays for neutrophils at larger distances from the wound, leads to an
increased recruitment radius. (e) Schematic of the coupling of a short-range MD
“CellSpace”, which governs pair-interactions between migrating particles, and two
“InteractiveField” MIDs, which govern the interactions between particles and
concentration fields of chemoattractants.
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Supplementary Note 8 - Collective Cell Migration Model for Neural Crest Cells
Interacting with Placodes
Collective migration of different cell types is a critical process during embryogenesis. The
cranial sensory nervous system, which comprises the eye, ear, olfactory epithelium, the
lateral line, and the craniofacial ganglia, mainly develops by two embryonic cell
populations, neural crest cells (NCC) and sensory placode cells (PLC) [83-85]. NCCs
derive from the neuroectoderm and undergo epithelial-to-mesenchymal cell transition
before migrating along well-defined routes (branchial, hyoid, mandibular, and frontalnasal) and differentiate into cartilage, bone and connective tissue [83, 84, 97, 98]. PLCs
originate from the preplacodal ectoderm and generate the sensory organs of the head
[99-102]. A sequence of mutual interactions between the neural crest and placodes drives
the coordinated morphogenesis that generates functional sensory systems within the
head.
In this example, a model is developed to accurately reproduce the experimental results
of [86] shown in Figure 2.4.1 I where neighboring NCCs and PLCs cultured on fibronectin
plates (2D environment) interact. The two types of coarse-grained particles representing
PLCs (red) and NCCs (green) are shown in Figure 2.4.1 II. The molecular mechanism
underlying this interaction is named “chase-and-run”. NCCs and PLCs migrate collectively
by interacting and communicating via chemical cues transmitted through their
environment. PLCs releases a chemoattractant named Sdf1 that diffuses in the
surrounding environment. Upon detection of the chemoattractant, NCCs migrates
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towards PLCs via chemotaxis illustrating a “chasing” behavior. After contact with NCCs,
PLCs "run" away from the NCCs as a result of asymmetric forces caused by PCP and Ncadherin signaling. This “chase-and-run” mechanism ensures a persistent directional
migration.
Using IMPETUS, we can easily construct a computational model for the "chase-and-run"
collective cell migration (CCM). The simulation is performed by using the Supplementary
Note 6 as template. We couple two “CellSpace” MIDs, one for NCCs and one for PLCs
with an “InteractiveField” MID representing the chemoattractant Sdf1 (Supplementary
Figure 8b). The pair-interaction between NCCs is modeled using the LJ repulsive
potential and between PLCs is modeled using the entire LJ potential. PLCs are sources
of Sdf1 and NCCs follow along the concentration gradient. The Langevin thermostat
governs the thermal motion of all particles. The Langevin thermostat can be expressed
as:

d 2ri
dr
mi 2 = Fi − f 2i + FiB
dt
dt

(10)

Where mi represents the mass of particle i , f is the friction coefficient, Fi is the force
acting on the particle due to other potentials, FiB is related to the environmental Gaussian
white noise and it obeys the fluctuation-dissipation theorem:

FiB = 0

(11)
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FiB F jB =

2k BTfδ ij
∆t

(12)

where k B is the Boltzmann’s constant, T is the absolute environmental temperature, δ ij
is the Kronecker delta, and ∆t is the time step.
We show, in agreement with the experimental results, that when chemotaxis is not
implemented, the motion of NCCs is Brownian and PLCs remain clustered at the initial
location even if they interact with each other (Supplementary Figure 8a). When NCCs
and

PLCs

interact

via

the

"chase-and-run

mechanism",

CCM

is

observed

(Supplementary Figure 8c).
While the experiments and the modeling that we described above have a 2D geometric
configuration, CCM migration and in particular "chase-and-run" behavior of NCCs and
PLCs occur in the vertebrate head where the environment is 3D [86]. IMPETUS code is
entirely 3D and we can very easily expand the numerical model from 2D to 3D. Simulation
results demonstrating an emergent 3D "chase-and-run" behavior of interacting NCCs and
PLCs is shown in Supplementary Figure 9. Videos demonstrating CCM when a
chemoattractant field is present in 2D and 3D are available on IMPETUS’s official website:
http://www.engr.uconn.edu/~gelyko/impetus/gallery.html
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Supplementary Figure 2.8 – Collective Cell Migration Model
IMPETUS is used to model "chase-and-run" behavior of a system of NCCs interacting
with PLCs. (a) Interacting NCCs and PLCs without implementation of chemotaxis do
not exhibit CCM. (b) Concentration field of sdf1 secreted by PLCs during migration. (c)
Combination of direct pair-interaction and indirect interaction, via chemotaxis, of NCCs
and PLCs causes CCM and the emergence of "chase-and-run" behavior. (d) Schematic
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of the coupling of two short-range MD “CellSpace” and a “InteractiveField” MIDs
implemented in the "chase-and-run" model

Supplementary Figure 2.9 – Collective Cell Migration Model in 3D

IMPETUS code is inherently 3D and can easily run 1D, 2D, and 3D models. (a)
Concentration field of sdf1 secreted by PLCs during 3D migration. (b) Combination of

75

direct pair-interaction and indirect interaction, via chemotaxis, of NCCs and PLCs
causes CCM and the emergence of "chase-and-run" behavior in 3D.
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Supplementary Note 9 - Performance Measurements and Benchmarks
Executing simulations in parallel can significantly improve the performance of the
computations. We compared the performance of a simple molecular dynamics simulation
of liquid argon at reduced density = 0.8442, using Lennard Jones interaction potential
with the force cutoff distance equal to 2.5 sigma. The total minimum cell size was equal
to 2.8 sigma. We used 32,000, 64,000, 128,000, 256,000, 512,000, 1,024,000 and
2,048,000 number of particles N homogeneously distributed at 1, 2, 4, 8, 16, 32, 64 and
128 processors, employing the NVE ensemble and the leapfrog time integration
algorithm. The system hardware was AMD Opteron(tm), Processor 2431 at 2.4 GHz.
Below we present 3 tables: Supplementary Table 1 displays the execution time in
seconds per time step with different numbers of particles on each row and different
numbers of processors in each column. Supplementary Table 2 and Supplementary
Table 3 are the “speedup” and “efficiency” of the benchmark runs, respectively [87]. The
speedup is computed as

S ( P) :=

T
,
T ( P)

(13)

where P denotes the number of processors used in the simulation, T(P) denotes the time
needed by the parallel computation using P number of processors, and T denotes the
time needed for the same simulation but performed using 1 processor.
The parallel efficiency is computed as
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E ( P) :

T
S ( P)
=
P * T ( P)
P

(14)

78

P
N

1

2

4

8

16

32

64

128

32000

1.0749

0.5819

0.3246

0.1815

0.1239

0.0948

0.1288

0.1865

64000

2.0644

1.0860

0.5956

0.3300

0.1924

0.1509

0.1733

0.1433

128000

3.9580

2.0767

1.0993

0.6000

0.3600

0.2276

0.1969

0.3543

256000

7.6500

4.0013

2.1365

1.1200

0.6492

0.4002

0.2969

0.3369

512000

15.3237

7.7500

4.0413

2.1419

1.1715

0.6897

0.4946

0.6233

1024000

30.8436

15.3225

7.7080

4.0900

2.2125

1.2300

0.8874

0.8863

2048000

60.7400

30.5160

15.1727

7.8100

4.2300

2.3425

1.4167

1.4855

Supplementary Table 1
Parallel execution time is the number of seconds required for one timestep (s/step) with
different number of particles on each row and different number of processors in each
column.
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P
N

1

2

4

8

16

32

64

128

32000

1.0000

1.8472

3.3114

5.9222

8.6754

11.3384

8.3453

5.7634

64000

1.0000

1.9009

3.4661

6.2557

10.7297

13.6805

11.9122

14.4061

128000

1.0000

1.9059

3.6004

6.5967

10.9944

17.3912

20.1016

11.1713

256000

1.0000

1.9119

3.5806

6.8304

11.7837

19.1154

25.7634

22.7070

512000

1.0000

1.9773

3.7918

7.1543

13.0806

22.2179

30.9820

24.5848

1024000

1.0000

2.0130

4.0015

7.5412

13.9406

25.0761

34.7573

34.8004

2048000

1.0000

1.9904

4.0032

7.7772

14.3593

25.9296

42.8743

40.8886

Supplementary Table 2
Speedup for one timestep (s/step) with different number of particles on each row and
different number of processors in each column.
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P
N

1

2

4

8

16

32

64

128

32000

1.0000

0.9236

0.8278

0.7403

0.5422

0.3543

0.1304

0.0450

64000

1.0000

0.9505

0.8665

0.7820

0.6706

0.4275

0.1861

0.1125

128000

1.0000

0.9530

0.9001

0.8246

0.6872

0.5435

0.3141

0.0873

256000

1.0000

0.9560

0.8952

0.8538

0.7365

0.5974

0.4026

0.1774

512000

1.0000

0.9886

0.9480

0.8943

0.8175

0.6943

0.4841

0.1921

1024000

1.0000

1.0065

1.0004

0.9427

0.8713

0.7836

0.5431

0.2719

2048000

1.0000

0.9952

1.0008

0.9722

0.8975

0.8103

0.6699

0.3194

Supplementary Table 3
Parallel efficiency time in seconds for one timestep (s/step) with different number of
particles on each row and different number of processors in each column.
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Supplementary Figure 2.10 – Benchmark Comparison
Execution time comparison of the “CellSpace” MID and the “InteractiveField” MID.
Scaling of runtime for (a) LJ liquid (Supplementary Note 1) and (b) simple diffusion
(Supplementary Note 5). Note that the diffusion performs approximately 100 times the
efficiency of the particle dynamics.
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N Processors

8

Continuum
Molecular

27

64

125

2.12493 0.795167

0.399883

0.295017

247.815 91.4667

52.2283

43.1333

0.86%

0.77%

0.68%

Dynamics
Cont/MD Ratio

0.87%

Supplementary Table 4
With equal number of nodes and particles, the “InteractiveField” requires less than 1%
the computation runtime of the “CellSpace”. Therefore, it is safe to conclude that the
“InteractiveField” can be used in very high resolution grid and still have near
negligible effects on the performance of the “CellSpace” when coupled.
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Supplementary Figure 2.11 – Radial Distribution Function Validation
We compared the radial distribution G(r) of a liquid argon simulation using IMPETUS,
LAMMPS [81] and Rapaport’s molecular dynamics program [82]. The simulation was
performed using Lennard Jones interaction potential with the force cutoff distance set
at 2.5 sigma, the NVT ensemble with the Berendsen thermostat, and the leapfrog time
integration algorithm. The radial distribution function is plotted for densities (a) 0.6, (b)
0.8 and (c) 1.0. We observe that the three programs produce the same result. (d) The
three radial distributions G(r) at different densities 0.6, 0.8 and 1.0 were computed using
IMPETUS.
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Supplementary Figure 2.12 – The Inheritance Tree of the MID Classes.
Full details for each classes are discussed in the Supplementary Methods
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Supplementary Note 10 – IMPETUS Interactive Membrane Model
Six-Components IMPETUS Red Blood Cell Membrane Model
This model is based on the two-component CGMD human RBC membrane model [38,
72, 74]. The model contains 6 different types of coarse grained particles (Supplementary
Figure 2.13). Type A is the coarse-grain actin junctions represented as red particles. The
actin junctions are connected to the cytoskeleton consists of spectrin filaments forming a
canonical hexagonal network and simultanenous connected to the lipid bilayer via
glycophorin. A spectrin filament is represented by 39 type B coarse-grain particles
spectrin particles, depicted as the gray particles and are connected together by
unbreakable springs [103]. The black particles denote the type C glycophorin proteins,
the yellow particles represent Type D band-3 proteins that are connected to the spectrin
network through the ankyrin proteins (immobile band-3), and the green particles represent
the type E band-3 proteins that are not attached to the spectrin network (mobile band-3).
Lastly, the blue color particles represent a cluster of the type F lipid molecules. The full
description of the membrane and employed potentials can be found in the authors'
previous works.
In the simulation, the dimension of the membrane is approximately ∼0.8 × 0.8 μm2. The
system has N = 36 606 CG particles. Using the Nose–Hoover thermostat, the temperature
of the system is maintained at

! "/a

= 0.22, where

!

is the Boltzmann's constant and "

is the absolute temperature in Kelvin. The model is implemented in the NAT ensemble
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[104-106]. When band-3 proteins interact with the cytoskeleton, the effect of the
cytoplasmic domain has to be taken into account and thus in this case the effective radius
is considered to be approximately 12.5 nm. A volume exclusion interaction between band3 particles and particles of the spectrin network represented by the repulsive L-J potential
is implemented. The timescale that guides the choice of the timestep in the MD
simulations is

c

= (d> e 4 )7/4 . The timestep of the simulation is selected to be ∆ = 0.01 c .
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Supplementary Figure 2.13 – IMPETUS Interactive Membrane Model
a) A diagram depicting the interactions between the actin (Type A), sepctrin (Type B),
glycophorin (Type C), immobile band 3 (Type D), mobile band 3 (Type E) and lipid
clusters (Type F) is shown. b) The lipid bilayer (F) and the membrane proteins
glycophorin (C), band-3s (E and F) belong to the membrane components group of the
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IMPETUS membrane class. b) The actin (A), spectrin (B), glycophorin (C) and the
immobile band-3 (D) belong to the cytoskeleton network group of the IMPETUS
membrane class
The IMPETUS Interactive membrane class
The Interactive Membrane model is created based on the model [72, 73, 107, 108]. The
model is a C++ OOP class constructed using 6 IMPETUS short-ranged dynamics MIDs
made to be robust and easy to use. Users can write their own simulation by expanding
on this model or use this model to interact with other C++ programs. The Interactive
Membrane C++ object generates and manage six different types of MID particles and all
the molecular dynamics functions required to run the model. All components are modular
and removable; this is explained in the diagram (Supplementary Figure 2.14). User can
program these using groups of coarse grained particle types. For example, the membrane
proteins and the lipids can be removed to study the cytoskeleton, or the cytoskeleton can
be removed to study the membrane (Supplementary Figure 2.15)
Each particle types are programmed as its own individual short-range dynamic
“CellSpace” MID, as they all have different behaviors and properties. To keep the program
simple and robust to use, the six-components IMPETUS “Membrane” class is created.
The “Membrane” class contains all six of the “CellSpace” MIDs and all the MD functions
required to run the two components membrane model.
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Note that each particle types interact with each other with different separating distances
and amplitude. All the combinations of interactions between the particles types and their
associated parameters is shown in Table 3.1, 3.2 and 3.3. The columns and rows show
each of the six types of particles and each cell in the table show the interaction. Each
particle types interact with each other intra-cellularly and among themselves intercellularly. It is used to handle all the complicated interaction and divide up the functions
modularly and easy to be modified.
Using the “Membrane” class, users can create a single membrane object without creating
6 individual “CellSpace” course-grain particle types. The membrane class contains all
interactive potentials, thermostats and integrators. Users can design new potential to be
applied to the membrane, or to parts of the membrane. The membrane object can also
interact with external MIDs and objects. For example, in a later section, the ligand class
is introduced as a separate MID and will be bound to the receptors on the membrane.
These ligands will then be pulled by a mechanical loading causing the membrane to
deform. User assign the number of each types of particles from the individual “CellSpace”
input files but the membrane object has its own input file governing the interactions off all
the protein components. It is in this file that the user can turn on and off different particle
types and the potential functions.
The “Membrane” object has primary two sub-components, the “CellGroups” component
allows users to call the individual “CellSpaces” to create customized functions using the
iteration class. The “CellGroups” also provide ways for the user to call the “CellSpaces”
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in form of groups containing multiple specific types of particles. For example, the group
that consists of the particles in the cytoskeleton network (Supplementary Figure 2.15 c)
that are linked together by the unbreakable spring, and the group of all the particles
interact among each other by the bilayer potential (Supplementary Figure 2.15 b). User
also has the option to easily remove a certain particle type from simulation and the rest
of the simulation will run perfectly normal. For example, if only the group of particles
shown in (Supplementary Figure 2.15 b) is turned on, then the simulation will behave
as a bilayer with 4 different coarse-grain particle types. The second component is the
“Functions” component. This contain all the interactive potentials going on between the
particles. It includes the thermostats, integrator, Lennard Jones, Bilayer, Short-range
network potential. It comes with an input file where user can control the parameter of the
bilayer potential and the Lennard Jones potential [Table 3.1].
The coarse-grained particle types C Glycophorine, D Band-3 Immobile, E Band-3 Mobile
and F Lipid clusters are all representing the bilayer and its proteins and therefore they
interact by the Bilayer Potential. Supplementary Figure 2.15 b shows the simulation with
only types C Glycophorine, D Band-3 Immobile, E Band-3 Mobile and F Lipid clusters
turns on. All other interactions are by Lennard-Jones interactions. Table 3.2 shows the
list of membrane potential interaction. The simulation is designed to run in any number of
processors but it is optimized at 36 processors with the distribution of 6 x 6 x 1 (6 along
the x- and y- directions and 1 along the z-direction). All Potentials can be summarized to
tables 1-3. The membrane domain of band-3 is represented by a spherical CG particle
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with a radius of 5 nm. When band-3 proteins interact with the cytoskeleton, the effect of
the cytoplasmic domain is taken into account and the effective radius is ~ 12.5 nm.
Therefore, the table is used.

Supplementary Figure 2.14 – 6-compoents membrane model Diagram
The interactive Membrane model contain all the particle groups and functions required
to operate the membrane. All elements are modular and removable.
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The “Short-range network” Method
A new method is created called the “Short-range network” built using “CellSpace” MID is
used to interconnect the Spectrin, Actin, Glycophorine and the Band-3 immobile via
unbreakable spring to form the spectrin cytoskeleton network. The “Short-range network”
is built by creating an internal network using a primitive and effecting lightweight hash
table in the simulation memory. By combining with the “CellSpace” IDs, the program can
quickly determine which particle pairs are supposed to be interacting with eachother. The
“Short-range network operates for both Inter-Cell and Intra-Cell interactions.
Supplementary Figure 2.15 c shows a simulation with only the “Short-range Network”
operating on the Spectrin, Actin, Glycophorine and the Band-3 immobile only.
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a)

b)

c)
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Supplementary Figure 2.15 – Modular Mode for the Membrane
a) The full membrane class with all 6 components. b) Membrane model with type A
Actine and Type B Spectrin modularly removed to study the bilayer. B) Membrane
model with type E mobile Band-3 and type F Lipids removed to study the cytoskeleton
network
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Table 3.1. Lennard Jones Chart
(A)

(B)

Actin
Junctional
Complex

Spectrin
Particles

(C)
Glycophorine

(D)

(E)

(F)

Band-3
(Immobile)

Band-3
(Mobile)

Lipid
Particles

(A)

Repulsive

Repulsive

Repulsive

Repulsive

Repulsive

Repulsive

Actin
Junctional
Complex

r = 15 nm

r = 10 nm

r = 10 nm

r = 20 nm

r = 20 nm

r = 10 nm

k=1

k=1

k=1

k=1

k=1

k=1

Repulsive

Repulsive

Repulsive

Repulsive

Attractive

r = 5 nm

r = 5 nm

r = 5 nm

r = 15 nm

r = 5 nm

k=1

k=1

k=1

k=1

k = 0.05

(B)
Spectrin
Particles

(C)
Glycophorine
(D)
Band-3
(Immobile)
(E)
Band-3
(Mobile)
(F)
Lipid
Particles
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Table 3.2. Poly 4-8 Chart
(A)

(B)

Actin
Junctional
Complex

Spectrin
Particles

(C)
Glycophorine

(D)

(E)

(F)

Band-3
(Immobile)

Band-3
(Mobile)

Lipid
Particles

Membrane

Membrane

Membrane

Membrane

r = 5 nm

r = 5 nm

r = 5 nm

r = 5 nm

k = 1.2

k = 1.2

k = 1.2

k = 2.8

Membrane

Membrane

Membrane

r = 5 nm

r = 5 nm

r = 5 nm

k = 1.2

k = 1.2

k = 2.8

Membrane

Membrane

r = 5 nm

r = 5 nm

k = 1.2

k = 2.8

(A)
Actin
Junctional
Complex
(B)
Spectrin
Particles
(C)
Glycophorine

(D)
Band-3
(Immobile)

(E)
Band-3
(Mobile)

Membrane

(F)
Lipid
Particles

r = 5 nm
k = 1.2
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Table 3.3. Specific Binding Chart

(A)
Actin
Junctional
Complex

(A)

(B)

Actin
Junctional
Complex

Spectrin
Particles

(C)
Glycophorine

(D)

(E)

(F)

Band-3
(Immobile)

Band-3
(Mobile)

Lipid
Particles

Specific
r = 10 nm
k = 57

(B)

Specific

Specific

Spectrin
Particles

r = 5 nm

r = 5 nm

k = 57

k = 57

(C)
Glycophorine
(D)
Band-3
(Immobile)
(E)
Band-3
(Mobile)
(F)
Lipid
Particles
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Potential functions input files:
[TABLE] Lennard Jones Chart - amplification
1 1 1 1 1 1
1 1 1 1 1 1
1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0

[TABLE] Lennard Jones Chart - sigma
3 2 2 4 4 2
2 1 1 1 3 1
2 1 0 0 0 0
4 1 0 0 0 0
4 3 0 0 0 0
2 1 0 0 0 0

[TABLE] Lennard Jones Chart - isAttractive
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
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[TABLE] Membrane Chart - amplification
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1.2 1.2 1.2 2.8
0 0 1.2 1.2 1.2 2.8
0 0 1.2 1.2 1.2 2.8
0 0 2.8 2.8 2.8 1.2

[TABLE] Membrane Chart - sigma
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1

[TABLE] Membrane Chart - isAttractive
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1
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Chapter 3. Interactive Virtual Reality Environment for Multiphysics Simulation

3.1 Abstract
Virtual reality poses the potential to fundamentally enhance the way we create, review,
and interact with simulations and three dimensional data. Representation of such data
and simulations in virtual reality grants users the ability to explore them intuitively and
personally. To this end we have developed a virtual reality environment for interactive
multiphysics simulation and data visualization. It provides an immersive experience and
a deep intuitive understanding of particle interactions and their effect on the emergent
system. Our software can be used for visualization of volumetric images such as those
produced by three-dimensional microscopic images. This method of visualization
provides a deeper understanding of such data structures than previously explored
methods, such as three dimensional anaglyph stereoscopy.

3.2 Introduction
Intuition, conjecture, and experimentation are essential driving forces behind innovation
and scientific discovery. These principles may be intrinsically augmented thanks to the
emergence of interactive virtual reality. This new tool invariably forces us to inquire into
the fundamental nature of how we perceive and interact with the world around us. Within
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this framework, interactive simulations in a virtual reality environment border on becoming
virtual experiments conducted by the researcher. Interactive simulation has already been
used in surgical simulations to train medical professionals in place of cadavers or animals
[109, 110], to assist and save cost in parts design [111], and even in flood threat analysis
[112]. Furthermore, the development of any one simulation benefits directly from a design
philosophy that integrates constant visualization and interactivity [113]. The use of virtual
reality enables swift and intuitive detection of errors and conflicts between simulation
parameters and reality.
One simulation technique that can considerably benefit from integration with virtual reality
is molecular dynamics (MD). Virtual reality provides an immersive experience that can
bestow a deep intuitive understanding of the molecular interactions and their effect on the
emergent system. Without virtual reality such an intuitive understanding of MD
simulations is challenging to acquire even with the aid of contemporary non-interactive
visualization tools, such as VMD [114]. Researchers will be able to perturb and interact
with simulations in virtual reality, by applying external forces or by causing shape
changes. Visualization of volumetric images, as those produced by confocal microscopy,
has long suffered due to the underlying complication of having to display innately threedimensional images on incompatible two-dimensional monitors. Even three dimensional
anaglyph stereoscopy is used in order to ease the difficult interpretation of volumetric data
[115, 116]. Similar to its application in MD in this regard, virtual reality offers a natural and

102

compatible way to reconstruct and explore volumetric images and simulations by invoking
them in a three-dimensional environment.
The advent of immersive virtual reality in the last three years has paved the way for us to
undertake these challenges. We have developed an interactive multiphysics simulation
and visualization environment in virtual reality called Interactive MultiPhysics
EnvironmenT for Unified Simulation in Virtual Reality (IMPETUS-VR). Using this tool,
researchers will be able to experience and manually interact with their simulations. They
will be able to literally walk through the data and explore any volumetric image in the very
same three-dimensions inherent in their image. This fundamental dimensional agreement
between the simulation or image space and the visualization space grants ineffable
understanding of the simulation or image details and allows the researcher to exert
immediate control over their work. The dimensional agreement also allows researchers
to not only instantly select any desired perspective, including inside the simulation itself,
but to observe and interact with previously unobservable blind spots that could not be
accessed through contemporary visualization tools.

3.3 Design and Implementation
Simulations in IMPETUS-VR are powered by the Interactive MultiPhysics EnvironmenT
for Unified Simulation (IMPETUS) [117] which is a powerful C++ based, object oriented
simulation engine. IMPETUS is capable of simultaneous and interdependent evaluation
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of continuum models, long-range particle networks, and short-range interacting particles.
This code is available independently, with associated tutorials online (Online Video
Section 3.5). All IMPETUS functionality has been fully implemented in IMPETUS-VR.
Thus, users can create and visualize simulations using the IMPETUS libraries, or even
import molecular dynamics configurational files, such as .cfg, in order to view them in
virtual reality. They can also employ the code structure that we have provided with
IMPETUS-VR, which is based on Unreal Engine 4, as a foundation for implementing their
preferred MD simulation code. The demonstration video of IMPETUS-VR (Section 3.5)
illustrates the general functional principles of the software and some of its practical
applications.
3.3.1 Code Structure
This environment was made possible by integrating the of a serialized version of
Interactive Multi-Physics EnvironmenT for Unified Simulations (IMPETUS) [117] with the
Unreal Engine 4. We chose Unreal Engine 4 because it offers openly available source
code. In IMPETUS-VR the Unreal Engine 4 software is responsible for the interactivity
and the visualization of the simulation state: the software renders the state and handles
user interactions and commands. In turn, IMPETUS processes the simulation in a
separate thread, a technique known as multithreading, which functions on the principle of
evaluating multiple processes concurrently. This means that as each visualization frame
is rendered for display any spare computational power is allocated to the numerical
computation of the simulation. The structure of the code can be seen in Figure 3.3.1.
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Throughout the course of simulation development in virtual reality, we have found that an
inconsistent or jarring frame rate is difficult to observe at best and nauseating at worst.
Multithreading empowers IMPETUS-VR to maintain an adequate visualization frame rate
at the cost of potentially slowing down the computation time of particularly large
simulations.
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Figure 3.3.1 – IMPETUS-VR Code Structure
IMPETUS-VR connects the Modular Interactive Domains (MIDs) of IMPETUS to the
Unreal Engine. These domains are currently the Particle Dynamics domain, Interactive
Finite Difference domain and the Network domain. Unreal Engine 4 renders and
presents the scene to the user through the HTC Vive. The Vive controllers allow users
to directly interact with and influence the simulations.

3.3.2 Volumetric Visualization Algorithm
We implemented the visualization of volumetric three-dimensional microscopy images by
displaying every cross-section of the image as an individual image separated in the
normal direction from adjacent cross-sections. Each slice is partially transparent such that
the transparency of every pixel is inversely proportional to its brightness. This method is
demonstrated in Figure 3.3.2. This implementation of volumetric representation produces
little computational overhead without sacrificing the fidelity of the source image.
Alternative volume rendering algorithms that also preserve image integrity, such as
volume ray casting or three-dimensional texturing, are too computationally taxing, and
thus preclude the use of virtual reality. Conversely, algorithms, such as the shear warp
algorithm [118] or splatting [119], which are sufficiently inexpensive to render in virtual
reality degrade image quality and often misrepresent the acquired data.
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Figure 3.3.2 – Volumetric Visualization Algorithm Code Diagram
Algorithm for volumetric representation of a 3D confocal microscopy image via
IMPETUS-VR. (A,B) The fluorescent channel of the z-stack of the images recorded
through a confocal microscope (A) are combined to produce a full-color image for each
slice (Bii). B(i-iii) are sampled slices in the z-stack generated as explained above. (C)
These slices are then loaded in IMPETUS-VR in an ordered manner and made partially
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transparent on a pixel-by-pixel basis such that dark pixels are more transparent than
bright pixels. (D)The individual images are then placed in a three-dimensional space on
top of one another and presented to the viewer as a full volumetric image.

3.3.3 Computer Specifications
IMPETUS-VR was tested with the HTC Vive on a custom built computer running Windows
10 (Intel® Core™ i7-5820K CPU @ 3.30GHz, Radeon RX480 graphics card, 16GB of
RAM, and MSI X99A Raider motherboard) and visualized more than 15,000 individual
low polygon count spheres or more than 65,000 individual cubes without a frame rate
drop in virtual reality. The number of seamlessly rendered simulation components is a
hardware limitation that will improve with the release of superior hardware.
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3.4 Results
In order to highlight the capabilities of IMPETUS-VR we have produced a number of fully
interactive simulations that users may modify by using a personal virtual reality head
mounted display and associated controllers. Specifically, we have developed a solventfree model of a phospholipid bilayer (Figure 3.3.3 a, Online Video Section 3.5) [88], and
a simulation of a spectrin network which corresponds to the cytoskeleton connected to
the red blood cell membrane (Figure 3.3.3 b) [120]. These simulations demonstrate the
ability to explore interactively the properties of emergent systems as they are perturbed
and rearranged in virtual reality. Furthermore, using IMPETUS-VR, we modeled the
interaction between cranial neural crest and cranial placode cells during collective cell
migration (Figure 3.3.5 a, Online Video Section 3.5) to reproduce experimental results
produced in Theveneau, E. et al. [86]. This simulation is an example of a continuum field
whose gradient is visualized as green vectors with orientations and magnitudes that are
explicitly apparent in virtual reality. This clarity is not practically achievable outside of the
realm of virtual reality. We have further produced an exemplary simulation of a network
of particles which interact via long-range forces (Figure 3.3.5 b, Online Video Section
3.5). This simulation demonstrates the visualization of long range forces as “tethers”
within virtual reality.
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Figure 3.3.3 – IMPETUS-VR Simulation of Phospholipid Bilayer and Spectrin
Network
(a) A simulation of a solvent-free model of a phospholipid bilayer where each blue
shape represents a cluster of lipids, while the red and yellow shapes represent arbitrary
membrane proteins. (b) A spectrin network which corresponds to the cytoskeleton
connected to the red blood cell membrane. The red particles represent actin junctions
and the green particles represent spectrin chain repeats.
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To further showcase the abilities of IMPETUS-VR in terms of volumetric visualization, we
have provided a number of volumetrically rendered confocal microscopy images. A 102
µm by 102 µm by 19 µm confocal microscopy image of a kidney mouse section can be
seen in IMPETUS-VR (Figure 3.3.4 a, Online Video Section 3.5). The three dimensional
structure of the mouse kidney section can be partially inferred in the figure itself, however
it is self-evident when viewed in three dimensions. We have also included a 290 µm by
290 µm by 20 µm scan of a hippocampus. (Figure 3.3.4 b).
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Figure 3.3.4 – Volumetric Representations of Three-Dimensional Confocal
Microscopy Images.
(a) A 102 μm x 102 µm x 19 µm volumetric image of a kidney mouse section. Here the
blue color represents actin, the green color represents wheat germ agglutinin (a general
stain for the surfaces of cells), and the red color represents the nuclei. (b) A 290 µm x
290 µm x 20 µm scan of a hippocampus section where the red color represents cell
nuclei stained with DAPI and the green color represents activated glial cells stained
with GFAP.
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Figure 3.3.5 – IMPETUS-VR Simulation of Collective Cell Migration and Network
of Long-Range Particle Interactions
(a). The interaction between cranial neural crests (represented by blue particles) and
cranial placode cells (represented by red particles) during collective cell migration as it
viewed by the user inside the head mounted display. The green arrows represent the
three-dimensional gradient field of the chemoattractant produced by the placode cells.
The nature of the gradient field is clearly apparent in virtual reality. (b). A simulation
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highlighting the representation of the network of long-range particle interactions
displayed as red “tethers.”

3.5 Availability and Future Directions
The preceding figures and others are available as 360 panoramas and can be viewed
online through your browser, cell phone, or personal virtual reality headset
(http://www.engr.uconn.edu/~gelyko/impetusvr.html). We have also made the program
code (under the GNU General Public License version 3) and associated libraries, the
demonstration video, a user manual, and a tutorial video available online at the same web
address.
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Chapter 4. Modeling Adhesion of Lipid Membranes using IMPETUS

4.1 Abstract:
Modeling multiple receptor-ligand interactions, where receptors are distributed on a
fluctuating membrane, is challenging since it involves two very distinct timescales. There
are currently no techniques that can rationally describe membrane adhesion as a result
of ligand-receptor interactions. We overcome this obstacle by introducing an essentially
time coarse-graining algorithm. We designed a potential that represents ligand – receptor
interaction with a survival probability R ( t ) and compute the transition probability for each
time step for the bond to remain intact at the specific time step. The membrane model
that undulates in the 3D space was used to study the impact of ligand-receptor binding
on the membrane fluctuations. We observed that the ligand-receptor adhesion changes
restrict the modal shapes of a membrane to a hill-like surface. Adhesion not only affects
the morphology of the membrane but also the diffusion of the corresponding receptors.
Anomalous sub diffusion was observed when a finite hierarchy of ligand trap distribution
was introduced. We observed that as the ligand density increases, anomalous diffusion
exponents become smaller and the overall diffusion decreases. The simulation results
demonstrate that our time coarse-graining algorithm for receptor-ligand interaction could
be used to model adhesion on lipid membranes.
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4.2 Introduction:
Adhesion between a cellular membrane and a substrate play an important role in several
biophysical processes. In this work, we aim to study (1) how membrane oscillations are
affected by adhesion between substrate ligands and membrane receptors, and (2) how
diffusion of membrane receptors depends on ligand-receptor adhesion. Modeling of
adhesion between substrate ligands and receptors located in the red blood cell (RBC)
membrane requires consideration of the very different timescales of the RBC the
membrane fluctuations compared to the oscillations of the ligand molecule under the
effect of the ligand-receptor bond. The timescale of the RBC membrane oscillations is ms
[2] while timescale of the ligand-receptor bond is femtoseconds [3]
Interaction between a specific ligand and a specific receptor has been described using
classical molecular dynamics (MD) approaches [52]. Recently binding kinetics have been
the focus of intense research since it has been found that binding kinetics are important
in designing efficient drugs [53]. Originally, simulations of ligand-receptor interactions
were developed by using equilibrium kinetics of bond formation [39]. Brownian dynamics
(BD) or Langevin dynamics (LD), a stochastic technique that simulates the diffusional
motion of molecular solutes by the implementation of the Langevin equation. When
combined with MD, the random motion provides the solvent friction and thermal
perturbation to accurately simulate the formation and dissociation of the bound molecular
complexes in a thermal environment. More detailed methods were developed to
accelerate the simulations of single ligand-receptor binding-unbinding performed at
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atomic level known as enhanced sampling methods (ESMs). ESMs are used to extract
thermodynamic and kinetic information and reconstruct the free energy as a function of
reaction coordinates called collective variables (CVs) which rely on physical pathways.
CVs are variables which describes the relevant degrees of freedom of protein–ligand
binding and unbinding. Examples of ESMs include Umbrella sampling (US)[54], replica
exchange[55], metadynamics (MetaD)[56], random acceleration MD (RAMD)[57], steered
MD (SMD)[58, 59], accelerated MD (aMD)[60], milestoning [61], transition-path sampling
[62], adaptive multilevel splitting (AMS)[63] and Markov state model (MSM) [64]. ESMs
were also combined with machine learning algorithm to further enhances sampling of
conformational spaces [65, 66]. These methods vary in their aims ranging from:
computing association

and dissociation

rate constants or computing detailed

pathways and mechanisms of association and dissociation. Research was also
performed on extracting statistical data from the unbinding process such as in a unique

case, Freund used the conservation of states OF L( , ) + OP Q( , ) = 0 and solved the bond

state probability L( , ) to obtain bond survival probability, bond ensemble force and
dissociation force distribution [47]. Here we propose a method to model receptor-ligand
interaction between a phospholipid membrane and a substrate by using stochastic
information of the bonds. The information is obtained from a model simulating the
dissociation of receptor-ligand bonds under the influence of a free energy landscapes that
is used the microscopic adhesion. The diffusion of the receptor and the oscillation of the
membrane is studied using this model.
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Cell membranes are typically consisted of a very thin film of continuous double layer of
phospholipid molecules about 5 nm thick in which membrane proteins are entrenched,
held together mainly by noncovalent interactions [20]. The phospholipid membrane
behaves like a two-dimensional dynamic fluid. It has been shown that the RBC membrane
comprises several adhesion receptors, such as the Lutheran (Lu) blood group RBC
antigen and basal cell adhesion molecule (BCAM/Lu) and the intercellular adhesion
molecule-4 (ICAM-4, LW glycoprotein) [4-6, 121].
Lateral diffusion of membrane proteins is important in various cell functions and has been
studied for a long time [27, 28]. Earlier fluid mosaic model of the cell membrane structure
postulated that membrane proteins undergo normal diffusion, which implies that the mean
square displacement (MSD) is linearly proportional to time. This follows directly from the
solution to the classical diffusion equation. The Mean Square Displacement (MSD) is
computed as
k

1
ghR( ) = j(
i
l7

( )−

(0))4

Normal diffusion is known to have the MSD is proportional to the time related by a
constant diffusion coefficient D.
MSD(t) ∝ R
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As experimental techniques advance, the diffusion of the plasma membrane proteins was
observed to be a complicated phenomenon that critically depends on the observation time
scale, the membrane composition, and the type of diffusing proteins [29-33]. At small time
scales, the motion of proteins is observed to follow the Brownian motion but at larger time
scales proteins undergo subdiffusion where the time dependence of MSD is sublinear
[34]. Anomalous diffusions are known to occur under the trapping of adhesion sites under
specific ligand-type distribution such as the finite hierarchy distribution [33, 108].
Specifically, anomalous diffusion follows the equation
MSD(t) ∝

r

,s < 1

Where s is the anomalous diffusion exponent. At very large time scales and under specific
circumstances, membrane proteins can follow normal diffusion but with a macroscopic
(long-term) diffusion coefficient orders of magnitude smaller than the corresponding
microscopic (short-term) diffusion coefficient[30-32, 35-37]. The lipid molecules and the
membrane proteins are found to be able to diffuse rapidly laterally in the plane of the
membrane [21]. Here, we will study the interdependence between adhesion and diffusion
of lipid membrane receptors that can bind to substrate ligands.
There are currently no techniques that can rationally describe membrane adhesion as a
result of ligand-receptor interacting at two very distinct timescales. Many simulations were
developed to study receptor-ligand interaction using kinetic theory of the equilibrium
reactions. Some examples are: the simulation of adhesion between a cell membrane and
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a substrate caused by a large receptor-ligand population [122], adhesion between elastic
media modeled using continuum [123], adhesion of whole cell rolling on surfaces in shear
flow [124]. However, these simulations implement very naive behaviors of bond
interactions, usually by equilibrium rate. These methods do not use the spatial and
temporal information of the bond kinetics and thus cannot describe the transient
behaviors. We propose to implement a technique to model membrane adhesion by using
very detailed information on bond association and dissociation. Our methods do use
information on the molecular details of the receptor-ligand interaction. Instead, we are
interested in the overall effect that the adhesion is having on the membrane oscillation
and receptor diffusion. To acquire this information, we develop a method to obtain
statistical data from a free energy landscapes. Stochastic information such as bond
survival probability and ensemble bond strength demonstrated by Freund is recorded
from this method. The data are then used to developed a coarse-grain receptor-ligand
interaction between a fluctuating membrane and a substrate. We employ a method that
combines stochastic techniques such as RAMD and LD to obtain membrane-scale
information from an atomic scale energy landscape. To demonstrate our method, we use
the simple generic energy landscape developed by Freund, which has proven to produce
the theoretical kinetic behavior described in Bell’s model (Supplementary Note 1). We
derived the transition probability to compute the bond survivability between simulation
time steps. This allows us to described the progression of bond dissociation as a function
of amount of time since the bond has established.
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4.3. Methods:
To accurately model receptor-ligand interaction between a phospholipid membrane and
a substrate, we introduce a technique with the consideration of the kinetics of individual
receptor-ligand bonds and the diffusive motion of the receptors located on a thermally
vibrating membrane model. In particular, we develop a particle model that statistically
reproduces receptor-ligand survival probability R ( t ) of a bond and the average binding
force magnitude

t@? (

). The survival probability R ( t ) is the probability of a receptor-

ligand bond to remain bound after an elapse time . The average force magnitude

t@? (

)

is the magnitude of the binding force binding the receptor and ligand in bound state
averaged over many bonds. Then, we use R ( t ) and

t@? (

) to simulate adhesion

between receptors located on a phospholipid membrane and a substrate populated with
ligands. We finally use the model to study the impact of adhesion on receptor diffusion
and on the fluctuations of the phospholipid membrane.
We a reproduced the receptor-ligand unbinding kinetics derived in Freund [47] in our
model to validate our technique. Freund described the response of a large ensemble of

identical receptor-ligand bonds in terms of the probability density L( , ). The receptor
and ligand are assumed to be fluctuating under the influences of their thermal
environment. L( , ) is the probability of finding the system of interest in position

at time

in a system. He adopted Kramers’s framework [48] of describing the evolution of

probability density L( , ) for time-independent energy landscape. Freund solved the
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evolution of L( , ) under the influence of binding energy landscape
loading

!(

) and external

( , ) by using the conservation of states OF L( , ) + OP Q( , ) = 0 and the flux

of states Q( , ) (Supplementary Note 2). In this model he obtained the survival rate R ( t )

, the ligand-receptor interaction force ( ), and the relation between the probability that a

bond will dissociate at a specific force which depends on the pulling rate ^(]) were
studied. These data were confirmed with finite element method.

4.3.1 Validating The Model of Obtaining the Survival Rate and Average Binding
Force Magnitude
To obtain R ( t ) , ( ) and ^(]), we create simulation where a large number of receptors
are fixed on a plane and interact to specific ligands that are initially located on top of the
receptors at the equilibrium distance xeq via the binding potential U b ( x ) . The ligands and
receptors are both represented as point particles. The ligands are free to fluctuate under
the effect of the thermal environment using the Langevin thermostat. Each receptor
interacts only with the corresponding ligand in a one-to-one fashion while other possible
interactions are ignored. To simulate the behavior of the system during unbinding, each
ligand is being pulled by an external loading potential

that distorts the original harmonic

attractive receptor-ligand potential allowing dissociation (Figure 4.3.1).
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Figure 4.3.1 – Dissociation of a Ligand and a Receptor under an Energy
Landscape
Systematic description of the dissociation process between a ligand particle and a
receptor particle under the influences of an energy landscape. (a) Initially the two
particles are at an equilibrium distance

Cu

apart and there are no external loading force,

the particle stays at the position that yields minimum energy (d). (b) upon the application
of an external force described as a linear spring potential with the pulling end position
described as H( ), the (e) energy landscape is being lowered and the equilibrium
distance between the two particle is shifted to a new location
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v
Cu .

c) Finally, when the

energy landscape is lowered enough where the energy minimum completely
disappeared, (f) the particles will transit from the bound state to the dissociated state.

To perform the simulations described above, we take the following steps. Two IMPETUS
“CellSpace” Modular Interactive Domains (MIDs) [125] are used to model the ligands and
the receptors. The simulation contains 10,000 receptor particles and 10,000 ligands
particles, each particle binds only its pair and it does not interact with any other particles.
The receptors are fixed at

BCDCEF B

= 0 and the ligands has an initial position of

=>?@ A

=

0. The length scale e is 1 wd, the energy scale a is 1 xi wd, the time scale is calculated

to be 1 dy, the time step ∆ is 0.01 ,

!"

= 4 xi wd is used. These values are identical

to the ones used in Freund [47].The model is implemented as an NVT ensemble with the
Langevin thermostat. The ligand and receptor are bound by the bond energy
external loading energy

!

and the

is applied (Supplementary Figure 4.2). For the first

simulation, pulling velocity of the mechanical loading force ' is assigned to be 1 wd/dy.

The 10,000 bonds are pulled under the influence of the mechanical loading

and they

are under the effect of thermos-fluctuation from the Langevin Thermostat. In these

simulations, we recorded the total ensemble force ( ), the survival rate U( ), and the
dissociation force probability distribution histogram ^(]) (Figure 4.3.2). Additional details

in relation to the implemented equations are discussed in Supplementary Note 2.
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Measuring of the Average Force – ( ). The average pair-interaction force ( ) is the
average force between the system of ligands and the receptors under effect of the bond
potential

!

at every time step as the system is being pulled at velocity ' under loading

. After ligand-receptor dissociation the interaction force for that particular pair is set to

zero. The mean value of the receptor-ligand interaction force is computed as the ( ) =

{ F@=| BDC
_!

A

. The result is shown in Figure 4.3.2 b.

Measuring of the Survival Rate – U( ). At every time step, the survival probability U( ) is
measured by counting the number of ligand receptors that are still under the influence of
the binding potential energy function
pairs in the simulation U( ) =

_> F@DF
_!

A

!

divided by the total number of ligand receptor

. This is the fraction of all pairs that are still intact and

also represents the probability of any one particular bond will remain intact after . The
result is shown in Figure 4.3.2 a.
Unbinding Force Histogram for different pulling rates - ^(]). Upon dissociation, the
unbinding force ] between the ligand and receptor is recorded. A collection of all these

forces is plotted in a histogram ^(]) and this histogram represent the probability
distribution function of the separation force of the ligand receptor under a particular

loading rate. The dissociation force probability ^(]) is obtained for several loading
velocity ' = 0.01, 0.1, 1, 10, 100 wd/dy (Figure 4.3.2 c, d).
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Calculation of the Average Bond Force Magnitude –

t@? (

). In addition, we also

computed the average interaction force between ligands and receptors
considering all bonds. We note that
| ( )|/U( ).

t@? (

t@? (

) can also be computed as

t@? (

t@? (

)

)=

) represents the average force between a ligand and the

corresponding receptor as a function of elapsed time .
To validate the model we compare the obtained results R ( t ) , ( ) and ^(]) with results
from Freund’s paper (Figure 3, 4, 5) [47]. We see that the numerical results obtain via
Langevin dynamics equations are almost identical to the results obtained in Freund’s
paper where a finite elements approach was used for the solution of the stochastic
equations.
To simulate lipid membrane adhesion to a substrate functionalized with ligands we
remove the loading potential

to obtain a system representing receptor-ligand

dissociation under negligibly small external loading. This assumption is made because
the bending rigidity of lipid membranes is on the order of 10 − 20 K BT which can be shown
that it results in pulling forces on the order of 0.3 pN [126] as resistance of the membrane
to bending during thermal oscillations. As a result of these simulations we compute the
survival probability R ( t ) and the average binding force magnitude f mag between lipid
membrane receptors and substrate ligands in the case of a thermally oscillating
membrane.
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a)

b)

c)

d)

Figure 4.3.2 – Recorded Data From the Ensemble Model
(a) Survival probability of the ensemble, (b) average force, (c) and (d) dissociation force
distribution with five loading rates v= 0.01, 0.1, 1, 10, and 100 nm/ms
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4.3.2 Phospholipid Membrane Model
Using the survival probability R ( t ) and average force magnitude

t@? (

) obtained from

the above simulation, we create an IMPETUS Coarse-Grain Molecular Dynamics
(CGMD) model to simulate the adhesion between ligands distributed uniformly on a flat
substrate and receptor located on the surface of a phospholipid membrane. Two types of
coarse-grained particles are used to model the membrane, Type A: coarse grained lipid
clusters, and Type B coarse grained lipid clusters with a spherical surface representing
the location of the receptors that binds to ligands. These coarse-grain particles are 4.45
nm in diameter and interact with each other by a modified Lennard-Jones that forces them
to remain in a two dimensional fluctuating sheet[126]. The length scale of the simulation
is e = 4.45wd and the timescale is

c

= 3 ∗ 10

€

based on the diffusion of the membrane

protein [72, 73, 107, 108].
The ligands are represented as stationary point particles distributed uniformly on a plane.
We develop a “smart” ligand class in IMPETUS to simulate the complex behavior of
receptor-ligand interaction including a) specific particle identity to allow one-to-one
specific binding, b) an internal clock to record the ligand-receptor bound time, c) an
algorithm using transition probability for discrete time stochastic process to determine
whether a bond is still intact by comparing to R ( t ) and d) variations of the bond types
and type distributions on the substrate. The interaction ranges between the binding areas
of a ligand to the receptor located on spherical surface of the lipid cluster bead is 1nm.
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The ligand particles are distributed on a planar surface that is parallel to the substrate
and at a distance

•‚ƒ•N„…N† away.

The lipid membrane is positioned on top of the substrate

as shown in diagram (Figure 4.3.3).
Receptor Distribution: The phospholipid membrane is selected to contain 20% frequency
of adhesion site, matching experiments with epinephrine treated sickled red blood cell
[17]. The experiments were performed on 1024 points arranged in 32x32 grid on a 1 μm
x 1 μm segment membrane. This yields approximately 205 receptors per 1 μm2 area of
membrane.
Modeling Ligand Substrate: Ligands are distributed on a plane representing the substrate

at w=>?@

A_7

× w=>?@

A_4

numbers of ligand along the two axes 1 and 2. ˆ7 and ˆ4 are the

size of the simulation box. w=>?@
w=>?@

A_>

A_7

= ‰ŠŠ ‹

and w=>?@

A_4

are defined as:

ˆ>
∗ ˆ••,w
DŒF + ˆU ,w•Ž

c>ACECBDC F@?C •

We use the variable “side percentage” as a parameter to control the density of the ligands
on the substrate. Side percentage is the line density of the ligand populated on one side
ˆ> of the substrate. At 100% side percentage density on both sides, the ligands stack side
by side at approximately

=>?@ A

apart where

=>?@ A

is 27/€ e + 2wd. As long as the side

percentage density is less than 100%, this will guarantee that no two ligands will overlap
each other and the receptors will only interact with 1 ligand at a time. In this work, we
model the simulation with line densites of 10, 15, 20, 25, and 30.
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The “Smart” Ligand class uses an IMPETUS’ function to apply receptor-ligand interaction
only to the cells of the receptor “CellSpace” MID that are proximal to the ligand and ignore
those that are distal. This is a natural ability of IMPETUS and greatly improves efficiency
of the simulation. The substrate is modeled using a modified repulsive Lennard-Jones
function as follows:

•‚ƒ•N„…N†

=

48/
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The cut-off distance for the Lennard-Jones substrate

,

,

>’
>’

≤
>

•‚ƒ•N„…N†

•‚ƒ•N„…N†
•‚ƒ•N„…N†

is

•‚ƒ•N„…N†

= 27/€ e, ———˜
•– is

the vector between the closest point on the wall to the particle. Similarly, Lennard-Jones
“Substrate” class in IMPETUS uses functions that iterate through the receptors that are
located in the cells of the receptor “CellSpace” MID that are only nearby the plane of the
substrate. The overall set up is illustrated in Figure 4.3.3.
4.3.3 Simulation Set Up
In the simulation, four different types of bond strength is used: 20 xi wd, 40 xi wd,

80 xi wd and 160 xi wd. From the 4 different types of bond strengths, five different

types of ligand substrates set up is implemented: A) all 20 xi wd bonds, B) all 40 xi wd

bonds, C) all 80 xi wd bonds, D) all 160 xi wd bonds, and E) a combination of the
previous 4 types with distributions of 50% 20 xi wd, 25% 40 xi wd, 12.5% 80 xi wd,
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and 12.5% 160 xi wd, randomly distributed on the substrate. Each distribution types can
also have varying ligand line density of 10%, 15%, 20%, 25%, and 30%.

Figure 4.3.3 – Schematic Diagram of Modeling Membrane Receptor. Schematic
describing the adhesion model between a ligand on the substrate and a receptors on
the membrane.
We use the two types of particles: type A (lipid cluster) and type B (lipid cluster with
receptors on the spherical surface) described in Section 4.3.2 for our simulations. The

plane containing the particles is located (

•‚ƒ•N„…N†

+ e)/2 above the center of the

substrate. Note that at this the equilibrium distance where the force between the coarsegrain sphere with the receptor, the ligand and the substrate is zero. Upon encountering
each other, the ligand will bind to the surface of these particles. We use three models to
study the diffusion of the receptors. They are calibrated to have the same diffusion
coefficient:
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Model 1 - Receptors Diffusing on a 2D Plane via the Langevin Thermostat. In this
model, we use only type B particles diffusion on a 2D plane. The Langevin thermostat is
implemented. These particles interact with each other by repulsive Lennard Jones
potential. The simulation world size is 355.16 e × 349.01 e, receptor density is 20%,
ligand substrate types are A, B, C, D, and E, and ligand line density are 10%, 15%, 20%,
25%, and 30%.
Model 2 – Receptors Diffusing on a 2D lipid membrane. In this model, the membrane
is represented as a 2D fluid populated with Type A particles (lipid cluster) and Type B
particles (lipid cluster with a spherical surface containing the receptor). The Nose-Hoover
thermostat is implemented. These particles interact with each other by repulsive Lennard
Jones potential. The simulation world size is 177.58 e × 174.50e, receptor density is 20%,
ligand substrate types are A, D, and E, and ligand line density are 15%, 20%, and 30%.
Model 3 – Receptors Diffusing on a Fluctuating Membrane. In this simulation, both
type A and type B particles are used. The particles are free to fluctuate in 3D using the
sheet potential discussed in Section 4.3.1. The Nose-Hoover thermostat is implemented.

The simulation world size is 168.70 e × 165.78e (which is 95% of each side of Model 2

but at the same particle numbers), receptor density is 20%, ligand substrate types are D
and E, ligand line density is 20%. This model is also used to study the impact of the ligand
traps on the fluctuation of the membrane sheet.
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4.4 Results and Discussion
4.4.1 Auxiliary results
4.4.1.1 Analyzing Receptor-Ligand Dissociation in the Case Without Mechanical
Loading
We measure the survival probability R ( t ) and average binding force magnitude

t@? (

)

of a system representing receptor-ligand dissociation under negligibly small external
loading described in Section 4.3.1. We created a simulation of 10,000 receptors and
10,000 ligands particles to represent the system. The ligands and receptors are bound
under the effect of the potential

!

while the external loading

is removed. The receptors

are fixed and the ligands are free to fluctuate in the energy landscape under thermal
perturbation. Figure 4.4.1 shows the recorded survival probability U( ) fitted with the

exponential decay function U( ) = exp(−• ) and the average force magnitude is fitted to
a constant

t@? (

) = ž@Ÿ? xi for energy barrier matching Freund’s initial simulation -! =

40 xi wd. In addition to -! = 40 xi wd, data for 3 other energy barrier strength is
collected: -! = 20 xi wd, -! = 80 xi wd, -! = 160 xi wd and presented in Table 4.4.1.
The table displays the coefficient of decay • and the fitted constant ž@Ÿ? for each energy

barrier strengths. We validate the simulation data by observing that the average
magnitude of binding force constant ž@Ÿ? increases by a factor of approximately √2 as -!

increases by 2. This is analyzed using the conservation of energy (Supplementary Note
3).
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a)

b)

Figure 4.4.1 – Recorded Survival Probability and Average Bond Force (a) The
survival probability of ligand and receptor interaction at the absence of the external
load. (b) the average bond force experienced by the ligand and receptor. The data is
fitted as a constant.
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Type

Energy Barrier

A

-! = 20 xi wd

B
C
D

-! = 40 xi wd
-! = 80 xi wd

-! = 160 xi wd

Coefficient of decay - ¡
1.1830x10
3.327x10
6.977x10
~0

7

¦
§

Average Force - ¢£¤¥
12.4844 xi
20.0145 xi
28.6573 xi
40.649 xi

Table 4.4.1 The coefficient of decay • and the fitted constant ž@Ÿ? for each energy

barrier strengths -! = 20 xi wd, -! = 40 xi wd, -! = 80 xi wd, -! = 160 xi wd

4.4.1.2 The “Smart” Ligand IMPETUS class.
Using the survival probability R ( t ) and average binding force magnitude

t@? (

), the

“Smart” Ligand IMPETUS algorithm is developed to model the process of receptor-ligand
interactions. The algorithm is programmed as a C++ class and is summarized in the
diagram in Supplementary Figure 4.3. Upon encountering each other, if the ligand is
“available” for binding, it will save the receptor ID, the internal clock of the bond will initiate
its “age” to zero, set the Boolean “alive” to TRUE, and “availability” to FALSE. A ligand
binds to at most one receptor and it is “available” for binding if it hasn’t form a bond with
a receptor. The variable “age” is the amount the time elapsed since the bond has
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established, “alive” is a Boolean describing whether the receptor and ligand are still
bound, “availability” is a Boolean describing whether the ligand is free to be bound to by
a receptor. With “availability” set to FALSE, the ligand will not bind to another receptor
other than the receptor with the saved ID. This enforces that no ligands will bind to a
second receptor.
When a ligand-receptor bond is formed, a force

t@? (

) is applied between the receptor

and the ligand. The average force between the ligand and receptor is initially 0, but is
quickly brought to ž@Ÿ? with a ramp function at the rate of

A|
AF

and then it remains at a

constant ž@Ÿ? . The purpose of the quick ramp function is to avoid a discontinuity of force
between the unbound state and the bound state that causes the simulation to becomes
unstable. The rate

A|
AF

is arbitrarily selected. We choose a rate to reach the binding force

of 12.4844pN in 50 c , which corresponds to the ž@Ÿ? of when -! = 20 xi wd. The exact
value of is

A|
AF

trivial as long as stability is achieved. The algorithm will then determine if

the bond had survived the time span of ∆ using transition probability ^( ) from the

previous state ( − ∆ ) to current state ( ). Every timestep, the Random Number

Generator (RNG) will generate a float number between 0 and 1 to determine if the bond

survives. The transition probability ^( ) is derived from survival probability function U( ).

The bond is considered no longer “alive” if the RNG number less than ^( ). If the bond is

no longer “alive”, the adhesive force will end, allowing the ligand to locate and bind to
another receptor.
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The unbinding conditions for the bond are (1) if the bond is no longer “alive” or (2) if the
ligand and receptor are forcibly extended beyond their interaction range. Lastly, the ligand
object will check the unbinding condition if “alive” is FALSE and if the pair exceeds its
interaction range, setting the “availability” to TRUE. After the receptor leave the interaction
range of the ligand, the ligand becomes “available” and is free to bind with any new
neighboring receptor. The ligand class has a mechanism to identify and bind only to the
corresponding receptor as long as the bond is still intact. After the bond breaks, the ligand
is free to bind to a new receptor. The ligand receptor interaction also has a rebinding
mechanism which is managed by the Ligand object. The ligand is free to rebind only after
it has failed the survivability test and has left the interaction range. The survival probability
function and the binding force function is obtained using the data described above in
Section 4.4.1.1.
4.4.1.3 Computing Transition Probability of Bond Survival in Discrete Time
Stochastic Processes.
In the “Smart” Ligand algorithm, the bond survivability at each time steps is modeled using
the transition probability for discrete time stochastic processes ^( ). ^( ) is derived from

the bond lifetime is modeled using a survival probability function U( ). Denoting

the event of the bond being “alive” at elapsed time − ∆ and

F

is dependent on

F ∆F

F ∆F

to

F

as

as the event of the bond

being “alive” after an elapsed time . The transition probability written as ^(

the probability of transitioning from state

F ∆F

F | F ∆F ),

in a single timestep ∆ . The event

is
F

since the bond needs to be “alive” in the past to be “alive” in the
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present. For a dependent process, given that the bond was “alive” at − ∆ , the probability

of bond surviving ∆ at
^(

F

∩

F ∆F )⁄^( F ∆F ).

undoubted “alive” at

is computed using the conditional probability ^(

The bond being “alive” at

−∆ , (

F ∆F ).

inclusion, if

F

F ∆F

⊆

therefore

F ∆F ,

then

F

F

F ∆F ,

is included in

∩

F)

F ∆F

=

F.

(

F ).

=

implies that the bond was

However, the bond being “alive” at

does not necessary imply that the bond is “alive” at
is a subset of

(

F | F ∆F )

−∆ , (

F ∆F )

This means that the event

denoted

F

⊆

F ∆F .

F

With algebra of

The event of the bond surviving in the past

is required for the bond to be alive in the present. The event of the bond is current alive
at

and the event of the bond has survived in the past at −

the bond is currently alive at ,
time

F

∩

F ∆F

=

F.

is equal to the event of

Since the event of the bond surviving at

is dependent and is inclusive by the event of the bond being alive at time − ∆ .

Combining this with the conditional probability, the transition probability is computed as

^(

F | F ∆F )

= ^(

F

∩

F ∆F )⁄^( F ∆F )

= ^(

F )⁄^( F ∆F ).

In conclusion, the probability of

the bond is still alive in the simulation knowing it was alive 1 timestep ∆ ago is computed
as ^( ) = U( )/U( −

). Every timestep, the ligand will determine if it has survived ∆

by using a random number generator (RNG) creating a random number between 0 and
1. If the random number is less than or equal to ^( ), the ligand survives. Otherwise, the
ligand will dissociate from the membrane receptor and the adhesive force is disabled.
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4.4.2 Phospholipid Membrane Simulation Results
4.4.2.1 Diffusion of Receptors on a Substrate of Ligands
In this section, we study the impact of ligand traps have on the diffusion and diffusion
types of the receptors. We will look at the three models discussed in Section 4.3.3: Model
1 – Receptors Diffusing on a 2D Plane by Langevin Thermostat Random Motions, Model
2 – Receptors Diffusing on a 2D lipid membrane, Model 3 – Receptors Diffusing on a
Fluctuating Membrane. We observe how in general, ligand strength decreases the
diffusivity of the receptors when there is only one type of bond strength on the substrate.
However, when there is a finite hierarchy of ligand types distribution on a substrate,
anomalous diffusion observed. We also observe that the anomalous diffusion exponents
decrease as the population density of ligand traps increases.
4.4.2.1.1 Model 1 Results - Receptors Diffusing on a 2D Plane by Langevin
Thermostat Random Motions.
We study the diffusion of receptors when their motion is governed by the Langevin

thermostat. The diffusivity R following the equation for normal diffusion MSD(t) ∝ R for

ligand substrate types (A (20 xi wd), B (40 xi wd), C (80 xi wd) and D (160 xi wd)

are recorded as D = 1.3112

7.0870

e / c , D = 3.4283

¦ 4

e / c , D = 2.7799

- 4

e / c, D =

- 4

e / c , respectively. In the cases where the bonds are weak (the ligand type A,

§ 4

B and C at line density of 20%) their motion is normal diffusion (Figure 4.4.2 a,b,c). The
diffusivity is also observed to decrease as the ligand trap strength increases. At
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sufficiently high bond strength, ligand type D (160 xi wd), the diffusion becomes very
small and the receptors becomes completely trapped (Figure 4.4.2 d).
When there is a finite hierarchy distribution of ligand traps at various strengths (type E
ligand substrate) anomalous diffusion is observed (Figure 4.4.3). Various simulations of
type E substrate at different ligand density is conducted. The anomalous diffusion
exponents s appeared in the equation MSD(t) ∝

r

is recorded (Figure 4.4.7 blue plot).

For ligand substrate of 10%, 15%, 20%, 25%, and 30%, the corresponding anomalous
diffusion exponents are s = 0.7164, s = 0.3631, s = 0.3025, s = 0.1545 and s = 0.0955

respectively. We observed that at low ligand density, s is recorded to be relatively high
and the diffusion is observed to be closer to a normal diffusion (Figure 4.4.4 a). As the

ligand density increases, s becomes smaller and the anomalous diffusion characteristic
becomes more apparent and the overall diffusion decreases (Figure 4.4.4 b, c, d).
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a)

b)

c)

d)

Figure 4.4.2 – Diffusion of Receptors for Various Ligand Bond Strengths
Langevin Diffusion MSD for ligands substrate (a) type A (20 xi wd), (b) type B

(40 xi wd), (c) type C (80 xi wd) and (d) type D (160 xi wd) at 20% ligand line

density. The diffusion is observed to be as normal diffusion but the diffusivity is
observed to decrease.
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Figure 4.4.3 – Diffusion of Finite Hierarchy Distribution Ligand at 20% Side
Density.
Anomalous diffusion of receptors for finite hierarchy distribution of ligands is observed
for ligand combination type E with 20% ligand side density. The anomalous diffusion
exponents s appeared in the equation MSD(t) ∝
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r

is 0.3025

a)

b)

c)

d)

Figure 4.4.4 – Diffusion of Finite Hierarchy Distribution Ligand at Various Side
Density.
Anomalous diffusion of receptors for finite hierarchy distribution of ligands is observed
for ligand combination type E with different ligand side density of (a) 10%, (b) 15%, (c)
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25%, and (d) 30%. As the ligand density increases, the anomalous diffusion
characteristic becomes more apparent and the overall diffusion decreases. Anomalous
diffusion is observed. The anomalous diffusion exponents s appeared in the

equation MSD(t) ∝

r

are 0.7164, 0.3631, 0.1545, 0.0955, respectively.

4.4.2.1.2 Model 2 Results – Receptors Diffusing on a 2D lipid membrane.
We next study the receptors diffusing with other lipid cluster beads on a lipid membrane
that behaves as a 2D fluid model. We first look at the three simulations ligands substrate

type: type A (20 xi wd), type D (160 xi wd) and type E (combination) at 20% ligand line
density and observe the three types of respective diffusion: normal diffusion, complete
entrapment, anomalous diffusion (Figure 4.4.5) correspondingly as demonstrated in
4.4.2.1.1 Model 1. Similar to Model 1, when there is a finite hierarchy distribution of ligand
traps at various strengths (type E ligand substrate) anomalous diffusion is observed
(Figure 4.4.5 c). Various simulations of type E substrate at different ligand density is

conducted. The anomalous diffusion exponents s appeared in the equation MSD(t) ∝

r

is recorded (Figure 4.4.7 red plot). For ligand substrate of 15%, 20%, and 30%, the

corresponding anomalous diffusion exponents are s = 0.4283, s = 0.2439, s = 0.1066

respectively. Similarly, we observed that as the ligand density increases, s becomes
smaller and the anomalous diffusion characteristic becomes more apparent and the
overall diffusion decreases (Figure 4.4.5 c), (Figure 4.4.6 a, b).
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a)

b)

c)

Figure 4.4.5 – Diffusion of Receptors Diffusing on a 2D Lipid Membrane.
Two-dimensional lipid membrane MSD for ligands substrate a) type A (20 xi wd), b)
type D (160 xi wd) and c) type E (combination) at 20% ligand line density. We observe

three types of diffusion: normal diffusion, complete entrapment, anomalous diffusion.
The anomalous diffusion exponents s appeared in the equation MSD(t) ∝
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r

is 0.2439

a)

b)

Figure 4.4.6 – Anomalous Diffusion of Receptors for 2D Lipid Membrane.
Anomalous diffusion of receptors for finite hierarchy distribution of ligands is observed
for 2D lipid membrane with ligand combination type E with different ligand side density
of (a) 15%, (b) 30%. As the ligand density increases, the anomalous diffusion
characteristic becomes more apparent and the overall diffusion decreases. The
corresponding anomalous diffusion exponents s appeared in the equation MSD(t) ∝
are 0.4283 and 0.1066, respectively.
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r

Figure 4.4.7 – Anomalous Diffusion Exponents for Model 1 and Model 2
Anomalous diffusion exponents is recorded of receptors diffusing on a 2d plane for
Model 1 (by Langevin thermostat random motions) and Model 2 (on a 2d lipid
membrane). Cases for various ligand line density is studied. For ligand substrate of
10%, 15%, 20%, 25%, and 30% in Model 1, the corresponding anomalous diffusion

exponents are s = 0.7164, s = 0.3631, s = 0.3025, s = 0.1545 and s = 0.0955. For
ligand substrate of 15%, 20%, and 30% in Model 2, the corresponding anomalous
diffusion exponents are s = 0.4283, s = 0.2439, s = 0.1066. We observed that as the
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ligand density increases, s becomes smaller and the anomalous diffusion characteristic
becomes more apparent.

4.4.2.1.3 Model 3 Results – Receptors Diffusing on a Fluctuating Membrane.
Two cases from a planar lipid membrane is brought to a fluctuating lipid membrane to be
studied: Case 1: the complete entrapment on 2D diffusion of type D (160 xi wd) ligand
trap. Case 2: Anomalous diffusion caused by a combination of finite hierarchy of ligand
traps. By comparing (Figure 4.4.5 b) with (Figure 4.4.8 a) for ligands type D, we see that
by allowing the membrane to oscillate in 3D most of the receptors are not trapped
anymore and this reflects in MSD. In addition, by comparing (Figure 4.4.5c) with (Figure
4.4.8 b) for ligands type E, we see that the character of the diffusion changes from
anomalous to closer to normal.

148

a)

b)

Figure 4.4.8 – Diffusion of Receptors on a 3D Fluctuating Membrane.
Three-Dimensional Membrane Model under Influence of Ligands
(160 xi wd) and b) type E (combination) at 20% ligand line density.
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a) type D

4.4.2.2 Membrane Fluctuation under the Effect of Ligand Traps
In this section, we study how the ligand traps affect the shape of the fluctuating
membrane. Figure 4.4.9 a is a free fluctuating lipid membrane. Figure 4.4.9 b is the
configuration of a lipid membrane with freely diffusing receptors placed on top of a
substrate full of ligands with adhesion. The simulation demonstrates that the substrate of
ligands changed the modal shape of the membrane. The color describes the z position,
with blue being the portion of the phospholipid in the lower altitude and red being higher.
On Figure 4.4.9 a, the membrane is free to fluctuate. The lipid membrane under the
influence of ligands demonstrate an almost fixed shape with a spheroid section in the
middle and an almost flat surface at the periphery attached to the substrate. The blue
particles on Figure 4.4.9 b constitute the part of the membrane that are in contact with
the ligands while the red particles are not. We conjecture that the receptors located in the
red portion of the membrane undergo abnormal diffusion due to the adherence to the
ligands while the particles in the middle portion of the membrane diffuse normally since
they are not attracted by the ligands in the substrate.
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a)

b)

Figure 4.4.9 –Three-Dimensional Membrane Model under Influence of Ligands
a) The membrane under free fluctuation and no constraints, b) the membrane is being
placed on top of a substrate of ligands, c) histogram of the normalized z component of
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the membrane under free fluctuations, d) histogram of the normalized z component of
the membrane under the effect of substrate adhesion..

4.5 Conclusion
In this work, we investigated how receptor – ligand adhesion affects the thermal
fluctuations of a lipid membrane on which receptors are distributed and how influences
receptor diffusion. We developed a new approach to overcome the difficulties originated
from the extreme difference among the characteristic time scales related to membrane
oscillations, ligand – receptor interactions, ligand-receptor, bond lifetime and receptor
diffusion. We overcame this obstacle by introducing an essentially time coarse-graining
algorithm as follows. Because we were interested in the behavior of a large number of
receptors interacting with ligands, we did not consider the kinetics of each ligand-receptor
interactions at the time scale of atomic vibrations (fs time scale) but only at the time scale
related to the survival rate of the ligand-receptor pairs. Following the work by Freund [47],
we designed a potential that represents ligand – receptor interaction with a survival

probability R ( t ) exhibiting an exponential dependence on time R(t) = exp(−• ). Using
the survival probability of a ligand-receptor pair, we computed the transition probability
for each time step for the bond to remain intact at the specific time step. We note that
because the bending rigidity of a lipid membrane is on the order of 10 − 20 K BT the force
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applied on the ligand-receptor bond, due to membrane thermal fluctuations, is at the order
of on the order of 0.3 pN [126]. As a result, we did not consider an external force to the
receptor-ligand bond since the ligand-receptor unbinding force varies between several
pN and nN [39, 127]. The ligand-receptor binding forces used in the simulations were the
average forces computed for each ligand-receptor pair and for different maximum
strength considering a harmonic potential introduced in [47] for different potential depths.
The membrane model fluctuating in the 3D space was used to study the impact of ligandreceptor binding on the membrane fluctuations. We observed that the ligand-receptor
adhesion changes restrict the modal shapes of a membrane to a hill-like surface (Figure
4.4.9 b). Adhesion forces part of the membrane to be very close to the substrate and
ceases large wave-length oscillations. This has an effect not only on the morphology of
the membrane but also on the diffusion of the corresponding receptors as is explained
below. To quantify the effect of receptor-ligand adhesion on receptor diffusion, we first
study how the distribution of the ligand-receptor interaction strength affects its type in the
case of receptor particles moving on a 2D surface where stationary ligands act as traps.
The motion of the receptors was governed by the Langevin equation. In addition, we
implemented various combinations of ligand-receptor interaction strengths and ligand
density for a specific receptor density, which was determined by measurements of the
density of the typical adhesion receptors BCAM/Lu and ICAM-4 on the plasma membrane
of the RBC. We observed that the higher the bond strength, the lower diffusivity is
recorded. When bond strength is sufficiently high, receptors become completely trapped.
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Importantly, anomalous sub diffusion was observed when a finite hierarchy of ligand trap
distribution was introduced. The emergence of anomalous subdiffusion was expected
based on theoretical calculations and Monte-Carlo based lattice simulations [33]. The
anomalous diffusion exponents s appeared in the equation MSD(t) ∝

r

is recorded

(Figure 4.4.7). We observed that as the ligand density increases, s becomes smaller and

the overall diffusion decreases. The simulation results demonstrated that our time coarsegraining algorithm for receptor-ligand interaction is applicable to modeling adhesion on
lipid membrane. The introduced technique will advance the numerical modeling of
membrane and cell adhesion as the method can be applied to many types of bonds and
free energy landscapes.
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4.6 Supplementary Material
Supplementary Note 1 - Kinetic of Ligand Receptor Unbinding
Using the kinetic theory of strength of solids [128], the dissociation and reformation of
ligands and receptors at equilibrium is studied [39]. In addition, a relationship between
the adhesion bond lifetime to the rate of mechanical force pulling on the bond is
established. It was shown that the average dissociation force of an adhesion bond is
proportional to the log of the pulling rate of the mechanical force [39, 43].
(') =

)

∗"
!

ln(') −

)

∗"
!

ln(' )

This is supported by experiments [45, 129]. Freund [47] describes the response of a large
ensemble of identical receptor-ligand bonds under the influences of their thermal

environment in terms of the probability density L( , ). L( , ) is the probability of finding
the system of interest in position at time in a system. He adopted Kramers’s framework

[48] which describes the evolution of probability density L( , ) for the case of a timeindependent energy landscape. Freund modeled the system by using the conservation of
states OF L( , ) + OP Q( , ) = 0 and the flux of states Q( , ) in the

direction at time . The

( , ) and diffusivity R.

( , ) is total energy

flux of states is defined as Q( , ) = −RSOP L( , ) + L( , )OP ( , )T when under the
influence of interaction energy field

landscape representing the system energy ( , ) =

potential

!(

!(

)+

( , ). The binding energy

) is the energy landscape used to represent the binding force between
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ligand and receptor;

( , ) is the energy potential for the external loading forcibly

separating the bonds. In his work, he created fictional energy profiles for

!(

) and

( , ). He validated his model with finite element method. The three sets of data

measured by Freund are 1) Bond survival probability U( ), 2) Mean ensemble force ( ),
3) Dissociation for probability density distribution ^(]). U( ) is defined as the fraction of

all bonds that is observed to remain intact after an elapsed time . U( ) is also the
probability of any one particular bond will remain intact after . It has an initial value

U( = 0) = 1, and approaches zero as time become sufficiently large lim U( ) ⟶ 0. U( )
F→Y

is related to L( , ) as:

U( ) = [ L( , )
The corresponding force acting on the ensemble is computed by Freund as:
( )=

)"

∗ U( )O\(F) (

, )

In this work, the external loading is assumed to be pulling a soft spring at constant speed
yielding the displacement of:
H( ) = ' ∗

The probability that a bond under a particular loading rate will separate at the force ] is
defined as the force probability distribution and is denoted by ^(]). ^(]) is related to the
survival probability U( ) [51] as:
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^(]) = −

U_ (]/'I)
'I

Histograms for the probability distribution of the dissociation force for each of the five
different loading rates, each 10 times faster than the previous, is plotted (Freund Fig.
5)[47]. The data obtained shows the dissociation force being proportional to the log of the
pulling rate of the mechanical loading. This reinforced Bell’s description of ligand –
receptor dissociation. The results demonstrate that the energy potential developed by
Freund accurately represents the adhesion between a ligand and a receptor. This
concludes that the fictional bond potential

!(

between a receptor and a ligand for our model.

157

) is valid to represent the interaction

Supplementary Note 2 – Simulation Parameters
In our simulation, receptors and ligand pairs interacts specifically only to each other. The
bond are under the influence of the binding potential

!(

) and the pulling potential

(H( ), ). We choose to employ the same energy profiles as Freund did[47]. Binding

potential

depth -! :

!(

) is parameterized by the maximum separating distance , and the energy
4
-!
1
22 4 − 16 0 < ≤ <
,
, 2/
!"
/
4
1
!
(
)
= −
!
2 − 6
< <1
0 ! " ,4 ,
;
2 ,
/
/
/
/
0
1
≤
.
, :

1
/
/

Where

is the distance between the ligand and receptor

receptor is fixed

BCDCEF B

=

. The pulling potential
( , )=

=

=>?@ A

−

BCDCEF B .

(H( ), ) is defined as

The

1 I
(' ∗ − )4
2 !"

where H( ) is the position of the pulling cantilever at any given time , linear spring

stiffness I, travels along

direction at a velocity '. The parameters are the same as

Freund’s model:
-! = 40 xi wd
I = 2 xi/wd

!"

= 4 xi wd
R = 1 wd4 /dy
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, = 1 wd
' = 1 wd/dy

(Supplementary Figure 4.1) demonstrates the evolution of the energy profile as the bond
is being forcibly separated.

Supplementary Figure 4.1 – Energy Landscape of Ligand and Receptor
Unbinding
(a) The binding energy landscape

!

and loading potential

is presented,

is being

pull a constant rate ' which yields change in position H( ) = ' ∗ . (b) Transformation
of the energy landscape as it is being pull by

as time progresses.

In the simulation, we use 10,000 pairs of ligand and receptor forming w!

A

(Supplementary Figure 4.2). An IMPETUS cantilever class is implemented to
encapsulate all the functions and parameter of the loading function including the loading
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rate ', spring stiffness I, elapsed pulled time , position of the cantilever versus time H( ).
The motion of the ligand particles is also influenced by the Langevin thermostat:
d>

4

¯°
4

= ¢> −

¯°

Where d> represent the mass of the •th particle,

+ ¢)>

is the friction coefficient, ¯> is the

position vector of the •th particle. ž> = O /O¯> is the force produced by the total external

potential

!

+

. ¢)> is related to the environment Gaussian white noise and it obeys the

fluctuation-dissipation theorem
< ž>) >= 0

< ž>) ž’) > =

4±² { ³´µ
∆F

,

where ¶>’ is the Kronecker delta and ∆ is the time step [130, 131].
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Supplementary Figure 4.2 – Simulation Setup
The simulation of a population of ligands and receptors dissociation under a constant
loading rate and the Langevin thermostat
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Supplementary Note 3
In this section, we relate average bond force ž@Ÿ? to the barrier strength of the energy

landscape -! . As observed Table 4.4.1, as energy barrier strength -! increases by 2, the

simulation recorded that the average magnitude of force ž@Ÿ? increases by about a factor

of √2 as. We explain this using conservation of energy. We know that the bond energy
potential is harmonic:

!

∝ -!

4

,4

-! is analogous to the Young’s modulus. The bond force is proportional to the Young’s
modulus.
ž! ∝ −-!
The thermal energy under perturbation of the thermal environment is:
·

@Ÿ?

=

3
2

)"

By conservation of mechanical energy, we know that the max potential energy is equal to
the max kinetic energy:
-!

4

,4

=

3
2
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)"

We calculate the average distance the particle fluctuates away from the equilibrium of the
energy well
1
3
-! ¸ ¹4 =
4
,
2

)"

¸ ¹ ∝ º·/-!

Substituting the force to compute the relation between the average force and the height
of the energy barrier.
¸ž! ¹ ∝ −

! º·/-!

¸ž! ¹ ∝ ·º-!

We obtain that average force magnitude ¸ž! ¹ is proportional to square root of -! .

163

Supplementary Figure 4.2 – Algorithm of the “Smart” Ligand IMPETUS Class
A schematic of the “Smart” Ligand IMPETUS C++ class algorithm developed to model
the complex mechanism of receptor-ligand interactions.
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Chapter 5. Epilogue
In this work, we created a computational modeling framework to study adhesion receptors
on lipid membrane and their binding mechanics with ligands. We investigated how
receptor – ligand adhesion affects the thermal fluctuations of the lipid membrane on which
receptors are distributed and how influences receptor diffusion. We developed a new
approach to overcome the difficulties originated from the extreme difference among the
characteristic times related to membrane oscillations, ligand – receptor interactions,
ligand-receptor, bond lifetime and receptor diffusion. We overcame this obstacle by
introducing an essentially time coarse-graining algorithm. Using the survival probability of
a ligand-receptor pair, we computed the transition probability for the bond to remain intact
at the specific time step.
In order to create the membrane adhesion model, we developed IMPETUS, a
contemporary, parallel, and OOP framework written in C++ for users to implement and
further develop complex multi-physics models involving fully coupled inter-particle (via
potentials and networks) and particle-environment interactions (via discrete and
continuum methods). IMPETUS provides a free and easy-to-use environment for
researchers to build highly complex 3D simulations that can efficiently run on large scale
HPC clusters. One of the innovation of this program is that it utilizes OOP strategies to
create a simple and convenient modular coding environment for users to combine several
simulation modules of the code to create complex simulations that are not possible with
software packages presently available. We currently offer modules for (i) short-range
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molecular dynamics simulations, (ii) long-range molecular dynamics simulations through
a locally defined network, (iii) long-range communication between particles via a global
network, and (iv) solution of the diffusion equation in a continuum environment. All these
components can cross-communicate. In addition, IMPETUS-VR is an innovative
simulation technique that can considerably benefit from integration with virtual reality is
molecular dynamics. Researchers will be able to perturb and interact with simulations in
virtual reality, such as by applying external forces or shape changes. This immersive
experience provides a deep intuitive understanding of the molecular interactions and their
effect on the emergent system. IMPETUS and IMPETUS-VR are highly versatile
simulation environments. We expect to further develop it in the future and introduce
additional domains to make them even more powerful. The two software have great
potential to contribute to many future simulations of complex bio-systems.
Using IMPETUS, the lipid membrane model fluctuating in the 3D space was used to study
the impact of ligand-receptor binding on the membrane fluctuations. We observed that
the ligand-receptor adhesion changes restrict the modal shapes of a membrane.
Adhesion also forces part of the membrane to be very close to the substrate and ceases
large wave-length oscillations. This has an effect not only on the morphology of the
membrane but also on the diffusion of the corresponding receptors. To quantify the effect
of receptor-ligand adhesion on receptor diffusion, we first study how the distribution of the
ligand-receptor interaction strength affects the diffusion type in the case of receptor
particles moving on a 2D surface where stationary ligands act as traps. We implemented
166

various combinations of receptor-ligand interaction strengths and ligand density for a
specific receptor density. We observed that the higher the bond strength, the lower the
diffusivity and when the bond strength is sufficiently high, receptors become completely
trapped. Importantly, anomalous sub diffusion was observed when a finite hierarchy of
ligand trap distribution was introduced. We also observed that as the ligand density
increases, anomalous diffusion exponents s becomes smaller and the overall diffusion
decreases.
The simulation results demonstrated that our time coarse-graining algorithm for receptorligand interaction is applicable to modeling adhesion on lipid membrane. The introduced
technique will advance the numerical modeling of membrane and cell adhesion as the
method can be applied to many types of bonds and free energy landscapes.
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Appendix

Supplementary Software - IMPETUS Tutorial
Supplementary Software 1 - Using the Tutorial
The tutorial files are available at http://engr.uconn.edu/~gelyko/impetus.html. The
provided zip file includes the library for the simulating engine, the tutorial simulation files,
main.cpp, and a makefile. It is recommended that users compile the program using
OpenMPI as other compilers are not guaranteed to work.
Selecting the Tutorial Files:
The tutorial demonstrates how to build three different types of simulations: a basic
molecular dynamics simulation using “CellSpace” MID, diffusion in a continuum field
using “InteractiveField” MID, and a chemotaxis model where particles obey to particle
dynamics equations and at the same time can detect the concentration continuum field
by coupling a “CellSpace” and an “InteractiveField”. All tutorial files are located in
the folder named “Tutorials”. To access different tutorials, adjust the included header file
in main.cpp. Additional instructions are shown in the main.cpp file. There are four tutorial
files:
•

1a) Simple NVE molecular dynamics simulation:
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Tutorials/tutorialSimpleMD/simple.h
•

1b) NVE molecular dynamics simulation of a liquid:
Tutorials/tutorialSimpleMD/liquid.h

•

2) Solving the diffusion equation with the continuum field
Tutorials/tutorialHeat/heat.h

•

3) Simulating Chemotaxis
Tutorials/tutorialChemotaxis/chemotaxis.h

Compiling the Simulation:
We provide a makefile to compile the simulation. Confirm that the programs 'make' and
OpenMPI are installed in your system. The user is responsible for providing the path to
the OpenMPI compiler in the Makefile. If the IMPETUS library is not in the same folder,
the user is also required to change the path of the IMPETUS library to the correct location.

180

•

To compile the program, use the command:
make

•

Optionally, the user can clear up the object files by using make clean before make:
make clean
make

If the user is planning to use an MPI "machinefile", please modify the file named nodefile
accordingly. After compilation, the command to run the program should look similar to:
/home/shared/openmpi/bin/mpirun
bin/impetus-run.exe
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-n

8

-machinefile

nodefile

Supplementary Software 2 - Tutorial 1: Creating a simple Molecular Dynamics
Simulation

1.1 Introduction
Here, we provide instructions on how to create a simple Molecular Dynamics simulation.
Users will be running (i) an NVE simulation of 8000 particles interacting via a simple spring
potential, and (ii) a liquid simulation using the LJ potential. In addition, the tutorial provides
instructions on how to record the mean square displacement and compute the radial
distribution function.
•

The files for these examples are located in:
Tutorials/tutorialSimpleMD/

•

To include the header for a simple molecular dynamics simulations insert the
following line in main.cpp
#include "../Tutorials/tutorialSimpleMD/simple.h"

1.2 The Parameters Object
The C++ IMPETUS object "Parameters" is the core of the simulations. The purpose of
the “Parameters” is to store all the parameter variables used in a simulation. All MIDs
and many other functions will refer to the pointer of “Parameters” to obtain simulation
182

variables. It can be constructed with or without using an input file. For the scope of this
tutorial, we will construct it using an input file. The input argument for constructing a
"Parameters" object is the MPI_Comm object, commonly named as the global variable:
MPI_COMM_WORLD. For details, please refer to the online application program interface
(API) http://engr.uconn.edu/~gelyko/impetus.html.
Some of the variables in the "Parameters" object are imperative to construct the
simulation. Such mandatory parameters are:
•

Processor division of the simulation. For example, to divide the simulation to 8
processes in a 2x2x2 partition, the user should assign the value of 2 to each of the
following "Parameters" variables:
int gridinfo->proc.np[3]

•

The user is required to assign the lower and upper coordinates of the total
simulation box:
double gridinfo->world.lo[3]
double gridinfo->world.hi[3]

Some of the parameters are optional. However, the use is strongly encouraged to assign
a value to them. These parameters are:
•

Time scale:
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double delta_t
•

Number of steps for the simulation:
int end_step

The optional parameters that are required by some commonly used functions are:
•

The desired temperature of the simulation which is required for thermostats:
double desired_temperature

•

The atomeye cfg printing frequency for cell space, continuum space, and network
space:
int cell_print_interval
int cont_print_interval
int net_print_interval

•

The number of “GlobalNetwork”, “CellSpace”, “InteractiveField” that the
user intend to use in the program:
int n_net
int n_cell
int n_cont
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An example of how to create the “Parameters” object using an input file is as follows:

/// Initiating and declaring the param object:
vamde::Parameters * param = new vamde::Parameters(MPI_COMM_WORLD);

An example of param.input is as follows:
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[IN] delta_t
0.01

[IN] end_step
1000

[IN] cell_print_interval
100

[IN] cont_print_interval
100

[IN] proc.np
2 2 2

[IN] world.lo
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Common “Parameters” Functions:
In addition, the “Parameters” object provides functions that are commonly used in
simulations.
•

Getting the rank number of current simulation process:
int rank()

•

Getting the simulation time:
double time()

•

Getting the simulation time step
int step()

•

Advancing the simulation clock by one step
void clock->advance();

1.3 The "CellSpace" Object
The “CellSpace” object is the short-range particle dynamic MID built using LCM (refer to
Supplementary Methods). It handles all particle dynamics functions. The “Parameters”
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object is required to create the “CellSpace”. An example on how to create the
“Parameters” object using an input file is given below:

vamde::CellSpace * s0;
s0 = new vamde::CellSpace("path/to/cell0.input",param);

Mandatory parameters required for “CellSpace” to be constructed:
•

The minimum_cell_size variable also referred to as rcut in the input file is the
minimum size of a cell in the LCM. Note that the space is automatically divided up
evenly to all cells so the resulting size of the cells will be at least as large as the
provided minimum_cell_size.
double minimum_cell_size

•

The variables “sigma” and “mass” represent the size and mass of the particles in
the “CellSpace”, respectively. They are used in the molecular dynamics potentials
which are provided with the library. However, they are not absolutely necessary if
users plan to build their own potential functions:
double sigma;
double mass;
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•

Some functions, such as printing of cfg files requires the following output path
variable:
char *output_directory_name;

“CellSpace” has functions that automatically generate simple initial configurations for
particles but users can build their own initial configurations by using the
“createParticle()” function. This is discussed in the online API:
•

“CellSpace” automatically provides a uniformly distributed set of particles as an
initial configuration. The following variables describe the distribution:
int particle_distribution[3];

•

Users

can

assign

two

types

of

initial

velocity

distribution.

Set

“velocity_distribution_type” to 0 to assign the same initial velocity to all
particles and to 1 to assign random uniformly distributed particle velocities ranging
between a provided minimum and maximum value:
int velocity_distribution_type ;
•

The 3 components of the constant initial velocity distribution are assigned to:
double orderly_velocity_distribution [3];
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•

The minimum and maximum value of the uniform velocity distribution are assigned
to:
double uniformly_randomly_velocity_distribution_lower[3];
double uniformly_randomly_velocity_distribution_upper[3];
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An example of cell0.input is as follows:

[IN] rcut
1.122462048309373

[IN] sigma
1

[IN] mass
1

[IN] particle distribution
20 20 20

% velocity distribution type: 0 for orderly, 1 for uniformly random.
[IN] velocity distribution type

191

Common "CellSpace" Functions
“CellSpace” provides a large number of functions for users to create simulations. The
commonly used functions are the following:
•

“moveParticles()” is used for moving particles across processors. Particles that
are not within the simulation box of the current processor are moved to the
neighbor processors.
void moveParticles();

•

“move_particles_to_the_correct_cells()” is used to move particles to the
correct cell in the cell list according to their positions within the same processor.
This is recommend to use after integration and before moving particles across
processors with “moveParticles()”
void move_particles_to_the_correct_cells();

•

“copyParticles()” is used for copying particles that are on the borders of a
processor to the shell layer of adjacent processors as pseudo particles for pair
computations. This is required to perform pair-potential calculations.
void copyParticles();

•

“deleteBorders()” is used to delete pseudo particles in shell layers. It is
recommended

to

be

used
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before

performing

“move_particles_to_the_correct_cells()” to avoid the deletions of particles
that are moved to the shell layer in preparation for “moveParticles()”
void deleteBorders();
•

“cfgwriter->print()” is used to print .cfg files for visualization. The files are
printed to the provided output directory name. Please refer to the online API for
complete instructions on how to visualize these files.
void cfgwriter->print();
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1.4 Using Iteration Classes
The program provides a very organized way for users to implement potentials and
functions as subclasses to one of the “iteration” base classes. Two examples are
getPartList and getCellList. The users create function objects out of these classes.
The input arguments for these objects are the pointers of the “CellSpace” of the particles
that the user iterates. More “iteration” classes are available in IMPETUS.
The “getPartList” class is commonly used to program single action to particles. The
“getCellList” is commonly used to program pair actions between particles and their
neighbors in the cell list. The following is an example on how to use “getPartList” to set
the force values of all particles to zero in preparation of new calculations. The actions are
programmed in the function “action(Particle *i)”:

class ZeroForce1 : public getPartList {
public:
ZeroForce1(vamde::CellSpace *_s) : getPartList(_s) {}
void action(Particle *i)

{

for (int d=0; d<DIM; d++) {

Examples on how to initiate and use the functions defined above:
ZeroForce1 zeroforce(s0);
zeroforce.apply();
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Next, we show an example on how to use “getCellList” to create a simple spring
potential between pairs of neighboring particles. The actions are programmed in
“action(Particle *i, Particle *j)”. Note that users only need to modify i and not
j, and the loop will provide both the i<->j interaction and the j<->i interaction:

class Spring1 : public getCellList {
public:
Spring1(vamde::CellSpace *_s) : getCellList(_s) {}

void action(Particle *i, Particle *j) {
real sigma = 1.0;
real epsilon = 5.0;
real r = 0.0;
for (int d=0; d<DIM; d++)
r += sqr(j->x[d] - i->x[d]);

Examples on how to initiate and use the functions defined above:
Spring1 spring(s0);
spring.apply();
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The following example illustrates how to employ “getPartList” in order to implement a
slightly more complex function. Here, we use the leapfrog algorithm. The “LeapFrog1”
class can have its own variable and functions (e.g int PART , void step(int _step)
). Note that the “CellSpace” was constructed using “Parameters”, therefore users can
call the “Parameters” object from “CellSpace”.

class LeapFrog1: public getPartList {
public:
LeapFrog1(vamde::CellSpace *_s) : getPartList(_s) {
PART = 0;
dt =_s->param-> delta_t;
}
void step(int _step){
PART = _step;
apply();
PART = 0;
}
private:
int PART;

Examples on initiating and using these functions:
LeapFrog1 leapfrog(s0);
leapfrog.step(1);
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leapfrog.step(2);

1.5 Creating a Simple Molecular Dynamics Simulation
By combining what we discussed up to this point in this tutorial, we can build simple
molecular dynamics simulations using the provided library:
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1.5.1
with
Atomeye
int Visualization
main(int argc,
char
*argv[]) {
To view particle configurations, we use the visualizer Atomeye. We provide functions to
MPI_Init(&argc, &argv);

print out the particle coordinate files. In addition, we also provide methods to convert
/// to
Creating
Parameters
object
these files
configuration
files for
the Atomeye. For more information, please visit
vamde::Parameters * param. = new vamde::Parameters(MPI_COMM_WORLD);
http://li.mit.edu/Archive/Graphics/A/
param->readinput("workspace/noinput_20160503/input/param.input" );

•

The coordinates of the particles are saved in the “output_directory_name”
/// Creating
CellSpace
variable
that is assigned
to the “CellSpace” object. For example,
vamde::CellSpace * s0;

[IN] output directory name =
s0
new
vamde::CellSpace("workspace/noinput_20160503/input/cell0.input",param);
Tutorials/tutorialSimpleMD/output/Cell_outputs/cell0/
Spring1 spring(s0);

•

To
generate thelenardjones(s0);
configuration file, go to the directory input above and run the
LenardJones1
ZeroForce1
zeroforce(s0);
.m executable
script to convert the output coordinate files to Atomeye
provided
LeapFrog1 leapfrog(s0);

format. Users have the option to run the script in Octave, FreeMat, or Matlab. The
name of the script is:
/// print Cfgs
s0->cfgwriter->print();
mergeCellCfgOctave2016.m
while (param->step() < param->end_step) {

•

The converted file is saved in the folder named Cfg/
/// Advance the clock by one step
param->clock->advance();

/// LeapFrog step 1
leapfrog.step(1);
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Note that users can use the provided class template for coordinate printing to create their
own functions to print out files for other visualizers. User can also write their own scripts
to convert the coordinate files to the appropriate format of their visualizer.
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1.5.2 Building a Lennard-Jones (LJ) Liquid Model
This tutorial demonstrates how to build the LJ liquid simulation.
•

Include the header for the simple molecular dynamics simulation by putting this
line in main.cpp
#include "../Tutorials/tutorialSimpleMD/liquid.h"

•

Note that the main difference between the liquid simulation and the simple
molecular dynamics simulation discussed above is the use of the LJ potential
instead of the spring potential. LJ potential (expression) is declared as follows:
LennardJones1 lennardjones(s0);

•

The LJ function provided in this tutorial allows users to apply, by default, the entire
LJ potential or only the repulsive part. When the repulsive LJ potential is
implemented, make sure that the rcut in the input file is at least 1.12246 and then
use the following function:
“lennardjones.setRepulsive()”

•

To apply the pair potential to all close-range particles in s0, set the rcut to at least
2.5 and apply the following function:
“lennardjones.setAttractive()”;

•

To use LJ, insert the following:
“lennardjones.apply()”;

In addition, here we discuss two postprocessing functions: the measurement of (i) the
radial distribution function (RDF) and (ii) the mean square displacement (MSD)
distribution (Supplementary Note 1). For RDF, build the “CellSpace” with an rcut of
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4.0. The codes for MSD and RDF are not discussed in the Supplementary Method
document but are provided in the online tutorial file. To construct and use of the functions
insert:
MSD1 msd(s0);
msd.print();

RDF1 rdf(s0);
rdf.print();

For this tutorial, the files are saved in:
Tutorials/tutorialSimpleMD/output/MSD/
Tutorials/tutorialSimpleMD/output/RDF/
The user can view the plots using the provided .m Octave executable function in
Tutorials/tutorialSimpleMD/output/plotMSDandRDF.m
Results for a very similar simulation but in NVT ensemble is shown in (Supplementary
Note 1, Supplementary Figure 1).
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Supplementary Software 3 - Tutorial 2 : Solving the Diffusion equation using
Interactive Field
2.1 Introduction
This tutorial will guide users to create a simple simulation to solve the diffusion equation

∂C ( r, t ) ∂t = D∇2C ( r, t ) using the “InteractiveField” MID. Where C ( r, t ) is the
concentration and D is the constant diffusion coefficient, by using the continuum field
component of the program.
•

The tutorial is located in:
Tutorials/tutorialHeat/

•

For a diffusion simulation, insert the line below in the main.cpp:
#include "../Tutorials/tutorialHeat/heat.h"

2.2. The “InteractiveField” Object
The “InteractiveField” object is the discretized physical space defined by a grid of
nodes. Field equations can be solved numerically at the nodes. Here, we follow the
explicit finite difference method. The “Parameters” object is required to create the
“InteractiveField” object. The following example shows how to create the object using
an input file:
vamde::InteractiveField * c0;
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vamde::InteractiveField::Cinit continit;
continit.readinput("Tutorials/tutorialHeat/input/cont0.input");
c0 = new vamde::InteractiveField(continit,param);
The required parameters for constructing the “InteractiveField” are
•

Minimum number of total nodes on each axis: nx, ny, nz. The simulation engine
will divide the continuum to the processors and rounding up so that the number of
nodes is the same in every processor. Therefore the resulting number of nx, ny
and nz may be slightly higher than the assigned value.
int nx, ny, nz;

•

Ghost layer is the size of the shell layer used in processor communication
int ghost_layer;

•

A printing path is required for the generated .cfg configuration files but it is not
required to construct the field:
char *output_directory_name;

An example for an input file cell0.input is shown below:
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[IN] nx ny nz
120 120 120

[IN] ghost_layer
1

Common InteractiveField Functions:
•

The diffusivity can be adjusted:
c0->diffusivity = 0.05;

•

Several boundary conditions can be used. Examples on how to use sink/source

C ( r, t ) C(r, t ) = k and insulators dC ( r , t ) = 0 as boundary conditions are as follows:
dt

c0->setAllGlobalBoundarySink();
c0->setAllGlobalBoundaryInsulated()
•

Users can set a concentration value “concentration_val” to a certain location
x0, y0, z0 as follow:
c0->setConcentration( x , y , z , concentration_val);
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•

To print configuration .cfg files to a provided output directory name, we use the
function:
c0->cfgwriter->print();

•

To copy the nodes of the border of one processor to the shell layer of its adjacent
processor as pseudo nodes, we use the function:
c0->copyParticles();

•

This function will specifically integrate the parabolic equation.
c0->IterateParabolicPDE();

Creating a Simulation
The following example shows how to use the functions defined above along with what we
discussed in (Supplementary Software 2) to build a simple diffusion simulation.
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void runSimulation(vamde::Parameters * param)

{

vamde::TimeKeeper * tk;
tk = new vamde::TimeKeeper(param);

/// parameters:
double delta_t = param-> delta_t;
double end_step = param-> end_step;
double & t = param->clock->t;
int & step = param->clock->step;
/// Initiate clock
param->clock->set_step(0);

vamde::InteractiveField * c0;
vamde::InteractiveField::Cinit continit;
continit.readinput("Tutorials/tutorialHeat/input/cont0.input");
c0 = new vamde::InteractiveField(continit,param);
c0->diffusivity = 0.05;

double x_mid
>world.hi[0]) /2;

=

(param->gridinfo->world.lo[0]

+

param->gridinfo-

double y_mid
>world.hi[1]) /2;

=

(param->gridinfo->world.lo[1]

+

param->gridinfo-
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Results are shown in (Supplementary Note 5, Supplementary Figure 5).
Supplementary Software 4 - Tutorial 3: Simple Chemotaxis Model
3.1 Introduction
This section of the tutorial will guide the users to couple the “CellSpace” MID with the
“InteractiveField” MID into one simulation. We will demonstrate a numerical model
that simulates chemotaxis. Particles from “CellSpace” will detect the concentration field
generated by the “InteractiveField” and migrate along the maximum concentration
gradient.
This section of the tutorial is located in:
Tutorials/tutorialChemotaxis/
Include the header for the simple molecular dynamics simulation by inserting the following
line in main.cpp
#include "../Tutorials/tutorialChemotaxis/chemotaxis.h"

3.2 More InteractiveField Functions
•

To get the concentration C ( r, t ) at a certain coordinate x0, y0, z0,the user
should use:
double concentration =

c -> getConcentration(x0, y0, z0);
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•

To get the gradient of the concentration ∇C ( r, t ) at a certain coordinate x0, y0,
z0, the user should use:
vec3 gradient = c -> getGradient(x0, y0, z0);

3.3 Building a Cross-interactive Function using “getPartList”:
The function “getPartList” will use the coordinate of the particles in the “CellSpace” to
acquire the gradient vector of the diffusion. The particles will follow this gradient to migrate
towards the highest concentration point.
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class Migration_tutorial : public getPartList {

public:
double threshold;
double f;
Migration_tutorial(vamde::CellSpace *_s, vamde::InteractiveField *
_c) : getPartList(_s) , c(_c){
threshold = 1 ;
f =

0.25;

}
private:
* c;

vamde::InteractiveField

void action(Particle *i){
double concentration =

c -> getConcentration(i->x[0],i-

>x[1],i->x[2]);
vec3 gradient = c -> getGradient(i->x[0],i->x[1],i->x[2]);
double dr[3];
double rr = 0;

•

The function is called as:
Migration_tutorial mg0(s0, c0);

•

It is used as:
mg0.apply();
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3.3 Creating Sinks and Sources
In this example, we introduce a sink and a source in the concentration field. The source
is simulated by constantly setting the concentration at the point where the source is
located at a specific value. Here, we use the value of 10. The sink is simulated by
constantly setting the concentration to -10). The two functions are placed in a “while” loop.
double x_mid = (param->gridinfo->world.lo[0] + param->gridinfo>world.hi[0]) /2;
double y_mid = (param->gridinfo->world.lo[1] + param->gridinfo>world.hi[1]) /2;
double z_mid = (param->gridinfo->world.lo[2] + param->gridinfo>world.hi[2]) /2;
c0->setConcentration(x_mid+0.4*x_mid,y_mid,z_mid,10 );
c0->setConcentration(x_mid-0.4*x_mid,y_mid,z_mid,-10 );
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3.4 Creating a Simulation
By combining everything that we discussed so far, we can create the following chemotaxis
model:

211

void runSimulation(vamde::Parameters * param)

{

vamde::TimeKeeper * tk;
tk = new vamde::TimeKeeper(param);

/// parameters:
double delta_t = param-> delta_t;
double end_step = param-> end_step;
double & t = param->clock->t;
int & step = param->clock->step;

/// Initiate clock
param->clock->set_step(0);

vamde::CellSpace ** s;
s = new vamde::CellSpace

* [param->n_cell];

s[0]
=
new
vamde::CellSpace("Tutorials/tutorial3chemotaxis/input/cell0.input",param);
s[0]->cfgwriter->set_atom_name( "Cs");

/// Reset the unique ID of all particles
for (int n=0; n<param->n_cell; n++) {
s[n]->refreshCell();
}

vamde::InteractiveField ** c;

212* [param->n_cont];
c = new vamde::InteractiveField

for (int n=0; n<param->n_cell; n++) {
s[n]->deleteBorders();
s[n]->cfgwriter->print();
}

while (step < end_step) {
/// Print Runtime progress
tk->print_progress(10);
/// Advace the clock by one step
param->clock->advance();
/// LeapFrog step 1
leapfrog.step(1);
for (int n=0; n<param->n_cell; n++) {
/// delete ghost particles
s[n]->deleteBorders();
/// move particles to new cells after integration before
moving interprocessor
s[n]->move_particles_to_the_correct_cells();
/// move particles across processors.
s[n]->moveParticles();
/// copy new ghost particles
s[n]->copyParticles();
}
/// Set All forces to zero
zeroforce.loopLocalParticles();
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/// Apply Lenard Jones Pair
lenardjones.loopNeighbors();

Supplementary Videos
All Supplementary Videos of the presented examples can be found on IMPETUS’s official
website: http://www.engr.uconn.edu/~gelyko/impetus/gallery.html
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