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Extension of some properties of analytic functions on several
complex variables during the past century is the main goal for
many a researcher, such as Vekua (1962) who studied the system
@W
@z
¼ AðzÞWþ BðzÞW ð1ÞA. Neirameh).
y. Production and hosting by
Saud University.
lsevierand extended many properties of functions analytic in z 2 C to
generalized solutions of (1), under suitable hypotheses of coef-
ﬁcientsAðzÞ and BðzÞ. Therefore the generalized solutions of (1)
are called generalized analytic functions (see Michailov, 1976;
Gilbert and Buchanan, 1983; Hoermander, 1967; Koohara,
1971; Son, 1979). In this paper we consider the system
@W
@ zjs
¼ Ajsðz1s; z2s; . . . ; znsÞWs; j ¼ 1; 2; . . . ; n ð2Þ
And some properties of the system (2) are considered, as the
necessary and sufﬁcient condition for the existence of a non-
vanished solution, the Cauchy integral formula, the Principle
of maximum modulus and Liouville’s Theorem. It is proved
that there exists a global ‘‘l-l’’ correspondence between the
space of regular solutions of (2) and the space of analytic func-
tions, while the same result in Tutschke (1977) is only locally.
2. Methodology
In this section at ﬁrst we suppose that coefﬁcients
Ajsðz1s; z2s; . . . ; znsÞ ¼ AjsðzsÞ 2 c1ðGÞ; s; j ¼ 1; 2; . . . ; n
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Theorem 2.1. The necessary and sufﬁcient condition for the
existence of a non-vanished solution of the system (2) is:
@Ajs
@zks
¼ @Aks
@zjs
; s; j; k ¼ 1; 2; . . . ; n ð3ÞProof. Let Wðz1s; z2s; . . . ; znsÞ ¼WðzsÞ 2 c2ðGÞ be a non-
vanished solution of (2) then
@2W
@zjs@zks
¼ @Ajs
@zks
Wþ AjsAksW ð4Þ
and
@2W
@zks@zjs
¼ @Aks
@zjs
Wþ AksAjsW ð5Þ
Since W – 0, by comparing (4) and (5) we have (3).
Now suppose that (3) holds. Consider the system:
@W
@ zjs
¼ Ajsðz1s; z2s; . . . ; znsÞ ¼ AjsðzsÞ s; j ¼ 1; 2; . . . ; n ð6Þ
in G. Since G is a domain of holomorphy, this system is solv-
able in c1ðGÞ (see Tutschke, 1977). Take a ﬁxed solution
w0ðzsÞ 2 c1ðGÞ; zs ¼ ðz1s; z2s; . . . ; znsÞ of (6) and consider the
function:
WðzsÞ ¼ cew0ðzsÞ; c – 0; s ¼ 1; 2; . . . ; n ð7Þ
Then we get a solution WðzsÞ– 0 for all zs 2 G And we sup-
pose that (6) always holds in sequel. Let X be an open subset
of G and W 2 c1ðXÞ be a solution of (2). Set:
UðzsÞ ¼WðzsÞew0ðzsÞ; s ¼ 1; 2; . . . ; n ð8Þ
where w0ðzsÞ is a solution of (6) as above. It may easily be ver-
iﬁed that U is analytic in X. From (8) it follows:
WðzsÞ ¼ UðzsÞew0ðzsÞ; s ¼ 1; 2; . . . ; n ð9Þ
Conversely, let U be a given analytic function in X, then it fol-
lows immediately that the function WðzsÞ deﬁned by formula
(9) is a c1-solution of (2) in X. Thus we obtain. h
Theorem 2.2. There is a ‘‘1-1’’ correspondence between the set
mðXÞ of all c1-solutions (of system (2)) and the set hðXÞ of ana-
lytic functions in X. Now let
D ¼ D1 D2     Dn  G
be a polycylinder, where Dj, are domains in CðzjsÞ with piece-
smooth boundaries and
WðzsÞ 2 mðDÞ \ cðDÞ; s ¼ 1; 2; . . . ; n
By applying the Cauchy integral Formula we have
UðzsÞ ¼ 1ð2piÞn
Z
@D1
Z
@D2
  
Z
@Dn
Uðn1    nnÞ
ðn1  z1sÞ    ðnn  znsÞ
dn1    dnn;
s ¼ 1; 2; . . . ; n ð10Þ
zs ¼ ðz1s; z2s; . . . ; znsÞ; s ¼ 1; 2; . . . ; n
From (9) and (10) it follows
WðzsÞ ¼
Z
CðDÞ
Fðn; zsÞWðnÞdn1 . . . dnn; s ¼ 1; 2; . . . ; n ð11ÞFor zs 2 D where
Fðn; zsÞ ¼ 1ð2piÞn
ew0ðzsÞw0ðnÞ
ðn1  z1sÞ    ðnn  znsÞ
and
CðDÞ ¼ @D1  @D2      @Dn
Thus we obtain.
Theorem 2.3. If D is a polycylinder in G and
WðzsÞ 2 mðDÞ \ cðDÞ; s ¼ 1; . . . ; n
Then WðzsÞ can be represented by formula (11) for zs 2 D. In
the following, by applying Theorems 2.2 and 2.3 we can prove
some properties of generalized analytic functions on several
variables.
Theorem 2.4 (Principle of Maximum Modulus Theorem). If
WðzsÞ 2 mðDÞ \ cðDÞ; s ¼ 1; . . . ; n
Then
jWðzsÞj 6Mmaxn2@DjWðnÞj; s ¼ 1; . . . ; n
For zs 2 D where M is a positive constant depending only on the
coefﬁcient AjsðzsÞ of the system and on the domain D.
Proof. Let W0ðzsÞ 2 c1ðGÞ be a solution of (4) then
W0ðzsÞ 2 cðDÞ. Set
m0 ¼ minn2@DRejw0ðnÞj
and
M0 ¼ maxn2@DRejw0ðnÞj
From (8) and the Principle of maximum modulus for analytic
functions it follows:
jUðzsÞj ¼ jWðzsÞjeRew0ðzsÞ; s ¼ 1; . . . ; n ð12Þ
and
jUðzsÞj 6 maxn2@DjUðnÞj ¼ maxn2@DjWðnÞjeRew0ðnÞ
6 em0maxn2@DjWðnÞj ð13Þ
By comparing (12) and (13) we have
jWðzsÞj 6 em0eRew0ðzsÞmaxn2@DjWðnÞj 6 eM0m0maxn2@DjWðnÞj
¼M maxn2@DjWðnÞj
where M ¼ eM0m0 . By deﬁnition, M depends only on AjsðzsÞ
and on D. This completes the proof. h
Note that M0 m0 P 0, hence MP 1. Now suppose that
G ¼ Cn and there exists a solution w0ðzsÞ of (4), which is
bounded in the whole of Cn. Then we have:
Theorem 2.5 (Liouvllle’s Theorem). If a generalized analytic
function WðzsÞ; s ¼ 1; 2; . . . ; n is continuous, bounded in Cn and
vanishes at a point z0 2 cn (in particular it may occur that
z0 ¼ 1), then WðzsÞ ¼ 0 everywhere.Proof. From (6) it follows that UðzsÞ is analytic, bounded in
Cn and vanishes at z0. By virtue of Liouvilie’s Theorem in
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into account we have WðzsÞ  0 everywhere. If W 2 mðCnÞ and
bounded in cn, then because of (8) we have UðzsÞ ¼ c const.
Hence it follows: h
Theorem 2.6. Every continuous and bounded generalized ana-
lytic function WðzsÞ in the whole of Cn has the form:
WðzsÞ ¼ c  ew0ðzsÞ; c ¼ const:
where w0ðzsÞ is a solution of (6).3. Conclusions
In this paper, we have seen that generalization of systems of
partial differential equations on several complex variables to
solutions of overdetermined systems of complex partial differ-
ential equations. The generalization of these systems have
many potential applications in partial differential equations.References
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