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Abstract. This paper proposes a novel abstraction technique for fully probabilis-
tic systems. The models of our study are classical discrete-time and continuous-
time Markov chains (DTMCs and CTMCs, for short). A DTMC is a Kripke struc-
ture in which each transition is equipped with a discrete probability; in a CTMC,
in addition, state residence times are governed by negative exponential distribu-
tions. Our abstraction technique fits within the realm of three-valued abstraction
methods that have been used successfully for traditional model checking. The key
ingredients of our technique are a partitioning of the state space combined with
an abstraction of transition probabilities by intervals. The uncertainty of intervals
is resolved by history-dependent schedulers that may choose extreme values only.
It is shown that this provides a conservative abstraction for both negative and
affirmative verification results for a three-valued semantics of PCTL (Probabilis-
tic Computation Tree Logic). In the continuous-time setting, the key idea is to
apply abstraction on uniform CTMCs which are readily obtained from general
CTMCs. In a similar way as for the discrete case, this is shown to yield a con-
servative abstraction for a three-valued semantics of CSL (Continuous Stochastic
Logic). The verification of abstract DTMCs is inspired by the standard MDP
(Markov Decision Process) model-checking problem. Abstract CTMCs can be
verified by computing time-bounded reachability probabilities in continuous-time
MDPs. Some experiments on an infinite-state stochastic Petri net indicate the
feasibility of our abstraction technique.
1 Introduction
Model checking of probabilistic systems enjoys a rapid increase of interest. This
technique has been successfully applied to case studies from areas such as ran-
domised distributed algorithms, planning and AI, security (such as Crowds anony-
mity protocol), communication protocols (such as IEEE 802.11), systems biology,
and quantum computing. Dedicated model checkers such as PRISM [34], MRMC
[31], LiQuor [4], and YMER [47] support verifying a wide class of probabilistic
models like Markov chains and Markov decision processes (MDPs). Existing per-
formance and dependability analysis tools for stochastic Petri nets (SMART [11]
and GreatSPN [12]), process algebras (the PEPA Workbench [18], a stochastic
variant of the CWB [38]), and Statemate [10] have adopted probabilistic model
checking as a prominent analysis technique. It is fair to say that probabilistic
model checking has been proved to extend and complement long-standing anal-
ysis techniques for Markov processes.
Typical properties that are checked are quantitative reachability objectives,
such as: “does the probability to reach a certain set of goal states (by avoiding
illegal states) exceed 12?”. Often bounds are incorporated as well that ensure
reaching the goal within a certain number of moves or real-time deadline. For
MDPs—exhibiting both transition probabilities and nondeterminism—maximal
⋆ The research has been partially funded by the DFG Research Training Group 1298 (AlgoSyn).
and minimal probabilities are considered. Intricate combinations of numerical
or simulation techniques for Markov chains, optimisation algorithms, and tradi-
tional CTL model-checking algorithms result in simple, yet very efficient verifi-
cation procedures. Verifying time-bounded reachability properties on models of
tens of millions of states usually is a matter of seconds, cf. [28].
Like in the traditional setting, probabilistic model checking suffers from the
state space explosion problem: the number of states grows exponentially in the
number of system components and cardinality of data domains. To combat this
problem, various techniques have been proposed ranging from the use of (multi-
terminal) binary decision diagrams [2] and bisimulation minimization [30] to
symmetry reduction [36] and a generalization of Peled’s ample set method to
MDPs [20]. This paper proposes a novel abstraction technique for Markov chains
and is an extension of the results in [17] and [32].
The models of our study are discrete-time and continuous-time Markov chains
(DTMCs and CTMCs, for short). DTMCs and CTMCs are a contemporary class
of stochastic processes that are extensively used to model and analyze random
phenomena in application domains such as planning of production lines and
safety-critical systems. A DTMC is a Kripke structure in which each transition
is equipped with a discrete probability describing the likelihood of moving from
one state to another in a single move. In addition, in a CTMC state residence
times are governed by negative exponential distributions. That is, the probability
to stay in a state for at most t time units is 1−e−λ·t where λ is uniquely character-
izing an exponential distribution. The average state residence time is 1
λ
.
Abstraction amounts to obtain smaller models by collapsing sets of concrete
states to abstract states. Our abstraction technique is based on a partitioning of
the concrete state space. In two-valued semantics, abstraction is typically conser-
vative in the sense that affirmative verification results for abstract models carry
over to concrete models. That is to say, if the abstract model satisfies a formula,
the concrete one does so too. This does not apply to negative verification re-
sults, as false negatives may occur due to over-approximation in the abstraction.
Promising results in traditional model checking have been obtained for a three-
valued semantics of temporal logic formulae, i.e., an interpretation in which a
formula evaluates to either true, false or indefinite. In this setting, abstraction
is conservative for both positive and negative verification results. Only if the
verification of the abstract model yields an indefinite answer (“don’t know”), the
validity in the concrete model is unknown. The abstraction techniques proposed
in this paper follow this three-valued approach.
For the discrete-time setting, we consider abstractions for the branching-
time logic PCTL (Probabilistic Computation Tree Logic [23]), whereas for the
continuous-time case the logic CSL (Continuous Stochastic Logic [1, 5]) is re-
garded. CSL is a real-time probabilistic variant of CTL and is a powerful logic for
expressing quantitative time-bounded constrained reachability properties such as
the probability to reach a set of goal states (by avoiding bad states) within a
maximal time span exceeds 12 . Existing abstraction techniques in this setting
that have been applied in practice are based on such as bisimulation [30], matrix
bounding [9], simulation [48] or symmetry reduction [36]; an extensive discussion
of (other) related work is provided in Section 7. (Due to the absence of nonde-
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terminism, techniques such as partial-order reduction do not yield substantial
reductions.)
Despite the fact that fairly large reductions have recently been reported,
more aggressive abstraction techniques are needed. Such techniques would also
be useful to obtain finite abstractions for a large class of infinite-state Markov
chains.
In classical model checking, three-valued abstraction yield abstract models
(called Kripke modal transition systems [37, 27]) containing may and must tran-
sitions between aggregated states as over- and under-approximation, respectively,
of the concrete transition relation. This concept can be lifted to DTMCs in a
rather natural way [17, 24, 25] by replacing transition probabilities by intervals.
Lower and upper bounds of intervals now act as under- and over-approximation,
respectively. In fact, the resulting abstract model is of interest on its own, as
pointed out in e.g., [29, 46, 33, 42], since often only bounds on probabilities are
known rather than precise values. States in abstract DTMCs are thus groups
of concrete states and transitions are equipped with intervals. As only certain
combinations of intervals are meaningful, abstract DTMCs are normalized. We
describe this normalization and present several of its properties, among others,
that schedulers on abstract DTMCs and their normalization coincide. It is shown
that concrete states are simulated—using Jonsson and Larsen’s seminal notion
of probabilistic simulation [29]—by their abstract counterparts. Finally, a three-
valued semantics of PCTL is provided which is proven to be appropriate for the
abstraction considered in the sense that any affirmative or negative verification
result on an abstract DTMC carries over to the concrete model. If the verifica-
tion yields indefinite, no conclusion can be drawn on the validity in the concrete
model. Our model-checking algorithm for checking an abstract DTMC against a
three-valued PCTL-formula is inspired by verification algorithms for MDPs.
A similar strategy is adopted for CTMCs. The main technical complication,
however, is that besides transition probabilities, one has to determine the resi-
dence time of an abstract state that results from concrete states with distinct
residence times. We show that intervals of transition probabilities, intervals on
residence times (or combinations thereof) are not satisfactory in terms of preci-
sion. Instead, we suggest to overcome this imprecision by using uniform CTMCs,
i.e., CTMCs in which all states have equal residence times and use transition
probability intervals. Note that this is not a restriction, as any CTMC can be
transformed into a weak bisimilar uniform CTMC in linear time and weak bisim-
ulation preserves the validity of CSL formulas except (for the usual reasons) the
next-step operator [6]. The resulting abstraction is shown to preserve simula-
tion: concrete states are simulated by their corresponding abstract ones. Then
we show that extreme schedulers, i.e. schedulers that only consider lower- and
upper bounds, suffice for computing reachability probabilities up to a given tol-
erance ε rather efficiently [3]. Using a three-valued semantics of CSL it is shown
that the abstraction is indeed conservative for affirmative and negative verifica-
tion results. Besides, we show the relationship with the aforementioned approach
for DTMCs.
Finally, the feasibility of the approach is shown by considering abstractions
of different granularity for an unbounded stochastic Petri net.
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Organization of this paper. Section 2 presents the stochastic models of our study,
viz. DTMCs and CTMCs, and introduces the logics CSL and PCTL. Section 3
describes our notion of abstraction, defines abstract Markov chains, the rela-
tion between abstracting DTMCs and CTMCs, and presents the result that
abstraction preserves probabilistic simulation. Section 4 shows how reachabil-
ity probabilities can be determined in abstract DTMCs, and how time-bounded
reachability probabilities can be obtained for abstract CTMCs. Section 5 presents
three-valued semantics of PCTL and CSL, and includes the main result that ab-
straction preserves affirmative as well as negative verification results. The time
complexity of the verification of abstract Markov chains is also analyzed. Finally,
Section 6 reports on experiments for the abstraction of an unbounded stochastic
Petri net, and Section 7 discusses alternative approaches and a comparison to
related work.
2 Markov Chains and Their Logics
Let X be a finite set (for singleton sets, brackets may be omitted). For Y, Y ′ ⊆ X
and function Q : X ×X → R≥0 let Q(Y, Y
′) =
∑
y∈Y,y′∈Y ′ Q(y, y
′). The function
Q(x, ·) is given by x′ 7→ Q(x, x′) for all x′ ∈ X. Furthermore a function f is
called a distribution on X iff f : X → [0, 1] and f(X) :=
∑
x∈X f(x) = 1. The
set of all distributions on X is denoted by distr(X). Let AP be a fixed, finite set
of atomic propositions and B2 = {⊥,⊤} the two-valued truth domain.
Definition 1 (DTMC). A DTMC is a tuple (S,P, L) with a finite non-empty
set of states S, transition probability function P : S × S → [0, 1] satisfying
P(s, S) = 1 for all s ∈ S, and labeling function L : S ×AP → B2.
P(s, s′) is the (time-independent) transition probability to move from s to s′ and
L(s, a) states if atomic proposition a holds in s. A DTMC is time-abstract; in
contrast, CTMCs are time-aware as they have an explicit reference to time in
the form of exit rates which determine, together with the transition probabilities,
the stochastic evolution of the system in time.
Definition 2 (CTMC). A CTMC M is a tuple (S,P, E, L) with S, P and L
as before, and exit rate E : S → R≥0.
The quantity E(s) determines the random, exponentially distributed resi-
dence time of s. That is 1 − e−E(s)·t is the probability to take a transition em-
anating from s within the next t time units. Note that self-loops are admitted.
We also say that a transition in state s occurs with an average pace of E(s). The
time-dependent transition probability to move from s to s′ within t time units is
now given by P(s, s′, t) := P(s, s′)·(1− e−E(s)·t).
The time-abstract probabilistic behaviour of CTMC M is described by its
embedded DTMC: The embedded DTMC of CTMC M = (S,P, E, L) is simply
given by emb(M) = (S,P, L).
A CTMC is uniform if all its states have the same exit rate, i.e., E(s) = Eunif
for all states s ∈ S. Each CTMC can be easily transformed into a uniform CTMC
by adding self-loops. The idea of this transformation is to fix all exit rates to a
value Eunif, say, the maximal exit rate occurring in the CTMC. This corresponds
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Fig. 1. Uniformization with exit rate Eunif = 100
to the state with the shortest mean residence time. If E(s) < Eunif, the mean
residence time in s is longer than 1
Eunif
, and thus one epoch in the uniform
CTMC may not be sufficiently “long”. Therefore, state s is equipped with a self-
loop whose probability determines the likelihood to stay in s during one epoch
in the uniform CTMC. These self-loops slow down, so to speak, state s. The
smaller E(s), the higher the probability to reside in s. Intuitively speaking, Eunif
determines the average “speed” of transitions in the uniform CTMC. Formally:
Definition 3 (Uniformization). Let M = (S,P, E, L) be a CTMC and let
Eunif ∈ R>0 with Eunif ≥ maxs∈S E(s) be the uniformization rate. Then, unif(M)
= (S,P, E, L) is a uniform CTMC with E(s) = Eunif for all s ∈ S and
P(s, s′) = P(s, s′)·
E(s)
Eunif
for s′ 6= s and P(s, s) = 1−P(s, S\{s}).
It should be noted that in the literature [21], uniformization is defined as a
transformation of a CTMC M into the DTMC emb(unif(M)). For technical
convenience, we consider uniformization as a CTMC-to-CTMC transformation
by basically adding self-loops to slow states. Strictly speaking, we should write
unifEunif(M) as the uniformization depends on Eunif. It is a known fact [6] that
a CTMC is weakly probabilistic bisimilar to its uniformized CTMC.
Example 1. Consider the CTMC in Figure 1 (left) where the exit rates of states
s and v are zero and 2, 100 and 10 for u1, u2 and u3 respectively. Let Eunif = 100,
the maximum exit rate. Then P(u1, v) =
2
3 ·
2
100 =
1
75 and P(u1, v) =
1
3 ·
2
100 =
1
150 .
Thus, u1 is equipped with a self-loop of probability 1 −
1
75 −
1
150 =
98
100 . The
probabilities of self-loops for the other states are determined in a similar way, cf.
Figure 1 (right). Note that state u2 is only equipped with a self-loop if Eunif >
100.
Probabilistic CTL. PCTL [23] extends CTL by replacing existential and universal
path quantification by a probability operator, denoted P. The syntax of PCTL
is:
ϕ ::= true | a | ϕ ∧ ϕ | ¬ϕ | P ⊲⊳ p(Ψ) Ψ ::= ϕ Uϕ
where ⊲⊳ ∈ {<,≤,≥, >}, p ∈ [0, 1] and a ∈ AP . ϕ is a state-formula, whereas
Ψ is a path-formula. For the sake of simplicity, we neither consider the next-
step operator, nor the bounded until operator of PCTL. For example, formula
P>0.5(true Ugoal) asserts that the probability to reach a goal state eventually is
at least 12 .
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JtrueK(s) = ⊤ JaK(s) = L(s, a)
Jϕ1 ∧ ϕ2K(s) = Jϕ1K(s) ⊓ Jϕ2K(s) J¬ϕK(s) = (JϕK(s))
c
JP ⊲⊳ p(Ψ)K(s) = ⊤, iff Pr({ς ∈ Paths
M
s | JΨK(ς) = ⊤}) ⊲⊳ p
Jϕ1Uϕ2K(ς) = ⊤, iff ∃ i ∈ N : (Jϕ2K(ς[i]) = ⊤ ∧ ∀ 0 ≤ j < i : Jϕ1K(ς[j]) = ⊤)
Table 1. Semantics of PCTL
A path in a DTMC is a sequence ς = s0 s1 s2 . . . with P(si, si+1) > 0. Instead
of s0 s1 s2 . . . we also write s0 → s1 → s2 . . .. Let ς[i] denote the (i+1)-st state
of a path, i.e., ς[i] = si. Let Pr denote the unique probability measure on sets
of paths and let PathsMs denote the set of all paths of DTMC M, starting in s.
(We use M to denote a DTMC and a CTMC; it should however be clear from
the context which model is meant.) The subscript s is omitted when s is clear
from the context; the same applies to superscript M.
The semantics of PCTL is given in Table 1. ⊤ and ⊥ form a complete lattice
where ⊥ < ⊤ and meet ⊓ as well as complement ·c are defined as usual.
Continuous Stochastic Logic. CSL [1, 5] extends PCTL by equipping the until-
operator with a time bound (as in timed CTL):
ϕ ::= true | a | ϕ ∧ ϕ | ¬ϕ | P ⊲⊳ p(Ψ) Ψ ::= ϕ U
Iϕ
where ⊲⊳ ∈ {<,≤,≥, >}, p ∈ [0, 1], I ∈ {[0, t), [0, t], [0,∞) | t ∈ R>0} and
a ∈ AP . ϕ is a state-formula, whereas Ψ is a path-formula. For example, the
property to reach a down state in a CTMC within 52 time units, via premium
states, with probability at most 10−4 can be formulated by the CSL formula
P≤0.0001(premium U
[0,52]down).
A path in a CTMC is an alternating sequence σ = s0 t0 s1 t1 s2 . . . with
P(si, si+1) > 0 and ti ∈ R>0 for all i ∈ N. The time stamps ti denote the
amount of time spent in state si. As the probability to reside zero time units
in a state is zero, ti is strictly positive. Path s0 t0 s1 t1 s2 . . . is abbreviated as
s0
t0→ s1
t1→ s2 . . .. The corresponding time-abstract path for σ is ς = s0 → s1 →
s2 → . . .. σ[i] denotes the (i+1)-st state of a path and σ@t denotes the state of σ
occupied at time t, i.e. σ@t = si with i the smallest index such that t <
∑i
j=0 tj .
Let Pr denote the unique probability measure on sets of paths and let PathsMs
denote the set of all paths of M, starting in s. The subscript s is omitted when
s is clear from the context; the same applies to superscript M. Note that the
probability measure of the set of infinite paths s0 t0 s1 t1 . . . with
∑∞
i=0 ti ∈ R, is
zero [5]. We thus may safely assume all paths to be non-Zeno. The parts of the
semantics of CSL that differ from PCTL are listed in Table 2.
Time complexity. PCTL (and CSL) model checking is performed inductively on
the structure of the state formula ϕ like for CTL model checking. This yields a
time-complexity which is linear in the size of ϕ. Atomic formulas and boolean
JP ⊲⊳ p(Ψ)K(s) = ⊤, iff Pr({σ ∈ Paths
M
s | JΨK(σ) = ⊤}) ⊲⊳ p
Jϕ1U
Iϕ2K(σ) = ⊤, iff ∃ t ∈ I : (Jϕ2K(σ@t) = ⊤ ∧ ∀ t
′ ∈ [0, t) : Jϕ1K(σ@t
′) = ⊤)
Table 2. Semantics of CSL
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connectives are dealt with in the usual way. Checking time-bounded and (un-
bounded) until-formulas reduces to computing reachability probabilities. Stan-
dard reachability probabilities involve solving a linear equation system which
can be done in O(|S|3) where |S| is the number of states in the Markov chain.
Time-bounded reachability probabilities can be obtained by solving a Volterra
integral equation system. Alternatively, a reduction to transient analysis can be
done which yields a time complexity in O(|S|2 · Eunif · t) where Eunif is the uni-
formization rate and t is the time bound. See [5] for a more detailed discussion.
Three-valued domain. As in our abstraction, states may be grouped that satisfy
distinct atomic propositions, we resort to a three-valued interpretation. Let the
three-valued truth domain B3 = {⊥, ? ,⊤} be the complete lattice with ordering
⊥ < ? < ⊤, meet (⊓) and join (⊔) as expected, and complementation ·c is defined
such that ⊤ and ⊥ are complementary to each other and ? c =? . When a formula
evaluates to ⊥ or ⊤, the result is called definitely true or false respectively,
otherwise it is called indefinite.
3 Abstraction
This section discusses abstraction techniques for DTMCs and CTMCs. We first
explain and justify the model of abstract Markov chains. One of the main prin-
ciples is to abstract sets of transition probabilities by intervals. To eliminate
inconsistent combinations of intervals that may result from an abstraction, we
introduce a technique called normalization. This is formally defined and several
properties of this operation are established. The main theoretical achievement in
this section is that concrete states are simulated by their corresponding abstract
states. We conclude this section by studying the relationship between abstraction
of DTMCs and of CTMCs.
3.1 Abstract Markov Chains
The discrete-time setting. Our aim is to provide an abstraction of DTMCs which
is conservative for both positive and negative verification results of PCTL for-
mulas. This is established by adopting a three-valued interpretation. The basic
principle is to collapse sets of concrete states into single abstract states such that
concrete states are simulated by abstract ones. As opposed to abstract interpre-
tation only disjoint sets of concrete states are collapsed. That is, we consider
a partitioning A = {A1, . . . , An} of the state space S of a Markov chain. The
probability to evolve from abstract state Ai to Aj , i, j ∈ {1, . . . , n} is represented
by:
P(Ai, Aj) = {P(s, s
′) | s ∈ Ai, s
′ ∈ Aj}.
Taking minimal and maximal probabilities as under- and over-approximation,
respectively, suggests to define:
Pl(Ai, Aj) = infp∈P(Ai,Aj) p and P
u(Ai, Aj) = supp∈P(Ai,Aj) p
as minimal and maximal probabilities. This yields the following abstract model:
9
Definition 4 (Abstract DTMC). An abstract DTMC (ADTMC for short)
is a tuple (S,Pl,Pu, L) with
– S, a finite non-empty set of states,
– Pl,Pu : S × S → [0, 1], transition probability bounds such that for all s ∈ S:
Pl(s, S) ≤ 1 ≤ Pu(s, S),
– L : S × AP→ B3, a labeling function.
An ADTMC M has a finite state space and is equipped with a pair of func-
tions describing the lower and upper bound, respectively for the transition prob-
abilities. In contrast to DTMCs, states in an ADTMC may be labeled with ?
as in principle it is possible that concrete states labeled with different proposi-
tions are grouped and considered as a single abstract state. It follows that an
ADTMC (S,Pl,Pu, L) with Pl = Pu and L(s, a) 6=? for any s ∈ S and a ∈ AP
is a DTMC.
ADTMCs are thus DTMCs where the exact transition probability is unknown
but provided by an interval. Variants of DTMCs with intervals are also used
for different purposes in e.g., [46, 33, 42, 45]. This uncertainty will, as we will
discuss in detail later on in this section, be resolved by schedulers (also known as
policies, strategies or adversaries), that may select a transition probability from
an interval. This set of transition probability functions for ADTMC M is given
by:
TM = {P ∈ distr(S) | P
l ≤ P ≤ Pu},
where ≤ is to be interpreted element-wise. We drop subscript M if M is clear
from the context and write T(s, ·) for the set {P(s, ·) | P ∈ T} of so-called valid
distributions for state s.
We often equip an ADTMC with initial distribution α ∈ distr(S) meaning
that M initially starts with probability α(s) in state s. A path in an ADTMC is
a sequence ς = s0 s1 . . . if there exists P0,P1, . . . ∈ T such that Pi(si, si+1) > 0
for all i ∈ {0, 1, . . .}. In the sequel, we use the same notations as for paths in
DTMCs, e.g. ς[i],PathsMs and so forth. If α is the initial distribution of M, we
define
PathsM =
⋃
s:α(s)>0
PathsMs .
Before providing a formal definition of what an abstraction is, let us consider an
example to convey the intuition.
Example 2. Consider the (A)DTMC in
Fig. 2 (left), AP = {a}, L(s0, a) =
L(s1, a) = ⊤ and L(s
′
0, a) = L(s2, a) =
⊥. The ADTMC induced by partition
{{s0, s
′
0}︸ ︷︷ ︸
=A0
, {s1}︸︷︷︸
=A1
, {s2}︸︷︷︸
=A2
} is depicted in Fig. 2
(right) with L(A0, a) = ? , L(A1, a) = ⊤,
L(A2, a) = ⊥.
s0 s1
s′0 s2
1
3
3
4
1
4
2
3
3
4
1
4
1
A0
A1
A2[23 ,
3
4 ]
[14 ,
1
3 ]
[34 ,
3
4 ]
[14 ,
1
4 ]
[1, 1]
Fig. 2. Abstracting a DTMC
Abstraction of a given ADTMC is formally defined as follows:
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Definition 5 (Abstraction). For ADTMC M = (S,Pl,Pu, L), partitioning
A = {A1, . . . , An} of S and 1 ≤ i, j ≤ n, the abstraction of M induced by A is
the ADTMC abstr(A,M) := (A, P˜l, P˜u, L˜) given by:
– P˜l(Ai, Aj) = mins∈Ai P
l(s,Aj),
– P˜u(Ai, Aj) = min{1,maxs∈Ai P
u(s,Aj)},
– L˜(Ai, a) =


⊤ if L(s, a) = ⊤ for all s ∈ Ai, a ∈ AP,
⊥ if L(s, a) = ⊥ for all s ∈ Ai, a ∈ AP,
? otherwise.
Note that Pu(A,A′) is defined as the minimum of one and the maximum of all
transition probabilities from concrete states in A to states in A′. To cut the upper
probability bound at one is necessary as Pu(s,Aj) may exceed one, which would
not yield an ADTMC. E.g., if A1 and A2 are merged to A1,2 in Example 2, one
obtains Pu(A0, A1,2) =
1
3 +
3
4 > 1.
It follows that the class of ADTMCs is closed under the above notion of
abstraction, i.e., abstracting an ADTMC yields an ADTMC:
Lemma 1. For any ADTMC M = (S,Pl,Pu, L) and any partitioning A =
{A1, . . . ,An} of S, abstr(M,A) is an ADTMC.
Proof. S is a finite non-empty set of states, therefore A is non-empty and finite.
For the labeling function there is nothing to show. It remains to prove that
probability bounds P˜l and P˜u map to [0, 1] and P˜l(A,A) ≤ 1 ≤ P˜u(A,A) for all
A ∈ A:
• Pl(s, S) ≤ 1 and Pl(s, s′) ∈ [0, 1] for all s, s′ ∈ S
⇒ Pl(s,Aj) ∈ [0, 1] for all s ∈ S,Aj ⊆ S
⇒ mins∈Ai P
l(s,Aj) ∈ [0, 1] for all Ai, Aj ⊆ S
⇒ P˜l(Ai, Aj) ∈ [0, 1] for all Ai, Aj ∈ A
• Pu(s, s′) ∈ [0, 1] for all s, s′ ∈ S
⇒ Pu(s,Aj) ≥ 0 for all s ∈ S,Aj ⊆ S
⇒ min{1,maxs∈Ai P
u(s,Aj)} ∈ [0, 1] for all Ai, Aj ⊆ S
⇒ P˜u(Ai, Aj) ∈ [0, 1] for all Ai, Aj ∈ A
• for all Ai ∈ A:
P˜l(Ai,A) =
∑
Aj∈A
mins∈Ai P
l(s,Aj)
≤
∑
Aj∈A
Pl(sˆ, Aj) for all sˆ ∈ Ai
= Pl(sˆ, S) ≤ 1
• for all Ai ∈ A:
P˜u(Ai,A) =
∑
Aj∈A
min{1,maxs∈Ai P
u(s,Aj)}
≥
∑
Aj∈A
min{1,Pu(sˆ, Aj)} for all sˆ ∈ Ai
≥ min{1,
∑
Aj∈A
Pu(sˆ, Aj)}
= min{1,Pu(sˆ, S)︸ ︷︷ ︸
≥1
} = 1
Thus, abstr(M,A) is an ADTMC.
⊓⊔
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Fig. 3. Abstraction for non-uniform CTMCs
The continuous-time setting. Let us now consider CTMCs. In order to apply a
similar abstraction technique to CTMCs, it is natural to group states and con-
sider again intervals of transition probabilities. The main technical complication,
however, is that besides the transition probabilities, we have to determine the
residence time of an abstract state that results from concrete states with possi-
bly distinct residence times. Let us consider this in a bit more detail, and recall
that P(s, s′, t) is the probability to move from state s to s′ within t time units.
Let A = {A1, . . . , An} be a partitioning of the state space S. The probability
to evolve from abstract state Ai to Aj , i, j ∈ {1, . . . , n} is represented by the
functions:
P(Ai, Aj) = {P(s, s
′, ·) | s ∈ Ai, s
′ ∈ Aj}.
Taking minimal and maximal probabilities as under- and over-approximation—
as in the discrete case—respectively, suggests to define:
Pl(Ai, Aj , t) = inff∈P(Ai,Aj) f(t) and P
u(Ai, Aj , t) = supf∈P(Ai,Aj) f(t).
Observe that the functions Pl(Ai, Aj , t) and P
u(Ai, Aj , t) (considered as func-
tions ranging over t) are in general not of the form p·(1−e−E·t) for fixed p ∈ [0, 1]
and E > 0. This is illustrated by the following example.
Example 3. Consider the non-uniform CTMCM = ({s, u1, u2, u3, v},P, E, L) in
Fig. 3 (left). We focus on the transition probabilities of the states u1, u2, u3 (indi-
cated as labeled edges) and their exit rates which appear above the corresponding
vertices. Further details of M are omitted in Fig. 3. Let A = {As, Au, Av} with
Au = {u1, u2, u3}, As = {s} and Av = {v}. The set P(Au, Av) = {f, f
′, f ′′} is
plotted in Fig. 3 (right). Note that Pl(Au, Av, t) and P
u(Au, Av , t) are not of the
form p · (1− e−E·t). In general, these functions get more complex as the number
of transitions between states in Au and Av increases.
One might combine the infimum (supremum) of an abstract state’s exit rates
with the infimum (supremum) of the time-dependent transition probabilities
to define an appropriate under- and over-approximation. This yields however
a rather coarse abstraction as indicated in Fig. 3 (right) which shows the plot
of the functions g and g′ resulting from this approach. Increasing the number of
parameters to obtain a more accurate approximation results in a far too com-
plex abstraction. Therefore, we propose to abstract a CTMC by generating its
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uniformised CTMC (cf. Def. 3), and apply abstraction on the uniform CTMC,
i.e., CTMCs in which all exit rates are equal to, say, Eunif . The advantage of
uniform CTMCs is that (for t 6= 0):
pl·(1− e
−Eunif·t) ≤ pu·(1− e
−Eunif·t) iff pl ≤ pu
where pl, pu are the lower and upper bounds of time-independent transition
probabilities. Note that CTMC M and unif(M) are weakly bisimilar, and as
weak bisimulation preserves CSL equivalence1 [6], the shift to the uniformized
CTMC is correct for CSL. The abstract notion of a CTMC now becomes:
Definition 6 (Abstract CTMC). An abstract CTMC (ACTMC) is a tuple
M = (S,Pl,Pu, Eunif, L) with S, P
l, Pu, and L as before and with Eunif ∈ R>0,
the (global) exit rate for all states.
As for ADTMCs we sometimes consider ACTMCs with initial distributions α ∈
distr(S). A (timed) path in an ACTMC is a sequence σ = s0 t0 s1 t1 . . . if ti ∈
R>0 and there exists P0,P1, . . . ∈ T such that Pi(si, si+1) > 0 for all i ∈
{0, 1, . . .}. In the sequel, we use the same notations as for paths in CTMCs,
e.g. σ[i], σ@t,PathsMs and so forth. If α is the initial distribution of M the set
PathsM is the set of all paths σ starting in some s with α(s) > 0. Similarly,
PathsMabs denotes the set of all time-abstract paths ς starting in some s with
α(s) > 0.
An ACTMC with Pl = Pu and L(s, a) 6=? for any s ∈ S and a ∈ AP is a
uniform CTMC.
Definition 7 (Embedded ADTMC). For ACTMC M = (S,Pl,Pu, E, L),
the embedded ADTMC is emb(M) = (S,Pl,Pu, L).
The abstraction of ACTMCM with respect to the partitioning A = {A1, . . .,
An } is denoted abstr(M,A) and is defined as for ADTMCs where in addition
the exit rate of each state equals Eunif, the uniform exit rate in M. It follows
directly that abstr(M,A) is indeed an ACTMC.
The next two subsections will be mainly focused on (abstract) DTMCs. All
definitions and results apply to (abstract) CTMCs as well unless stated otherwise.
3.2 Normalization
When transitions are labeled with sets (or intervals) of probabilities, it may
occur that not every combination of values for different transitions emanating
the same state, yield a probability distribution. For instance, in Example 2, a
possible choice in state A0 is to select A1 with
1
4 andA2 with
2
3 , but
1
4+
2
3 < 1. The
reason is that after fixing one transition probability (by narrowing a transition
probability interval to a point interval), the ADTMC is not delimited anymore
in the following sense.
Definition 8 (Delimited ADTMC). An ADTMC MA is delimited iff for
any s, s′ ∈ S and p ∈ [Pl(s, s′),Pu(s, s′)], there exists P ∈ T with P(s, s′) = p.
1 Recall that we consider the fragment of CSL without the next-step operator.
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Fig. 4. Transforming an ADTMC (left) into a delimited one (right)
Note that abstracting a DTMC yields a delimited ADTMCs in contrast to ab-
straction of (even delimited) ADTMCs, where the results are in general ADTMCs
that are not delimited. The operation, called normalization, aims to transform
a given ADTMC into a delimited one. For all s, s′ ∈ S, it removes those values
p ∈ [Pl(s, s′),Pu(s, s′)] for which there is no P ∈ T with P(s, s′) = p. Formally,
Definition 9 (Normalization). For ADTMCM = (S,Pl,Pu, L), let norm(M)
= (S, P˜l, P˜u, L) be the normalization of M where for all s, s′ ∈ S:
P˜l(s, s′) = max{Pl(s, s′), 1−Pu(s, S \ {s′})} and
P˜u(s, s′) = min{Pu(s, s′), 1 −Pl(s, S \ {s′})}.
For the sake of brevity, we sometimes write norm(Pl,Pu) = (P˜l, P˜u) rather
than norm(M) = (S, P˜l, P˜u, L). In order to determine a valid distribution for a
given state s, normalization has to be applied up to |S| times (for every possible
successor), and thus should be implemented efficiently.
Example 4. Consider the ADTMC in Fig. 4 (left). Normalization yields new
upper bounds for the transitions from s0 to s1 and to s2 (cf. the ADTMC in
Fig. 4 right) according to:
P˜u(s0, s1) = 1−P
l(s0, s2)−P
l(s0, s3) = 1−
1
4 −
1
2 =
1
4 and
P˜u(s0, s2) = 1−P
l(s0, s1)−P
l(s0, s3) = 1− 0−
1
2 =
1
2 .
However, the upper bound from s0 to s3 remains unchanged as (0,
1
3 ,
2
3 ) ∈ T.
Furthermore, no lower bound is normalized as the adjustments to upper bounds
for transitions from s0 to s1 and s2 ensure that for all s, s
′ ∈ {s0, s1, s2, s3} there
exists a P ∈ T with P(s, s′) = Pl(s, s′):
P˜u(s0, s1) +P
l(s0, s2) +P
l(s0, s3)+
=0︷ ︸︸ ︷
Pl(s0, s0) = 1 and
P˜u(s0, s2) +P
l(s0, s1) +P
l(s0, s3) +P
l(s0, s0) = 1.
In general, the need to normalize probability bound Pl(s, s′) (or Pu(s, s′)),
only depends on the set of bounds Pu(s, s′′) (Pl(s, s′′) respectively) with s′′ 6= s′
(cf. Def. 9). The following lemma states that for both cases these bounds do not
change during normalization, once they have been used to adapt another bound.
Lemma 2. Let ADTMC M = (S,Pl,Pu, L) and norm(Pl,Pu) = (P˜l, P˜u).
Then it holds for all s, s′ ∈ S:
P˜l(s, s′) 6= Pl(s, s′) implies ∀s′′ 6= s′ : P˜u(s, s′′) = Pu(s, s′′) and
P˜u(s, s′) 6= Pu(s, s′) implies ∀s′′ 6= s′ : P˜l(s, s′′) = Pl(s, s′′).
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Proof. Let M = (S,Pl,Pu, L).
Case 1: Assume Pl(s, s′) has to be raised, i.e. Pl(s, s′) ≤ P˜l(s, s′), then
P˜l(s, s′) = 1−Pu(s, S \ {s′})
⇔ P˜l(s, s′) +Pu(s, S \ {s′}) = 1
⇒ ∀s′′ 6= s′ : P˜u(s, s′′) = min{Pu(s, s′′), 1− P˜l(s, S \ {s′′})}
(∗)
= Pu(s, s′′)
(∗) since 1− P˜l(s, S \ {s′′})
≥ 1−Pu(s, S \ {s′, s′′})− P˜l(s, s′)
= 1−Pu(s, S \ {s′, s′′})− (1−Pu(s, S \ {s′}))
= Pu(s, s′′)
Case 2: Assume Pu(s, s′) has to be lowered, i.e. Pu(s, s′) ≥ P˜u(s, s′), then
P˜u(s, s′) = 1−Pl(s, S \ {s′})
⇒ P˜u(s, s′) +Pl(s, S \ {s′}) = 1
⇒ ∀s′′ 6= s′ : P˜l(s, s′′) = max{Pl(s, s′′), 1 −Pu(s, S \ {s′′})}
(∗)
= Pl(s, s′′)
(∗) since 1− P˜u(s, S \ {s′′})
≤ 1−Pl(s, S \ {s′, s′′})− P˜u(s, s′)
= 1−Pl(s, S \ {s′, s′′})− (1−Pl(s, S \ {s′}))
= Pl(s, s′′)
⊓⊔
Normalization has to be performed only once, since it is idempotent. To-
gether with the above lemma, this shows that the worst case time complexity of
normalizing an ADTMC is quadratic in the size of its state space.
Lemma 3. For any ADTMC M, norm(M) = norm(norm(M)).
Proof. We show that (P˜l, P˜u) = norm(Pl,Pu) = norm(norm(Pl,Pu)) = (Pˆl, Pˆu).
It follows from the definition of normalization that:
P˜l(s, s′) = max{Pl(s, s′), 1−Pu(s, S \ {s′})}
P˜u(s, s′) = min{Pu(s, s′), 1 −Pl(s, S \ {s′})}
For P˜l(s, s′) we investigate two cases:
1. P˜l(s, s′) = 1−Pu(s, S \ {s′}) and P˜l(s, s′) 6= Pl(s, s′). Lemma 2 implies for
all s′′ 6= s′, P˜u(s, s′′) = Pu(s, s′′). Thus P˜l(s, s′) = 1− P˜u(s, S \ {s′}) and:
Pˆl(s, s′) = max{P˜l(s, s′), 1 − P˜u(s, S \ {s′})} = P˜l(s, s′).
2. P˜l(s, s′) = Pl(s, s′). Then, for any s′′ 6= s′:
P˜u(s, s′′) ≥ 1−Pl(s, S \ {s′′})
⇔ P˜u(s, s′′) ≥ 1−Pl(s, S \ {s′, s′′})−Pl(s, s′)
⇔ Pl(s, s′) ≥ 1−Pl(s, S \ {s′, s′′})− P˜u(s, s′′)
⇒ Pl(s, s′) ≥ 1− P˜u(s, S \ {s′}).
This yields:
max{P˜l(s, s′)︸ ︷︷ ︸
Pl(s,s′)
, 1− P˜u(s, S \ {s′})} = Pl(s, s′) = P˜l(s, s′).
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Analogously, it can be shown that Pˆu(s, s′) = P˜u(s, s′).
⊓⊔
The following result is concerned with the correctness of normalization. It
asserts that normalization indeed yields a delimited ADTMC. In the next sub-
section, we will show that M and norm(M) are equivalent in a sense that will
be detailed later on.
Lemma 4. For any ADTMC M, norm(M) is delimited.
Proof. Let M = (S,Pl,Pu, L), norm(Pl,Pu) = (P˜l, P˜u) and s, s′ ∈ S. We show
that norm(M) is delimited, i.e., for any lower and upper bound of the probability
intervals, there is a corresponding P¯ ∈ Tnorm(M). For each s ∈ S, distinguish
two cases:
– P˜l(s, s′) = 1−Pu(s, S \ {s′}). Then for a proper P¯, for s′′ ∈ S:
P¯(s, s′′) =
{
P˜l(s, s′′) if s′′ = s′
Pu(s, s′′) otherwise
Clearly, P¯(s, ·) is a distribution, as P˜l(s, s′) +Pu(s, S \ {s′}) = 1.
– P˜l(s, s′) = Pl(s, s′) > 1−Pu(s, S \ {s′}). Then:
• If P˜u(s, s′′) 6= Pu(s, s′′) for some s′′ 6= s′, then P˜u(s, s′′) = 1 − Pl(s, S \
{s′′}) yields a valid distribution incorporating Pl(s, s′).
• Otherwise, P˜l(s, s′) = Pl(s, s′) and P˜u(s, s′′) = Pu(s, s′′) for all s′′ 6= s′
implies P˜l(s, s′) > 1 − P˜u(s, S \ {s′}) and P˜l(s, S) ≤ 1 as per definition
of ADTMCs Pl(s, S) ≤ 1. Together:
P˜l(s, S) ≤ 1 < P˜u(s, S \ {s′}) + P˜l(s, s′)
Therefore, a valid probability distribution P¯(s, ·) can be chosen as
P¯(s, s′′) =
{
Pl(s, s′′) if s′′ = s′
ns ·P
l(s, s′′) + (1− ns) ·P
u(s, s′′) otherwise.
where normalization factor ns has to be chosen such that P¯(s, S) = 1.
Hence, for any s, s′ ∈ S and p ∈ [P˜l(s, s′), P˜u(s, s′)], there exists some P¯ ∈
Tnorm(M) with P¯(s, s
′) = p and thus norm(M) = (S, P˜l, P˜u, L) is delimited.
⊓⊔
3.3 Correctness of Abstraction
This subsection studies the relationship between an ADTMCM and its abstrac-
tion abstr(M,A) for a given partitioning A of the state space of M. The central
notion for this relationship is a probabilistic variant of (forward) simulation on
Kripke structures. Simulation relations are preorders on the state space requiring
that whenever s′ simulates s, denoted s  s′, state s′ can mimic all stepwise be-
haviour of s but in addition may also perform steps that cannot be matched by s.
In the probabilistic setting, the target of a transition is a probability distribution,
and thus the simulation relation needs to be lifted from states to distributions.
This is done using so-called weight functions. Jonsson and Larsen’s seminal no-
tion of probabilistic simulation [29] is tailored to ADTMCs in the following way:
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Definition 10 (Probabilistic simulation). Let M be an ADTMC with state
space S. R ⊆ S × S is a probabilistic simulation iff sRs′ implies:
1. L(s′, a) 6=? ⇒ L(s′, a) = L(s, a) for all a ∈ AP.
2. For all distributions µ ∈ T(s, ·), there is a distribution µ′ ∈ T(s′, ·) and a
weight function ∆ : S × S → [0, 1] with:
(a) ∆(u, v) > 0⇒ uRv,
(b) ∆(u, S) = µ(u),
(c) ∆(S, v) = µ′(v).
State s is simulated by s′ (written s  s′) if there exists a probabilistic simulation
R with (s, s′) ∈ R.
The following result asserts that concrete states are simulated (in the above
sense) by their abstract counterparts. More precisely:
Theorem 1. For ADTMC M with state space S, and ADTMC abstr(A,M):
s ∈ A⇒ s  A for all s ∈ S,A ∈ A.
Proof. For M = (S,Pl,Pu, L) and abstraction abstr(A,M), we will show that
R = {(s,A) | s ∈ A,A ∈ A} is a probabilistic simulation relation. In the following
we consider the union of M and abstr(A,M).
For condition 1 of Def. 10, we distinguish two cases:
– L(s, a) = ? : Follows directly from Def. 5.
– L(s, a) ∈ {⊥,⊤}: By definition, for any (s,A) ∈ R: s ∈ S (since A ⊆ S for all
A ∈ A). By Def. 4, L(s, a) = θ ⇒ L(A, a) = θ for all θ ∈ {⊤,⊥} and a ∈ AP.
In order to fulfill condition 2 of Def. 10, for
every (s,A) ∈ R we have to find a distribution
µ′ ∈ T(A, ·) for a given distribution µ ∈ T(s, ·)
and a suitable weight function ∆ for µ and µ′.
For given µ, we define
µ′(v) =
{∑
u∈v µ(u) if v ∈ A
0 otherwise
(1)
and
∆(u, v) =
{
µ(u) if (u, v) ∈ R
0 otherwise
(2)
s
u
u′
u′′
A
v
v′
∆
µ
µ′
The figure on the right illustrates the use of weight function ∆, namely dis-
tributing the distribution µ on S to a distribution µ′ on A.
µ′ is a probability distribution, if µ is so:∑
v∈(A∪S) µ
′(v) =
∑
v∈A µ
′(v) =
∑
v∈A,u∈v µ(u) =
∑
u∈S µ(u) = 1
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µ′ is a valid distribution for A: In the trivial case v ∈ S: Pl(A, v) = 0 = Pu(A, v)
and µ′(v) = 0. For the case v ∈ A, we show that Pl(A, v) ≤ µ′(v) ≤ Pu(A, v):
Pl(A, v) = minsl∈AP
l(sl, v) (Def. 5)
≤ Pl(s, v)
=
∑
s′∈v P
l(s, s′) (s ∈ A)
≤
∑
s′∈v µ(s
′) = µ′(v) (given µ, 1)
≤
∑
s′∈v P
u(s, s′)
= Pu(s, v)
≤ maxsu∈AP
u(su, v) (s ∈ A)
= Pu(A, v) (Def. 5)
Condition (2a) of Def. 10 is fulfilled trivially, since ∆(u, v) = 0 if (u, v) 6∈ R.
For condition (2b):
∆(u, S) =
∑
v∈S ∆(u, v)
=
∑
v∈S ∆(u, v) +
∑
A∈A∆(u,A)
= ∆(u,Au) (for Au ∈ A, u ∈ Au)
= µ(u) (see 2)
Condition (2c) is fulfilled trivially for v ∈ S since ∆(S, v) = 0 = µ′(v). For v ∈ A
it holds since:
∆(S, v) =
∑
u∈S ∆(u, v)
=
∑
u∈v∆(u, v)
=
∑
u∈v µ(u) (see 2)
= µ(v) (see 1)
All conditions are fulfilled by R and thus s  A for all s ∈ A, A ∈ A.
⊓⊔
Let us illustrate the notion of probabilistic simulation on a small example.
Example 5. Consider the DTMC in Fig. 2 (left), the par-
titioning leading to 2 (right) (see Ex. 2) with R =
{(s0, A0), (s
′
0, A0), (s1, A1), (s2, A2)}. Note that Ai should
be considered as a single abstract state. We have s0RA0
because condition 1 of Def. 10 is trivially fulfilled since
L(A0, a) = ? . For condition 2 we observe that in s0 there
is only one possible distribution µ = (0, 0, 14 ,
3
4 ) to choose.
The only distribution in T(A0, ·), for which there is a
weight function ∆ fulfilling condition 2, is µ′ = (0, 14 ,
3
4)
with ∆(s1, A1) =
1
4 , ∆(s2, A2) =
3
4 and 0 otherwise (see
figure). The conditions of Def. 10 can be checked for the
remaining elements of R similarly.
µ
s1
s2
1
4
3
4
µ′
A1
A2
1
4
3
4
1
4
3
4
3.4 Abstraction DTMCs versus CTMCs
To conclude this section, we study the precise relationship between our abstrac-
tion in the discrete-time and continuous-time setting. The theorem below states
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that the following diagram commutes, i.e., that abstraction of CTMCs can be
regarded as a conservative extension of abstraction of DTMCs:
M Mabstr Mdel
N Nabstr Ndel
abstr norm
emb
abstr norm
emb
∑y
x} (A)CTMCs
∑y
x} (A)DTMCs
In order to make explicit to which type of abstract Markov chains abstraction
and normalization is applied we use subscripts with the obvious interpretation.
Theorem 2. For delimited ACTMC M and partitioning A:
emb(normACTMC(abstrCTMC(A,M))) = normADTMC(abstrDTMC(A, emb(M)))
Proof. Let PlM and P
u
M be the lower and upper bound matrices of ACTMC
M. By definition, for the embedded Markov chain N = emb(M), PN = PM.
Abstracting M and N respectively with respect to the partitioning A yields:
Mabstr = (A,P
l
M,P
u
M, L) and Nabstr = (A,P
l
N ,P
u
N , L)
where (∗) PlM = P
l
N and P
u
M = P
u
N since for ACTMCs and ADTMCs, lower
and upper bounds are calculated in the same way. Normalizing the resulting
abstract Markov chains Mabstr and Nabstr yields:
Mdel = (A,P
l
Mdel
,PuMdel , Eunif, L) and Ndel = (A,P
l
Ndel
,PuNdel , L)
where:
(PlMdel ,P
u
Mdel
) = norm(PlMabstr ,P
u
Mabstr
)
(∗)
= norm(PlNabstr ,P
u
Nabstr
)
= (PlNdel ,P
u
Ndel
).
Since the transition probability matrices of the embedded Markov chain Ndel
are the same as for Mdel it follows P
l
Mdel
= PlNdel and P
u
Mdel
= PuNdel . Hence,
emb(Mdel) = Ndel.
⊓⊔
4 Measures and Reachability
In the previous section, we have introduced and motivated the use of abstract
Markov chains, i.e., chains with probability intervals. This section is now con-
cerned with how to analyze such abstract Markov chains. First, we describe how
the uncertainty induced by intervals is resolved by means of schedulers. In par-
ticular, we show that the set of schedulers on an abstract Markov chain coincides
with those on its normalization. This is the correctness argument for normaliza-
tion. A key result of this section is that so-called extreme schedulers (roughly
speaking, they only select extrema of intervals) suffice for considering infima on
measurable events. Finally, we detail the main procedures for model-checking of
ADTMCs (and ACTMCs), viz. the computation of minimal (or dually, maximal)
reachability probabilities in ADTMCs, and the time-bounded variant thereof for
ACTMCs.
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4.1 Schedulers
The probability to move in one step from s to s′ in an ADTMC depends on the
chosen probability distribution in s, i.e. on µ ∈ T(s, ·) = {P(s, ·) | P ∈ T}. As for
Markov decision processes, schedulers are used to resolve the nondeterminism.
Schedulers come in many different flavors [40]. They may be memoryless (also
called simple or stationary) or make their decisions depending on the history of
the systems run (history-dependent). They may choose deterministically or in a
randomized fashion, i.e. decide for some combination of several choices, and in
the continuous-time setting, they may be aware of the time the system resided
in each state.
Definition 11 (Schedulers). Let M be an ADTMC with state space S, then:
– D : S → TM is a simple deterministic (SD) scheduler,
– D : S → distr(TM) is a simple randomized (SR) scheduler,
– D : PathsM → TM is a history-dependent deterministic (HD) scheduler,
– D : PathsM → distr(TM) is a history-dependent randomized (HR) sched-
uler.
In a similar way, schedulers can be defined for ACTMCs and Markov decision
processes (MDPs)2. For MDPs it has been shown that all of the above mentioned
scheduler classes are equally expressive w.r.t. the infimum and supremum of
reachability probabilities (see [7, 15]). In Section 4.4 we will show that this result
translates to ADTMCs.
However, in the continuous-time setting scheduler classes for MDPs are much
more diversified (see [3]). Though, for ACTMCs we can show that the set of HD-
schedulers is as expressive as the set of HR-schedulers, i.e. each HR-scheduler can
be simulated by a HD-scheduler. For simple schedulers a similar result follows
directly.
Lemma 5. For any ACTMC M and any HR-scheduler D, there is an HD-
scheduler D′ such that:
D(ς) = D′(ς) for all ς ∈ PathsMabs.
Proof. The general idea is that a choice of an HR-scheduler is a convex combi-
nation of elements in a convex and dense set and thus is in this set itself. Per
definition D(ς) ∈ distr(TM), i.e. D(ς) =
∑
P∈TM
αP · P with
∑
P∈TM
αP = 1.
As for all P ∈ TM and all s ∈ S, P(s, S) = 1:
D(ς) =
∑
P∈TM
αP ·P(s, S) =
∑
P∈TM
αP = 1.
Furthermore, for all P ∈ TM and all s, s
′ ∈ S, Pl(s, s′) ≤ P(s, s′) ≤ Pu(s, s′).
Choose some Pmin,Pmax ∈ TM such that Pmin(s, s
′) ≤ P(s, s′) ≤ Pmax(s, s
′) for
all P ∈ TM. Then, obviously for all s, s
′ ∈ S:
Pl(s, s′) ≤ Pmin(s, s
′) ≤ D(ς) =
∑
P∈TM
αP ·P(s, S) ≤ Pmax(s, s
′) ≤ Pu(s, s′)
Altogether it follows that D(ς) ∈ TM and therefore, for all ς ∈ PathsM there is
an HD-scheduler D′ with D′(ς) = D(ς).
⊓⊔
2 In the continuous-time setting, a time-abstract HD-scheduler takes time-abstract paths in
ACTMC M as argument.
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Fig. 5. HD-scheduler mimicking the original behavior
Obviously, this result carries over to the time-abstract setting of ADTMCs.
Let us now focus on (time-abstract) history-dependent schedulers that, given
a time-abstract path, deterministically select a transition probability function
from the set T. The set of history-dependent schedulers for ADTMC M is de-
noted by SchedM.
The function of a scheduler is to determinize the behavior of an ADTMC.
This behavior can be described by means of a DTMC as stated in the following
lemma.
Definition 12 (Induced DTMC). For ADTMC M = (S,Pl,Pu, L), sched-
uler D ∈ SchedM induces the DTMC MD = (SD,PD, LD) where
3
– SD = Pathsabs(M),
– PD(ς, ς
′) =
{
D(ς)(last(ς), s) if ς ′ = ς → s
0 otherwise
and
– LD(ς, a) = L(last(ς), a) for ς ∈ SD, a ∈ AP.
Let us now study how abstractions are simulating their concrete counterparts.
Consider a DTMC M and partitioning A inducing MA = abstr(A,M). For a
fixed initial distribution α on M, one can derive a scheduler D on M such that
reachability probabilities for paths in MA and the corresponding ones in M
coincide. This can be done by calculating the conditional probabilities for each
transition in the induced DTMC, i.e. the scheduling decisions of D, with respect
to M and the initial distribution.
Example 6. Consider DTMCM in Fig. 5. The partitioning that merges all states
with the same gray shading yields abstractionMA. If we are interested in a sched-
uler that exactly mimics the behavior ofM, we have to compute the conditional
3 In the continuous-time setting, the exit rate of the induced CTMC is carried over from the
given ACTMC.
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probabilities p1, . . . , p4 as shown in the figure. E.g. p1, the probability to move
from the leftmost state to the middle one in MD, is calculated by summing up
the probabilities to reach the two states in the middle from the initial states
in M and dividing it by the probability to get into one of the corresponding
predecessors, here in one of the states on the left in M.
As we have formal means now concider nondeterminism in ADTMCs, we are
in a position to show that normalization is preserving all the behavior.
Lemma 6. For any ADTMC M, SchedM = Schednorm(M).
Proof. It holds that4
SchedM = Schednorm(M) ⇐⇒ Paths(M) = Paths(norm(M)).
We prove the second statement.
“⊆” Proof by contradiction: assume Paths(M) ⊃ Paths(norm(M)), then there is
a path ς ∈ Paths(M) with ς 6∈ Paths(norm(M)). For at least one position
0 ≤ i < |ς| in ς with ς[i] = si, ς[i + 1] = si+1, there is PM ∈ TM with
p = PM(si, si+1) such that p 6∈ [P
l
norm(M)(si, si+1),P
u
norm(M)(si, si+1)]. This
can only be the case, if norm removed p from the interval, i.e.
• p > 1−PlM(si, S \ {si+1})⇒ p
l := PlM(si, S \ {si+1}) + p > 1 or
• p < 1−PuM(si, S \ {si+1})⇒ p
u := PuM(si, S \ {si+1}) + p < 1.
Since pl is the lowest and pu is the largest possible sum for any Pnorm(M)(s, ·)
and pu < 1 < pl, there is no valid distribution incorporating p. This contra-
dicts PM ∈ TM. Thus Paths(M) ⊆ Paths(norm(M)).
“⊇” At every position 0 ≤ i < |ς| in each ς ∈ Paths(norm(M)),
p = Pnorm(M)(ς[i], ς[i + 1]) ∈ [P
l
M(ς[i], ς[i + 1]),P
u
M(ς[i], ς[i + 1])]
for every PM ∈ TM, as
[PlM(s, s
′),PuM(s, s
′)] ⊇ [Plnorm(M)(s
′, s′),Punorm(M)(s, s
′)]
for all s, s′ ∈ S. Thus, ς ∈ Paths(M).
⊓⊔
Summarizing, the norm function introduced in Def. 9 is efficient due to
Lemma 2 (at most |S| bounds have to be adjusted) and Lemma 3 (it is idempo-
tent). Applying it to an ADTMC results in a delimited ADTMC (Lemma 4) for
which the set of schedulers is the same (Lemma 6).
4.2 Measure Spaces on Paths
A nonempty set Ω of possible outcomes of an experiment of chance is called a
sample space. A set B ⊆ 2Ω is called Borel field (or σ-algebra) over Ω if it contains
Ω, Ω\E for each E ∈ B and the union of any countable sequence of sets from B.
The subsets of Ω that are elements of B are called measurable with regard to B.
4 In the continuous-time setting, only time-abstract paths have to be considered.
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A Borel field B is generated by an at most countable set E , denoted by B = 〈E〉,
if B is the closure of the elements of E under complement and countable union.
A probability space is a triple PS = (Ω,B,Pr), where Ω is a sample space, B
is a Borel field over Ω, and Pr is a mapping B → [0, 1] such that Pr(Ω) = 1 and
Pr(
⋃∞
i=1Ei) =
∑∞
i=1 Pr(Ei) for any sequence E1E2 . . . of pairwise disjoint sets
of B. We call Pr a probability measure.
For an ADTMC M = (S,Pl,Pu, L) with initial distribution α, we let Ω
be the set PathsM and the Borel field B is generated by basic cylinder sets
C(s0 . . . sk), where C(s0 . . . sk) is the set of all paths ofM with prefix s0 . . . sk.
Recall that SchedM is the set of all HD-schedulers for M. A scheduler D ∈
SchedM induces a probability space PSD = (Ω,B,PrD), where PrD is uniquely
given by PrD(Ω) = 1 and5
PrD(C(s0 . . . sk)) = α(s0) ·
∏k−1
j=0
Pj(sj, sj+1)
wherePj is the probability matrix selected by schedulerD given history s0 . . . sj.
For DTMCs, the probability measure follows directly from the definition for
ADTMCs:
Pr(C(s0 . . . sk)) = α(s0) ·
∏k−1
j=0
P(sj , sj+1).
For an ACTMC, the probability space and probability measure (w.r.t. a
scheduler) are defined similarly as for ADTMCs. Let M = (S,Pl,Pu, Eunif, L)
be an ACTMC. We set Ω as the set PathsM of all timed paths of M given
an initial distribution α. The Borel field B is generated by basic cylinder sets
C(s0 I0 . . . Ik−1 sk) where for i ∈ {0, 1, . . . , k − 1} Ii = (0, xi], xi ∈ R>0 and
C(s0 I0 . . . Ik−1 sk) = {u0 t0 u1 t1 . . . | ui = si, ti ∈ Ii for 0 ≤ i < k, uk = sk}
for s0, s1, . . . , sk ∈ S. A HD scheduler D ∈ Sched
M induces a probability space
PSD = (Ω,B,PrD), where PrD is uniquely given by PrD(Ω) = 1 and
PrD(C(s0 I0 . . . Ik−1 sk)) = α(s0) ·
∏k−1
j=0
(Pj(sj, sj+1) ·X(Ij))
where Pj is the probability matrix selected by scheduler D for (time-abstract)
history s0 . . . sj and
X(I) =
∫
t∈I
Eunif · e
−Eunif·tdt = 1− e−Eunif·x
is the probability for leaving any state within time interval I = (0, x].
For CTMCs, the probability measure follows directly:
Pr(C(s0 I0 . . . Ik−1 sk)) = α(s0) ·
∏k−1
j=0
(P(sj , sj+1) ·X(Ij))
5 Clearly, PrD depends on α but we omit α to improve readability.
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4.3 Minimal Probabilities of Measurable Events
In this section we consider the infimum of probabilities of measurable (sets of)
events with regard to HD-schedulers. When defining PCTL and CSL semantics on
abstract Markov chains in Section 5 these infima are of major interest. We show
that instead of regarding HD-schedulers, it suffices to consider only extreme ones.
Intuitively extreme schedulers only pick extreme distributions that result from
a one by one minimisation/maximisation of transition probabilities. Note that
different priorities for minimising/maximising yield different minimal/maximal
probabilities. E.g. in Figure 5 for the leftmost state in the ADTMC there are
two extreme distributions: (. . . , 12 ,
1
2 , . . .) and (. . . , 1, 0, . . .).
Definition 13 (Extreme distributions). Let s ∈ S and S′ ⊆ S. We define
extr(Pl,Pu, S′, s) ⊆ T such that µ ∈ extr(Pl,Pu, S′, s) iff either S′ = ∅ and
µ = Pl(s, ·) = Pu(s, ·) or one of the following conditions hold6:
∃s′ ∈ S′ : µ(s′) = Pl(s, s′) and µ ∈ extr(Pl,Pu[s′ 7→ µ(s′)], S′ \ {s′}, s) or
∃s′ ∈ S′ : µ(s′) = Pu(s, s′) and µ ∈ extr(Pl[s′ 7→ µ(s′)],Pu, S′ \ {s′}, s)
We call µ ∈ T(s, ·) an extreme distribution if µ ∈ extr(Pl,Pu, S, s).
The number of extreme distributions grows exponentially in the size of the state
space. However, in general there are infinitely many distributions leading from
one state to another in an ADTMC, whereas there are only finitely many extreme
distributions.
A scheduler that only chooses extreme distributions is an extreme scheduler.
E.g. scheduler D in Fig. 5 is not extreme. Sets of schedulers restricted to extreme
ones are subscripted with extr. In the remainder of this section we show that for
ADTMCs as well as for ACTMCs, HD-schedulers and extreme HD-schedulers
yield the same infimum for probability measures of measurable sets. This result
reduces the number of schedulers we have to deal with considerably.
Theorem 3 (Extrema). Let M = (S,Pl,Pu, L) be an ADTMC. For every
measurable set Q of the induced probability space:
infD∈SchedMextr Pr
D(Q) = infD∈SchedM Pr
D(Q).
Proof. Let α be an initial distribution on ADTMC M, and assume M to be
delimited. We show the claim by induction over the structure of the Borel field
of the induced probability space onM. In particular, we show the following facts:
1.) For all basic cylinder sets C(s0 . . . sk) and all D ∈ Sched
M there exists E ∈
SchedMextr such that
PrD(C(s0 . . . sk)) ≥ Pr
E(C(s0 . . . sk)).
2.) Given two basic cylinder sets C := C(s0 . . . sk), C
′ := C(s′0 . . . s
′
l) (wlog.
k ≤ l) and E,E′ ∈ SchedMextr such that Pr
E(C) and PrE
′
(C ′) are minimal,
there exists Eˆ ∈ SchedMextr such that for all D ∈ Sched
M
PrD(C ∪C ′) ≥ PrEˆ(C ∪ C ′).
6 Here, f [s 7→ x] denotes the function that agrees everywhere with f except at s where it is
equal to x.
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3.) Given basic cylinder set C and extreme scheduler E minimizing PrE(C), we
show that there exists Eˆ ∈ SchedMextr for all D ∈ Sched
M with
PrD(Ω \ C) ≥ PrEˆ(Ω \ C).
The first step is the induction basis and 2./3. are induction steps concerning
union and complement.
1.) Let D ∈ SchedM. It holds that
PrD(C(s0 . . . sk)) = α(s0) ·P
D
0 (s0, s1) · . . . ·P
D
k−1(sk−1, sk)
where PDi is the choice of D with history s0, s1 . . . , si, 0 ≤ i < k. Obviously,
the product is minimal forD, if each factor Pi(si, si+1) is. We construct E as a
scheduler onM with E(s0 . . . si) = P
E
i such that P
E
i (si, si+1) := P
l(si, si+1)
and PEi (si, ·) results in an extreme distribution. Then E is extreme and for
all D ∈ SchedM
PrD(C(s0 . . . sk)) ≥ Pr
E(C(s0 . . . sk)).
2.) We distinguish two cases, namely C ∩ C ′ 6= ∅ and C ∩ C ′ = ∅.
If C∩C ′ 6= ∅, then C = C(s0 . . . sk) is a prefix of C
′ = C(s′0 . . . s
′
l) since k ≤ l.
Therefore, we let Eˆ := E. Since E is extreme, Eˆ is so and from induction
hypothesis we have that for all D ∈ SchedM
PrEˆ(C ∪ C ′) = PrEˆ(C) = PrE(C) ≤ PrD(C) = PrD(C ∪ C ′).
If C ∩ C ′ = ∅, we have that either there exists j ∈ {0, 1, . . . , k − 1} with
s0 = s
′
0, s1 = s
′
1, . . ., sj = s
′
j, sj+1 = s
′
j+1 or s0 6= s
′
0. In the latter case, we
let Eˆ(s0 . . . sn) := E(s0 . . . sn), n ∈ {0, 1, . . . , k − 1} and Eˆ(s
′
0 . . . s
′
m) :=
E′(s′0 . . . s
′
m), m ∈ {0, 1, . . . , l − 1}. All other choices of Eˆ are arbitrary but
extreme. Obviously, Eˆ is an extreme scheduler and for all D ∈ SchedM
PrEˆ(C ∪ C ′) = PrEˆ(C) + PrEˆ(C ′) = PrE(C) + PrE
′
(C ′)
≤ PrD(C) + PrD(C ′) = PrD(C ∪ C ′).
In the former case (i.e. j exists), we calculate
min
µ∈T(sj ,·)
{α(s0) · µ(sj+1) ·
∏
i6=j
PDi (si, si+1) + α(s
′
0) · µ(s
′
j+1) ·
∏
i6=j
PDi (s
′
i, s
′
i+1)}
= α(s0) ·
∏
i<j
PDi (si, si+1) · min
µ∈T(sj ,·)
{µ(sj+1) · p+ µ(s
′
j+1) · p
′}
where p :=
k∏
i=j+1
PDi (si, si+1) and p
′ :=
l∏
i=j+1
PDi (s
′
i, s
′
i+1). For the same
reason as in case of C ∩ C ′ 6= ∅ for the first j − 1 choices we let Eˆ choose as
E or alternatively as E′ since
PrE(C(s0, . . . , sj)) = Pr
E′(C(s0, . . . , sj)) = Pr
E′(C(s′0, . . . , s
′
j)).
Similarly, as in case s0 6= s
′
0 for 1 ≤ m ≤ k − (j + 1), 1 ≤ n ≤ l − (j + 1) we
let
Eˆ(s0 . . . sj sj+1 . . . sj+m) := E(s0 . . . sj sj+1 . . . sj+m)
Eˆ(s0 . . . sj s
′
j+1 . . . s
′
j+n) := E
′(s0 . . . sj s
′
j+1 . . . s
′
j+n).
25
For history s0 . . . sj first observe that p and p
′ (as defined above but for
D := Eˆ) are constant and therefore we choose Eˆ(s0 . . . sj) = P
Eˆ such that
PEˆ(sj , ·) =: η ∈ T(sj, ·) fulfills
min
µ∈T(sj ,·)
{µ(sj+1) · p+ µ(s
′
j+1) · p
′} = η(sj+1) · p+ η(s
′
j+1) · p
′.
Assume that p ≥ p′. The proof goes along the same lines if p < p′. We choose
η ∈ T(sj, ·) such that it is extreme, η(sj+1) = P
l(sj, sj+1) and η(s
′
j+1) is as
small as possible. Therefore according to Definition 13
η(s′j+1) = max{P
l(sj, s
′
j+1), 1−P
u(sj, S
′)−Pl(sj, sj+1)}
where S′ := S \ {sj+1, s
′
j+1}. We claim that for all µ ∈ T(sj, ·)
µ(sj+1) · p+ µ(s
′
j+1) · p
′ ≤ η(sj+1) · p+ η(s
′
j+1) · p
′ (3)
We distinguish two cases. Assume that η(s′j+1) = P
l(sj , s
′
j+1). Then Equa-
tion (3) holds trivially. If, however, η(s′j+1) = 1 − q − P
l(sj, sj+1) where
q := Pu(sj, S
′) we prove Equation (3) by calculating
η(sj+1) · p+ η(s
′
j+1) · p
′ = Pl(sj , sj+1) · p+ (1− q −P
l(sj, sj+1)) · p
′
= Pl(sj , sj+1) · p+ p
′ −Pl(sj, sj+1) · p
′ − q · p′
= Pl(sj , sj+1) · (p − p
′) + p′ −Pu(sj, S
′) · p′
≤ µ(sj+1) · (p− p
′) + p′ −
∑
s∈S′ µ(s) · p
′
= µ(sj+1) · p−
(
1− µ(sj+1)−
∑
s∈S′ µ(s)
)
· p′
= µ(sj+1) · p− µ(s
′
j+1) · p
′.
Note that we used the fact that p− p′ ≥ 0. Thus, with PEˆj (sj, ·) = η we get
PrEˆ(C ∪ C ′)
= α(s0) ·
∏
i<j
P Eˆi (si, si+1)
(
η(sj+1) · p+ η(s
′
j+1) · p
′
)
= α(s0) · η(sj+1) ·
∏
i6=j
P Eˆi (si, si+1) + α(s
′
0) · η(s
′
j+1) ·
∏
i6=j
P Eˆi (s
′
i, s
′
i+1)
≤ α(s0) · µ(sj+1) ·
∏
i6=j
PDi (si, si+1) + α(s
′
0) · µ(s
′
j+1) ·
∏
i6=j
PDi (s
′
i, s
′
i+1)
= PrD(C ∪C ′)
for all D ∈ SchedM with µ = PDj (sj, ·). Since η is an extreme distribution
and E and E′ are extreme schedulers, Eˆ is so which means that the sec-
ond induction statement holds. The proof above can be lifted to unions of a
countable number of basic cylinder sets in the obvious way.
3.) A scheduler minimizing the measure of the complement of cylinder set C
can be derived by construction of a scheduler maximizing the measure of C.
Such a scheduler can be constructed analogously to a scheduler minimizing
the measure of C. Since the complete probability space Ω has measure 1 and
C ⊆ Ω:
PrD(Cc) = PrD(Ω \ C) = PrD(Ω)− PrD(C) = 1− PrD(C)
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This yields:
infD∈Schedextr(M) Pr
D(Cc) = infD∈Schedextr(M)(1− Pr
D(C))
= 1− supD∈Schedextr(M) Pr
D(C).
As countable union and complement of cylinder sets are measurable, so are
arbitrary measurable sets.
⊓⊔
Theorem 4 (Extrema). Let M = (S,Pl,Pu, Eunif, L) be an ACTMC. For
every measurable set Q of the induced probability space:
infD∈SchedMextr Pr
D(Q) = infD∈SchedM Pr
D(Q).
Proof. The proof is similar to the proof of Theorem 3. Thus, in the following we
only highlight the differences.
Induction basis: The cylinder sets are timed now, thus we seek for scheduler
D with minimal
PrD(C(s0 I0 . . . Ik−1 sk)) = (P0(s0, s1) ·X(I0)) · . . . · (Pk−1(sk−1, sk) ·X(Ik−1))
The probability to leave any state within time interval Ii is given by X(Ii) since
M has a uniform exit rate. This leaves minimizing the transition probabilities of
Pi as in the discrete-time setting.
Induction step: We show how to construct an extreme scheduler for the union
and complement of basic cylinder sets for which minimal extreme schedulers are
known. Consider timed cylinder sets C = C(s0 I0 . . . sk) and C
′ = C(s′0, I
′
0 . . . s
′
l)
where wlog. k ≤ l. Again, disjoint and non-disjoint union is treated seperately.
– In the non-disjoint case additional timing information makes no difference for
the proof.
– In the disjoint case, P ∈ T has to be determined with minimal:
PrD(C(si−1 Ii−1 . . . sk)) + Pr
D(C(s′i−1 Ii−1 . . . s
′
l))
= (P(si−1, si) ·X(Ii−1)) · . . . · (P(sk−1, sk) ·X(Ik−1))
+(P(si−1, s
′
i) ·X(Ii−1)) · . . . · (P(s
′
l−1, s
′
l) ·X(I
′
l−1))
Since X(Ii−1) . . . are not affected by the scheduler, minimization reduces to
the minimization of
P(si−1, si) · . . . ·P(sk−1, sk) +P(si−1, s
′
i) · . . . ·P(s
′
l−1, s
′
l)
= P(si−1, si) · p+P(si−1, s
′
i) · p
′
where no timing information is involved anymore.
The rest of the proof is as in the discrete-time setting.
⊓⊔
To summarize, the results in this section show that for determining minimal
probabilities over abstract Markov chains, it suffices to consider (finitely many)
extreme schedulers. The following subsections focus on the main measurable
events: reachability and time-bounded reachability. Algorithms for these events
provide the basic building bricks for the model checking procedure for PCTL and
CSL described in Section 5.
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4.4 Unbounded Reachability
The reachability problem is about reaching goal states from an initial one via
an arbitrary number of transitions. In Markov chains, the probability to reach a
goal state is of special interest. Solving reachability problems will be the major
task in our model checking algorithm for until formulas presented in Section 5.
Formally, for an ADTMC M, s ∈ S, B ⊆ S and n ∈ N, define the events:
Reachn(s,B) := {ς ∈ Paths
M | ς[0] = s, ς[n] ∈ B and for all k < n, ς[k] 6∈ B}
Reach≤n(s,B) :=
⋃n
i=0Reachi(s,B)
Reach(s,B) :=
⋃
n≥0Reachn(s,B) =
⋃
n≥0Reach≤n(s,B).
Let us now compare reachability in two ADTMCs w.r.t. abstraction, i.e.
simulation. We first give the intuition of the following theorem. Consider a finite
path s0 → . . . → sn in an ADTMC. The probability to take such a path is
determined by the transition probability bounds for si → si+1 for all 0 ≤ i < n.
Let the path in an abstraction of the ADTMC correponding to the given finite
path be s′0 → . . . → s
′
n where si  s
′
i for all 0 ≤ i ≤ n. Again, the probability
to take such a path is determined by the transition probability bounds, this
time for s′i → s
′
i+1 for all 0 ≤ i < n. As due to si  s
′
i there is a mapping
from any probability distribution that can be chosen in a state of the original
ADTMC to one in the simulating state of the abstraction, the infimum of the
path probabilities may not be less than in the abstraction. This basic idea can
be lifted to sets of paths (cf. Example 5).
Theorem 5 (Reachability simulation). Let ADTMC M = (S,Pl,Pu, L),
s, s′ ∈ S with s  s′, sets of goal states B,B′ ⊆ S where for all s¯′ ∈ B′,
s¯  s¯′ ⇒ s¯ ∈ B and there is no s¯ ∈ B with s¯  s¯′ and s¯′ 6∈ B′. Then, for all
schedulers D ∈ SchedM there exists a scheduler D′ ∈ SchedM with
PrD(Reach(s,B)) = PrD
′
(Reach(s′, B′)).
Proof. We prove the claim by induction over the maximal path length i from s
to states in B. That is, for all s, s′ ∈ S with s  s′, for every HD scheduler D
there is an HD scheduler D′ such that:
PrD(Reach≤i(s,B)) = Pr
D′(Reach≤i(s
′, B′)).
By induction on i:
– i = 0: PrD(Reach≤0(s,B)) is given by the the indicator function
iB(s) =
{
1 if s ∈ B
0 otherwise.
iB(s) = iB′(s
′) follows from the restrictions on B and B′ as
• iB(s) ≥ iB′(s
′) since s′ ∈ B′ ⇒ s ∈ B and
• iB(s) ≤ iB′(s
′) since there is no s¯ ∈ B with s¯  s′ and s′ 6∈ B′.
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Thus, PrD(Reach≤0(s,B)) = Pr
D′(Reach≤0(s
′, B′)) for all D,D′ ∈ SchedM.
– i → i+ 1: Let Pr(D, s, i,B) := PrD(Reach≤i(s,B)) and for all s¯ ∈ S, let Ds¯
such that
Ds¯(ς) = D(s¯→ ς) for all ς ∈ Paths
M.
Similarly define D′ such that for all s¯′ ∈ S,
D′(s¯′ → ς ′) := D′s¯′(ς
′) for all ς ′ ∈ PathsM.
The definition of D′s¯′ is derived from:
Pr(D, s, i+ 1, B)
=
∑
s¯∈S D(s)(s¯) ·Pr(Ds¯, s¯, i, B)
=
∑
s¯∈S ∆(s¯, S) ·Pr(Ds¯, s¯, i, B) (Def. 10)
=
∑
s¯′∈S
∑
s¯∈S ∆(s¯, s¯
′) ·Pr(Ds¯,s¯′ , s¯, i, B) (Ds¯,s¯′ := Ds¯)
=
∑
s¯′∈S
∆(S,s¯′)
∆(S,s¯′)
∑
s¯∈S ∆(s¯, s¯
′) ·Pr(Ds¯,s¯′ , s¯, i, B)
=
∑
s¯′∈S ∆(S, s¯
′)
∑
s¯∈S
∆(s¯,s¯′)
∆(S,s¯′) ·Pr(D
′
s¯,s¯′ , s¯
′, i, B′) (ind. hyp.)
=
∑
s¯′∈S ∆(S, s¯
′) ·Pr(D′s¯′ , s¯
′, i, B′) (D′s¯′ as below)
=
∑
s¯′∈S D
′(s′)(s¯′) ·Pr(D′s¯′ , s¯
′, i, B′) (Def. 10)
= Pr(D′, s′, i+ 1, B′)
The key in constructing D′s¯′ is to combine schedulers D
′
s¯,s¯′ such that:
Pr(D′s¯′ , s¯
′, i, B′) =
∑
s¯∈S
∆(s¯,s¯′)
∆(S,s¯′) · Pr(D
′
s¯,s¯′ , s¯
′, i, B′)
Clearly, this holds if we define D′s¯′ by
D′s¯′(s¯
′) :=
∑
s¯∈S
∆(s¯,s¯′)
∆(S,s¯′) ·D
′
s¯,s¯′(s¯
′)
and for histories s¯′ → ς inductively. As D′s¯′ is a convex combination of several
other schedulers, it actually is a scheduler (see proof of Lemma 5).
Together with Reach(s,B) =
⋃
n≥0Reachn(s,B) the claim follows.
⊓⊔
The following theorem is a consequence of the result shown above.
Theorem 6. For ADTMC M = (S,Pl,Pu, L), s, s′ ∈ S with s  s′, sets of
goal states B,B′ ⊆ S where for all s¯′ ∈ B′, s¯  s¯′ ⇒ s¯ ∈ B and there is no s¯ ∈ B
with s¯  s¯′ and s¯′ 6∈ B′:
infD∈SchedM Pr(Reach(s,B)) ≥ infD′∈SchedM Pr(Reach(s
′, B′)).
For our abstraction this implies that to ensure that a certain set of states is
reached from initial state s with probability at most p, it suffices to determine
the reachability probability of the corresponding macro states in the abstraction.
Positive results on the abstract model carry over to the concrete model, but
negative results do not. The remainder of this subsection is devoted to computing
minimal reachability probabilities in ADTMCs.
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For the computation of reachability measures in ADTMCs we will reduce the
problem to reachability for Markov decision processes (MDPs). To start with,
we compare the notion of ADTMCs with the one of MDPs in the three-valued
setting.
Definition 14 (MDP). A Markov decision process is a tupleM = (S,Act,P, L),
with S and L as for ADTMCs and
– Act, a finite set of actions,
– P : S × Act × S → [0, 1], an action-dependent probability function with
P(s, a, S) ∈ {0, 1} for all s ∈ S and a ∈ Act, and at least one a ∈ Act
with P(s, a, S) = 1 for each s ∈ S,
Note that MDPs are three-valued in contrast to the usual setting.
An ADTMC induces a MDP w.r.t. its extreme behavior.
Definition 15 (Induced MDP). For ADTMC M = (S,Pl,Pu, L), the in-
duced MDP is given by Mi = (S,Act,PI, L) where:
– Act = {aµ | µ ∈ T(s, ·) and µ is extreme for some s ∈ S},
– Pi(s, aµ, ·) = µ if µ ∈ T(s, ·) and µ is extreme, otherwise Pi(s, aµ, s
′) = 0 for
all s′.
The notion of schedulers carries over in the expected manner, i.e. Schedextr(M) =
Sched(Mi). More importantly, the infimum of the measure of some measurable
set w.r.t. Schedextr(M) and Sched(Mi) coincides due to Theorem 3.
For reachability properties, it was shown in the setting of MDPs, that the
infimum w.r.t. all schedulers agrees with the infimum w.r.t. simple schedulers
[15]. Recall that a scheduler D ∈ Sched(M) is called simple, if the choice of
a scheduler does not depend on the history but only on the current state. A
similar result also holds for ADTMCs. The set of simple schedulers of ADTMC
M that choose only extreme distributions is denoted by Sched simple,extr(M).
Since there are only finitely many simple extreme schedulers, the infimum is
indeed a minimum.
Lemma 7 (Reachability extrema). For ADTMCM = (S,Pl,Pu, L), s ∈ S,
B ⊆ S:
infD∈SchedM Pr
D(Reach(s,B))
= infD∈SchedMsimple,extr
PrD(Reach(s,B))
= minD∈SchedMsimple,extr
PrD(Reach(s,B))
Theorem 6 and Lemma 7 yield that the lower bound for some reachability
probability in the abstract Markov chain is at most the reachability probability
in the concrete Markov chain. Thus, whenever the infimum of a reachability
probability is at least p in the abstract Markov chain, this applies to the concrete
Markov chain as well.
Theorem 7 (Reachability). For ADTMC M = (S,Pl,Pu, L), s, s′ ∈ S with
s  s′, B ⊆ S where for all s¯′ ∈ B′, s¯  s¯′ ⇒ s¯ ∈ B:
infD∈SchedM Pr
D(Reach(s,B)) ≥ minD∈SchedMsimple,extr
PrD(Reach(s′, B′)).
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4.5 Time-Bounded Reachability
We now consider the continuous-time setting and focus on minimal probabilities
for time-bounded events. In ACTMCs the probability to reach some state in set
B from s within t time units is given by:
Reach≤t(s,B) = {σ ∈ Paths
M
s | σ@t
′ ∈ B for some t′ ∈ [0, t]}.
The probability to reach states in B from s in exactly i ∈ N steps is given by:
Reach′i(s,B) := {σ ∈ Paths
M | σ[0] = s, σ[n] ∈ B and for all k < i, σ[i] 6∈ B}.
Note that in contrast to the discrete-time setting, Reach′i(s,B) is a set of timed
paths (when considering sets of time-abstract paths, this is indicated by an abs
superscript). Reach′≤i(s,B) and Reach
′(s,B) are constructed from Reach′i(s,B)
sets as expected.
The following theorems are adaptations of Theorem 5 and Theorem 6 for the
discrete-time setting.
Theorem 8 (Time-bounded reachability simulation). Let ACTMC M =
(S,Pl,Pu, Eunif, L), s, s
′ ∈ S with s  s′, t ∈ R≥0, sets of goal states B,B
′ ⊆ S
where for all s¯ ∈ S and s¯′ ∈ B′, s¯  s¯′ ⇒ s¯ ∈ B and there is no s¯ ∈ B with
s¯  s¯′ and s¯′ 6∈ B′. Then, for all schedulers D ∈ SchedM there exists a scheduler
D′ ∈ SchedM with
PrD(Reach≤t(s,B)) = Pr
D′(Reach≤t(s
′, B′)).
Proof. As in the discrete-time setting we show this by induction over the maximal
path length i to states in B.
1.) Observe that
Reach≤t(s,B) = Reach
′(s,B) ∩ Reach≤t(s,B)
=
(⋃
i≥0Reach
′
≤i(s,B)
)
∩ Reach≤t(s,B)
=
⋃
i≥0
(
Reach′≤i(s,B) ∩ Reach≤t(s,B)︸ ︷︷ ︸
=:Reach≤i,t(s,B)
)
.
2.) The probability for i transitions taken within t time units in a stochastic
process where events occur uniformly according to an exponential distribution
with rate Eunif is known as poisson probability ψEunif,t(i). From [3] we have
PrD(Reach≤i,t(s,B)) =
∑i
j=0
ψEunif,t(j) · Pr
D
emb(Reach≤j(s,B))
where PrDemb is the probability measure w.r.t. the embedded Markov chain
emb(M) ofM and scheduler D ∈ Sched emb(M). From the proof of Theorem 6
we get that for all i ∈ N and for all schedulers D ∈ SchedM there is some
D′ ∈ SchedM such that:
PrD(Reach≤i,t(s,B)) =
∑i
j=0 ψEunif,t(j) · Pr
D
emb(Reach
abs
≤j (s,B))
=
∑i
j=0 ψEunif,t(j) · Pr
D′
emb(Reach
abs
≤j (s
′, B′))
= PrD
′
(Reach≤i,t(s
′, B′))
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From 1. and 2., our claim follows directly.
⊓⊔
Theorem 9. For ACTMC M = (S,Pl,Pu, Eunif, L), s, s
′ ∈ S with s  s′, t ∈
R≥0, sets of goal states B,B
′ ⊆ S where for all s¯ ∈ S and s¯′ ∈ B′, s¯  s¯′ ⇒ s¯ ∈ B
and there is no s¯ ∈ B with s¯  s¯′ and s¯′ 6∈ B′:
infD∈SchedM Pr
D(Reach≤t(s,B)) ≥ infD′∈SchedM Pr
D′(Reach≤t(s
′, B′))
By Theorem 4, it suffices to consider extreme schedulers if one is interested
in lower bounds. As for the induced MDP of an ADTMC, we can interpret an
ACTMC as a continuous-time Markov decision process (CTMDP), where each
extreme distribution can be chosen by some action. Since we consider uniform
ACTMCs, it suffices to consider uniform CTMDPs. This allows to expoit the
algorithm for the approximation of probability bounds for timed reachability
properties (see [3]). An ε-approximation of transient probabilities q0, the prob-
ability distribution for the system to be in a state at time t, can efficiently be
computed in an iterative way:
q0 = ψEunif,t(0) · iB + q1
qi = ψEunif,t(i) · iB +Pi · qi+1, for i ∈ {1, . . . , k(ε,Eunif, t)},
qk(ε,Eunif,t)+1 = 0
where k = k(ε,Eunif, t) is a proper truncation point such that∑∞
i=k+1
ψEunif,t(i) ≤ ε ⇐⇒
∑k
i=0
ψEunif,t(i) ≥ 1− ε.
This can be computed a priori (or optionally on-the-fly) as the probability that
n events occur in a Poisson process of rate Eunif · t:
ψEunif,t(n) =
(Eunif · t)
n · e−Eunif·t
n!
=
{
ψEunif,t(n− 1) ·
Eunif·t
n
if n > 0
e−Eunif·t if n = 0.
Instead of checking for all (exponentially many) extreme distributions in each
iteration, we can find a minimizing distribution in polynomial time, by minimiz-
ing the vector-product Pi(s, ·) · qi+1 with additional constraint qi+1(S) = 1.
This can be done by successively assigning as much proportion as possible to
the transition leading to the successor s′ for which qi+1(s
′) is minimal. For
N := |S|, sorting the q-vector can be done in O(N log(N)) and assertion of
probabilities takes O(N3) since the cut has to be applied N times and the
cut itself has a complexity of O(N2). This yields a worst-case complexity of
O(N2 · (N log(N) +N3) +N) = O(N5) for every iteration step7.
Exploiting transient analysis to compute reachability probabilities can be
done in the usual way by a slight transformation of the MDP [5, 29]. From now
on, we refer to q0 as the algorithm’s result for reachability probabilities.
7 For unbounded reachability, a variant of the iterative algorithm for time-bounded reachability
can be applied as well. An advantage that carries over is, that there is no need to check
exponentially many distributions for each state. As a downside, in contrast to time-bounded
reachability in the continuous-time setting, one cannot determine the number of iterations
needed to get a good approximation in advance.
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JtrueK(s) = ⊤ JaK(s) = L(s, a)
Jϕ1 ∧ ϕ2K(s) = Jϕ1K(s) ⊓ Jϕ2K(s) J¬ϕK(s) = (JϕK(s))
c
Jϕ1Uϕ2K(ς) =
8<
:
⊤ if ∃ i ∈ N : (Jϕ2K(ς[i]) = ⊤∧ ∀ 0 ≤ j < i : Jϕ1K(ς[j]) = ⊤)
⊥ if ∀ i ∈ N : (Jϕ2K(ς[i]) = ⊥∨ ∃ 0 ≤ j < i : Jϕ1K(ς[j]) = ⊥)
? otherwise
JPDp(Ψ)K(s) =
8<
:
⊤ if Prl(s, Ψ,⊤)D p
⊥ if Prl(s, Ψ,⊥)⊲ 1− p
? otherwise
D ∈ {>,≥},⊲ =

> if D = ≥
≥ if D = >
JPEp(Ψ)K(s) =
8<
:
⊤ if 1− p E Prl(s, Ψ,⊥)
⊥ if p ⊳ Prl(s, Ψ,⊤)
? otherwise
E ∈ {<,≤},⊳ =

< if E = ≤
≤ if E = <
Table 3. Three-valued semantics of PCTL.
The following lemma, which states that the above algorithm yields an ε-
accurate approximation of time-bounded reachability properties, follows directly
from [3].
Lemma 8 (Time-bounded reachability extrema). For ACTMC
M = (S,Pl,Pu, Eunif, L), s ∈ S, B ⊆ S, t ∈ R>0 and error margin ε:
infD∈SchedM(Reach≤t(s,B))− ε ≤ q0(s) ≤ infD∈SchedM Pr
D(Reach≤t(s,B)).
The section is concluded with a result that allows us to use the approximation
algorithm presented above to check if a reachability probability is at most p in
an abstraction and, in case the result is positive, to deduce that the same holds
in the original model.
Theorem 10 (Time-bounded reachability). Let M = (S,Pl,Pu, Eunif, L)
be an ACTMC and s, s′ ∈ S with s  s′, B,B′ ⊆ S where for all s¯′ ∈ B′,
s¯  s¯′ ⇒ s¯ ∈ B and t ∈ R≥0. For a given maximal error ε one can compute q0
with:
infD∈SchedM Pr
D(Reach(s,B))
≥ infD∈SchedM Pr
D(Reach(s′, B′))
≥ q0(s
′)
≥ infD∈SchedM Pr
D(Reach(s′, B′))− ε
5 Model Checking Three-valued Logics
The characterizations in the previous section in terms of minimal reachability
and time-bounded reachability probabilities are the key building blocks for model
checking of PCTL and CSL. It remains to provide a three-valued semantics for
these logics and, more importantly, to show that verification results on abstract
Markov chains carry over to their concrete counterparts.
Three-valued semantics. For ADTMC M, we define the satisfaction function
J · K : PCTL→ (S ∪ PathsM → B3) inductively as shown in Table 3, where:
Prl(s, Φ, θ) = Prl({ς ∈ PathsMs | JΦK(ς) = θ}) for θ ∈ B3
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Jϕ1U
Iϕ2K(σ) =
8<
:
⊤ if ∃ t ∈ I : (Jϕ2K(σ@t) = ⊤ ∧ ∀ t
′ ∈ [0, t) : Jϕ1K(σ@t
′) = ⊤)
⊥ if ∀ t ∈ I : (Jϕ2K(σ@t) = ⊥ ∨ ∃ t
′ ∈ [0, t) : Jϕ1K(σ@t
′) = ⊥)
? otherwise
Table 4. Three-valued semantics of CSL.
For ACTMC M, the satisfaction function J · K : CSL→ (S ∪ PathsM → B3)
is defined similar as for ADTMCs8. The timed until operator is as shown in
Table 4.
Let us have a closer look at the semantics. For the propositional fragment the
semantics is clear. A path σ satisfies until formula ϕ1U
[0,t]ϕ2 if ϕ1 definitely holds
until ϕ2 definitely holds at the latest at time t. The until-formula is violated, if
either before ϕ2 holds, ϕ1 is violated, or if ϕ2 is definitely violated up to time
t. Otherwise, the result is indefinite. For untimed until the semantics is similar,
but without any time restrictions.
To determine the satisfaction of P≤p(Ψ) we consider the probability of the
paths for which Ψ is definitely violated. If this probability is larger than 1−p, then
paths where Ψ holds may have measure at most p. Similarly, to show that P≤p(Ψ)
is violated, we have to consider the measure of all paths definitely satisfying Ψ . If
this measure is greater than p, then obviously P≤p(Ψ) is violated. The semantics
of PEp(Ψ) for E ∈ {<,>,≥} follows from a similar argumentation.
Example 7. Consider the CTMC with embedded DTMC as in Fig. 2(a) and
exit rate 12. Starting in s0 (s1), the probability to reach a non-a-state in 0.3
time units is about 0.9037 (0.9328, respectively). Thus, formula ϕ = a →
P≥0.9(true U
[0,0.3]¬a) is true in all states. Consider the abstraction in Fig. 2(b):
The lower and upper probability bounds to reach a non-a-state in 0.3 time units
from A0 are about 0.8807 respectively 0.9037. Hence,
Ja→ P≥0.9(true U
[0,0.3]¬a)K(A0) = ? ⊔ JP≥0.9(true U
[0,0.3]¬a)K(A0) = ?⊔ ? = ? .
For P≥0.88 instead of P≥0.9, the formula would have been satisfied in the abstrac-
tion as well, while for P≥0.91 the result would still be ? since ? ⊔ ⊥ =? .
Model checking. As for CTL, model checking works by a bottom-up traversal
of the parse tree of the formula ϕ. Boolean combinations of formulas as well as
the P-formulas are evaluated as expected. For the latter, however, we need the
lower probability bounds for the satisfaction/violation of an until-formula, which
remains the only operator to discuss.
For getting the measure of paths definitely satisfying Ψ = ϕ1 Uϕ2 (Ψ =
ϕ1 U
[0,t]ϕ2 respectively), it suffices to compute the measure of reaching states
satisfying ϕ2 (in time bounded by t) along paths of states satisfying ϕ1. By
induction, we know which states do not satisfy ϕ1. Removing those from the
Markov chain, a path satisfies ϕ1 U
[0,t]ϕ2 iff a state ϕ2 is reached (within time
bound t). In other words, it remains to solve a time-bounded reachability problem
in the reduced graph. Getting the measure of paths violating Ψ definitely, is done
similarly by exchanging ⊤ and ⊥ in the argumentation above.
Recall that the given algorithm for computing time-bounded reachability
approximates only with error margin ε. However, it can easily be guaranteed
8 Note that Prl(s, Φ, θ) concerns timed paths in the CSL semantics.
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that the error due to approximation only yields ? in cases where a definite value
could be obtained given a smaller error margin.
Also note that until formulas without time bound can be dealt with in the
continuous-time setting as well, just by dropping the exit rate and considering
the resulting embedded Markov chain.
The following theorems state that our framework developed so far can indeed
be used for abstraction-based model checking. Intuitively, the theorems assert
that the result of checking a PCTL / CSL formula in the abstract DTMC /
CTMC agrees with the one for the more concrete model, unless the result is
indefinite.
Theorem 11 (Preservation of PCTL). Let s and s′ be two states of an
ADTMC M with s  s′. Then for all PCTL formulas ϕ:
JϕK(s′) 6=? implies JϕK(s) = JϕK(s′).
Proof. By induction on the structure of PCTL formulas. Atomic formulas are
true and a ∈ AP :
– JtrueK(s′) = ⊤ = JtrueK(s)
– JaK(s′) 6=? ⇒ JaK(s′) = L(s′, a) = L(s, a) = JaK(s) for s  s′.
Induction hypothesis: for all subformulas ϕ′ of ϕ, and all states s, s′ where s  s′:
Jϕ′K(s′) 6=? ⇒ Jϕ′K(s) = Jϕ′K(s′) (∗)
– ϕ = ¬ϕ′ :
For Jϕ′K(s′) = ? we have J¬ϕ′K(s′) = ? , hence there is nothing to be shown.
Otherwise, J¬ϕ′K(s′) = (Jϕ′K(s′))c
∗
= (Jϕ′K(s))c = J¬ϕ′K(s).
– ϕ = ϕ1 ∧ ϕ2 :
For Jϕ1K(s
′) = ⊥ (and for Jϕ2K(s′) = ⊥ analogously):
Jϕ1 ∧ϕ2K(s
′) = Jϕ1K(s
′)⊓ Jϕ2K(s
′)
∗
= Jϕ1K(s)⊓ Jϕ2K(s
′) = ⊥⊓ Jϕ2K(s
′) = ⊥
For Jϕ1K(s
′) = Jϕ2K(s
′) = ⊤:
Jϕ1 ∧ ϕ2K(s
′) = Jϕ1K(s
′) ⊓ Jϕ2K(s
′)
∗
= Jϕ1K(s) ⊓ Jϕ2K(s) = ⊤ ⊓⊤ = ⊤
For Jϕ1K(s
′) = ? , Jϕ2K(s
′) 6= ⊤ (and for Jϕ2K(s
′) = ? , Jϕ1K(s
′) 6= ⊤ analo-
gously):
Jϕ1 ∧ ϕ2K(s
′) = Jϕ1K(s
′) ⊓ Jϕ2K(s
′) = ? ⊓ Jϕ2K(s
′) = ?
and thus (∗) holds trivially in this case.
– ϕ = PEp(ϕ1 Uϕ2) :
As argued before, model checking of an until-formula can be reduced to a
reachability analysis on a properly modified ADTMC M˜ = (S˜, P˜l, P˜u, L˜).
Let B = B′ := {s ∈ S˜ | Jϕ2K(s) = ⊤} (or B = B
′ := {s ∈ S˜ | Jϕ2K(s) = ⊥}
respectively) and s  s′. Then due to Theorem 6:
inf
D∈SchedM˜
Pr(Reach(s,B)) ≥ inf
D∈SchedM˜
Pr(Reach(s′, B′))
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Intuitively this means that the probability for paths starting in s′ and fulfill-
ing (or violating) ϕ1 Uϕ2 is at most the probability of such paths starting in
s. Thus:
JϕK(s′) = ⊤
⇒ 1− pE Prl(s′, ϕ1 Uϕ2,⊥) ≤ Pr
l(s, ϕ1 Uϕ2,⊥)
⇒ JϕK(s) = ⊤
and
JϕK(s′) = ⊥
⇒ p⊳ Prl(s′, ϕ1 Uϕ2,⊤) ≤ Pr
l(s, ϕ1 Uϕ2,⊤)
⇒ JϕK(s) = ⊥
For PDp(ϕ1 Uϕ2) this can be shown analogously.
⊓⊔
Theorem 12 (Preservation of CSL). Let s and s′ be two states of an ACTMC
M with s  s′. Then for all CSL formulas ϕ:
JϕK(s′) 6=? implies JϕK(s) = JϕK(s′).
Proof. For atomic formulas and the boolean operators, the proof is as for preser-
vation of CSL and also for ϕ = PEp(ϕ1 U
Iϕ2) the basic idea is as for untimed
until. As slight modification, instead of Lemma 6 one has to refer to Lemma 9
when comparing (time-bounded) reachability probabilities for s and s′.
⊓⊔
Observe that the 3-valued PCTL semantics on a DTMC (viewed as ADTMC)
coincides with the 2-valued PCTL semantics for DTMCs as well as the 3-valued
CSL semantics on a uniform CTMC (viewed as ACTMC) coincides with the
2-valued CSL semantics for CTMCs (see Section 2). This shows that our ab-
straction is conservative for positive and negative verification results.
Theorem 13. Given an ADTMCM and a PCTL formula ϕ, we can determine
JϕK in time exponential in the size of M and linear in the size of ϕ.
Proof. For the propositional subset of PCTL, JϕK(s) can obviously be checked in
time linear to the size of ϕ. The complexity for checking reachability properties,
i.e. the until operator, is polynomial in the size of the induced MDP ofM. As for
each state state, the induced MDP may have an exponential number of actions
to choose from, in the worst case its size is exponential in the size of M.
⊓⊔
Though complexity results cannot be provided we want to point out that
reachability probabilities for ADTMCs can be computed in an iterative way
using value iteration [40]. In the setting of ADTMCs it is especially favorable as
extreme distributions are calculated on-the-fly (in polynomial time) in contrast
to the MDP approach, where for all (exponentially many) extreme distributions
transitions have to be generated in advance.
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Theorem 14. Given an ACTMC M, a CSL formula ϕ, and an error margin
ε, we can approximate JϕK in time polynomial in the size of M and linear in
size of ϕ, Eunif and the highest time bound t occurring in ϕ (dependency on ε is
omitted as ε is linear in Eunif · t). In case the approximation yields ⊤ or ⊥, the
result is correct.
Proof. For the propositional subset of CSL, JϕK(s) can obviously be checked in
time linear to the size of ϕ. The complexity for checking timed reachability prop-
erties can be derived from the complexity for uniform CTMDPs (see [3]), which
is linear in the size ofM, the exit rate Eunif, the time bound t and the number of
actions. Instead of checking all extreme distributions in an ACTMC, which would
yield an exponential number of actions in a corresponding CTMDP, we can use
the polynomial algorithm presented earlier to determine a distribution yielding
the minimal reachability property. Thus the complexity of checking ACTMCs is
as claimed. To ensure correct answers for each, the ⊤ and ⊥ case, the approxi-
mation results may have to be adjusted by ε (cf. Table 3 and Theorem 10).
⊓⊔
Note that, when considering a formula with nested until subformulas, even
for CTMCs it is a difficult task to ensure a maximal error for the approximation
result. In the case of three-valued model checking this means that ? results may
not be correct. However, when considering formulas without nested until subfor-
mulas, one can assure that the maximal error of the approximation of reachability
probabilities will be at most ε. This implies that ? results are computed with
an error of at most 2 · ε. Moreover, correct results for ? can be determined by
adjusting the reachability probabilities according to Table 3 and Theorem 10.
6 Case Study: Quasi-Birth-Death Processes
Consider a simple warehouse with a capacity of m units (that is filled initially)
and an attached production facility. As soon as a unit is removed from the
warehouse (WH), the current production volume (PV) is increased by one. Note
that the sum of units in the warehouse and production volume is always m.
We assume that the speed of production and consumption can be described by
negative exponential distributions with constant rates γ and λ. If there are no
more units in the warehouse, orders are queued. Such delayed orders (DO) are
served from the warehouse quickly and therefore, this is described by a negative
exponential distribution with rate ε that is much higher than λ.
For m = 3, the system is formally described by the stochastic Petri net
(SPN) [8] in Fig. 6(a). Numbers at edges denote that the corresponding transition
consumes or produces the given number of tokens and the transition can not be
fired until there are enough tokens to consume. Here, this is used to model that
orders are not delayed unless there is no unit left in storage, i.e. the production
volume is m.
The semantics of this SPN, which is a typical example for a quasi-birth-
death process (QBD), is an infinite CTMC. Uniformization with rate E results
in the infinite uniform CTMC (Fig. 6(b)). For E, x, y, z ∈ R≥0, we shortly write
Exyz = E
x
y − z,E
x
y = E
x − y and Ex = E − x. State si,j represents the marking
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Fig. 6. (a) stochastic Petri net, (b) underlying infinite CTMC, (c) uniformized underlying
infinite CTMC, (d) finite abstraction
of the SPN, where i tokens are at WH, m− i at PV and j at DO. Abstracting
{si,j | j ≥ n} by si,≥n for all i ∈ {0, . . . ,m} yields Fig. 6(c) (n = 1).
Consider ϕ = (〈l1 = 0〉 ∧ 〈l2 = 0〉) → P≤p(true U
[0,t](〈l1 = m〉 ∧ 〈l2 = 0〉))
where 〈l1 = i〉, 〈l2 = j〉 ∈ AP hold in all states si,j of the infinite CTMC.
Intuitively, ϕ refers to the probability for completely filling the warehouse within
time t, when starting with an empty warehouse and no orders to be served. In
Fig. 7, for λ ∈ {1, ..., 6}, lower and upper probability bounds for ϕ for abstractions
with n ∈ {1, ..., 9} are plotted. As expected, by increasing n, lower and upper
bounds are closer, i.e., the accuracy of the abstraction improves.
Increasing capacity m improves the system performance. Less obviously, the
probability p for which ϕ holds decreases for increasing m. This is because up-
grading the system with additional capacity m′ changes the semantics of ϕ. The
formula is not about raising the storage level bym units anymore, but bym+m′.
Note that CSL model-checking algorithms for quasi-birth-death processes have
also been considered in [41]. Our abstraction technique, though, is not restricted
to these (regular) infinite CTMCs and can be applied to any CTMC.
7 Alternative Abstraction Techniques
Abstraction-refinement has been applied to reachability problems in Markov de-
cision processes (MDPs) [13], partial-order reduction techniques using Peled’s
ample-set method have been generalized to MDPs [20], abstract interpretation
has been applied to MDPs [39], and various bisimulation equivalences and sim-
ulation pre-orders allow model aggregation prior to model checking, see e. g., [6,
43]. Recent techniques that have been proposed include abstraction of MDPs by
two-player stochastic games [35], symmetry reduction [36], and magnifying-lens
abstraction [16]. To our knowledge, three-valued abstraction of continuous-time
stochastic models has not been considered.
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Fig. 7. Probability bounds for ϕ.
Let us discuss alternative approaches for abstraction of discrete-time Markov
chains to the one considered in this paper, hereby comparing our approach,
called AMC-Abstr , to those found in the literature. For simplicity, we keep the
discussion informal.
MDPs as abstractions of DTMCs. Generally, MDPs are considered to be abstrac-
tions for Markov chains ([14]). Recall that MDPs extend the model of Markov
chains by allowing several distribution functions in each state (see Fig. 8 (c)).
Thus, when merging states to obtain an abstraction, one could define the
corresponding distribution functions, as indicated in Figure 8 (a)–(c). Hence,
the result would be an MDP. Now, one might be tempted to use existing model
checking theory for PCTL and MDPs to reason about the underlying Markov
chain. However, this is not possible since, as far as we know, there is no three-
valued notion of PCTL for MDPs (not to mention, we need one that suits the
role in the abstraction defined here).
When interested in reachability properties, the approach is possible and was
pursued in [14]. Let us call the approach AMDP-Abstr. Actually, the model
checking algorithms presented in the previous section considers the ADTMC
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Fig. 8. Abstraction by MDPs vs. AMCs
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as an MDP with extreme distributions—but only when computing the minimal
probabilities of path properties.
Of course, one could have developed such a three-valued version of PCTL
for MDPs as opposed for ADTMCs, as done here. But actually, the three-valued
PCTL semantics given in Table 4 can easily be taken over for such a three-valued
PCTL semantics for MDPs.
However, there is an intrinsic difference in the approach using ADTMCs and
the one based on MDPs. An MDP can easily be abstracted to an ADTMC. For
example, for the MDP shown in Figure 8 (c), we would get the ADTMC shown
in Figure 8 (d). Observe that using intervals, one reduces more information.
This has two implications, one in terms of precision and one terms of mem-
ory requirements. Our semantics for PCTL path properties compares all ex-
treme distributions. For example, one extreme distribution for the ADTMC in
Figure 8 (d) is (u 7→ 410 , v1 7→
2
10 , w 7→
3
10 , v2 7→
1
10 ), which is not present in
Figure 8 (c). Now, consider φ = [true U (au∨aw)]≤ 6
10
, where proposition au (aw)
is ⊤ in state u (respectively w) and ⊥ in all other states. Then the macro state
in Figure 8 (c) provides ⊤ for φ but for the ADTMC in Figure 8 (d) the result
is ?. Thus, our results might sometimes be less precise. In terms of memory,
using MDPs, one reduces the number of states but basically all (different) dis-
tributions are kept, which may result in only negligible memory savings. In our
approach, on the other hand, if, for example, a third distribution denoted by σ3
with (u 7→ 210 , v1 7→
2
10 , w 7→
3
10 , v2 7→
3
10 ) would be present in Figure 8 (c), we
obtain the same ADTMC, thus, reducing the memory requirements.
A different approach was taken in [26], where criteria have been engineered
that guarantee an abstraction to be optimal (in some sense not made precise
here). Let us call this approach Optimal-Abstr . While, of course, such an opti-
mal abstraction sounds preferable, it turns out that neither ADTMCs nor MDPs
carry enough information to be optimal. In simple words, the approach loses
some of its elegance since it requires to store a lot of information. Furthermore,
it is not clear (to us) how to obtain this information without constructing the
underlying Markov chain. The author of [26] therefore suggests as well a sim-
pler approximation instead of the optimal abstraction. This approach, which we
call Simple-Abstr, is similar to AMC-Abstr but does not use the normalizing op-
erator to optimize the information present in ADTMCs. Thus, results based on
Simple-Abstr are less precise than the results obtained with our method: We take
a simplified version of Example 15 of [26] to show that Simple-Abstr is less precise
than AMC-Abstr. Consider Figure 9. Although the ADTMC is normalized, the
lower bound of reaching one of the states of u, v, or w is less strictly larger than
0 as taking the lower bound 0 in all intervals does not yield a valid distribution.
For the approach Simple-Abstr the lower bound reaching u, v, or w will be deter-
mined as 0 + 0 + 0 = 0. Consequently, a three-valued PCTL approach based on
Simple-Abstr would yield ? for the formula P>0(true U (au ∨ av ∨ aw)) in state
s, while our approach correctly yields ⊤. In terms of memory, Simple-Abstr and
AMC-Abstr are comparable, provided the fixpoint computation method (value
iteration) is used. Note that [26] does not address the question of model checking.
Summarizing, with abstraction usually one loses information when reducing
space requirements. All approaches have in common, that states are grouped to-
gether to form an abstract system. They differ in the information that is kept for
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Fig. 9. A normalized ADTMC
transitions. By means of precision, we can order the approaches Simple-Abstr <
AMC-Abstr < AMDP-Abstr < Optimal-Abstr, where a < b means that a is less
precise than b, when for some concrete system, the same states are grouped to-
gether. In terms of memory usage, we can order the approaches as Simple-Abstr =
AMC-Abstr < AMDP-Abstr < Optimal-Abstr, where a < b means that a con-
sumes less memory than b, when for some concrete system, the same states are
grouped together.
Abstracting MDPs. Starting from MDPs, one might apply both abstraction
schemes, the one presented in [14] (for reachability properties) (see also Fig-
ure 8 (c)) and the approach presented in this paper (AMC-Abstr), by first trans-
lating an MDP to an ADTMC as outlined above. Both methods are applicable
due to the following fact: The abstraction operator is an endomorphism, i.e.,
the abstraction of an MDP or ADTMC is again an MDP or, respectively, an
ADTMC.
However, [35] proposes a different abstraction for MDPs. Given a concrete
MDP that is to be abstracted by means of aggregating states, the idea is to reflect
the non-determinism present in an MDP as on player and the non-determinism
introduced by means of abstraction as a second player. This distinction allows to
actually compute boundary values in the abstract system that are closer to the
concrete system. Note that however, abstraction is no longer an endomorphism.
Practically obtaining Abstractions. In this paper, we do not consider methods
for actually obtaining useful abstractions. In [44] predicate abstraction [19] for
probabilistic systems is introduced. However, only an over-approximation of the
system is computed allowing only affirmative answers for safe PCTL formulas.
It would be interesting to extent these ideas to the three-valued setting hereby
supporting full PCTL.
8 Conclusion
In this paper, we have studied the foundations of three-valued abstraction for
discrete- and continuous-time Markov chains. The key ingredients of our tech-
nique are a partitioning of the state space combined with an abstraction of transi-
tion probabilities by intervals. In the continuous-time setting, a similar approach
is pursued by turning a CTMC into a (weak bisimilar) model in which all states
have an identical exit rate.
The focus of this paper is on the theoretical aspects of our abstraction tech-
nique, in particular on properties of the abstraction, model-checking algorithms
for abstract Markov chains, three-valued interpretation of probabilistic logics,
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and preservation results. Although our approach—first and foremost—intends
to combat the state-space explosion problem, it is worthwhile to mention that
studying model checking of interval Markov chains is of interest in its own when
the exact probabilities are not known and, e.g., estimated by experiments, cf.
[42]. The results of this paper thus have a broader impact than abstraction.
The feasibility of our abstraction approach has been shown by means of an
infinite-state stochastic Petri net model. Experiments with various other models
indicate that—like for most other abstraction techniques in traditional model
checking—the partitioning of the state space determines the accuracy of the
abstraction. For instance, merging “slow” and “fast” states typically yields too
coarse abstractions. An important topic for future research is to obtain more
practical insight, as well as systematic techniques to obtain appropriate state-
space partitions. An interesting approach in this direction is to use predicate
abstraction techniques as proposed in [44]. In addition, refinement techniques
for probabilistic models are needed that allow refining abstract models that are
too coarse (in our setting, their verification would yield indefinite answers). We
are currently investigating to adopt counterexample-guided refinement to the
probabilistic setting. Promising characterizations of counterexamples in proba-
bilistic model checking have recently been reported [22], and we are currently
investigating their use to refine abstract Markov chains.
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