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ABSTRACT
We present spectroscopic determinations of the effective temperatures, surface gravities and metallicities for 21
M-dwarfs observed at high-resolution (R ∼ 22,500) in the H -band as part of the SDSS-IV APOGEE survey. The
atmospheric parameters and metallicities are derived from spectral syntheses with 1-D LTE plane parallel MARCS
models and the APOGEE atomic/molecular line list, together with up-to-date H2O and FeH molecular line lists. Our
sample range in Teff from ∼ 3200 to 3800K, where eleven stars are in binary systems with a warmer (FGK) primary,
while the other 10 M-dwarfs have interferometric radii in the literature. We define an MKS–Radius calibration based
on our M-dwarf radii derived from the detailed analysis of APOGEE spectra and Gaia DR2 distances, as well as
a mass-radius relation using the spectroscopically-derived surface gravities. A comparison of the derived radii with
interferometric values from the literature finds that the spectroscopic radii are slightly offset towards smaller values,
with ∆ = -0.01 ± 0.02 R?/R. In addition, the derived M-dwarf masses based upon the radii and surface gravities tend
to be slightly smaller (by ∼5-10%) than masses derived for M-dwarf members of eclipsing binary systems for a given
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stellar radius. The metallicities derived for the 11 M-dwarfs in binary systems, compared to metallicities obtained for
their hotter FGK main-sequence primary stars from the literature, shows excellent agreement, with a mean difference
of [Fe/H](M-dwarf - FGK primary) = +0.04 ± 0.18 dex, confirming the APOGEE metallicity scale derived here for
M-dwarfs.
Keywords: infrared: stars; stars: fundamental parameters – abundances – low-mass
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1. INTRODUCTION
M dwarf stars (M-dwarfs) comprise roughly 70% of
all stars in the Milky Way (Salpeter 1955, Miller &
Scalo 1979, Henry et al. 2018). Although they repre-
sent the most numerous type of star, M-dwarfs remain
one of the least studied types of stars in the Galaxy in
terms of their chemical abundances. This is primarily
due to their complex optical spectra that are blanketed
by strong molecular bands such as TiO and VO. Interest
in improving the characterization of M-dwarfs in terms
of stellar parameters and metallicities has increased re-
cently as a growing number of Earth-sized exoplanets
are increasingly found orbiting M-dwarfs. Small planets
are easier to detect around small stars either via radial
velocity (RV) or transit methods (Charbonneau & Dem-
ing 2007, Gaidos et al. 2007, Shields et al. 2016). Us-
ing data from the Kepler mission (Batalha et al. 2013),
Dressing & Charbonneau (2015) reported that the oc-
currence rate of small exoplanets per M-dwarf is 0.56
for Earth-sized planets (1.0–1.5 R⊕) and 0.46 for super-
Earths (1.5–2.0 R⊕), see also Mulders et al. (2015).
Most of the early studies determining metallicities
([Fe/H]) in M-dwarfs were based on photometric cali-
brations. The pioneering work of Bonfils et al. (2005)
determined metallicities for a sample of 20 M-dwarfs in
visual binary systems containing a warmer primary of
spectral type FGK. Based on the assumption that the
secondary M-dwarfs have the same metallicity as their
primary star companions, the authors derived a cali-
bration of M-dwarf metallicities as a function of their
MK magnitudes and (V–K ) colors. The works of John-
son & Apps (2009) and Schlaufman & Laughlin (2010)
used similar techniques, also establishing relations be-
tween the M-dwarf metallicities and their photometric
colors (see also Neves et al. 2014, Mann et al. 2013a,
and Montes et al. 2018). Although obtaining M-dwarf
metallicities from photometric calibrations is a signif-
icant step forward, the internal uncertainties in these
measurements (generally of the order of ∼0.15—0.20
dex) can be an issue for detailed studies of, for example,
possible planet-star connections, or the metallicity dis-
tribution of the solar neighborhood. Using spectroscopy
from both high- and low- resolution spectra to derive
metallicities needs to be thoroughly explored, and this
can be more easily achieved in the near-IR, since the
M-dwarf spectra show shallower and fewer molecular
blends in the near-infrared (NIR; J, H, and K bands)
than in the optical spectral regions (Quirrenbach et al.
2014, Passegger et al. 2018, Bean et al. 2006, Allard et
al. 2000).
Rojas-Ayala et al. (2012) developed a technique to
determine metallicities of M-dwarfs from low-resolution
(R ∼2,000) spectra in the K -band (2.2 µm), using the
equivalent widths (EW) of the Na I doublet lines (2.208
µm and 2.261 µm), Ca I triplet lines (2.206 – 2.209 µm)
and the H2O–K2 index. They calibrated a metallicity
scale based on 18 M-dwarfs in binary systems with a
warmer FGK primary companion. The works of New-
ton et al. (2014), Muirhead et al. (2014), Terrien et
al. (2015), and Mann et al. (2013b) used similar tech-
niques to produce spectroscopic M-dwarf metallicity cal-
ibrations based on other NIR bands or spectral lines.
Veyette et al. (2016) argued that metallicity calibra-
tions using Na I and Ca I line equivalent width measure-
ments may present significant uncertainties due to the
non-consideration of CO molecular lines, which are an
important source of blending in the K -band (see Tsuji
et al. 2015). More recently, Veyette et al. (2017) mea-
sured equivalent widths of Fe I and Ti I lines from high-
resolution Y -band spectra of 29 M-dwarfs in binary sys-
tems (with a solar-like primary companion) to produce
an EW calibration for Teff , [Fe/H], and [Ti/Fe], having
achieved an internal precision in the derived parameters
that is similar to those typically achieved for FGK stars.
Going a step further, the detailed modeling of high-
resolution near-infrared spectra of M-dwarfs offers an
opportunity to determine precise stellar parameters and
metallicities. O¨nehag et al. (2012), Lindgren et al.
(2016) and Lindgren & Heiter (2017) analyzed high-
resolution CRIRES spectra (R ∼50,000; Kaeufl et al.
2004) of a sample of M-dwarfs showing that their metal-
licities can be derived from unblended Fe I lines in the
J -band (1.2 µm) via a spectral synthesis analysis. In
addition, Lindgren & Heiter (2017) studied the behav-
ior of molecular transitions of FeH, as well as atomic
Fe I lines, finding that FeH lines are good indicators of
effective temperature in M-dwarfs. The recent work of
Lo´pez-Valdivia et al. (2019) used the H -band IGRINS
spectra to derive atmospheric parameters of 254 K-M-
dwarf stars matching the spectra with the BT-Settl grids
(Allard et al. 2013).
The high-resolution H -band spectra from the APOGEE
(Apache Point Observatory Galactic Evolution Experi-
ment; Majewski et al. 2017) survey constitute a powerful
data set to use in determining individual metallicities
and detailed chemistry of M-dwarfs. Souto et al. (2017)
derived stellar parameters and metallicities, as well as
individual abundances for thirteen elements, in two
early-type M-dwarfs (Teff ∼ 3850K). Souto et al. (2018)
extended the same type of spectral analysis to a cooler
M-dwarf by deriving stellar parameters and chemical
abundances (of eight species) for the mid-spectral type
exoplanet–hosting M-dwarf Ross 128 (Teff ∼ 3200K).
Using APOGEE spectra as well, Rajpurohit et al. (2018)
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analyzed 45 M-dwarfs selected from the radial velocity
study from Deshpande et al. (2013) and determined
atmospheric parameters (Teff , log g) and metallicities
using matches to Phoenix BT-Settl spectral grids.
In this work, we analyze 21 M-dwarfs with effective
temperatures ranging from 3200 to 3950 K and [Fe/H]
roughly from -1.00 to +0.25 dex. One of the main pur-
poses of this study is to compare the metallicity scale of
the M-dwarf spectra obtained here from the APOGEE
spectra with those obtained from high-resolution optical
studies of the warmer primary stars in the literature. In
Section 2 we describe the stellar sample and observa-
tions, while the methodology adopted in the derivation
of the atmospheric parameters and metallicities is pre-
sented in Section 3. Sections 4 and 5 are dedicated to
the results and discussion, and we summarize our con-
clusions in Section 6.
2. OBSERVATIONS AND SELECTED SAMPLE OF
M-DWARFS
The studied sample is composed of 21 targets: eleven
M-dwarfs that are members of wide binary systems con-
taining warmer primaries previously analyzed in the lit-
erature using high-resolution spectra (Mann et al. 2013a,
Montes et al. 2018), and ten targets that are well-studied
field M-dwarfs with interferometric radii measured by
Boyajian et al. (2012).
The APOGEE spectra analyzed are from the SDSS-
IV (Sloan Digital Sky Survey; Blanton et al. 2017) Data
Release 14 (DR14; Abolfathi et al. 2018). The origi-
nal APOGEE instrument is a cryogenic high-resolution
(R = λ/∆λ∼22,500) multi-fiber (300) H -band (1.51 –
1.69 µm) spectrograph (Wilson et al. 2010), operating
on the SDSS 2.5-meter telescope (Gunn et al. 2006)
at Apache Point Observatory. A second instrument,
virtually identical to the original one is installed in
Las Campanas Observatory, but does not concern the
data employed in this work. The targets analyzed here
are nearby M-dwarfs having Gaia DR2 distances <∼
80 pc (Bailer-Jones et al. 2018; Table 1). We note
that two stars in our sample (2M11032023+3558117
and 2M11052903+4331357) do not have Gaia DR2 par-
allaxes and their distances are from McDonald et al.
(2017) (also using parallaxes). The nearest M-dwarfs in
our sample (d ∼2.5 – 7 pc) are quite bright in the H -
band and these were observed with the APOGEE spec-
trograph fiber-fed by the 1-m telescope at the APO. The
APOGEE spectra analyzed here were reduced by the
ASPCAP automated pipeline, as discussed in Nidever
et al. (2015) and Holtzman et al. (2018).
3. ABUNDANCE ANALYSIS
The spectral analysis methodology adopted in this
study is similar to that presented and discussed in our
previous works Souto et al. (2017, 2018). The measured
spectral lines and the atomic and molecular line lists
adopted in the calculations are discussed in Souto et al.
(2017, 2018); we used an updated version of the DR14
APOGEE line list (described in Shetrone et al. 2015 and
in V. Smith et al. in preparation, and internally labeled
as 20150714), which includes the H2O line list from Bar-
ber et al. (2006) and an FeH line list from Hargreaves
et al. (2010). This is the line list adopted for the SDSS–
DR16 (Ahumada et al. 2019).
We computed spectral syntheses via the semi-
automated mode of the BACCHUS wrapper (Masseron
et al. 2016), which uses the Turbospectrum code (Al-
varez & Plez 1998 and Plez 2012) and adopted the
1-D LTE (Local thermodynamical equilibrium) plane-
parallel MARCS model atmospheres (Gustafsson et al.
2008). A microturbulent velocity (ξ) of 1.00 ± 0.25
km.s−1 was adopted for all stars (see discussion in
Souto et al. 2017). Best fits between the observed
and synthetic spectra were obtained via a χ-squared
minimization, while we manually fixed the level of the
pseudo-continuum of portions of spectra analyzed. The
synthetic spectra were broadened using a Gaussian pro-
file corresponding to the APOGEE spectral resolution
(R∼ 22,500), or, a full width at half maximum (FWHM)
of ∼ 0.73 A˚. Such resolution imposes a threshold of ∼7
km s−1 in the detection of the stellar projected rota-
tional velocity, v sini. Most of the targets had very low
values of v sini that could not be measured, except for
two stars that had detectable v sin i above this thresh-
old: 2M12045611+1728119, with v sini = 13.5 ± 2.0
km.s−1; and 2M18244689-0620311, with v sini = 10.0
± 2.0 km.s−1.
3.1. Atmospheric Parameters & Metallicities
To estimate the effective temperature of a studied M-
dwarf, we derived the oxygen abundances from H2O and
OH lines for a set of effective temperatures, Teff , ranging
from 3200–4300 K in steps of 100 K. Since the OH and
H2O lines have different sensitivities to Teff (the OH
lines are not very sensitive to Teff , while the H2O lines
are), there is a unique solution for Teff that yields the
same oxygen abundance from both OH and H2O lines;
this is defined by one Teff–A(O) pair. In this analysis,
we initially adopt a log g = 4.75.
It should be kept in mind, however, that the derived
O abundance is dependent on the C abundance, as ex-
pected due to the important role that CO molecules
play in the molecular equilibrium pressures. For C/O<1
(which is expected for all M-dwarfs), C in the stellar
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Table 1. Stellar Parameters and Metallicities
2Mass ID J H Ks d(pc) MKS
Mbol R?/R M?/M Teff log g A(C) A(O) A(Fe) [Fe/H]
Binaries
2M03044335+6144097 8.877 8.328 8.103 23.5 6.248 8.884 0.394 0.253 3541 4.65 8.15 8.51 7.19 -0.26
2M03150093+0103083 11.622 11.043 10.855 77.5 6.408 9.029 0.352 0.254 3625 4.75 7.57 8.16 6.54 -0.91
2M03553688+5214291 10.885 10.325 10.127 39.6 7.139 9.800 0.280 0.233 3400 4.91 8.08 8.36 7.00 -0.45
2M06312373+0036445 11.077 10.465 10.252 72.1 5.962 8.564 0.412 0.325 3729 4.72 7.99 8.40 7.06 -0.39
2M08103429-1348514 8.276 7.672 7.418 20.9 5.817 8.458 0.487 0.464 3514 4.73 8.36 8.60 7.51 +0.06
2M12045611+1728119 9.793 9.183 8.967 37.6 6.091 8.756 0.458 0.505 3384 4.82 8.08 8.31 6.93 -0.52
2M14045583+0157230 10.129 9.483 9.269 51.8 5.697 8.319 0.489 0.458 3621 4.72 8.34 8.62 7.60 +0.15
2M18244689-0620311 9.659 9.052 8.795 39.6 5.807 8.473 0.524 0.589 3376 4.77 8.38 8.68 7.66 +0.21
2M20032651+2952000 9.554 9.026 8.712 16.0 7.691 10.382 0.235 0.273 3245 5.13 8.61 8.87 7.61 +0.16
2M02361535+0652191 7.333 6.793 6.574 7.2 7.287 9.962 0.271 0.245 3331 4.96 8.31 8.60 7.33 -0.12
2M05413073+5329239 6.586 5.963 5.759 12.3 5.309 7.899 0.541 0.644 3791 4.78 8.48 8.73 7.67 +0.22
Interferometric radii
2M11032023+3558117 4.203 3.640 3.254 2.6 6.179 8.809 0.400 0.352 3576 4.78 8.07 8.43 6.99 -0.46
2M11052903+4331357 5.538 5.002 4.769 4.8 6.363 8.992 0.367 0.303 3579 4.79 8.06 8.35 6.87 -0.58
2M00182256+4401222 5.252 4.476 4.018 3.6 6.236 8.877 0.401 0.233 3517 4.60 8.17 8.38 7.02 -0.43
2M05312734-0340356 4.999 4.149 4.039 5.7 5.260 7.848 0.551 0.543 3800 4.69 8.63 8.82 7.80 +0.35
2M09142298+5241125 4.889 3.987 3.988 6.3 4.991 7.571 0.612 0.569 3846 4.62 8.25 8.52 7.62 +0.17
2M09142485+5241118 4.779 4.043 4.136 6.3 5.139 7.722 0.575 0.539 3831 4.65 8.29 8.53 7.71 +0.26
2M13454354+1453317 5.181 4.775 4.415 5.4 5.753 8.370 0.472 0.468 3641 4.76 8.21 8.52 7.21 -0.24
2M18424666+5937499 5.189 4.741 4.432 3.5 6.712 9.348 0.319 0.301 3539 4.91 8.06 8.47 6.97 -0.48
2M18424688+5937374 5.721 5.197 5.000 3.5 7.280 9.947 0.249 0.127 3371 5.00 8.16 8.65 7.00 -0.45
2M22563497+1633130 5.36 4.800 4.253 6.9 5.329 7.911 0.527 0.485 3831 4.68 8.43 8.67 7.53 +0.08
The estimated uncertainties in Teff and log g are 100K, and 0.20 dex, respectively. The mean abundance uncertainties for C, O, and Fe are approximately
0.10 dex.
atmospheres will tend to be bound in CO, with the re-
maining O then bound to OH. (This behavior is differ-
ent for stars with C/O > 1). For a given Teff , the CO
lines in the APOGEE spectra effectively define the car-
bon abundance of the star, with almost no dependency
on the oxygen abundance. We determine the carbon
abundance from fits to the CO lines; we used two CO
lines at λ = 15978 and 16185 A˚, which are well-defined
in the spectra of M-dwarfs. The derived [C/Fe] and
[O/Fe] abundances for the studied M dwarfs, which are
in the solar neighborhood, are overall consistent with
the expected behavior from chemical evolution. For the
most metal-poor star in our sample ([Fe/H] = -0.9), the
oxygen abundance is found to be enhanced ([O/Fe]=
+0.41). The C and O abundances will be discussed in
full detail in a future paper (D. Souto et al. in prepa-
ration) where the abundances for eleven other chemical
elements will also be presented.
We present an example of a Teff–A(O) diagram in the
top panel of Figure 1. The dashed line connects the
oxygen abundances from H2O lines, while the solid line
connects the oxygen abundances from OH lines; changes
in Teff by 100 K result in oxygen abundance differences
of about ∼0.10 dex from H2O lines, while we obtain
abundance changes less than ∼0.02 dex using the OH
lines. The top left and top middle panels of Figure 1
show spectral regions dominated by of H2O (top-left)
and OH (top-middle) lines. The observed spectrum of
the sample M-dwarf 2M06312373+0036445 is shown as
a dotted green line. To illustrate the sensitivity of the
H2O and OH lines to changes in the adopted Teff , we
over-plot synthetic spectra for Teff = 3500 (blue line),
3700 (black line), and 3900 K (red line). It is clear
that the H2O lines are the most sensitive to Teff when
compared to the other spectral lines in the region, in
particular, to the OH lines.
Spectroscopic log gs are obtained from the log g–A(O)
pair. The method used to determine the log gs is similar
to the one adopted for the effective temperature. How-
ever, instead of changing the Teff we now vary the log g
(we test log gs from 4.4 to 5.2 dex in steps of 0.10 dex),
deriving oxygen abundances with the log gs that produce
consistent solutions. In the bottom panel of Figure 1,
we present the log g–A(O) pair in the same format as in
top panel. The OH lines are more sensitive to changes
in log g than Teff , while the oxygen abundances derived
from the H2O lines now decrease as log g increases. This
method is limited in Teff as the H2O lines become very
weak in hotter M-dwarfs, with an effective temperature
above Teff ∼ 3950K and, therefore, this methodology
cannot be applied to such warm dwarfs.
We note that such sensitivity plots (as shown in Fig-
ure 1) can also be constructed using Fe I and FeH lines.
In the present study, we also investigated consistent so-
lutions for Teff and log g using four spectroscopic in-
dicators: OH and H2O lines along with Fe I and FeH
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Figure 1. Top and bottom left and middle panels: Portions of the APOGEE spectrum of the M-dwarf 2M06312373+0036445
are shown as green dotted lines. Spectral syntheses computed assuming Teff = 3500, 3700, and 3900 K (log g = 4.8; top panel)
and assuming log g= 4.6, 4.8 and 5.0 (Teff = 3729K; bottom panel) are shown as blue, black and red solid lines, respectively.
Right panels: The abundance of oxygen from OH and H2O lines as a function of Teff (top) and as a function of log g (bottom).
The filled circles represent the pairs Teff–A(O) and log g–A(O) that indicate an agreement between the abundance indicators.
lines. However, the effective temperatures and surface
gravities derived using Fe I and FeH exhibited small sys-
tematics: hotter effective temperatures when compared
to fundamental Teff from angular diameters (on average
by ∼ 150 K), as well as lower surface gravities for a cool
main-sequence star (on average by ∼ 0.15 dex) than ex-
pected. These systematics could result from more con-
siderable uncertainties in the gf -values of the FeH tran-
sitions in our line list (V. Smith et al. in preparation);
thus, FeH lines were not considered here in deriving this
work stellar parameters. Nonetheless, deriving the iron
abundances only from adjusting the Fe I line profiles,
we still find reasonable consistency with the FeH line
abundances at the level of ∼ 0.10 – 0.20 dex.
Figure 2 presents a comparison of the iron abundances
derived from Fe I and FeH transitions; the bottom panel
in this figure displays the residual abundance difference
between these two indicators. The difference between
these two metallicity indicators is: 〈[FeI/H] - [FeH/H]〉
= +0.12 ± 0.10 dex. We note that this result is in line
with the previous finding from Souto et al. (2017) that
obtained a systematic difference of 0.10 – 0.15 dex in the
Fe abundances from Fe I and FeH in two M-dwarfs.
3.2. Stellar Radii and Masses
Radii for the M-dwarfs analyzed here were calculated
using the definition of luminosity (L?)
R? =
(
L?
4piσT 4eff
)1/2
, (1)
where the effective temperatures used in Equation 1
were those derived here spectroscopically. Luminosities
for 16 of the targets were computed directly from the
measured bolometric fluxes at the Earth, Fbol, presented
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Figure 2. The comparison between the iron abundances
obtained from the FeH molecular lines and the atomic Fe I
lines. The results are color coded by the effective tempera-
ture. The difference between these two metallicity indicators
is: 〈[FeI/H] - [FeH/H]〉 = +0.12 ± 0.10 dex. The residual
(x–y) diagram is shown at the bottom panel.
in Mann et al. (2015), combined with the accurate dis-
tances from Bailer-Jones et al. (2018), which are based
on Gaia DR2 (Table 1), assuming no interstellar extinc-
tion. Five stars in our sample did not have measured
values of Fbol, so we used their absolute Ks-band mag-
nitudes, MK, along with Ks-band bolometric corrections
to derive Mbol and then L? using
L? = L010
−0 .4∗Mbol (2)
We used the recommended values from Mamajek
et al. (2015) of Mbol = 0.00 corresponding to L0 =
3.0128x1035 erg-s−1, which leads to the solar luminosity
of 3.828x1033 erg-s−1 and Mbol(Sun) = 4.74. Ks-band
bolometric corrections for these five M-dwarfs were de-
rived by using the 16 stars with directly measured lumi-
nosities to determine their individual Ks-band bolomet-
ric corrections from BCK = Mbol - MK. These values
of BCK define a tight relation of BCK with our derived
Teff . The five M-dwarfs without measured values of Fbol
span a range in Teff of 3400K–3800K and over this tem-
perature range, a linear relation of BCK with Teff results
in a good fit, with BCK = 3.287 - 1.839x10
−4×Teff . Dif-
ferences between the values of BCK compared to the
linear fit values result in a mean difference of ∆ = 0.00
± 0.03 magnitudes, or ∼0.03 in L?, and an error in R?
∼1.5%.
Given the derived radii, stellar masses can then be
inferred from the fundamental relation:
M = gR2/G. (3)
3.3. Estimated Uncertainties
The uncertainties in the determinations are discussed
in detail in previous studies and we refer to the abun-
dance sensitivities presented in Table 4 of Souto et al.
(2017) and Table 2 of Souto et al. (2018). The latter
studies estimate that the typical uncertainties in the iron
and oxygen abundances are about ∼0.1 dex for a change
of 65 K in Teff , 0.10 dex in log g, 0.2 in [M/H] of the
model atmosphere and +0.25 km/s in the microturbu-
lent velocity. We estimate that the typical uncertainties
in the iron and oxygen abundances are about ∼0.1 dex
for a change of ∼100 K in Teff , 0.2 dex in log g, 0.2 in
[M/H] of the model atmosphere and +0.25 km/s in the
microturbulent velocity.
If we assume that the δ(A(OH)-A(H2O)) can differ by
up ± 0.10 dex (which is the typical measurement preci-
sion) as shown by the uncertainty lines in the diagram
of O abundances as function of the Teff and log g; Fig-
ure 1), we obtain the typical uncertainty in Teff to be
± 100 K . Using the same procedure for estimating the
uncertainties in log g, we obtain the uncertainty to be
σ(log g) ∼ 0.20 dex.
To determine the errors in the derived stellar radii we
adopt the same procedure as Martinez et al. (2019) and
propagate the mean associated errors in the Ks-band
(0.022 mag; Skrutskie et al. 2006), distances (∼ 0.15
pc), and Teff (∼ 100 K) (the variables in Equation 1).
We obtain that the errors in our stellar radii are about
5% total in R?/R, or ∼ 0.023R?/R We neglect errors
due to extinction and note that that we did not use any
reddening for our targets.
4. RESULTS
The atmospheric parameters, metallicities, radii, and
masses for our sample of 21 M-dwarfs are presented
in Table 1. These results will be used in the future
to calibrate the APOGEE automated pipeline (ASP-
CAP; Garc´ıa Pe´rez et al. 2016) to produce improve-
ments in the abundances of the M-dwarfs observed in
the APOGEE survey.
The results from this study can be compared to
those from previous studies using complementary tech-
niques. Such comparisons can provide insights into
the uncertainties and possible systematic effects inher-
ent in the various analysis methods, as well as im-
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Figure 3. Top panel: The Kiel diagram showing the de-
rived stellar parameters for the stars in this study. We also
show a solar age–metallicity isochrone (4.5 Gyr and [Fe/H]
= 0.00) from Baraffe et al. (2015) and three solar metallicity
isochrones from Bressan et al. (2012) corresponding to 1.0,
4.5 and 10.0 Gyr. Bottom Panel: The color-magnitude di-
agram based on Gaia (Gaia Collaboration et al. 2018) and
2MASS magnitudes. The dashed lined isochrones are from
Bressan et al. (2012). The color bars indicate the derived
metallicities for the M-dwarfs.
proved understanding of differences with theoretical stel-
lar models. Reviewing the results obtained from dif-
ferent quantitative analysis techniques, along with the
predictions/results from models, is a useful and particu-
larly timely endeavor, given the increased observational
efforts dedicated to M-dwarfs as exoplanet host stars.
4.1. Comparisons with Models
In Figure 3 (top panel) we show the Kiel diagram
(Teff–log g) showing the results for stellar parameters in
this study. The color bar represents the stellar metallic-
ity of the stars and we also show as a reference the solar
age–metallicity isochrone (4.5 Gyr and [Fe/H] = 0.00)
from Baraffe et al. (2015) (black–dashed line), as well
as three solar metallicity isochrones from Bressan et al.
(2012) corresponding to 1.0, 4.5 and 10.0 Gyr (black–
solid lines; PARSEC isochrones). Overall the derived
Teff and log g for the M-dwarfs fall mostly between the
two sets of isochrones with some scatter, and perhaps a
tendency that the two coolest M-dwarfs in our sample
follow more closely the Baraffe et al. (2015) isochrone,
while the PARSEC isochrone may better describe the
hottest M-dwarfs in our sample. In the bottom panel
of Figure 3, we show the color-magnitude diagram with
absolute magnitudes from Gaia (Gaia Collaboration et
al. 2018) and the 2MASS catalogue. For guidance,
we also plot three dashed lines representing PARSEC
isochrones assuming different metallicities: +0.50 (yel-
low), 0.00 (green), and -0.50 (blue) dex. The M-dwarfs
having near-solar metallicities generally track the so-
lar metallicity isochrone, while the more metal-poor M-
dwarfs are displaced and tend to follow the more metal-
poor isochrone. The overall consistent behavior, within
the uncertainties, of our purely spectroscopically derived
Teff and log g results when compared to models in the
Kiel diagram, as well the comparison of the stellar metal-
licities and the models in the CMD, reinforces the gen-
eral consistency between our spectroscopic results and
the models. However, a detailed comparison indicates
that, as expected, there is room for improvements that
could be achieved both on the modeling and on the ob-
servational sides.
4.2. Comparisons with the Literature
4.2.1. Effective Temperatures
The target stars have been well studied in the liter-
ature; here we compare our effective temperatures for
M-dwarfs in common with the works of Rojas-Ayala et
al. (2012), Mann et al. (2015), and with the fundamental
Teffs from Boyajian et al. (2012).
As mentioned previously, ten target stars are in com-
mon with the Boyajian et al. (2012) study, all having
fundamental effective temperatures obtained from direct
measurements of angular diameters using the interfero-
metric CHARA array. Boyajian et al. (2012) derived
the stellar radius, R, using the trigonometric relation
θLD = 2R/d, where θ is the measured angular diameter,
d is the stellar distance obtained from Hipparcos paral-
lax (van Leeuwen 2007) and obtained effective temper-
atures using the flux–luminosity definition: Teff = 2341
(Fbol/θ
2
LD)
1/4, where Fbol is in units of 10
−8 erg-cm−2-
s−1 (where Fbol is from Boyajian et al. 2012) and θLD
is in milli-arcseconds. In this study, we also derived the
A Calibrator Sample for the M-dwarf Metallicities in APOGEE 9
3000 3200 3400 3600 3800 4000
Teff (This Work)
3000
3200
3400
3600
3800
4000
T e
ff F
ro
m
 L
ite
ra
tu
re
Fundamental (Boyajian et al. 2012)
Fundamental (This work)
1.0
0.8
0.6
0.4
0.2
0.0
0.2
0.4
[F
e/
H]
3000 3200 3400 3600 3800 4000
Teff (This Work)
600
400
200
0
200
400
600
(x
y)
(Fundamental B12) = 55.7 ± 101.1 K
(Fundamental TW) = 34.2 ± 104.8 K
3000 3200 3400 3600 3800 4000
Teff (This Work)
3000
3200
3400
3600
3800
4000
T e
ff F
ro
m
 L
ite
ra
tu
re
Mann et al. (2015)
Rojas-Ayala et al. (2012)
1.0
0.8
0.6
0.4
0.2
0.0
0.2
0.4
[F
e/
H]
3000 3200 3400 3600 3800 4000
Teff (This Work)
600
400
200
0
200
400
600
(x
y)
(R12) = -41.5 ± 121.0 K
(M15) = 8.3 ± 61.3 K
Figure 4. The comparison between the effective temperatures from the APOGEE spectra derived in this study with those
from fundamental scale based on measurements of angular diameters (left panel) and other studies in the literature (right panel).
Results are color-coded by the metallicity.
stellar radii and fundamental effective temperatures us-
ing the same angular diameter measurements from Boy-
ajian et al. (2012), but we now adopt more precise Gaia
DR2 distances from Bailer-Jones et al. 2018 and bolo-
metric fluxes from Mann et al. (2015).
The comparison of the results is presented in Figure 4
(left panel), a residual diagram is displayed at the bot-
tom of the Figure and the results are color-coded by the
metallicity. The circle and triangle symbols represent
the fundamental Teffs taken directly from Boyajian et
al. (2012) and the fundamental Teffs computed in this
study using Boyajian et al. (2012) angular diameters, re-
spectively. There is a small systematic offset in the sense
that our spectroscopic Teffs are hotter than the funda-
mental ones: 〈 Teff(This work) - Teff(fundamental, Boy-
ajian et al. 2012)〉 = +56 ± 101 K, while using the angu-
lar measurements together with more precise distances
from Bailer-Jones et al. 2018 we obtain 〈 Teff(This work)
- Teff(Fundamental, This work)〉 = +32 ± 105 K, indi-
cating a better agreement in the comparison. We note,
however, that one star deviates significantly from perfect
agreement, which is also the coolest one in the compar-
ison (2M18424688+5937374; [Fe/H]=-0.45). From the
spectroscopic analysis of APOGEE spectra presented
here we obtain Teff = 3371 K, while using the angu-
lar diameter from Boyajian et al. (2012) and the Gaia
DR2 distance we obtain Teff = 3106 K, resulting in a
δ Teff of approximately 250 K. In Figure 5 we show for
comparison two synthetic spectra, one corresponding to
the stellar parameters obtained here from the APOGEE
spectra and another for the Teff obtained d from the
Boyajian et al. (2012) angular diameter (adopting log g
= 5.00). It is clear that the Teff around 3100 K is too
low and does not fit well the APOGEE spectrum for
the star 2M18424688+5937374 (shown as dashed black
line in Figure 5). The effective temperature derived in
this study of 3371 K is, however, in good agreement
with an average of the effective temperatures for this
star, <Teff>= 3310 ± 87 K, obtained from the literature
(Mann et al. 2015; Rojas-Ayala et al. 2012; Valenti et al.
1998; Lepine & Gaidos 2013; Gaidos & Mann 2014, and
Gaidos et al. 2014). It is worth pointing out that inter-
ferometric measurements are not completely free from
systematic issues, for example, only a fraction of the
visibility curve is measured for this star given the small
stellar angular size (see Figure 3 in Boyajian et al. 2012).
If we remove this star from the comparison, we obtain
a Teff(This work) - Teff(fundamental, This work)〉 = +8
± 75 K, which represents significantly better agreement
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(or, δ = -42 ± 121 K assuming directly the effective
temperatures from Boyajian et al. 2012).
Rojas-Ayala et al. (2012) used low-resolution Ks-band
spectra of a sample of M-dwarfs with effective temper-
atures derived from the H2O–K2 index (Covey et al.
2010). Mann et al. (2015) also used low-resolution;
however, optical and near-infrared spectroscopy to de-
termine effective temperatures from best matches be-
tween their optical spectra and a synthetic grid from
BT-Settl Phoenix models (Allard et al. 2013). Our ef-
fective temperatures, which are based upon APOGEE
spectra, present reasonably good agreement with the re-
sults from the works mentioned above, as can be seen
in 4 (right panel, same format as left panel), but there
are differences and/or discrepant points both at the low
and high effective temperature end and a possible small
dependence on the effective temperature, as can be seen
from the bottom panel of this figure. The comparison
with results from Mann et al. (2015) shows no offset
and a small rms: 〈 Teff(This work) - Teff(Mann et al.
(2015)〉 = +8 ± 61 K. When comparing to Rojas-Ayala
et al. (2012), our Teffs are slightly lower with a relatively
larger scatter: 〈Teff(This work) - Teff(Rojas-Ayala et al.
(2012)〉 = -29 ± 139 K.
4.2.2. Stellar Metallicities
We compiled metallicity results for the studied M-
dwarfs from other works in the literature. In Figure
6 (top panel) we present the comparison of the de-
rived metallicities with results from the following stud-
ies: Rojas-Ayala et al. (2012), Mann et al. (2013a),
Mann et al. (2015), Newton et al. (2014), Gaidos &
Mann (2014), Gaidos et al. (2014), Terrien et al. (2015),
Veyette et al. (2017), and Schweitzer et al. (2019). The
top panel of Figure 6 reveals an overall good agreement
between the metallicity results, although the Fe abun-
dances derived here for the metal-rich sample ([Fe/H]
> 0.00) tend to lie above the abundances derived from
the other studies, but not all of them. We computed
an average of the metallicity values available from the
literature for each star and a comparison with our re-
sults (color-coded by the effective temperature) is shown
in the bottom panel of Figure 6. The mean difference
between the metallicities in this case is: 〈[Fe/H](This
work) - <[Fe/H](literature)> 〉 = 0.00 ± 0.19 dex.
4.2.3. Stellar Radii
The comparison of the M-dwarf radii obtained in this
work with the interferometric radii reported in Boyajian
et al. (2012) and computed in this study using Gaia DR2
distances (Section 4.2.1) is presented in Figure 7 as a
function of the derived effective temperatures (indicated
by the color bar). There is good agreement between the
scales with a slight radius dependence that can be seen
in the bottom panel of the figure showing δ R?/R ver-
sus R?/R. As discussed previously for the effective
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temperature comparison, the slight radius dependence
is basically due to one star, or, a single interferomet-
ric measurement, notably for the lowest-mass/smallest
object in our sample, where only a fraction of the visibil-
ity curve is measured because of its small angular size.
The mean difference between the radii shows just an in-
significant offset: 〈 δ(This work - Boyajian et al. (2012))
〉 = -0.01 ± 0.03 R?/R, while using new distances we
obtain δ = -0.01 ± 0.02 R?/R.
Stellar radii measured from interferometry are cer-
tainly the reference scale in this comparison, for exam-
ple, the uncertainties in the measured radii in Boyajian
et al. (2012) are estimated to be less than about 1 per-
cent (smaller than the symbol size in Figure 7), although
it is always possible that the measured radii from inter-
ferometry may not be completely free from systematics
as previously mentioned. The estimated errors in our
derived radii are larger (5 %) and given the uncertain-
ties we can conclude that there is reasonable consistency
between the R?/R–scales.
4.3. Comparisons with Photometric Scales for
M-dwarfs
Besides doing direct comparisons for M-dwarfs in com-
mon with other studies, it is also of interest to apply
photometric calibrations from the literature to estimate
effective temperatures for our M-dwarf sample. Here
we will adopt the photometric V -J , r-J , V -H, and V -
Ks calibrations from Mann et al. (2015) and Boyajian
et al. (2012) (discussed in the previous section) and, in
addition, the one by Casagrande et al. (2008), based
on a modified version of the InfraRed Flux Method
(IRFM; Blackwell et al. 1979) with Phoenix model at-
mospheres. The stellar V , J , H, Ks magnitudes for
the stars are taken from the UCAC4 (Zacharias et al.
2013) and 2MASS (Skrutskie et al. 2006) catalogues,
and no reddening correction is considered. Overall, the
photometric temperature scales are systematically lower
than the one derived here from APOGEE spectra; the
Mann et al. (2015) Teff -scale falls closer to our scale
than Boyajian et al. (2012) or Casagrande et al. (2008),
which also exhibit somewhat larger scatter. The mean
differences (and standard deviation) are: 〈 Teff(This
work) - Teff(Mann)〉 =+ 46 ± 90 K; 〈 Teff(This work)
- Teff(Boyajian)〉 =+85 ± 113 K; and 〈 Teff(This work)
- Teff(Casagrande)〉 =+177 ± 117 K. Systematic differ-
ences between spectroscopic and photometric Teff were
previously reported in, e.g., Casagrande et al. (2008),
O¨nehag et al. 2012, Mann et al. 2015, Schmidt et al.
(2016). Schmidt et al. (2016) adopted effective tem-
peratures determined automatically from the APOGEE
SDSS-III Data Release 12 (DR12; Alam et al. 2015;
Eisenstein et al. 2011). We note that the effective tem-
peratures reported in DR12 are not as accurate in the
form as those here, due to the lack of H2O and FeH
linelists.
Clear trends and significant scatter in the δ Teff (This
work – Photometric) as a function of [Fe/H] can be
seen in Figure 8 for the photometric scales by Mann
et al. (2015) (left panel), Boyajian et al. (2012) (mid-
dle panel) and Casagrande et al. (2008) (right panel); in
each case we show (as a black line) a linear regression to
δ Teff–[Fe/H]. The Teff differences with the Mann et al.
(2015) calibration show the smallest trend as a function
of metallicity. For the Casagrande et al. (2008) calibra-
tion, we observe a significant trend, where metal-rich
stars display systematically lower Teff than the ones de-
rived in this study, while the opposite trend (although
smaller) is observed using Boyajian et al. (2012) calibra-
tion.
5. DISCUSSION
The quantitative analysis of the APOGEE high-
resolution near-infrared spectra presented in Section
3 can be used to derive purely spectroscopic fundamen-
tal stellar parameters: Teff , log g, and [Fe/H]. Without
the need for photometric relations for Teff or log g, our
analysis provides an independent method to determine
atmospheric parameters and metallicities based on high-
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resolution spectroscopy, that yields independent stellar
radii and masses. These can then be compared to the
same quantities derived from other observational tech-
niques or predictions from models, and to the fundamen-
tal radii and masses obtained from low-mass M-dwarf
eclipsing binary systems.
5.1. Fundamental Parameters of M-dwarfs
The stellar mass-radius relation obtained in this study
is shown in Figure 9. The derived radii and masses (rep-
resented by green circles) are from the spectroscopic re-
sults in this study and from fundamental relations (Sec-
tion 3.2). Polynomial fits to the data are also shown
in the figure as solid and dashed lines, corresponding to
1st-degree and 2nd-degree polynomial fits, respectively.
The 2nd-degree polynomial fit is (green dashed line):
M?/M = 0.2524− 0.5765(R?/R) + 2.0122(R?/R)2
(4)
which has an rms = 0.067, while a linear (1st-degree)
fit is quite similar (solid green line), with a slope and in-
tercept of -0.0760 and 1.107, with an rms of 0.078. We
estimate that the uncertainty in log g dominates the to-
tal uncertainty and creates most of the scatter observed
in the relation of M? as a function of R?. We note that
the discrepant point that falls off the relation as having
too large a mass for its radius is 2M12045611+1728119,
which was discussed in Section 3 as being one of two
stars in this sample with a measurable rotational ve-
locity, with vsini=13.5 km s−1 (the largest vsini in this
sample).
A “gold standard” against which to compare the mass-
radius relation derived here is the mass-radius relation
deduced from the analysis of low-mass M-dwarf eclipsing
binary systems; results from such systems (from Ribas
2003, Lo´pez-Morales & Ribas 2005, Torres & Ribas
2002, Morales et al. 2009a, Morales et al. 2009b, Ir-
win et al. 2009, Carter et al. 2011, Doyle et al. 2011,
Irwin et al. 2011, Kraus et al. 2011, Bass et al. 2012,
He lminiak et al. 2012, Orosz et al. 2012a, Orosz et al.
2012b, Irwin et al. 2018, Torres et al. 2018, and Iglesias-
Marzoa et al. 2019) are also shown in Figure 9 as black
crosses, along with 1st- and 2nd-degree polynomial fits
to these data. The mass-radius relation for the eclipsing
binary stars exhibits very small scatter. The relation for
the eclipsing binaries (shown as black solid and dashed
curves, respectively) have the following coefficients: a0=
-0.0203, a1 = 1.046, and an rms= 0.018 for a 1
st-degree
fit, and a0 = -0.14491, a1 1.67400, and a2 = -0.70526,
with rms=0.011 for a 2nd-degree fit.
The APOGEE spectroscopic results for mass-radius
can be compared to those derived from the eclipsing bi-
nary M-dwarfs and exhibit a small but measurable off-
set (as can be seen in Figure 9), with the spectroscopic
results falling below the relation based on dynamical
studies of the eclipsing binary stars. The polynomial
fits can be compared directly and yield differences of
∆(M?/M) (This study - Eclipsing Binaries) = -0.01 at
0.2M (or 5%), -0.03 at 0.3M (10%), -0.04 at 0.4M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Figure 9. The M-dwarf R?/R–M?/M diagram for the
studied stars. The green circle represent this work results
and black crosses are from eclipsing binaries M-dwarfs. Lin-
ear and quadratic best fits are show as solid and dashed lines
(the line colors represent the respective works). The typical
error bar for the R?/R and M?/M is shown in the bottom
right panel of the Figure.
(10%), -0.04 at 0.5M (8%), and -0.04 at 0.6M (7%).
These differences are not large and our suspicion is that
much of them may reside in uncertainties in the spec-
troscopic derivation of log g.
The relation between the absolute K-magnitude,
MKS , as a function of stellar radius is shown in Fig-
ure 10. Also shown are two fits to the data, where the
solid and dashed lines represent first- and second-degree
polynomials, respectively:
R?/R =
n∑
n=0
an(MKS )
n (5)
The coefficients obtained for the 2nd-degree polyno-
mial fit to the data are: a0 = 1.9932, a1 = -0.3659, and
a2 = 0.0177, (with an rms scatter of 0.008), and for
the 1st-degree polynomial fit we obtained: a0 = 1.3024,
and a1 = -0.1431, (with an rms scatter of 0.010). It
has been reported previously in the literature that there
is a small dependence on metallicity in the MKS -radius
relation (Mann et al. 2015) and that this dependency be-
comes more important in the metallicity range between
[Fe/H] -1.0 and -2.0 (Kesseli et al. 2019). Our M-dwarf
sample covers metallicities between roughly -1 and +0.3
dex and we investigate the metallicity dependency in
the MKS -radius relation by performing a fit to the data
that includes the stellar metallicity as a second indepen-
dent variable (1 + b([Fe/H])). A 2nd-degree polynomial
fit results in coefficients of a0 = 1.1621, a1 = -0.1069, a2
= -0.0020, and b = 0.1182. We obtain a0 = 1.2419, a1
= -0.1321, and b = 0.1118, for a 1st-degree polynomial
best fit.
The inclusion of a metallicity term in the second or-
der polynomial fit results in a small improvement in the
residuals (rms = 0.008 and 0.007, for second- and first-
order polynomial fits, respectively). We note that in all
cases, the relations are valid for M-dwarfs with MKS in
the range of 5.14–7.52.
As discussed in Mann et al. (2015) the errors in the
radius and the absolute magnitudes, MKS , are corre-
lated, as these two quantities depend on the adopted
distances and their uncertainties. Propagating the un-
certainties into the MKS–R?/R relation results in an
internal uncertainty of 0.03R?/R. We adopted the er-
rors in the magnitude to be ∼0.022 mag, distances =
0.15 pc, [Fe/H] = 0.10 dex, Teff = 100 K, and in our
derived values of R?/R = 0.023.
We note that the two stars in Figure 10 having signi
Table 2. Primary Stars Metallicities
2Mass ID ID (primary) [Fe/H] source
Binaries
2M03044335+6144097 HIP 14286 -0.26 ± 0.05 e,i,j
2M03150093+0103083 HIP 15126 -0.85 ± 0.05 d,h,k,l
2M03553688+5214291 HIP 18366 -0.36 ± 0.05 d,k
2M06312373+0036445 HIP 31127 -0.54 ± 0.04 h
2M08103429–1348514 HIP 40035 -0.08 ± 0.06 d,g,k
2M12045611+1728119 HIP 58919 -0.18 ± 0.06 b
2M14045583+0157230 HIP 68799 -0.03 ± 0.04 h
2M18244689–0620311 HIP 90246 -0.18 ± 0.04 a,d,h
2M20032651+2952000 HIP 98767 0.21 ± 0.05 c,d,k,l
2M02361535+0652191 HIP 12114 -0.17 ± 0.05 f,i,k
2M05413073+5329239 HIP 26779 0.10 ± 0.05 j,l
Source: (a) Adibekyan et al. (2012); (b) Montes et al. (2018); (c)
Bensby et al. (2014); (d) Carretta et al. (2013); (e) De Silva et al.
(2015); (f) Ghezzi et al. (2010); (g) Lambert & Reddy (2004); (h)
Mann et al. (2013a); (i) Mishenina et al. (2008); (j) Ramı´rez et al.
(2007); (k) Ramı´rez et al. (2012); (l) Reddy et al. (2006).
ficantly larger radii at their respective absolute K-
magnitudes are 2M12045611+1728119 (MKS = 6.076
and R?/R = 0.458), and 2M18244689-0620311 (MKS
= 5.791 and R?/R = 0.524), which are the two M-
dwarfs in this sample with detectable rotational veloci-
ties (vsin i= 13.5 and 10.0 km-s−1, respectively). As ro-
tation and magnetic activity are correlated in late-type
(FGKM) dwarfs (e.g., Sua´rez Mascaren˜o et al. 2016),
these two more rapidly rotating M-dwarfs quite possibly
are more magnetically active than the other M-dwarfs in
this sample. It has been suggested that the radii of mag-
netically active cool, convective dwarf stars (such as M-
dwarfs) might be inflated due to magnetic inhibition of
convection (e.g. Mullan & MacDonald 2001 or Feiden &
Chaboyer 2014), or by dark star spots blocking emergent
flux (e.g. MacDonald & Mullan 2013), or a combination
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Figure 10. The M-dwarf MKS–R?/R diagram for the
studied stars. We over-plot two best fits to the data, where
the solid and dashed lines represent one and two-degree poly-
nomial fits, respectively.
of both effects. For example, Jackson et al. (2018) have
recently measured “inflated” radii (by about 14%) in
magnetically active Pleiades M-dwarfs. The larger radii
of 2M12045611+1728119 and 2M18244689-0620311 may
be related causally to their rapid rotation.
5.2. The Metallicity Scale: M-dwarfs in Binary
Systems
It is reasonable to assume that in a binary system
the primary star shares the same (or nearly the same)
metallicity and chemical composition as the secondary
star. The M-dwarf metallicity scale derived here from
the APOGEE spectra of eleven M-dwarfs, which are
secondary stars in binary systems having warmer com-
panions as primaries, can be checked against the well-
defined metallicities of the warmer primaries to search
for systematic differences and, ultimately, to serve as an
additional validation of the M-dwarf metallicity scale in
this study.
We searched the literature for high-resolution spec-
troscopic studies that previously measured metallicities
of the primary stars in our sample. Table 2 presents
the adopted metallicities for the primaries, which were
taken from the following high-resolution works in the lit-
erature: Adibekyan et al. (2012), Ammons et al. (2006),
Bensby et al. (2014), Carretta et al. (2013), De Silva
et al. (2015), Ghezzi et al. (2010), Lambert & Reddy
(2004), Mann et al. (2013a), Mishenina et al. (2008),
Ramı´rez et al. (2007), Ramı´rez et al. (2012), and Reddy
et al. (2006). When more than one metallicity value
was available, we averaged the results from the different
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Figure 11. The metallicity scale for the M-dwarfs in this
study compared with the metallicities compiled from the lit-
erature for the primary FGK stars. The diagram is shown
at the bottom panel.
studies, noting that these were quite consistent (typical
standard deviations of 0.05 dex or less).
In Figure 11 we show the comparison between the
metallicity scale for the 11 M-dwarfs in binary systems
with results obtained from the literature for the warmer
primaries (Table 2). Most of the studied stars have
metallicities [Fe/H] > -0.8, with the exception of one
star that is more metal poor. Overall, the agreement
between the results is good with a mean difference of
〈[Fe/H](This work) - [Fe/H](primaries)〉 = +0.04 ± 0.18
dex. The systematic offset of +0.04 dex is small (and
not statistically significant), in particular when consid-
ering the very different effective temperature regime of
the two samples (M-dwarfs versus FGK-type stars), the
different methodologies and spectral lines analyzed (al-
though Fe I lines are analyzed both in the optical and
near-infrared, these are from different excitation poten-
tials, multiplets, etc), as well as the spectral regions an-
alyzed (here APOGEE spectra cover 1.5–1.7 µm, versus
optical spectra for the FGK stars).
The typical uncertainties in our derived iron abun-
dances are about ∼0.10 dex (see Souto et al. 2017, 2018),
while the reported uncertainties in the [Fe/H] for the pri-
mary stars in the literature are ∼ 0.06 dex (not account-
ing for possible systematic differences in the metallicities
for the different adopted works). Based on these un-
certainties we can conclude that the metallicities from
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Table 2. Primary Stars Metallicities
2Mass ID ID (primary) [Fe/H] source
Binaries
2M03044335+6144097 HIP 14286 -0.26 ± 0.05 e,i,j
2M03150093+0103083 HIP 15126 -0.85 ± 0.05 d,h,k,l
2M03553688+5214291 HIP 18366 -0.36 ± 0.05 d,k
2M06312373+0036445 HIP 31127 -0.54 ± 0.04 h
2M08103429–1348514 HIP 40035 -0.08 ± 0.06 d,g,k
2M12045611+1728119 HIP 58919 -0.18 ± 0.06 b
2M14045583+0157230 HIP 68799 -0.03 ± 0.04 h
2M18244689–0620311 HIP 90246 -0.18 ± 0.04 a,d,h
2M20032651+2952000 HIP 98767 0.21 ± 0.05 c,d,k,l
2M02361535+0652191 HIP 12114 -0.17 ± 0.05 f,i,k
2M05413073+5329239 HIP 26779 0.10 ± 0.05 j,l
Source: (a) Adibekyan et al. (2012); (b) Montes et al. (2018); (c)
Bensby et al. (2014); (d) Carretta et al. (2013); (e) De Silva et al.
(2015); (f) Ghezzi et al. (2010); (g) Lambert & Reddy (2004); (h)
Mann et al. (2013a); (i) Mishenina et al. (2008); (j) Ramı´rez et al.
(2007); (k) Ramı´rez et al. (2012); (l) Reddy et al. (2006).
the M-dwarfs derived in this study compare well with
metallicities from the warmer primary stars within the
uncertainties.
6. CONCLUSIONS
We have utilized high-resolution near-IR spectra of 21
M-dwarfs, observed as part of the SDSS IV APOGEE
survey, to explore and develop new, purely spectroscopic
analysis techniques that can be used to derive funda-
mental parameters for these cool stars, including atmo-
spheric parameters (Teff and log g), as well as metallici-
ties (Fe and O). This sample contains eleven secondary
M-dwarf stars in binary systems that have hotter FGK
main-sequence primaries, plus ten M-dwarfs with inter-
ferometric radii measured in the literature. Quantitative
spectroscopic analysis have been developed which use
combinations of H2O and OH lines to determine self-
consistent values of Teff , log g, and O abundances via
LTE calculations.
We find good agreement, within the uncertainties, in
the spectroscopic Teffs derived here when compared to
results from the literature for stars in common, although
the M-dwarf effective temperatures obtained are slightly
higher than those derived by photometric relations.
The metallicities of M-dwarfs in binary systems de-
rived here, when compared to those from the literature
for the warmer primaries, are in excellent agreement,
with no trends with the star’s Teffs. These results can
be used to help calibrate the APOGEE automated AS-
PCAP (Garc´ıa Pe´rez et al. 2016) pipeline to produce
improved abundances for the M-dwarfs observed in the
APOGEE survey.
The independent spectroscopic parameters Teff and
log g derived in this study can be used, in conjunction
with Gaia distances, to calculate the fundamental M-
dwarf quantities of radius and mass, which can be com-
pared to radii and masses derived from other techniques.
The radii found here via our high-resolution spectro-
scopic analysis are slightly smaller (by ∼0.01 R?/R)
than the radii inferred from the interferometric observa-
tions of Boyajian et al. (2012). Combining the M-dwarf
radii determined here with the spectroscopically-derived
values of log g results in M-dwarf masses that agree rea-
sonably well with those found via analyses of M-dwarf
members of eclipsing binary systems; though there is a
systematic offset of∼5-10%, in the sense that our masses
are slightly smaller at a given stellar radius.
The results obtained here, based on a pure, high-
resolution spectroscopic analysis of the APOGEE H -
band spectra of M-dwarfs are important and will help
to improve the accuracy of the ASPCAP results for tens
of thousands of M-dwarfs, whose scientific importance
has increased over the last years due to the discoveries
of many “Earth-like” exoplanets orbiting some M-dwarf
stars.
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