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Bakterija C. difficile je otkrivena godine 1935. (Hall i O’Tolle) kada je zbog tesˇkog i kom-
pliciranog uzgoja nazvana Bacillus difficilis. Otkric´em antibiotika i njihovom sve cˇesˇc´om
upotrebom tijekom 20. stoljec´a dolazi do porasta incidencije navedene bolesti. Intenzivno
istrazˇivanje ”klindamicinskog kolitisa“ je 1970-ih godina rezultiralo nepobitnim dokaziva-
njem uloge toksina C. difficile u patogenezi bolesti. Nezˇeljene posljedice primjene antibi-
otika, ovisno o vrsti antibiotika, epidemiolosˇkim okolnostima i populaciji iz koje bolesnik
poticˇe, pojavljuju se u 25% do 50% osoba koje koriste antibiotsko lijecˇenje. Procjenjuje se
da je bakterija Clostridium difficile uzrocˇnik oko 25% slucˇajeva postantimikrobne dijareje
te je uzrocˇnik gotovo svih tesˇkih oblika bolesti. Od tada pa do nasˇih dana, zbog porasta
incidencije tesˇkih oblika bolesti i sklonosti rekurentnom pojavljivanju, raste medicinski i
ekonomski znacˇaj infekcije uzrokovane s C. difficile.[3]
U ovom radu c´emo koristec´i model logisticˇke regresije sa dihotomnom zavisnom vari-
jablom napraviti analizu ishoda lijecˇenja pacijenata s C. difficile infekcijom. Podaci su
prikupljeni iz Arhive za medicinsku dokumentaciju Klinike za infektivne bolesti ”Dr. Fran
Mihaljevic´”. Eticˇko povjerenstvo Klinike za infektivne bolesti ”Dr. Fran Mihaljevic´“ je
odobrilo ovo istrazˇivanje, te korisˇtenje njihove baze podataka. Zavisna varijabla je konacˇan
ishod lijecˇenja, dok su nezavisne varijable: dob, spol, McCabe score, klinicˇka tezˇina bo-
lesti, trajanje hospitalizacije, ataka, temperatura, leukociti, pokretnost, kreatinin, konkomi-
tantne infekcije, te JIM (boravak u jedinici intenzivne medicine zbog CDI). Podatke c´emo





Regresijska analiza je metoda ispitivanja ovisnosti zavisne varijable (varijable odaziva) o
jednoj ili visˇe nezavisnih varijabli (varijabli poticaja). Glavni rezultat regresijske analize
jest regresijski model - matematicˇka jednadzˇba koja kvantificira tu povezanost. Ako je ta
povezanost linearna, radi se o linearnoj regresiji.
Kod linearne regresije povezanost izmedu zavisne i nezavisne varijable opisana je jed-
nadzˇbom pravca, koristec´i metodu najmanjih kvadrata. Pravac koji najbolje opisuje pove-
zanost tih varijabli odaberemo tako da iz skupa svih pravaca odaberemo onaj cˇija je suma
odstupanja svake tocˇke od pravca najmanja.[4]
Slika 1.1: Graficˇki prikaz univarijatne linearne regresije
izvor:https://tex.stackexchange.com
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Uvedimo oznake:
• x1, x2, ..., xp - nezavisne varijable (varijable poticaja)
• y - zavisna varijabla (varijabla odaziva)
• ε - slucˇajna gresˇka
• β0, β1, ..., βp - parametri modela
Linearni regresijski model izgleda ovako:
y = β0 +
p∑
k=1
βkxk + ε. (1.1)
Ovisno o p razlikujemo univarijatnu (jednostruku) linearnu regresiju (p = 1) i multivari-
jatnu (visˇestruku) linearnu regresiju (p > 1).
U primjeni imamo visˇe opazˇanja pa model zapisujemo:
y = β0 +
p∑
k=1
βkxki + εi, i = 1, 2, .., n, (1.2)
gdje pretpostavljamo da su gresˇke εi nezavisne s distribucijom N(0, σ2).
Uvedimo oznake te zapisˇimo model u matricˇnom obliku:
• X =

1 x11 . . . x1p
1 x21 . . . x2p
...
... . . .
...
1 xn1 . . . xnp

• Y = (y1, y2, ..., yn)T
• ε = (ε1, ε2, ..., εn)T
• b = (β0, β1, ..., βp)T
te zapis modela sada izgleda ovako:
Y = Xb + ε. (1.3)
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Nasˇ je cilj minimizirati funkciju
L(b) =
∑n
i=1(Yi − β0 − β1x11 − · · · − βkxik)2







pa dobivamo da je najbolja ocjena za b
bˆ = (XT X)−1XT Y ,
uz uvjet regularnosti matrice XT X.
Procijenjene vrijednosti tada su jednake
Yˆ = Xbˆ = X(XT X)−1XT Y ,
a ostatci
ε = Y − Yˆ .
Glavne pretpostavke koje opravdavaju korisˇtenje linearnog regresijskog modela su:
• linearni odnos izmedu varijabli poticaja i odaziva
• nekoreliranost varijable poticaja i gresˇke
• nezavisnost gresˇaka
• homogenost gresˇaka
• normalna distribuiranost gresˇaka
Ukoliko neka od pretpostavki nije zadovoljena, nasˇi rezultati mogu biti nevaljani.[4][5]
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1.2 Logisticˇka regresija - osnovni pojmovi
Regresijske metode se koriste u analizama podataka kada je potrebno opisati vezu izmedu
varijable odaziva (zavisne) i jedne ili visˇe varijabli poticaja (nezavisnih varijabli). Osnovna
ideja ovakve analize je nac´i najbolji odgovarajuc´i, situaciji prikladan model koji bi opisao
tu vezu. Nezavisne varijable se cˇesto nazivaju kovarijatama. Razlikujemo slucˇajeve u ovis-
nosti o vrsti zavisne varijable. Zavisna varijabla mozˇe biti kontinuirana (numericˇka) ili
diskretna (kategorijska) - odnosno da poprima jednu, dvije ili visˇe moguc´ih vrijednosti.
Slucˇaj u kojem je zavisna varijabla kontinuirana se analizira metodom linearne regresije,
dok se slucˇaj sa kategorijskom zavisnom varijablom analizira metodom logisticˇke regresije.
Jedan od osnovnih slucˇajeva je kada zavisna varijabla poprima samo dvije vrijednosti -
dihotomna varijabla odaziva. Povijesno gledano, kada se javila potreba za analizom takvih
modela, razlicˇite funkcije su bile promatrane za korisˇtenje. U tu svrhu je izabrana logisticˇka
distribucija iz dva osnovna razloga. Prvi razlog je matematicˇke prirode - ta funkcija je flek-
sibilna i lako se koristi, dok je drugi razlog da se lako interpretira.[1][2]





gdje je x ∈ 〈−∞,∞〉 , a p(x) ∈ 〈0, 1〉.






=log(p(x)) − log(1 − p(x)),
(1.5)
gdje je p ∈ 〈0, 1〉, a logit(p) ∈ 〈−∞,∞〉.
Promotrimo vjerojatnost da se neki dogadaj dogodi. Primijetimo da je vjerojatnost p funk-
cija koja poprima vrijednosti u intervalu 〈0, 1〉.
Izgled (engl. odds) nekog dogadaja je omjer ocˇekivanog broja puta kada c´e se dogadaj
dogoditi naspram ocˇekivanog broja puta kada se dogadaj nec´e dogoditi. Veza izmedu vje-
rojatnosti i izgleda je:
izgled =
p(x)
1 − p(x) . (1.6)
POGLAVLJE 1. LOGISTICˇKA REGRESIJA 6
Tablica 1.1: Odnos vjerojatnosti, izgleda i log izgleda










Vidimo da izgled poprima vrijednosti u intervalu 〈0,∞〉, dok log izgleda poprima vrijed-
nosti u intervalu 〈−∞,∞〉. Tocˇnije, transformacijom p(x)1−p(x) micˇemo gornju granicu, dok lo-
garitmiranjem micˇemo donju granicu. Iz tog razloga koristimo upravo log izgleda, kako bi
izbjegli modeliranje varijable sa restrikcijama kao sˇto su vjerojatnost i izgled. Logisticˇkom
regresijom modeliramo logit transformiranu vjerojatnost kao linearnu vezu sa prediktor-
skim varijablama. Na slici 1.2 vdimo kako izgleda opisana transformacija.
Slika 1.2: Graficˇki prikaz logit transformacije
izvor: https://communities.sas.com
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Logisticˇki regresijski model izgleda:
logit(p(x)) = log(izgled(x))











1 + eβ0+β1 x
. (1.9)
Model sa k prediktorskih varijabli izgleda:
logit(p(x)) = log(izgled(x))
= β0 + β1x1 + · · · + βkxk. (1.10)
Bitna razlika logisticˇkog i linearnog regresijskog modela je u distribuciji slucˇajne gresˇke.
U linearnom modelu gresˇka ε slijedi normalnu distribuciju s ocˇekivanjem nula i konstant-
nom varijancom. U slucˇaju dihotomne varijable odaziva, vrijednost varijable odaziva je
y = p(x) + ε. Ovdje ε mozˇe poprimati dvije moguc´e vrijednosti. Ako je y = 1 tada je
ε = 1 − p(x) sa vjerojatnosˇc´u p(x), a ako je y = 0 tada je ε = −p(x) sa vjerojatnosˇc´u
1 − p(x). Dakle, u tom slucˇaju, slucˇajna gresˇka ε slijedi binomnu distribuciju.[1]
Osnovna metoda procjene parametara logisticˇkog modela zove se metoda maksimalne vje-
rodostojnosti (ML).
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1.3 Metoda maksimalne vjerodostojnosti
Pretpostavimo da imamo uzorak od n nezavisnih observacija parova (xi, yi), i = 1, 2, ..., n
gdje yi oznacˇava vrijednost dihotomne varijable odaziva a xi vrijednost nezavisne varijable
i-tog mjerenja. Pretpostavimo da varijabla odaziva mozˇe poprimati samo vrijendosti 1 ili 0,
sˇto bi predstavljalo prisutstvo ili odsustvo odredene karakteristike. Potrebno je odrediti vri-
jednosti parametara β0 i β1. U linearnoj regresiji smo u tu svrhu koristili metodu najmanjih
kvadrata - odabirom koeficijenata tako da suma kvadratnih odstupanja bude minimizirana.
Dobiveni procjenitelji su imali dobra statisticˇka svojstva. Metoda koja se u logisticˇkom
regresijskom modelu koristi za procjenu parametara modela naziva se metoda maksimalne
vjerodostojnosti. U vrlo opc´em smislu ova metoda pridruzˇuje vrijednosti nepoznatim pa-
rametrima tako da oni maksimiziraju vjerojatnost dobivanja promatranog skupa podataka.
Da bi se ova metoda mogla primijeniti, prvo treba konstruirati funkciju koja se naziva vje-
rodostojnost (eng. likelihood function). Ova funkcija predstavlja vjerojatnost dobivanja
promatranih podataka kao funkciju nepoznatih parametara. ML procjenitelji nepoznatih
parametara su one vrijednosti koje maksimiziraju vjerodostojnost.[1]
Oznacˇimo sa yˆ ML procjenu od y, sa ˆp(x) ML procjenu od p(x), te sa β = (β0, β1) pa-





[p(xi)yi(1 − p(xi))1−yi] (1.11)
pri cˇemu su (xi, yi), i = 1, 2, . . . , n nasˇe observacije.
Zbog jednostavnosti korisˇtenja, daljnji racˇuni se rade sa funkcijom log-vjerodostojnosti,
odnosno log(l(β)).




[(yi)ln(p(xi)) + (1 − yi)ln(1 − p(xi))]. (1.12)
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Kako bi se pronasˇle trazˇene vrijednosti, dakle parametre β = (β0, β1) koji maksimiziraju
funkciju L(β), funkciju L(β) je potrebno derivirati po β0, β1 te izjednacˇiti s nulom. Jed-




[yi − p(xi)] = 0
n∑
i=1
xi[yi − p(xi)] = 0.
(1.13)
Ove jednadzˇbe su nelinearne u parametrima β0, β1, pa se rjesˇavaju iterativnim metodama
koje su implementirane u statisticˇkim programima.
Vrijednost β koja se dobije rjesˇavanjem ovih jednadzˇbi zove se ML procjenitelj i oznacˇava
sa βˆ.
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1.4 Testiranje adekvatnosti modela i znacˇajnosti
parametara
Nakon procjene parametara, testira se znacˇajnost varijabli u modelu. Ovaj dio ukljucˇuje
formulaciju i testiranje statisticˇke hipoteze u svrhu odredivanja da li su nezavisne (predik-
torske) varijable u nasˇem modelu znacˇajno povezane sa zavisnom varijablom. U ovom di-
jelu predstavljena je generalna ideja koja se mozˇe u detaljima razlikovati ovisno o kakvom
se modelu radi. Zbog jednostavnosti, pretpostavimo da se radi o univarijatnom logisticˇkom
modelu. Pitanje od kojeg krec´emo je: Da li model koji sadrzˇi nezavisnu varijablu govori
visˇe o zavisnoj varijabli, nego model koji ne sadrzˇi tu nezavisnu varijablu? Na ovo pitanje
se odgovara usporedbom promatranih vrijednosti zavisne varijable sa procijenjenim vrijed-
nostima svakog od ta dva modela - modela sa i bez nezavisne varijable. Matematicˇka funk-
cija koja se koristi za usporedbu tih vrijednosti ovisi o odredenom problemu. Ako su proci-
jenjene vrijednosti s nezavisnom varijablom u modelu bolje, odnosno tocˇnije, upuc´uje da bi
nezavisna varijabla mogla biti znacˇajna za model. U logisticˇkoj regresijskoj analizi, uspo-
redba promatranih i predvidenih vrijednosti zasniva se na funkciji log-vjerodostojnosti koju
smo ranije definirali. Da bi se bolje razumjela ta usporedba, konceptualno razmisˇljamo o
promatranim vrijednostima zavisne varijable kao predvidenim vrijednostima koje dobi-
vamo iz satuiranog modela. Satuirani model je onaj koji sadrzˇi onoliko parametara koliko
ima observacija. Jednostavan primjer satuiranog modela je korisˇtenje linearnog regresij-
skog modela kada imamo samo dvije observacije. Usporedba promatranih i dobivenih
vrijednosti koristec´i funkciju vjerodostojnosti bazira se na sljedec´em izrazu:
D = −2 log
[ funkcija vjerodostojnosti modela
funkcija vjerodostojnosti satuiranog modela
]
. (1.14)
Izraz unutar velikih zagrada naziva se omjer vjerodostojnosti (eng. likelihood ratio).
Da bi dosˇli do poznate distribucije u svrhu testiranja hipoteza nuzˇno je koristiti funkciju
−2log(omjer vjerodostojnosti).
Takav test se zove test omjera vjerodostojnosti (eng.likelihood ratio test).
D = −2 log
[ funkcija vjerodostojnosti modela
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Statistika D se naziva devijanca. Devijanca u logisticˇkoj regresiji ima istu ulogu kao rezi-
dualna suma kvadrata u linearnoj regresiji. Da bi procijenili znacˇajnost nezavisne varijable,
usporedujemo vrijednost statistike D sa i bez nezavisne varijable u jednadzˇbi.
G = D(model bez varijable) − D(model sa varijablom) (1.16)
G = −2 log
[ funkcija vjerodostojnosti bez varijable
funkcija vjerodostojnosti sa varijablom
]
(1.17)
Uz pretpostavku β1 = 0, statistika G slijedi χ2 distribuciju sa jednim stupnjem slobode.
Kod univarijatnog logisticˇkog modela testiramo hipoteze:
H0 : β1 = 0
H1 : β1 , 0
Kod multivarijatnog logisticˇkog modela testiramo hipoteze:
H0 : β1 = β2 = · · · = βk = 0
H1 : barem jedan βi , 0, i = 1, 2, . . . , k.
Za parametre modela kazˇemo da su statisticˇki znacˇajni ako se statisticˇki znacˇajno razlikuju
od nule. Nakon sˇto zadamo razinu znacˇajnosti α, dobivenu p-vrijednost usporedujemo sa
razinom znacˇajnosti.
Ukoliko je p < α, odbacujemo H0 u korist alternativne hipoteze H1, sˇto znacˇi da je ne-
zavisna varijabla statisticˇki znacˇajna na razini znacˇajnosti α. U suprotnom ne mozˇemo
odbaciti H0 u korist alternative, sˇto znacˇi da nezavisna varijabla nije statisticˇki znacˇajna na
razini znacˇajnosti α.
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1.5 Interpretacija parametara logisticˇkog regresijskog
modela
U ovom dijelu c´emo se baviti interpretacijom koeficijenata logisticˇkog regresijskog mo-
dela za situaciju kada je nezavisna varijabla nominalna i dihotomna. Pretpostavimo da
nezavisna varijabla, x, mozˇe poprimati vrijednosti nula ili jedan. Razlika u logit funkciji
(u oznaci g) za slucˇaj kada x = 1 i x = 0 je:
g(1) − g(0) = [β0 + β1] − [β0]
= β1.
(1.18)
Prvi korak u interpretaciji efekta nezavisne varijable u modelu je izraziti zˇeljenu logit raz-
liku u terminima modela. U ovom slucˇaju, logit razlika je jednaka β1.
Da bi dalje interpretirali ovaj rezultat moramo uvesti mjeru povezanosti omjer izgleda (eng.
odds ratio).
Ranije smo spomenuli da c´emo vrijednost zavisne varijable Y = 1 smatrati prisustvom neke
odredene karakteristike, a vrijednost Y = 0 odsustvom iste. Izgled da ta karakteristika bude
prisutna u skupini za koju vrijedi x = 1 definirana je kao
p(1)
1−p(1) .




Omjer izgleda, u oznaci OR, definira se kao omjer izgleda za x = 1 naprema izgledima za

































Dakle, za logisticˇku regresiju s dihotomnom nezavisnom varijablom koja poprima vrijed-
nosti 0 i 1, veza izmedu OR i regresijskog koeficijenta je:
OR = eβ1 . (1.21)
Paramentar β0 ili intercept je ocˇekivana vrijednost zavisne varijable y kada je x = 0. Za
kontinuirane nezavisne varijable vrijedi:
g(x + 1) − g(x) = β1. (1.22)
Parametar β1 pokazuje promjenu u log izgledu kada se nezavisna varijabla x pomakne za
1. Analogno, pomak nezavisne varijable x za konstantu c uzrokuje pomak u log izgledu:
g(x + c) − g(x) = cβ1 (1.23)
OR(c) = OR(x + c, x) = ecβ1 (1.24)
Upravo ova jednostavna veza izmedu regresijskog koeficijenta i OR je fundamentalni raz-
log zbog kojeg je logisticˇka regresija izuzetno snazˇan analiticˇki alat. OR je mjera poveza-
nosti koja ima vrlo sˇiroku primjenu, posebno u epidemiologiji, jer aproksimira koliko je
vjerojatno (ili nije vjerojatno) da neka karakteristika bude prisutna medu odredenim sku-
pinama.
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1.6 Roc krivulja
ROC (eng. Receiver Operating Characteristic) krivulja je graficˇki prikaz valjanosti di-
jagnosticˇkog testa. Valjanost dijagnosticˇkog testa je slozˇeni pokazatelj i ima dvije kompo-
nente: osjetljivost i specificˇnost. Osjetljivost testa je proporcija dobro detektiranih bolesnih
osoba od sveukupnog broja bolesnih, a specificˇnost testa je proporcija zdravih osoba koje
su dobro detektirane kao zdrave, od ukupnog broja zdravih osoba. Bolji opis klasifikacij-
ske tocˇnosti dan je povrsˇinom ispod ROC krivulje. Ova krivulja, koja proizlazi iz teorije
obrade signala, pokazuje kako prijemnik upravlja signalima koje prima u prisustvu buke.
Graficˇki prikazuje vjerojatnost detektiranja stvarnog signala (osjetljivost) i lazˇnog signala
(1- specificˇnost) za sve moguc´e tocˇke. Podrucˇje (povrsˇina) ispod ROC krivulje, koja po-
prima vrijednosti izmedu 0 i 1, daje mjeru sposobnosti modela da razlikuje subjekte koji
imaju ili nemaju prisustvo odredene karakteristike (mjera tocˇnosti). Uopc´eno pravilo za
tumacˇenje vrijednosti c, koja predstavlja povrsˇinu ispod ROC krivulje za odredeni model
je da kada je vrijednost c manja od 0.5 smatramo da taj model nema prediktivnu vrijed-
nost, dok za vrijednost c vec´u od 0.8 smatramo da pripada modelu jako dobre prediktivne
vrijednosti.[1]
Slika 1.3: primjer ROC krivulje (ispis iz SAS-a)
Poglavlje 2
Analiza ishoda lijecˇenja pacijenata s
Clostridium difficile infekcijom
logisticˇkom regresijom
2.1 Opc´enito o C. difficile i deskriptivna statistika
Primjena antibiotika mozˇe biti prac´ena mnogobrojnim nezˇeljenim posljedicama od kojih
su gastrointestinalne nuspojave jedne od cˇesˇc´ih. Procjenjuje se da je bakterija Clostridium
difficile uzrocˇnik oko 25% slucˇajeva postantibiotskog proljeva (dijareje) te je uzrocˇnik go-
tovo svih tesˇkih oblika bolesti. Sve cˇesˇc´om upotrebom antibiotika tijekom 20. stoljec´a
dolazi do porasta incidencije Clostridium difficile infekcije (CDI). Od tada pa do nasˇih
dana, zbog porasta incidencije tesˇkih oblika bolesti i losˇijih ishoda lijecˇenja, raste medicin-
ski i ekonomski znacˇaj CDI. Rizicˇni cˇimbenici za obolijevanje od CDI se mogu podijeliti
na primarne i sekundarne. Glavni primarni cˇimbenici opisani u literaturi su musˇki spol,
dob iznad 65 godina, dob manja od jedne godine uz predlezˇec´e kronicˇne bolesti, dugo
trajanje hospitalizacije i antimikrobna terapija. Najznacˇajniji sekundarni rizicˇni cˇimbenici
su komorbiditeti i predlezˇec´a zdravstvena stanja, upalna bolest crijeva, imunodeficijencija
i HIV, malnutricija, niska razina serumskih albumina, zloc´udni tumori, cisticˇna fibroza i
dijabetes. Najznacˇajniji rizicˇni cˇimbenik za razvoj bolesti je upotreba antibiotika sˇirokog
spektra. Infekcija uzrokovana s C. difficile se mozˇe ocˇitovati sˇirokim spektrom klinicˇkih
stanja, od asimptomatske kolonizacije preko blagog proljeva do zˇivotno ugrozˇavajuc´e bo-
lesti sa smrtnim ishodom lijecˇenja. [3]
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U ovom radu analizirani su bolesnici koji su hospitalno lijecˇeni u Klinici za infektivne
bolesti ”Dr. Fran Mihaljevic´“ zbog CDI koja se definira kao prisutnost dijareje uz dokaz
toksina bakretije c.difficile u uzorku stolice tijekom razdoblja od 1. sijecˇnja 2013. do 31.
prosinca 2017. godine. Radi se o retrospektivnom istrazˇivanju koje je odobreno od strane
Eticˇkog povjerenstva Klinike za infektivne bolesti ”Dr. Fran Mihaljevic´“. Sve potrebne
varijable prikupili su Nikolina Bogdanic´, dr.med., Karlo Vidovic´, dr.med. te doc. dr. sc.
Mirjana Balen Topic´, specijalist infektolog, iz originalne arhivirane medicinske dokumen-
tacije. Svrha istrazˇivanja je bila utvrditi potencijalne rizicˇne cˇimbenike za smrtni ishod
lijecˇenja CDI.
Podatci koje c´emo obraditi sastoje se od 1080 observacija, od kojih se svaka sastoji od 13
varijabli:
• dob bolesnika izrazˇena u godinama
Slika 2.1: Deskriptivna statistika za varijablu dob (ispis iz SAS-a)
• spol bolesnika - musˇkarci (0) i zˇene (1)
Slika 2.2: Tablica frekvencija za varijablu spol (ispis iz SAS-a)
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• trajanje hospitalizacije izrazˇeno u danima
Slika 2.3: Deskriptivna statistika za varijablu trajanje hospitalizacije (ispis iz SAS-a)
• McCabe score - score prema kojem se kategoriziraju kronicˇne predlezˇec´e bolesti na
ljestvici od 0 do 3
Slika 2.4: Tablica frekvencija za varijablu McCabe score (ispis iz SAS-a)
• klinicˇka tezˇina bolesti - klinicˇka definicija bolesti prema smjernicama na ljestvici
od 1 do 4
Slika 2.5: Tablica frekvencija za varijablu klinicˇka tezˇina bolesti (ispis iz SAS-a)
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• ataka bolesti - broj epizode bolesti
Slika 2.6: Deskriptivna statistika za varijablu ataka (ispis iz SAS-a)
• pokretnost bolesnika - razlikujemo nepokretne (0) i pokretne (1) bolesnike
Slika 2.7: Tablica frekvencija za varijablu pokretnost (ispis iz SAS-a)
• tjelesna temperatura bolesnika
Slika 2.8: Deskriptivna statistika za varijablu tjelesna temperatura (ispis iz SAS-a)
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• broj leukocita u krvi
Slika 2.9: Deskriptivna statistika za varijablu broj leukocita u krvi (ispis iz SAS-a)
• koncentracija kreatinina u krvi - razlikujemo stanje kada je kreatinin bio povisˇen
1.5 puta u odnosu na vrijednosti prije razbolijevanja (1)
Slika 2.10: Tablica frekvencija za varijablu koncentracija kreatinina u krvi (ispis iz SAS-a)
• konkomitantne infekcije - razlikujemo slucˇaj kada su se pojavile dodatne infekcije
uz CDI (1)
Slika 2.11: Tablica frekvencija za varijablu konkomitantne infekcije (ispis iz SAS-a)
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• lijecˇenje u jedinici intenzivne medicine - razlikujemo slucˇaj kada se bolesnik lijecˇio
u JIM-u zbog CDI infekcije (1)
Slika 2.12: Tablica frekvencija za varijablu lijecˇenje u jedinici intenzivne medicine (ispis
iz SAS-a)
• ishod lijecˇenja - razlikujemo smrtni ishod (1)
Slika 2.13: Tablica frekvencija za varijablu ishod lijecˇenja (ispis iz SAS-a)
Zavisna varijabla u ovoj analizi je ishod lijecˇenja, dok su ostale varijable nezavisne.
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2.2 Univarijatna logisticˇka regresija
Za svaku od 12 nezavisnih varijabli iz baze c´emo provesti univarijatnu logisticˇku regresiju,
te odrediti znacˇajnost svake varijable. U tablici 2.1 nalaze se osnovne dobivene vrijednosti.
Tablica 2.1: Rezultati analize univarijatnih logisticˇkih modela
varijabla df -2logL(intercept only) -2logL(intercept and covariates) likelihood ratio (χ2) konvergencija p-vrijednost
dob 1 719.594 694.103 25.4911 zadovoljena < .0001
trajanje 1 719.594 718.346 1.2480 zadovoljena 0.3064
McCabe score 1 719.594 658.390 61.2045 zadovoljena <.0001
klinicˇka tezˇ 1 719.594 440.402 279.1925 zadovoljena <.0001
ataka 1 719.594 711.932 7.6619 zadovoljena 0.0121
temperatura 1 719.594 709.022 10.5721 zadovoljena 0.0012
leukociti 1 719.594 663.425 56.1696 zadovoljena <.0001
spol 1 719.594 719.532 0.0618 zadovoljena 0.8035
pokretnost 1 719.594 666.496 53.0978 zadovoljena <.0001
kreatinin 1 719.594 679.541 40.0531 zadovoljena <.0001
konkom inf 1 719.594 679.512 40.0826 zadovoljena <.0001
JIM 1 719.594 697.035 22.5588 zadovoljena <.0001
Iz tablice 2.1 se vidi da je kriterij kovergencije zadovoljen za sve varijable. Iz tablice 2.1 i
izracˇunatih p-vrijednosti vidimo da su na razini znacˇajnosti od 5% statisticˇki znacˇajne vari-
jable dob, McCabe score, klinicˇka tezˇina bolesti, ataka, temperatura, leukociti, pokretnost,
kreatinin, konkomitantne infekcije, te JIM (boravak u jedinici intenzivne medicine zbog
CDI).
Tablica 2.2: Procjene omjera izgleda za univarijatne logisticˇke modele
varijabla procjena OR 95% pouzdani interval c
dob 1.040 1.022 - 1.059 0.643
trajanje 0.993 0.979 - 1.007 0.635
McCabe score 3.343 2.441 - 4.578 0.697
klinicˇka tezˇ 14.243 9.399 - 21.584 0.883
ataka 0.678 0.500 - 0.918 0.556
temperatura 1.464 1.162 - 1.845 0.605
leukociti 1.076 1.054 - 1.097 0.709
spol 0.951 0.640 - 1.412 0.506
pokretnost 0.182 0.107 - 0.309 0.672
kreatinin 4.038 2.669 - 6.111 0.634
konkom inf 4.867 2.740 - 8.644 0.643
JIM 9.475 4.007 - 22.403 0.543
Drugi kriterij kojim mozˇemo provjeriti statisticˇku znacˇajnost varijabli je 95% pouzdani in-
terval. Ako 95% pouzdani interval ne sadrzˇi jedinicu, onda je varijabla statisticˇki znacˇajna.
Iz tablice 2.2 vidimo da su navedene varijable po tom kriteriju statisticˇki znacˇajne na razini
znacˇajnosti od 5%. Vrijednosti u tablici 2.2 pod ”Procjena OR” predstavljaju omjer izgleda
prelaska iz nesmrtnog ishoda u smrtni ishod, uz prelazak nezavisne varijable iz nizˇe u visˇu
kategoriju, odnosno uz pomak za 1.
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• Povec´anje dobi za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda u smrtni
ishod za 1.040 puta
• Povec´anje trajanja hospitalizacije za 1 povec´ava omjer izgleda za prelazak nesmrtnog
ishoda u smrtni ishod za 0.993 puta
• Povec´anje McCabe score-a za 1 povec´ava omjer izgleda za prelazak nesmrtnog is-
hoda u smrtni ishod za 3.343 puta
• Povec´anje klinicˇke tezˇine za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda
u smrtni ishod za 14.243 puta
• Povec´anje atake za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda u smrtni
ishod za 0.678 puta
• Povec´anje temperature za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda u
smrtni ishod za 1.464 puta
• Povec´anje leukocita za 1 jedinicu povec´ava omjer izgleda za prelazak nesmrtnog
ishoda u smrtni ishod za 1.076 puta
• Zˇene s obzirom na musˇkarce imaju manji omjer izgleda za smrtni ishod (OR=0.951)
• Pokretne osobe s obzirom na nepokretne imaju manji omjer rizika za smrtni ishod
(OR=0.182)
• Osobe s povisˇenim kreatininom imaju vec´i omjer izgleda za smrtni ishod od osoba
bez povisˇenog kreatinina (OR=4.038)
• Osobe s konkomitantnim infekcijama imaju vec´i omjer rizika za smrtni ishod od
osoba bez konkomitantnih infekcija (OR=4.867)
• Osobe koje su se lijecˇile u JIM-u zbog CDI imaju vec´i omjer rizika za smrtni ishod
od osoba koje se nisu lijecˇile u JIM-u zbog CDI (OR=9.475)
Podatak koji nam govori o prediktivnoj snazi modela je vrijednost c, koju isˇc´itavamo iz
tablice 2.2, za svaku varijablu. Varijabla klinicˇka tezˇina bolesti ima najvec´u c-vrijednost
(0.883), slijedi je varijabla leukociti (0.709), dok najmanju c-vrijednost ima varijabla spol
(0.506). Ostale varijable imaju c- vrijednost u intervalu od 0.6 do 0.7. ROC krivulje svakog
pojedinog modela prikazane su narednim grafovima.
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Slika 2.14: ROC krivulja za varijablu dob (ispis iz SAS-a)
Slika 2.15: ROC krivulja za varijablu trajanje hospitalizacije (ispis iz SAS-a)
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Slika 2.16: ROC krivulja za varijablu McCabe score (ispis iz SAS-a)
Slika 2.17: ROC krivulja za varijablu klinicˇka tezˇina bolesti (ispis iz SAS-a)
POGLAVLJE 2. ANALIZA ISHODA LIJECˇENJA PACIJENATA S CLOSTRIDIUM
DIFFICILE INFEKCIJOM LOGISTICˇKOM REGRESIJOM 25
Slika 2.18: ROC krivulja za varijablu ataka bolesti (ispis iz SAS-a)
Slika 2.19: ROC krivulja za varijablu tjelesna temperatura (ispis iz SAS-a)
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Slika 2.20: ROC krivulja za varijablu broj leukocita u krvi (ispis iz SAS-a)
Slika 2.21: ROC krivulja za varijablu spol (ispis iz SAS-a)
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Slika 2.22: ROC krivulja za varijablu pokretnost (ispis iz SAS-a)
Slika 2.23: ROC krivulja za varijablu koncentracija kreatinina u krvi (ispis iz SAS-a)
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Slika 2.24: ROC krivulja za varijablu konkomitantne infekcije (ispis iz SAS-a)
Slika 2.25: ROC krivulja za varijablu lijecˇenje u jedinici intenzivne medicine (ispis iz
SAS-a)
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Tablica 2.3: Rezultati ML procjene parametara za univarijatne logisticˇke modele
varijabla procjena intercepta procjena varijable
dob -5.1245 0.0395
trajanje -2.0423 -0.00743
McCabe score -4.1152 1.2069







konkom inf -3.3449 1.5825
JIM -2.2487 2.2487
Iz tablice 2.3 mozˇemo isˇcˇitati kako glase jednadzˇbe ovih modela:
• Za dob: logit(p) = -5.1245 + 0.0395 × dob
• Za trajanje: logit(p) = -2.0423 - 0.00743 × trajanje
• Za McCabe score: logit(p) = -4.1152 + 1.2069 ×McCabe score
• Za klinicˇka tezˇina: logit(p) = -10.2395 + 2.656 × klinicˇka tezˇina
• Za ataka: logit(p) = -1.6053 - 0.3888 × ataka
• Za temperatura: logit(p) = -16.6325 + 0.38135 × temperatura
• Za leukociti: logit(p) = -3.4239 + 0.0729 × leukociti
• Za spol: logit(p) = -2.1277 - 0.0502 × spol
• Za pokretnost: logit(p) = -1.6364 - 1.704 × pokretnost
• Za kreatinin: logit(p) = -2.5361 + 1.3959 × kreatinin
• Za konkomitantne infekcije: logit(p) = -3.3449 + 1.5825 × konkomitantne infekcije
• Za JIM: logit(p) = -2.2487 + 2.2487 × JIM
Iz ovih jednadzˇbi lako dodemo do vjerojatnosti smrtnog ishoda osobe s odredenim karak-
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2.3 Multivarijatna logisticˇka regresija
U ovom poglavlju c´emo provesti multivarijatnu logisticˇku regresiju za sve nezavisne vari-
jable iz baze koje su se univarijatnom analizom pokazale kao znacˇajne. Nezavisne varijable
koje ulaze u ovaj model su: dob, McCabe score, klinicˇka tezˇina bolesti, ataka, tempera-
tura, leukociti, pokretnost, kreatinin, konkomitantne infekcije, te JIM (boravak u jedinici
intenzivne medicine zbog CDI).
Tablica 2.4: Rezultati analize multivarijatnog logisticˇkog modela
df -2logL(intercept only) -2logL(intercept and covariates) likelihood ratio (χ2) konvergencija c p-vrijednost
10 719.594 397.289 322.3052 zadovoljena 0.915 < .0001
Iz tablice 2.4 vidimo da je multivarijatni logisticˇki model znacˇajan na razini znacˇajnosti od
5%.
Tablica 2.5: Rezultati ML procjene parametara za multivarijatni logisticˇki model
varijabla procjena parametra p-vrijednost
intercept -10.6332 0.0858
dob 0.00910 0.4224
McCabe score 0.9065 <.0001






konkom inf 0.6421 0.0826
JIM 0.3662 0.5185
Jednadzˇba ovog modela glasi:
logit(p) = -10.6332 + 0.00910 × dob + 0.9065 × McCabe score + 2.2669 × klinicˇka
tezˇina - 0.3010 × ataka - 0.0216 × temperatura + 0.0138 × leukociti - 0.6260 × pokretnost
+ 0.3127 × kreatinin + 0.6421 × konkomitantne infekcije + 0.3662 × JIM
Iz tablice 2.5 vidimo koje su varijable statisticˇki znacˇajne na razini znacˇajnosti od 5% u
ovom modelu. To su varijable: McCabe score i klinicˇka tezˇina bolesti.
Iz tablice 2.4 i vrijednosti c vidimo da je prediktivna snaga smrtnog ishoda ovim modelom
91,5%, sˇto je po uobicˇajenim kriterijima izuzetno jak model.
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Slika 2.26: ROC krivulja za multivarijatni logisticˇki model (ispis iz SAS-a)
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Tablica 2.6: Procjene omjera izgleda za multivarijatni logisticˇki model
varijabla procjena OR 95% pouzdani interval
dob 1.009 0.987 - 1.032
McCabe score 2.476 1.620 - 3.783
klinicˇka tezˇ 9.649 6.197 - 15.025
ataka 0.740 0.496 - 1.105
temperatura 0.979 0.717 - 1.335
leukociti 1.014 0.990 - 1.039
pokretnost 0.535 0.274 - 1.044
kreatinin 1.367 0.796 - 2.349
konkom inf 1.900 0.920 - 3.923
JIM 1.442 0.475 - 4.383
Iz tablice 2.6 vidimo da intervali pouzdanosti za varijable McCabe score i klinicˇka tezˇina
bolesti ne sadrzˇe jedinicu, pa zakljucˇujemo da su te varijable statisticˇki znacˇajne. Interpre-
tacija omjera izgleda za statisticˇki znacˇajne varijable:
• Povec´anje McCabe score-a za 1 povec´ava omjer izgleda za prelazak nesmrtnog is-
hoda u smrtni ishod za 2.476 puta
• Povec´anje klinicˇke tezˇine za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda
u smrtni ishod za 9.649 puta
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2.4 Stepwise procedura
SAS procedura koja se koristi u ovom dijelu je stepwise procedura koja je kombinacija
selekcije unaprijed (eng. forward) i eliminacije unatrag (eng. backward). Ona pocˇinje kao
selekcija unaprijed, medutim, varijabla koja se nade u modelu ne mora i ostati u modelu.
Tablica 2.7: Rezultati stepwise analize multivarijatnog logisticˇkog modela
varijabla df -2logL(intercept only) -2logL(intercept and covariates) likelihood ratio (χ2) konvergencija p-vrijednost
klin tezˇ 1 719.594 440.402 279.1925 zadovoljena < .0001
McCabe 2 719.594 414.899 304.6952 zadovoljena < .0001
pokretnost 3 719.594 408.443 311.1512 zadovoljena < .0001
konkom inf 4 719.594 404.174 315.4206 zadovoljena < .0001
Tablica 2.8: Rezultati ML procjene parametara za stepwise multivarijatni logisticˇki model
varijabla procjena parametra p-vrijednost
intercept -11.2579 < .0001
klinicˇka tezˇ 2.3906 < .0001
McCabe score 0.9218 < .0001
pokretnost -0.6764 0.0407
konkom inf 0.7110 0.0460
Jednadzˇba nasˇeg modela izgleda ovako:
logit(p) = -11.2579 + 2.3906 × klinicˇka tezˇina + 0.9218 × McCabe score - 0.6764 ×
pokretnost + 0.7110 × konkomitantne infekcije
Tablica 2.9: Procjene omjera izgleda za stepwise multivarijatni logisticˇki model
varijabla procjena OR 95% pouzdani interval
klinicˇka tezˇ 10.920 7.163 - 16.648
McCabe score 2.514 1.664 - 3.799
pokretnost 0.508 0.266 - 0.972
konkom inf 2.036 1.013 - 4.093
• Povec´anje McCabe score-a za 1 povec´ava omjer izgleda za prelazak nesmrtnog is-
hoda u smrtni ishod za 2.514 puta
• Povec´anje klinicˇke tezˇine za 1 povec´ava omjer izgleda za prelazak nesmrtnog ishoda
u smrtni ishod za 10.920 puta
• Pokretne osobe s obzirom na nepokretne imaju manji omjer izgleda za smrtni ishod
(OR=0.508)
• Osobe s konkomitantnim infekcijama imaju vec´i omjer izgleda za smrtni ishod u
odnosu na osobe bez konkomitantnih infekcija (OR=2.036)
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Slika 2.27: ROC krivulja za stepwise logisticˇki model (ispis iz SAS-a)
2.5 Usporedba modela
Usporedba univarijatnih modela, punog modela te modela dobivenog
stepwise procedurom
Pri korisˇtenju regresijskih modela, dostupna su dva temeljno razlicˇita pristupa kako is-
trazˇiti ucˇinak prediktorskih varijabli na varijablu odgovora: sve prediktorske varijable se
mogu unijeti istovremeno u model, ili se mogu unositi postupno. Prva metoda (puni mo-
del) provodi se tako da se sve prediktorske varijable unose u isto vrijeme u model. Njihov
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zajednicˇki doprinos u objasˇnjavanju zavisne varijable utvrduje se i sazˇima u jednom testu
znacˇajnosti punog modela. Druga metoda se provodi tako da se prediktorske varijable do-
daju postupno (eng. stepwise) i / ili uklanjaju iz modela. Kada se varijable redom unose
u model (eng. forward selection), pocˇetni model obuhvac´a samo intercept i u svakom
sljedec´em koraku dodaje se varijabla koja dovodi do najvec´eg (i znacˇajnog) poboljsˇanja
prikladnosti statisticˇkog modela. U brisanju unatrag (eng. backward deletion), pocˇetni
model je puni model koji ukljucˇuje sve varijable, a u svakom koraku iskljucˇena je varija-
bla koja dovodi do najmanjeg (ne znacˇajnog) smanjenja prikladnosti modela. Moguc´ je
i pristup koji zapocˇinje selekcijom prema naprijed, ali nakon ukljucˇivanja svake varijable
testira na svakom koraku mozˇe li se ukljucˇena varijabla izostaviti iz modela bez znacˇajnog
smanjenja prikladnosti modela. Model koji dobijemo svakim od ovih postupaka trebao
bi sadrzˇavati podskup prediktorskih varijabli koje utjecˇu i najbolje objasˇnjavaju zavisnu
varijablu.[6]
Primjena stepwise procedura kritizirana je na visˇe osnova (za pregled, vidi Wittingham et
al. 2006). Stepwise metode cˇesto ne uspijevaju ukljucˇiti sve varijable koje imaju stvarni
utjecaj na zavisnu varijablu, dok cˇesto ukljucˇuju i druge varijable koje ne utjecˇu na zavisnu
varijablu (Derksen i Keselman 1992). Posljedicˇno, krajnji model opc´enito ne mora biti naj-
bolji model (Miller 1984). Osim toga, stepwise procedure su obicˇno nestabilne, sˇto znacˇi
da samo neznatne promjene podataka mogu dovesti do velikih razlika u kranjim modelima,
te je zato vazˇna klinicˇka pozadina istrazˇivanja. [6]
Gledamo li rezultate univarijatnih logisticˇkih modela, varijable dob, McCabe score, klinicˇka
tezˇina, ataka, temperatura, leukociti, pokretnost, kreatinin, konkomitantne infekcije te
lijecˇenje u JIM-u tbog CDI su statisticˇki znacˇajne na razini znacˇajnosti od 5%. Jedino
varijable spol i trajanje nisu statisticˇki znacˇajne. Od svih statisticˇki znacˇajnih varijabli,
najbolju predikcijsku snagu ima varijabla klinicˇka tezˇina bolesti, a najmanju lijecˇenje u
JIM-u zbog CDI.
U punom modelu su statisticˇki znacˇajne varijable bile samo McCabe score i klinicˇka tezˇina,
sˇto mozˇe ukazivati na kolinearnost nezavisnih varijabli. Prediktivna snaga ovog modela je
91.52%.
Model dobiven stepwise procedurom se malo razlikuje od punog modela. U njemu su na
razini znacˇajnosti od 5%, statisticˇki znacˇajne varijable: klinicˇka tezˇina, McCabe score,
pokretnost i konkomitantne infekcije. Prediktivna snaga ovog modela je 91.15%.
Poglavlje 3
Dodatak
3.1 Kod u SAS-u
Zbog povjerljivosti podataka ne prilazˇe se baza podataka.
proc univariate data=cdiff;
var dob trajanje_hosp temp leuk;
run;
proc freq data=cdiff;
table god spol pokretnost kreat konkomit_inf JIM ishod
McCabe klinicka_tezina ataka/ chisq;run;
title "Univarijatna logisticka regresija-dob";
proc logistic data=cdiff descending;
model ishod=dob /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-trajanje hospitalizacije";
proc logistic data=cdiff descending;
model ishod=trajanje_hosp /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-McCabe";
proc logistic data=cdiff descending;
model ishod=McCabe /lackfit rsq outroc=rocgraf;
run;
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title "Univarijatna logisticka regresija-klinicka tezina";
proc logistic data=cdiff descending;
model ishod=klinicka_tezina /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-ataka";
proc logistic data=cdiff descending;
model ishod=ataka /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-temperatura";
proc logistic data=cdiff descending;
model ishod=temp /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-leukociti";
proc logistic data=cdiff descending;
model ishod=leuk /lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-spol";
proc logistic data=cdiff descending;
model ishod=spol/lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-pokretnost";
proc logistic data=cdiff descending;
model ishod=pokretnost/lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-kreatinin";
proc logistic data=cdiff descending;
model ishod=kreat/lackfit rsq outroc=rocgraf;
run;
title "Univarijatna logisticka regresija-konkomitantne infekcije";
proc logistic data=cdiff descending;
model ishod=konkomit_inf/lackfit rsq outroc=rocgraf;
run;
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title "Univarijatna logisticka regresija-JIM";
proc logistic data=cdiff descending;
model ishod=JIM/lackfit rsq outroc=rocgraf;
run;
title "Multivarijatna logisticka regresija";
proc logistic data=cdiff descending;
model ishod=dob McCabe klinicka_tezina ataka temp leuk
pokretnost kreat konkomit_inf JIM /lackfit rsq
outroc=rocgraf;
run;
title "Multivarijatna logisticka regresija-stepwise";
proc logistic data=cdiff descending;
model ishod=dob McCabe klinicka_tezina ataka temp leuk pokretnost
kreat konkomit_inf JIM / selection=stepwise;
run;
title "Stepwise ROC krivulja";
proc logistic data=cdiff descending;
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Sazˇetak
U ovom radu analizirali smo ishode lijecˇenja pacijenata s Clostridium difficile infekcijom.
Korisˇtena je metoda logisticˇke regresije na bazi podataka koja se sastoji od 1080 obser-
vacija i 13 varijabli. Istrazˇivanje je odobreno od strane Eticˇkog povjerenstva Klinike za
infektivne bolesti ”Dr. Fran Mihaljevic´“. Sve potrebne varijable prikupili su Nikolina
Bogdanic´, dr.med., Karlo Vidovic´, dr.med. te doc. dr. sc. Mirjana Balen Topic´, specija-
list infektolog, iz originalne arhivirane medicinske dokumentacije. Za obradu podataka je
korisˇten statisticˇki program SAS. Iz provedene analize smo zakljucˇili da su varijable koje
imaju znacˇajan utjecaj na krajnji ishod lijecˇenja na razini znacˇajnosti od 5% McCabe score,
klinicˇka tezˇina bolesti, pokretnost i konkomitantne infekcije.
Summary
In this paper we have analyzed the outcomes of treatment of patients with Clostridium dif-
ficile infection. A logistic regression method was used on a database consisting of 1080
observations and 13 variables. The study was approved by the Ethics Committee of the
Clinic for Infectious Diseases ”Dr. Fran Mihaljevic´ ”. All necessary variables were collec-
ted by Nikolina Bogdanic´, MD, Karlo Vidovic´, MD. and doc. dr. sc. Mirjana Balen Topic´,
an infectious deseases specialist, from the original archived medical documentation. The
statistical program SAS was used for data processing. Analysis showed that the variables
that significantly affect the ultimate outcome of treatment at the significance level of 5% are
McCabe score, clinical severity of the disease, patient mobility and concurrent infections.
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