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Vysoce náročné výpočty jsou v dnešní době stále žádanější. Ať už se jedná o simulace na
úrovni atomů, kde každá číslice je důležitá a nepřesnost ve výpočtu může způsobit znehod-
nocení výsledku nebo numerické aproximace při řešení parciálních diferenciálních rovnic,
kde malá odchylka zapříčiní, že výsledné řešení je nepoužitelné. Výpočty jsou prováděny
s datovými typy, jejichž přesnost se může pohybovat v řádu stovek až tisíců číslic, ne-li
více. S tím roste časová náročnost kladená na řešení problému a proto je nutné hledat
metody, které nám umožní rychleji dosáhnout správného výsledku. Jakýkoliv složitější fy-
zikální problém je často popsán soustavou rovnic, ve kterých se nezřídka vyskytují elemen-
tární funkce jako sinus, kosinus či exponenciály. Cílem práce je navrhnout a implementovat
metody, které pro požadovanou přesnost co nejefektivněji vypočítájí hodnotu elementární
funkce v zadaném bodě. Jádrem práce je použití metod založených na AGM (aritmeticko-
geometrický průměr), jenž poskytuje časovou složitost v řádu O(M(n) log2 n) vzhledem k
operaci násobení. Lepší složitosti již nelze dosáhnut. Existuje řada knihoven, které již pod-
porují víceslovní aritmetiku. Jednou z nich je knihovna GMP, která bude prostředkem pro
realizaci efektivních metod. Na závěr práce budou implementované algoritmy porovnané s
existujícími řešeními.
Abstract
Nowadays high-precision computations are still more desired. Either for simulation on a
level of atoms where every digit is important and inaccurary in computation can cause
invalid result or numerical approximations in partial differential equations solving where a
small deviation causes a result to be useless. The computations are carried over data types
with precision of order hundred to thousand digits, or even more. This creates pressure on
time complexity of problem solving and so it is essential to find very efficient methods for
computation. Every complex physical problem is usually described by a system of equations
frequently containing elementary functions like sinus, cosines or exponentials. The aim of the
work is to design and implement methods that for a given precision, arbitrary elementary
function and a point compute its value in the most efficent way. The core of the work
is an application of methods based on AGM (arithmetic-geometric mean) with a time
complexity of order O(M(n) log2 n) (expresed for multiplication M(n)). The complexity
can not be improved. There are many libraries supporting multi-precision atithmetic, one
of which is GMP and is about to be used for efficent method implementation. In the end
all implemented methods are compared with existing ones.
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V dnešní době se stále častěji setkáváme s potřebou přesnějších výpočtů. Jedním z pro-
blémů stávajících výpočetních zařízení je jejich omezená přesnost (počet bitů vyhrazených
pro uložení čísla). Standard IEEE 754 specifikuje dva datové typy pro čísla s pohyblivou de-
setinou čárkou velikost 32 a 64 bitů. Pro běžné výpočty je tato přesnost dostatečná. Avšak
ve fyzikálních problémech, ve kterých je potřeba počítat soustavu nelineárních parciálních
diferenciálních rovnic, taková přesnost nepostačuje. Řešení je navíc potřeba aproximovat
algoritmy, které jsou náchylné na vliv zaokrouhlovacích chyb a velký důraz je tedy kladen na
numerickou přesnost výpočtu. Ta se může běžně pohybovat v řádu stovek až tisíců číslic. S
tím přichází potřeba pro operace pracující nad tak velkými čísly. Zároveň roste i časová ná-
ročnost, proto je nutné a nevyhnutelné používat výpočetní metody, které mají asymptoticky
”dobrou”složitost. Operace můžeme rozdělit na základní, ke kterým patří běžné sčítání, ná-
sobení, umocňování, k nim inverzní operaci a jejich kompozice a na složitější, které vyžadují
výpočet elementární funkce. Pokud budou k dispozici efektivní metody pro výpočet těchto
operací, je velká šance, že složité výpočty budou provedeny s vyšší přesností za menší dobu
a umožní tak vědcům rychleji nalézt řešení a objevit třeba dlouho hledanou částici graviton,
která by umožnila lépe pochopit fyzikální zákony a svět jako takový.
Práce je členěna do několika kapitol, které na sebe navazují. Třetí kapitola se zabývá
aritmetikou na dnešních počítačích. Základním problémem je reprezentace čísel v počí-
tači. Pro zajištění přenositelnosti a opakovatelnosti výpočtů byl zaveden standart IEEE
754, který specifikuje reprezentace čísel a výsledky základní operací včetně ošetření situ-
ací, které mohou nastat (dělení nulou, zaokrouhlování, přetečení, atd.). Na jeho základě
lze vybudovat víceslovní aritmetiku, která nám umožňuje obecně popsat datové typy s po-
tenciálně neomezenou přesností (omezena dostupnou pamětí), operace nad nimi a vytvořit
standard pro tvorbu knihoven pro tuto aritmetiku. Protože přesnost může být velké číslo,
je potřeba algoritmů, které pracují asymptoticky dobře (pro násobení například Karat-
suba nebo Strassen-Schone). Na závěr kapitoly následuje přehled knihoven, které umožňují
pracovat s velkými čísly.
Čtvrtá kapitola pojednává o vztazích a metodách, jak dosáhnout efektivních metod
pro výpočet elementárních funkcí. Základem je AGM (aritmeticko-geometrický průměr),
který při každé iteraci zdvojnásobuje počet platných číslic. Krátký úvod do eliptických
integrálu ukazuje způsob, jak nalézt efektivní algoritmus pro výpočet magické konstanty pi,
který je základem pro výpočet logaritmu obecně komplexního argumentu a aplikací dalších
metod získat goniometrické, cyklometrické, exponenciální a logaritmické funkce. Součástí
je přehled složitostí základních operací a několika složitějších operací (výpočet inverzní
funkce, druhá odmocnina, ad.) Dále je potřeba vyřešit otázku hodnot argumentů, protože
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každý vztah vyžaduje jiný interval hodnot, pro které konverguje. Lze použít transformační
vzorce, které nám několikanásobně zmenší či zvětší argument. S tím je ale spojen problém
ztráty přesnosti (např. při dělení). Řešením je použit specializovaný algoritmus nebo větší
přesnosti operandů.
Pátá kapitola popisuje návrh pro efektivní výpočet elementárních funkcí. Ukazuje, jak
jednotlivé funkce na sobě závisejí a co je třeba spočítat. Pro každou funkci existuje více
vztahů pro její výpočet a každý se hodí pro jiné rozsahy hodnot argumentů a požadované
přesnosti. Pro malou přesnost postačí klasický Taylorův rozvoj, pro velké přesnosti naopak
AGM nebo rekurentní vztahy. Teoreticky lze dosáhnout nejlepší časové složitosti, avšak pro
odhad skutečné je potřeba provést sadu měření a najít takové hodnoty parametrů, pro které




Aritmetiku můžeme chápat jako rámec vymezující prvky, nad kterými se provádí výpočet
pomocí několika definovaných operací. Dnes jsou veškeré složitější výpočty prováděny na
počítači, např. přesné výpočty v simulacích, fyzikální výpočty aj. Sám počítač poskytuje
konečné množství paměti, proto je třeba specifikovat, co znamená, resp. obnáší pojem počí-
tačová aritmetika. Celočíselná aritmetika není pro tuto práci dostačující, proto se zaměřuji
na aritmetiku s plovoucí řádovou čárkou.
Každé číslo je v počítači konečně reprezentovatelné (omezená přesnost, počet bitů).
Reálné číslo lze tedy zaznamenat jen s určitou přesností. Reálná čísla, jako například ira-
cionální konstanty pi či e, nelze tedy přesně zaznamenat a je třeba je nahradit nejbližším
reprezentovatelným číslem. Jiným případem je číslo 0.1, které je konečné, ale v binárním
zápisu má nekonečný rozvoj nebo čísla větší než největší reprezentovatelné číslo. Vzniká
tak chyba zaokrouhlení (rounding error). Přesnější specifikaci toho, co je to číslo s plovoucí
řádovou čárkou, je předmětem standardu IEEE 754.
2.1 IEEE 754
Jedná se o standard [9] specifikující formát a operace aritmetiky v plovoucí řádové čárce,
včetně základních a rozšířených funkcí (exp, exp2ml, log2, sin, cos, . . .) a doporučené for-
máty pro výměnu dat. Předepisuje pravidla pro provádění operací nezávisle na hardware
nebo software vybavení výpočetního zařízení (pro každou operaci definuje algoritmus, jak
ji spočítat a požaduje, aby výsledek implementované operace byl stejný jako výsledek pře-
depsaného algoritmu). Definuje výsledek operace, způsob zaokrouhlování a ošetření speciál-
ních situací (dělení nulou, přetečení, podtečení), včetně způsobu hlášení. Výsledek operace
se stejnými operandy je vždy stejný nezávisle na tom, kde byl spočítán.
Standard definuje čísla s jednoduchou přesností (single-precision, 32 bitů) a dvojtou
přesností (double-precision, 64 bitů). První bit čísla udává znaménko (1S), dalších 8/11E
bitů podle přesnosti je pro exponent, zbylých 23/52M je vymezeno pro mantisu. Jelikož je
číslo normalizované a první bit je proto vždy roven nule (d0), neukládá se.
2.1.1 Reprezentace
Číslo v plovoucí řádové čárce lze vyjádřit jako (−1)S × d0.d1d2...dp−1 × βe, kde S je zna-
ménkový bit, β je základ soustavy (nejčastěji se používá 2 a 10), di jsou čísla v intervalu
< 0, β−1 > tvořící mantisu, e exponent a p udává přesnost (počet bitů mantisy). Tato repre-
zentace není ale jednoznačná, protože například číslo 3.14 lze reprezentovat jako 3.14× 100
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nebo 0.314× 101. Proto se dále definuje normalizované číslo jako číslo, jehož první číslice v
mantise je nenulová (d0 > 0). Jinak se číslo nazývá denormalizované. Normalizované číslo
je jednoznačným reprezentantem.
2.1.2 Přesnost reprezentace
Pro vyjádření přesnosti u vysoce přesných výpočtů se zavádí pojem ulps (unit in the last
place). Pro číslo x je definováno jako mezera dvou nejbližších čísel s pohyblivou řádovou
čárkou, i v případě, že jedno z nich je x, [11]. IEEE 754 požaduje, aby přesnost operace
byla do 0.5ulps. Dále se definuje relativní chyba reálného čísla x jako rozdíl x a k němu
nejbližšího čísla děleno x. Např. pro x = 3.14159 aproximované číslem 3.14×100 je relativní
chyba 3.14159
3.14×100 ≈ 0.0005 [6].
Ve skutečnosti tvoří reprezentovaná čísla množinu diskrétních hodnot, tzv. strojová čísla,
nejedná se o reálné kontinuum. I v případě, kdy jsou čísla přesně reprezentována, výsledek
operace nemusí být přesný. Sčítáme-li velké číslo s malým, před operací se obě čísla zarovnají
na stejný exponent. Malé číslo se může změnit na 0 a výsledek operaci už není přesný. Proto
se definuje strojové epsilon (strojová přesnost) jako nejmenší číslo takové, jehož přidáním
k 1.0 dostaneme číslo různé od 1.0, [14].
2.2 Chyby výpočtů
Chyby můžeme rozdělit do dvou kategorií. První obsahuje chyby, které nelze přímo ovlivnit,
jsou způsobené omezenou přesností datového typu a chybou operací. Chyba jedné operace
je . Jejich skládáním dochází k šíření chyby. Druhou kategorií jsou chyby, které lze ovlivnit.
Patří sem například volba počtu členů aproximace funkce pomocí Taylorova polynomu.
2.2.1 Guard digits
Chceme-li spočítat rozdíl dvou čísel, které se liší rapidně svou velikostí, můžeme dospět
ke špatnému výsledku. Běžně je výpočet proveden tak, že se nejprve čísla zarovnají (čísla,
která se při posunu doleva/doprava dostanou mimo, jsou zahozena) Např. bude-li x = 10.1
a y = 9.93, výpočet proběhne takto [6]:
x = 1.01× 101
y = 0.99× 101
x− y = 0.02× 101
Správný výsledek má být 0.17. Posunem číslic jsme nejenom ztratili přesnost, ale i
správnost výsledku. Problém se vyřeší přidáním dalšího bitu navíc (tzv. guard digit):
x = 1.010× 101
y = 0.993× 101
x− y = 0.017× 101
Avšak v některých případech se může touto úpravou zvýšit relativní chyba.
2.2.2 Cancelation
Nastává v případě, pokud od sebe odečítáme dvě velmi blízká čísla. Při odečítání se na-
vzájem vyruší nejvíce významné bity. Mohou nastat dva případy vzájemného vyrušení,
katastrofické (catastrophic) a nezhoubné (bening) [6]:
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• katastrofické: případ, kdy operandy nelze přesně reprezentovat a je potřeba je zao-
krouhlit k nejbližšímu reprezentovatelnému číslu. Při odečtení se může objevit chyba
větší, než 0.5ulps. Viz příklad u guard digits. V některých případech lze odstranit na-
hrazením jiného, ale ekvivalentního výpočtu (např. místo x2−y2 použít (x−y)∗(x+y)
[6])
• nezhoubné: nastává, když jsou oba operandy reprezentovatelné. Výsledkem je velmi
malá relativní chyba.
2.2.3 Error magnification
Máme-li vydělit dvě velmi rozdílná čísla, např. x/y, kde x je velmi velké číslo a y velmi malé
číslo, výsledek se dostane mimo rozsah přesnosti nebo dojde ke špatnému zaokrouhlení.
Nastává při počítání hodnot funkcí aproximovaných polynomem, kdy např. čitatel je ve
srovnání se jmenovatelem malé číslo (353), kdežto jmenovatel je velké (15!). Částečně se
dá tento problém vyřešit nahrazením polynomu rekurentním vzorcem, ale tento způsob je
použitelný jen do určitého počtu členů a jen pro polynomy, pro které tento vzorec existuje.
2.2.4 Chyba ořezání (Truncation error)
Chceme-li aproximovat elementární funkci, např. ex, lze použít polynomiální rozvoj:






+ · · ·+ x
n
n!
+ · · ·
Čím větší n, tím větší přesnost, ale delší doba výpočtu. Pro určité n se výpočet zastaví
a dojde k oseknutí výsledku.
2.2.5 Zaokrouhlení
Vzniká nahrazením reálného čísla jeho nebližším reprezentovatelným číslem.
2.3 Multiprecision arithmetic
Multi-precision aritmetika, nebo taktéž arbitrary-precision aritmetika, je aritmetika pra-
cující s neomezenou délkou slova, která je omezena pouze dostupnou pamětí. Jedno slovo
se typicky skládá z pole slov omezené délky. Tomu odpovídají i základní operace, které si
s tímto rozšířením musí poradit. Jak je popsáno v části standardu IEEE 754, je velikost
jednoho čísla s pohyblivou desetinou čárkou omezeno 31, resp. 63 bity. Pro klasické výpočty
a malé přesnosti výsledků je tato délka postačující. Ale pro výpočty, které jsou provádění ve
fyzice, jako určování hmotnosti exotických částic, výpočet poloměrů drah planet či simulace
srážek protonů s neutrony, je potřeba daleko větší přesnosti. Jedním ze způsobů, jak toho
dosáhnout, je vytvořit datový typ, který bude mít šířku například 128 či 256 bitů, avšak
toto řešení je hardwarově závislé. Navíc by bylo potřeba vyrobit větší sčítačku či násobičku.
Jiný způsob je využít stávající datové typy a vytvořit nad nimi nástavbu v podobě softwa-
rové knihovny, kdy se několik základních typů spoji do pole a vytvoří tak větší typ. Zde
se abstrahujeme od implementace a budeme uvažovat, že máme k dispozici datové typy s
neomezenou přesností (přesnost na n bitů, kde n může neomezeně růst podle potřeby).
Obecně se číslo s pohyblivou desetinou čárku s přesností n dá vyjádřit ve tvaru (od
IEEE 754 standardu se liší jen přesností):
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x = (−1)S ×m× βe (2.1)
kde, S je znaménkový bit, m je mantisa s přesností n, β je základ soustavy, e je ex-
ponent. Speciální případy jako nekonečno a NaN lze řešit stejným způsobem. Rozdíl je v
provádění operací. Pro sčítání je potřeba provádět operaci po jednotlivých slovech a kon-
trolovat, nedošlo-li k přetečení. Protože ve vyšších programovacích jazycích není obvykle
možnost detekovat přetečení, každé jednotlivé slovo má maximální hodnotu rovnu polovině
maximální hodnoty datového typy a přetečení se detekuje kontrolou nejvýznamnějšího bitu
[21]. Pro násobení lze použít stejný způsob, avšak existují sofistikovanější algoritmy. Více
v [21].
2.4 GMP, MPFR, TKSL/C a další knihovny
V tuto chvíli již existuje řada knihoven pro víceslovní aritmetiku. Jsou jimi např. GMP,
MPFR, Boost, MPIR nebo MPC. Pro diplomovou práce je použita knihovna GMP. Pro
srovnání budou použity knihovna MPFR, simulační jazyk TKSL/C a prostředí MATLAB
a Mathematica.
2.4.1 GMP
GMP je zkratkou pro GNU multiple precision arithmetic [1]. Jedná se o knihovnu pracující
s libovolně přesnou aritmetikou s celými, racionálními čísly a s čísly s plovoucí desetinou
řádkou. Přesnost operací je omezena jen dostupnou pamětí počítače. Jejím cílem je po-
skytnout nejrychlejší algoritmy pro operace pro různé aplikace, kde je potřeba pracovat
s vysoce přesnými hodnotami. Algoritmy se volí na základě přesnosti, které je třeba do-
sáhnout. Například pro násobení je k dispozici Karatsuba nebo Toom-Cook či FFT (fast
fourier transform). Aktuální verzí je verze 5.1.1.
V GMP však není číslo tak úplně normalizované (obrázek 2.1, zdroj1). Je normalizované
po slovech, ne po bitech. Jedinou jistotou je, že MSB limb je nenulový (pokud číslo samotné
není 0). Pokud se tedy dvě čísla x1 a x2 mají rovnat, musí mít roven alespoň první limb.
Mohlo by se stát, že hodnota prvního limbu v x1 se liší od prvního limbu x2 mocninou
čísla 2. Pro rovnost by se ale obě čísla musela zarovnat tak, aby se opět jejich první limby
rovnaly nebo-li by se musela posunout desetinná čárka. Avšak tuto čárku lze posunovat
pouze po limbech: Posunem bychom tedy první limb posunuly na druhý nebo vysunuli
úplně a rovnost by nenastala. Z toho tedy plyne, že nutnou podmínkou pro rovnost x1 a x2
je rovnost exponentů. Za tohoto předpokladu je třeba ověřit, že prvních (p/LIMB) limbů
se rovná (p je vždy násobek LIMBU). Další podmínkou je, aby hodnota proměnné mp size
obou čísel byla alespoň rovna (p/LIMB).
V GMP manuálu je dále k přesnosti uvedeno: Přesnost mantisy je v limbech. Při kaž-
dém výpočtu je cílem vyprodukovat mp prec limbů výsledku (s nenulovým nejvýznamnějším
bitem).
1Převzato z GMP manuálu http://gmplib.org/gmp-man-5.1.1.pdf
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Obrázek 2.1: Desetinné číslo v GMP
Následuje krátká ukázka kódu počítající aritmeticko-geometrický průměr dvou čísel a a
b:
mpf_t a, b, aux; // deklarace proměnných s libovolnou přesností














Knihovna MPFR je C-čkovská knihovna pro víceslovní výpočtu na čísly s plovoucí řádovou
čárkou s korektním zaokrouhlováním.[3]. Od GMP se mj. liší tím, že podporuje výpočet
elementárních funkcí. Zápis příkazů se od GMP liší jen nepatrně2. Aktuální verzí je 3.1.2.
2.4.3 TKSL/C
Jedná se o simulační jazyk, jež je použit jako nástroj pro prozkoumání přímého využití
metody Taylorovy řady při numerickém řešení dynamických systémů [4]. Byl použit pro
řešení velmi obtížných problémů včetně tuhých systémů, systémů s nespojitostmi a systémů
popsaných parciálními diferenciálními rovnicemi. [4]
Pro účely diplomové práce je možnost řešení obyčejných diferenciálních rovnic, kde pro
řešení lze nastavit přesnost stejně jako v knihovně v GMP. TKSL samotné používá GMP.
Simulaci lze spustit následujícím příkazem, který čte rovnice ze souboru eq.tksl (DR pro
funkci exp(x)), počet bitů výsledku 200, arg t roven 2:
./gmp_tksl exp.tksl -t 2 -w 200 -W 200 -p 30 -L 1
2Jejich přehled lze nalézt v manuálu na adrese http://www.mpfr.org/mpfr-current/mpfr.pdf
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2.4.4 Mathematica
Citace z wikipedie3: Mathematica je počítačový program široce používaný ve vědeckých,
technických a matematických kruzích. Program byl původně vytvořen Stephenem Wolfra-
mem a následně vyvíjen týmem matematiků a programátorů, který vytvořil a vede. Je pro-
dáván firmou Wolfram Research se sídlem v Champaign, Illinois. Mathematica je rozdělena
do dvou částí - jádra a front endu. Jádro interpretuje výrazy a vrací výsledky. Front end
poskytuje GUI, ve kterém výsledky vhodně zobrazuje. Aktuální verze při psaní práce je verze
9.0.1. Více na [2].
Dobu výpočtu elementární funkce lze změřit například následujícím skriptem:
Do[
Print[i, ":", First[AbsoluteTiming[N[Exp [2], i*32*5000]]]],
{i, 1, 600}
]
Příkaz počítající exp(2) na 5000 platných číslic v desítkové soustavě:
N[Exp [2], 5000]
2.4.5 Matlab
Jedná se o matematické interaktivní prostředí umožňující zápis vztahů a operací ve formě
programu. Matlab je zkratkou pro ”maticovou laboratoř”(z angl. Matrix Laboratory). Je
vyvíjen firmou MathWorks. Aktuální verze v době psaní této práce je R2013a, která jako
první ze všech verzí podporuje víceslovní aritmetiku. Jeho využití je v různých oblastech,
mezi které patří zpracování signálů, kontrolních systémů, testů a měření, výpočetní finanč-
nictví a výpočetní biologie ??.
Příklad zápisu skriptu v tomto prostředí vypadá následovně:
clear all
measure = [];





measure = [measure toc]
end
2.4.6 Maple
Maple je výsledkem více jako 30 let ostrého výzkumu a vývoje, kombinuje světově nejsilnější
matematický výpočetní stroj s intuitivním, klikacím ”uživatelským rozhraním”??. Aktuální
verzí je Maple 17. Patří do skupiny nástrojů podporující víceslovní aritmetiku.
Následující program umožňuje měření doby výpočtu elementární funkce ln(x), kde dvoj-




> stamp := Array([1, 2, 3, 4, 5, 6, 7, 8, 9, 10]);
> st := time(): evalf(ln(2), 10*1*5000): stamp[1] := time() - st;
> st := time(): evalf(ln(2), 10*2*5000): stamp[2] := time() - st;
> st := time(): evalf(ln(2), 10*3*5000): stamp[3] := time() - st;
> st := time(): evalf(ln(2), 10*4*5000): stamp[4] := time() - st;
> st := time(): evalf(ln(2), 10*5*5000): stamp[5] := time() - st;
> st := time(): evalf(ln(2), 10*6*5000): stamp[6] := time() - st;
> st := time(): evalf(ln(2), 10*7*5000): stamp[7] := time() - st;
> st := time(): evalf(ln(2), 10*8*5000): stamp[8] := time() - st;
> st := time(): evalf(ln(2), 10*9*5000): stamp[9] := time() - st;





Funkce je obecně předpis, který nám pro vstupní argument vrátí svou hodnotu. Z vnějšího
pohledu se jedná o černou skříňku. Aby funkce samotná mohla fungovat, sama je složena
z jiných předpisů či vztahů. V následující kapitole bude popsána řada vztahů a způsobů,
jak vypočítat elementární funkce. Jádrem všeho je AGM, která kvadraticky konverguje a
poskytuje tak efektivní způsob výpočtu. První vypočítanou hodnotu je konstanta pi, která
se objevuje skrze historii a slouží jako základ pro výpočet dalších hodnot. Existují i jiné
způsoby, jak ji spočítat, avšak AGM dosahuje nejlepších výsledků. Dále je uveden seznam
vztahů, které umožní elementární funkce převést na jiné, pro které již existuje efektivní
výpočet. Krátce je popsána složitost základních operací a způsobů, jak je provést. Závěr
kapitoly se zabývá redukcí argumentu.
3.1 Používané pojmy
Následuje několik pojmů použitých v této kapitole:
Elementární funkcí rozumíme libovolnou konstantu, lineární, mocninou, exponenciální,
goniometrickou a k nim inverzní funkci. Dále libovolnou funkci, kterou lze sestavit z ele-
mentárních funkcí konečným počtem operací sčítání, odčítání, násobení, dělení a skládání
(kompozice). Tedy např. logaritmické (inverzní k exponenciálním), cyklometrické (inverzní
ke goniometrickým), hyperbolické (kompozicí exponenciál), hyperbolometrické (inverzní k
hyperbolickým) nebo racionální (podíl mocninných funkcí). Aproximace funkcí je proces,
při kterém se snažíme nahradit funkci funkcí jednodušší (ve smyslu jednoduššího výpočtu),
která se od původní funkce liší co nejméně. Protože se jedná o aproximaci, vzniká aproxi-
mační chyba. Cílem je zvolit takovou funkci, pro kterou je tato chyba minimální. Aproxi-
mační funkce jsou obvykle ve tvaru polynomu, protože jsou tvořeny z jednoduchých operací
sčítání a násobení. Rekurentní vztah je vztah, který umožňuje hodnotu n-tého členu po-
sloupnosti vypočítat na základě hodnot předchozích členů. Tyto vztahy mohou vzniknout
přepisem Taylorových rozvojů a zmenšit chybu výpočtů prováděných s omezenou přesností.
Obyčejná diferenciální rovnice je rovnice obsahující funkci jedné proměnné a její de-
rivace. Rovnice lze rozdělit na lineární, s konstantnímy či proměnnýmy koeficienty nebo
rovnice homogenní. Slouží pro popis dynamických systémů.
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3.2 AGM
AGM je zkratkou pro aritmeticko-geometrický průměr. Je dán složením aritmetického a ge-
ometrického průměru. Pro dvě kladná čísla je aritmetický průměr definován vztahem (3.1),
geometrický průměr vztahem (3.2). Vyjádříme-li tyto vztahy iterativně (3.3), dostaneme
nekonečné posloupnosti. Co se stane, začneme-li postupně počítat jednotlivé členy posloup-
nosti? Pokud zvolíme libovolná dvě kladná čísla a a b a začneme počítat iterativně jejich
aritmetický a geometrický průměr, můžeme si všimnout, že se tyto průměry k sobě více a








a1 = AM(a0, b0) b1 = GM(a0, b0)
a2 = AM(a1, b1) b2 = GM(a1, b1)
...
...
an+1 = AM(an, bn) bn+1 = GM(an, bn)
(3.3)
Dá se dokázat, že obě nekonečné posloupnosti kvadraticky konvergují ke společné limitě,
kterou označujeme AGM(a, b) [15].
Zaveďme si další vztah (3.4), který později použijeme pro vyjádření vzorce pro velmi











Jedná se o integrální funkce, které jsou vyjádřeny ve tvaru (3.6), kde A(x), B(x), C(x), D(x)
jsou polynomy a S(x) polynom stupně 3 nebo 4. Lze na ně pohlížet jako na zobecnění








Tyto funkce mají mnoho aplikací, např. v teorii čísel, algebra, geometrie, řešení obyčej-
ných a parciálních diferenciálních rovnic, dynamika a další. Velkou zásluhu při jejich studiu
měl Andrien-Marie Lengedre, na jehož výsledky navázaly další vědci. Jeho výsledky poslou-
žily pro nalezení vztahu mezi eliptickými integrály a AGM. Protože pomocí těchto integrálů
lze vyjádřit pi, lze výpočet konstanty převést na výpočet členů nekonečné posloupnosti. Pro
popis tohoto vztahu je třeba definovat speciální případ eliptických integrálů.
Úplné eliptické integrály jsou funkce ve tvaru (3.7) a (3.8), kde k2 ∈< 0, 1 >. Vyjádříme-
li k′2 = 1 − k2, dostáváme dva komplementární eliptické integrály (3.9) a (3.10), kde levá













(1− k2 sin2 t)
1
2dt (3.8)
K ′(k) = K(k′) (3.9)
E′(k) = E(k′) (3.10)
Pojítkem mezi AGM a eliptickými integrály je vztah (3.11), na který přišel geniální
Gauss [8]. Jeden ze způsobů, jak tuto rovnost dokázat, je použít Landenovy transformace
a dospět k (3.12), tzv. Legendreovy relaci [7].
AMG(1 + k, 1− k) = pi
2K(k)
, |k| < 1 (3.11)
K(k)E′(k) +K ′(k)E(k)−K(k)K ′(k) = pi
2
, kde k′ =
√
1− k, 0 < k < 1 (3.12)
3.2.2 Konstanta pi
Jedná se o jednu z nejstarších konstant, které člověk zná. Π, jako takové, udává poměr
obvodu kruhu k jeho průměru. Jinými slovy, kolik průměrů se vejde na obvod kruhu, aniž
by se překrývali. Bylo zjištěno, že se jedná o iracionální transcendentní číslo. Jeho hodnota
pro prvních dvacet míst za desetinou čárkou je 3,14159265358979323846. Před výpočty
prováděnými na počítači bylo známo 527 míst [22]. Jedním ze způsobů, jak provést výpočet,
je použití tzv. Machinových formulí [22]. V počítačové éře je možné najít vzorce, které při
výpočtu dalšího členu dávají více jak jednu novou číslici. Příkladem mohou být vztahy

























Další způsob, jak spočítat tuto magickou konstantu, je použití iterativních vztahů
Gauss-Legendre (Brent-Salamin) quartic (3.15), Borwein quadratic (3.16) [10] nebo Borwein
quartic (3.17).












αk+1 = αk − 2k+1(x2k+1 − x2k+1)




























pi = limk→∞ αk










αk+1 = (1 + yk+1)
4αk − 22k+3yk+1(1 + yk+1 + y2k+1)
pi = limk→∞ 1αk
(3.17)
Nejideálnější by bylo, aby daný vztah při výpočtu dalšího nového členu dával co nejvíce
číslic výsledku. Jedním z takových vztahů je právě ten, který používá AGM. Použitím
formule (3.12) a dalších vztahů [7], se lze dopracovat k následujícímu vzorci:
pi =
4agm(1, k)agm(1, k′)
1−∑∞j=1 2j(c2j + (c′j)2) (3.18)






1−∑∞j=1 2j(c2j + c′2j ) (3.19)
Chyba aproximace je dána vztahem:
|pi − pinn′ | < 8pi
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Chyba je dána vztahem:




Pro počet platných desetinných míst platí:
− log10 |pi − pin| > (
pi
log10




3.2.3 Další vztahy a komplexní AGM
Pomocí AGM, theta funkcí a dalších vztahů lze odvodit vztah pro výpočet funkce ex. Zvolme
a0 = a
′
0 = 1, b0 = k, c0 = k
′ a označme:
a = a(k) = limn→∞ an













P (k) = exp(piQ(k)) (3.25)
Aritmetický a geometrický průměr lze počítat i v komplexním oboru, ale pro z ∈ C
musí platit Re(z) ≥ 0. Protože vztahy pro P (k), Q(k) z (3.24) platí a zároveň tedy (3.25),
lze spočítat i komplexní exponenciálu. A protože platí eulerův vztah (3.26) a vztah (3.27),
lze spočítat goniometrické funkce a arctan.
eix = cos(x) + i sin(x) (3.26)
ln(v + iw) = ln |v + iw|+ i arctan(w
v
) (3.27)
3.3 Aproximace elementárních funkcí
Nejjednodušší výpočetní úkon je sčítání a odčítání dvou čísel. Násobení a dělení je ve
srovnání se sčítáním náročnější operace. Umocňování a odmocňování je náročnější než ná-
sobení. Pokud chceme provádět výpočty efektivně, tak platí, že čím jednoduší operace,
tím lepší (rychlejší výpočet). Pro výpočet funkcí to platí ještě více. Spočítat hodnotu




n už může být problém, ale stále se pohybujeme v rozumných mezích.
Obecně výrazy tvořeny polynomem se dají spočítat v polynomiálním čase. Avšak co funkce
sin(x), cos(x) a jiné elementární funkce, které nejsou přímo vyjádřeny pomocí operací sčí-
tání, násobení a k nim inverzním nebo polynomem? Potřebujeme vůbec spočítat hodnotu
funkce v bodě pro všechny desetinné místa? Pro nekonečný rozvoj nic takového není možné,
a proto je třeba se spokojit jen s určitou přesností výpočtu. Proto funkce aproximujeme
polynomem nebo jinými vztahy, které lze snadno vypočítat.
3.3.1 Taylorův polynom
Jedním ze způsobů je použití Taylorova polynomu (3.28). Pro některé elementární funkce
jsou Taylorovy polynomy níže uvedené vztahy. Nevýhodou je, že tyto polynomy konver-
gují jen v určitém poloměru a tudíž je před samotným výpočtem třeba provést redukci











































x2n+1, ∀|x| < 1 (3.34)
3.3.2 AGM
Kromě samotných hodnot funkce v libovolném bodě lze i nalézt vztahy pro efektivní výpočet
konstant pomocí AGM. Jedním z případů je např. ln 2 [8]. Vyjde se ze vztahu (3.35), kde
volbou
√






2 ·M ·AGM(1,√1− x2) (3.35)
ln 2 ≈ pi
2 · n ·AGM(1, 22−n) (3.36)
V [12, p. 97] je vztah velmi podobný (3.36), kde p značí přesnost výsledku v bitech:






V práci [18] je k nalezení následující vzorec pro výpočet log(x), x ∈ R, kde pro AGM je
a0 = 1, b0 =
4
y , a = limi→∞ ai. Vzorec je vhodný pro velké hodnoty argumentu. V Případě,
že není argument dostatečně velký, lze použit vztahu log(x) = 1n log x
n, vypočítat log xn
a výsledek vydělit n, ovšem je třeba počítat s tím, že dojde ke ztrátě přesnosti, proto se




(1 +O(x−2)), x ≥ 2n/2 (3.38)
Příklad pro výpočet hodnoty log(106) ukazující rychlost konvergence při volbě a0 =
1, b0 = 4× 10−6 je v tabulce 3.1 [18]. Výsledná hodnota je pi2a7 = 13.81551056.
V knize [12, str. 96] se vyskytuje stejný vztah (3.39), avšak opatřený dalším členem,
který dohromady dává přesnější výsledek.









Tabulka 3.1: Výpočet log(106)
i ai bi
0 1.000000000 4.000000000× 10−6
1 5.000020000× 10−1 2.000000000× 10−3
2 2.510010000× 10−1 3.162283985× 10−2
3 1.413119199× 10−1 8.909188753× 10−2
4 1.152019037× 10−1 1.122040359× 10−1
5 1.137029698× 10−1 1.136930893× 10−1
6 1.136980295× 10−1 1.136980294× 10−1
7 1.136980295× 10−1 1.136980295× 10−1
Ve vztahu (3.39) je m nejmenší takové celé číslo, které splňuje nerovnost.
Pokud je x blízké 1, je relativní chyba výpočtu nezanedbatelná. Argument je možné
rozložit na x = 1 + δ. Pokud je |δ| < 2− nlog(n) , lze použít:






− · · · (3.40)
Pro 0 < x < 1 lze použít log(x) = − log( 1x).
K výpočtu exp(x) lze využít výpočet log(x) a posléze pomocí Newtonovy metody pro
výpočet inverzní funkce spočítat exp(x), tj.:
f(y) = 0, f(y) ≡ log(y)− x (3.41)
Co se týče trigonometrických funkcí, pro logaritmus v komplexním oboru platí (3.42)
[18], pro exponenciálu v komplexním oboru (3.43) [18].
log(v + iw) = log |v + iw|+ i. arctan(w
v
) (3.42)
exp(iθ) = cos(θ) + i. sin(θ) (3.43)
Logaritmus je vypočten komplexním AGM, exponenciála Newtonovou metodou pro
výpočet inverzní funkce. Z komplexní exponenciály lze vyjádřit sin(x) a cos(x), z kom-
plexního logaritmu arctan(x) a inverzně tan(x). Příklad pro log 106(2 + i) je v tabulce 3.2
[18], pro AGM je nastavení a0 = 1, b0 = 4z = 1.6 × 10−6 − (8.0 × 10−7)i. Výsledkem je
pi
2a7
= 14.620230 + 0.46364761i ≈ log |z|+ i.arctan( ba) = log |106
√
5|+ i. arctan(12), což nám
dává log |106√5| = 14.620230, arctan(12) = 0.46364761.












Tabulka 3.2: Výpočet log(106(2 + i))
j ai bi
0 (1.0000000, 0.0000000) (1.6000000× 10−6,−8.0000000× 10−7)
1 (5.0000080× 10−1,−4.0000000× 10−7) (1.3017017× 10−3,−3.0729008× 10−4)
2 (2.5065125× 10−1,−1.5384504× 10−4) (2.5686505× 10−2,−2.9907884× 10−3)
3 (1.3816888× 10−1,−1.5723167× 10−3) (8.0373334× 10−2,−4.6881008× 10−3)
4 (1.0927111× 10−1,−3.1302088× 10−3) (1.0540970× 10−1,−3.6719673× 10−3)
5 (1.0734040× 10−1,−3.4010880× 10−3) (1.0732355× 10−1,−3.4064951× 10−3)

























Výpočet končí, jakmile je 1− si ≤ 2−p. Potom platí arctan(x) ≈ qi ln( 1+vi1−vj ).
3.3.3 Diferenciální rovnice
Další možností je numericky vypočítat elementární funkce jako řešení soustavy obyčejných
diferenciálních rovnic. Např. pro funkci sin(x) platí následující:
y = sin(x)
z = y′ = cos(x)
z′ = − sin(x) = −y
(3.46)
Lze ji tedy zapsat jako soustavu diferenciálních rovnic s počátečními podmínkami jako:
y′ = z, y0 = 0
z′ = −y, z0 = 1 (3.47)
Numerických řešením je posloupnost dvojic (xi, y(xi)). Pro hodnotu funkce sin(x) v
bodě a pak najdeme právě tu dvojici, pro kterou platí xi = a.
Soustavy obyčejných diferenciálních dvojic pro další elementární funkce jsou popsány
následovně [16]:
y = exp(x)
y′ = y, y0 = 1
(3.48)
y = cos(x)
y′ = z, y0 = 1
z′ = −y, z0 = 0
(3.49)
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y = ln(x+ 1)
y′ = z, y0 = 0
z′ = −z2, z0 = 1
(3.50)
y = tan(x)
y′ = 1 + y2, y0 = 0
(3.51)
y = arctan(x)
y′ = 1z , y0 = 0
z′ = w, z0 = 1
w′ = 2, w0 = 0
(3.52)
y = arcsin(x)
y′ = 1z , y0 = 0
z′ = y′ ∗ w, z0 = 1
w′ = −1, w0 = 0
(3.53)
y = arccos(x)
y′ = −1z , y0 = pi2
z′ = y′ ∗ w, z0 = 1
w′ = 1, w0 = 0
(3.54)
Všechny rovnice jdou odvodit tak, že se funkce postupně derivuje a provádí se vhodná
substituce, dokud se neeliminuje nezávislá proměnná.
3.4 Složitost matematických operací
Každé operaci trvá určitou dobu, než je provedena. Jednotlivé operace se liší jednak svou
časovou složitostí a jednak různými algoritmy, které je implementují. Pro operaci můžeme
říct, že je provedena s přesností na n míst, jestliže relativní chyba leží ve třídě O(2−n).
Např. pro násobení lze podle velikosti n použít algoritmy různých složitostí. Pro malé
hodnoty vystačí klasické násobení (M(n) = O(n2)), pro velké hodnoty lze použít Schonhage
Strassen algoritmus (M(n) = O(n log(n) log log(n))) [18]. Nebo pro hodnoty n v intervalu
(n1, n2) (závislé na konkrétní implementaci) Karatsuba O(nlg3) [19] . Sčítání je ve srovnání s
násobením zanedbatelné, proto se složitost bude vyjadřovat vzhledem k násobení. Odčítání,
resp. dělení jsou jen inverzní operace ke sčítání, resp. násobení a použitím Newtonovy
metody pro výpočet inverzní funkce zůstává časová složitost neměnná. To stejné platí pro
výpočet odmocnin.
V [18] je dokázáno, že pro následující operace s reálnými operandy platí tyto složitosti
(při splnění určitých předpokladů):
Tabulka 3.3: Složitost operací v reálném oboru
převrácená hodnota I(n) ∼ 3M(n)
dělení D(n) ∼ 4M(n)
inverzní druhá odmocnina Q(n) ∼ 92M(n)
druhá mocnina R() ∼ 112 M(n)
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Tyto operace lze snadno rozšířit na komplexní obor použitím operací v reálném oboru
a tudíž vyjádřit i složitost:
• pro násobení platí: z = (t+ iu)(v+ iw) = (tv−uw) + i(tw+uv). Metodou Karatsubi
lze provést se třemi operacemi násobení. ∼ 3M(n)
• pro druhou mocninu: (v + iw)2 = (v − w)(v + w) + 2ivw. ∼ 2M(n)
• pro dělení platí: t+iuv+iw = (t+iu)(v−iw)v2+w2 . ∼ 10M(n)
• pro převrácenou hodnotu: t = 1, u = 0 + dělení. ∼ 7M(n)
• pro druhou odmocninu: použitím Newton-Raphson metody s komplexními operacemi,
∼ 14M(n)
Tabulka 3.4: Složitost operací v komplexním oboru
násobení ∼ 3M(n)
převrácená hodnota ∼ 7M(n)
dělení ∼ 10M(n)
druhá mocnina ∼ 2M(n)
druhá odmocnina ∼ 14M(n)
3.5 Základní vzorce a vztahy, iterativní metody
Abychom byli schopni vypočítat zbylé elementární funkce, dokázat vypočítat efektivně
přirozený logaritmus samo o sobě nestačí. Je třeba vztahů, které nám jednu funkci převedou
na druhou a naopak. Např. pro logaritmus o libovolném (ale platném) základu postačí znát
převodní vztah, ve kterém figuruje přirozený logaritmus. Pro získání tangens stačí znát
arcustangens, pomocí Newton-Raphson iterační metody pak spočítáme inverzní hodnotu,
tedy tangens. Pro vybudování komplexní aritmetiky použijeme aritmetikou reálnou, atd.
Samotný převod však způsobuje ztrátu přesnosti, proto je třeba volit vztahy moudře.
3.5.1 Převodní vztahy a vzorce
Sinus lze vyjádřit pomocí cosinu nebo tangens, arcsinus pomoci arcustangens apod. Znalost
těchto závislostí nám pomůže zredukovat výpočet elementárních funkcí na nutný základ a
zbylé funkce z něj vyjádřit. Každý takovýto vztah má ovšem svá omezení, která je třeba
respektovat (definiční obor, ztráta znaménka, . . .).
Chceme-li vypočítat např. funkci f(x) = log7(x), lze ji nahradit ekvivalentní funkcí f(x) =
log(x)




, a, b ∈ R+ − {1}, (3.55)
ax = ex ln(a), a ∈ R+ (3.56)
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Mezi goniometrickými funkcemi a k nim inverzním (cyklometrické) platí tyto vztahy:
| sin(x)| = 1√
1 + cot2(x)
(3.57)
| cos(x)| = 1√
1 + tan2(x)
(3.58)






















− arctan(x), x > 0 (3.63)




1− x2 , |x| < 1 (3.64)












− arccos(x), |x| < 1 (3.67)
Pro záporné hodnoty argumentů platí:
sin(−x) = − sin(x) (3.68)
cos(−x) = cos(x) (3.69)
tan(−x) = − tan(x) (3.70)
cot(−x) = − cot(x) (3.71)
arcsin(−x) = − arcsin(x) (3.72)
arccos(−x) = pi − arccos(x) (3.73)
arctan(−x) = − arctan(x) (3.74)
Tyto a další vztahy mezi elementárními funkcemi lze nalézt v [13].
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3.5.2 Komplexní aritmetika
Obor komplexních čísel je rozšířením oboru reálných čísel, ve kterém bylo potřeba vyřešit
problém sudých odmocnin ze záporných čísel. Operace nad komplexními čísly jsou defino-
vány pomocí operací nad reálnými čísly:
(a+ ib) + (c+ id) = (a+ c) + i(b+ d)
(a+ ib)− (c+ id) = (a− c) + i(b− d)






Pro odmocninu z komplexního čísla z je to o něco komplikovanější, protože existuje
obecně více výsledků. Jedním ze způsobů je převod čísla na goniometrický tvar, tj:
z = x+ iy = r(cosφ+ i sinφ), r =
√
x2 + y2, φ = arg(z) (3.76)
kde arg(z) je úhel, který z svírá s kladnou x-ovou poloosou. N-tou odmocninu v gonio-





n (cos φ+2kpin + i sin
φ+2kpi
n ), k = 0, ..., n− 1 (3.77)
Otázkou je, který výsledek použít? Pro komplexní AGM je potřeba jen druhá odmoc-
nina, problém se nám tedy redukuje na dvě hodnoty. Pro zjednoznačnění se dále definuje
pojem základní hodnota druhé odmocniny (principal square root), která je zvolena tak, aby
byl výsledek operace jen jeden. Pokud komplexní číslo vyjádříme v kartézských souřadni-









2 , r =
√
x2 + y2 (3.78)
3.5.3 Iterativní metody
Iterativní metodou rozumíme obecně proces, kde hodnotu v jedné iteraci počítáme pomocí
hodnot z předchozích iterací s cílem aproximovat výsledek. Důležitou vlastností iterace
je konvergence. Jednou z nejznámějších metod je Newton-Raphson iterační metoda, která
nám umožňuje pro zadanou funkci aproximovat funkci k ní inverzní. Metoda samotná je
samokorekční, tj. aproximovaná hodnota se nevzdaluje od správné hodnoty, ale stále více
přibližuje. Konvergence je druhého řádu [10], tzn. při každé iterace se zdvojnásobuje počet
platných číslic. Operace dělení, resp. odmocninu lze potom vyjádřit pomocí násobení, resp.
umocňování se zachováním stejné časové složitosti [18, p. 3]. Základní operace lze tedy
provést se stejnou časovou složitostí, jakou má násobení.
Newton-Raphson metoda pracuje takto: máme za úkol vypočítat hodnotu funkce y =
f(x) v bodě a, inverzní funkci k f(x) označme g(x), tj. g(x) = f−1(x). Dále označme
ϕ(x) = g(x)− a. Hodnotu y lze potom aproximovat podle následujícího vztahu:
yn+1 = yn − ϕ(y)ϕ′(y) (3.79)
Aby výpočet konvergoval, je třeba zvolit vhodnou počáteční hodnotu. To lze zajistit
např. použitím Taylorova polynomu pro funkci f(x), kdy stačí spočítat hodnotu na několik
platných míst.
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Iterační vztahy pro výpočet obrácené hodnoty (reciproké), odmocniny a další základních
operací, lze nalézt např. v [18, p. 3, 4]. Protože AGM poskytuje pouze výpočet přirozeného
logaritmu a funkce arctan(x), jsou dále uvedeny iterační vztahy pro výpočet k nim inverz-
ních funkcí.
Pro přirozenou exponenciálu y = ex = exp(x) platí vztah (3.80). Počáteční hodnotu y0
lze spočítat ze vztahu (3.29) pro exp(x).
yn+1 = yn(1 + x− ln(yn)) (3.80)
Pro y = tan(x) platí vztah (3.81). Počáteční hodnotu y0 lze spočítat ze vztahů (3.31) a
(3.32) pro sin(x)cos(x) .
yn+1 = yn + (1 + y
2
n)(x− arctan(yn)) (3.81)
Pro malé přesnosti lze naopak vypočítat y = exp(x) pomocí Taylorova polynomu a
přirozený logaritmus iterativně podle vztahu (3.82). Počáteční hodnotu analogicky.




Pro y = sin(x) platí:
yn+1 = yn +
√
1− y2n(x− arcsin(yn)) (3.83)
Pro y = cos(x) platí:
yn+1 = yn +
√
1− y2n(arccos(yn)− x) (3.84)
Pro y = arcsin(x) platí:




Pro y = arccos(x) platí:




Pro y = arctan(x) platí:
yn+1 = yn + cos
2(yn)(x− tan(yn)) (3.87)
3.6 Redukce argumentů
Ideálním případem by bylo, kdyby veškeré metody pracovaly s libovolným vstupním argu-
mentem. V praxi to tak ovšem není a musíme se spokojit jen s omezeným intervalem hodnot,
tzv. intervalem konvergence, který se pro každou metodu obecně liší. Proto se vstupní ar-
gument musí přetransformovat (redukovat) na takový, který leží v intervalu konvergence.
Existují vztahy, které nám argument zmenší na polovinu či třetinu a jejich opětovným pou-
žitím dosáhneme další redukce. Nebo v případě periodických funkcí odečíst patřičný počet
period. Poté je proveden výpočet a eventuálně provedena zpětná redukce.
Redukce můžeme obecně rozdělit na [12]:
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• aditivní redukci - argument x redukujeme na x∗ = x−kC, kde k ∈ Z, C je konstanta
(např. pro periodické funkce je C perioda)
• multiplikativní redukce - argument x redukujeme na x∗ = x/Ck, kde k ∈ Z, C je
konstanta (např. pro logaritmické je C základ)
3.6.1 Transformační vztahy
Pro zmenšení hodnoty počítaného argumentu lze použít následující vztahy [19]:
exp(x+ y) = exp(x) exp(y) (3.88)
ln(xy) = ln(x) + ln(y) (3.89)
sin(x+ y) = sin(x) cos(y) + cos(x) sin(y) (3.90)
tan(x+ y) =
tan(x) + tan(y)
1− tan(x) tan(y) (3.91)
Volbou y = x dostaneme vztah pro dvojnásobný argument:
exp(2x) = (exp(x))2 (3.92)
ln(x2) = 2 ln(x) (3.93)




Pro trojnásobný argument lze použít:
sin(3x) = 3 sin(x)− 4 sin3(x) (3.96)








Při redukcích může dojít pro jisté hodnoty argumentů ke ztrátě přesnosti [19]. V případě,




Pokud se použije číselný rozvoj pro malé x, pro omezení ztráty platných míst lze použít
[19], kdy se z rozvoje odečte 1 a přičítáním, resp. odečítáním členů se ztratí méně bitů:
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expm1(x) = exp(x)− 1 (3.99)
Formule pro dvojnásobný argument je pak následující:
expm1(2x) = expm1(x)(2 + expm1(x)) (3.100)
Pro malé x pro formuli ln(1 + x) = 2 ln(1 + y), kde 1 + y =
√





lepší pracovat s [19]:





Pokud není x moc velké lze použitím AGM aplikovat vztah [19]:
ln(2kx) = k ln 2 + ln(x) (3.101)
pokud x > 1:
ln(x2
k
) = 2k ln(x) (3.102)
3.6.3 Goniometrické funkce
Argument funkce cos(x) lze redukovat na interval < −pi4 , pi4 > [12, str. 173-174]. Redukční
konstanta se zvolí C = pi2 . Pak hledáme k takové, že x
′ = x − k pi2 . Hodnotu cos(x) se určí
podle tabulky 3.5.
Tabulka 3.5: Redukce argumentu funkce cos(x)
cos(x) = cos(x′) pokud k mod 4 = 0
cos(x) = − sin(x′) pokud k mod 4 = 1
cos(x) = − cos(x′) pokud k mod 4 = 2
cos(x) = sin(x′) pokud k mod 4 = 3
To stejné platí pro funkce sin(x), hodnota se určí podle tabulky 3.6, protože platí
sin(x) = cos(x − pi2 ), tedy x′ = x − pi2 − k pi2 = x − (k + 1)pi2 , tedy zbytek po dělení 4 se
zvětší o 1.
Tabulka 3.6: Redukce argumentu funkce sin(x)
sin(x) = sin(x′) pokud k mod 4 = 0
sin(x) = cos(x′) pokud k mod 4 = 1
sin(x) = − sin(x′) pokud k mod 4 = 2
sin(x) = − cos(x′) pokud k mod 4 = 3




Hlavním problémem je nejen dosáhnout požadované přesnosti, ale i efektivně provést vý-
počet. Pro tyto účely bude třeba naimplementovat pro každou elementární funkci (i kon-
stanty) co nejvíce algoritmů vycházejících z předchozí kapitoly a posléze testováním pro
intervaly hodnot argumentů a přesností najít ty nejlepší. Tato kapitola pojednává o ná-
vrhu nástavby nad knihovnou GMP, která bude tuto problematiku řešit.
Elementární funkce jsou nejprve rozděleny podle funkce, kterou počítají. Každé toto
rozdělení bude sloužit pro sdružení metod, mezi kterými se bude vybírat tak, aby výpočet
proběhl co nejrychleji. V dalším kroku se funkce rozdělí podle způsobu, jakým jsou počítány.
Cílem bude vytvořit vrsty vytvářející model výpočtu. Některé metody potřebují pro svůj
výpočet znalost jiných elementárních funkcí. Nejnižší vrstva tak bude tvořena z metod,
které nezávisí na jiné funkci a poskytující tak stavební prvky pro jiné metody.
4.1 Množina ElemFnc a rozklad
Pro samotný návrh je třeba elementární funkce nejprve roztřídit do tříd. Pro každou funkci
existuje totiž více metod výpočtu, avšak pro volání funkce z modulu bude k dispozici vždy
jen jedna metoda. Definujme proto relaci ekvivalence R na množině všech metod výpočtu
elementárních funkcí ElemFnc tak, že dvě metody jsou v relaci, pokud počítají stejnou
elementární funkci, tj. ∀f1(x), f2(x) ∈ ElemFnc : f1(x)Rf2(x) ≡ ∀x ∈ Df1 ∩Df2 : f1(x) =
f2(x). Relace R tvoří rozklad na množině ElemFnc. Symbol [f(x)]R značí třídu, která





2n+1]R odpovídá třídě, jejichž prvky počítají
funkci sin(x). Pro jednoduchost budeme místo tříd pro zápis elementárních funkcí používat
konkrétní označení, tj. místo předchozí třídy budeme psát sin(x), pokud nebude uvedeno
jinak nebo nebude jasné z kontextu.
V každé třídě [f(x)]R dále definujme relaci neostrého uspořádání ≤ takovou, že metoda
f(x) je před metodou g(x), pokud pro pevně daný argument arg a přesnost p není g(x) rych-
lejší než metoda f(x), tj. f(x) ≤ g(x) ≡ time(f(x), p, arg) ≤ time(g(x), p, arg), kde time
značí dobu výpočtu metody f(x), resp. g(x), přesnost p a argument arg. Doba výpočtu se
pro implementované metody určí experimentálně. Pro různé hodnoty přesnosti a argumentu
vznikají obecně různé relace uspořádání. Ideální by bylo, kdyby doba výpočtu nezávisela
na hodnotě argumentu, což však nebude vždy platit. Při výpočtu konkrétní funkce, např.
sin(x), pro konkrétní přesnost a konkrétní argument se z množiny [sin(x)] vybere pak taková




Nejdříve bude ale třeba vyřešit závislost velikosti operandů výpočtu na požadované
přesnosti a hodnotě argumentu. Jelikož se nepracuje s neomezenou přesností, výsledky
operací jsou zaokrouhlovány. Aby se dosáhlo požadované přesnosti, je třeba zvýšit přesnost
operandů. O kolik je třeba zvýšit, se určí experimentálně. Na základě naměřených hodnot se
sestrojí funkce, která tyto hodnoty aproximuje. Výsledná funkce bude dvourozměrná. Pro
některé metody bude přesnost operandů záviset jen na hodnotě argumentu, pro některé i
na hodnotě požadované přesnosti. Tímto krokem se dosáhne, že všechny metody pro svůj
vstup budou počítat výsledek s požadovanou přesností.
V dalším kroku se bude měřit doba výpočtu, opět v závislosti na požadované přes-
nosti a argumentu. Jelikož se ale argument u některých metod transformuje na interval o
malé velikosti, není třeba měřit dobu výpočtu pro všechny hodnoty z definičního oboru.
Naměřené hodnoty se stejně jako u předchozího měření aproximují dvourozměrnou funkcí.
Na základě této funkce lze pak zkonstruovat relaci neostrého uspořádání pro všechny třídy
elementárních funkcí.
4.2 Klasifikace ElemFnc podle výpočtu
Funkci tan(x) lze vypočítat pomocí Taylorova polynomu, za použití Newton-Raphson ite-
rační metody nebo pomocí funkcí sin(x) a cos(x). V každém případě je použit jiný způsob
výpočtu. Společnou vlastností je, že leží ve stejné třídě rozkladu. Liší se však od sebe tím,
že při použití Taylorova polynomu není třeba znát jiné elementární funkce. Jinými slovy je
nezávislá na existenci jiných funkcí. U zbývajících dvou tomu tak není. Vzniká tak přiro-
zená potřeba mít k dispozici jakousi vrstvu nebo množinu metod, které jsou nezávislé a ze
které budou vycházet ostatní metody. Samotná tato množina nemusí sestávat jen z metod
stejného způsobu výpočtu. Např. funkci ln(x) lze spočítat jak pomocí Taylorova rozvoje,
tak i použitím iteračního vztahu vycházejícího z AGM. Množinu ElemFnc můžeme tedy
klasifikovat takto:
• AGM - iterační vztahy, částečně nezávislé na jiných funkcí
• Taylorův polynom - aproximační polynomy, nezávislé na jiných funkcí
• Newton-Raphson - závislé na existenci inverzní funkce
• Transformace - závislé na existenci jedné či více funkcí
• další - všechny ostatní metody nespadající výše
Metody vycházející z AGM jsou částečně nezávislé, protože např. funkce ln(x) je nezá-
vislá (pomineme-li konstantu pi), avšak funkce arctan závisí na ln(x). Existují i jiné způsoby
výpočtu elementárních funkcí, které nejsou v seznamu vyjmenovány. Z toho důvodu bude
třeba vytvořit model výpočtu tak, aby bylo možné později přidat nové metody. Model
samotný však musí respektovat i to, že mezi různými způsoby výpočtu je třeba zvolit ten
nejrychlejší. Proto by volání již existujících metod mělo být koncipováno tak, že pro každou
třídu funkcí bude k dispozici jednotné rozhraní a výběr nejlepší metody pro volajícího bude
transparentní. Pro pozdější použití dále definujme pro každou funkci f(x) množinu funkcí,
na kterých je závislá, tj. dep(f(x)) = {g(x) ∈ ElemFnc|f(x) je závislá na g(x)}. Samotná
závislost je na obrázku 4.1. Graf se skládá ze dvou typů uzlů: metod a tříd metod. Černé
šipky znamenají závislost, bílé šipky zařazení do třídy.
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Obrázek 4.1: Graf závislostí jednotlivých elementárních funkcí
4.3 Model výpočtu
Na obrázku 4.2 lze vidět model výpočtu. Jedná se o orientovaný graf MV = (V,E), kde
množinu uzlů V tvoří uzly ”rozhraní modulu”, ”volání funkcí”, ”redukce argumentů”, ”ne-
závislé funkce”, ”Newton-Raphson iterace”, ”transformační metody”a ”konečné úpravy”.
Pro jednoduchost označme jednotlivé uzly popořadě RM , V F , RA, NF , NRI, TM , KU .
Popišme si význam jednotlivých uzlů:
• RM - množina metod, které je možné z modulu volat. Vytváří transparentní chování
pro volajícího.
• V F - množina metod, které poskytují výpočet elementárních funkcí závislým meto-
dám. Při vyvolání metody z RM je z této množina vyvolána k ní patřičná metoda.
• RA - množina metod, které redukují argument do intervalu konvergence nebo do
nejmenšího intervalu tak, aby se definiční obor funkce nemusel uvažovat celý.
• NF - množina nezávislých metod
• NRI - množina metod založených na Newton-Raphson iteraci
• TM - množina metod založených na transformačních vztazích
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• KU - množina metod provádějící transformaci výsledku podle provedené redukce a
eventuelně další dodatečné úpravy
O grafu platí, že každé dva uzly (množiny) jsou navzájem disjunktní.
Obrázek 4.2: Model výpočtu elementárních funkcí
Dále je třeba definovat, co je to výpočet elementární funkce. Předtím však příklad.
Volající chce vypočítat funkci exp(x). Vyvolá tedy metodu pro tuto funkci z RM . Pokud je
přesnost výsledku malá (v řádu desítek bitů), Taylorův polynom vypočítá funkci nejrychleji.
Následně se vyvolá metoda z V F , provede se redukce argumentu RA (pokud neleží ve
výpočetním intervalu) a vybere se Taylorův polynom NF . Po aproximaci se upraví výsledná
hodnota, pokud došlo k redukci. Upravený výsledek je vrácen volajícímu. Výpočet si lze
tedy představit jako posloupnosti volání metod z jednotlivých uzlů. Avšak některé metody
potřebují znát více než jednu hodnotu elementární funkce, proto se bude jednat o strom
volání metod. Dále si lze všimnout, že po volání metody z V F následuje volání metod z
RA, NF ∪NR ∪ TM a KU . Vzniká tak čtveřice metod, které po sobě vždy následují.
Čeho je třeba se vyvarovat, je situace, kdy v jedné chvíli voláme metodu, která v sobě
obsahuje volání jiné metody, kterou jsme vyvolali dříve. Nastalo by tak zacyklení a výpočet
by nikdy neskončil (existovala by nekonečná větev ve stromě).
Před definováním výpočtu si zaveďme nejdříve čtyři množiny:
• Ief(x) = {(ef(x), arg, p)|arg ∈ Def(x), p ∈ N}
• Ref(x) = {red(arg)|metoda redukující argument funkce ef(x)}
• Mef(x) = [ef(x)]R
• Fef(x) = {fin(res)|metoda upravující výsledek výpočtu metody ef(x)}
Ief(x) značí množinu trojic, kde první prvek určuje elementární funkci, která se počítá,
druhý prvek argument této funkce a třetí přesnost, se kterou se má spočítat výsledná
hodnota. Ref(x) je množina metod redukující argument do intervalu, ve kterém metoda
nejlépe konverguje. Pro jednu elementární funkci může být obecně více redukcí v závislosti
na metodě výpočtu. Mef(x) odpovídá třídě metod rozkladu uvedenému výše, které počítají
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funkci ef(x). Fef(x) je množinou metod, které po provedení výpočtu v případě potřeby
provedou úpravu výsledku. Např. pokud byl při výpočtu ln(x) argument redukován, k
výsledné hodnotě funkce s redukovaným argument je přičten násobek ln(2).
Výpočetní strom funkce f(x) je definován jako graf ρ(f(x)) = (V,E) a množina F ⊆ V ,
který lze zkonstruovat jen a pouze jen konečným počtem použití následujících pravidel:
1. V obsahuje kořenový uzel root = (i, r,m, k) ∈ If(x) ×Rf(x) ×Mf(x) × Fef(x)
2. jestliže v = (i, r,m, k) ∈ V a m ∈ NF , potom u = fn(m), fn(m) ∈ F je uzel ve V ,
(v, u) ∈ E
3. jestliže v = (i, r,m, k) ∈ V a m 6∈ NF , potom w ∈ In×Rn×Mn×Fn, n ∈ dep(m), w ∈
V, (v, w) ∈ E a u = fn(m), fn(m) ∈ F je uzel ve V , (v, u) ∈ E
Takto zkonstruovaný graf je zároveň stromem. Důkaz je ponechán čtenáři. F je pomocná
množina označující uzly funkcí, kde každý prvek fn(m) ∈ F jednoznačně určuje uzel a
funkci v něm počítanou. Procházení výpočetního stromu se řídí následujícími pravidly:
1. začni kořenovým uzlem
2. pokud uzel nemá potomky, vykonej ho a vrať se na předchůdce (pokud se nejedná o
kořenový uzel)
3. pokud má uzel jednoho potomka, přejdi na něj a vykonej ho. Po návratu vykonej i
tento uzel a vrať se na předchůdce (pokud se nejedná o kořenový uzel)
4. pokud má uzel více potomků, přejdi nejdříve na ty, které nejsou prvky množiny F a
vykonej je (v libovolném pořadí). Jako poslední vykonej uzel z F . Po návratu vykonej
i tento uzel a vrať se na předchůdce (pokud se nejedná o kořenový uzel)
5. pokud jsou již všechny uzly prozkoumány, ukonči výpočet
Uzel ležící v množině F se prochází jako poslední, protože tvoří ukončení výpočtu
metody. Takto definovaný výpočet ovšem není jednoznačný. Příklad je strom, ve kterém
jedna metoda nepřímou rekurzí volá sebe sama. V praxi to znamená, že při výpočtu
funkce tangens lze použít sin a cos, sin lze spočítat z arcsin, arcsin z arctan, arctan
z tangens. Pokud nyní použijeme stejnou metodu pro tangens jako na začátku, dostá-
váme se do nekonečné smyčky a výpočet neskončí. Jiným případem je výpočet přiroze-
ného logaritmu, který lze vypočítat pomocí AGM nebo pomocí Taylorova rozvoje, zde
ovšem nenastává zacyklení. První případ je nežádoucí, druhý umožňuje existenci různě
efektivních metod. Proto symbolem ρ(f(x))∗ definujme množinu všech výpočetních stromů
funkce f(x), které neobsahují nekonečný cyklus nebo jinými slovy mají konečnou výšku,
tj. ρ(f(x))∗ = {ρ(f(x))|∃n ∈ N : vyska(ρ(f(x))) ≤ n}. Mezi těmito stromy mohou stále
existovat takové, ve kterých dochází k nepřímé rekurzi. Abychom se jim vyhnuli, zaveďme
si dále pojem doba výpočtu jednoho stromu označený symbolem treetime(t, arg, prec),
kde t ∈ ρ(f(x))∗. Každý výpočet sestává z volání metod, každá metoda sestává z in-
strukcí a každá instrukce je vykonána za určitou dobu. Doba výpočtu je potom součet
doby vykonání všech instrukcí obsažených ve výpočtu. Doba samotná je však závislá na
hodnotě argumentu a přesnosti. Tyto dvě proměnné budou ve výsledku určovat strom,
který se použije. V předchozí sekci jsme označili čas výpočtu jedné elementární funkce
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f(x) jako time(f(x), p, arg). Nyní můžeme tento čas definovat formálně pomocí výpočet-
ního stromu, který tuto funkci počítá a zároveň pro daný argument a přesnost má nej-
kratší dobu výpočtu, tj. time(f(x), p, arg) = min
t∈ρ(f(x))∗
{treetime(t, arg, prec)}. Množinu




4.4 Určení doby výpočtu stromů
Odvozením časové složitosti z jednotlivých operací a metod můžeme získat hrubý odhad
doby výpočtu jednoho stromu. Aby se tento odhad blížil skutečné době výpočtu, bylo
by třeba znát všechny konstanty, které ve vztazích pro složitosti vystupují. Jednodušší je
provést sadu experimentálních měření a na jejich základě zjistit přesnější dobu výpočtu.
Některé metody mají výpočetní strom malé výšky, některé velké, některé tvoří podstromy
jiných stromů. Intuitivně se tedy jeví jako vhodné začít měřit ty stromy, které nemají jako
svůj podstrom jiný výpočetní strom, tj. stromy odpovídající nezávislým funkcím. Jakmile
bude měření dokončeno, lze měřit zbylé stromy. Jak už bylo zmíněno dříve, některé metody
jsou závislé na jiných. Určení doby výpočtu jedné metody může ovlivnit výběr mezi meto-
dami závislé metody a celé měření by bylo nutné zopakovat. Proto je nutné najít takovou
posloupnost měření výpočetních stromů, které tuto vlastnost respektuje.
Samotné měření bude však třeba provádět ve více fázích. Nejprve se pro nezávislé funkce
zjistí, s jakou přesností počítají výsledek (porovnáním s metodami již implementovanými
v knihovně MPFR). Zkonstruuje se funkce, která bude pro danou přesnost vracet počet
bitů, které je třeba přidat k přesnosti operandů. Poté se změří doba výpočtu pro jednotlivé
měřené intervaly. Nyní bude k dispozici základ, ze kterého budou vycházet ostatní me-
tody. V dalším kroku se pak pro měřený strom opět určí přesnost výpočtu a eventuelně se
zkonstruuje funkce, která bude doplňovat bity pro dosažení přesnosti. Pak se změří doba
výpočtu. Na základě této doby se zaktualizuje tabulka efektivních metod pro výpočet jed-
notlivých elementárních funkcí pro dané intervaly přesnosti a argumentu. Vybere se další
výpočetní strom a celý proces se opakuje, dokud nejsou všechny stromy změřeny.
Mějme tuto situaci. Funkce f1(x), f2(x), f3(x) leží ve stejné třídě ([g(x)]R). Funkce f4(x)
leží v jiné, ale je závislá na funkci g(x). Funkce f5(x) leží v [g(x)]R. Při výpočtu f5(x) dochází
k volání f4(x), pro kterou se vybírá nejefektivnější metoda mezi funkcemi f1(x), f2(x), f3(x).
Chceme ukázat, že pokud přidáme k těmto funkcím f5(x), nezmění to metodu, která byla
vybrána pro f4(x). Pro jednoduchost označme t(f(x)) dobu výpočtu funkce f(x). Určitě
platí, že t(f4(x)) > min(t(f1(x)), t(f2(x)), t(f3(x)), dále t(f5(x)) > t(f4(x), dohromady
tedy t(f5(x)) > min(t(f1(x)), t(f2(x)), t(f3(x)). Přidáním funkce f5(x) k f1(x), f2(x), f3(x)
se tedy nezmění vybraná metoda, protože se vybírá ta s nejkratším časem a f5(x) tuto
vlastnost určitě nesplňuje. Obecně mezi f4(x) a f5(x) může být více různých funkcí.
Další případ, který tedy může nastat, je ten, že bychom změřily dobu výpočtu funkce
f5(x) a pak narazily na strom/metodu, jejíž doba výpočtu by byla menší, než minimum
časů funkcí f1(x), f2(x), f3(x), tj. min(t(f1(x)), t(f2(x)), t(f3(x)). Potom by bylo nutné pro-
vést měření f5(x) znovu. Tento případ se zjistí odhadem podle konvergence metody nebo
experimentálním porovnáním. Není ale vyloučena možnost, že tato situace nastane.
Dále si představme situaci, kde funkce f1(x), f2(x) počítají funkci g(x), přičemž f2(x)
závisí na f3(x), fi(x) na fi+1(x), atd., kde i > 2 je konečné číslo. Může nastat případ, že
by f2(x) počítala efektivněji než f1(x)? Jedna z fi(x) metod by mohla redukovat argument
na takové číslo, že pro danou přesnost by byla jiná metoda efektivnější? Určitě platí, že
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čím větší je i, tím menší je pravděpodobnost, že se tak stane. Existuje avšak nenulová
pravděpodobnost, že se tak stát může? Pokud by tak nastalo, způsobil by tento výpočet
delší dobu výpočtu nebo jeho nezastavení? Tuto situaci bude třeba experimentálně zjistit a
to tak, že se z naměřených hodnot sestrojí grafy a podle přelínaní metod počítající stejnou
funkce se situace detekuje.
4.4.1 Testovací posloupnost výpočetních stromů
Pomůckou pro určení posloupnosti měření bude graf závislostí funkcí, obrázek 4.1. Jsou
zde znázorněny závislosti funkcí, redukce argumentů není zahrnuta. Jednou z možností
je nejdříve vybrat nezávislé metody, poté metody na nich závislé. Pokud bude existovat
volba mezi dvěma metodami, vybere se nejdříve ta, jejíž časová složitost je větší. Pokud
by metoda závisela na metodách s různou časovou složitostí, vezme se jejich maximum
(sjednocení složitostí). Druhá možnost spočívá je zjednodušení první, kdy se budou testovat
jen ty metody, které by mohly dát kratší dobu výpočtu. Testovací posloupnost se bude
tedy vytvářet ad hoc podle aktuálních výsledků měření. Dále je třeba co nejvíce redukovat
závislost chyby přesnosti na hodnotě argumentu, tzn. co nejvíce omezit interval, na kterém
metoda pracuje. I samotná přesnost argumentu ale může ovlivnit přesnost výsledku.
Tabulka 5.1 udává přehled všech použitých metod a jejich označení, které se použije v
konstrukci testovací posloupnosti. Všechny elementární funkce jsou navíc závislé na kon-
stantě pi nebo ln(2), protože se provádí redukce argumentů.





5. ln taylor, exp taylor, sin taylor, cos taylor, arcsin taylor, arctan taylor
6. exp nr, tan nr, arcsin by arctan, arccos by arctan
7. arccos by arcsin
8. sin nr, cos nr, sin tan, cos tan
Pokud bude v budoucnu třeba přidat novou metodu, stačí otestovat, že počítá s mi-
nimální přesností a změřit dobu výpočtu. Pokud bude tato metoda rychlejší, bude třeba
všechny závislé metody znovu přeměřit a eventuelně upravit výběr metody při jejím volání.
Metody založené na transformačních vztazích sami o sobě netvoří výpočetní metody, jen
transformují jednu hodnotu na jinou. Jejich složitost bude stejná jako složitost metod, ze
kterých sestávají (maximum). Proto se mohou testovat v libovolný okamžik a slouží jenom
pro jiné vyjádření dané metody. Testování se bude zabývat jen určením počtu přídavných
bitů pro zajištění požadované přesnosti výsledku.
33
Tabulka 4.1: Tabulka metod
značka popis metody závislost na vztah
pi agm pi AGM nezávislá (3.21)
ln2 agm ln(2) AGM pi (3.37)
ln agm ln(x) AGM pi, ln(2) (3.39)
ln taylor ln(x) Taylorův polynom nezávislá (3.30)
ln nr ln(x) Newton-Raphson exp(x) (3.82)
exp taylor exp(x) Taylorův polynom nezávislá (3.29)
exp nr exp(x) Newton-Raphson ln(x) (3.80)
sin taylor sin(x) Taylorův polynom nezávislá (3.31)
sin tan sin(x) z tan(x2 ) tan(x) (3.62)
sin nr sin(x) Newton-Raphson arcsin(x) (3.83)
cos taylor cos(x) Taylorův polynom nezávislá (3.32)
cos tan cos(x) z tan(x2 ) tan(x) (3.62)
cos nr cos(x) Newton-Raphson arccos(x) (3.84)
tan sin div cos tan(x) podílem sin(x) a cos(x) sin(x), cos(x) (3.60)
tan by sin tan(x) ze sin(x) sin(x), cos(x) (3.61)
tan nr tan(x) Newton-Raphson arctan(x) (3.81)
arcsin taylor arcsin(x) Taylorův polynom nezávislá (3.33)
arcsin by arctan arcsin(x) z arctan(x) arctan(x) (3.64)
arcsin by arccos arcsin(x) z arccos(x) arccos(x) (3.67)
arcsin nr arcsin(x) Newton-Raphson sin(x) (3.85)
arccos by arctan arccos(x) z arctan(x) arctan(x) (3.65)
arccos by arcsin arccos(x) z arcsin(x) arcsin(x) (3.66)
arccos nr arccos(x) Newton-Raphson cos(x) (3.86)
arctan taylor arctan(x) Taylorův polynom nezávislá (3.34)
arctan agm arctan(x) AGM ln(x) (3.44), (3.45)
arctan nr arctan(x) Newton-Raphson tan(x) (3.87)
4.4.2 Vliv hodnoty argumentu na dobu výpočtu
Výpočet funkce ln(x) pomocí Taylorova polynomu je silně závislý na hodnotě argumentu
(provádí se jeho n-tá mocnina). Pro velmi malé hodnoty v řádu 10−10 a menším se kon-
vergence zpomaluje ve srovnání s řádem 10−2. V tomto případě je řešením redukovat ar-
gument na interval např. (0.0625, 1). Interval hodnot argumentu se tak zredukuje a jeho
vliv na rychlost konvergence zmenší. V extrémním případě se argument může pohybovat
na intervalu délky např. 2−100, čímž se jeho vliv stane zanedbatelným, ovšem čas redukce
naroste. Proto bude třeba zvolit rozumný interval. Pro hodnoty blízko začátku intervalu
je vliv na přesnost výsledku největší. Pokud tedy přidáme tolik bitů, aby chyba přesnosti
zmizela, odstraníme vliv argumentu na přesnost výsledku. Pokud se to podaří pro všechny




Návrh modulu byl navržen tak, aby bylo zohledněno:
• Knihovna GMP je psaná v C, proto je i implementační jazyk C
• GMP počítá maximální možnou přesnost, metody se řídí stejným principem
• Srozumitelnost
• Čitelnost kódu pro možnost jednoduchého přidání dalších metod
U periodických elementárních funkcí se argument redukuje před výpočtem. Redukce
výpočtu se neprovádí. Pro ln(x) se provádí před i po výpočtu. Pro jednu funkci může
existovat více metod, každá s jiným způsobem redukce argumentu. Ovšem také může nastat,
že postačí jen jedna metoda pro redukci. Někde se redukce neprovádí vůbec. Na všechny
případy je třeba brát ohled.
Na obrázku 4.3 lze vidět implementační návrh modulu, který sestává z pěti částí. Ka-
ždá část sestává z jednoho či více podmodulů. První část je tvořena modulem obsahující
pomocné metody společné pro všechny moduly. Patří sem nastavení minimální rychlosti
konvergence, funkce počítající konstanty pro redukci nebo dodatečnou přesnost, funkce
pracující s přesností mantis, ad. Druhá část tvoří skupina modulů zastupující metody vý-
počtu elementárních funkcí. Tato skupinu tvoří výpočetní jádro a lze ji dále rozšířit o další
typy metod v případě potřeby. Třetí část obsahuje metody pro redukci argumentu a vý-
sledku výpočtu, které lze sdílet napříč metodami z druhé části. Část čtyři tvoří metody,
které poskytují transparentnost při výběru nejrychlejší metody z dané třídy. Opět je sdílena
mezi moduly části dvě. Poslední pátá část tvoří rozhraní celého modulu. Uživatel tak bude
mít k dispozici pouze volání metod počítající elementární funkce.
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Obrázek 4.3: Systémové moduly
Součástí modulu NR pro Newton-Raphson je framework/šablona pro generické vy-
tvoření iterace. Sestává z částí pro počáteční nastavení (funkce pro generování počáteční
hodnoty iterace, funkce pro výpočet dodatečné přesnosti, inicializace vnitřních proměn-
ných) a koncové nastavení (uklizení vnitřních proměnných) a dále pro počátek (nastavení
vnitřních proměnných) a konec iterace (testování na dosažení požadované přesnosti, testo-
vání zastavení konvergence, . . .). Pro novou iterace tedy stačí předvyplnit šablonu a v těle
iterace jen zapsat operace počítající s inverzní funkcí.
4.6 Rozhraní modulu a příklad použití
Následující sekce obsahuje přehled rozhraní jednotlivých elementárních funkcí ve stejném
stylu jako v GMP manuálu. Poté následuje krátký příklad použití. Pro volání metod je
třeba přidat hlavičku gmpelemfncs.h.
void mpf const pi (mpf t rop) [Function]
Spočítá konstantu pi
void mpf const ln2(mpf t rop) [Function]
Spočítá konstantu ln(2)
void mpf ln(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce ln(op)
36
void mpf exp(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce exp(op)
void mpf atan(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce arctan(op)
void mpf asin(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce arcsin(op)
void mpf acos(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce arccos(op)
void mpf tan(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce tan(op)
void mpf sin(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce sin(op)
void mpf cos(mpf t rop, mpf t op) [Function]
Proměnné rop nastaví hodnotu funkce cos(op)











gmp_printf("sin(pi/2) = \%.*Ff \n", 100, op2);
mpf_clear(op1);
mpf_clear(op2);




V přiložených kódech se příkazem make static vytvoří statická knihovna a příklad lze
zkompilovat např. příkazem gcc -std=c99 -o program program.c libgmpelemfncs.a.
4.7 Optimalizace
Aritmeticko-geometrický průměr při každé iterace zdvojnásobuje počet platných číslic,
takže ve výsledku a a b mají stále více společných číslic, tudíž např. pro aritmetický průměr
není třeba počítat se všemi slovy, ale jen s těmi, které se od sebe liší (4.2). Dojde tím k malé
úspoře času. V GMP jsou low level funkce, které toto umožňují. Tato optimalizace je vždy
rychlejší, protože při každé iterace se zmenšuje počet slov, nad kterými počítá. Zároveň
se provádí i posun doprava. Jediným speciálním případem je potom přesnost při součtu
do vyššího slova. Ale protože se posléze provede posun doprava, tak pak stačí jen změnit
nejvýznamnější bit v nejvýznamnějším slově na 1 (přes bitovou operaci). Další optimalizaci
lze provést pro násobení. Vyjde se ze vztahu (4.3). Avšak při meření je třeba určit intervaly,
pro jaké k je tento způsob výpočtu rychlejší ve srovnání s klasickým násobení. Ukazuje se
však, že změna je minimální, ne-li k horšímu. Ideální optimalizace by byla pro odmocninu,
kdy by se nemuseli násobit a odmocňovat všechny slova obou operandů a celkově by se pou-
žila jen jedna odmocnina nad menším počtem slov podle (4.4). Avšak nalezení takovéhoto
vztahu se zdá být nereálné. Po sestavení příslušných rovnic vychází, že řešení neexistuje.
Snad použít jiný přístup. Avšak při úspěchu by tato optimalizace již byla znatelná, protože
odmocnina je nejnákladnější operace v celé iteraci.
Vztah (4.1) ukazuje rozepsání a a b jako součet dvou čísel, kde prvních k limbů L obou







Výpočet aritmetického průměru nad menším počtem slov:
a+b




Výpočet operace násobení nad menším počtem slov:
ab = (a0L
n−k + a1)(b0Ln−k + b1) = a0b0L2(n−k) + a0(a1 + b1)Ln−k + a1b1 (4.3)
Výpočet odmocniny nad menším počtem slov (c jako funkce proměnných a0, b0, a1, b1),
ke kterému se nepodařilo najít řešení:
√
ab = a0L
n−k + c(a0, b0, a1, b1) (4.4)
Po poslední iteraci při výpočtu AGM lze v následující operaci použít a či b. Avšak b
se v poslední iterace počítá přes odmocninu. Pokud se tedy použije vždy hodnota a, b se
nemusí počítat a ušetří se tedy jedna odmocnina. Při výpočtu pi pro přesnost 3.2 miliónů
bitů se dosáhlo zrychlení o zhruba 0.5s, což už je znatelné.
Optimalizace při rozdílu, mocnině a posunu doprava při výpočtu pi se dá také vyjá-
dřit pomocí vztahu, který počítá nad menší částí operandů. Při každé iterace se počítá
s menším počtem slov než v předchozí. Při implementaci ale ovšem nenastává zkrácení
doby výpočtu, spíše naopak. Zřejmě způsobeno vlivem zvýšené paměťové náročnosti při




Testování vytvořené implementace, knihovny MPFR a simulačního jazyka TKSL bude pro-
bíhat na školní stanici merlin (SuperMicro 2021M-T2R+B, MB H8DME-2, 2x AMD Opte-
ron 2387 (2.8GHz, 4core), 16 GB RAM, 4x 300 GB HDD + 1.8 TB RAID5, CentOS 5.5
64bit Linux) za použití unixové utility time. Pro každou implementovanou metodu je vy-
tvořen skript, který nejdříve pro několik přesností určí argument, který dává největší chybu.
Pro tento argument se pro násobky LIMBU experimentálně určí celková chyba. Porovnání
přesnosti bude probíhat s knihovnou MPFR. Knihovna GMP každou přesnost menší než 64
zarovná na 64. Pro přesnosti větší se pak zarovnává na násobek 32 (délka jednoho limbu).
Proto bude přesnost výsledku měřena v násobcích jednoho limbu. V rámci měření času se
pro násobky 5000 postupně změří čas výpočtu. Testování bude dále provedeno pro prostředí
Mathematica 9 a MATLAB, avšak na mém notebooku (AMD Athlon(tm) 64 X2 Dual-Core
Processor TK-55 1.80 GHz, RAM 2.00 GB, Windows Vista 32bit). Naměřené čase tedy
nemusí odpovídat skutečným hodnotám, které by se naměřily na stanici merlin. Prostředí
Maple se mi nepodařilo zprovoznit, proto v něm nebylo měření provedeno.
Každou samotnou implementovanou metodu je třeba nejdříve otestovat, jestli výsledná
přesnost je alespoň tak dobrá, jako požadovaná. Avšak pro určitou hodnotu přesnosti, kterou
nelze dopředu určit, se může stát, že výsledná přesnost klesne pod požadovanou, proto se
vnitřní parametry každé implementace (přesnost operandů a přesnost výsledku) nastaví
tak, aby se počítala s vyšší a byla tak k dispozici minimální rezerva. Jelikož lze měření
provést jen v konečném čase, není možné zjistit chybu pro všechny hodnoty přesnosti. Pro
odhad bude sloužit graf chyb, ze kterého se odhadne obecný průběh chyby.
Kapitola se skládá ze dvou částí. První část obsahuje měření vlivu přesnosti na dobu
výpočtu jednotlivých implementovaných metod. Druhá část sestává ze srovnání dobu vý-
počtu s dalšími knihovnami či prostředími počítající elementární funkce. Konstanty nejsou
součástí zadání, ale jsou důležité pro samotný výpočet funkcí, proto je uvedeno i jejich
srovnání. Testování budou podrobeny jen některé metody, protože pokud se např. zjistí, že
exp se nejrychleji spočítá pomocí AGM, nemá pak cena testovat výpočet ln pomocí NR
přes exp získaný Taylorem nebo výpočet exp pomocí NR přes ln získaný Taylorem, protože
doba výpočtu bude určitě větší.
5.1 Výpočet pi
Jako první byla implementována metoda pro výpočet konstanty pi. Jednalo se o vztahy
(3.16), (3.17) a mírně modifikovaný vztah (3.15). Všechny tři byly změřeny pro přesnost
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3.2 mil. bitů. Ukázalo se, že právě mírně modifikovaný vztah počítá nejrychleji, protože
obsahuje nejméně operací násobení, dělení a odmocnina. Graf závislosti doby výpočtu na
přesnosti nejrychlejší implementace je zobrazen při srovnávání s existujícími implementa-
cemi na obrázku 5.19.
Absolutní chyba výpočtu je znázorněna na obrázku 5.1. Průměrný počet bitů navíc se
pohybuje okolo hodnoty 21, odchylka pak činí 8 bitů. Tvar této chybu se pohybuje v oblasti
vymezené těmito dvěma parametry a lze předpokládat, že se nezmění.
Obrázek 5.1: Vliv přesnosti na chybu výpočtu pi
5.2 Výpočet ln(2)
Konstanta ln(2) byla implementována pomocí AGM. Jak je vidět na obrázku 5.2 průměrný
počet bitů navíc se pohybuje okolo 8 bitů, střední odchylka pak odpovídá 7 bitům. S průběhu
grafu lze odhadovat, že parametry chyby se nebudou měnit. Časový průběh jako funkce
přesnosti zde není vyobrazen, protože ln(2) slouží jako konstanta pro mezivýpočty. Její graf
(5.20) je zobrazen při porovnání z implementacemi jiných knihoven.
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Obrázek 5.2: Vliv přesnosti na chybu výpočtu ln 2
5.3 Výpočet ln
Výpočet logaritmu s přirozeným základem byl realizován metodami Taylorova polynomu
a AGM. Z obrázku 5.3 je vidět, jak velký rozdíl mezi dobami výpočtů je. Pro správný
výpočet logaritmu pomocí AGM je třeba navíc vypočítat hodnotu ln(2). Na obrázku je pak
vidět, kolik času z celkové doby trvá výpočet této konstanty. Pokud by se podařilo rapidně
snížit tuto dobu, sníží se i celková doba výpočtů funkcí exp(x), arctan(x) a funkcí na nich
závislých. Pro výpočet logaritmu je tedy zvolena metoda založená na AGM.
Obrázek 5.3: Vliv přesnosti na dobu výpočtu ln
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5.3.1 Absolutní chyba výpočtu
Na obrázku 5.4 je vidět chyba výpočtu logaritmu při použití AGM. Je vidět, že pro každý
výsledek je alespoň o 15 bitů větší přesnost, než požadovaná. Z tvaru grafu lze předpokládat,
že tato chyba se bude pohybovat okolo přesnosti 31.5 bitů s odchylkou asi 11.5 bitů.
Obrázek 5.4: Vliv přesnosti na chybu výpočtu ln
5.4 Výpočet exp
Exponenciála s přirozeným základem byla implementována metodou Taylorova polynomu
a metodou Newton-Raphson iterací na logaritmus s přirozeným základem vypočítaným
metodou AGM. Jak je vidět na obrázku 5.5, výpočet pomocí Taylorova polynomu probíhá
pomaleji, což je očekávaný výsledek. Doba výpočtu pomocí NR metody odpovídá zhruba
dvojnásobku doby výpočtu logaritmu s přirozeným základem. Meze os jsou zvoleny tak,
aby bylo vidět, která metoda dává nejlepší výsledky, tj. počítá v nejkratší době.
Výpočet exponenciály s přirozeným základem bude tedy probíhat pomocí Newton-
Raphson metody z logaritmu z AGM. Taylorův polynom je však použit pro výpočet počá-
teční hodnoty při iteraci, takže také hraje důležitou roli.
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Obrázek 5.5: Vliv přesnosti na dobu výpočtu exp
5.4.1 Absolutní chyba výpočtu
Na obrázku 5.6 je vidět chyba výpočtu exponenciály pomocí NR. Jak je vidět, metoda vrací
o 60 platných bitů více, než je požadovaná přesnost. Měření proběhlo do přesnosti 200000
bitů, pro vyšší je to jen odhad, ale podle tvaru grafu lze předpokládat, že chyba je téměř
konstantní.
Co se týče chyby Taylorova polynomu, můžeme si dovolit zápornou chybu, protože
výsledek je použit jako startovací hodnota při iteraci NR, která je samokorekční.
Obrázek 5.6: Vliv přesnosti na chybu výpočtu exp
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5.5 Výpočet arctan
Jako předchozí funkce i tato byla implementována použitím metod Taylorova rozvoje a
AGM. Na obrázku 5.7 je vidět doba běhu obou metod. Doba výpočtu pomocí Taylorova
polynom roste velmi rychle, zatímco AGM pozvolna. Dále je vyobrazena doba výpočtu
logaritmu, který je použit na konci výpočtu arctan. Každá iterace při výpočtu AGM sestává
mimojiné z tří operací odmocnina, pěti operací násobení a šesti operací dělení, což se
projevuje právě v dlouhém výpočtu. Pokud by se podařilo snížit tyto počty, dosáhne se
zrychlení. Pro výpočet funkce je zvoleno AGM.
Obrázek 5.7: Vliv přesnosti na dobu výpočtu arctan
5.5.1 Absolutní chyba výpočtu
Vliv přesnosti výsledku na chybu výpočtu je znázorněn na obrázku 5.8. Přesnost navíc se
pohybuje okolo 38.5 bitů s odchylkou zhruba 13.5 bitů. Z tvaru počtu platných číslic lze
odhadovat, že tento počet nepoklesne do záporných hodnot.
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Obrázek 5.8: Vliv přesnosti na chybu výpočtu arctan
5.6 Výpočet arcsin
Všechny metody ze třídy AGM byly použity. Ukázalo se, že jsou nejrychlejší. Pro výpočet
arcsin byly vyzkoušeny Taylorův polynom a transformační vztah jako funkce arctan. Z
obrázku 5.9 je patrné, že Taylorův polynom běží pomaleji. Transformace trvá zhruba stejně
dlouho, jako samotný výpočet arctan, jen je připočítán čas pro výpočet odmocniny a podílu
(na obrázku obě doby výpočtů téměř splývají). Pro výpočet funkce je zvolena transformace.
Obrázek 5.9: Vliv přesnosti na dobu výpočtu arcsin
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5.6.1 Absolutní chyba výpočtu
Závislost počtu platných číslic nad požadovanou přesností lze vidět na obrázku 5.10. V
průměru se hodnota pohybuje kolem 41.5 bitů s odchylkou zhruba 13.5 bitů. Z průběhu
těchto hodnot se lze domnívat, že nadbytečná přesnost výsledku se bude pohybovat v tomto
intervalu a nepřekročí x-ovou osu.
Obrázek 5.10: Vliv přesnosti na chybu výpočtu arcsin
5.7 Výpočet arccos
Taylorův polynom pro výpočet arccos se nepoužívá. Místo toto je tato funkce vypočítána
pomocí Taylorova polynomu pro arcsin a patřičně přepočítána. Proto pro testování doby
běhu byla použita pouze transformace z arctan. Výsledky měření jsou téměř totožné s
výpočtem arcsin. Na obrázku 5.11 je vidět průběh obou metod. Opět platí, že se od sebe
jen nepatrně liší. Pro výpočet je zvolena transformace.
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Obrázek 5.11: Vliv přesnosti na dobu výpočtu arccos
5.7.1 Absolutní chyba výpočtu
Chyba výpočtu se pohybuje nad tolerancí, nadbytečná přesnost je okolo 24.5 bitů s od-
chylkou přibližně 12.5 bitů. Přesnost zhruba odpovídá konstantní funkci, jak je vidět na
obrázku 5.12. Proto se dá předpokládat, že funkce bude pokračovat se stejným průběhem.
Obrázek 5.12: Vliv přesnosti na chybu výpočtu arccos
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5.8 Výpočet tan
Pro výpočet funkce tan existuje Taylorův polynom, ovšem pro výpočet jeho koeficientů
(Bernoulliho čísla) je zapotřebí více času a celkově je doba výpočtu vyšší, než výpočet
např. funkce sin(x) Taylorem, ze kterého se dá převodem tan(x) spočítat. Pro implemen-
taci byla proto použita Newton-Raphson metoda počítající inverzní funkci k arctan(x) a
transformační metoda (3.61) počítající tan(x) ze sin(x). Výpočet pomocí NR trvá několi-
krát více než arctan(x), což je způsobeno delším výpočtem jedné iterace, než u ostatních
goniometrických funkcí. Transformační vztah na druhou stranu odpovídá téměř dvojná-
sobku a je rychlejší, než při NR. Pro výpočet této funkce je tedy zvolena transformační
metoda.
Obrázek 5.13: Vliv přesnosti na dobu výpočtu tan
5.8.1 Absolutní chyba výpočtu
Vliv požadované přesnosti vybrané metody na výslednou je vidět na obrázku 5.14. Průměrně
se přesnost navíc pohybuje kolem 27.5 bitů s odchylkou okolo 4.5 bitů. Opět je vidět, že
naměřený průběh se pohybuje v konstantní oblasti. Lze tedy předpokládat, že tato oblast
bude beze změny pokračovat.
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Obrázek 5.14: Vliv přesnosti na chybu výpočtu tan
5.9 Výpočet sin
Pro výpočet této funkce byly použity Taylorův polynom a Newton-Raphson iterační metoda
počítající inverzní funkci k arcsin. Na obrázku 5.15 je vidět rozdíl v době výpočtu. Taylorův
polynom má klasickou dobu výpočtu velice podobnou s ostatními polynomy. Doba výpočtu
NR metoda pak odpovídá zhruba dvojnásobku doby výpočtu arcsin, což je patrnější pro
větší přesnost výpočtu. Pro výpočet je zvolena NR metoda.
Obrázek 5.15: Vliv přesnosti na dobu výpočtu sin
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5.9.1 Absolutní chyba výpočtu
Nárůst počtu platných číslic nad požadovanou přesnost roste konstantně, jak je vidět na
obrázku 5.16. Střední hodnota se pohybuje okolo 44 bitů, odchylka pak zhruba 13 bitů.
Opět se dá předpokládat, že počet nadbytečných platných číslic bude mít v závislosti na
požadované přesnosti výsledku stejný průběh.
Obrázek 5.16: Vliv přesnosti na chybu výpočtu sin
5.10 Výpočet cos
Stejné, co platilo pro sin, platí i pro cos. Taylorův polynom je dobrým adeptem pro výpočet
startovací hodnoty při použití Newton-Raphson metody. Na obrázku 5.17 je vidět, že vy-
počtený cos(x) se nejvíce blíží ke své inverzní funkci, jeho časová složitost nejvíce odpovídá
dvojnásobku běhu své inverzní funkce. K výpočtu je tedy zvolena Newton-Raphson metoda.
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Obrázek 5.17: Vliv přesnosti na dobu výpočtu cos
5.10.1 Absolutní chyba výpočtu
Obrázek 5.18 ukazuje, že s rostoucí přesností se počet platných číslic nad požadovanou
přesností pohybuje v konstantní oblasti se středem 40.5 bitů a poloměrem 9.5 bitů.
Obrázek 5.18: Vliv přesnosti na chybu výpočtu cos
5.11 Tabulka nejrychlejších metod
Následující tabulka udává, která metoda je použita pro danou hodnotu argumentu, přesnost
argumentu a přesnost výsledku:
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Tabulka 5.1: Tabulka metod
elem. fce metoda arg. přesnost arg. přesnost výsl.
ln(x) ln agm Df lib. lib.
exp(x) exp nr Df lib. lib.
arctan(x) arctan agm Df lib. lib.
arcsin(x) arcsin by arctan Df lib. lib.
arccos(x) arccos by arctan Df lib. lib.
tan(x) tan by sin Df lib. lib.
sin(x) sin nr Df lib. lib.
cos(x) cos nr Df lib. lib.
5.12 Srovnání s MPFR, TKSL a dalšími implementacemi
Následující sekce obsahuje srovnání mnou implementovaných metod s metodami obsažených
v knihovně MPFR, v simulačním jazyku TKSL a prostředí Mathematica. Pro MPFR a
TKSL je přesnost udána v počtu bitů, pro Mathematica se jedná o počet číslic v desítkové
soustavě, proto je třeba provést přepočet přesnosti vynásobením konstantou log10(3). Jakým
způsobem lze provést testování je uvedeno v částech věnovaných TKSL a Mathematica.
MPFR a GMP je testováno vytvořením jednoduchého programu volající jednotlivé funkce.
Konstanty jsou použity jako mezivýpočet, proto je uvedeno jen porovnání s MPFR. Všechny
ostatní elementární funkce jsou porovnány s MPFR, TKSL a Mathematica.
5.12.1 Výpočet pi
Má implementace konstanty pi byla srovnávána s implementací v knihovně MPFR. Jak je
vidět na obrázku 5.19, doby výpočtů se téměř od sebe neliší. Má je pomalejší, avšak roz-
díl roste velmi pomalu vzhledem k přesnosti. Tento fakt je ovšem velice důležitý, protože
výpočet pi je použit ve všech implementovaných metodách a zároveň slouží k redukci ar-
gumentu pro goniometrické funkce. Kdyby se dosáhlo ještě většího zrychlení, mohla by má
implementaci nahradit stávající v knihovně MPFR.
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Obrázek 5.19: Vliv přesnosti na dobu výpočtu pi
5.12.2 Výpočet ln(2)
Stejné jako v předchozím případě byla má implementace srovnávána s knihovnou MPFR.
Z obrázku 5.20 je vidět, že doba výpočtu leží mezi dvojnásobkem a trojnásobkem doby
implementace MPFR. Jelikož je tato konstanta používána téměř stejně často jako pi, je tento
výpočet časově kritický. Sice se v celém výpočtu elementární funkce spočítá právě jednou,
ale při nevhodném pořadí výpočtu podle přesnosti se může znovu a znovu přepočítávat a
zpomalit tak celkový výpočet. Pokud se podaří najít lepší vztah nebo optimalizovat stávající
implementaci, téměř všechny výpočty se zrychlí.
Obrázek 5.20: Vliv přesnosti na dobu výpočtu ln 2
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5.12.3 Výpočet ln(x)
Nejrychlejší implementací výpočtu přirozeného logaritmu se stalo prostředí Mathematica.
Jak lze vidět na obrázku 5.21, je rozdíl oproti ostatním implementacím několikanásobný.
Pro TKSL pro přesnost 27 mil. bitů není možné alokovat paměť, proto se jeví výsledná doba
výpočtu jako nulová. Avšak další časový průběh je zřejmý. Má implementace se zařadila na
třetí místo za MPFR a Mathematica.
Obrázek 5.21: Vliv přesnosti na dobu výpočtu ln
5.12.4 Výpočet exp(x)
Pro případ exponenciály s přirozených základem je situace zcela jiná. Obrázek 5.22 uka-
zuje, že jiné implementace vykazují téměř stejný čas pro výpočet (skoro splývají), výjma
případu pro MATLAB. Jediný výrazně odlišný průběh vykazuje má implementace, která je
nejpomalejší. Avšak ze srovnání je zřejmé, že exp(x) nemohl být spočítán v případě MPFR
nebo Mathematica z ln(x) jako inverzní funkce.
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Obrázek 5.22: Vliv přesnosti na dobu výpočtu exp
5.12.5 Výpočet arctan(x)
Cyklometrická funkce arctan(x) vykazuje doposud největší různorodost v času potřebném
pro výpočet mezi jednotlivými implementacemi (5.23). Nejlépe si vede řešení za použití
diferenciálních rovnic v jazyce TKSL. Knihovně MPFR pak trvá výpočet zhruba devětkrát
pomaleji. Má implementace se řadí na poslední místo. Z časových průběhů lze však vidět,
že všechny implementace mají stejnou časovou složitost.
Obrázek 5.23: Vliv přesnosti na dobu výpočtu arctan
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5.12.6 Výpočet arcsin(x)
Srovnáním časů výpočtu pro elementární funkci arcsin(x) na obrázku 5.24 lze vidět, že
nejrychlejší je implementace knihovny MPFR. Pro simulační jazyk TKSL dochází k vy-
čerpání paměti a výpočet nelze provést, ale průběh odpovídá zhruba dvojnásobku průběh
pro MPFR. Má implementace vykazuje o něco lepší výsledky, než průběh prostředí Mathe-
matica. Srovnáním s výpočtem arctan(x) by pro MPFR bylo rychlejší vypočítat arcsin(x)
a provést pak převod. Není ale vyloučeno, že se jedná o anomálii a že pro jiné hodnoty
argumentů je tento způsob pomalejší.
Obrázek 5.24: Vliv přesnosti na dobu výpočtu arcsin
5.12.7 Výpočet arccos(x)
Situace je téměř analogická jako u arccos(x). Má implementace je opět o něco rychlejší, než
řešení pro prostředí Mathematica. Vztahy pro výpočet arccos(x) a arcsin(x) pro TKSL,
resp. mou implementaci se od sebe liší jen nepatrně, proto je průběh téměř totožný. Navíc
pro TKSL pro přesnost větší než 17 mil. bitů dochází paměť, ale průběh je předvídatelný.
Nejlepší výsledky dává řešení knihovny MPFR.
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Obrázek 5.25: Vliv přesnosti na dobu výpočtu arccos
5.12.8 Výpočet tan(x)
Obrázek 5.26 ukazuje srovnání všech metod pro výpočet goniometrické funkce tan(x). Má
metoda počítá spolu s MATLABem ze všech ostatních nejpomaleji, ale stále si zachovává
stejnou časovou složitost. Nejlepší výsledky dává implementace knihovny MPFR. Blízko ní
se vyskytuje řešení soustavou diferenciálních rovnic v simulačním prostředí TKSL. Mathe-
matice leží zhruba v prostoru mezi ostatními.
Obrázek 5.26: Vliv přesnosti na dobu výpočtu tan
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5.12.9 Výpočet sin(x)
Funkce sin(x) je nejvíce vhodná pro výpočet pomocí diferenciálních rovnic, kde TKSL dává
nejlepší výsledky. Více než desetkrát pomalejší je řešení knihovny MPFR, kde podle tvaru
má téměř totožný průběh se svými implementacemi ostatních goniometrických funkcí. Má
implementace dává spolu s MATLABem výslednou hodnotu nejpozději. Časová složitost
všech metod je ovšem stejná.
Obrázek 5.27: Vliv přesnosti na dobu výpočtu sin
5.12.10 Výpočet cos(x)
Stejné jako pro sin(x) platí i pro cos(x). Systémy diferenciálních rovnic se od sebe liší pouze
v počátečních podmínkách, proto je časový průběh totožný. Analogicky MPFR počítá více
než desetkrát pomaleji. Můj výpočet je střídavě spolu s MATLABem ukončen nejpomaleji.
Ze všech ostatních goniometrických funkcí je však nejrychlejší a proto je použit i pro výpočet
tan(x).
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Obrázek 5.28: Vliv přesnosti na dobu výpočtu cos
5.12.11 Celkový přehled
Následující tabulka ukazuje umístění jednotlivých knihoven či prostředí při výpočtu všech
elementárních funkcí ze zadání. Pokud by se všechny implementace zkombinovaly dohro-
mady, výsledné složení by dávalo nejlepší výsledky ze všech dosavadně měřených.
Tabulka 5.2: Umístění jednotlivých implementací pro měřené elementární funkce
funkce GMP MPFR TKSL Mathematica Matlab
ln(x) 3 2 4 1 5
exp(x) 5 1 1 1 4
arctan(x) 5 2 1 3 4
arcsin(x) 2 1 3 4 5
arccos(x) 2 1 3 4 5
tan(x) 4 1 2 3 4
sin(x) 4 2 1 3 4




Cílem práce bylo vytvořit implementaci efektivních metod počítající elementární funkce nad
víceslovní aritmetikou. Jedním z problémů knihovny GMP je, že neposkytuje dostatečně
efektivní metody právě pro tyto funkce a jedním z bodů, které autoři knihovny vypsali jako
budoucí vylepšení, je vytvoření podpory pro tyto výpočty. Semestrální projekt se zabýval
analýzou vztahů, které se používají pro výpočet a návrhem řešení, které by bylo posléze
realizováno a otestováno. V případě dobrých výsledků by bylo, s dovolením autorů GMP,
řešení práce do této knihovny přidáno. Pro potřeby návrhu byly pro každou elementární
funkci nalezeny potřebné vzorce. Cílem druhé části diplomové práce bylo navrhnuté vztahy
a metody implementovat, otestovat a nalézt nejvhodnější řešení, které pro zadanou přes-
nost a hodnotu argumentu vypočítá výsledek v co nejkratším čase (s co nejmenší časovou
složitostí).
Ve čtvrté kapitole byla vybudována teorie, která usnadňuje popis a návrh celkového
řešení, jež umožňuje přidávat nové výpočetní metody, které by počítali rychleji, než stáva-
jící. Obsahuje také návod, jak nové metody přidat a jejich rozdělení do jednotlivých tříd
metod výpočtů. Na této teorii je založen i návrh, který respektuje její jednotlivé aspekty.
Na výpočet jedné elementární funkce se lze dívat jako na výpočetní strom, kde každý uzel
sestává z výpočetní jednotky (ve výsledku implementované metody). Na tomto základě je
posléze definována doba výpočtu jednoho stromu s cílem nalezení takového stromu počítající
danou funkci v co nejkratší době. V závislosti na struktuře těchto stromů je pak navrhnut
způsob testování a hledání nejrychlejších implementací, které jsou použity ve výsledném
řešení. Závěrem je diskuze o možných optimalizacích, které lze realizovat v knihovně GMP.
Po implementaci všech nalezených vztahů bylo provedeno měření absolutní chyby a doby
běhu v závislosti na požadované přesnosti výsledku. Měření bylo prováděno ”ad hoc”podle
průběžných dob běhů jednotlivých výpočetních stromů. Stromy, o kterých se dalo s jistotou
usoudit, že jejich doba bude delší, nebyly dále měřeny. Ze všech měření pak byly vybrány
nejrychlejší implementace tvořící výsledný modul knihovny GMP počítající elementární
funkce. V další fázi bylo provedeno měření a srovnání s existujícími řešeními v podobě
knihovny MPFR, simulačního jazyka TKSL-C a prostředí Mathematica a MATLAB. MA-
PLE nebyl z technických důvodů měřen. Výsledné srovnání bylo zaneseno do grafů. Přehled
pořadí doby běhů byl na závěr zapsán do tabulky. Nejlépe si vedly MPFR, TKSL-C a
Mathematica. Avšak s celkového hlediska se ukázalo, že rychlost implementací jednotlivých
elementárních funkcí se v každém řešení liší a není tedy jednoznačně řešení, které by bylo
nejrychlejší. Má implementace se celkově umístila v průměru na 4. místě, avšak pro některé
funkce počítá rychleji, než celkově lepší řešení. Příkladem je výpočet funkcí arcsin, arccos,
které jsou po MPFR spočítány jako druhé nejrychlejší.
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Veškerý výpočet byl prováděn v reálném oboru. Součástí řešení je i implementace kom-
plexní aritmetiky, na jejímž základě lze počítat i funkce komplexního argumentu. To přináší
možnost výpočtu elementárních funkcí jako exp(i.x), ze které lze spočítat sin, cos či hy-
perbolické nebo hyperbolometrické funkce. Návrh mého řešení bral tuto možnost v potaz.
Jedním z možných dalších rozšíření nebo zlepšení je optimalizovat stávající implementaci či
nalézt rychlejší vztahy, vyzkoušet rychlost implementace založené na částečných zlomcích
nebo Čebyševových polynomů. Z analýzy doby běhů knihovny MPFR a TKSL-C lze usou-
dit, že takové optimalizace a zrychlení jsou možné. Řešení neobsahuje výpočet logaritmu
a exponenciály s libovolných základem, jelikož tento výpočet lze provést převodem. Stejné
platí pro funkci arcctg.
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