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Abstract
Potentials of the nonstationary Schro¨dinger operator constructed by means of n
recursive Ba¨cklund transformations are studied in detail. Corresponding Darboux
transformations of the Jost solutions are introduced. We show that these solutions
obey modified integral equations and present their analyticity properties. Generated
transformations of the spectral data are derived.
1 Introduction
In this article we continue (see [1]–[5]) our investigation into the direct and inverse scat-
tering transform for the nonstationary Schro¨dinger operator
L = i∂x2 + ∂
2
x1
− u(x1, x2), (1.1)
in the case in which u is a real function with “ray” type behavior. More exactly, u is
supposed to be rapidly decaying in all directions on the x-plane with the exception of
some finite number of directions, where it has finite and nontrivial limits, i.e.
un,±(x1) = lim
x2→±∞
u(x1 − 2µnx2, x2), n = 1, 2, . . . , N, (1.2)
for N real constants µn. Spectral theory of operator L with potential of this class
is interesting per se and because it is associated [6, 7] to the Kadomtsev–Petviashvili
equation [8]—in its version called KPI—
(ut − 6uux1 + ux1x1x1)x1 = 3ux2x2 . (1.3)
The mentioned extension of the spectral theory of the nonstationary Schro¨dinger op-
erator would provide possibility to extend correspondingly the class of solutions of the
KPI equation, including potentials with asymptotic one dimensional behavior. On the
other side such spectral theory is essential for investigation by the inverse scattering
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transform method of strongly localized soliton solutions and their interaction with back-
ground for the Davey–Stewartson I equation, where operator (1.1) controls behavior of
the “boundaries at infinity” of an auxiliary function for this equation (see [9]–[10] for
details).
Spectral theory of the operator (1.1) with ray potential is essentially more involved
than the standard case of rapidly decaying potential. Indeed, in the standard case [11]–
[18] one defines the Jost solution Φ(x, k) as the solution of the nonstationary Schro¨dinger
equation,
(i∂x2 + ∂
2
x1
− u(x))φ(x, k) = 0, (1.4)
that is analytic in the complex plane of the spectral parameter k, kℑ 6= 0, and normalized
at infinity by the condition that for the function
χ(x, k) = eikx1+ik
2x2Φ(x, k) (1.5)
we have
lim
k→∞, kℑ 6=0
χ(x, k) = 1. (1.6)
This function can be given as the solution of the integral equation [12]
χ(x, k) = 1 +
∫
dx′G0(x− x
′, k)u(x′)χ(x′, k), (1.7)
where G0(x, k) is the Green’s function
G0(x, k) =
sgnx2
2pii
∫
dαθ(αkℑx2)e
iαx1−iα(α−2k)x2 , k ∈ C, (1.8)
of the differential equation (1.1) with zero potential,
(i∂x2 + ∂
2
x1
− 2ik∂x1)G0(x, k) = δ(x). (1.9)
Solvability of these differential equations under some small norm assumptions was proved
in [19] and thanks to (1.7) it is easy to show that χ(x, k) has the asymptotic behavior
lim
|x1|→∞
χ(x, k) = 1 (1.10)
on the x-plane, kℑ 6= 0, independently on the direction. The Jost solution Φ(x, k) defined
by (1.5) obeys [17, 18] the following normalization and completeness conditions∫
dx1Φ(x1, x2, k + p)Φ(x1, x2, k¯) = 2piδ(p), p ∈ R, (1.11)∫
dkℜΦ(x
′
1, x2, k)Φ(x1, x2, k¯) = 2piδ(x1 − x
′
1). (1.12)
The Jost solution is an analytic function of k in the complex plane, kℑ 6= 0. It has
finite limits on the real axis,
Φ±(x, k) = lim
kℑ→±0
Φ(x, k). (1.13)
By (1.11) these boundary values obey the normalization conditions∫
dx1Φ
±(x1, x2, k)Φ
∓(x1, x2, p) = 2piδ(p− k), p, k ∈ R. (1.14)
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Spectral data are introduced as measure of the departure from analyticity of the Jost
solutions. In literature there exists a variety of definitions of spectral data. In what
follows we use the one suggested in [14, 17, 18]:
F(k, p) =
1
2pi
∫
dx′1Φ
+(x′1, x2, k)Φ
+(x′1, x2, p)− δ(p− k), p, k ∈ R. (1.15)
It is easy to check that F(k, p) is independent on x2. Condition of reality of the potential
u in (1.1) is equivalent to the self-adjointness of the integral operator with kernel F(k, p).
Now by (1.12) we have
Φ+(x, k) = Φ−(x, k) +
∫
dpΦ−(x, p)F(p, k). (1.16)
Thus the inverse scattering transform is the nonlocal Riemann–Hilbert problem of con-
struction of the function Φ(x, k) analytic in the upper and bottom half planes with
normalization (1.5) and (1.6) and discontinuity at the real axis given by (1.16).
It was mentioned in [16, 3, 4, 5] that the integral equation (1.7) cannot be applied
in the case of a potential u(x) not vanishing in all directions at large distances as the
Green’s function is slow decaying at space infinity. In [5] the following modification of
this integral equation was suggested:
χ(x, k) = 1 +
x1∫
−kℑ∞
dy1
∫
dx′∂y1G0(y1 − x
′
1, x2 − x
′
2, k)u(x
′)χ(x′, k), (1.17)
where the order of operations is explicitly prescribed. Here and below we use notations
of the type kℑ∞ in the limits of integrals to indicate the sign of infinity. If the solution
of this equation exists and is bounded, then like in the one dimensional case
lim
x1→−kℑ∞
χ(x, k) = 1, kℑ 6= 0, (1.18)
while in contrast to (1.10) it can be different from 1 in the opposite direction. This
modified integral equation is applicable to the simplest case of a potential of type (1.2),
i.e. to the case u(x) = u(x1) and it is trivial to check that it gives the standard (see [20])
one dimensional equation for the Jost solution. Nevertheless, the full description of the
solutions of the Eq. (1.17) with potentials of the class (1.2) is absent till now. Only
multiple pure soliton solutions were constructed in [21, 22]. In [23] and [5] it was shown
that solutions of this equation can have additional cuts in the complex plane of the
spectral parameter. Because of this we are studying here the special but rather wide
subclass of potentials of type (1.2) that is obtained by applying recursively the so called
binary Ba¨cklund transformations [24] with complex spectral parameter to a decaying
potential. As we are interested in the spectral characteristics of potentials u having
nontrivial limits, we study also the corresponding Darboux transformations furnishing
the Jost solutions of the transformed potentials and their analytical properties as well as
transformations of the spectral data.
We have at our disposal in [24] and [25] a rather simple and transparent method for
performing binary Ba¨cklund transformations of the potential u and corresponding Dar-
boux transformations of solutions of (1.1). Let φ(x, k) be a solution of the nonstationary
Schro¨dinger equation (1.4) with potential u(x). Then the transformed potential is equal
to
u˜(x) = u(x)− 2∂2x1 log∆(x), (1.19)
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where
∆(x) =
x1∫
dx′1|φ(x
′
1, x2, λ)|
2. (1.20)
The Darboux transform of φ(x, k),
φ˜(x, k) = φ(x, k)−
φ(x, λ)
∆(x)
x1∫
dx′1φ(x
′
1, x2, λ)φ(x
′
1, x2, k), (1.21)
solves the equation
(i∂x2 + ∂
2
x1
− u˜(x))φ˜(x, k) = 0 (1.22)
with transformed potential. It is natural to expect that this transformation for complex
parameter λ would supply an example of a potential of the type (1.2). Check of the fact
that φ˜ obeys Eq. (1.22) is based on the following identity for a pair of arbitrary solutions
f(x) and g(x) of the Eq. (1.22):
i∂x2(f(x)g(x)) = −∂x1W (f(x), g(x)), (1.23)
where Wronskian
W (f(x), g(x)) = f(x)∂x1g(x)− g(x)∂x1f(x) (1.24)
was introduced.
In order to make equations (1.19)–(1.21) determined it is necessary to substitute
indefinite integrals by definite ones and to choose constants of integration in a way that
the potential u˜ is real and regular. Thus in order to get transformations parametrized by
constants and not by functions of x2 obeying some differential equations it is natural to
choose integrals in (1.20)–(1.21) to be from infinity to x1. Then we can use the fact that
the asymptotic behavior (1.10) with respect to x1 is independent on x2. On the other
side, infinite limits of these integrals require exact control of their convergency in the
recursive procedure. In addition one must write the solution φ˜ as a linear combination
of the Jost solution and of a solution corresponding to discrete spectrum. The way to
build the correct recursive procedures for generating both solutions is suggested by the
remark that φ(x, λ)∆(x)−1 is solution of the Eq. (1.22).
Thus we start with a regular rapidly decaying real potential u(x) for which all above
mentioned elements of the direct and inverse problem are given. In Sec. 2 we introduce
an exact recursion procedure for an arbitrary number of Ba¨cklund transformations and
corresponding Darboux transformations for Jost solutions and solutions corresponding to
the discrete spectrum. We formulate conditions of reality and regularity of the potentials
constructed by these means and derive spectral data of the transformed Jost solutions
(in analogy with [26], where transformations of the continuous spectra were considered).
In Sec. 3 this recursion procedure is solved in terms of the original potential u(x) and
its Jost solution Φ(x, k). By these means we get a solution depending on (N + 1)N
complex parameters describing N solitons superimposed to a generic background. Nec-
essary and sufficient conditions satisfied by these parameters in order to get a regular
and real solution are explicitly given. In the case u(x) ≡ 0 we recover not only the
multisoliton solutions obtained in [21], but we are able to identify all the regular and real
solutions in the essentially more general class of multisoliton solutions derived in [22].
This extension based on the condition that the values of the Jost solution at the points
of discrete spectrum are given as linear combinations of values of this solution in the
conjugated points essentially complicates the whole construction, but the corresponding
solutions are of the type essential for applications (see [9]–[10]). In Sec. 4 we present the
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leading asymptotic behavior on the x-plane of the constructed potentials. We show that
this behavior is indeed of the type (1.2) and that it essentially depends on the signs of
the imaginary parts of parameters λ of the Ba¨cklund transformations. This essentially
distinguishes the case of the two dimensional nonstationary Schro¨dinger equation from
the case of the one dimensional stationary equation. In a forthcoming publication these
results will be applied to the study of perturbations of such potentials, i.e. to the generic
potentials of the type (1.2) by means of the formulation of the scattering problem on
nontrivial background as suggested in [5].
2 Recursion procedure
Formulas (1.19), (1.20), and (1.21) enable us to formulate the recursion procedure for
composing an arbitrary number of binary Ba¨cklund transformations. Indeed, if φn(x, k)
solves equation (1.4) with potential un(x),
i∂x2φn(x, k) + ∂
2
x1
φn(x, k) = un(x)φn(x, k), (2.1)
then we specify Eq. (1.21) for φn+1 in the following way:
φn+1(x, k) = φn(x, k)−
−gn+1(x)
B′n+1(k) + x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)φn(x
′
1, x2, k)
 , (2.2)
where we introduced notations
gn+1(x) =
φn(x, λn+1)
∆n+1(x)
, (2.3)
∆n+1(x) = cn+1 +
x1∫
−λn+1ℑ∞
dx′1|φn(x
′
1, x2, λn+1)|
2, (2.4)
n = 0, 1, . . . ,
and cn+1 and B
′
n+1(k) are some x-independent constant and function of k, correspond-
ingly. Then φn+1 has to be a solution of the shifted (n→ n+1) Eq. (2.1) with potential
un+1(x) = un(x)− 2∂
2
x1
log∆n+1(x). (2.5)
In what follows it is convenient to write all φn as sums of two solutions of (2.1),
φn(x, k) = Fn(x, k) + fn(x, k), (2.6)
that are given by the recursion relations
Fn+1(x, k) = Fn(x, k)− gn+1(x)
x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k), (2.7)
fn+1(x, k) = fn(x, k) −
−gn+1(x)
Bn+1(k) + x1∫
−λn+1ℑ∞
dx′1φn(x
′
1, x2, λn+1)fn(x
′
1, x2, k)
 , (2.8)
n = 0, 1, . . . ,
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where functions Bn+1(k) differ from B
′
n+1(k) because of the different bottom limits of
integrals in Eqs. (2.7) and (2.8). We also put
u0(x) = u(x), F0(x, k) = Φ(x, k), f0(x, k) = 0, (2.9)
so that we start with the standard, real, regular, and rapidly decaying at space infinity
potential u.
Properties of all these objects are given in the following
Theorem 2.1 Let the potential u(x) in (1.1) be real and rapidly decaying at space infinity
and let Φ(x, k) be the Jost solution of this equation, i.e. let Φ(x, k) be defined by (1.5)
and (1.7). Let also the sets of complex constants λ1, λ2, . . ., real nonzero constants c1,
c2, . . . obey the following conditions:
λnℑ 6= 0, n = 1, 2, . . . , (2.10)
|λ1ℑ| > |λ2ℑ| > . . . , (2.11)
λnℑcn > 0, n = 1, 2, . . . , (2.12)
and let be given some functions B1(k), B2(k), . . . of the complex parameter k .
1. Integrals in (2.7), (2.8), and (2.4) converge and define regular functions of x and
k, for kℑ 6= 0, kℑ + λjℑ 6= 0 (j = 1, 2, . . . , n). Functions ∆n+1(x) have no zeroes
on the x-plane.
2. There exist nonzero limits
lim
x1→±kℑ∞
eikx1+ik
2x2Fn(x, k) = An(±, k) (2.13)
that are independent of x2 and obey the recursion relation
A0(±, k) = 1, (2.14)
An+1(±, k) =
[
1 + θ(±kℑλn+1ℑ)
2iλn+1ℑ
λn+1 − k
]
An(±, k). (2.15)
3. There exist finite nonzero limits
lim
|x1|→∞
eiλn+1ℜx1+|λn+1ℑx1|gn+1(x) =
=

2λn+1ℑ
An(+, λn+1)
e−iλ¯
2
n+1x2 , x1 → +λn+1ℑ∞,
An(−, λn+1)
cn+1
e−iλ
2
n+1x2 , x1 → −λn+1ℑ∞,
(2.16)
4. There exist finite nonzero limits (for n ≥ 1)
lim
|x1|→∞
eiλnℜx1+|λnℑx1|fn(x, k) =
= −

(Bn(k) + bn(k))
2λnℑ
An−1(+, λn)
e−iλ¯
2
nx2 , x1 → +λnℑ∞,
Bn(k)
An−1(−, λn)
cn
e−iλ
2
nx2 , x1 → −λnℑ∞,
(2.17)
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where the functions
bn(k) = sgnλnℑ
+∞∫
−∞
dx′1φn−1(x
′
1, x2, λn)fn−1(x
′
1, x2, k) (2.18)
are x2-independent.
5. Functions Fn(x, k), gn(x), fn(x, k), and φn(x, k) solve the nonstationary Schro¨din-
ger equation (2.1) with potential
un(x) = u(x)− 2∂
2
x1
log
n∏
j=1
∆j(x). (2.19)
6. Functions
Φn(x, k) =
Fn(x, k)
An(−, k)
, n = 1, 2, . . . , (2.20)
are the Jost solutions of the Eq. (2.1) with potential (2.5), i.e.
χn(x, k) = e
ikx1+ik
2x2Φn(x, k) (2.21)
obey the modified integral equations (1.17) with un(x) from (2.19) substituted for
u(x).
The proof of the theorem is by induction on n. Therefore, it will be sometime useful
in referring to a formula (#) depending on n to make explicit this dependence by writing
(#)n and then (#)n+1 when the same formula is considered for n→ n+ 1.
We divide the proof into a sequence of Lemmas.
Lemma 2.1 Let for some n ≥ 1 the functions Fn and fn be regular functions of x and
k, for kℑ 6= 0, kℑ+λjℑ 6= 0 (j = 1, 2, . . . , n) and obey statements 2 and 4 of the theorem,
or let they be given by (2.9) for n = 0. Let the functions Bn(k) be regular functions of
k and λn, λn+1, cn+1 obey (2.10)–(2.12). Then for φn defined in (2.6) there exists the
limit
lim
x1→±kℑ∞
eikx1+ik
2x2φn(x, k) = An(±, k), k ∈ C, |kℑ| < |λnℑ|, (2.22)
where An is given in (2.13) and ∆n+1 determined by (2.4) exists, has no zeroes on the
x-plane and obeys the asymptotic behavior
∆n+1(x)→

∣∣An(+, λn+1)∣∣2
2λn+1ℑ
e2λn+1ℑ(x1+2λn+1ℜx2), x1 → +λn+1ℑ∞,
cn+1, x1 → −λn+1ℑ∞,
(2.23)
where in the case n = 0 in agreement with (2.6) A0 = 1.
Proof. In the case n = 0 (2.22) is nothing but the direct consequence of (1.7) and (2.9).
If n ≥ 1 then this asymptotic behavior of φn trivially follows from (2.6), (2.13) and (2.17).
Thanks to this asymptotic behavior taking into account that |λnℑ| > |λn+1ℑ| > 0 we
get convergency of the integral in (2.4). Asymptotics (2.23) follows from (2.22). Taking
into account that ∆n+1 by definition is a monotonous function of x1 and that thanks
to (2.12) the signs of both asymptotic limits in (2.23) coincide, we see that this function
has no zeroes on the x-plane.
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Lemma 2.2 Under conditions of Lemma 2.1 function gn+1 as defined by (2.3) is regular
and obeys the asymptotic properties (2.16).
Proof of this Lemma follows directly from results of Lemma 2.1 as ∆n+1 has no zeroes
and the asymptotic behaviors (2.22), (2.23) guarantee that gn+1 decays with proper ex-
ponent for growing x. The exact values of the limits are also readily obtained from (2.22)
and (2.23).
Lemma 2.3 Under conditions of Lemma 2.1 the function fn+1 as defined by (2.8) is
regular and obeys the asymptotic properties (2.17)n+1 and (2.18)n+1.
Proof. Convergency of the integral in (2.8) and regularity of fn+1 follow directly from
Lemma 2.1 if we take into account that by (2.11) |λn+1ℑ| < |λnℑ|. In fact, thanks to
this inequality, by (2.22)n and (2.17)n the integrals
∫ x1
±∞ φn(x
′
1, x2, λn+1)fn(x
′
1, x2, k) are
convergent. Then from (2.8) we get
eiλn+1ℜx1+|λn+1ℑx1|fn+1(x, k) = e
iλn+1ℜx1+|λn+1ℑx1|fn(x, k)−
−eiλn+1ℜx1+|λn+1ℑx1|gn+1(x)
Bn+1(k) + x1∫
−λn+1ℑ∞
dx′1φn(x
′
1, x2, λn+1)fn(x
′
1, x2, k)
 .
The asymptotic property (2.17)n guarantees that the first term in the r.h.s. goes to zero
when |x1| → ∞ because of condition |λn+1ℑ| < |λnℑ|. The first factor of the second term
has finite limits by Lemma 2.2 and thanks to the mentioned convergency of the integral
in brackets we prove (2.17)n+1 and (2.18)n+1.
Lemma 2.4 Under conditions of Lemma 2.1 Fn+1 as defined by (2.7) is a regular func-
tion obeying asymptotic property (2.13)n+1 and An+1 is given by means of (2.15).
Proof. Convergency of the integral in (2.7) follows from the asymptotic behav-
iors (2.13)n and (2.22)n and then regularity of Fn+1 from Lemma 2.2. In order to
prove (2.13)n+1, first, we consider the asymptotic behavior of the integral term:
ei(k−λ¯n+1)x1+i(k
2−λ¯2n+1)x2
x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k)→
→ An(± sgn(kℑλn+1ℑ), λn+1)
An(±, k)
i(λn+1 − k)
, x1 → ±kℑ∞, (2.24)
where (2.13)n and (2.22)n were used. Let us now write (2.7) as
eikx1+ik
2x2Fn+1(x, k) = e
ikx1+ik
2x2Fn(x, k)−
−eλn+1ℑx1−|λn+1ℑx1|
(
eiλn+1ℜx1+|λn+1ℑx1|+iλ¯
2
n+1x2gn+1(x)
)
×
×
ei(k−λ¯n+1)x1+i(k2−λ¯2n+1)x2 x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k)
 .
In the first term of the r.h.s. we can use (2.13)n. The second term is given as a product
of three multipliers, each of them having finite limit for x1 going to infinity. Moreover,
the first of them has nonzero limit only for x1 → λn+1ℑ∞. Then (2.15)n+1 follows
from (2.16)n proved in Lemma 2.2 and the asymptotic limit of the last multiplier given
above.
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Lemma 2.5 If under the assumptions of Lemma 2.1 statement 5 of Theorem 2.1 is satis-
fied then this statement is also valid for n→ n+1 with potential un+1 given in (2.19)n+1.
Proof. By the inductive hypothesis φn obeys
(i∂x2 + ∂
2
x1
− un(x))φn(x, k) = 0 (2.25)
and the same equation is valid for Fn, gn, and fn. Thus by identity (1.23)
i∂x2
x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k) = −W (φn(x, λn+1), Fn(x, k)),
where the asymptotic behaviors (2.13) and (2.22) were taken into account. Analogously
from (2.4) we get
i∂x2∆n+1(x) = −W (φn(x, λn+1), φn(x, λn+1)). (2.26)
Then by (2.3) and (2.25) we get
(i∂x2 + ∂
2
x1
− un+1(x))gn+1(x) = 0 (2.27)
with potential un+1(x) defined as in (2.5). Now, by (2.6), (2.7) and (2.8) it is easy to
check that Fn+1, fn+1, and φn+1 solve (2.27).
Lemma 2.6 If under the assumptions of Lemma 2.1 statement 5 of Theorem 2.1 is
fulfilled then statement 6 is valid for n→ n+ 1.
Proof. We have to demonstrate that χn+1 as defined by (2.20) and (2.21) obeys
integral equation (1.17) with un+1 given in (2.5). Since we know from Lemma 2.5 that
Fn+1 obeys differential equation (2.27), we can write∫
dx′∂x1G0(x − x
′, k)un+1(x
′)χn+1(x
′, k) =
=
∫
dx′∂x1G0(x− x
′, k)(i∂x′
2
+ ∂2x′
1
− 2ik∂x′
1
)χn+1(x
′, k).
Taking into account that the ∂x1 derivative cancels the slowly decaying terms in the
asymptotic behavior of the Green’s function we can integrate by parts and then use (1.9).
Thus
1 +
x1∫
−kℑ∞
dy1
∫
dx′∂y1G0(y1 − x
′
1, x2 − x
′
2, k)un+1(x
′)χn+1(x
′, k) =
= 1 +
x1∫
−kℑ∞
dy1∂y1χn+1(y1, x2, k) =
= 1 + χn+1(x, k)− lim
x1→−kℑ∞
χn+1(x, k).
This proves the lemma thanks to (2.13), (2.20) and (2.21). In the same way it is easy to
show that gn(x) and fn(x, k) obey the corresponding homogeneous integral equation.
Proof of the Theorem 2.1 now follows from Lemmas 2.1–2.6 by induction on n since
thanks to (2.9) the theorem is valid for n = 0.
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Corollary 2.1 We have scalar products∫
dx′1Fn(x
′
1, x2, k + p)Fn(x
′
1, x2, k¯) = 2piδ(p), p ∈ R, (2.28)∫
dx′1Fn(x
′
1, x2, k + p)fn(x
′
1, x2, k¯) = 0. (2.29)
Proof. By means of (2.7) we have
Fn+1(x, k + p)Fn+1(x, k¯) = Fn(x, k + p)Fn(x, k¯)−
−∂x1
 1
∆n+1(x)
x1∫
−(kℑ+λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k + p)×
×
x1∫
(kℑ−λn+1ℑ)∞
dx′1φn(x
′
1, x2, λn+1)Fn(x
′
1, x2, k¯)

It is easy to see that the integral of the last term is equal to zero and, therefore, we get∫
dx′1Fn+1(x
′
1, x2, k + p)Fn+1(x
′
1, x2, k¯) =
∫
dx′1Fn(x
′
1, x2, k + p)Fn(x
′
1, x2, k¯) (2.30)
that proves (2.28) thanks to (1.11) and (2.9). The second equality is derived analogously.
Corollary 2.2 Fn(x, k) is an analytic function in the complex plane of k with possible
discontinuity at the real axis and poles at points k = λj, j = 1, . . . , n.
Proof. Indeed, by definition (2.7) we see that Fn+1 inherits analyticity proper-
ties of Fn and has an additional discontinuity at kℑ = −λn+1ℑ. Thanks to (2.7)
and (2.28), (2.29) we have that
Fn+1(x, kℜ − i(λn+1ℑ + 0))− Fn+1(x, kℜ − i(λn+1ℑ − 0)) =
= 2piδ(kℜ − λn+1ℜ)gn+1(x). (2.31)
Thus we see, that Fn+1(x, k) has an additional pole at k = λ¯n+1,
Fn+1(x, k) = −
ign+1(x)
k − λn+1
+O(1), k → λ¯n+1. (2.32)
Corollary 2.3 Because of (2.14) and (2.15)
An(±, k) =
n∏
j=1
(
k − λj
k − λj
)θ(±kℑλjℑ)
. (2.33)
Thus An(−, k) is a meromorphic function discontinuous on the real axis of k that has
simple poles at k = λ¯j, j = 1, . . . , n.
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Corollary 2.4 Let us introduce the transmission coefficients
an(k) =
An(+, k)
An(−, k)
=
n∏
j=1
(
k − λj
k − λj
)sgn kℑλjℑ
. (2.34)
Then like in the one-dimensional case
an(k) = lim
x1→+kℑ∞
χn(x, k). (2.35)
This function is analytic in the upper and bottom half planes with a discontinuity at the
real axis and has simple zeroes at points k = λj and k = λj, j = 1, . . . , n.
Corollary 2.5 Φn(x, k) is an analytic function in the complex plane of k with possible
discontinuity at the real axis and
Φn+1(x, λ¯n+1) = −
gn+1(x)
2λn+1ℑ
n∏
j=1
(
λn+1 − λj
λn+1 − λj
)θ(λn+1ℑλjℑ)
. (2.36)
Proof follows from Corollaries 2.2 and 2.3 since the singularities of Fn(x, k) in the
complex plane are compensated by normalization (2.20). Then (2.36) follows from (2.32).
Corollary 2.6 Let the boundary values of Φn(x, k) and an(k) at the real axis be defined
in analogy with (1.13). Then for these values we have relation
Φ+n (x, k)
a+n (k)
= Φ−n (x, k) +
∫
dpΦ−n (x, p)Fn(p, k). (2.37)
(cf. (1.16)), where continuous part of the spectral data is given by
Fn(k, p) = F(k, p)
n∏
j=1
(
(k − λj)(p− λj)
(k − λj)(p− λj)
)θ(λjℑ)
, k, p ∈ R. (2.38)
Proof. For the boundary values of Fn(x, k) at the real axis in analogy with (2.30) we
derive∫
dx′1F
∓
n+1(x
′
1, x2, k)F
±
n+1(x
′
1, x2, p) =
∫
dx′1F
∓
n (x′1, x2, k)F
±
n (x
′
1, x2, p) =
= 2piδ(k − p) (2.39)∫
dx′1F
+
n+1(x
′
1, x2, k)F
+
n+1(x
′
1, x2, p) =
∫
dx′1F
+
n (x′1, x2, k)F
+
n (x
′
1, x2, p) =
= 2piF(k, p) + 2piδ(k − p), (2.40)
where (1.14) and (1.15) were used. Then (2.37) follows from definition (2.20) and (2.33).
3 Resolution of the recursion relations
In order to resolve the recursion relations explicitly we introduce
Bl,m(x) =
x1∫
−(λlℑ+λmℑ)∞
dx′1Φ(x
′
1, x2, λl)Φ(x
′
1, x2, λm), (3.1)
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βl(x, k) =
x1∫
−(kℑ+λlℑ)∞
dx′1Φ(x
′
1, x2, λl)Φ(x
′
1, x2, k), (3.2)
l,m = 1, 2, . . . ,
so that
Bl,m(x) = βl(x, λm) = βm(x, λl). (3.3)
Let Bn(x) denotes the n× n matrix
Bn(x) = ‖Bl,m(x)‖l,m=1,...,n (3.4)
and let us define the following row and two columns
Φ(x) = (Φ(x, λ1), . . . ,Φ(x, λn)), (3.5)
β(x, k) = (β1(x, k), . . . , βn(x, k))
T, (3.6)
γ(x, k) = (γ1(k), . . . , γn(k))
T, (3.7)
where subscript T means transposition and γn(k) are some given functions such that
matrix
Cn = ‖cl,m‖l,m=1,...,n, cl,m = γl(λm), (3.8)
is Hermitian. Let us denote
An(x) = Cn +Bn(x), (3.9)
that is also Hermitian matrix by construction.
In order to formulate conditions of regularity of the potential un(x) we introduce also
matrices
Cn(y) = ‖{cl,m| yλlℑ > 0, yλmℑ > 0}‖l,m=1,...,n, (3.10)
where y is some real parameter, in fact its sign. Their sizes can be less than n × n, as
they are constructed by removing from matrix Cn those rows and columns that do not
obey the inequalities in (3.10). These matrices are Hermitian also and if all rows and
columns are removed, then we put by definition detCn(y) = 1. Let also Λn(y) denote
matrix with entries −i(λl − λm)
−1 obeying the same properties as in (3.10). One can
show that
detΛn(y) =
n∏
l=1
(2λlℑ)
−θ(yλlℑ)
n∏
l,m=1
l 6=m
∣∣∣∣λl − λmλl − λm
∣∣∣∣θ(yλlℑ)θ(yλmℑ) . (3.11)
In these terms we impose the following conditions on the constants cl,m:
± Cn(±) > 0 (3.12)
and prove the following
Theorem 3.1 Let conditions (2.10), (2.11), and (3.12) be fulfilled. Then for any n =
1, 2, . . . and x
detAn(x)
n∏
l=1
λlℑ > 0, detA0(x) = 1, (3.13)
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and the solutions of the recursion equations (2.5)–(2.9) are given by means of the follow-
ing relations:
∆n(x) =
detAn(x)
detAn−1(x)
, (3.14)
Fn(x, k) =
1
detAn(x)
∣∣∣∣ An(x) β(x, k)Φ(x) Φ(x, k)
∣∣∣∣ , (3.15)
fn(x, k) =
1
detAn(x)
∣∣∣∣ An(x) γ(k)Φ(x) 0
∣∣∣∣ , (3.16)
gn(x) =
−1
detAn(x)
∣∣∣∣ An(x) enΦ(x) 0
∣∣∣∣ , en = (0, . . . 0, 1)T, (3.17)
un(x) = u(x)− 2∂
2
x1
log detAn(x), (3.18)
n = 1, 2, . . .
Moreover, for the constants cn in (2.4) we have relation
cn+1 =
detCn+1(λn+1ℑ)
detCn(λn+1ℑ)
, (3.19)
where the matrices Cn(±) are defined in (3.12).
In order to prove that these relations resolve (2.5)–(2.9) we need to calculate all
involved integrals. By (2.6), (3.15) and (3.16)
φn(x, k) =
1
detAn(x)
∣∣∣∣ An(x) γ(k) + β(x, k)Φ(x) Φ(x, k)
∣∣∣∣ , (3.20)
so that
φn(x, λn+1) =
1
detAn(x)
∣∣∣∣ An(x) A∗,n+1(x)Φ(x) Φ(x, λn+1)
∣∣∣∣ , (3.21)
where we introduced the column
A∗,n+1(x) = (A1,n+1(x), . . . , An,n+1(x))
T (3.22)
and used (3.3), (3.8), and (3.9) in order to write γm(λn+1) + βm(x, λn+1) = Am,n+1(x).
Let us also introduce the matrix
An+1(x, k) =
(
An(x) γ(k) + β(x, k)
An+1,∗(x) βn+1(x, k)
)
, (3.23)
where the row An+1,∗(x) is the transposition of the column (3.22). Below for any matrix
A we denote as A(k,l) the same matrix with removed l-th row and m-th column, say,
A
(l,m)
n+1 (x) = ‖(An+1(x, k))i,j‖ i,j=1,...,n,
i6=l, j 6=m
. (3.24)
Lemma 3.1 Let Theorem 3.1 be valid for some n. Then
φn(x, λn+1)φn(x, k) = ∂x1
detAn+1(x, k)
detAn(x)
. (3.25)
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Proof. Thanks to notation (3.23) we can write the expansions of (3.21) and (3.20)
with respect to the last row as
φn(x, λn+1) =
1
detAn(x)
n+1∑
k=1
(−1)n+1+kΦ(x, λk) detA
(k,n+1)
n+1 (x, k), (3.26)
φn(x, k) =
1
detAn(x)
[ n∑
l=1
(−1)n+l+1Φ(x, λl) detA
(n+1,l)
n+1 (x, k) +
+Φ(x, k) detA
(n+1,n+1)
n+1 (x)
]
. (3.27)
Then taking into account (3.1), (3.3), (3.9), and (3.23) we get that Φ(x, λm)Φ(x, λl) =
∂x1(An+1(x, k))m,l, l ≤ n, and Φ(x, λm)Φ(x, k) = ∂x1(An+1(x, k))m,n+1. Thus
φn(x, λn+1)φn(x, k) =
=
n+1∑
k,l=1
(−1)k+l
(
∂x1An+1(x, k)
)
k,l
det2An(x)
detA
(k,n+1)
n+1 (x, k) detA
(n+1,l)
n+1 (x, k)
and the statement of the lemma follows from the known property of determinants: If An,
n = 1, 2, . . ., are n× n matrices depending on some parameter and such that for every n
the matrix An is just the upper main minor of matrix An+1 then we have the identity
(detAn+1)
′ detAn − (detAn)
′ detAn+1 =
=
n+1∑
k,l=1
(−1)k+lA′k,l detA
(k,n+1)
n+1 detA
(n+1,l)
n+1 , (3.28)
where prime denotes derivative with respect to this parameter.
Lemma 3.2 Let An be defined in (3.9). Then the leading asymptotic behavior of its
determinant for |x1| → ∞ and x2 fixed is given by
detAn(x) = detCn(∓) detΛn(±)
n∏
j=1
∣∣∣1 + e−iλjx1−iλ2jx2 ∣∣∣2 , x1 → ±∞, (3.29)
where matrices Cn(∓) and detΛn(±) are defined in (3.10) and (3.11).
Proof. Let us introduce the n× n diagonal matrix
Dn(x) = diag
{
1 + e−iλjx1−iλ
2
jx2
}n
j=1
. (3.30)
Then, taking into account that thanks to (1.5), (1.10), and (3.2)
ei(k−λ¯l)x1+i(k
2−λ¯2l )x2βl(x, k)→
1
i(λl − k)
ei(λm−λ¯l)x1+i(λ
2
m−λ¯
2
l )x2Bl,m(x)→
1
i(λl − λm)
(3.31)
for |x1| → ∞ we derive that
lim
x1→±∞
Dn(x)
−1
An(x)Dn(x)
−1 = αn(±), (3.32)
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where the n× n matrices αn(±) = ‖αl,m(±)‖l,m=1,...,n, α0 = 1, are defined by means of
their entries
αl,m(±) = θ(λlℑλmℑ)
(
cl,mθ(∓λlℑ) +
θ(±λlℑ)
i(λl − λm)
)
. (3.33)
We see that due to (3.33) only entries (l,m) in the l.h.s. obeying condition λlℑλmℑ > 0
can give nontrivial limits. It is easy to notice that entries such that λlℑλmℑ < 0 are
decaying at least as e−|λnℑx1|, i.e. by (2.11) as the lowest exponential involved in the
matrix An.
Taking into account the block structure of the matrix αn(±) we get by (3.12)
detαn(±) = detCn(∓) detΛn(±),
that gives (3.29).
Lemma 3.3 Let Theorem 3.1 be valid for some n and let λ1, . . . , λn+1 obey (2.11). Then
for ∆n+1(x) defined in (2.4) we have equality (3.14)n+1 where the coefficient cn+1,n+1 of
the matrix An+1(x) is given by
cn+1,n+1 = cn+1 + Cn+1,∗(λn+1ℑ)C
−1
n (λn+1ℑ)C∗,n+1(λn+1ℑ), (3.34)
where Cn+1,∗(λn+1ℑ) and C∗,n+1(λn+1ℑ) are the last row and column of Cn+1(λn+1ℑ).
Moreover, matrix An+1(x) obeys property (3.13)n+1.
Proof. In order to calculate the integral in (2.4) we use (3.21), so γm(λn+1) = cm,n+1.
Then by Lemma 3.1
φn(x, λn+1)φn(x, λn+1) = ∂x1
detAn+1(x)
detAn(x)
,
where we used that in this case detAn+1(x, λn+1) = detAn+1(x) − cn+1,n+1 detAn(x)
by (3.23). Then by Lemma 3.2 we see that the integral in (2.4) is convergent and that
∆n+1(x) = cn+1 +
detAn+1(x)
detAn(x)
−
detCn+1(λn+1ℑ) detΛn+1(−λn+1ℑ)
detCn(λn+1ℑ) detΛn(−λn+1ℑ)
.
By definition (3.11)
Λn+1(−λn+1ℑ) = Λn(−λn+1ℑ), (3.35)
thus the determinants of Λ cancel out and (3.14)n+1 follows by (3.19). The latter one
is equivalent to (3.34) thanks to the following property of the determinants of bordered
matrices:
1
detCn
∣∣∣∣ Cn C∗,n+1Cn+1,∗ cn+1,n+1
∣∣∣∣ = cn+1,n+1 − Cn+1,∗C−1n C∗,n+1. (3.36)
In order to prove (3.13)n+1 let us mention first that by (3.10)
Cn+1(−λn+1ℑ) = Cn(−λn+1ℑ). (3.37)
Second, let v be an arbitrary n-column and let vn+1 be an arbitrary complex scalar.
Then we have(
v†, vn+1
)
Cn+1(λn+1ℑ)
(
v
vn+1
)
= w†Cn(λn+1ℑ)w + |vn+1|
2cn+1, (3.38)
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where in the last term (3.19) was used and we denoted
w = v + vn+1C
−1
n (λn+1ℑ)C∗,n+1(λn+1ℑ).
Thus we see that conditions (3.12)n+1 for one of the signs trivially follow from (3.37)
and for the other sign are equivalent to the condition cn+1λn+1ℑ > 0, that in its turn by
Theorem 2.1 is equivalent to the condition that ∆n+1(x) has no zeroes on the x-plane
and its sign is equal to the sign of λn+1ℑ. Then finally (3.13)n+1 follows from (3.14)n+1
and the proof of lemma is completed.
Lemma 3.4 Let Theorem 3.1 be valid for some n and let λ1, . . . , λn+1 obey (2.11). Then
for gn+1(x) defined in (2.3) we have equality (3.17)n+1.
Proof. By (2.3), (3.14), and (3.21)
gn+1(x) =
1
detAn+1(x)
∣∣∣∣ An(x) A∗,n+1(x)Φ(x) Φ(x, λn+1)
∣∣∣∣ (3.39)
that is nothing but (3.17)n+1 expanded with respect to the last column.
Lemma 3.5 Let Theorem 3.1 be valid for some n and let λ1, . . . , λn+1 obey (2.11). Then
for Fn+1(x) as defined in (2.7) we have equality (3.15)n+1.
Proof. We need to calculate the integral with Fn in (2.7). Thus in order to use (3.25)
for this lemma we have to choose in (3.20) and, correspondingly, in (3.23) all γl(k) = 0.
Then from Lemma 3.1 we get
Fn+1(x, k) = Fn(x, k)− gn+1(x)
x1∫
−(kℑ+λn+1ℑ)∞
dx′1∂x′
1
detAn+1(x
′
1, x2, k)
detAn(x
′
1, x2)
. (3.40)
Using the property (3.36) we get by (3.23) and (3.30) that
detAn+1(x, k)
detAn(x)
= βn+1(x, k)−
−
n∑
l,m=1
cn+1,l +Bn+1,l(x)
1 + e−iλlx1−iλ
2
l
x2
βm(x, k)
1 + eiλ¯mx1+iλ¯
2
mx2
((
D
−1
n (x)An(x)D
−1
n (x)
)−1)
l,m
.
We need to consider the limit x1 → −(kℑ+λn+1ℑ)∞ of the r.h.s. Thanks to the asymp-
totic behavior (3.31) the first term goes to zero. By Lemma 3.2 we know that the matrix
(D
−1
n AnD
−1
n )
−1 has finite nonzero limit and that entries of this matrix corresponding
to λlℑλmℑ < 0, as it was mentioned for the inverse matrix in the proof of Lemma 3.2,
exponentially decay as e−|λnℑx1|. Then we can write for the asymptotics of βm(x, k)
that ekℑx1 = e(kℑ+λn+1ℑ)x1e−λn+1ℑx1 where the first factor decays by the sign of infinity
and because of condition (2.11) the second factor is majorized by some of the decaying
exponents.
Now by means of (3.15)n and (3.39) we get from (3.40)
Fn+1(x, k) =
1
detAn(x) detAn+1(x)
∣∣∣∣ An(x) Z(x, k)Φ(x) zn+1(x, k)
∣∣∣∣ , (3.41)
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where we introduced the column Z = (z1, . . . , zn)
T and the entry zn+1 as follows:
Z = β(x, k) detAn+1(x) −A∗,n+1(x)
∣∣∣∣ An(x) β(x, k)An+1,∗(x) βn+1(x, k)
∣∣∣∣ ,
zn+1 = Φ(x, k) detAn+1(x) − Φ(x, λn+1)
∣∣∣∣ An(x) β(x, k)An+1,∗(x) βn+1(x, k)
∣∣∣∣ .
By means of (3.23) with γ(k) = 0 this can be rewritten as
zj = (An+2(x, k))j,n+2 detA
(n+2,n+2)
n+2 (x, k)−
−(An+2(x, k))j,n+1 detA
(n+2,n+1)
n+2 (x, k)
zn+1 = Φ(x, k) detA
(n+2,n+2)
n+2 (x, k)− Φ(x, λn+1) detA
(n+2,n+1)
n+2 (x, k).
We see that the determinant in (3.41) is unchanged if all z1, . . . , zn+1 are replaced with
z˜j =
n+2∑
l=1
(−1)n+l(An+2(x, k))j,l detA
(n+2,l)
n+2 (x, k), k = 1, . . . , n,
z˜n+1 = Φ(x, k) detA
(n+2,n+2)
n+2 (x, k) +
n+1∑
l=1
(−1)n+lΦ(x, λl) detA
(n+2,l)
n+2 (x, k),
as all additional terms are just columns proportional to some other columns of deter-
minant in (3.41). On the other side we see that all z˜j for j = 1, . . . , n are equal to
determinants of the matrix An+2(x, k) with row n+2 replaced with l-th row of the same
matrix. So all of them are equal to zero and thus the determinant in (3.41) is equal
to z˜n+1 detAn(x). On the other side z˜n+1 is nothing but expansion of the determinant
in (3.15)n+1 with respect to the last row. The lemma is proved.
Lemma 3.6 Let Theorem 3.1 be valid for some n and let λ1, . . . , λn+1 obey (2.11). Then
for fn+1(x) as defined in (2.8) we have equality (3.16)n+1.
Proof. We need to calculate the integral with fn in (2.8). Thus we have to replace
in (3.20) in the last column β(x, k) and Φ(x, k) with zeros. Correspondingly, Lemma 3.1
must be used with a matrix An+1(x, k) as in (3.23) with only γ-terms in the last col-
umn and zero on the bottom place. Using the same consideration as in Lemma 3.5
we prove that for such matrix An+1(x, k) the limit of detAn+1(x, k) detA
−1
n (x) for
x1 → −λn+1ℑ∞ is finite, and then the integral in (2.8) is convergent. Continuing in
this way we prove (3.16)n+1 and get relation between Bn+1(k) and γn+1(k). We omit
these details, as in what follows solutions fn(x, k) are not used.
Proof of the Theorem 3.1 follows by induction on the base of the lemmas proved
above, if we notice that for n = 1 the formulation of the theorem coincides with formu-
las (2.3)–(2.8) for n = 0 if we take into account (2.9) and condition (2.12) for n = 1.
As well Eq. (3.18)n+1 follows from (2.5) and (3.18)n thanks to (3.14)n+1, i.e. thanks
to Lemma 3.3. Let us emphasize that reality and regularity of potentials un for all n
are equivalent to conditions that matrices Cn are Hermitian and obey property (3.12).
These properties are independent on the original potential u(x), so they coincide with
the conditions given in [22], where nondiagonal matrix Cn was introduced first time for
the case u(x) ≡ 0.
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Corollary 3.1
Φn(x, λm) =
n∑
l=1
dl,mΦn(x, λl), (3.42)
where we introduced the constants
dl,m = 2cl,mλlℑ
n∏
j=1
j 6=l
(
λl − λj
λl − λj
)θ(λlℑλjℑ) n∏
j=1
(
λm − λj
λm − λj
)θ(−λmℑλjℑ)
. (3.43)
Proof. Taking (1.11) into account we use (3.2) and (3.6) in (3.15) in order to write
Fn(x, kℜ − iλlℑ + i0)− Fn(x, kℜ − iλlℑ − i0) = −2piδ(kℜ − λlℜ)ϕl(x), l = 1, . . . , n,
where in analogy with (3.17) we introduced
ϕl(x) =
−1
detAn(x)
∣∣∣∣ An(x) elΦ(x) 0
∣∣∣∣ , (3.44)
where el = (0, . . . 0, 1, 0, . . .0)
T is a column with 1 on the l-th place only. Thus as we
already know from Corollary 2.2 Fn has poles at points k = λl and
res
k=λl
Fn(x, k) = −iϕl(x).
Then by (2.20) and Corollary 2.3
Φn(x, λl) =
ϕl(x)
2λlℑ
n∏
j=1
j 6=l
(
λl − λj
λl − λj
)θ(λlℑλjℑ)
.
On the other side directly by (3.15), again taking into account (2.20) and Corollary 2.3
we have
Φn(x, λm) =
n∑
l=1
cl,mϕl(x)
n∏
j=1
(
λm − λj
λm − λj
)θ(−λmℑλjℑ)
that proves the statement.
This corollary completes the formulation of the inverse problem for the Jost solution
Φn as its discontinuity at the real axis was given by Corollary 2.6.
Corollary 3.2 Condition (2.11) for the final formulas (3.15) and (3.18) can be omitted.
Proof. Indeed, this condition was relevant only for the proof that these formulas obey
recursion procedure of the Theorem 2.1. On the other side Eqs. (3.15), (3.18), and (3.12)
are invariant under any permutation of λj ’s obeying (2.10).
4 Properties of potentials.
We proved that potentials given by (3.18) are real and regular and these properties are
equivalent to Hermiticity of the matrix Cn defined in (3.8) and conditions (3.12). Here
we demonstrate that these potentials are of the type (1.2). So we have to study their
asymptotic behavior when x1 is replaced with x1 − 2µx2 and x2 →∞, where x1 is fixed
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and µ is a parameter determining the direction of asymptotics on the x-plane. In the
same way like in Lemma 3.2 it is easy to prove that the leading term of the potential
is decaying for all µ 6= λ1ℜ, . . . , λnℜ. Taking into account that the original potential is
rapidly decaying we have by (3.18) for this limit
lim
x2→∞
un(x1 − 2λjℜx2, x2) = −2 lim
x2→∞
∂2x1 log detAn(x1 − 2λjℜx2, x2). (4.1)
In analogy with Lemma 3.2 we introduce the diagonal matrix
Γl,m = δl,mδl,j + δl,m(1− δl,j)
(
1 + e−iλlx1−i(λl−λjℜ)
2x2−iλ
2
jℑx2
)
.
It is obvious that in (4.1) we can replace matrix An with matrix Γ
−1
AnΓ
−1 without
changing the value of the limit. In what follows we denote the transformations of the
matrix An that do not affect the limit (4.1) by sign ≃. Let now introduce in analogy
with (3.33) the (n− 1)× (n− 1) matrix
α(j,±) = ‖αl,m(j,±)‖l,m=1,...,n, l,m 6=j , (4.2)
αl,m(j,±) = cl,mθ(∓λlℑ(λlℜ − λjℜ))θ(∓λmℑ(λmℜ − λjℜ)) +
+
θ(±λlℑ(λlℜ − λjℜ))θ(±λmℑ(λmℜ − λjℜ))
i(λl − λm)
. (4.3)
This matrix has block structure and in analogy with (3.10)–(3.11) we introduce
C(j, x2) = ‖{cl,m| λlℑ(λlℜ − λjℜ)x2 > 0, λmℑ(λmℜ − λjℜ)x2 > 0}‖, (4.4)
Λ(j, x2) = ‖{−i(λl − λm)
−1| λlℑ(λlℜ − λjℜ)x2 > 0,
λmℑ(λmℜ − λjℜ)x2 > 0}‖, (4.5)
l,m = 1, . . . , n, l,m 6= j,
and again we put the determinant of a matrix that has no entries equal to 1. Then we
get
detα(j,±) = detC(j,∓) det Λ(j,±).
For Λ(j,±) we have explicitly
detΛ(j,±) =
n∏
l=1
l 6=j
(2λlℑ)
−θ(±λlℑ(λlℜ−λjℜ)) ×
×
n∏
l,m=1
l 6=m, l,m 6=j
∣∣∣∣λl − λmλl − λm
∣∣∣∣θ(±λlℑ(λlℜ−λjℜ))θ(±λmℑ(λmℜ−λjℜ)) (4.6)
and thanks to the condition (3.12) of regularity detα(j,±) 6= 0. Dividing det(Γ
−1
AnΓ
−1)
by detα and using the analog of Eq. (3.36) we get thanks to the asymptotic behav-
ior (3.31) that
lim
x2→±∞
detAn(x1 − 2λjℜx2, x2) ≃ cj,j +
e2λjℑx1
2λjℑ
−
−
n∑
l,m=1
l,m 6=j
[
cj,lθ(∓λlℑ(λlℜ − λjℜ)) +
eiλ¯jx1
i(λj − λl)
θ(±λlℑ(λlℜ − λjℜ))
]
×
×(α(j,±)−1)l,m
[
cm,jθ(∓λmℑ(λmℜ − λjℜ)) +
e−iλjx1
i(λm − λj)
θ(±λmℑ(λmℜ − λjℜ))
]
.
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Thanks to (4.2) and (4.3) the elements of the matrix (α−1)l,m are proportional to corre-
sponding θ-functions. Then taking (4.4) and (4.5) into account we can write
lim
x2→±∞
detAn(x1 − 2λjℜx2, x2) ≃ cj,j −
−
n∑
l,m=1
l,m 6=j
cj,lθ(∓λlℑ(λlℜ − λjℜ))(C(j,∓)
−1)l,mcm,jθ(∓λmℑ(λmℜ − λjℜ)) +
+e2λjℑx1
[
1
2λjℑ
−
n∑
l,m=1
l,m 6=j
θ(±λlℑ(λlℜ − λjℜ))
i(λj − λl)
(Λ(j,±)−1)l,m ×
×
θ(±λmℑ(λmℜ − λjℜ))
i(λm − λj)
]
.
Let us introduce now the matrix Ĉ(j,±) constructed by removing from the matrix Cn =
‖cl,m‖ all rows and columns with numbers l 6= j such that ±λlℑ(λlℜ −λjℜ) < 0. Let the
matrix Λ̂(j,±) be the same as Ĉ(j,±) with cl,m substituted by −i(λl − λm)
−1. Then
again by (3.36) we get
detAn(x1 − 2λjℜx2, x2) ≃
det Ĉ(j,∓)
detC(j,∓)
+ e2λjℑx1
det Λ̂(j,±)
det Λ(j,±)
.
By (4.6)
det Λ̂(j,±)
det Λ(j,±)
=
1
2λjℑ
n∏
l=1
l 6=j
∣∣∣∣∣λl − λjλl − λj
∣∣∣∣∣
2θ(±λlℑ(λlℜ−λjℜ))
, (4.7)
and using (4.1) we have finally that
lim
x2→±∞
un(x1 − 2λjℜx2, x2) = −
2λ2jℑ
cosh2(λjℑx1 + εj,±)
, (4.8)
where
e2εj,± =
detC(j,∓)
det Ĉ(j,∓)
det Λ̂(j,±)
detΛ(j,±)
.
This proves that the potentials constructed by means of the binary Ba¨cklund transforma-
tions indeed give nontrivial examples of the class (1.2) since they are not decaying along
directions x1 + 2λjℜx2 =const. The two rays belonging to each direction are mutually
shifted by
e2(εj,+−εj,−) =
det Ĉ(j,+)detC(j,−)
det Ĉ(j,−) detC(j,+)
×
×
n∏
l=1
l 6=j
∣∣∣∣∣ |λjℜ − λlℜ| − i(λjℑ sgn(λlℜ − λjℜ)− |λlℑ|)|λjℜ − λlℜ| − i(λjℑ sgn(λlℜ − λjℜ) + |λlℑ|)
∣∣∣∣∣
2
, (4.9)
where we used (4.7).
All consideration here was done under assumption that all λj ’s are in a generic sit-
uation, in particular, that their real parts are all different. In the situation when, say,
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λjℜ = λmℜ the limit in (4.1) does not exist (for a generic matrix Cn) as at large x2 there
are oscillating terms. So in this case the potential does not belong to the class (1.2).
Here only the leading asymptotic behavior of the potentials un(x) were considered.
More detailed investigation performed in [5] for the case n = 1 shows that even in that
simple situation the asymptotic behavior gets some rational corrections in the higher
terms. Moreover, these corrections depend on the sign of λ1ℑ if the original potential
u(x) is a nontrivial one. This dependence on signs of the imaginary parts of λj ’s is also
obvious here. Indeed, formulation of the inverse problem in (2.37) involves spectral data
Fn(k, p) that include only λj ’s with positive imaginary parts. Such dependence of the
potential on these signs is a specific two dimensional feature and as well as nondiagonal
matrix in (3.42) it has no analog in the one dimensional case. We plan to discuss these
aspects in more detail in a forthcoming publication.
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