We review some basic facts about the λ-cosine transforms with odd kernel on the unit sphere S n−1 in R n . These transforms are represented by the spherical fractional integrals arising as a result of evaluation of the Fourier transform of homogeneous functions. The related topic is the hemispherical transform which assigns to every finite Borel measure on S n−1 its values for all hemispheres. We revisit the known facts about this transform and obtain new results. In particular, we show that the classical FunkRadon-Helgason inversion method of spherical means is applicable to the hemispherical transform of L p -functions.
Introduction
The following analytic families of fractional integrals
2)
Preliminaries

Notation
In the following, O(n) is the orthogonal group of R n , Z + denotes the set of all nonnegative integers, N is the set of all positive integers, R + = (0, ∞);
[a] denotes the integer part of a ∈ R; {a} = a − [a] ∈ [0, 1); σ n−1 = 2π n/2 Γ(n/2) is the surface area of the unit sphere S n−1 = {x ∈ R n : |x| = 1}. For θ ∈ S n−1 , dθ denotes the surface element of S n−1 ; d * θ = dθ/σ n−1 . We use the letter c (sometimes with subscripts and superscripts) for a constant which is not necessarily the same in any two occurrences.
Some Facts from Fractional Calculus
The main reference is [53] . We recall some facts which are less known and borrowed from other sources. The Riemann-Liouville fractional integral and the modified Erdélyi-Kober integral of order α > 0 on R + = (0, ∞) are defined by (I provided that either side is finite when f is replaced by |f |.
This formula arises as a particular case of Theorem 2.2 from [3] . It can be proved by changing the order of integration and using formulas 2.1.3(10) and 2.8.(6) from [8] ; see [50] .
The fractional derivatives D α + ϕ and D α +,2 ϕ are defined as left inverses of the respective operators (2.1) and can be represented in different forms [53] . An analogue of Lemma 2.1 for α = 0 requires a stronger assumption for ν at the origin and the proof is straightforward. (2.12)
Elements of Analysis on the Sphere
More information on this subject can be found, e.g., in [2, 6, 21, 32, 33, 52, 57, 60] ; see also [5, 10, 58] for the group representation approach. 
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The spherical mean of a function f on S n−1 is defined by the formula
The slice integration yields
provided that at least one of these integrals is finite when k and f are replaced by |k| and |f |, respectively. In particular, if f ≡ 1, then
The generalized Legendre polynomials are defined by the formula 
is known as the addition theorem for spherical harmonics.
The following theorem contains basic properties of the operator M t .
For every spherical harmonic Y m of degree m,
where
This formula enables us to compute the spectrum of the spherical convolution Kf defined by (2.13). The sequence {k m } is called the Fourier-Laplace multiplier of the operator K. In many important cases, the tables of integrals [39] can be used to evaluate k m explicitly.
Approximate identities.
This term is used for the operator family {T ε } which converges as ε → 0 to the identity mapping f → f in a certain sense. We recall some known facts; see, e.g., [7] . Let (X, μ) and (Y, ν) be measure spaces, and let T be an operator from L p (X, μ) into the space of complex-valued measurable functions on (Y, ν). We say that T is weak (p, q), q < ∞, if there is a constant c > 0 such that for every λ > 0,
Given an operator family {T ε } ε>0 on functions f ∈ L p (X, μ), we are interested in convergence of T ε f in the L p -norm and in the almost everywhere sense. The study of the a.e. convergence relies on the properties of the maximal operator (T * f )(y) = sup 
exists and is finite ν-a.e. for any f ∈ L p (X, μ). P r o o f. We proceed as in [19, p. 86 
The theorem will be proved if we show that Δ f (y) = 0 ν-a.e. on Y , because the latter means that {(T ε f )(y)} is a Cauchy sequence for ν-almost all y ∈ Y . It suffices to show that ν({y : Δ f (y) > λ}) = 0 for any λ > 0.
(2.24)
Given η > 0, choose g ∈ D such that ||f − g|| p < η. By the assumption of the theorem, Δ g (y) = 0 for ν-almost all y. Hence, for all such y, by the linearity of
. It follows that for any λ > 0,
Letting η → 0, we obtain (2.24). 2
The study of approximate identities on S n−1 is intimately connected with the properties of the (centered) Hardy-Littlewood maximal function 25) where σ t (θ) = {σ ∈ S n−1 : θ · σ > t} is the spherical cap centered at θ. Here, as usual, given a set A ⊂ S n−1 , we write |A| for the Riemannian surface measure of A.
Here the constants c 1 and c 2 are independent of f .
A similar statement for maximal functions on R n can be found in [56] . In the case of the sphere, the proof follows the same lines with minor changes related to the covering lemma; see also [6, p. 38] . Improved versions of Theorem 2.3 which specify the dependence of c 1 and c 2 on n, are discussed in [30, 24, 25] .
A simple geometric argument shows that
where the constant c is independent of f . Let us specify these notions for our case. A function ϕ : S n−1 → C is said to be infinitely differentiable, i.e., ϕ ∈ C ∞ (S n−1 ), if the extended functionφ(x)= ϕ(x/|x|) is infinitely differentiable in R n \ {0}. 1 As a space of test functions, we choose the vector space C ∞ (S n−1 ) equipped with topology generated by the sequence of norms
We denote this space by Basic properties of the spaces D(S n−1 ) and D (S n−1 ) are similar to those for R n ; see, e.g., [17, 59] . For example, the following statements hold. An important class of distributions is generated by complex-valued finite Borel measures ν on S n−1 by the formula
(2.31)
In particular, ν can be absolutely continuous, so that
To every distribution f ∈ D (S n−1 ) one can associate its FourierLaplace series 
where the series on the right-hand side is absolutely convergent.
Sobolev spaces.
Definition 2.1.
In the case p = 2, the corresponding Sobolev space is usually denoted by
is a Banach space with respect to the norm (2.34). 
Spherical Convolutions Associated with the Fourier Transform of Homogeneous Functions
Several important operators of integral geometry, including the λ-cosine transform, the Funk transform, and the hemispherical transform, can be alternatively defined starting from the spatial Fourier transform of homogeneous functions. This point of view allows us to see the perspective and make conjectures about further generalizations; cf. [49] .
For Re λ > −1, λ = 0, 1, 2, . . . and f ∈ C(S n−1 ), we denote
B. Rubin where d * σ stands for the O(n)-invariant normalized measure on S n−1 and the branch of (−iθ · η) λ is chosen so that
The coefficient in (3.1) simplifies the formula for the spectrum of this operator; see Lemma 3.2 below.
Passing to the limit as N → ∞ and evaluating the inner integral (see, e.g., [38, formula 2.5.3(10)]), we obtain the result. 2
Using the equalities
and related formulas for gamma functions, we get
The operators C λ andC λ will be called the (normalized) λ-cosine transforms of f with even and odd kernel, respectively. If f ∈ C ∞ (S n−1 ), they extend meromorphically to all λ ∈ C with the only poles λ = 0, 2, 4, . . . (for C λ f ) and λ = 1, 3, 5, . . . (forC λ f ). The expressions (3.5) and (3.6) are well-defined for any f ∈ L 1 (S n−1 ) and all Re λ > −1, excluding poles.
The coefficients in the above decompositions are easily evaluated using the Funk-Hecke formula (2.23) and [39, formula 2.21.
Our main concern is the operator family {C λ }. Below we formulate basic results for these operators which follow from the spectral decomposition (3.9). Similar statements hold for C λ (on even functions) with minor changes related to the corresponding polar set.
and therefore,C λ is the bijection of the space C ∞ odd (S n−1 ).
We note that operators in (3.10) are not necessarily represented by the absolutely convergent integral (3.6) and must be understood in the sense of analytic continuation. This analytic continuation can be realized in terms of the Fourier-Laplace series or any other way, for instance, by making use of polynomials of the Beltrami-Laplace operator.
If
A much deeper result is the following.
If, moreover, −λ − n = 1, 3, 5, . . . and
then the following proper embeddings hold:
The assumptions for α, β, γ, δ are best possible.
This statement can be derived (cf. [43, Section 4] ) from the results of Askey and Wainger [1] , Gadzhiev [14, 15] and Kryuchkov [29] for symbols of the Calderon-Zygmund singular integral operators. Similar statements hold for A λ and C λ ; cf. [44, p. 11] .
The case p = 2 is much simpler and the following statement is a direct consequence of (3.9).
This statement agrees with Theorem 3.1. Note that by Theorem 3.1, it is impossible to characterize the rangeC λ (L p odd (S n−1 )) in terms of the Sobolev spaces if p = 2.
One can also defineC λ f for the singular values λ = 1, 3, 5, . . . by setting
The next lemma shows that this definition agrees with (3.6) if the corresponding Fourier-Laplace coefficients of f are zero.
Passing to the limit as ε → 0, we get the result. The limit of (C λ f )(θ) as λ → −1 is of particular interest. The corresponding integral (C −1 f )(θ), which can be regarded as the spherical analogue of the Hilbert transform, is not absolutely convergent, however, it exists in the principal value sense, at least on good functions.
In particular, for every spherical harmonic Y m of degree m,
By Theorem 2.1 (d), the last integral is well-defined for every θ. The same expression can be obtained if we consider the limit in (3.15). 2
The following result follows from Theorem 3.1.
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Another important particular case is λ = 0. It is intimately connected with the hemispherical transform
The Fourier-Laplace multiplier {h m } of H has the form: 
by the orthogonality.
Inversion of the λ-Cosine Transforms with Odd Kernel on Smooth Functions
For the sake of simplicity, we restrict our consideration to λ > −1, λ = 1, 3, 5, . . . , whenC λ f is represented by the absolutely convergent integral. By (3.10), the inverse ofC λ isC −λ−n , however, this operator is not represented by the absolutely convergent integral (3.6) and must be understood in the sense of analytic continuation. One can represent this analytic continuation explicitly by making use of polynomials of the Beltrami-Laplace operator Δ S .
An idea of the method is to choose a polynomial P r (·) of degree r and an operatorC δ so that P r (Δ S )C δCλ f = f . Using (3.9), for a spherical harmonic Y m of odd degree m, we havẽ
The last expression and its reciprocal are finite for all m = 1, 3, 5, . . . in the following cases:
In the case (i) we choose any r > (λ + n − 1)/2. In the case (ii) we set r = (λ + n)/2. In the case (iii), when Γ((m − 2r + λ + n)/2) can be infinite, we choose r = (λ + n + 1)/2 (to get Γ((m − 1)/2)) and exclude m = 1.
Under these assumptions for m and r, we obtain
we have
with r and m as above.
(ii) If λ ∈ {0, 2, 4, . . .} and n is even, then, for r = (λ + n)/2,
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where H is the hemispherical transform (3.17) . λ ∈ {0, 2, 4 , . . .} and n is odd, then, for r = (λ + n + 1)/2, 
This gives the result in the cases (i) and (ii). In the case (iii), the equality (4.9) with r = (λ + n + 1)/2 and m = 1 becomes
Hence,
for any function f 0 ∈ C ∞ odd (S n−1 ) which is orthogonal to all spherical harmonics of degree 1. We subtract those harmonics from our function f and set
Note that P r (Δ S ) annihilates harmonics of degree 1, because, for m = 1, the expression (4.3) vanishes thanks to the factor corresponding to k = r−1. Now, (4.11) yields
If ϕ =C λ f , then, by (3.19) ,
Hence, (4.12) implies
Using the addition theorem for spherical harmonics (2.21) and the formula (2.20), we obtain
Thus, we have
Remark 4.1. In the case (iii), when λ ∈ {0, 2, 4, . . .} and n is odd, we can also choose r = (λ + n − 1)/2. The same reasoning gives the following inversion formula for ϕ =C λ f , f ∈ C ∞ odd (S n−1 ):
cf. Lemma 3.4.
The Hemispherical Transform
We shall study the hemispherical transform H in the general set-up on the space M(S n−1 ) of finite Borel measures on S n−1 . For a measure ν ∈ M(S n−1 ), we define (Hν)(θ) as the value ν(S θ+ ) on the hemisphere
The case when ν is absolutely continuous, that is, 
The Transition to Odd Measures
A measure ν ∈ M(S n−1 ) is said to be even if for all ω ∈ C(S n−1 ),
Similarly, ν is odd if ν, ω = − ν,ω . The sets of all even and odd measures in M(S n−1 ) will be denoted by M even (S n−1 ) and M odd (S n−1 ), respectively.
Every measure ν ∈ M(S n−1 ) can be uniquely decomposed as ν = ν + + ν − where ν + ∈ M even (S n−1 ) and ν − ∈ M odd (S n−1 ) so that
The following lemma describes the kernel of the operator H.
Lemma 5.1.
P r o o f. For any ν ∈ M even (S n−1 ) and any ω ∈ C(S n−1 ),
and therefore, The next statement shows that the inversion of H and the characterization of its range H(M(S n−1 )) reduce to the similar problems on M odd (S n−1 ).
The following statements are equivalent:
Moreover, if Hν = ϕ, then (a) Hν + = c ϕ ;
Furthermore, for any ω ∈ C(S n−1 ), by (5.1) we have 
Furthermore, Hν + = Hν − Hν − = ϕ − ϕ + c ϕ = c ϕ which gives (a). Since 
, one can take any space X ⊂ M). Moreover, reconstruction of ν from ϕ = Hν reduces to reconstruction of ν − from C 0 ν − = π 1−n/2 (ϕ − c ϕ ).
The hemispherical transform of smooth functions
The case λ = 0 in Theorem 4.1 together with Lemmas 5.1 and 5.2 yield the following inversion result for the hemispherical transform. We Theorem 5.1.
where ω is an even C ∞ function with mean value 0 and Λϕ is defined as follows: For n even:
For n odd:
Conversely, every function f of the form (5.5) satisfies Hf = ϕ.
P r o o f. The statement (i) is obvious because the Fourier-Laplace multiplier {h m } defined by (3.19) has the power asymptotics at infinity.
(ii) If Hf = ϕ, then 
Hence, by Theorem 4.1, in the case of n even we obtain
because P r,0 (Δ S ) annihilates constants. This gives
where ω is an even C ∞ function with mean value 0 and
Thus, f = ω + c 0 (ϕ) + Λϕ. If n is odd, then, by Theorem 4.1 (with λ = 0, r = (n + 1)/2),
or, removing zero constants,
Owing to (5.8), the latter gives (5.5).
To complete the proof, we observe that every function f of the form (5.5) satisfies Hf = ϕ. Indeed, let f be such a function. Since ϕ ∈ R, then there existsf ∈ C ∞ (S n−1 ) for which ϕ = Hf . By the first part of the proof,f =ω + c 0 (ϕ) + Λϕ for someω ∈ C ∞ even with mean value 0. Hence, by Lemma 5.1,
Remark 5.1. In the case (iii), when n is odd, we can also choose r = (n − 1)/2. Keeping in mind that P r,0 (Δ S ) annihilates constants, one B. Rubin can replace Λϕ in (5.5) by
where P r,0 (Δ S ) has the form (5.3); cf. Remark 4.1.
The Hemispherical Transform of Zonal Functions
A function f on S n−1 is said to be zonal if it is invariant under all orthogonal transformations preserving the north pole e n = (0, . . . , 0, 1). Every zonal function f (θ) ≡ f (θ 1 , . . . , θ n ) depends only on θ n . Our aim is to show that the inversion of the hemispherical transform of a zonal functions reduces to the inversion of the Erdélyi-Kober type operator
interpreted as the identity if n = 2. A similar result is well-known for the Funk transform (cf. [22, 47] ) which integrates f over cross-sections of S n−1 by central hyperplanes. However, in the hemispherical case, the inversion formula contains additional differentiation. The next statement generalizes Funk's result [13] (n = 3) to all n ≥ 2. 
and therefore, ϕ 0 (s) = −2 f 0 (s)/ √ 1 − s 2 . In the case n ≥ 3 we have
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This gives
Differentiating the last expression, we obtain
which coincides with (5.10). It is straightforward to check that
Thus, ϕ 0 ∈ L 1 (0, 1), and therefore,
This completes the proof. 2
Inverting the Erdélyi-Kober type operator in (5.10), as in Section 2.2, we can reconstruct f 0 from ϕ 0 . For example, (2.4) (with k = n − 2) yields
Inversion of the Hemispherical Transform by the Method of Spherical Means
For f ∈ L 1 odd (S n−1 ) and t ∈ [0, 1), we denote
If ν ∈ M(S n−1 ) we similarly set
(5.13)
The next lemma, containing basic properties of A t , shows that this operator is an approximate identity as t → 1.
Moreover, for any Borel set Ω ⊂ S n−1 ,
where f * is the Hardy-Littlewood maximal function (2.25) , and therefore,
(e) For every spherical harmonic Y m of odd degree m,
(·) being the Jacobi polynomial.
Changing the order of integration and using (2.17), we have
Since, by l'Hospital's rule, lim t→1 ψ(t) = 1, then ψ is bounded on [0, 1) and we are done. To prove (5.15), we similarly have 
Assuming t sufficiently close to 1, so that τ 2 < 1/2, for I 1 we have
By Theorem 2.1 and the Lebesgue dominated convergence theorem, this expression tends to zero as τ → 0. By the same reason,
(d) To prove the almost everywhere convergence of A t f as t → 1, we observe that by (2.28),
By this estimate and (2.26), A * is weak (1, 1) . Hence, by Theorem 2.2, lim t→1 (A t f )(θ) exists and is finite for almost all θ ∈ S n−1 . Owing to (c), this limit is f .
(e) To compute the Fourier-Laplace multiplier of A t , we make use of (5.19), (2.22) , and (2.18) to get A t Y m = a m (t)Y m , where, for n ≥ 3,
In the case n = 2, we similarly have
Since m is odd, m = 2 + 1, then the Gegenbauer polynomial C n/2−1 m (s) can be expressed through the Jacobi polynomial by the formula 10.9 (22) from [8] , specifically,
Hence, after simplification, the integral in (5.20) becomes
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It can be evaluated by the formula 2.22.2 (7) from [39] which gives
Combining the latter with (5.21) and using the properties of gamma functions, we obtain 
Proceeding, as above, we arrive at the same expression for a m (t). The normalization
implies that a m (1) = 1. This agrees with the fact that
The next lemma is a core of the inversion method in this section. 
where h m is defined by (3.19 [34] and references therein.
Then f can be reconstructed by the formula 27) and for n = 2,
If n ≥ 3 is arbitrary, then
The limit in these formulas exists in the L p -norm and in the almost everywhere sense. If f ∈ C odd (S n−1 ), it can be interpreted in the sup-norm. Ψ θ . As above, the latter implies (5.29). Furthermore, by (2.4),
which gives (5.30). 2
Moreover, for any Borel set Ω ⊂ S n−1 , 
Both expressions tend to zero as t → 1. 2
Equatorial Wavelet Transforms with Odd Kernels
In this section we consider one more inversion method for the hemispherical transform, which relies on the implementation of equatorial wavelet transforms
Similar transforms, but with even kernels, were used in [42] and [44] for reconstruction of functions from their Funk transform and the cosine transform with even kernel. It is convenient to consider the cases n ≥ 3 and n = 2 separately. In the first case we choose the wavelet function w : R + → C to be integrable and satisfying the following conditions: |J ε Hf | is weak (1, 1) . Hence, by Theorem 2.2 and the uniform convergence on continuous functions, which has already been established, we conclude that the same limit exists in the almost everywhere sense. STEP 3. Let us prove (i). Owing to (ii), for any ω ∈ C(S n−1 ) we have J ε Hν, ω = ν, J ε Hω → c w ν, ω as ε → 0. This implies (5.38) . 2
In the case n = 2, we have a similar result, but the assumptions for w are a little bit stronger at the origin. According to Lemma 2.2, we assume The proof of this theorem can be found in [43] .
Open problem
The hemispherical transform is a particular case of the spherical cap transform The study of the injectivity of these transforms for t = 0 reduces (after application of the Funk-Hecke formula) to difficult problems related to zeros of the associated Legendre functions and small denominators for spherical harmonic expansions. For example, are C t or S t injective on C ∞ (S n−1 ) for t = cos (π/6)? More information on this subject and some partial results can be found in [45, 46] .
