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FUNCTIONS OF PERTURBED n-TUPLES OF COMMUTING
SELF-ADJOINT OPERATORS
F.L. NAZAROV AND V.V. PELLER
Abstract. Let (A1, · · · , An) and (B1, · · · , Bn) be n-tuples of commuting self-adjoint
operators on Hilbert space. For functions f on Rn satisfying certain conditions,
we obtain sharp estimates of the operator norms (or norms in operator ideals) of
f(A1, · · · , An) − f(B1, · · · , Bn) in terms of the corresponding norms of Aj − Bj ,
1 ≤ j ≤ n.
We obtain analogs of earlier results on estimates for functions of perturbed self-
adjoint and normal operators. It turns out that for n ≥ 3, the methods that were used
for self-adjoint and normal operators do not work. We propose a new method that
works for arbitrary n.
We also get sharp estimates for quasicommutators f(A1, · · · , An)R−Rf(B1, · · · , Bn)
in terms of norms of AjR −RBj , 1 ≤ j ≤ n, for a bounded linear operator R.
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1. Introduction
In this paper we extend earlier results of [Pe1], [Pe2], [AP2], [AP3], [AP4], [APPS2]
on functions of perturbed self-adjoint and normal operators to the case of functions of
perturbed n-tuples of commuting self-adjoint operators.
It is well known that a Lipschitz function f on the real line R (i.e., a function f
satisfying the inequality |f(x)− f(y)| ≤ const |x− y|, x, y ∈ R) does not have to satisfy
the inequality
‖f(A)− f(B)‖ ≤ const ‖A−B‖ (1.1)
1
for all bounded self-adjoint operators A and B on Hilbert space. In other words, it does
not have to be operator Lipschitz. Note that if f is operator Lipschitz, then inequality
(1.1) also holds for unbounded self-adjoint operators A and B as far as A−B is bounded,
see [AP2] and [AP4].
The first example of a Lipschitz function that is not operator Lipschitz was obtained
by Farforovskaya [F1]. We refer the reader to [Pe1] (see also [Pe2]) where necessary
conditions and sufficient conditions for a function on R to be operator Lipschitz are
obtained. In particular, it was shown in [Pe1] and [Pe2] that functions in the Besov
space B1∞,1(R) are operator Lipschitz (see Subsection 2.1 below for a brief introduction
to Besov spaces). On the other hand, operator Lipschitz functions must belong locally
to B11,1(R), see [Pe1] and [Pe2].
It turns out, however, that the situation is entirely different if we proceed from Lip-
schitz functions to Ho¨lder functions. It was shown in [AP2] (see also [AP1]) that if
f belongs to the Ho¨lder class Λα(R), 0 < α < 1, i.e., |f(x) − f(y)| ≤ const |x − y|
α,
x, y ∈ R, then f is necessarily operator Ho¨lder of order α, i.e.,
‖f(A)− f(B)‖ ≤ const ‖A−B‖α
for all self-adjoint operators A and B on Hilbert space with bounded A−B. Note that
in [AP1] and [AP2] sharp results were also obtained for functions in the space Λω for
an arbitrary modulus of continuity ω. Similar (slightly weaker) results were obtained
independently in [FN].
In this paper we are also going to consider the case of perturbations by operators
of Schatten–von Neumann class Sp. It was proved in [AP3] (see also [AP1]) that for
f ∈ Λα(R), 0 < α < 1, p > 1, and for self-adjoint operators A and B with A− B ∈ Sp,
the operator f(A)− f(B) must be in Sp/α and the following inequality holds:
‖f(A)− f(B)‖Sp/α ≤ const ‖A−B‖
α
Sp
.
Let us also mention that in [AP3] more general results for operator ideal (quasi)norms
were obtained as well.
It turns out that the situation for functions of normal operators or, which is the same,
for functions of two commuting self-adjoint operators is more complicated and requires
different techniques. Nevertheless in [APPS2] (see also [APPS1]) analogs of the above
mentioned results are obtained for normal operators and functions on the plane.
We consider the more general case of functions of n-tuples of commuting self-adjoint
operators and find sharp estimates of f(A1, · · · , An) − f(B1, · · · , Bn) for functions f
on Rn. It turns out that the techniques used in [APPS2] to obtain results for normal
operators do not work in the case n ≥ 3.
We propose a different method, which allows us to obtain analogs of the above results
for functions of n-tuples of commuting self-adjoint operators for arbitrary n. Our results
considerably improve the results of [F2].
Our results are based on the crucial estimate obtained in Theorem 5.1 (see § 5):∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥ ≤ cnσ max
1≤j≤n
‖Aj −Bj‖
2
for some positive number cn, whenever f is a bounded function on R
n such that its
Fourier transform Ff is supported in {ζ ∈ Rn : |ξ| ≤ σ}, and (A1, · · · , An) and
(B1, · · · , Bn) are n-tuples of commuting self-adjoint operators.
In § 3 we explain why the methods used in [APPS2] for normal operators do not work
for n-tuples of commuting self-adjoint operators if n ≥ 3.
We establish in § 4 a formula that, for n-tuples (A1, · · · , An) and (B1, · · · , Bn) of com-
muting self-adjoint operators and suitable functions f on Rn, represents the difference
f(A1, · · · , An)− f(A1, · · · , An) in terms of double operator integrals.
We obtain in § 5 sharp sufficient conditions on functions on Rn to be operator Lipschitz
and obtain Lipschitz type estimates in operator ideals.
In § 6 we prove that Ho¨lder functions of order α, 0 < α < 1, on Rn are operator Ho¨lder
of order α. We also consider the case of arbitrari moduli of continuity.
Section 7 is devoted to ideal (quasi)norm estimates of f(A1, · · · , An)− f(B1, · · · , Bn)
for Ho¨lder functions f of order α, 0 < α < 1.
Finally, in § 8 we obtain quasicommutator estimates, i.e., estimates of the operators
f(A1, · · · , An)R − Rf(B1, · · · , Bn) in terms of norms of the quasicommutators AjR −
RAj, 1 ≤ j ≤ n, where R is a bounded linear operator.
We collect in § 2 necessary information on function spaces, operator ideals and double
operator integrals.
Note that main results of this paper were announced in the note [NP2].
We are grateful to A.B. Aleksandrov for helpful discussions.
2. Preliminaries
In this section we collect necessary information on function spaces, operator ideals,
and double operator integrals.
2.1. Littelewood–Paley type expansions and function spaces. The technique
of Littlewood–Paley type expansions of functions or distributions on Euclidean spaces is
a very important tool in Harmonic analysis.
Let w be an infinitely differentiable function on R such that
w ≥ 0, suppw ⊂
[
1
2
, 2
]
, and w(s) = 1− w
(s
2
)
for s ∈ [1, 2]. (2.1)
We define the functions Wl, l ∈ Z, on R
n by
(
FWl
)
(x) = w
(
|x|
2l
)
, l ∈ Z, x = (x1, · · · , xn), |x|
def
=
 n∑
j=1
x2j
1/2 ,
where F is the Fourier transform defined on L1
(
R
n
)
by
(
Ff
)
(t) =
∫
Rn
f(x)e−i(x,t) dx, x = (x1, · · · , xn), t = (t1, · · · , tn), (x, t)
def
=
n∑
j=1
xjtj.
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Clearly, ∑
l∈Z
(FWl)(t) = 1, t ∈ R
n \ {0}.
With each tempered distribution f ∈ S ′
(
R
n
)
, we associate the sequence {fl}l∈Z,
fl
def
= f ∗Wl. (2.2)
The formal series ∑
l∈Z
fl
is a Littlewood–Paley type expansion of f . This series does not necessarily converge to
f . However, for certain function spaces we deal with in this paper we have equality
f(x)− f(y) =
∑
l∈Z
(
fl(x)− fl(y)
)
, x, y ∈ Rn,
and the series on the right converges uniformly. This allows us to use the formula
f(A1, · · · , An)− f(B1, · · · , Bn) =
∑
l∈Z
(
fl(A1, · · · , An)− fl(B1, · · · , Bn)
)
for n-tuples of commuting self-adjoint operators (A1, · · · , An) and (B1, · · · , Bn).
In this paper an important role is played by the spaces Λω(R
n), where ω is a modulus
of continuity, i.e., ω is a nondecreasing continuous function on [0,∞) such that ω(0) = 0,
ω(x) > 0 for x > 0, and
ω(x+ y) ≤ ω(x) + ω(y), x, y ∈ [0,∞).
The space Λω
(
R
n
)
consists of functions f on Rn such that
‖f‖Λω
def
= sup
x 6=y
|f(x)− f(y)|
ω(|x− y|)
<∞.
Functions in Λω
(
R
n
)
satisfy the following Bernstein type estimates:
f ∈ Λω
(
R
n
)
=⇒
∥∥∥∥∥f −
∞∑
l=m
f ∗Wl
∥∥∥∥∥
L∞
≤ constω
(
2−m
)
‖f‖Λω , m ∈ Z,
and so
f ∈ Λω
(
R
n
)
=⇒ ‖f ∗Wl‖L∞ ≤ constω
(
2−l
)
‖f‖Λω , l ∈ Z,
(see [AP2] and [APPS2] for details).
In the case ω(t) = tα, 0 < α < 1, we use the notation Λα
(
R
n
) def
= Λω
(
R
n
)
. The
space Λα
(
R
n
)
is called the space of Ho¨lder functions of order α. It admits the following
characterization:
f ∈ Λα
(
R
n
)
⇐⇒ ‖f ∗Wl‖L∞ ≤ const 2
−lα, l ∈ Z.
The Ho¨lder classes Λα
(
R
n
)
form a special case of Besov spaces that play an important
role in problems of perturbation theory.
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Initially we define the (homogeneous) Besov class B˙spq
(
R
n
)
, s > 0, 1 ≤ p, q ≤ ∞, as
the space of all f ∈ S ′(Rn) such that
{2ls‖fl‖Lp}l∈Z ∈ ℓ
q(Z) (2.3)
and put
‖f‖Bspq
def
=
∥∥{2ls‖fl‖Lp}l∈Z∥∥ℓq(Z).
According to this definition, the space B˙spq(R
n) contains all polynomials and all poly-
nomials f satisfy the equality ‖f‖Bspq = 0. Moreover, the distribution f is determined
by the sequence {fl}n∈Z uniquely up to a polynomial. It is easy to see that the series∑
l≥0 fl converges in S
′(Rn). However, the series
∑
l<0 fl can diverge in general. It can
easily be proved that the series∑
l<0
∂rfl
∂xr11 · · · ∂x
rn
n
, where rj ≥ 0, for 1 ≤ j ≤ n,
n∑
j=1
rj = r, (2.4)
converges uniformly on Rn for every nonnegative integer r > s − n/p. Note that in the
case q = 1 the series (2.4) converges uniformly, whenever r ≥ s− n/p.
Now we can define the modified (homogeneous) Besov class Bspq
(
R
n
)
. We say that a
distribution f belongs to Bspq(R
n) if (2.3) holds and
∂rf
∂xr11 · · · ∂x
rn
n
=
∑
l∈Z
∂rfl
∂xr11 · · · ∂x
rn
n
, whenever rj ≥ 0, for 1 ≤ j ≤ n,
n∑
j=1
rj = r.
in the space S ′
(
R
n
)
, where r is the minimal nonnegative integer such that r > s− n/p
(r ≥ s − n/p if q = 1). Now the function f is determined uniquely by the sequence
{fl}l∈Z up to a polynomial of degree less than r, and a polynomial g belongs to B
s
pq
(
R
n
)
if and only if deg g < r.
Besov classes admit many other descriptions. We give here the definition in terms of
finite differences. For h ∈ Rn, we define the difference operator ∆h,
(∆hf)(x) = f(x+ h)− f(x), x ∈ R
n.
It is easy to see that Bspq
(
R
n
)
⊂ L1loc
(
R
n
)
for every s > 0 and Bspq
(
R
n
)
⊂ C
(
R
n
)
for
every s > n/p. Let s > 0 and let m be the integer such that m− 1 ≤ s < m. The Besov
space Bspq
(
R
n
)
can be defined as the set of functions f ∈ L1loc
(
R
n
)
such that∫
Rn
|h|−n−sq‖∆mh f‖
q
Lp dh <∞ for q <∞
and
sup
h 6=0
‖∆mh f‖Lp
|h|s
<∞ for q =∞. (2.5)
However, with this definition the Besov space can contain polynomials of higher degree
than in the case of the first definition given above.
We use the notation Bsp
(
R
n
)
for Bspp
(
R
n
)
.
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Clearly, Λα
(
R
n
)
= Bα∞
(
R
n
)
. Moreover, this equality can be used to define the Ho¨lder–
Zygmund classes for all α > 0. By (2.5), for α > 0, the space Λα
(
R
n
)
consists of functions
f ∈ C
(
R
n
)
such that
|(∆mh f)(x)| ≤ const |h|
α, x, h ∈ Rn,
where m is the smallest integer greater than α.
We refer the reader to [Pee] and [T] for more detailed information on Besov spaces.
2.1. Operator ideals. In this section we give a brief introduction to quasinormed
ideals of operators on Hilbert space. We refer the reader to [AP3] for more detailed
information.
Recall that a quasinorm ‖ · ‖ on a vector space X is an R+-valued function on X such
that ‖x‖ > 0 unless x = 0; ‖αx‖ = |α| · ‖x‖, x ∈ X, α ∈ C; and ‖x+ y‖ ≤ c
(
‖x‖+ ‖y‖),
x, y ∈ X for some c > 0.
We say that a sequence {xn} of vectors of a quasinormed space X converges to x ∈ X
if lim
n→∞
‖xn − x‖ = 0. A complete quasinormed space is called a quasi-Banach space.
If X1 and X2 are quasinormed spaces and T : X1 → X2 is a continuous linear operator
then the quasinorm of T is, by definition, ‖T‖
def
= sup{‖Tx‖X2 : x ∈ X1, ‖x‖X1 ≤ 1}.
For a bounded linear operator T on Hilbert space, we consider its singular values
sj(T ), j ≥ 0,
sj(T )
def
= inf
{
‖T −R‖ : rankR ≤ j
}
.
We also introduce the sequence {σn(T )}n≥0 defined by
σn(T )
def
=
1
n+ 1
n∑
j=0
sj(T ). (2.6)
Note that unlike the singular values, the functional σn(·) are seminorms:
σn(T +R) ≤ σn(T ) + σn(R), n ≥ 0,
for arbitrary bounded linear operators T and R. This follows easily from the equality
n∑
j=0
sj(T ) = sup
∣∣ trace(PUTQ)∣∣,
where the supremum is take over all rank n projections P and Q and unitary operators
U , see [BS4].
Definition. Let H be a Hilbert space and let I be a linear subset in the set B =
B(H ) of bounded linear operators on H that is equipped with a quasinorm ‖ · ‖I that
makes I a quasi-Banach space. We say that I is a quasinormed ideal if for every A and
B in B(H ) and for every T ∈ I,
ATB ∈ I and ‖ATB‖I ≤ ‖A‖ · ‖B‖ · ‖T‖I. (2.7)
A quasinormed ideal I is called a normed ideal if ‖ · ‖I is a norm.
Note that we do not require that I 6= B(H ).
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There exists an [0,∞]-valued function Ψ = ΨI on the set of nonincreasing sequences of
nonnegative real numbers such that T ∈ I if and only if Ψ
(
s0(T ), s1(T ), s2(T ), · · · ) <∞
and
‖T‖I = Ψ
(
s0(T ), s1(T ), s2(T ), · · · ), T ∈ I,
see [GK].
If T is an operator from a Hilbert space H1 to a Hilbert space H2, we say that T
belongs to I if Ψ
(
s0(T ), s1(T ), s2(T ), · · · ) <∞.
If T is an operator on a Hilbert space H and d is a positive integer, we denote by
[T ]d the operator
d⊕
j=1
Tj on the orthogonal sum
d⊕
j=1
H of d copies of H , where Tj = T ,
1 ≤ j ≤ d. It is easy to see that
sn
(
[T ]d
)
= s[n/d](T ), n ≥ 0,
where [x] denotes the largest integer that is less than or equal to x.
We denote by βI,d the quasinorm of the transformer T 7→ [T ]d on I, i.e.,
βI,d = sup
{∥∥[T ]d‖I : ‖T‖I ≤ 1},
where the supremum is take over all operators T in I on Hilbert spaces.
Clearly, the sequence {βI,d}d≥1 is nondecreasing and submultiplicative, i.e.,
βI,d1d2 ≤ βI,d1βI,d2 .
It is well known (see e.g., § 3 of [AP3]) that the last inequality implies that
lim
d→∞
log βI,d
log d
= inf
d≥2
log βI,d
log d
.
Definition. If I is a quasinormed ideal, the number
βI
def
= lim
d→∞
log βI,d
log d
= inf
d≥2
log βI,d
log d
is called the upper Boyd index of I.
It is easy to see that βI ≤ 1 for an arbitrary normed ideal I. It is also clear that
βI < 1 if and only if lim
d→∞
d−1βI,d = 0.
Note that the upper Boyd index does not change if we replace the initial quasinorm
in the quasinormed ideal with an equivalent one that also satisfies (2.7).
The proof of the following fact can be found in [AP3], § 3.
Theorem on ideals with upper Boyd index less than 1. Let I be a quasinormed
ideal. The following are equivalent:
(i) βI < 1;
(ii) for every nonincreasing sequence {sn}≥0 of nonnegative numbers,
ΨI
(
{σn}n≥0
)
≤ constΨI
(
{sn}n≥0
)
, (2.8)
where σn
def
= (1 + n)−1
n∑
j=0
sj.
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We denote by CI be the best possible constant in inequality (2.8).
Let Sp, 0 < p < ∞, be the Schatten–von Neumann class of operators T on Hilbert
space such that
‖T‖Sp
def
=
∑
j≥0
(
sj(T )
)p1/p <∞.
This is a normed ideal for p ≥ 1. We denote by Sp,∞, 0 < p <∞, the ideal that consists
of operators T on Hilbert space such that
‖T‖Sp,∞
def
=
(
sup
j≥0
(1 + j)
(
sj(T )
)p)1/p
.
The quasinorm ‖ · ‖p,∞ is not a norm, but it is equivalent to a norm if p > 1. It is easy
to see that
βSp = βSp,∞ =
1
p
, 0 < p <∞.
Thus Sp and Sp,∞ with p > 1 satisfy the hypotheses of the Theorem on ideals with
upper Boyd index less than 1.
We say that a quasinormed ideal I has majorization property (respectively weak ma-
jorization property) if the conditions
T1 ∈ I, T2 ∈ B, and σl(T2) ≤ σl(T1) for all l ≥ 0
imply that
T2 ∈ I and ‖T2‖I ≤ ‖T1‖I (respectively ‖T2‖I ≤ const ‖T1‖I)
(see [GK]). Note that if a quasinormed ideal I has weak majorization property, then we
can introduce on it the following new equivalent quasinorm:
‖T‖
I˜
def
= sup{‖R‖I : σl(R) ≤ σl(T ) for all l ≥ 0}
such that (I, ‖ · ‖
I˜
) has majorization property.
Every separable normed ideal and every normed ideal that is dual to a separable
normed ideal has majorization property, see [GK]. Clearly, S1 ⊂ I for every quasinormed
ideal I with majorization property. Note also that every quasinormed ideal I with βI < 1
has weak majorization property (see, for example, § 3 of [AP3] and § 3 of [AP4]).
The following fact on interpolation properties of quasinormed ideals that have ma-
jorization property is well-known, see e.g., [AP4].
Theorem on interpolation of quasinormed ideals. Let I be a quasinormed ideal
with majorization property and let A : L→ L be a linear transformer on a linear subset
L of B such that L∩S1 is dense in S1. Suppose that ‖AT‖ ≤ ‖T‖ and ‖AT‖S1 ≤ ‖T‖S1
for all T ∈ L. Then ‖AT‖I ≤ ‖T‖I for every T ∈ L.
We refer the reader to [GK] and [BS4] for further information on singular values and
normed ideals of operators on Hilbert space.
2.3. Double operator integrals. In this subsection we give a brief introduction
to double operator integrals. Double operator integrals appeared in the paper [DK] by
Daletskii and S.G. Krein. However, the beautiful theory of double operator integrals
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was developed later by Birman and Solomyak in [BS1], [BS2], and [BS3], see also their
survey [BS6].
Let (X , E1) and (Y , E2) be spaces with spectral measures E1 and E2 on a Hilbert
space H . The idea of Birman and Solomyak is to define first double operator integrals∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y), (2.9)
for bounded measurable functions Φ and operators T of Hilbert Schmidt class S2. Con-
sider the spectral measure E whose values are orthogonal projections on the Hilbert
space S2, which is defined by
E (Λ×∆)T = E1(Λ)TE2(∆), T ∈ S2,
Λ and ∆ being measurable subsets of X and Y . It was shown in [BS5] that E extends
to a spectral measure on X ×Y . If Φ is a bounded measurable function on X ×Y , we
define the double operator integral (2.9) by∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
def
=
 ∫
X ×Y
Φ dE
T.
Clearly, ∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
∥∥∥∥∥∥
S2
≤ ‖Φ‖L∞‖T‖S2 .
If ∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y) ∈ S1
for every T ∈ S1, we say that Φ is a Schur multiplier of S1 associated with the spectral
measures E1 and E2.
In this case the transformer
T 7→
∫
Y
∫
X
Φ(x, y) dE2(y)T dE1(x), T ∈ S2, (2.10)
extends by duality to a bounded linear transformer on the space of bounded linear
operators on H and we say that the function Ψ on Y ×X defined by
Ψ(y, x) = Φ(x, y)
is a Schur multiplier (with respect to E2 and E1) of the space of bounded linear opera-
tors. We denote the space of such Schur multipliers by M(E2, E1). The norm of Ψ in
M(E2, E1) is, by definition, the norm of the transformer (2.10) on the space of bounded
linear operators.
In [BS3] it was shown that if A and B are self-adjoint operators (not necessarily
bounded) such that A−B is bounded and if f is a continuously differentiable function
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on R such that the divided difference Df ,(
Df
)
(x, y) =
f(x)− f(y)
x− y
,
is a Schur multiplier of S1 with respect to the spectral measures of A and B, then
f(A)− f(B) =
∫∫ (
Df
)
(x, y) dEA(x)(A −B) dEB(y)
and
‖f(A)− f(B)‖ ≤ const ‖f‖M(EA,EB)‖A−B‖,
i.e., f is an operator Lipschitz function.
There are different descriptions of the space M(E1, E2) of Schur multipliers, see [Pe1].
In particular, it follows from those descriptions that Φ ∈ M(E1, E2) if and only id Φ is
a Schur multiplier of S1 associated with E1 and E2.
In this paper we need the following easily verifiable sufficient condition:
If a function Φ on X × Y belongs to the projective tensor product L∞(E1)⊗ˆL
∞(E2)
of L∞(E1) and L
∞(E2) (i.e., Φ admits a representation
Φ(x, y) =
∑
j≥0
ϕj(x)ψj(y),
where ϕj ∈ L
∞(E1), ψj ∈ L
∞(E2), and∑
j≥0
‖ϕj‖L∞‖ψj‖L∞ <∞),
then Φ ∈M(E1, E2) and
‖Φ‖M(E1,E2) ≤
∑
j≥0
‖ϕj‖L∞‖ψj‖L∞ . (2.11)
For such functions Φ we have∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y) =
∑
j≥0
∫
X
ϕj dE1
T
∫
Y
ψj dE2
 .
It follows from the Theorem on interpolation of quasinormed ideals (see Subsection
2.2) that if Φ ∈ M(E1, E2) and I is a quasinormed ideal with majorization property,
then
T ∈ I =⇒
∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y) ∈ I
and ∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
∥∥∥∥∥∥
I
≤ ‖Φ‖M(E1,E2)‖T‖I. (2.12)
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Suppose now that ∆1 and ∆2 are Borel subsets of Euclidean spaces. We denote by
M∆1,∆2 the class of Borel functions Φ on ∆1 × ∆2 that belong to the space of Schur
multipliers M(E1, E2) for all Borel Spectral measures E1 on ∆1 and E2 on ∆2. We put
‖Φ‖M∆1,∆2
def
= sup ‖Φ‖M(E1,E2),
the supremum being taken over all such spectral measures E1 and E2. It follows from
Theorem 2.2 of [AP5] that the supremum is finite.
The following result is well known and can be proved elementarily.
Lemma 2.1. Let {Qj} be a family of disjoint Borel subsets of R
n and let {Rj} be also
a family of disjoint Borel subsets of Rm. Suppose that Ψ =
∑
j Ψj, where Ψj is a Borel
function on Rn×Rm that is concentrated on Qj ×Rj (i.e., Ψj
∣∣Rn×Rm \Qj ×Rj = 0)
and sup ‖Ψj‖MQj ,Rj <∞. Then Ψ ∈MR
n,Rm and
‖Ψ‖MRn,Rm ≤ sup
j
‖Ψj‖MQj,Rj .
We need an elementary lemma that gives a sufficient condition for a function on the
product of two cubes to be a Schur multiplier. To state the lemma, we introduce a piece
of notation that will also be used in § 4.
Definition. Let Q be a cube in the Euclidean space Rd with center c ∈ Rd and let
K be a positive integer. We use the notation K[Q] for the cube homothetic to Q with
respect to homothetic center c and ratio K, i.e.,
K[Q]
def
=
{
x ∈ Rd : c+K−1(x− c) ∈ Q
}
. (2.13)
Lemma 2.2. Let R = P ×Q ⊂ R2n = Rn ×Rn be a cube with sidelength L. Suppose
that Ψ is a C∞ function on 32 [R]. For a multi-index α we put
Cα = L
|α| max
a∈ 3
2
[R]
∣∣(DαΨ)(a)∣∣.
Then Ψ
∣∣R ∈MP,Q and
‖Ψ‖MP,Q ≤ constmax
{∣∣Cα∣∣ : |α| ≤ 2n+ 2}.
Proof. By applying a translation and a dilation, we may assume that P = Q =[
−23π,
2
3π
]
.
Let κ be a nonnegative C∞ function on R2n such that
κ(a) = 1 for a ∈
[
−
2
3
π,
2
3
π
]2n
and κ(a) = 0 for a 6∈ [−π, π]2n .
Put Ψ♭ = κΨ.
Consider the Fourier expansion of Ψ♭ on [−π, π]
n × [−π, π]n:
Ψ♭(x, y) =
∑
r,s∈Zn
Ψ̂♭(r, s)e
i〈x,r〉ei〈y,s〉.
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It follows from (2.11) that
‖Ψ‖MP,Q = ‖Ψ♭‖MP,Q ≤
∑
r,s∈Zn
∣∣∣Ψ̂♭(r, s)∣∣∣ .
The result is a consequence of the following elementary estimate of the moduli of Fourier
coefficients:∣∣∣Ψ̂♭(r, s)∣∣∣ ≤ constmax{∣∣Cα∣∣ : |α| ≤ 2n + 2}(|r|+ |s|)−2n−2. 
3. The techniques used in the case of normal operators
do not work when n ≥ 3
In this section we are going review the approach of [APPS2] for functions of normal
operators and we will see that that approach does not generalize to the case of n-tuples
of commuting self-adjoint operators with n ≥ 3.
The proofs of the results of [APPS2] for normal operators are based on the following
formula:
f(N1)− f(N2) =
∫∫
(Dxf)(z1, z2) dE1(z1)(A1 −A2) dE2(z2)
+
∫∫
(Dyf)(z1, z2) dE1(z1)(B1 −B2) dE2(z2). (3.1)
Here N1 and N2 are normal operators with bounded difference N1 − N2, Aj = ReNj ,
Bj = ImNj , xj = Re zj , yj = Im zj , Ej is the spectral measure of Nj, f is a bounded
function on C = R2 whose Fourier transform has compact support,
(Dxf)(z1, z2) =
f(x1, y1)− f(x2, y1)
x1 − x2
, z1, z2 ∈ C,
and
(Dyf)(z1, z2) =
f(x2, y1)− f(x2, y2)
y1 − y2
, z1, z2 ∈ C.
It was shown in [APPS2] that under the above assumptions Dxf and Dyf belong to the
space of Schur multipliers MR2,R2 and formula (3.1) holds. This, in turn, was used in
[APPS2] to show that such functions f are operator Lipschitz, i.e.,
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖
for arbitrary normal operators N1 and N2 such that N1 −N2 is bounded.
However, in the case n ≥ 3 the situation is more complicated. Let (A1, A2, A3) and
(B1, B2, B3) be triples of commuting self-adjoint operators. Suppose that f is a bounded
function on R3 whose Fourier transform has compact support. An analog of (3.1) for
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triples of commuting self-adjoint operators would be the formula
f(A1, A2, A3)− f(B1, B2, B3) =
∫∫
(D1f)(x, y) dEA(x)(A1 −B1) dEB(y)
+
∫∫
(D2f)(x, y) dEA(x)(A2 −B2) dEB(y)
+
∫∫
(D3f)(x, y) dEA(x)(A3 −B3) dEB(y), (3.2)
where
(D1f)(x, y) =
f(x1, x2, x3)− f(y1, x2, x3)
x1 − y1
, (D2f)(x, y) =
f(y1, x2, x3)− f(y1, y2, x3)
x2 − y2
,
(D3f)(x, y) =
f(y1, y2, x3)− f(y1, y2, y3)
x3 − y3
, x = (x1, x2, x3), y = (y1, y2, y3),
and EA and EB are the joint spectral measures of the triples (A1, A2, A3) and (B1, B2, B3)
on the Euclidean space R3.
It can easily be shown that (3.2) holds if the functions D1f , D2f , and D3f belong to
the space of Schur multipliers MR3,R3 which would imply that f is an operator Lipschitz
function.
The methods of [APPS2] allow us to prove that D1f and D3f do belong to the space
of Schur multipliers MR3,R3 . However, as the next result shows, the function D2f does
not have to be in MR3,R3 , and so formula (3.2) cannot be used to prove that bounded
functions on R3 with compactly supported Fourier transform must be operator Lipschitz.
Theorem 3.1. Suppose that g is a bounded continuous function on R such that the
Fourier transform of g has compact support and is not a measure. Let f be the function
on R3 defined by
f(x1, x2, x3) = g(x1 − x3) sinx2, x1, x2, x3 ∈ R. (3.3)
Then f is a bounded function on R3 whose Fourier transform has compact support, but
D2f 6∈MR3,R3.
To construct a function g satisfying the hypothesis of Theorem 3.1, one can take, for
example, the function g defined by
g(x) =
∫ x
0
t−1 sin t dt, x ∈ R.
Obviously, g is bounded and and its Fourier transform Fg satisfies the equality:
(Fg)(t) =
c
t
for a nonzero constant cand sufficiently small positive t. Clearly, this implies that Fg is
not a measure.
Proof. Let f be the function defined by (3.3). Then f is a bounded function whose
Fourier transform is compactly supported.
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We have
(D2f)(x, y) = g(y1 − x3)
sinx2 − sin y2
x2 − y2
, x = (x1, x2, x3), y = (y1, y2, y3).
Since g is not the Fourier transform of a measure, it is well known that the function
(x, y) 7→ g(x− y), x, y ∈ R,
does not belong to the space MR,R. Moreover, there exists a continuous function κ
on R such that κ is the Fourier transform of an L∞ function (and so the operator of
convolution with κ is bounded on L2(R)) such that convolution with gκ is not a bounded
linear operator on L2(R). Let us fix such a function κ.
To prove that D2f 6∈MR3,R3 , consider kernels of the form
kn(x1, x2, x3, y1, y2, y3) = κ(y1 − x3)χn(x3, y1) ξ(x1, y3) η(x2, y2),
where χn is the characteristic function of [−n, n]
2, and ξ and η are nonzero functions in
L2(R2).
Clearly, the integral operators on L2(R3) with kernel functions kn are Hilbert Schmidt
operators with uniformly bounded operator norms. On the other hand, it is also easy to
verify that the operator norms of the integral operators on L2(R3) with kernel functions
(D2f)kn tend to infinity. This implies the desired conclusion. 
4. An integral formula
We have seen in the previous section that for n > 2, the representation
f(x1, · · · , xn)− f(y1, · · · , yn) =
n∑
j=1
(xj − yj)(Djf)(x1, · · · , xn, y1, · · · , yn)
(the divided differences Djf can be defined by analogy with the definition given in § 3 for
n = 3) does not help to establish that an L∞ function f on Rn whose Fourier transform
has compact support is operator Lipschitz. The reason is that if 2 ≤ j ≤ n − 1, the
function Djf does not have to be a Schur multiplier.
In this section we show that we can successfully replace the divided differences Djf
with other functions that are Schur multipliers. We find, for an L∞ function f on Rn
whose Fourier transform has compact support, a representation of the form
f(x1, · · · , xn)− f(y1, · · · , yn) =
n∑
j=1
(xj − yj)Ψj(x1, · · · , xn, y1, · · · , yn), (4.1)
where the Ψj are Schur multipliers.
This allows us to represent the difference f(A1, · · · , An) − f(B1, · · · , Bn) for com-
muting n-tuples (A1, · · · , An) and (B1, · · · , Bn) in terms of the sum of certain double
operator integrals, which will be used in the next section to obtain operator Lipschitz
estimates.
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Theorem 4.1. Let σ > 0 and let f be a function in L∞(Rn) whose Fourier transform
is supported in the ball {ξ ∈ Rn : ‖ξ‖ ≤ σ}. Then there exist functions Ψj, 1 ≤ j ≤ n,
on Rn × Rn such that Ψj ∈MRn,Rn, representation (4.1) holds, and
‖Ψj‖MRn,Rn ≤ Cnσ‖f‖L∞(Rn)
for some positive number Cn that does not depend on σ and f .
Note that by Bernstein’s inequality, for all multi-indices α,
‖Dαf‖L∞(Rn) ≤ σ
|α|‖f‖L∞(Rn). (4.2)
Recall that a dyadic interval is an interval of the form
[
j2k, (j + 1)2k
)
, j, k ∈ Z. By
a dyadic cube in Rd we mean a cube I1 × · · · × Id such that each Ij is a dyadic interval.
If C is a dyadic cube, there is a unique dyadic cube whose sidelength is twice as large
as the sidelength of C. We call it the parent cube of C.
We say that a dyadic cube C in R2n = Rn × Rn is admissible if either its sidelength
l(C) is equal to 1 or l(C) > 1 and the interior of the cube 2[C] does not intersect the
diagonal {(x, x) : x ∈ Rn} (see (2.13) for the definition of 2[C]). An admissible cube is
called maximal if it is not a proper subset of another admissible cube.
Consider all maximal admissible cubes. It is easy to see that they are disjoint and
cover R2n.
We need the following fact:
Lemma 4.2. If Q is a dyadic cube in Rn, then there can be at most 6n dyadic cubes
R in Rn such that Q×R is a maximal admissible cube. Similarly, for each dyadic cube
R in Rn there can be at most 6n dyadic cube Q in Rn such that Q × R is a maximal
admissible cube.
Proof. Let C = Q × R be a maximal admissible cube of sidelength l(C) = l(Q) =
l(R) = k. Denote by Q̂ and R̂ the parent cubes of Q and R. Then the cube Ĉ = Q̂×R̂ is
not admissible. This means that (x, x) ∈ 2[Ĉ] for some x ∈ Rn, i.e., that 2[Q̂]∩2[R̂] 6= ∅.
Since l(Q̂) = l(R̂) = 2k, the last condition is equivalent to 3[Q̂] ∩ [R̂] 6= ∅. Note now
that 3[Q̂] consists of 3n dyadic cubes of sidelength 2k and that two different dyadic cubes
of the same size are disjoint. Thus, for every given dyadic cube Q, there can be at most
3n options for R̂ and, thereby, at most 6n options for R. 
For k = 1, 2, 4, 8, · · · , we denote by Dk the set of maximal dyadic cubes of sidelength
k.
Remark. It follows now from Lemmata 4.2 and 2.1 that if k = 2m, m ∈ Z+, and for
C ∈ Dk, ΨC is a Borel function vanishing outside C, then∥∥∥∥∥∥
∑
C∈Dk
ΨC
∥∥∥∥∥∥
MRn,Rn
≤ 62n sup
{∥∥ΨC∥∥MQ,R : C ∈ Dk} .
Proof of Theorem 4.1. It is easy to see that by rescaling, we may assume that
σ = 1.
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We construct functions Ψ
[k]
j , 1 ≤ j ≤ n, k = 2
m, m ∈ Z+, such that Ψ
[k]
j is concen-
trated on
⋃
C∈Dk
C, ∑
m≥0
∥∥∥Ψ[2m]j ∥∥∥
MRn,Rn
<∞, 1 ≤ j ≤ n,
and
f(x)− f(y) =
n∑
j=1
(xj − yj)Ψ
[k]
j (x, y), for (x, y) ∈
⋃
C∈Dk
C,
where x = (x1, · · · , xn) and y = (y1, · · · , yn). Then it remains to put
Ψj =
∑
m≥0
Ψ
[2m]
j . (4.3)
Next, by the Remark following the proof of Lemma 4.2, to estimate
∥∥∥Ψ[k]j ∥∥∥
MRn,Rn
, it
suffices to estimate the Schur multiplier norm of Ψ
[k]
j on each cube C in Dk.
Consider first the case k = 1. Let C = Q×R ∈ D1. We have
f(x)− f(y) =
n∑
j=1
(xj − yj)
∫ 1
0
(Djf)((1− t)x+ ty) dt, x ∈ Q, y ∈ R,
where Djf is the jth partial derivative of f . Put
Φj(x, y) =
∫ 1
0
(Djf)((1− t)x+ ty) dt, (x, y) ∈
3
2
[C].
It follows from (4.2) and from Lemma 2.2 that
‖Φj‖MQ,R ≤ const ‖f‖L∞(Rn).
We can put now
Ψ
[1]
j =
∑
C∈D1
χ
C
Φj.
By Remark 2, ∥∥∥Ψ[1]j ∥∥∥
MRn,Rn
≤ const ‖f‖L∞(Rn).
We proceed now to the case k > 1. Suppose that C = Q ×R ∈ Dk. Let ω be a C
∞
nonnegative even function on R such that
ω(t) = 0, t ∈
[
−
1
2
,
1
2
]
, and ω(t) = 1, t 6∈ [−1, 1].
For x = (x1, · · · , xn) and y = (y1, · · · , yn) in R
n, we put
Φj(x, y) = ω
(
xj − yj
k
)
and Φ =
n∑
j=1
Φj,
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and define the functions Ξj, 1 ≤ j ≤ n, by
Ξj(x, y) =
{
1
xj−yj
·
Φj(x,y)
Φ(x,y) , xj 6= yj,
0, xj = yj.
It is easy to see that
n∑
j=1
(xj − yj)Ξj(x, y) = 1, (x, y) ∈
3
2
[C],
and so
f(x)− f(y) =
n∑
j=1
(xj − yj)
(
f(x)− f(y)
)
Ξj(x, y), (x, y) ∈
3
2
[C].
It is easy to verify that the function kΞj satisfies the hypotheses of Lemma 2.2. Thus
‖Ξj‖MQ,R ≤ const k
−1. We define the function Ψ
[k]
j on C by
Ψ
[k]
j (x, y) =
(
f(x)− f(y)
)
Ξj(x, y), (x, y) ∈ C.
Since ‖f‖L∞(Rn) ≤ 1, it follows that∥∥∥Ψ[k]j ∥∥∥
MQ,R
≤ const k−1,
and by Remarks 1 and 2,∥∥∥Ψ[k]j ∥∥∥
MRn,Rn
≤ const sup
C=Q×R∈Dk
∥∥∥Ψ[k]j ∥∥∥
MQ,R
≤ const k−1.
It remains to observe that the function Ψj defined by (4.3) satisfies
‖Ψ‖MRn,Rn ≤ const
∑
m≥0
∥∥∥Ψ[2m]j ∥∥∥
MRn,Rn
≤ const
∑
m≥0
2−m <∞. 
Theorem 4.1 easily implies that L∞ functions whose Fourier transform has compact
support are operator Lipschitz. More precisely, the following result holds:
Theorem 4.3. Let f satisfy the hypotheses of Theorem 4.1. Suppose that A1, · · · , An
and B1, · · · , Bn are n-tuples of commuting self-adjoint operators on Hilbert space such
that Aj−Bj is bounded for 1 ≤ j ≤ n, and let EA and EB be their joint spectral measures
on Rn. Then
f(A1, · · · , An)− f(B1, · · · , Bn) =
n∑
j=1
∫∫
Ψj(x, y) dEA(x)(Aj −Bj) dEB(y), (4.4)
where the functions Ψj satisfy the conclusion of Theorem 4.1.
Proof. Let us first establish formula (4.4) for bounded operators A1, · · · , An and
B1, · · · , Bn. We have∫∫
Ψj(x, y) dEA(x)(Aj −Bj) dEB(y) =
∫∫
Ψj(x, y)(xj − yj) dEA(x) dEB(y).
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Thus, using (4.1), we obtain
n∑
j=1
∫∫
Ψj(x, y) dEA(x)(Aj −Bj) dEB(y) =
n∑
j=1
∫∫
Ψj(x, y)(xj − yj) dEA(x) dEB(y)
=
∫∫ (
f(x)− f(y)
)
dEA(x) dEB(y)
= f(A1, · · · , An)− f(B1, · · · , Bn).
In the general case when the operators are not necessarily bounded we argue as in
the proof of Theorem 5.2 of [APPS2]: for a positive integer k, we define the orthogonal
projections
Pk = EA
x ∈ Rn :
n∑
j=1
|xj| ≤ k

 and Qk = EB
x ∈ Rn :
n∑
j=1
|xj | ≤ k

 .
Applying equality(4.4) for the n-tuples of bounded commuting self-adjoint operators
(A1,k, · · · , An,k) and (B1,k, · · · , Bn,k),
Aj,k
def
= PkAj and Bj,k
def
= QkBj, 1 ≤ j ≤ n,
we obtain
Pk
(
f(A1, · · · , An)− f(B1, · · · , Bn)
)
Qk
= Pk
(
Pkf(A1, · · · , An)− f(B1, · · · , Bn)Qk
)
Qk
=
n∑
j=1
Pk
(∫∫
Ψj(x, y) dEA(x)(Aj,k −Bj,k) dEB(y)
)
Qk.
To obtain formula (4.4), we take the limit as k → ∞ in the strong operator topology,
see details in the proof of Theorem 5.2 of [APPS2]. 
Theorem 4.4. Let f ∈ B1∞,1(R
n) and let A1, · · · , An and B1, · · · , Bn be n-tuples
of commuting self-adjoint operators such that the operators Aj − Bj , 1 ≤ j ≤ n, are
bounded. Then formula (4.4) holds.
Proof. Put fl = f ∗Wl, l ∈ Z. Clearly, fl satisfies the hypotheses of Theorem 4.1
with σ = 2l+1. To prove formula (4.4), it suffices to apply formula (4.4) to each function
fl (this can be done in view of Theorem 4.3) and take the sum over l ∈ Z. 
5. Operator Lipschitzness
In this section we show that functions in the Besov class B1∞,1(R
n) are operator Lips-
chitz. Moreover, for functions in B1∞,1(R
n) we also obtain Lipschitz estimates in operator
ideal norms under a very mild assumption on the ideal.
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As in the case of functions on R and R2, a function f on Rn is called operator Lipschitz
if ∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥ ≤ const max
1≤j≤n
‖Aj −Bj‖, (5.1)
whenever (A1, · · · , An) and (B1, · · · , Bn) are n-tuples of commuting self-adjoint opera-
tors such that the operators Aj − Bj are bounded, 1 ≤ j ≤ n. The operator Lipschitz
norm ‖f‖OL of f is, by definition, the minimal possible constant in inequality (5.1).
Theorem 5.1. Let f be an L∞ function on Rn whose Fourier transform is supported
in the ball {ξ ∈ Rn : ‖ξ‖ ≤ σ}. Then f is operator Lipschitz and
‖f‖OL ≤ cnσ‖f‖L∞ (5.2)
for some positive number cn.
Proof. Let A1, · · · , An and B1, · · · , Bn be n-tuples of commuting self-adjoint oper-
ators on Hilbert space such that Aj − Bj is bounded for 1 ≤ j ≤ n. It follows from
formula (4.4) and from Theorem 4.1 that∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥ ≤ n∑
j=1
‖Ψj‖MRn,Rn‖Aj −Bj‖
≤ const σ‖f‖L∞ max
1≤j≤n
‖Aj −Bj‖.
This implies the result. 
Theorem 5.2. Let f ∈ B1∞,1(R
n). Then f is operator Lipschitz and
‖f‖OL ≤ cn‖f‖B1
∞,1
for some positive number cn.
Proof. Indeed, let fl = f ∗Wl, l ∈ Z. Suppose that A1, · · · , An and B1, · · · , Bn
are n-tuples of commuting self-adjoint operators on Hilbert space such that Aj − Bj is
bounded for 1 ≤ j ≤ n. We have∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥ ≤∑
l∈Z
∥∥fl(A1, · · · , An)− fl(B1, · · · , Bn)∥∥
≤ const
∑
l∈Z
2l‖fl‖L∞ max
1≤j≤n
‖Aj −Bj‖
≤ const ‖f‖B1
∞,1
max
1≤j≤n
‖Aj −Bj‖ (5.3)
by (5.2). 
We proceed now to Lipschitz type estimates in operator ideal (quasi)norms.
Theorem 5.3. Let I be a quasinormed ideal of operators on Hilbert space that has ma-
jorization property. Suppose that A1, · · · , An and B1, · · · , Bn are n-tuples of commuting
self-adjoint operators on Hilbert space such that Aj −Bj ∈ I for 1 ≤ j ≤ n.
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If f is an L∞ function on Rn whose Fourier transform is supported in the ball
{ξ ∈ Rn : ‖ξ‖ ≤ σ}, then f(A1, · · · , An)− f(B1, · · · , Bn) ∈ I and
‖f(A1, · · · , An)− f(B1, · · · , Bn)‖I ≤ cnσ‖f‖L∞ max
1≤j≤n
‖Aj −Bj‖I (5.4)
for some positive number cn.
If f is a function in the Besov class B1∞1
(
R
n
)
, then f(A1, · · · , An)−f(B1, · · · , Bn) ∈ I
and
‖f(A1, · · · , An)− f(B1, · · · , Bn)‖I ≤ cn ‖f‖B1
∞1
max
1≤j≤n
‖Aj −Bj‖I.
for some positive number cn.
Proof. The result follows immediately from Theorems 4.3 and 4.4, and from (2.12)

In particular, we can apply Theorem 5.3 for trace class perturbations.
Corollary 5.4. Let f ∈ B1∞,1(R
n) and suppose that A1, · · · , An and B1, · · · , Bn are
n-tuples of commuting self-adjoint operators on Hilbert space such that Aj −Bj ∈ S1 for
1 ≤ j ≤ n. Then f(A1, · · · , An)− f(B1, · · · , Bn) ∈ S1 and∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥S1 ≤ const ‖f‖B1∞,1 max1≤j≤n ‖Aj −Bj‖S1 .
Proof. The proof is the same as the proof of (5.3). 
Note that Theorem 5.3 also implies Lipschitz estimates in the Schatten–von Neumann
norm Sp with p ≥ 1. However, for p ∈ (1,∞), a much stronger result was obtained
in [KPSS]. Namely, it was shown in [KPSS] that if 1 < p < ∞ and A1, · · · , An and
B1, · · · , Bn are n-tuples of commuting self-adjoint operators on Hilbert space such that
Aj −Bj ∈ Sp, then for every Lipschitz function f on R
n,
f(A1, · · · , An)− f(B1, · · · , Bn) ∈ Sp
and ∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥Sp ≤ const ‖f‖Lip max1≤j≤n ‖Aj −Bj‖Sp .
Note also that in [NP1] it is proved that for a Lipschitz function f on R and for self-
adjoint operators A and B with rank(A − B) < ∞, the operator f(A) − f(B) belongs
to the quasi-normed ideal S1,∞, i.e.,
sm
(
f(A)− f(B)
)
≤ const(1 +m)−1, m ≥ 0.
It is still unknown whether the same conclusion holds for Lipschitz functions f under
the assumption that A−B ∈ S1.
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6. Ho¨lder classes and arbitrary moduli of continuity
The purpose of this section is to obtain sharp estimates for the operator norms of
f(A1, · · · , An)−f(B1, · · · , Bn) for n-tuples (A1, · · · , An) and (B1, · · · , Bn) of commuting
self-adjoint operators in the case when f belongs to the Ho¨lder class Λα(R
n) or, more
generally, f belongs to the class Λω(R
n), where ω is an arbitrary modulus of continuity.
We establish analogs of the results of [AP2] for perturbations of functions of self-adjoint
operators (this corresponds to the case n = 1). Recall that similar results for pertur-
bations of functions of normal operators were obtained in [APPS2] (this corresponds to
the case n = 2). We generalize in this section the results of [AP2] and [APPS2] to the
case of arbitrary n.
The crucial step to obtain the above mentioned results of [AP2] and [APPS2] was the
fact that if f is an L∞ function on R (or on R2) whose Fourier transform has compact
support, then f is operator Lipschitz. In § 4 of this paper we have shown that the same
is true for L∞ functions on Rn, n ≥ 1, whose Fourier transform has compact support.
Using this result, we can obtain the results of this section in the same way as in [AP2]
(or in [APPS2]). Thus we only state the results and refer the reader to [AP2] (or to
[APPS2]) to see how the results can be proved.
Theorem 6.1. Let n be a positive integer. There exists a positive number cn such
that for every α ∈ (0, 1) and for every f ∈ Λα(R
n),
‖f(A1, · · · , An)− f(B1, · · · , Bn)‖ ≤ cn(1− α)
−1 max
1≤j≤n
‖Aj −Bj‖
α, (6.1)
whenever (A1, · · · , An) and (B1, · · · , Bn) are n-tuples of commuting self-adjoint opera-
tors.
Remark. Let α ∈ (0, 1). Put
hα
def
= sup
{
‖f(A)− f(B)‖
‖A−B‖α
}
,
where the supremum is taken over all functions f ∈ Λα(R) with ‖f‖Λα ≤ 1 and all
bounded self-adjoint operators A and B such that A 6= B. It was proved in Theorem 7.1
of [AP6] that
hα ≥ c(1− α)
−1/2, α ∈ (0, 1),
for some positive number c. It follows that in inequality (6.1) one cannot replace (1−α)−1
with anything better than (1− α)−1/2.
We proceed now to the case of an arbitrary modulus of continuity ω. The function ω∗
on (0,∞) is defined by
ω∗(δ)
def
= δ
∫ ∞
δ
ω(t)
t2
dt, δ > 0. (6.2)
Theorem 6.2. Let n be a positive integer. There exists a positive number cn such
that for every modulus of continuity ω and for every f ∈ Λω(R
n),
‖f(A1, · · · , An)− f(B1, · · · , Bn)‖ ≤ cn‖f‖Λω max
1≤j≤n
ω∗ (‖Aj −Bj‖) ,
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whenever (A1, · · · , An) and (B1, · · · , Bn) are n-tuples of commuting self-adjoint opera-
tors.
In the case ω(τ) = t (i.e., Λω(R
n) is the space Lip(Rn) of Lipschitz functions), the
function ω∗ identically takes value ∞ on (0,∞), and so Theorem 6.2 does not give any
estimate for Lipschitz functions. However, in the case when the joint spectra of n-tuples
(A1, · · · , An) and (B1, · · · , Bn) are contained in a fixed bounded subset K of R
n we can
replace the initial modulus of continuity ω(t) = t with the modulus of continuity defined
by
ω(δ) =
{
δ, δ ≤ d,
d, δ > d,
and apply Theorem 6.2. This leads to the following result.
Theorem 6.3. Let n be a positive integer. There exists a positive number cn such
that for every f ∈ Lip(Rn),
‖f(A1, · · · , An)−f(B1, · · · , Bn)‖ ≤ cn‖f‖Lip max
1≤j≤n
‖Aj−Bj‖
1 + log d
max
1≤j≤n
‖Aj −Bj‖
 ,
whenever (A1, · · · , An) and (B1, · · · , Bn) are n-tuples of commuting self-adjoint oper-
ators whose joint spectra are contained in a bounded set K and d is the diameter of
K.
The proof is similar to the proof of Theorem 8.4 of [APPS2], where the case of functions
of normal operators is considered.
7. Estimates in ideal norms
In this section we estimate ideal norms of perturbations of functions of n-tuples of
commuting self-adjoint operators. Such results were obtained earlier in [AP3] in the
case of functions of self-adjoint operators and in [APPS2] in the case of functions of
normal operators. The results of this section can be deduced from inequality (5.4) in the
same way as the results of [AP3] for functions of self-adjoint operators and the results
of [APPS2] for functions of normal operators.
Theorem 7.1. Let n be a positive integer. Then there exists a positive number cn such
that for every p ∈ (1,∞), α ∈ (0, 1), f ∈ Λα(R
n), and for arbitrary n-tuples (A1, · · · , An)
and (B1, · · · , Bn) of commuting self-adjoint operators with Aj − Bj ∈ Sp, 1 ≤ j ≤ n,
the operator f(A1, · · · , An)− f(B1, · · · , Bn) belongs to Sp/α and the following inequality
holds:
‖f(A1, · · · , An)−f(B1, · · · , Bn)‖Sp/α ≤ cn (1−α)
−1pα(p−1)−α‖f‖Λα max
1≤j≤n
‖Aj−Bj‖
α
Sp
.
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Moreover, a stronger result holds: we can replace the Sp-norm with finite sums(
m∑
k=0
(
sk(T )
)p)1/p
,
where T is a bounded linear operators on Hilbert space.
Theorem 7.2. Let n be a positive integer. Then there exists a positive number cn
such that for every m ∈ Z+, p ∈ (1,∞), α ∈ (0, 1), and f ∈ Λα(R
n), the following
inequality holds:
m∑
k=0
(
sk
(
f(A1, · · · , An)− f(B1, · · · , Bn)
))p/α
≤ (cn)
p/α(1− α)−p/αpp(p − 1)−p‖f‖
p/α
Λα
max
1≤j≤n
m∑
k=0
(
sk(Aj −Bj)
)p
,
whenever (A1, · · · , An) and (B1, · · · , Bn) are n-tuples of commuting self-adjoint opera-
tors such the operators Aj −Bj are bounded, 1 ≤ j ≤ n.
Theorem 7.1 can be generalized to the much more general case of quasinormed ideals
I with upper Boyd index βI less than 1. Recall that for such an ideal I, the number CI
is defined in Subsection 2.2.
Theorem 7.3. Let n be a positive integer. There exists a positive integer cn such that
for every α ∈ (0, 1), f ∈ Λα(R
n), for an arbitrary quasinormed ideal I with βI < 1, and
for arbitrary n-tuples (A1, · · · , An) and (B1, · · · , Bn) of commuting self-adjoint operators
with Aj − Bj ∈ I, 1 ≤ j ≤ n, the operator
∣∣f(A1, · · · , An) − f(B1, · · · , Bn)∣∣1/α belongs
to I and the following inequality holds:∥∥∥∣∣f(A1, · · · , An)− f(B1, · · · , Bn)∣∣1/α∥∥∥
I
≤ c1/αn CI(1− α)
−1/α‖f‖
1/α
Λα
max
1≤j≤n
‖Aj −Bj‖I.
Note that Theorem 7.1 does not generalize to the case p = 1. Indeed, it was established
in Theorem 9.9 of [AP3] that for α > 0, there exist self-adjoint operators A and B on
Hilbert space such that rank(A−B) = 1, and a function f ∈ Λα(R) such that
sk
(
f(A)− f(B)
)
≥ (1 + k)−α, k ≥ 0,
and so f(A)− f(B) 6∈ S1/α.
However, for p = 1 a slightly weaker result holds.
Recall that for q > 0 the weak type space Sq,∞ consists of compact operators T on
Hilbert space, for which
‖T‖Sq,∞
def
= sup
k≥0
sk(T )(1 + k)
1/q.
Theorem 7.4. Let n be a positive integer. Then there is a positive number cn such
that for every α ∈ (0, 1), f ∈ Λα(R
n), and for arbitrary n-tuples (A1, · · · , An) and
(B1, · · · , Bn) of commuting self-adjoint operators with Aj − Bj ∈ S1, 1 ≤ j ≤ n, the
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operator f(A1, · · · , An) − f(B1, · · · , Bn) belongs to S 1
α
,∞ and the following inequality
holds:∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥S 1
α ,∞
≤ cn(1− α)
−1‖f‖Λα max
1≤j≤n
‖Aj −Bj‖
α
S1
.
We conclude this section with the result that shows that if we replace in the statement
of Theorem 7.4 the condition f ∈ Λα(R
n) with the slightly stronger condition f ∈ Bα∞,1,
then we can make the stronger conclusion that f(A1, · · · , An)− f(B1, · · · , Bn) ∈ S1/α.
Theorem 7.5. Let n be a positive integer. Then there is a positive number cn such
that for every α ∈ (0, 1), for every function f in the Besov class Bα∞,1(R
n), and for
arbitrary n-tuples (A1, · · · , An) and (B1, · · · , Bn) of commuting self-adjoint operators
with Aj − Bj ∈ S1, 1 ≤ j ≤ n, the operator f(A1, · · · , An) − f(B1, · · · , Bn) belongs to
S1/α and the following inequality holds:∥∥f(A1, · · · , An)− f(B1, · · · , Bn)∥∥S1/α ≤ cn(1− α)−1‖f‖Bα∞,1 max1≤j≤n ‖Aj −Bj‖αS1 .
As we have already mentioned in the introduction to this section, the proofs of the
results of this section are practically the same as the proofs of the corresponding results
for n = 1 (see [AP3]) and n = 2 (see [APPS2]) once we use inequality (5.4) obtained in
§ 5.
8. Commutator and quasicommutator estimates
In this final section of this paper we obtain norm (or ideal norms) estimates of
quasicommutators f(A1, · · · , An)R − Rf(B1, · · · , Bn) in terms the quasicommutators
AjR − RBj, 1 ≤ j ≤ n, where R is a bounded linear operator. In the special case
Aj = Bj, 1 ≤ j ≤ n, we deal with commutators, while in the special case R = I we
have the problem of estimating perturbations f(A1, · · · , An) − f(B1, · · · , Bn) that was
considered in previous sections.
We need the following formula that expresses f(A1, · · · , An)R − Rf(B1, · · · , Bn) in
terms of double operator integrals.
Theorem 8.1. Let f be an L∞ function on Rn, let R be a bounded linear operator,
and let (A1, · · · , An) and (B1, · · · , Bn) be n-tuples of commuting self-adjoint operators
such that the operators AjR−RBj are bounded. Suppose that Ψj, 1 ≤ j ≤ n, are Schur
multipliers in MRn,Rn that satisfy formula (4.1) Then
f(A1, · · · , An)R−Rf(B1, · · · , Bn) =
n∑
j=1
∫∫
Rn×Rn
Ψj(x, y) dEA(x)(AjR−RBj) dEB(y).
Proof. The proof is exactly the same as the proof of Theorem 4.3. One has just re-
place f(A1, · · · , An)−f(B1, · · · , Bn) with f(A1, · · · , An)R−Rf(B1, · · · , Bn) and replace
Aj −Bj with AjR−RBj. 
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Theorem 8.1 allows us to obtain analogs of the results of the preceding sections for
quasicommutators. In particular, functions of class B1∞,1(R
n) admit the estimate:∥∥∥f(A1, · · · , An)R −Rf(B1, · · · , Bn)∥∥∥ ≤ const ‖f‖B1
∞,1
max
1≤j≤n
‖AjR−RBj‖,
whenever (A1, · · · , An) and (B1, · · · , Bn) and R is a bounded linear operator such that
the operators AjR−RBj are bounded.
The following result is an analog of Theorem 6.2:
If f ∈ Λω(R
n) and (A1, · · · , An), (B1, · · · , Bn) and R are as above, then∥∥∥f(A1, · · · , An)R−Rf(B1, · · · , Bn)∥∥∥
≤ const ‖f‖Λω‖R‖ max
1≤j≤n
ω∗
(
‖AjR−RBj‖
‖R‖
)
. (8.1)
In particular, in the case ω(t) = tα, α ∈ (0, 1), the following holds∥∥∥f(A1, · · · , An)R −Rf(B1, · · · , Bn)∥∥∥
≤ const(1− α)−1‖f‖Λα
(
max
1≤j≤n
‖AjR−RBj‖
)α
‖R‖1−α. (8.2)
We can also state and prove analogs of Theorems 7.1, 6.3, 7.2, 7.3, 7.4, and 7.5 for
quasicommutators. The proofs of these analogs are practically the same as the proofs of
the corresponding results for functions of perturbed n-tuples. Namely, one has to replace
on the left hand-side the operatorsf(A1, · · · , An) − f(B1, · · · , Bn) with the operators
f(A1, · · · , An)R − Rf(B1, · · · , Bn) and on the right-hand side the operators Aj − Bj
with the operators AjR−RBj.
Note that in the special case n = 2 the results listed above were obtained earlier in
[APPS2]. Indeed, in the case n = 2 the problem of estimating f(A1, A2)R−Rf(B1, B2)
in terms of A1R − RB1 and A2R − RB2 for pairs of commuting self-adjoint operators
(A1, A2) and (B1, B2) can be reformulated in terms of normal operators:
Let N1 and N2 be normal operators and let R be a bounded operator such that the
operators N1R − RN2 and N
∗
1R − RN
∗
2 are bounded. For a function f on the complex
plane, estimate the quasicommutator f(N1)R − Rf(N2) in terms of N1R − RN2 and
N∗1R−RN
∗
2 .
However, in the case of normal operators it is also natural to consider another problem
for quasicommutators:
Let N1 and N2 be normal operators and let R be a bounded operator such that the
operator N1R − RN2 is bounded. For a function f on the complex plane, estimate the
quasicommutator f(N1)R−Rf(N2) in terms of N1R−RN2.
The latter problem was treated in detail in [AP6].
To complete the paper we compare the results obtained in [APPS2] and [AP6]. We
assume that N1 and N2 are normal operators and R is a bounded linear operator. It
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follows from the results of [APPS2] that if f ∈ B1∞,1(R
2), then∥∥f(N1)R−Rf(N2)∥∥ ≤ const ‖f‖B1
∞,1
max
{
‖N1R−RN2‖, ‖N
∗
1R−RN
∗
2 ‖
}
.
On the other hand, it was shown in [JW] that if f is a continuous function on C such
that ∥∥f(N1)R−Rf(N2)∥∥ ≤ const ‖N1R−RN2‖
for all bounded normal operators N1 and N2 and all bounded linear operators R, then
f is a linear function, i.e., f(z) = az + b for some a, b ∈ C.
In the case of Schatten–von Neumann norms the situation is quite different. Indeed,
it was shown in [AD] and [Sh] that for 1 < p <∞, the following inequality holds:
‖N∗1R−RN
∗
2 ‖Sp ≤ const ‖N1R−RN2‖Sp ,
and so when we estimate
∥∥f(N1)R − Rf(N2)∥∥Sp/α for f ∈ Λa(R2), we do not need
‖N∗1R−RN
∗
2 ‖Sp on the right-hand-side.
As for estimating the operator norms of f(N1)R−Rf(N2) for functions of class Λα(R
2),
0 < α < 1, surprisingly, the results of [AP6] show that such norms can be estimated only
in terms of ‖N1R−RN2:∥∥f(N1)R−Rf(N2)∥∥ ≤ const(1− α)−2‖f‖Λα‖N1R−RN2‖α‖R‖1−α.
Note however, that the results of [APPS2] allows us to replace on the right hand-side
the factor (1 − α)−2 with (1 − α)−1 if we replace ‖N1R − RN2‖ with max{‖N1R −
RN2‖, ‖N
∗
1R−RN
∗
2 ‖} (compare with (8.2)).
In the case of an arbitrary modulus of continuity ω it was shown in [AP6] that for
f ∈ Λω(R
2), ∥∥f(N1)R −Rf(N2)∥∥ ≤ const ω∗∗(‖N1R−RN2‖
‖R‖
)
,
where
ω∗∗
def
= (ω∗)∗, i.e., ω∗∗(δ) = δ
∫ ∞
δ
ω∗(τ)
τ2
dτ, δ > 0.
Again, if we compare the above estimate with results of [APPS2], we see that if we
replace on the right ‖N1R − RN2‖ with max{‖N1R − RN2‖, ‖N
∗
1R − RN
∗
2 ‖}, we can
replace ω∗∗ with ω∗ (compare with (8.1)).
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