We consider a prior for nonparametric Bayesian estimation which uses finite random series with a random number of terms. The prior is constructed through distributions on the number of basis functions and the associated coefficients. We derive a general result on adaptive posterior convergence rates for all smoothness levels of the function in the true model by constructing an appropriate "sieve" and applying the general theory of posterior convergence rates. We apply this general result on several statistical problems such as signal processing, density estimation, various nonparametric regressions, classification, spectral density estimation, functional regression etc. The prior can be viewed as an alternative to the commonly used Gaussian process prior, but properties of the posterior distribution can be analyzed by relatively simpler techniques and in many cases allows a simpler approach to computation without using Markov chain Monte-Carlo (MCMC) methods. A simulation study is conducted to show that the accuracy of the Bayesian estimators based on the random series prior and the Gaussian process prior are comparable. We apply the method on two interesting data sets on functional regression.
Introduction
Bayesian methods have been widely used in the nonparametric statistical literature. Convergence rates of posterior distributions were studied in Ghosal et al. [2000] , Shen and Wasserman [2001] , Ghosal and van der Vaart [2007b,a] and van der Vaart and van Zanten [2008] . The optimal convergence rate of estimating a univariate α-smooth function is typically n −α/(2α+1) , where n is the sample size. Since the smoothness parameter α is usually unknown in practice, it is then of interest to investigate if a prior leads to posterior distributions that has optimal posterior convergence rates simultaneously for all values of α, possibly up to a logarithmic factor. If that holds, a procedure is called rate-adaptive.
Bayesian rate adaptation results are important for at least two reasons. First, it guarantees maximum possible accuracy of the Bayesian estimation procedure within the given framework. Secondly, it assures that the same prior distribution can be used regardless of the smoothness of the underlying function being estimated. Bayesian adaptation results have been established for signal estimation by Belitser and Ghosal [2003] , for density estimation by Ghosal et al. [ , 2008 , Scricciolo [2006] and for nonparametric regression by Huang [2004] using discrete mixtures. Alternatively, van der Vaart and van Zanten [2009] constructed a prior based on a randomly rescaled Gaussian process, which automatically adapts for a continuous range of smoothness parameters.
Besides a Gaussian process, another popular way to construct nonparametric priors is through a basis expansion, which involves putting a prior on the the number of basis functions and the corresponding coefficients. Although a random series with a random number of terms has been used by practitioners in various applied models [Crainiceanu et al., 2005] , theoretical properties of such priors have been studies only very recently for some particular choices of bases and prior distributions on the coefficients. The idea of putting a prior directly on the number of terms also appeared in Babenko and Belitser [2010] , who obtained rate adaptation using an oracle approach. Rivoirard and Rousseau [2012] exclusively considered the density estimation problem using a wavelet basis. On the other hand, de Jonge and van Zanten [2012] considered a general class of inference problems using spline basis and Gaussian priors on coefficients, and hence the resulting priors are mixtures of finite dimensional Gaussian processes. We present a unified treatment of a general class of random series prior for almost any curve estimation problem and show that it leads to adaptation. We formulate one general theorem in an abstract setting suitable as a prelude for many different inference problems where we allow arbitrary basis functions and arbitrary multivariate distributions on the coefficients of the expansion. Thus the resulting process induced on the function need not be Gaussian, and can accommodate a variety of functions starting from one with a bounded support to one with a heavy tail. The resulting rate obtained in the abstract theorem depends on the smoothness of the underlying function, approximation ability of the basis expansion used, tail of the prior distribution on the coefficients, prior on the number of terms in the series expansion, prior concentration and the metrics being used. We work out the rates for various combinations of these choices.
Gaussian processes are useful for constructing prior distributions [Lenk, 1988] and applications in spatial statistics [Banerjee et al., 2008] . Posterior computational methods were developed in Choudhuri et al. [2007] , Rasmussen and Williams [2006] , Tokdar [2007] , Rue et al. [2009] and others. Posterior asymptotic properties, which are primarily driven by the structure of its reproducing kernel Hilbert space, were studied by Tokdar and Ghosh [2007] , Ghosal and Roy [2006] , Choi and Schervish [2007] , van der Vaart and van Zanten [2007 , 2008 ], Castillo [2008 , 2012 . In this paper, using relatively elementary techniques, we show that random series prior shares the rate-adaptive convergence property of Gaussian process prior, and hence provides a reasonable alternative to it. Computationally, Gaussian processes may be more difficult to deal with because a large number of knots are needed to approximate a given Gaussian process and reversible jump MCMC is often required [Tokdar, 2007] . We propose a method that uses a conjugate-like prior for the model using the B-spline basis and hence avoids the use of MCMC as the posterior can be represented analytically. When the sample size n is relatively small (e.g. n = 10), the exact values of posterior moments can be computed. When the sample size is large, we use a direct sampling strategy. Thus at least conceptually, the random series prior gives rise to a more straightforward approach to computation. It may be noted that Gaussian process and random series priors are intimately related in two ways -a normal prior on the coefficients of a random series gives a Gaussian process while the Karhunen-Loève expansion of a Gaussian process expresses itself as a random series with basis consisting of eigenfunctions of the covariance kernel of the Gaussian process. Thus a random series prior may be regarded as a more general and flexible alternative to a Gaussian process prior that allows a more straightforward approach to computation and asymptotics.
The paper is organized as follows. In Section 2, we present the main theorems of random series priors. In Sections 3 and 4, we apply the theorems to a variety of statistical problems and derive the corresponding posterior convergence rates. Numerical results are presented in Section 5.
General results

Notations
. . , x j ≥ 0}. and δ x stand for the degenerate probability distribution at a point x. Let the indicator function of a set A be denoted by 1l{A}. For an open region Ω 0 in a Euclidean space, define the α-Hölder class C α (Ω 0 ) as the collection of functions f on Ω 0 that has bounded derivatives up to the order α 0 , which is the largest integer strictly smaller than α, and the α 0 -th derivative of f satisfies the Hölder condition |f
for some constant C > 0 and any x, y in the support of f .
We use " " to denote an inequality up to a constant multiple, where the underlying constant of proportionality is universal. By f ≍ g, we mean f g f . The packing number D(ǫ, T, d) is defined as the maximum cardinality of a subset of T whose elements are at least ǫ-separated out with respect to a distance
and L ∞ -norms of a function f with respect to a measure G.
Main result
We consider a random variable J taking values in N. For each J ∈ N, we consider a triangular array of linearly independent real-valued functions ξ = (ξ 1 , ξ 2 , . . . , ξ J )
T defined on a region Ω 0 . In applications, Ω 0 will be typically a bounded region. Note that the resulting basis functions may change from one stage to the next, although we did not make that explicit in our notation. A prior is assigned on J and the coefficients of basis functions θ = (θ 1 , . . . , θ J ) T as follows:
(A1) The prior for J satisfies Π(J > j) ≤ A(j) and Π(j ≤ J < c 1 j) ≥ B(j), j ∈ N for some constant c 1 > 1. The functions A(j) and B(j) are assumed to be nonnegative and strictly decreasing to 0 when j → ∞.
(A2) Given J, we consider a J-dimensional joint distribution as the prior for θ = (θ 1 , . . . , θ J )
where c 2 is some positive constant, H is chosen sufficiently large and ǫ > 0 is sufficiently small. Also, assume that
Remark 1. Examples of priors satisfying (A2) include independent gamma, exponential distributions assigned on each element of θ and multivariate normal and Dirichlet distributions provided the parameters lie in a fixed compact set; see Lemma 6.1 of Ghosal et al. [2000] for the last conclusion.
The priors on J and θ are allowed to depend on n provided that the constants appearing in (A1) and (A2) are free of n. However, to simplify the notation, we shall drop the subscript n from Π. In the following, with some abuse of notation, we shall use Π as the prior distribution on J and θ as well as for the induced prior distribution on functions θ T ξ. We consider two distance metrics d 1 and d 2 on functions belonging to Ω satisfying the following conditions for every θ 1 , θ 2 ∈ R J and J ∈ N:
where a(·) and b(·) are some positive increasing functions. Now we state the main theorem, which can be regarded as a master theorem where the required conditions for posterior convergence rates for various inference problems are established, in a manner similar to Theorem 2.1 of van der Vaart and van Zanten [2008] and Theorem 3.1 of van der Vaart and van Zanten [2009] . Theorem 1. Let ǫ n ≥ǭ n be two sequence of positive numbers satisfying ǫ n → 0 and nǭ 2 n → ∞ as n → ∞. For a function w 0 , suppose that there exist sequences of positive numbers J n ,J n and M n , a strictly decreasing, nonnegative function e(·) and a θ 0,j ∈ R j for any j ∈ N, such that the following conditions hold for some positive constants a 1 , a ′ 1 , a 2 :
(2.5)
Then the following assertions hold:
Conditions (2.3)-(2.5) require sufficiently large J n ,J n in order to have sufficiently good approximation to w 0 while J n ,J n should not be too large if the complexity of the model is to be controlled. When studying Bayesian asymptotic properties, a balance between bias and complexity needs to be established to obtain the optimal posterior convergence.
Posterior convergence rates
The general theorem can be further simplified for a particular collection of basis functions. We assume that the approximation error is e(J) J −α (log J) s for functions belonging to a Hölder class and s ≥ 0. Such collections include B-splines, wavelets, Fourier series and many other commonly used bases. Let
Assume that the prior on J satisfies the following tail bounds:
Geometric, Poisson and negative binomial distributions on J satisfy Condition (A3) respectively with t 1 = t 2 = 0, t 1 = t 2 = 1 and t 1 = t 2 = 0. For two groups of densities p i,w 1 , p i,w 2 , i = 1, . . . , n, we consider ρ n (w 1 , w 2 ) = n
, respectively the empirical L 1 and squared Hellinger distance. Note that when the observations are i.i.d., ρ n reduces to the L 1 -and the Hellinger distances on the densities respectively. Then the following result gives the posterior convergence rate for various inference problems.
Theorem 2. Suppose that we have independent observations X i following some distributions with densities p i,w , i = 1, . . . , n respectively. Let w 0 ∈ C α (Ω 0 ) be the true value of w. Let r be either 2 or ∞. Let ǫ n ≥ǭ n be two sequence of positive numbers satisfying ǫ n → 0 and nǭ 2 n → ∞ as n → ∞. Assume that there exists a θ 0 ∈ R J , θ 0 ∞ ≤ H and some positive constants C 1 , C 2 satisfying
Assume that the prior on J and θ satisfy conditions (A2) and (A3). Let J n ,J n ≥ 2 and M n be sequences of positive numbers such that the following hold:
13) ρ n (w 1 , w 2 ) n C 3 w 1 − w 2 r for any w 1 , w 2 ∈ W Jn,Mn , some constant C 3 > 0 (2.14)
15)
provided w 1 − w 2 r is sufficiently small. Then the posterior of w converges around w 0 at the rate ǫ n with respect to ρ n .
Remark 2. For r = ∞, relation (2.9) holds for B-splines and wavelets with s = 0 and for polynomials and Fourier series with s = 1. When r = 2, all four bases satisfy (2.9) with s = 0. Relation (2.10) holds for B-splines, polynomials and Fourier series base with K 0 = 1/2 when r = 2 and K 0 = 1 when r = ∞. For wavelets, (2.10) holds with K 0 = 1 for r = 2, ∞. This is because (
For B-splines, polynomials and Fourier series bases,
Remark 3. It is possible to incorporate a finite-dimensional nuisance parameter η in our setup, such as a scale parameter in a normal regression model. In this case, the sieve will be defined as the product of W Jn,Mn with a suitable sieve for η whose metric entropy can be appropriately controlled and whose complement has exponentially small prior probability; see Remark 4 for a concrete analysis.
Theorem 2 suggests that in order to obtain adaptive posterior convergence rates, it is crucial to choose sequences J n ,J n , ǫ n , M n in the rate equations (2.11)-(2.13) and bound the KL-divergences by the squared Euclidean distance · 2 r . Bounding the KL-divergence can be very different for various statistical problems, while the choices of J n andJ n are common for a set of basis functions. The following examples illustrate the use of the theorem.
Example 1. (Fourier trigonometric series)
Choose the basis {cos 2πjx, sin 2πjx, j ∈ N} in L 2 (0, 1). Then for a function w 0 ∈ C α (0, 1), we have e(J) ≍ (log J) s /J α , where s = 0 if r = 2 and s = 1 when r = ∞ [Jackson, 1930] . The rate calculation proceeds in the following way: (2.13) impliesJ −α n (log n) s ǭ n andJ n log n nǭ 2 n , and henceǭ n ≍ n −α/(2α+1) (log n) (s+α)/(2α+1) andJ n ≍ n 1/(2α+1) (log n) (2s−1)/(2α+1) . Now use (2.11), we have J n log t 1 n nǭ 2 n , hence we choose J n ≍ n 1/(2α+1) (log n) (2s+2α)/(2α+1)−t 1 . Note that (2.12) implies J n log n nǫ 2 n . As a result, we choose ǫ n ≍ n −α/(2α+1) (log n) (s+α)/(2α+1)+(1−t 1 )/2 .
Example 2. (Bernstein polynomials)
We consider the Bernstein polynomial prior proposed by Petrone [1999] . Consider a continuously differentiable density function w 0 with bounded second derivative, the approximation property of Bernstein polynomials to w 0 is e(J) = C/J for some universal constant C and r = 2 [Lorenz, 1953] . We can choosē
, which has the same polynomial power as given in Ghosal [2001] . In fact, for any 0 ≤ α ≤ 2, the approximation rate of Bernstein polynomials is J −α/2 and the resulting posterior convergence rate is n −α/2(α+1) (log n) α/2(α+1) ; see Kruijer and van der Vaart [2008] . The poor convergence rate stems from the poor approximation rate of Bernstein polynomials. Kruijer and van der Vaart [2008] used coarsened Bernstein polynomials and showed that for any f ∈ C α [0, 1] with 0 ≤ α ≤ 1, the approximation rate with J undetermined parameters is J −α . If we chooseJ n ≍ (n/ log n) −α/(2α+1) , then the rate is ǫ n = n −α/(2α+1) (log n) α/(2α+1)+(1−t 1 )/2 , which adapts in the range 0 ≤ α ≤ 1.
Example 3. (Polynomial basis) Consider the orthogonal polynomials as the approximation tool for w 0 ∈ C α (0, 1), we have the same approximation result with Fourier series under the L 2 -or the L ∞ -metrics (e.g., Theorem 6.1 of Hesthaven et al. [2007] ). Hence the choice of J n , M n and rates are exactly the same with Example 1.
Example 4. (B-splines)
If we choose the B-spline functions (see Appendix B) as the basis, then for w 0 ∈ C α (0, 1), we have e(J) ≍ J −α for d as the supremum distance or the L 2 -distance. Then we can chooseJ n = (n/ log n) 1/(2α+1) , J n = n 1/(2α+1) (log n) 2α/(2α+1)−t 1 , M n = n 1/t 3 ,ǭ n = (n/ log n) −α/(2α+1) and ǫ n as n −α/(2α+1) multiplied by some power of log n, where the power depends on the statistical problem. More details are given in Appendix B.
Example 5. (Wavelets) We consider a multiresolution truncated wavelet series:
where φ is the father wavelet, ψ is the mother wavelet,
We put priors on m and wavelet coefficients α and β. It has been shown that, for w 0 ∈ C α (R), the approximation error is e(m) = 2 −mα for r = 2 [Mallat, 1989] . Meanwhile, if w 0 has compact support, the number of nonzero coefficients is O(2 j 1 ). Hence we apply Theorem 2 for J = 2 m and chooseJ n = (n/ log n) 1/(2α+1) ,
. Doing the same calculation as in Example 1, the resulting rate ǫ n is n −α/(2α+1) (log n) α/(2α+1)+(1−t 1 )/2 . This coincides with the adaptation results for white noise models in Lian [2011] and for density estimation and regression models in Rivoirard and Rousseau [2012] . When the domain is (0, 1), we can use the Cohen et al. [1993] basis and restrict the range of the sum over k to 2 m − 1 to derive an analogous result.
Example 6. (Multivariate B-splines) Theorem 1 can be used in multi-dimensional situation as well. Consider the tensor-product B-splines [Schumaker, 2007] as a basis in C α (0, 1) S . Then we have e(J) ≍ J −α/S for r = 2 or ∞, where J = K S , and K is the number of univariate B-spline functions used in making the tensor products. Apply Theorem 2 withJ n = (n/ log n) 1/(2α+S) ,ǭ n = (n/ log n) −α/(2α+S) , M n = n 1/t 3 to obtain the rate ǫ n as n −α/(2α+S) multiplied by some power of log n, where the power depends on the statistical problem.
Density estimation
We apply Theorem 2 to derive convergence rates for density estimation on (0, 1). Frequentist optimal rate of convergence n −α/(2α+1) was obtained for the maximum likelihood estimators in Hasminskii [1978] . A Bayesian method using a log-spline prior was studied in Ghosal et al. [2000] , where the optimal posterior convergence rate n −α/(2α+1) was obtained. When α is unknown, the adaptive posterior convergence rate n −α/(2α+1) , possibly up to an additional logarithmic factor, was established in Ghosal et al. [ , 2008 .
Consider estimating a density function p on (0, 1). A Bayesian estimator of p can be constructed by using basis functions through a nonnegative, monotonic, Lipschitz continuous link function Ψ, i.e., p w = Ψ(w)/ 1 0 Ψ(w(x))dx for w = θ T ξ, θ ∈ R J and J is given a prior on N. If we choose Ψ as the exponential function and ξ as the B-spline, then it gives the log-spline prior. We can also choose Ψ as the identity function, and restrict the prior for θ on ∆ J when using the B-spline basis, by Lemma 1, part (d).
Consider n independent, identically distributed observations X 1 , . . . , X n from a true density p 0 . Assume that w 0 = Ψ −1 (p 0 ) ∈ C α (0, 1) and that w 0 is bounded in [M ,M ] for some positive constants M andM. We assume that the prior satisfies Conditions (A2) and (A3) and the basis ξ satisfies (2.9) and (2.10) with r = ∞. We need another assumption that c(w) = 1 0 Ψ(w(x))dx is lower bounded by a positive constant (or some negative power of n on the sieve), which is satisfied for the identity link and for the exponential link if θ is confined in a bounded region (or more generally, its prior has sufficiently thin tail). In order to apply Theorem 2, we first derive the following approximation result:
Using the fact that p 0 is bounded away from 0, if w − w 0 ∞ is small, p w is also bounded from 0, hence
Using Lemma 8 of Ghosal and van der Vaart [2007a] , we have
Therefore (2.15) holds for r = ∞. Next, we verify (2.14). Note that because of the i.i.d assumption, ρ n is the usual L 1 -distance on p w . Then it follows that
Now we apply Theorem 2 for ρ n being the L 1 -distance, withJ n = (n/ log n) 1/(2α+1) , ǫ n = (n/ log n) −α/(2α+1) , J n = n 1/(2α+1) (log n) (2α+2s)/(2α+1)−t 1 , M n = n 1/t 3 and r = ∞, then the posterior distribution converges at rate ǫ n = n −α/(2α+1) (log n) (α+s)/(2α+1)+(1−t 1 )/2 with respect to the L 1 -distance.
Next, we describe MCMC-free calculations using normalized B-splines {B J-dimensional simplex ∆ J and maintain the same approximation rate. We put a Dirichlet prior on θ ∼ Dir(a 1 , a 2 , . . . , a J ) for any J ∈ N. Finally, we assign a prior Π on J. Thus a prior on the density p is induced. Given the observations X = (X 1 , . . . , X n ) and a fixed dimension J, the posterior density of θ is a mixture of Dirichlet distribution:
Using p(J, θ|X) ∝ p(X|J, θ)Π(θ|J)Π(J), the posterior mean of p at a point x is 
(3.5)
A basis function takes nonzero values only at q intervals, so the calculation involves a multiple of q n+1 steps. More details are given in Section 5. Similar expressions can be obtained for other posterior moments, in particular, for the posterior variance.
Note that if q = 1, the sums over indices i 1 , . . . , i n in (3.5) will be redundant, leading to a histogram estimate whose bin length and weights are posterior averaged. The B-spline random series prior can also be viewed as a kernel mixture prior, where the kernel is a B-spline function indexed by a discrete parameter.
Regression models
In this section, we consider several nonparametric regression examples including regression with additive Gaussian errors, binary regression and functional regression. In these cases, we allow the covariates be either fixed or random and show that how Theorem 2 can be used to derive convergence rates. We also briefly discuss the MCMC-free calculations by using the conjugacy structure. The techniques also apply on other inference problems such as signal processing under Gaussian white noise, Poisson regression, spectral density estimation using the Whittle likelihood to obtain adaptive posterior convergence rates. In each of these examples, there is an appropriate prior on the coefficient vector that leads to a conjugate structure, and hence can be used to develop MCMC-free computation techniques. For the sake of brevity, we omit the details here.
Example 7. (Nonparametric regression with Gaussian errors)
We consider a regression model with additive error
. . , Z n ∈ (0, 1). We treat σ as known. The case of unknown σ can be treated by a minor extension of Theorem 2, i.e., putting an appropriate prior on σ; see Remark 3. We use the same prior on f as in Section 2.3 and assume that the true regression function f 0 ∈ C α (0, 1) and the prior satisfies Conditions (A2) and (A3).
For fixed covariates Z, define the empirical measure P Z n = n −1 n i=1 δ Z i , the covariance matrix Σ n,J , whose (k, l)-th element is ξ k ξ l dP Z n for k, l ≤ J and · 2,n as the norm on L 2 (P Z n ). Define P f,i as the normal measure with mean f (Z i ) and variance σ 2 . In the normal model, the Hellinger distance is of the order of the Euclidean distance on the mean when one (and hence both) are small. Hence f satisfies conditions of Lemma 2 of Ghosal and van der Vaart [2007b] with respect to · 2,n . This implies that we can work with · 2,n instead of the Hellinger distance. Using the arguments in Section 7.2 of Ghosal and van der Vaart [2007b] , we get
Now we are ready to apply Theorem 2. As Hellinger distance in a normal location family is bounded by a multiple of the Euclidean distance, Condition (2.14) holds for ρ n , the average squared Hellinger distance with r = ∞. Assuming that the basis ξ satisfies (2.9) and (2.10) with r = ∞ and choosingJ n = (n/ log n) 1/(2α+1) ,ǭ n = (n/ log n) −α/(2α+1) , J n = n 1/(2α+1) (log n) (2α+2s)/(2α+1)−t 1 , r = ∞ and M n = n 1/t 3 , then we obtain the posterior convergence rate ǫ n = n −α/(2α+1) (log n) (α+s)/(2α+1)+(1−t 1 )/2 relative to ρ n . Note that in neighborhoods of f 0 , ρ n is equivalent to · 2,n , and hence the assured convergence rate applies for the distance · 2,n as well.
For random covariates Z 1 , . . . , Z n ∼ G, define L 2,G as the L 2 -distance with respect to the probability measure G. We assume that G has a density g bounded and bounded away from zero, and ξ satisfies (2.9) and (2.10) with r = 2. Then f 1 − f 2 2,G is equivalent to f 1 − f 2 2 , and hence can be used interchangeably in entropy calculations and and bounding prior concentration and posterior convergence rates. Alternatively without any condition on G, we can assume the basis has the L ∞ -approximation property with the same rate and bound · 2,G by · ∞ . Hence by applying Theorem 2 in the same way with r = 2, we obtain the same rate with respect to · 2,G .
Example 8. (Nonparametric binary regression) Assume that we have n independent observations (Z 1 , X 1 ), . . . , (Z n , X n ) from a binary regression model P(X = 1|Z = z) = 1 − P(X = 0|Z = z) = f 0 (z), where X's take values in {0, 1} and Z's are either fixed or random covariates in some domain Z. Given a link function Ψ : Z → (0, 1), we can construct a random series prior on the regression function f 0 using a basis ξ as f θ (z) = Ψ{θ T ξ(z)}. Commonly, a cumulative distribution function on R such as the logit or probit function is chosen as the link function and the coefficient vector θ can be chosen any values in R J . Then any basis with approximation property for the Hölder class may be used.
For our model, we consider a prior satisfying Conditions (A2) and (A3). We assume that w 0 = Ψ −1 (f 0 ) ∈ C α (0, 1) is bounded away from 0 and 1.
We first consider fixed covariates situation Z 1 , . . . , Z n and let the basis ξ satisfy (2.9) and (2.10) with r = ∞. Define p w = Ψ(w)
x (1 − Ψ(w)) 1−x , note that
Hence by the Lipschitz continuity of Ψ, w 1 − w 2 1,n = 2 f 1 − f 2 1,n ≤ 2 f 1 − f 2 ∞ w 1 − w 2 ∞ , so the relation (2.14) holds. Now we may apply Theorem 2 for ρ n the empirical
| on the response probability function f . For random covariates Z 1 , . . . , Z n ∼ G, when G has a density g bounded and bounded away from zero, the same conclusion can be made in terms of the
When specifically using B-splines as the basis, the link function Ψ can be chosen to be the identity function in view of parts (b) and (c) of Lemma 1. The expressions then simplify significantly if we use beta priors θ i ind ∼ Beta(a i , b i ) for some positive numbers a i and b i . The posterior mean of f 0 (z) can be written as a ratio whose numerator is
and the denominator is
The numerator and the denominator simplify to
. Example 9. (Functional regression model) Spline functions are widely used to model functional data; see Cardot et al. [2003] for example. A rate of convergence result was obtained in Hall and Horowitz [2007] . A Bayesian method based on splines is given by Goldsmith et al. [2011] . However, to the best of our knowledge, no results on posterior convergence rates for Bayesian methods are yet available. We consider two types of functional regression model. The first one assumes only the covariates Z(t) and the effects β(t) depend on time t. The second one allows functional observations X(t). We can use any basis with general approximation properties for Hölder classes under the L 2 -distance.
We first discuss the functional covariates situation. Suppose we observe i.i.d. copies (Z 1 , X 1 ), . . . , (Z n , X n ) of (Z, X), where Z is a square integrable random function defined on (0, 1) and X is a scaler. A functional linear regression model can be formulated as follows:
where β(t) is the coefficient function we want to estimate, ε 1 , . . . , ε n iid ∼ N(0, σ 2 ). We consider a prior in Section 2.2 satisfying Conditions (A2) and (A3). In order to obtain convergence rate, we assume that the true regression function β ∈ C α (0, 1), EZ 2 (t) is uniformly bounded away from 0 and ∞ for every t ∈ (0, 1) and the basis satisfies (2.9) and (2.10) with r = 2. We consider a basis expansion 2 . This allows us to bound K(P β 0 , P β ) and V (P β 0 , P β ) using Cauchy-Schwarz inequality:
For (2.14), note that the same argument used in random covariates situation in Example 7 applies here. Hence we can apply Theorem 2 as in Example 7. Then the posterior converges at rate ǫ n = n −α/(2α+1) (log n) (α+s)/(2α+1)+(1−t 1 )/2 relative to the L 2 -distance. Next, we consider a longitudinal type of functional model:
For each object i, we observe its response X i at a random time T i ∈ (0, 1) with some random covariate Z i . We assume that Z 1 , . . . , Z n are i.i.d. copies of Z, T 1 , . . . , T n are i.i.d. copies of T , ε i iid ∼ N(0, σ 2 ), they are all independent of each other and T has a density g bounded and bounded away from zero on (0, 1).
Suppose that the true regression function β ∈ C α [0, 1] and EZ 2 (t) are uniformly bounded away from 0 and ∞ for every t ∈ (0, 1). Then again
Hence we obtain the same convergence rate ǫ n if we use the same prior on β as before. This rate coincides with the optimal rate obtained in Cai and Yuan [2011] within a logarithmic factor.
Remark 4. For the regression problems, it is more realistic to consider unknown σ situation and assign a prior (independent to other parameters) on it. If the prior density is positive throughout, and has exponential tail near zero and polynomial tail near infinity, then a sieve (n −C 1 , exp{C 2 nǫ 2 n }) for sufficiently large C 1 , C 2 will satisfy the conditions in Theorem 2. Note that the popular inverse gamma prior on σ 2 (or on any positive power of σ) satisfies the requirements.
Numerical examples
Example 10. (Simulation) We illustrate the use of conjugate prior structure as described in (3.4) and (3.5) on density estimation problems. We consider two examples of the true density: Beta(0.5, 0.5), and a mixture density of exponential and a normal distribution:
For each density, we generate n = 20, 50, 100 and 300 samples and then implement the random series prior for q = 1 and q = 3. When q = 1, the exact value of the posterior mean can be calculated. When q = 3, instead of evaluating all possible terms to get (3.5), we randomly sample N = 3000 of them and take the associated average values. We choose a geometric prior for J restricted between 5 and 25. The lower truncation ensures a minimum number of terms in the series expansion while an upper truncation is necessary to carry out the actual computation using a computer. For θ, we use a uniform distribution. We obtain density estimates at 100 grid points in the unit interval. We compare our results with that using the Gaussian process (GP) prior in Tokdar [2007] and Dirichlet mixture (DM) of normal kernels [Escobar and West, 1995] . Mean absolute errors (l 1 ), mean squared errors (l 2 ) and computing time t (in seconds) are summarized in Tables 1 and 2 . Standard errors (s.e.) are calculated based on 100 Monte-Carlo replications. The results show that random series prior has a comparable performance in accuracy and computation time with GP prior. All programs are implemented on a cluster of six DELL Dual Processor Xeon Twelve Core 3.6 GHz machines with 80GB RAM running 64Bit CentOS Linux 5.0.
We also calculate confidence bands for the mixture true density example (5.1) based on the second moment estimation. Results are given in Figure 1 for smoothness level q = 1, 3 and sample size n = 100 and 500. Upper left: q = 1, n = 100; upper right: q = 1, n = 500; lower left: q = 3, n = 100; lower right: q = 3, n = 500. of 172 training and 43 testing samples, where each sample contains 100 channel spectrum of absorbents.
We consider a functional linear model in (4.2) and use a B-spline basis expansion of β(t). A prior is assigned by putting a Zellner's g-prior on the coefficients, a geometric distribution on J truncated between 5 and 15 and an inverse gamma distribution IG(a, b) on σ 2 . We let the values of hyperparameters g, a, b range from 1 to 100 and the posterior results are quite insensitive. The MCMC-free calculation yields a root mean squared error (RMSE) of prediction 2.64 for q = 1 and RMSE= 2.49 for q = 3, which are generally better than the regression model results (RMSE ≥ 4) built based on principal component analysis.
Example 12. The medfly data [Ramsay et al., 2009 ] records the number of eggs laid by 50 fruit flies on each of 26 days. It is of interest to study the relationship between the individual mortality and the egg counts. We use the same functional linear model calculation as in the previous example with q = 5 (results are similar for smaller values of q). Comparing to regression curves obtained from a functional regression model built on three principal components, our curve is more volatile, however still manages to capture the peaks around days 7, 16, 23.
