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Introduction
Cette thèse gravite principalement autour de deux outils, la logique linéaire et les
réseaux d’interaction.
De façon un peu surprenante, la logique linéaire n’est pas seulement un système
dans lequel on peut formuler les preuves de certains théorèmes, c’est aussi un lan-
gage mathématique qui permet d’exprimer des programmes. En tout cas, c’est ce der-
nier aspect qui va susciter notre intérêt. Les programmes dont il est question sont
tout à fait similaires à ceux qui s’exécutent sur un ordinateur, et nous parlons donc
d’un véritable langage de programmation. Il est utilisé lorsqu’on souhaite exprimer
et étudier des programmes avec une certaine rigueur mathématique : il donne une
spécification à la fois concise, précise et assez canonique de leurs comportements.
On devine donc un langage fondé sur un petit nombre de constructions qu’il faut
utiliser en assez grand nombre pour espérer faire des choses intéressantes. Considé-
rées séparément toutes ses constructions sont étonnement simples, on pourrait les
comparer aux briques élémentaires utilisées pour bâtir un édifice architectural. Lors-
qu’on commence à vouloir les faire fonctionner ensemble, on s’aperçoit que ces pe-
tites constructions sont dotées d’une expressivité suffisante pour décrire des relations
compliquées entre un jeu de données et un résultat. C’est en cela qu’elles permettent
de former des programmes, même si pour l’instant rien ne dit qu’il est possible de
les exécuter facilement. Contrairement à beaucoup d’autres langages de program-
mation, il n’induit pas le programmeur à raisonner en termes d’états et d’instructions
qui modifient ces états. C’est un langage qui vit indépendamment de toute stratégie
de calcul et de tout support physique qui permettrait son exécution.
À l’opposé, les réseaux d’interaction forment ce qu’on appelle un modèle de cal-
cul. Ce sont des objets qui ont été créés dans le but précis d’être exécutés. Cette fois la
problématique est inversée, on sait que ces réseaux calculent mais on aimerait bien
savoir ce qu’ils calculent, ou plutôt comment les utiliser pour calculer quelque chose
d’utile. Nous y reviendrons. La spécificité de ce modèle de calcul est qu’il possède
une notion intrinsèque de parallélisme, et c’est pour cela qu’on s’y intéresse. Le paral-
lélisme s’oppose à la notion de séquentialité. Les différents pas d’un calcul séquentiel
s’enchaînent, et on ne peut commencer le suivant qu’après avoir achevé le précé-
dent. En particulier, lorsqu’un calcul est décrit de cette manière, rien ne permet à
celui qui l’exécute de le partager en isolant certaines tâches indépendantes, même de
façon temporaire. Il est donc inutile d’être deux pour effectuer ce calcul, on ne saurait
comment s’y prendre pour l’effectuer plus vite. Le modèle des réseaux d’interaction
est lui fondé sur une réécriture locale de graphes et son exécution se découpe naturel-
lement en une multitude de petites tâches distinctes. On peut facilement le déployer
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sur un ordinateur, ou sur tout autre appareil capable d’effectuer un calcul, en ti-
rant parti de leur propension éventuelle au calcul parallèle. Aussi, contrairement à
d’autres modèles parallèles, il ne contourne pas le problème en décrivant plusieurs
fils d’exécution qui restent séquentiels, sa qualité est plutôt due à une absence générale
de séquentialité.
• Réseaux et localisation
La première partie de cette thèse propose des initiatives nouvelles pour établir
un pont entre ces deux outils. Elle présente un processus de compilation qui permet
de traduire la logique linéaire, dans laquelle il est pratique de programmer, en un
système de réseaux d’interaction avec lequel il naturel de calculer (surtout pour une
machine).
Les formules de la logique linéaire s’écrivent dans la syntaxe suivante :
A ::= A⊗A
∣∣ A `A ∣∣ 1 ∣∣ ⊥︸ ︷︷ ︸
multiplicatifs
∣∣ !A ∣∣ ?A︸ ︷︷ ︸
exponnentiels
∣∣ A⊕A ∣∣ A &A ∣∣ 0 ∣∣ ⊤︸ ︷︷ ︸
additifs
Le fragment multiplicatif de cette logique correspond dans une certaine mesure
à ce que le programmeur connaît sur la formation de couples ou d’enregistrements,
et également sur les constructions fonctionnelles. Sa traduction ne pose pas de pro-
blèmes spécifiques. Nous l’évoquerons peu après avoir défini le cadre dans lequel
nous travaillons. Les difficultés n’apparaissent que lorsqu’on s’intéresse au fragment
exponentiel. C’est celui qui introduit une capacité de duplication ou d’effacement des
données. Trois formalismes qui présentent des avantages distincts seront évoqués
pour traiter ce fragment problématique.
Si on oublie la logique qui les a fait naître, ces formalismes embrassent déjà toute
l’expressivité computationnelle que l’on peut souhaiter. Cependant, pour conserver
le confort de programmation que nous offre le typage, on préférera rester à l’in-
térieur de cette logique, quitte à la compléter. Cela nous amènera à considérer le
fragment additif, qui correspond aux constructions conditionnelles des langages de
programmation, puis à introduire une construction spécifique qui permet la récur-
sion. La méthodologie utilisée précédemment pour le fragment exponentiel s’adapte
relativement bien à ces nouvelles constructions.
On finira par la présentation d’une machine d’exécution parallèle qui à été réa-
lisée grâce aux concepts développés dans cette première partie. Ce sera l’occasion
de parler informellement de sujets annexes qui sont apparus principalement lors de
l’élaboration de ce petit logi-ciel.
• Approche différentielle
La deuxième partie est une contribution au monde — encore trop petit — de la
logique linéaire différentielle. Ce sera une fois de plus les réseaux qui sont à l’origine
de la majorité des idées développées, mais on s’éloigne de l’aspect computationnel
pour s’orienter plutôt vers l’analyse de programmes.
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C’est une modification de la couche exponentielle de la logique qui nous permet
de passer dans le monde différentiel. On remplace la construction usuelle de promo-
tion, qui autorise la réplication de la preuve qu’elle contient, par certaines construc-
tions particulières qui regroupent plusieurs instances de cette preuve. La différence
est subtile, mais la dynamique de cette logique est simplifiée : elle ne fait plus in-
tervenir ces fameuses opérations de duplication ou d’effacement. Chaque hypothèse
doit être fournie en quantité suffisante et sera consommée exactement une fois. La
logique linéaire différentielle parle donc de ressources à usage unique.
Ce système est intéressant car on est toujours capable d’interpréter les preuves
de logiques usuelles, il suffira de considérer un ensemble potentiellement infini de
preuves écrites dans cette logique. Lorsqu’on considère d’autres langages (et on com-
mencera d’ailleurs le plus souvent par évoquer le λ-calcul ou le pi-calcul avant d’évo-
quer la logique), on s’aperçoit qu’on arrive par un procédé similaire à décompo-
ser leurs termes en composants linéaires. Cela permet généralement de mieux com-
prendre ces langages, voire d’établir des liens entre eux.
Nous proposerons une logique différentielle complétée, combinant l’introduc-
tion de ressources à usage unique et la possibilité de réplication au sein d’un même
calcul. Dans un premier temps, on se contentera d’indiquer comment réintroduire
la promotion dans la logique linéaire différentielle. Par la suite, une construction de
super-promotion sera présentée, elle est mieux adaptée au cadre différentiel que la pro-
motion habituelle. Elle dévoile l’existence d’un acteur, plus ou moins sympathique




Elle permet également au calcul de retrouver sa symétrie : les offres de ressources
« !A » et les demandes de ressources « ?A » sont décrites de façon similaire.
• Compléments
La troisième partie regroupe plusieurs considérations qui fourniront quelques
éclairages supplémentaires sur les divers systèmes considérés. On rappellera la
preuve de normalisation faible (obtenue par réalisabilité) des réseaux de preuve de
la logique linéaire, et on proposera une extension de celle-ci lorsqu’on y ajoute les
opérateurs différentiels. Nous parlerons aussi de sémantique relationnelle. C’est une
matière que nous présenterons un peu tardivement faute de pouvoir parler de tout
en même temps, mais qui a souvent été motrice lors de l’élaboration de nos divers
systèmes.
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Chapitre 1
Réseaux
On se propose de coder les preuves issues de la logique linéaire de Jean-Yves
Girard [Gir87 ; GLT89] dans la syntaxe des réseaux d’interaction introduits par Yves
Lafont [Laf90 ; Laf95]. Ce premier chapitre sert d’introduction aux divers objets et
systèmes que nous serons amenés à utiliser.
1.1 Réseaux d’interaction
Les réseaux d’interaction constituent un modèle de calcul simple dans lequel
les opérations nécessaires au calcul sont atomiques. Fondés sur une réécriture de
graphes, ils permettent d’exprimer d’autres modèles dont les réductions sont locales
et peuvent éventuellement être effectuées de manière parallèle. Ils permettent en
particulier d’exprimer la dynamique des machines de Turing ou des automates cel-
lulaires.
1.1.1 Syntaxe
On se donne un ensembleO d’opérateurs. On associe à chaque opérateur un entier
naturel nommé arité. Chaque opérateur ⋆ ∈ O peut donner naissance à plusieurs
nœuds que nous représenterons graphiquement comme ceci :
⋆
De chaque nœud part un fil qui est attaché à son port principal (ici en direction
du bas), et d’autres fils attachés à ses ports auxiliaires. Le nombre de ports auxiliaires
d’un nœud est déterminé par l’arité de l’opérateur qui étiquette ce nœud. Ici, on a
donc supposé que l’opérateur ⋆ est d’arité 3.
/
1-1 Définition. On nommera réseau (d’interaction) un ensemble de nœuds et de ports libres
reliés par des fils. Usuellement un fil relie exactement deux ports distincts, sauf si celui-ci est
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une boucle auquel cas il est isolé et n’est lié à aucun port.
Cette définition reste volontairement informelle, des présentations plus rigou-
reuses existent, on se référera par exemple à la thèse de Lionel Vaux [Vau07b] ou aux
définitions à base de permutations de Marc de Falco [Fal09a ; Fal09b]. L’existence des
boucles sera justifiée plus loin, en 1.1.3.
• Exemple
Avec deux opérateurs binaires (c’est-à-dire d’arité 2) nommés ‹ + › et ‹ × › et des








il possède 7 nœuds, 7 fils et 1 port libre.
1.1.2 Sémantique opérationnelle
On introduit une notion de dynamique sur les réseaux, grâce à des règles de ré-
duction. La forme générale d’une règle de réduction est donnée ci-dessous. N(⋆1, ⋆2)





Une telle règle doit exister pour chaque couple (⋆1, ⋆2) d’opérateurs associés à des
nœuds qui peuvent se rencontrer liés par leur ports principaux. On parle d’interac-
tion entre les deux nœuds. Aussi, afin d’assurer le déterminisme de cette réduction,
N(⋆1, ⋆2) doit être symétrique lorsque ⋆1 = ⋆2.
/
1-2 Définition. Étant donné un ensemble adéquat de règles de réduction, un réseau N se réduit
en un réseau N ′ (on notera N −→ N ′) lorsque N ′ est le réseau obtenu à partir de N en
remplaçant un ensemble constitué de deux nœuds liés par leurs ports principaux (appelé
rédex) selon la règle de réduction correspondante.
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La clôture réflexive et transitive d’une relation de réduction −→ sera notée −→ .
• Exemple
Pour les opérateurs de notre exemple précédent on peut penser aux réductions
suivantes :
+ i −→ +i × i −→ ×i
qui introduisent de nouveaux opérateurs ‹+i › et ‹×i › unaires (d’arité 1) pour lequel
il faut également définir une réduction :
j +i −→ j+i j ×i −→ j×i
Ces règles couvrent toutes les rencontres que nous seront amenés à rencontrer.
Plus tard, des systèmes de types nous permettront savoir quelles sont les interactions
qu’il est nécessaire de définir.
Avec ces règles, examinons les réductions que l’on peut faire sur notre réseau de
départ. Il possède initialement deux rédex, et, arbitrairement, nous allons choisir de













Si nous poursuivons la réduction, et que nous réduisons le nouveau rédex qui est
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On continue la réduction en effectuant un traitement similaire pour l’addition
restante (en deux étapes), on obtient :
3
2×
Enfin, on traite le cas de la multiplication, et on obtient un résultat qu’il n’est plus
possible de réduire :
6
Mais que se serait-il passé si nous avions effectué les réductions dans un ordre
différent ? Nous verrons que la structure même des réseaux d’interaction garantit
que l’on obtient tout le temps le même résultat.
1.1.3 Forme normale et interblocages
Après réductions successives d’un réseau de départ, on espère le plus souvent
obtenir un résultat sous la forme d’un réseau qui ne possède plus aucun rédex.
/
1-3 Définition. Un réseau est dit en forme normale lorsqu’il ne possède aucun rédex.
Dans certains systèmes, il est possible que la réduction ne termine pas et qu’on
n’atteigne jamais une forme normale pour certains réseaux de départ. On préférera
bien sûr travailler dans des systèmes qui terminent. Contrairement à la confluence
qui est automatiquement assurée, la terminaison devra être explicitement vérifiée.
Deux cas triviaux de réseaux en forme normale sont les arbres de nœuds et les
câblages.
Les arbres sont définis inductivement : un fil est un arbre, le réseau formé par
un nœud dont les ports auxiliaires ont été connectés aux liens principaux d’autres
arbres est un arbre. Plus précisément la syntaxe graphique qui définit les arbres est





Un câblage est un réseau constitué uniquement de fils, pas de nœuds, pas de
boucles.
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• Interblocages
Les motifs de la forme suivante présents à l’intérieur d’un réseau plus grand ne





Les boucles, dont nous n’avons pas encore parlé, sont un cas particulier d’inter-
blocage qui ne met en jeu aucun nœud :
Elles peuvent apparaître de différentes façons, par exemple après la réduction du
réseau suivant :
⋆1⋆2
lorsque la règle de réduction correspondante est la suivante :
⋆1⋆2 −→
On notera en particulier qu’un interblocage peut apparaître au cours de la réduc-
tion ; il n’était pas apparent avant réduction dans cet exemple.
Dans les réseaux de preuve dont il sera bientôt question, on s’arrange pour que
ces motifs bloqués n’apparaissent jamais en rajoutant des contraintes de bonne for-
mation pour ces réseaux, et en montrant qu’elles sont préservées par réduction.
• Réseaux sans interblocage
Un réseau sans interblocage est un réseau qui s’écrit sous la forme suivante (on
n’a représenté que deux ports libres et un seul rédex, mais il peut y en avoir d’avan-
tage) :
22 1.1. RÉSEAUX D’INTERACTION
W
T1 T2 T3 T4
Les symboles T1, . . . , T4 désignent des arbres de nœuds et W désigne un câblage.
On rajoute également la contrainte que le lien entre T3 et T4 forme un vrai rédex, c’est-
à-dire que ces deux arbres ne sont pas réduits à un fil, sans quoi on peut représenter
tous les réseaux de cette façon.
Un réseau sans interblocage en forme normale est de la forme :
W
T1 . . . Tn
1.1.4 Propriétés
On étudiera plusieurs systèmes de réseaux d’interaction. Chacun est défini par
la donnée d’une signature (un ensemble d’opérateurs munis d’une arité) et un en-
semble de règles de réductions pour ces opérateurs.
• Confluence
La réduction de ces systèmes est volontairement teintée d’indéterminisme (un
réseau admet plusieurs réduits), sans cela il ne serait possible d’exprimer qu’un pa-
rallélisme synchrone.Mais cet indéterminisme semanifeste très peu. On peut en effet
constater que la forme simple des règles de réduction ne permet pas l’apparition de
paires critiques. Cela confère à tout système de réseaux d’interaction une propriété
particulièrement intéressante de confluence.
/
1-4 Propriété. La réduction −→ d’un système de réseaux d’interaction est fortement confluente.
Exprimé de façon concise à l’aide de relations composées, cela s’écrit :
←−−→ ⊆ −→←−
En nommant les réseaux impliqués, cela signifie que pour toutN,N1 etN2, siN −→ N1
et N −→ N2, alors il existe N ′ tel que N1 −→ N ′ et N2 −→ N ′.
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Cette propriété ne sera pas automatiquement vérifiée lorsque plus tard on consi-
dérera certains systèmes avec boîtes qui sortent légèrement du cadre des réseaux
d’interaction.
• Réduction contextuelle
Un contexte C dans le formalisme des réseaux d’interaction est simplement un
réseau dans lequel on distingue certains ports libres qui sont destinés à être connectés
aux ports libres d’un réseau N pour former un réseau plus grand qu’on désignera
par C(N). Par définition, la réduction des réseaux d’interaction est contextuelle :
/
1-5 Propriété. Soit C un contexte quelconque. Si N −→ N ′ alors C(N) −→ C(N ′).
Cette propriété reflète d’une certaine façon le caractère parallèle et asynchrone de ce
modèle de calcul. Il est vrai qu’elle ne garantit pas une forte densité de lieux où on
peut effectuer une réduction, mais l’atomicité des rédex nous permet néanmoins de
l’espérer.
1.1.5 Les combinateurs d’interaction
Un système particulier de réseaux d’interaction, constitué de seulement trois opé-
rateurs, possède des propriétés très intéressantes : les combinateurs d’interaction.
Certains opérateurs que nous serons amenés à rencontrer plus tard sont fortement
similaires à ces combinateurs, et il est utile de comprendre leur fonctionnement.




Le combinateur ε est d’arité 0, les combinateurs δ et ζ sont d’arité 2. Deux nœuds
identiques interagissent selon les règles décrites ci-dessous. Pour faciliter la lecture,
un réseau vide (c’est-à-dire sans nœuds, sans fils et sans ports libres) qui se trouve à























Les combinateurs d’interaction dans leur version non symétrique possèdent une
propriété d’universalité : trois opérateurs suffisent pour simuler tout autre système
d’interaction. Les combinateurs symétriques que nous venons de présenter pos-
sèdent une propriété similaire, quoiqu’un peu plus faible [Laf97 ; Maz07]. L’intérêt
que nous trouverons dans ces combinateurs n’est pourtant pas lié directement à cette
propriété. Nous nous y intéressons car ils ont des réductions très particulières que
nous classifierons sous le nom de multiplexage.
1.1.6 Multiplexage
/
1-6 Définition. Soit • un opérateur d’arité arbitraire (celle-ci sera le plus souvent 0 ou 2, mais
pour conserver une part de généralité nous le représenterons avec une arité 3). L’opérateur
• est dit multiplexant pour un ensemble d’opérateurs O si ses réductions sont régies par les
règles suivantes :










Les combinateurs d’interaction symétriques forment un exemple intéressant de
système d’interaction dans lequel on recense des opérateurs multiplexants. En fait,
tous les opérateurs le sont : ε est multiplexant pour l’ensemble { δ, ζ }, δ pour l’en-
semble { ε, ζ }, et ζ pour l’ensemble { ε, δ }.
La propriété remarquable des opérateurs multiplexants est leur capacité à effa-
cer ou dupliquer un réseau entier. Le chapitre 3 sera consacré à l’exploitation et au
contrôle de ces capacités. Elles sont issues de la propriété donnée ci-dessous.
/
1-7 Propriété. Un opérateur • multiplexant pour tous les opérateurs d’un réseau N en forme
normale et sans interblocage, qui est branché face à tous les ports libres de ce réseau, « ré-







En particulier, un opérateur multiplexant d’arité 2 duplique le réseau N, un opé-
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rateur multiplexant d’arité 0 efface le réseau N, et un opérateur multiplexant d’arité
1 laisse ce réseau inchangé.
1.1.7 Nœuds avec ports principaux multiples
Il nous arrivera de travailler avec des nœuds particuliers qui ont plusieurs ports
principaux :
⋆
On sortira alors du cadre strict des réseaux d’interaction. Le principe et la forme
des règles de réduction restent cependant inchangés : un rédex est un couple de deux






La propriété de confluence forte n’est plus assurée car des paires critiques appa-
raissent. Par exemple, dans la configuration suivante, le nœud étiqueté ⋆ fait partie
de deux rédex différents :
⋆
⋆1 ⋆2
Généralement on parviendra à montrer la confluence locale des systèmes com-
prenant des multi-nœuds (on appellera ainsi les nœuds avec plusieurs ports princi-
paux), il suffira pour cela de s’assurer que les paires critiques suscitées convergent.
Notons aussi que les définitions des opérateurs multiplexants et leur propriété
s’adaptent à ce cadre élargi des réseaux d’interaction.
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1.2 Réseaux de preuve
Les réseaux de preuve sont des réseaux d’interaction particuliers pour deux rai-
sons. La première est qu’ils sont typés. La seconde est qu’on s’impose des règles de
constructions spécifiques qui correspondent à des règles logiques, et qui n’autorisent
pas à relier de façon quelconque plusieurs nœuds (même si cela reste en conformité
avec le typage).
1.2.1 Typage
Dans les réseaux de preuve qu’on considère, les ports des nœuds (et les ports
libres) sont typés par des formules de la logique linéaire. Le principe de base étant
que les fils ne peuvent relier que deux ports typés par des formules duales.
Un réseauN est d’interface ⊢ A1, . . . , Ak lorsqu’il présente k ports libres de types
A1, . . . , Ak. Il sera représenté graphiquement de la façon suivante :
N
A1 ... Ak
Lorsqu’un fil est représenté de façon orientée et qu’il est annoté par un certain
type, cela signifie que son port destination est de ce type et que son port source est







Notons qu’il nous arrivera d’utiliser la notation A1, . . . , Ak ⊢ A pour désigner
l’interface ⊢ A1⊥, . . . , Ak⊥, A.
1.2.2 Règles d’identité de la logique linéaire
Les constructions autorisées pour les réseaux de preuve vont correspondre aux
règles de la logique linéaire. À toute règle ⊢ Γ1 . . . ⊢ Γk
⊢ ∆
de cette logique, qui per-
met de déduire un séquent conclusion ⊢ ∆ à partir de séquents hypothèses ⊢ Γi, on
va associer une construction qui construit un réseau dont l’interface est ⊢ ∆ à partir
de réseaux déjà construits d’interfaces ⊢ Γi.
Les deux premières constructions que l’on va autoriser sont celles qui corres-
pondent aux règles fondamentales dites « d’identité » de la logique linéaire.
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Axiome Le réseau associé à la règle axiome ⊢ A⊥, A de la logique linéaire est un
simple fil reliant deux ports libres.
A
Coupure Soit N1 et N2 deux réseaux d’interfaces respectives ⊢ Γ1, A et ⊢ A⊥, Γ2.
Selon la règle de coupure ⊢ Γ1, A ⊢ A
⊥, Γ2
⊢ Γ1, Γ2
, on peut construire un nouveau réseau
d’interface ⊢ Γ1, Γ2 ; cela consiste à fusionner le port libre de type A du réseau N1 et
le port libre de type A⊥ du réseau N2 dont il est question.
N1 N2
A
Nous ne considérerons pas ici les règles « mix » parfois ajoutées à la logique
linéaire :
⊢
⊢ Γ1 ⊢ Γ2
⊢ Γ1, Γ2
une juxtaposition de réseaux de preuve n’est pas en général un réseau de preuve.
1.2.3 Contraintes de typage
Dans le cadre typé, un opérateur ⋆ est non seulement muni d’une arité, mais
également d’une contrainte de typage. Les types apparaissant sur des fils qui se rac-
cordent à un même nœud devront obéir à la contrainte imposée par l’opérateur cor-
respondant. Afin d’illustrer cela, anticipons légèrement sur la suite où sera introduit




Les orientations étant données sur la figure, la formule qui type le port principal
d’un tel nœud devra être A⊗ B (le symbole ‹ ⊗ › ne désigne pas ici l’opérateur mais
le connecteur logique) lorsque les formules qui typent ses deux ports auxiliaires sont
A et B.
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1.2.4 Construction de réseaux
Seules, les règles axiome et coupure ne permettent bien sûr pas de construire des
réseaux qui contiennent des nœuds. Des règles de construction spécifiques devront
être spécifiées pour chaque opérateur considéré.
La majorité des opérateurs avec lesquels nous travaillerons appartiennent à deux
grandes catégories, les opérateurs introduits positivement et les opérateurs introduits
négativement. Nous allons décrire les constructions qui leur sont associés. Signalons
cependant que l’on sera amenés à travailler avec certains opérateurs qui échappent
à ces deux catégories. Les constructions correspondantes seront alors explicitement
données.
• Opérateurs introduits positivement
On dira qu’un opérateur est introduit positivement lorsque la construction qui
permet de l’introduire est de la forme décrite ci-dessous. Les ports auxiliaires des
nœuds correspondants doivent être branchés sur les sorties de réseaux distincts. Par
exemple, pour un opérateur ⋆+ d’arité k, étant donnés k réseaux N1, . . . , Nk possé-
dant des liens sortants de type adéquats, le réseau suivant pourra être construit :







• Opérateurs introduits négativement
On dira qu’un opérateur est introduit négativement lorsque la construction qui
permet de l’introduire est de la forme décrite ci-dessous. Les ports auxiliaires des
nœuds correspondants doivent être branchés sur les sorties d’un même réseau. Par
exemple, pour un opérateur ⋆− d’arité k, étant donné un réseau N possédant des
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1.2.5 Sémantique opérationnelle
La forme générale d’une règle de réduction est celle des réseaux d’interaction. Un
rédex est toujours constitué de deux nœuds liés par leurs ports principaux. En ce qui
concerne les types, on impose que l’interface d’un rédex soit préservé par la règle de










On notera que les contraintes de typage restreignent les possibilités de rencontre
entre opérateurs. En effet, le type V du fil qui relie les deux nœuds du rédex doit
satisfaire à la fois la contrainte de typage de l’opérateur ⋆1 et celle de l’opérateur ⋆2,
or l’unification de ces deux contraintes ne sera pas toujours possible. En pratique
cela réduit grandement le nombre de règles de réduction qu’il faut définir.
Toutes les propriétés des réseaux d’interaction que nous avons énoncées sont
conservées. Dans un cadre typé, l’interface externe d’un réseau est bien sûr préservée
par réduction.
Nous étudierons des systèmes où malgré la réduction tous les réseaux obtenus
restent valides (il peuvent être construits à partir des règles autorisées), et d’autres où
il est nécessaire de prolonger suffisamment la réduction d’un réseau pour retrouver
un réseau valide. Dans ce dernier cas on décrit les étapes intermédiaires en manipu-
lant des réseaux d’interaction typés (le typage est lui préservé par réduction) qui ne
correspondent pas directement à des preuves.
1.2.6 Critère de validité
On peut reconnaître si un réseau quelconque peut être formé grâce aux règles de
construction classiques que nous avons évoquées. La méthode que nous présentons
apparaît dans la thèse de Vincent Danos [Dan90], elle a également été étudiée par
Yves Lafont [Laf95] puis étendue par Stefano Guerrini et Andrea Masini [GM01].
On introduit à cette fin des nœuds multi-arité, que nous nommerons ici ‹ net ›,
qui vont représenter des sous réseaux déjà validés. On considère ensuite les règles



















































Cette méthode permet non seulement de vérifier la validité d’un réseau, mais elle
permet également de retrouver une suite de constructions qui permet de construire
ce réseau, c’est-à-dire une preuve logique qui lui correspond. Il peut d’ailleurs exis-
ter plusieurs façons de construire un même réseau, mais l’information que l’on perd
lorsqu’on projette une preuve en le réseau d’interaction correspondant n’est généra-
lement pas intéressante. Il suffit de savoir qu’il en existe une pour assurer la validité
du réseau.
Les choses deviendront plus complexes lorsque nous serons amenés à introduire
des boîtes, mais on fera en sorte que la réduction dans ces réseaux préserve un critère
de validité similaire. Sans un tel critère nous ne serions pas capables d’assurer une
propriété importante de la plupart de nos systèmes : la terminaison de la réduction.
• D’autres critères
Nous avons présenté un critère qui fonctionne dans un cadre très général, et qui
est de type « existentiel » : il repose sur l’existence d’une suite de réécritures.
D’autres critères sont de type « universel » et fournissent un ensemble particu-
lier de conditions que doivent vérifier un réseau pour être valide. Historiquement le
premier critère de bonne formation de ce type, qui garantit également l’absence d’in-
terblocages, a été donné par Jean-Yves Girard dans le cadre des réseaux de preuve
multiplicatifs et en considérant seulement des nœuds binaires. Les réseaux de preuve
multiplicatifs sont l’objet du prochain chapitre. Un critère plus simple dû à Vincent
Danos et Laurent Regnier [DR89] est à présent le plus célèbre. Il en existe d’autres,
et dans des cas particuliers certains fournissent des algorithmes très efficaces pour
vérifier la validité d’un réseau.
1.3 Conventions
Nous considérerons à plusieurs reprises des ensembles de réseaux, et nous sou-
haiterons souvent exprimer des propriétés pour tous les réseaux de ces ensembles.
Si E désigne un ensemble de réseaux (de même interface) alors la notation :
E
⋆
désigne un nouvel ensemble de réseaux, celui qu’on obtient en choisissant des élé-
ments dans l’ensemble E pour remplir l’emplacement correspondant.
Il nous arrivera aussi de vouloir exprimer des réductions qui parlent d’ensembles
de réseaux. Par exemple, si E et F sont deux ensembles, il nous arrivera d’écrire :







Lorsqu’on utilise une cellule rectangulaire étiquetée par un ensemble de réseaux,
cela désigne implicitement l’un de ses éléments. Par défaut, la quantification sera
universelle dans les parties gauches de règles de réduction et existentielle ailleurs.







En particulier, lorsqu’avec ces notations un même ensemble apparaît plusieurs
fois, les éléments choisis pour chacune de ses occurrences peuvent tout à fait être
distincts.
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Chapitre 2
Réseaux multiplicatifs
L’objectif de ce chapitre est d’introduire les quatre opérateurs élémentaires dits
« multiplicatifs » qui vont nous permettre de programmer dans le langage des ré-
seaux d’interaction. Pour se convaincre de l’utilité de ces « briques » élémentaires
nous allons montrer qu’elles permettent de simuler une partie significative du λ-
calcul : le λ-calcul linéaire enrichi avec des constructions tensorielles.
Cela permet déjà d’exprimer quelques petits programmes de la vie réelle dans
lesquels on n’effectue aucune duplication et aucun effacement des données, comme
la manipulation de permutations (ici sur trois éléments) :
let id =
fun (x, y, z) -> (x, y, z)
let swap p =
fun (x, y, z) -> p (y, x, z)
let rotate_left p =
fun (x, y, z) -> p (y, z, x)
let rotate_right p =
fun (x, y, z) -> p (z, x, y)
let result =
rotate_left (swap (rotate_right id))
Pour atteindre la puissance complète du λ-calcul, nous aurons besoin d’intro-
duire de nouveaux opérateurs dits « exponentiels », mais ce sera l’objet du prochain
chapitre.
2.1 Le λ-calcul linéaire
Le λ-calcul linéaire est un sous-calcul du λ-calcul ordinaire dans lequel chaque
variable introduite par une abstraction est utilisée une et une seule fois. On va com-
mencer par la présentation de ce calcul, mais c’est aussi et surtout un prétexte à
l’introduction de notations et de définitions qui seront réutilisées tout au long de ce
document.
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2.1.1 Présentation
Soit Σ un ensemble fini de variables. On utilisera les noms x, y, z. . . pour re-
présenter ces variables. On utilisera aussi w¯ pour désigner des ensembles variables.
La notation w¯1, w¯2 désignera la réunion des deux ensembles de variables w¯1 et w¯2
lorsque ceux-ci sont supposés (le plus souvent implicitement) d’intersection vide.
Enfin, l’ensemble contenant l’unique variable x sera simplement noté x, et l’ensemble
vide sera noté ∅. Un ensemble de variables sera donc écrit comme une suite sans ré-
pétition w1, . . . , wn, mais en réalité ce ne sont pas des suites, l’ordre des éléments
n’importe pas.
/
2-1 Définition. Le λ-calcul linéaire est défini grâce à la syntaxe suivante, dans laquelle tw¯ re-
présente un terme du λ-calcul linéaire dont les variables libres sont les éléments de w¯.
tx ::= x tw¯ ::= λ¯
x tx,w¯ tw¯1,w¯2 ::= (tw¯1)tw¯2
On utilisera t, mais également s, u, v, . . . pour désigner des termes. Les termes sans variables
libres seront appelés termes clos.




y (x)y , en revanche il n’est pas possible








y x en raison des contraintes de
linéarité : on n’utilise que la réunion de deux ensembles disjoints de variables, et on
a imposé qu’une variable apparaisse sous son lieur ‹ λ
¯
x ›. Or dans le premier terme
mal formé la variable y est utilisée deux fois sous le même lieur, et dans le second
elle n’est pas utilisée du tout.
/
2-2 Définition. La taille |t| d’un terme t est définie par le nombre de constructions utilisées pour
le former (contrairement à ce qui se fait le plus souvent, nous préférons ici ne pas compter
l’utilisation d’une variable) :
|x| := 0 |λ
¯
x t| := |t|+ 1 |(s)t| := |s|+ |t|+ 1
• Substitution linéaire
Par convention on supposera que les variables liées (non libres) ne sont jamais
réutilisés à l’extérieur de leur lieur. On s’y ramène par le procédé standard d’α-
conversion des calculs avec lieurs.
/
2-3 Définition. On note t[u/z] la substitution d’une variable z par un terme u dans un terme
t. Elle n’est définie dans le cas des λ-termes linéaires que lorsque les variables libres de t et u
sont deux à deux distinctes. On procède de façon inductive selon la structure de t :











Le résultat de cette substitution n’est pas un λ-terme linéaire si contrairement à
ce qui est demandé t et u possèdent des variables libres communes. Précisons aussi
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que dans les bonnes conditions de substitution, t[u/z] admet pour variables libres
l’union de celles de u et de celles de t sauf z.
On qualifie cette substitution de « linéaire » parce qu’exactement une occurrence
de variable est à substituer.
• Réduction
Pour établir une dynamique intéressante dans notre calcul nous allons également
expliquer la notion de clôture contextuelle. Une relation ≻ est close par contexte lors-
qu’elle est stable par ajout d’un contexte autour des termes :
t ≻ t ′ ⇒ λ
¯
x t ≻ λ
¯
x t ′ t ≻ t ′ ⇒ (s)t ≻ (s)t ′
s ≻ s ′ ⇒ (s)t ≻ (s ′)t
Les intersections et les unions (quelconques) de plusieurs relations closes par
contexte sont closes par contexte. Cela nous permettra de parler de la plus petite (ou
de la plus grande) relation close par contexte qui vérifie une propriété. On parlera
dans ce cas de clôture contextuelle engendrée par des relations élémentaires. Une
relation d’équivalence close par contexte est appelée congruence.
/
2-4 Définition. La réduction d’un terme se fait par substitution. On définit la relation −→ par
clôture contextuelle de la réduction élémentaire :
(λ
¯
x s)t −→ s[t/x]
Et on ne manquera pas de remarquer que dans un cadre linéaire cette réduction
a le bon goût de terminer.
/
2-5 Théorème. Dans le λ-calcul linéaire la réduction −→ termine.
preuve Pour une substitution linéaire on a |t[u/z]| = |t|+ |u|. Dès lors, on montre que si t −→ t ′ , alors
|t ′| = |t| − 2 < |t|. Mais la taille des termes étant bornée inférieurement, une suite infinie de
réductions n’est pas possible. 
2.1.2 Extension tensorielle
Contrairement à ce qu’il se passe dans le λ-calcul ordinaire, il n’est pas possible
de coder la construction et la déconstruction de couples au sein de ce calcul. Pourtant
ce concept n’interfère en rien avec l’idée de linéarité. Nous proposons d’ajouter ces
possibilités en étendant la syntaxe.
/
2-6 Définition. Le λ-calcul linéaire tensoriel est obtenu en rajoutant les constructions d’intro-
duction de 0-uplets et de 2-uplets (communément appelés élément unité et couples) :
t∅ ::= 〈〉 tw¯1,w¯2 ::= 〈tw¯1 , tw¯2〉
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et les éliminations qui leur sont associées :
tw¯,w¯ ′ ::= γ
¯
〈〉 tw¯ · tw¯ ′ tw¯,w¯ ′ ::= γ
¯
〈x, y〉 tx,y,w¯ · tw¯ ′
Une construction γ
¯
〈x, y〉 s · t rend accessible les deux composantes d’un couple
t sous les noms x et y dans s. La construction γ
¯
〈〉 s · t permet juste d’oublier un
élément unité t. Ces constructions existent dans le langage interne des catégories
autonomes [MRA93], elles peuvent aussi être utilisées dans un cadre non linéaire.
/
2-7 Définition. On définit les tailles des termes qui utilisent les nouvelles constructions en com-
plétant la définition précédente :
| 〈〉 | := 1 | 〈u, v〉 | := |u|+ |v|+ 1
Les introductions et éliminations de n-uplets, lorsque n est un entier arbitraire
peuvent être codées à l’aide de ces nouvelles constructions. On commence à pou-
voir exprimer des programmes qui ont un peu d’intérêt. Si on représente les triplets
(x, y, z) du programme donné en exemple par des expressions 〈x, 〈y, z〉〉, on ar-




















































〈y, z〉 (f) 〈z, 〈x, y〉〉 · c ′
)
· c
La définition de result s’exprime alors en λ-calcul linéaire par l’expression
(rotate_left)(swap)(rotate_right)id .
• Réduction
Nous allons à présent compléter la dynamique de façon à ce que cette expression














2-8 Définition. Les règles de réduction qu’on ajoute pour réduire les termes du λ-calcul linéaire
tensoriel sont les suivantes :
γ
¯
〈〉 s · 〈〉 −→ s γ
¯
〈x, y〉 s · 〈u, v〉 −→ s[u, v/x, y]
où s[u, v
/












[u/x] lorsqu’on a pris
des représentants x et y qui n’apparaissent pas dans u et v.
On notera que la dynamique de la réduction est simplement bloquée lorsqu’on
rencontre des termes :
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– de la forme γ
¯
〈〉 s · 〈u, v〉 ou γ
¯
〈x, y〉 s · 〈〉,
– et également ceux de la forme (〈〉)t ou (〈u, v〉)t .
/
2-9 Théorème. Dans le λ-calcul linéaire tensoriel la réduction −→ termine.
preuve Comme précédemment, si t −→ t ′ , alors |t ′| = |t|−2 < |t| pour la nouvelle notion de taille. 
2.1.3 Types linéaires
Un système de types va être introduit, il permettra en particulier d’éviter toute
configuration inopportune qui bloquerait la réduction (ces configurations ne seront
pas typables). Les types que nous utilisons sont formés à partir de types de base α
par :
τ ::= α
∣∣ τ⊸ τ ∣∣ 1 ∣∣ τ⊗ τ
On utilisera la notation tτw¯ pour désigner un terme typé de type τ dans un en-
vironnement w¯ = z1 :σ1, . . . , zn :σn qui spécifie les types σ1, . . . , σn de ses variables
libres z1, . . . , zn. Les termes typés peuvent être formés selon :
tσx :σ ::= x t
σ⊸τ
w¯ ::= λ¯








ou selon les constructions tensorielles :









tτw¯,w¯ ′ ::= γ
¯




w¯,w¯ ′ ::= γ
¯
〈x, y〉 tτx :τ1,y :τ2,w¯ · t
τ1⊗τ2
w¯ ′
La substitution linéaire s[t/x] n’est définie pour les termes typés que lorsque
sτw¯,x :σ et t
σ
w¯ ′ (comprendre : lorsque s désigne un terme de type τ dans un environ-
nement w¯, x :σ et t désigne un terme de type τ dans un environnement w¯ ′). Elle
désigne alors un terme de type τ dans un environnement w¯.
Les réductions que nous avons données :
(λ
¯
x s)t −→ s[t/x]
γ
¯
〈〉 s · 〈〉 −→ s γ
¯
〈x, y〉 s · 〈u, v〉 −→ s[u, v/x, y]
s’adaptent à ce calcul typé. Dans la première règle le rédex est bien construit lors-
qu’on suppose sτw¯,x :σ et t
σ
w¯ ′ , cette règle relie des termes qui sont tous les deux typés τ
dans un environnement w¯, w¯ ′. Dans la deuxième règle on suppose sτw¯, elle relie des
termes qui sont tous les deux typés τ dans un environnement w¯. Dans la troisième
règle on suppose sτw¯,x :τ1,y :τ2 , u
τ1
w¯1
et uτ2w¯2 , elle relie des termes qui sont tous les deux
typés τ dans un environnement w¯, w¯1, w¯2.
C’est ce calcul qu’on peut espérer coder dans le système de réseaux d’interaction
que nous allons introduire maintenant.
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2.2 Le système multiplicatif
Sans l’indiquer, nous sommes partis du λ-calcul et nous y avons ajouté des res-
trictions. Le sous-calcul obtenu n’est donc pas apparu de façon très naturelle. Dans
le formalisme des réseaux d’interaction, nous allons voir qu’on peut atteindre de fa-
çon simple et concise ce même niveau d’expressivité. C’est pour dépasser ce niveau
élémentaire qu’il faudra introduire des considérations plus complexes.
2.2.1 Opérateurs multiplicatifs
Les opérateurs multiplicatifs sont au nombre de quatre. Les nœuds binaires ten-
seur et par, notés ‹ ⊗ › et ‹ ` ›, ainsi que leur correspondants nullaires unité et
co-unité, notés ‹ 1 › et ‹ ⊥ ›, proviennent directement de la logique linéaire. Ils vont
être détaillés ici.
Tenseur Soit N1 et N2 deux réseaux d’interfaces respectives ⊢ Γ1, A et ⊢ B, Γ2.
Selon la règle logique ⊢ Γ1, A ⊢ B, Γ2
⊢ Γ1, A⊗ B, Γ2
, on peut introduire un nœud tenseur dont les
deux ports auxiliaires seront branchés sur les sorties de deux réseaux distincts. C’est






Par Soit N un réseau d’interface ⊢ A,B, Γ . Selon la règle ⊢ A,B, Γ
⊢ A ` B, Γ
, on peut in-
troduire un nœud par dont les deux ports auxiliaires seront branchés sur les sorties





Unité Un nœud unité peut être introduit à partir de rien selon la règle ⊢ 1 . C’est
un nœud nullaire introduit positivement.
1
1
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Co-unité Étant donné un réseau N d’interface ⊢ Γ , un nœud co-unité peut être
introduit selon la règle ⊢ Γ
⊢ ⊥, Γ
. C’est un nœud nullaire introduit négativement.
N⊥
⊥
2.2.2 Réduction des opérateurs multiplicatifs
Selon le typage des nœuds multiplicatifs, seuls deux rédex sont possibles. Les
règles de réduction qui leur sont associées sont les suivantes :














Ces règles sont écrites dans le formalisme des réseaux d’interaction, et les réseaux
qu’elles mettent en jeu ne sont pas bien construits. Cependant, on peut montrer sans
difficultés que lorsqu’on les utilise pour réduire des réseaux valides on obtient des
réseaux valides.
• Propriétés
La confluence de la réduction est assurée automatiquement par le formalisme
des réseaux d’interaction. Une fois de plus (et c’est la dernière fois. . .), une simple
mesure de la taille des objets que l’on manipule suffit à prouver la terminaison de la
réduction qu’on considère.
/
2-10 Théorème. La réduction des réseaux multiplicatifs termine.
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preuve Le nombre de nœuds d’un réseau diminue de 2 à chaque étape de réduction. 
2.3 Utilisation des réseaux
Nous allons constater que la règle entre nœuds tenseur et par permet à elle seule
de modéliser l’application d’une fonction linéaire à son argument, ou bien l’accès
aux composantes d’un couple.
2.3.1 Codage du λ-calcul linéaire
On peut en effet traduire le λ-calcul linéaire tensoriel typé (vu en 2.1.3) à l’aide








où [·] désigne une traduction triviale des types : les connecteurs 1 et ⊗ sont inter-
prétés par leurs correspondants, et la flèche linéaire est interprétée par [σ⊸ τ] =
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〈x, y〉 s · tK :=
JsK
`




On remarque que la traduction d’une substitution se fait de façon particulière-
ment simple (c’est du au fait que les substitutions qu’on considère sont linéaires),
elle nous est donnée par le lemme ci-dessous.
/
2-11 Lemme. La traduction d’un terme décrit par une substitution linéaire s[t/x] est le réseau
obtenu en branchant la traduction du terme t sur le lien correspondant à la variable x dans
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preuve On procède par induction sur le terme s. 
/
2-12 Théorème. La réduction des réseaux simule (fortement) la réduction du λ-calcul linéaire
tensoriel typé : si t −→ t ′ alors JtK −→ Jt ′K.
preuve On utilise le lemme précédent et on vérifie facilement cette propriété pour chacune des trois
formes de réduction. 
2.3.2 Intérêt de la syntaxe graphique
Il y a plusieurs avantages à travailler dans la syntaxe graphique des réseaux plu-
tôt qu’avec la syntaxe traditionnelle du λ-calcul. Celle-ci évite une certaine « bureau-
cratie » : plusieurs λ-termes similaires sont représentés par le même réseau, et un
plus grand nombre de réductions peuvent être menées en parallèle.
La σ-équivalence définie par Laurent Regnier dans [Reg94] qui permet de faire
apparaître des rédex cachés s’adapte au cas des λ-termes linéaires.
/
2-13 Définition. La σ-équivalence sur les λ-termes linéaires, notée ≡σ, est la congruence en-
gendrée par les équivalences élémentaires suivantes :
((λ
¯
z s)u)t ≡σ (λ¯
z (s)t)u (s)(λ
¯










avec la convention que les variables liées ne sont jamais réutilisées à l’extérieur de leur lieur.
Chacune de ces équivalences associe deux termes qui ont la même traduction
dans les réseaux multiplicatifs. On a pu rajouter la deuxième équivalence unique-
ment parce qu’on est dans un cadre linéaire : nous verrons que les termes correspon-
dant du λ-calcul usuel peuvent aussi être traduits, mais ils n’auront pas exactement
la même traduction.
Dans l’extension tensorielle on peut également ajouter :
〈(λ
¯
z t)u, v〉 ≡σ (λ¯
z 〈t, v〉)u 〈v, (λ
¯
z t)u〉 ≡σ (λ¯
z 〈v, t〉)u
























































〈x, y〉 s · t
)
u
On pense que cette équivalence est l’équivalence induite par les réseaux : deux
termes sont σ-équivalents si et seulement s’ils ont même traduction dans les réseaux.
46 2.3. UTILISATION DES RÉSEAUX
47 PROPOS AUTOUR DES RÉSEAUX DE LA LOGIQUE LINÉAIRE
Chapitre 3
Réseaux exponentiels
À ce jour, les langages de programmation de la vraie vie considèrent que toute
chose existante peut être dupliquée à volonté et effacée au besoin. En effet, si cela
possède une représentation mémoire, alors on peut facilement le dupliquer. . . ou
l’effacer. . . Cette « commodité » n’est pas anecdotique, on peut enfin envisager faire
des multiplications, et beaucoup plus. . . Le codage des entiers proposé par Alonzo
Church illustre cela.
let zero =
fun f x -> x
let one =
fun f x -> f x
let two =
fun f x -> f (f x)
let succ n =
fun f x -> n f (f x)
let add n m =
fun f x -> (n f) ((m f) x)
let mult n m =
fun f x -> m (n f) x
let result =
mult two two
Syntaxiquement ces possibilités de duplication et d’effacement se traduisent par une
utilisation libre des variables. La variable nommée f a été utilisée plusieurs fois dans
la fonction two et oubliée dans la définition de zero.
/
3-1 Remarque. Il serait intéressant de se demander s’il est vraiment légitime d’autoriser la ré-
plication n’importe quel objet. C’est problématique lorsqu’on veut modéliser un objet de la vie
réelle par un objet informatique, puisque une opération de duplication ou d’effacement n’est
hélas pas forcément évidente dans le monde physique.Mais il peut aussi être intéressant d’in-
terdire la réplication de certains objets même s’ils sont de nature purement informatique. Par
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exemple, empêcher la réplication de certaines références permettrait de se passer d’un surcoût
dû à un mécanisme de « garbage collection ». On peut aussi garantir simplement l’atomi-
cité de l’écriture sur un déscripteur de fichier pourvu que l’on empêche toute duplication de
celui-ci.
La logique linéaire est, elle, capable de parler à la fois d’objets répliquables et
d’objets qui ne le sont pas. Une paire de connecteurs duaux est utilisée pour repré-
senter cette capacité. Si une formule A est habitée par certaines preuves, la formule
!A fournit de telles preuves en quantité arbitraire, adaptée au besoins de son utilisa-
tion. De façon duale, la formule ?A fournit une preuve de A en quantité arbitraire,
mais c’est alors l’utilisateur de s’adapter à la quantité qu’il reçoit (éventuellement
nulle).
Le calcul habituel qui exploite cette capacité de réplication des données est le
λ-calcul, dans lequel on n’ajoute aucune contrainte de linéarité cette fois. Celui-ci a
été beaucoup étudié et est particulièrement bien connu. Nous rappellerons comment
il est possible de l’interpréter dans les réseaux de preuves de la logique linéaire en
utilisant des boîtes exponentielles, qui sortent du cadre des réseaux d’interaction.
Nous évoquerons ensuite diverses façons de ramener tout cela dans le formalisme
des réseaux d’interaction. La réduction doit s’y exprimer de façon locale, or ce n’est
pas le cas des boîtes dans le formalisme des réseaux de preuve.
3.1 Réseaux de preuve avec boîtes exponentielles
Nous allons commencer par une présentation des réseaux de preuve de la logique
linéaire avec constructions exponentielles.
3.1.1 Constructions exponentielles
Promotion Soit N un réseau d’interface ⊢ A, ?Γ . On peut construire selon la
règle logique ⊢ A, ?Γ
⊢ !A, ?Γ
, un réseau d’interface ⊢ !A, ?Γ . On matérialise cette promotion






!A ?V1 ... ?Vk
Une telle boîte doit être considérée comme un seul nœud du réseau extérieur. Sa
sortie est un port de type !A, ses entrées sont des ports de types ?Vi.
En termes de ressources, on considérera une boîte exponentielle comme une
usine qui fournit, de façon adaptée à la demande, un nombre arbitraire de produits.
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Ces produits sont des ressources de type A, et l’usine se fournit elle-même auprès de
sous-traitants, qui lui affrètent des ressources de type Vi⊥ .
Affaiblissement, Déréliction, Contraction Face à nos boîtes qui offrent des liens










L’affaiblissement est nullaire, la déréliction est unaire et la contraction est binaire.
Ce sont ces opérateurs qui vont permettre de sélectionner le nombre d’objets de type
A désiré.
3.1.2 Réduction des boîtes
Précisons tout d’abord qu’une boîte est un nœud particulier dont tous les ports
sont principaux. Ces ports donnent par conséquent lieu à des réductions lorsque
d’autres nœuds (ou boîtes) se présentent face à eux. Il faudra ici faire attention au
fait que l’on sort du cadre des réseaux d’interaction. La conservation de la propriété
de confluence (et celle-ci ne sera plus nécessairement forte) doit être explicitement
vérifiée car des paires critiques non triviales apparaissent.
• Réductions principales
Nous commençons par les réductions qui interviennent au niveau de la sortie
d’une boîte, lorsque l’un des trois opérateurs évoqués la rencontre.
Sortie-Promotion−Déréliction Lorsqu’une déréliction rencontre une promotion,










A ?V1 ... ?Vk
En termes de ressources, la déréliction est un consommateur qui demande à
l’usine (matérialisée par la boîte exponentielle) de lui fournir exactement une ins-
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tance du produit qu’elle propose. Celle-ci libère son ultime produit et laisse à ce
produit la possibilité d’utiliser les ressources fournies par ses sous-traitants.
Sortie-Promotion − Affaiblissement Lorsqu’un affaiblissement rencontre une








−→ ? ? ?
?V1 ... ?Vk
Un affaiblissement est un consommateur qui ne demande aucun produit à l’usine
qui le fournit. L’usine disparaît et ses sous-traitants sont informés qu’elle n’aura dans
ce cas eu besoin d’aucune ressource.
Sortie-Promotion − Contraction Lorsqu’une contraction rencontre une boîte, elle




















!A ?V1 ... ?Vk
En termes de ressources, une contraction est un consommateur multiple. En
quelque sorte, une usine qui la fournit doit se scinder, et les filiales (identiques) ob-
tenues se partagent dans ce cas les ressources affrétées par les sous-traitants.
• Commutation exponentielle
Une réduction de commutation a lieu lorsque des opérateurs se présentent face
aux entrées des boîtes exponentielles. Au vu du système de types, seule une autre
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boîte exponentielle peut se présenter face à une telle entrée. La dernière règle de
réduction régit donc l’interaction entre deux boîtes exponentielles.
Entrée-Promotion − Sortie-Promotion Une boîte arrivant sur l’entrée d’une autre
























... ... ?V1 ... ?Vk
En termes de ressources, cette étape de réduction n’a pas d’interprétation précise.
Cela pourrait correspondre au fait que la première usine à racheté sa sous-traitante.
3.1.3 Propriétés
On montre facilement que ce système est localement confluent. Il est aussi for-
tement normalisant, mais la preuve n’est pas évidente (on rappellera plus tard la
preuve de normalisation donnée par Jean-Yves Girard pour la normalisation faible,
voir 11.2). On en déduit une propriété de confluence globale.
La propriété de normalisation forte permet l’emploi de la notation N↓ pour dési-
gner l’unique réseau de preuve en forme normale qu’on peut obtenir par réductions
successives du réseau N.
/
3-2 Remarque. Les réductions entre constructions axiomes et coupures sont invisibles dans
la présentation que nous avons donnée. Ce n’est pas le cas dans la formulation originelle des
réseaux de preuve, mais il ne s’agit là que d’un détail, cela ne change rien de fondamental.
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3.1.4 Équivalences
On va introduire une notion d’équivalence opérationnelle. Deux réseaux seront
équivalents lorsqu’ils se comportent de façon identique du point de vue de la réduc-


























Ces trois correspondances concernent les opérateurs structurels de contraction et
d’affaiblissement, elles rappellent certaines propriétés algébriques de commutativité,
d’associativité et de neutralité d’un élément.
La relation p−−p qu’on considère est la relation obtenue à partir de ces trois corres-
pondances élémentaires lorsqu’on les étend naturellement par mise en contexte : si
N1 p−−p N2 alors C(N1) p−−p C(N2) pour tout contexte C. On notera p−−pp p la clôture ré-
flexive et transitive de la relation p−−p , c’est une relation d’équivalence. On la qualifie
d’équivalence opérationnelle car elle vérifie une propriété de cohérence locale pour
la réduction −→ qu’on a défini.
/
3-1 Propriété. La réduction −→ est localement cohérente avec la relation p−−p , c’est-à-dire :
p−−p−→ ⊆ −→ p−−pp p←−
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preuve (idée) Le typage fait que ces réseaux ne peuvent interagir qu’avec des boîtes de promotion,
et qu’il n’est donc pas nécessaire de considérer d’autres contextes. On traite chacune des cinq
possibilités de réduction. 
La notion de cohérence locale est utilisée dans un théorème de confluence donné
par Gérard Huet. Nous aurons l’occasion d’utiliser ce théorème pour une autre équi-
valence que celle considérée ici.
Dans le cas présent, chacune de nos trois correspondances élémentaires pourrait
générer indépendamment des deux autres une relation d’équivalence qui a cette pro-
priété. Mais rien ne nous empêche de considérer une équivalence opérationnelle qui
les regroupe (de façon générale, l’union de deux relations qui satisfont la propriété
de cohérence locale pour une réduction donnée possède toujours cette propriété).
Par ailleurs, ces équivalences font qu’il serait naturel de considérer des macro-





Celles-ci représenteraient l’ensemble des arbres de contraction éventuellement suivis
d’affaiblissements qui offrent un nombre adéquat de fils libres. Ils sont tous équiva-
lents.
3.1.5 Réductions restreintes
Nous allons définir deux sous réductions de la réduction générale que nous
avons présentée, elles seront utilisées dans la suite.
/
3-2 Définition. On note †−→ la réduction sans commutations, qui interdit l’utilisation de la
règle de commutation exponentielle.
La deuxième sous réduction que nous allons considérer est proche de la réduc-
tion standard définie par Jean-Yves Girard qui n’effectue certaines réductions de
boîtes que lorsque leur contenu est en forme normale [Gir87, page 72]. Nous allons
ici généraliser cette restriction à toutes les réductions qui font intervenir des boîtes.
/
3-3 Définition. Nous définissons la réduction interne ⋆−→ exactement comme la réduction ha-
bituelle, mais les quatre règles de réduction des boîtes, qui ont étés données en 3.1.2, sont
munies d’une contrainte supplémentaire. On ne permet l’utilisation de ces règles que lorsque
le contenu des boîtes qui interagissent sur leur sortie sont déjà en forme normale.
En particulier, dans cas de la règle de commutation exponentielle, seul le contenu
de la boîte ingérée (le réseau qu’on a nommé N2) est supposé en forme normale.
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Dans le cas où on interdit complètement ces commutations exponentielles on note la
réduction correspondante †⋆−→ .
On peut montrer que ces restrictions sont localement confluentes, et par consé-
quent fortement normalisantes car ce sont des restrictions d’une réduction elle-même
fortement normalisante. On peut donc définir N↓⋆, N↓†, N↓†⋆, les opérations de
normalisation d’un réseau N qui correspondent à ces réductions. On a par ailleurs
N↓⋆ = N↓ et N↓†⋆ = N↓† car grâce à la confluence, on peut toujours choisir de
normaliser le contenu des boîtes en premier.
3.1.6 Problématique
La dynamique donnée par la réduction est directement liée à la notion de cal-
cul. Elle « simplifie » les réseaux de la même manière qu’un calcul « simplifie » un
programme. On peut juger que chaque étape du calcul que l’on vient de décrire est
relativement simple. Notamment lorsqu’on considère les réductions qui ne font in-
tervenir que des nœuds simples, il ne paraît pas étonnant qu’on puisse traiter maté-
riellement ces étapes de calcul avec seulement quelques instructions d’un processeur
tout à fait classique. Le cas des opérations sur les boîtes nécessite pourtant réflexion.
Des boîtes de tailles arbitraires peuvent apparaître, et le coût d’une opération sur les
boîtes n’est donc pas borné. Lorsqu’on souhaite paralléliser le calcul, il faut autant
que possible éviter les longues opérations qui bloquent le reste du calcul. C’est l’une
des raisons pour lesquelles nous souhaitons « localiser » le calcul, et c’est l’objet des
sections qui suivent.
3.2 Le système exponentiel localisé actif
Dans cette section, nous allons proposer un système localisé et asynchrone (c’est-
à-dire qui n’utilise que des nœuds normaux, pas de boîtes) qui essaye de mimer
le fonctionnement du système avec boîtes. On va reproduire le fonctionnement des
boîtes en utilisant des nœuds dédiés. C’est le premier de trois formalismes qui ont
été développés dans ce but. C’est le plus concis dans sa formulation et c’est pourquoi
nous le présentons en premier. En réalité cette concision est plutôt un défaut car
elle en fait également le plus difficile à comprendre. Nous donnerons des intuitions
quant à son fonctionnement, mais nous attendrons d’avoir étudié les deux autres
formalismes avant de déduire des propriétés pour ce système.
Notre premier système (dit actif ) est en réalité une version alternative des sharing
graphs, dont John Lamping est le précurseur [Lam90], et qui ont été étendus à la lo-
gique linéaire par Georges Gonthier, Martín Abadi et Jean-Jacques Lévy [GAL92]
par. Il possède certainement la même propriété d’optimalité que ce dernier pour
la réduction séquentielle. Il a l’avantage de préserver une plus grande partie de la
structure logique des réseaux, et cela permettra plus tard (cf. 3.5.0.1) de comprendre
comment l’étendre pour éliminer les problèmes de « relecture ».
La comparaison avec les systèmes de Ian Makie et Jorge Sousa Pinto [MS02] est
également intéressante. Certes, notre système utilise un nombre infini d’opérateurs,
mais nous souhaitons conserver un système optimal. En outre, aucun contenu de
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boîte n’est « figé », et cela augmente significativement le degré de parallélisation
potentiel. De plus, grâce à une meilleure préservation de la structure logique, nous
parviendrons à définir une certaine sémantique dénotationnelle pour notre modèle
(cf. 12.3).
3.2.1 Opérateurs exponentiels actifs
Sortie-Promotiona, Entrée-Promotiona On introduit deux opérateurs, les sorties
de promotion (actives), et les entrées de promotion (actives). Ils seront graphique-
ment représentés avec des cellules « renforcées » qui nous laissent imaginer la limite
d’une boîte qui n’existe pourtant pas. Ce sont des opérateurs avec niveau incrémenté,







Les opérateurs d’affaiblissement, de déréliction et de contraction restent quant à
eux inchangés.
• Traduction des boîtes exponentielles
Promotiona On remplace les boîtes exponentielles contenant un réseau N par la
construction suivante :
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3.2.2 Réduction des opérateurs exponentiels
Dans la logique linéaire, les interactions qui se produisent au niveau des sor-
ties de boîtes se traduisent en des modifications de la boîte considérée comme un
tout. Ici, les modifications correspondantes vont être effectuées seulement au niveau
des têtes de boîte, de façon locale. On explicitera en premier ces réductions. Elles
s’inscrivent dans le cadre originel des réseaux d’interaction, et font intervenir de
nouveaux nœuds, dits « opérateurs de boîtes », dénotés par ε0, o0, δ0 et ι0. Ces der-
niers font partie de familles εi, oi, δi et ιi d’opérateurs indexés par i ∈ N, qui seront
explicités juste après, en 3.2.3. Ce sont ces nœuds qui, suite à de nouvelles étapes
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de réduction, propageront l’effet des modifications attendues en profondeur dans la
structure interne des boîtes.
Affaiblissement−Sortie-Promotiona Un affaiblissement face à une sortie de boîte








Déréliction − Sortie-Promotiona Une déréliction face à une sortie de boîte lance









Contraction− Sortie-Promotiona Une contraction face à une sortie de boîte lance












Entrée-Promotiona − Sortie-Promotiona Lorsque une sortie de boîte se présente
face à l’entrée d’une autre boîte, cette sortie entre dans cette seconde boîte et lance un
opérateur ingestion qui commence le processus d’ingestion pour le reste de la boîte.












3.2.3 Opérateurs de boîtes
Les réductions précédentes ont fait intervenir quatre sortes d’opérateurs particu-
liers : les effacements ε0 nullaires, les ouvertures o0 unaires avec niveau décrémenté,
les duplications δ0 binaires, ainsi que les ingestions ι0, unaires et avec niveau incré-
menté. Ils obéissent tous à une règle de typage simple : les ports auxiliaires ont tous
le même type, le type dual de celui qui est attribué au port principal.
Nous aurons en réalité besoin d’indexer ces opérateurs par un élément de N dit
altitude, pour écrire les réductions attendues. Nous définissons donc les opérateurs
εi, oi, δi et ιi pour i ∈ N. Les opérateurs de boîtes d’altitude i seront graphiquement












L’altitude d’un opérateur qui agit sur une certaine boîte est nulle lorsqu’il est aux
abords des limites externes de cette boîte ; elle va augmenter d’une unité avec chaque
entrée dans une sous boîte. Voici un petit schéma qui tente d’expliquer la situation.
Il explique la duplication d’une boîte de profondeur 2 par une contraction ‹ ? › située
dans la boîte de profondeur 1 qui la contient.







L’opération de duplication est propagée par des opérateurs δ0 dans la boîte de
profondeur 2 dont il est question, puis des opérateurs δ1 dans ses sous-boîtes, etc. . .
dans les sous-boîtes de celles-ci. C’est en réalité un peu plus compliqué que ça car
les sous-boîtes sont elles-mêmes soumises à cette dynamique et des changements
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d’altitude devront être effectués lorsque l’opérateur traverse une ouverture ou une
ingestion qui manipule une autre boîte.
/
3-3 Remarque. L’approche dans les « sharing graphs » est similaire, au lieu d’indexer les opé-
rateurs duplication par une altitude (relative à la boîte sur laquelle on opère), l’opérateur
« fan » qui joue le même rôle est indexé par une profondeur (absolue cette fois), cela permet
également de distinguer les nœuds issus d’opérations de duplication distinctes. Ces opéra-
teurs « fan » servent aussi à représenter les contractions. Les « croissants » correspondent à
la fois aux opérateurs ouverture et aux dérélictions, les « crochets » correspondent à la fois
aux opérateurs ingestion et aux sorties de promotions. Ce point de vue identifie un trop
grand nombre d’opérateurs et altère le contenu logique de la représentation. Il n’a pas permis
de découvrir l’intérêt du canal de contrôle dont il sera question plus tard, qui en particulier
offre une solution efficace au problème de la relecture.
3.2.4 Réduction des opérateurs de boîtes
Les opérateurs εi, oi, δi, ιi, pour toute altitude i, sont des opérateurs de multi-
plexage (comme défini précédemment) pour la plupart des nœuds sans altitude et
des nœuds d’altitude j strictement inférieure. Ce ne sera exactement le cas lorsqu’ils
rencontrent des nœuds avec niveau incrémenté :
– les entrées et sorties de promotions
– les opérateurs d’ingestion ιj
ou avec niveau décrémenté :
– les opérateurs d’ouverture oj
On veut que l’altitude des opérateurs de boîtes varie quand ils traversent des opé-
rateurs avec changement de niveau. On appellera ce multiplexage un peu modifié,
qui fait intervenir des familles d’opérateurs, le multiplexage à niveaux. Les propriétés
qu’on obtient pour celui-ci seront présentées en 3.2.7.
Concrètement, les opérateurs εi, oi, δi, ιi sont régis par les méta-règles décrites
ci-dessous. Dans ces règles, on considère l’un de ces opérateurs de boîtes, i désignera
son altitude, et ⋆j désignera un autre opérateur. Il peut s’agir :
– d’un autre opérateur de boîte, d’altitude j que l’on suppose strictement infé-
rieure à l’altitude du premier : j < i
– ou d’un opérateur qui n’est pas un opérateur de boîte et qui est donc sans
altitude (on peut considérer que j = −∞)
L’altitude i ′ désignera quant à elle :
– i+ 1 si ⋆j est un opérateur avec niveau incrémenté,
– i− 1 si ⋆j est un opérateur avec niveau décrémenté,
– ou i dans le cas standard.
Les quatre premières règles de réduction couvrent toutes les possibilités de rencontre
pour les opérateurs de boîte, sauf lorsqu’il s’agit d’une interaction entre opérateurs
de boîtes de même altitude.
Effacement− ⋆






































ιi ′ ιi ′ ιi ′
X1 ... Xn
X
• Réductions entre opérateurs de même altitude
L’action de ces nœuds se propage dans la boîte qui leur est associée. Deux nœuds
identiques, lorsqu’ils se rencontrent de part et d’autre de ce qui était un axiome,
connectent leur liens et disparaissent. C’est le démultiplexage habituel évoqué dans
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• Les rédex qui n’apparaissent pas
Nous avons traité les réductions de tous les rédex compatibles avec le typage,
hormis celles qui font intervenir deux opérateurs de boîte différents de même alti-
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tude. Mais on peut remarquer que les opérations que subit une boîte sont toujours
amorcées au niveau de leur unique sortie. Cela laisse imaginer que des opérateurs
de boîtes de même altitude vont parcourir le contenu de la boîte les uns derrière les
autres, sans interférence, et que par exemple la configuration suivante n’est jamais






Cela n’est bien sûr vrai que si on part de réseaux bien construits. Nous prouve-
rons ce point plus tard (cf. corollaire 3-16). En attendant, on considérera la réduction
localement bloquée lorsque des rédex de ce type se présentent. Ils n’ont pas de règle
de réduction associée.
3.2.5 Récapitulatif pour le système localisé actif
Nous avons présenté tous les opérateurs et toutes les réductions de notre premier
système localisé.
/
3-4 Définition. On nomme système exponentiel localisé actif le système de réseaux d’in-
teraction (très souvent utilisé conjointement avec système multiplicatif vu en 2.2) qui est
constitué par :
– les opérateurs affaiblissement, contraction et déréliction
– les opérateurs entrées et sorties de promotion actives
– les opérateurs de boîtes d’altitude i ∈ N : effacement, duplication, ouverture et
ingestion
et muni des réductions :
– qui amorcent les opérations à effectuer sur les boîtes, données en 3.2.2
– de multiplexage à niveau des opérateurs de boîtes, données en 3.2.4, qui propagent ces
opérations dans la structure interne des boîtes.
3.2.6 Équivalences opérationnelles
• Les opérations sur les boîtes restent inachevées
Un opérateur de boîte se propage dans la boîte sur laquelle il opère. Les réduc-
tions de multiplexage font apparaître plusieurs copies de cet opérateur. Certaines
de ces copies vont se rencontrer de part et d’autre de ce qui était un axiome et vont
disparaître par application de l’une des règles données en 3.2.4.1. D’autres copies
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parviendront jusqu’aux ports auxiliaires de leurs limites de boîte, ou seulement sur
les ports auxiliaires d’autres nœuds qui les séparent de celles-ci. Ces ports sont pré-
cisément auxiliaires et donc aucune réduction n’a lieu.
Pour illustrer cela, présentons le cas typique correspondant à la duplication d’une
boîte localisée. On simplifie en supposant qu’elle n’a qu’une entrée. On suppose de
plus qu’elle contient un réseau qui est déjà en forme normale et qui s’écrit donc avec
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Or avec la réduction localisée active, seule la sortie de boîte et la partie T1 du réseau

















Nous allons maintenant décrire certaines équivalences opérationnelles qui per-
mettent de comprendre pourquoi ces réseaux, dans lesquels certaines opérations sur
les boîtes ne sont pas achevées, sont équivalents aux réseaux que l’on obtiendrait si
cette opération avait été effectuée jusqu’au bout.
Ce sont des équivalences qu’on aimerait orienter et intégrer au processus de ré-
duction pour terminer jusqu’au bout l’opération effectuée sur une boîte. Le système
passif de la section suivante est d’ailleurs né de cette remarque, mais il s’arrange
pour faire cela avec la réduction usuelle des réseaux d’interaction.
/
3-4 Remarque. La réplication du câblage W ne se passe en réalité pas tout à fait comme décrit
ci-dessus lorsque des axiomes relient certains liens auxiliaires de l’arbre T2. Nous passons sur
ce petit détail qui nécessiterait la description d’une équivalence supplémentaire.
• Commutation des opérateurs de boîtes
L’exemple que nous venons de donner nous suggère de faire passer les opéra-
teurs δ0 au travers de l’arbre T2 en le dupliquant. Bien que ça ne puisse être exprimé
par une réduction des réseaux d’interaction, c’est possible au moyen d’une équiva-
lence opérationnelle. Cette équivalence opérationnelle nous sera d’ailleurs utile plus
tard pour prouver un théorème de confluence.
Les opérateurs de boîtes se comportent de façon identique lorsqu’on effectue la
commutation suivante :
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αi ... αi
⋆j










X ... X X ... X X ... X




Ici αi représente l’un des opérateurs de boîtes εi, oi, δi ou ιi, et ⋆j désigne un opéra-
teur sans altitude, ou d’altitude j < i. On a nommé W le câblage qui joue le rôle de
la permutation nécessaire pour que chaque lien rejoigne la racine du réseau par les
mêmes ports auxiliaires au niveau des nœuds ⋆ et α, malgré que leur ordre ait été in-
versé. L’altitude i ′ est définie une fois de plus selon la variation de niveau associée à
l’opérateur ⋆j, mais ici le sens de la réduction est inversé. On prendra donc i ′ = i+ 1
si ⋆j est avec niveau décrémenté, i ′ = i − 1 si ⋆j est avec niveau incrémenté et i ′ = i
dans le cas standard.







Ces équivalences peuvent être considérées indépendamment de toutes les autres.
Les opérateurs de boîtes seront présents et inchangés dans les systèmes localisés qui
seront étudiés après, et sur lesquels il sera plus facile de travailler. Les deux formes
d’équivalences que nous venons de voir ne dépendent pas de la réduction des autres
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opérateurs et seront toujours vérifiées.
• Équivalences aux limites de boîtes
Revenons brièvement à notre exemple. Après avoir hypothétiquement dupliqué
l’arbre T2 il nous faudrait utiliser une dernière équivalence pour achever la duplica-
tion de la boîte dont on est parti. On s’intéresse donc ici à des équivalences opération-
nelles remarquables lorsqu’un opérateur de boîte d’altitude nulle atteint la frontière
interne d’une boîte (la boîte sur laquelle il opère). Pour montrer la cohérence locale
de la réduction avec cette équivalence il faut considérer en même temps les commu-









































Contrairement aux équivalences de commutation des opérateurs de boîtes, ces
équivalences aux limites de boîtes entreront en conflit avec la structure qui sera ajou-
tée dans les systèmes suivants. Elles ne sont donc valides que dans le système actif.
/
3-5 Remarque. Les équivalences données en 3.1.4 pour le système avec boîte posent certaines
difficultés dans les systèmes localisés. Les opérateurs δ0 ne peuvent pas être commutés, il
faudrait commuter en même temps toutes les copies de ces opérateurs qui correspondent à
une même opération. Cette impossibilité se répercute sur les opérateurs contraction, et la
réduction localisée n’est plus cohérente avec les équivalences qui existaient dans le système
avec boîtes. De façon rassurante, lorsqu’on adoptera un point de vue sémantique, ces équiva-
lences seront valides sémantiquement, même dans les systèmes localisés (voir le chapitre sur
la sémantique localisée, 12.3).
3.2.7 Multiplexage à niveaux
On a déjà étiqueté les fils des réseaux par des types, pour mieux comprendre
notre système, nous pouvons leur rajouter une information : une profondeur décrite
par un entier. Ces profondeurs seront comme les types soumises à des contraintes.
Les ports des nœuds logiques normaux (sans changement de niveau) devront être
reliés par des fils de même profondeur. Les ports auxiliaires des nœuds avec niveau
incrémenté (respectivement décrémenté) devront être reliés par des fils dont la pro-
fondeur est une unité supérieure (inférieure) au fil qui est relié à son port principal.
De façon peu étonnante, toutes les règles de réduction sont compatibles avec cette
notion de profondeur : un rédex est réduit sans changer la profondeur des liens de
son interface. Si on suppose qu’un réseau en forme normale (et sans interblocage) ne
contient que des nœuds dont l’altitude est strictement inférieure à la profondeur du
fil branché sur leurs ports principaux, on retrouve une propriété de multiplexage.
Des opérateurs εi, δi, oi ou ιi branchés sur les ports libres d’un tel réseau, chacun
ayant une altitude égale à la profondeur du fil sur lequel il est branché, réplique ce
réseau.
Nous ne donnons pas plus de détails car en réalité nous n’aurons pas recourt à
un tel raffinement du multiplexage. Il fournit cependant l’intuition qui est présente
derrière les règles présentées plus haut, et c’est pourquoi nous jugeons nécessaire de
le citer.
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• Multiplexage à niveaux pour réseaux valides
Nous ne considérerons que le cas où le réseau N à répliquer est valide et ne
contient donc pas d’autres opérateurs avec altitude. Il peut néanmoins contenir des
opérateurs avec changement de niveau : les sorties ou les entrées de promotion.
Aussi, lorsqu’un réseau est valide, on sait déjà qu’il ne contient aucun interblocage,
car il est de la forme présentée en 1.1.3.2.
/
3-5 Propriété. Soit N un réseau qui est supposé valide et en forme normale. Soit { •i }i∈N une
famille d’opérateurs avec altitude qui est multiplexante (au sens du multiplexage à niveau)
pour tous les opérateurs du réseau N. Lorsque l’un des opérateurs •i est branché face à tous
les ports libres du réseau N, il « réplique » ce réseau avec la signification habituelle.
preuve La validité du réseau N nous permet montrer cette propriété par induction sur sa structure.
Comme N est supposé en forme normale, on n’a pas besoin de traiter le cas de la construction
coupure. Le cas de l’axiome est simple. Les autres constructions (sans boîtes) font chacune in-
tervenir un nœud qui est immédiatement répliqué, et les réplications des sous réseaux qu’elles
contiennent sont assurées par hypothèse d’induction. Le cas des boîtes est tout petit peu plus
compliqué : les entrées et sorties d’une boîte contenant un réseau P sont immédiatement ré-
pliquées, mais elles sont avec niveau incrémenté et ce sont donc des opérateurs •i+1 qui se
retrouvent face aux liens de P. Mais l’hypothèse de récurrence s’applique encore, ces opéra-
teurs répliquent le contenu P de la boîte. 
Nous n’utiliserons cette propriété que plus tard, car dans le système actif les
conditions requises pour l’appliquer ne sont pas réunies.
3.3 Le système exponentiel localisé passif
Dans cette section, nous allons proposer un nouveau système localisé et asyn-
chrone dit passif. Il sera lui aussi équivalent au système avec boîtes, mais on oubliera
cette fois la dernière règle de réduction : la règle de commutation exponentielle don-
née en 3.1.2.2. On va simuler le fonctionnement des boîtes en considérant les ports
associés aux entrées comme des ports auxiliaires. La réduction devient proche de
celle du λ-calcul en appel par nom.
Si on compare son fonctionnement avec celui du système actif que nous venons
de présenter, on notera des similarités mais aussi de sensibles différences. Il s’ins-
crit comme le premier dans le cadre simple des réseaux d’interaction, mais dans ce
nouveau système les opérations effectuées sur les boîtes sont opérées jusqu’au bout
(sans invoquer d’équivalence opérationnelle). De ce fait, il contourne naturellement
un problème dont nous n’avons pas encore parlé qui est celui de la « relecture »,
ainsi que des problèmes connexité liés à celui-ci. Ces problèmes sont décrits par Ste-
fano Guerrini, Simone Martini, et Andrea Masini dans [GMM03] ; une autre façon de
les contourner y est donnée. Pour la même raison, il est aussi plus facile de le relier
au système avec boîtes, et c’est ce que nous allons faire dès que nous l’aurons pré-
senté. Les opérateurs de boîtes précédemment introduits seront réutilisés, mais par
chance, dans ce système passif (et pour celui-là uniquement) il est possible d’oublier
leurs altitudes sans modifier la réduction. On pourrait donc travailler avec un jeu
d’opérateurs fini.
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Le principe de ce nouveau système repose sur une structure supplémentaire, un
canal de contrôle, qui pourra être mélangée au formalisme actif pour donner un troi-
sième système : le système localisé contrôlé dont nous parlerons dans la section sui-
vante. C’est avec ce dernier qu’on obtiendra le meilleur degré de parallélisme. Il
permettra également de mieux comprendre les deux autres.
Le système présenté dans [Mac04] par Ian Mackie contient une ébauche du canal
de contrôle que nous allons introduire ici. Néanmoins, placé dans le cadre du λ-
calcul son concept manque d’une certaine clarté.
3.3.1 Opérateurs exponentiels passifs
Sortie-Promotionp, Entrée-Promotionp Les opérateurs exponentiels passifs sont
semblables aux opérateurs actifs : ils vont servir à matérialiser sorties et les entrées
de boîtes. Ils possèdent cependant un lien de contrôle sans type (ou plutôt, dont le
type est réduit à une simple orientation), émergeant d’un port auxiliaire des sorties







Les messages suivants vont circuler sur le canal de contrôle d’une boîte, celui-ci




Afin de transmettre ces messages à plusieurs entrées, nous aurons également be-
soin de nœuds de diffusion. Ce sont simplement des opérateursmultiplexants d’arités
0 et 2 pour les trois messages que nous venons d’introduire. Une version d’arité va-
riable peut être obtenue en combinant ces deux opérateurs. On ne s’intéresse pas
aux arborescences utilisées pour cela, celles-ci seront toutes représentées de la façon
suivante (leur port principal est connecté à l’arête incidente) :
.
Nous n’introduisons pour l’instant pas de message –ι car une promotion ne réagit
pas devant l’entrée d’une autre boîte (matérialisée par un port auxiliaire). Précisons
de nouveau que nous restons dans le formalisme standard des réseaux d’interaction,
chaque nœud possède un unique port principal.
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3.3.2 Construction














On utilise des nœuds de diffusion pour connecter la sortie d’une construction
exponentielle à toutes ses entrées. Ils constituent le canal de contrôle de cette boîte
localisée.
3.3.3 Réductions d’amorçage
Une première série de réductions des opérateurs passifs s’obtient facilement à
partir de leur correspondantes actives vues en 3.2.2. En ce qui concerne le devenir
du contenu de la boîte, elles commencent la même tâche en lançant un opérateur
de boîte sur le lien attaché à la sortie. La différence réside dans le fait que, grâce à
l’envoi dumessage correspondant sur le canal de contrôle, elles informent également
les entrées de boîte de l’action à effectuer.
Affaiblissement − Sortie-Promotionp On commence à effacer la boîte avec un ef-









Déréliction − Sortie-Promotionp On commence à ouvrir la boîte avec une ouver-
ture o0, et on en avertit les entrées à l’aide d’un message –o.









Contraction − Sortie-Promotionp On commence à dupliquer la boîte avec une




















Il reste maintenant à spécifier ce qu’il advient lorsqu’un message lancé sur un
canal de contrôle arrive sur une entrée. Le fonctionnement est intuitif, connaissant
celui du système avec boîtes.
Entrée-Promotionp−Message
–ε On efface le contenu de la boîte avec un opérateur










–o On ouvre le contenu de la boîte avec un opérateur
o0 après avoir fait disparaître l’entrée de boîte.









δ On duplique le contenu de la boîte avec un opé-















3-6 Remarque. Lorsqu’on s’est intéressés à l’étape intermédiaire de duplication d’une boîte (dé-
crite en 3.2.6.1) que permet d’atteindre la réduction du système actif, on a remarqué que la
duplication de l’arbre T2 est mise en attente : on attend qu’une autre boîte se présente face à
l’entrée de boîte sur laquelle est branchée le port principal de T2. Dans le système passif, après
l’arrivée d’un message
–
δ, on duplique au contraire l’entrée de boîte et l’arbre T2 pour achever
l’opération amorcée. Les interactions qu’auraient pu avoir cette entrée avec une autre boîte
sont mise en attente. Mais cette nouvelle façon de procéder duplique de futurs rédex, ceux qui
vont apparaître pendant l’interaction entre T2 et le contenu de l’autre boîte. Cette duplica-
tion du calcul n’est bénigne que pour la réduction parallèle (toutes les instances d’un rédex
répliqué seront de toute façon réduites simultanément). En revanche on perd l’optimalité de
la réduction séquentielle à cause de la dernière règle que nous venons de présenter.
3.3.5 Récapitulatif pour le système localisé passif
Pour ce qui concerne la réduction des opérateurs de boîtes, on reprend celles du
système actif données en 3.2.4. Il n’y a pas de mal à les considérer toutes, même si
la gamme de rédex qui n’apparaissent jamais s’élargit (voir 3.3.6.2). Avec celles-ci,
nous avons présenté tous les opérateurs et toutes les réductions de notre deuxième
système localisé.
/
3-6 Définition. On nomme système exponentiel localisé passif le système de réseaux d’in-
teraction (très souvent utilisé conjointement avec système multiplicatif vu en 2.2) qui est
constitué par :
– les opérateurs affaiblissement, contraction et déréliction
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– les opérateurs entrées et sorties de promotion passives
– les opérateurs de diffusion
– les messages d’effacement de duplication et d’ouverture
– les opérateurs de boîtes d’altitude i ∈ N : effacement, duplication et ouverture
et muni des réductions :
– qui amorcent les opérations à effectuer sur les boîtes, données en 3.3.3
– de multiplexage des opérateurs de diffusion, qui permettent de transmettre les messages
aux différentes entrées d’une boîte
– annexes qui interprètent les messages lorsque ceux-ci atteignent les entrées de boîtes,
données en 3.3.4
– de multiplexage à niveau des opérateurs de boîtes, données en 3.2.4, qui propagent les
opérations effectuées sur une boîte dans leur structure interne (les opérateurs ιi ne sont
pas utilisés)
3.3.6 Propriétés
Le système passif présenté s’inscrivant (comme le système actif) dans le cadre
des réseaux d’interaction, une confluence forte de la réduction est automatiquement
assurée. Aussi, la nouvelle façon de traduire les boîtes exponentielles ne nous fait
pas perdre la propriété 3-5 : le multiplexage à niveau pour réseaux valides.
• Simulation
Un théorème de simulation peut être donné, il permet de simuler le système avec
boîte avec ce système passif. Ce n’est en fait possible que pour la réduction interne
sans commutations †⋆−→ que nous avons définie en 3.1.5. Dorénavant, on appellera
preuves, et on notera Π les réseaux du système avec boîtes. Cela permettra de mieux
les distinguer des réseaux notés N des systèmes localisés.
/
3-7 Théorème. Le codage ‹ 7→p › des preuves de la logique linéaire dans les réseaux d’interaction
exponentiels passifs simule faiblement la réduction interne sans commutations †⋆−→ à l’aide
de la réduction des réseaux. Cela s’écrit :
†⋆←− 7→p ⊆ 7→p←−





−→ Π ′ ⇒ ∃N ′
{
Π ′ 7→p N ′
N −→ N ′
preuve On procède par induction sur Π. On ne s’intéresse qu’aux coupures exponentielles car les
autres se passent de façon similaire dans les deux formalismes. De plus, étant donné que nous
ne considérons pas les commutations exponentielles, il n’y a que trois règles de réduction à
simuler. Lorsqu’une promotion est coupée avec une contraction en logique linéaire, celle-ci
est immédiatement dupliquée, mais on suppose par ailleurs que le contenu de la promotion
est en forme normale puisqu’on considère seulement la réduction interne. Dans le formalisme
73 CHAPITRE 3. RÉSEAUX EXPONENTIELS
localisé passif la première étape de réduction ne duplique que la sortie de la boîte correspon-
dante, elle lance unmessage
–
δ sur son canal de contrôle et un opérateur δ0 sur son lien de tête.
Cependant, en poursuivant immédiatement la réduction, le message
–
δ va dupliquer chaque
entrée de boîte en plaçant également des opérateurs δ0 face aux autres liens. On utilise alors
la propriété de multiplexage à niveau (l’intérieur de la boîte est un réseau valide et en forme
normale) qui nous dit qu’en poursuivant la réduction des opérateurs δ0 la boîte se retrouve
entièrement dupliquée. On a pris l’exemple d’une coupure impliquant une contraction, cela
se passe de façon similaire lorsqu’il s’agit d’un affaiblissement ou d’une déréliction. 
On ne simule que la réduction interne †⋆−→ . Cela est dû au fait que le fonctionne-
ment des systèmes localisés ne permet pas la duplication ou l’effacement de réseaux
qui ne sont pas préalablement normalisés (et cela est généralement un avantage en
termes de complexité). On pourra juger ceci suffisant puisqu’on obtient un corollaire
pour la normalisation associée ↓†⋆ = ↓†.
/
3-8 Corollaire. Le codage ‹ 7→p › permet la normalisation (pour la réduction sans commutations)
d’une preuve Π à l’aide de la réduction du système localisé passif : si Π 7→p N alors il existe
un unique réseau N ′ en forme normale tel que Π↓† 7→p N ′ et N −→ N ′.
preuve En effet, on remarque que si Π 7→p N, Π est en forme normale si et seulement siN est en forme
normale. Ainsi, par simulation d’une réduction Π †⋆−→ Π↓† on obtient un réduit N ′ de N en
forme normale. De plus, étant donné que N vit dans un système qui vérifie une propriété de
confluence forte, sa normalisation faible entraîne sa normalisation forte, c’est-à-dire l’unicité
de N ′ . 
• Intégrité
L’absence de réduction avec l’extérieur au niveau des entrées de boîtes empêche
que des opérateurs d’altitude strictement positive parcourent les boîtes dans le sens
qui va de leurs entrées vers leurs sorties. Seuls des opérateurs d’altitudes nulles,
créés lors de l’arrivée d’un message sur les entrées d’une boîte, vont parcourir celles-
ci dans cette direction. Ils vont rencontrer les opérateurs de boîtes issus de la ré-
duction d’amorçage correspondante. En particulier, la configuration suivante n’est







On va montrer cela grâce au théorème de simulation et à la propriété de norma-
lisation des preuves de la logique linéaire (c’est un lourd attirail, et nous aimerions
avoir une preuve directe). Dans le cas passif, deux opérateurs de boîtes ne peuvent se
rencontrer que s’ils sont identiques. C’est une propriété plus forte que celle annoncée
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pour le système actif, dans lequel deux opérateurs différents peuvent se rencontrer,
à moins qu’ils n’aient la même altitude.
/
3-9 Propriété. Partant d’un réseau valide, dans le système passif, la réduction ne fait apparaître
aucun rédex liant deux opérateurs de boîtes différents.
preuve Supposons qu’on ait défini le système passif en bloquant les rédex concernés. On remarque
que la simulation donnée par le théorème 3-7 est faite sans utiliser ces réductions, il reste donc
valide. Partons du traduit N d’une preuve Π, et supposons l’existence d’un réseau N ′ tel que
N −→ N ′ dans lequel est apparu un rédex bloqué. Par simulation de la normalisation de Π
on obtient un réseauN0 en forme normale tel queN −→ N0 . Celui-ci étant en forme normale,
par confluence locale de la réduction (elle est même forte ici), on peut faire confluer les deux
réductions de N : on a N ′ −→ N0 . On arrive à une contradiction, car un rédex bloqué reste
inchangé par réduction, et un réseau qui en contient un ne peut donc être réduit à une (vraie)
forme normale. 
Cette propriété fait du paradigme passif un cas un peu particulier : on peut ou-
blier les altitudes sans que cela ne pose de problème. Il peut donc être implanté avec
un nombre fini d’opérateurs.
Par ailleurs, un raisonnement identique à celui utilisé pour prouver cette dernière
propriété nous permet de dire que partant d’un qu’un réseau valide la réduction ne
fait apparaître aucun interblocage (même si on sort de la stratégie de simulation).
3.4 Le système exponentiel localisé contrôlé
Nous allons ici présenter une ultime version localisée de l’exponentielle. Elle
combine les deux localisations précédentes, qui apparaissent comme des sous sys-
tèmes. Elle permet de réduire entièrement les réseaux de preuve sans problèmes de
relecture, et nous pensons que cette version possède une certaine propriété d’opti-
malité pour la réduction parallèle. Elle nécessite cependant l’utilisation de bi-nœuds
(deux ports principaux). Cette utilisation semble bien évidement légitimée par le fait
que les boîtes du système originel sont elles-mêmes des multi-nœuds.
On notera aussi qu’il est possible dans certains cas qu’on gagne en perfor-
mance vis-à-vis du système actif, car on peut éviter de laisser certaines structures
de contrôle inutiles (cf. parties gauches des équivalences opérationnelles aux limites
de boîte dans le système actif) qui peuvent modifier la complexité de certaines réduc-
tions, comme l’ont découvert Andrea Asperti et Juliusz Chroboczek dans [AC97].
3.4.1 Opérateurs exponentiels contrôlés
Sortie-Promotionc, Entrée-Promotionc Les opérateurs exponentiels contrôlés sont
une nouvelle version des opérateurs précédents. Ils possèdent toujours un canal de
contrôle, mais cette fois les sorties de boîtes et les entrées sont des bi-nœuds. Elles ont
un premier port principal rattaché au canal de contrôle, et un second port principal
dirigé vers l’interface externe de la promotion :







Les messages suivants vont passer sur le canal de contrôle d’une boîte, toujours





L’introduction d’un nouveau message –ι est nécessaire car à présent l’interaction
entre deux boîtes est possible. C’est un opérateur à niveau incrémenté. Il possède un
second port principal qui est rattaché au canal de contrôle la boîte qui ingère celle
dont le canal est parcouru par cet opérateur.
Enfin, afin de transmettre ces messages aux différentes entrées, nous aurons de
nouveau recourt à des nœuds de diffusion. Ceux-ci ne réagissent pas avec les nœuds
matérialisant l’interface des boîtes, ni entre eux. Ils interagissent seulement avec les
messages ou les opérateurs de boîtes, qu’ils transmettent en provenance de tout lien
et vers chacun des autres liens. Tous les ports d’un nœud de diffusion doivent par
conséquent être considérés principaux, y compris pour des agrégats d’arité arbi-
traire.
3.4.2 Construction














On reprend les réductions initiales du cas passif (voir 3.3.3) et on les adapte faci-
lement au cas contrôlé. On remplace simplement les nœuds passifs par des nœuds
contrôlés. Seule une règle doit être ajoutée qui concerne les commutations exponen-
tielles. Elle est donnée ici.
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Entrée-Promotionc− Sortie-Promotionc On commence à ingérer la boîte avec une












On remarquera avec cette règle que les paramètres d’un message –ι sont utilisés
de façon totalement dissymétrique. L’idée est de transmettre un lien de contrôle de
la boîte qui ingère en le faisant glisser le long du canal de contrôle de la boîte ingérée.
3.4.4 Réductions annexes
De la même façon que pour les réductions d’amorçage, on adapte naturellement
les réductions annexes du cas passif (voir 3.3.4) au cas contrôlé. Une nouvelle règle
est nécessaire.
Entrée-Promotionc−Message
–ι On ingère le contenu de la boîte avec un opérateur












• Au niveau des messages d’ingestion
Lorsqu’une boîte qui en ingère une autre subit elle même une opération, on peut
mettre en place des réductions qui font intervenir le message correspondant à cette
opération avec certains messages –ι lancés pour l’opération d’ingestion. Cela arrive
lorsque ceux-ci n’ont pas encore rencontré les entrées de boîtes qu’ils devaient at-
teindre.

























3.4.5 Récapitulatif pour le système localisé contrôlé
Nous avons présenté tous les opérateurs et toutes les réductions de notre troi-
sième système localisé.
/
3-10 Définition. On nomme système exponentiel localisé contrôlé le système de réseaux d’in-
teraction (très souvent utilisé conjointement avec système multiplicatif vu en 2.2) qui est
constitué par :
– les opérateurs affaiblissement, contraction et déréliction
– les opérateurs entrées et sorties de promotion contrôlés
– les opérateurs de diffusion contrôlés
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– les messages d’effacement de duplication, d’ouverture et d’ingestion
– les opérateurs de boîtes d’altitude i ∈ N : effacement, duplication, ouverture et
ingestion
et muni des réductions :
– qui amorcent les opérations à effectuer sur les boîtes, adaptées de celles données pour le
cas passif en 3.3.3, et complétées par celle donnée en 3.4.3
– de multiplexage des opérateurs de diffusion, qui permettent de transmettre les messages
aux différentes entrées d’une boîte
– annexes qui interprètent les messages lorsque ceux-ci atteignent les entrées de boîtes
ou les messages d’ingestion, adaptées de celles données pour le cas passif en 3.3.4, et
complétées par celles données en 3.4.4
– de multiplexage à niveau des opérateurs de boîtes, données en 3.2.4, qui propagent les
opérations effectuées sur une boîte dans leur structure interne
3.4.6 Confluence
Le cas contrôlé qui utilise des bi-nœuds nécessite quelques vérifications supplé-
mentaires lors de l’arrivée simultanée de :
i. un message (–ε, –o,
–
δ ou –ι) sur le port de contrôle d’une entrée de boîte, et la tête






ii. un message (–ε, –o,
–
δ ou –ι) sur le canal de contrôle d’un message –ι qui atteint en






Il y a aussi tous les cas où un (ou deux) opérateurs multiplexants se présentent
sur les ports principaux d’un bi-nœud comme par exemple :
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– un opérateur de boîte (εi, oi, δi ou ιi) sur le canal de contrôle d’une entrée de






– ou un message sur le canal de contrôle d’une entrée de boîte, et un opérateur






– ou un opérateur de boîte sur le canal de contrôle d’une entrée de boîte, et un






Ces phénomènes apparaissent au voisinage de tous les bi-nœuds, c’est-à-dire les
entres et sorties de promotion, les messages d’ingestion et les nœuds de diffusion.
Mais ce sont les seules paires critiques qui restent.
/
3-11 Théorème. Le système de réduction des réseaux contrôlés est localement confluent modulo
commutation des opérateurs de boîtes.
preuve Les paires critiques évoqués plus haut convergent modulo commutation des opérateurs de
boîtes. Excepté (i.) et (ii.) les paires critiques évoquées se résolvent trivialement car au moins
l’un des deux rédex se réduit par simple multiplexage. L’autre rédex sera répliqué soit avant
soit après réduction et donnera le même réseau. Ceci à l’ordre près des opérateurs multi-
plexants seulement, c’est pour cela qu’il est nécessaire de travailler modulo les équivalences
vérifiées par les opérateurs de boîtes. Les cas les plus compliqués sont les quatre sous cas de
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(i.) et de (ii.), chacun nécessite plusieurs étapes de réduction et utilise également les équiva-
lences vérifiées par les opérateurs de boîtes. 
Dans le cas de réseaux issus de constructions valides, nous pourrions presque
parler de convergence sans modulo. La paire critique (i.) provient vraisemblable-
ment de la rencontre de deux représentations complètes de boîtes et elle atteint un
point de quasi-convergence en quelques étapes. La figure donnée ici représente ce
point, lorsqu’un message
–
















Si l’autre réduction a lieu avant, on obtient un réseau similaire, seul l’ordre des
nœuds δ et ι présents face au réseau N ′ se trouve inversé :
N ′
ι0 ι0 ι0 ι0
δ0 δ0
B ?C
La convergence exacte s’obtient après réduction complète du réseau N ′, et jonc-
tion des nœuds δ et ι correspondants. Ce phénomène qui retarde la confluence de la
réduction n’existe pas dans les réseaux avec boîtes car la duplication et l’ingestion
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des boîtes se fait entièrement en une étape. En particulier, lorsqu’on travaille avec de
vraies boîtes, ces manipulations peuvent être effectuées sur des réseaux qui ne sont
pas encore normalisés.
/
3-12 Théorème. Si la réduction −→ des réseaux contrôlés est fortement normalisante modulo
p−−pp p (ce qui signifie que p−−pp p−→ p−−pp p est fortement normalisante) alors elle est Church–
Rosser modulo p−−pp p . Ce qui veut dire :
(←− ∪ p−−p ∪ −→)∗ ⊆ −→ p−−pp p←−
preuve C’est une application directe d’un théorème de Gérard Huet [Hue80], qui donne ce résultat
dès que −→ est localement cohérente avec p−−p , et localement confluente modulo p−−pp p . 
3.4.7 Simulation
La localisation contrôlée des réseaux de preuve fournit un moyen de simuler
précisément leur exécution :
/
3-13 Théorème. Le codage ‹ 7→c › des preuves de la logique linéaire dans les réseaux contrôlés
simule faiblement la réduction interne ⋆−→ à l’aide de la réduction des réseaux, c’est-à-dire :
⋆←− 7→c ⊆ 7→c←−





−→ Π ′ ⇒ ∃N ′
{
Π ′ 7→c N ′
N −→ N ′
preuve On peut considérer que la réduction du système passif est une sous réduction du système
contrôlé. On sait déjà par conséquent que toutes les règles de réductions de la logique linéaire,
à l’exception de la règle de commutation exponentielle, sont simulées dans ce système. La
règle de commutation exponentielle qui existe dans ce nouveau système ne pose en fait pas
de difficulté particulière en ce qui concerne la simulation, elle fonctionne comme les autres
opérations sur les boîtes, il suffit d’achever la réduction des messages –ι et des opérateurs
ι0 qui apparaissent tout comme il suffisait précédemment d’achever la réduction des autres
messages et opérateurs de boîte. 
Une fois de plus on ne simule que la réduction interne ⋆−→ , mais cette fois en gar-
dant les commutations exponentielles. Or, étant donné que cette traduction respecte
les formes normales, on en déduit une façon d’effectuer une normalisation complète↓ = ↓⋆ à l’aide d’une réduction localisée.
/
3-14 Corollaire. Le codage ‹ 7→c › permet la normalisation d’une preuve Π à l’aide de la réduction
du système localisé contrôlé : si Π 7→c N alors il existe un réseau N ′ en forme normale tel
que Π↓ 7→c N ′ et N −→ N ′.
preuve Une fois de plus, lorsque Π 7→c N, la preuve Π est en forme normale si et seulement si N est
en forme normale. Par simulation d’une réduction Π ⋆−→ Π↓ on obtient un réduit N ′ de N en
forme normale. 
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Remarquons que nous n’avons pas besoin d’utiliser un multiplexage à niveaux
très complexe pour montrer ces propriétés. Un équivalent de la propriété 3-5 suffit.
On fait disparaître tous opérateurs de boîte d’altitude 0 utilisés pour effectuer une
opération de boîte (ainsi que les opérateurs d’altitude supérieure issus de leurs ré-
ductions) avant d’entamer une nouvelle réduction logique. Rien n’est très compliqué
lorsqu’on respecte cette discipline. C’est la propriété de confluence qui nous dit que
tout se passe bien si on s’autorise une réduction plus libre.
3.4.8 Intégrité
Pour montrer que les rédex qui n’ont pas été pourvus de règles de réductions
n’apparaissent jamais, nous nous appuierons une fois de plus sur la propriété de
normalisation des preuves de la logique linéaire.
/
3-15 Propriété. Partant d’un réseau valide, dans le système contrôlé, la réduction ne fait appa-
raître aucun rédex liant deux opérateurs de boîtes différents de même altitude.
preuve Même méthode que dans le cas passif. Supposons qu’on ait défini le système contrôlé en
bloquant les rédex concernés. On remarque que la simulation donnée par le théorème 3-13 est
faite sans utiliser ces réductions, il reste donc valide. Partons du traduit N d’une preuve Π,
et supposons l’existence d’un réseau N ′ tel que N −→ N ′ dans lequel est apparu un rédex
bloqué. Par simulation de la normalisation de Π on obtient un réseauN0 en forme normale tel
queN −→ N0 . Celui-ci étant en forme normale, par confluence localemodulo de la réduction,
on peut faire confluer les deux réductions de N : on a N ′ (−→ ∪ p−−p)∗ N0 . On arrive à une
contradiction car un rédex bloqué reste inchangé par réduction et laisse de nouveaux rédex
bloqués par modulo (c’est ce modulo qui nous empêche de prouver la même propriété que
dans le cas passif, propriété qui n’est pas vérifiée ici). 
Notons que la réduction du système exponentiel localisé actif peut être vue
comme une sous réduction du système exponentiel localisé contrôlé. En effet sys-
tème actif est identique au système contrôlé dans lequel on a rendu auxiliaires les
second ports principaux (connectés au canal de contrôle) des entrées de boîtes. On
obtient donc un corollaire pour le système actif.
/
3-16 Corollaire. Partant d’un réseau valide, dans le système actif, la réduction ne fait apparaître
aucun rédex liant deux opérateurs de boîtes différents de même altitude.
3.5 Synthèse
Notons en premier lieu que par principe toutes réductions considérées pré-
servent les types, et que par conséquent, la « subject reduction » est une propriété
évidente des systèmes de réduction que nous avons été amenés à étudier.
La traduction des boîtes exponentielles dans chaque système localisé que nous
avons présenté est directe et se fait sans considérations d’altitude. En fait, les opé-
rateurs de boîtes, seuls nœuds qu’il est nécessaire de paramétrer par une altitude,
n’apparaîtront que lors de leur réduction localisée.
Formulons ensuite un récapitulatif succinct des caractéristiques de nos systèmes
(il contient une entrée actif+ dont la présence est expliquée après) :
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système cardinalité com. exp. relecture nœuds optimalité ?
actif infini oui non normaux séquentielle
actif+ infini oui oui normaux séquentielle
passif fini non oui normaux -
contrôlé infini oui oui multiples parallèle
Nous avons vu que les codages passif ‹ 7→p ›, et contrôlé ‹ 7→c › évoqués lors de la
construction des réseaux correspondants possèdent des propriétés intéressantes de
simulation des systèmes de réduction usuels.
• Système actif avec relecture
En ce qui concerne le système actif, on a déjà indiqué qu’il est identique au sys-
tème contrôlé dans lequel on a inactivé les interactions entre messages et entrées de
boîtes. Le canal de contrôle ne joue alors plus aucun rôle dans la réduction, mais sa
présence peut être mise à contribution. En effet, lorsqu’on a terminé la réduction on
tombe typiquement dans un état où certaines opérations sur les boîtes n’ont pas été
achevées. Mais comment savoir à quelle preuve de la logique linéaire cet état corres-
pond ? C’est d’ailleurs ce problème qui nous empêche de formuler un théorème de
simulation pour le cas actif, et qui est désigné sous l’appellation problème de « relec-
ture ». Si on a astucieusement gardé les canaux de contrôle (même rendus inactifs)
on a la possibilité future de les réactiver pour procéder à la « relecture » et terminer
la réduction.
C’est ce système, qui s’appuie sur la syntaxe des réseaux contrôlés, où on épuise
les réductions du système actif avant de les compléter par quelques réductions du
système passif, qu’on a appelé actif+.
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85 PROPOS AUTOUR DES RÉSEAUX DE LA LOGIQUE LINÉAIRE
Chapitre 4
Réseaux additifs
Les réseaux additifs vont permettre de modéliser les choix (ou les absences de
possibilités). Ils permettent d’interpréter des programmes dans lesquels une don-




| Disk of int
| Rectangle of int * int




| Disk (radius) ->
pi * radius * radius




L’utilisation la plus courante de ces types de données est cachée dans les instruc-
tion conditionnelles fournies par la plupart des langages de programmation. Un type
booléen possède deux constructeurs sans paramètres true et false, et une instruc-
tion de filtrage nommée if.
En logique linéaire, deux connecteurs duaux permettent d’exprimer le choix.
Pour prouver la formule A⊕B, il suffit de fournir une preuve de A ou une preuve de
B à un utilisateur qui devra s’adapter au choix qui lui est proposé. De façon duale,
si on prouve une formule A & B on est capable de fournir une preuve de A ou de B
selon l’utilisation qui en est faite. Le but de ce chapitre est de présenter les construc-
tions additives associées à ces connecteurs, nous les utiliserons par la suite. Nous
montrerons également que la localisation telle qu’elle a été faite pour les construc-
tions exponentielles s’adapte relativement bien au cas des constructions additives.
La localisation passive (qui semble plus raisonnable que les autres dans le cas des
constructions additives) fonctionne sans problème. Néanmoins si on souhaite effec-
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tuer des commutations additives on se heurte à quelques difficultés, et on se placera
pour les contourner dans une logique linéaire légèrement restreinte.





Plus On introduit deux nœuds unaires, nommés plus gauche et plus droit,










Ces nœuds sont introduits selon les conventions usuelles associées aux nœuds
unaires positifs. La première construction correspond à l’utilisation de la règle lo-
gique ⊢ A, Γ








La seconde, à la règle ⊢ B, Γ








Avec Étant donnés deux réseaux N1 et N2 d’interfaces respectives ⊢ A, Γ et ⊢
B, Γ , la construction avec se fait à l’aide d’une boîte (double) selon la règle logique
⊢ A, Γ ⊢ B, Γ
⊢ A & B, Γ
. On nomme tranches les deux composantes N1 et N2 d’une telle boîte,
elles vivent séparément et sont complètement déconnectées.








Cette construction peut être comparée aux constructions de filtrage par profil de
certains langages de programmation.
Top La construction top se fait à l’aide d’une boîte (vide) selon la règle ⊢ ⊤, Γ .
⊤
⊤ V1 ... Vk
Nul Aucune construction n’existe en logique linéaire pour le dual 0 de la for-
mule ⊤.
4.1.2 Réduction des boîtes additives
Deux réductions logiques existent pour une boîte avec. Aucune pour une boîte
top. Nous verrons ensuite les réductions de commutation qui reflètent une certaine




Plus L’opérateur plus gauche va permettre de demander à la boîte addi-








A & B V1 ... Vk
A
−→ N1
A V1 ... Vk
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Avec−
→
Plus La règle pour l’opérateur plus droit est similaire, on garde le réseau












B V1 ... Vk
• Commutations positives
Comme dans le cas des boîtes exponentielles, on peut mettre en place des ré-
ductions de commutation lorsque des opérateurs se présentent face aux entrées des
boîtes additives. Cela n’est pas réellement nécessaire, particulièrement dans le cas
des boîtes additives où cela conduit à une explosion exponentielle de la quantité de
mémoire qu’il faut pour représenter certains réseaux. Elles augmentent cependant le
degré de parallélisme que l’on peut atteindre si on est prêt à payer le coût en mé-
moire et en nombre de processeurs utilisés.
−−
Avec − ⋆+ Lorsqu’un opérateur logique positif se présente face à l’entrée d’une
boîte additive celui-ci rentre dans cette boîte. Dans le cas d’une boîte avec celui-ci est




















... X1 ... Xk ...
On notera que cette règle s’applique également lorsque l’opérateur ⋆+ est une boîte
exponentielle (ou éventuellement additive) connectée par sa sortie, ou éventuelle-
ment l’une de ses entrées.
−−
Top − ⋆+ Dans le cas d’une boîte top tout opérateur positif qui se présente face








... X1 ... Xk ...
Comme précédemment, cette règle s’applique lorsque l’opérateur ⋆+ est une
boîte exponentielle. Elle peut également s’appliquer lorsqu’il s’agit d’une boite ad-
ditive.
Dans le cas où deux boîtes additives sont connectées par leurs entrées, deux des
règles précédentes peuvent être appliquées, la réduction n’est alors pas déterministe.
• Commutations négatives
La gestion des commutations dans le cas des opérateurs négatifs nécessite une
mécanique plus complexe. Il faudrait comme dans l’article original sur les réseaux
de preuve de Jean-Yves Girard utiliser des boîtes pour toutes les constructions né-
gatives, de manière à pouvoir les faire rentrer (dédoublées) dans les boîtes avec en
une étape. Cela contredirait l’objectif des réseaux dans lequel on souhaite oublier
le maximum de bureaucratie lié à la séquentialisation pour privilégier l’exécution
parallèle, et nous n’allons donc pas aller dans ce sens.
Néanmoins, tout se passe bien lorsqu’on restreint le contexte des boîtes addi-
tives à des types entrants extérieurement positifs. Ces types sont définis de la façon
suivante :
D ::= X
∣∣ D⊗D ∣∣ D⊕D ∣∣ !A
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où A désigne une formule quelconque de la logique linéaire. Cette restriction est
stable par réduction. En particulier, la traduction du langage PCF que nous don-
nerons plus tard et qui utilise ces boîtes s’accommode très bien de cette restriction.
C’est principalement du au fait que le type récursif o⊥ = !o⊗o⊥ qui permet de coder
le λ-calcul peut être considéré comme un type extérieurement positif.
En outre, on évite du même coup le non déterminisme des commutations entre
deux boîtes additives. Pour parler de systèmes localisés actifs ou contrôlés on se
placera dans ce cadre restreint.
4.2 Le système additif localisé actif
La première construction additive localisée que nous allons considérer est la plus
concise (comme dans le cas des boîtes exponentielles), mais elle ne correspond pas à
un flot d’exécution vraiment naturel.
Le système d’exécution obtenu correspond à celui qui, pour évaluer l’expression
« if b then x else y » d’un langage de programmation habituel, évaluerait à la
fois b, x et y en poursuivant en entier l’évaluation de x et y en utilisant le contexte,
et qui ne déciderait qu’à la fin lequel des deux garder (le choix est fait en fonction du
résultat obtenu pour b). Dans les réseaux de preuve, cela revient à effectuer toutes
les commutations additives avant la vraie réduction logique des boîtes avec.
4.2.1 Opérateurs additifs actifs
Sortie-Aveca, Entrée-Aveca Les opérateurs qui codent la sortie et les entrées
d’une boîte additive pour la construction avec sont binaires. Ce sont tout deux des







Sortie-Topa, Entrée-Topa Les opérateurs qui codent la sortie et les entrées d’une





4.2.2 Constructions additives localisées actives
Aveca On remplace les boîtes avec par la construction suivante :






A & B V1 ... Vk
Topa Les boîtes top sont quant à elles remplacées par :
⊤ ∼ ∼ ∼
⊤ V1 ... Vk




Plus Lorsqu’un opérateur plus gauche se présente face à une sor-
tie de boîte additive, on effectue un branchement avec le lien principal de la tranche
gauche de la boîte et on commence à supprimer la tranche droite de la boîte en lan-












Plus De façon similaire, un opérateur plus droit choisit la tranche
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Le typage fait qu’aucun nœud ne peut rencontrer la sortie d’une construction top,
il n’y a donc aucune réduction logique associée.
• Opérateurs de boîtes
Les réductions des opérateurs de boîtes λi, ρi, et κi sont similaires à celles des
opérateurs εi et oi qui ont déjà été rencontrées en 3.2.4. Ils sontmultiplexants face aux
opérateurs logiques (λi et ρi sont tout de même des opérateurs à niveau décrémenté
comme oi). Ils ne peuvent rencontrer des opérateurs de leur propre niveau excepté
eux-mêmes.
• Commutations avec les opérateurs positifs simples
Dans le cadre de la restriction aux types extérieurement positifs évoquée précé-
demment, les règles de commutation n’interviennent que pour des opérateurs posi-
tifs. Dans le cas des opérateurs positifs simples (unité et tenseur, mais cela pourrait
être généralisé plus tard) elle s’exprime localement par :



















• Commutations, le cas des boîtes exponentielles
On espère le même genre de commutation lorsque l’opérateur positif est une
boîte exponentielle. Mais dans un modèle localisé on ne peut pas contracter (ou af-
faiblir) additivement une boîte en une seule étape. Il faut introduire de nouveaux
opérateurs de boîtes pour effectuer progressivement cette opération :






Ils sont multiplexants comme tous les opérateurs de boîtes et sont avec niveau
incrémenté pour la même raison que les opérateurs ιi l’étaient : il faut incrémenter
l’altitude de la boîte exponentielle qu’on fait passer à l’intérieur de la boîte additive.
À ce détail près les opérateurs σi dits de copie et d’oubli (on les distingue graphi-
quement par leur arité) se comportent opérationnellement de façon très similaire aux
opérateurs de duplication δi et aux opérateurs d’effacement εi. Plus tard il sera natu-
rel de distinguer leur sémantique (voir 12.3), et ce sont bien des opérateurs différents.
Leur action est déclenchée par les règles que l’on va donner maintenant.
Entrée-Aveca − Sortie-Promotiona Un entrée de boîte avec face à une sortie de













Entrée-Topa − Sortie-Promotiona Une entrée de boîte top face à une sortie de









Dans le paradigme actif, les opérateurs σ0 n’émergeront jamais des entrées de la
boîte qu’ils copient ou oublient ; ils attendront au contraire que celles-ci aient réagi
avec d’autres boîtes. Les deux tranches des boîtes avec seront donc calculées entière-
ment, bien qu’une seule sera utilisée. Ce paradigme est donc assez peu raisonnable
pour les constructions additives. Nous préférerons étudier le cas passif qui corres-
pond à une gestion plus standard des constructions conditionnelles.
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4.2.4 Récapitulatif pour le système localisé actif
Nous avons présenté tous les opérateurs et toutes les réductions de notre système
actif comprenant les constructions additives (avec contexte extérieurement positif).
/
4-1 Définition. On nomme système additif localisé actif le système de réseaux d’interaction
(très souvent utilisé conjointement avec le système multiplicatif vu en 2.2 et le système ex-
ponentiel localisé actif vu en 3.2) qui est constitué par :
– les opérateurs plus gauche et plus droit
– les opérateurs entrées et sorties de boîtes avec actives
– les opérateurs entrées et sorties de boîtes top actives
– les opérateurs de boîtes additives λi, ρi et κi
– les opérateurs de boîtes exponentielles σi, de copie et d’oubli, qui viennent s’ajouter
aux opérateurs εi, δi, oi et ιi lorsqu’on considère aussi les constructions exponen-
tielles.
et muni des réductions :
– qui initient les opérations à effectuer sur les boîtes additives, données en 4.2.3.1
– qui effectuent les commutations additives simples, données en 4.2.3.3
– qui effectuent les commutations additives avec les constructions exponentielles lors-
qu’on les considère, données en 4.2.3.4
– de multiplexage à niveau des nouveaux opérateurs de boîtes (additives et exponen-
tielles) adaptées du principe qui a été donné en 3.2.4.
4.3 Le système additif localisé passif
Si on se place dans un langage de programmation habituel, l’évaluation d’une
construction additive passive correspond à un système qui, pour calculer l’expres-
sion « if b then x else y », évalue à la fois b, x et y, mais ne poursuit l’exécution
de x ou y dans le contexte que pour l’un de ces deux éléments (choisi en fonction du
résultat obtenu pour b, lorsque celui-ci est connu).
Il est possible de comparer le système auquel on aboutit ici (en se fondant sur le
système des boîtes exponentielles évoqué précédemment) au système donné par Ian
Mackie [Mac05] dans le cadre du λ-calcul ; le principe général de leurs fonctionne-
ments sont identiques.
4.3.1 Opérateurs additifs passifs
Comme il a déjà été fait pour les boîtes exponentielles, on obtient un système
additif passif en ajoutant un canal de contrôle entre les sorties de boîtes additives et
leurs entrées. Les liens qui constituent ces canaux de contrôle sont étiquetés par deux
nouveaux types (un pour les boîtes avec et un pour les boîtes top). Ils sont réduits à
une simple orientation, et on ne les distinguera pas graphiquement, ni entre eux, ni
du type de contrôle exponentiel.
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Les entrées de boîtes additives n’interagissant que lorsqu’on leur transmet des













On réutilisera les nœuds de diffusion, et on introduit les messages de contrôle




Comme aucune interaction logique n’a lieu avec les constructions top, aucun
message ne parcourra leurs canaux de contrôle. Ceux-ci permettront néanmoins
d’assurer la connexion entre les nœuds lorsque par exemple cette construction doit
être dupliquée ou effacée par des opérateurs de boîtes exponentielles.
4.3.2 Constructions additives localisées passives








A & B V1
... Vk
Topp De façon similaire, les boîtes top sont remplacées par :




⊤ V1 ... Vk




Plus Comme dans le cas actif, lorsqu’un opérateur plus gauche se
trouve face à une boîte additive, on choisit la tranche gauche de la boîte. La distinc-
tion vient du fait que l’on informe les entrées de la boîte de ce choix en envoyant un
message
–












Plus De façon similaire, on utilise un message –ρ lorsqu’il s’agit













λ Au niveau des entrées, la réception d’un message
–
λ
déclenche le même processus de branchement sur la tranche gauche de la boîte et de
suppression de la tranche droite de la boîte.








–ρ La règle est similaire pour la réception d’un message







4.3.4 Récapitulatif pour le système localisé passif
Nous avons présenté tous les opérateurs et toutes les réductions de notre système
passif comprenant les constructions additives (sans restriction des contextes).
/
4-2 Définition. On nomme système additif localisé passif le système de réseaux d’interac-
tion (très souvent utilisé conjointement avec le système multiplicatif vu en 2.2 et le système
exponentiel localisé passif vu en 3.3) qui est constitué par :
– les opérateurs plus gauche et plus droit
– les opérateurs entrées et sorties de boîtes avec passives
– les opérateurs entrées et sorties de boîtes top passives




– les opérateurs de boîtes additives λi, ρi et κi
et muni des réductions :
– qui initient les opérations à effectuer sur les boîtes additives, données en 4.3.3.1
– de multiplexage des opérateurs de diffusion, qui permettent de transmettre les messages
aux différentes entrées d’une boîte
– annexes qui interprètent les messages lorsque ceux-ci atteignent les entrées de boîtes,
données en 4.3.3.2
– de multiplexage à niveau des opérateurs de boîtes additives, adaptées du principe qui a
été donné en 3.2.4.
4.3.5 Simulation
Sans surprise on obtient un théorème de simulation pour les réseaux additifs. Il
s’exprime simplement dans le cas passif.
/
4-3 Théorème. Le codage ‹ 7→p › des preuves de la logique linéaire dans les réseaux d’interaction
additifs passifs simule faiblement la réduction interne sans commutations additives †⋆−→ , à
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l’aide de la réduction des réseaux :
†⋆←− 7→p ⊆ 7→p←−
preuve Raisonnement identique à celui utilisé pour les réseaux exponentiels localisés passifs : on pro-
cède par induction sur la preuve Π dont on souhaite simuler une réduction. On ne s’intéresse
qu’aux coupures additives car les coupures multiplicatives se passent de façon similaire dans
les deux formalismes, et on a déjà vu comment simuler les coupures exponentielles lorsqu’on
les considère (les boîtes additives localisées se prêtent sans difficultés à la réplication). Dans le
formalisme localisé passif une coupure additive déclenche la sélection d’une tranche : après
transmission du message correspondant, entrée et sorties sont branchés sur cette tranche par
l’intermédiaire d’un opérateur de boîte λ0 ou ρ0 (selon le cas), et chaque lien de l’interface
de l’autre tranche est relié à un opérateur de boîte κ0 . En poursuivant la réduction par mul-
tiplexage à niveau on fait disparaître les opérateurs de boîtes : la tranche sélectionnée est
restituée inchangée et l’autre tranche a disparu. On obtient ainsi un état qui est le traduit du
résultat obtenu par la réduction globale des boîtes additives. 
4.4 Le système additif localisé contrôlé
Toujours dans la perspective du calcul d’une expression conditionnelle du type
« if b then x else y », l’évaluation d’une construction contrôlée correspond à
un système qui évalue en parallèle b, x et y, poursuit l’exécution de x ou y dans
les parties du contexte déjà évaluées, mais arrête — ou plus exactement, oublie — le
calcul de celui qui n’importe pas dès que le résultat pour b est connu.
Nous nous contenterons ici de donner à titre indicatif les opérateurs et les règles
de réductions qui manquent pour la former le système localisé contrôlé associé aux
constructions additives. Le cas contrôlé est comme le cas actif soumis à la restriction
des types extérieurement positifs dans les contextes de boîtes additives.
4.4.1 Opérateurs additifs contrôlés
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On réutilise bien sûr les messages
–
λ et –ρ. On aura également besoin de nouveaux
messages –σ pour le contrôle additif des boîtes exponentielles :
–σ
–σ
Comme les entrées de boîtes avec et les entrées de boîtes top, on les distingue par
leurs arités. Le canal de contrôle de direction verticale est un canal de boîte additive
avec alors que les canaux horizontaux sont des canaux de contrôle de boîtes expo-
nentielles.
4.4.2 Constructions additives localisées contrôlées








A & B V1 ... Vk




⊤ V1 ... Vk
4.4.3 Réduction des opérateurs additifs contrôlés
La première partie des règles de réduction des opérateurs additifs contrôlés est
similaire à celles des opérateurs passifs, il suffit de les adapter aux nœuds contrôlés.
La nouveauté concerne les commutations additives qui ont lieu par interaction des
entrées de boîtes additives. Celles-ci interagissent selon les règles décrites ci-dessous.
• Commutations avec les opérateurs positifs simples
Les interactions avec les opérateurs logiques simples (qui ne sont pasmatérialisés
par des boîtes) sont données par les méta-règles suivantes lorsque ⋆+ désigne un
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opérateur logique positif simple :






















• Commutations, le cas des boîtes exponentielles
C’est ici que nous aurons besoin desmessages –σ, il parcourent les boîtes exponen-
tielles pour informer leurs entrées que la boîte est en train d’être copiée afin d’être
déplacée dans les deux tranches d’une boîte avec, ou oubliée en rentrant dans une
boîte top vide.















Entrée-Topc − Sortie-Promotionc On amorce une opération d’oubli.








–σ On copie le contenu de la boîte exponentielle avec
un opérateur σ0 et on fait réapparaître une entrée de boîte additive sous les entrées
















–σ On oublie le contenu de la boîte exponentielle









• Réductions annexes au niveau des messages
Il ne reste plus que les cas un peu particuliers où des messages peuvent arriver
sur d’autres messages, comme –σ ou –ι, qui sont soumis à un contrôle. Ces réductions
viennent compléter les quatre réductions de ce type qui existaient déjà lorsqu’il n’y
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Chapitre 5
Réseaux récursifs
L’introduction de la récursion a pour but de rendre possible le codage de sys-
tèmes ayant la puissance desmachines de Turing dans nos réseaux typés. En particu-
lier la terminaison du système de réduction n’est plus assurée dès qu’on l’introduit.
Elle nous offre la possibilité d’interpréter des programmes aussi rigolos que celui-ci :
let rec syracuse n =
if n = 1
then 0
else 1 +
if n % 2 = 0
then syracuse (n / 2)
else syracuse (3 * n + 1)
Nous avons retenu une construction particulière, qui est en réalité une générali-
sation des boîtes exponentielles, pour remplir le rôle de récurseur. Nous montrerons
que grâce à celle-ci il est possible de coder le langage PCF [Plo77].
5.1 Boîtes de récursion
5.1.1 Construction récursive
Récursion Soit N un réseau d’interface ⊢ A, ?A⊥, ?Γ . On peut construire selon
une nouvelle règle logique ⊢ A, ?A
⊥, ?Γ
⊢ !A, ?Γ
, un réseau d’interface ⊢ !A, ?Γ . On matérialise








Utilisées correctement, ces nouvelles boîtes vont permettre l’écriture de nou-
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veaux programmes qui savent manipuler habilement différentes structures de don-
nées récursives telles que des entiers, des listes ou des arbres.
Cependant, on ne manquera pas de constater que la règle que nous venons






permet de prouver !A, et par conséquent A, pour toute formule A. Bien sûr, si on
essaye de l’utiliser (en l’interrogeant grâce à une déréliction) la réduction que nous
allonsmettre en place ne terminera pas.Mal utilisée, la construction récursive permet
à ce réseau de mentir : contrairement à ce que son interface annonce, il ne sait pas
produire des objets de type A.
5.1.2 Réduction des boîtes récursives
Les boîtes récursives présentent extérieurement la même interface que les boîtes
exponentielles, les rédex dont elles peuvent faire partie seront donc de formes simi-
laires.
/
5-1 Remarque. Les réductions que nous allons définir pourraient tout aussi bien être formulées
dans le calcul des séquents.
Sortie-Récursion − Affaiblissement La réduction d’une boîte récursive face à un
affaiblissement se passe comme s’il s’agissait d’une boîte exponentielle : un affaiblis-









−→ ? ? ?
?V1 ... ?Vk
Sortie-Récursion − Contraction La réduction d’une boîte récursive face à une
contraction se passe elle aussi comme s’il s’agissait d’une boîte exponentielle : une
contraction duplique la boîte dans les deux cas.

























Sortie-Récursion −Déréliction La différence entre une boîte exponentielle et une
boîte récursive s’observe lors de l’interaction avec une déréliction. Une boîte expo-
nentielle était simplement ouverte lors de la réduction. Une boîte récursive fournit
une copie d’elle même au morceau de réseau qu’elle libère. Cette copie lui est acces-




















En particulier, une boîte récursive ne disparaît définitivement que lorsqu’elle se
trouve face à un affaiblissement. C’est le cas lorsque le réseau N libéré ici lance un
affaiblissement sur la copie de la boîte qu’il obtient. On dira que le réseau N ne fait
aucun appel récursif. Grâce aux constructions additives, l’utilisation d’appels récur-
sifs peut être conditionnelle. Il est d’ailleurs nécessaire que celle-ci soit conditionnelle
si on veut faire quelque chose d’intéressant tout en souhaitant que la réduction ter-
mine.
Entrée-Promotion − Sortie-Récursion, Entrée-Récursion − Sortie-Promotion,
Entrée-Récursion − Sortie-Récursion Précisons en dernier lieu que lorsqu’une boîte
(récursive ou exponentielle) se présente face à l’entrée d’une autre boîte (récursive
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ou exponentielle), la réduction correspondante est similaire à celle qui à déjà été
donnée dans le cas de l’interaction entre deux boîtes exponentielles (voir 3.1.2.2).
C’est-à-dire, en faisant rentrer la première boîte dans la deuxième.
On peut également remarquer que la boîte exponentielle classique est un cas par-
















5.1.3 Récursion à l’aide de cycles
Il aurait été possible d’exprimer la récursion sans utiliser une nouvelle forme
de boîte, de manière similaire à ce que fait Raphaël Montelatici dans [Mon03], qui
travaille dans la logique linéaire polarisée. Les boîtes ‹ Y › qu’il introduit ressemblent
fortement aux boîtes récursives que nous étudions, mais celles-ci n’utilisent pas la
modalité exponentielle pour contrôler leur réduction.

















Mais cette présentation aurait deux inconvénients majeurs.
Tout d’abord on remarquera que le réseau utilisé n’est pas correct (il possède
un cycle), et c’est d’ailleurs grâce à cela qu’il est capable de ne pas terminer. Mais
pour la même raison, il n’est pas possible de l’écrire dans le calcul des séquents. La
construction récursive spécifique que nous avons introduite, ainsi que les réductions
qui lui sont associées, trouvent elles une place dans le calcul des séquents.
Le deuxième inconvénient de cette présentation avec cycles est qu’elle produit
une réduction qui ne termine jamais (le réseau avec cycle qui est proposé se réduit
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en un réseau qui contient exactement le même type de rédex). Elle déroule indéfini-
ment chaque construction récursive, même si on fait une utilisation primitive de la
récursion. Nous donnerons quelques exemples qui emploient nos boîtes récursives
dans des cas simples (primitif récursifs), et qui terminent comme attendu. Ce sera
le cas d’une opération d’addition construite par récurrence sur les entiers naturels
(cf. 6.1), et d’une opération qui manipule des listes (cf. 5.3.2). Même si le système ne
garantit pas la terminaison du calcul (ce n’est pas le but recherché ici), au moins il
n’impose pas sa divergence.
5.1.4 Auto-réduction
On peut noter l’équivalence entre les réseaux donnés ci-dessous. Elle s’obtient en
considérant la réduction cachée dans la structure d’une boîte récursive qu’on devine






















Autoriser une telle réduction (en orientant l’équivalence vers la droite) rend tout
de suite le système de réduction non terminant, étant donné que cette règle peut
être appliquée à son propre résultat. C’est précisément ce que nous souhaitons évi-
ter. Néanmoins, cette règle semble avoir un effet d’optimisation qu’il pourrait être
intéressant d’exploiter.
Il est envisageable d’appliquer une fois cette règle aux parties droites d’autres
règles (auxquelles elle est applicable) pour obtenir une optimisation déclenchée par
l’utilisation. On pourra par exemple l’appliquer aussitôt après l’interaction d’une
déréliction avec une boîte récursive.
5.2 Récursion localisée
Quelques mots à propos de la localisation des boîtes récursives. On donnera
l’idée en se plaçant dans un paradigme actif, mais celle-ci peut tout à fait être réuti-
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lisée dans le cas passif et le cas contrôlé.
5.2.1 Construction
Sortie-Récursiona On introduit un nouveau nœud pour les sorties de boîtes ré-
cursives. C’est un nœud binaire avec niveau incrémenté. Graphiquement, il sera re-




Récursiona Une boîte récursive se code localement de la façon suivante :
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Dans cette construction les entrées de boîtes récursives sont codées à l’aide du
même opérateur que celui utilisé pour les entrées de boîtes exponentielles. Nous
n’aurons pas besoin d’expliciter une nouvelle fois leurs réductions.
5.2.2 Réduction
Les réductions mettant en jeu les sorties de boîtes récursives sont données ci-
dessous.
Déréliction−Sortie-Récursiona Lorsqu’une construction récursive rencontre une
déréliction, elle s’ouvre après s’être auto-dupliquée. La copie qui n’a pas été ouverte
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Contraction − Sortie-Récursiona Face à une contraction, une construction récur-











Affaiblissement − Sortie-Récursiona Face à un affaiblissement, une construction








La dernière règle, qui régit l’interaction d’une boîte récursive face à l’entrée d’une
autre boîte, fait intervenir un processus d’« ingestion » similaire au cas d’une boîte
exponentielle. C’est pour cette raison que nous avons tout simplement réutilisé l’opé-















Nous introduisons ici des types de données inductifs et coinductifs qui per-
mettent l’introduction d’objets complexes. Nous ne ferons pour nos besoins actuels
aucune différence entre les deux. Néanmoins, nous ferons en sorte d’utiliser un type
inductif lorsque nous souhaitons parler d’objets qui ont une structure récursive finie,
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et un type coinductif lorsque qu’on souhaite que cette structure soit infinie.
La construction récursive que nous venons d’introduire permet une description
finie de ces objets coinductifs.
5.3.1 Notations
Si F désigne un type à une indéterminée, µX. F(X) et νX. F(X) désignent des types
respectivement inductif et coinductif qui lui sont associés. Ces types vérifient les
égalités :
µX. F(X) = F(µX. F(X)) νX. F(X) = F(νX. F(X))
De plus, on notera que les types inductifs et coinductifs sont considérés duaux :
(µX. F(X))⊥ = νX. F⊥(X)
Par exemple, un élément de type µX. 1⊕A⊗ X sera consommé par le biais d’un
lien de type νX.⊥ &A⊥ ` X.
5.3.2 Listes
Une liste d’éléments de type A peut être modélisée par un terme de type listA =
µX. 1⊕A⊗ X. Ce type vérifie listA = 1 ⊕ A ⊗ listA. Une liste à deux éléments est


















On peut alors considérer la fonction souvent appelée « list.map » dans les lan-
gages fonctionnels, qui applique une fonction donnée à tous les éléments d’une
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liste donnée. Nous en présentons une version décrite par un réseau d’interface
!(A⊸ B) ⊢ !(listA⊸ listB), qui suppose que la fonction à appliquer est linéaire
et qu’elle est disponible en quantité arbitraire pour pouvoir être appliquée à chaque



















!(listA⊸ listB) !(A⊸ B)
1
A⊗ listA




Un entier peut être représenté par une liste d’éléments inertes de type 1, ou plus
élégamment par un terme de type nat = µX. 1⊕ X. En particulier, l’élément zéro et
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5.3.4 Arbres
Pour citer un dernier exemple, on peut représenter les arbres binaires purs à
l’aide du type inductif µX. 1⊕ X⊗ X.
5.4 Codage du langage PCF
PCF est un langage fonctionnel minimaliste atteignant la puissance des machines
de Turing grâce à des objets de base (des booléens et des entiers) et à une construc-
tion récursive. Il existe différentes présentations, sensiblement équivalentes, de ce
langage. Nous allons utiliser une formulation adaptée à nos besoins en précisant les
correspondances simples qui existent entre celle-ci et d’autres présentations.
5.4.1 Définitions
Les types de PCF sont donnés dans la syntaxe suivante :
τ ::= int
∣∣ bool ∣∣ τ⇒ τ
En désignant par sτw¯ un terme s de type τ dans un environnement w¯ =
z1 :ω1, . . . , zk :ωk, le noyau opérationnel des termes que nous considérons repose sur






∣∣ ρx tτx :τ,w¯
tτx :τ,w¯ ::= x
τ
x :τ,w¯
tσ⇒τw¯ ::= λx t
τ
x :σ,w¯
C’est un λ-calcul tout à fait standard enrichi par une nouvelle construction. Cette
construction ρx s permet des définitions récursives et est la source de la forte expres-
sivité du langage. La variable liée x permet de désigner dans s le terme qu’on est
justement en train de définir. D’autres présentations utilisent à la place une constante
particulière Y qui s’exprime ici par λf ρx 〈f〉x .
On complète cette syntaxe par un jeu de constructions suffisamment fourni pour
manipuler les booléens :
tbool ::= true
∣∣ false tω ::= condω tbool tω tω
et les entiers, par exemple :
tint ::= zero
∣∣ succ tint tω ::= matchω tint tω tint⇒ω
Ici on n’a pas précisé l’environnement, il est commun à tous les termes qui appa-
raissent dans une construction, et il est transmis tel quel à l’ensemble de la construc-
tion. Aussi, on se restreint à ω ∈ int, bool si on veut, puisque PCF n’inclut tradition-
nellement pas de polymorphisme.
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L’utilisation de la constructionmatch n’est pas tout à fait standard. Elle peut être
remplacée par un test à zéro et une fonction prédécesseur dont la valeur en zéro
peut être choisie arbitrairement. Ce choix a été fait car il reflète mieux la structure





succ · · · succ zero
...
• Réduction
Le principal ingrédient pour réduction des termes de PCF reste la β-réduction
usuelle du λ-calcul :
(λx s)t −→ s[t/x]
on y rajoute la règle suivante, qui déroule les définitions récursives :
ρx s −→ s[ρx s/x]
La réduction n’est pas faite en profondeur dans les termes pour éviter notamment
de dérouler inutilement les définitions récursives. On considère habituellement une
stratégie d’appel par nom.
Enfin, il faut donner les règles de réduction qui correspondent auxmanipulations
des booléens et des entiers :
condω true u v −→ u condω false u v −→ v
matchω zero u f −→ u matchω (succ n) u f −→ (f)n
5.4.2 Traduction
Le langage PCF admet un codage (relativement simple) dans les réseaux mul-
tiplicatifs, exponentiels, additifs et récursifs. Un type τ dans PCF va être interprété
par un type linéaire [τ] défini comme suit :
[bool] := 1⊕ 1
[int] := µX. 1⊕ !X
[σ⇒ τ] := ![σ]⊸ [τ]
[α] := α
Notons que nous n’utilisons pas le type nat = µX. 1⊕ X précédemment évoqué
pour traduire le type int ! (ce sera expliqué en 5.4.3.4).
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Un terme tτw¯ est traduit en un réseau Jt
τ
w¯K d’interface ![ω1], . . . , ![ωk] ⊢ [τ] selon
le procédé décrit ici.
· Variable Une variable se code par une simple déréliction, une seule instance de l’ob-
jet référencé par cette variable est demandée à l’environnement. Les autres liens sont
affaiblis.
Jxτx :τ,w¯K := ? ? ? ?
![ω1] ... ![ωk]![τ]
[τ]
· Application L’application se code à l’aide d’une promotion, qui rend possible la
réplication de l’argument, et d’un nœud tenseur, qui effectue la partie linéaire de
l’application. L’environnement est distribué à la fois à la fonction et à l’argument














· Abstraction L’abstraction se code à l’aide d’un nœud par, qui permet d’augmenter
le contexte avec l’argument reçu. Cet argument est déjà sous forme répliquable.







· Récursion La récursion se code à l’aide d’une boîte récursive.
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Cette construction crée immédiatement un rédex. C’est l’analogue du rédex ρx
sτ = (Yτ)λx sτ présent dans PCF, qui se réduit en s[ρx s/x].
· Constructions sur les booléens Les constructions true et false sont codées par les













La conditionnelle repose principalement sur l’utilisation d’une boîte avec. Le pre-
mier argument, de type booléen, passé à la construction condω est analysé à l’aide
de cette construction additive.
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· Constructions sur les entiers Les constructions zero et succ sont codées par deux

















Le filtrage entier est fait à l’aide d’un nœud avec, de la même façon que le filtrage
booléen. Si le premier argument est l’entier zéro, on renvoie le second argument, si
c’est le successeur d’un autre entier, on renvoie l’application du troisième argument
à ce dernier.
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5.4.3 Alternatives à cette traduction
• Affaiblissement immédiat
On peut remarquer qu’une variable zi est dans l’environnement w¯ d’un terme t
mais que celle-ci n’est pas utilisée, il est alors possible de simplifier son codage en







[τ] ![ω1] ... ![ωi] ... ![ωk]
On peut en particulier forcer l’utilisation de cette simplification dès qu’elle est
applicable et on retrouve une unicité du codage. Si on retarde l’affaiblissement d’une
variable qui n’est pas utilisée, on obtient des nœuds contraction qui seront de toute
façon suivis de nœuds affaiblissement, ça reste équivalent à la traduction canonique
et à la traduction simplifiée.
• Traduction souple
L’équivalence dont nous venons de parler peut aussi permettre d’assouplir la
traduction. Nous allons définir une nouvelle traduction qui va s’exprimer sous la
forme d’une relation t 7→ N : à un terme tτw¯ peut correspondre plusieurs traduits
N, ceux-ci sont toujours supposés d’interface ![ω1], . . . , ![ωk] ⊢ [τ]. Nous allons re-
prendre la traduction rigide J·K que nous avons déjà présentée, mais on autorise de
placer des arbres quelconques de contractions suivis d’affaiblissements là ou nous
avions placés un seul affaiblissement ou une seule contraction. Cela va nous per-
mettre d’énoncer plus simplement les propriétés recherchées.
Nous considérons donc une traduction souple 7→, et la notation JtK désignera
à présent l’ensemble des traduits d’un terme t (c’est-à-dire les réseaux N tels que
t 7→ N). De cette façon, avec la convention sur les ensembles de réseaux (expliquée
en 1.3), et en considérant les nœuds affaiblissement et contraction comme des arbres,
la traduction que nous avons déjà donnée exprime exactement la traduction souple
qui nous intéresse.
• Éviter les expansions exponentielles
La traduction proposée utilise une boîte dans la traduction de chaque applica-
tion, même s’il s’agit d’une simple variable. Or, lorsque l’argument d’une applica-
tion est une variable, en remarquant que celle-ci est accessible dans l’environnement
sous une modalité exponentielle, il est possible d’utiliser directement le lien fourni
par l’environnement. On éviterait ainsi une construction promotion qui contient une
simple déréliction, le tout étant équivalent à un fil :










Nous avons utilisé l’interprétation [int] = µX. 1⊕ !X pour traduire le type des en-
tiers. En logique linéaire on peut préférer représenter les entiers par le type µX. 1⊕ X
et le successeur par une fonction linéaire qui a pour type µX. 1⊕ X ⊸ µX. 1⊕ X
(comme décrit en 5.3.3). Mais dans la traduction de notre construction matchω, on
a besoin de fournir le prédécesseur de l’entier filtré en quantité arbitraire à la fonc-
tion f. Le langage PCF, n’a pas une granularité de type assez fine pour imposer la
linéarité de telles fonctions. Il a donc été nécessaire d’utiliser des entiers « lourds »
de type µX. 1⊕ !X pour que le codage soit relativement naturel.
En fait, en présence de récursion, des conversions entre types µX. 1⊕ X et
µX. 1⊕ !X existent, mais elles nécessitent des parcours complets du terme pour
chaque conversion. Il est possible d’utiliser ce type µX. 1⊕ X si on est prêt à en payer
le coût. En revanche, si nous nous intéressions à des inductions sur des listes, les
conversions évoquées ne peuvent pas être mises en place aussi simplement. Pour
convertir un type µX. 1⊕A⊗ X en un type µX. 1⊕A⊗ !X il faudrait savoir répli-
quer les éléments de type A. À priori rien ne nous permet de le faire.
5.4.4 Propriétés de la traduction
Comme annoncé, nous considérons ici la traduction souple des termes du lan-
gage PCF, et on commence par un traditionnel lemme de substitution.
/
5-1 Lemme. La réduction suivante est admissible :











[τ] ![ω1] ... ![ωk]
preuve Par induction sur s, et on utilise la souplesse de la traduction. 
On prouve grâce à ce lemme un théorème de simulation.
/
5-2 Théorème. La traduction 7→ de PCF qui a été définie respecte la sémantique opérationnelle.
La réduction de ce langage est simulée (faiblement) par la réduction des réseaux :
←− 7→ ⊆ 7→←−
preuve On traite toutes les formes de réduction présentes dans PCF. La β-réduction est simulée par
une réduction par – tenseur suivie par la réduction donné dans le lemme 5-1 (elle consiste
en une réplication de l’argument fourni dans une boîte, suivie de l’ouverture de chacune des
copies). La ρ-réduction est simulée par une réduction déréliction – récursion suivie par une
réplication de la boîte récursive restituée. Les réductions des constructions booléennes et en-
tières sont simulées par des réductions additives avec – plus gauche ou avec – plus droit. 
5.4.5 Extension du codage aux types récursifs quelconques
Dans le langage PCF un seul type est de nature inductive : les entiers. Nous pour-
rions souhaiter parler d’autres langages non linéaires comprenant des types inductifs
construits plus librement, comme celui-ci en ML :
type ’a tree =
| Leaf of ’a
| Node of ’a tree * ’a tree
dont le matchω correspondant admettrait pour arguments des termes de types α⇒
ω et α tree⇒ α tree⇒ ω.
Nous pouvons y parvenir, mais nous serions une fois de plus tenus d’utiliser un
codage « lourd » du type α tree comme µX. ![α] ⊕ !X⊗ !X.
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Chapitre 6
Implantation parallèle
Une petitemachine virtuelle a été réalisée pour réduire les réseaux. Constructions
multiplicatives, additives, exponentielles et récursives sont disponibles. Les boîtes
sont représentées sous forme localisée (ici dans le paradigme passif), on travaille
donc avec de simples réseaux d’interaction.
De ce travail a émergé un certain nombre de considérations et d’idées, et même
si beaucoup sont à l’heure actuelle restées à l’état d’idées, elles vont être évoquées
dans ce chapitre.
6.1 Ce qui se passe sur un exemple
Considérons le code suivant, écrit dans un langage fonctionnel usuel :
type int = Zero | Succ of int
let rec add x y =
match x with
| Zero -> y
| Succ p -> Succ (add p y)
let one = Succ (Zero)
let two = Succ (one)
let result = add two one
Le réseau présenté ci-dessous correspond à un calcul similaire de l’expression
2 + 1, dans laquelle les entiers 1 et 2 sont représentés par les objets respectifs du
type µX. 1⊕ X, que l’on peut nommer « entiers de Péano linéaires ». L’opération
d’addition est codée à l’aide d’une boîte récursive, et d’une boîte avec qui examine
le premier argument.


























Les symboles « informatisés » correspondent selon l’arité des cellules aux opéra-
teurs suivants :
“t” : tenseur, unité
“p” : par, co-unité
“?” : affaiblissement, déréliction, contraction
“!” : sortie récursion (passive)
“<” : plus gauche
“>” : plus droit
“&” : sortie avec (pasive)
“-” : entrée avec (passive)
“.” : diffusion
Dans cette disposition, les liens coupures sont placés en bas, et les axiomes se
trouvent en haut. On reconnaît :
– l’application (cellule tenseur en bas à gauche)
– d’un couple (cellule tenseur juste au dessus) formé des deux entiers 2 (branche
de gauche) et 1 (branche de droite),
– à une fonction (cellule par en bas de la partie droite) définie récursivement (à
l’aide d’une boîte récursive contenant toute la partie droite de notre réseau).
Le résultat de l’application est connecté à une cellule particulière (tout à gauche)
matérialisant l’unique port libre, nommé 0, de notre réseau.
• Réduction
On va à présent effectuer la réduction avec un degré de parallélisation maximal,
c’est-à-dire en réduisant tous les rédex visibles simultanément, et mettre en évidence
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les différentes étapes clefs qu’on rencontre au cours de ce calcul.
La première étape de calcul réduit notre réseau de départ en le réseau décrit ci-
dessous, dans lequel on voit apparaître les opérateurs de boîtes δ0 et o0 (ainsi que
































On passe par un nombre maximal de douze rédex à l’étape 8 (mais c’est aussi le
cas à l’étape 16 et 24, et on reconnaît ici une sorte de période de duplication de la
boîte) :























d0 d0 o0 - d0 d0 > d0
o0
d0 d0 o0 -
On obtient une première information sur le résultat à l’étape 10, on sait que le
résultat est le successeur d’un autre entier (il est donc supérieur à 1) :

































d0 d0 o0 t k0 k0 o0 o0
Le résultat est entièrement calculé à l’étape 27, c’est une représentation du

























d0 d0 o0 t o0 o0 k0 >
Vient ensuite une phase que l’on peut qualifier de pure « garbage collection », et
la réduction termine à l’étape 36 sur :







On comprendra que si ce résultat (qui est une représentation du nombre 3) de-
vait être utilisé par une autre partie du réseau, cette nouvelle partie du calcul aurait
pu commencer bien avant cette dernière étape. La réduction préalable du réseau
hypothétique représentant une continuation aurait pu démarrer dès l’étape 1 ; son
interaction avec la valeur qu’il attend dès l’étape 10. On constate ici le grand intérêt
d’une exécution parallèle.
6.2 Vers l’exécution parallèle de langages fonctionnels
De nos jours les ordinateurs sont seulement équipés de quelques processeurs
(ou cœurs). Leur nombre est le plus fréquemment de 1, 2, 4, ou 8. On ne peut donc
espérer atteindre le degré de parallélisation maximal considéré précédemment. On
peut néanmoins essayer d’exploiter au mieux les différentes unités de calcul qui sont
à notre disposition.
6.2.1 Où trouver suffisamment de parallélisme ?
À ce jour, il y a eu plusieurs tentatives, mais aucun outil n’a été adopté à grande
echelle qui permette l’exécution parallèle de programmes écrits naturellement (c’est-
à-dire, sans manipulations de « threads » ou autres procédures de synchronisation
ad-hoc). Les langages impératifs reposent entièrement sur la notion de séquentialité,
et il est très difficile de trouver quelles parties d’un programme écrit dans de tels
langages peuvent être exécutés de façon parallèle. De plus, le degré de parallélisation
final que l’on peut espérer est faible : deux morceaux de programme qui accèdent ou
modifient le contenu d’une même variable ne pourront être exécutés en parallèle.
Par contre, dans des langages fonctionnels purs les effets de bord n’existent pas,
et on peut se rendre compte que beaucoup de programmes possèdent un parallé-
lisme caché. Considérons le programme suivant, qui définit le tri « fusion » sur des
listes (on supposera que split et merge sont deux fonctions déjà écrites : la pre-
mière partage une liste en deux parties, si celle-ci n’est pas atomique, et la deuxième
fusionne deux listes déjà triées) :
let rec msort l =
match split l with
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| Atomic l0 -> l0
| Splited (l1, l2) -> merge (msort l1) (msort l2)
En l’absence d’effets de bord, le seul fait que « msort l1 » et « msort l2 » soient
deux arguments distincts de l’appel à la fonction merge fait qu’il est possible de
paralléliser totalement leur exécution. À leur tour ces appels récursifs pourront de
nouveau être parallélisés. De fait, si nous avions disons quatre processeurs, très rapi-
dement (dès le deuxième appel récursif) nous pourrions tous les faire travailler. Au
final on aura rentabilisé nos quatre processeurs puisqu’en comparaison avec une exé-
cution séquentielle, il nous faudra à peu de choses près quatre fois moins de temps
pour obtenir notre résultat.
• Avec des ressources de calcul infinies. . .
Les algorithmes de tri ont typiquement un coût en O(n logn). Si nous dispo-
sions d’un nombre infini de processeurs, par ce simple processus de parallélisation,
nous pourrions même observer un « glissement » de complexité. Malgré sont coût
en O(n logn), notre programme de tri pourrait être exécuté en temps linéaire O(n).
Plus spectaculairement, si nous travaillions avec des arbres dont on a décoré les
feuilles par des entiers, et que par exemple nous reherchions leur valeur maximale :
let rec tree_max t =
match t with
| Leaf i -> i
| Node (t1, t2) -> max (tree_max t1) (tree_max t2)
une implantation séquentielle répondrait en O(n) où n désigne le nombre de nœuds
de l’arbre, alors qu’une implantation parallèle de ce même programme peut ré-
pondre en temps O(h), où h désigne cette fois la hauteur de l’arbre. Pour des arbres
équilibrés, n est exponentiellement plus grand que h, on a tout intéret à utiliser une
implantation parallèle.
6.2.2 Comment exploiter le parallélisme caché ?
Les travaux décrits dans la première partie de cette thèse montrent que par tra-
duction dans les réseaux d’interaction il est envisageable d’exécuter de façon paral-
lèle les langages purement fonctionnels. On peut notamment obtenir un grain de
parallélisation très fin grâce aux représentations localisés des boîtes.
En effet, grâce à leur structure de graphe, il est possible d’utiliser à plein temps
la totalité des processeurs disponibles pour réduire différentes parties d’un même
réseau. Cela ne requiert qu’une synchronisation très rudimentaire dans les cas où
deux processeurs viendraient à travailler sur des parties adjacentes de ce graphe.
D’un point de vue technique, ces synchronisations peuvent être effectuées enmé-
moire partagée à l’aide d’instructions processeur atomiques dites « test and set »
disponibles sur tous les processeurs actuels. Il n’est pas nécessaire (et ce serait gra-
vement pénalisant) d’utiliser les synchronisations offertes par un système d’exploi-
tation.
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6.2.3 Essais d’exécution parallèle
Pour justifier cela, une implantation test constituée d’environ 1000 lignes de code
C a été écrite. Elle permet de réduire avec un nombre arbitraire de processeurs un
réseau construit avec différents opérateurs, dont ceux évoqués dans l’exemple.
Un certain nombre d’emplacements mémoire de taille fixée sont réservés et sont
capables d’accueillir les données nécessaires à la description d’une cellule du réseau
que l’on souhaite réduire. Chaque emplacement possède des adresses qui permettent
de le référencer. Parmi les données que l’on écrit dans ces emplacements, on trouve
la sorte de la cellule représentée, ainsi que des pointeurs vers d’autres emplacements
qui définissent les connections qu’a cette cellule avec d’autres cellules.
Par exemple, le réseau :
⊗
`1
est représenté en mémoire par :
⊗ q0 r0 −
p0 p1 p2 p3
1 − − −
q0 q1 q2 q3
` r2 r1 −
r0 r1 r2 r3
Chaque cellule est stockée sur un petit bloc de mémoire contenant quatre em-
placement d’adresses consécutives (dans l’exemple, ces adresses ont été notées p0,
p1, p2, p3 pour la cellule tenseur). Le premier emplacement est utilisé pour stocker
la sorte de la cellule considérée. Les autres emplacements servent à représenter les
connexions entre les cellules. À l’adresse p1 on indique où le premier port auxiliaire
de la cellule tenseur est connecté, c’est ici q0 (qui sert de nom pour le port princi-
pal de la cellule unité ). À l’adresse p2 on indique où le deuxième port auxiliaire est
connecté, c’est ici r0 (pour le port principal de la cellule par). Une cellule tenseur
n’ayant pas de troisième port auxiliaire on laisse l’emplacement d’adresse p3 vide.
Quant aux coupures du réseau, celles-ci sont stockées dans une liste séparée qui
contient des couples d’adresses construits avec les adresses des cellules qui sont liées
par leur ports principaux. Pour effectuer la réduction on utilise des processus (créés
de façon à ce que chacun puisse être animé par un processeur) qui viennent piocher
un couple dans cette liste et effectuent les modifications adéquates sur la représenta-
tion mémoire décrite pour réduire le rédex correspondant, avant de recommencer.
Nous ne rentrerons pas dans les détails techniques d’implantation, le lecteur in-
téressé trouvera le code source de la machine disponible sur le web.
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/
6-1 Remarque. D’autres approches ont été envisagées. Une implantation différente de systèmes
de réseaux d’interaction à été proposée par Jorge Sousa Pinto [Sou00], elle est basée sur
une machine abstraite nommée MPINE. Une autre de ses approches pour implanter de façon
parallèle le λ-calcul utilise la géométrie de l’interaction [Sou01].
6.3 Un protocole pour le calcul parallèle
Notre machine virtuelle repose sur le modèle client – serveur, et en réalité une
grosse partie du code sert à décrire la partie serveur, seule une petite partie sert à
la réduction proprement dite des réseaux. Lors d’une utilisation typique, un client
souhaite déléguer le calcul d’un certain réseau à notre machine virtuelle. Il l’envoie
donc à travers un canal de communication (et selon un certain protocole) à cette
machine. Celle-ci effectue la réduction avec tous les processeurs dont elle dispose
et retransmet progressivement en direction du client (selon le même protocole) la
forme normale du réseau qui lui a été transmis.
Une chose est intéressante à souligner : le protocole de transmission d’un réseau
est fondé sur la structure même des réseaux d’interaction. À chaque sorte de cellule
considérée correspond un message qui peut être transmis sur un canal de commu-
nication. Pour faire fonctionner le tout il suffit d’introduire des couples de cellules
particulières in et out pour matérialiser un lien distant, plus trois messages particu-
liers qui permettent la création d’une coupure, l’envoi d’un axiome, et le changement
d’orientation d’un canal.
Sans donner de véritables spécifications techniques, nous allons illustrer ici le
fonctionnement de ce protocole.
• Situation initiale
Prenons l’exemple d’un client qui souhaite utiliser la machine virtuelle pour ob-
tenir le résultat d’un calcul. Symboliquement, on va supposer que ce client souhaite
connaître le résultat obtenu lorsqu’on fait l’application de la fonction identité à l’élé-
ment unité. Du point de vue du client, la coupure qui relie ces deux éléments est








Une connexion est initialisée, et un message demandant la création d’une cou-
pure mentionnant deux noms frais a et b est envoyé sur le canal de communication
qui relie le client au serveur. Le système passe alors dans l’état décrit ci-dessous, dans
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lequel deux morceaux de réseau (situés côté client) sont reliés par deux liens orientés










• Envoi des données
Les données du calcul n’ont pas encore été envoyées au serveur. Cette transmis-
sion va être effectuée de façon asynchrone dans un ordre arbitraire, fondé sur la
structure des réseaux d’interaction. Les cellules out interagissent en « envoyant » les
cellules sur lesquelles elles sont coupées en direction du serveur à l’aide de messages
appropriés qui référencent la sorte de la cellule à transmettre, le nom du lien auquel
elle est attachée et un certain nombre de noms de liens (fraîchement générés) supplé-
mentaires. Après réception du message par le serveur, ces cellules sont reconstruites
au niveau de la cellule in située de l’autre côté du lien désigné.
Supposons que la coupure du haut, impliquant la cellule par, soit effectuée en












Les nouveaux noms frais c et d choisis par le client font partie du message envoyé et
ont servi à instaurer deux nouveaux liens qui permettront la transmission ultérieure
des parties du réseaux anciennement connectés aux ports auxiliaires de la cellule par
qui vient d’être transmise.
L’envoi de la cellule tenseur sur le lien nommé b est effectuée de la même ma-
nière.














On constate que dès à présent le serveur a la possibilité d’effectuer le calcul sou-
haité par le client, c’est-à-dire de réduire la coupure entre les cellules par et tenseur
qu’il vient de recevoir. On va néanmoins finir la transmission des données avant
d’effectuer cette vraie étape de calcul.
Supposons donc que la prochaine étape sera celle qui permet d’envoyer l’axiome
qui est censé relier les deux ports auxiliaires de la cellule par. Un message particulier
est utilisé lorsque deux cellules out forment un rédex, il contient les noms des liens











Le serveur a connecté les liens branchés sur les deux cellules in correspondantes.








Puis, lors d’une dernière étape d’envoi, la cellule get (qui délimite la partie du
réseau à envoyer au serveur) vient demander l’inversion du sens de transmission
des données pour le dernier lien nommé ici f :








Vient ensuite le calcul effectif qui normalise notre réseau de départ, à présent
situé coté serveur. Nous n’avons dans cet exemple simple besoin que d’une étape
de calcul, mais s’il s’agissait d’un exemple réaliste, le temps de calcul effectif se-
rait typiquement d’un ordre de grandeur largement supérieur au temps pris pour la





• Réception des données
Dans une dernière phase, il convient d’informer le client du résultat calculé. Pour
cela le protocole déjà utilisé pour l’envoi des données depuis le client vers le serveur
va être réutilisé. On utilise le nouveau lien qui a pour nom g, et cette fois les rôles
sont inversés : le serveur envoie et le client réceptionne.
client serveur
1
On atteint l’état final, et le client sait désormais que le résultat qu’il attendait est
l’élément unité. Le résultat de notre exemple est simple, et une seule étape de com-
munication a suffit pour la réception du résultat. Plus aucun lien n’est partagé entre
client et serveur, le canal de communication peut alors être physiquement rompu.
/
6-2 Remarque. Les différentes phases (envoi des données, calcul, réception des données) ont été
expliquées séparément et décrites dans un ordre séquentiel. Ces trois phases peuvent cepen-
dant être entrelacées : le calcul effectif côté serveur, et même la réception d’un résultat partiel
côté client, peuvent commencer avant la fin de l’envoi du réseau à réduire. On comprend
pourquoi un tel protocole est adapté à la réduction parallèle.
132 6.4. PERSPECTIVES
Bien sûr, rien n’empêche le serveur de servir plusieurs clients en même temps,
et de tout calculer dans le même espace. Ces calculs s’effectueront dans des compo-
santes connexes distinctes sans interférer.
On notera cependant que rien n’empêche un client de transmettre des réseaux
mal formés (mal typés, ou contentant des cycles par exemple) qui peuvent provo-
quer des erreurs lors de la réduction. Une solution à ce problème n’est pas forcement
évidente lorsque celui-ci se pose, c’est-à-dire dans un cadre où le client n’est pas
considéré fiable. Un problème similaire apparaît lorsqu’un client provoque (sans né-
cessairement avoir de mauvaises intentions) l’exécution d’un réseau qui ne termine
pas. Le serveur n’a dans ce cas aucun moyen de s’en rendre compte.
6.4 Perspectives
6.4.1 Répartition de charge
Aucune étude n’a été faite pour l’instant dans cette direction, mais il est envi-
sageable de compléter le protocole pour parvenir à faire fonctionner ensemble plu-
sieurs machines virtuelles du type décrit précédemment, qui seraient déployées sur
des machines physiques distinctes.
Il serait possible que le serveur, se rendant compte qu’il est surchargé, décide de









en délèguant le calcul à une troisième machine qu’il connaît, et qu’il sait disponible.
La difficulté réside dans la décision de déléguer la réduction d’une certaine cou-
pure (parce qu’il ne reste plus de processeurs inoccupés) à une autre machine dis-
tante (qui elle est inoccupée ou partiellement inoccupée). Il n’est pas possible d’éva-
luer la quantité de calcul que représente cette coupure et, s’il s’avère que celle-ci était
triviale à réduire, on risque de payer au prix fort la latence de communication avec
la machine distante.
Il est possible que desmécanismes de répartition de charge d’un ordre totalement
différent puissent êtremis en place, mais des considérations en lien avec les études de
complexité implicite pourraient constituer une aide à ce type de décisions, et peuvent
constituer une voie de recherche. Une coupure qui peut être écrite dans la logique li-
néaire multiplicative MLL sera probablement réduite en peu d’étapes (complexité li-
néaire), alors que la réduction d’une coupure faissant intervenir des constructions de
la logique linéaire exponentielle MELL prendra vraissemblablement plus de temps.
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Les études de complexité implcite sont nées avec l’apparition de systèmes intermé-
diaires LLL [Gir98], SLL [Laf04] qui correspondent à une complexité polynomiale,
et ELL [DJ03] qui caractérise la complexité élémentaire.
6.4.2 Communication symétrique
Les liens de communication qui ont été utilisés sont orientés, et cela leur confère
une propriété utile d’asynchronisme. En effet, à tout instant, seul l’un des deux ac-
teurs est susceptible d’envoyer un (et un unique) message mentionnant le nom d’un
lien donné.
• Protocoles spécialisés
Si on veut utiliser le méta-protocole décrit ici pour faire communiquer deux pro-
grammes différents, qui souhaitent s’échanger des données selon un protocole spé-
cialisé (fixé par le type d’un lien initialement partagé), on peut envisager d’utiliser
ces liens orientés, formés par des couples de cellules in et out, mais cela présente des
inconvénients. Si on ne change jamais l’orientation de ces liens, tout le calcul sera
effectué par la machine relié au côté in. Et en particulier le programme censé s’exé-
cuter côté out est obligé de dévoiler le code qui correspond à sa part de l’interaction
(puisqu’elle sera calculée de l’autre côté).
Pour palier à ces inconvénients on peut penser à faire changer l’orientation des
liens à l’aide de cellules get correctement insérées. Cela peut poser de lourdes com-
plications. Une modification du système de types semble nécessaire si on souhaite
assurer une cohérence dans la communication.
• Liens synchrones





Il faut alors prendre des précautions pour gérer correctement les paires critiques qui
peuvent apparaître (comme dans l’exemple donné). Deux messages risquent d’être
transmis dans des sens opposés, et il faut faire en sorte de résoudre cette éventualité
et d’aboutir invariablement dans un état cohérent.
Au choix, on peut faire migrer la cellule par vers la machine M2, ou la cellule
tenseur vers la machineM1. Dans le premier cas, la machineM1 devra se charger de
la réduction multiplicative qui apparaît, dans le deuxième cas se sera à la machine
M2 de s’en charger. En s’autorisant l’intervention de certains facteurs aléatoires, on
arrive alors facilement à répartir la charge sur les deux machines. Cela dit, on n’est
toujours pas en mesure de garantir la propriété de sécurité évoquée.
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• Interaction « sécurisée »
Une approche plus intéressante serait de décider que chaque machine reconstruit
la partie du réseau correspondant à la réduction du rédex transmis. La mise en place
concrète de cette alternative semble un peu délicate, car il faut marquer certaines
cellules du statut « transmise » tout en les conservant pour interpréter correctement
les messages envoyés par le correspondant ; c’est néanmoins envisageable.
De plus amples études seraient nécessaires, mais cette spécification symétrique
semble conférer à l’interaction les propriétés de sécurité recherchées. Étant donné
que le contenu d’une fonction (qui se trouve derrière une cellule par) n’est pas trans-
mis au correspondant, celui-ci n’a accès qu’au résultat de l’interaction avec les argu-
ments qu’il fournit. De tels liens permettent une communication tout en honorant la
frontière spatiale qui sépare deux programmes d’identités distinctes dont les exécu-
tions sont menées de façon concurrente.
/
6-3 Remarque. L’utilisation d’un tel protocole est possible, et éventuellement intéressante, indé-
pendamment du modèle d’exécution choisi (parallèle ou non, à base de réseaux d’interaction
ou pas. . .).
6.4.3 Matériel dédié à la réduction de réseaux d’interaction
On a envisagé l’exploitation du parallélisme implicite de programmes fonction-
nels à l’aide de matériel existant. Peut on envisager l’utilisation de matériel spéci-
fique pour exploiter plus profondément ce parallélisme ?
• De petits processeurs ?
Les processeurs actuels savent exécuter des milliers d’instructions complexes.
Pourtant, la machine virtuelle qui a été réalisée utilise une infime partie de ces ins-
tructions. Il serait intéressant d’utiliser de tout petits processeurs (de moindre coût)
en grande quantité pour espérer réduire encore plus efficacement les réseaux d’in-
teraction.
Les processeurs sachant faire de grosses opérations arithmétiques seront toujours
utiles si on a besoin d’accélérer les calculs sur des structures de données particulieres
telles que les entiers (pour le traitement de vidéos par exemple) ou les flotants (trai-
tement audio, 3d. . .). Si on utilise de petits processeurs pour réduire la majorité des
coupures correspondant au flot d’exéctution d’un programme (qui est décrit avec des
opérateurs de la logique linéaire), on peut laisser aux processeurs « arithmétiques »
le traitement de la réduction des coupures impliquant certaines cellules « arithmé-
tiques » spéciales qui permetent un calcul accéléré.
Par exemple, on pourra utiliser les cellules qui ont été présentées dans le premier
chapitre :















• Des puces électroniques dédiées ?
Une étape supplémentaire pourrait être de coder la réduction des réseaux d’in-
teraction à l’intérieur même d’une puce électronique.
Yves Lafont à proposé une variante des réseaux d’interaction appelées réseaux
d’interaction durs [BL08]. À la différence des réseaux d’interaction usuels, ces der-
niers sont contraints à une géométrie fixe : seules les sortes des cellules et la position
du port principal des cellules d’un rédex peuvent être modifiées. Il ne semble pas
difficile de réduire des réseaux d’interaction durs à l’aide d’automates cellulaires (et
donc de puces électroniques). Mais coder les réseaux d’interaction (généraux) dans













Je n’ai connaissance d’aucun travail de recherche allant dans cette direction. Une
idée consisterait à choisir une cellule dure pour coder chaque cellule d’un réseau
d’interaction donné et de maintenir des liens de communication distante entre deux
cellules dures qui codent des cellules originales voisines. Les problèmes majeurs qui
apparaissent alors sont, non seulement, le routage qu’il est nécessaire de mettre en
place pour établir ces liens, mais surtout l’allocation et la désallocation d’espace pour
stocker de nouvelles cellules issues d’une réduction. En particulier sur une puce en
deux dimensions, un programme dont la taille croît exponentiellement (en nombre
de cellules) ne pourra probablement pas être déployé avec un débit qui suit cette
croissance sur l’intégralité de la puce.
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139 PROPOS AUTOUR DES RÉSEAUX DE LA LOGIQUE LINÉAIRE
Chapitre 7
Ressources
L’idée était déjà présente dans les travaux de Gerard Boudol sur le λ-calcul avec
multiplicités [Bou93]. On souhaite définir un calcul intermédiaire entre le λ-calcul
linéaire dont l’expressivité est trop limitée et le λ-calcul ordinaire pour lequel on n’a
aucun contrôle sur les effets de réplication qui peuvent intervenir.
7.1 Le λ-calcul avec ressources
Le λ-calcul avec ressources ∆ défini par Thomas Ehrhard et Laurent Regnier
dans [ER08] est un λ-calcul modifié de façon à ce que toute variable apparaisse en po-
sition linéaire. Contrairement à ce qui se fait dans le λ-calcul linéaire, un lieur va ser-
vir à lier plusieurs variables de même nom. Lors d’une application on va alors four-
nir, non plus une seule ressource (comme dans le λ-calcul linéaire), ni une ressource
répliquable (comme dans le λ-calcul ordinaire) mais des paquets de ressources. Au
cours d’une réduction, chacune des ressources contenues dans un paquet est desti-
née à être consommée, mais elle ne sera ni effacée ni dupliquée.
7.1.1 Syntaxe
/
7-1 Définition. Le λ-calcul avec ressources ∆ est défini grâce à la syntaxe suivante :
t ::=
x
∣∣ λx t ∣∣ 〈t〉T
0
∣∣ t+ t T ::= 1
∣∣ TT ∣∣ t
0
∣∣ T + T
Le symbole t représente un terme, et le symbole T désignera ce que l’on appelle un paquet.
La somme ‹+ › et ‹ 0 › son élément neutre vérifient les propriétés qui confèrent à ∆
(l’ensemble des termes) et à ∆! (l’ensemble des paquets), des structures de monoïdes
commutatifs. Les paquets seront de plus quotientés par commutativité, associativité
et neutralité du paquet vide ‹ 1 › pour l’opération produit. Si ui désigne une famille
de termes, un paquet pourra donc être décrit grâce à la notation suivante :
T = u1 · · ·un
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= λxu + λx v λx 0 = 0





= 〈t〉U + 〈t〉V 〈t〉0 = 0(
U + V
)
T = UT + VT 0T = 0
Les termes qui peuvent être construits sans somme sont appelés termes simples.
Un terme du λ-calcul avec ressources est une somme de termes simples.
• Substitution linéaire
Dans ce calcul on souhaite substituer les variables d’un terme occurrence par
occurrence. Une variable et une ressource étant choisies, il reste à décider de l’occur-
rence de variable qui va recevoir cette ressource. L’opération que nous allons définir
fait la somme de tous les termes obtenus selon ce dernier choix.
/
7-2 Définition. On considère une opération de substitution linéaire d’une variable z par un
terme u dans un terme t. Elle sera notée ∂∂z t ·u, et définie par :
∂
∂z
x ·u := 0
∂
∂z












































La substitution linéaire sur les paquets est bien définie de manière unique ; on
peut vérifier qu’elle est compatible avec la commutativité et l’associativité du pro-
duit.
/
7-3 Propriété. Les opérateurs ∂∂x et
∂
∂y commutent, on donne une forme généralisée de la pro-
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On remarquera que dans le cas habituel où x 6∈ v (on utilise cette notation pour

































































































or les deux premiers termes sont symétriques en (x, u) et (y, v) par hypothèse d’induction et
la somme des deux autres termes est symétrique par permutation. 
7.1.2 Sémantique opérationnelle
La substitution linéaire nous permet de définir une réduction sur les λ-termes
avec ressources.
/
7-4 Définition. On définit la réduction −→ par clôture contextuelle de deux réductions élémen-
taires sur les termes simples :








Il est tout de même nécessaire de préciser le sens de clôture contextuelle ici. On
ne demande que la réduction soit stable que par ajout de contextes à une seule in-
connue. En particulier, pour la construction somme qui fait ici partie de la syntaxe
cela signifie que t1 + t2 −→ t ′1 + t2 dès que t1 −→ t ′1 (et que t1 + t2 −→ t1 + t ′2 dès
que t2 −→ t ′2).
La propriété de Schwarz nous assure la confluence des paires critiques que sup-
pose cette définition.
/
7-5 Propriété. La réduction −→ est localement confluente :
−→←− ⊆ ←− −→
preuve On dresse une liste exhaustive des paires critiques. Les termes contenant un rédex de la forme








































or les deux termes sur lesquels on aboutit sont égaux. Une paire critique peut égale-
ment apparaître lors de la réduction de deux rédex distincts dans un terme de la forme




























































































































une fois encore la propriété de Schwarz nous dit qu’on aboutit sur les même termes. Les
réductions des paires critiques que l’on trouve dans les termes de la forme 〈λy c[〈λx s〉1]〉vV ,
〈λy c[〈λx s〉uU]〉1 ou 〈λy c[〈λx s〉1]〉1 confluent de la même manière. 
On remarque aussi qu’on aurait obtenu une confluence forte si on avait considéré
une réduction telle que t1 + t2 −→ t ′1 + t ′2 lorsque t1 −→ t ′1 et t2 −→ t ′2, et 0 −→ 0.
• Normalisation
On peut montrer que la réduction normalise fortement par un simple argument
portant sur la taille des termes [ER08].
7.1.3 Calcul typé
On donne en dernier lieu la version typée de ce calcul, c’est celle que l’on souhaite
traduire dans les réseaux.
On se donne préalablement une syntaxe pour des types simples :
τ ::= α
∣∣ τ→ τ
puis on introduit le λ-calcul avec ressources typé
→
∆ en restreignant la définition des
termes de ∆ à la grammaire ci-dessous, où tτw¯ représente un terme t qui possède le
type τ dans un environnement z1 :ω1, . . . , zn :ωn :






tσ→τw¯ ::= λx t
τ
x :σ,w¯
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Tσw¯ ::= 1
∣∣ Tσw¯Tσw¯ ∣∣ tσw¯
Un terme t ∈ ∆ est dit typable (noté t ∈
−
∆) lorsqu’il existe au moins un type
τ et un environnement w¯ qui lui permettent d’être construit selon cette grammaire.
On notera tτw¯ ∈
→
∆ le terme typé associé à t correspondant. Par exemple, le terme η =
〈λx 〈y〉x〉z est typable puisqu’il peut être typé ηαy :β→α,z :β. Notons que nous pourrions
lui associer d’autres termes typés. En revanche le terme λx 〈x〉x ne l’est pas.
/
7-6 Propriété. La réduction −→ et compatible avec les types. Lorsque un terme t peut être typé
tτw¯, dans toute réduction t −→ s, le réduit s peut être typé de la même façon : sτw¯.
preuve Un ingrédient principal : si t et u peuvent être typés tτx :σ et u
σ , alors t ′ = ∂
∂x
t ·u peut être
typé t ′τx :σ . 
7.2 Réseaux différentiels
Introduits dans [ER06b], les nœuds différentiels peuvent être compris comme des
opérateurs d’acheminement de ressources. Ces opérateurs rendent possible l’ache-
minement d’un nombre indéterminé de ressources de type A sur un canal de type
!A.
7.2.1 Opérateurs différentiels
On introduit trois nouveaux nœuds notés avec un symbole ‹ ! ›. Ils vont jouer
les rôles duaux (producteurs de ressources) aux trois opérateurs consommateurs de
ressources déjà rencontrés, qui étaient notés avec un symbole ‹ ? ›.
Co-affaiblissement, Affaiblissement Ces nœuds correspondent respectivement à





Co-déréliction, Déréliction Ces nœuds correspondent respectivement à une pro-







Co-contraction, Contraction Ces nœuds permettent de former des productions
et des consommations multiples en combinant respectivement deux productions et








Les opérateurs exponentiels d’affaiblissement de déréliction et de contraction
étaient introduits négativement (cf. 1.2.4) dans le cadre de la logique linéaire, ils le
restent dans le cadre de la logique linéaire différentielle. Les opérateurs exponentiels
duaux, le co-affaiblissement, la co-déréliction et la co-contraction sont dits opéra-
teurs différentiels et sont introduits positivement. Nous allons voir juste après qu’ils
permettent d’exprimer le λ-calcul avec ressource.
Sortis du cadre logique (on considère des réseaux d’interaction quelconques, pas
nécessairement valides) le système constitué par ces six opérateurs est appelé DIN,
ou « réseaux d’interaction différentiels ». Ce système est intéressant car il crée un
pont entre algèbres de processus et logique (linéaire). Il permet d’interpréter un pi-
calcul finitaire [EL07].
7.2.2 Réductions
La première règle de réduction que nous allons évoquer est la règle la plus fon-
damentale, elle correspond à la transmission d’une ressource atomique.
Déréliction − Co-déréliction Le problème d’une production unitaire face à une
consommation unitaire se résout en une liaison d’acheminement atomique. C’est







Lorsqu’un producteur et un consommateur de ressources de typeA (qui commu-
niquent donc par un lien de type !A) souhaitent se transmettre n ressources, notre
système va faire en sorte que la règle que nous venons de présenter soit utilisée n
fois. Il reste a développer une stratégie d’acheminement de ressources.
• Réductions de propagation
Un premier jeu de règles de réduction participe à la résolution de l’achemine-
ment de ressources sans nécessiter de faire un choix. Il est constitué des quatre règles
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présentées ici.
Affaiblissement − Co-affaiblissement Le problème d’une production nulle face à
une consommation nulle se résout silencieusement. Le rédex disparait simplement




Contraction − Co-contraction Le problème d’une production multiple face à une
consommation multiple se propage en laissant des canaux capables d’effectuer tout











Contraction − Co-affaiblissement Lorsqu’il n’y a pas de producteurs on ne peut







Affaiblissement − Co-contraction Lorsqu’il n’y a pas de consommateurs on ne
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• Réductions indéterministes
Les quatre réductions restantes sont des cas où le problème de l’acheminement
des ressources est impossible, ou bien des cas où l’on est obligés d’envisager deux
possibilités pour trouver une solution.
Pour travailler avec un tel indéterminisme, nous allons devoir généraliser la no-
tion de réseau. Comme nous l’avons fait pour les λ-termes, nous allons ajouter une
somme ‹ + › et un élément neutre ‹ 0 › en se plaçant dans le monoïde commutatif
libre, qu’on notera N+, engendré par l’ensemble N des réseaux d’interaction que
nous avons considérés jusque là. On utilisera dorénavant l’appellation réseau pour
désigner un élément du monoïde, et on parlera de réseau simple pour désigner l’un
des éléments générateurs.
Les règles de réduction que nous avons donné jusque là pour l’ensemble N sont
étendues à tout réseau de N+ : si N1 −→ N ′1 alors N1 + N2 −→ N ′1 + N2. Les
nouvelles règles, présentées ci-dessous, ne peuvent elles être exprimées que dans ce
cadre étendu.
Déréliction − Co-affaiblissement Le problème d’un consommateur unitaire face
à un producteur nul n’a pas de solutions. On exprime cela en disant que le rédex se
réduit en un réseau nul, il faut comprendre que le réseau entier qui contient ce rédex






Affaiblissement−Co-déréliction Le problème d’un producteur unitaire face à un






Déréliction − Co-contraction Dans le cas d’un consommateur unitaire face à un
producteur multiple, il est possible de trouver des solutions en le routant vers l’une
ou l’autre des composantes du producteur.












Contraction − Co-déréliction Dans le cas d’un producteur unitaire face à un
consommateur multiple, il est possible de trouver des solutions en le routant vers












L’introduction de la somme nous a permis d’internaliser la notion de tentative de
réduction. On fait échouer de telles tentatives en les réduisant au réseau nul, celles-ci
n’auront alors plus aucune influence sur le résultat.
7.2.3 Équivalences
Pour les opérateurs contraction et affaiblissement, des équivalences exprimaient
les propriétés de commutativité, d’associativité et de neutralité pour le produit corres-
pondant, c’est toujours le cas en présence des opérateurs différentiels. Par symé-



























7.3 Codage du λ-calcul avec ressources
Nous allons à présent expliquer comment le λ-calcul avec ressources peut être
exprimé dans le cadre de la logique linéaire différentielle.
7.3.1 Traduction
Le λ-calcul sous-jacent se traduit de façon habituelle, et les paquets vont pouvoir
être exprimés à l’aide des nouveaux opérateurs. Pour cela, on reprend traduction
usuelle J·K du λ-calcul dans les réseaux donnée en 5.4.2, à ceci près que la traduction
d’une application est faite sans boîte exponentielle, elle est remplacée par la traduc-








[τ] ![ω1] ... ![ωk]
Jsσ→τw¯ K
![σ]⊸ [τ]
L’argument dans l’application est construit par traduction des paquets. Le paquet
vide est exprimé par :
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J1σw¯K :=
! ? ? ?
![ω1] ... ![ωk]![σ]





! ? ? ?
![σ]
![σ] ![ω1] ... ![ωk]
JVσw¯K
![σ]







7.3.2 Idées pour une bissimulation
Pour établir un lien précis entre λ-calcul avec ressources et réseaux d’interac-
tion différentiels, on peut penser à étiqueter par des symboles α, β. . . à la fois les
ressources du λ-calcul avec ressources et les nœuds co-déréliction qui servent à les
traduire. Pendant la traduction, on étiquette aussi les nœuds déréliction par les va-
riables auxquelles ils correspondent.
Suite à cela on peut étiqueter les règles de réduction et définir des systèmes de
transitions étiquetés. La réduction du λ-calcul avec ressources est étiquetée par xα
lorsque la variable du rédex est x et la ressource choisie dans le paquet correspondant
est étiquetée par α :
〈λx s〉1 τ−→ s[0/x]





Concernant les réseaux différentiels, toutes les réductions sont étiquetées par τ,
sauf celle qui définit l’interaction entre co-déréliction et déréliction :








Ces réductions étiquetées sont étendues aux sommes : si N1
xα
−→ N ′1 et N2 xα−→
N ′2 alors N1 + N2
xα
−→ N ′1 + N ′2. On étend les τ-réductions aux sommes de façon
différente : si N1
τ
−→ N ′1 alors N1 +N2 τ−→ N ′1 +N2.
Mais pour établir un théorème de bissimulation [SM92 ; Pou07] entre le λ-calcul
avec ressources et réseaux différentiels ainsi étiquetés, il faudrait d’une part considé-
rer les λ-termes à σ-équivalence près, et d’autre part faire attention à certains choix
effectués par des τ-réductions côté réseaux. Pour contourner ce dernier point on
pense pouvoir utiliser une notion un peu plus faible que la bissimulation (faible)
appelée simulation couplée, et originellement introduite par Uwe Nestmann et Benja-
min C. Pierce [NC00].
Nous nous contenterons ici d’un théorème de simulation, de même nature que
celui donné pour le langage PCF dans la première partie.
7.3.3 Simulation
Nous considérons une traduction souple, de la même manière qu’en 5.4.3.2 : une
relation t 7→ N permet de traduire un terme tτw¯ en différents réseaux N d’interface
![ω1], . . . , ![ωk] ⊢ [τ] qui se comporteront de façon similaire. La notation JtK désigne
l’ensemble des traduits du terme t.
Nous reprenons l’idée qui consiste à remplacer les affaiblissements et les contrac-
tions de la traduction rigide par des arbres. Cela est en réalité nécessaire pour que la
traduction soit compatible avec le quotient fait sur la structure des paquets.
Nous rajoutons une seconde souplesse : la possibilité de traduire un terme qui
est sous forme de rédex par un réseau dans lequel la coupure multiplicative corres-
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Cela va nous permettre de contourner la difficulté introduite par la réintroduc-
tion d’une abstraction et d’une application dans la deuxième forme de réduction du
λ-calcul avec ressources.
/




... ![ωk] −→ Jsτx:σ,w¯[0
/
x]K
[τ] ![ω1] ... ![ωk]
et :
Juσw¯K






−→ J ∂∂x sτx:σ,w¯ ·uσw¯K
[τ] [σ] ![ω1] ... ![ωk]
preuve Par induction sur s, dans les deux cas on utilise la souplesse de la traduction. 
/
7-8 Théorème. La traduction 7→ du λ-calcul avec ressources dans les réseaux différentiels res-
pecte la sémantique opérationnelle. La réduction de ce calcul est simulée (faiblement) par la
réduction des réseaux :
←− 7→ ⊆ 7→←−
preuve Les deux réductions sont contextuelles, et il n’y a que deux types de réduction à simuler. Le











Il se réduit grâce au premier point du lemme 7-7 (et la souplesse de la traduction) vers un
terme de Js[0
/
x]K . En ce qui concerne la deuxième réduction 〈λx s〉rR xα−→ 〈λx ∂∂x s · r〉R , le
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Chapitre 8
Ressources et promotion
Ce chapitre s’attache à combiner les opérateurs différentiels et la construction
promotion présentée dans la première partie.
Nous allons dans un premier temps réintroduire la notion de promotion dans
le λ-calcul avec ressources, afin de pouvoir exprimer ressources et réplication au
sein d’un même calcul. Le calcul obtenu de cette façon est très proche du λ-calcul
différentiel, leurs différences seront évoquées. Nous passerons alors dans le monde
des réseaux dans lequel existe un système analogue que nous décrirons. C’est une
étape nécessaire avant d’introduire les véritables nouveautés qui seront développées
dans le chapitre suivant. Une fois de plus, la manière naturelle d’exprimer la dy-
namique des réseaux s’écarte significativement des procédés de réduction que l’on
trouve dans les divers calculs fondés sur des substitutions de variables.
Plusieurs systèmes présentés dans ce chapitre ont été étudiés conjointement avec
Paolo Tranquilli. Les travaux qu’il présente dans sa thèse [Tra08] offrent des résul-
tats sur le système de réseaux restreint à un cadre intuitionniste. Ceux-ci permettent
en particulier de déduire un résultat de confluence sur l’un des λ-calculs qu’on va
introduire (muni d’une réduction dite groupée). Néanmoins cela ne fonctionne que
dans un cadre typé puisqu’il dépend d’un résultat de normalisation.
8.1 Le λ-calcul avec ressources et promotion
8.1.1 Syntaxe
/




∣∣ λx t ∣∣ 〈t〉T
0
∣∣ t+ t T ::= 1
∣∣ TT ∣∣ t ∣∣ t!
0
∣∣ T + T
On a repris la syntaxe du λ-calcul avec ressources (sans promotion) et on a intro-
duit une nouvelle construction de paquet : la promotion t! d’un terme t. L’ensemble
des termes ∆! et l’ensemble des paquets ∆!! sont toujours munis d’une structure de
monoïde commutatif.
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Les paquets sont quotientés par commutativité et associativité et neutralité pour
la somme et le produit. Et cette fois, on quotiente par (bi-)linéarité de toutes les
constructions sauf de la promotion, pour laquelle l’équivalence qu’il convient d’uti-
liser est la suivante : (
u + v
)!
= u!v! 0! = 1
On rappelle que les termes qui peuvent être construits sans somme sont appelés
termes simples. Un terme du λ-calcul avec ressources et promotion est une somme de
termes simples.
8.1.2 Réduction atomique
La dynamique de la réduction atomique que nous allons définir repose une fois
de plus sur une opération de substitution linéaire.
• Substitution linéaire
L’opération de substitution linéaire d’une variable z par un terme u dans un
terme t est toujours notée ∂∂z t ·u. Elle est définie en étendant la définition inductive










Cette opération est toujours définie demanière unique et compatible avec la com-
mutativité et l’associativité du produit. Ses propriétés sont conservées.
/
8-2 Propriété. Les opérateurs ∂∂x et
∂
























































































le premier terme est symétrique par hypothèse d’induction, le second est symétrique par
construction. 
/
8-3 Propriété. La commutation entre substitution linéaire et substitution habituelle se passe de
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preuve Par induction sur t :
· Variable. Lorsque t = x, l’égalité n’est autre que u = u, et est par conséquent vérifiée. Lorsque
t = z( 6= x), l’égalité devient 0 = 0, elle est également vérifiée.



















y] = ∂∂x s[y/v] ·u que
satisfait le sous terme s.

















·u. On l’obtient grâce aux hypothèses d’induction sur r
et R.
· Paquets. Le raisonnement est similaire à celui qui vient d’être fait pour l’application dans






















)!. C’est immédiat grâce à l’hypothèse d’induction sur le sous terme s. 
• Réduction atomique
La substitution linéaire nous permet de définir une réduction à petits pas dite
atomique, qui est engendrée par les réductions suivantes sur les termes simples :













Nous allons préciser l’intuition derrière cette dernière règle. Présent dans le ré-
dex, r! est un paquet qui peut fournir un nombre arbitraire de ressources r. Les possi-
bilités qui s’offrent à nous peuvent être résumées en un seul choix : n’utiliser aucune
ressource r (d’où le premier terme dans l’expression du réduit) ou en utiliser au
moins une (et cela correspond au deuxième terme). Dit autrement, la réduction est
inspirée de la similarité t! ≈ 1+ tt!.











−→ 〈y〉1 + 〈λx 〈y〉zx!〉z!
a
−→ 〈y〉1 + 〈y〉z + 〈λx 〈y〉zzx!〉z!
a
−→ 〈y〉1 + 〈y〉z + 〈y〉zz + 〈λx 〈y〉zzzx!〉z!
...
On reconnaît une forme de développement limité dans ce terme. En poursuivant
cette réduction nous reconnaîtrions le développement de Taylor–Ehrhard (qualitatif)
normalisé de notre terme de départ [ER06a].
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• Réduction atomique parallèle
On définit également la réduction parallèle a=⇒ , qui autorise à réduire simulta-
nément plusieurs rédex qui sont visibles :
x
a
=⇒ x s a=⇒ s∗λx s a=⇒ λx s∗ r
a
=⇒ r∗ R a=⇒ R∗
〈r〉R a=⇒ 〈r∗〉R∗
les cas correspondant à des applications qui sont des rédex peuvent également être




〈λx s〉1 a=⇒ s∗[0/x] s
a
=⇒ s∗ r a=⇒ r∗ R a=⇒ R∗
〈λx s〉rR a=⇒ 〈λx ∂∂x s∗ · r∗〉R∗
s
a
=⇒ s∗ r a=⇒ r∗ R a=⇒ R∗
〈λx s〉r!R a=⇒ 〈λx s∗〉R∗ + 〈λx ∂∂x s∗ · r∗〉r∗!R∗
Lorsqu’on réduit un paquet, tous ses termes peuvent être réduits en même temps.
La réduction des sommes peut également être effectuée de façon simultanée :
t1 =⇒ t ′1 t2 =⇒ t ′2
t1 + t2 =⇒ t ′1 + t ′2 0 =⇒ 0
/
8-4 Propriété. La réduction a=⇒ est encadrée ainsi :
a
−→ ⊆ a=⇒ ⊆ a−→
preuve Montrer que t a=⇒ t ′ implique t a−→ t ′ se fait facilement par induction sur t. L’autre inclu-
sion est vérifiée par définition après avoir remarqué que la réduction a=⇒ est réflexive. 
Nous aurons besoin par la suite de réduire des termes définis à l’aide de substi-
tutions. C’est pourquoi nous utiliserons fréquemment le lemme présenté ci-dessous
dans les preuves de divers théorèmes.
/








preuve Le lemme se généralise aux paquets, et on procède par induction sur la dérivation de t a=⇒ t∗ ,
les cas difficiles sont ceux où t est un rédex (il y en a trois) :
· i. Lorsque t = 〈λx s〉1 et t∗ = s∗[0
/
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s∗ ·u∗ , et le premier terme se réduit donc en le
second.






















































































où on a utilisé la propriété 8-2 (Schwarz) dans le cas x 6∈ u∗ . Les hypothèses d’induction
permettent de montrer que chaque terme de la première somme se réduit en un terme de la
deuxième.


































































































































une fois de plus, on vérifie qu’il y a réduction des termes de la première somme vers ceux de
la deuxième. 
À l’aide de ce lemme, on prouve le théorème de confluence suivant :
/
8-6 Théorème. La réduction atomique parallèle a=⇒ est fortement confluente :
a⇐= a=⇒ ⊆ a=⇒ a⇐=
preuve On doit montrer que pour tout termes t, t1 et t2 , si t
a
=⇒ t1 et t a=⇒ t2 , alors il existe un
terme t ′ tel que t1
a
=⇒ t ′ et t2 a=⇒ t ′ . On procède par induction sur t ; il y a beaucoup de cas
à considérer :
· Variable. Lorsque t = x, la seule possibilité est t1 = x et t2 = x. On prend t ′ = x.
· Abstraction. Lorsque t = λx s, les seules possibilités sont t1 = λx s1 et t2 = λx s2 avec
s
a
=⇒ s1 et s a=⇒ s2 . Par hypothèse d’induction, il existe s ′ tel que s1 a=⇒ s ′ et s2 a=⇒ s ′ . On
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prend t ′ = λx s ′ . Dans la suite on notera par l’expression plus compacte s a=⇒ s1/s2 a=⇒ s ′
le diagramme de confluence de s1 et s2 formé par les quatre hypothèses dont on a hérité ici.
· Application. Lorsque t = 〈r〉R n’est pas un rédex, on a nécessairement t1 = 〈r1〉R1 et t2 =
〈r2〉R2 avec r
a
=⇒ r1/r2 a=⇒ r ′ et R a=⇒ R1/R2 a=⇒ R ′ . On prend alors t ′ = 〈r ′〉R ′ .
· Rédex (pas de ressource). Lorsque t = 〈λx s〉1 , les seules possibilités sont (a) le cas où t1 =
s1[0
/
x] et t2 = s2[0
/
x] avec s a=⇒ s1/s2 a=⇒ s ′ , et on prend t ′ = s ′[0/x] ; (b) le cas traité
précédemment, ou bien (c) le cas mixte où t1 = s1[0
/
x] et t2 = 〈s2〉1 avec s
a
=⇒ s1/s2 a=⇒ s ′ ,
pour lequel on prend également t ′ = s ′[0
/
x]. On oubliera dans la suite les cas ou on n’a pas
réduit le rédex, ils ne posent pas de difficultés particulières.
· Rédex (ressource simple). Il y a deux cas principaux selon que les deux réductions ont été
effectué en privilégiant la même ressource, ou en privilégiant des ressources différentes.

















s ′ · r ′
〉
R ′ . (b) Lorsque
t = 〈λx s〉uvR , avec s a=⇒ s1/s2 a=⇒ s ′ , u a=⇒ u1/u2 a=⇒ u ′ , v a=⇒ v1/v2 a=⇒ v ′ ,
R
a












R ′ . Étant donné que x 6∈ u ′, v ′ la propriété de Schwarz s’applique
dans sa forme simple.
· Rédex (ressource promue). Toujours deux cas principaux. (a) Lorsque t = 〈λx s〉r! , avec
s
a













!R2 : on prend t ′ = 〈λx s ′〉R ′ +〈
λx ∂
∂x















R ′ . (b) Lorsque t = 〈λx s〉u!v!R , avec s a=⇒
s1/s2
a


















!R2 : on prend
































· Rédex (ressource simple et ressource promue). Lorsque t = 〈λx s〉u!vR , avec s a=⇒ s1/s2 a=⇒

































R ′ . 
À son tour, ce théorème nous informe sur la confluence de la réduction atomique
non parallèle a−→ .
/
8-7 Corollaire. La réduction atomique a−→ est confluente :
a←− a−→ ⊆ a−→ a←−
preuve La réduction parallèle a=⇒ possède la propriété de confluence forte, et par conséquent la
propriété de confluence globale. La propriété 8-4 fait que la réduction a−→ hérite de cette
confluence. 
8.1.3 Réduction groupée
• Substitution par paquets
On considère une opération de substitution groupée d’une variable z par un pa-
quet U dans un terme t notée t{U
/
z}, définie comme suit (cette définition ne fonc-
tionne que pour z 6∈ U) :
























































































































La propriété 8-2 (Schwarz) assure que cette opération est correctement définie





















































La substitution par paquets nous permet de définir la réduction groupée, qui
s’exprime de la façon suivante sur les termes simples :





z! qui ne terminait pas avec la réduction atomique est main-







Rien ne nous empêche par contre de considérer un terme similaire au λ-terme δδ






)! , et on s’aperçoit qu’en l’absence de typage la terminai-
son de la réduction groupée n’est pas encore assurée.
Cette réduction groupée est la même que celle que décrit Paolo Tranquilli sous
l’appellation « giant-step β-reduction ». En revanche, celle qui est nommée « baby-
step β-reduction » est différente de la réduction atomique que nous avons vu pré-
cédemment : elle applique bien les ressources uniques séparément, mais elle ne dé-
compose pas les ressources promues.
• Réduction groupée parallèle
La réduction groupée parallèle g=⇒ permet de réduire plusieurs rédex visibles
dans un terme simultanément.
x
g
=⇒ x s g=⇒ s∗λx s g=⇒ λx s∗ r
g
=⇒ r∗ R g=⇒ R∗
〈r〉R g=⇒ 〈r∗〉R∗
telle que la réduction d’une application sous forme de rédex peut également être
traitée comme suit :
s
g
=⇒ s∗ R g=⇒ R∗
〈λx s〉R g=⇒ s∗{R∗/x}
Les termes contenus dans les paquets ou les sommes sont réduits simultanément.
Cette réduction a été définie de façon à être une parallélisée de la réduction groupée
originelle.
/
8-8 Théorème. La réduction groupée parallèle g=⇒ est fortement confluente.
g⇐= g=⇒ ⊆ g=⇒ g⇐=
preuve On doit montrer que pour tous termes t, t1 et t2 , si t
g
=⇒ t1 et t g=⇒ t2 , alors il existe un terme
t ′ tel que t1
g
=⇒ t ′ et t2 g=⇒ t ′ . On procède par induction sur t. Les constructions qui n’im-
pliquent pas de rédex ne posent pas de problème, on se référera à la preuve correspondante
pour la réduction atomique. Lorsque t est un rédex, disons t = 〈λx s〉R , il faut faire attention
au cas où t1 = s1{R1
/
x} et t2 = s2{R2
/
x} avec par hypothèse d’induction s a=⇒ s1/s2 a=⇒ s ′ et
R
a
=⇒ R1/R2 a=⇒ R ′ . On prend t ′ = s ′{R ′/x}. Le cas mixte où t1 = s1{R1/x} et t2 = 〈λx s2〉R2
conflue en t = s{R
/
x} en ne réduisant que les termes s1 et R1 dans le premier terme et en ne
réduisant que le rédex dans le second. 
/
8-9 Corollaire. La réduction groupée g−→ est confluente.
8.1.4 Rapports entre réduction groupée et réduction atomique
Une réduction groupée correspond potentiellement à une infinité de réductions
atomiques. Le termes obtenus par réduction groupée ont l’avantage d’exprimer de
façon finie ce que la réduction atomique ne pouvait exprimer sans décomposition
infinie. Le développement de Taylor–Ehrhard effectué par la réduction atomique
peut être ainsi évité.
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Par chance, on remarque que les deux réductions peuvent coexister sans engen-
drer de problèmes de confluence.
/
8-10 Théorème. Les réductions a=⇒ et g=⇒ sont fortement inter-confluentes :
a⇐= g=⇒ ⊆ g=⇒ a⇐=
preuve On veutmontrer que pour tous termes t, t1 et t2 , si t
a
=⇒ t1 et t g=⇒ t2 , alors il existe un terme
t ′ tel que t1
g
=⇒ t ′ et t2 a=⇒ t ′ . Toujours par induction sur t. Les cas ou t n’est pas un rédex
(ou n’est pas réduit par l’une des réductions en tenant compte de ce fait) se passent une fois
de plus sans problème. Sinon, dans le cas (a) où t = 〈λx s〉1 , on a t1 = s1[0
/
x] et t2 = s2[0
/
x]
avec s a=⇒ s1 g=⇒ s ′ et s g=⇒ s2 a=⇒ s ′ , on prend simplement t ′ = s ′[0/x]. Dans le cas (b) où






R1 et t2 = s2{r2R2
/
x} avec les hypothèses d’induction
















. Dans le cas (c) où t = 〈λx s〉r!R ,














avec les hypothèses d’induction



























l’égalité on prend un R ′ générique de la forme u1 · · ·unu! et on explicite les substitutions par
leur définitions. 
/
8-11 Corollaire. Les réductions a−→ et g−→ sont inter-confuentes :
a←− g−→ ⊆ g−→ a←−
8.1.5 Calcul typé
La syntaxe des types simples utilisée reste la même en présence de promotion :
τ ::= α
∣∣ τ→ τ
Le λ-calcul avec ressources et promotion typé
→
∆! s’obtient en restreignant la défini-
tion des termes de ∆! à la grammaire ci-dessous, où tτw¯ représente un terme t qui
possède le type τ dans un environnement w¯ = z1 :ω1, . . . , zn :ωk :










∣∣ Tσw¯Tσw¯ ∣∣ tσw¯ ∣∣ (tσw¯)!





semble des termes typés. Les types sont toujours conservés par réduction.
/
8-12 Propriété. Les réductions atomiques a−→ et groupée g−→ sont compatibles avec les types.
Lorsque un terme t peut être typé tτw¯, dans toute réduction t
a/g
−→ s, le réduit s peut être typé
de la même façon : sτw¯.
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preuve On utilise la même propriété que dans la preuve déjà donnée pour le calcul sans promotion
(voir la propriété 7-6) dans le cas de la réduction atomique. Pour la réduction groupée on
remarque de la même façon que si t et U peuvent être typés tτx :σ et U
σ , alors t ′ = t{U
/
x} peut
être typé t ′τ . 
On ne peut espérer que la réduction a−→ termine, même sur l’ensemble restreint
des termes typables (η en fait partie et ne normalise pas). En revanche nous allons
pouvoir montrer la terminaison de la réduction g−→ dans le cas typé (δδ n’en faisant
pas partie). Dans un premier temps, nous allons montrer la normalisation faible de
cette réduction par un procédé combinatoire similaire à celui qu’on peut utiliser pour
le λ-calcul ordinaire (méthode Tait–Martin-Löf ).
/
8-13 Théorème. La réduction groupée g−→ des termes typés normalise faiblement.
preuve La réduction groupée parallèle forcée gZ=⇒ (incluse dans g=⇒ , on force la réduction de tout
rédex visible) d’un terme t réduit strictement le maximum de la taille des types associés aux
rédex de t. Tout rédex de type σ → τ est de la forme 〈λx sτx :σ〉Tσ ; chacun est réduit en un






où le maximum de la taille des types associés aux
rédex de s∗ et T∗ sont strictement inférieurs à ceux de s et T . Puis on fait la remarque qu’un
terme normal pour gZ=⇒ est normal pour g−→ . 
8.1.6 Codage du λ-calcul différentiel
On remarquera que le λ-calcul différentiel [ER04 ; Vau07a], ainsi que ses réduc-
tions, peut être codé dans le λ-calcul avec ressources et promotion muni de la réduc-
tion groupée (on donne ici une traduction à partir de la syntaxe de Lionel Vaux) :
JxK := x
Jλx tK := λx JtK J(s)tK := 〈JsK〉JtK!
JD t · uK := λz 〈JtK〉JuKz!
La β-réduction est bissimulée de façon triviale par la réduction groupée ; la ré-




· u −→ λx ∂∂x s ·u devient :
λz 〈λx JsK〉JuKz! g−→ λx ∂
∂x
JsK · JuK
Cela dit, on peut également s’intéresser à ce codage, mais en considérant la réduc-
tion atomique. Il n’y a plus bissimulation (pour les même raisons qui font que le λ-
calcul ordinaire ne peut être codé avec ce genre de réduction). On notera cependant,
qu’en un certain sens, cette réduction décompose la β-réduction mais également la
réduction différentielle. En effet, on peut choisir une ressource z pour effectuer la
réduction dans le cas précédent :
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et on obtient des termes qui n’ont pas d’équivoque dans le λ-calcul différentiel.
8.1.7 Réduction à la Krivine
Nous avons jusqu’à présent substitué des ressources dans un terme selon leur
disponibilité. Nous allons maintenant les substituer selon la demande. On va s’inté-
resser à une réduction k−→ dont le principe peut être illustré par un exemple :
〈λx 〈x〉x〉uv! k−→ 〈λx 〈u〉x〉v! + 〈λx 〈v〉x〉uv!
Ici, on remarque que la variable x est active dans le terme λx 〈x〉x à la position ma-
térialisée par le symbole  dans le contexte λx 〈〉x . On substitue alors cette occur-
rence par l’une des ressources disponibles.
• Rédex généralisé
La définition formelle de cette réduction nécessite l’introduction de la notion de
contexte applicatif :
c ::= 
∣∣ λy c ∣∣ 〈c〉T
Une occurrence de variable x sera dite en position de tête d’un terme t lorsque ce
dernier s’écrit t = c[x], pour un certain contexte applicatif c. Un terme possède une
unique occurrence de variable en position de tête.
Nous pourrions ne nous intéresser qu’à cette occurrence de tête, mais nous sou-
haitons un peu plus de généralité. Nous allons pour cela considérer les termes à
σ-équivalence près [Reg94].
/
8-14 Définition. On définit la σ-équivalence sur les λ-termes avec ressources (et promotion),
notée ≡σ, comme la congruence engendrée par les équivalences élémentaires suivantes :
〈〈λx s〉U〉T ≡σ 〈λx 〈s〉T 〉U λy 〈λx t〉U ≡σ 〈λx λy t〉U
toujours avec la convention qui impose que les variables liées ne sont jamais réutilisées à
l’extérieur de leur lieur.
C’est une astuce qui permet d’apparier simplement une occurrence d’une va-
riable x d’un terme t avec l’éventuel paquet R qui contient les ressources destinées à
lui être substitué. Si ce paquet est présent dans t, on pourra par σ-équivalence trou-
ver un représentant de t qui contient un rédex de la forme 〈λx c[x]〉R , on dit alors
que l’occurrence de x en question est en position active.
Syntaxiquement, la σ-équivalence est une transformation linéaire (i.e. dans sa
définition toute méta-variable apparaît une et une seule fois à gauche et à droite
des équivalences qui l’engendrent). La notion d’occurrence de variable a donc un
sens même lorsqu’on considère les termes à σ-équivalence près. On note également
que les contextes applicatifs restent des contextes applicatifs par σ-équivalence. Leur
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structure impose le fait qu’une seule une occurrence d’une même variable peut être
en position active.
• Extraction d’une ressource
Pour définir formellement notre réduction nous avons besoin d’une nouvelle
forme de substitution. Les réductions précédentes utilisaient la substitution linéaire.
Cette opération consistait à placer une ressource particulière à un emplacement dési-
gné par une occurrence quelconque d’une variable donnée. Une somme était faite sur
l’ensemble des occurrences possibles. Nous souhaitons définir une opération duale :
une occurrence particulière d’une variable est choisie, on souhaite la remplacer par
une ressource quelconque d’un paquet donné. La somme sera faite cette fois sur l’en-
semble des ressources possibles.
Pour définir formellement cette opération, nous allons considérer des contextes
(au sens habituel, pas applicatif) à deux emplacements dont le premier emplacement
attend un terme et le deuxième un paquet. L’exemple le plus simple est le suivant :
t[1,2] = 〈1〉2
Pour éviter les problèmes de capture de variable on supposera comme toujours




t[dU,U] l’opération qui consiste à sommer sur toutes les possibi-
lités d’extraire une ressource atomique d’un paquet R, et placer à chaque fois dans
le contexte t la ressource sélectionnée à l’emplacement désigné par dU et les res-
sources restantes à l’emplacement désigné par U. Les symboles dU et U sont des
variables muettes liées au signe intégral qui permettent facilement de désigner les
emplacements du contexte t qui nous intéressent. Attention, dU prend la place oc-
cupée habituellement par un terme et pas par un paquet.
/
8-15 Définition. L’opération d’extraction linéaire
∫
R






















Illustrons cela grâce au contexte que nous avons pris pour exemple. Nous souhai-
tons le remplir avec les ressources d’un paquet contenant exactement trois ressources
u, v, w. Cela s’écrit : ∫
uvw
〈dU〉U = 〈u〉vw + 〈v〉uw + 〈w〉uv
Pour cette nouvelle opération, on obtient une propriété duale à celle de Schwarz,
qui s’apparente à celle de Fubini. D’autres raisons peuvent justifier l’emploi du signe
intégral pour cette notation, l’une d’elles sera donnée en 9.4.4.
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/
8-16 Propriété. Les opérateurs d’extraction linéaire commutent, on appellera cette propriété la









t[dU1, U1, dU2, U2]
• Dynamique
On peut enfin définir la réduction qui nous intéresse. Comme pour les réductions
précédentes, on va réduire un terme après avoir identifié une variable x et un paquet
R qui se correspondent. Les réductions précédentes plaçaient une ressource choisie
dans le paquet R à un emplacement désigné par une occurrence quelconque de la
variable x. La substitution linéaire utilisée pour cela faisant la somme sur l’ensemble
des occurrences de x qu’on peut choisir. La nouvelle réduction utilise une approche
duale, elle va s’intéresser à une occurrence particulière de la variable x, et la rem-
placer par une ressource quelconque du paquet R. L’opération d’extraction linéaire
va être utilisée pour cela, elle nous permet de faire une somme sur l’ensemble des
ressources de R qu’on peut choisir.
/
8-17 Définition. La réduction à la Krivine est la clôture contextuelle de la réduction suivante
sur les λ-termes avec ressources simples considérés à σ-équivalence près :
〈λx c[x]〉R k−→ ∫
R
〈λx c[dU]〉U
le nom c désigne ici un contexte applicatif.
Cette réduction est déterministe sur un rédex donné. À la différence des réduc-
tions précédentes où on laissait libre le choix de la ressource utilisée pour la substitu-
tion, ici on fixe l’occurence de variable à substituer en choisissant celle qui est active.
Laisser libre le choix de la variable à substituer en utilisant un contexte c quelconque
aurait également un sens.
/
8-1 Remarque. La réduction opérée dans une machine de Krivine [Kri08 ; ER06a], dite réduc-
tion linéaire de tête, s’exprime de façon similaire sur les λ-termes ordinaires si on les consi-
dère à σ-équivalence près. C’est l’instance de la règle suivante qui opère systématiquement
sur l’occurrence de variable qui est en position de tête si celle-ci est active dans le terme qu’il
faut réduire :
(λx c[x])t −→ (λx c[t])t
Cette règle correspond à notre réduction lorsque R est comme tous les paquets, de la forme t!.
Plusieurs occurrences de variables peuvent être en position active, or pour
chaque occurrence de variable en position active dans un terme t, il existe une réduc-
tion de t associée. Si nous avions défini une telle réduction dans le λ-calcul avec res-
sources sans promotion, en l’absence de duplication, on pourrait montrer que cette
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réduction est fortement confluente. En présence de promotion on va tout de même
montrer qu’elle est confluente.
La réduction que nous venons de définir est intéressante car elle est atomique
(dans le sens où elle transmet les ressources une à une) et possède tout de même une
propriété de normalisation en présence de promotion (pour les termes typés).
• Réduction parallèle
Ici, une fois de plus on peut obtenir un théorème de confluence en passant par
une réduction à la Krivine parallèle k=⇒ . La réduction d’un terme qui peut être écrit
sous forme de rédex (par σ-équivalence) est traitée comme suit (on étend naturelle-
ment la réduction aux contextes) :
c
k
=⇒ c∗ R k=⇒ R∗
〈λx c[x]〉R k=⇒ ∫
R∗
〈λx c∗[dU]〉U
en complément des règles habituelles :
x
k






=⇒ r∗ R k=⇒ R∗
〈r〉R k=⇒ 〈r∗〉R∗
On vérifie que cette définition ne dépend pas du représentant choisi.
/








preuve Par induction sur R. Le cas R = 1 est évident. Le cas R = ST s’obtient directement avec les
hypothèses d’induction. Les cas R = r et R = r! s’obtiennent par réduction parallèle d’un
contexte : si t k=⇒ t∗ , r k=⇒ u∗ , et S k=⇒ S∗ alors t[r, S] k=⇒ t∗[r∗, S∗]. 
Avec ce lemme on prouve le théorème de confluence attendu.
/
8-19 Théorème. La réduction k=⇒ est fortement confluente :
k⇐= k=⇒ ⊆ k=⇒ k⇐=
preuve On veut montrer que pour tous termes t, t1 et t2 , si t
k
=⇒ t1 et t k=⇒ t2 , alors il existe
un terme t ′ tel que t1
k
=⇒ t ′ et t2 k=⇒ t ′ . On procède par récurrence sur la taille d’un
représentant de t (ils ont tous la même taille). Une fois de plus, les constructions simples
ne posent pas de problème, on se référera aux preuves déjà établies. Lorsque t s’écrit sous la







〈λx c2[dU]〉U avec par hypothèse de récurrence c
k
=⇒ c1/c2 k=⇒ c ′ et R k=⇒
R1/R2
k
=⇒ R ′ . Grâce au lemme on sait que t ′ = ∫
R ′
〈λx c ′[dU]〉U fait l’affaire. 
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/
8-20 Corollaire. La réduction k−→ est confluente :
k←− k−→ ⊆ k−→ k←−
On pense également que cette réduction possède une propriété d’inter-confuence
avec les deux autres, la réduction atomique et la réduction groupée.
8.2 Réseaux différentiels et boîtes exponentielles
Nous souhaitons présenter ici le système qui correspond aux réseaux de preuve
d’une logique linéaire différentielle complétée. C’est-à-dire combinant promotion et
opérateurs différentiels.
C’est un système qui permet d’exprimer le λ-calcul avec ressources et promotion.
En effet, la traduction du λ-calcul avec ressources donnée en 7.3.1 s’étend tout sim-
plement aux promotions de la manière suivante (on change légèrement de notation







8.2.1 Réductions des boîtes face aux opérateurs différentiels
Se rajoutent aux règles de réduction déjà rencontrées en 3.1.2 pour les boîtes, et en
7.2.2 pour ce qui concerne les opérateurs différentiels, les trois règles présentées ici.
Ces règles sont déclenchées par l’arrivée d’un opérateur différentiel devant l’entrée
d’une boîte exponentielle.
Entrée-Promotion−Co-affaiblissement Un co-affaiblissement arrivant sur l’entrée
d’une boîte rentre dans cette boîte.


















En termes de ressources, cela correspond au fait qu’une usine n’ayant accès à
aucune ressource pour un certain type d’approvisionnement ne peut générer que
des produits n’utilisant aucune ressource de ce type.
Entrée-Promotion−Co-contraction Une co-contraction arrivant sur l’entrée d’une



















... !B !B ...
Cela correspond au fait qu’une usine ayant deux sous-traitants qui la fournissent
en ressources au travers d’un même lien d’approvisionnement peut générer des pro-
duits qui accéderont eux-mêmes aux ressources de ces deux fournisseurs (à la ma-
nière de services).
Entrée-Promotion − Co-déréliction Lorsqu’une co-déréliction rencontre l’entrée
d’une boîte, elle réagit selon la règle de la chaîne.




























L’interprétation est ici qu’une usine que l’on fournit avec une ressource atomique
unique, pour un certain type d’approvisionnement (ici B), doit générer exactement
un produit utilisant cette ressource, et éventuellement d’autres produits n’utilisant
pas ce type de ressource.
8.2.2 Boîtes et somme
Il est important de remarquer que chaque boîte est paramétrée par un élément
dumonoïde considéré. Les sommes générées par les interactions différentielles n’ont
pas une portée globale, mais une portée restreinte à la première boite qui les contient.
Une boîte exponentielle contenant la somme de deux réseaux est cependant re-
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On remarque aussi que ces équivalences pourraient être orientées (vers la droite)
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dans le but d’être intégrées au processus de réduction. La réduction préserverait
alors sa propriété de confluence.
8.2.3 Propriétés
Ce système est localement confluent modulo les équivalences données en 3.1.4.
Une preuve de normalisation a été formulée par Paolo Tranquilli dans un cadre in-
tuitionniste. Une preuve par réalisabilité de la normalisation faible de ce système est
donnée en 11.4.
8.3 Interprétation des réductions du λ-calcul avec ressources et
promotion
Nous avons présenté en 7.3.2 une simulation du λ-calcul avec ressources dans
le système des les réseaux différentiels. Nous n’avons pas écrit la preuve, mais des
simulations du même genre existent vraisemblablement pour les réductions a−→ ,
g
−→ et k−→ du λ-calcul avec ressources et promotion dans les réseaux différentiels
avec boîtes de promotion. À chacune de ces réductions correspond une stratégie de
réduction particulière dans les réseaux.
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Chapitre 9
Super-promotion et réplication
La super-promotion est une nouvelle construction qui permet l’effacement et la
duplication de données. Contrairement à la promotion, elle conserve la symétrie des
modalités qui est présente dans la logique différentielle de base. Elle semble incon-
tournable pour étendre la traduction [EL07] du pi-calcul finitaire vers les réseaux
d’interaction différentiels, qui a été proposée par Thomas Ehrhard etOlivier Laurent,
à la réplication. En contrepartie, avec cette généralisation certaines réductions ne ter-
minent pas.
On va dans un premier temps introduire directement la règle super-promotion.
Elle est proche de l’intuition que l’on peut trouver dans le pi-calcul. On peut éga-
lement la faire apparaître dans un λ-calcul avec ressource. La règle alternative dite
réplication sera présentée ensuite. Elle est dans un certain sens plus atomique, et le
système de réduction associé est plus satisfaisant dans les réseaux pour cette variante
fonctorielle.
Le critère de correction pour ces nouvelles constructions n’est devenu clair
qu’après la considération d’un typage plus expressif que celui que nous avons consi-
déré jusqu’alors pour les réseaux. Ce formalisme ne sera présenté que dans le cha-
pitre suivant, il repose sur une présentation de la logique linéaire différentielle dans
un calcul où les séquents sont remplacés par des structures plus flexibles.
9.1 Motivations
On adjoint souvent au pi-calcul une construction de réplication gardée !a. P, voire
une réplication plus générale !P, pour un processus P quelconque. Cette construction
vérifie !P ≈ P | !P. On notera la similarité avec la correspondance t! ≈ 1 + tt! citée
lorsqu’on a parlé de λ-calcul avec ressources et promotion. Si on considère le pi-calcul
sous un angle « linéaire » où l’on souhaite que tous les processus soient consommés
avant d’obtenir un résultat, l’équivalence structurelle qu’il faudrait adopter serait
effectivement !P ≈ 1 + P | !P où même !P ≈ Σ+∞n=0
1
n!(P | · · · | P) si on souhaite utiliser
une interprétation quantitative.
Cependant, contrairement à la promotion qui agit sur une ressource unique, la
réplication des processus du pi-calcul se fait sur des processus qui contiennent plu-
sieurs entités. Par exemple si P = a. R | b. S, l’expression développée de sa réplication
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devient :
!P ≈ 1 + a. R | b. S + a. R | b. S | a. R | b. S + · · ·




λ-calcul avec ressources. On se propose donc de remplacer la construction promotion
par une super-promotion qui agit sur les paquets.
/
9-1 Définition. La syntaxe du λ-calcul avec ressources et super-promotion s’exprime ainsi :
t ::=
x
∣∣ λx t ∣∣ 〈t〉T
0
∣∣ t+ t T ::= 1
∣∣ TT ∣∣ t ∣∣ T !
0
∣∣ T + T
La promotion permettait de former un paquet en répliquant un terme, la super-
promotion crée elle un paquet en répliquant un paquet. Mais dans le λ-calcul la
réduction devient quelque peu problématique. On pourrait en effet l’exprimer ainsi
lorsqu’un paquet promu est présent dans un rédex :
〈λx s〉U!R a−→ 〈λx s〉R + 〈λx s〉UU!R
en utilisant comme précédemment une similarité, ici U! ≈ 1+UU!. Mais cette réduc-
tion « explose ». Contrairement à la réduction qu’on utilisait pour une promotion
simple :





l’absence de substitution linéaire fait qu’on peut poursuivre indéfiniment la réduc-
tion du terme à droite de la somme (dans lequel le rédex originel est réapparu), sans
nécessairement obtenir un terme nul.
9.2 Super-promotion
Dans le monde différentiel, il est possible de retarder le moment où l’on se rend
compte que le nombre de ressources qu’on possède ne permet pas de faire interagir
chacune d’entre elle. Cette facilité fait qu’il est possible de généraliser la règle de
promotion, on y parvient dans la syntaxe des réseaux.
9.2.1 Boîtes de super-promotion
Les boîtes de super-promotion vont permettre d’isoler un morceau de réseau qui
pourra être répliqué à volonté. Pour que cela ait un sens il faut que tout les liens
accessibles soient sous une modalité exponentielle puisque la quantité de ressources
transmises par ces liens peut varier.







Jusqu’à présent on a utilisé une promotion qui jouait ce rôle en proposant une
seule sortie sous la modalité ‹ ! › et un nombre variable d’entrées sous la modalité
‹ ? ›. Le nombre de ressources désiré sur l’unique sortie commandait le nombre de
copies du contenu de la boîte qu’il faut générer, et en même temps le nombre de
ressources qu’il faut demander sur les liens associés aux entrées. Dans le monde dif-
férentiel rien ne nous empêche de proposer plusieurs sorties de modalité ‹ ! › et de
décorréler complètement le nombre de ressource demandé et le nombre de copies
nécessaire. Tant pis si ce nombre de copies est différent lorsque l’on veut satisfaire
indépendamment des demandes faite sur chacune des sorties. La dynamique du cal-
cul différentiel fait en sorte qu’on s’en aperçoive plus tard, car la réduction terminera
en fin de compte sur un réseau nul.
On peut en particulier exprimer la super-promotion telle qu’on a tenté de l’in-
troduire dans le λ-calcul, et on parviendra cette fois à définir réduction satisfaisante.
Par exemple la super-promotion d’un paquet de deux ressources
(
uv









• Sorties multiples et critère de validité
On ne perçoit pas encore l’intérêt d’avoir des boîtes munies de plusieurs sorties,
c’est en fait la dynamique de la réduction (que nous décrirons juste après) qui néces-
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site cela. Cependant, à cause de cette généralisation forcée par la dynamique, nous
allons devoir renoncer temporairement à toute notion de validité pour un réseau.
La règle du calcul des séquents que nous avons besoin d’ajouter pour coder le
λ-calcul avec super-promotion, et qui correspond à des boîtes de super-promotion




Et jusqu’à présent, le critère de validité le plus naturel pour un réseau était l’exis-
tence d’une forme séquentialisée de celui-ci dans le calcul des séquents. Cependant,
dans le monde différentiel, la syntaxe des séquents n’est pas assez souple pour pou-
voir exprimer une élimination des coupures. Cela pose déjà quelques difficultés en
présence d’une simple co-contraction, c’est un véritable problème en présence de
super-promotion.
La syntaxe des réseaux est elle très souple (et même trop souple car elle ne donne
justement pas l’indication de validité recherchée). Nous donnerons les réductions de
la super-promotion dans cette syntaxe, et nous nous contenterons dans un premier
temps de justifications sémantiques, à défaut de justifications logiques. Nous intro-
duirons en 10.2 un formalisme qui sera à la fois séquentiel et suffisamment souple
pour exprimer la réduction. C’est ce formalisme qui nous donnera un critère de cor-
rection clair pour exprimer la validité d’un réseau. En attendant, on sera rassuré de
savoir que lorsqu’un réseau est construit avec la construction donnée ici (qui permet
d’introduire des boîtes à une seule sortie), il est valide au sens de ce futur critère. Et
bien que les réductions que nous proposerons ci-devant sont susceptibles de faire ap-
paraître des réseaux qui ne peuvent être construits avec cette construction restreinte,
la véritable notion de validité sera elle préservée par réduction.
En particulier la règle du calcul des séquents à laquelle on peut penser pour in-




est incorrecte vis-à-vis de la bonne notion de validité.
9.2.2 Réduction des super-promotions
Comme dans le cas des autres constructions avec boîte, les ports externes d’une
super-promotion seront tous considérés principaux.
• Interactions structurelles
Un premier jeu de réductions vient compléter l’ensemble de réductions structu-
relles des réseaux différentiels.
Affaiblissement−Sortie-Super-Promotion Les opérateurs affaiblissement sont in-
gérés par les boîtes de super-promotion. Les boîtes produites par de telles interac-
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Entrée-Super-Promotion − Co-affaiblissement Cette règle est similaire à la règle
précédente et à celle que l’on connaissait déjà pour la promotion. Les opérateurs
















Contraction− Sortie-Super-Promotion Les opérateurs contraction sont également
ingérés par les boîtes de super-promotion. Les boîtes produites par de telles interac-



















Entrée-Super-Promotion−Co-contraction Bien sûr, cette règle est de nouveau simi-



















... !B !B ...
Notons que les règles qui modifient le nombre de sorties d’une boîtes sont celles
qui génèrent potentiellement des réseaux qu’il n’est pas possible de construire direc-
tement selon les règles admises.
• Instanciation
Dans les réseaux différentiels, lorsqu’une déréliction ou une co-déréliction ren-
contre un opérateur structurel d’affaiblissement ou de contraction, des réductions
indéterministes ont lieu. Face à une boîte de super-promotion cela ne va pas être le
cas, il suffira de distinguer une instance du contenu de la boîte. On va même pouvoir
identifier dans les règles suivantes le noyau opérationnel qui était à l’origine de la
règle de la chaîne (présentée dans le chapitre précédent, cf. 8.2.1).
Sortie-Super-Promotion − Déréliction La réduction d’une boîte de super-
promotion face à une déréliction se fait de la façon décrite ci-dessous. Une certaine
























Entrée-Super-Promotion−Co-déréliction Cette règle est similaire à la règle précé-
dente. Une certaine copie du contenu de la boîte va consommer l’unique ressource
























Une dernière règle régit l’interaction entre deux boîtes. Cette règle est de nature
complexe du point de vue computationnel et est à l’origine de la non terminaison du
système de réduction.
Entrée-Super-Promotion− Sortie-Super-Promotion Lorsque deux boîtes de super-
promotion sont liées, elles peuvent interagir pas à pas après développements suc-





!A ′1 ... !A
′
p ′
!B ′1 ... !X
!X
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apparaît, on peut utiliser l’expansion suivante sur les deux boîtes pour deviner la




















Cette règle est celle qui réécrit le rédex originel en une seule étape vers la super-
position de quatre réseaux obtenue après développement des deux boîtes et réduc-
tion. On donne ici cette règle pour des boîtes qui possèdent, outre la porte qui forme
























































































Un seul rédex est gardé dans un état non réduit dans cette superposition de
réseaux, celui qui correspond à l’interaction entre deux nouvelles boîtes de super-
promotion.
On voit ici apparaître le caractère récursif (non terminant) de l’interaction entre
deux boîtes. Ce n’est pas le seul problème que l’on peut reprocher à cette règle.
Elle ne respecte pas les sémantiques quantitatives telle que la sémantique finitaire
[Ehr05] : dans l’expansion proposée si la boîte originelle pouvait être développée
selon une série exponentielle habituelle, la boîte qui apparaît dans l’autre terme ne
correspond pas à la même série. Le lecteur trouvera d’avantage de détails à ce propos
dans [ER06b, page 28].
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9.2.3 Équivalences
Comme précédemment, une somme possède une portée limitée à la boîte im-
médiatement englobante. Néanmoins, une boîte de super-promotion contenant la

















On remarquera que la terminologie a été choisie de façon à ce que cela corres-
ponde avec la propriété bien connue qui dit que l’exponentielle d’une somme est
égale au produit des exponentielles. Ce même morphisme, du point de vue des élé-
ments neutres, est justifié par une équivalence similaire pour une boîte contenant











On obtient plus généralement le développement de Taylor–Ehrhard suivant :























Appliquée récursivement, cette équivalence permet d’écrire tout réseau sans
construction utilisant une boîte. Cela a pour coût la présence de réseaux arbitrai-
rement grands dans la somme obtenue.
9.2.4 Codage de la promotion
Une promotion habituelle se code grâce à une super-promotion et une co-









On pourra vérifier que selon ce codage, on retrouve certaines réductions habituelles
des boîtes exponentielles, modulo les équivalences énoncées plus haut.
La réduction obtenue pour l’interaction entre deux promotions est néanmoins
décevante. Le système présenté dans la section suivante présente une version fonc-
torielle des boîtes de super-promotion. Il a l’avantage de ne pas introduire d’η-
expansions inutiles lors des réductions, et on pourra coder les promotions habituelles
dans ce système de façon plus satisfaisante.
9.3 Réplication
On préfère parfois une version fonctorielle de la promotion à une promotion clas-
sique. De lamême façon on pourra préférer travailler avec une version fonctorielle de
de la super-promotion. On utilisera le nom réplication pour cette nouvelle construc-
tion.
9.3.1 Boîtes de réplication









Enfouissement, Co-enfouissement Pour retrouver l’expressivité du système pré-
cédent nous considérons en plus des affaiblissements, des contractions, des dérélic-
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tions (et des opérateurs duaux), les opérateurs enfouissement et co-enfouissement







9.3.2 Réduction des réplications fonctorielles
Quatre opérateurs produisent la modalité exponentielle, et leurs quatre opéra-
teurs duaux la consomment. Avec les boîtes, nous devrons considérer un système
de réduction des exponentielles qui possède au total 5 × 5 = 25 règles. Les neuf in-
teractions entre affaiblissement, contraction, déréliction et opérateurs duaux ont été
déjà étudiées et restent inchangées. Nous allons expliciter maintenant les seize règles
manquantes.
Affaiblissement − Sortie-Réplication Dans sa version fonctorielle, une boîte de














Contraction − Sortie-Réplication Dans sa version fonctorielle, une boîte de répli-




























Déréliction − Sortie-Réplication Une boîte de réplication fonctorielle se fait sim-

















Enfouissement − Sortie-Réplication Une boîte de réplication fonctorielle se fait
dédoubler par un enfouissement.


























Entrée-Réplication − Co-affaiblissement, Entrée-Réplication − Co-contraction,
Entrée-Réplication−Co-déréliction, Entrée-Réplication−Co-enfouissement Ces règles
de réductions sont obtenues par symétrie des modalités exponentielles. On les dé-
duit des quatre règles que nous venons de présenter.
Entrée-Réplication−Sortie-Réplication Deux boîtes de réplication fonctorielle qui










A ′1 ... A
′
p ′
B ′1 ... X
!X






















A ′1 ... A
′
p ′
La terminaison de la réduction boîte contre boîte ne pose plus de problème de
terminaison. En réalité, dans le système fonctoriel, on s’aperçoit que ce problème
vient plus spécifiquement de l’interaction entre enfouissement et co-enfouissement
qui sera étudiée un peu plus loin.
9.3.3 Réduction de l’opérateur enfouissement
Maintenant que nous avons explicité toutes les réductions faisant intervenir des
boîtes de réplication, il reste à expliciter les interactions de l’opérateur enfouisse-
ment face aux quatre autres opérateurs : le co-affaiblissement, la co-contraction, la
co-déréliction et le co-enfouissement. On s’apercevra que la complexité de l’interac-
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tion entre les opérateurs différentiels et les boîtes de promotion provient essentielle-
ment de leur interaction avec la composante « enfouissement » qui est incluse dans
ce type de boîte.
Co-affaiblissement − Enfouissement Une façon de deviner cette interaction











Co-contraction− Enfouissement Une façon de deviner cette interaction consiste à
remarquer qu’une contraction est équivalente aux deux réseaux ayant la même in-
















Co-déréliction−Enfouissement Cette règle décrit une réduction locale qui corres-

















Co-enfouissement − Affaiblissement, Co-enfouissement − Contraction,
Co-enfouissement − Déréliction, Une fois de plus, ces règles sont obtenues par
symétrie des modalités exponentielles.
Co-enfouissement−Enfouissement L’interaction problématique est à présent celle
































Et la règle que l’on peut écrire avec celles-ci ne termine pas et ne respecte pas les
sémantiques quantitatives.





























































En particulier, contrairement à la déréliction, l’enfouissement a une interaction
déterministe avec les opérateurs structurels (co-affaiblissement et co-contraction)
mais pas avec lui-même.
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9.3.4 Équivalences
Tout se passe comme dans le cas des boîtes de super-promotion. On fera seule-
ment attention à rajouter les dérélictions et co-dérélictions nécessaires dans le déve-
















! ! !! ! !! ! !
? ? ?









On remarquera que les opérateurs enfouissement et co-enfouissement peuvent
également être développés :
































































Les mêmes équivalences peuvent bien sûr être écrites pour les opérateurs duaux.
On peut également en trouver certaines qui font intervenir des boîtes.
9.3.5 Codage de la promotion
Une promotion habituelle se code grâce à une réplication et des enfouissements










À présent, la règle habituelle de réduction entre deux promotions est naturelle-
ment codée par le système. Les autres interactions que peuvent avoir les boîtes sont
simulées modulo les équivalences que nous venons d’évoquer impliquant les opéra-
teurs enfouissement.
La super-promotion se retrouve elle de cette façon :












9.4 Discussion et perspectives
9.4.1 Justification sémantique
La principale justification aux systèmes que nous avons présentés est de na-
ture sémantique. Nous présenterons une sémantique relationnelle pour les nouvelles
constructions différentielles en 12.2. Les codages que nous venons d’écrire se com-
prennent d’ailleurs plus facilement lorsqu’on connaît la sémantique relationnelle qui
est associée aux différentes constructions qu’ils contiennent. Les réductions et co-
dages que nous avons décrits préservent tous cette sémantique.
9.4.2 Critère de validité
Il est difficile d’exprimer un critère de validité dans ces systèmes tels qu’ils ont
été introduits. On peut chercher une notion de cycle au sens du critère de Danos–
Regnier en considérant les nœuds co-contraction comme des nœuds tenseur et les
nœuds contraction comme des nœuds par, mais c’est relativement compliqué. Le
réseau suivant contient un cycle caché :
! !
Ce cycle apparaît lorsqu’on décompose la boîte selon un développement de Tay-
lor–Ehrhard. On a bien envisagé de travailler avec le critère hérité de ce développe-
ment, mais celui-ci s’avère difficile à manipuler. Donnons d’autres exemples parti-
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culièrement atypiques : établir un lien entre deux sorties d’une même boîte donne
généralement un réseau correct, pourvu que son contenu soit lui-même correct (ob-







Le problème est que les différents liens sortants d’une boîte (de super-promotion
ou de réplication) doivent être considérés comme liés par un connecteur ⊗ et non
pas par un connecteur `. Les séquents utilisés jusque là pour définir l’interface de
nos réseaux ne savent parler que de relations `. Nous donnerons dans le prochain
chapitre un formalisme de structures qui savent parler de relations ⊗ entre les fils
d’une interface aussi bien que de relations `. Ce formalisme donnera un critère de
validité solide qui passe par l’existence d’une séquentialisation (appelée ainsi bien
qu’elle ne soit pas faite avec des séquents).
9.4.3 Non terminaison
Les systèmes présentés possèdent chacun une règle problématique qui ne ter-
mine pas et qu’il serait préférable d’éviter si on le pouvait. Pour donner une idée des
travaux en cours, certaines raisons poussent à croire que la non terminaison des sys-
tèmes présentés est artificiellement introduite parce qu’on considère des boîtes qui
sont des macro-entités (des constructions globales).
Un système hybride où les entrées et sorties de boîtes exponentielles peuvent être
indépendamment de toutes les autres portes de type soit fonctoriel soit non foncto-
riel aurait un sens. D’un point de vue sémantique cela ne pose aucun problème. Côté
opérationnel, la dynamique des portes fonctorielles peut être conservée, et pour évi-
ter les réductions problématiques on se rend compte que la dynamique des portes
non fonctorielles peut être inversée : elle peut se faire avec l’intérieur de la boîte
plutôt qu’avec l’extérieur.
Affaiblissement− Entrée-non-fonctorielle
























































Les opérateurs enfouissement et co-enfouissement n’ont plus besoin d’être in-
troduits, il s’expriment avec ces boîtes hybrides. Dans le codage qui leur correspond
leur port principal a changé de direction, et cela évite précisément leur interaction
problématique.



























Mais il semble qu’une réduction adéquate peut être écrite dans système où ces
boîtes sont localisées (comme dans les chapitres de la première partie) et peuvent
partiellement se superposer. . .
9.4.4 Sur le λ-calcul avec ressources et super-promotion
Revenons également sur la super-promotion dans le λ-calcul avec ressources. En
fait, la réduction que nous avons proposée pour la super-promotion (rappelée ici)
n’est pas la seule réduction envisageable.
〈λx s〉U!R a−→ 〈λx s〉R + 〈λx s〉UU!R
Nous avons introduit l’opération d’extraction d’une ressource en 8.1.7.2, or avec cette
opération on pourrait également envisager une réduction du type :









Cette réduction rappelle une formule mathématique bien connue lorsque le λ-terme
λx s est assimilé à une fonction s : R −→ R :
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C’est déjà une nouvelle variation pour le λ-calcul avec ressource de base, qui est plus
proche de celle des réseaux (car symétrique en offre et demande), et elle s’étend à la
promotion ou même à la super-promotion :
∂
∂x











Elle ne provoque pas automatiquement l’« explosion » dont il a été plusieurs fois
question. En revanche, bien que sa sémantique qualitative soit correcte, sa séman-
tique quantitative ne l’est pas (même dans le calcul sans promotion).
202 9.4. DISCUSSION ET PERSPECTIVES
203 PROPOS AUTOUR DES RÉSEAUX DE LA LOGIQUE LINÉAIRE
Chapitre 10
Logique différentielle
Nous proposons dans ce chapitre un nouveau formalisme logique qui permet
d’exprimer sainement le paradigme différentiel. Il est fortement inspiré du calcul
des structures, étudié par Alessio Guglielmi et Lutz Straßburger dans le cadre de la
logique linéaire [Str03]. Il permettra une formulation plus claire des règles de réduc-
tion que nous avons évoquées dans les réseaux, car il contient intrinsèquement le
critère de correction qui nous manquait.
10.1 La rigidité des séquents
Peut-on exprimer le calcul différentiel tel qu’il a été introduit dans les réseaux à
l’aide d’un calcul des séquents ? On rappelle que les connecteurs multiplicatifs sont
introduits en logique linéaire de la façon suivante :
⊢ Γ1, A ⊢ Γ2, B
⊢ Γ1, Γ2, A⊗ B
tenseur
⊢ Γ,A, B





On peut s’en inspirer et introduire les constructions co-contraction, contraction, co-
affaiblissement et affaiblissement de façon similaire.
⊢ Γ1, !A ⊢ Γ2, !A
⊢ Γ1, Γ2, !A
co-contraction







Mais on se heurte à une particularité lorsqu’on veut écrire la règle de réduction lors
de l’interaction entre une co-contraction et une contraction. La syntaxe des séquents
est très rigide, et c’est au prix de quelques contorsions que l’on parvient à écrire la
règle d’élimination pour une telle coupure.





⊢ Γ1, Γ2, !A
co-contraction






















⊢ ?A⊥, ?A⊥, !A
co-con-
traction
⊢ ?A⊥, ?A⊥, Γ3
pi3
⊢ ?A⊥, ?A⊥, ?A⊥, ?A⊥, Γ3
cut2
⊢ ?A⊥, ?A⊥, ?A⊥, ?A⊥, Γ3
commutation
⊢ ?A⊥, ?A⊥, Γ3
contraction2
⊢ Γ1, Γ2, Γ3
cut2
L’astuce consiste à introduire un peu artificiellement (on pourra comprendre plus
tard ce qui justifie l’emploi de ce qualificatif) de nouveaux axiomes pour effectuer
la jonction entre les nouvelles coupures. Mais ce genre de contournement à des li-
mites. Si on souhaite introduire une super-promotion dans ce calcul des séquents,
on se trouve cette fois face à une réelle impossibilité syntaxique lorsqu’on souhaite
exprimer leur dynamique.
10.2 Un calcul de structures
Les structures qu’on considère contiennent des formules de la logique linéaire,
elles possèdent la syntaxe suivante :
σ ::= ·
∣∣ σ ; σ ∣∣ ◦ ∣∣ σ , σ ∣∣ A
On utilisera les noms σ, τ, ω. . . pour désigner des structures. Les structures forment
de bon candidats pour définir l’interface d’un réseau, meilleures que de simples
listes de formules (i.e. des séquents). Abstraction faite des formules, les structures
définissent une interface pour des câblages qui, contrairement aux simples listes de
liens, évite les problèmes de cyclicité lors des compositions.
On va introduire des dérivations. Elles sont obtenues par l’application successive
d’un certain nombre de règles élémentaires :
σ
τ
et possèdent la forme suivante :











Ces dérivations correspondent à un raisonnement et donnent une façon de dé-
duire une structure τ, dite conclusion, d’une structure σ, dite hypothèse. Une dériva-
tion est une preuve de sa conclusion τ lorsque cette dérivation part d’une hypothèse
vide ‹ · ›. C’est une contre-preuve de son hypothèse σ lorsqu’elle aboutit à la conclu-
sion inerte ‹ ◦ ›. Nous évoquerons plus tard un résultat de cohérence stipulant qu’il
ne peut exister à la fois une preuve et une contre-preuve d’une même formule.
10.2.1 Règles structurelles
Fondamentalement les symboles binaires ‹ ; › et ‹ , › utilisés pour les structures







Ces symboles admettent respectivement pour éléments neutres ‹ · › et ‹ ◦ ›, à













Viennent ensuite des propriétés d’associativité.
(σ ; τ) ;ω
associativité
σ ; (τ ;ω)
(σ , τ) , ω
associativité
σ , (τ , ω)
Dans cet ensemble toutes les règles sont réversibles. Ces règles pourraient donc
nous servir à quotienter les structures, néanmoins on ne souhaite pas perdre l’iden-
tité des emplacements de formules qu’elles contiennent. Dans la dérivation sui-
vante :
((A ;A) ;A) ;A
associativité
(A ;A) ; (A ;A)
échange
(A ;A) ; (A ;A)
associativité
((A ;A) ;A) ;A
la structure donnée en hypothèse et la structure obtenue en conclusion sont en ap-
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parence similaires, mais il ne faut pas oublier de prendre en compte le fait que la
position de deux formules A ont été inversées. Même si ce sont les mêmes formules,
leur emplacement les distinguent. Pour être plus précis, il faudrait étiqueter les em-
placements de cette façon :
((A3 ;A4) ;A1) ;A2
associativité
(A3 ;A4) ; (A1 ;A2)
échange
(A1 ;A2) ; (A3 ;A4)
associativité
((A1 ;A2) ;A3) ;A4
En pratique, on écrira toutes les dérivations composées uniquement de règles struc-
turelles de façon abrégée :
A ;A ;A ;A
⋄
A ;A ;A ;A
en expliquant à coté quelle est la permutation correspondante lorsqu’il y a ambiguïté
(ce qui n’arrive que lorsqu’une même formule apparaît plusieurs fois).
• Règles d’appariement
Une dernière règle structurelle mélange les deux symboles binaires, elle est déjà
connue sous le nom de distributivité faible et existe sous deux formes :
(σ , τ) ;ω
appariement
σ , (τ ;ω)
(σ , τ) ;ω
appariement
(σ ;ω) , τ
Par commutativité, et grâce à l’utilisation de règles sous des contextes structu-
rels (ce sera expliqué bientôt), il n’est en fait nécessaire d’introduire que l’une des
deux, l’autre pouvant être déduite. Cependant, utiliser l’une ou l’autre de ces formu-
lations fait un choix irréversible sur la façon d’utiliser l’hypothèse (ou de prouver la
conclusion).
Toutes les règles que nous avons vu jusqu’à présent laissent les formules inchan-
gées, et sont appelées règles structurelles. Nous verrons qu’un réseau peut être as-
socié à une dérivation de σ vers τ. Ce réseau contient des ports libres typés par les
formules qui apparaissent dans l’hypothèse σ et des ports libres typés par les for-
mules qui apparaissent dans la conclusion τ. Toutes les règles structurelles évoquées
vont être traduites par de simples câblages qui relient les premiers aux seconds.
10.2.2 Règles logiques
Les règles qui inspectent le contenu des formules sont appelées règles logiques.
Une fois de plus, on va énumérer ces règles en les regroupant dans différents frag-
ments.
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· Fragment identité Ces règles sont nécessaires pour atteindre l’expressivité clas-







· Fragment multiplicatif Ce fragment est celui qui empaquette la structure dans les

























Dans les réseaux, les règles structurelles vont être traduites par de simples manipu-
lations de fils. Ces nouvelles règles seront traduites par des réseaux qui regroupent
plusieurs fils hypothèse en un seul fil conclusion (ou inversement) : les réseaux élé-
mentaires formés d’un nœud multiplicatif. Ceux-ci pourront être orientés de deux
façons, leur port principal peut être considéré comme un port hypothèse ou comme
un port conclusion, et c’est pour cela qu’il y a deux règles associées à chacun.
· Fragment exponentiel Les règles qui correspondent aux opérateurs différentiels






































Toutes ces règles, qu’elles soient structurelles ou logiques, peuvent être placées
dans un contexte structurel. Par exemple, les règles suivantes sont valides, elles sont
obtenues à partir de la règle contraction↓ en plaçant son hypothèse et sa conclusion
dans un même contexte, σ , pour la première et σ ; pour la seconde.
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σ , ?A , ?A
− , contraction↓
σ , ?A
σ ; (?A , ?A)
− ; contraction↓
σ ; ?A
On va de plus utiliser des abréviations lorsque plusieurs règles peuvent être uti-
lisées simultanément et que l’ordre dans lequel elles sont placées n’importe pas :
?A , ?A , ?A , ?A
contraction↓ , contraction↓
?A , ?A
Ce n’est qu’une notation, mais on peut ainsi placer plusieurs règles au sein d’un
même contexte structurel.
On peut dès à présent comprendre l’avantage de ce calcul de structures par rap-
port à une présentation classique sous forme de séquents. Considérons la règle :
σ , (!A ; !A)
− , co-contraction↓
σ , !A
Dans la tentative faite pour d’introduire la co-contraction dans le calcul des séquents
les deux liens de type !A se trouvent dans des séquents séparés. Les autres for-
mules présentes dans ces séquents forment un contexte spécifique à chaque lien,
mais contrairement à ce qu’il se passe pour σ dans notre règle, la syntaxe des sé-
quents ne permet pas d’exprimer un contexte partagé entre les deux liens. Ce type
de flexibilité manque pour pouvoir écrire correctement une réduction avec des sé-
quents.
10.2.4 Remarques
Nous avons donné un ensemble de règles élémentaires qui correspond à la lo-
gique différentielle (sans promotion). Ce choix a été fait car il ne nécessite pas l’intro-
duction des règles qui correspondent aux constructions des réseaux qui nécessitent
des boîtes. Nous ne considérerons ces règles que plus tard, en 10.5.
• Deux niveaux
La principale nouveauté de notre calcul est la présence de deux niveaux : un
niveau structurel et un niveau logique. Les calculs de structures connus cherchent
généralement à embarquer le contenu logique dans un monde purement structurel.
Notons d’ailleurs que le fragment identité constitué des règles axiome et coupure








à laquelle on peut donner un sens, et qui s’écrit presque au niveau structurel. Ce ne
209 CHAPITRE 10. LOGIQUE DIFFÉRENTIELLE
sont pas exactement des règles structurelles car l’orthogonalité utilisée ici pour les
structures s’appuie tout de même sur l’orthogonalité de la logique.
• Deux dualités
Notre calcul possède deux formes de dualité. Les règles ont été introduites par
groupes de deux, de manière telle qu’à toute dérivation de σ vers τ il correspond
une dérivation de τ⊥ vers σ⊥ . C’est la symétrie apportée par le formalisme des déri-
vations de structures.
Il est également envisageable d’associer à toute dérivation de σ vers τ une dériva-
tion de σ⊥ vers τ⊥ puisque les groupes de deux règles déjà évoqués ont eux-mêmes
été introduits par deux selon cette nouvelle dualité : à chaque cellule correspond
une co-cellule. C’est la dualité du calcul différentiel. Mais les règles d’appariement
font exception, ajouter un co-appariement permettrait de créer des cycles. Les règles
ax et cut du fragment identité échappent également à cette forme de dualité. Elles







Nous n’avons pas introduit ces règles. Leur adjoindre une dynamique semble
difficile. Il se pourrait cependant que se soit possible pour les règles généralisées cor-
respondantes (co-multi-ax↓ et co-multi-cut↑), mais cela sort du propos dans lequel
on s’est engagés ici. Ces règles rappellent (et pourraient à tout hasard correspondre
à) la création et la mesure de paires quantiques.
10.3 Sémantique opérationnelle
Une dynamique peut être mise en place à l’intérieur de notre calcul de structures.
Nous verrons plus tard que celle-ci est en étroite correspondance avec les réductions
de réseaux.
10.3.1 Principe de la dynamique
Les règles données se répartissent en trois catégories. Il est fondamental de les
distinguer pour comprendre le mécanisme de réduction proposé. On distingue :
– les règles structurelles, qui incluent la règle particulière d’appariement
– les règles logiques d’introduction, qui ont été suffixées par un symbole ‹ ↓ ›
– les règles logiques d’élimination, qui ont été suffixées par un symbole ‹ ↑ ›
Les notations suivantes tiennent compte de ce partitionnement et seront utilisées
pour désigner les dérivations constituées uniquement d’introductions et de règles
structurelles (respectivement, d’éliminations et de règles structurelles) :








Nous souhaitons donner une forme particulière à nos dérivations, de sorte que
les éliminations soient placées au dessus des introductions. En ce qui concerne les
règles structurelles il faut accepter leur présence à des positions arbitraires au mi-










l⋄ de façon abrégée)
Ce genre de forme normale a également été proposé par Kai Brünnler pour un
calcul des structures qui traite la logique classique [Brü06].
• Réduction
La dynamique que nous allons introduire cherche à réduire les dérivations en
exhibant un équivalent logique (plus proche de la forme normale) à toute combinai-
son de deux règles dans laquelle une introduction est suivie d’une élimination. Les








Pour que ces règles se rencontrent, il faudra également savoir faire commuter les






−→ σ ⋄ω ′
↓
τ






−→ σ ↑ω ′
⋄
τ
Le seul cas où on ne parviendra pas simplement à les faire commuter avec une
introduction qui souhaite descendre ou une élimination qui souhaite remonter est le
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cas des règles d’appariement. En direction du haut on ne peut les faire réagir atomi-
quement avec des axiomes qui relient deux de leurs formules, et en direction du bas
c’est la même chose avec les coupures. Mais cela ne pose pas de problème car elles
disparaîtront lorsque l’axiome et la coupure sont simultanément présents de part et
d’autre. Pour cela on s’autorise la réduction suivante, déclenchée de façon atypique
par une combinaison de trois règles :
· ;A
axiome↓ ; −
(A , A⊥) ;A
appariement
A , (A⊥ ;A)
− , coupure↑
A , ◦
−→ · ;A ⋄
A , ◦
10.3.2 Commutations
• Commutations de règles logiques
Lorsqu’une introduction est suivie d’une éliminationmais que ces deux construc-
tions n’agissent pas sur la même formule, une réduction simple de commutation à
lieu. Par exemple :
A ; B ; !C
tenseur↓ ; −
A⊗ B ; !C
− ; contraction↑
A⊗ B ; !C ; !C
−→ A ; B ; !C − ; − ; contraction↑A ; B ; !C ; !C
tenseur↓ ; − ; −
A⊗ B ; !C ; !C
Une fois de plus, l’ordre important peu, ces séquences de deux règles pourraient
être résumées par une règle simultanée (implicitement considérée en forme normale
lorsqu’on s’intéresse à la dynamique) :
A ; B ; !C
tenseur↓ ; contraction↑
A⊗ B ; !C ; !C
Toutes ces dérivations se traduiront de façon identique dans les réseaux.
• Commutations structurelles
Donnons également quelques exemples de commutations pour les règles struc-
turelles. Il faut savoir que ces règles se prêtent facilement aux commutations sur
chaque emplacement qu’elles mettent en jeu.
Pour les règles d’appariement, excepté le problème déjà soulevé concernant la
commutation avec axiomes ou coupures, les autres commutations se passent très
bien. On les utilise pour faire remonter les éliminations et descendre les introduc-
tions. Par exemple :
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(A ; B) , (τ ;ω)
tenseur↓ , −
(A⊗ B) , (τ ;ω)
appariement
(A⊗ B , τ) ;ω
−→ (A ; B) , (τ ;ω) appariement((A ; B) , τ) ;ω
(tenseur↓ , −) ; −
(A⊗ B , τ) ;ω
ou bien sur un autre emplacement de la même règle structurelle :
σ , ((A ; B) ;ω)
− , (tenseur↓ ; −)
σ , (A⊗ B ;ω)
appariement
(σ , A⊗ B) ;ω
−→ σ , ((A ; B) ;ω) appariement(σ , (A ; B)) ;ω
(− , tenseur↓) ; −
(σ , A⊗ B) ;ω
10.3.3 Réductions logiques
Une réduction est effectuée lorsqu’une introduction d’un connecteur logique est
immédiatement suivie de l’élimination de ce connecteur. Ces cas de figure sont ap-
pelés rédex logiques. Si une introduction n’est pas immédiatement suivie d’une éli-
mination correspondante, on pourra faire descendre cette introduction par les règles
de commutation déjà présentées et on lui trouvera une élimination correspondante.
À moins qu’elle n’atteigne, et c’est d’autant plus satisfaisant, la conclusion de notre
dérivation. De la même manière, on peut faire remonter les éliminations.
Prenons pour exemple la réduction logique suivante (qui nous intéresse puisque










!A ; !A ; !A ; !A
⋄
!A ; !A ; !A ; !A
co-contraction↓ ; co-contraction↓
!A ; !A
La règle structurelle qui a été utilisée dans la partie droite permute les deux formules









?A , ?A , ?A , ?A
⋄
?A , ?A , ?A , ?A
contraction↓ , contraction↓
?A , ?A
Les autres réductions peuvent être obtenues à partir de celles présentées en 7.2.2
pour le système des réseaux d’interaction différentiels. Nous donnerons plus de pré-
cisions sur cette correspondance dans la section qui suit (cf. 10.4). On remarque en
effet que toutes les réductions des réseaux sont compatibles avec l’information sup-
plémentaire donnée par les structures. Et comme dans notre exemple, chacune peut
être orientée de deux façons : l’un des opérateurs est utilisé comme une introduction
et l’autre comme élimination. On définit ainsi l’ensemble des réductions logiques
dont nous avons besoin.
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Notons que les réductions différentielles indéterministes nécessitent de travailler
dans un monoïde de dérivations, leur formulation est faite de la même façon que
pour les réseaux (voir 7.2.2.2).
10.3.4 Réduction des identités
Lorsqu’une élimination est face à un axiome, la réduction fait passer cette
construction de l’autre côté de l’axiome et elle devient une introduction. Dans le cas
d’une coupure se sont les introductions qui se présentent face à elle qui la traversent
et qui deviennent des éliminations :
A ; B ;A⊥ ` B⊥
tenseur↓ ; −




A ; B ;A⊥ ` B⊥
− ; − ; tenseur↑
A ; B ; (A⊥ , B⊥)
⋄





Grâce à ces réductions, on peut simuler l’élimination traditionnelle des cou-
pures de la logique linéaire. Au choix, on peut faire traverser la co-contraction ou
la contraction lorsque celles-ci se présentent de part et d’autre d’une coupure. On
obtient dans les deux cas cette réduction :






!A ; !A ; (?A⊥ , ?A⊥) contraction↑ ; contraction↑ ;
(co-contraction↑ , co-contraction↑)!A ; !A ; !A ; !A ; (?A⊥ , ?A⊥ , ?A⊥ , ?A⊥)
⋄
(!A ; ?A⊥) , (!A ; ?A⊥) , (!A ; ?A⊥) , (!A ; ?A⊥)
cut↑ , cut↑ , cut↑ , cut↑
◦ , ◦ , ◦ , ◦
⋄
◦
De même, lorsque ces constructions se présentent liées par un axiome, on par-





?A , ?A , (!A⊥ ; !A⊥)
↓
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·
⋄
· ; · ; · ; ·
ax↓ ; ax↓ ; ax↓ ; ax↓
(?A , !A⊥) ; (?A , !A⊥) ; (?A , !A⊥) ; (?A , !A⊥)
⋄
?A , ?A , ?A , ?A , (!A⊥ ; !A⊥ ; !A⊥ ; !A⊥) co-contraction↓ , co-contraction↓ ,
(contraction↓ ; contraction↓)?A , ?A , (!A⊥ ; !A⊥)
10.3.5 Normalisation
Partant d’une dérivation donnée, les diverses réductions évoquées permettent
d’obtenir en un nombre fini d’étapes (cela reste à prouver) une dérivation en forme
normale qui a la même hypothèse et la même conclusion. De fait, cette procédure
élimine :
– toutes les coupures dans une preuve
·
τ
En forme normale, une coupure ne peut être précédée que d’éliminations, or celles-ci
ne permettent pas d’introduire les formules d’une telle coupure.
– tous les axiomes dans une contre-preuve
σ
◦
Pour la même raison à changement d’orientation près.
– axiomes et coupures dans une dérivation close
·
◦
Cela montre que de telles dérivations n’existent pas (sauf la dérivation nulle) et as-
sure par conséquent une cohérence de la logique.
10.4 Des réseaux structurés
Les dérivations issues de l’« inférence profonde » dont font partie les calculs de
structures se traduisent dans différents formalismes à base de graphes [Str09]. Tel
qu’il a été présenté, le calcul de structure qu’on considère admet une traduction di-
recte dans les réseaux d’interaction.
10.4.1 Réseau associé à une dérivation




oùA1, . . . ,Ap désignent les formules contenues dans σ, et B1, . . . , Bp celles contenues
dans τ. Une dérivation qui est composition de deux dérivations, disons pi1 de σ vers
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Il ne nous reste plus qu’à donner les traductions des règles élémentaires. Lorsque
celles-ci sont utilisées sous un contexte, on ajoutera dans leur traductions un certain
nombre de fils qui lient les ports hypothèse associées à ce contexte aux ports conclu-
sion correspondants.
10.4.2 Réseaux associés aux règles élémentaires
Chaque règle logique est traduite par un réseau constitué d’un seul nœud du
même nom. Nous prenons l’exemple des règles tenseur et par (l’orientation haut–


































Les règles structurelles sont quant à elles traduites par de simples câblages qui
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(σ , τ) ;ω
appariement
(σ ;ω) , τ
7→







10.4.3 Deux réductions similaires
Une réduction d’un réseau d’interaction qui est issue de cette traduction corres-
pond à une réduction logique dans le calcul originel, plus d’éventuelles commuta-
tions qui servent à faire apparaître l’interaction choisie. Une dérivation du calcul des
structures que nous avons présenté est donc un objet très proche d’un réseau, celui-ci
à simplement été enrichi par une information qui garantit sa validité, et qui contient
subsidiairement une information de séquentialité.
10.5 Boîtes
Nous pourrions ajouter dans nos structures une composante qui correspond à
la modalité exponentielle comme le fait Lutz Straßburger [Str03], mais pour nos be-
soins nous nous contenterons de constructions globales qui rappellent les boîtes.
10.5.1 Les boîtes traditionnelles de la logique linéaire
La promotion peut être introduite dans ce calcul, c’est une règle qui est elle-même
paramétrée par une dérivation.
!V1 ; · · · ; !Vk








?V1 , · · · , ?Vk
promotion↑
?V1 , · · · , ?Vk
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Pour qu’une dérivation soit considérée en forme normale il faudra que les déri-
vations qui paramètrent ces « boîtes » soient également en forme normale. Notons
aussi que la dynamique de ce calcul fait qu’il n’est pas naturel de considérer des
réductions au niveau des entrées de boîtes, bien qu’on puisse les écrire.







































Celles-ci sont d’ailleurs un petit peu plus flexibles que celles utilisées lorsqu’on
considère des séquents. Ces dernières correspondent aux restrictions suivantes :
V1 ; · · · ; Vk
V1 ; · · · ; Vk
...
A








V1 , · · · , Vk
B
...
V1 , · · · , Vk
avec↑
V1 , · · · , Vk





V1 , · · · , Vk
10.5.2 Réplication
La réplication est introduite comme ci-dessous, c’est une règle qu’on ne pouvait
pas écrire avec des séquents :
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!B1 ; · · · ; !Bq
B1 ; · · · ; Bq
...
A1 ; · · · ;Ap
!A1 ; · · · ; !Ap
réplication↓
?B1 , · · · , ?Bq
B1 , · · · , Bq
...
A1 , · · · , Ap
réplication↑
?A1 , · · · , ?Ap













Les règles de réduction des réseaux s’écrivent alors dans ce formalisme, et grâce
à celui-ci il est naturel de savoir si un réseau est bien formé.
Nous donnerons deux exemples de réductions pour ces constructions, écrites
dans le calcul des structures. Tout d’abord, la réduction qui duplique une boîte.
!B1 ; · · · ; !Bq
B1 ; · · · ; Bq
...
A1 ; · · · ;Ap
!A1 ; · · · ; !Ap
réplication↓
!A1 ; !A1 ; · · · ; !Ap
contraction↑ ; − ; ··· ; −
↓
!B1 ; · · · ; !Bq
!B1 ; !B1 ; · · · ; !Bq ; !Bq
contraction↑ ; ··· ; contraction↑
!B1 ; · · · ; !Bq ; !B1 ; · · · ; !Bq
⋄
B1 ; · · · ; Bq
...
A1 ; · · · ;Ap
B1 ; · · · ; Bq
...
A1 ; · · · ;Ap
!A1 ; · · · ; !Ap ; !A1 ; · · · ; !Ap
réplication↓ ; réplication↓
!A1 ; !A1 ; · · · ; !Ap ; !Ap
⋄
!A1 ; !A1 ; · · · ; !Ap
− ; − ; co-contraction↓ ; ··· ; co-contraction↓
Ensuite, la réduction qui fait apparaître une boîte qu’on ne peut écrire avec des
séquents classiques.
















On peut préférer n’introduire que la règle de super-promotion. Étant donné
qu’on n’effectue pas de réduction sur les entrées de boîtes dans ce calcul, cela évite
l’intervention de la réduction « explosive ». Elle est introduite comme ceci :
!B1 ; · · · ; !Bq
!B1 ; · · · ; !Bq
...
!A1 ; · · · ; !Ap
!A1 ; · · · ; !Ap
super-promotion↓
?B1 , · · · , ?Bq
?B1 , · · · , ?Bq
...
?A1 , · · · , ?Ap
super-promotion↑
?A1 , · · · , ?Ap
Et pour donner un exemple de réduction, voici comment celle-ci interagit avec une
contraction :
!B1 ; · · · ; !Bq
!B1 ; · · · ; !Bq
...
!A ; !A1 ; · · · ; !Ap
!A ; !A1 · · · ; !Ap
super-promotion↓
!A ; !A ; !A1 ; · · · ; !Ap
contraction↑ ; − ; ··· ; −
↓
!B1 ; · · · ; !Bq
!B1 ; · · · ; !Bq
...
!A ; !A1 ; · · · ; !Ap
!A ; !A ; !A1 ; · · · ; !Ap
contraction↑ ; − ; ··· ; −




Ce chapitre présente un travail en cours, et les idées présentées nécessiteraient
de plus amples justifications. Il fournit néanmoins un éclaircissement qui nous a
longtemps fait défaut sur les systèmes différentiels avec boîtes de réplication ou de
super-promotion. Ces systèmes ont été élaborés principalement à l’aide de leurs in-
terprétations sémantiques, celles-ci ayant un sens même pour des réseaux mal for-
més, mais nous sommes contents de retrouver le sens logique qui se cachait derrière
ces nouvelles constructions.
Le système logique que nous avons présenté utilise des structures et offre plus
de flexibilité que les systèmes logiques fondés sur des séquents. En effet, on peut
exprimer aisément une règle du calcul des séquents telle que :
⊢ B1, . . . , Bp ⊢ C1, . . . , Cq
⊢ A1, . . . , An
à l’aide d’une règle de ce calcul de structures :
(B1 , · · · , Bp) ; (C1 , · · · , Cq)
A1 , · · · , An
Mais on est incapable d’écrire dans le calcul des séquents des règles qui utilisent
des connecteurs ‹ ; › dans leur conclusion, ou même dans les hypothèses s’ils sont
utilisés en profondeur. Les règles de réplication ou de super-promotion ne peuvent
être écrites sans cette flexibilité.
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Chapitre 11
Réalisabilité
Des méthodes de réalisabilité permettent de montrer certains résultats sur les
systèmes de réseaux qui ont été présentés dans les chapitres précédents. Nous dé-
crirons dans un premier temps la preuve de normalisation des réseaux de preuve
de la logique linéaire que donne Jean-Yves Girard [Gir87] en adaptant les méthodes
de preuve par réalisabilité au formalisme des réseaux. Nous donnerons ensuite une
extension de cette preuve pour le formalisme différentiel.
11.1 Outils de réalisabilité
11.1.1 Observable et orthogonalité
/
11-1 Définition. Un réseau pointé est un réseau dont l’un des ports est distingué.NA désignera
l’ensemble des réseaux pointés dont le port en question est de type A.
N
A V1 ... Vk
On notera AxiomeA l’axiome pointé de type A :
A
Et, lorsque P ∈ NA et Q ∈ NA⊥ , on notera CoupureA(P,Q) la coupure de P et Q
selon leur port distingué :
P Q
A
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On se donne un ensemble O de réseaux dit observable, et on définit une relation
binaire ⋆ telle que P ⋆ Q si et seulement si pour tous réseaux pointés P ∈ NA et
Q ∈ NA⊥ de types duaux on a CoupureA(P,Q) ∈ O.
/
11-2 Définition. Si P désigne un ensemble de réseaux pointés de typeA, on définit son orthogonal
ainsi :
P⋆ := {Q | ∀P ∈ P, P ⋆Q }
/
11-3 Propriété. Pour tout ensembles de réseaux pointés P ⊆ NA et Q ⊆ NA⊥ :
P ⊆ Q ⇒ Q⋆ ⊆ P⋆ P ⊆ P⋆⋆ P⋆⋆⋆ = P⋆
preuve Les deux premières assertions découlent sans difficultés de la définition. Pour la troisième,
l’inclusion P⋆⋆⋆ ⊆ P⋆ s’obtient en remplaçant P par P⋆ dans la seconde, et l’inclusion P⋆⋆⋆ ⊇
P⋆ s’obtient en remplaçant Q par P⋆⋆ dans la première. 
On notera OA l’observable au type A : l’ensemble constitué des réseaux de O
pointés sur l’un de leurs liens de type A. Son orthogonalOA⋆ sera appelé inobservable
au type A.
/








preuve On parvient à montrer cela simplement, parce qu’on est dans un formalisme de réseaux où
Coupure
A
(N,AxiomeA⊥ ) = N pour toutN (cf. remarque 3-2). Cela nous donne immédiatement






11-5 Définition. On appellera comportement de type A un ensemble de réseaux pointés de type
A clos par double orthogonalité.
P = P⋆⋆
Il est possible de définir certains comportements remarquables ainsi que des opé-
rations sur les comportements. On notera que les comportements ainsi définis sont
bien sûr dépendants de l’observation O qui a été choisie.
• Multiplicatifs
Le comportement 1 ⊆ N1 est défini par extension observationelle de l’unique
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Le comportement ⊥ ⊆ N⊥ sera lui défini comme l’orthogonal de ce premier :
⊥ := 1⋆
Pour des comportements P ⊆ NA et Q ⊆ NB, la définition du comportement













On définit le comportement P`Q ⊆ NA`B par dualité :
P`Q := (P⋆⊗Q⋆)⋆
• Exponentiels
Pour un comportement P ⊆ NA, on définit le comportement !P ⊆ N!A par exten-














On définit le comportement ?P ⊆ N?A par dualité :
?P := (!P⋆)⋆
• Additifs
Le comportement 0 ⊆ N0 est O0⋆, l’inobservable au type 0 :
0 := {Axiome0 }
⋆⋆
Le comportement ⊤ ⊆ N⊤ est O0, l’observable au type ⊤, qui est orthogonal au
précédent :
⊤ := 0⋆
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Pour P ⊆ NA et Q ⊆ NB, on définit le comportement P⊕Q ⊆ NA⊕B par exten-






























On définit le comportement P&Q ⊆ NA&B par dualité :
P&Q := (P⋆⊕Q⋆)⋆
11.1.3 Candidats de réductibilité
/
11-6 Définition. On appellera candidat de réductibilité de type A un comportement de type A
compris entre l’inobservable et l’observable au type A :
OA
⋆ ⊆ P = P⋆⋆ ⊆ OA
L’ensemble des candidats de réductibilité de type A sera noté CA.
En particulier, le dual P⋆ d’un candidat de réductibilité P est aussi un candidat
de réductibilité.
On dira que qu’une observable est compatible avec la composition des comporte-
ments lorsque les opérations définies précédemment (11.1.2) sur les comportements
transforment des candidats de réductibilité en candidats de réductibilité.
• Interprétation des formules
Lorsque l’observable est compatible, on va pouvoir associer inductivement à
chaque formule des candidats de réductibilité en partant de candidats de réducti-
bilité donnés pour chaque formule atomique.
En fait, le candidat ΞX choisi pour chacune des variables X n’importe pas. L’in-
duction est faite de la façon suivante :
JXK := ΞX JX¯K := Ξ
⋆
X
J1K := 1 J⊥K := ⊥
JA⊗ BK := JAK⊗ JBK JA ` BK := JAK` JBK
J!AK := !JAK J?AK := ?JAK
J0K := 0 J⊤K := ⊤
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JA⊕ BK := JAK⊕ JBK JA & BK := JAK& JBK
Et on a bien sûr JA⊥K = JAK⋆.
11.2 Normalisation faible
On choisit comme observableO l’ensemble des réseaux faiblement normalisants :
lorsque P ∈ NA et Q ∈ NA⊥ alors P ⋆Q si et seulement si CoupureA(P,Q) admet une
forme normale. Cette observation est compatible avec la composition des comporte-
ments, on associe donc à chaque formule A un candidat de réductibilité JAK.
/
11-7 Définition. Un réseau N est dit réductible lorsque de façon équivalente :
(i) N est d’interface ⊢ A1⊥, . . . , An⊥ et pour toute famille de réseaux (Ni)i∈J1,nK tels que












(ii) N est d’interface A1, . . . , An ⊢ A et pour toute famille de réseaux (Ni)i∈J1,nK tels que













Les deux réseaux présentés seront notés Coupures(N;N1, . . . , Nn). Lorsque N désigne
un réseau pointé on sera dans le second cas : on ne branche pas de réseau sur le port pointé.
Le lemme suivant, appelé lemme d’interprétation ou lemme d’adéquation, per-
met de prouver un théorème de normalisation qui stipule que tout réseau admet une
forme normale.
/
11-8 Lemme. Tout réseau est réductible.
preuve On raisonne par induction sur le réseau N considéré :
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· Axiome. On doit montrer que pour toutN1 ∈ JAK etN2 ∈ JA⊥K,N ′ = Coupures(AxiomeA;N1,
N2) normalise. Or ce réseau n’est autre que CoupureA(N1, N2), qui normalise car, puisque
JA⊥K = JAK⋆ , on a N1 ⋆N2 .
· Coupure. On doit montrer que pour tout R1 ∈ JAK et R2 ∈ JA⊥K réductibles, le réseau
N ′ = Coupures(Coupure(R1, R2);Ni) normalise. La quantification sur les réseaux pointés Ni
est universelle, on les suppose dans leurs interprétations correspondantes : Ni ∈ JAiK (ce
type de quantification sera réutilisé et restera implicite dans le reste de la preuve). Or, le fait
que Coupure(R1, Ni) ∈ JAK et Coupure(R2, Ni) ∈ JA⊥K justifie cette normalisation.
· Unité. On suppose que N est de la forme suivante :
1
1
On note Unité• le réseau pointé correspondant. La réductibilité de N s’écrit Unité• ∈ J1K, or
cela est vérifié par définition.
· Co-unité. On suppose que N est de la forme suivante, avec comme hypothèse d’induction la
réductibilité de P :
P⊥
⊥
Lorsqu’on nomme N• le réseau pointé correspondant, la réductibilité du réseau N s’écrit
Coupures(N•;Ni) ∈ J⊥K. Étant donné que :
J⊥K = {Unité }⋆
cette assertion est vérifiée lorsque le réseau Coupures(N;Unité, Ni) normalise. Or ce réseau se
réduit en Coupures(P;Ni) qui normalise par réductibilité de P.
· Tenseur. On suppose que N est de la forme suivante avec pour hypothèse d’induction la






On note Tenseur•(P,Q) le réseau pointé correspondant. La réductibilité du réseau N s’écrit
Coupures(Tenseur•(P,Q), Ni) ∈ JA⊗ BK, qui est vérifié d’après la définition de JA⊗ BK car
Coupures(P;Ni) ∈ JAK et Coupures(Q;Ni) ∈ JBK par réductibilité de P et Q.
· Par. On suppose que N est de la forme suivante, avec pour hypothèse d’induction la réducti-
bilité de P :





La réductibilité du réseau N s’écrit Coupures(N•;Ni) ∈ JA ` BK. Or, étant donné que :
JA ` BK =
{
Tenseur•(R1, R2)
∣∣∣ R1 ∈ JA⊥K, R2 ∈ JB⊥K
}
⋆
cette assertion est vérifiée lorsque pour tout R1 ∈ JA⊥K et R2 ∈ JB⊥K, le réseau
Coupures(N;Tenseur•(R1, R2), Ni) normalise. Mais ce dernier se réduit en Coupures(P;R1, R2,
Ni) qui normalise par réductibilité de P.
· Promotion. On suppose que N est de la forme suivante, avec pour hypothèse d’induction la





!A ?V1 ... ?Vk
On note ce réseau Promotion(P). Sa réductibilité s’écrit : pour tout N0 ∈ J!AK, pour tout Ni ∈
J?ViK
⋆ , Coupures(Promotion(P);N0, Ni) ∈ O. Mais cela est vérifié si pour tout N0 ∈ J!AK et











∣∣∣ R ∈ JVk⊥K
}
⋆
on est ramenés à montrer comme avant que Coupures(Promotion(P);N0, Ni) ∈ O, mais
cette fois pour N1 ∈
{
Promotion•(R)
∣∣ R ∈ JV1⊥K} uniquement. Soit N1 = Promotion•(R1)
un réseau de cet ensemble (on a R1 ∈ JV1⊥K). On considère alors les réseaux poin-
tés sur le second lien, et en itérant le procédé on se ramène au cas où les Ni sont
de la forme Ni = Promotion•(Ri) pour Ri ∈ JV1⊥K. Il suffit au final de montrer que
Coupures(Promotion•(P);Promotion(Ri; )) ∈ J!AK.
Mais ce réseau se réduit par commutation exponentielle en Promotion•(Coupures(P;Ri)).
Et P étant réductible par hypothèse d’induction, comme Ri ∈ JVi⊥K, on a Coupures(P;Ri) ∈
JAK. On obtient par conséquent Promotion•(Coupures(P;Ri)) ∈ J!AK.
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· Déréliction. On suppose que N est de la forme suivante, avec comme hypothèse d’induction









∣∣∣ R ∈ JA⊥K}⋆
cette assertion est vérifiée si pour tout R ∈ JA⊥K, le réseau Coupures(N;Promotion•(R), Ni)
normalise. Or ce réseau se réduit en Coupures(P;R,Ni), qui normalise par réductibilité de P.
· Affaiblissement. Idem, le réseau se réduit en Coupures(P;Ni) plus des affaiblissements.
· Contraction. Idem, le réseau se réduit en Coupures(P;Promotion•(R),Promotion•(R), Ni) plus
des contractions.
· Plus gauche. On suppose N = Plus←(P) avec pour hypothèse d’induction la réductibilité
de P. La réductibilité du réseau N s’écrit Coupures(Plus←• (P);Ni) ∈ JA⊕ BK, qui est vérifié
d’après la définition de JA⊕ BK car Coupures(P;Ni) ∈ JAK par réductibilité de P.
· Plus droit. Idem.
· Avec. On suppose que N est de la forme suivante, avec pour hypothèse d’induction la réduc-








La réductibilité du réseau N s’écrit Coupures(N;Ni) ∈ JA & BK. Étant donné que :
JA & BK =
({
Plus→• (R1)





∣∣∣ R2 ∈ JB⊥K
})
⋆
cette assertion est vérifiée si pour tout R1 ∈ JA⊥K, le réseau Coupures(N;Plus←• (R1), Ni) nor-
malise, et pour tout R2 ∈ JB⊥K, le réseau Coupures(N;Plus→• (R1), Ni) normalise. Or ces réseaux
se réduisent respectivement en Coupures(P;R1, Ni) et Coupures(Q)R2, Ni qui normalisent par
réductibilité de P et Q.
· Top. On suppose que N est une boîte top. La réductibilité du réseau N s’écrit Coupures(Top
•
,
Ni) ∈ J⊤K. Étant donné que :
J⊤K = {Axiome0 }
⋆
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cette assertion est vérifiée si le réseau Coupures(N,Ni) normalise. Or ce réseau se réduit par
commutation additive en Top qui est normalisé.
/
11-9 Théorème. La réduction des réseaux est faiblement normalisante.
preuve C’est un corollaire du lemme précédent : tout réseau N est réductible, et on instancie les ré-
seaux Ni par des axiomes. 
11.3 Brève présentation du second ordre
L’intérêt majeur d’une preuve par réalisabilité est de traiter facilement les quan-
tifications du second ordre. Nous n’avons pas encore introduit les constructions cor-
respondantes. Brièvement, le second ordre est introduit dans la logique linéaire par
deux nouvelles façons de construire des formules à partir d’une formule A à une
indéterminée :
∃X. A(X) ∀X. A(X)
La dualité entre ces deux formules s’écrit (∃X. A(X))⊥ = ∀X. A⊥(X), et on peut for-
mer des preuves qui les manipulent grâce à deux constructions.
11.3.1 Constructions pour les quantifications du second ordre
Existentielle Cette construction cache simplement le type V qui a permis de






Universelle Une boîte universelle généralise l’interface d’un réseau N : celui-ci
pourra être utilisé de façon polymorphe en la variable de type X. Pour que cela ait un
sens il faut supposer que cette variable type apparaît seulement dans le type A(X)





∀X. A(X) V1 ... Vk
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• Réduction
Ces deux constructions n’ont pas de vraie influence sur le calcul, elle permettent
seulement d’assouplir le typage. La règle de réduction correspondante fait juste en
sorte d’oublier la généralité permise par l’utilisation d’une variable X lorsque l’inter-







∀X. A(X) ?V1 ... ?Vk
−→ N{V/X}
A(V) ?V1 ... ?Vk
11.3.2 Comportements associés au second ordre
Étant donnée une formule A, un ensemble de substitutions S ⊆ ΛX¯, et une fa-
mille {PΦ }Φ∈S de comportements pour les types respectifs {Φ(A) }Φ∈S, on définit le














Étant donnée une famille PΦ ⊆ NΦ(A), on définit ∀P ⊆ N∀X¯.A par dualité :
∀P := (∃P⋆)⋆
11.3.3 Interprétation des formules avec substitution
L’interprétation d’une formule doit être faite de façon un peu plus subtile.
Si Σ désigne un ensemble de formules atomiques, et Φ une famille de formules
indexée par Σ, on notera CΣΦ l’ensemble des familles de candidats de réductibilité
{ΞX }X∈Σ ayant pour types respectifs {ΦX }X∈Σ. Pour chaque formule A construite sur
un ensemble de formules atomiques Σ on définit alors une interprétation :
JAK : CΣAΦ −→ CΦ(A)
Ξ 7→ JAKΞ
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L’induction est faite de la façon suivante :
JXKΞ := ΞX JX¯KΞ := Ξ
⋆
X
J1KΞ := 1 J⊥KΞ := ⊥
JA⊗ BKΞ := JAKΞ⊗ JBKΞ JA ` BKΞ := JAKΞ` JBKΞ
J!AKΞ := !JAKΞ J?AKΞ := ?JAKΞ
J0KΞ := 0 J⊤KΞ := ⊤
JA⊕ BKΞ := JAKΞ⊕ JBKΞ JA & BKΞ := JAKΞ& JBKΞ






















Étant donnée une famille de candidats de réductibilité Ξ, on définit par extension
l’interprétation JΦKΞ d’une famille de formules Φ = {ΦX }X∈Σ comme la famille des
interprétations { JΦXKΞ }X∈Σ.
/
11-10 Lemme. Soit A une formule, et Φ une substitution des formules atomiques de A.
JΦ(A)KΞ = JAKΞ◦JΦKΞ
preuve Cela provient simplement de la définition des comportements. 
11.3.4 Réductibilité avec instanciation des variables de type
La définition de la réductibilité est également un peu modifiée.
/
11-11 Définition. Un réseau N d’interface ⊢ A1⊥, . . . , An⊥ est dit réductible lorsque pour toute
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On peut trouver une formulation équivalente de cette définition, similaire à celle
donnée dans le second point de la définition 11-7. Et le théorème principal fonctionne
toujours.
/
11-12 Théorème. Tout réseau est réductible.
preuve On traite les deux nouveaux cas.
· Existentielle. On suppose N est de la forme suivante, avec pour hypothèse d’induction la





On notera ExistΨ• (P) le réseau pointé correspondant. La réductibilité du réseau N








en prenant Φ = Ψ et Θ = JΨKΞ car Coupures(P•;Ni) ∈ JΨ(A)KΞ
par réductibilité de P, mais JΨ(A)KΞ = JAKΞ◦JΨKΞ par lemme 11-10 de substitution.
· Universelle. On suppose que N est de la forme suivante, avec pour hypothèse d’induction la



















∣∣∣ Φ ∈ ΛX¯, Θ ∈ CX¯Φ, P ∈ JAK
}
⋆
cette assertion est vérifiée si pour tout Φ ∈ ΛX¯ , Θ ∈ CX¯Φ et R ∈ JAK, le réseau Coupures(N;
ExistΦ• (R), Ni) normalise. Or ce réseau se réduit en Coupures(Φ(P);R,Ni), qui normalise par
réductibilité de P. 
11.4 Extension différentielle
On veut étendre la preuve précédente pour englober les constructions différen-
tielles vues dans la deuxième partie. On se contentera dans un premier temps du
système avec promotions simples.
Pour alléger le formalisme on se replace dans le cas simple sans second ordre.
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L’intérêt majeur d’une preuve par réalisabilité est la gestion des quantifications,
mais l’oublions ici pour pouvoir nous focaliser sur les véritables difficultés qui ap-
paraissent. Conserver assez de généralité pour accepter les constructions quantifiées
ne poserait pourtant pas de difficultés.
11.4.1 Candidats de réductibilité
On étend la définition du candidat de réductibilité associé à un type !A à l’aide de
générateurs syntaxiques pour le comportement exponentiel, définis récursivement





















Cette syntaxe correspond à un ensemble de macro-constructions qui introduisent
plusieurs opérateurs exponentiels positifs en même temps. On prend !P := T(P)⋆⋆,
et donc en particulier J!AK = T(JAK)⋆⋆.
Un exemple d’élément de T(SA) est donné ci-dessous, où un certain nombre de
co-dérélictions et de promotions se trouvent derrière un arbre de co-contractions
d’arité quelconque :













Comme ici, il nous arrivera dans la suite d’utiliser SA ou T(SA) pour désigner
un réseau, on se référera à la convention expliquée en 1.3. Étant donné que nous
manipulons ici des sommes de réseaux, on utilisera également la notation
∑
E pour
désigner une somme quelconque d’éléments pris dans l’ensemble E .
On notera par une cellule rectangulaire ‹ ? › l’ensemble des réseaux constitués














































preuve La bonne méthode consiste à toutes les prouver en même temps par induction sur le réseau
N ∈ T(SA) considéré. 
11.4.2 Réductibilité
La réductibilité d’un réseau s’exprime toujours par les deux propriétés équiva-
lentes déjà données dans la définition 11-7. Sans surprise, l’une des difficultés pour
prouver la normalisation de notre système vient de la règle de la chaîne (voir 8.2.1).
Nous utiliserons le lemme suivant.
/
11-14 Lemme. Pour tout réseau R réductible d’interface !V1, . . . , !Vk, !V ′1, . . . , !V
′








T(JV1K) · · · T(JVkK)
...
⊆ J!AK
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preuve Par récurrence sur le nombre k de co-dérélictions. Aucune difficulté lorsque k = 0. Lorsque
k > 0, on effectue une réduction entre l’une des co-dérélictions et la boîte, cela nous ramène à
une somme de différents réseaux pour lesquels l’hypothèse de récurrence s’applique pour un
nombre de co-dérélictions strictement inférieur à k (on utilise une hypothèse de récurrence
généralisée). On parvient à montrer grâce à celle-ci que les différents réseaux de la somme
sont dans J!AK . 
Ce lemme peut être généralisé au cas plus général où des constructions exponen-
tielles quelconques se présentent face aux entrées d’une boîte de promotion.
/
11-15 Lemme. Tout réseau formé d’une boîte de promotion qui contient un réseau R réductible
d’interface !V1, . . . , !Vk ⊢ A coupée avec des réseaux de T(JViK) appartient à l’interprétation
J!AK. Avec nos conventions on écrit cela :
!
R







preuve La méthode de preuve consiste à réduire ce réseau, mais pour éviter les complications il faut
utiliser une stratégie de réduction particulière. Appelons Ni les réseaux pris dans chacun des
T(JViK). On peut distinguer deux cas : (i) l’une des constructions associées aux Ni n’est pas
une construction co-déréliction ou un axiome, (ii) toutes les constructions associées aux Ni
sont des constructions co-déréliction ou des axiomes.
On remarque que le premier cas se ramène au second par commutations exponen-
tielles. En effet, les réductions de commutation sont sont simples pour les constructions co-
affaiblissement, promotion : elles entrent dans la boîte. Pour les constructions co-contractions
c’est pareil, en une étape on fait rentrer le nœud co-contraction et on répète l’opération pour
les deux réseaux qu’elle contient. Mais comme par hypothèse toutes ces constructions appar-
tiennent à leurs interprétations, le réseau obtenu à l’intérieur de la boîte reste réductible.
Le second cas est traité par le lemme précédent. 
La définition un peu compliquée de T(SA) a été choisie dans le but d’obtenir ce
dernier lemme. Il constitue un pivot essentiel entre la définition de J!AK et le théo-
rème clef qu’il est temps d’énoncer.
/
11-16 Théorème. Tout réseau est réductible.
preuve On raisonne par induction sur le réseau N :
· Axiome, Coupure et Multiplicatifs. Comme précédemment.
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· Co-affaiblissement. Le réseau réduit à un simple co-affaiblissement :
!
!A
se trouve immédiatement dans la syntaxe T(JAK) et donc dans J!AK d’après sa définition.





On a supposé que le réseau P est réductible par hypothèse d’induction. Lorsqu’on le coupe
avec des réseaux Ni (supposés dans leurs interprétations respectives), on obtient donc un






Or ce réseau est dans T(JAK) et par conséquent il est aussi dans J!AK .
· Co-contraction. La co-contraction soulève un problème assez similaire à celui de la promo-
tion dans la preuve précédente (théorème 11-8). Pour régler ce cas, il suffit de montrer que







Soit, écrit d’une autre façon :
















On itère à nouveau l’astuce pour n’avoir à vérifier cela que pour P1 ∈ T(JAK). Il nous suffit en







Mais cela est une fois de plus vérifié par définition de J!AK .
· Promotion. Le cas de la promotion est lui aussi un peu plus difficile à régler qu’avant. La
méthode employée est grosso modo la même, il faut s’assurer que la présence de réseaux face
aux entrées de boîte ne pose pas de problèmes. Côté technique c’est plus difficile mais l’outil
nécessaire a déjà été présenté. Il s’agit du lemme 11-15, qui a été réalisé dans ce but précis.
Lorsque P est réductible et N1 ∈ J!V1K , . . . , Nk ∈ J!VkK , on veut :
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!
P





Toujours avec la même astuce on se ramène au cas N1 ∈ T(JV1K), . . . , Nk ∈ T(JVkK), et on
peut appliquer le lemme.
· Affaiblissement, Déréliction, Contraction. L’interaction de réseaux créés par ces construc-
tions avec les générateurs du candidat de réductibilité J!AK normalise dans tous les cas. Il
suffit d’utiliser la propriété 11-13.
· Sommes de réseaux. Soit J un ensemble fini. On se donne pour tout j ∈ J, un réseau Pj ré-
ductible, on veut montrer que
∑





j∈J Coupures(Pj;Ni) normalise car pour tout j ∈ J, par réductibilité
de Pj on sait que Coupures(Pj;Ni) normalise.
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243 PROPOS AUTOUR DES RÉSEAUX DE LA LOGIQUE LINÉAIRE
Chapitre 12
Sémantique relationnelle
Nous allons expliciter une façon d’identifier le comportement d’un réseau par
une relation, au sens mathématique du terme. Il s’agit ici de donner une sémantique
dénotationnelle aux réseaux.
12.1 Sémantique standard
12.1.1 Interprétation des types
On notera E1×E2 le produit cartésien de E1 et E2. L’élément neutre de ce produit
sera noté U , c’est un ensemble ayant pour seul élément (), le tuple d’arité nulle.
On notera M E l’ensemble des multi-ensembles finis d’éléments de E. Le multi-
ensemble vide est noté ·∅, l’union de deux multi-ensemblesm1 etm2 est notéem1 ·∪





p qui aplatit un multi-ensemble de multi-ensembles p en l’union
de ses éléments.
On notera E1 + E2 la somme disjointe de E1 et E2, de sorte que si x ∈ E1, on a
x  ∈ E1 + E2 et si y ∈ E2, on a y ∈ E1 + E2.
Soit | · | une fonction d’interprétation qui associe un ensemble à tout type de base.
On peut l’étendre à tous les types de la façon suivante :
|A ` B| = |A⊗ B| = |A|× |B|
|1| = |⊥| = U
|!A| = |?A| = M |A|
|A & B| = |A⊕ B| = |A|+ |B|
|⊤| = |0| = ∅
12.1.2 Interprétation des preuves
Une preuve Π de ⊢ A1, . . . , An dans la logique linéaire est traditionnellement
interprétée par une relation [Π] ⊆ |A1| × · · · × |An|. Cette relation est définie induc-
tivement selon la structure de la preuve, c’est l’ensemble [Π] minimal vérifiant les
conditions données ci-dessous.
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Axiome







(a, z1, . . . ) ∈ [Π1] ∧ (a, z2, . . . ) ∈ [Π2] ⇒






⊢ A⊗ B, Γ1, Γ2
(a, z1, . . . ) ∈ [Π1] ∧ (b, z2, . . . ) ∈ [Π2] ⇒




⊢ A ` B, Γ










(a, z, . . . ) ∈ [Π ′] ⇒ (∧a, z, . . . ) ∈ [Π]
Contraction
⊢ ?A, ?A, Γ
Π ′
⊢ ?A, Γ
(m1,m2, z, . . . ) ∈ [Π


















⊢ A⊕ X, Γ





⊢ X⊕ B, Γ
(b, z, . . . ) ∈ [Π ′] ⇒ (b, z, . . . ) ∈ [Π]






⊢ A & B, Γ
(a, z, . . . ) ∈ [Π1] ⇒ (a , z, . . . ) ∈ [Π]
(b, z, . . . ) ∈ [Π2] ⇒ (b, z, . . . ) ∈ [Π]
Aucune condition n’est imposée pour une construction top, sa sémantique se ré-
duira donc nécessairement à une sémantique vide, et celle-ci se propage à l’intérieur
de la boîte la qui contient.
Notons qu’on peut étendre la sémantique qui a été définie à la règle de récursion
introduite dans le chapitre 5.
Récursion
⊢ A, ?A⊥, ?Γ
Π ′
⊢ !A, ?Γ
∀i ∈ I, (ai, ri, zi, . . . ) ∧ (ri, z
′







i∈I zi ·∪ z
′
i, . . . ) ∈ [Π]
12.1.3 Interprétation des réseaux
On peut définir une interprétation des réseaux sans recourir à une séquentialisa-
tion préalable. Si N est un réseau d’interface ⊢ A1, . . . , An, celui-ci va être interprété
par une relation [N] ⊆ |A1|× · · · × |An|.
/
12-1 Définition. Une expérience d’un réseau N est un étiquetage de chaque fil de ce réseau par
un élément de l’interprétation du type qui lui est associé. Une expérience est réussie si elle
satisfait au voisinage de chaque nœud une relation spécifique à l’opérateur qu’il incarne.
Les relations spécifiques à chaque opérateur dont il est question seront explicités
juste après, à l’aide de motifs.
/
12-2 Définition. Un tuple (x1, . . . , xn) est un point de la sémantique relationnelle [N] d’un ré-
seau N s’il étiquette l’interface d’une expérience réussie de ce réseau.
• Multiplicatifs
Les relations spécifiques associées aux constructions multiplicatives sont des re-
lations simples autour de la structure de produit cartésien considérée. Les combinai-













Ces diagrammes sont appelés motifs, ils contiennent des variables qui peuvent
être instanciées par n’importe quel élément de l’interprétation correspondante.
246 12.1. SÉMANTIQUE STANDARD
• Exponentiels
Les relations associées aux opérateurs exponentiels sont des relations basiques











La relation qui doit être satisfaite au voisinage d’une boîte de promotion conte-
nant un réseau N est constituée des points décrits ci-dessous, qu’on peut obtenir à











Une expérience est donc réussie pour une boîte si elle correspond à une fa-
mille d’expériences réussies du réseau qu’elle contient. Aussi, pour exprimer que
les points (xi, pi, . . . ) sont supposés dans la sémantique de N pour tout i ∈ I, il nous
arrivera de placer la quantification sur le dessin, à l’intérieur de la boîte. On obtient
un motif un peu particulier, dans lequel plusieurs familles de variables peuvent être














Au niveau de la sortie de boîte, on trouve un multi-ensemble contenant les élé-
ments xi, et au niveau des entrées on combine par union tous les multi-ensembles
de ressources pi liés aux xi par le réseau N.
247 CHAPITRE 12. SÉMANTIQUE RELATIONNELLE
• Additifs
Les relations associées aux opérateurs additifs sont des relations basiques









Les points de la sémantique d’une boîte avec combinant deux tranches N1 et N2
sont obtenus à partir des points des sémantiques de N1 et N2 : à chaque expérience
réussie de N1 correspond une expérience réussie de la boîte avec, et il en est de














Étant donné que |⊤| = ∅, il n’y a bien sûr aucun point dans la sémantique d’une
boîte top.
• Récursion
Les points (x, p, . . . ) de la sémantique d’une boîte de récursion :





sont ceux de l’ensemble E, défini comme le plus petit ensemble tel que pour toutes
familles (xi), (ri), (pi). . . et (p ′i). . . , indexées par i ∈ I, on ait :
∀i ∈ I, (xi, ri, pi, . . . ) ∈ [N] ∧ (ri, p
′















La relation qui définit la sémantique d’une coupure entre deux réseaux est, se-
lon la définition donnée, obtenue par composition des relations associées à ces deux
réseaux. La propriété donnée ici justifie le caractère dénotationnel que possède cette
sémantique.
/
12-3 Propriété. La sémantique d’un réseau est conservée par réduction :
N −→ N ′ ⇒ [N ′] = [N]
preuve On vérifie que chaque règle de réduction préserve la sémantique. 
Par ailleurs, il existe une sémantique relationnelle pour le langage PCF que nous
avons présenté dans la première partie. Nous pensons que la traduction vers les
réseaux qui en a été donnée, et qui utilise les boîtes récursives, respecte cette séman-
tique.
12.2 Sémantique des systèmes différentiels
À titre indicatif nous allons décrire la sémantique relationnelle qu’il faut donner
aux nouvelles constructions différentielles, introduites dans la deuxième partie, pour
retrouver la propriété recherchée : la conservation de la sémantique par la réduction.
12.2.1 Super-promotion
Un point de la sémantique d’une boîte de super-promotion contenant un réseau
N est obtenu pour toute famille de points de la sémantique de N de la façon sui-
vante :










Les deux différences avec la promotion sont qu’il y a ici plusieurs sorties et que
la sémantique des sorties est maintenant similaire à celle qu’avaient les entrées.
12.2.2 Réplication
Lorsqu’on regarde ce qui se passe pour la réplication fonctorielle, on s’aperçoit
qu’il s’agit de l’autre choix, celui où on utilise pour toutes les portes une sémantique
similaire à celle qu’avaient les sorties de promotion. Un point de la sémantique d’une
boîte de réplication contenant un réseau N est obtenu pour toute famille de points


























on retrouve bien sûr la sémantique de la super-promotion lorsqu’on place ces opé-
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12.3 Sémantique exponentielle localisée
On se propose ici d’obtenir une sémantique relationnelle uniquement à partir de
relations locales. Les définitions de la sémantique standard utilisent des relations qui
ne sont pas locales pour définir la sémantique des boîtes.
Nous utiliserons le formalisme des systèmes localisés étudiés dans les chapitres 3
et 4 pour exprimer cette sémantique. Nous nous appuierons d’abord sur les systèmes
de réseaux localisés actifs, mais nous verrons que la sémantique localisée obtenue
n’est pas tout à fait dénotationnelle. C’est en utilisant les autres systèmes localisés
(passifs et contrôlés), et plus spécifiquement grâce aux canaux de contrôle, qu’on
parviendra à exprimer une vraie sémantique dénotationnelle localisée.
12.3.1 Arborescences exponentielles
Une arborescence exponentielle est une structure pratique pour contenir plu-
sieurs éléments d’un ensemble ∆ de façon structurée.
/
12-4 Définition. Soit ∆ un ensemble, on appelle arborescences exponentielles les éléments de l’en-
semble ∆e défini par la syntaxe suivante :
∆e ::= ε
∣∣ δ∆e∆e ∣∣ o∆ ∣∣ ι∆ee
Par exemple, si x, y ∈ ∆ alors l’expression suivante désigne une arborescence























On peut aussi construire des arborescences d’arborescences (c’est-à-dire des élé-
ments de ∆ee), par exemple :


























Notamment, le constructeur ι transforme ces arborescences d’arborescences en de
simples arborescences.
On fera attention au fait que les éléments ε ∈ ∆e et ε ∈ ∆ee sont considérés
comme des éléments différents. Cette ambiguïté en génère d’autres comme δεε ∈ ∆e
et δεε ∈ ∆ee. On précisera donc l’ensemble auquel appartient toute expression qu’on
emploiera.
/
12-5 Définition. Les arborescences de profondeur i d’un ensemble ∆ sont les éléments de ∆(i),
qui est défini par :
∆(0) = ∆ ∆(i+1) = ∆(i)e






Les arborescences seront utilisées pour réaliser plusieurs expériences simulta-
nément. En particulier, si deux expériences particulières sont réussies, on doit faire
en sorte qu’une expérience sur des arborescences qui les combinent soit également
réussie. On introduit pour cela une notion de clôture.
/
12-6 Définition. Étant donné une relation R ⊆ ∆∗1×· · ·×∆
∗
n, on définit sa clôture contextuelle
R ⊆ ∆∗1 × · · · × ∆
∗
n comme la plus petite relation contenant R telle que pour tout entiers i1,
. . . , in :
(ε ∈ ∆
(i1)e
1 , . . . , ε ∈ ∆
(in)e
n ) ∈ R
(t1 ∈ ∆
(i1)e
1 , . . . , tn ∈ ∆
(in)e
n ) ∈ R
(t ′1 ∈ ∆
(i1)e




n ) ∈ R
⇒ (δt1 t ′1 ∈ ∆(i1)e1 , . . . , δ tn t ′n ∈ ∆(in)en ) ∈ R
(t1 ∈ ∆
(i1)
1 , . . . , tn ∈ ∆
(in)
n ) ∈ R ⇒ (ot1 ∈ ∆(i1)e1 , . . . , o tn ∈ ∆(in)e1 ) ∈ R
(t1 ∈ ∆
(i1)ee
1 , . . . , tn ∈ ∆
(in)ee
n ) ∈ R ⇒ (ι t1 ∈ ∆(i1)e1 , . . . , ι tn ∈ ∆(in)en ) ∈ R
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12.3.2 Interprétation des réseaux localisés
Nous nous plaçons dans le cadre des systèmes localisés actifs, celui correspon-
dant aux constructions exponentielles a été décrit en 3.2. Nous évoquerons égale-
ment la construction récursive abordée en 5.2.
Soit N un réseau d’interface ⊢ A1, . . . , An. Pour définir la sémantique loca-
lisée de N, un fil de type A ne sera plus étiqueté par un élément de |A|, mais
par une arborescence de |A|∗. Le réseau N sera donc interprété par une relation
[N]l ⊆ |A1|
∗ × · · · × |An|
∗. Nous nous arrangerons pour que celle-ci soit contextuelle-
ment close. Malgré ce léger changement, on reprend les définitions 12-1 et 12-2 (don-
nées en 12.1.3) pour définir expériences, expériences réussies et sémantique relationnelle
localisée.
Il ne reste plus qu’à préciser quelles sont les relations qu’on considère pour les
opérateurs des systèmes localisés. Celles-ci seront contextuellement closes et seront
une fois de plus décrites à l’aide de motifs. On peut remarquer que cette clôture





on peut utiliser les motifs et déductions de motifs suivants pour compléter une rela-






















δu1 u2 ∈ |A1|























ι u ∈ |A1|




12-7 Propriété. Une sémantique relationnelle engendrée par des relations locales contextuelle-
ment closes est elle même contextuellement close.
preuve On prouve sans difficultés que la composition de deux relations closes est close. 
• Multiplicatifs
Les relations associées aux opérateurs mutiplicatifs sont simplement les clôtures
contextuelles des relations qui ont été définies à l’aide de motifs dans le cas de la
sémantique standard, en 12.1.3.1.
• Exponentiels
Les relations associées aux opérateurs exponentiels (actifs) et aux opérateurs de
boîtes sont les relations définies par les motifs et déductions de motifs donnés ci-
dessous. On y rajoutera les règles de clôture que l’on vient de voir pour obtenir une
relation contextuellement close.
Les sorties de promotion structurent les multi-ensembles qui étiquettent leur
port principal en des arborescences (en toutes les arborescences imaginables qui














δ t1 t2 ∈ |A|
e





Le cas des contextes d’ingestion pourrait lui aussi être traité directement par une









ι t ∈ |A|e
∨
p ∈M |A|
Cependant, il est judicieux de définir une opération ⊔ : (M∆)e −→ M∆ sur
les arborescences de multi-ensembles qui écrase par unions cette arborescence en




p ∈ (M |A|)e
⇒ !
ι t ∈ |A|e
⊔p ∈M |A|
et formellement, cette opération est définie récursivement par :













:= ⊔ ⊔ t
D’ailleurs, la sémantique des entrées de promotion correspond à cette pure opé-
ration :
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:
t ∈ (M |V |)e
⊔t ∈M |V |
Pour les opérateurs de boîtes, on utilise les motifs suivants (ils dépendent de





(i)e t2 ∈ |X|
(i)e




o t ∈ |X|(i)e
ιi
t ∈ |X|(i)ee
ι t ∈ |X|(i)e
• Récursion
Une parenthèse pour signaler que la sémantique localisée de l’opérateur de ré-
cursion peut aussi être définie, par le motif :
!⋆
ε ∈ |A|e ε ∈ |A|e
·∅ ∈M |A|
et par les déductions de motifs suivantes :
!⋆
t1 ∈ |A|












δ t1 t2 ∈ |A|
e δq1 q2 ∈ (M |A|)
e
p1 ·∪ p2 ∈M |A|
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la récursion proprement dite étant faite grâce à :
!⋆











q ∈ (M |A|)e
∧
x ∈M |A|
et enfin, pour gérer les contextes ι :
!⋆
t ∈ |A|ee q ∈ (M |A|)ee
p ∈ (M |A|)e
⇒ !⋆
ι t ∈ |A|e ι q ∈ (M |A|)e
⊔p ∈M |A|
Comprendre la sémantique de l’opérateur de récursion demande un plus grand
effort que celle des autres opérateurs. Elle est relativement complexe, cependant elle
reste locale.
Nous venons d’achever la définition de la sémantique des réseaux du système ex-
ponentiel actif. Elle possède des propriétés communes avec la sémantique des autres
systèmes localisés dont il va être question maintenant. Nous n’énoncerons ces pro-
priétés qu’après, en 12.3.4.
12.3.3 Interprétation des réseaux localisés avec contrôle
Les codages localisés passifs et contrôlés utilisent eux des canaux de contrôle.
En tenir compte va permettre de raffiner la sémantique relationnelle, en lui appor-
tant des propriétés intéressantes. Une sémantique pour le système passif se déduit
d’une sémantique pour le système contrôlé : le choix de considérer certains ports
principaux ou auxiliaires n’a aucune influence sur la définition d’une sémantique
relationnelle. Nous écrirons donc cette sémantique commune en utilisant la syntaxe
du système contrôlé.
• Exponentiels
On étend l’interprétation des types au type associé aux canaux de contrôle expo-
nentiels : ce type sera interprété dans l’ensemble e = { • }
e, où • désigne un élément
fixé donné. Les motifs peuvent être complétés assez simplement, et on rappelle que

















δk1 k2 ∈ e
δ t1 t2 ∈ |A|
e
p1 ·∪ p2 ∈M |A|
!







p ∈ (M |A|)e
⇒ !
ι k ∈ e
ι t ∈ (M |A|)e
⊔p ∈M |A|
Pour les entrées ça marche de la même manière qu’avant :
:
⊓p ∈ e
p ∈ (M |V |)e
⊔p ∈M |V |
Pour utiliser ce raccourci, on a cette fois besoin de l’opération ⊓ : ∆e −→ { • }e qui
ne garde que la structure arborescente de surface de son argument et remplace les
éléments de∆ qu’elle contient par l’élément •. C’est l’opérationmap (x 7→ •), oùmap :
(∆1 −→ ∆2) −→ (∆e1 −→ ∆e2) est définie par :
mapϕε := ε mapϕ (δt1 t2) := δ (mapϕt1) (mapϕt2)
mapϕ (ot) := o (ϕt) mapϕ (ι t) := ι (map (mapϕ) t)
Si on considère une portion P de réseau qui n’a pas de canal de contrôle dans
son interface, et P ′ sa correspondante dans le formalisme actif. La sémantique [P]c
obtenue en considérant les canaux de contrôle est plus fine que (incluse dans) [P ′]a,
la sémantique que l’on obtiendrait sans eux. Une contrainte d’uniformité des arbo-
rescences est imposée au moyen des canaux de contrôle à tous les nœuds (sortie
et entrées) matérialisant l’interface d’une même boîte. Ces contraintes se propagent
dans la boîte par connexité. En l’absence de canal de contrôle, une expérience peut
être réussie même si les arborescences utilisées sur différents fils d’une même boîte
ne sont pas identiques.
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• Messages









o • ∈ e
Pour les messages d’ingestion on utilisera :
–ι
ι t ∈ e
⊓t ∈ e
t ∈ ee







Pour l’opérateur de récursion, on reprend les motifs du cas actif et on les com-
plète par l’information adéquate qu’il faut placer sur le canal de contrôle.
!⋆
ε ∈ e
















δk1 k2 ∈ e
δ t1 t2 ∈ |A|
e δq1 q2 ∈ (M |A|)
e
p1 ·∪ p2 ∈M |A|
puis :
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!⋆
k ∈ e






















t ∈ |A|ee q ∈ (M |A|)ee
p ∈ (M |A|)e
⇒ !⋆
ι k ∈ e
ι t ∈ |A|e ι q ∈ (M |A|)e
⊔p ∈M |A|
12.3.4 Propriétés
On notera [N]a la sémantique localisée d’un réseauN du formalisme actif, et [N]c
la sémantique localisée d’un réseau N des formalismes passif ou contrôlé. Tous les
motifs nécessaires à leurs définitions ont été donnés. Lorsqu’un résultat est vrai dans
les trois systèmes localisés, on utilisera la notion [N]l pour désigner la sémantique
correspondante.
/
12-8 Propriété. La sémantique localisée d’un morceau de réseau (pas nécessairement valide) est
affinée par réduction :
P −→ P ′ ⇒ [P ′]l ⊆ [P]l
preuve On vérifie que chaque règle de réduction affine la sémantique localisée. Prenons un exemple













Les seules contraintes qu’il manque dans les annotations fournies ici sont celles données par
la sémantique des sorties de promotion. Or à partir des deux motifs de droite on peut déduire
le motif de gauche pour t = δu v par utilisation de la déduction de motif correspondante. Les
autres règles sont traitées de façon similaire. 
En particulier, on notera que l’inclusion peut être stricte pour certains morceaux
de réseaux. Après réduction, le point de la sémantique correspondant à l’expérience
donnée ici n’est plus représenté :










Sur le lien interne à la boîte (ici celui du haut), après interaction avec une dérélic-











En fait, les seules règles qui ne conservent pas exactement la sémantique sont
celles qui interviennent aux limites des boîtes. Mais dans le cas d’un réseau valide,





ou ox dans notre exemple) ne sont pas accessibles depuis son inter-
face. Seul leur contenu commun est accessible, et celui-ci est préservé par réduction.














Les résultat donnés ci-dessous n’ont pas été vérifiés pour la construction récur-
sive, nous pensons néanmoins qu’ils restent valides en sa présence.
/
12-9 Théorème. La sémantique localisée d’un réseau valide (du système actif, passif ou contrôlé)
contient la clôture contextuelle de la sémantique standard de la preuve qui lui est associée.
Π 7→ N ⇒ [Π] ⊆ [N]l
preuve On raisonne par induction sur la preuve associée au réseau. Les difficultés se trouvent dans les
cas qui feraient intervenir des boîtes si nous nous trouvions dans un formalisme non localisé.
Dans la sémantique standard, une boîte exponentielle contenant un réseau N possède une
expérience (x, z, . . . ) réussie s’il existe une famille d’expériences réussies (xi, zi, . . . ) ∈ [N].
Dans la sémantique localisée cette expérience est validée en utilisant un arbre t quelconque
contenant les xi pour satisfaire le motif en sortie de boite, et des arbres contenant les zi, . . .
ayant la même structure pour satisfaire les motifs en sortie de boîte. On utilise alors la séman-
tique du réseau N construite inductivement en exploitant la propriété de clôture contextuelle
pour combiner tous les expériences selon la structure de l’arbre choisie. 
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L’inclusion dans le sens opposé, n’est vraie que dans le cas de réseaux contrôlés.
/
12-10 Théorème. La sémantique localisée d’un réseau valide du système contrôlé est égale à la
clôture contextuelle de la sémantique standard de la preuve qui lui est associée.
Π 7→c N ⇒ [Π] = [N]c
preuve (idée) Étant donné que le canal de contrôle impose une structure d’arbre identique au niveau
de toutes les sorties d’une construction exponentielle, les expériences qui sont validées dans
la sémantique localisée sont de la forme de celles qui sont validées dans la sémantique stan-
dard. 
/
12-11 Corollaire. La sémantique localisée d’un réseau valide (du système passif ou contrôlé) est
préservée par réduction :
N −→ N ′ ⇒ [N ′]c = [N]c
preuve On sait déjà que [N ′]l ⊆ [N]l . Nous nous plaçons à présent dans le système contrôlé. Lors-
qu’un réseau N provient d’une preuve Π, il se réduit en un réseau N0 obtenu par traduc-
tion de Π↓ . Ce dernier vérifie N −→ N0 par simulation (voir théorème 3-13) et il pos-
sède la même sémantique que N, car [N]c = [Π] = [Π↓] = [N0]c . Étant donné que N ′ est
en forme normale, par confluence modulo, pour tout réseau N ′ tel que N −→ N ′ on a :
N ′ (−→ ∪ p−−p)∗ N0 . Mais on montre que facilement le modulo conserve la sémantique et par
conséquent [N ′]c ⊆ [N0]c = [N]c (c’est ce qu’il fallait démontrer). 
Ce dernier résultat est peut-être valide dans le système actif, mais la preuve que
nous venons de donner pour les systèmes avec contrôle ne s’adapte pas facilement.
12.4 Sémantique additive localisée
On peut poursuivre la localisation de la sémantique relationnelle en l’étendant
aux constructions additives. La sémantique des constructions additives peut être
donnée indépendamment de celle des constructions exponentielles. Il faut tout de
même préciser comment on fait fonctionner les deux en même temps. On utilise
pour cela des arborescences mixtes.
12.4.1 Arborescences mixtes
La notion d’arborescence additive est plutôt dégénérée, mais nous définissons
ces arborescences de la même façon que nous avons défini les arborescences expo-
nentielles. Cela nous permettra d’exprimer leurs combinaisons plus facilement.
/
12-12 Définition. Soit ∆ un ensemble. L’ensemble ∆a des arborescences additives de ∆ est défini
ainsi :
∆a ::= λ∆
∣∣ ρ∆ ∣∣ κ
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/
12-13 Définition. Les arborescences mixtes de profondeur i d’éléments de ∆ sont les éléments de
∆(i), qui est défini par :
∆(0) = ∆ ∆(i+1) = ∆(i)e ∪ ∆(i)a





Ces arborescences génériques contiennent des strates exponentielles et des strates
additives. Elles vont permettre de raisonner dans un contexte où boîtes exponen-
tielles et boîtes additives peuvent être imbriquées.
• Clôture contextuelle
On définit directement une opération qui combine clôture pour les strates expo-
nentielles et clôture pour les strates additives.
/
12-14 Définition. La clôture contextuelle d’une relation R ⊆ ∆∗1 × · · · × ∆
∗
n, est la plus petite




1 , . . . , xn ∈ ∆
(in)
n ) ∈ R ⇒ (λx1 ∈ ∆(i1)a1 , . . . , λxn ∈ ∆(in)an ) ∈ R
(x1 ∈ ∆
(i1)
1 , . . . , xn ∈ ∆
(in)
n ) ∈ R ⇒ (ρx1 ∈ ∆(i1)a1 , . . . , ρxn ∈ ∆(in)an ) ∈ R
(κ ∈ ∆
(i1)a
1 , . . . , κ ∈ ∆
(in)a
n ) ∈ R
pour tout entiers i1, . . . , in.
12.4.2 Interprétation des réseaux localisés
On va décrire des relations pour les opérateurs additifs localisés qu’il faudra clore
(comme tous les autres opérateurs) selon la nouvelle notion de clôture.
• Additifs
Les motifs pour les opérateurs additifs localisés sont :
&
λx1 ∈ |A|
a κ ∈ |A|a
x 1 ∈ |A|+ |B|
∼
λz ∈ |V |a κ ∈ |V |a
z ∈ |V |
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&
κ ∈ |B|a ρx2 ∈ |B|
a
x2 ∈ |A|+ |B|
∼
κ ∈ |V |a ρz ∈ |V |a
z ∈ |V |
Pour les opérateurs de la construction top, aucun motif n’existe. Cela dit, un ré-
seau contenant une telle construction peut avoir une sémantique non vide si cette
construction est placée dans la partie « morte » d’une construction additive avec, ou
même dans une boîte exponentielle non utilisée.
12.4.3 Interprétation des réseaux localisés avec contrôle
L’interprétation du type associé aux canaux de contrôle additifs se fait dans l’en-
semble a = { • }
a.
• Additifs
Les motifs sont ainsi complétés :
&
λ • ∈ a
λx1 ∈ |A|
a κ ∈ |B|a
x 1 ∈ |A|+ |B|
∼
λ • ∈ a
λz ∈ |V |a κ ∈ |V |a
z ∈ |V |
&
ρ • ∈ a
κ ∈ |A|a ρx2 ∈ |B|
a
x2 ∈ |A|+ |B|
∼
ρ • ∈ a
κ ∈ |V |a ρz ∈ |V |a
z ∈ |V |
Pour les opérateurs de la construction top, aucun motif n’existe.
• Opérateurs de boîtes
Sur le même principe que pour leurs homologues exponentiels, on utilise :
λi
t ∈ |X|(i)
λ t ∈ |X|(i)a
ρi
t ∈ |X|(i)
ρ t ∈ |X|(i)a
κi
κ ∈ |X|(i)a
Les opérateurs d’oubli n’ont pas de motifs. En ce qui concerne les opérateurs de
copie, on permet les motifs suivants :
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σi
λ t1 ∈ |X|









Enfin, les interprétations des messages obéissent aux motifs suivants :
–
λ

















On a utilisé e pour étiqueter les canaux parcourus car les messages –σ ne parcourent
que des boîtes exponentielles dans le système présenté, mais il n’y a pas vraiment de
raison à cela. D’autres types de boîtes pourraient être parcourues, et il est possible
de remplacer e par n’importe quel ensemble de contrôle x dans ces motifs.
12.4.4 Propriétés
On espère les mêmes théorèmes que pour la sémantique localisée exponentielle.
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Conclusion
Cette thèse explore différentes idées mais le potentiel de chacune n’a pu être ex-
ploité pleinement. De nombreuses questions restent pour l’instant sans réponse, et
diverses directions de recherche sont apparues. Voici un petit recueil regroupant les
questions principales, ainsi que quelques nouveaux puzzles à assembler ou casse-
tête à résoudre.
• L’exécution localisée en pratique ?
Les réseaux d’interaction forment un modèle de calcul qu’on pourrait qualifier
de linéaire : une information atomique est matérialisée par un nœud et ses inter-
connexions, et chaque atome d’information qui va être produit au cours du calcul
sera consommé une seule fois. On a vu dans la première partie que malgré cet as-
pect linéaire on pouvait effectuer dans ce modèle des opérations de duplication et
d’effacement. De telles opérations sont incontournables lorsqu’on souhaite atteindre
l’expressivité des langages de programmation habituels. Elles fournissent en parti-
culier une méthode pour exécuter ces langages.
C’est cette méthode qui a été utilisée pour créer un prototype de machine d’exé-
cution et qui est très différente des méthodes d’exécution traditionnelles. Dans une
exécution traditionnelle les opérations de copie sont rarement explicites, on utilise à
la place une spécificité des matériels informatiques d’aujourd’hui : ils permettent de
lire plusieurs fois une information stockée en mémoire sans la détruire. Par compa-
raison, notre exécution localisée se revêtit de plusieurs atouts :
– Elle continuera de fonctionner si par hasard de nouvelles technologies offraient
des matériels dépourvus de cette spécificité. On peut penser aux avancées du
calcul quantique.
– Elle est adaptée au calcul parallèle, qui est encore très peu répandu malgré la
présence de plusieurs unités de calcul dans la majorité des ordinateurs actuels.
La difficulté est une fois de plus due à la possibilité de lire (ou écrire) plusieurs
fois à un même emplacement, c’est cette possibilité qui soulève les problèmes
inhérents à la programmation distribuée appelés « race conditions ».
– Elle évite (ou plutôt intègre naturellement) le processus compliqué de « gar-
bage collection » inévitable avec les approches traditionnelles.
Les résultats donnés dans cette thèse ne donnent aucune information de com-
plexité et n’offrent même pas un élément de réponse sur la question des perfor-
mances. Il ne serait d’ailleurs pas étonnant que la méthode d’exécution « linéaire »
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introduise certains surcoûts pour un grand nombre de programmes, dont ceux qui
utilisent abondamment et légitimement la spécificité matérielle suscitée. Un axe de
recherche serait de modifier suffisamment le modèle des réseaux d’interaction pour
pouvoir n’effectuer les opérations de réplication (δ, ε) seulement lorsqu’elles sont
vraiment nécessaires, c’est-à-dire de façon paresseuse. Peut-on alors espérer profiter
d’une exécution parallèle automatisée sans gaspiller la fonctionnalité fournie par nos
machines actuelles ?
• Quels réseaux pour les constructions inductives ?
Nous avons montré comment coder le langage PCF dans les réseaux et nous
avons utilisé pour cela des boîtes de récursion. Nous avons longtemps envisagé de
coder le système T en utilisant des constructions qui manipulent des types inductifs
µX.A(X) et coinductifs νX.A(X) et qui permettent une récursion primitive tout en
conservant une garantie de terminaison. Mais faute d’avoir obtenu un système suffi-
samment satisfaisant nous avons préféré attendre un peu plus de maturation avant
d’en parler.
Une idée intéressante (mais simplifiée) consiste à autoriser librement le déroulage
des types inductifs et coinductifs et de proposer un principe d’induction :
ν
N
A(Z) V1 ... Vk
µX.A(X)
V1 ... Vk
dans lequel la preuve N peut utiliser une variable de preuve particulière H, liée à la
boîte qu’on définit. Cette dernière correspond à l’hypothèse d’induction sur un objet
de type Z (variable fraîche) qui est un sous objet de l’objet générique de type A(Z)
traité. Cette hypothèse offre l’interface suivante :
H
Z V1 ... Vk
Lors de la réduction, ces boîtes seront ouvertes et les hypothèses H qu’elle contient
seront remplacées par de nouvelles copies de la boîte entière.
• Simuler le pi-calcul avec réplication ?
Dans la deuxième partie nous avons présenté des boîtes exponentielles généra-
lisées au cadre différentiel. La motivation originelle était d’étendre le codage du pi-
calcul à la réplication (non gardée). Lors de la traduction d’un terme du pi-calcul
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finitaire en un réseau, on fait en sorte qu’à chaque canal ak du terme dont on est
parti corresponde un couple de ports libres dont les types sont de modalité expo-
nentielle, de la forme ?Ik⊥ et !Ok. Le traduit d’un terme P répliqué possède la même
interface que le traduit du terme P lui-même et s’obtient simplement en le plaçant







Comme pour les différents λ-calculs avec ressources, nous ne savons pas encore
si on peut établir un lien (simulation, bissimulation, ou autre. . .) entre la réduction
habituelle du pi-calcul et la réduction des réseaux.
• Les autres bénéfices d’une présentation de la logique avec des structures ?
Avec l’objectif de donner un critère de correction solide pour ces boîtes à plu-
sieurs sorties, une présentation logique qui utilise des structures a été donnée. Son
étude n’est pas complètement terminée, mais on peut déjà envisager d’autres utili-
sations de ce formalisme. En particulier, il semble fournir un éclairage nouveau sur
la structure des réseaux d’interaction.
On pense pouvoir montrer directement (et facilement) grâce à lui les propriétés
de nos réductions localisées (première partie) dont la preuve reposait jusqu’alors sur
la normalisation de la logique linéaire. Il est aussi possible qu’on arrive grâce à lui
à rassembler les travaux présentés dans les deux parties et définir un système où
boîtes de super-promotion et boîtes de réplication sont localisées. L’idée serait dans
les deux cas de rajouter une composante exponentielle aux structures :
σ ::= ·
∣∣ σ ; σ ∣∣ ◦ ∣∣ σ , σ ∣∣ [σ] ∣∣ {σ} ∣∣ A



























• Une réalisabilité pour les nouvelles constructions différentielles ?
Nous avons généralisé la méthode de preuve par réalisabilité qui existait pour la
logique linéaire au cas des constructions différentielles simples. Reste en suspens la
possibilité d’étendre également celle-ci à l’opérateur co-enfouissement ou aux nou-
velles boîtes. On pense en particulier à compléter la syntaxe qui nous a servi à géné-
rer les candidats de réductibilité pour la modalité exponentielle avec la construction
suivante :
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Résumé
PROGRAMMER, CALCULER ET RAISONNER AVEC
LES RÉSEAUX DE LA LOGIQUE LINÉAIRE
La première partie propose divers systèmes de réseaux d’interaction (calcul par
réécriture muni d’une réduction atomique, locale et parallèle) qui simulent l’exé-
cution des preuves de la logique linéaire (considérées comme des programmes).
Les différents fragments de cette logique sont abordés, on y ajoute aussi une récur-
sion pour atteindre l’expressivité des langages de programmation usuels. Ce pro-
cédé de simulation permet d’exécuter certains langages à l’aide d’une petite ma-
chine d’exécution multi-processeurs. Il s’appuie sur des représentations localisées
de boîtes issues des réseaux de preuve ; certaines utilisent avantageusement un ca-
nal de contrôle pour ne rien perdre de la structure des preuves représentées.
La deuxième partie parle de logique linéaire différentielle et de ses ressources
à usage unique. On la munit d’une super-promotion, qui se distingue notamment
d’une promotion ordinaire parce qu’elle préserve la symétrie originelle de ce forma-
lisme. C’est la pendante côté logique de la réplication qu’on trouve parfois dans les
algèbres de processus. On arrive à isoler l’un de ses composants plus primitifs, le
co-enfouissement, responsable de leur dynamique incontrôlée (pour l’instant). Cette
construction peut être exprimée dans la syntaxe du λ-calcul avec ressources ou dans
un système de réseaux. La séquentialisation de ces derniers requiert une présentation
originale de la logique, fondée sur un calcul de structures, et qui a potentiellement
d’autres intérêts.
Il est aussi question de réalisabilité pour les systèmes différentiels et de séman-
tique relationnelle pour les divers réseaux présentés.
Abstract
PROGRAMMING, COMPUTATION AND REASONING
USING NETS FROM LINEAR LOGIC
The first part describes various systems of interaction nets (calculus using rewri-
ting whose reduction is atomic, local and parallel) which simulate the execution of
linear logic proofs (considered as programs). The different fragments of this logic are
discussed, and a recursion construct is added to reach the expressiveness of common
programming languages. The simulationmethod that was developed allows the exe-
cution of programs written in certain languages using a small multi-processor vir-
tual machine. It relies on localized representations of boxes coming from proof nets;
some of them advantageously use a control channel to avoid losing structure from
the proofs they represent.
The second part is devoted to differential linear logic and its single-use resources.
It presents a super-promotion which, unlike the usual promotion, preserves the ori-
ginal symmetry of this formalism. This construction is the logical counterpart of the
replication which can be found in some process algebras. We managed to isolate one
of its more primitive components, namely co-digging, which is responsible for their
(still) uncontrolled dynamic. Super-promotion can be expressed in the syntax of λ-
calculus with resources or in systems of nets. Sequentialization of the latter requires
a specific presentation of logic, based on a calculus of structures, which might open
some other perspectives.
Realizability for differential systems and relational semantics for the various nets
we consider are also discussed.
