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Résumé : Le manuscrit de thèse se propose de concilier les points de vue
développés par les théories microscopiques et la théorie hydrodynamique sur la
diffusion. Nous testons les hypothèses hydrodynamiques et tentons d’obtenir une
reformulation de celles-ci à partir d’arguments microscopiques. En particulier, pour
un fluide laminaire visqueux, la force exercée sur une particule sphérique ou encore
le champ de vitesse autour d’une particule sphérique en mouvement, respectivement
décrits par la force de Basset-Boussinesq et la solution de Stokes, seront l’objet de
notre investigation. Leurs formes sont-elles pertinentes à l’échelle microscopique ?
Si oui, comment peut-on les exprimer à l’échelle moléculaire ? Pour ce faire, nous
avons réalisé des simulations moléculaires et basé notre développement à l’aide de
la théorie de Mori-Zwanzig qui nous donne des relations exactes microscopiques.
Dans un premier temps, nous étudions l’évolution des fluctuations de la particule
afin d’interpréter le comportement aux temps longs et réalisons le lien avec l’inertie,
la diffusion et l’hydrodynamique. Puis nous proposons une nouvelle approche pour
extraire le flot microscopique de fluides Lennard-Jones ou granulaires afin de le
comparer directement aux solutions hydrodynamiques, ce qui nous permet d’étudier
les conditions aux bords. Nous avons pu développer une expression analytique pour
les conditions aux bords du flot où les fluctuations jouent un rôle clef. A l’aide des
outils d’analyse développés, nous pouvons aussi investiguer le couplage entre le
mouvement translationnel et rotationnel. Enfin nous étendons notre analyse à des
systèmes tels que les ions aqueux et l’eau surfondue.
Mots clés : Diffusion, hydrodynamique généralisée, noyau de Mori-Zwanzig,
conditions aux bords, dynamique moléculaire
Microscopic flows and mechanism of diffusion in liquid phase
Abstract : This work proposes to reconcile the points of view developed by
microscopic theories and hydrodynamics on diffusion. We test the hydrodynamics
hypothesis and try reformulate them from microscopic arguments. In particular,
for a laminar viscous liquid, the exerced force on a spherical particle or the velocity
field around the spherical particle with a prescribed velocity, respectively described
by the Basset-Boussinesq force and the Stokes flow, will be the object of our
investigation. Is their form relevant at microscopic scale ? If so, how can we express
them at the molecular scale ? To do so, we realized molecular simulations and
based our developement thanks to the Mori-Zwanzig theory which gives us exact
microscopic relations. Initally, we study the evolution of fluctuations of the particle
in order to interpret the behaviour at long times and link it with inertia, diffusion
and hydrodynamics. Then we propose a novel approch to extract the microscopic
flow of Lennard-Jones or granular fluids in order to compare it directly with the
hydrodynamic solutions, which allows us to study boundary conditions. We were
able to develop an analytical expression for boundary conditions of the flow where
fluctuations play a key role. Thanks to our developed analysis tools, we also investi-
gate the coupling between the translationnal and rotationnal movement. Finally, we
extend our investigation to more realistic fluids such as aqueous solutions and water.
Keywords : Diffusion, generalized hydrodynamics, Mori-Zwanzig kernel,
boundary conditions, molecular dynamics
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Introduction
Le travail scientifique [. . . doit] satisfaire aux exigences d’une rupture avec toutes
les images premières ou perceptives du sujet, [il doit se présenter] ensuite comme
devant construire ses faits et enfin les éprouver dans l’expérience. [Ce sont] ces
trois mouvements par lesquels l’épistémologie bachlardienne définit la science.
Entretien entre Pierre Bourdieu et Jean-Claude Passeron, 1966.
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L’intitulé de ce manuscrit de thèse associe une caractéristique très spécifique
les flots microscopiques et dégage un thème global le mécanisme de la diffusion en
phase liquide. Évidemment ce travail n’est qu’une pierre à l’édifice de la tâche en-
tamée de longue date qui vise à comprendre et exprimer quel est le mécanisme,
d’un point de vue microscopique, de la diffusion d’une particule dans un liquide
et pour se faire notre approche consiste à calculer des flots microscopiques. Si un
caillou est placé dans une rivière, on observe un écoulement ou flot de l’eau autour
de celui-ci. On connaît le mécanisme de ce phénomène et nous sommes donc en
possession d’une équation, celle de Navier-Stokes, définie macroscopiquement, qui
nous permet par sa résolution de reproduire ce flot, ce qui nous donne des images
très réalistes dans les films d’animation. Si maintenant on observe un grain de pol-
len en suspension dans l’eau, celui-ci se meut dans le liquide de manière erratique.
À travers ses multiples collisions avec les molécules d’eau diffuse dans le liquide.
Le modèle de ce processus est celui de Stokes-Einstein qui relie le coefficient de
diffusion à la force de friction hydrodynamique subie par notre grain de pollen se
déplaçant dans le liquide. Bien que très efficace cette relation repose sur des argu-
ments macroscopiques, la force considérée est la force hydrodynamique. Sa validité
reste à être prouvée à l’échelle microscopique. On peut en revanche calculer des
coefficients de diffusion par simulation de dynamique moléculaire mais on est rapi-
dement confronté à des difficultés si l’on étudie le mouvement de particules dans
des flots complexes. Des méthodes mixtes ont été développées dans ce sens telle que
la dynamique stochastique rotationnelle [1] mais celle-ci nécessite une connaissance
du couplage entre le déplacement de la particule et le flot. De même le transport
de particules dans des systèmes nanofluidiques demande de connaître le couplage
entre diffusion, hydrodynamique et conditions aux bords. Nous allons dégager des
caractéristiques de la diffusion de particules microscopiques et tester les modèles
théoriques sur des cas particuliers limites où des ingrédients de ces modèles non-
identifiables a priori peuvent être explicités à l’aide de simulations moléculaires.
Ainsi ce manuscrit de thèse propose de concilier les points de vue développés par
les théories microscopiques et la théorie hydrodynamique. Nous testons les hypo-
thèses hydrodynamiques et tentons d’obtenir une reformulation de celles-ci à partir
d’arguments microscopiques. Notre approche consiste à calculer à partir d’un forma-
lisme microscopique des fonctions de réponses, qui vont s’avérer être des fonctions
de corrélation spécialement construites. Nous emploierons pour cela des simulations
de dynamique moléculaire classique. Nous pourrons ainsi avoir une compréhension
du flot à l’échelle microscopique, ce qui nous permettra ponctuellement de remonter
vers des modèles analytiques.
Afin de mettre en perspective notre approche, il est nécessaire d’exposer les
acquis et méthodes disponibles pour étudier le phénomène de diffusion en phase
liquide. Les théories existantes à ce jour sont nombreuses et adoptent des points
de vue variés. Sans être exhaustive, les théories et méthodes exposées doivent
permettre de comprendre ce travail de thèse. Celles-ci sont regroupées sur la figure 2
de manière à refléter les différents niveaux de description et leurs connexions qui
seront expliquées tout au long du chapitre 1. Le diagramme est construit afin
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Figure 2 – Diagramme des différents niveaux de description et de leurs connexions
dont la description est donnée dans le corps du texte.
de mettre en évidence le caractère hiérarchique des différentes théories : plus on
descend plus on perd les détails microscopiques, plus on se place à droite et plus
on a construit des approximations. Ainsi est placé en haut à gauche la théorie
microscopique (A0) exacte 1 à partir de laquelle on peut passer à un niveau de des-
cription macroscopique en utilisant la méthode des opérateurs de projection (PO)
pour arriver à la théorie de Zwanzig (B0) et sa version linéarisée (L) qui est la
théorie de Mori (D0). Cette branche développe des théories exactes (signalées par
une double barre) mais on peut aussi utiliser des théories qui font appel à des
approximations. Ces approximations peuvent se révéler utiles telle que la théorie
de la réponse linéaire (B1) couplée avec des moyennes d’ensemble (D1). Celles-ci
réalisées judicieusement nous donnent un bagage statistique pour étudier les
phénomènes de transport irréversibles non loin de l’équilibre. En parallèle, à droite
sur le diagramme, sont placées les théories stochastiques. Partant de l’équation de
Langevin Généralisée (A1), en négligeant les effets de mémoire (NM), on arrive à
l’équation de Langevin (C2) qui nous mène à l’hydrodynamique si l’on néglige les
1. du moins considérée comme telle ici
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fluctuations de la particule (NPF). On peut obtenir (C2) de manière transverse à
partir des relations exactes en considérant la particule lourde (ML) et en réalisant
la limite Brownienne (BL). Ce qui est proposé dans ce manuscrit, c’est de réaliser
la connexion vers l’hydrodynamique là où les interrogations subsistent.
Pour cela nous allons nous focaliser sur deux axes d’étude principaux :
• Au chapitre 3, on s’intéresse plus particulièrement à l’évolution des fluctua-
tions de la particule. Le mouvement de la particule déclenche des modes hy-
drodynamiques dans le fluide qui induisent des effets inertiels et de mémoire
dans la force subie par la particule diffusive. Ces effets sont habituellement
négligés. Nous voulons ici caractériser ces effets à l’échelle moléculaire.
• Au chapitre 4, on étudie l’environnement autour d’une particule diffusive grâce
à l’extraction de flots. Nous comparons ce flot avec le modèle hydrodyna-
mique et caractérisons les conditions aux bords du flot à l’échelle moléculaire.
De nouveau, les effets de fluctuation de la particule diffusive seront pris en
compte.
Avant de présenter ces deux axes d’étude, le chapitre 2 est dédié aux simulations de
dynamique moléculaire à partir desquelles notre analyse est réalisée. La simulation
numérique nous sert d’expérience à partir de laquelle on peut construire des modèles.
Ainsi ce chapitre peut être considéré comme une boîte à outils pour les chapitres
suivants et peut très facilement être passé en première lecture. Enfin les deux derniers
chapitres plus succincts sont basés sur les outils d’analyses construits aux chapitres
précédents mais appliqués à des systèmes ou phénomènes plus complexes. Alors que
l’on s’est limité à l’étude de la diffusion translationnelle, on peut aller plus loin et
étudier le couplage entre des mouvements de translation et de rotation, ce qui sera
réalisé au chapitre 5. Enfin, le but de ce travail est de développer des outils qui
seront utiles pour des applications à des systèmes d’intérêt, au-delà des systèmes
modèles. Aussi, allons-nous faire un pas en ce sens au chapitre 6 où on étudie des
systèmes tels que l’eau ou des ions aqueux.
Chapitre 1
Méthode de projection,
réponse linéaire et diffusion
Le savant doit ordonner ;
on fait la science avec des faits comme une maison avec des pierres ;
mais une accumulation de faits n’est pas plus une science qu’un tas de pierre.
Henri Poincaré, La science et l’hypothèse.
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Chapitre 1. Méthode de projection,
réponse linéaire et diffusion
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1.1 Relations d’Einstein
Einstein [2], à partir d’un raisonnement original qui combine la théorie hydro-
dynamique de Stokes fondée sur l’hypothèse que le liquide est un milieu continu et
la théorie cinétique de la chaleur pour les liquides, proposa une étude sur le mou-
vement erratique des particules en suspension dans un fluide, nommé mouvement
brownien, qui allait permettre à Perrin de déterminer expérimentalement la valeur
de la constante d’Avogadro. Einstein imagine que les particules en suspension sont
soumises à une force externe F, dont la nature n’est pas explicitée, qui dépend éven-
tuellement de leurs positions mais pas du temps. En se mouvant dans le fluide sous
son influence, chaque particule subit une force de résistance de friction visqueuse qui
amène la particule à une vitesse limite u = F/ζ, où ζ est le coefficient de friction
visqueuse de chaque particule en suspension. Il en résulte à l’équilibre un flux de
particules qui est compensé par le flux de diffusion, lié au gradient de concentration
nF
ζ
−D∇n = 0 (1.1)
où n est le nombre de particules en suspension par unité de volume et D le coefficient
de diffusion.
D’autre part, il utilise la loi de Van’t Hoff qui exprime l’identité pour des solutions
diluées entre la pression exercée sur des parois semi-perméables par des molécules en
solution et la pression partielle exercée par un gaz pour définir une surpression, dite
pression osmotique, due aux molécules en solution et qui obéit donc à la loi des gaz
parfaits. Il affirme que celle-ci peut s’appliquer aux particules en suspension. Ainsi
il montre que la somme des forces extérieure et osmotique par unité de volume
s’annule
nF− RTN ∇n = 0 (1.2)
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où N est la constante d’Avogadro, T la température et R la constante des gaz
parfaits. En comparant les équations (1.1) et (1.2), il vient
D =
kBT
ζ
(1.3)
On obtient une relation pour le coefficient de diffusion qui est la première relation
historique de fluctuation-dissipation. En particulier, si l’on suppose que les particules
en suspension sont toutes des sphères de rayon R, on peut utiliser la relation de
Stokes qui donne le coefficient de friction ζ d’une sphère plongée dans un fluide
continu de viscosité η, on déduit
D =
kBT
cpiηR
(1.4)
où c est un coefficient qui dépend des hypothèses considérées à la surface de la
sphère du champ de vitesse créé par le fluide. Si les conditions aux bords sont
non-glissantes, la vitesse du fluide est considérée partout égale à la vitesse u qui est
celle de la sphère de rayon R en mouvement de le fluide visqueux. Si les conditions
aux bords sont glissantes, la composante normale de la vitesse du fluide est prise
égale à la composante normale de u, ce qui exprime la condition d’impénétrabilité
de la sphère et la force tangentielle qui agit sur la sphère est considérée comme nulle.
A partir d’une de ces conditions, le tenseur des contraintes à la surface est obtenu
en résolvant l’équation de Navier-Stokes linéarisé en considérant que la vitesse du
fluide est nulle à une distance infinie de la sphère. Enfin la force de friction peut
être calculée en intégrant sur toute la sphère le tenseur des contraintes. On obtient
c = 6 et 4, respectivement pour le cas non-glissant et glissant. Il est important de
noter ici que les conditions aux bords considérées sont de nature macroscopique.
Einstein complète ces résultats par des considérations d’essence mathématique
et probabiliste. Considérons un ensemble de particules dont les positions initiales
sont {ri(0)}, celles-ci diffusent au cours du temps t aux positions {ri(t)}. La densité
de probabilité de trouver une particule donnée à la position r au temps t, est donnée
par la solution de l’équation de diffusion. Ainsi il évalue la valeur moyenne du carré
du déplacement et la relie au coefficient de diffusion aux temps longs
D = lim
t→+∞
1
6t
〈|ri(t)− ri(0)|2〉 (1.5)
où la moyenne 〈·〉 est prise sur les conditions initiales. Ce résultat est une relation
caractéristique d’une ‘marche aléatoire’, où la valeur moyenne du carré du déplace-
ment du marcheur devient une fonction linéaire du temps après un nombre assez
grand de pas aléatoires. La relation entre ‘marche aléatoire’ et mouvement brownien
est établie par Smoluchowski [3,4]. Son approche ne repose pas sur le concept d’une
particule brownienne entrant en collisions dans un liquide mais utilise un point de
vue de thermodynamique plus général où l’événement de collision est traité comme
un événement aléatoire semblable à un jeu de pile ou face. Il est important de re-
marquer que la relation (1.5) implique de prendre la limite thermodynamique avant
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de prendre la limite t → +∞. Pour un système de volume fini V , le coefficient de
diffusion est strictement nul étant donné que le maximum de la valeur moyenne
du carré du déplacement est de l’ordre de V 2/3. En pratique, le rapport dans le
membre de droite dans la relation (1.5) atteint un plateau à des temps bien plus
courts que ceux requis pour la particule diffusante d’atteindre les bords du système.
Ainsi c’est la valeur de ce plateau qui permet de définir le coefficient de diffusion
pour un système de taille finie.
Une autre relation équivalente peut-être déduite pour le coefficient de diffusion.
En utilisant l’identité pour une particule marquée
r(t)− r(0) =
∫ t
0
v(t′) dt′ (1.6)
on trouve
〈|r(t)− r(0)|2〉 = ∫ t
0
dt′
∫ t′
0
dt′′〈v(t′)v(t′′)〉 (1.7)
=
∫ t
0
dt′
∫ t′
0
dt′′〈v(t′ − t′′)v(0)〉 (1.8)
= 2
∫ t
0
(t− t′)〈v(t′)v(0)〉 dt′ (1.9)
en utilisant la propriété de stationnarité de la fonction de corrélation et en appliquant
un changement de variable. En insérant (1.9) dans la relation d’Einstein (1.5) et se
rappelant que cette dernière s’applique seulement aux temps longs, on obtient
D =
1
3
∫ +∞
0
〈v(t)v(0)〉 dt (1.10)
L’équation (1.10) est un exemple typique de formule de Green-Kubo [5–8] qui est une
classe de relations où les propriétés dynamiques macroscopiques apparaissent écrites
comme l’intégrale sur le temps de fonctions de corrélation microscopiques. Aux
temps longs comparés au temps de relaxation microscopique, les vitesses initiales
et finales sont complètement décorrélées. Ainsi lorsque t → +∞, 〈v(t)v(0)〉 = 0.
Jusque dans les années 60, il était généralement admis que la fonction d’auto-
corrélation des vitesses, au moins loin du point critique, décroit exponentiellement
ce qui était prédit par les équations linéarisées de Boltzmann [9], les équations de
Fokker-Planck [10] encore celle d’Enskog. Alder et Wainwright, pionniers dans le do-
maine de la simulation de dynamique moléculaire, ont étudiés le comportement aux
temps longs de la fonction d’auto-corrélation des vitesses sur un modèle de disques
ou sphère durs. Contrairement aux prédictions connues, ils observent une décrois-
sance asymptotique lente en t−d/2, où d est la dimension du système, dès 10 temps
moyens de collision et proposent une explication basée sur un modèle hydrodyna-
mique simple [11]. Rapidement après cette découverte des explications théoriques
sont proposées basées sur la théorique cinétique [12–15], la théorie du couplage
mode-mode [16–19], ‘fluctuating hydrodynamics’ [20–22], la théorie du mouvement
1.1. Relations d’Einstein 9
brownien [23, 24] et les méthodes du groupe de renormalisation [25]. Un compte
rendu a été fait par Pomeau et Resibois [26].
Nous sommes ainsi en possession de plusieurs relations qui nous permettent de
calculer un coefficient de diffusion. Notamment les relations (1.5) et (1.10) peuvent
être facilement calculées numériquement à partir de trajectoires observées expéri-
mentalement ou générées via simulations. On obtient une description quantitative
assez robuste à l’expérience. Toutefois, comme nous l’avons dit en introduction, si
ces relations sont utilisées largement pour caractériser le processus de diffusion, elles
sont limitées dans l’étude de flots complexes et reposent sur des hypothèses utilisées
dans de nombreuses théories ou méthodes qu’il est désormais possible de tester.
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La diffusion est un phénomène par nature hors-équilibre et il n’existe pas
d’unique formalisme pour traiter ce type de problème. Chacun d’eux a ses avantages
et inconvénients et permet une approche particulière au problème. Comme énoncé
dans l’introduction nous allons exposer deux approches très différentes l’une basée
sur la construction de relations stochastiques du mouvement brownien et l’autre sur
une approche microscopique comme la théorie de la réponse linéaire basée sur le
travail de Kubo [27]. Sur ces acquis, nous allons présenter la méthode des opéra-
teurs de projection (PO) proposée par Zwanzig [28] qui sera d’autant plus appréciée
après avoir développé et compris les éléments centraux des théories stochastiques
présentées au préalable.
1.2 Théories stochastiques
1.2.1 Modèle de Langevin pour le mouvement Brownien
Une particule lourde (B) de masse M immergée dans un fluide de particules
légères de masse m  M en équilibre thermodynamique subit des collisions avec
celles-ci et effectue un mouvement erratique.
L’équation du mouvement de Newton relative à la particule s’écrit
dP(t)
dt
= F(t) (1.11)
où P(t) = Mv(t) est la quantité de mouvement de la particule brownienne. Ici la
force F(t) est la force totale instantanée exercée sur la particule au temps t. Elle
résulte des interactions entre la particule brownienne et le fluide l’entourant et dé-
pend donc implicitement des coordonnées de la particule et des particules du fluide.
Le modèle de Langevin court-circuite une résolution laborieuse qui consisterait à
résoudre cette équation couplée avec celles relatives à toutes les particules du fluide
et décrit le mouvement de la particule via une seule équation phénoménologique
dP(t)
dt
= −ζP(t) + FR(t) (1.12)
où ζ est le coefficient de friction et FR(t) est une force aléatoire, indépendante de
P(t), appelée force de Langevin. L’idée est de décomposer la force totale exercée
sur le fluide F(t) en deux contributions distinctes. La première représente l’effet du
fluide à la perturbation qu’il subit du fait du mouvement de la particule, −ζP(t),
appelée force de friction représentant l’effet systématique du fluide. Cette force dis-
sipative est proportionnelle à la quantité de mouvement. La seconde inclut tout
le reste via une force aléatoire FR(t), nommée aussi bruit, représentant la partie
fluctuante de l’effet du fluide. Ces deux contributions représentent deux facettes
du même phénomène physique : l’interaction de la particule brownienne avec les
particules du fluide. Il ne sera donc pas surprenant de montrer par la suite qu’une
relation existe entre la friction et le bruit. L’équation (1.12) ne peut être utilisée pour
faire des prédictions à moins de faire des hypothèse sur les propriétés de FR(t). Ces
1.2. Théories stochastiques 11
propriétés sont des propriétés statistiques de cette force aléatoire. Le fluide est en
équilibre thermodynamique ainsi aucun temps n’est privilégié : FR(t) est une fonc-
tion aléatoire stationnaire dont les hypothèses minimales concernant la moyenne
temporelle sur un intervalle de temps infinitésimal des moments d’ordre 1 et 2 sont
les suivantes
〈FR(t)〉 = 0 (1.13)
et
〈FR(t)FR(t′)〉 = 2B1δ(t− t′) t′ ≥ t (1.14)
où B est une constante à déterminer. La deuxième condition indique qu’il y n’a pas
de corrélation temporelle entre un temps t et un temps t′. La distribution de Dirac
impose que le temps de vie de la fonction de corrélation de la force aléatoire est
court devant l’échelle de temps du mouvement de la particule brownienne. Enfin
l’hypothèse maximale permettant de préciser entièrement FR(t) est de considérer
que c’est une fonction aléatoire gaussienne déterminée par ces moments. Si FR(t)
peut-être considérée comme résultant de la superposition d’un très grand nombre de
fonctions aléatoires, il vient d’après le théorème de la limite centrale que l’hypothèse
énoncée précédemment semble plausible. Un exemple de conséquences qui découlent
de l’équation (1.12) en faisant appel aux hypothèses (1.13) et (1.14) est le théo-
rème de fluctuation-dissipation. La solution de (1.12) avec (1.13) nous donne accès
à la moyenne de la quantité de mouvement qui décroit exponentiellement depuis
n’importe quelle valeur initiale P(0),
d〈P(t)〉
dt
= −ζ〈P(t)〉 (1.15)
〈P(t)〉 = P(0)e−ζt (1.16)
La constante B dans l’équation (1.14) peut-être trouvée en examinant les fluctuations
de la moyenne de la quantité de mouvement près de zéro aux temps longs
lim
t→+∞〈P(t)P(t)〉 =
B
3ζ
1 (1.17)
Puisque la particule brownienne approche l’état d’équilibre avec le bain, on peut
utiliser le théorème d’équipartition 〈P2〉 = MkBT . Ce résultat combiné avec (1.14)
et (1.17) nous donne une relation pour le coefficient B
B = 3MkBTζ (1.18)
reliant le coefficient ζ qui décrit la friction ou dissipation du système au coefficient
B qui décrit les fluctuations. En insérant explicitement la valeur de B dans (1.14)
et en intégrant sur t on obtient
ζ =
β
3M
∫ +∞
0
〈FR(0)FR(t)〉 dt (1.19)
où β = 1/(kBT ) et T la température d’équilibre du bain. C’est un corollaire du
théorème de fluctuation-dissipation précédent qui relie directement la friction à
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l’intégrale de la fonction d’auto-corrélation de la force de Langevin. La théorie
stochastique est un guide pratique pour comprendre les justifications d’une
théorie microscopique. La quantité de mouvement de la particule brownienne varie
lentement en moyenne en vertu de sa lourde masse. Le coefficient de friction est
déterminé par la corrélation d’un processus se produisant à une échelle de temps
bien plus rapide que la moyenne du mouvement de la particule.
1.2.2 Équation de Langevin généralisée
Précédemment la friction au temps t était proportionnelle à la vitesse au même
temps et le bruit définit par une fonction delta avec les propriétés d’un bruit blanc
(la transformée de Fourier de la fonction de corrélation du bruit est indépendante
de la fréquence). Avant de généraliser le modèle de Langevin, nous allons montrer
ses insuffisances. En partant de la fonction de corrélation de vitesse à l’équilibre
d
dt
〈v(t)v(t+ t′)〉 = − ζ
M
〈v(t)v(t+ t′)〉, t′ > 0 (1.20)
obtenue à partir de (1.12) en remarquant que 〈v(t)FR(t′)〉 = 0 pour t < t′. On a
〈v(t)v(t+ t′)〉 = kBT
M
e−ζ|t
′|/M (1.21)
La fonction de corrélation de vitesse doit aussi satisfaire la condition
d
dt′
〈v(t′)v(t′ + t)〉 = 0 (1.22)
car à l’équilibre v(t) est un processus stationnaire. On a
d
dt
〈v(t) d
dt
v(t)〉 = 0 (1.23)
ce qui est contradictoire avec la condition (1.21). Cette dernière ne peut être va-
lide aux temps très courts |t| où la particule Brownienne ne subit que très peu de
collisions. On a supposé qu’à chaque position de la particule, le solvant relaxe ins-
tantanément. Le solvant est en équilibre thermodynamique et ne dépend que de la
position et de la vitesse instantanée de la particule. La friction dépend uniquement
de la configuration instantanée du solvant et donc de la position et de la vitesse
instantanée de la particule où nous avons supposé que le terme de friction est li-
néaire avec la vitesse. La théorie de Langevin repose sur le fait que les molécules
de solvant bougent rapidement par rapport au soluté ainsi le solvant relaxe rapi-
dement en comparaison au mouvement de la particule. Le solvant peut avoir des
mouvements d’ensemble lents tels que les modes de relaxation hydrodynamiques et
certain de ces modes peuvent avoir le même temps caractéristique que celui de la
particule [29]. Pour prendre en compte les effets de retard de la force de friction
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nous allons maintenant remplacer le coefficient de friction ζ par une friction retar-
dée dépendant linéairement des valeurs de v dans le passé de t. L’équation (1.12)
devient
M
dv(t)
dt
= −
∫ t
−∞
K(t− t′)v(t′) dt′ + FR(t) (1.24)
où K(t − t′) est la fonction de mémoire, sa largeur donne le retard avec lequel la
friction s’établit et représente la relaxation du solvant après une perturbation et
FR(t) est la force aléatoire qui représente les fluctuations instantanées du solvant
pour laquelle on suppose
〈FR(t)〉 = 0 (1.25)
On peut réécrire (1.24) sous une forme différente en privilégiant un temps par-
ticulier que nous prendrons pour origine des temps. (C’est sous cette forme qu’elle
apparaît dans la théorie de Mori.) On peut voir facilement cela en définissant la
nouvelle force de Langevin FL(t) pour t > 0,
FL(t) = FR(t)−
∫ 0
−∞
K(t− t′)v(t′) dt′ (1.26)
L’équation de Langevin généralisée s’écrit pour t ≥ 0,
M
dv(t)
dt
= −
∫ t
0
K(t− t′)v(t′) dt′ + FL(t) (1.27)
Bien sûr, lorsque t→ +∞, on a FL(t) ≈ FR(t) car K(t− t′)→ 0. Il est possible de
déduire les propriétés suivantes [30] : la moyenne de FL(t) donne
〈FL(t)〉 = 0 (1.28)
La corrélation entre FL(t) et v(0) pour t ≥ 0
〈v(0)FL(t)〉 = 0 (1.29)
et la corrélation entre FL(t) et FL(0) pour t ≥ 0 nous donne la nouvelle forme du
théorème de fluctuation-dissipation
〈FL(0)FL(t)〉 = kBTK(t) (1.30)
Si le système atteint l’équilibre aux temps long le théorème de fluctuation-
dissipation (1.14) doit être modifié et le bruit n’est plus blanc. Avec l’introduction
d’une force de friction retardée on a ici ce que l’on appelle une équation de Langevin
non-Markovienne. Dans un traitement non-Markovien du mouvement Brownien, on
considère qu’à un temps spécifique t = −∞ le système est par exemple à l’équi-
libre et on obtient une équation d’évolution d’une observable A(t) qui a la forme
standard [31]
dA(t)
dt
= −
∫ ∞
0
K(u) ·A(t− u) du+ R(t) (1.31)
et le théorème de fluctuation-dissipation est de la forme
〈R(t)R(t′)〉 = K(t− t′) · 〈AA〉eq (1.32)
où R(t) est la force aléatoire.
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1.3 Théories microscopiques
La théorie stochastique du mouvement brownien [32], initiée par Einstein et
Smoluchowski est basée sur une hypothèse probable mais non prouvée qui relie
les effets du bain sur la dynamique de la particule brownienne. Cette théorie a
reçu une justification moléculaire grâce à la méthode des opérateurs de projection
introduit initialement par Zwanzig. Sur le plan mathématique, cette théorie
permet d’obtenir des expressions exactes et compactes ; certes, mais assez formelles
et difficiles à calculer concrètement. Il faut inévitablement avoir recours à des
approximations. Il est cependant très utile de déterminer la structure des équations
exactes et d’introduire les approximations au stade formel du calcul. Un autre
intérêt se présente : une telle approche permet de développer une ‘interprétation
géométrique’ de diverses grandeurs physiques : sous-espaces orthogonaux dans
l’espace des opérateurs associés respectivement classiquement aux variables lentes
et rapides ; séparation claire de la force totale en force de Langevin et force de
friction grâce à l’étude de l’évolution des composantes de la force totale initiale
dans les sous-espaces lents et rapides. . . Avant tout nous avons besoin de définir ce
qu’est l’opérateur de projection dans l’espace des opérateurs. Pour cela la théorie
de la réponse linéaire est un guide utile. On peut établir l’équation linéaire de
Langevin non-markovienne dont la forme est valable quel que soit le produit scalaire
ou projection choisi. Si les variables considérées sont ‘lentes’ nous verrons que cette
dernière est réduite à l’équation de Langevin markovienne. Nous aurons ainsi une
compréhension des limites de validité des équations linéaires de Langevin.
1.3.1 Théorie de la réponse linéaire
Pour faire des mesures sur un système et étudier en particulier l’évolution
temporelle on peut le soumettre à une force suffisamment faible pour altérer le
moindrement celui-ci et observer la réponse du système. La théorie de la réponse
linéaire repose sur le calcul explicite en régime linéaire des fonctions de réponse
qui s’expriment en terme de fonctions de corrélation de variables dynamiques à
l’équilibre thermodynamique. Nous allons utiliser les équations microscopiques
classiques afin de calculer la valeur moyenne d’une grandeur physique en présence
d’une perturbation. Ceci nous permettra de retrouver le coefficient de transport
présenté précédemment : le coefficient de diffusion.
La théorie de la réponse linéaire repose donc sur un traitement perturbatif.
On considère un système dont le mouvement est décrit par l’Hamiltonien H. Une
force extérieure fe(t) est appliquée au temps t = 0 où le système est en équilibre
thermodynamique. L’état du système est repéré par les coordonnées et les moments
conjugués instantanés des N particules du système, {qi(t), pi(t)} avec i = 1, . . . , N .
Si ρ ≡ ρ(q, p) est la fonction de distribution représentant l’ensemble statistique, on
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a l’équation
∂ρ(t)
∂t
= iLtρ(t) (1.33)
avec iLt l’opérateur de Liouville correspondant à l’hamiltonien perturbé,
Ht = H+Hext = H− fe(t)A (1.34)
où A est une observable conjuguée à la force appliquée fe(t). En mécanique classique
l’opérateur de Liouville est donné par
iLt = −
N∑
i
∂Ht
∂pi
∂
∂qi
− ∂Ht
∂qi
∂
∂pi
≡ iL+ iLext (1.35)
où iL et iLext sont les opérateurs de Liouville correspondant respectivement à H et
Hext. On résout l’équation (1.33) en considérant les conditions initiales
ρ(0) = ρeq = C exp(−βH), β = 1
kBT
(1.36)
et on obtient au premier ordre
ρ(t) = ρeq + ∆ρ(t) +O(f2e ) (1.37)
avec
∆ρ(t) =
∫ t
0
eiL(t−t
′)iLext(t′)ρeq dt′ (1.38)
On peut maintenant définir la réponse du système à la force à partir de la variation
d’une grandeur physique B qui est la mesure du système au temps t dans une
situation hors équilibre
∆B¯(t) = TrB(q, p)∆ρ(t) =
∫
dpdqB(q,p)∆ρ(t) (1.39)
où l’intégrale est faite sur l’espace des phases. On obtient en mécanique classique,
∆B¯(t) =
∫ t
0
fe(t
′)Trρeq
{
A(0),B(t− t′)} dt′ (1.40)
où
B(t) = exp(−iLt)B(0) = B(qt, pt) (1.41)
représente la variation dynamique de la fonction B, c’est-à-dire que B(qt, pt) est la
valeur au point de l’espace des phases qui évolue selon les équations du mouvement
d’Hamilton
q˙t =
∂H
∂pt
, p˙t = −∂H
∂qt
(1.42)
où les conditions initiales q0 = p et p0 = q. Le crochet de l’équation (1.40) est en
mécanique classique le crochet de Poisson défini par
{A,B} =
N∑
i
(
∂A
∂qi
∂B
∂pi
− ∂A
∂pi
∂B
∂qi
)
(1.43)
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On peut enfin définir la fonction de réponse
φBA(t) = Trρeq {A(0), B(t)} = 〈{A(0), B(t)}〉 = Tr {ρeq, A(0)}B(t) (1.44)
et réécrire l’équation (1.40) comme
∆B¯(t) =
∫ t
0
φBA(t− t′)fe(t′) dt′ (1.45)
Cette équation exprime la réponse ∆B¯(t) étant linéaire à la force externe fe, comme
la superposition des effets retardés. La fonction de réponse représente la réponse du
système à l’instant t à une force impulsive fe(t) ∝ δ(t) exercée sur le système au
temps t = 0. La valeur moyenne de B dans l’état hors équilibre ainsi obtenu est
écrite comme l’intégrale d’une fonction de corrélation à l’équilibre.
En utilisant (1.36) et (1.43), on montre
{ρeq, A(0)} = −βρeq {H, A} = βρeqA˙ (1.46)
ainsi l’équation (1.40) peut se réécrire sous la forme
∆B¯(t) = β
∫ t
0
〈A˙(0)B(t− t′)〉fe(t′) dt′ (1.47)
Appliquons ce résultat au mouvement Brownien. Si on considère que la perturbation
a été faite par une force infinitésimale fe selon l’axe x depuis −∞ jusqu’à t et que l’on
veut trouver la valeur moyenne hors équilibre de la vitesse selon x d’une particule
marquée B = vx, on obtient
∆v¯x = βf
∫ 0
−∞
〈vx(t)vx(0)〉 dt (1.48)
En utilisant la définition de la mobilité vx = µfe, on a
µ =
∫ ∞
0
〈vx(t)vx(0)〉 dt (1.49)
Par définition de la mobilité µ = 1/ζ et à l’aide de l’équation (1.10), on peut à partir
de (1.49) obtenir la relation d’Einstein
D =
kBT
ζ
(1.50)
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1.3.2 Formalise de l’opérateur de projection
Le formalisme de Mori-Zwanzig est un paradigme central dans le cadre de la mé-
canique statistique irréversible [33–36]. C’est une procédure formelle au moyen de
laquelle le système dynamique est reformulé, à l’aide d’une méthode de projection,
comme un système de dimension plus petite pour un ensemble de variables sélec-
tionnées que l’on nommera par la suite pertinentes. Contrairement à une méthode
qui consiste à remplacer l’ensemble des équations du mouvement par un ensemble
réduit d’équations où certains degrés de libertés sont éliminés à l’aide de moyennes,
la méthode de projection procède sans supposer que ces degrés de liberté sont ins-
tantanément à l’équilibre. Le système dynamique résultant est décrit par l’équation
de Langevin généralisée (GLE) qui représente l’évolution hors équilibre de n’importe
quel ensemble de fonctions définies sur l’espace des phases du système microscopique.
Celle-ci incorpore les degrés de libertés dans ce que nous appellerons la mémoire,
qui contient une intégrale sur les valeurs passées de la variable pertinente, et un
bruit qui est une fonction du temps qui a la particularité d’être la solution d’une
équation auxiliaire que l’on appelle équation dynamique orthogonale qui résulte des
variables non-pertinentes. La dynamique projetée résultante n’est pas la dynamique
réelle que l’on peut calculer via des simulations de dynamique moléculaire. Avec un
cadre probabiliste approprié le bruit peut-être vu comme un processus aléatoire. Ce
formalisme a reçu un regain d’intérêt récemment dans le contexte de la réduction de
variables et de modèle stochastique [37–40]. Le point crucial de la procédure repose
sur l’opérateur de projection. Les fonctions qui dépendent de toutes les coordonnées
du système seront projetées dans un sous-espace de fonctions qui ne dépendent que
des variables pertinentes. Cependant cette projection n’est pas unique et il y a une
certaine liberté concernant le choix de cet opérateur ou, dit autrement, il y a une
liberté de choix concernant le sous-espace dans lequel les fonctions sont projetées et
son sous-espace complémentaire. Généralement, on considère que la projection est
faite vers un espace de fonctions qui sont linéaires aux variables pertinentes [36].
Une autre possibilité est de projeter les fonctions vers un sous-espace de toutes les
fonctions des variables pertinentes, dans le cadre probabiliste cela correspond à l’es-
pérance conditionnelle [34, 37]. Cette projection peut-être vue comme la projection
optimale mais se trouve difficile à calculer. En pratique, il existe une variété de
choix.
On présente ici la théorie de Mori-Zwanzig en manipulant directement les
équations du mouvement pour les variables pertinentes plutôt qu’avec la densité
de probabilité de ces variables [36, 37, 41]. Cette approche est plus expéditive
et je pense plus simple à comprendre. On a mis l’accent sur le choix possible
du projecteur et de fait celui-ci a des conséquences sur le système dynamique
résultant. Par exemple, le projecteur de Zwanzig conduit à l’équation de Langevin
généralisée non-linéaire alors que celui de Mori à l’équation de Langevin généralisée
linéaire. On peut montrer que l’équation de Langevin généralisée linéaire de Mori
est une approximation, près de l’équilibre, de l’équation de Langevin généralisée de
Zwanzig [36].
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On s’intéresse à un système dont les états microscopiques sont caractérisés par
les coordonnées et les moments conjugués instantanés des N particules du sys-
tème, {qi(t),pi(t)} avec i = 1, . . . , N . On désigne l’ensemble de ces variables par
Z(t) = (Z1(t), . . . , Z6N (t)), qui est un vecteur de 6N composantes. La dynamique
d’Hamilton du système s’écrit pour ces variables par
dZ(t)
dt
= J
∂H
∂z
(Z(t)) , Z(0) = z (1.51)
où z désigne les conditions initiales.H est l’Hamiltonien et J la matrice symplectique
diagonale par blocs
J =
(
0 1
−1 0
)
(1.52)
Imaginons que nous sommes intéressé non pas par l’évolution de Z(t) en elle-même
mais plutôt par la variable dynamique A(Z(t)), où A est une variable spécifique,
i.e n’importe quel ensemble fini de fonctions définies sur l’espace des phases. Pour
voir comment on peut dériver l’équation de Langevin généralisée, rendons explicite la
dépendance sur les conditions initiales Z(0) = z dans A(Z(t)) en écrivant A(Z(t)) ≡
a(t, z). Le point de départ est l’équation de Liouville pour cette variable :
∂ta(t, z) = iLa(t, z), a(0, z) = A(z) (1.53)
où iL est l’opérateur de Liouville avec
iL = −∂H
∂z
J
∂
∂z
(1.54)
C’est une équation linéaire différentielle qui peut-être formellement intégrée pour
donner l’évolution a(t, z) :
a(t, z) = eiLta(0, z) (1.55)
Entre en jeu maintenant l’opérateur de projection PA agissant sur A. Il vérifie
PAPA = PA et PAA = A (1.56)
L’intérêt de la méthode est qu’il n’est nécessaire que de spécifier les variables per-
tinentes pour un problème donné. Nous n’avons pas besoin de définir toutes les
variables, notamment par opposition, les variables non-pertinentes. La partie ortho-
gonale de l’espace des opérateur est sélectionnée par l’opérateur QA défini par
QA = 1− PA (1.57)
et qui vérifie
QAQA = QA (1.58)
et
QAPA = PAQA (1.59)
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Afin d’utiliser l’opérateur maintenant défini, on part de l’équation (1.53) en
remarquant que
iLa(t, z) = iLeiLtA(z) = eiLtiLA(z) (1.60)
et on insère (1.57) pour séparer l’opérateur de Liouville en deux termes
∂ta(t, z) = (e
iLtPAiLA)(z) + (eiLtQAiLA)(z) (1.61)
En utilisant la relation d’identité de Duhamel-Dyson
eiLt = eQAiLt +
∫ t
0
eiL(t−u)PAiLeQAiLudu (1.62)
le second terme à droite dans l’expression (1.61) peut-être réécrit comme
∂ta(t, z) = (e
iLtPAiLA)(z) +
∫ t
0
eiL(t−u)PAiLR(u, z)du+ R(t, z) (1.63)
où l’on a défini le bruit comme
R(t, z) = (eQAtiLQAiLA)(z) (1.64)
= (QAeQAiLtiLA)(z) (1.65)
R(t, z) est une fonction générale de z et est la solution de l’équation de la dynamique
orthogonale.
1.3.2.1 Méthode de Mori
En particulier si l’on veut obtenir l’équation de Langevin généralisée linéaire à
partir de l’équation (1.63), on doit introduire un projecteur linéaire. Prenons celui
défini par Mori, que l’on notera P+ par la suite. C’est la projection des fonctions
de l’espace d’Hilbert vers le sous-espace des fonctions linéaires des variables perti-
nentes :
(P+A)(z) = 〈BA〉〈B2〉 B(z) (1.66)
où la moyenne thermodynamique canonique réalisée sur tout le système et P+ =
1−Q+. Les fonctions P+A et B sont donc proportionnelles.
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On réécrit l’équation (1.63) pour le projecteur de Mori :
∂ta(t, z) = e
iLtP+iLA(z) +
∫ t
0
eiL(t−u)P+iLQ+eQ+iLuiLA(z)du+Q+eQ+iLtiLA(z)
(1.67)
= eiLt
〈BiLA〉
〈B2〉 B(z)
+
∫ t
0
eiL(t−u)
〈BiLQ+eQ+iLuiLA〉
〈B2〉 B(z)du+Q
+eQ
+iLtiLA(z) (1.68)
=
〈iLAB〉
〈B2〉 b(t, z)
+
∫ t
0
〈BiLQ+eQ+iLuiLA〉
〈B2〉 b(t− u, z)du+Q
+eQ
+iLtiLb(z) (1.69)
=
〈iLAB〉
〈B2〉 b(t, z) +
∫ t
0
〈iLBF+〉(u)
〈B2〉 b(t− u, z)du+ F
+(t) (1.70)
On obtient donc
∂ta(t, z) = Ω
+b(t, z)−
∫ t
0
K+(u)b(t− u, z)du+ F+(t) (1.71)
où
Ω+ =
〈iLAB〉
〈B2〉 , (1.72)
K+(t) =
〈iLBR+(t)〉
〈B2〉 , (1.73)
et
F+(t) = Q+eQ+iLtiLA (1.74)
L’équation décrit la dynamique de ∂ta(t, z) comme la somme, respectivement dans
l’équation (1.71), d’une contribution systématique qui est elle même composée de
deux termes : un terme réversible et un terme retardé au travers d’un noyau K+,
et d’une contribution aléatoire F+. À partir des équations exactes du mouvement,
nous n’avons fait ici qu’un réarrangement de l’équation de Liouville. Par sa similarité
formelle l’équation (1.71) peut-être assimilée à l’équation de Langevin généralisée.
En effet, si A = P = Mv et B = P sont les quantités de mouvement, on obtient
P˙(t) = Ω+P(t)− β
3M
∫ t
0
K+(u)P(t− u)du+ F+(t) (1.75)
Cette dernière équation se réécrit comme
M v˙(t) = −β
3
∫ t
0
K+(u)v(t− u)du+ F+(t) (1.76)
avec le noyau de mémoire défini par :
K+(t) = 〈F(0)eQ+iLtF(0)〉 = 〈F(0)F+(t)〉 = 〈F+(0)F+(t)〉 (1.77)
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où β = 1/ (kBT ) et F+(0) = F(0), et où le bruit ou force projetée est défini par :
R+(t) = eQ
+iLtF(0) (1.78)
où l’on a utilisé Q+F = F.
On remarque ici que le noyau de mémoire K+(t) s’exprime comme la fonction de
corrélation des forces projetées. Dans le noyau de mémoire ne rentre pas en compte
la force F où la propagation est donnée par (1.53) mais la force F propagée par
la dynamique orthogonale eQ+iLt. La fonction d’auto-corrélation des forces proje-
tées 〈F+(0)F+(t)〉 est significativement différente de la fonction d’auto-corrélation
des forces 〈F(0)F(t)〉. En particulier, l’intégrale de la fonction d’auto-corrélation des
forces est nulle alors que l’intégrale de la fonction d’auto-corrélation des forces proje-
tées est reliée au coefficient de friction ζ (1.19). On a donc une expression de la forme
de la relation d’Einstein puisque la friction est reliée au coefficient de diffusion D
d’une particule marquée par (1.5). Cependant, extraire la fonction d’auto-corrélation
des forces projetées à partir d’une trajectoire n’est pas tâche aisée. La solution pro-
posée a donc souvent été de considérer des approximations au comportement du
noyau de mémoire.
1.3.3 Apport de Hynes : moyennes d’ensemble
On a discuté jusqu’à présent, par la méthode de projection, l’évolution des fluc-
tuations spontanées d’un système à l’équilibre, non perturbé. Il est possible d’in-
terpréter de façon très différente ces équations comme la moyenne d’ensemble d’un
système hors-équilibre dans la limite de faible perturbation. Ceci permet le lien
entre la dynamique microscopique à l’équilibre et la réponse macroscopique de fa-
çon similaire à la réponse linéaire. Nous allons donc maintenant établir l’équation
d’évolution de la moyenne d’ensemble de la vitesse ve(t) pour un ensemble de sys-
tèmes identiques initialement à l’équilibre et mis hors équilibre au temps t = 0 par
une force infinitésimale fe(t). D’après la théorie de la réponse linéaire, la moyenne
d’ensemble de la vitesse est donnée par (1.47)
ve(t) =
β
3M
∫ t
0
fe(u) · 〈v(0)v(u)〉 du (1.79)
=
β
M
∫ t
0
fe(u) · Z(u) du (1.80)
où l’on a posé Z(t) = 13〈v(0)v(t)〉.
D’autre part, la vitesse microscopique v(t) suit l’équation généralisée de Lange-
vin (1.76)
M
dv
dt
(t) = −β
3
∫ t
0
K+(u) · v(t− u) du+ F+(t) (1.81)
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Afin de dériver une équation similaire pour ve(t), on commence par prendre la
dérivée par rapport au temps de l’équation (1.79) :
M
dve
dt
(t) = fe(t) +
β
3
∫ t
0
fe(u) · 〈v(0)dvdt (u)〉 du (1.82)
et en multipliant l’équation (1.81) par la vitesse et prenant la moyenne d’ensemble,
on a
M〈v(0)dv
dt
(t)〉 = −β
3
∫ t
0
K+(u) · Z(t− u) du, (1.83)
étant donné que 〈v(0)F+(t)〉 = 0 pour t ≥ 0. On obtient donc en insérant (1.83)
dans (1.82)
M
dve
dt
(t) = fe(t)− β
3
∫ t
0
fe(u)
β
3
∫ t−u
0
K+(u′)Z(t− u− u′) du′ du. (1.84)
On a dans cette équation un produit de convolution. Or le produit de convolution
de deux fonctions f et g
(f ∗ g)(t) =
∫ t
0
f(u)g(t− u) du (1.85)
a la propriété de commutativité, f ∗g = g∗f , et d’associativité, f ∗(g∗h) = (f ∗g)∗h.
En utilisant ces propriétés, on peut réécrire l’équation (1.84) comme
M
dve
dt
(t) = fe(t)−
(
feβ
M
∗ (β
3
K+ ∗ Z)
)
(t) (1.86)
= fe(t)−
(
β
3
K+ ∗ ( feβ
M
∗ Z)
)
(t) (1.87)
= fe(t)− β
3
∫ t
0
K+(u)ve(t− u) du. (1.88)
Cette dernière équation (1.88) est très générale et peut-être obtenue à l’aide de trans-
formée de Laplace [42]. On montre donc que l’évolution de la moyenne d’ensemble
de la vitesse ve est donnée par le même noyau de mémoire que celui de l’équa-
tion de Langevin généralisée pour la vitesse microscopique avec une force aléatoire
remplacée par une force appliquée.
1.3.4 Méthode de Mazur et Oppenheim
Nous allons illustrer la méthode de projection par la méthode de Mazur et Op-
penheim (1970) qui permet de retrouver les propositions de la théorie stochastique
pour des particules lourdes. Cette approche de Mazur et Oppenheim permet alors,
dans cette limite, de revenir à des dynamiques normales, non projetées à l’inverse
de l’approche de Mori. Nous verrons que l’on néglige alors le rôle des fluctuations
de la particule, dont justement nous étudierons l’effet dans le reste de la thèse en
nous intéressant à des particules de même masse que le solvant. On considère une
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particule lourde de masse M immergée dans un bain de N particules légères de
masse mM . L’hamiltonien du système est
H = P ·P/2M + pN · pN/2m+ U(rN ) + φ(rN ,R) (1.89)
= P ·P/2M +H0 (1.90)
où rN ,pN ,R,P sont les positions et les quantité de mouvements de la particule
brownienne et des N particules de bain respectivement,
U =
1
2
∑
i
∑
j
uij(|ri − rj |) (1.91)
est le potentiel d’interaction à courte portée des particules du bain,
φ =
∑
i
φi(|ri −R|) (1.92)
est le potentiel d’interaction à courte portée entre la particule brownienne et le bain,
H0 est l’hamiltonien du bain en présence de la particule brownienne positionnée à
une distanceR. On a supposé ici que le bain est initialement à l’équilibre. L’opérateur
de Liouville qui correspond à l’hamiltonien (1.89) est
iL = (P/M) · ∇R + F · ∇P + iL0 ≡ iLB + iL0 (1.93)
où F = −∇Rφ est la force exercée par le bain sur la particule brownienne et iL0
gouverne le mouvement du bain en présence de la particule brownienne à R. On peut
maintenant établir l’équation du mouvement P(t). Pour cela on définit l’opérateur
de projection introduit par Mazur et Oppenheim
(PˆA)(R,P) =
∫
drNdpNρbA(R,P) = 〈A〉b (1.94)
où la moyenne est effectuée sur la distribution à l’équilibre du bain à R et P fixés
ρb = e
−βH0
[∫
drNdpNe−βH0
]−1
(1.95)
En partant de F = iLP et en utilisant la relation de Dyson (1.62), on a
F(t) = P˙(t) = eiLtiLP = Fˆ(t) +
∫ t
0
eiL(t−s)PˆiLFˆ(s) ds (1.96)
où Fˆ(t) = exp((1− Pˆ)iLt)F et PˆFˆ(t) = 〈Fˆ(t)〉b = 〈F〉b = 0. Ainsi la force aléatoire
Fˆ satisfait une des exigences qui requière qu’elle s’annule lorsqu’elle est moyennée
sur le bain. L’équation (1.96) peut-être réécrite dans une forme plus explicite à l’aide
de l’identité iL0H0 = 0 et
PˆiLA = PˆiLBA (1.97)
= ∇P · 〈FA〉b + (P/M) · 〈∇RA〉b (1.98)
= (∇P − βP/M) · 〈FA〉b + (P/M) · ∇R〈A〉b (1.99)
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et 〈A〉b est indépendant de R par translation ∇R〈A〉b = 0 = 〈∇RA〉b − β〈∂H0∂R A〉b.
Avec ces dernières expressions, on obtient
P˙(t) = Fˆ(t) +
∫ t
0
eiL(t−s) (∇P − β/MP) · 〈FFˆ(s)〉b ds (1.100)
On peut réduire l’expression (1.100) à une expression de la forme de Langevin.
Pour ce faire, on veut mettre en évidence la caractéristique que la particule lourde
se déplace lentement comparée à celles du bain. On introduit donc la quantité de
mouvement réduite de la particule brownienne
P∗ = γP, γ2 ≡ (m/M) 1 (1.101)
La racine carrée moyenne de la valeur à l’équilibre de la quantité de mouvement
de la particule brownienne et de la particule du bain se comportent en ∼ M1/2 et
∼ m1/2 respectivement. On voit ainsi que |P∗| sera du même ordre de grandeur
que la quantité de mouvement d’une particule du bain. Ainsi la disparité entre les
quantités de mouvement sera jaugé par γ. Autrement dit la quantité de mouvement
de la particule brownienne est ralentie environ d’un facteur γ par rapport à la
particule du bain.
A l’aide de (1.101), (1.100) se réécrit comme
P˙∗(t) = γFˆ(t) + γ2
∫ t
0
eiL
∗(t−s) (∇P∗ − β/mP∗) · 〈FFˆ(s)〉b ds (1.102)
où l’opérateur de Liouville iL∗ s’écrit
iL∗ = γ [(P∗/m) · ∇R + F · ∇P∗ ] + iL0 ≡ γiL∗B + iL0 (1.103)
Si l’opérateur de projection a l’effet voulu, on induit un retard de la fonction de
corrélation des forces projetées et 〈FFˆ(t)〉b devient 〈FF0(t)〉b où F0 est la force
de la particule brownienne en l’absence de mouvement. Ceci peut-être montré en
écrivant
P˙∗(t)− γFˆ(t) + γ2β/m
∫ t
0
〈FF0(s)〉b ·P∗(t− s) ds = R (1.104)
avec
R = γ2
∫ t
0
eiL
∗(t−s) (∇P∗ − β/mP∗) ·
[
〈FFˆ(s)〉b − 〈FF0(s)〉b
]
ds (1.105)
où la force exercée sur la particule fixe est
F0(t) = exp(iL0t)F (1.106)
La fonction de corrélation de cette force 〈FF0(t)〉b n’a pas de référence au mouve-
ment de la particule brownienne et est indépendante de γ, P et par symétrie du à
l’isotropie du fluide R. Mazur et Oppenheim montrent que l’on peut faire une esti-
mation de R et que la réduction de 〈FFˆ(t)〉b à 〈FF0(t)〉b est correcte avec une erreur
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de O(γ2) à tous les temps. Ainsi l’équation exacte (1.104) peut-elle être approximée
par
P˙∗(t)− γFˆ(t) + γ2β/m
∫ t
0
〈FF0(s)〉b ·P∗(t− s) ds = O(γ4) (1.107)
qui peut se réécrire comme
P˙∗(t)− γFˆ(t) + γ2β/m
∫ t
0
〈FF0(s)〉b ·P∗(t) ds (1.108)
= −γ2β/m
∫ t
0
〈FF0(s)〉b · {P∗(t− s)−P∗(t)} ds+O(γ4) (1.109)
Or 〈FF0(t)〉b s’annule pour t > τb qui est le temps microscopique caractéristique
des fluctuations du bain. Il vient du terme de gauche de l’expression que l’intégrale
du terme de droite est de l’ordre de γ3τb. Ainsi jusqu’à l’ordre de γ3, quelque soit
le temps t, la particule brownienne satisfait
P˙(t) = γFˆ(t)− γ2β/(3m)
{∫ t
0
〈FF0(s)〉b
}
P(t) ds (1.110)
Si l’on s’accorde à dire que l’on considère le mouvement de la particule brownienne
sur l’échelle de temps plus grande que τb, la borne supérieure de l’intégrale peut-être
mise à l’infinie et l’on retrouve l’équation de Langevin
P˙(t) = Fˆ(t)− ζP(t) (1.111)
où le coefficient de friction est relié à la fonction de corrélation de la force où la
particule est tenue fixe dans le bain
ζ =
γ2β
3m
∫ ∞
0
〈FF0(t)〉 dt ≡ γ2α (1.112)
Le mouvement de la particule brownienne moyenné sur le bain, PˆP˙(t), est donc
décrit par
PˆP˙(t) = 〈P˙(t)〉b = −ζ〈P(t)〉b = −γ2α〈P(t)〉b (1.113)
car PˆFˆ(t) = 〈Fˆ(t)〉b = 0. L’équation (1.113) peut-être vue comme la loi microsco-
pique de la relaxation de la quantité de mouvement de la particule brownienne.
1.3.4.1 Coefficient de diffusion
On peut étudier les fonctions de corrélation associée avec l’équation de Langevin
telle que la fonction d’auto-corrélation de la quantité de mouvement
Ψ = 〈P ·P(t)〉 (1.114)
où la moyenne est effectuée à l’équilibre sur le système total composé du bain et de
la particule B. Nous avons vu que le coefficient de diffusion peut-être défini comme
l’intégrale de la fonction d’auto-corrélation des vitesses (1.10), qui peut se réécrire
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facilement en terme de fonction d’auto-corrélation de la quantité de mouvement
comme
D =
1
3M2
∫ +∞
0
Ψ(t) dt (1.115)
Si maintenant on utilise le projecteur qui réalise la moyenne sur le bain ou condi-
tionnelle PˆP(t) = 〈P(t)〉b, on a
Ψ = V −1
∫
dRdPΦ(P)P · 〈P(t)〉b (1.116)
où Φ(P) est une distribution de Maxwell. Aux temps long et dans la limite d’une par-
ticule très lourde, l’équation de Langevin (1.111) nous donne 〈P(t)〉b = P exp(−ζt).
Ainsi Ψ(t) décroit exponentiellement et on retrouve que le coefficient de diffusion D
et ζ sont relié par la relation d’Einstein [32]
D = (Mβζ)−1 (1.117)
On a donc, avec un projecteur qui réalise une moyenne conditionnelle, une prédiction
pour la fonction d’auto-corrélation de la quantité de mouvement. La méthode des
opérateurs de projection nous permet de retrouver le coefficient de diffusion iden-
tique à celui d’Einstein mais à partir de considérations microscopiques différentes.
1.3.5 Noyaux de mémoire
Nous allons dans ce paragraphe comparer les noyaux de l’équation (1.110) et de
l’équation (1.76). Nous avons vu que l’équation de Langevin généralisée peut-être
obtenue avec l’approche de Mori 1.3.2.1 en considérant le projecteur
P+B = 〈PB〉 · 〈PP〉−1 (1.118)
où la moyenne 〈·〉 est faite sur tout le système à l’équilibre.
On a obtenu l’équation du mouvement exacte
P˙(t) = F(t) = F+(t)− β/3M
∫ t
0
K+(t− s)P(s) ds (1.119)
où F+(t) = exp((1 − P+)iLt)F et K+(t) = 〈FF+(t)〉. Comme P+F+(t) = 0, on
peut obtenir une équation exacte pour la fonction d’auto-corrélation de la quantité
de mouvement Ψ(t)
Ψ˙(t) = −(β/3M)
∫ t
0
K+(s)Ψ(t− s) ds (1.120)
Une décroissance exponentielle peut-être prédite pour γ petit, si le noyau K+(t)
est rapide sur l’échelle de la variation de la quantité de mouvement de la particule
brownienne. Le comportement de K+(t) peut-être vérifié par une analyse similaire
de celle de Mazur et de Oppenheim pour 〈FFˆ(t)〉b en écrivant
P+B = (β/MV )P ·
∫
Φ(P)PPˆB dRdP (1.121)
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Les termes dans l’expansion de K+(t) peuvent être aussi analysés comme précé-
demment. Pour γ petit et des temps t > τb, K+(t) ' 〈F · F0(t)〉b. Il est donc
possible pour des particules lourdes d’approximer la dynamique projetée par une
dynamique normale avec la particule maintenue fixe. Là encore, on obtient dans la
limite markovienne
Ψ(t) = Ψ(0)e−ζt (1.122)
La moyenne sur le bain de l’équation du mouvement (1.119) est
〈P˙(t)〉b = 〈F+(t)〉b − β/3M
∫ t
0
K+(s)〈P(t− s)〉b ds (1.123)
Aux ordres inférieurs en γ2, cette dernière se réduit à l’équation (1.113) pour
t > τb. L’interprétation de F+ comme une force aléatoire ne peut être strictement
maintenue pour des ordres supérieurs en γ, car l’hypothèse
〈F+(t)〉 = 0 (1.124)
n’est plus satisfaite. Aux ordres inférieurs on peut utiliser l’un au l’autre des opéra-
teurs de projection de Mori ou Mazur-Oppenheim.
Pour interpréter les fonctions de corrélation de force
K0(t) = 〈F · F0(t)〉b (1.125)
et
K+(t) = 〈F · F+(t)〉 (1.126)
on peut les relier à des forces de friction en utilisant le théorie de la réponse linéaire.
On suppose qu’à t = 0, la particule brownienne et le bain sont à l’équilibre. On a
vu au paragraphe 1.3.3 que si une force extérieure dépendante du temps est couplée
uniquement à la particule brownienne et en moyenne la force de friction subie par
la particule brownienne par le bain est déterminée par
F
e
(t) = −(β/3)
∫ t
0
K+(t− s)ve(s) ds (1.127)
Cette relation nous donne une caractéristique générale de la théorie de la ré-
ponse linéaire qui prédit une relation linéaire entre deux quantités hors-équilibre
en moyenne. Le noyau K+ qui relie ces deux quantités suit une dynamique projetée
alors que le noyau qui relie une réponse à une perturbation prescrite externe, comme
dans l’équation (1.80), implique une dynamique normale.
On suppose maintenant que la particule brownienne a une vitesse v0(t). Si la
particule est initialement stationnaire dans le bain à l’équilibre, selon la théorie de
la réponse linéaire on a
F
0
(t) = −(β/3)
∫ t
0
K0(t− s)v0(s) ds (1.128)
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ici le mouvement de la particule est prescrit de manière externe, nous n’avons pas
de dynamique projetée qui entre en compte. La différence entre les deux forces
de frictions (1.127) et (1.128) émerge des fluctuations de la vitesse de la particule
brownienne qui sont présentes dans le premier cas et absentes dans le second. Si la
masse M devient très lourde comparée à la masse m, l’influence des fluctuations de
la vitesse devient négligeable et
F
e
(t) ∼= −(β/3)
∫ t
0
K0(t− s)ve(s) ds γ → 0 (1.129)
D’après les équations hydrodynamiques macroscopiques linéarisées, les forces de
friction (1.127) et (1.128) sont les mêmes quelque soit la vitesse ou la force externe
prescrite. Et sont donc équivalentes à la force (1.129). Ce qui implique qu’au moins
dans la limite d’une particule massive l’approximation K(t) ' K0(t) apparaît jus-
tifiée même si K0(t) à une durée de vie longue. Ainsi on peut s’attendre à ce que
la fonction de corrélation de la quantité de mouvement (1.120) pour une particule
lourde satisfasse
Ψ˙(t) = −(β/3M)
∫ t
0
K0(s)Ψ(t− s) ds (1.130)
1.3.6 Approximation markovienne
Si le noyau décroit très rapidement par rapport à l’échelle de temps d’intérêt
via une large séparation d’échelle de temps, l’équation de Langevin généralisée se
simplifie en
P˙(t) = −ζ+P(t) + F+(t) (1.131)
où le coefficient de friction est défini par
ζ+ =
β
3
∫ +∞
0
K+(t) dt =
β
3
∫ +∞
0
〈FF+(t)〉 dt (1.132)
On a une similarité avec le coefficient de friction pour une particule brownienne
qui est une expression de type Green-Kubo qui relie le coefficient de friction ζ avec
l’intégrale d’une fonction d’auto-corrélation de la force projetée [43]. Kirkwood a
proposé l’expression suivante [44]
ζ =
β
3
∫ τ0
0
〈FF(t)〉 dt (1.133)
où F est la force totale exercée sur la particule brownienne. Puisque l’intégrale tend
vers 0 si τ0 tend vers +∞, on est contraint d’introduire un temps de coupure sous
l’hypothèse que l’intégrale en fonction temps présente un plateau et que celui-ci ne
dépend pas de la valeur précise de τ0. Il a été montré que la limite thermodynamique,
où le nombre de particules de solvant tend vers l’infini est essentielle pour l’existence
de τ0 [45,46]. Par contre, nous avons vu au paragraphe précédent, qu’une expression
pour le noyau pouvait être obtenue si l’on considère que la masseM tend vers l’infini
c’est-à-dire que la particule brownienne est considérée fixe et que les particules
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de solvant se meuvent sous le potentiel extérieur du à la présence de la particule
brownienne. En utilisant l’approche de Mazur et Oppenheim [47], on a
ζ0 =
β
3
∫ +∞
0
lim
M→∞
〈FF+(t)〉 dt (1.134)
=
β
3
∫ +∞
0
〈F0F0(t)〉 dt (1.135)
où F0 est la force exercée sur la particule brownienne tenue fixe. Au passage, on
peut noter que, dans l’approximation markovienne, on peut estimer ζ aussi à partir
de la fonction d’auto-corrélation des quantités de mouvement à partir de l’équation
de Langevin via la relation
〈P(0)P(t)〉 = 3M
β
e−ζt/M (1.136)
1.4 Conclusion
Dans ce chapitre, nous avons éclairci le diagramme 2 présenté rapidement en
introduction. Nous avons fait la description théorique du processus de la diffusion
et introduit la méthode de la projection et la théorie de la réponse linéaire cru-
ciaux pour la suite du manuscrit. Nous avons présenté deux pans théoriques très
différents : les théories stochastiques et les théories microscopiques, et les liens qui
peuvent être fait entre ces deux approches mais aussi mis en évidence les hypothèses
auxquelles on a dû faire appel. A la lumière de ce chapitre, nous avons vu qu’il est
nécessaire de revenir sur l’approche de Mori si l’on ne veut plus négliger le rôle des
fluctuations de la particule. C’est cet effet qui nous intéresse notamment si l’on se
place dans le cas où la particule diffusive a la même masse que celles du solvant. Nous
allons construire un pont entre l’hydrodynamique et la théorie microscopique aux
moyens des théories présentées dans ce chapitre. En particulier, nous allons étudier
le comportement du noyau de mémoire et par la suite construire des fonctions de
corrélations spécialement construites pour étudier deux lois macroscopiques : la force
de Basset-Boussinesq et le flot de Stokes. Pour cela, nous allons avoir recours aux
simulations de dynamique moléculaire auxquelles nous dédions le prochain chapitre.

Chapitre 2
Simulation moléculaire
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La simulation moléculaire se présente comme une voie d’exploration de la matière
complémentaire aux expériences et à la théorie. Largement répandu, cet outil est
utilisé pour aider à interpréter et comprendre des résultats expérimentaux, tester
de nouvelles théories, voir même prédire le comportement physique ou chimique de
la matière. L’étude des liquides illustre l’importance de cet outil. Avant l’apparition
de la simulation moléculaire, la modélisation des liquides a été faite au moyen de
simulations mécaniques [48] d’amas de sphères macroscopiques. Avec cette approche
on vient naturellement à se demander comment arranger ces billes de la même
manière que les atomes ou molécules dans un liquide. C’est un point de vue purement
géométrique : on cherche la structure du fluide en regardant les positions mutuelles
entre les atomes ou molécules du fluide. Il est révélateur de voir J. D. Bernal, dans
son cours [48], avouer que la construction de ces modèles ’à la main’ n’est pas tâche
aisée
J’ai commencé, plutôt naïvement, par essayer de construire des modèles
juste pour voir comment une structure satisfaisant ces conditions res-
semblerait. J’ai pris un nombre de balles en caoutchouc et je les ai fixées
ensemble à l’aide de baguettes de longueurs assez différentes allant de
6.985 à 10.15 cm. J’ai essayé de faire cela dans un premier temps de
la façon la plus décontractée possible, travaillant dans mon bureau, en
étant interrompu toutes les cinq minutes à peu près et ne me souvenant
plus ce que j’ai fait avant l’interruption. 1
Par la suite, il a développé la construction d’autres modèles et l’analyse de ces
structures en trois dimensions a été confiée à son étudiante Wilkinson qui a identifié
toutes les géométries possibles des empilements compacts obtenus par des sphères en
plastique : elle en a dénombré au moins 197. On voit aisément que l’analyse est, elle
aussi, laborieuse et qu’il a, à la fin, dû se résigner à exécuter ses analyses d’amas par
1. traduction en français de [48]
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ordinateur. Ainsi il n’est pas surprenant de voir que lorsque les ordinateurs ont été
disponibles de manière plus large aux chercheurs, ces derniers se sont penchés sur la
simulation numérique de fluides, en particulier les fluides denses. Historiquement, la
première simulation d’un liquide a été menée par N. Metropolis, A. W. Rosenbluth,
M. N. Rosenbluth, A. N. Teller et E. Teller sur l’ordinateur MANIAC en 1953 [49] en
utilisant la méthode Metropolis Monte Carlo (MC). Peu de temps après, la première
simulation de dynamique moléculaire (MD) a été réalisée en 1956 par B. J. Alder et
T. E. Wainwright [50] pour étudier la dynamique d’un ensemble de sphères dures. La
méthode de simulation de Dynamique Moléculaire a été appliquée pour l’étude d’un
liquide d’argon en 1964 par A. Rahman [51]. Depuis la pratique de la simulation
numérique s’est étendue et de nouvelles méthodes ont émergées mais les algorithmes
basiques MC et MD n’ont quasiment pas changé depuis les années 50.
Dans ce chapitre, nous allons présenter la méthode générale de la dynamique
moléculaire classique et comment l’implémenter en pratique. Lorsque l’on réalise
une simulation on doit construire un modèle qui reproduit au mieux les propriétés
du système d’intérêt. Tous les systèmes étudiés dans les chapitres suivants sont
présentés ici. Nous allons fournir les détails numériques à des fins de reproductibilité
mais aussi décrire les propriétés statiques et dynamiques de ces systèmes.
2.1 Dynamique Moléculaire
Nous nous limiterons à la version classique de la dynamique moléculaire où
le mouvement des particules suit les lois de la mécanique classique de Newton.
Considérons un système de N particules avec les coordonnées {ri}i=1,...,N et les
quantités de mouvement {pi}i=1,...,N . Les particules sont traités comme des objets
ponctuels décrits par un hamiltonien classique
H =
∑
i
p2i
2mi
+ V (2.1)
Le premier terme est l’énergie cinétique qui dépend des masses atomiques mi et
le second est l’énergie potentielle qui décrit l’énergie d’interaction en fonction des
coordonnées des particules
V = V (r1 . . . rN ) (2.2)
Nous supposerons que l’on dispose d’une méthode pour construire V pour tout N ,
par exemple comme une somme d’interaction de paire. Les équations du mouvement
de Hamilton,
r˙i =
∂H
∂pi
p˙i = −∂H
∂ri
(2.3)
se réduisent pour l’Hamiltonien (2.1) à la seconde loi de Newton,
mi
d2ri
dt2
= Fi, Fi = −∂V (r1 . . . rN )
∂ri
(2.4)
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On peut voir que l’information cruciale pour la dynamique moléculaire est la
donnée de l’énergie potentielle (2.2). Une fois donnée un état initial du système
{ri(0),pi(0)}, les équations (2.4) sont intégrées numériquement pour donner les tra-
jectoires de l’espace des phases :
ri = ri(t) pi = pi(t) (2.5)
La plupart du temps, l’expérimentateur réalise une série de mesures sur un cer-
tain intervalle de temps puis détermine la moyenne de ces mesures. L’idée derrière
la dynamique moléculaire est la même, c’est d’ailleurs pourquoi on parle ‘d’expé-
riences numériques’. Le but de la dynamique moléculaire n’est pas de prédire exacte-
ment ce qui se produit lorsqu’un système a été préparé dans des conditions initiales
connues car ceci ne correspond à aucune réalité accessible, mais d’étudier le com-
portement moyen d’un système qui a été préparé dans un état initial pour lequel
on connaît quelque chose, par exemple l’énergie totale, c’est-à-dire caractérisé par
un petit nombre de paramètres. L’avantage de la dynamique moléculaire est pré-
cisément qu’elle permet d’étudier le comportement d’un système en moyenne en
calculant l’évolution temporelle de ce système numériquement et en moyennant la
quantité d’intérêt sur un temps assez long. Les trajectoires ainsi déterminées (2.5)
sont utilisées pour évaluer les propriétés statiques et dynamiques par des moyennes
temporelles : on fait appelle alors au principe d’ergodicité,
lim
t→∞At = 〈A〉 (2.6)
où A désigne une propriété quelconque, avec At désignant sa moyenne temporelle et
〈A〉 sa moyenne d’ensemble statistique. Cette égalité suppose que l’exploration de
l’espace des phases est réalisé parfaitement et extensivement, c’est-à-dire que tout
l’espace des phases a été exploré. Dans la pratique, où nos simulations sont de taille
finie, on constate souvent que le postulat d’ergodicité est vérifié, au moins pour les
liquides simples [52].
2.1.1 Mise en oeuvre de la DM
L’idée du programme de la Dynamique Moléculaire peut-être résumé en quelques
étapes élémentaires :
• Initialisation du système c’est-à-dire sélection des positions et vitesses ini-
tiales.
• Calcul des forces sur toutes les particules.
• Intégration des équations du mouvement de Newton.
Les deux dernières étapes sont répétées autant de fois que nécessaire pour obtenir
l’évolution temporelle du système durant le laps de temps désiré. Cet intervalle de
temps est discrétisé en introduisant le pas de temps δt. A chaque pas de temps,
il est nécessaire de calculer les forces sur toutes les particules et de mettre à jour
toutes les positions en utilisant un schéma de différence finie approprié. Un bon algo-
rithme d’intégration doit être réversible et symplectique. Le pas de temps doit être
2.1. Dynamique Moléculaire 35
suffisamment petit de sorte que les dérivées temporelles soient bien approchées par
des expressions de différences finies. Afin d’obtenir une simulation significative dans
l’ensemble microcanonique l’Hamiltonien (2.1) doit être conservé avec une bonne
précision relative. L’ordre de grandeur typiquement utilisé pour le pas de temps est
de l’ordre de la femtoseconde. Les parties les plus consommatrices de ressources sont
les calculs des interactions à chaque pas de temps nécessaire pour calculer les forces
qui agissent sur les particules. A titre d’exemple, si l’on considère que le champ de
force est décrit par une somme d’interactions de paire, le temps CPU nécessaire pour
évaluer les forces est de l’ordre de O(N2). Il existe des techniques [53] pour réduire
ce coût, on peut atteindre un temps CPU de l’ordre de O(N). Ne perdons pas de
vue que notre but est de fournir des informations sur les propriétés macroscopiques
de notre système. En pratique, il est impossible de gérer un nombre de particules
proche de la limite thermodynamique, notre système est de taille finie et il est donc
impératif de s’affranchir des effets de bords. Pour cela, on a recours aux conditions
aux bords periodiques. Un fluide quelconque est ainsi représenté par N particules
placées dans une boîte centrale cubique, dans notre cas, qui est répliquée dans toutes
les directions de l’espace. Toute particule qui au cours de son mouvement sort (res-
pectivement entre) de la boîte centrale de simulation, voit son image, localisée dans
la boîte de simulation la plus proche, entrer dans (respectivement sortir de) la boîte
centrale de simulation. Ainsi la boîte de simulation est toujours constituée de N
particules pour les simulations effectuées dans les ensembles microcanoniques et ca-
nonique. Le caractère périodique du système ainsi généré nous contraint à effectuer
certaines approximations quant au traitement des interactions entres particules. Il
faut faire attention à prendre en compte correctement quelles particules interagissent
effectivement entre elles. En particulier, l’approximation dite de ‘l’image minimale’
suppose que ce sont les images périodiques les plus proches qui interagissent entre
elles et non pas les particules situées dans la même boîte centrale de simulation. Par
ailleurs, l’introduction vigilante d’une sphère de troncature permet de supprimer
les interactions au-delà d’une distance arbitraire. Il paraît absolument évident que
ces approximations seront d’autant plus valables que la portée des interactions sera
réduite. Si le cas des interactions de dispersion ou de répulsion, de portée limitée,
ne pose techniquement en général aucune difficulté, il n’en va pas de même pour
certaines interactions à longues portée comme les interactions électrostatiques. Pour
faire face à cette situation, il est recommandé d’employer la méthode dite de somme
d’Ewald, où la sommation est réalisée dans l’espace de Fourier au lieu de l’espace
réel, pour décrire correctement les interactions à très longues portée.
2.1.2 Algorithme
De nombreux algorithmes existent pour intégrer numériquement les équations
du mouvement (2.4). On ne traitera ici que l’algorithme original proposé par Loup
Verlet appelé Position Verlet et sa variante qui a été amplement utilisée au cours
des simulations réalisées dans cette thèse.
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2.1.2.1 Algorithme de Verlet
On réalise les deux développements de Taylor suivants pour la position r des N
particules, l’un avec δt et l’autre avec −δt
r(t+ δt) = r(t) + v(t)δt+
f(t)
2
δt2 +
d3r(t)
6dt3
δt3 +O(δt4) (2.7)
et
r(t− δt) = r(t)− v(t)δt+ f(t)
2
δt2 − d
3r(t)
6dt3
δt3 +O(δt4) (2.8)
où v désigne la vitesse, f = F/m, la force et m la masse de chacune des N particules.
On somme les deux expressions 2.7 et 2.8 :
r(t+ δt) = 2r(t)− r(t− δt) + f(t)δt2 +O(δt4) (2.9)
La nouvelle position r(t + δt) des particules à l’instant t + δt où δt est le pas de
temps de notre algorithme, est connue à partir des positions anciennes des particules
aux deux instants précédents t et t− δt, ainsi qu’à partir de la force totale f(t) qui
s’applique sur les particules à l’instant t. L’algorithme s’écrit en notant rn comme
l’approximation numérique de r(nδt){
rn+1 = 2rn − rn−1 + δt2f(rn) (2.10)
Pour calculer la vitesse des particules à l’instant t, on est obligé d’écrire à nouveau
un développement de Taylor à l’ordre 2 :
v(t) =
r(t+ δt)− r(t− δt)
2δt
+O(δt2) (2.11)
On connaît ainsi la position r de chaque particule à l’instant t+δt de la dynamique,
et sa vitesse v à l’instant précédent t de la dynamique, c’est-à-dire position et vitesse
à deux instants décalés. Pour initier l’algorithme, on doit donner la position r des
particules aux instants initiaux t = 0 et t = −δt de la simulation, on calcule la
force totale f qui s’exerce sur chaque particule à l’instant initial t = 0. L’algorithme
permet d’intégrer ensuite les positions r(t + δt) aux instants ultérieurs. La qualité
de la trajectoire générée (2.5) par dynamique moléculaire est directement reliée à
la précision de l’algorithme utilisé : ici l’erreur commise sur la nouvelle position
est à l’ordre δt4 et à l’ordre δt2 pour la nouvelle vitesse. L’erreur est d’autant plus
grande que la durée de la simulation est longue. Typiquement, le nombre de pas que
l’on peut réaliser en Dynamique Moléculaire est de l’ordre de 105 à 107s, ce qui est
raisonnable étant donné que pour de nombreux systèmes atomiques, les temps de
relaxation des phénomènes sont inférieurs à 10−8s. Pour obtenir les positions et les
vitesses à l’instant t+ δt, on peut utiliser l’algorithme proposé aussi par Verlet [54],
l’algorithme Position Verlet qui s’écrit comme
rn+1/2 = rn +
1
2
δtvn
vn+1 = vn + δtf(rn+1/2)
rn+1 = rn+1/2 +
1
2
δtvn+1
(2.12)
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2.1.2.2 Variantes
Pour obtenir une meilleur précision des variantes de l’algorithme ont été déve-
loppées [55]. Par exemple, l’algorithme Leap-frog Verlet est une variante qui amène
à un algorithme pour les vitesses de précision en δt3 sauf que les positions et les vi-
tesses sont calculées à des instants alternés, ce qui pose problème si l’on veut vérifier
la conservation de l’énergie totale. Une autre variante possible qui elle présente une
stabilité numérique, est celle connue sous le nom de Velocity Verlet. On commence
par écrire un développement de Taylor pour obtenir une expression de la position r
des particules à l’instant t+ δt :
r(t+ δt) = r(t) + v(t)δt+
fi(t)
2
δt2 +O(δt3) (2.13)
Pour obtenir les vitesses au même instant t+ δt, il nous faut tout d’abord calculer
la force f au temps t + δt qui s’exerce sur chaque particule. Pour cela on a besoin
de calculer la dérivée de l’énergie potentielle du système pour les nouvelles positions
r(t+δt). Si l’on reprend le développement de Taylor de r en temps arrière en prenant
l’instant t+ δt comme l’instant de référence dans le développement, on a alors :
r(t) = r(t+ δt)− v(t+ δt)δt+ f(t+ δt)
2
δt2 +O(δt3) (2.14)
En additionnant les expressions (2.13) et (2.14), on obtient :
v(t+ δt) = v(t) +
1
2
(f(t+ δt) + f(t)) δt+O(δt3) (2.15)
Les positions r et les vitesses v de chaque particule du système sont connues exacte-
ment au même instant de la dynamique en t+ δt. Pour initier l’algorithme, on doit
donner la position r, la vitesse v et la force f pour chaque particules du système
à l’instant initial t = 0 de la simulation. L’algorithme permet d’intégrer ensuite les
positions et les vitesses. En notant rn comme l’approximation numérique de r(nδt)
et vn celle de v(nδt), où n est le nombre de pas, l’algorithme Velocity Verlet s’écrit :
vn+1/2 = vn +
1
2
δtf(rn)
rn+1 = rn + δtvn+1/2
vn+1 = vn+1/2 +
1
2
δtf(rn+1)
(2.16)
Si cet algorithme est conceptuellement plus simple que l’algorithme Position Verlet,
il est néanmoins légèrement plus coûteux puisque les forces doivent être calculées à
t+ δt et gardées en mémoire à l’instant précédent t.
D’autres algorithmes écrits à des ordres supérieurs existent. Il peuvent s’avérer
plus précis, mais seront toujours plus coûteux en temps de calcul, car il faut garder
en mémoire beaucoup plus de données. De plus, ils ne permettent pas forcément de
conserver des grandeurs comme l’énergie totale du système. Les algorithmes présen-
tés ci-dessus sont en général les meilleurs compromis précision/rapidité/conservation
des grandeurs, et sont ceux que l’on rencontre le plus fréquemment dans les codes
de dynamique moléculaire de la littérature.
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2.2 Systèmes étudiés
La qualité des trajectoires générées repose en grande partie sur le choix du champ
de force (2.2). Celui-ci doit être judicieusement choisi pour représenter au mieux les
interactions entre les particules et donc de la ’physique’ du système étudié. Nous
allons maintenant faire l’inventaire pour chaque système étudié du champ de force
utilisé et de la procédure d’obtention de la configuration initiale. Cette dernière
consiste à définir une boîte de simulation, qui dans notre cas sera systématique-
ment cubique, dans laquelle sont placées les particules, non pas aléatoirement mais
selon un réseau périodique pour éviter les chevauchements. La simulation consiste
ensuite en une ou plusieurs phases d’équilibration et une phase de production. La
phase d’équilibrage a pour but d’amener le système d’une configuration initiale à
une configuration représentative du système. Pour cela, un échantillonnage avec des
conditions thermodynamiques imposées est réalisé. Généralement, le système est en
contact avec un réservoir qui impose à un système un nombre N de particules fixe,
une température T et une pression P (ensemble NPT) ou encore on peut imposer
à un système de volume fixe V contenant une nombre donné N de particules une
température (ensemble canonique NVT). Dans notre étude, la phase de production a
été systématiquement réalisée dans l’ensemble microcanonique (NVE) i.e le nombre
de particules, le volume et l’énergie totale sont fixés.
2.2.1 Fluide d’argon
Pour décrire les interactions entre deux atomes au sein d’un gaz monoatomique
de type gaz rare, ici l’argon, il est très populaire d’utiliser le potentiel Lennard-Jones
(LJ). Celui-ci rend compte à la fois des répulsions à courte portée et des attractions
de Van Der Waals :
V12−6(rij) = 4εij
((
σij
rij
)12
−
(
σij
rij
)6)
(2.17)
où rij = |ri− rj | est la distance entre les particules i et j, ε est l’énergie qui décrit la
profondeur du puits à son minimum et σ représente la distance entre deux atomes
à laquelle les forces attractives et répulsives sont égales. Pour le fluide d’argon les
paramètres utilisés sont les même que ceux dans [50] et sont reportés dans le tableau
2.1.
atome σ (Å) ε/kB (K)
Ar 3.405 119.8
Table 2.1 – Paramètres LJ pour le fluide d’argon
Nous avons considéré deux conditions thermodynamiques : le premier au point
triple (T) et le second à des conditions supercritiques (SC), environ 40% plus dense
et 20% plus chaud que le point critique, afin d’investiguer deux états très différents
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mais étant assez dense, loin du régime dilué où les collisions binaires prédominent.
En unités réduites, ces états correspondent à des densités de ρ∗ = ρσ3 = 0.5
et 0.85 et des températures de T ∗ = kBT/ε = 1.5 et 0.75 respectivement. Les
systèmes sont composés de 104 particules LJ dans une boîte cubique de longueur
92.433 Å and 77.442 Å respectivement. Les conditions aux bords périodiques ont
été utilisées dans toutes les directions de l’espace et les interactions sont calculées
en utilisant un rayon de coupure de rc = 11 Å. Pour réaliser la Dynamique
Moléculaire, nous avons utilisé le code DL_POLY [56]. Les équations du mou-
vement de Newton ont été résolues en utilisant l’algorithme Velocity Verlet avec
un pas de temps de 1 fs où la masse des particules LJ est la masse atomique de
l’argon m = 39.948 u.a. Tout d’abord, le système à été équilibré à la température
désirée pendant 500 ps en réalisant une trajectoire de dynamique moléculaire
dans l’ensemble statistique NVT en utilisant le thermostat de Langevin [56]
avec une constante de relaxation de friction égale à 2.0 ps. Muni ainsi de notre
configuration initiale, les propriétés ont été déterminées à partir d’une trajectoire
de 10 ns dans l’ensemble statistique NVE. Les positions et les vitesses sont sau-
vegardées toutes les picosecondes pour les analyses de la section 2.3 et du chapitre 4.
Nous avons aussi réalisé des simulations où la masse du soluté a été augmentée
pour étudier la limite Brownienne dans la section 4.4. Pour cela six rapports ont été
considérés : M/m = 1, 2, 3, 5, 10 où M , est la masse de la particule de soluté et m,
la masse de la particule de solvant. Le fluide est considéré dans l’état (SC) présenté
précédemment. La procédure consiste, au fur et à mesure que le rapport augmente,
de réaliser une étape d’équilibration dans l’ensemble NVT avec un thermostat de
Langevin où la constante de relaxation de friction vaut 2.0 ps. Les équations du
mouvement de Newton ont été résolues en utilisant l’algorithme Velocity Verlet
avec un pas de temps de 2 fs et avec un rayon de coupure de rc = 11 Å pour
obtenir une trajectoire de 500 ps. Puis 1000 trajectoires de 1 ns dans l’ensemble
statistique NVE ont été réalisées en utilisant l’algorithme Velocity Verlet avec un
pas d’intégration de 1 fs et avec un rayon de coupure de rc = 10 Å. Les positions
et les vitesses sont sauvegardées toutes les picosecondes pour les analyses.
Pour l’étude aux temps longs au chapitre 3, les propriétés ont été déterminées à
partir d’une trajectoire générée de 500 ps dans l’ensemble NVE en utilisant l’algo-
rithme Velocity Verlet avec un pas d’intégration de 1 fs et avec un rayon de coupure
de rc = 10 Å. Les positions et les vitesses sont sauvegardées toutes les femtose-
condes pour les analyses et les moyennes par blocs ont été prises sur un dixième de
la trajectoire totale.
2.2.2 Eau
De nombreux modèles d’eau existent dont le nombre de sites peut varier de 1 à 5.
Des comparaisons systématiques entre les différents modèles sont disponibles dans
la littérature [57, 58]. Nous avons utilisé tout d’abord un modèle très populaire : le
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modèle TIP4P [59]. Ce modèle est rigide et non-polarisable. Il comporte 4 sites : un
centre de force Lennard-Jones est porté par l’atome d’oxygène et chaque atome d’hy-
drogène porte une charge partielle positive et la charge partielle négative est portée
par un centre de force distinct sans masse, situé sur la bissectrice de l’angle ĤOH. La
figure 2.1 donne une représentation schématique de la géométrie de ce modèle dont
les paramètres sont reportés avec les paramètres d’interaction dans le tableau 2.2.
Pour étudier l’eau à l’état surfondu, nous avons choisi le modèle TIP4P/2005 [60]
car il présente la particularité de reproduire correctement le diagramme des phases
de l’eau. Ce modèle est très semblable au modèle TIP4P. La figure 2.1 donne une
représentation schématique de la géométrie de ce modèle dont les paramètres sont
reportés avec les paramètres d’interaction dans le tableau 2.3.
Figure 2.1 – Représentation schématique de la géométrie des modèles TIP4P et
TIP4P/2005. La molécule est composée d’un atome d’oxygène (rouge), de deux
atomes d’hydrogènes (blanc) et d’un atome supplémentaire (violet).
atomes σ (Å) ε/kB (K) masse (u.a.) charge (e)
O 3.15365 77.937552 16.00 0
H 0 0 1.00 0.52
M 0 0 0.00 -1.04
dOH 0.9572 Å
dOM 0.150 Å
ĤOH 104.52◦
Table 2.2 – Paramètres pour le modèle TIP4P
Pour le modèle TIP4P, le système est à la température T = 298 K, la pression
p = 1 bar et la densité vaut ρ = 1g.cm−3. Nous somme partis de la configuration
initiale donnée par [56] contenant 7263 molécules d’eau dans une boîte cubique
de longueur 60.266 Å. Les conditions aux bords périodiques ont été utilisées dans
toutes les directions et les interactions sont calculées en utilisant un rayon de
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atomes σ (Å) ε/kB (K) masse (u.a) charge (e)
O 3.1589 93.2 16.00 0
H 0 0 1.00 0.5564
M 0 0 0.00 -1.1128
dOH 0.9572 Å
dOM 0.1546 Å
ĤOH 104.52◦
Table 2.3 – Paramètres pour le modèle TIP4P/2005
coupure de rc = 9 Å. Pour réaliser la dynamique moléculaire nous avons utilisé
le code DL_POLY [56]. Les équations du mouvement de Newton ont été résolues
en utilisant l’algorithme Velocity Verlet avec un pas de temps de 1 fs où la masse
des atomes sont égales aux masses atomiques. L’ensemble des propriétés ont été
déterminées à partir d’une trajectoire de 10 ns dans l’ensemble statistique NVE.
Les positions et les vitesses sont sauvegardées toutes les picosecondes pour les
analyses.
Pour le modèle TIP4P/2005, le système étudié est composé de 104 molécules
d’eau dans une boîte cubique à température ambiante T = 298 K, à pression p =
1 bar et de densité ρ ' 1.00 g.cm−3. La configuration initiale a été générée avec
Packmol [61]. Les conditions aux bords périodiques ont été utilisées dans toutes
les directions et les interactions sont calculées en utilisant un rayon de coupure
de rc = 18.9534 Å. Pour réaliser le dynamique moléculaire nous avons utilisé le
code DL_POLY [56]. Les équations du mouvement de Newton ont été résolues en
utilisant l’algorithme Velocity Verlet avec un pas de temps de 1 fs où la masse des
atomes sont égales aux masses atomiques. Dans un premier temps, le système à été
équilibré pendant 500 ps en réalisant une trajectoire de Dynamique Moléculaire dans
l’ensemble statistique NPT avec des constantes de relaxation égales à 0.5 ps et 0.2 ps
respectivement pour le thermostat et le barostat [62]. Puis le système est équilibré
à la température désirée dans l’ensemble statistique canonique NVT en utilisant le
thermostat de Nosé-Hoover [63] avec une constante de relaxation égale à 0.5 ps. Muni
ainsi de notre configuration initiale, l’ensemble des propriétés ont été déterminées
à partir d’une trajectoire de 1 ns dans l’ensemble statistique NVE. Pour obtenir ce
système aux différentes température T = 300 K, 298 K, 290 K, 280 K, 260 K
et 250 K désirées, deux étapes d’équilibration ont été effectuées avant de réaliser la
trajectoire dans l’ensemble NVE décrite précédemment. Ces étapes d’équilibrations
ont été réalisées au fur et à mesure que l’on descend en température. La première
consiste a effectuer un trajectoire de 300 ps dans l’ensemble statistique NPT avec des
constantes de relaxation égales à 0.5 ps et 0.2 ps respectivement pour le thermostat et
le barostat [62]. Les densités obtenues sont représentées sur la figure 2.2 et comparées
aux résultats obtenus par les auteurs du modèle TIP4P/2005 [60] : on obtient un
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accord satisfaisant. Puis une seconde trajectoire de 350 ps dans l’ensemble statistique
NVT en utilisant le thermostat de Nosé-Hoover avec des constantes de relaxation
égales à 0.5 ps. A chaque fois, les équations du mouvement de Newton ont été
résolues en utilisant l’algorithme Velocity Verlet avec un pas de temps de 1 fs.
250 260 270 280 290 300
T(K)
0,99
0,992
0,994
0,996
0,998
1
1,002
ρ(
g/
cm
3 )
Figure 2.2 – Densité du modèle TIP4P/2005 à 1 bar obtenue par [60] (triangles
rouges) comparée à nos simulations (croix bleus) et aux résultats expérimentaux
(cercles noirs).
2.2.3 Tétrachlorométhane et trichlorofluorométhane
Le liquide de tétrachlorométhane peut être considéré comme l’un des modèles
de liquide moléculaire les plus simples. C’est un solvant inorganique fréquemment
utilisé à température ambiante même si son usage tend à diminuer en raison de
sa forte toxicité. Il présente la particularité d’avoir une forte symétrie moléculaire.
Nous avons aussi étudié le fluide de trichlorofluorométhane à pression et tempéra-
ture élevée dont le choix sera justifié dans la suite du manuscrit.
Nous avons ainsi simulé un fluide de tétrachlorométhane, de formule brute CCl4
et un fluide de trichlorofluorométhane, de formule brute CCl3F. Ces molécules ont
été considérées rigides et chaque atome comme un centre Lennard-Jones. Les pa-
ramètres LJ pour CCl4 ont été pris de la littérature [64]. Par contre pour CCl3F
les paramètres ont été construits en utilisant les règles de mélanges de Lorentz-
Berthelot. Pour rappel, ces règles de mélange permettent de déterminer l’ensemble
des paramètres nécessaires, associés aux différents couples (i , j) où i et j réfèrent
au type d’atome considéré :
εij =
√
εiεj (2.18)
et
σij =
σi + σj
2
(2.19)
Les figures 2.3a et 2.3b représentent schématiquement les géométries de ces mo-
dèles dont les paramètres sont reportés avec les paramètres d’interaction dans les
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tableaux 2.4, 2.5 et 2.6.
(a) Représentation du modèle CCl4 avec ses
5 centres de force. La molécule est composée
d’un atome de carbone (noir) et de quatre
atomes de chlore (bleu).
(b) Représentation du modèle CCl3F avec
ses 5 centres de force. La molécule est com-
posée d’un atome de carbone (noir), de trois
atomes de chlore (bleu) et d’un atome de
fluor (vert).
Figure 2.3 – Représentation des modèles CCl4 et CCl3F
Le fluide de CCl4 est à température T = 300 K, à densité ρ = 1.58 g.cm−3 et
sous pression p = 1 bar. Le système est composé de 13824 molécules soit une boîte de
simulation de 130.718 Å. La configuration initiale a été générée avec Packmol [61].
Les conditions aux bords périodiques ont été utilisées dans toutes les directions et
les interactions sont calculées en utilisant un rayon de coupure de rc = 11.0 Å.
Pour réaliser le dynamique moléculaire nous avons utilisé le code DL_POLY [56].
Le fluide de CCl3F, lui, est à température T = 460.0 K, à densité ρ = 1.15 g.cm−3,
sous pression p = 208 bar. Le système est composé de 10000 molécules soit une boîte
de simulation de 124.936Å. La configuration initiale a été générée avec Packmol [61].
Les conditions aux bords périodiques ont été utilisées dans toutes les directions et
les interactions sont calculées en utilisant un rayon de coupure de rc = 20.4 Å.
Pour réaliser le dynamique moléculaire nous avons utilisé le code DL_POLY [56].
Pour les deux systèmes, les équations du mouvement de Newton ont été résolues
en utilisant l’algorithme Velocity Verlet avec un pas de temps de 1 fs où la masse
des atomes sont égales aux masses atomiques. Dans un premier temps, le système à
été équilibré pendant 500 ps en réalisant une trajectoire de dynamique moléculaire
dans l’ensemble statistique NVT en utilisant le thermostat Hoover [63] avec des
constantes de relaxation égales à 0.5 ps. Muni ainsi de notre configuration initiale,
l’ensemble des propriétés ont été déterminées à partir d’une trajectoire de 100 ps
avec un pas d’écriture de 1 fs dans l’ensemble statistique NVE.
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atomes masse (u.a.) charge (e)
CCl4
C 12 0.248
Cl 35 -0.062
CCl3F
C 12.011 0.5395
Cl 35.453 -0.1068
F 3.435 -0.1068
Table 2.4 – Paramètres pour les modèles CCl4 et CCl3F
paire d’atomes σij (Å) εij/kB (K)
C-C 3.80 25.1614
Cl-Cl 3.47 133.8586
C-Cl 3.635 58.03507
dCCl 1.769Å
ĈlCCl 109.49◦
Table 2.5 – Paramètres LJ pour les modèles CCl4
paire d’atomes σij (Å) εij/kB (K)
C-C 3.40 43.277608
Cl-Cl 3.471 133.35542
C-Cl 3.435 75.96909629
F-F 3.118 30.696908
F-C 3.259 36.44843963
F-Cl 3.295 63.9812399
dCF 1.348969
dCCl 1.779217
ĈlCCl 107.887162◦
Table 2.6 – Paramètres LJ pour les modèles CCl3F
2.2. Systèmes étudiés 45
2.2.4 Ions aqueux
Nous avons étudié des ions aqueux tel que Li+, Na+, K+, Cl− par un modèle
polarisable implémenté dans cp2k [65]. Nous avons utilisé le champ de force
polarisable développé par S.Tazi au cours de sa thèse au laboratoire PHENIX [66].
La stratégie employée pour développer ce champ de force permet de reproduire
correctement les propriétés structurales, dynamiques et thermodynamiques. Les
calculs utilisés pour obtenir les paramètres du champ de force classique ont été
effectués à partir de calculs ab initio. La méthodologie pour obtenir ces paramètres
transférables n’est pas présentée ici. Nous nous réduirons à présenter le champ de
force classique obtenu et les différents paramètres utilisés.
L’énergie totale du système est décomposée en quatre termes :
Vtot = Vcharge + Vdisp + Vrep + Vpol (2.20)
Les potentiels présentés par la suite sont utilisés pour les interactions entre l’ion et
l’eau. Pour le calcul d’interaction coulombien entre deux atomes I et J, on a
Vcharge =
∑
I,J>1
qIqJ
rIJ
(2.21)
où q représente les charges formelles, dans notre cas -1 ou +1. Le potentiel de
dispersion inclus les termes dipôle-dipôle et dipôle-quadripôle
Vdisp = −
∑
I,J>1
[
f IJ6 (rIJ)
CIJ6
r6IJ
+ f IJ8 (rIJ)
CIJ8
r8IJ
]
(2.22)
et les corrections à court portée sont décrites en utilisant les fonction de Tang-
Toennies f IJn qui sont de la forme
f IJn = 1− e−b
IJ
DrIJ
n∑
k=0
(bIJDrIJ)
k
k!
(2.23)
Le potentiel de répulsion est décrit tout simplement comme une décroissance expo-
nentielle
Vrep =
∑
I,J>1
AIJe−B
IJrIJ (2.24)
Enfin, les effets électrostatiques à plusieurs corps sont décrits à l’aide de l’introduc-
tion de dipôles µI qui sont traités comme des degrés de liberté supplémentaires et
obtenus à chaque pas de temps de la MD en minimisant l’énergie de polarisation
Vpol =
∑
I
1
2αI
|µI|2 +
∑
IJ
[
(qIµJαg
IJ(rIJ)− qJµIαgJI(rIJ))TαIJ − µIαµJβTαβIJ
]
(2.25)
avec αI la polarisabilité de l’ion et où la convention de sommation d’Einstein est
supposée. T sont les tenseurs d’interaction multipolaire. Une correction a courte
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atomes σ (Å) ε (kcal/mol) charge (e)
O 3.2340 0.1825
H 0.5190
M -1.444
dOH 0.9752 Å
dOM 0.215 Å
ĤOH 104.52◦
Table 2.7 – Paramètres du modèle Dang-Chang
portée à l’expansion multipolaire du type Tang-Toennies est utilisée
gIJ(rIJ) = 1− cIJe−bIJrIJ
4∑
k=0
(bIJrIJ)
k
k!
(2.26)
L’eau est décrite avec un modèle compatible avec la forme introduite ci-dessus, déve-
loppée par Dang-Chang [67]. Ce modèle est très similaire au modèle d’ion polarisable
(PIM) excepté pour les contributions de dissipation et de répulsion sont représentées
par un potentiel LJ et par l’absence d’amortissement à courte portée de l’interaction
charge-dipole. Le modèle d’eau de Dang-Chang (DC) est rigide et formé de quatre
sites dont un site additionnel virtuel le long de l’axe de symétrie de la molécule,
qui porte une charge partielle négative et le dipôle induit. Comme pour les modèles
TIP4P et TIP4P/2005, le modèle DC présente un site LJ unique qui est l’atome
d’oxygène. Les paramètres du modèle DC sont reportés table 2.7.
Les paramètres PIM pour les interactions eau-ion sont reportés dans les tableaux
2.8, 2.9. Comme pour les interactions eau-eau, les effets de répulsions et dispersion
impliquent uniquement l’atome d’oxygène. Pour le cas où l’on traite des cations, les
interactions électrostatiques impliquent le site additionnel M. Le paramètre d’amor-
tissement bD nécessaire pour l’interaction de dispersion pour des ions monovalent
est choisi équivalent à celui correspondant à l’interaction cation-chlorure. L’amor-
tissement électrostatique est fait entre celui du dipôle de l’eau et de la charge du
cation ou entre le chlorure et les charges de l’eau. Dans le cas du chlorure il n’y a
pas d’amortissement de la dispersion.
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Aion-O Bion-O Cion-O6 Cion-O8 bD bion-M cion-M
système
Li+-eau 24.75 4.094 1.103×10−2 1.037×10−2 3.000 4.011 2.950
Na+-eau 711.1 5.061 1.335×10−1 1.572×10−1 3.000 1.562 6.839×10−1
K+-eau 125.7 3.735 7.530×10−1 1.206 3.000 1.315 4.623×10−1
Table 2.8 – Paramètres pour les interactions cations-ion
Aion-O Bion-O Cion-O6 Cion-O8 bion-H cion-H bion-M cion-M
système
Cl−-eau 499.6 3.560 2.039 4.296 4.794 1.093 2.444 -1.901
Table 2.9 – Paramètres pour les interactions anion-ion
Aion-O Bion-O Cion-O6 Cion-O8 bD bion-M cion-M
système
Li+-eau 24.75 4.094 1.103×10−2 1.037×10−2 3.000 4.011 2.950
Na+-eau 711.1 5.061 1.335×10−1 1.572×10−1 3.000 1.562 6.839×10−1
K+-eau 125.7 3.735 7.530×10−1 1.206 3.000 1.315 4.623×10−1
Table 2.10 – Paramètres pour les interactions cations-ion
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Les systèmes étudiés sont composés de 999 molécules d’eau de type Dang-Chang
et d’une ion à température T = 298 K. La densité est de ρ = 0.997 g.cm−3 ce qui
correspond à une boîte de simulation de longueur Lbox = 31.065 Å avec des condi-
tions aux bords périodiques avec un rayon de coupure de rc = 15.5325 Å. L’étape
d’équilibration est effectuée dans l’ensemble statistique NVT pendant 300 ps avec
un pas de temps d’intégration des équations du mouvement de 1 fs. Le thermostat
utilisé est le thermostat CSVR [68] avec une constante de temps de 1 ps. Puis 100
trajectoires de 100 ps sont effectuées dans l’ensemble statistique NVE avec un pas
d’écriture de 1 fs pour les positions, les vitesses et les dipôles.
2.3 Propriétés
2.3.1 Propriétés statiques
La densité atomique d’un système est calculée simplement comme le rapport du
nombre d’atomes par unité de volume.
ρ0 =
N
V
(2.27)
Cette quantité renseigne sur la structure globale d’un système mais ne nous apporte
pas d’informations sur la structure locale. Pour cela, il est commun d’utiliser la fonc-
tion de distribution radiale, notée g(r). Cette fonction mesure le nombre moyen de
particules dans une coquille de rayon r et d’épaisseur dr, centrée sur une particule
donnée et normalisée par la quantité de particules dans cette même coquille pour
un gaz idéal. Cette définition justifie que la fonction de distribution radiale tende
vers 1 pour les grandes valeurs de r. Autrement dit, elle représente la probabilité à
l’équilibre thermodynamique de trouver une particule à une distance r d’une par-
ticule donnée. En pratique, en considérant une répartition homogène des particules
dans l’espace, on calcule la fonction de distribution radiale comme une moyenne
d’ensemble sur des paires de particules {α, β} de la manière suivante :
gαβ(r) =
V
NαNβ4pir2dr
〈
Nα∑
i
Nβ∑
j,i6=j
δ(r − rij)
〉
(2.28)
où rij = |rj − ri|, Nα le nombre de particules α, Nβ le nombre de particules β. De
plus, cette fonction peut-être intégrée pour obtenir le nombre de coordination i.e le
nombre de particules voisines, dans une sphère de coordination donnée. Cependant,
la fonction de distribution radiale ne peut pas être directement comparée à des don-
nées expérimentales, pour cela, il faut utiliser le lien existant entre la fonction de
distribution radiale et le facteur de structure qui lui peut-être mesuré expérimenta-
lement par des expériences de diffraction de neutrons ou de rayon X [69]. La figure
2.4 représente les fonctions de distribution radiale typique d’un liquide monoato-
mique, ici pour les deux systèmes (T) et (SC). Tous deux présentent un premier pic
intense situé à une distance de 3.7 Å. Ce pic correspond, dans un liquide considéré
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parfaitement homogène, à la probabilité de rencontrer deux atomes d’argon séparé
de cette distance. Il caractérise la première sphère de solvatation. La déplétion ob-
servée juste après ce premier pic s’explique par des considération stériques : il est
en effet moins probable de trouver des atomes d’argon près de la région de haute
densité précédente. On observe ensuite des oscillations avec des extrema de moins
en moins importants jusqu’à atteindre la valeur asymptotique 1. On remarque que
pour les deux systèmes au moins deux couches de solvatation sont bien définies avec
un fluide plus structuré pour (T) et une distance de moindre approche légèrement
plus faible pour (SC). Ces structures locales sont en accord avec les résultats obtenus
dans la littérature [70]. Pour les molécules rigides CCl3F et CCl4, on peut observer
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Figure 2.4 – Fonctions de distribution radiales entre les atomes d’argon pour les
systèmes (T) et (SC).
toutes les combinaisons de paires d’atomes possibles C-C, C-Cl, Cl-Cl, C-F, F-Cl
et F-F. Les fonctions de distribution radiale pour le fluide composé de molécules
CCl4, représentées sur la figure 2.5, sont en accord avec ceux obtenus pour un mo-
dèle polarisable [71]. On observe aussi un pic principal de gCC(r) à 5.56 Å. Pour
le fluide de CCl3F, il n’existe pas d’analyse à cette température et pression dans la
littérature. Cependant les résultats présentés sur les figures 2.6 semblent cohérents.
Le pic principale de gCC(r) est à la même distance que pour CCl4 et l’amplitude
des oscillations est un peu plus faible. Les fonctions de distribution radiale gCCl(r)
et gClCl(r) sont similaires à celle du fluide de CCl4 mais légèrement modifiées ce qui
est dû à la présence de l’atome de fluor. On observe que gCF (r) présente un premier
pic principal scindé en deux à 4.8 Å et à 6.0 Å étant donné que la molécule n’est
pas un tétraèdre régulier.
Enfin pour les différents modèles d’eau, on trouve un excellent accord entre
les fonctions de distribution radiale obtenues et celles obtenues dans la littéra-
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Figure 2.5 – Fonctions de distribution radiales pour le fluide composé de molécules
CCl4.
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Figure 2.6 – Fonctions de distribution radiales pour le fluide composé de molécules
CCl3F.
ture [72, 73]. La figure 2.7 représente les fonctions de distribution radiale des diffé-
rentes paires d’atomes considérées pour le modèle d’eau TIP4P. Ce profil particulier
s’explique par la géométrie tétraédrique de l’eau liquide. En particulier, cet arran-
gement spatial se voit sur la fonction de distribution radiale hydrogène-oxygène qui
présente deux pics marqués qui proviennent des deux hydrogènes des molécules d’eau
situés dans la première couche de solvatation. Si l’eau ne possédait pas de structure
spatiale localement tétraédrique, on ne distinguerait pas ces deux pics mais un seul,
dû à la contribution moyenne des hydrogènes. Les fonctions de distribution radiales
pour le modèle TIP4P/2005 en fonction de la température sont présentées sur les
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figures 2.8, 2.9 et 2.10. On remarque que les pics des différentes fonctions de distri-
butions radiales sont situés aux même distances aux différentes températures. On
constate que lorsque la température diminue, les extrema des pics deviennent plus
importants et que les largeurs de ces pics diminuent comme cela est attendu.
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Figure 2.7 – Fonctions de distribution radiales pour le fluide TIP4P.
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Figure 2.8 – Fonctions de distribution radiales du couple O-O pour le fluide
TIP4P/2005 aux différentes températures.
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Figure 2.9 – Fonctions de distribution radiales du couple O-H pour le fluide
TIP4P/2005 aux différentes températures.
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Figure 2.10 – Fonctions de distribution radiales du couple H-H pour le fluide
TIP4P/2005 aux différentes températures.
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2.3.2 Propriétés dynamiques
La Dynamique Moléculaire permet également d’accéder à des propriétés dyna-
miques des systèmes présentés précédemment. Parmi celle-ci, les fonctions de corré-
lation temporelles sont très informatives sur les temps de relaxation des différents
degrés de libertés du système et permettent d’accéder aux coefficients de trans-
ports. Les coefficients de diffusion des différentes espèces ont été calculées à partir
de l’expression (1.5).
La figure 2.11 représente la valeur du déplacement carré moyen des particules
Lennard-Jones au point (T), en bleu, et (SC), en noir, en fonction du temps. Aux
temps courts, celui-ci se comporte en ∼ t2 ce qui correspond au mouvement ba-
listique de la particule dû à son inertie puis au temps plus long en ∼ t où l’on
atteint le régime diffusif. A partir des régressions linéaires, on trouve les valeurs des
coefficients de diffusions : DT = 1.64× 10−9 m2.s−1 et DSC = 1.86× 10−8 m2.s−1.
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Figure 2.11 – En trait plein, le déplacement carré moyen pour le système LJ, en
bleu T et en noir SC, en fonction du temps en échelle log-log. En trait pointillé sont
représentées les régressions linéaires.
Comme nous l’avons déjà évoqué, la fonction d’auto-corrélation des vitesses per-
met aussi d’estimer le coefficient de diffusion. Ici, nous allons discuter de la fonction
d’auto-corrélation des vitesses normalisée. Elle a été réalisée sur une trajectoire de
1 ns où le pas d’écriture a été diminué à 40 ps respectivement pour les deux sys-
tèmes de fluide Lennard-Jones (T) et (SC). On remarque, sur la figure 2.12, que le
comportement de la fonction d’auto-corrélation normalisée dépend de l’état ther-
modynamique considéré. Lorsque la densité est élevée, pour (T), on observe une
forte oscillation qui prend des valeurs négatives. Ce comportement peut-être expli-
qué intuitivement comme provenant du confinement de la particule marquée dans
une cage formée par ses voisins les plus proches.
La figure 2.13 représente la valeur du déplacement carré moyen du centre de
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Figure 2.12 – Fonctions d’auto-corrélation normalisées des vitesses (NVACF) pour
les deux système T et SC. A gauche en échelle linéaire et à droite en échelle loga-
rithmique.
masse des molécules CCl4 et CCl3F en fonction du temps. Celles-ci ont été calculées
sur des trajectoires de 100 ps avec un pas d’écriture de 1 fs. On remarque que l’on
a une fonction linéaire dès 5 ps, on peut déduire de la pente de cette courbe le
coefficient de diffusion. On trouve 2.14×10−9 m2.s−1 pour CCl4. La simulation MD
avec un modèle polarisable [74] donne une coefficient de diffusion comparable de
2.2× 10−9 m2.s−1 à T = 298.4 K et ρ = 1.52 g.cm−3. Pour le système composé de
molécules CCl3F, on a un coefficient de diffusion de 1.01× 10−9 m2s−1 semblable à
celui obtenu expérimentalement [75] vaut 9.83× 10−9 m2.s−1.
Les figures 2.14 et 2.15 représentent les fonctions d’auto-corrélations normalisées
calculées sur des trajectoires de 100 ps avec un pas d’écriture de 1 fs. Deux fonctions
d’auto-corrélation sont calculées : celle des vitesses du centre de masse de la molécule
vCM et celle des moments angulaires l en fonction du temps
l =
N∑
i
Nat∑
j
mj(ri,j − ri,CM ) ∧ (vi,j − vi,CM ) (2.29)
où la première somme est effectuée sur le nombre total N de molécules dans le
système considéré et la seconde somme sur le nombre d’éléments Nat de la molécule
considérée. Les positions et vitesses sont relatives par rapport au centre de masse de
la molécule noté CM . On peut voir que les temps de relaxation sont du même ordre
de grandeur dans les deux cas, surtout pour le fluide composé de molécules CCl3F.
Ainsi nous sommes en présence de couplage entre le mouvement de translation et de
rotation de la molécule. Ce couplage est d’autant plus fort pour le système composé
de molécules CCl3F. C’est pour cela que nous avons choisi ce système, il est un
candidat idéal pour étudier le couplage translation-rotation sachant que la géométrie
de la molécule reste simple étant donné qu’elle est globalement sphérique.
Sur la figure 2.13 est représentée la valeur du déplacement carré moyen du centre
de masse des molécules en fonction du temps pour le modèle d’eau TIP4P. Celle-
2.3. Propriétés 55
0,1 1 10
t (ps)
0,01
1
100
m
s
d 
(Å
2 )
H2O/TIP4P
CCl3F
CCl4
Figure 2.13 – En trait plein, le déplacement carré moyen du centre de masse pour
les systèmes composés des molécules de CCl4, CCl3F et H2O (modèle TIP4P) en
fonction du temps en échelle log-log. En trait pointillé sont représentées les régres-
sions linéaires.
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Figure 2.14 – Fonctions d’auto-corrélation normalisées (NACF) des vitesses et des
moments angulaires pour le fluide CCl4, à gauche en échelle linéaire et à droite en
échelle logarithmique.
ci a été calculée sur une trajectoire de 100 ps avec un pas d’écriture de 1 fs. On
trouve un coefficient de diffusion de 3.5× 10−9 m2.s−1 ce qui est en accord avec la
littérature [76].
Pour le modèle d’eau TIP4P/2005, la valeur du déplacement carré moyen du
centre de masse des molécules est représentée sur la figure 2.16 en fonction de la
température, les coefficients de diffusion déduits sont reportés dans le tableau 2.11
et sont en accord avec la littérature [77].
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Figure 2.15 – Fonctions d’auto-corrélation normalisées (NACF) des vitesses et des
moments angulaires pour le fluide CCl3F, à gauche en échelle linéaire et à droite en
échelle logarithmique.
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Figure 2.16 – Déplacement carré moyen du centre de masse de l’eau TIP4P/2005
aux différentes températures étudiées en fonction du temps en échelle log-log.
La figure 2.17 représente les fonctions d’auto-corrélations normalisées des vitesses
du centre de masse de la molécule vCM et celui des moments angulaires pour le
modèle d’eau TIP4P/2005 en fonction du temps. Ces fonctions présentent un temps
de relaxation différent et une évolution temporelle plus complexe.
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T (K) D (10−9 m2.s−1) η (mPa.s)
300 2.30 0.87
298 2.245 0.9
290 1.845 1.1
280 1.431 1.4
270 0.962 2.0
260 0.733 3.0
250 0.43 4.42
Table 2.11 – Coefficients de diffusion obtenus à partir des déplacements car-
rés moyens 2.16 et viscosités obtenues expérimentalement [78] pour le modèle
TIP4P/2005 aux différentes températures étudiées.
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Figure 2.17 – Fonctions d’auto-corrélation normalisées (NACF) des vitesses et des
moments angulaires pour le modèle d’eau TIP4P, à gauche en échelle linéaire et à
droite en échelle logarithmique.
2.4 Conclusion
Ce chapitre a présenté la méthode de simulation de dynamique moléculaire clas-
sique utilisée et les différents systèmes étudiés au cours de ce manuscrit. Ce chapitre
peut être perçu comme la boîte à outils des prochains chapitres où l’on aura systé-
matiquement recours à la dynamique moléculaire, de systèmes simples comme les
fluides de Lennard-Jones à des systèmes complexes comme les ions aqueux.
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Nous avons vu au chapitre 1 que de nombreuses approches ont été proposées pour
traiter le noyau de mémoire. Au cours de ma thèse, deux algorithmes pour extraire la
fonction de corrélation d’observables projetées à partir de simulations de dynamique
moléculaire ont été proposés par A. Carof, B. Rotenberg et R. Vuilleumier [79].
Armés de cet outil, nous avons voulu étudier le comportement aux temps longs
de ces fonctions de corrélation. Nous avons vu que le mouvement brownien d’une
particule dans un fluide prend origine dans la force fluctuante exercée par le solvant
sur les molécules de soluté. Il est connu depuis longtemps que la description classique
de cette force aléatoire par un processus de Markov est valide seulement pour des
cas limités. Même dans le cas limite où la masse de la particule de soluté M est
bien plus grande que la masse de la particule de solvant m, pour lequel une analyse
d’échelles de temps permet de retrouver l’équation de diffusion de Smoluchowski [29],
des effets non-markoviens sont attendus lorsque le rapport de la densité massique est
proche de l’unité [29]. Cette situation est d’ailleurs plutôt la règle que l’exception.
Ces effets non-markoviens apparaissent du fait de la conservation de la quantité de
mouvement, induisant des modes hydrodynamiques lents qui se manifestent par une
longue queue dans la fonction d’auto-corrélation des vitesses.
3.1 Fonctions de corrélation aux temps longs
Nous avons évoqué au chapitre 1, le remarquable résultat d’Alder et Wain-
wright [11] sur le comportement asymptotique de la fonction d’auto-corrélation des
vitesses (VACF) qui décroit algébriquement en t−3/2 en trois dimensions, observé
plus tard sur des modèles plus réalistes [80]. La théorie hydrodynamique [81] prédit :
1
3
〈v(0)v(t)〉 ∼ 2kBT
3ρm
[4pi (D + ν) t]−3/2 = γt−3/2 (3.1)
où kB est la constante de Boltzmann, T la température, m la masse de la particule,
ρ la densité des particules et D le coefficient de diffusion, ν = η/(mρ) la viscosité
cinématique. On remarque que le préfacteur γ prend en compte non pas seulement la
viscosité cinématique mais aussi la diffusion de la particule. En effet, sur la figure 3.1,
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on peut voir que pour le fluide LJ (SC) il est nécessaire de prendre en compte la
normalisation en ν +D (en trait continu bleu) pour obtenir un bon accord avec la
simulation de dynamique moléculaire aux temps longs. Le comportement asympto-
tique n’est pas récupéré si l’on considère uniquement la viscosité cinématique dans
la normalisation (en trait tireté bleu). Ce terme, en ν + D, apparaît lorsque la
diffusion de la particule a lieu simultanément avec le transfert de quantité de mou-
vement au sein du fluide [47, 80]. Il devient significatif à un nombre de Schmidt,
qui représente le rapport entre la viscosité cinématique et le coefficient de diffusion
Sc = ν/D, petit ou modéré, ce qui est le cas dans les conditions thermodynamiques
super-critiques considérées car on a Sc = 3.4. Ceci illustre le bien-fondé de théories
hydrodynamiques dans ce régime. La fonction d’auto-corrélation des forces (FACF)
est la dérivée seconde de la fonction d’auto-corrélation des vitesses. On s’attend
donc que celle-ci décroisse algébriquement en t−7/2 aux temps longs. Ce qui est le
cas comme on peut le voir sur la figure 3.1 où le temps en abscisse est divisé par le
temps caractéristique t∗ = σ(m/ε)1/2 = 2.17× 10−12s.
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Figure 3.1 – Valeurs absolues de la fonction d’auto-corrélation obtenues par MD
des vitesses normalisées (NVACF) en trait continu noir en fonction du temps. En
trait continu bleu est représenté l’équation (3.1) et en trait discontinu bleu cette
même équation où l’effet de diffusion a été négligé. Valeurs absolues de la fonction
d’auto-corrélation obtenues par MD des forces normalisées (NFACF) en trait continu
rouge en fonction du temps. En trait discontinu orange est représenté la dérivée
seconde de l’équation (3.1).
Suite à ce préambule, nous voulons maintenant étudier le comportement aux
temps longs de la fonction d’auto-corrélation des forces projetées qui n’est rien
d’autre que le noyau de mémoire (1.77). Tout d’abord, nous avons besoin de
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présenter la méthode pour extraire celle-ci. Bien que le calcul est développé de
manière très générale, on se limitera dans son application, au cas de la diffusion
d’une particule marquée dans un fluide.
3.1.1 Algorithme
Soit C¯AB la fonction de corrélation projetée définie, pour une paire quelconque
de variables A et B, par
C¯AB(t) =
〈
A(0)eiQLtB(0)
〉
(3.2)
Cette définition ne dépend pas uniquement des variables A et B mais aussi du
choix de la variable ‘pertinente’ P (1.66) via le projecteur Q. Introduisons B+(t) ≡
expiQLt B(0) qui propage l’observable B pendant un temps t, selon la dynamique
‘orthogonale’ générée par iQL. Celle-ci coïncide avec B à t = 0 et évolue selon
dB+(t)
dt
= iLB+(t)− PiLB+(t) (3.3)
On peut donc réécrire la fonction de corrélation projetée comme
C¯AB(t) =
〈
A(0)B+(t)
〉
(3.4)
L’équation (3.4) est une expression classique de fonction de corrélation sauf
que l’observable B+(t) évolue selon la dynamique modifiée. Cette fonction de
corrélation projetée ne peut donc pas être simplement mesurée à chaque pas de
temps de la trajectoire. Nous allons maintenant présenter l’algorithme proposé
par [79] pour calculer l’observable B+(t) et in fine la fonction de corrélation projetée.
Afin de calculer l’observable B+t (q,p), que nous noterons par la suite B
+
t pour
plus de clarté, nous notons qu’elle doit satisfaire [79]
B+t (q,p) = Bt(q,p) +
∫ t
0
Pt−u(q,p)
〈F0B+u 〉〈
P20
〉 du (3.5)
Si l’on réécrit cette expression au temps t+ δt et que l’on sépare l’intégrale entre 0
et t d’un coté et entre t et t+ δt de l’autre, on a
B+t+δt(q,p) = B
+
t (q
δt,pδt) +
∫ δt
0
P−u(qδt,pδt)
〈
F0B
+
t+u
〉〈
P20
〉 du (3.6)
en notant que pour une observable D évoluant selon la dynamique normale, comme
P ou B, on a par définition Dt+δt(q,p) = Dt(qδt,pδt), et en faisant un changement
de variable u→ u− t dans l’intégrale. A ce stade, de nombreux schémas numériques
peuvent être proposés. Le plus simple est la méthode des rectangles qui donne
B+t+δt(q,p) = B
+
t (q
δt,pδt) + P0(q
δt,pδt)
〈
F0B
+
t
〉〈
P20
〉 δt+O(δt2) (3.7)
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Ce schéma numérique est implémenté de la manière suivante pour une trajectoire
de dynamique moléculaire de longueur Ntraj pas. Les observables A, P, F et B+t
sont stockées dans quatre tableaux,
A0(m) ≡ A0(qmδt,pmδt), (3.8)
P0(m) ≡ P0(qmδt,pmδt), (3.9)
F0(m) ≡ F0(qmδt,p(mδt), (3.10)
B+n (m) ≡ Bnδt(qmδt,pmδt), (3.11)
oùm ∈ [0, Ntraj − 1], δt le pas de temps de la dynamique moléculaire, et initialement
n = 0. Les trois premiers tableaux contiennent les valeurs de A, P et F pour chaque
configuration le long de toute la trajectoire et ne sont jamais mis à jour durant la
procédure. Le dernier tableau évolue itérativement pour n ∈ [0, Ncorr] où Ncorr est
la longueur sur laquelle nous voulons calculer la corrélation, en commençant par la
valeur initiale B+0 (m) = B0(q
mδt,pmδt) et selon
B+n+1(m) = B
+
n (m+ 1) + β(n)P0(m+ 1)δt (3.12)
où seuls les m ∈ [0, Ntraj − n− 1] sont utiles du fait du décalage et où l’on a défini
β(n) =
∑Ntraj−n−1
m=0 F0(m)B
+
n (m)∑Ntraj−n−1
m=0 P0(m)
2
(3.13)
Ce qui permet de reconstruire l’évolution de B+t à partir de chaque configuration
le long de la trajectoire et d’analyser les propriétés. En particulier, ce qui nous
intéresse ici, le noyau C¯AB est calculé pour t = nδt à partir de l’équation 3.4 comme
le produit scalaire des tableaux A0 et B+n :
CAB(nδt) =
1
Ntraj − n
Ntraj−n−1∑
m=0
A0(m)B
+
n (m) (3.14)
On se place dans le cas où P est la quantité de mouvement de la particule marquée,
F la force agissant sur celle-ci et
〈
P2
〉
proportionnel à l’énergie thermique. Ainsi
cette moyenne peut-être calculée avec une meilleur précision si l’on calcule l’énergie
cinétique instantanée sur l’intervallem ∈ [0, Ntraj − n− 1] au lieu de la température
moyenne sur toute la trajectoire. Cet algorithme nécessite O(Ntraj) de taille de
mémoire et le temps de calcul est de l’ordre de O(NtrajNtraj). Ce qui devient très
coûteux et déraisonnable si l’on veut étudier le comportement aux temps longs, c’est-
à-dire que notre trajectoire doit être très grande. Nous avons donc opté pour une
stratégie différente, un peu plus complexe, pour implémenter la propagation (3.12).
Au lieu de stocker dans les trois premiers tableaux les valeurs de A, P et F pour
chaque configuration le long de toute la trajectoire nous allons les stocker que sur
un tronçon de la trajectoire et effectuer par la suite des moyennes glissante de la
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manière suivante. Comme précédemment on stocke les observables A, P, F, B+t
dans quatre tableaux qui sont maintenant défini par :
An(m) ≡ A0(q(Ntraj−m−n)δt,p(Ntraj−m−n)δt)
Pn(m) ≡ P0(q(Ntraj−m−n)δt,p(Ntraj−m−n)δt)
Fn(m) ≡ F0(q(Ntraj−m−n)δt,p(Ntraj−m−n)δt)
B+n (m) ≡ B+nδt(q(Ntraj−m−n)δt,p(Ntraj−m−n)δt), (3.15)
où m ∈ [1, Ntraj −Ncorr], δt le pas de temps de la dynamique moléculaire, et ini-
tialement n = 0 jusqu’à que n = Ncorr − 1. Les trois premiers tableaux contiennent
les valeurs de A, P et F pour chaque configuration le long du tronçon et sont mis à
jour en lisant la trajectoire de la fin jusqu’au commencement, c’est à dire en lisant
la trajectoire à l’envers, selon
An+1(m) = An(m− 1), An+1(0) = A0(q(Ncorr−n−1),p(Ncorr−n−1))
Pn+1(m) = Pn(m− 1), Pn+1(0) = P0(q(Ncorr−n−1),p(Ncorr−n−1))
Fn+1(m) = Fn(m− 1), Fn+1(0) = F0(q(Ncorr−n−1),p(Ncorr−n−1)) (3.16)
Le dernier tableau évolue en partant des valeurs initiales B+0 (m) ≡ B+0 (qmδt, pmδt)
selon le même propagateur présenté précédemment (3.12) :
B+n+1(m) = B
+
n (m) + β(n)Pn(m)δt (3.17)
avec
β(n) =
∑Ntraj−Ncorr
m=0 Fn(m)B
+
n (m)∑Ntraj−Ncorr
m=0 P0(m)
2
(3.18)
On peut reconstruire l’évolution de B+t à partir de chaque configuration sur le
tronçon et calculer le noyau C¯AB(t) =
〈
A0B
+
t
〉
pour t = nδt comme le produit
scalaire des tableaux A et B+ :
CAB(nδt) =
1
Ntraj −Ncorr
Ntraj−Ncorr∑
m=1
An(m)B
+
n (m) (3.19)
De nouveau, on se place dans le cas où P est la quantité de mouvement de la
particule marquée, F la force agissant sur celle-ci et
〈
P2
〉
proportionnel à l’énergie
thermique. L’énergie cinétique calculée est celle instantanée sur l’intervalle m ∈
[1, Ntraj −Ncorr]. Cet algorithme nécessite O(Ntraj −Ncorr) de taille de mémoire et
le temps de calcul est de l’ordre de O((Ntraj −Ncorr)Ncorr).
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Ntraj1 Ncorr
Traj0 1 2 3 4 5 6 7 8 9
9 B+
9 A
9 P
9 F
Figure 3.2 – Schéma de l’algorithme au début de la lecture. Au-dessus est repré-
senté la trajectoire comprenant toutes les configurations puis en dessous les quatres
tableaux où sont stockées les observables A, B+, P et F qui correspondent à t = 10
Cette présentation plutôt technique peut être illustrée simplement à l’aide de
schémas. Imaginons que la longueur de la trajectoire vaut Ntraj = 9 pas et que l’on
souhaite calculer la fonction de corrélation CAB surNcorr = 4 pas. On commence par
lire la trajectoire à l’envers, c’est-à-dire dans ce cas la configuration au temps t = 10
et on remplit les quatre tableaux A, B+, P et F comme indiqué sur la figure 3.2. On
continue ainsi de suite, comme on peut le voir sur la figure 3.3, tant que t > Ncorr
jusqu’à avoir remplis les quatre tableaux sur Ntraj−Ncorr i.e un tronçon de longueur
4 au temps t = 7. C’est ce tronçon que nous allons faire glisser sur la trajectoire :
sa taille est fixe. On peut maintenant calculer la corrélation CAB qui correspond à
n = 0. Le pas d’après, t = 6, est représenté figure 3.4. Les observables aux temps
t = 6 sont stockées dans les tableaux A, P et F à l’emplacement de t = 9 dont nous
n’avons plus besoin. B+ est mis à jour à l’aide de (3.12) et réarrangé de manière
cyclique de façon à pouvoir aisément calculer la fonction de corrélation CAB qui
correspond à n = 1 comme on peut le voir sur la figure 3.5. On remarque que le
tronçon a été décalé de 1 pas. Cette opération est renouvelée jusqu’à la lecture du
pas initial de la trajectoire, t = 1 où l’on calcule la fonction de corrélation CAB
qui correspond à n = 6 comme on peut le voir sur la figure 3.6. Sur ces figures, la
mise à jour de B+ calculée via (3.12), n’est pas explicitée mais elle se fait aisément
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à chaque pas de temps étant donné que l’organisation de nos tableaux permet de
calculer facilement (3.13).
Ntraj1 Ncorr
Traj0 1 2 3 4 5 6 7 8 9
6 7 8 9 B+
CAB(0)
6 7 8 9 A
Ntraj −Ncorr
6 7 8 9 P
6 7 8 9 F
Figure 3.3 – Schéma de l’algorithme pour t > Ncorr. Au-dessus est représenté la
trajectoire comprenant toutes les configurations puis en dessous les quatres tableaux
où sont stockées les observables A, B+, P et F . A t = 6, on calcule la fonction de
corrélation CAB(0)
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Ntraj1 Ncorr
Traj0 1 2 3 4 5 6 7 8 9
7 8 9 6 B+
6 7 8 5 A
6 7 8 5 P
6 7 8 5 F
Figure 3.4 – Schéma de l’algorithme pour t = Ncorr. Au-dessus est représenté la
trajectoire comprenant toutes les configurations puis en dessous les quatres tableaux
où sont stockées les observables A, B+, P et F .
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Ntraj1 Ncorr
Traj0 1 2 3 4 5 6 7 8 9
6 7 8 9 B+
CAB(1)
5 6 7 8 A
Ntraj −Ncorr
5 6 7 8 P
5 6 7 8 F
Figure 3.5 – Schéma de l’algorithme équivalent à celui présenté dans la figure 3.4,
explicitant le calcul de la fonction de corrélation CAB(1) à t = 5.
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Ntraj1 Ncorr
Traj0 1 2 3 4 5 6 7 8 9
6 7 8 9 B+
CAB(6)
0 1 2 3 A
Ntraj −Ncorr
0 1 2 3 P
0 1 2 3 F
Figure 3.6 – Schéma de l’algorithme au pas final. Au-dessus est représenté la tra-
jectoire comprenant toutes les configurations puis en dessous les quatres tableaux
où sont stockées les observables A, B+, P et F . A t = 1, on calcule la fonction de
corrélation CAB(6)
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Figure 3.7 – Intégrales des fonctions d’auto-corrélation, en unités LJ, des forces
en noir et des forces projetées, en rouge pour l’algorithme au premier ordre et en
bleu pour l’algorithme au second ordre.
La stabilité de cet algorithme est démontré sur la figure 3.7. Cette figure repré-
sente les intégrales des fonctions d’auto-corrélation des forces et des forces projetées.
Pour la force, où l’on n’a pas propagé selon la dynamique orthogonale, l’intégrale
converge vers 0 comme attendu. Pour les forces projetées, l’algorithme initial pré-
cis au premier ordre donne une intégrale qui diverge aux temps longs. Nous avons
donc dû faire une extension au second ordre. Pour cela, le schéma numérique du
propagateur (3.6) utilisé est obtenu à partir de la méthode des trapèzes :
B+t+δt(q,p) = B
+
t (q
δt,pδt)
+
[
P0(q
δt,pδt)
〈
F0B
+
t
〉〈
P20
〉 +P−δt(qδt,pδt)〈F0B+t+δt〉〈
P20
〉 ] δt
2
+O(δt3)
= B+t (q
δt,pδt)
+
[
P0(q
δt,pδt)
〈
F0B
+
t
〉〈
P20
〉 +P0(q,p)〈F0B+t+δt〉〈
P20
〉 ] δt
2
+O(δt3) (3.20)
Nous avons besoin de développer
〈
F0B
+
t+δt
〉
qui apparaît à droite de (3.20) :〈
F0B
+
t+δt
〉
=
〈
F0B
+
t (q
δt,pδt)
〉
+
δt
2
〈
F0P0(q
δt,pδt)
〉 〈F0B+t 〉〈
P20
〉
+
δt
2
〈F0P0(q,p)〉
〈
F0B
+
t+δt
〉〈
P20
〉 (3.21)
On obtient ainsi une expression pour
〈
F0B
+
t+δt
〉
en fonction de B+t :
〈
F0B
+
t+δt
〉
=
〈
F0B
+
t (q
δt,pδt)
〉
+ δt2
〈
F0P0(q
δt,pδt)
〉 〈F0B+t 〉
〈P20〉
1− δt2 〈F0P0〉〈P20〉
(3.22)
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En insérant Eq. [3.22] dans Eq.[3.20] et en considérant 〈F0P0〉 = 0, on a
B+t+δt(q,p) = B
+
t (q
δt,pδt)
+
[
P0(q
δt,pδt)
〈
F0B
+
t
〉〈
P20
〉 + P0(q,p)〈F0B+t (qδt,pδt)〉〈
P20
〉 ] δt
2
+
[
P0(q,p)
〈
F0P0(q
δt,pδt)
〉 〈
F0B
+
t
〉〈
P20
〉2
]
δt2
4
+O(δt3) (3.23)
Le propagateur s’écrit maintenant comme :
B+n+1(m) = B
+
n (m) + β(n)Pn(m)
δt
2
+
Pn(m− 1)
1− δt2 κ(0)
[
Λ(n) + ∆(n)β(n)
δt
2
]
δt
2
(3.24)
avec
κ(0) =
∑Ntraj−Ncorr
m=0 Fn(m)Pn(m)∑Ntraj−Ncorr
m=0 P0(m)
2
(3.25)
Λ(n) =
∑Ntraj−Ncorr
m=0 Fn(m)B
+
n (m+ 1)∑Ntraj−Ncorr
m=0 P0(m)
2
(3.26)
∆(n) =
∑Ntraj−Ncorr
m=0 Fn(m)Pn(m+ 1)∑Ntraj−Ncorr
m=0 P0(m)
2
(3.27)
La stabilité de ce nouvel algorithme étendu au second ordre, comparée au pre-
mier ordre, est démontrée sur la figure 3.7. Cette figure présente l’intégrale de la
fonction d’auto-corrélation des forces projetées en fonction du temps et correspond
à l’intégrale du noyau de mémoire de l’équation de Langevin généralisée (1.76),
ζ =
∫ +∞
0
K(u)du (3.28)
On trouve à partir du plateau de la fonction d’auto-corrélation des forces projetées
une valeur de la friction de ζ = 4.5±0.1 unités LJ. Ce qui est en très bon accord avec
la valeur de la friction obtenue via la relation d’Einstein (1.3), kBT/D ∼ 4.4 unités
LJ. La figure 3.8 présente le résultat obtenu pour la fonction d’auto-corrélation des
forces projetées. On remarque que le noyau décroit beaucoup plus lentement que la
fonction d’auto-corrélation des forces, en t−3/2, comme la fonction d’auto-corrélation
des vitesses. Ce résultat n’est pas surprenant : Corngold [82] a démontré, sous des
conditions très générales, que le noyau de mémoire dans l’équation de Langevin
généralisée devrait décroître en − ξ2kBT γt−3/2 (en trait continu bleu) ce qui est en
accord avec nos simulations de dynamique moléculaire.
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Figure 3.8 – Valeurs absolues des fonctions d’auto-corrélation normalisées, en trait
continu noir pour les vitesses, en rouge pour les forces et en bleu pour les forces proje-
tées en fonction du temps. Les résultats de MD sont comparés au comportement aux
temps longs hydrodynamique. En trait pointillé vert est représenté l’équation (3.1).
En trait pointillé orange est représenté la dérivée seconde de l’équation (3.1) et en
trait continu bleu clair l’équation (3.1) multipliée par ζ/kBT .
3.2 Force de Basset-Boussinesq
Vingt ans avant la publication des équations hydrodynamiques de Navier-Stokes,
Poisson s’intéressa à la force hydrodynamique agissant sur une sphère dans un fluide
non-visqueux [83]. La force transitoire exercée par ce fluide sur un objet sphérique
vaut 12mf v˙, où mf est la masse de fluide déplacée par la particule, appelée ‘masse
ajoutée’ et v la vitesse relative de la particule par rapport au fluide. Poisson déduisit
donc que le coefficient de la force de masse ajoutée, vaut 1/2. Ce résultat peut-
être étendu à un écoulement autour d’une particule dont la géométrie est simple,
Green trouve par exemple, un coefficient égal à 1/2 dans le cas d’une ellipsoïde [84].
Puis Stokes s’intéressa au mouvement d’une particule sphérique dans une fluide
visqueux [85,86]. Le résultat stationnaire des équations de Navier-Stokes donne une
force de traînée, exercée sur la particule, égale à FS = 6piRηv, discutée dans le
chapitre 1. Boussinesq a été le premier a donner une expression analytique de la
force hydrodynamique exercée par un fluide laminaire visqueux sur une particule
sphérique [87–89]. Celle-ci est composée de trois termes : un terme stationnaire, un
terme de masse ajoutée et un terme de mémoire. Trois années plus tard, Basset
présenta par une méthode similaire, une expression pour la force transitoire exercée
sur une particule sphérique et trouva une expression analogue [90, 91]. La force de
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Basset-Boussinesq est la suivante :
FBB(t) = −6piηRv(t)− 2
3
piR3ρ0v˙(t)
− 6R2√piρ0η
∫ t
0
(t− u)− 12 v˙(u) du (3.29)
où R est le rayon de la sphère, η la viscosité du solvant et ρ0 densité massique.
Le premier terme de l’expression (3.29) correspond au terme stationnaire exercé
par le fluide sur la particule et est identique à la force de Stokes. Le second est dû
au déplacement d’une partie du solvant autour de la particule et donc à l’inertie
du fluide déplacé où le terme de masse ajoutée apparaît 23piR
3ρ0 =
1
2mf . Enfin, le
dernier terme, correspond à la diffusion de la quantité de mouvement autour de
la sphère avec une dépendance temporelle en t−1/2, qui est caractéristique d’un
processus de diffusion et dépend de la viscosité. Étant donné que ce terme est
retardé, on l’appelle terme de mémoire.
Des résultats expérimentaux ont montré que la force exercée par le bain inclut
une composante déterministe [92] bien décrite, pour des grands colloïdes sphériques,
par cette force hydrodynamique de Basset-Boussinesq [93]. Alors que l’hydrody-
namique apparaît comme valide à une échelle nanométrique [11, 94–96], au prix
d’une adaptation du rayon hydrodynamique R ou des conditions aux bords [97],
la validité de l’équation (3.29) pose des questions fondamentales dans le régime de
solutés moléculaires, c’est-à-dire à l’échelle microscopique. La forme proposée de
deux derniers termes de (3.29) est-elle pertinente à l’échelle microscopique ? Si oui,
comment peut-on exprimer le terme de masse ajoutée et le préfacteur du dernier
terme de l’équation (3.29) ? De plus, l’interprétation de cette équation comme une
description d’une force exercée par le solvant sur le soluté, dépendante du temps, à
l’équilibre thermodynamique doit être clarifiée puisqu’elle suppose que le soluté à
une vitesse nulle au temps t = 0.
Pour répondre à ces questions nous allons réaliser des simulations de dyna-
mique moléculaire et évaluer directement le noyau de mémoire pour la diffusion
dans un fluide simple pour une particule marquée qui à la même taille et la
même masse que la particule du bain. A ces conditions thermodynamiques, la
diffusion ne provient pas seulement des collisions mais aussi du transport de
masse, où la séparation d’échelle de temps entre les modes hydrodynamiques et le
mouvement du soluté n’est pas aisée. Notre approche est basée sur le formalisme
de projection de Mori-Zwanzig 1.3.2 que nous avons déjà introduit dans le chapitre 1.
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Nous avons vu précédemment que le noyau de mémoire décroit aux temps longs
en t−3/2, ce qui est en accord avec la limite aux temps longs du noyau de mémoire
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hydrodynamique correspondant à l’équation (3.29). L’analogie peut-être poussée
plus loin sans avoir recours au modèle hydrodynamique. On considère la transformée
de Laplace du noyau K˜(s) pour s > 0 :
K˜(s) =
∫ +∞
0
K(t)e−stdt (3.30)
et son intégrale, obtenue par intégration par partie,
L(t) = −
∫ +∞
t
K(u)du (3.31)
En combinant (3.30) et (3.31), on a
K˜(s) = ζ + s
∫ +∞
0
L(t)e−stdt (3.32)
Le comportement asymptotique de L(t) pour t→ +∞ vaut
L(t) = αpi−1/2t−1/2 +O(t−1/2) (3.33)
où l’on a défini le préfacteur asymptotique comme
αpi−1/2 =
4
3ρm
ζ2 [4pi (ν +D)]−3/2 (3.34)
où pi−1/2 est introduit à des fins de comparaison avec l’équation de Basset-
Boussinesq. L(t) n’est donc pas intégrable mais si l’on soustrait la contribution
divergente (3.33), L(t)−αpi−1/2t−1/2 devient intégrable si l’on fait l’hypothèse qu’il
décroître plus rapidement que t−1 à l’infini. L’équation (3.32) s’écrit alors :
K˜(s) = ζ + s
∫ +∞
0
(
L(t)− αpi−1/2t−1/2
)
e−stdt+ sαpi−1/2
∫ +∞
0
t−1/2e−stdt
= ζ +
m0
2
s+O(s) + s1/2αpi−1/2
∫ +∞
0
u−1/2e−udu
= ζ +
m0
2
s+O(s) + s1/2αpi−1/2Γ(1
2
)
= ζ + αs1/2 +
m0
2
s+O(s) (3.35)
avec la fonction Gamma Γ(12) = pi
1/2. Cette expansion est valable pour s petit et
on a introduit un terme homogène à une masse définie par
m0 = 2
∫ +∞
0
(
L(t)− αpi−1/2t−1/2
)
dt (3.36)
= −2
∫ +∞
0
(
K(t)− 1
2
αpi−1/2t−3/2
)
tdt (3.37)
La seconde égalité (3.37) est obtenue en réalisant une intégration par partie.
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Figure 3.9 – Masse effective normalisée par la masse m de la particule LJ en
fonction temps. Zone grise : erreur statistique intégrée sur les dix blocs.
La figure 3.9 présente le résultat obtenu de la masse effective ajoutée norma-
lisée par la masse de la particule en fonction du temps, calculée à partir de la
relation (3.37). Le plateau observé démontre la convergence de l’intégrale et valide
ainsi l’hypothèse réalisée. Notons cependant que l’erreur croit très rapidement avec
le temps, ainsi on ne présente le résultat que jusqu’à un temps égale à t = 4t∗. On
trouve étonnamment une masse négative, qui vaut m0 ∼ −0.36m en contradiction
avec la prédiction hydrodynamique. Si l’on considère la limite α → 0, la trans-
formée du noyau de mémoire vaut K˜(s) = ζ + m02 s qui peut-être réécrite comme
K˜(s) ∼ ζ/(1 + sτ) où l’on fait apparaître un temps caractéristique τ = −m02ζ . Dans
ce cas on peut considérer que le noyau de mémoire décroit exponentiellement en
K(t) = ζτ e
−t/τ . Bien que nous ayons vu que le noyau de mémoire ne décroit pas
exponentiellement, on peut estimer le temps τ pour lequel le noyau de mémoire
s’annule la première fois. La figure (3.8) nous donne une estimation de τ ∼ 0.1t∗.
Étant donné que la friction vaut ζ ∼ 4.4 en unités LJ d’après la figure 3.7, on
trouve une masse correspondant à m0 ∼ −0.88m. Cette valeur correspond à la dé-
croissance initiale de l’intégrale sur la figure 3.7 et n’est pas vraiment en accord
avec la masse trouvée mais nous donne un ordre de grandeur. L’accroissement de
l’intégrale qui suit après t ∼ 0.1t∗ est attribué à la contribution hydrodynamique
qui correspond au fluide déplacé par la particule dans le fluide. Ce raisonnement
explique la contribution négative à la masse qui provient de l’établissement initial
du régime hydrodynamique. Ce résultat suggère que même en négligeant le com-
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portement hydrodynamique aux temps longs, le terme de force de friction retardée
dans l’équation de Langevin généralisée (1.27) peut-être approximé de manière plus
adéquate si l’on considère qu’il est proportionnel à −ζv(t) + ζτ v˙(t) ∼ −ζv(t − τ),
plutôt que de considérer la vitesse instantanée.
3.4 Hydrodynamique moléculaire
On se demande comment l’équation de Basset-Boussinesq peut-être retrouvée
à partir du noyau de mémoire K(t). Pour cela on utilise la même stratégie que
Hynes 1.3.3, c’est-à-dire que l’on imagine un situation où le système est placé légè-
rement hors équilibre par une force externe infinitésimale fe. On supposera de plus
ici, que les variations de fe sont très lentes. A t = 0, le système est à l’équilibre
avant l’application de la perturbation, la moyenne d’ensemble de la vitesse initiale
est donc v¯(0) = 0. Dans ce cas l’équation d’évolution pour la moyenne d’ensemble
de la vitesse est
m ˙¯v(t) = −
∫ t
0
v¯(t− u)K(u)du+ fe(t) (3.38)
= − [v¯(t− u)L(u)]t0 −
∫ t
0
˙¯v(t− u)L(u)du+ fe(t) (3.39)
= −ζv¯(t)−
∫ t
0
˙¯v(t− u)L(u)du+ fe(t) (3.40)
= −ζv¯(t)−
∫ t
0
˙¯v(t− u)
(
L(u)− αpi−1/2u−1/2
)
du
− αpi−1/2
∫ t
0
˙¯v(t− u)u−1/2du+ fe(t) (3.41)
= −ζv¯(t)− 1
2
m0 ˙¯v(t)− αpi−1/2
∫ t
0
˙¯v(u)(t− u)−1/2du+ fe(t) (3.42)
où l’on a utilisé une intégration par partie et soustrait le terme de divergence comme
précédemment pour faire apparaître le terme de masse m0. L’équation d’évolu-
tion (3.42) pour une moyenne d’ensemble de la vitesse v¯ correspond au noyau de
mémoire défini par (3.35) à l’ordre s. Ce résultat qui découle de la théorie de la
réponse linéaire, est analogue à l’équation de Basset-Boussinesq (3.29) dans le cas
où l’on considère une sphère dans un fluide incompressible :
• la friction ζ est donnée par celle de Stokes pour des conditions aux bords
non-glissantes, ζBB = 6piηR
• la masse est celle du fluide déplacé par une sphère de rayon R, mBB0 = 43piR3ρ
• le préfacteur du dernier terme de (3.42) vaut αBB = ζRν−1/2 dans la limite
où le nombre de Schmidt est grand.
L’équation (3.42) est donc une généralisation de l’équation de Basset-
Boussinesq (3.29) pour un soluté quelconque qui satisfait l’hypothèse générique du
comportement aux temps longs du noyau de mémoire. En particulier, la convergence
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de l’intégrale est assurée comme le montre la figure 3.7, L(t)− αpi−1/2t−1/2 décroit
bien plus vite que t−1 dans notre cas.
3.5 Fonction d’auto-corrélation des vitesses
Chow et Hermans ont étudié la dynamique d’un soluté Brownien soumis à la
force de Basset-Boussinesq et ont fourni une expression explicite pour la fonction
d’auto-corrélation des vitesses [93]. Leur prédiction analytique, adaptée ici pour
prendre en compte explicitement les valeurs de ζ, α et m0 pour un soluté générique
est comparée au résultat de dynamique moléculaire sur la figure 3.10 à l’échelle
linéaire et logarithmique.
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Figure 3.10 – Fonction d’auto-corrélation des vitesses normalisée (NVACF), à
gauche en échelle logarithmique et à droite en échelle linéaire aux temps courts.
Les résultats de MD, en trait continu noir, sont comparés aux résultats analytiques,
correspondant à l’équation avec 3 différentes valeurs de la masse ajoutée m0 et au
comportement hydrodynamique aux temps long en trait pointillé bleu.
Le résultat est en excellent accord jusqu’à des temps relativement courts 0.5 t∗,
correspondant à l’échelle de temps balistique de la particule de soluté, sans avoir
eu recourt à un ajustement des paramètres. Ceci démontre la pertinence de la dé-
finition de la masse obtenue à partir du noyau de mémoire et non pas à partir de
considérations géométriques du soluté où des propriétés hydrodynamiques du sol-
vant. A des fins de comparaison, est présenté sur la figure 3.10 les prédictions de
Chow-Hermans en considérant que le terme de masse ajoutée est nulle ou deux fois
la valeur de (3.37). On remarque que ceux-ci ne décrivent pas correctement les résul-
tats de dynamique moléculaire aux temps intermédiaires. Comme attendu, le noyau
de mémoire tronqué (3.35) ne peut décrire le comportement aux temps courts. En
particulier, la force hydrodynamique de Basset-Boussinesq donne une valeur incor-
recte de la valeur initiale de la fonction d’auto-corrélation des vitesses, i.e kBT/m∗,
où m∗ est la masse effective m∗ = m+m0/2 au lieu de kBT/m [93].
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Enfin considérons les implications de ces résultats pour des solutés de grande
taille. On considère ici le soluté sphérique avec une densité égale à celle du solvant,
ce qui est un cas courant dans les situations expérimentales de colloïdes sphériques
en suspension avec une masse de M = ρ0(4piR3)/3. La discussion suivante est illus-
trée sur la figure 3.11. Pour une grande particule où R  σ/2 et M  m, la
friction d’Enskog, qui évolue avec R2 domine la friction de Stokes où ζS ∝ R, et
cette dernière est retrouvée aux temps longs. De manière similaire, la masse ajou-
tée hydrodynamique, qui évolue avec R3, est dominée par la contribution négative
d’Enskog −ζEτ0 car ζE ∝ R2 et τ0 dépendent faiblement de R. Cette situation
correspond à l’échelle de temps des collisions entre le solvant et le soluté, et donc
est contrôlée par la dynamique rapide du solvant. Après cette courte décroissance
initiale aux valeurs négatives, la masse ajoutée croît jusqu’à sa valeur finalemBB0 sur
le temps τm ∝ R2/ν. Aux temps longs la masse ajoutée est dominée pour un soluté
de grande taille par la contribution hydrodynamique positive mBB0 ∝ R3. Alors que
cette analyse simplifie largement les caractéristiques moléculaires, τm nous donne ce-
pendant un ordre de grandeur correct pour le temps utilisé pour calculer l’intégrale
convergente définissant la masse ajoutée.
Figure 3.11 – Evolution schématique de la friction (a) et de la masse (b) en
fonction du rayon du soluté R. Les courbes correspondent à une augmentation du
rayon respectivement représentée en noir, rouge puis bleu. La friction et la masse
ajoutée m0 évoluent schématiquement en deux temps : un temps microscopique τ0
correspondant aux collisions entre le soluté et le solvant et un temps de diffusion
τm ∝ R2/ν.
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3.6 Distribution du bruit
Finalement l’algorithme a été utilisé afin d’analyser la distribution du bruit et
son histoire. Les résultats sont présentés sur la figure 3.12. Pour t = 0, la distribution
du bruit coïncide avec celle de la force étant donné que les deux observables sont
identiques (1.78). Cette distribution est non-gaussienne avec une queue étendue qui
décroit approximativement exponentiellement étant dominée à courte portée par
les collisions binaires [98, 99]. Puis la distribution du bruit varie rapidement dans
l’intervalle de temps ∼ 0.1 t∗ avant de devenir stationnaire. Plus spécifiquement, la
distribution s’élargit dans les régions où le bruit est faible et rétrécit pour les grands
bruits. Le second moment de la distribution est conservé à tous les temps comme
conséquence de la propriété générale 〈F+(t)F+(0)〉 = 〈F+(t + u)F+(u)〉, ce qui ne
se décrit pas simplement à partir de la stationnarité de la dynamique étant donné
que F+ évolue selon la dynamique projetée [79].
Figure 3.12 – Distribution du bruit F+ en fonction du temps en unités LJ. Les
traits discontinus sur la figure à gauche indiquent les temps pour lesquels la distri-
bution de probabilité est reportée sur la figure de droite.
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3.7 Conclusion
Le noyau de mémoire pour la diffusion d’une particule marquée dans un fluide
Lennard-Jones aux conditions super-critiques exhibe une longue queue en γt−3/2,
imitant la longue queue de la fonction d’auto-corrélation des vitesses. Ceci donne
naissance à une force, entrant dans l’équation d’évolution de la particule marquée,
de la même forme que celle de Basset-Boussinesq. Alors que cette dernière est de na-
ture hydrodynamique, la force obtenue provient de la dynamique microscopique. En
particulier, la masse présente dans l’équation d’évolution peut-être calculée en sous-
trayant la longue queue du noyau de mémoire. Cette masse trouvée est négative et est
reliée à l’effet de retard de la force de friction. Ces contributions non-markoviennes
à l’équation d’évolution de la vitesse de la particule marquée sont accompagnées
d’une distribution non-gaussienne de la force aléatoire.
La friction, la force analogue à celle de Basset-Boussinesq et la masse nous per-
mettent de reconstruire la fonction d’auto-corrélation des vitesses de la particule
marquée jusqu’à des temps microscopiques. Les outils introduits dans ce travail
ouvrent la porte à l’étude de l’effet de la taille du soluté et de sa masse sur les
trois différentes contributions de la force. L’évolution de la masse ouvre la voie à
l’étude des effets isotopiques mais elle permet également de quantifier le nombre de
molécules emportées par les ions durant son déplacement.
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Une particule dans un fluide est soumise continuellement à des collisions ce qui
mène au mouvement Brownien. À son tour, la particule échange de la quantité
de mouvement avec son entourage et la friction résultant induit des excitations
dans le bain, qui en fin de compte déclenchent les modes hydrodynamiques. Nous
avons vu dans le chapitre 1, qu’Einstein a montré que cette force dissipative
est proportionnelle aux fluctuations de la force aléatoire due aux collisions [2].
Si l’on considère que la friction est la force hydrodynamique due à l’écoulement
autour d’une particule ayant une vitesse prescrite, on obtient la fameuse relation
de Stokes-Einstein pour la diffusion (1.4). On a pu alors décrire les propriétés
atomiques fluctuantes, comme la fonction d’auto-corrélation des vitesses, à partir
d’une description hydrodynamique de la réponse du bain (3.1). Théoriquement
comme expérimentalement, une grande attention à été portée sur le lien entre
diffusion moléculaire et les modes hydrodynamiques du bain [21, 22, 97, 100–104].
Ce qui contraste avec la théorie d’Enskog qui est basée sur une description de
collisions isolées. Hynes, Kapral and Weinberg [101] ont montré que la description
hydrodynamique de l’écoulement autour d’une particule ayant une vitesse prescrite,
où la vitesse normale au contact est nulle afin d’assurer la non-pénétrabilité des
particules, contredit la distribution de Boltzmann pour les vitesses des particules.
Afin de concilier ces deux points de vue, ces auteurs ont ensuite introduit des condi-
tions aux bords complexes pour l’écoulement hydrodynamique avec à l’intérieur
une zone moléculaire dominée par les collisions et considérant la vitesse prescrite
comme la limite correcte pour des particules grandes et lourdes. Cependant, pour
des particules de taille moléculaire, on s’attend à ce que les fluctuations de la
vitesse jouent un rôle crucial. La difficulté étant d’obtenir une description fidèle
pour un écoulement autour d’une particule en incluant les fluctuations thermiques
de sa vitesse. Ainsi la validité de la relation de Stokes-Einstein pose des questions
fondamentales dans le régime de solutés moléculaires, c’est-à-dire à l’échelle
microscopique. Le modèle hydrodynamique est-il valide à l’échelle microscopique ?
Si oui, quelles sont les conditions au bords de l’écoulement ? Comment interpréter
le rayon hydrodynamique à l’échelle microscopique ?
Pour répondre à ces questions nous allons évaluer directement l’écoulement au-
tour d’une particule diffusive afin de le comparer avec la solution hydrodynamique.
Cette étude est non triviale à priori car la réponse du bain au mouvement diffusif
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d’une particule n’est pas instantanée et donc non locale en temps. Il faut donc trou-
ver une nouvelle approche. Notre approche est basée sur le formalisme de projection
de Mori-Zwanzig 1.3.2 et sur la théorie de la réponse linéaire par des moyennes
d’ensemble que nous avons déjà introduit dans le chapitre 1.
4.1 Fonction de réponse
Précédemment nous avons dérivé une équation stochastique (1.63) pour la va-
riable physique A˙t. Maintenant nous allons utiliser le même formalisme, non plus
pour la dérivée temporelle d’une variable, mais pour une variable Jt(r). On ob-
tient [105]
J (r, t) = ΩJ (r)v1(t) +
∫ t
0
KJ (r, t− u)v1(u) du+RJ (r, t). (4.1)
où v1 est la vitesse de la particule marquée. Le premier terme de cette équation
est la contribution instantanée et réversible, le second représente la corrélation non
locale en temps entre la vitesse de la particule marquée et les fluctuations du bain à
travers un noyau de friction KJ (r, t) et enfin le dernier terme RJ (r, t) représente la
force aléatoire du solvant. On définit le coefficient de réponse ΓJ (r) de l’observable
J induit par la vitesse de la particule marquée v¯1(t)
ΓJ (r) = ΩJ (r) +
∫ +∞
0
KJ (r, t) dt (4.2)
Considérons que l’on applique une force infinitésimale, sur la particule marquée, qui
varie très lentement c’est-à-dire dans la limite d’un variation lente de la perturbation.
La friction dans ce cas correspond à celle donnée par Kubo [35]. De plus, la vitesse
moyenne de la particule marquée v¯1(t) et la réponse du bain J¯ (r, t), où la moyenne
est effectuée sur un grand nombre de répliques du système, sont reliées par [42]
J¯ (r, t) = ΓJ (r)v¯1(t) (4.3)
Cette quantité sera l’objet de notre étude. En supposant que le noyau KJ (t) et
la fonction d’auto-corrélation des vitesses sont tous deux intégrables, nous allons
montrer que le coefficient de réponse ΓαβJ (r) peut s’écrire sous la forme
ΓαβJ (r) = limT→+∞
〈J α(r, 0)∆rβ1 (T )〉
3D
(4.4)
où α, β = x, y, x et D est le coefficient de diffusion de la particule marquée et où
nous avons introduit ∆r1(t) = r1(t)− r1(0) le déplacement de la particule entre les
temps 0 et t.
Cette relation peut se dériver après quelques manipulations qui sont les suivantes.
Tout d’abord on multiplie des deux côtés l’équation (4.1) par la vitesse de la particule
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marquée v1(0) puis on prend la moyenne à l’équilibre afin de se débarrasser de
RJ (r, t) puisque 〈v1(0)⊗RJ (r, t)〉 = 0
〈v1(0)⊗ J (r, t)〉 = ΩJ (r)× 〈v1(0)⊗ v1(t)〉
+
∫ t
0
KJ (r, t− u)〈v1(0)⊗ v1(u)〉 du. (4.5)
où ⊗ est le produit tensoriel. Or le tenseur 〈v1(0) ⊗ v1(u)〉 est proportionnel au
tenseur unité 1 par symétrie de rotation, on a
〈v1(0)⊗ v1(u)〉 = 〈vz1(0)vz1(u)〉 · 1 (4.6)
si la vitesse moyenne de la particule marquée est parallèle à l’axe z.
Enfin il suffit d’intégrer (4.5) à gauche et à droite entre 0 et +∞, on a∫ +∞
0
〈v1(0)⊗ J (r, t)〉 dt = ΩJ (r)
∫ +∞
0
〈vz1(0)vz1(t)〉 dt
+
∫ +∞
0
∫ t
0
KJ (r, t− u)〈vz1(0)vz1(u)〉 du dt (4.7)
= ΩJ (r)
∫ +∞
0
〈vz1(0)vz1(t)〉 dt
+
∫ +∞
0
∫ +∞
u
KJ (r, t− u)〈vz1(0)vz1(u)〉 dt du (4.8)
= ΩJ (r)
∫ +∞
0
〈vz1(0)vz1(t)〉 dt
+
∫ +∞
0
KJ (r, t) dt
∫ +∞
0
〈vz1(0)vz1(t)〉 dt (4.9)
où l’on a pu faire une séparation de variables en utilisant les propriétés de l’inté-
gration (4.8) puis en effectuant un changement de variable (4.9). En supposant que
l’intégrale de la fonction d’auto-corrélation des vitesses est non nulle, on a donc
ΩJ (r) +
∫ +∞
0
KJ (r, t) dt =
∫ +∞
0 〈v1(0)⊗ J (r, t)〉 dt∫ +∞
0 〈vz1(0)vz1(t)〉 dt
(4.10)
=
1
D
∫ +∞
0
〈v1(0)⊗ J (r, t)〉 dt (4.11)
pour obtenir le résultat final
ΓαβJ (r) =
1
D
∫ +∞
0
〈vα1 (0)J β(r, t)〉 dt (4.12)
=
1
D
∫ +∞
0
〈vα1 (−t)J β(r, 0)〉 dt (4.13)
=
1
D
∫ +∞
0
〈vα1 (t)J β(r, 0)〉 dt (4.14)
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où on a utilisé la réversibilité de la dynamique. On peut introduire le déplacement
de la particule diffusive ∆r1(t) de la manière suivante
ΓαβJ =
1
D
∫ +∞
0
〈vα1 (t)J β(r, 0)〉 dt (4.15)
= lim
T→+∞
〈∆rα1 (T )J β(r, 0)〉
D
(4.16)
= lim
T→+∞
〈∆rα1 (T )J β(r, 0)〉
〈∆rz1(T )vz1(0)〉
(4.17)
en notant que
∆r1(T ) =
∫ T
0
v1(t) dt (4.18)
On a bien démontré que le coefficient de réponse ΓJ de l’observable J peut
s’écrire sous la forme de fonctions de corrélation où l’on a fait apparaître le déplace-
ment de la particule diffusive ∆r1(t). Comme nous avons fait la remarque au début
de ce chapitre, l’observable J généralement utilisée est sa dérivée temporelle J˙ . On
peut vérifier la consistance de la relation que nous venons de dériver. Dans ce cas,
l’équation (4.12) donne
ΓJ˙ =
1
D
∫ +∞
0
〈v1(0)⊗ J˙ (r, t)〉 dt (4.19)
= − 1
D
〈v1(0)⊗ J (r, 0)〉 (4.20)
De cette expression, on reconnaît directement la relation d’Einstein pour le coeffi-
cient de friction (1.3) en choisissant J˙ = f1 comme la force agissant sur la particule
marquée
ζ = −Γf1 =
kBT0
D
, (4.21)
Nous sommes maintenant en possession d’une fonction de réponse (4.4) qui cor-
respond à une généralisation de la relation d’Einstein (1.3) dérivée à partir des
équations microscopiques. Celle-ci correspond à une fonction de corrélation entre
le déplacement total de la particule marquée et l’observable d’intérêt, divisée par
le coefficient de diffusion. Elle est reliée au noyau de friction KJ (r, t) via son in-
tégrale. Cette fonction de réponse doit être calculée pour un déplacement observé
à un temps suffisamment long et où les limites doivent être prises avec précaution
comme pour le déplacement quadratique moyen (1.5). Avant de discuter du choix
de l’observable, il est important de remarquer que cette fonction de réponse est un
objet assez complexe car on a une matrice fonction de l’espace r et nécessite, afin
être implémenté numériquement, des considérations supplémentaires. Nous allons
considérer que le fluide étudié est isotrope. Sous cette hypothèse, on peut utiliser les
propriétés de symétries sphériques et d’inversion. Pour ce faire, nous allons utiliser
la théorie des groupes. Un fluide isotrope possède les caractéristiques suivantes :
invariance translationnelle, invariance rotationnelle, invariance par permutation et
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invariance par opérations de symétrie. Selon la forme de l’observable J , on obtient
un décomposition particulière de la fonction de réponse. Pour ne pas alourdir ce
chapitre, la démonstration est réalisée en annexe A. Le résultat est le suivant :
• si la fonction de corrélation que l’on considère est un champ de vecteurs a(r),
elle se réduit à une fonction qui ne dépend plus que de la distance r
a(r) = γ(r) rˆ (4.22)
• si la fonction de corrélation que l’on considère est un champ tensoriel de rang
2, T(r), elle se réduit à la somme de deux fonctions qui ne dépendent que de
la distance r
T(r) = jr(r) rˆrˆ + jθ(r) (rˆrˆ− Id3) (4.23)
où jr(r) et jθ(r) sont les composantes respectivement radiale et tangentielle, rˆ le
vecteur unitaire selon le vecteur r.
La théorie hydrodynamique traite des propriétés d’observables telles que la vi-
tesse et la densité. Il semble donc assez naturel d’appliquer les résultats du para-
graphe précédent aux observables qui sont la densité et la densité de courant locale.
Considérons dans un premier temps le cas le plus simple où l’observable considérée
est la densité locale δρ(r). On a par définition
J (r) ≡ δρ(r) =
∑
i6=1
δ3(ri − r1 − r) (4.24)
Avec cette définition, le champ de vecteur de réponse (4.4) est la moyenne
Γδρ(r) = lim
T→+∞
∑
i6=1〈∆r1(T )δ3(ri − r1 − r)〉
D
(4.25)
Dans un second temps, on considère que l’observable est la densité de courant lo-
cale j(r). L’étude tiendra compte explicitement du référentiel d’observation. Par
définition, la densité de courant locale dans le référentiel du laboratoire, jL(r), vaut
J (r) ≡ jL(r) =
∑
i6=1
viδ
3(ri − r1 − r) =
∑
i6=1
vLi δ
3(ri − r1 − r) (4.26)
et la densité de courant locale dans le référentiel de la particule marquée, jP(r), très
similaire à l’expression précédente sauf que l’on soustrait à la vitesse de la particule
de solvant la vitesse de la particule marquée
J (r) ≡ jP(r) =
∑
i6=1
(vi − v1)δ3(ri − r1 − r) =
∑
i6=1
vPi δ
3(ri − r1 − r) (4.27)
Avec ces définitions, les tenseurs de réponse (4.4) sont les moyennes
Γ
L/P
j (r) = lim
T→+∞
∑
i6=1〈∆r1(T )⊗ vL/Pi δ3(ri − r1 − r)〉
D
(4.28)
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A partir de de l’expression (4.28), on peut facilement obtenir la vitesse locale de
l’écoulement
v(r) =
Γj(r)
ρ(r)
(4.29)
On souhaite maintenant extraire les différentes composantes γ(r), jL/Pr (r) et
j
L/P
θ (r) à partir des fonctions de réponse (4.25) et (4.28) afin de les évaluer par
Dynamique Moléculaire. Rappelons avant tout quelques relations utiles [106]
rˆ⊗ rˆ : rˆ⊗ rˆ = 1 (4.30)
rˆ⊗ rˆ : (rˆ⊗ rˆ− Id3) = 0 (4.31)
(rˆ⊗ rˆ− Id3) : (rˆ⊗ rˆ− Id3) = 2 (4.32)
En utilisant la propriété de symétrie (4.22), on extrait la fonction de réponse de la
densité locale γ(r) de la manière suivante
γ(r) = Γδρ(r) · rˆ (4.33)
= lim
T→+∞
∑
i6=1〈(∆r1(T ) · rˆ)× δ3(ri − r1 − r)〉
D
(4.34)
= lim
T→+∞
∑
i6=1〈(∆r1(T ) · rˆi1)× δ3(ri − r1 − r)〉
D
(4.35)
= lim
T→∞
∑
i6=1〈(∆r1(T ) · rˆi1)× δ(|ri − r1| − r)〉
4pir2D
(4.36)
où l’on a utilisé isotropie et l’on a intégré sur le volume sin θdθdφ. En utilisant
l’orthogonalité des tenseurs rˆ ⊗ rˆ et (rˆ ⊗ rˆ − 1), les expressions des deux compo-
santes (4.23) pour la fonction de réponse de la densité de courant locale s’écrivent
jL/Pr (r) = lim
T→∞
∑
i6=1〈(∆r1(T ) · rˆi1)× (vL/Pi · rˆi1)δ(|ri − r1| − r)〉
4pir2D
(4.37)
pour la composante radiale et
j
L/P
θ (r) = limT→∞
∑
i6=1
〈[
(∆r1(T ) · rˆi1)× (vL/Pi · rˆi1)−∆r1(T ) · vL/Pi
]
δ(|ri − r1| − r)
〉
8pir2D
(4.38)
pour la composante tangentielle.
Pour calculer numériquement ces quantités on procède de la manière suivante.
Pour chaque particule du bain i, on prend le vecteur reliant la particule marquée 1 à
celle de bain i et on calcule pour le déplacement de la particule marquée la projection
selon le vecteur inter-particulaire 1i. La moyenne, sur toute les particules du bain
à une distance donnée de la particule marquée de la projection donne la densité
locale. De même, on calcule pour le déplacement de la particule marquée et la vitesse
de la particule du bain, ou la vitesse relative par rapport à la particule marquée,
la projection selon le vecteur inter-particulaire et sa composante orthogonale. La
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moyenne, sur toutes les particules du bain à une distance donnée de la particule
marquée, des produits des deux projections donne la composante longitudinale de
la densité de courant alors que le produit scalaire de la partie orthogonale donne
la composante tangentielle de la densité de courant en effectuant la normalisation
nécessaire. La distance inter-particulaire a été discrétisée avec un pas δr = 0.1 Å.
La fonction de distribution radiale a été calculée en utilisant le même pas δr et le
champ de vitesse a été calculé comme le rapport de la densité de courant avec la
fonction de distribution radiale, là où elle n’est pas nulle. Dans le cas particulier où
la particule marquée est identique à celle de bain, la statistique a été augmentée en
moyennant sur toutes les particules prises comme la particule marquée tour à tour.
Ceci est possible grâce au fait que les simulations sont à l’équilibre donc qu’il n’y a
pas de distinction dans la dynamique entre la particule marquée et celles du bain.
Enfin, on a utilisé l’expression de la densité dans les coordonnées sphériques pour
reconstruire la carte de densité en calculant γ(r) cos θ sur la boîte de simulation. De
même on a utilisé l’expression du champ de vitesse dans les coordonnées sphériques
pour reconstruire les lignes de courant du champ de vitesse dans le plan contenant
la particule marquée placée à son origine en calculant vr(r) cos θ + vθ(r) sin θ sur la
boîte de simulation.
4.2 Réponse transitoire
Avant de considérer la limite aux temps longs, nous avons calculé la réponse
transitoire du bain à une force infinitésimale appliquée à la particule marquée à un
temps passé fini T . La théorie hydrodynamique et les calculs réalisés par Alder et
Wainwright pour une fluide de sphères dures prédisent un ‘backflow’ dans le champ
de vitesse transitoire qui donne naissance à la queue au temps longs dans la fonction
d’auto-corrélation des vitesses de la particule Brownienne, comme nous l’avons vu
au chapitre précédent 3.1. Les lignes de courant du champ de vitesse transitoire
mesuré dans le référentiel du laboratoire sont présentés figure 4.1 pour le fluide super-
critique. Les simulations exhibent clairement un ‘backflow’ qui diffuse au loin de la
particule marquée au cours du temps. Après 100 ps l’écoulement apparaît comme
indépendant du temps et nous assure que la définition (4.4) converge. A partir de ce
temps-là le ‘turning point’ ne diffuse plus à cause des effets de taille finie de notre
boite de simulation. Les cartes de densité aussi indiquées sur la figure 4.1 présentent
une caractéristique attendue : on trouve une accumulation devant la particule et
une déplétion à l’arrière de la particule.
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(a) 5 ps (b) 10 ps
(c) 20 ps (d) 100 ps
(e) 150 ps (f) 200 ps
Figure 4.1 – Superposition des cartes de densité et des lignes de courant du champ
de vitesse dans le plan contenant la particule marquée placée à son origine, pour le
fluide SC, à différents temps.
90 Chapitre 4. Écoulement microscopique
4.3 Effets des fluctuations sur la description hydrodyna-
mique
Le champ de vitesse du bain (4.29) discuté par la suite a été calculé à 100 ps
lorsque l’on obtient une réponse stationnaire. Nous avons vu que celui-ci se décom-
pose en deux composantes, radiale et tangentielle (4.23). Les figures 4.2 et 4.3 repré-
sentent les composantes radiales (trait continu noir) et tangentielles (trait continu
rouge) aux temps longs dans les deux référentiels présentés précédemment, respec-
tivement pour les fluides (SC) et (T). La composante radiale dans le référentiel
de la particule a été translatée verticalement de 1 et respectivement de -1 pour la
composante tangentielle, pour une meilleure comparaison avec les vitesses dans le
référentiel du laboratoire. C’est le champ de vitesse autour de notre particule diffu-
sive normalisé par la vitesse de la particule diffusive. Celui-ci présente une structure
complexe aux courtes distances où les oscillations reflètent la structure moléculaire
du fluide 2.4. Nous voulons maintenant interpréter le comportement asymptotique
du champ de vitesse microscopique aux grandes distances. Le champ de vitesses
hydrodynamique de Stokes tridimensionnel a exactement la même symétrie que le
champ de vitesses que nous évaluons : nous avons donc la possibilité d’une com-
paraison directe entre le champ de vitesse extrait par dynamique moléculaire et la
prolongation des solutions de Stokes pour le champ de vitesses. Cependant, pour ce
faire, nous devons être minutieux avec le calcul de la solution hydrodynamique et
prendre en compte les effets de taille finie de la simulation.
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Figure 4.2 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la parti-
cule (B) obtenues par extraction de la Dynamique Moléculaire pour le fluide (SC).
Les mêmes composantes obtenues par résolution des équations hydrodynamiques de
Stokes pour le fluide incompressible avec des conditions aux bords glissantes sont
représentées en traits discontinus.
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Figure 4.3 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la parti-
cule (B) obtenues par extraction de la Dynamique Moléculaire pour le fluide (T).
Les mêmes composantes obtenues par résolution des équations hydrodynamique de
Stokes pour le fluide incompressible avec des conditions aux bords glissantes sont
représentées en traits discontinus.
Pour ce faire, la solution hydrodynamique dans le cas tridimensionnel incluant
les conditions aux bords périodiques a été obtenue en considérant le flot visqueux
induit par le mouvement d’un réseau tridimensionnel de sphères [107]. On peut
montrer que ce calcul est équivalent à appliquer une force f ponctuelle aux sommets
de la maille tridimensionnelle [108]. En pratique, le champ de vitesse de Stokes
tridimensionnel résultant a été calculé à chaque point de la boite considérée en
utilisant la méthode de sommation rapide [109]. A partir du champ de vitesse
tridimensionnel obtenu, les composantes radiale et tangentielle ont été calculées
en intégrant sur la sphère de rayon r en utilisant une grille de 100 points. Pour
chaque paire θ et φ, les composantes radiales et tangentielles du produit tensoriel
f ⊗ v(r, θ, φ) ont été calculées et moyennées sur l’ensemble du système. Dans le
régime linéaire considéré ici, le champ de vitesse hydrodynamique est proportionnel
à fη¯ , où η¯ est la viscosité effective du fluide dans le modèle analytique. Pour une
vitesse donnée v0 des sphères, la force f est f = µv0 où µ = DkBT est la mobilité
de la particule. µ a été déterminé à partir du coefficient de diffusion extrait des
simulations de DM.
Sur les figures 4.2 et 4.3, on constate qu’après quelques couches moléculaires
autour de la particule l’écoulement induit par la particule diffusive est très bien
reproduit par la solution hydrodynamique (en traits discontinus) pour le fluide in-
compressible avec des conditions aux bords glissantes. Ce résultat est remarquable
et démontre que le comportement hydrodynamique est retrouvé à des échelles de
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Figure 4.4 – Zoom sur la queue de la composante radiale du champ de vitesse
obtenue par dynamique moléculaire pour le fluide (SC) (en trait continu noir) et
de la solution hydrodynamique en considérant respectivement la viscosité effective
égale à η (en trait discontinu bleu) et η + ρD (en trait discontinu rouge).
tailles très petites c’est-à-dire microscopiques. À ce stade nous avons tu le choix pris
pour le calcul de la viscosité effective. Dans la résolution du champ de vitesse de
Stokes, on considère que la viscosité effective correspond au cas où les sphères sont
fixes, on a η¯ = η. Ce choix semble judicieux pour le fluide (T) où l’on observe effec-
tivement le même comportement asymptotique entre le solution hydrodynamique et
le champ de vitesse obtenu par dynamique moléculaire mais on obtient un désac-
cord pour le fluide (SC) (voir figure 4.4). Par contre, si on prend en compte dans
la renormalisation la contribution de la diffusion de la particule marquée à la dissi-
pation visqueuse, c’est à dire que la viscosité effective vaut η¯ = η + ρD, où ρ est la
densité moyenne du bain, cette fois-ci on observe que la solution hydrodynamique,
représentée en trait discontinu rouge sur la figure 4.4, est en très bon accord avec le
résultat obtenu par dynamique moléculaire. La contribution ρD est très faible dans
le cas où le fluide (T) car Sc = 101 alors qu’elle devient non négligeable pour le
fluide (SC) car Sc = 3.4. Cette normalisation correspond à une modification de la
solution analytique hydrodynamique
ρ
dv
dt
= −∇P + η∇2v + ρD∇2v (4.39)
où dans la région où ρ est constant, la solution satisfait bien une divergence nulle du
champ de vitesse. Ce résultat est consistant avec les observations faites par Alder
et Wainwright [11] et plus tard par Fushiki [110] pour la fonction d’auto-corrélation
des vitesses de la particule Brownienne. L’origine de cet effet est la diffusion de
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la particule par rapport au flot hydrodynamique décrit par le terme ρD∇2v dans
l’expression (4.39). Si on fait de même dans l’équation de conservation de la masse
dρ
dt
+ divρv = D∆ρ (4.40)
cela n’a pas d’incidence sur la solution hydrodynamique non compressible car elle
vérifie ∆ρ = 0. Alors que Alder suggérait que seule la contribution d’Enskog de la
diffusion doit être utilisée pour cette correction, Bedeaux et Mazur [21,22], en utili-
sant la théorie de renormalisation de groupe, trouvent qu’il faut considérer la totalité
du coefficient de diffusion. Nos résultats numériques sont en accord avec ces derniers.
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Figure 4.5 – Divergence de la densité de courant locale respectivement dans le
référentiel du laboratoire (en trait continu noir) et dans le référentiel de la particule
(en trait continu rouge), pour le fluide (SC) sur la figure à gauche (A) et pour le
fluide (T) à droite (B).
Nous allons maintenant nous intéresser aux conditions aux bords du champ de
vitesse du bain induit par la diffusion d’une particule marquée. Sur les figures 4.2
et 4.3, la distance est normalisée par σ, qui correspond à la taille de la particule LJ.
Ainsi, lorsque nous parlons de contact, on considère que r = σ. Si cette définition
peut paraître arbitraire étant donné que le potentiel d’interaction entre les particules
est continu, on peut se convaincre que ce choix est approprié en observant la diver-
gence de la densité de courant locale en fonction de la distance r. Cette dernière est
présentée sur la figure 4.5 pour les deux fluides (SC) et (T). Dans le référentiel de
la particule, la divergence de la densité de courant locale est nulle (en rouge), ce qui
est attendu en hydrodynamique car on a une conservation du volume sous l’action
du flot de la densité de courant, alors que dans le référentiel du laboratoire (en noir)
on observe une variation avec un minimum localisé à la distance r = σ (en trait
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bleu discontinu) quelque soit le fluide considéré. La divergence d’un champ vectoriel
peut être interprétée comme une mesure de l’accroissement de la matière en un point
donné : tout ce passe comme s’il y avait une source lorsque la divergence est positive
et un puit lorsqu’elle est négative. Ainsi le pic négatif observé dans la divergence de
champ vectoriel, à r = σ, nous indique qu’il y a un effet de compression et qu’il est
donc légitime de définir un bord à notre flot. Sur les figures 4.2 et 4.3, on constate
qu’au contact le champ de vitesse obtenu présente clairement une vitesse tangentielle
non nulle. Pour les conditions (SC) et (T) on trouve que cette dernière est proche
de la solution hydrodynamique avec des conditions aux bords glissantes à toutes
les distances. Ces conditions aux bords sont attendues pour la particule brownienne
étant donné que celle-ci ne peut supporter des forces tangentielles (forces centrales
uniquement). Étonnamment, on observe une vitesse normale relative apparente non
nulle au contact dans le référentiel du laboratoire. Ce résultat semble impliquer que
la condition de non-pénétrabilité de la particule n’est plus vérifiée comme on l’a vu
sur la divergence du flot (figure 4.5). C’est la comparaison avec l’écoulement dans le
référentiel de la particule qui nous donne la clef manquante. En effet, ici on observe
une variation de la vitesse aux courtes distances par rapport à la particule marquée.
L’écoulement suit, comme dans le référentiel du laboratoire, la solution hydrody-
namique aux longues distances et atteint, au contact, une vitesse normale relative
nulle assurant donc la condition de non pénétrabilité. La différence observée entre
les deux référentiels provient des fluctuations de la vitesse de la particule marquée.
Ces fluctuations sont corrélées avec la présence d’une particule au contact dans la
situation hors équilibre idéalisée ici. Lors des collisions de la particule marquée avec
les particules du bain, la vitesse de la particule marquée induite est plus petite que
la vitesse moyenne dans le bain. On trouve donc que les solutions hydrodynamiques
tiennent jusqu’à des distances très petites mais que les conditions aux bords du
champ de vitesse sont affectées par la présence d’une particule au contact dans le
référentiel du laboratoire. Dans le même esprit, Bocquet and Barrat [111] avaient
trouvé, par investigation de flots près d’interfaces, que la description hydrodyna-
mique apparaissait valide à des courtes distances mais avec une structure du flot
qui diffère dans une petite région interfaciale affectant ainsi les conditions aux bords
sur la surface plane avec l’apparition d’une longueur de glissement provenant de
l’extrapolation du flot hydrodynamique à l’intérieur de l’interface solide. De même,
dans notre étude, le rayon effectif hydrodynamique, calculé à partir de la relation de
Stokes-Einstein pour le coefficient de diffusion, correspond au rayon pour lequel la
vitesse normale relative provenant de la solution de Stokes atteint zero c’est-à-dire
là où la condition de non-pénétrabilité apparaît comme satisfaite. Sur les figues 4.2
et 4.3, on peut voir que l’extrapolation du champ de vitesse hydrodynamique sa-
tisfait cette condition à l’intérieur du volume exclu par la particule marquée, à une
distance de presque la moitié par rapport au plus proche voisin i.e reff = 0.46σ (SC)
and reff = 0.47σ (T).
4.4. Modèle analytique pour les conditions aux bords 95
4.4 Modèle analytique pour les conditions aux bords
Dans les situations discutées précédemment les particules étaient identiques.
Mais lorsque l’on augmente la masse de la particule marquée M par rapport à la
masse m des particules du bain, les fluctuations de la vitesse de la particule marquée
sont atténuées. En se plaçant ainsi dans la limite Brownienne, on s’attend à retrouver
une vitesse relative normale nulle au contact dans le référentiel du laboratoire. Sur
la figure 4.7 est représenté le champ de vitesse aux conditions (SC) pour différents
rapports de masse M/m allant de 1 à 10. On remarque que dans le référentiel
1 2 3 4 5 6 7 8 9
r/σ
0
0,2
0,4
0,6
0,8
1
v
(r
)
1 2 3 4 5 6 7 8 9
r/σ
0
0,2
0,4
0,6
0,8
1
1 1,2 1,4
0,4
0,6
0,8
1
1 1,2 1,4
0,4
0,6
0,8
1
BA
Figure 4.6 – Composante radiale du champ de vitesse pour différents ratio de masse
M/m allant de 1 à 10 dans le référentiel du laboratoire (A) et dans le référentiel de
la particule (B).
de la particule quelque soit le rapport de masse, au contact, la vitesse normale
normalisée par la vitesse de la particule marquée vaut toujours 1. Dans le référentiel
du laboratoire, plus le ratio de masse augmente plus la vitesse normale normalisée
par la vitesse moyenne de la particule marquée tend vers 1. On a voulu trouver une
expression analytique de cette dépendance en masse au contact dans le référentiel
du laboratoire. Pour ce faire, on a considéré que la particule marquée subit des
collisions binaires et que le déplacement lim
T→∞
∆r1(T ) peut-être exprimé simplement
comme le déplacement d’une particule avec une vitesse initiale v1(0+) sujet à la
friction γ où la vitesse v1(0+) est la vitesse de la particule marquée juste avant la
collision avec une particule du bain de masse m et que les vitesses des particules
du bain et de la particule marquée suivent une distribution de Boltzmann. Avec ces
hypothèses on obtient une relation pour la vitesse relative normale au contact dans
le référentiel du laboratoire comme une fonction des masses des particules
vLr (r
∗ = 1) ' M
m+M
(4.41)
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Figure 4.7 – Modèle analytique de la vitesse normale au contact (en trait plein)
et les vitesses normales au contact obtenu par MD dans le référentiel du laboratoire
(point rouge) et dans le référentiel de la particule (point noir) reportées en fonction
des masses M/(m+M).
La démonstration est la suivante. On commence par réécrire l’expression de la
vitesse normale où sont explicitées les relations de symétrie
vLr (r) = lim
T→∞
∑
i6=1 〈(∆r1(T ) · rˆi1)× (vi · rˆi1) δ(|ri − r1| − r)〉
D
∑
i6=1 〈δ(|ri − r1| − r)〉
(4.42)
où l’on normalise par la densité du bain à la distance r de la particule marquée.
C’est la probabilité conditionnelle du produit des projections du déplacement de
la particule marquée avec la vitesse des particules du bain sachant que la vitesse
de la particule est à la distance r de la particule marquée. On fait l’hypothèse
que le système est dilué et qu’il y a au moins une particule au contact que l’on
note 2. Sans perte de généralité on suppose que la particule 2 est située le long de
l’axe z, i.e r12 = σzˆ. Les deux particules subissent des collisions isolées, c’est-à-dire
sans influence de l’entourage. L’approximation suivante est que la trajectoire de la
particule marquée après la collision est indépendante de la position de la particule
2 et peut-être décrite uniquement à l’aide du coefficient de friction du bain. Avec
cette hypothèse, le déplacement de la particule marquée après la collision est
lim
T→∞
∆r1(T ) =
v1(0
+)M
γ
(4.43)
et la vitesse au contact s’écrit
vLr (r = σ) = M
〈vz1(0+)vz2〉T0
Dγ
= M
〈vz1(0+)vz2〉T0
kBT0
(4.44)
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où la moyenne est réalisée sur la distribution de Boltzmann de la particule marquée
1 et de la particule du bain 2 à la température T0. La vitesse après la collision est
simplement exprimée à l’aide de la mécanique classique
vz1(0
+) =

vz1 , if vz1 < vz2 (cas sans collision)
2m
M +m
vz2 +
M −m
M +m
vz1 , sinon.
(4.45)
Le calcul nécessaire de l’intégrale Gaussienne donne
vLr (r = σ) =
M
m+M
. (4.46)
La vitesse normale relative au contact dans le référentiel du laboratoire en
fonction du rapport de masse M/(m+M) est présenté sur la figure 4.7 est en très
bon accord avec la prédiction de notre modèle bien qu’il soit très grossier. Évidem-
ment on retrouve que la vitesse normale relative au contact dans le référentiel de la
particule ne dépend pas de M/(m+M).
4.5 Interlude expérimental
Nous avons aussi étudié le flot microscopique autour d’une particule en utilisant
des données expérimentales de suivi de particules d’un fluide granulaire. Les fluides
granulaires présentent un intérêt fondamental dû à leur nature dissipative. Si l’on
injecte de l’énergie à ce système, celle-ci est perdue par collisions inélastiques et
par contacts frictionnels entre les particules. Ainsi pour étudier la dynamique
d’un fluide granulaire, on injecte typiquement de l’énergie par vibration ou par
cisaillement. Le lien entre l’énergie injectée et les forces de dissipation contraint le
système à être fortement hors équilibre et par conséquent ne nous permet pas à
priori de présumer un comportement similaire à un fluide classique à l’équilibre.
Cependant il a été montré que la structure d’un fluide quasi-2D est similaire à
celles trouvées pour des simulations de sphère dures à l’équilibre [112]. De plus, la
valeur du déplacement carré moyen de ces particules présente un comportement
diffusif à densité faible. On retrouve la présence d’un effet de cage lorsque le
densité augmente. C’est-à-dire que chaque particule est temporairement piégée par
ses voisins et se déplace brusquement par le mouvement coopératif des particules
avoisinant. Il en résulte un mouvement hétérogène et un ralentissement de la
dynamique. C’est aussi ce que l’on observe pour un fluide ordinaire [113].
Les expériences que nous avons analysées ont été réalisées par P. M. Reis [113,
114]. La figure 4.8 présente le schéma de l’appareil expérimental. On considère un
ensemble de sphères en acier inoxydable de diamètre d = 1.19 mm confinées dans
une cellule cylindrique dont le volume reste constant. Cette cellule est constituée de
deux plaques en verre placées horizontalement séparée de h = 19.05 cm. Les deux
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Figure 4.8 – Schéma du dispositif expérimental [114].
plaques sont reliées par un anneau en acier inoxydable dont le diamètre interne est
deD = 10.16 cm. Contrairement au disque placé au dessus qui est parfaitement plat,
le disque en dessous a été rendu rugueux permettant ainsi d’obtenir des trajectoires
aléatoires dans la cellule par vibration verticale de l’appareil expérimental. Afin
de s’assurer de la reproductibilité des conditions initiales, les billes sont placées
initialement de manière hexagonale près des bords. Un état stationnaire est atteint
après 12000 cycles de vibration. Les deux paramètres de contrôle de ce système
sont : la hauteur h de la cellule et la compaction φ définie par
φ =
Npi(d/2)2
pi(D/2)2
(4.47)
où N est le nombre de sphères dans le cellule. Ce dispositif permet d’explorer correc-
tement une gamme de fraction de remplissage allant de 0 à 0.8 φ en faisant varier le
nombre de billes en acier. Dans notre cas N = 750 et φ = 0.5698, ce qui correspond
à un fluide assez dense. Les paramètres de forçage sont la fréquence f et l’amplitude
A des oscillations sinusoïdales. En pratique, on utilise le paramètre d’accélération,
sans dimension, défini par
Γ =
A(2pif)2
g
(4.48)
où g est l’accélération gravitationnelle. Dans notre étude la fréquence vaut f = 50 Hz
et Γ = 4.
La dynamique du système quasi-2D est ensuite enregistrée par une caméra à
grande vitesse qui permet d’obtenir 480 images par secondes. La couche granulaire
est illuminée par en dessous à l’aide d’une matrice de diodes électroluminescentes.
Les billes en acier obstruent la source de lumière : on obtient des cercles noirs
sur un fond très clair permettant ainsi de suivre facilement la position des billes.
Cependant la trajectoire de ces billes ne peut-être suivie que sur une fenêtre de
12.62 × 12.62 mm2 (voir figure 4.9). Les vitesses ont ensuite été obtenues par la
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Figure 4.9 – Ensemble des billes observées initialement sur la fenêtre. Une trajec-
toire d’une bille choisie aléatoirement est représentée en rouge. Lorsqu’une bille sort
de la fenêtre d’observation elle est placée en (0, 0), ici en bleu.
méthode de différences finies en utilisant le schéma centré. Au total 8192 images
ont été collectées ce qui correspond à un temps d’acquisition de 17.067 s.
En parallèle avec l’analyse de la trajectoire expérimentale, nous avons voulu
aussi générer une trajectoire par simulation de dynamique moléculaire afin de re-
produire les résultats expérimentaux. Pour modéliser l’expérience, nous avons sup-
posé que l’interaction entre les billes peut-être décrite par un potentiel Lennard-
Jones purement répulsif. Nous avons opté pour le potentiel Weeks-Chandler-
Andersen (WCA) [115]
VWCA(rij) =
 4ε
[(
σ
rij
)12 − ( σrij )6
]
+ ε ∀rij ≤ 21/6σ
0 sinon
(4.49)
où le rayon de coupure du potentiel est pris comme étant le minimum du potentiel
21/6σ et la profondeur du puits ε est additionnée pour avoir un potentiel et une
force nuls au rayon de coupure et au-delà. De plus, nous avons supposé que la
dynamique peut-être reproduite par intégration de l’équation de Langevin (1.12)
pour reproduire l’effet des vibrations
mr¨(t) = −∇VWCA − γmr˙(t) +
√
2kBTγmη(t) (4.50)
où r(t) désigne la position des N particules, m la masse des particules, γ > 0 le co-
efficient de friction et η(t) = W˙(t) est le bruit blanc. En réécrivant l’équation (4.50)
comme une équation stochastique différentielle{
dr(t) = v(t)dt
dv(t) = [f(r(t))− γv(t)] dt+ νdW(t) (4.51)
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avec ν =
√
2kBTγm−1 et f(r) = −m−1∇VWCA(r), on peut facilement poser l’équa-
tion (4.50) comme un système d’équations intégrales :
r(t+ δt) = r(t) +
∫ t+δt
t
v(s)ds
v(t+ δt) = v(t) +
∫ t+δt
t
f(r(s))ds
− γ
∫ t+δt
t
v(s)ds+ ν (W(t+ δt)−W(t))
(4.52)
L’algorithme proposé par Euler-Maruyama [116,117], précis au premier ordre donne{
rn+1 = rn + δtvn
vn+1 = vn + δtf(rn)− δtγvn +
√
δtνξn
(4.53)
avec W(t+δt)−W(t) d= √δtξn où d= désigne l’égalité dans le sens de la distribution.
On a noté rn comme l’approximation numérique de r(nδt), vn celle de v(nδt) et ξn
les variables Gaussienne indépendantes dont le moment d’ordre un est nul et décrit
par la fonction delta à l’ordre deux. De nombreux intégrateurs, précis à des ordres
supérieurs, existent mais notre choix c’est arrêté sur l’intégrateur du second ordre
proposé par E. Vanden-Eijnden et G. Ciccotti [118]. Celui-ci présente l’avantage
d’éviter le calcul de ∇f(rn) et nécessite seulement l’évaluation, à chaque pas de
temps, du champ de force. Il s’écrit :
vn+1/2 = vn +
1
2
δtf(rn)− 1
2
δtγvn +
1
2
√
δtσξn
− 1
8
δt2γ (f(rn)− γvn)− 1
4
δt3/2γν
(
1
2
ξn +
√
1
3
ηn
)
rn+1 = rn + δtvn+1/2 + δt
3/2ν
1
2
√
3
ηn
vn+1 = vn+1/2 +
1
2
δtf(rn+1)− 1
2
δtγvn+1/2 +
1
2
√
δtνξn
− 1
8
δt2γ
(
f(rn+1)− γvn+1/2
)− 1
4
δt3/2γν
(
1
2
ξn +
√
1
3
ηn
)
(4.54)
Cet intégrateur est une généralisation de l’intégrateur BBK [119] et est quasi-
symplectique étant donné que ça réduction pour γ = ν = 0 conduit à l’algorithme
de Velocity Verlet (2.16) qui lui est symplectique.
Contrairement aux simulations où l’on a utilisé des conditions aux bords pério-
diques ici l’observation se fait sur une fenêtre finie : des effets de conditions aux bords
peuvent émerger. De plus il est impossible de suivre toutes les particules dans la ré-
gion centrale : les billes sortent et/ou entrent de la fenêtre amenant à une information
partielle de la trajectoire des billes. En pratique, pour s’affranchir de ces effets, on
réalise une sélection dans une sous-région de la fenêtre d’observation en dénombrant
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les particules présentes. Un calcul analogue a été réalisé en considérant des condi-
tions aux bords absorbantes [120] ce qui permet de prendre en compte la taille finie
de la fenêtre d’observation. Dans les deux cas, les résultats d’analyse sont similaires.
Les différents paramètres ont été choisi afin de reproduire la fonction de distribu-
tion radiale, le déplacement carré moyen et la distribution des vitesses des billes.
Les paramètres optimaux trouvés sont σ = 1.19 mm et ε/m = 1671 m2.s−2 pour le
potentiel WCA. La longueur de boîte ainsi obtenue est L = 117.404 mm pour une
compaction de φ = 0.5698 et le coefficient de friction ajusté vaut γ/m = 233.28 s−1
pour la dynamique de Langevin. 10 trajectoires de 1000 pas ont été générées corres-
pondant à un temps d’acquisition réel de 20.833 s. La mesure du champ de vitesse
est réalisée à 0.1042 s où la particule marquée a atteint une vitesse de 3.374 mm.s−1.
Les comparaisons entre expérience (en noir) et simulation (en rouge) sont données
sur les figures 4.11 et 4.12. On peut voir que la structure et la dynamique est très
bien reproduite. On remarque que la fonction de distribution des vitesses 4.10 est
proche d’une distribution gaussienne. Ceci, ainsi que le reste des comparaisons, avec
les simulations, montrent que la vibration couplée à un fond rugueux induit une
distribution proche de la distribution canonique.
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Figure 4.10 – Fonction de distribution des vitesses. En noir à partir de la trajectoire
expérimentale et en rouge à partir de la trajectoire de MD.
Nous pouvons maintenant calculer avec assurance la réponse du champ de vi-
tesse longitudinal à la diffusion d’une bille de taille macroscopique à partir de la
trajectoire de dynamique moléculaire et la comparer au résultat obtenu à partir
de la trajectoire expérimentale. La figure 4.13 présente le résultat obtenu à partir
de la trajectoire expérimentale (en noir) et à partir de la trajectoire générée par
dynamique moléculaire (en rouge). On a un excellent accord : la réponse obtenue
par MD est comprise dans le bruit expérimentale qui devient grand aux longues
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Figure 4.11 – Fonction de distribution radiale. En noir à partir de la trajectoire
expérimentale et en rouge à partir de la trajectoire de MD.
0.01 0.1 1
t (s)
0.001
0.01
0.1
1
10
m
sd
 (m
m2
)
Figure 4.12 – Déplacement carré moyen. En noir à partir de la trajectoire expéri-
mentale et en rouge à partir de la trajectoire de MD.
distances et on reproduit la structure oscillatoire complexe à courte distance. On
observe de nouveau une différence selon le référentiel d’observation pour la vitesse
relative normale au contact. Alors que dans le référentiel de la particule on observe
une vitesse relative normale au contact nulle, dans le référentiel du laboratoire on a
une vitesse relative normale au contact apparente non nulle.
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Figure 4.13 – Champ de vitesse radial, à droite dans le référentiel de la particule
et à gauche dans le référentiel du laboratoire. En noir à partir de la trajectoire
expérimentale et en rouge à partir de la trajectoire de MD.
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4.6 Conclusion
En conclusion le champ de vitesse microscopique induit autour d’une particule
diffusive révèle le rôle fondamental des fluctuations de la particule marquée. L’éva-
luation du champ de vitesse induit dans le bain, dû au mouvement de la particule
marquée, montre que l’image hydrodynamique est valide à des distances extrême-
ment petites, de l’ordre de deux ou trois rayons atomiques de la particule marquée,
cependant la viscosité du bain doit être normalisée par le coefficient de diffusion de
la particule marquée. Aux courtes distances la structure complexe de l’écoulement
est observée reflétant la structure atomique du fluide. On trouve une vitesse relative
normale non-nulle dans le référentiel du laboratoire qui semble être en contradic-
tion avec la condition de non-pénétrabilité mais en accord avec la distribution de
Boltzmann qui nous assure qu’il n’y a pas de corrélation immédiate entre les vi-
tesses des différentes particules. Ce résultat appelle à une nouvelle réinterprétation
du concept de rayon hydrodynamique appliqué aux ions en solution. On s’attend à
ce que l’évaluation de noyaux non-locaux décrivant le couplage entre le mouvement
de d’ions et d’autres observables nous donne accès notamment au retard dans la
polarisation [121].
Chapitre 5
Couplage rotation-translation
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Dans le chapitre précédent, nous avons utilisé les résultats de la théorie de la
réponse linéaire où une force infinitésimale qui varie très lentement, selon une di-
rection, a été appliquée sur la particule marquée pour observer la corrélation entre
le déplacement global de la particule et le champ de vitesse autour de celle-ci. On
veut maintenant étendre notre étude et ne pas se restreindre à la diffusion trans-
lationnelle mais prendre aussi en compte les effets de rotation. Pour cela, on peut
retourner l’argument précédent et supposer qu’une impulsion, donnant une vitesse
initiale, est transmise à la particule et l’on observe le déplacement global de celle-
ci. Pour étudier l’effet conjoint de la translation et de la rotation, on va induire,
par une impulsion et un couple, une vitesse et un moment cinétique initial à la
particule marquée. Nous allons réaliser notre étude sur deux systèmes présentés au
paragraphe 2.2.3, c’est-à-dire un fluide composé de molécules CCl4 et CCl3F. Il y
a pour ce dernier système un couplage très fort entre le mouvement de translation
et de rotation. Par curiosité nous avons aussi étudié l’eau dont le système à été
présenté au paragraphe 2.2.2.
5.1 Fonctions de corrélations
Au chapitre 4, nous avons pu calculer des fonctions de corrélation grâce à l’intro-
duction du déplacement, entre les temps 0 et t, de la particule ∆r1(t) = r1(t)−r1(0),
qui auraient été nulles sinon. Ce déplacement nous permet de caractériser le méca-
nisme de la diffusion car il peut être vu comme un analogue au committeur. Dans
le cas du phénomène de la diffusion nous ne pouvons pas définir le committeur par
la manière habituelle car nous ne regardons pas un phénomène se réalisant entre
un état initial A (source) et un état final B (puit). Dans ce problème comme par
exemple l’étude d’une réaction chimique à partir de la définition de l’état A et B, on
peut utiliser le principe de moindre action pour déterminer les équations différen-
tielles qui dans ce cas sont les équations de Lagrange. Cependant si l’on revient sur
le formalisme de Mori-Zwanzig, où l’on a une dynamique particulière car suivant
une dynamique projetée, on peut se demander quelles sont les fonctions propres
avec une valeur propre nulle. On peut partir de l’hypothèse que QiLf = 0 où l’ana-
logue dans l’exemple cité précédemment f serait une fonction caractéristique. En
effet cela signifie que l’on cherche un état stationnaire de QiL qui, d’après (3.12)
par exemple, représente une propagation selon la dynamique Lagrangienne plus un
terme de source, proportionnel à P0. Or on sait que Qv = 0. On peut émettre
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une condition nécessaire raisonnable dans le cas d’une dynamique de type Lange-
vin qui est que f = (L)−1v. Or (L)−1v = ∫ +∞0 exp(−Lt)vdt = ∫ +∞0 v(t)dt = ∆r.
Ainsi le déplacement introduit est une fonction propre de QL. Sachant cela on peut
construire des fonctions de corrélation entre notre committeur ∆r1 et une observable
d’intérêt. La fonction de corrélation en fonction du temps
D1 = lim
t→+∞〈∆r1,CM(T ) · v1,CM(0)〉 (5.1)
où CM désigne le centre de masse de la molécule étudiée, n’est rien d’autre que le
coefficient de diffusion du centre de masse de la molécule marquée. Si maintenant,
on définit la fonction de corrélation
Cv(t) =
∑
i6=1
〈∆r1,CM(t) · vi,CM(0)〉 (5.2)
où la somme est effectuée sur toutes les molécules du système, cette quantité peut
être vue comme un coefficient de diffusion mutuel de translation.
Le moment cinétique L joue un rôle analogue à la quantité de mouvement mv dans
le cas de la rotation. Ainsi une autre fonction de corrélation non nulle pour un fluide
isotrope en fonction du temps que l’on peut calculer est
Cw(t) = 〈∆r1,CM(t) · (L1 ∧ v1,CM)(0)〉 (5.3)
où ∧ représente le produit vectoriel et le moment cinétique est défini par
L =
∑
j∈mol
mj(vj − vCM) ∧ (rj − rCM) (5.4)
où la somme est effectuée sur tous les atomes de la molécule.
0 0,5 1 1,5 2
t(ps)
0
0,2
0,4
0,6
0,8
C v
(a) Cv (Å2.ps−1) en fonction
du temps t (ps).
0 0,5 1 1,5 2
t(ps)
-10
-8
-6
-4
-2
0
C w
(b) Cw (u.Å3.ps−1) en fonction
du temps t (ps).
Figure 5.1 – Fonctions de corrélation pour le fluide CCl4.
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Figure 5.2 – Cv (Å2.ps−1) en fonction de Cw (u.Å3.ps−1) où le temps est le para-
mètre pour le fluide CCl4.
Sur la figure 5.1 sont présentés les fonctions Cv et Cw en fonction du temps pour
un fluide composé de molécules CCl4. Ces deux fonctions de corrélation convergent
vers un plateau, Cv vers 6 ps et Cw vers 1.5 ps. Alors qu’un couplage du champ de
vitesse est attendu avec le déplacement de la particule on observe aussi un couplage
non négligeable avec le mouvement de rotation. Pour extraire la trajectoire de la
particule, on représente Cv en fonction de Cw où le temps devient un paramètre, sur
la figure 5.2 on observe qu’en moyenne les molécules CCl4 tournent dans un sens
privilégié lors du déplacement de la particule pour atteindre un point de l’espace et
diffuser par la suite. Dans le cas du fluide CCl3F, on obtient des résultats analogues
mais avec des amplitudes plus grandes comme on peut le voir sur les figures 5.3a
et 5.3b. Les fonctions de corrélation Cv et Cw atteignent un plateau vers 4 ps et
Cw vers 2.5 ps. On observe sur la figure 5.4a que le couplage se fait plus longtemps
dans le temps et que la particule atteint un point de l’espace avant de se remettre à
diffuser. Les figures 5.1 et 5.2 représentent la trajectoire moyenne pour un ensemble
de particules placées à l’origine et auxquelles on a transmis une vitesse et un moment
cinétique initial. On voit que le couplage entre la translation et la rotation conduit
à une trajectoire courbe. La moyenne 〈∆r1⊗L1〉 est nulle par symétrie, un moment
cinétique initial seul n’induit pas de déplacement global. Pour les deux systèmes, on
observe aux temps courts un comportement quasi linéaire pour la fonction Cv avant
d’atteindre un plateau alors que la fonction Cw présente un inflexion à 0.2 ps et 0.3 ps
respectivement pour les fluides CCl4 et CCl3F avant de suivre un comportement plus
linéaire puis de ralentir. Ces temps ainsi extraits nous sont utiles pour observer le
couplage entre la translation et la rotation autour de notre particule marquée.
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Au lieu de considérer le déplacement de la particule, on réalise la corrélation avec
une direction privilégiée qui dans le cas du fluide CCl3F est le vecteur b1 = rF−rC,
on a
Gv(t) = 〈(b1(t)− b1(0)) · v1,CM(0)〉 (5.5)
et
Gw(t) = 〈(b1(t)− b1(0)) · (L1 ∧ v1,CM)(0)〉 (5.6)
Ces fonctions sont représentées respectivement sur les figures 5.3c et 5.3d. Alors
que la première fonction de corrélation sur la figure 5.4a nous donne une interpré-
tation compréhensible : initialement notre système est isotrope il n’y pas pas de
direction privilégiée mais lorsque la molécule CCl3F diffuse les atomes de chlore se
positionnent globalement selon l’axe b à l’arrière de notre atome de carbone pour
revenir à une situation isotrope (voir schéma 5.5), la seconde fonction de corrélation
représentée sur la figure 5.4b nous donne un signal difficile à interpréter physique-
ment.
5.2 Eau
Enfin, pour l’eau TIP4P, on peut de même calculer les quatre fonctions de corré-
lation présentées précédemment. Cette fois-ci le vecteur b est dirigé selon la bissec-
trice de la molécule d’eau. On voit que le couplage entre la translation et la rotation
conduit à une trajectoire courbe beaucoup plus complexe comme on peut le voir
sur la figure 5.7a. Par contre, on peut voir que cette fois-ci la molécule tourne dans
le sens inverse par rapport à CCl4 et CCl3F sur la figure 5.6b. On peut faire la
même interprétation pour l’eau que pour le cas où l’on a considéré le fluide com-
posé de molécules CCl3F pour la fonction de corrélation Gv(t) représentée sur la
figure 5.6c, sauf que les atomes d’hydrogène de l’eau se placent dans le sens inverse
c’est-à-dire à l’arrière de l’oxygène avant de revenir à une situation plus isotrope en
moyenne 5.8. Enfin si l’on regarde la corrélation selon la bissectrice de la translation
et la rotation on observe un mouvement plus complexe avec des rotations respec-
tivement dans un sens puis dans l’autre avant d’atteindre un point de l’espace et
diffuser par la suite. On serait tenter de relier ce temps au temps caractéristique de
la formation des liaisons d’hydrogène. Le choix de l’observable b1(t) − b1(0) n’est
pas unique pour tenter de comprendre le couplage translation-rotation. On voit en
particulier que b1(t) − b1(0) ne suit pas la même dynamique que ∆r(t) et donc
d’autres observables sont nécessaires pour exprimer ∆r(t).
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Figure 5.3 – Fonctions de corrélation pour le fluide composé de molécules CCl3F.
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Figure 5.4 – Fonctions de corrélation où le temps est le paramètre pour le fluide
composé de molécules CCl3F.
Figure 5.5 – Schéma interprétatif de l’évolution de la fonction de corrélation 5.3c
pour le fluide CCl3F. La molécule CCl3F se déplace vers la droite, la flèche bleue
représente le vecteur b. Les flèches noires représentent différentes orientations du
vecteur b. Au temps t = 0, toutes les orientations sont équiprobables, de même
qu’aux temps longs. Au temps intermédiaires, les orientations dans le sens du dé-
placement sont favorisées.
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Figure 5.6 – Fonction de corrélation pour l’eau.
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Figure 5.7 – Fonctions de corrélation où le temps est le paramètre pour l’eau.
Figure 5.8 – Schéma interprétatif de l’évolution de la fonction de corrélation 5.6c
pour l’eau. La molécule d’eau se déplace vers la droite, la flèche bleue représente
le vecteur b. Les flèches noires représentent différentes orientations du vecteur b.
Au temps t = 0, toutes les orientations sont équiprobables, de même qu’aux temps
longs. Au temps intermédiaires, les orientations dans le sens du déplacement sont
favorisées.
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5.3 Effet Magnus moléculaire ?
On se propose alors d’étudier la réponse locale de la densité au couplage entre le
mouvement de translation et de rotation. De manière analogue à l’expression (4.33)
présentée au chapitre 4, on écrit
γw(r) = lim
T→∞
∑
i6=1
〈((L1 ∧∆r1(T )) · rˆi1)× δ(|ri − r1| − r)〉 (5.7)
La réponse obtenue sur la figure 5.9 est obtenue à 10 ps. On rappelle que l’on a
obtenu au chapitre précédent dans le cas d’un mouvement de translation uniquement
une accumulation devant la particule et une déplétion à l’arrière de la particule. Ici
l’interprétation de cette carte est différente. Pour reconstruire la carte de densité, il
suffit de calculer γw(r) cos θ sur la boîte de simulation. Pour comprendre cette carte
de densité, on peut imaginer une situation initiale où la densité est plus forte dans la
zone rouge, et un moment cinétique initial qui vient vers nous. Le déplacement moyen
des particules vérifiant cette condition sera vers la gauche comme si la particule
roulait sur la couche de solvatation plus dense instantanément. Cependant si l’on
veut interpréter ce phénomène comme un réel effet Magnus moléculaire on doit
calculer le couplage de manière locale sur le champ de vitesse. Si c’est le cas on
devrait obtenir une dissymétrie dans les lignes de courant qui peut-être obtenue
au temps caractérisé précédemment, de l’ordre de 0.2 ps. Cela nous permettrait de
comprendre l’origine de la trajectoire courbe observée.
Figure 5.9 – Carte de densité reconstruite à partir de (5.7) à 10 ps pour le fluide
composé de molécules de CCl3F. La molécule est placée en 0 et les distances sont
en Å.
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5.4 Conclusion
Nous avons réalisé l’étude du couplage entre les mouvements de translation et
de rotation pour des systèmes où le couplage entre le mouvement de translation et
de rotation ne peut être négligé. Nous avons montré qu’une particule qui possède
initialement une vitesse et un moment d’inertie a une trajectoire courbe. Nous avons
pu extraire des temps caractéristiques pour les systèmes étudiés tels que les liquides
composés de molécules CCl4 et CCl3F mais aussi quelques interprétations notam-
ment sur l’effet du couplage de la translation et de la rotation sur le densité observée
de manière locale. Cette étude n’est qu’un prémisse mais nous encourage à continuer
dans cette voie. Comme attendu pour l’eau, l’interprétation est beaucoup plus ardue
et nécessite la construction de fonction de corrélation plus spécifiques. Cependant, il
y a encore un lien manquant avec les observables expérimentales comme la diffusion
de neutrons inélastiques [122].

Chapitre 6
Ions aqueux et eau
De la première lecture nous ne pouvons rien conclure. Qu’est-ce donc qu’une bonne
expérience ? C’est celle qui nous permet de prévoir, c’est-à-dire celle qui nous
permet de généraliser. Car sans généralisation, la prévision est impossible. Les
circonstances où l’on a opéré ne se reproduiront jamais toutes à la fois. Le fait
observé ne recommencera donc jamais ; la seule chose que l’on puisse affirmer,
c’est que dans des circonstances analogues, un fait analogue se produira. Pour
prévoir il faut donc au moins invoquer l’analogie, c’est-à-dire généraliser.
Henri Poincaré, La science et l’hypothèse.
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Au chapitre 4, nous avons présenté le flot obtenu autour d’une particule marquée
pour des fluides simples. A l’aide des outils d’analyse que nous avons développé nous
allons maintenant nous tourner vers un fluide plus complexe mais incontournable :
l’eau. Une fois de plus, le flot est extrait à partir de simulations de dynamique
moléculaire. Ces simulations, présentées dans le paragraphe 2.2.2, sont réalisées à
différentes températures, en abaissant progressivement la température de l’eau jus-
qu’à obtenir de l’eau surfondue c’est-à-dire à une température plus basse que son
point triple qui se situe à 273.15 K. Pour ce faire nous avons utilisé un modèle
d’eau adapté à cette étude : le modèle d’eau TIP4P/2005. Un autre cas important
est celui des solutions aqueuses d’ions. C’est dans ce cas que la notion de rayon
hydrodynamique est apparue comme problématique. S’agissant de systèmes chargés
l’interaction charge-dipôle et charge-charge conduit à des propriétés de transport,
conductivité, très dépendantes de la concentration, comme cela est décrit par les
théories de Debye et Onsager.
6.1 Eau
Dans le cas de l’eau liquide TIP4P/2005, les positions et les vitesses considérées
correspondent au centre de masse de la molécule d’eau. Sur la figure 6.1 sont repré-
sentées les fonctions de distribution radiales pour le centre de masse. On observe
un premier pic à 2.8 Å correspondant à la première sphère de solvatation puis un
premier minimum à 3.4 Å correspondant à la probabilité la plus faible de trouver
le centre de masse de la molécule d’eau entre la première et la seconde sphère de
solvatation. Enfin des oscillations jusqu’à atteindre la valeur asymptotique de 1.
Comme nous avions mentionné au paragraphe 2.3.1, on obtient bien une augmen-
tation de l’amplitude des minima et des extrema lorsque la température diminue.
Comme énoncé précédemment nous allons utiliser les mêmes outils d’analyse que
dans le chapitre 4, en particulier les fonctions de réponse de la densité de courant
locale avec sa composante radiale (Eq. 4.37) et tangentielle (Eq. 4.38) à partir des-
quelles on peut obtenir la vitesse locale. Les flots sont représentés respectivement
sur les figures 6.2, 6.3, 6.4, 6.5, 6.6, 6.7 et 6.8 respectivement aux températures
T=300 K, 298 K, 290 K, 280 K, 270 K, 260 K et 250 K et ont été calculées à 30 ps
et la distance a été normalisée par la distance 2.65 Å correspondant à la distance de
moindre approche. Sur chacune de ces figures, on représente à droite (B) le flot dans
le référentiel de la particule, translaté de 1 pour la composante radiale et de -1 pour
la composante tangentielle, pour une meilleure comparaison avec les vitesses dans
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Figure 6.1 – Fonctions de distribution radiales pour le centre de masse de la mo-
lécules d’eau TIP4P/2005 aux différentes températures.
le référentiel du laboratoire et à gauche (A) le flot dans le référentiel du laboratoire.
Les composantes radiales (trait continu noir) et tangentielles (trait continu rouge)
obtenues par simulation sont comparées aux solutions hydrodynamiques (respecti-
vement en trait discontinu) où l’on a pris en compte les effets de taille finie de notre
boîte de simulation. On retrouve la solution de Stokes dès trois rayons particulaires
avec des conditions glissantes à toutes les températures sauf pour T=260 K. On
obtient les mêmes caractéristiques pour les composantes de la vitesse radiale et tan-
gentielle avec une vitesse relative normale au contact non-nulle dans le référentiel du
laboratoire alors que la condition de non-pénétrabilité est assurée dans le référentiel
de la particule. Cependant on observe une perte de la structure du champ de vitesse
locale aux courtes distances dans le référentiel du laboratoire, ce qui peut paraître
surprenant au premier abord étant donné la présence de liaisons hydrogènes. Cette
déstructuration peut provenir du fait que la liaison hydrogène a un temps de vie
court, de l’ordre de 1.5 ps. Par contre on trouve une structuration du flot d’autant
plus marquée dans le référentiel de la particule de plus en plus grande lorsque la
température diminue. A 260 K, lorsque l’eau est surfondue, on ne retrouve plus la
solution hydrodynamique aux longues distances 6.7. Ce résultat est très discutable
étant donné que l’on ne semble pas atteindre la solution stationnaire, contrairement
aux autres températures. Le flot diverge comme on peut le voir sur la figure 6.9.
Bien que les propriétés statiques et dynamiques semblent correctes, il serait préfé-
rable de générer une nouvelle trajectoire de dynamique moléculaire avant de tirer
toute conclusion.
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Figure 6.2 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 300 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.3 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 298 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.4 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 290 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.5 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 280 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.6 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 270 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.7 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 260 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.8 – Composantes radiale (trait continu noir) et tangentielle (trait continu
rouge) du champ de vitesse dans le référentiel du laboratoire (A) et de la particule
(B) obtenues par extraction de la Dynamique Moléculaire pour le fluide TIP4P/2005
à 250 K à 30 ps. Les mêmes composantes obtenues par résolution des équations
hydrodynamiques de Stokes pour le fluide incompressible avec des conditions aux
bords glissantes sont représentées en traits discontinus.
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Figure 6.9 – Composantes radiales obtenues à différents temps pour un système
d’eau TIP4P/2005 à 260 K (a) et 270 K (b).
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On ne voit donc pas sur ces courbes d’accident particulier lorsque la température
diminue. Toutefois on s’aperçoit que le flot dans le référentiel de la particule est de
plus en plus structuré lorsque la température diminue. On note d’ailleurs que la
différence entre les deux référentiels est de plus en plus marquée, ce qui correspond
d’après ce que l’on a dit à un rôle de plus en plus important des fluctuations de vitesse
de la molécule marquée. Pour mieux étudier celles-ci, nous allons construire une
nouvelle fonction de la façon suivante : le coefficient de diffusion de la particule que
nous noterons 1 selon la direction xˆ est la moyenne de lim
T→+∞
〈(∆r1(T ) · xˆ)×(v1 · xˆ)〉.
On peut regarder comment les variations de cette quantité corrèlent avec la structure
locale au moyen du calcul de
γm = lim
T→+∞
〈(∆r1(T ) · xˆ)× (v1 · xˆ)
∑
i6=1
δ3(ri − r1 − r)〉 (6.1)
ce qui nous donne un coefficient de diffusion de la particule 1 selon la direction xˆ en
fonction de la distance r. Pour obtenir cette quantité, il suffit de réaliser la différence
entre les composantes du champ de vitesse entre le référentiel du laboratoire et de la
particule. On peut ensuite reconstruire à partir des deux composantes obtenues une
carte en 2D en calculant (vLr −vPr ) cos θ2 +(vLθ −vPθ ) sin θ2 sur la boîte de simulation.
C’est ce qui est représenté sur la figure 6.10 pour les différentes températures étu-
diées. Les configurations les moins mobiles correspondent à des valeurs négatives de
cette quantité, et correspondent à des fluctuations de densité localisées à la distance
de 2.8 Å, ce qui correspond à la première couche de solvatation, puis les configura-
tions les plus mobiles sont localisées à la distance de 3.4 Å, ce qui correspond au
premier minimum de la fonction de distribution radiale et ainsi de suite. On observe
un phénomène de cage dont la structure est quasiment homogène dans toutes les
directions et de plus en plus intense lorsque la température diminue.
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(a) T=250 K. (b) T=270 K.
(c) T=280 K. (d) T=290 K.
(e) T=298 K. (f) T=300 K.
Figure 6.10 – Représentation en 2D de la fonction de réponse donnée par l’équa-
tion (6.1) pour l’eau TIP4P/2005 aux différentes températures à 30 ps. Le premier
maximum et le premier minimum de la fonction de distribution radiale 6.1 sont
reportés respectivement en trait continu et discontinu.
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6.2 Ions aqueux
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Notre particule marquée est maintenant un ion chargé. En particulier nous allons
étudier une partie de la série des alcalins et un ions plus gros chargé négativement,
le chlorure. Les détails des simulations ont été présentés au paragraphe 2.2.4.
Pour le calcul du champ de vitesse locale, les vitesses considérées sont celles du
centre de masse de la molécule d’eau Dang-Chang. Les structures à l’équilibre
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Figure 6.11 – Fonctions de distribution radiale pour le couple ion/centre de masse
sont données sur la figure 6.11 où sont représentées les fonctions de distribution
radiales où le couple considéré est l’ion et le centre de masse de la molécule d’eau
Dang-Chang. On observe un premier pic respectivement pour Li+, Na+, K+ et Cl−
à 2.0, 2.5, 2.8 et 3 Å correspondant à la première sphère de solvatation puis un
premier minimum à 2.8, 3.3, 3.6 et 3.7 Å correspondant à la probabilité la plus
faible de trouver le centre de masse de la molécule d’eau à partir de l’ion entre la
première et la seconde sphère de solvatation. Enfin des oscillations jusqu’à atteindre
la valeur asymptotique de 1. Ces résultats sont en accord avec les propriétés
structurales obtenues par [123]. Nous allons utiliser les mêmes outils d’analyse que
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ceux présentés au chapitre 4, en particulier les fonctions de réponse de la densité
de courant locale avec sa composante radiale (eq. 4.37) et tangentielle (eq. 4.38)
à partir de lesquelles on peut obtenir la vitesse locale. Nous allons faire non
seulement l’étude du flot dans l’espace, localement autour de l’ion, mais aussi en
fonction du temps. La composante radiale du flot dans le référentiel de la particule
est représentée sur les figures 6.13, 6.15, 6.17, et 6.19, translatée verticalement
de 1 pour une meilleure comparaison avec les vitesses dans le référentiel du
laboratoire, et dans le référentiel du laboratoire sur les figures 6.12, 6.14, 6.16,
et 6.18 respectivement pour les ions Li+, Na+, K+ et Cl− en fonction du temps.
La composante tangentielle du flot dans le référentiel de la particule est présentée
sur les figures 6.21, 6.23, 6.25 et 6.27, translatée verticalement de -1, et dans le
référentiel du laboratoire sur les figures 6.20, 6.22, 6.24 et 6.26 respectivement pour
les ions Li+, Na+, K+ et Cl− en fonction du temps. Cette fois-ci, la distance n’a
pas été normalisée. La fonction de distribution radiale à laquelle on a soustrait 1 et
saturée pour être représentée convenablement sur la même figure, est représentée
comme guide. Les solutions à des temps plus longs ne sont pas présentées étant
donné que l’on obtient un bruit beaucoup trop grand. Il faudrait pour cela générer
des trajectoires beaucoup plus longues. Dans le cas où l’on se place dans le
référentiel de la particule la composante radiale tend vers 1, lorsque l’on a atteint
le régime stationnaire, au pied de la fonction de distribution radiale : on a une
vitesse relative normale nulle. A cette distance pour tous les ions considérés, nous
sommes au contact : on retrouve la conditions de non-pénétrabilité des molé-
cules. On observe une structuration du flot beaucoup plus complexe en fonction
du temps même si in fine, on obtient un régime stationnaire comme cela est attendu.
Au contact, on trouve une vitesse relative normale de plus en plus grande dans le
référentiel du laboratoire lorsque l’on descend dans la série des alcalins et encore plus
marquée pour l’ion chlorure. De plus, au contact, la composante tangentielle dans le
référentiel du laboratoire tend vers -1 pour les petits ions comme Li+ et Na+ ce que
l’on explique par le fait que toutes les molécules d’eau sont emportées par la particule
diffusive. En effet, les valeurs du champ de vitesse sont respectivement égales à 1 pour
la composante radiale et à -1 pour la composante tangentielle, correspondant à une
couche de solvatation emportée solidement. Aux courtes distances, on observe une
structuration du flot, et en particulier pour les alcalins un pic négatif d’autant plus
marqué que l’ion est petit et plus fortement marqué dans le référentiel du laboratoire,
dans le champ de vitesse à une distance correspondant au premier minimum de la
fonction de distribution radiale. À cette distance, les molécules d’eau se dirigent
dans le sens opposé de la vitesse de l’ion devant celle-ci selon la composante normale,
elles ‘reviennent’ vers l’ion selon la composante normale. C’est ce que l’on observe
plus clairement sur les lignes de courant présentées sur les figures 6.28 et 6.29. Les
lignes de courant reconstruites à partir du champ de vitesse dans le référentiel du
laboratoire sont aussi représentées pour les ions K+ et Cl−, respectivement sur les
figures 6.30 et 6.31 où la couche de solvatation n’est plus emportée solidement.
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Figure 6.12 – Composantes radiales du flot dans le référentiel du laboratoire pour
l’ion Li+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
Figure 6.13 – Composantes radiales du flot dans le référentiel de la particule pour
l’ion Li+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
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Figure 6.14 – Composantes radiales du flot dans le référentiel du laboratoire pour
l’ion Na+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
Figure 6.15 – Composantes radiales du flot dans le référentiel de la particule pour
l’ion Na+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
130 Chapitre 6. Ions aqueux et eau
Figure 6.16 – Composantes radiales du flot dans le référentiel du laboratoire pour
l’ion K+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
Figure 6.17 – Composantes radiales du flot dans le référentiel de la particule pour
l’ion K+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
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Figure 6.18 – Composantes radiales du flot dans le référentiel du laboratoire pour
l’ion Cl− en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
Figure 6.19 – Composantes radiales du flot dans le référentiel de la particule pour
l’ion Cl− en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée. La fonction de distribution radiale, à laquelle 1 a été soustrait et saturée
à 1, est représentée en rouge comme guide.
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Figure 6.20 – Composantes tangentielles du flot dans le référentiel du laboratoire
pour l’ion Li+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
Figure 6.21 – Composantes tangentielles du flot dans le référentiel de la particule
pour l’ion Li+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
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Figure 6.22 – Composantes tangentielles du flot dans le référentiel du laboratoire
pour l’ion Na+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
Figure 6.23 – Composantes tangentielles du flot dans le référentiel de la particule
pour l’ion Na+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
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Figure 6.24 – Composantes tangentielles du flot dans le référentiel du laboratoire
pour l’ion K+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
Figure 6.25 – Composantes tangentielles du flot dans le référentiel de la particule
pour l’ion K+ en fonction du temps t (ln(fs)) et de la distance r (Å) de la particule
marquée.
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Figure 6.26 – Composantes tangentielles du flot dans le référentiel du laboratoire
pour l’ion Cl−.
Figure 6.27 – Composantes tangentielles du flot dans le référentiel de la particule
pour l’ion Cl−.
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Figure 6.28 – Superposition des cartes de densité et des lignes de courant recons-
truites à partir du champ de vitesse dans le plan contenant l’ion Li+ placé à son
origine, dans le référentiel du laboratoire. Les premiers maxima de la fonction de
distribution radiale sont représentés en ligne continue et les premiers minima en
ligne discontinue.
Figure 6.29 – Superposition des cartes de densité et des lignes de courant recons-
truites à partir du champ de vitesse dans le plan contenant l’ion Na+ placé à son
origine, dans le référentiel du laboratoire. Les premiers maxima de la fonction de
distribution radiale sont représentés en ligne continue et les premiers minima en
ligne discontinue.
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Figure 6.30 – Superposition des cartes de densité et des lignes de courant recons-
truites à partir du champ de vitesse dans le plan contenant l’ion K+ placé à son
origine, dans le référentiel du laboratoire. Les premiers maxima de la fonction de
distribution radiale sont représentés en ligne continue et les premiers minima en
ligne discontinue.
Figure 6.31 – Superposition des cartes de densité et des lignes de courant recons-
truites à partir du champ de vitesse dans le plan contenant l’ion Cl− placé à son
origine, dans le référentiel du laboratoire. Les premiers maxima de la fonction de
distribution radiale sont représentés en ligne continue et les premiers minima en
ligne discontinue.
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Figure 6.32 – Composantes radiales du champ de vitesse, dans le référentiel de
la particule, autour des différents ions étudiés obtenues à 1 ps et comparées aux
solutions hydrodynamiques où les effets de taille finie de la simulation ont été pris
en compte.
Ion D (10−9m2s−1)
Li+ 0.86
Na+ 1.0
K+ 1.24
Cl− 1.71
Table 6.1 – Coefficients de diffusion obtenus pour les différents ions étudiés.
Lorsque l’on atteint le régime stationnaire, dès 1 ps, temps caractéristique de
l’établissement du flot, on retrouve la solution hydrodynamique de Stokes avec des
conditions aux bords glissantes, ce qui est représenté sur la figure 6.32 uniquement
sur la partie radiale, dans le référentiel de la particule, respectivement pour les ions
Li+, Na+, K+ et Cl−, dès des distances de 12 Å de l’ion. Nous avons évoqué que
la notion de rayon hydrodynamique est apparue comme problématique [124]. En
effet, dans la littérature, le rayon de Stokes, rS, est trouvé plus petit pour des ions
tels que K+ et Cl− par rapport au rayon ionique, rionique [125]. Les valeurs des
différents rayons sont reporté dans le tableau 6.2. Le prolongement de la solution
hydrodynamique de Stokes avec des conditions aux bords glissantes a été obtenu en
tenant compte des effets de taille finie de la simulation pour une viscosité égale à
celle du modèle Dang-Chang, η = 0.74 cP [126], et en considérant les coefficients de
diffusions reportés dans le tableau 6.1 choisis afin de reproduire le flot aux longues
distances. Ici, le rayon hydrodynamique rH, trouvé par prolongement de la solution
6.3. Conclusion 139
hydrodynamique se situe environ au pied de la fonction de distribution radiale où
le flot radial, dans le référentiel de la particule, tend vers 1 pour les ions K+ et
Cl− et environ à la première couche de solvatation pour les ions Li+ et Na+ dont
les valeurs sont reportées dans le tableau 6.2. Les rayons de Stokes ainsi trouvés
sont plus grands que ceux trouvé par [125]. La différence obtenue peut provenir du
fait que le coefficient de diffusion a été ajusté sur les flots. Il faudrait générer des
trajectoires plus longues afin de récupérer le coefficient de diffusion des ions pour
obtenir une meilleure précision sur les rayons hydrodynamiques.
Ion rS,6 (Å) rS,4 (Å) rH (Å) rcontact (Å) rionique (Å)
Li+ 2.38 3.57 4.05 1.85 2.0
Na+ 1.84 2.75 3.45 2.25 2.35
K+ 1.25 1.88 2.20 2.45 2.75
Cl− 1.21 1.82 2.95 2.75 3.21
Table 6.2 – Comparaison des différents rayons des ions Li+, Na+, K+ et Cl−. Le
rayon ionique rionique = rionx + rH2Ox est obtenu en considérant rH2Ox = 1.4 Ået où les
valeurs de rionx sont celles obtenues expérimentalement [127]. Le rayon de Stokes avec
des conditions aux bords non-glissantes rS,6 est celui obtenu par [125] et le rayon de
Stokes avec des conditions aux bords glissantes rS,4 est déduit à partir de rS,6. rH
est le rayon obtenu en considérant le prolongement de la solution hydrodynamique
avec des conditions aux bords glissantes rH. rcontact est la distance de contact pour
laquelle le flot radial tend vers 1 dans le référentiel de la particule.
6.3 Conclusion
Nous avons comparé les caractéristiques obtenues dans le cas des liquides simples
à des liquides associés tels que l’eau et des ions solvatés. Au vu des résultats de ce
chapitre, nous pouvons affirmer la généralité de notre approche : de l’eau surfon-
due jusqu’aux ions solvatés. De nouveau, on récupère la solution hydrodynamique à
l’échelle microscopiques. Nous avons réalisé une étude temporelle du flot microsco-
pique qui nous permet d’étudier la relaxation de la cage de solvant autour du soluté.
Ces résultats préliminaires nous ouvrent la voie au calcul de la masse emportée par
un ion en mouvement de façon plus directe que par le noyau, comme nous l’avons
fait au chapitre 3. Cette étude peut être envisagée grâce à l’étude temporelle du flot
pour permettre de faire le lien avec le noyau dépendant du temps et son dévelop-
pement autour de la fréquence nulle. Les masses obtenues pourraient faire l’objet
de comparaisons avec des expériences si toutefois on peut démontrer strictement
que les quantités observées sont les mêmes. On peut imaginer que ce développement
peut servir d’outil pour caractériser les sphères de solvatation d’ions mais surtout,
de façon plus intéressante, d’apporter une route microscopique pour façonner un
modèle pour l’acoustophorèse [128,129] ou les effets électro-osmotiques [130].

Conclusion
Terminons maintenant ce manuscrit par une conclusion générale. La méthode
des opérateurs de projection offre un cadre formel idéal pour l’étude des fluctua-
tions de la particule. Cette théorie alliée avec la théorie de la réponse linéaire
et l’utilisation de moyennes d’ensemble nous permettent de construire des outils
d’analyse bien définis qui sont constitués essentiellement de fonctions de corrélation
spécialement construites pour nos problématiques. Ces outils d’analyse peuvent
être implémentés facilement et être utilisés conjointement avec des simulations
moléculaires, ici assez simples étant basées sur de la dynamique moléculaire
classique. Nous ouvrons dans ce manuscrit une route microscopique pour l’étude
du couplage entre diffusion, hydrodynamique et les conditions aux bords.
L’étude de la diffusion à l’échelle moléculaire et ses relations avec l’hydro-
dynamique ont attirés un regain d’intérêt du fait de nouvelles démonstrations
du rôle de l’inertie et des modes hydrodynamiques sur les propriétés statistiques
de la force aléatoire agissant sur la particule diffusive. Nous avons développé un
nouvel algorithme pour extraire la force aléatoire à partir de trajectoires obtenues
par dynamique moléculaire qui nous donne à la fois une bonne précision et une
stabilité aux temps longs. Ceci nous permet d’étudier pour la première fois la
queue aux temps longs de la fonction d’auto-corrélation de la force aléatoire
qui décroit algébriquement comme la fonction d’auto-corrélation des vitesses. La
conséquence de ce comportement est montré comme étant l’apparition d’une force
hydrodynamique agissant sur la particule diffusive : la force de Basset-Boussinesq.
Cette force a été décrite par des arguments purement hydrodynamiques mais son
émergence à partir de la dynamique microscopique a été de fait élusive. Nous
créons donc un pont entre les propriétés à l’échelle moléculaire et l’hydrodynamique
en apportant une première définition moléculaire de la masse ajoutée pour la
particule diffusive. L’hydrodynamique prédit que celle-ci vaut la moitié de la
masse de solvant déplacée. Nous trouvons étonnement que pour l’auto-diffusion
d’une particule marquée d’un fluide de Lennard Jones, la masse est négative.
Nous avons montré qu’un telle masse négative émerge à cause de la décroissance
initiale de la fonction d’auto-corrélation de la force aléatoire qui a lieu à temps fini,
c’est-à-dire sur l’échelle de temps des collisions du système. Enfin nous avons décrit
la dynamique de la force aléatoire et montré que pour des particules suffisamment
grandes la masse ajoutée hydrodynamique qui est positive est retrouvée.
Un autre aspect de la diffusion à l’échelle moléculaire a été étudié : le flot
microscopique. D’un point de vue théorique les conditions aux bords du flots à la
surface de la particule sont restées élusives. Nous avons développé une méthode
pour extraire directement, en utilisant la dynamique moléculaire ou des données
d’expériences de suivi de particules, le flot dans le fluide généré par le mouvement
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brownien de la particule. Le flot microscopique extrait est étonnement très bien
décrit par l’hydrodynamique à de très courtes distances, à environ quatre diamètres
de la particule de solvant, mais surtout nous avons montré le rôle fondamental des
fluctuations de la vitesse de la particule diffusive dans le couplage avec les modes
hydrodynamiques. Cela conduit à une vitesse du fluide apparente non-nulle au
contact avec la particule diffusive, qui est habituellement vu comme étant en contra-
diction avec la non-pénétrabilité des particules. Nous avons montré ici que ces deux
points de vue peuvent être réconciliés lorsque les fluctuations atomiques sont prises
en compte. Les caractéristiques obtenues pour le flot microscopique apparaissent
comme générales tout au long de ce manuscrit, allant de fluides simples, à des
fluides granulaires passant par des fluides complexes comme l’eau ou les ions aqueux.
Nous pouvons donc répondre positivement aux questions posées : nous avons
montré que la force de Basset-Boussinesq et le flot de Stokes ont une forme
pertinente à l’échelle microscopique au prix de reformulation de concepts tels que
la masse ajoutée ou encore de conditions aux bords du flot.
Les deux derniers chapitres ouvrent la voie à l’étude de phénomènes plus
complexes tels que le couplage entre le mouvement de translation et de rotation.
Ils sont un pas vers, respectivement l’étude d’effets Magnus microscopiques et
une route envisageable pour calculer des masse effectives emportées qui pourrait
faire l’objet d’un travail en association avec des expérimentateurs dans le domaine
de l’acoustophorèse. Notre analyse repose sur le rôle central du déplacement de
la particule dont nous avons évoqué qu’il peut être vu comme un committeur.
On peut le corréler à d’autres quantités comme le champ électrique ou l’or-
ganisation locale des liaisons hydrogènes, notamment pour étudier le transfert
de proton. Le déplacement de la particule, tel que nous l’avons introduit, est
une quantité vectorielle et nous avons mis en place des outils pour étudier la
corrélation de quantité vectorielles avec des champ locaux, en exploitant les
symétries du problème. Nous avons adapté ces méthodes à l’étude de la spec-
troscopie de l’eau en dehors du travail présenté ici. Nous pourrions à l’inverse
chercher la corrélation du committeur d’une réaction chimique avec le champs de
vitesse dans l’environnement pour étudier les effets inertiels le plus souvent négligés.
Des problématiques émergent de ce travail. On a déterminé la corrélation du dé-
placement de la particule en fonction de quantités pertinentes mais nous ne sommes
pas capables pour le moment d’exprimer celui-ci, par exemple de façon optimale, en
fonction de ces quantités. Il nous faut aussi maintenant passer à l’échelle supérieure
pour utiliser ce que nous avons observé pour modéliser la diffusion dans des flots
complexes.
Annexe A
Annexe
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A.1 Propriétés de symétrie
Les fonctions de réponse obtenues sont des matrices qui sont fonction de l’es-
pace r. Nous allons utiliser la théorie des groupes afin de réduire en complexité ces
fonctions de réponse sous l’hypothèse que le fluide considéré est isotrope.
Pour ce faire nous allons procéder à un développement en harmoniques sphé-
riques. Les harmoniques sphériques sont particulièrement utiles pour résoudre des
problèmes invariants par rotation, car elles sont les vecteurs propres de certains
opérateurs liés aux rotations.
Considérons un système de coordonnées, représenté ci-dessous,
x
y
z
(rθφ) ou (xyz)
φ
θ
et les angles polaires standard ω ≡ θφ où 0 ≤ θ ≤ pi et 0 ≤ φ ≤ 2pi défini par
x = r sin θ cosφ (A.1)
y = r sin θ sinφ (A.2)
z = r cos θ (A.3)
Pour m ≥ 0 les harmoniques sphériques complexes Y ml (ω) où l = 0, 1, 2 . . . ; m =
−l, . . . ,+l, sont définies par
Y ml (ω) = (−)m(
2l + 1
4pi
)1/2(
(l −m)!
(l +m)!
)1/2Plm(cos θ)e
imφ (A.4)
avec i =
√−1, et pour m < 0 on a
Y −ml (ω) = (−)mY ml (ω)∗ (A.5)
Plm est la fonction de Legendre associée. A partir de cette définition, les premiers
ordres des harmoniques sphériques de faible ordre, en coordonnées cartésiennes
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s’écrivent comme [131] :
Y 00 =
√
1
4pi
(A.6)
Y +11 =
−1√
2
√
3
4pi
(x+ iy)
r
(A.7)
Y 01 =
√
3
4pi
z
r
(A.8)
Y −11 =
1√
2
√
3
4pi
(x− iy)
r
(A.9)
Y +22 =
1
4
√
15
2pi
(x+ iy)2
r2
(A.10)
Y +12 =
−1
2
√
15
2pi
(x+ iy)z
r2
(A.11)
Y 02 =
√
5
16pi
(3z2 − r2)
r2
(A.12)
Y −12 =
1
2
√
15
2pi
(x− iy)z
r2
(A.13)
Y −22 =
1
4
√
15
2pi
(x− iy)2
r2
(A.14)
La méthode est donc de développer notre fonction de réponse à l’aide de ces
harmoniques sur une base χˆµ. Puis on projette sur la représentation symétrique du
groupe de rotation à l’aide d’un projecteur, noté P, et la rotation Ω = φθχ est
définie par les angles d’Euler. Pour cela nous devons d’abord définir ce que sont les
matrices de rotation, Dlmn où l = 0, 1, 2 . . . et m,n = −l, . . . ,+l, qui réalisent sous
la rotation, la transformation des Ylm du même l entre eux
Y ml (ω
′) =
∑
m′
Dlmm′(Ω)Y
m′
l (ω) (A.15)
avec Dlmn(Ω) défini par
Dlmn(Ω) = e
−imφdlmn(θ)e
−inχ (A.16)
où dlmn(θ) = Dlmn(0θ0), est la fonction réelle qui représente la rotation de θ de Y .
Le projecteur que l’on utilise est défini par
P · = 1
8pi2
∫∫∫
dΩR(Ω) · (A.17)
où R est la rotation selon un axe qui transforme un vecteur a(r) de la manière
suivante :
(R(Ω)a)(r) = R(Ω)(a(R−1r)) (A.18)
Ainsi, l’expression (A.15) peut se réécrire comme
R(Ω)Y ml (rˆ) =
∑
m′
Dlmm′(Ω)Y
m′
l (rˆ) (A.19)
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où rˆ est le vecteur unité selon la direction r, avec Y ml (ω) = Y
m
l (rˆ).
On choisi la base orthogonale définie par
χˆ+1 = − 1√
2
(eˆx + ieˆy) (A.20)
χˆ0 = eˆz (A.21)
χˆ−1 =
1√
2
(eˆx − ieˆy) (A.22)
De même, on a
R(Ω)χˆµ =
∑
µ′
D1µµ′(Ω)χˆµ′ (A.23)
A.1.1 Champs de vecteur
Considérons un champ de vecteur de la forme
a(r) = 〈a× δ(r− r12)〉 (A.24)
où r12 = |r2 − r1| est la distance entre la particule 1 et la particule 2. On réécrit
A.24 en le développant en harmoniques sphériques
a(r) =
∑
lm
∑
µ
almµ(r)χˆµY
m
l (rˆ) (A.25)
où rˆ = r/r est le vecteur unitaire. À l’aide de (A.23) et (A.19), l’équation (A.25) se
réécrit comme
a(r) =
∑
lm
∑
µ
almµ(r)
∑
m′
∑
µ′
D1µµ′(Ω)D
l
mm′(Ω)χˆµ′Y
m′
l (rˆ) (A.26)
La projection réalisée par (A.17) transforme (A.26) en
Pa(r) =
∑
lm
∑
µ
almµ(r)
∑
m′
∑
µ′
1
8pi2
∫∫∫
D1µµ′(Ω)D
l
mm′(Ω)χˆµ′Y
m′
l (rˆ)dΩ (A.27)
en utilisant l’orthogonalité
1
8pi2
∫∫∫
dΩDmn(Ω)∗Dl
′
m′n′(Ω) =
(
1
2l + 1
)
δll′δmm′δnn′ (A.28)
et la symétrie
Dl−m−n(Ω) = (−1)m+nDlmn(Ω)∗ (A.29)
qui, combinées, nous donnent la relation
1
8pi2
∫∫∫
D1µµ′(Ω)D
l
mm′(Ω)dΩ = (−1)µ+µ
′ 1
3
δl,1δm,−µδm′,−µ′ (A.30)
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Ainsi
Pa(r) = 1
3
∑
m
(−1)−ma1m−m(r)
∑
m′
(−1)−m′χˆ−m′Y m′l (rˆ) (A.31)
=
1
3
∑
m
(−1)−ma1m−m(r)
[
χˆ0Y
0
1 (rˆ)− χˆ1Y −11 (rˆ)− χˆ−1Y 11 (rˆ)
]
(A.32)
=
1
3
∑
m
(−1)−ma1m−m(r)
√
3
4pi
[
eˆz
z
r
+
1
2
(eˆx + ieˆy)
(x− iy)
r
+
1
2
(eˆx − ieˆy)(x+ iy)
r
]
(A.33)
=
1
3
√
3
4pi
∑
m
(−1)−ma1m−m(r)(eˆxx+ eˆyy + eˆzz)
r
(A.34)
=
1
3
√
3
4pi
∑
m
(−1)−ma1m−m(r)rˆ (A.35)
avec eˆx, eˆy et eˆz, les vecteurs unitaires respectivement selon x, y et z. Cette dernière
relation se réduit à
Pa(r) = 1
3
√
3
4pi
∑
m
(−1)−ma1m−m(r)rˆ = γ1(r)rˆ (A.36)
Dans un fluide isotrope, le champ de vecteur de la forme a(r) = 〈a× δ(r− r12)〉 est
radial et peut donc être complètement déterminé par la fonction γ1(r).
A.1.2 Champ tensoriel de rang 2
Considérons que un champ tensoriel de vecteurs ou pseudo vecteurs a et b de la
forme
T(r) = 〈a⊗ b× δ(r− r12)〉 (A.37)
La projection réalisée par A.17 transforme A.37, développé en harmoniques sphé-
riques, en
PT(r) =
∑
lm
∑
µ
∑
λ
Tlmµλ(r)
∑
m′
∑
µ′
∑
λ′
1
8pi2
∫∫∫
D1µµ′(Ω)D
1∗
λλ′(Ω)D
l
mm′(Ω)χˆµ′⊗χˆ∗λ′Y m
′
l (rˆ)dΩ
(A.38)
La relation d’orthogonalité s’écrit
1
8pi2
∫∫∫
D1µµ′(Ω)D
1∗
λλ′(Ω)D
l
mm′(Ω)dΩ = (−1)λ+λ
′
(
1 1 l
µ −λ m
)(
1 1 l
µ′ −λ′ m′
)
(A.39)
Ainsi, les seuls valeurs de l qui contribuent sont l = 0, 1, 2
PT(r) =
2∑
l=0
Tl(r)
∑
m′
∑
µ′
∑
λ′
(−1)λ′
(
1 1 l
µ′ −λ′ m′
)
χˆµ′ ⊗ χˆ∗λ′Y m
′
l (rˆ) (A.40)
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avec
Tl(r) =
∑
m
∑
µ
∑
λ
(−1)λ
(
1 1 l
µ −λ m
)
Tlmµλ(r) (A.41)
or sachant que χˆ∗λ = (−1)λχˆ−λ, on a
PT(r) =
2∑
l=0
Tl(r)
∑
m′
∑
µ′
∑
λ′
(
1 1 l
µ′ λ′ m′
)
χˆµ′ ⊗ χˆλ′Y m′l (rˆ) (A.42)
Si a et b sont tous les deux des vecteurs ou des pseudo-vecteurs, le tenseur doit
être complètement symétrique par rapport aux symétries planaires. Si l’un est un
vecteur et l’autre un pseudo-vecteur, le tenseur est complètement anti-symétrique
concernant les symétries planaires. Notons s le signe sous la transformation symétrie
miroir y → −y. Le premier cas donne s = 1 et le second s = −1. Étant donné que
χˆµ → χˆ∗µ = (−1)µχˆ−µ (A.43)
et
Y ml (rˆ)→ Y m∗l (rˆ) = (−1)mY −ml (rˆ) (A.44)
ce qui donne pour la projection
PT(r) = 1
2
2∑
l=0
Tl(r)
∑
λ′
∑
µ′
∑
m′
[(
1 1 l
µ′ λ′ m′
)
χˆµ′ ⊗ χˆλ′Y m′l (rˆ)
+s(−1)µ′(−1)λ′(−1)m′
(
1 1 l
µ′ λ′ m′
)
χˆ−µ′ ⊗ χˆ−λ′Y −m′l (rˆ)
]
(A.45)
=
1
2
2∑
l=0
Tl(r)
∑
λ′
∑
µ′
∑
m′
[(
1 1 l
µ′ λ′ m′
)
χˆµ′ ⊗ χˆλ′Y m′l (rˆ)
+s(−1)µ′(−1)λ′(−1)m′
(
1 1 l
−µ′ −λ′ −m′
)
χˆµ′ ⊗ χˆλ′Y m′l (rˆ)
]
(A.46)
Or (
1 1 l
−µ′ −λ′ −m′
)
= (−1)l
(
1 1 l
µ′ λ′ m′
)
(A.47)
est nul sauf si µ′ + λ′ +m′ = 0, on obtient
PT(r) = 1
2
2∑
l=0
Tl(r)
∑
λ′
∑
µ′
∑
m′
χˆµ′⊗χˆλ′Y m′l (rˆ)
[(
1 1 l
µ′ λ′ m′
)
+ s(−1)l
(
1 1 l
µ′ λ′ m′
)]
(A.48)
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Nous allons nous restreindre au cas symétrique. Pour s = 1, on voit que le terme
l = 1 ne contribue pas et
PT(r) = Ts0(r) + Ts2(r) (A.49)
=
∑
l=0,2
Tl(r)
∑
µ′
∑
λ′
∑
m′
(
1 1 l
µ′ λ′ m′
)
χˆµ′ ⊗ χˆλ′Y m′l (rˆ) (A.50)
Si l = 0 on obtient
Ts0(r) =
√
1
4pi
T0(r)
∑
µ′
∑
λ′
(
1 1 l
µ′ λ′ 0
)
χˆµ′ ⊗ χˆλ′ (A.51)
=
√
1
12pi
T0(r) [χˆ−1 ⊗ χˆ1 − χˆ0 ⊗ χˆ0 + χˆ1 ⊗ χˆ−1] (A.52)
= −
√
1
12pi
T0(r) [eˆx ⊗ eˆx + eˆy ⊗ eˆy + eˆz ⊗ eˆz] (A.53)
= −
√
1
12pi
T0(r)Id3 (A.54)
et pour l = 2 on obtient
Ts2(r) = T2(r)
∑
µ′
∑
λ′
∑
m′
(
1 1 2
µ′ λ′ m′
)
χˆµ′ ⊗ χˆλ′Y m′2 (rˆ) (A.55)
= T2(r)
[
1√
5
(
χˆ1 ⊗ χˆ1Y −22 (rˆ) + χˆ−1 ⊗ χˆ−1Y 22 (rˆ)
)
− 1√
10
(
(χˆ1 ⊗ χˆ0 + χˆ0 ⊗ χˆ1)Y −12 (rˆ) + (χˆ−1 ⊗ χˆ0 + χˆ0 ⊗ χˆ−1)Y 12 (rˆ)
)
+
1√
30
(χˆ−1 ⊗ χˆ1 + 2χˆ0 ⊗ χˆ0 + χˆ1 ⊗ χˆ−1)Y 02 (rˆ)
]
(A.56)
= T2(r)
1
4
√
3
2pi
1
r2
[
(eˆx ⊗ eˆx − eˆy ⊗ eˆy)(x2 − y2) + (eˆz ⊗ eˆz − 1
3
Id3)(3z2 − r2)
+ 2(eˆx ⊗ eˆy + eˆy ⊗ eˆx)xy + 2(eˆx ⊗ eˆz + eˆz ⊗ eˆx)xz + 2(eˆy ⊗ eˆz + eˆz ⊗ eˆy)yz]
= T2(r)
√
1
24pi
[
3
r2
(
eˆx ⊗ eˆxx2 + eˆy ⊗ eˆyy2 + eˆz ⊗ eˆzz2 + (eˆx ⊗ eˆy + eˆy ⊗ eˆx)xy
+ (eˆx ⊗ eˆz + eˆz ⊗ eˆx)xz + (eˆy ⊗ eˆz + eˆz ⊗ eˆy)yz)− Id3] (A.57)
=
√
1
24pi
T2(r) (3rˆrˆ− Id3) (A.58)
Si l’on pose Θ0(r) = −
√
1
12piT0(r) et Θ2(r) =
√
1
24piT2(r), l’expression (A.49)
s’écrit alors
PT(r) = Θ0(r)Id3 + Θ2(r) (3rˆrˆ− Id3) (A.59)
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On peut réécrire l’expression précédente, en définissant
ΘL(r) = Θ0(r) + 2Θ2(r) (A.60)
ΘT (r) = Θ2(r)−Θ0(r) (A.61)
on obtient
PT(r) = ΘL(r)rˆrˆ + ΘT (r) (rˆrˆ− Id3) (A.62)
Dans un fluide isotrope, le champ tensoriel de vecteurs ou pseudo vecteurs de la
forme 〈a⊗ b× δ(r− r12)〉 a deux composantes l’une radiale et l’autre tangentielle.
Il peut donc être complètement déterminé par deux fonctions ΘL(r) et ΘT (r).
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