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This note is a continuation of [5], whose notations and conventions we adopt. 
Our main result is: 
THEORE~I 1. Suppose A is a maximal monotone operator on a real Hilbert 
space H with the property that there exists M > 0 such that 
NW, Y) + (74 x)1 < fw . NW, x) + (? Y)l (1) 
whenever [x, w] E A and [y, v] E A. Suppose {tS C]O, CQ[, {x,J C D(A) satisfy 
-x,+1 = X, - Lw, 9 w,~Ax,, (2) 
(3) 
c I x, - x,+1 I2 < 03. (4) 
Put z, = Cyzl tjxj/Cy=l tj . Then {zn} converges strongly to a point of kl(0). 
Theorem 1 is an iterative version of a theorem of Baillon [2] (just as the main 
result of [5] is analogous to a similar theorem of Baillon and Brezis [4]): if 
{S(t): t > 0} is a contraction semigroup on a symmetric closed convex set C, 
and each S(t) is odd, then the strong limr,, T-l si S(t) x dt exists and is a 
fixed-point of S for each 3~’ in C. If  A is the generator of S then (2) is a forward 
differencing scheme (Euler’s method) for the equation k(t) E -A(x(t)), 
whose solutions are of the form S(t) x(O), and z, is the time average of the 
difference scheme. 
Essential to the proof of Theorem 1 is: 
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L~nma I. Suppose {tnj C IO, CD[, (.v~> C H, and put zlr 
I f  
{I xn 1) converges, 
1 t, = co, 
lim lim sup /(an , X~ - x,)] = 0, 
k+m 1,-n 
then {.q} converges strongb. 
(5) 
(6) 
(‘1 
Proof of Lemma 1. By (7) we can find a sequence {pBjk converging to 0, and a 
strictly increasing sequence {~(k)}~ of positive integers, such that 
I(% > Sk - &)I <pn vn > n(k). (8) 
Thus (on adding for i, k), 
I(%, xk - %)I d pk + pi vn > n(i) + n(k). (9) 
By (5), {an} is bounded. We first show that {zn} converges weakly by showing 
that the set F of its weak subsequential limits is a singleton. 
Suppose cr EF. Letting n -+ 03 through an appropriate sequence of integers 
in (9), we find 
@k , u, - @i , u)I < pk + pi . 
It follows that lim,,,(x, , u) exists for each (T in F; denote the limit by L(a). 
Since a,, = XL, tjxi/Cyz, ti and (6) holds, we must also have 
L(u) = li+i(Zk , 0). 
Thus for any other 5 in F we have L(u) = (5, a). It follows that (6, U) takes the 
same value for any choice of U, 5 in F, and hence that 1 u - 5 12 = (a, U) + 
(c?,c?) - (6, u) - (a, 6) = 0. Thus F is a singleton, as claimed. 
Thus {an} converges weakly (to a point which we denote by a), and 
ppk ) u) = [ u 12. (10) + 
BY (0 
--Pk + @k 3 %) < (%, ‘%) < (XI; , %a) + pk 
for n > n(K). Therefore 
-pk + @k , u, < lim in&% , %) 
n+m 
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Letting k + co and using (lo), we find 
lim(x, , z,) = ] cr 12. (11) n*a, 
Since the 2,‘s are averages of the x,‘s, with the weightings on any finite block 
of xi’s diminishing to 0 as n + co, we surely have 
1 0 [ < lim inf 1 z, 1 < lim ) x, 1 . 
n-boo n-so= 
If the first and last of these terms are equal, then 1 z, ] + ( a ( and z, -+ u 
weakly; which, in Hilbert space, implies z, -+ u strongly. Without loss of 
generality, therefore, we may assume \ 0 1 < lim,,, 1 x, 1 . For E > 0 sufficiently 
small we can find n(c) such that 
I CJ I2 + 6 d I x, I2 Vn 3 n(e); (12) 
by (11) we may also assume 
c&a Y x,) < I u I2 + E Vn > n(6). (13) 
Put A, = Cy=, ti . From the identity 
L2 I z, I2 = 2 f, tjAj(Zj 9 Xj) - f ti2 ( Xj 12, 
i=l j=l 
with (12) and (13), we deduce 
‘?z* I z91 I’ G 2 f, tjxj(l U I* + l ) - f tj”(l U I2 + E) + C, 
j=l j=l 
= 4z2(l 0 I2 + 4 + c, , (14) 
where C, = ~~~~ {2tjAj[(zi , xj) - 1 u I2 - ~1 + +“[I u I2 + F - I xj I”]} is a 
constant depending only on E, not on n. Since A, -+ 00, we conclude from (14) 
that 
liT:zp I z, I2 < I u I2 + E 
for all E > 0 sufficiently small. Thus lim sup I z,, ( < 1 u / , and since z, + u 
weakly, it follows that z, + u strongly. Q.E.D. 
Proof of Theorem 1. If [x, w] E A then the assumption (1) on A guarantees 
that 
NW, 4 + (WV 41 < mf. I(=5 4 + (w, 41, 
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so (EP, X) ;I- 0. Since A is maximal monotone, this implies 0 E d(0). The varia- 
tional inequality 
(ZLC’, .\’ - 2~) :;r 0 ‘d[s, 201 E ;1 
therefore has a solution u (and, since A is masimal monotone, every solution 
is in ,4-l(0)). \Ve can apply Theorem 1 of [5] (taking C = H) to conclude already 
that {zn} converges zceakly to a solution of the variational inequality (hence, to a 
point of -J-l(O)). (Strictly speaking, taking C = H requires that D(3) = H 
because it was assumed in [5] that C C D(A). The only function of that hypo- 
thesis was to assure {xJ C D(A), h owever, a fact we are now assuming.) Thus 
it suffices to show that (z,} converges strongly. 
We have 
1(7L$ , Xj) + (zuj , .q)l < nr[(zci ) Xi) + (Wj , Xj)]. 
Multiplying by 2titj and noting (from (2)) that tjZUj = Sj - xjtl , 2tj(xj , zj) = 
1 xj I2 - I sj+l I2 + I .xj - xj+I 12, we find 
2 I ( t , “ j  , xj - .vj+l) + (tjxj ) .x-j - xi+l)l 
< ilf[tj(l Sj I2 - I Xi+1 I”) + tj(l -1cj 1’ - / Xj+I I”) 
+ tj / mj -- xj+1 12 + tj 1 xj - xj+I I”]. 
Summing for k .< i, j < 71, we therefore have 
n-1 n-1 
2 I( 1 c tpj 1 ti ) x‘li - J, i-l; i=k 11 [ 
n-1 
< M I xk I2 - I xn I2 + C 1 xi - xifI I2 . (15) 
id 1 
The first conclusion we draw from (15) is that 
and hence, by (4), that lim sup I x, I2 < lim inf 1 .xk. 12. Thus (5) is satisfied. 
Now it is clear from (3) that 
for any k. Returning to (15), we deduce (since (~~1) is bounded) 
(7) follows at once; by Lemma 1, {.zn} converges strongly. QED. 
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If A is an odd monotone operator, it satisfies (1). More generally: 
THEOREM 2. Suppose A is maximal monotone and there exists a unitary 
operator U E L(H, H) such that U”” = I for some positive integer m, 1 E p(U), the 
resolve& set of CT, and A( Ux) = U(A x ) f or all x in D(A). Then A satisfies (1). 
Proof. Let [x, ZL’] E A and [y, V] E -4. By assumption, Ujv E A(Ujy) for 
j-0,1,2 ,..., hence by the monotonicity of rZ, 
(W - C%, x - Ujy) 3 0. 
Noting that (Ujv, Ujy) = (v, y), we therefore find 
(w, ‘2.) + (24 y) > (Ujv, x) + (24 UjY). (16) 
The assumptions on U guarantee ~~=~’ Uj = --I; so on summing (16) for 
j= 1 tom- 1, wefind 
Cm - 1) NW, 4 + (v,r)l > -(w, y) - (v, 4. 
But since A is monotone, 
(w, x) + (74 Y) 2 (WI Y) + (v, 4. 
(1) immediately follows. Q.E.D. 
Remark. If  A is odd we can take U = ---I. In general it is possible to con- 
struct operators rZ which are not odd which satisfy a condition of the type of 
Theorem 2. For example, let U = a counterclockwise rotation of 120” in the 
plane. It is easy to construct a convex function f  : R* + R such thatf(Ux) =f(x) 
for all x, but f  (-x) # f(x) unless x = 0. A simple computation shows 
U(8f) = af(U), but 3f is not odd. 
While the ergodic theorems of Baillon [l], [3] are not directly recoverable 
from [5] or Theorem 1, because condition (4) may not be satisfied, they can 
still be recovered from the ideas of Lemma 1. We prepare: 
LEMMA 2. Let Q = [qij] be a Toeplitz matrix, and suppose {xn} is a bounded 
sequence in H while zi = xi qijxj . I f  
lirn+yp lim sup lim sup(x, - x,, , zn) < 0 n-r, n+m (17) 
then {z,J converges weakly. 
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Proof. A Toeplitz matrix Q is an array [qij] (1 .< i, j < co) such that 
Since {x,} is bounded and Q is Toeplitz, (z,} is bounded. Let F be the set of 
weak subsequential limits; we prove F is a singleton. 
For (T in F we surely have 
Thus by (17), 
(Xk - “%a 9 u) < lim sup(.vk - x, , 2,). n-rm 
liy+;up lirn+yp(x, - x, , c) < 0. 
Therefore {(x,, , u)} converges, and since Q is Toeplitz, {(z~ , u)} converges also. 
It follows that (a, 6) is independent of the choice of cr, 5 in F, hence, as in the 
proof of Lemma 1, F is a singleton. Q.E.D. 
THEOREM 3. Suppose C is a closed conwex subset of H, T: C - C is non- 
expansive, and 0 < t, < 1 for all n. Define {z,} inductively by xl E C, 
X n+l = (1 - tn) x, + t,Tx, 
z, = i tjxj@ tj . j=l j=l 
I f  {xn} is bounded then {zn} converges weakly to a point 0 of C; if also C t, = co, 
then o is a fixed-point of T. 
Remark. Taking t, = 1, we recover Baillon’s original theorem [3]. 
Proof. Since C is T-invariant and convex, x, E C and hence Z, E C for all n. 
I f  z t, < co then x t,x, converges absolutely and so 
so without loss of generality we may assume x t, = CO. Put Q = [qii], where 
qij = tj/~~=, t, for j < i, qij = 0 for j > i. Then Q is a Toeplitz matrix. 
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Define r: C -+ R by r(y) = lim SUP+~ 1 x, - y 12. It is known that r has a 
unique minimizer (Edelstein [6]), and that r(Q) < Y(Y) for any y ([7], Theorem 
4.20. Thus the unique minimizer of r is a fixed-point of T. 
Put A = I - T. A simple computation shows 
(Ax, y) + (x, Ay) - (Ax, Ay) < (Ax, x) - 4 ( -4.x Ia + (.4y, y) - $ / ‘4~ 12. 
(18) 
(It is this richer structure of contractions which permits us to drop condition 
(4).) Taking x = xi, y = xj , multiplying by titj , and noting that t,Ax, = 
x, - xntl , we obtain 
(Xi - Xi+1 , tjXj) + (Xj - Xj+l ( tjXi) - (Xi - Xi+1 ) Xj - Xj+l) 
d ti[(xi - xi+1 > xi) - $ti AX~ I”] + t,[(xj - xj+l ) Xj) - &tj 1 AX, I”]. 
On the other hand, 
(Xi - xi+l 9 Xi) - +tj 1 AXi 12 < (Xi - xi+1 ) Xi) - $2 ( AXi 12 
= g ( xi 12 - * 1 xi+l (2. 
Thus 
(Xi - Xi+1 1 tjXj) + (Xj - Xjfl 9 t,x,) - (Xi - Xi+1 3 Xj - Xj+l) 
d tj(l Xi I* - I xi+l I”) + ti(l Xi I* - I xj+l 1”). 
(19) 
Let K < m < ?t and put h,,i = xi=k t j  , Zl;,i = xi=, tjxj/h,,i. Summing (19) 
fork<i<m,k<j<n,weobtain 
< xk,n-,(l xk I2 - 1 xm I”> + hk,m-l(l xk I2 - I &z I’>. (20) 
Now lim,,, hk,n--l = CO and limn+,(zm - zkVnpl) = 0. Dividing (20) by 
Ar.n-1 and letting n + CO therefore results in 
li$+ydxk - h , %&) < (1 .rk I2 - I x?n I”), 
or 
li:+sip(x, - x, ,z, -f) <(I xg -fl” - I xm -f12). (21) 
If f is chosen so (I x, - f I} converges-for example, if f is a fixed-point of T 
(we know such exist because Y  has a minimizer)-then (21) implies 
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Since Q is a Toeplitz matrix and Zrr --f’ = xi Q,~~(.Y~ - f), Lemma 2 implies 
{zn -f> converges weakly to a point 0 -f; thus x,?, - (T weakly. 
It follows from the proof of Lemma 2 that lim,n,,(.v,, - f ,  G - .f) = 1 o -f 1"; 
therefore (1 N, - (3 I} converges, because 1 s,, - 0 jp = / N, -f I2 + 2(,x,, -f, 
f-o)+ 1 D - f  Ia. From the identitl 
we therefore conclude 
Thus 0 is the unique minimizer of Y in C, and is therefore a fixed-point of T. 
Q.E.D. 
When t, = 1, the following is due to Baillon [l] : 
THEOREM 4. Assume, in addition to the hypotheses of Theorem 3, that C is 
symmetric about 0 and T is odd. Then {q,} converges trongly to (T. 
Proof. Since T(0) = 0, {xn} is automatically bounded. As in Theorem 3, the 
case C t, < to is trivial, so we may assume C t, = co. 
Replacing y  by -y in (18) changes the sign of the left-hand side but not the 
right, because iJ is odd; thus (18) is valid if the left-hand side is encased in 
absolute value signs. Taking m = II in the analogue of (30) and letting n -+ CO 
therefore results in 
2 . lim sup I(.xk - x,, , z,)l < 1 sli I f  - lim 1 zc, Ia. 
n+m n’s 
(The sequence {I .Y~ I} converges because 0 is a fixed-point of T.) It is clear that 
(5), (6), and (7) are satisfied, so, by Lemma 1, (z,) converges strongly. Q.E.D. 
Note added in proof. The proof of Corollary 1 of [5] contains an oversight; therefore 
Corollaries 1 and 3 of [5] stand as not proven. 
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