ABSTRACT In dialogue systems, understanding the user utterances is crucial for providing appropriate responses. A traditional dialogue act classification (DA) task is to classify each user reply into ''ACCEPT, REJECT, PROPOSE, and others''. In contrast, in this paper, we define the DA task on multiple round conversations between humans. The re-defined task is to classify a full dialogue according to the intention of one participant. We term this task as intention classification (IC). We, then, propose a hybrid neural network-based ensemble model for solving this problem. Two novel ensemble schemes are introduced for combining the classification results or features from various classifiers. One is ensembling features from each individual classifier using stacking, and we term this scheme as SFE. The other is adding wrong examples' weight to loss functions of each individual classifier using the AdaBoost scheme, and we term this scheme as MN-Ada. We have empirically examined the performance of the proposed ensemble schemes by using three popular deep neural networks, as well as one newly modified networks for IC. Extensive experiments have been conducted on a Chinese dialogue corpus. Our model can achieve state-of-the-art accuracy on the experimental dialogue corpus.
I. INTRODUCTION
Traditional DA task is to assist in generating smooth humanmachine conversations. Therefore, it focuses on the task of classifying the responses of the human participant regarding the machine's suggestion. DA task obtain a category for each sentence. In this paper, we are interested in a more complicated dialogue scenario. For telecom carriers, custom services receive a huge amount of calls regarding charges, package enquiry and so on. Monitoring and analysis such calls can assist the companies to figure out custom preferences, their own service quality, and potential operating problems. In such a scenario, the specific task is to figure out the real intention of customers from a full dialogue. For example, costumers may call to enquire about some usage of their charges or change a phone package. We need to classify the purposes of these calls. This task is termed as intention classification (IC) task. Part of the challenges lie in multiple round conversations, spoken language and imperfect speech recognition results (Dialogues are the output of a speech recognition module). Besides, in numerous cases, the caller changes their minds over the conversation. Some examples of such conversations is given in Appendix A. It is worth mentioning that our system is already on line, we can deal one million dialogues one day.
IC task in essence is a special case of document classification (DC). In nature language processing (NLP), DC is one of the fundamental tasks. It has broad applications including topic classification [1] , sentiment analysis [2] and information retrieval like spam detection [3] . Traditional approaches for DC are based on support vector machine (SVM) with hand-crafted features like Term Frequency-inverse Document Frequency (TF-IDF) feature [4] . Recently, deep neural networks are wildly used for learning better representation in DC. Related studies include Convolutional neural networks (CNN) [5] and Long Short-Term Memory networks (LSTM) based on Recurrent Neural Networks (RNN) [6] .
In real world DC applications, instead of relying on individual machine learning classifiers, in order to achieve better prediction performance, researchers often apply ensemble to classifiers [7] , [8] . Ensemble methods are learning algorithms that construct a set of classifiers. Predictions are made by taking a vote from each individual classifiers [9] . Commonly used ensemble functions include bagging [10] - [12] , boosting [13] and stacking [14] . Bagging is a method that generate multiple versions of a predictor and use them to get an aggregated predictor. It is often stuck in over-fitting when the number of ensemble models is relatively small. Stacking is a method similar to K-fold cross-validation, which can alleviate the over-fitting problems. It is a hierarchical structure, the output of one layer is the input of its next layer. Traditional stacking only ensembles outputs of each predictor as inputs to its next layer, we abbreviate this traditional method as SRE.
Given the real word application context of IC, in this paper, we focus on ensemble schemes that can take advantages of the outputs of multiple classifiers. SRE only considers the classification result of each involved classifiers. As mentioned above, when diverse features are included in classification tasks, predication accuracy usually increase. Inspired by this, instead of a single classification result for stacking, we propose to ensemble abstract features trained from each involved classifier for stacking (SFE). In SFE, we splice together abstract features extracted from each classifier for preserving more information, and ensemble them as input of a new classifier for final predictions.
For boosting schemes, traditional boost uses machine learning methods as weak classifiers and train weak classifier one by one. In order to train each individual weak classifier to focus on different aspects of data features, we need to hand picking features as input. We adapt the boost scheme to our IC task by incorporating weight information to the loss function of each individual classifier so that the above training process can automatically adjust training focus.
In order to test the proposed schemes, we select three popular NN based classifiers. Since IC in essence is a DC task, the selected classifier are reported to show competitive performances in normal DC tasks. However, in IC tasks participants might change minds during conversations. To capture this dynamic, we modified a CNN-LSTM so that the new classifier can capture inversion of intention. We use multi channel CNN with bidirectional LSTM (MCNN-BLSTM) to capture more features about each sentence in a dialogue. Adding reverse inter-sentence information to make the neural network capture the real intention proposed at the beginning of a dialogue. Our contributions are summarized as follows:
1) We propose a new task about dialogue intention classification. It classifies a full dialogue into a category, which can represent the final intention of a participant. 2) For individual classifier of the IC task, we modify CNN-LSTM by taking into consideration that participants' intention might change in a dialogue. 3) We propose two multi-model ensemble schemes.
Experimental results show that our ensemble schemes can achieve state-of-the-art result. The rest of this paper is organized as follows: Section 2 presents the related work. The details of MCNN-BLSTM are given in Section 3. The two ensemble scheme we proposed are given in Section 4. Experimental results and discussion are presented in Section 5. We draw conclusions in Section 6.
II. RELATED WORK
Classifier ensembles have shown promising advantages over single classifiers. Many experiments have verified this view. Drucker compares the performance of three types of neural network-based ensemble techniques to that of a single neural network. He finds that for a given computational cost, boosting is always best [15] . Maclin evaluates Bagging and Boosting on 23 datasets using both neural networks and decision trees as classification algorithm [16] . The results show that an ensemble is often more accurate than any of the single classifiers in the ensemble.
Then, some more effective ensemble schemes based on traditional bagging and boosting are proposed. For example, random forest (RF) adds additional randomness to bagging [17] . This counterintuitive strategy turns out to perform better than individual classifiers. It is also robust against over-fitting. These two methods show best accuracy on some synthetic datasets. AdaBoost for multi-class classification is proposed by Zhu et al. [18] . It directly extends the AdaBoost algorithm to the multi-class case without reducing it to multiple two-class problems.
Recent years, some researchers put their attentions on using ensemble methods with deep neural networks. Ju investigated multiple widely used ensemble methods with deep neural networks as candidate algorithms in image recognition tasks [19] . Across all of their experiments, the Stacking achieved best performance among all the ensemble methods in image classification. Strauss propose to use ensemble methods as a defense strategy against adversarial perturbations in deep neural networks [20] . The experiments show that ensemble methods not only improve the accuracy of neural networks on test data but also increase their robustness against adversarial perturbations. According to these works mentioned above of ensemble functions, we proposed our new ensemble schemes based on Adaboost and Stacking, which are proven effective. We use neural networks as basis model for they are exploited in DC task to automatically learn a good representation.
For DC problems, Common solutions are CNN, LSTM, their variants or combinations [3] . Kim [21] and others first propose to use CNN as a text classifier. In their study, the authors test different parameters and unsupervised pretraining of word vectors with fine-tuning to obtain the best classification result. Yin propose a multichannel variable-size Convolution (MVCNN) for DC tasks. MCVNN combines diverse versions of pre-trained word embeddings and use variable-size convolution filters to extracts features [22] . It achieves state-of-the-art performance on four tasks including small-scale binary, small-scale multi-class and large-scale Twitter sentiment prediction and subjectivity classification. Ji and Dernoncourt present a model based on RNN and CNN that incorporates preceding short text [23] . They also conduct a detailed comparison on the classification effect of RNN FIGURE 1. The framework of the MCNN-BLSTM model. Take the appendix A-A as example, we show the word-level input and character-level input for the first and last sentences, respectively. We also show the padding function for MCNN-LSTM in the figure for the last sentence. For this example, the final category is Handle because of it obtain the biggest score in the probability distribution.
and CNN for precessing short text. In different datasets the two classifiers have different performance, but both better than linear classifier like Support Vector Machine (SVM), naive Bayes. The model C-LSTM combines CNN and LSTM for sentence representation [24] . It utilizes a CNN to extract a sequence of higher-level phrase representations, and then feed them into LSTM to obtain the sentence representation.
III. MCNN-BLSTM
The architecture of this model is shown in Figure 1 . Assume that a dialogue has m sentences and each sentence contains n words and t characters. There are total D dialogues in datasets. The proposed model first projects a full dialogue into a vector representation, on which we bulid a classifier to perform IC. In the following, we present how we bulid the dialogue level vector progressively from word vectors by using the hierarchical structure of MCNN-BLSTM.
A. SENTENCE REPRESENTATION
We denote a sentence with
jn /c i jt }, i refers to the ith dialogue in a dataset, r is the role information, w i jn and c i jt are the words and the characters of s i j . We first embed them into two vectors. One is a word embedding e sw j , the other is a character embedding e sc j . Then, a convolutional step is carried out to convert these two embeddings to their corresponding feature maps. For the word embedding e sw j , its feature map fw j is calculated by fw j = φ(ω 1 · e sw j + b 1 ). For the character embedding e sc j , its feature map fc j is calculated by fc j = φ(ω 2 · e sc j + b 2 ). ω 1 and ω 2 are both a set of different convolution kernels in the MCNN and shared by every sentence.
Then we take a k_max_pooling in fw j and fc j . Top k values in both fw j and fc j are extracted to form two fixed length vectorial representations, respectively. The two vectorial representations are concatenated to get an annotation of the sentence s i j , as demonstrated in the following equation. 
We then generate the representation d ip of d i by concatenating the forward last output − → h i m and the backward last output 
wherep(d i ) is the probability distribution of each intention category. We use cross entropy as training loss:
where p(d i ) is the real probability distributions of each category. The category with the highest probability is the final classification result of d i .
D. DETAILS OF PADDING
In NLP, padding is used to compensate places at the edge of an input so that words at the beginning and the end of a sentence can be involved in convolution. The same idea applies to dialogues as well. For MCNN-BLSTM, we first apply padding to each sentence so that all of them are of the same length n or t. Also each dialogue goes through padding to get same length m. If any sentence or dialogue length is larger than predefined parameters, they are truncated.
Model-R:
In our IC task, the dialogue participants have different roles, inquirer, custom service and irrelevant people. In order to involve in such information in the classification models, we extend the representation of a sentence s i jp to
, r i j refers to the role information of s i j . As shown in Figure 1 , the r i 1 and the r i m represent the role information of s i 1 and s i m , respectively. Specifically, we use numerical values 1, 2, and 3 to represent these roles. In this article, we attach a letter ''R'' to a model name, like MCNN-BLSTM-R, to indicate that the role information is included in the sentence representation.
E. RELATION TO CNN-LSTM
The MCNN-BLSTM model is designed based on the model CNN-LSTM [25] . Different from the original model, we use both words and characters to represent sentences. We add characters' feature for making up some errors caused by word segmentation. We also use bidirectional LSTM instead of the original LSTM, because the real intention may appear at the beginning or the end of a dialogue. The further back a cell locates in LSTM, the more important it is. Using bidirectional LSTM can consider intentions at either the beginning or the back of a sentence.
IV. MULTI-MODEL ENSEMBLE SCHEME
In this section, we introduce our Multi-model ensemble scheme for the proposed IC task. We first introduce the scheme that use AdaBoost to neural networks. Then we present our improved stacking scheme SFE in details. Let T = T 1 , · · · , T b , · · · , T M denote individual classifiers in these two ensemble scheme, M is the total number of classifiers.
A. MN-ADA Figure 2 (a) presents the architecture of MN-Ada. Traditional AdaBoost is a series structure, which trains weak classifiers one by one. It pays more attention to misclassified dialogue by increasing the weighting µ i at its next model. The initial weight of each dialogue is µ i = 1/D. We apply this idea to neural networks by adding µ i in loss function. Each classifier T gets a weight α T based on its performance:
where err T is the error rate of individual classifier T . The K represents the number of categories. The bigger err T is, the smaller α T . It means the less effective the model is, the smaller the contribution to the final ensemble. The log(K − 1) is to guarantee that the value of α T is positive, when value of err T is bigger than 1/2. After getting α T , we update µ i by Equation ( 8) .
where of g(f (x)) can only be zero or one. When f (x) is true, the value of g(f (x)) is one, otherwise it is zero. By the equation (8), when classifier T gives wrong result on d i , µ i becomes bigger in order to achieve greater weight distribution for misclassified dialogue. Then we add µ i to cross entropy loss L for every classifier T , which is calculated by Equation (9) .
The p(d i ) andp(d i ) in loss function represent the actual probability distribution and the predicted probability distribution, respectively. By multiplying weights µ i to the loss function, we make a current classifier place more emphasis on examples that a previous classifier gives wrong results. We then repeat these steps for each classifier and calculate a weight α T for each individual classifier. We also get a result k from each individual classifier for each dialogue d i . Then the final category is obtain by Equation (10) .
The final predicted category of d i is the valuek that makes Equation (10) maximum. Figure 2 (b) presents the architecture of SFE. In this scheme, we first divide a training set into M different sets, which is the same as the number of models. Similar to a k-fold cross validation, M − 1 out of the M folds are treated as a training set, the rest one set serves as a validation set. For each split of the training set and the validation set (M split in total), we train one individual classifier, we call this individual classifier a sub-classifier
B. SFE
Next, for the ensemble step, we apply another classifier, which is a multilayer perceptron (MLP). For the input of this MLP, in traditional stacking scheme, it is a vector constructed from the output (i.e. predicted category of each dialogue) of each individual classifier. In our proposed ensemble scheme, we use the input of each individual classifier's last hidden layer to construct the input. Obviously, the new input vector is much larger than the traditional one. We hypothesise that such an operation can preserve more information from each individual classifier for the ensemble to perform classification, and it can further improve classification accuracy.
Since this new input vector consists of component vectors provided by each individual classifier, we present how one component input vector is constructed, and the rest component input vector are generated in the same way. For one instance in the original training set, for each sub-classifier T b we first decide which sub-classifier's validation set that the instance belongs to. Then, we propagate the instance through that specific sub-classifier to its last hidden layer to get a corresponding component vector v b r . When we ensemble a set of different sub-classifiers, the size of vectors v b might be different. In order to convert each component vector to the same size, we then apply principal component analysis (PCA) to v b , and only keep the first a values to get v b r . Their process is applied to all M classifier to get a complete input matrix F for the MLP. The final classification is obtained by equation (12) .
V. EXPERIMENT
In this section we introduce our datasets, data preprocessing, experiments setting and experiment results.
A. DATASETS AND DATA PREPROCESSING
We use two Chinese dialogue datasets. They are both provided by a telecommunication network carrier. They are speech recognition outputs of conversations between humans.
As in Table 1 , we can see that these two datasets both have the characteristics of short sentence length and long dialogue length. In our experiments, we set the max sentence, character and dialogue length 10, 15 and 22 in data1, and 12, 20, 26 in data2, respectively. The data1 has 40253 pieces of data and data2 has 15225 pieces of data, this amount of data is sufficient for training compare with the amount of data in the public data set like MR 1 1 and CR. 2 According to the contents of dialogues, we divide data1 into six categories and data2 into three categories. These categories are also defined in the on line system. Examples of classification criteria for data2 used in this study are given as follows: 1) Complaints: unsatisfied with the service. 2) Handle: handle a business.
3) Inquire: consult product features. We have conducted two series of experiments. In one experiment, the IC task is to classify given dialogues into three classes, which are complaint, handle and inquire. In the other experiment, the IC task is to distinguish whether the given dialogue is emotional or not. Data2 has three role categories, which means that there are up to three people involved in one conversation. Data1 does not have role information. In our experiments, the ratio of the training set to the validation set for the two datasets is 9:1. We show three dialogue examples at Appendix A. They represent three different categories and they all have a intention change. For example, the example in Appendix A-C, although it has the intention of inquire at beginning, it belongs to the class complaints.
The preprocessing of the datasets includes changing traditional Chinese to simplified Chinese, converting Chinese number to Arabic numerals, 3 removing telephone number and ID number. We use ICTCLAS 4 to segment words. After obtaining the segmented dialogue, we generate a stop words dictionary based on our datasets by calculating TF-IDF value of each word and taking the top 5% from the smallest values to largest values.
B. IMPLEMENTATION DETAILS
For the word embedding process that generates vectorized presentation of words, 300-dimensional word2vec vectors are used for initialization. As for the char embedding, 50-dimensional word2vec vectors are used for initialization. We use the two experiment datasets and one more Sohu News Corps 5 to train them. The initial word embedding network weights are generated from range [−0.01, 0.01] by using uniform distribution. All of the models are optimized with the Adaptive Moment Estimation(Adam) over shuffled minibatches. We repeat each experiment for 30 times and each 10 times we use 10-flod cross-validation. All of the experiments are under Debian system, Linux 8.9 and python 3.6, tensorflow1.4.
For MCNN-LSTM, the filter width of ω 1 and ω 2 are [1, 2, 3] and [2, 3, 4] and the number of them are both 64. The value of k_max_pool is 8. For SFE, the a value we keep in PCA is 100.
C. PERFORMANCE COMPARISON
The baseline methods of individual classifier in experiments include: 1) CNN: It trained on top of pre-trained word vectors for our task [21] . It show that a simple CNN with little hyperparameter tuning and static vectors achieves excellent results on multiple benchmarks. 2) LSTM: It use LSTM to represent document feature and use softmax as classifier [26] . 3) HAN: It has two levels of attention mechanisms applied at the word and sentence-level [27] . Enabling it to attend differentially to more and less important content when constructing the dialogue representation. We set the RNN size as 150, word attention size and sentence attention size as 100. The feature we want for SFE obtains after sentence attention operation, the feature size is 300.
4) VDCNN:
The VDCNN model uses only small convolutions and pooling operations [28] . It achieves state-of-the-art results on a number of public classification datasets especially on short texts. We use a 9 layers architecture as it gets best performance in all experiments. Our input is characters of dialogues, the filter size is 3 and polling size is 3. The filter number for each convolutional block is 64, 128, 256, 512. The features for SFE are coming from the k_max_pooling, as described in the article the feature size is 1536 = 3 × 512. 5) BLSTM-2DCNN: This model is described in detail in [29] . It first uses BLSTM to encoder all embedded words in new representation. Then use two layer CNN to extract the full dialogue features from new representation. Then 2D max pooling operation is utilized to obtain a fixed length vector h * and it is the whole representation of the input dialogue d i . Then it passed to a 2 fully connected layers and then send to softmax classifier layer to predict the intention. The size of feature map in CNN both 3 * 3, the 2D pooling size is 2 * 2 and LSTM size is 300. The features for SFE are get after the first fully connected layer, the size is 128. We chose the CNN and LSTM for baseline because of they are the most basic model for document classification. The other models we use for baseline because of they all get state-of-the-art accuracy on different document classification datasets.
The baseline methods of ensemble function in comparison include:
1) Random Forest(RF): Training four models separately using randomly selected data at same time. The probability of each categories in VDCNN is denoted as P VDCNN = p 1 , p 2 , · · · , p K , and so on, we get P VDCNN , P HAN , P MCNN −BLSTM , P BLSTM −2DCNN . Different with traditional RF has same weights on each model, we assign different weights for them to get final result.
2) SRE: Combing all results from four individual models and trained a supported vector machine (SVM) classifier to get final result. Experimental results are given in the Table 2 . The best results in corresponding columns are highlighted with bold font. ''Acc'' is an abbreviation of accuracy and ''Re'' is an abbreviation of recall. As explained in Section V-A, class 'A' is different from other classes, which refers to emotions.
We further divide all the six classes for data1 into two major classes, one is for emotion class and the other is for non-emotion class. Abbreviation TC is used to refer to the IC task that involves two classes. A refers to a emotion VOLUME 7, 2019 class, while EA refers to a non-emotion class. Recall EA = oc/(oc + aoc), where oc is the number of instances that are correctly classified into EA, while aoc is the number of instances that belong to EA but are classified into A. Accuracy EA = oc/(oc + ooc) where ooc is the number of instances that belong to A, but are classified to EA. The TC Acc and Final Acc respectively reflects the accuracy of classifiers for two classes and all classes. As we can see, the MCNN-BLSTM and MCNN-BLSTM-R achieve best results on EA accuracy in data1 and data2, respectively. It shows MCNN-BLSTM can capture sentiment information in dialogues well. In Table 2 , we also show the comparison between MCNN-BLSTM and CNN-LSTM. It is easy to see that MCNN-BLSTM is more suitable for our IC task, which can further improve the final accuracy respectively by 1.31% and 3.31% on data1 and data2. HAN performs well on all metric and get best result on TC accuracy in data2, and get best final accuracy in data1 compared with all single model. It shows the effectiveness of hierarchical structure with attention on capturing information. Although MCNN and DCNN do not perform prominent, the gaps from other single models are not significant on every metrics.
In data2, when comparing MCNN-BLSTM, HAN with MCNN-BLSTM-R, HAN-R, MCNN-BLSTM-R, HAN-R get better results on final accuracy. In particular, there is 4.39% increase in the final accuracy for MCNN-BLSTM-R and 0.84% for HAN-R, which get the best result in single model performance in data2. MN-Ada-R, which ensemble individual models with ''-R'' has a 0.97% increase on the basis of MN-Ada. SFE-R has a 1.22% increase on the basis of SFE. These results show role information is important in IC task and the function we add role information is effective. According to the statistical significance test, we can see the ensemble models we propose all significantly better than other ensemble functions and all single models on final accuracy. The MN-Ada is also significantly better than SFE on final accuracy.
We also ensemble two of four individual classifiers or three of four in use SFE and MN-Ada. The detailed results shown in Table 3 . It is easy to see that the performances of combine arbitrarily two classifiers, which show in Table 3 are all better than individual classifiers in Table 2 . The results show in 3 are all better than the Table 3 but lower than combining all individual classifiers in Table 2 . As we can see the SFE scheme on four individual classifiers outperforms on three individual classifiers in data1 and data2 by 0.5% and 0.34% on average, respectively. This advantage shown in MN-Ada scheme on data1 and data2 are 0.54% and 0.61%, respectively. From these results, we verify that each single classifier we use makes contribution for this task. We also ensemble other three models with CNN-LSTM, and the result show our MCNN-BLSTM more suitable for this IC task.
Almost all ensemble schemes get higher final accuracy compared with single model except SRE. Compared with the best individual model on data1 and data2, SRE has a decrease of 1.52% and 2.3% in the final accuracy. This result indicates that only use classification results as input to second layer for stacking scheme dose not combine the advantages of each model. The ensemble scheme MN-Ada gets best results on final accuracy, which is 3.1% higher than the best single model and 1.94% higher than the RF ensemble scheme in data1. In data2, MN-Ada-R do not get best results on other metrics, but get the best final accuracy, which is most important in IC task. Although SFE did not achieve the best final accuracy in both datasets, it also get second only to MN-Ada on final accuracy.
In Table 4 we listed the weights of each model in RF and the µ value in MN-Ada of each model. These values are the best experimental results corresponding to. The larger the values the more import the model is in ensemble schemes. This conclusion is correspond to the result of individual classifier.
VI. CONCLUSION
In this paper we propose a new task IC, which is to classify the full dialogue into a category according to the real intention of a customer. It is different with DA task which is classify each sentence to a category to assist in generating smooth dialogue. DA task is depending on the change of entities when IC task is depending on semantics information. Based on these differences, the solutions for DA task often need to combine simple classifier and conditional random field (CRF) to obtain entities, while the solutions of IC task need to apply complex neural network to obtain exact semantics information. We use Chinese dialogue datasets to conduct intention classification. Based on the characteristics of datasets, we propose two ensemble functions SFE and MNAda, they both get competitive performance on all metrics especially the final accuracy on both datasets. We also adapt four DC models to our ensemble function. Especially we modify CNN-LSTM to MCNN-BLSTM, which has multichannel CNN and bidirectional LSTM. The experiment result demonstrate that our improvement is effective. We add dialogue role feature to HAN and MCNN-BLSTM, and get a certain progress, compared with role feature removed. When we ensemble features from each individual classifier, which add role feature, we get state-of-the-art final accuracy on MN-Ada. 
APPENDIX A DIALOGUE EXAMPLE

