Iterative Real-Time Optimization (RTO) has gained increasing attention in the context of model-based optimization of the operating points of chemical plants in the presence of plant-model mismatch. In all iterative RTO schemes, it is necessary to wait until the plant has reached a steady-state to obtain the required information on plant performance and constraint satisfaction which leads to slow convergence in the case of processes with slow dynamics. It has recently been proposed to use a linear black-box model that is identified online to predict the steady-state values of the plant during the transient between different stationary operating points; these values are then employed in the modifier adaptation with quadratic approximation to drive the process to its optimum (Gao et al., 2016). In this contribution, this idea is extended by integrating nonlinear system identification into iterative RTO. Specifically, a Nonlinear Output Error (NOE) model is proposed to describe the dynamics of the process, thus providing a faster prediction of the steady-state of the plant. A robust scheme for the estimation of the model parameters is proposed. The performance of the strategy is illustrated by simulation studies of a continuous stirred-tank reactor. By means of the proposed methodology a fast convergence to the plant optimum can be achieved despite plant-model mismatches.
INTRODUCTION
With increasing global competition, companies in the process industry face the challenge of constantly improving their production efficiency, while meeting high quality standards, and satisfying safety and environmental regulations. Model-based Real-Time Optimization (RTO) has emerged as an attractive approach to tackling this issue (Darby et al., 2011) . The key idea in RTO schemes is to make use of a stationary nonlinear, usually first principles based mathematical model of the plant, and to use the available plant measurements to update some model parameters, with the goal of operating the process as closely as possible to its optimum. Despite the increasing acceptance of RTO by the industry, there are important limitations of the approach. One of them is the fact that in the presence of model inaccuracies, convergence to the true plant optimum is not ensured; and the optimization might lead to constraint violations. Furthermore, the problem of having to wait for a steady-state after each new setpoint has been applied to the plant is detrimental to the efficiency of the scheme, specially for slow processes.
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Instead of estimating the gradients from transient data, Gao and Engell (2016) proposed to fit a linear auto regressive (ARX) model to the transient response in order to predict the steady-state values of the system, and to use these predictions in Modifier Adaptation With Quadratic Approximation (MAWQA), which computes the plant gradients via a quadratic approximation of the steadystate data (Gao et al., 2016) . A drawback of this approach is that the dynamics of the plant must be approximately linear for the identified model to be valid, which can sometimes require waiting for the plant to be close to the steady-state.
This work extends the idea in Gao and Engell (2016) to a more generalized framework, using a nonlinear local dynamic model which is identified from plant data. Using a nonlinear model, the dynamics of the plant can be better represented, which can result in faster and more accurate predictions of the steady-state. The scheme uses the information gained from changes of the set points without introducing additional persistent excitation. The predicted steady state is used in the MAWQA scheme, in order to ensure convergence to the plant optimum despite plant-model mismatch. The paper is structured as follows: First, a brief description of MAWQA is presented. The idea of using model identification to predict the steadystate is discussed. The proposed approach is illustrated by a simulation study. Some concluding remarks and open issues for future research are presented at the end.
MODIFIER ADAPTATION WITH QUADRATIC APPROXIMATION
The general RTO problem can be stated as: min
where u ∈ R nu is a vector of manipulated plant inputs bounded by u and u, J p (u) : R nu → R is a scalar objective function, and C p (u) : R nu → R nc is a vector of plant constraints; the objective function and the constraints are assumed to be twice differentiable with respect to u. The optimization problem also depends on the process outputs y, but this dependency is considered implicitly since the process mapping u → y is imposed by the characteristics of the system.
In reality, the true process mapping is usually not known, and (1) is solved using an inaccurate model. To deal with this plant-model mismatch, a promising approach is to add bias and gradients correction terms (modifiers) to (1), which results in a problem that is solved iteratively (Tatjewski, 2002) , 
(2) where the superscript k denotes the iteration number, and the indices p and m denote the plant and the model. The bias is corrected by the zeroth-order modifiers , and the gradient correction is done by the first-order modifiers λ:
The idea of MAWQA is to estimate the process gradients by fitting a quadratic model to the data that was obtained at previous set-points. The quadratic approximation of the cost function is defined by:
with the parameter set θ = {a 1,1 , · · · , a nu,nu , b 1 , · · · , b nu , c} obtained from solving the least-squares problem
where u (ri) is part of the regression set U (k) composed of past set-points selected to guarantee well-poisedness of the regression problem. The values of the constraint functions are approximated in a similar fashion. The new set-point obtained from the iteration on (2) is additionally restricted by an elliptical trust region that is defined by the covariance of the regression set. A detailed description of the algorithm can be found in (Gao et al., 2016) .
IDENTIFICATION OF A NONLINEAR MODEL FOR STEADY-STATE ESTIMATION

Dynamic model structure
The most frequently used model structure in the context of system identification is the linear ARX model: y(k) = A(q −1 )y(k) + q −d B(q −1 )u(k) + D + e(k) (9) where y(k) is a vector of n y outputs, u(k) is a vector of n u inputs, A and B are matrices of polynomials in the backward shift operator q −1 , d is the minimum delay between inputs and outputs, D is a vector of constants to represent an offset, and e(k) is a vector of zero-mean noise. If one is only interested in the steady-state of the system, and not in the value of every parameter, a lumped vector D = B(q −1 )u(k) + D can be identified online after each set-point change to take into account the implicit dependency on the inputs u (k) . The vector D is constant during each step-response, which reduces the number of parameters that have to be estimated. The steady-state of the system can then be calculated by setting q = 1 (Gao and Engell, 2016):
A linear ARX model can be viewed as a special case of the more general Nonlinear Autoregressive Exogenous (NARX) class of models, which describe the input-output behavior of a system as a nonlinear function F of lagged input and output terms (Leontaritis and Billings, 1985) :
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