Spectral gaps of the periodic Schrödinger operator when its potential is an entire function  by Djakov, Plamen & Mityagin, Boris
Advances in Applied Mathematics 31 (2003) 562–596
www.elsevier.com/locate/yaama
Spectral gaps of the periodic Schrödinger operator
when its potential is an entire function
Plamen Djakov a and Boris Mityagin b,∗
a Department of Mathematics, Sofia University, 1164 Sofia, Bulgaria
b Department of Mathematics, The Ohio State University, 231 West 18th Ave, Columbus, OH 43210, USA
Received 20 November 2001; accepted 8 January 2003
Abstract
Consider the Schrödinger equation −y′′ + v(x)y = λy with periodic complex-valued potential,
of period 1, v(x)=∑∞m=−∞ V (2m) exp(2π imx). Let λ+n ,λ−n , and µn be the eigenvalues of L that
are close to π2n2, respectively with periodic (for n even), antiperiodic (for n odd), and Dirichlet
boundary conditions on [0,1], and let dn be the diameter of the spectral triangle with vertices
λ+n ,λ−n ,µn. We study the relationship between the rate of decay of “gap sequence” (dn) and the
rate of decay of the sequence of Fourier coefficients (V (m)) in the case v(x) is an entire function
(then (V (m)) decays superexponentially). It is proven that if |V (n)|exp(a|n|b) ∈ ∞ with a > 0 and
b > 1 then (dn exp(c n(logn)1−1/b)) ∈ ∞ for some c > 0. A special example shows that up to a
change of types a, c, this statement is sharp.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
We consider the Schrödinger equation
−y ′′ + vy = λy (1)
with a complex-valued periodic L2-potential v(x) of period 1,
v(x)=
∞∑
m=−∞
V (2m) exp(2π imx). (2)
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considered in L2(R), is an unbounded selfadjoint operator. Its spectrum is a subset of
the real line (−∞,∞) with a special structure: near each of the points π2n2 there are
spectral gaps, maybe empty (λ−n , λ+n ), or zones of instability, with {λ−n , λ+n } being pairs of
eigenvalues of (1) on [0,1] with periodic if n is even and antiperiodic if n is odd boundary
conditions. It turns out that the rate of decay of the sequence of spectral gaps γn = λ+n −λ−n
is closely related to the smoothness of v.
If v is complex valued then the Schrödinger operatorL is not selfadjoint, so its spectrum
is not real anymore. Nevertheless, if n is large enough, then near each of the points π2n2
there is a pair of complex eigenvalues {λ−n , λ+n } of (1) on [0,1] with periodic (if n is
even) and antiperiodic (if n is odd) boundary conditions. And, again there is a relationship
between the rate of decay of the sequence γn = λ+n − λ−n and the smoothness of the
potential v.
H. Hochstadt [7] observed that a real-valued L2-potential v is a C∞-function if and
only if the gap sequence
γn = λ+n − λ−n
decays faster than any power of 1/n, that is
(γn) ∈ N2 =
{
(xn):
∑
|xn|2
(
1+ n2)N <∞}
for every N > 0. Since then the question on relationship between smoothness of v and the
decay rate of (γn) was discussed in many articles and books. We refer for more information
to [10,11,13].
An effective approach (based on Fourier analysis) to this general question was
developed recently in [8,9]. In [8] it is proven that if∑
|V (2n)|2ω2(n) <∞, (3)
where
ω(n)= (1+ |n|)N exp(a|n|), N  0, a > 0, (4)
then ∑
|γn|2ω2(n) <∞. (5)
This result is extended in [9] to all weights ω such that
ω(0)= 1, ω(−k)= ω(k), k ∈ Z, ω(k) ω(k + 1), k  0, (6)
and ω being submultiplicative
ω(k + j) ω(k)ω(j), ∀k, j ∈ Z. (7)
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are also studied in [9], and it is proven that (3) for weights ω with (6) and (7) implies∑∣∣µn − (λ+n + λ−n )/2∣∣2ω2(n) <∞. (8)
If v is a real valued potential then (5) implies (3) in the case of Gevrey type weights
ω(n)= (1+ |n|)s exp(anb), s, a  0, b ∈ (0,1) (9)
—see Theorem 10 in [2].
For complex valued potentials (5) does not imply (3), but in [3] it is proven that (5) and
(8) together imply (3).
This paper addresses the same questions, but for weights
Ω(n)= exp(a|n|b), a > 0, b > 1, (10)
or, more generally, for weights of the form
Ω(n)= exp(ϕ(n)), (11)
where ϕ is a convex even function with ϕ(n)/n → ∞. Observe that the main results
in [2,8,9] are formulated and proven for subexponential weights, while the weights (10)
and (11) are superexponential, i.e.,
lim sup
logΩ(n)
n
=∞.
So, roughly speaking, here we study the case where (V (n)) decays more rapidly than
exp(−C|n|), ∀C > 0. Of course, it is the same to say that we study the case where the
potential v is an entire function, since the series (2) converges for any complex x if and
only if Fourier coefficients of v decay superexponentially.
2. Preliminaries
Our approach to analysis of the relationship between the decay rates of Fourier
coefficients (V (n)) of a 1-periodic potential v(x) with V (0) = ∫ 10 v(x)dx = 0 and the
corresponding “gap sequences” γn = λ+n − λ−n and δn = µn − (λ+n − λ−n )/2 follows the
Kappeler–Mityagin approach [8,9]. In particular, the fundamental equations (2.5)–(2.7),
p. 623, in [8] are very important for us as well; we remind now some details from [8,9].
For L2-potential v(x) =∑V (2k)e2π ikx on [0,1], either real- or complex-valued, we
consider the equation
−y ′′ + v(x)y = λy, x ∈ [0,1],
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y(0)= y(1), y ′(0)= y ′(1), (12)
or antiperiodic boundary conditions
y(0)=−y(1), y ′(0)=−y ′(1). (13)
In either case, corresponding eigenfunctions f extended on [1,2] as f (1 + x)= f (x) in
the case (12), or as f (1 + x)=−f (x) in the case (13), produce eigenfunctions (with the
same eigenvalues as in (12), (13)) of the Hill’s operator
−y ′′ + v(x)y = λy, 0 x  2, (14)
with periodic boundary conditions
y(0)= y(2), y ′(0)= y ′(2).
Pairs {λ−n , λ+n } of eigenvalues of (14) are close to π2n2 for n large enough; if n is even (or
odd) they come from (12) (or (13)). The pure Fourier method with
y(x)=
∞∑
−∞
fpe
π ipx, 0 x  2,
transforms (14) into the system(
π2p2 − λ)fp +∑
m∈Z
V (p−m)fm = 0, p ∈ Z, (15)
where V (j)= 0 if j is odd. If we look for eigenvalues close to π2n2 and put
λ= π2n2 + z
then the system (15) could be split into a system of two scalar equations
(a) − zx + V (−2n)y + [SnJ V̂ ,F ]= 0,
(b) V (2n)x − zy + [S−nJ V̂ ,F ]= 0, (16)
where
x = f−n, y = fn, F = (fk)k∈Z(n), Z(n)= Z \ {−n,n},
and one vector equation in 2(Z(n))
x · (SnV̂ )+ y · (S−nV̂ )+ (An − z)F = 0, (17)
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S : {g(k)}→ {g(k + 1)}, J : {g(k)}→ {g(−k)},
and An : 2(Z(n))→ 2(Z(n)) is defined by the matrix
An(k, j)= π2
(
k2 − n2)δkj + V (k − j), k, j ∈ Z(n). (18)
For n large enough the operator (An − z) is invertible and (17) determines F in terms
of x, y. If we substitute this F into (16) we come to two linear equations for x, y (see
[8, (2.14), p. 624]) (−z+ α(−n, z) B−(−n, z)
B+(n, z) −z+ α(n, z)
)(
x
y
)
=
(
0
0
)
, (19)
where
α(n, z)= 〈S−nJV, (z−An)−1(S−nV )Z(n)〉, (20)
B−(n, z)= V (−2n)+ β(−n, z), B+(n, z)= V (2n)+ β(n, z) (21)
with
β(n, z)= 〈S−nJV, (z−An)−1(SnV )Z(n)〉. (22)
A nonzero solution (x, y) for (19) exists if and only if z is a root of the determinant of
this system. With
α(−n, z)= α(n, z) (23)
(Lemma 2.2 in [8]) it means that for
ζ = z− α(n, z), (24)
ζ 2 −B−(n, z)B+(n, z)= 0. (25)
Let ‖V ‖ be the norm of (V (n)) in 2, that is ‖V ‖ = (∑ |V (k)|2)1/2. By Lemma 0.4
in [9] there exists an absolute constant K  1 such that for n > n0 := 2K(1+ ‖V ‖)∣∣z±n ∣∣M =K(1+ ‖V ‖), z±n = λ±n − π2n2. (26)
In [9], Lemma 1.5, it is proven that for every fixed n n0∣∣∣∣ d α(n, z)∣∣∣∣ 44 2 ‖V ‖2 < 1/2.dz π n
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1/2<
∣∣∣∣ ddzζ(z)
∣∣∣∣< 3/2.
From here it follows
2−1
∣∣z+n − z−n ∣∣ ∣∣ζ (z+n )− ζ(z−n )∣∣ 2∣∣z+n − z−n ∣∣,
so, taking into account that ∣∣λ+n − λ−n ∣∣= ∣∣z+n − z−n ∣∣
we obtain
2−1
∣∣λ+n − λ−n ∣∣ ∣∣ζ+n − ζ−n ∣∣ 2∣∣λ+n − λ−n ∣∣, (27)
where ζ+n = ζ(z+n ) and ζ−n = ζ(z−n ). Now from (25) it follows∣∣ζ±n ∣∣= ∣∣B−(n, z±n )B+(n, z±n )∣∣1/2 max{∣∣B−(n, z±n )∣∣, ∣∣B+(n, z±n )∣∣}, (28)
therefore ∣∣ζ+n − ζ−n ∣∣ ∣∣ζ+n ∣∣+ |ζ−n | 2 max{∣∣B−(n, z±n )∣∣, ∣∣B+(n, z±n )∣∣}.
Thus by (27) we obtain∣∣λ+n − λ−n ∣∣ 4 max{∣∣B−(n, z±n )∣∣, ∣∣B+(n, z±n )∣∣}. (29)
On the other hand, if µn denotes the Dirichlet eigenvalue of (1) on [0,1] that is close to
π2n2, then |µn − λ+n | and |µn − λ−n | can be estimated from above by a multiple of the
right-hand side of (29)—this follows immediately from Theorem 3.5 and formula (2.28) in
[9]. More precisely, let
dn = max
{∣∣λ+n − λ−n ∣∣, ∣∣µn − λ+n ∣∣, ∣∣µn − λ−n ∣∣}, (30)
where λ+n , λ−n , and µn are the eigenvalues of (1) that are close to π2n2, respectively with
periodic (for n even), antiperiodic (for n odd), and Dirichlet boundary conditions. Then the
following statement holds.
Proposition 1. If n n0 then
dn  Cmax
{∣∣B−(n, z±n )∣∣, ∣∣B+(n, z±n )∣∣}, (31)
where C is an absolute constant.
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need, in view of (21), an explicit form of β(n, z).
Proposition 2. For n n0 = 2K(1+‖V ‖) and |z|M =K(1+‖V ‖) we have β(n, z)=∑∞
k=1 βk(n, z), where
βk(n, z)=
∑
j1,...,jk =±n
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)
[z+ π2(n2 − j21 )] · · · [z+ π2(n2 − j2k )]
. (32)
Moreover, for |z|M
|β(n, z)| S(n)=
∞∑
k=1
Sk(n), (33)
where
Sk(n)=
∑
j1,...,jk =±n
|V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)|
|n2 − j21 | · · · |n2 − j2k |
. (34)
Proof. By (22) we have
β(n, z)= 〈S−nJV, (z−An)−1(SnV )Z(n)〉.
Further, as usual, we identify operators in 2 with corresponding matrices. Set
Dn = π2
(
k2 − n2)δkj , V = V (k − j);
the operator z−Dn is invertible for n n0 and |z|M , and we have by (18)
z−An = z−Dn − V = (I − Tn)(z−Dn),
where
Tn = V (z−Dn)−1, (35)
so
(z−An)−1 = (z−Dn)−1(I − Tn)−1.
By Lemma 2.1 in [8]
‖Tn‖2  const/|n|< 1/2 for |n| n0,
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(I − Tn)−1 =
∞∑
k=1
T kn , |n| n0.
Thus
(z−An)−1 =
∞∑
k=1
(z−Dn)−1T kn ,
so β(n, z)=∑∞k=1 βk(n, z), where
βk(n, z)=
〈
S−nJV, (z−Dn)−1T kn (SnV )Z(n)
〉
.
Now taking into account that
(z−Dn)−1 = 1
z− π2(k2 − n2) δkj (36)
we obtain (32).
On the other hand, for n n0 and |z|M we have∣∣z+ π2(n2 − k2)∣∣ π2∣∣n2 − k2∣∣− |z| ∣∣n2 − k2∣∣, k = ±n,
thus (32) implies (33). ✷
If v is a real-valued potential we have V (−2n)= V (2n); moreover β(−n, z)= β(n, z¯)
(see Lemma 3 in [2]), thus by (21) B−(n, z)= B+(n, z¯). These additional properties imply
that the quasi-quadratic equation (25) could be split in two quasi-linear equations. This
observation leads to the following
Proposition 3. For n n0 = 2K(1+ ‖V ‖) there exists a sequence (zn) with |zn|M 
K(1+ ‖V ‖) such that if
ηn = V (2n)+ β(n, zn), (37)
then (
1
2
− δn
)
γn  |ηn|
(
1
2
+ δn
)
γn, γn = λ+n − λ−n , (38)
with δn = ‖V ‖2/4n2 → 0.
Proof. For the proof see [2], Theorem 8, where (37) becomes the main tool and object to
analyze. ✷
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Lemma 4.
∑
j =±n
1
|n2 − j2|  4
1+ log(2n)
2n
. (39)
3. Superexponential weights
Consider a weight sequence
ω(j)= exp(a|j |b), a > 0, b > 1, j ∈ Z. (40)
Consider also a family of weights
Ωc(m)= exp
(
cm(logm)(b−1)/b
)
, c > 0, b > 1, m ∈N. (41)
Theorem 5. Suppose v(x)=∑n V (2n) exp(2nπ ix) is an 1-periodic potential such that
‖V ‖ω = sup |V (n)|ω(n) <∞, (42)
where ω(n) is the weight (40). Then
sup
n
dnΩc(2n) <∞, ∀c < c∗, (43)
where
c∗ = a1/bb
(
1
(b− 1)
)(b−1)/b
. (44)
Proof. We begin with some preliminary inequalities. Observe that by Hölder inequality
|x1 + · · · + xk|
(|x1|b + · · · + |xk|b)1/bk(b−1)/b,
so
k1−b|x1 + · · · + xk|b  |x1|b + · · · + |xk|b.
Hence
exp
(
ak1−b|x1 + · · · + xk|b
)
 ω(x1) · · ·ω(xk). (45)
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mµk exp
(
ak1−bmb
)
 exp
(
cµm(logm)b−1)/b
)
, ∀k,m ∈N, (46)
where
cµ = a1/bb[µ/(b− 1)](b−1)/b. (47)
Indeed, consider the function
ϕ(x)= µx logm+ ax1−bmb, x  1.
Since
ϕ′(x)= µ logm− a(b− 1)x−bmb
we have ϕ′(x0) = 0 for x0 = [a(b − 1)µ−1]1/bm(logm)−1/b, and ϕ′(x) < 0 for x < x0,
ϕ′(x) > 0 for x > x0. Thus
ϕ(x) ϕ(x0)= cµm(logm)(b−1)/b,
which proves Lemma 6.
Now we continue the proof of Theorem 5. By (31) in Proposition 1 the theorem will be
proven if we show that
sup
nn0
|B+(n, z)|Ωc(2n) <∞, sup
nn0
|B−(n, z)|Ωc(2n) <∞. (48)
Obviously
Ωc(m)/ω(m)→ 0 as m→∞ ∀c > 0
therefore we have for every c > 0
sup
nn0
|V (2n)|Ωc(2n) const · ‖V ‖ω <∞.
So, in view of (21), it is enough to prove that
sup
|n|n0
∣∣β(n, z±n )∣∣Ωc(2n) <∞. (49)
On the other hand, by Proposition 2
∣∣β(n, z±n )∣∣ S(n)= ∞∑Sk(n),
k=1
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j2 − j1, . . . , xk = jk − jk−1, xk+1 = n− jk) we obtain
exp
(
a(k+ 1)
(
2n
k + 1
)b)
 ω(n+ j1)ω(j2 − j1) · · ·ω(jk − jk−1)ω(n− jk),
therefore
σk(n) := |Sk(n)| exp
(
a(k+ 1)
(
2n
k + 1
)b)

∑
j1,...,jk =±n
α(n+ j1)α(j2 − j1) · · ·α(jk − jk−1)α(n− jk)
|n2 − j21 ||n2 − j22 | · · · |n2 − j2k |
,
where
α(s)= |V (s)|ω(s) ‖V ‖ω, s ∈ Z.
From here it follows
σk(n) ‖V ‖k+1ω
∑
j1,...,jk =±n
1
(n2 − j21 )(n2 − j22 ) · · · (n2 − j2k )
,
thus by Lemma 4
σk(n) ‖V ‖k+1ω
( ∑
j =±n
1
|n2 − j2|
)k
 ‖V ‖k+1ω
(
4
1+ log(2n)
2n
)k
. (50)
Fix c ∈ (0, c∗) and choose c˜ so that c < c˜ < c∗. Then obviously
2nΩc(2n)AΩc˜(2n)
for some constant A=A(c, c˜) <∞. Choose a µ ∈ (0,1) so that
c˜= cµ = a1/bb[µ/(b− 1)](b−1)/b
(see (47) in Lemma 6). Then by (46) in Lemma 6 and (50) we have
∞∑
k=1
|Sk(n)|Ωc(2n)A
∞∑
k=1
|Sk(n)| exp
(
a(k+ 1)
(
2n
k + 1
)b)
(2n)µ(k+1)−1
A
∞∑
k=1
σk(n)(2n)µk A
∞∑
k=1
‖V ‖k+1ω
(
4
1+ log(2n)
(2n)(1−µ)
)k
.
Choose nµ so that for n nµ
P. Djakov, B. Mityagin / Advances in Applied Mathematics 31 (2003) 562–596 5734‖V ‖ω 1+ log(2n)
(2n)(1−µ)
 1
2
; (51)
then by (51) we obtain
sup
nnµ
∞∑
k=1
|Sk(n)|Ωc(2n)A‖V ‖ω
∞∑
k=1
1
2k
<∞.
It completes the proof of Theorem 5. ✷
4. Real valued potentials
If the potential v is real-valued then the Dirichlet eigenvalue µn is situated between λ−n
and λ+n (see [10]), therefore the diameters of spectral triangles coincides with spectral gaps
γn = λ+n − λ−n .
By Theorem 5 if
|V (m)| exp(−const · |m|b), b > 1, (52)
then
γn  exp
(−const · 2n(log 2n)(b−1)/b). (53)
In this section we explain that the estimate (53) is “sharp” in the sense that there exists a
real valued potential v with (52) such that its spectral gap sequence satisfies for infinitely
many n an inequality
γn > exp
(−const · 2n(log 2n)(b−1)/b). (54)
Construction. Let a > 0 and b > 1. Choose a sequence of even integers
0 < t1 < t2 < · · ·< tν < · · · (55)
such that
tν+1 > 4 exp
(
atbν
)
, ν = 1,2, . . . . (56)
Set for each ν = 1,2, . . . ,
kν :=
[
t−1ν eat
b
ν
]
, 2nν := (kν + 1)tν, ν = 1,2, . . . , (57)
where [x] means the integer part of x . Observe that
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(
atbν
)
 2nν  exp
(
atbν
)+ tν, (58)
tν <
(
log 2nν
a
)1/b
(59)
and
tν+1 > 4nν. (60)
Set
V (j)=
{
exp
(−atbν ) if j =±tν,
0 if j = ±tν, v(x)=
∑
j∈Z
V (j) exp(π ijx). (61)
Theorem 7. If v is the potential given by (61) and (γn) is the corresponding spectral gap
sequence then for any constant c > 3a1/b there exists ν0 such that
γnν > exp
(−c(2nν)(log 2nν)(b−1)/b), ν  ν0. (62)
Proof. For convenience the proof is divided into several steps.
Step 1. Fix n= nν . From (60) and (61) it follows that V (2n)= 0, therefore, in view of
Proposition 3 we have
γn  |β(n, zn)|, n > n0, |zn|M.
By Proposition 2 β(n, z)=∑∞k=1 βk(n, z), where
βk(n, z)=
∑
j1,...,jk =±n
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)
[z+ π2(n2 − j21 )] · · · [z+ π2(n2 − j2k )]
.
Due to (61) a k-tuple j = (j1, . . . , jk) yields a nonzero product
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk) = 0
if and only if the numbers
x1 := n+ j1, x2 := j2 − j1, . . . ,
xk := jk − jk−1, xk+1 := n− jk (63)
belong to the set {±t1,±t2, . . .}. We call such a k-tuple j “admissible” and denote the set
of all admissible k-tuples by Jk(n). In the sequel it would be convenient to regard each
admissible k-tuple as a “walk” on the real line from −n to n with k+ 1 steps x1, . . . , xk+1;
then jm, m= 1, . . . , k, is the point reached after m steps.
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xm ∈ {±t1,±t2, . . .} satisfy the equation
x1 + · · · + xk+1 = 2n. (64)
Now we show (by induction in k) that if k < kν then (64) has no solution (x1, . . . , xk+1)
with xm ∈ {±t1,±t2, . . .}. If k = 1 the claim follows from (58) and (60). Let the claim
holds for k < k′ < kν .
Assume that (64) has a solution with k = k′. If xm  tν for allm then∑m xm  ktν < 2n
because 2n= (kν + 1)tν . So, the solution should contain some “huge” steps xm > tν. Let
xm˜ = tν˜ , ν˜ > ν, be one of the largest positive steps of the solution. In view of (60), if every
negative step has length < xm˜ then
k+1∑
1
xm  tν˜ −
∑
|xm|<xm˜
|xm| tν˜ − kνtν˜−1 > 2nν˜−1  2n,
so by (64) there are some large negative steps with length  xm˜. If there is a negative step
which length equals xm˜ one may reduce the number of steps and get a solution of (64)
when k = k′ − 2, which contradicts the choice of k′. But it is impossible to have a case
where there is a negative step with length tν1 > xm˜ = tν˜ because then the sum of positive
steps will be less than kνtν˜ < 2nν˜ < tν1 , so (64) fails for k = k′.
Since only the admissible k-tuples yield nonzero terms of βk(n, zn) the above
observation shows that
βk(n, zn)= 0 for k < kν,
therefore
β(n, zn)=
∑
kkν
βk(n, zn).
Moreover, the same argument shows that βkν+1 = 0 and βkν+3 = 0 because the equation
x1 + · · · + xk = 2n= (kν + 1)tν
has no solution with x1, . . . , xk ∈ {±t1,±t2, . . .} if k = kν + 1 or k = kν + 3. Thus
β(n, zn)= βkν (n, zn)+ βkν+2(n, zn)+
∑
kkν+4
βk(n, zn). (65)
Since v(x) is a real-valued potential the numbers {zn} are real, therefore the terms
βk(n, zn) are real-valued as well.
The idea of the proof is that βkν (n, zn) > 0 gives the main part of β(n, zn). In Step 2
we estimate βkν (n, zn) from below; the obtained lower bound would prove the theorem
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done in Steps 3–10 below; we prove that
βkν (n, zn)
∑
kkν+4
|βk(n, zn)|.
For a technical reason we consider βkν+2(n, zn) separately; it is proven in Step 5 that
βkν (n, zn)−βkν+2(n, zn).
Step 2. There exist constants ν0 and C0 > 0 such that for ν  ν0 we have
|βkν (n, zn)|>
C0
π2kν
Skν , (66)
where
Skν =
V (tν)
kν
(kν !)2t2kνν
. (67)
Indeed, it is easy to see (using the same argument as in Step 1) that there is only one
admissible kν-tuple, namely
j1 =−n+ tν , j2 =−n+ 2tν, . . . , jkν =−n+ kνtν,
so the sum βkν (n, zn) has only one term:
βkν (n, zn)=
V (tν)
kν
[zn + π2(n2 − j21 )] · · · [zn + π2(n2 − j2kν )]
. (68)
Let n0 and M are the constants from Proposition 3; then |zn|M for n n0. Choose
ν0 so that nν0  n0; then for n = nν with ν  ν0 we have |zn|  M , thus for every
m= 1, . . . , kν∣∣zn + π2(n2 − j2m)∣∣M + π2(n2 − j2m) π2(n2 − j2m)(1+M/n).
Since (1+M/n)kν  (1+M/n)n  eM we obtain that∣∣zn + π2(n2 − j21 )∣∣ · · · ∣∣zn + π2(n2 − j2kν )∣∣ eMπ2kν (n2 − j21 ) · · · (n2 − j2kν ).
On the other hand, from 2n= (kν + 1)tν it follows
n2 − j2m = n2 − (−n+mtν)2 =mtν · (2n−mtν)=mtν(kν + 1−m)tν,
therefore (
n2 − j21
) · · · (n2 − j2kν )= (kν !)2t2kνν .
Hence by (68) we obtain (66) with C0 = e−M .
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kν  2n; therefore (67), together with kν !< kνkν , implies
Skν >
(2n)−kν
(kνtν)2kν
>
1
(2n)3kν
(69)
and as well
Skν >
(kνtν)
−kν
(kν tν)2kν

(
e−atbν
)3kν = e−3atbν kν ,
so by (58) and (59)
Skν > exp
(−3a1/b(2n)(log 2n)(b−1)/b). (70)
Step 3.
∑
k>5kν
|βk(n, zn)|< 1
(2n)kν
Skν . (71)
Indeed, by Proposition 2 for n n0 |βk(n, zn)| Sk(n), where
Sk(n)=
∑
j1,...,jk =±n
|V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)|
|n2 − j21 | · · · |n2 − j2k |
.
Since V (·) 1 we have by Lemma 4
Sk(n)
( ∑
i =±n
1
|n2 − i2|
)k

(
4+ 4 log 2n
2n
)k
.
Therefore by (69)
Sk(n)
(
4+ 4 log2n
(2n)1/5
)k 1
(2n)4kν
 2−k 1
(2n)kν
Skν
thus for large enough n we obtain
∑
k>5kν
Sk(n)
1
(2n)kν
Skν .
Step 4. In Proposition 2 we estimated |βk(n, zn)| from above by sums Sk(n) given by
(34). Here we need a more precise estimate: If M = K(1 + ‖V ‖) is the constant from
Proposition 2 and ν0 is chosen (as in Step 2) so that n = nν > n0 for ν  ν0, then for
n= nν with ν  ν0 we have
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π2k
Sk(n), k  5n, (72)
where C1 > is a constant and
Sk(n)=
∑
j1,...,jk =±n
|V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)|
|n2 − j21 | · · · |n2 − j2k |
.
Indeed, by Proposition 2
βk(n, zn)=
∑
j1,...,jk =±n
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)
[zn + π2(n2 − j21 )] · · · [zn + π2(n2 − j2k )]
.
By the choice of ν0 we have |zn|M for ν  ν0, therefore (since |n2 − j2m|> 4n− 1)∣∣zn + π2(n2 − j2m)∣∣ π2∣∣n2 − j2m∣∣−M  π2∣∣n2 − j2m∣∣(1−M/(10n))
for every m= 1, . . . , k. Since (1−M/(10n))5n → e−M/2 there is a constant C1 (one may
take C1 = eM ) such that (1−M/(10n))−5n C1. Thus for k  5kν < 5n
(1−M/(10n))−k  (1−M/(10n))−5n  C1,
and we obtain
k∏
m=1
∣∣zn + π2(n2 − j2m)∣∣−1  C1π2k
k∏
m=1
∣∣n2 − j2m∣∣−1,
which immediately implies (72).
Step 5. Recall that n= nν is fixed. We say that an admissible k-tuple j = (j1, . . . , jk) is
essential if j1, . . . , jk = ±n and there exist
x1, . . . , xk+1 ∈ {±t1, . . . ,±tν} (73)
such that (64) holds and
j1 =−n+ x1, j2 = j1 + x2, . . . , jk = jk−1 + xk. (74)
In other words, a walk j is essential if the corresponding steps are not larger than tν .
Let J ′k be the set of all essential k-tuples, and let J ′′k be its complement in the set of all
admissible k-tuples Jk(n). Then we may split the sum Sk(n), k > kν , into two
Sk(n)= S′k(n)+ S′′k (n),
where S′k(n) and S′′k (n) are the subsums corresponding respectively to essential k-tuples
j ∈ J ′k and “nonessential” admissible k-tuples j ∈ J ′′k . Next we show that the impact of the
sums of “nonessential” terms is very small.
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k>kν
∣∣S′′k (nν)∣∣ exp(−a(4nν)b), ν > ν0. (75)
Proof. Fix k > kν . If j = (j1, . . . , jk) ∈ J ′′k then at least one of the corresponding steps xm
(by absolute value) is strictly greater or equal to tν+1. Taking into account (61), and then
(60), we obtain with n= nν
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk) < V (tν+1) < V (4n),
thus
∣∣S′′k (n)∣∣∑
J ′′k
V (4n)
|n2 − j21 | · · · |n2 − j2k |

( ∑
j =±n
1
|n2 − j2|
)k
exp
(−a · (4n)b).
In view of Lemma 4∑
j =±n
1
|n2 − j2| < 4
1+ log 2n
2n
 1
2
for n 32,
so there exists ν0 such that ∑
j =±n
1
|n2 − j2| 
1
2
for ν > ν0.
Hence (75) holds. ✷
Step 6. Here we estimate only the sum of the negative terms of βkν+2(n, zn). We
are not interested in positive terms of βkν+2(n, zn) because our goal is to estimate
βkν (n, zn)+ βkν+2(n, zn).
Claim.
−βkν+2(n, zn) <
1+ log 2n
8n
Skν . (76)
Recall that if we regard every j ∈ J ′kν+2 as a walk from −n to n with steps x1, . . . , xkν+3
then j ∈ J ′kν+2 if and only if
x1 + · · · + xkν+3 = 2n= (kν + 1)tν, xi ∈ {±t1, . . . ,±tν}. (77)
It is easy to see by using the same argument that was used in Step 1 that x1, . . . , xkν+3
satisfy (77) if and only if for some indices i1, i2  kν + 3 and s  ν we have
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Let σ be the subsum of negative terms in βkν+2(n, zn). Since V (·)  0 the term that
corresponds to a given j ∈ J ′kν+2 is positive if j1, . . . , jkν+2 ∈ (−n,n) because
P(j)= (n2 − j21 ) · · ·(n2 − j2kν+2)
is positive. Thus a j ∈ J ′kν+2 would yield a negative term only if either j1 <−n or jk > n(nothing else is possible due to (78)). In other words, either the first step of j should be
negative (equal to −ts ), or the last step should be negative. Let σ ∗ (respectively σ ∗∗) be
the subsum of σ related to j with negative first step (respectively negative last step). Since
j = (j1, . . . , jk) ∈ J ′ ⇔ j¯ := (−jk,−jk−1, . . . ,−j1) ∈ J ′k
and P(j)= P(j¯ ), we have σ ∗ = σ ∗∗. Thus σ = 2σ ∗, so it is enough to estimate only σ ∗.
Observe that if J∗ ⊂ J ′kν+2 is the subset of walks that generates σ ∗ then
j ∈ J∗ ⇔ ∃i2, s: x1 =−ts , xi2 = ts , xi = tν for i = 1, i2. (79)
Consider the map
τ (j) :J∗ → Z, b(j)= ji2−1;
from (79) it follows immediately that the map τ is injective. By (79) each term of σ ∗ has
the form
[V (tν)]kν [V (ts)]2
(n2 − j21 )(n2 − j22 ) · · · (n2 − j2kν+2)
, 1 s  ν − 1, j1 =−n− ts .
From
n2 − j21 = n2 − (−n− ts)2 =−ts (2n+ ts )
it follows |n2 − j21 |> 4n. Therefore, since V (ts) 1, we obtain
|σ ∗| [V (tν)]
kν
4n
Π−1∗
∑
j∈J ∗
1
n2 − τ 2(j) ,
where
Π∗ = min
j∈J∗
∏ (
n2 − j2i
)
.i =1,i2
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j∈J ∗
1
n2 − τ 2(j) 
∑
τ =±n
1
|n2 − τ 2| 
4+ 4 log 2n
2n
.
It remains to estimate Π∗. By (79) either ji = −n + (j − 1)tν − ts, i < i2 − 1, or
ji =−n+ (j − 2)tν, i  i2. In both cases each of the intervals
(am, am+1], am =−n+mtν, m= 1, . . . , kν − 1,
contains exactly one of the points ji , i = 1, i2 − 1.
Set
m∗ = max{m: am  0}.
Notice that
(i) if m<m∗ − 1 and am < ji  am+1  am∗  0 then n2 − j2i > n2 − a2m;
(ii) if mm∗ and am < ji  am+1 then ji > 0, thus n2 − j2i  n2 − a2m+1.
Now from (i) and (ii) it follows
∏
i =1,2,i2
(
n2 − j2i
)

m∗−1∏
m=1
(
n2 − a2m
) kν∏
m=m∗+1
(
n2 − a2m
)
.
Taking into account that n2 − j22 = (tν − ts)(2n− tν − ts ) > 4n, and
kν∏
m=1
(
n2 − a2m
)= (kν !)2tν2kν
we obtain
Π∗  4n(kν !)2tν2kν 1
n2
= 4
n
(kν !)2tν2kν .
Hence
−βkν+2(n, zn) |σ ∗|
1
4
1+ log 2n
2n
Skν .
Step 7. Fix k, kν + 4 k  5kν ; then
S′k(n)Wk ·Zk, (80)
where
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j∈J ′k
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk), (81)
Zk =
∑
j∈J ′k
1
|n2 − j21 | · · · |n2 − j2k |
. (82)
In this step we estimate Wk . For every j ∈ J ′k let k′(j) denote the number of maximal
steps (= tν ) of the walk j , and let
k′ = k′(k)= min{k′(j), j ∈ J ′k}. (83)
Fix j ∈ J ′k and regard j as a walk from −n to n. Since there are k′(j) steps with length tν
and k − k′(j) steps  tν−1, we have
2n= (kν + 1)tν  k′(j)tν + (k − k′(j))tν−1.
From here it follows
k′(j)(tν − tν−1) > kνtν − ktν−1 = kν(tν − tν−1)− (k − kν)tν−1,
thus
k′(j) > kν − (k − kν) tν−1
tν − tν−1 .
Hence we obtain
k′  kν − [(k− kν)εν], εν := tν−1/(tν − tν−1). (84)
Now we estimate Wk from above:
Wk  [V (tν)]k′  [V (tν)]kν−[(k−kν)εν ]  [V (tν)]kν (2n)[(k−kν)εν ]; (85)
we use (58) and (59) to explain that (V (tν))−1 = eatbν  2n.
Step 8. Next we estimate Zk . By (83) for each j ∈ J ′k there are at least k′, k′ >
kν − (k − kν)εν , steps equal to tν . Let
k˜ = kν − [2(k− kν)εν]. (86)
In order to estimate Zk we show that for every j = (jm) ∈ J ′k at least k˜ of the points jm
with xm+1 = tν are “almost uniformly distributed” in [−n,n].
Set
ai =−n+ itν, ∆i = (ai, ai+1], i = 1, . . . , kν − 1,
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∆˜i = (ai − tν/2, ai+1], i = 1, . . . , kν − 1.
Proposition 9. There exists a map
σ :J ′k → Zk˜+ (87)
that maps every essential k-tuple j = (jm) ∈ J ′k into a k˜-subtuple σ = σ(j) such that
(i) σs = jms for some ms with xms+1 = tν .
(ii) σs ∈ ∆˜i(s), 1 i(1) < i(2) < · · ·< i(k˜) kν − 1.
(iii) Let τ (j) be the complementary to σ(j) subtuple of j . Then the map
τ :J ′k → Zk−k˜+ (88)
is injective.
Proof. We define the map σ by the following construction.
Construction. Fix j ∈ J ′k; the corresponding σ(j)= (σ1, . . . , σk˜) is build by induction as
follows.
Let ∆˜i(1) be the first interval that contains points jm with xm+1 = tν . Set
σ1 = jm1 = min{jm ∈ ∆˜i(1): xm+1 = tν}. (89)
Suppose σ1, . . . , σs , s < k˜, are chosen so that (i) and (ii) hold. Let ∆˜i(s+1) be the first
interval after ∆˜i(s) that contains points jm = σ1, . . . , σs with xm+1 = tν . Set
σs+1 = jms+1 = min{jm ∈ ∆˜i(s+1): xm+1 = tν , jm = σ1, . . . , σs}. (90)
Fix j ∈ J ′k and set
µ(i)= max{µ: jµ ∈ ∆˜i+1}, i = 1, . . . , kν − 1, (91)
and
ϕ(i)=
∑
m∈Mi
xm, Mi = {m: 0 < xm < tν, 1mµ(i)+ 1}. (92)
Next we consider a technical statement that plays a crucial role in the proof of Proposi-
tion 9.
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ϕ(ip) ptν/2. (93)
Proof. Obviously it is enough to prove that
ϕ(i1) tν/2 (94)
and
ϕ(ip+1)− ϕ(ip) tν/2, p = 1,2, . . . . (95)
Now we prove (94). If i1 = 1 then there is no jm ∈ ∆˜1 with xm+1 = tν (otherwise it
would have been chosen as σ1), so in particular xµ(1)+1 < tν. Put m1 = 0 if there is no jm
with jm  a1 − tν/2; otherwise set
m1 = max{m: jm  a1 − tν/2}.
Then we obtain (since xm1+1  tν )
ϕ(1)
µ(1)+1∑
m1+2
xm = jµ(1)+1 − jm1+1  a2 − (a1 − tν/2+ xm1+1) tν/2,
thus (94) holds.
Consider now the case where i1 = s > 1. We know that σ1 ∈ ∆˜1, . . . , σs−1 ∈ ∆˜s−1 have
been chosen, but it is impossible to choose next σs in ∆˜s . Thus there is no jm ∈ ∆s with
xm+1 = tν , so in particular 0 < xµ(s)+1 < tν.
Assume that on the contrary,
ϕ(i1) < tν/2. (96)
We are going to prove by reverse induction in λ the following
Claim. For every λ= 1, . . . , s − 1
σλ = jµ(λ) ∈ (aλ+1 − tν/2, aλ+1]; (97)
there is no jm = σλ such that jm ∈∆λ and xm+1 = tν . (98)
Proof. Fix λ= s − 1 and consider jµ(s−1). There are three cases:
(1) xµ(s−1)+1 < tν ; then ϕ(s) jµ(s)+1 − jµ(s−1) (because only negative or “small” steps
0 < xm < tν are available for the walk from jµ(s−1) to jµ(s)+1). Thus
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which contradicts to (96).
(2) If xµ(s−1)+1 = tν and jµ(s−1)  as − tν/2 then ϕ(s)  jµ(s)+1 − jµ(s−1)+1 (because
only negative or “small” steps 0 < xm < tν are available for the walk from jµ(s−1)+1
to jµ(s)+1). Thus
ϕ(s) xµ(s−1)+2 + · · · + xµ(s)+1 > as+1 − (as + tν/2)= tν/2,
which contradicts to (96).
(3) xµ(s−1)+1 = tν and jµ(s−1) > as − tν/2; then σs−1 = jµ(s−1) (because otherwise
jµ(s−1) would be chosen as σs ∈ ∆˜s ), so (97) holds for λ = s − 1. There is no
jm = σs−1 with jm = tν such that jm ∈ ∆s−1 (otherwise such jm would be chosen
as σs−1 or σs ), thus (98) also holds for λ= s − 1.
Next suppose that the inductive claim holds for λ= λ˜, . . . , s − 1, where 1 < λ˜ s − 1.
We are going to prove that (97) and (98) hold for λ˜− 1. Consider jµ(λ˜−1). The following
three cases may occur:
(1) xµ(λ˜−1)+1 < tν ; then exactly s − λ˜ steps equal to tν are available for the walk from
jµ(λ˜−1) to jµ(s)+1. Thus
ϕ(s) jµ(s)+1 − jµ(λ˜−1)  as+1 − aλ˜ − (s − λ˜)tν  tν,
which contradicts (96).
(2) xµ(λ˜−1)+1 = tν and jµ(λ˜−1)  aλ˜ − tν/2; then exactly s − λ˜ steps equal to tν are
available for the walk from jµ(λ˜−1)+1 to jµ(s)+1. Thus
ϕ(s) jµ(s)+1 − jµ(λ˜−1)+1  as+1 − (aλ˜ + tν/2)− (s − λ˜)tν = tν/2,
which contradicts (96).
(3) xµ(λ˜−1)+1 = tν and jµ(λ˜−1) > aλ˜ − tν/2 then σλ˜−1 = jµ(λ˜−1) (because otherwise
jµ(λ˜−1) would be chosen as σλ˜ ∈ ∆˜λ˜), so (97) holds for λ = λ˜ − 1. There is no
jm = σλ˜−1 with jm = tν such that jm ∈ ∆λ˜−1 (otherwise such jm would be chosen
as σ
λ˜−1 or σλ˜), thus (98) also holds for λ= λ˜− 1. ✷
Hence our induction claim holds for λ= 1. Moreover, there is no jm = σ1, jm ∈ ∆˜1 with
xm+1 = tν (otherwise it would be chosen as σ1 or σ2). Let m1 = max{m: jm  a1 − tν/2};
then jm1+1 = jm1 + xm1+1  a1 + tν/2. On the other hand, for the walk from jm1+1 to
jµ(s)+1 there are exactly s − 1 steps equal to tν , therefore
ϕ(s) jµ(s)+1 − jm1+1 − (s − 1)tν  as+1 − (a1 + tν/2)− (s − 1)tν = tν/2.
This estimate contradicts (96), hence (94) is proved.
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the appropriate changes of the formulas like writing ϕ(ip+1) − ϕ(ip) instead of ϕ(s).
Lemma 10 is proven. ✷
Now we prove that for every j ∈ J ′k the construction can be carried on k˜ steps, so the
map σ is well defined. Indeed, fix an arbitrary j ∈ J ′k . Let k2 be the number of intervals ∆˜i
for which our construction does not correspond an σt . By Lemma 10 we have
ϕ(ik2) k2
tν
2
,
so the number of “small positive steps” xm < tν is greater or equal to k2tν/2tν−1. On the
other hand, by (84) the same number does not exceed
k − k′ < (k − kν)(1+ εν)= (k − kν) tν
tν − tν−1 .
Therefore
k2
tν
2tν−1
< (k − kν) tν
tν − tν−1 ,
so we obtain
k2  [(k − kν)2εν].
Hence there are at least
k˜ = kν − 1− [(k − kν)2εν]
intervals ∆˜i for which our construction will yield corresponding σi .
It remains to prove part (iii) of Proposition 9: if for every j ∈ J ′k we set τ (j) to be
the complementary (k − k˜)-tuple to σ(j) then τ (·) is one-to-one correspondence. Indeed,
suppose that j, j ′ ∈ J ′k and τ (j)= τ (j ′).
Now we prove by induction in s that
j1 = j ′1, . . . , js = j ′s .
By the construction of σ we have j1 = σ1(j) and j ′1 = σ1(j ′), thus
j1 = τ1(j)= τ1(j ′)= j ′1.
Assume that the induction claim holds for some s, 1  s < k. We have js+1 = js + xs+1
and j ′s+1 = j ′s +x ′s+1. If xs+1 < tν and x ′s+1 < tν then from the construction of σ it follows
(for some t) that js+1 = τt (j) = τt (j ′) = j ′s+1. In the case where xs+1 = x ′s+1 = tν it is
obvious that js+1 = j ′ .s+1
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xs+1 = tν , but x ′s+1 < tν . Then either for some t we have js+1 = τt (j) and j ′s+1 = τt (j ′)
(which is impossible because τ (j)= τ (j ′)), or for some t and t ′ we have
j ′s+1 = τt ′(j ′), js+1 = σt (j)
(which is also impossible because then one can easily see by the construction of σ that
τt (j) = τt ′(j ′)). ✷
Step 9. Now we estimate Zk, kν+4  k  5kν . By Step 8 we have
Zk =
∑
j∈J ′k
1
|n2 − j21 | · · · |n2 − j2k |
 Zσk Zτk , (99)
where
Zσk = min
j∈J ′k
1
|n2 − σ 21 | · · · |n2 − σ 2k˜ |
, (σ1, . . . , σk˜)= σ(j),
and
Zτk =
∑
j∈J ′k
1
|n2 − τ 21 | · · · |n2 − τ 2k−k˜|
, (τ1, . . . , τk−k˜)= τ (j).
Taking into account that the map τ :J ′ → Zk−k˜ is an injection we obtain by Lemma 4 that
Zτk 
( ∑
m=±n
1
|n2 −m2|
)k−k˜

(
4+ 4 log 2n
2n
)k−k˜
. (100)
In order to estimate Zσk let us recall that by the construction of σ(j) we have
σi ∈ ∆˜i = (am(i) − tν/2, am(i)+1], i = 1, . . . , k˜.
From every k˜-tuple σ(j) one can construct a kν − 1-tuple d(j) = (d1(j), . . . , dkν−1)
such that
dm(j) ∈ ∆˜m, m= 1, . . . , kν − 1,
by adding kν − 1− k˜ new points (chosen to belong to the intervals for which no σi(j) was
attached). Obviously we have
(
n2 − σ 21
) · · · (n2 − σ 2
k˜
)

(
1
2
)kν−1−k˜(
n2 − d21
) · · · (n2 − d2kν ). (101)n
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∏
i (n
2 − d2i ). Let
m∗ = max{m: am  0}.
There are two cases:
(a) kν is an even number; then m∗ = kν/2 and am∗ = −tν/2;
(b) kν is an odd number; then m∗ = (kν + 1)/2 and am∗ = 0.
The function x → n2 − x2 is even, increasing on [−n,0] and decreasing on [0, n].
Therefore in the case (a) we have
n2 − d2i > n2 − a2i−1 if i m∗, n2 − d2i > n2 − a2i+1 if i > m∗,
thus
kν−1∏
i=1
(
n2 − d2i
)
>
(
n2 − d21
)m∗−1∏
m=1
(
n2 − a2m
) kν−1∏
m=m∗+2
(
n2 − a2m
)
.
Taking into account that
∏kν−1
m=1 (n2 − a2m) = (kν !)2t2kνkν we obtain (since n2 − d21 > n,
n2 − a2m∗  n2, n2 − a2m∗+1 < n2)
kν−1∏
i=1
(
n2 − d2i
)
> n−3(kν !)2t2kνkν . (102)
In the case (b) we have
n2 − d2i > n2 − a2i−1 if i < m∗, n2 − d2i > n2 − a2i+1 if i m∗,
and the same argument as in (a) shows that (102) holds.
By (101) and (102) we obtain
(
n2 − σ 21
) · · · (n2 − σ 2
k˜
)
 n3
(
1
n2
)kν−1−k˜
(kν !)2t2kνkν
hence by (86)
Zσk 
n2[2(k−kν)εν ]+3
(kν !)2t2kνkν
. (103)
Now (100), (103), and (86) imply
Zk  Zσk Zτk 
n2[2(k−kν)εν]+3
(k !)2t2kν
(
4+ 4 log 2n
2n
)k−kν+1+[2(k−kν)εν ]
. (104)ν kν
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obtain from (80), (85), and (104)
S′k  Skν n2[2(k−kν)εν ]+3(2n)[(k−kν)εν ]
(
4+ 4 log 2n
2n
)k−kν+1+[2(k−kν)εν]
 Skν (2n)3[2(k−kν)εν]+3
(
4+ 4 log2n
2n
)k−kν+1
.
Choose ν1 so that 4+ 4 log 2n 12 (2n)1/5 for n= nν with ν  ν1; then
S′k  (2n)h(k)2−(k−kν+1)Skν ,
where
h(k)= 3[2(k− kν)εν] + 3− 45 (k − kν + 1).
Next we show that h(k)  −1 for large enough ν. Indeed, by (60) and (84) εν → 0,
therefore there is ν2 such that
εν < 1/40 for ν > ν2.
Therefore we have for ν > ν2
h(kν + 4)= 3[8εν] − 1 =−1.
If k  kν + 5 then
h(k) 6(k − kν)εν + 3− 45 (k − kν + 1) 5
(
6
40
− 4
5
)
+ 11
5
<−1.
Therefore
S′k  (2n)−12−(k−kν+1)Skν , k  kν + 4,
hence we obtain
5kν∑
kν+4
S′k 
1
2n
Skν . (105)
This estimate, together with the estimates (71) in Step 3, (75) in Step 5, (76) in Step 6
prove that βkν (n, zn) gives the main part of β(n, zn). In view of (70) this accomplishes the
proof of Theorem 7. ✷
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(1) Consider weights of the form
ω(j)= exp(ϕ(j)), j ∈ Z, (106)
where ϕ :R→R is an even convex function with ϕ(0)= 0. Then for every k  2
ϕ
(
1
k
x1 + · · · + 1
k
xk
)
 1
k
ϕ(x1)+ · · · + 1
k
ϕ(xk),
thus
kϕ
[
1
k
(x1 + · · · + xk)
]
 ϕ(x1)+ · · · + ϕ(xk). (107)
Set for any γ > 0
Ωγ (m)= inf
k1
|m|γ k−1 exp[kϕ(m/k)]. (108)
One may compute Ωγ (m) explicitly for concrete functions ϕ; this was done in Lemma 6
in case where ϕ(j)= a|j |b, b > 1.
The following statement generalizes Theorem 5.
Theorem 11. Suppose v(x)=∑n V (2n) exp(2nπ ix) is a periodic potential, of period 1,
such that
‖V ‖ω = sup |V (2n)|ω(2n) <∞, (109)
where ω is the weight (106). If dn, n ∈ N, are the diameters of spectral triangles that
corresponds to v then
sup
n
dnΩγ (2n) <∞, ∀γ ∈ (0,1). (110)
Proof. By (108) we have Ωγ (m) ω(m) since in the right-hand side of (108) we take inf
of an expression that equals ω for k = 1, therefore
sup |V (2n)|Ωγ (2n) sup |V (2n)|ω(2n)= ‖V ‖ω.
So, in view of (21) and Proposition 2, it is enough to prove that
sup |S(n)|Ωγ (2n) <∞, (111)
|n|n0
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x2 = j2 − j1, . . . , xk = jk − jk−1, xk+1 = n− jk , we obtain
exp
(
(k + 1)ϕ(2n/(k+ 1))) ω(n+ j1)ω(j2 − j1) · · ·ω(jk − jk−1)ω(n− jk),
therefore
σk(n) := |Sk(n)| exp
(
(k + 1)ϕ(2n/(k+ 1)))

∑
j1,...,jk =±n
σ (n+ j1)σ (j2 − j1) · · ·σ(jk − jk−1)σ (n− jk)
|n2 − j21 ||n2 − j22 | · · · |n2 − j2k |
,
where
σ(s)= |V (s)|ω(s) ‖V ‖ω, s ∈ Z.
From here it follows
σk(n) ‖V ‖k+1ω
∑
j1,...,jk =±n
1
|n2 − j21 ||n2 − j22 | · · · |n2 − j2k |
,
thus by Lemma 4
σk(n) ‖V ‖k+1ω
( ∑
j =±n
1
|n2 − j2|
)k
 ‖V ‖k+1ω
(
4
1+ log(2n)
2n
)k
. (112)
Then by (108) and (112) we have
∞∑
k=1
|Sk(n)|Ωγ (2n)
∞∑
k=1
|Sk(n)| exp
(
(k + 1)ϕ(2n/(k+ 1)))(2n)µ(k+1)−1

∞∑
k=1
σk(n)(2n)µk 
∞∑
k=1
‖V ‖k+1ω
(
4
1+ log(2n)
(2n)1−µ
)k
.
Choose nµ so that for n nµ
4‖V ‖ω 1+ log(2n)
(2n)1−µ
 1
2
. (113)
Then by (113) we obtain
sup
nnµ
∞∑
|Sk(n)|Ωγ (2n) ‖V ‖ω
∞∑ 1
2k
= ‖V ‖ω <∞. ✷
k=1 k=1
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Let v(x)=∑V (m) exp(2π imx) be an entire function, i.e.,
|V (2m)| C(a) exp(−a|m|), m ∈ Z, ∀a > 0. (114)
If v(x) is real-valued, suppose that the spectral gap sequence (γn) decays superexpo-
nentially in such a way that with b > 1
γn C1 exp
(−C2n(logn)1−1/b), ∃C1,C2 > 0. (115)
Question 1. Is it true that (115) together with (114) imply
∃C3,C4: |V (2m)| C3 exp
(−C4|m|b)? (116)
If v ∈ (114) is complex-valued we assume that (recall (30))
dn  C1 exp
(−C2n(logn)1−1/b), ∃C1,C2 > 0, (117)
and ask the same question:
Question 2. Is it true that (117) together with (114) imply (116)?
Similar questions have been answered positively in [2,3] (respectively for real-valued
potentials and complex-valued potentials) in the case of subexponential Gevrey type decay
rate of (γn) or (dn). It is shown there that if (dn) has a Gevrey type decay, that is
dn C exp
(−anb), a > 0, b ∈ (0,1),
then the L2-potential v belongs to the same Gevrey space, that is
|V (2k)| C1 exp
(−a|k|b), k ∈ Z.
The stronger assumption (114) instead of a simple requirement v ∈ L2 is essential:
finite-zone (real-valuead) potentials w satisfy conditions (115) and (117) because γn =
dn = 0 for n  N , but they are not entire functions. See further discussion on that
phenomenon in [2], Section 5.3.
The proofs in [2,3] have two basic elements: “geometric” one, that leads to a special
nonlinear relation (in some sequence spaces, with |ηn|  dn)
ηn = V (2n)+ β(V ;n, zn) (118)
(e.g., see Proposition 3 for the real-case statement), and analytic one, where this nonlinear
relation is analyzed in order to prove the necessary a priori estimates of (V (2m)).
Certainly, in order to solve our Questions 1 and 2 one can always use the “geometric”
results from [2,3] because they do not depend on the weight spaces one considers. But it
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rate of (ηn) and V (2m) due to the fact that in this case, as the proofs of Theorems 5 and 7
show, V (2n) is not the main term of the right-hand side of (118).
(3) If the potential v(x) is b cos2πx, b > 0, the sharp estimates of spectral gaps have
been given by E. Harrell [6] and J. Avron and B. Simon [1]; it has been shown that in this
case
γn = 8π2
(
b
4π2
)n 1
((n− 1)!)2
(
1+O(1/n2)).
A. Grigis [5] considered the case of real valued trigonometric polynomials of the form
v(x)= cos 2πNx +
N−1∑
m=−N+1
V (2m) exp(2π imx). (119)
He derived a polynomial Q(t) of degree N − 1 whose coefficients depend algebraically on
those of v(x); the construction of this polynomial led to a construction of an asymptotic
formula for γn. Therefore, almost any polynomial (119) has nonzero coefficients in
asymptotic terms; however, for specific (119) it is not easy to say which of these
coefficients is different from zero.
By using the results and constructions of [2,3,8,9] we can give the upper-estimates of
the diameters of spectral triangles in the case of any trigonometric polynomial potentials
(119). The following statement is true:
Proposition 12. Suppose v(x) =∑Tm=−T V (2m) exp(2π imx), where |V (2m)|  Q. Let
dn be the diameters of the corresponding spectral triangles; then
dn 
(C1TQ)2n/T
n4n/T
, C1 > 1, (120)
where C1 is an absolute constant.
Remark. Of course, A. Grigis results [5] show that (120) is sharp in the class of
polynomials of degree T .
Proof. Let 2n > T ; then V (2n)= 0. Therefore, in view of Proposition 1, formula (21) and
Proposition 2 we have for n n0
dn K
∞∑
k=1
Sk(n),
where K is an absolute constant and
Sk(n)=
∑ |V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk)|
|(n2 − j21 ) · · · (n2 − j2k )|
. (121)j1,...,jk =±n
594 P. Djakov, B. Mityagin / Advances in Applied Mathematics 31 (2003) 562–596Let Jk be the set of all k-tuples j = (j1, . . . , jk), ji = ±n, such that the corresponding
terms of (121) do not vanish. Observe that if
V (n+ j1)V (j2 − j1) · · ·V (jk − jk−1)V (n− jk) = 0 (122)
then
|n+ j1| T , |j2 − j1| T , . . . ,
|jk − jk−1| T , |n− jk| T , (123)
so
2n
∣∣(n+ j1)+ (j2 − j1)+ · · · + (jk − jk−1)+ (n− jk)∣∣ (k + 1)T .
Thus by (121) Sk(n)= 0 for k + 1 < 2n/T and we have
dn  C
∞∑
k=k0
Sk(n), k0 = [2n/T ] − 1. (124)
From (123) it follows that there are at most (2T )k nonzero terms in Sk(n). Indeed, since
|n− j1| T we have at most 2T choices for j1 = 0; then, if j1 is fixed, since |j2− j1| T
we have at most 2T choices for j2, and so on. Therefore we obtain for k  k0
Sk(n)Qk+1(2T )kΠ−1k , (125)
where
Πk = min
{
k∏
ν=1
(
n2 − j2ν
)
: (j1, . . . , jk) ∈ Jk
}
. (126)
Let k  k0. Fix a j ∈ Jk and regard j as a walk from −n to n. By (123) the length
of every step of j does not exceed T , therefore every subinterval of (−n,n) of the form
(a, a+T ] contains at least one of the points j1, . . . , jk . Set am =−n+mT , m= 1, . . . , k0,
and choose points
ji(m) ∈ (am, am+1], m= 1, . . . , k0 − 1.
Moreover, if m∗ = max{m: am  0} then we have: n2 − j2i(m)  n2 − a2m for m < m∗;
n2 − j2i(m)  n2 − a2m+1 for m > m∗; either n2 − j2i(m)  n2 − a2m∗ , or n2 − j2i(m) 
n2 − a2m∗+1 for m=m∗. From these inequalities it follows
k0−1∏(
n2 − j2i
)
 1
n2
k0∏(
n2 − a2m
)= 1
n2
(k0!)2T 2k0,m=1 m=1
P. Djakov, B. Mityagin / Advances in Applied Mathematics 31 (2003) 562–596 595therefore
k∏
m=1
(
n2 − j2i
)
 nk−k0−1(k0!)2T 2k0 . (127)
Now (125)–(127) lead to
Sk(n)
Qk+1(2T )k
nk−k0−1(k0!)2T 2k0 =
(
2TQ
n
)k−k0 n2k0Qk0+1
(k0!)2T k0 . (128)
Let n 4TQ; then by (128)
∞∑
k=k0
Sk(n)
n(2Q)k0+1
(k0!)2T k0 . (129)
Since k0 + 1 = [2n/T ] the Stirling formula shows that (124) and (129) imply (120) with
some constant C1 > 1. ✷
(4) Consider the Dirac operator
L= i
(
1 0
0 −1
)
d
dx
+
(
0 ϕ
ψ 0
)
,
where ϕ,ψ are periodic, of period 1, L2-functions. If
F =
(
f
g
)
∈H 1 ×H 1 ⊂ L2[0,1] ×L2[0,1],
then LF is well-defined. We consider boundary conditions of three types:
Per+: F(0)= F(1), Per−: F(0)=−F(1),
Dir: f (0)= g(0), f (1)= g(1).
Then for every n ∈ Z with large enough |n| there are three eigenvalues {λ+n , λ−n ,µn} close
to πn, namely µn is an eigenvalue for Dir, and λ+n , λ−n are eigenvalues for Per+ if n is even
and for Per− if n is odd. As in the case of Schrödinger operator (30) we define
dn = max
{∣∣λ+n − λ−n ∣∣, ∣∣λ+n −µn∣∣, |λ−n −µn|}
as a diameter of this spectral triangle.
The relationship between smoothness of the potentials and decay rates of spectral gaps
(or diameters of spectral triangles) has been studied in [12,14,15] for Dirac operators. The
general scheme suggested in [8] can be used (as B. Grébert, T. Kappeler and B. Mityagin
observed, and elaborated in [4] to get estimates of |γn| in the case of analytic potentials) in
596 P. Djakov, B. Mityagin / Advances in Applied Mathematics 31 (2003) 562–596analysis of Dirac operators as well. The further results in [9] and ours, in [2,3] and in this
paper, could be reconstructed and adjusted to Dirac operators. In particular analogues of
Theorem 5 and Proposition 12 hold. We’ll present these results elsewhere.
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