Abstract-Photon scattering is one of the main effects contributing to the degradation of image quality and to quantitative inaccuracy in nuclear imaging. We have developed a scatter correction based on the analytic photon distribution (APD) method, and implemented it in an iterative image reconstruction algorithm. The performance of the method was evaluated using computer simulated projection data, experimental data obtained from physical phantoms, and patient data. The scatter corrected images were compared to images that were only corrected for attenuation and collimator blurring. In the simulation studies our results could also be compared to an ideal scatter correction in which images were reconstructed only from unscattered photon data. In all cases, our scatter corrected images demonstrate improved image contrast. In the simulated data the contrast for images only corrected for attenuation and collimator blurring were on average 29% poorer than the ideal correction. Images for which our scatter correction was applied had contrast that was on average within 3% of the ideal correction. The scatter corrected reconstruction requires between 4 to 5 hours of total CPU time, on a 1.7 GHz processor with 1Gb RDRAM, using clinical data.
I. INTRODUCTION

I
N order to improve image quality and the quantitative accuracy of SPECT reconstructions it is necessary to use a reconstruction algorithm that employs an accurate and patient specific correction for photon attenuation, collimator blurring and photon scatter. Although reconstruction algorithms that model the effects of attenuation and collimator blurring are becoming clinically viable, scatter corrections are not commonly used due to the prohibitively long computation times required. Our focus has been to employ a scatter correction based on the analytic photon distribution (APD) method [1] . The APD method uses the exact Klein-Nishina formula and patient specific attenuation and activity maps to accurately calculate the distribution of scattered photons in SPECT projections. The calculation times of the original APD algorithm were too long to allow for its direct implementation in image reconstruction. We have therefore introduced simplifications to the method that take advantage of the slowly varying spatial characteristics of scatter in tissue. Our scatter correction is applied in an iterative reconstruction technique. The correction was validated using computer simulated projection data, experimental data obtained from physical phantoms, and patient data. This research focused on cardiac applications, in particular the detection of perfusion defects due to coronary artery disease.
II. APDI SCATTER ESTIMATION METHOD
The APD method can be used to determine the scatter point spread function (SPSF) for individual source voxels in a particular attenuation map. The SPSF is a two dimensional distribution of values that represent the probability that photons emitted from a particular source voxel undergo a scatter interaction in the attenuating medium and are then detected in the array of detector bins. We observed very little variation in these probability distributions for individual activity voxels that were separated by small spatial distances in clinically realistic attenuation maps. We have therefore developed an approximate method (APDI) which uses linear interpolation to estimate SPSFs. The estimated total distribution of scattered photons is obtained by summing over all activity voxels, the product of the activity intensity and the appropriate SPSF.
In the APDI method, a 64×64×64 sized activity map is required. We determine the APD probability distributions for a 16×16×16 sized subset of these voxels which are arranged in an evenly spaced cubic grid. The SPSFs for the remaining activity voxels are approximated using tri-linear interpolation. Preferential photon scattering at low angles results in peaked scatter projections and so to obtain a better estimate of the interpolated SPSFs the sampled APD probability distributions are shifted appropriately. The interpolated SPSFs are also approximately corrected for the amount of attenuating material that the scattered photons have passed through.
III. RECONSTRUCTION METHODS
In order to validate our scatter correction technique we have compared the results of reconstructing projection data using three different protocols. All three use the ordered subset expectation maximization (OSEM) algorithm with attenuation correction (AC) and three-dimensional collimator response compensation (3D-DRC) [2] but differ in their implementation of scatter compensation techniques.
The first two reconstructions can be applied using experimental projection data. The first method; OSEM-BB, uses attenuation maps that are scaled to broad beam attenuation coefficients (from 0.15 cm −1 to 0.12 cm −1 for 140 keV photons in water [3] ) to partly compensate for photon scatter. The second method uses the activity distribution from the first method and the original attenuation map to calculate scatter projections using the APDI method. We use these scatter projections in a second OSEM reconstruction (OSEM-APDI) that includes the APDI scatter estimate only in the forward projection step. The use a simplified system matrix in the back projection step and the complete system matrix in the forward projection step [4] , decreases computation time significantly and results in images that are approximately equivalent to those that use the same system matrix in both the forward and back projection steps (e.g., [5] , [6] ). The third reconstruction; OSEM-ISR, represents an ideal scatter rejection and is only possible using simulated data. In this method we model a detector that is able to perfectly identify and reject all scattered photons. This is achieved by reconstructing only the simulated data for unscattered photons. OSEM-ISR is "ideal" in the sense that it represents a scatterfree reconstruction however, it is still limited by imperfect data and approximate corrections for AC and 3D-DRC.
IV. PROCEDURE
A. Simulations
Using computer simulation it is possible to produce projection data for a known activity distribution. In our study the dynamic mathematical cardiac-torso phantom (MCAT) [7] was used to generate a pixelized activity distribution for the thorax of a standard sized female. The MCAT program models the dynamic beating of the heart and was used to produce an activity distribution averaged over 20 time frames of the complete heart cycle. MCAT phantoms were obtained with defects in the anterior, apical, inferior, lateral and septal walls of the myocardium. Over the course of the heart cycle, the volume of each defect ranges between 11% to 19% of the total volume of the left ventricle myocardium. The myocardium, defect, liver, body and lungs contained 99m Tc activity concentrations of 148, 0, 148, 37 and 19 KBq/cm 3 respectively. Two sets of simulated projection data were considered in this analysis. The first data set was obtained by inputing the MCAT activity and attenuation maps into the Monte Carlo (MC) simulation software SIMset [8] , which accurately models photon interactions in the body and the data acquisition process, simulating realistic SPECT projections with noise characteristics similar to that of a clinical scan. For the second set of data, the same activity and attenuation maps were input into the full APD method, to simulate SPECT projections which contain no statistical noise.
For data sets the simulated acquisition included a geometric collimator response function for a low energy ultra high resolution (LEUHR) collimator. The energy response of the detector was modeled as a Gaussian with FWHM equal to 10% of the incident photon energy, and a 20% energy window was used in the detection process. The simulated detector was rotated in a circular orbit with a radius of 23.8 cm. In all, 64 views evenly spaced over 360 o were acquired for 20 seconds each. The projection matrix was 64×64 with 0.72 cm bins. To reduce computation time the liver, body and heart simulations were performed separately and added together to create our final simulation data.
B. Phantom Experiments
We also acquired experimental data using a physical phantom that realistically modeled the distribution of activity and attenuation for a patient with a myocardial perfusion defect. The thorax phantom used in this experiment was from Data Spectrum Corporation and consisted of an elliptical cylinder, with inserts for the lungs, spine and heart. The heart insert had a fillable defect that was positioned in the inferior wall of the myocardium. The defect size was approximately 13% of the total volume of the myocardium. Two water bags (each ≈ 2 liters) containing no activity, were strapped to the anterior of the phantom to simulate the presence of breast tissue.
The length of scan and 99m Tc activity concentrations were selected to approximate the noise characteristics and relative concentrations observed in a typical SPECT coronary scan. The scan was equivalent to an injected activity of 5.2 MBq in the heart with a 20 s acquisition for each projection. The concentration in the heart was approximately five times that in the remaining cylinder. The defect, lung and spine did not contain any activity.
The data was acquired on a Siemens E-cam camera with Profile transmission system, using Siemens' standard cardiac acquisition protocol. The two heads were set at ninety degrees to each other allowing for the simultaneous acquisition of the emission and transmission data. The heads were equipped with low energy high resolution (LEHR) collimators. We acquired 64 projection angles evenly spaced over 180 o . The detectors were rotated using a non-circular orbit (NCO) counter clockwise over the anterior side of the phantom between the left posterior oblique to the right anterior oblique position. The data was acquired in "stop and shoot" mode with a 128×128 projection matrix size and 0.48 cm bins. The attenuation map was reconstructed from the transmission scan using Siemens' software. In all cases the OSEM reconstructions were performed using a 128×128×38 matrix size. The APDI calculation was performed on the OSEM-BB reconstruction that had been reduced in size to 64×64×19 with empty slices added to create a cubic volume. The projection data generated by the APDI algorithm was expanded from 64×64 to 128×128 using linear interpolation before it was used in the OSEM-APDI reconstruction.
C. Patient Study
Finally we investigated the application of our scatter correction to clinically acquired data. We selected a myocardial 0-7803-8257-9/04/$20.00 © 2004 IEEE.
perfusion study for a patient that indicateded an extremely elevated liver. The data had been acquired using the standard cardiac acquisition protocol described in the previous section, on a Siemens E-cam with the Profile transmission system.
V. RESULTS
A. Validation of the APDI approximation
Compared to the full APD method the APDI approximation reduces computation time by a factor between 20 to 40, depending on the size and complexity of the activity distribution, using the 16×16×16 interpolation grid. The calculation time for a 2388 voxel heart phantom was reduced from 50 to 90 minutes per projection to 1 to 3 minutes per projection (866 MHz processor, 1G SD RAM). The observed differences between the full APD calculation and our approximation are very small relative to the statistical uncertainty in SPECT projections. From χ 2 calculations we estimate that these differences would become significant (i.e., they would be comparable to the statistical uncertainty in myocardial projection data) for acquisition times between 20 to 30 times longer than a typical clinical scan. Fig. 1 compares short axis slices and profiles through the true MCAT activity distribution with the inferior wall defect and the OSEM-ISR, OSEM-APDI and OSEM-BB reconstructions. The MCAT activity distribution was normalized to have the same total number of counts as the ideal case; the OSEM-ISR reconstruction. All images are shown using cubic-spline interpolation to reduce pixelization. Each oblique image is shown using a color scale normalized to the maximum count in that reconstruction. Vertical profiles through the original data (i.e., without the cubic-spline interpolation) are shown in the lower portion of Fig. 1 . The position of the profiles are shown as the dashed line on the reconstructed slices.
B. Simulations
Two image quality measures were considered for each reconstruction. The first measure was defect contrast which we defined as a−b a+b where a and b are the mean count values in volumes of interest (VOI) for the healthy myocardium and defect tissue respectively. The second measure of image quality considered was the normalized standard deviation (NSD). The NSD was defined as the standard deviation divided by the mean count value for a VOI with constant activity concentration. The NSD for liver and body VOIs for each reconstruction method were calculated. All VOIs were obtained by applying thresholds to the true MCAT phantom. Only one simulation was performed for each of the liver and body component of the MCAT phantom, as a result there were negligible differences in the NSD values for the separate coronary defect positions. The results are summarized in Table I and Fig. 2 . It should be noted that although the defect contrast calculated from the known activity concentrations is 1.00, partial volume effect and blurring due to heart motion reduces this contrast to 0.71 in the true MCAT phantom. C. Experiments Fig. 3 shows vertical long axis slices and profiles through the OSEM-APDI and OSEM-BB reconstructions, that were obtained using the thorax phantom data. Since it is not possible to perfectly distinguish between scattered and unscattered photons in experimental studies the OSEM-ISR reconstruction could not be performed in this case.
In Table II image quality measures discussed in the previous section are presented for the reconstructed phantom data. Each of the simulated organs in the thorax phantom had known volumes and were injected with measured amounts of 99m Tc. As a result, the accuracy of the OSEM-APDI and OSEM-BB reconstructions could be compared to the known activity concentrations in each of the phantoms organs.
In the simulation studies the true pixelized activity distribution was available to compare to the reconstructions and was used to create VOIs. This is not possible in experimental studies. In particular, it is difficult to classify voxels in the reconstruction as belonging to one organ or another. Therefore, the VOIs that represent the healthy myocardium and defect were determined directly from SPECT images using the image segementation software iQuant [9] . iQuant employs thresholds to define a VOI for the viable myocardium and to provide a rough outline of the complete myocardium. This outline is then used as a guide to determine the defect VOI. A VOI representing the background region in the phantom was obtained by manually selecting polygonal regions from reconstructed slices. Fig. 4 shows short axis slices and profiles through the OSEM-APDI and OSEM-BB reconstructions, that were obtained using the patient data.
D. Patient Study
E. Timing Results
The amounts of CPU time (1.7 GHz processor, 1 Gb of RDRAM) that were necessary to perform the APDI corrected reconstruction for the simulation, phantom and patient data sets are summarized in Table III . The CPU time was split up into three parts. The first part was the amount necessary to perform the initial OSEM-BB reconstruction, the second part was the amount needed to perform all 64 APDI scatter projection calculations using the OSEM-BB reconstruction, and the last part was the amount of time necessary to perform the OSEM-APDI reconstruction. The longer computation time required for the simulation data was a result of the smaller pixel length and hence larger activity and attenuation maps used in these studies.
VI. DISCUSSION
The NSD values from Table I , indicate that all three reconstruction techniques considered have very similar uniformity properties for noise-free projection data. In the case of the MC simulated data the NSD values provide an indication of how statistical noise in the projection data propagates in the reconstruction. The poorest NSD values are for the OSEM-ISR reconstruction. This is because the projection data used by OSEM-ISR only contained unscattered photon and therefore had higher statistical noise then the combined scattered and From Fig. 2 (b) , we observe that the OSEM-APDI contrast for the septal defect exceeds the OSEM-ISR value. This implies an overestimation of the scatter component in the projections. We believe this is due to increased activity in the defect region in the OSEM-BB reconstruction which is used to generate the scatter projections. It is also likely that higher activity levels in the liver or tissue surrounding the heart would enhance this effect. We have found that this overestimation can be reduced slightly by iteratively updating the APDI scatter estimate as the activity distribution changes in the reconstruction process. In all other cases the myocardium contrast for OSEM-APDI is on average within 3% of the ideal case of OSEM-ISR whereas the OSEM-BB contrast values is on average 29% lower then OSEM-ISR. Table II demonstrates the same trends for experimental data. The OSEM-APDI reconstruction have contrast values closer to those calculated from the known activity concentrations then the OSEM-BB reconstruction. These improvements are slightly less dramatic for the myocardium and defect contrast. The thickness of the myocardium insert (1 cm) was comparable to the pixel length (0.475 cm). The partial volume effect and difficulties associated with defining a VOI which is only a few pixels in length could significantly contribute to this observed loss in contrast.
It is apparent from Fig. 1 that photon scatter from the liver introduces a false increase in uptake in the right ventricle, inferior wall and the tissue between the heart and liver. Scatter from the viable heart tissue into the defect region also contributes significantly to the observed loss in contrast. The OSEM-BB images reconstructed from experimental and clinical data shown in Figs. 3 and 4 respectively, also demonstrate poorer contrast than OSEM-APDI. Fig. 4 shows increased uptake in the inferior wall, probably due to scatter from the liver, in the OSEM-BB image relative to OSEM-APDI. This effect could potentially obscure the presence of an inferior wall defect and would result in an overestimation of the level of perfusion in this region.
VII. CONCLUSION
The NSD values summarized in Table I demonstrate that the OSEM-APDI reconstruction algorithm does not significantly degrade image uniformity relative to the ideal case of OSEM-ISR. The loss of contrast due to photon scatter demonstrated in Fig. 2 and Table II could have serious repercussions in the quantification of the size and level of perfusion in cardiac defects. In the simulation studies the OSEM-APDI reconstructions demonstrate significantly improved image contrast resulting in values for both noiseless and SIMset projection data, on average within 3% of the ideal case of OSEM-ISR. The OSEM-APDI reconstructions were shown to consistently produce results which were qualitatively and quantitatively close to this ideal scatter-free reconstruction. One of the major obstacles to the development of quantitative SPECT imaging is the length of computation time required for accurate scatter corrections. Our scatter estimation method can be performed in 3 to 4 hours using the standard Siemens acquisition. The APD method would require 1 to 2 weeks to perform the same calculation. We anticipate that in the future, some additional code optimization and modest improvements in computer processor speeds could allow this scatter correction to be implemented clinically.
