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We present a method to classify initial conditions of a long gamma ray bursts model sourced
by a single relativistic shock. It is based on the use of artificial neural networks (ANNs) that
are trained with light curves (LC) generated with radiation relativistic hydrodynamics simulations.
The model we use consists in a single shock with a highly relativistic injected beam into a stratified
surrounding medium with profile 1/r2. In the process we only consider the bremsstrahlung radiation
and Thomson scattering process. The initial conditions we use to train the ANN are three: the rest
mass density, Lorentz factor and radiation energy density of the beam that produces the relativistic
shock, together with the LC generated during the process. The classification selects the location of
a box in the 3d parameter space that better fits a given LC, and in order to decrease the uncertainty
of the parameters this box is refined and the classification selects a new box of smaller size.
PACS numbers: 07.05.Tp,07.05.Mh,05.45.Tp
I. INTRODUCTION
There is evidence that long duration gamma ray bursts
(GRBs) are produced when massive stars collapse, specif-
ically supernovae with mass bigger than 10M⊙ [1–5].
This evidence comes from two different observations: (1)
GRBs have been associated spectroscopically with su-
pernovae of type Ic [2]; (2) GRBs are found to be in
star-forming regions [6–8]. The connection between ob-
servational evidence and theory is important to explain
data and validate models. Related to long GRBs, there
is a wide variety of models proposed that consider any
number of ingredients and processes taking place during
a relativistic high energy process [4].
Modeling GRBs, like any other astrophysical scenario
involves nowadays a number of processes based on –each
time– more complicated sets of equations, with a grow-
ing number of parameters that enrich the models and the
scenarios that originated the observations. So far, models
have been constructed in order to infer properties of the
GRB source and its surrounding medium. These models
are in general numerically solved under the approxima-
tion of ideal hydrodynamics, magnetohydrodynamics or
radiation hydrodynamics [9–16], and in general define an
inverse problem.
Within a model of GRBs there are two important in-
verse problems. First, the problem of the model, con-
sisting in that given an observed flux light curve (LC)
one has to determine the model and processes responsi-
ble for the observational data. Second, the problem of
the cause, which consists in that given an observed LC,
and given a model working under some assumptions (a
velocity regime, a density regime, progenitor mass esti-
mates, etc.) one is expected to find the conditions that
cause the observational data.
In this paper we focus on the second problem. The
model could be as complete as to consider various disper-
sion processes and elaborate progenitor scenarios [15], or
even a full 3D model that works in various frequencies
associated to diverse processes happening during the dif-
ferent phases of the evolution of a jet that is candidate
for a GRB source [17].
In our case, we assume an idealized model in which
the observed LC of a long GRB is due to a single shock
propagating at relativistic speed, with its gas coupled to
the radiation field [16]. This simple model solves the one
dimensional relativistic radiation hydrodynamics equa-
tions and the source of the emission is characterized by
initial conditions similar to those used in simulations of
relativistic jets. Moreover, in our idealized scenario we
only consider the opacity associated to bremsstrahlung
radiation with Thomson scattering.
The important problem once we have set a model is
to find the initial conditions that gave rise to the burst,
because they contain the information about the source,
the hydrodynamical processes and the optical conditions
of the material of the medium where the jet propagates.
The traditional way in which relativistic shocks and
jets are set initially, consider the definition of the beam
parameters and those of the surrounding medium. In our
case, since the model is one-dimensional we set the jet to
be a relativistic shock with initial conditions similar to
those of a shock tube, but involving not only the three
hydrodynamical variables (density, velocity and energy
or pressure), but also the energy and flux of the radia-
tion involved. This means that there are ten parameters
defining the initial conditions, five for the beam and five
for the surroundings.
Even though the model is one-dimensional and appar-
ently so simple, it has to deal with the numerical solution
of a nontrivial set of PDEs for each set of initial condi-
tions. Each solution represents a costly simulation and in
the ideal case, if one wants to contrast a model against
an observational LC of a given long GRB, the number
2of simulations required to explore the parameter space
should be reduced to the minimum. This is where clas-
sification methods are helpful. In this paper we present
the use of artificial neural networks (ANN) [18–20], ap-
plied to the classification of the initial conditions [21, 22]
of our model of LGRBs based on the one-dimensional
relativistic shock with radiation described above.
The paper is organized as follows. In Sec. II we present
the numerical methods used to simulate the evolution of
the jet producing a GRB according to our model, and the
methods related to the ANN. In Sec. III we present the
results of classification with numerically generated and
observational LCs. Finally in Sec. IV we present our
conclusions.
II. NUMERICAL METHODS
A. Description of the physical model
The evolution of a relativistic shock in our scenario,
is assumed to be ruled by the radiation relativistic hy-
drodynamics system, which is a set of PDEs for the gas
density ρ, the hydrodynamical pressure P , the gas ve-
locity v or equivalently its Lorentz factor W , the density
of radiated energy Er, the pressure of radiated energy
Pr and the radiated flux Fr [16]. The system of evo-
lution equations has to be closed with two equations of
state, for hydrodynamics and radiation. For the hydro-
dynamics we use the Taub-Mathews (TM) equation of
state which emulates an ideal gas with adiabatic index
asymptotically equal to 5/3 in the cold regions, while in
the hot regions it becomes close to 4/3 [23]. For the ra-
diation we use the minimum entropyM1 closure relation
because it recovers the two regimes of radiative transfer,
this is, optically thick and thin [24–26].
These equations are solved for given initial conditions
in two initially separated regions, similar to those of a
shock-tube problem for the propagation of a relativistic
shock, but in this case one of the regions will be strati-
fied. Since the radiation is expected to come from regions
in which the optical depth goes from high to low values
[27, 28], the first region corresponds to a state with con-
stant variables and plays the role of the region where the
energy of the burst comes from and is initialized with
high velocity. We use the subindex b (of beam) to la-
bel the quantities in this first region. The second region
corresponds to a surrounding medium which we assume
to be at rest with density ρm and pressure profiles Pm
that decrease with radius [23, 29]. We use the label m to
distinguish quantities in the surrounding medium
ρm = ρ0
(x0
r
)2
, Pm = P0
(x0
r
)2
, (1)
where the parameters of such surrounding medium are
ρ0 = n0mpc
2 with n0 = 1cm
−3, and P0 = ρ0c
210−10,
where mp is the proton mass, x0 is the location of the
interface between the beam and the medium at initial
time, ρ0 is the density at the interface, n0 is the number
density of protons, c the speed of light and r is the radial
coordinate along the propagation of the jet, that deter-
mines the density profile of the surrounding medium.
In all the simulations in this paper we assume the
system to be in local thermal equilibrium and to
be optically thick. Therefore the initial conditions
are characterized by a set of five variables in the
beam [ρb, Pb,Wb, Er,b, Fr,b] and five on the surrounding
medium [ρm, Pm,Wm, Er,m, Fr,m]. Notice that we ignore
Pr in both sides because we are using the M1 closure
relation. We also set Wm = 0 because the medium is
assumed to be at rest initially.
For the evolution of the system we solve the radiation
relativistic hydrodynamics (RRH) system. The set of
evolution equations, their relation to the above closure
relations and the numerical methods used to evolve the
system can be found explicitly in [16].
Finally, the luminosity of the process is calculated as
L = dEr/dt, where Er is the radiated energy density
measured by an observer located far from the interface
separating the two initial states during the evolution pro-
cess. We then calculate the radiated flux by diving the
luminosity by the luminosity distance dL for a steady,
isotropically emitting source. Thus the radiated flux is
given by Fr = L/4pid
2
L [30]. This quantity defines the LC
of the process.
Therefore, for each combination of initial conditions
one solves the direct problem and in the end constructs a
numerical LC that in the ideal case would fit the obser-
vational data of an observed LC. Nevertheless, fitting an
observational LC requires to explore a parameter space
with nine dimensions (recall that Wm = 0), with each of
its points corresponding to a given parameter set of ini-
tial conditions. Each combination involves the numerical
solution of a complicated system of PDEs that is time
consuming. Minimizing the amount of simulations is the
goal of using efficient methods to classify initial condi-
tions, that will help at locating the appropriate region
of the parameter space that is more likely to contain the
parameters that fit a given LC.
The problem thus would involve the construction of a
classification scheme in a high dimensional space. How-
ever we have found that the most influential parameters
in the LC are the density, velocity and radiation energy
density of the beam [ρb,Wb, Er,b], and this is the set of
parameters we will use to illustrate our analysis. Three
examples of LC are shown in Fig. 1, for different com-
binations of initial values of these physical quantities of
the injected beam. It can be seen that the signals have
a prominence with a short afterglow. However they are
considerably different in the sense that the amplitude and
width of each of them changes when the initial parame-
ters do. Some signals have a preglow, which highlights
the time when the radiated energy density of the incident
beam increases.
It would be straightforward to find the initial condi-
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FIG. 1: We show a sample of signals generated with a set of
parameters. The parameters used in these curves are: (LC1)
ρb = 0.28ρ0, Wb = 316.23, Er,b = 1.66 × 10
9erg/cm3, (LC2)
ρb = 0.55ρ0, Wb = 500, Er,b = 1.66 × 10
8erg/cm3, (LC3)
ρb = 1.11ρ0, Wb = 790.57, Er,b = 1.66× 10
7erg/cm3.
tions appropriate to fit a given observational LC, as long
as it is possible to construct a catalog of LCs produced
by many combinations of initial conditions of the three
parameters we selected. Nevertheless, the construction of
such catalog would be extremely time consuming with-
out an educated selection of a parameter space region
to start a exploration with. This is the point where a
nonarbitrary and well educated location of parameters
could reduce the number of simulations to be carried out.
The method we propose, consists in constructing an edu-
cated set of numerical solutions of the RRH system with
their respective LCs, then train, validate and test dif-
ferent ANNs capable to classify the physical parameters
appropriate for a given observational LC.
What is expected to gain in the process is the reduction
of the number of simulations required to track down the
initial conditions that best fit a given LC. In the following
section we will explain our implementation of the ANN
method.
B. Artificial neural network description
In order to classify the initial data, first we fix the
possible ranges of values for the three physical pa-
rameters involved in the production of the LC, i.e.,
[ρb,Wb, Er,b]. The chosen ranges for each one of them
are ρb ∈ [0.277, 1.61]ρ0, Wb ∈ [300, 900] and Er,b ∈
[8.29× 109, 6.71× 1011]
(
M⊙
M
)2
erg/cm
3
where M is the
progenitor mass associated to long GRBs.
From each of these ranges, we select np equidistant val-
ues of each parameter and generate n3p numerical simula-
tions corresponding to each combination of the possible
values. The LCs obtained in the simulations are used to
train the ANN. Each LC will provide data like those in
Fig. 1, which are discretized in 220 time intervals, with
the idea that the time window contains the LC data of
the simulation. The value of the radiated flux is intro-
duced as the input of the ANN. The network propagates
forward the input data through a hidden layer and finally
to an output layer consisting in three outputs, each one
of them normalized to have a value between zero and one.
We associate each of these outputs with one among
nc possible classes for each one of the parameters with
nc ≤ np. Basically if the first output of the ANN
has a value between zero an 1/nc, the network is pre-
dicting that the value of ρb used to generate that LC
has a value in the first class of its range. To illus-
trate this, if nc = 3 and the three outputs of the
ANN are (0.4, 0.1, 0.8), this means that the correspond-
ing classes labels of the parameters are (2,1,3). The phys-
ical values of the parameters are then within the val-
ues ρb = (0.94 ± 0.22)ρ0,Wb = 400 ± 100 and Er,b =
(5.61× 1011± 1.11× 1011) (M⊙/M)
2
erg/cm
3
, where the
uncertainty is computed as half of the length of the box.
To train the feedforward ANN we use an offline back-
propagation algorithm with learning rate γ that mini-
mizes the cost function
C =
1
N
N∑
p=1
3∑
k=1
(T pk −O
p
k)
2 (2)
to find the update rule for each weight during every iter-
ation of the algorithm. Here T pk is the kth target and O
p
k
is the kth output from the pattern p and N is the total
number of LC used to train the network.
We divide the n3p simulations in three different sets.
The first one called training set contains sixty percent of
the simulations and is used to adjust the network weights
as explained in the previous paragraph. The second one
called validation set containing twenty percent of the sim-
ulations, is used to indicate when the training process has
to stop and avoid overtraining. The third and last one
is called prediction set, it contains the remaining twenty
percent of the simulations and is the set used to deter-
mine the quality and accuracy of the network.
In order to reduce the size of the prediction’s uncer-
tainty of the parameters, once the network has selected
a given interval for the three physical parameters, we
perform another set of simulations contained inside such
selected box. This means we produce another set of n3p
simulations within the selected box of initial conditions
and repeat the process of classification, but notice that
this time within a smaller box in the parameter space.
This refinement process is illustrated in Fig. 2 for three
refinement levels. Every time we repeat this process the
uncertainty of the initial conditions decreases. In the
results presented in the following section, we apply this
process three times.
4FIG. 2: Sampling of the parameter space with refinement
showing the two dimensional parameter plane ρb −Wb. The
classification is done among twenty seven cubes in reality,
however we show here the two dimensional projection with
n2c = 9 square boxes. Each point represents a simulation with
a given set of initial conditions (ρb,Wb, Er,b). In this example
there are three refinement levels of the sampling. The ANN
prediction is that the best parameters are in the box with
coordinates (2, 3) in the first refinement (left-bottom), the
box (2, 1) in the second refinement (top-center) and the box
(3, 2) in the third refinement (right-bottom).
III. RESULTS
In order to find out an optimal performance of our
ANN, we explore different topologies, by changing the
learning rate and the number of hidden neurons. We
trained the network during 2 × 104 iterations for all the
different configurations. We have chosen two different
learning rate constants (γ = 1× 10−3 and γ = 2× 10−3).
We have combined each one of them with 5, 10, 20 and 40
hidden neurons, one at a time. We carried out two exper-
iments to test the efficiency of each of above-mentioned
topologies. In the first one, we divided the ranges of rest
mass density, Lorentz factor and radiated energy density,
in np = 12 equidistant values of each parameter, creat-
ing a total of 123 = 1728 LCs. With these 12 values,
we analyzed 3, 6 and 12 classes for each parameter. In
Table I we show the percentages of correct classifications
for each scenario with two different values of the learning
rate constant.
We can see that if the number of hidden neurons in-
creases, the accuracy of the prediction increases too, but
also the computational cost as seen in Table III. This be-
havior happens in general for all the scenarios indepen-
dently of the number of classes. For the same network
parameters, if we use a smaller number of classes, the
accuracy of the prediction increases but also the uncer-
tainty of the estimated parameters related with the size
of the interval used to classify.
Classes
3 6 12
γ H ρb Wb Er,b ρb Wb Er,b ρb Wb Er,b
5 80.6 77.1 96.2 63.4 62.6 85.7 55.3 35.3 60.2
.001 10 98.2 84.3 96.2 72.4 66.9 89.2 78.8 45.2 68.9
20 97.3 88.9 96.8 71.8 79.1 95.9 74.2 55.3 79.4
40 91.8 88.6 97.3 76.8 77.6 97.3 82.0 50.1 86.3
5 84.6 86.3 95.6 63.1 52.4 78.2 54.2 32.7 61.1
.002 10 98.2 84.0 95.0 78.8 70.7 91.0 73.6 49.5 75.6
20 96.2 86.9 96.2 81.4 78.8 96.5 85.5 53.9 88.6
40 97.6 87.5 99.4 80.2 84.0 97.9 90.1 55.9 87.8
TABLE I: Percentage of correct classifications for each physi-
cal parameter for two values of the learning rate γ, the number
of hidden neurons H and the number of classes for experi-
ment one, where the physical parameters were divided in 12
equidistant values.
In the second experiment, we divided the ranges of
physical parameters, into np = 16 equidistant values of
each parameter, generating a total of 163 = 4096 LCs.
With these 16 values we form 4, 8 and 16 classes for
each parameter. The predictions for this experiment are
shown in Table II. Like in the previous experiment, the
accuracy of the network increases as we increase the num-
ber of neurons. It is worth noticing that this improve-
ment in accuracy reaches, in both experiments, a maxi-
mum with a number of neurons between 20 and 40. We
also show the computing time required for the classifica-
tion in Table III.
Comparing these two experiments, we can see that pre-
dictions in the second experiment are less precise than in
the first one. Also in Tables I and II we can notice that
the number of correct classifications is bigger for exper-
iment one than it is for experiment two, nevertheless in
the first (second) one the size of the intervals used to
classify is bigger (smaller) which implies the parameter’s
uncertainties are bigger (smaller).
After the network is trained, we evaluate its perfor-
mance using the prediction set. The data corresponding
to this set is propagated through the network using the
trained weights and we found that the network classifies
correctly the data for each output at least 84.8% percent
of the times, as can be seen in the first row of Table V. In
order to quantify the quality of our predictions, we also
prepared two tests based on numerical and observational
LCs.
As mentioned in the previous section, to reduce the un-
certainty associated to parameters estimates, we perform
a second classification assuming a smaller box of physical
parameter values centered in the predicted class. Then a
new set of n3p LCs are prepared for the ANN. The results
are presented in Tables IV and V for a different number
of hidden neurons and learning constant values.
5Classes
4 8 16
γ H ρb Wb Er,b ρb Wb Er,b ρb Wb Er,b
5 79.8 81.7 93.5 56.8 58.6 83.4 49.0 30.9 65.2
.001 10 82.1 86.4 98.0 61.4 62.1 84.0 68.1 40.7 73.6
20 85.8 86.3 96.0 69.1 69.2 88.2 67.5 46.2 74.0
40 85.6 86.9 97.6 71.9 70.8 91.0 76.3 52.5 83.1
5 81.3 84.5 94.6 70.6 58.7 73.7 56.4 34.5 51.7
.002 10 85.1 85.3 95.1 65.8 64.1 79.5 67.0 36.9 77.6
20 85.7 87.4 98.9 76.2 68.2 91.8 79.2 46.3 77.9
40 81.0 87.6 97.9 72.5 64.1 89.6 78.6 49.5 83.5
TABLE II: Percentage of correct classifications for each phys-
ical parameter for two values of the learning rate constant γ,
the number of hidden neurons H and the number of classes in
the second experiment, where the physical parameters were
divided in 16 equidistant values.
Computational time (s)
H np = 12 np = 16
5 8167 19540
10 16400 40117
20 32395 81946
40 74282 174554
TABLE III: Computational time measured in seconds for each
network structure, when np = 12 and 16.
H ρb Wb Er,b Computational
% % % time (s)
1 36.5 33.7 37.2 700
2 48.9 33.7 75.1 1411
3 88.9 33.7 98.6 2189
4 95.1 64.1 99.3 2843
5 97.2 72.4 98.6 3536
6 97.9 70.0 100 4384
7 95.1 73.1 97.9 4877
8 97.9 76.5 100 5802
9 97.9 73.1 100 6513
10 96.5 78.6 100 6899
20 98.6 80.6 100 14169
40 97.2 82.7 100 28325
60 97.9 84.8 100 42971
80 97.2 84.1 100 56713
100 97.9 84.8 100 70324
TABLE IV: Percentage of correct classifications for each phys-
ical parameter using the learning rate γ = 0.001 and varying
the number of hidden neurons H for nc = 3 and np = 9, in-
cluding the computational time measured in seconds, used by
the network for the first refinement.
s
γ H ρb Wb Er,b
5 95.1 84.8 98.6
.0025 20 98.6 85.5 100
60 97.9 91.7 100
5 97.2 72.4 98.6
.00075 20 96.5 77.2 99.3
60 97.2 82.0 100
TABLE V: Percentage of correct classifications for each phys-
ical parameter varying the learning rate γ and considering H
hidden neurons for nc = 3 and np = 9.
A. Results with numerically generated LCs
We produce numerically two LCs with the only condi-
tion that the parameters to generate such LCs lie within
the region containing the parameters used to train the
network. The specific data used are shown in Table VI.
In both tests we set the progenitor mass to 10M⊙.
Test ρb (g/cm
3) Wb Er,b
(
M⊙
M
)2
(erg/cm3)
1 1.54ρ0 790.5 6.63× 10
11
2 1.58ρ0 301.5 1.66× 10
11
TABLE VI: Initial parameters for two particular initial con-
ditions whose LCs will be used to determine the accuracy of
the classification scheme.
We remind the reader that the parameter box has
parameter values (ρp,Wb, Er,b) ∈ [0.277, 1.61]ρ0 ×
[300, 900]× [8, 29× 109, 6.71× 1011](M⊙/M)
2. Assuming
np = 9 and nc = 3, the initial conditions for case 1 in
Table VI would belong to the box (3,3,3) within the first
refinement, and the boxes (3,2,3)-(2,3,3) in the second
and third refinements. Therefore the perfect classifier
should find that the LC was generated with parameters
within the box sequence (3,3,3)-(3,2,3)-(2,3,3) for Test 1.
On the other hand, for Test 2 the sequence should be
(3,1,1)-(3,1,3)-(3,1,1).
The ANN predicted the following box sequences
(3,3,3)-(2,1,3)-(1,3,3) and (3,1,1)-(3,1,3)-(3,1,1) for Tests
1 and 2 respectively. We present in Table VII, the ex-
plicit parameter values and their uncertainty, defined as
half of the length of the class in the third refinement.
Test ρb (g/cm
3) Wb Er,b
(
M⊙
M
)2
(erg/cm3)
1 1.34 ± 0.024ρ0 755.55 ± 11.11 6.59± 0.123 × 10
11
2 1.59 ± 0.024ρ0 311.11 ± 11.11 1.68± 0.123 × 10
11
TABLE VII: Predictions obtained with the ANN after three
levels of refinement for each test.
For the sake of illustration we have chosen Test 1 as
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FIG. 3: The LC generated numerically for Test 1 (top) and
Test 2 (bottom), compared with the predictions of the ANN.
The first case illustrates one of the scenarios where the ANN
fails at classifying the initial conditions in the second refine-
ment. The second test illustrates a successful case.
an example showing the ANN failing at classifying in
the second refinement, notice that the density fails by a
considerable 15%. Test 2 is an example of a successful
classification where the density shows an error less than
1%. In Fig. 3 we compare the original LC and the one
predicted by classification of parameters by the ANN of
these two tests.
B. Results with observed GRBs
Before classifying the parameters we prepare LC data
as a time-series that will feed our ANN. For this we take
observational data, like those in Fig. 4 and convert them
into code units. We fit the data with a high order poly-
nomial that we use to generate a time series in a discrete
time domain with uniform resolution ∆t used for the light
curves we generated numerically in the previous subsec-
tion. When this process is done, we introduce the data
into the trained ANN and proceed to the classification.
Refinement ρb(g/cm
3) Wb Er,b(erg/cm
3) M(M⊙)
GRB051111
(3, 3, 3) 1.39± 0.22 800± 100 5.61 ± 1.11 25
(1, 3, 3) 1.24 ± 0.073 866.6 ± 33.33 6.34± 0.368 25
(1, 2, 3) 1.19 ± 0.024 866.6 ± 11.11 6.59± 0.123 25
GRB060206
(3, 1, 3) 1.39± 0.22 400± 100 5.61 ± 1.11 12.5
(3, 3, 1) 1.54 ± 0.073 466.6 ± 33.33 4.87± 0.368 12.5
(3, 1, 3) 1.59 ± 0.024 444.4 ± 11.11 5.11± 0.123 12.5
GRB060904B
(3, 1, 3) 1.39± 0.22 400± 100 5.61 ± 1.11 15
(3, 3, 1) 1.54 ± 0.073 466.6 ± 33.33 4.87± 0.368 15
(3, 1, 3) 1.59 ± 0.024 444.4 ± 11.11 5.11± 0.123 15
GRB070318
(3, 3, 3) 1.39± 0.22 800± 100 5.61 ± 1.11 20
(1, 3, 3) 1.24 ± 0.073 866.6 ± 33.33 6.34± 0.368 20
(1, 3, 3) 1.19 ± 0.024 888.8 ± 11.11 6.59± 0.123 20
GRB080413B
(3, 1, 1) 1.39± 0.22 400± 100 3.4± 1.11 10
(3, 1, 3) 1.54 ± 0.073 333.3 ± 33.33 1.92± 0.368 10
(1, 2, 1) 1.49 ± 0.024 333.3 ± 11.11 1.68± 0.123 10
TABLE VIII: Parameters of the initial jet. In order for the
values of the rest-mass density and radiative energy density
to be correctly rescaled, they must be multiplied by ρ0 and(
M⊙
M
)2
× 1011 respectively.
As we initialize the ANN weights with random num-
bers, the network’s prediction may change when the ini-
tial weights are different, this implies that training de-
pends on the initial weights. In order to overcome the
dependence on this randomness, we train ten networks
with different initial weights. To know what prediction
was the best, the ten networks were trained and the co-
ordinates that were predicted more times and those that
best fit in a given refinement were selected for the next
refinement. We used three refinements and the predic-
tions for each of the observed light curves are shown in
Table VIII. The GRBs are: GRB051111, GRB060206,
GRB060904B,GRB070318 and GRB080413B. These long
GRBs were taken on an energy band 15− 150 KeV from
[31].
In Fig. 4 we show the fits for these five long GRBs.
The parameters ρb, Wb, Er,b, used to produce these plots
are those of the center of the box selected by the ANN.
In the first case, we show how in the first refinement the
fit is better than in the subsequent refinements. This is a
method to lock down further refinements. The following
three curves show a reasonable fit with the third refine-
ment. Finally the fit of the fifth curve is a failure in the
classification.
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FIG. 4: The light curve data of five long GRBs, from left to right and top to bottom: GRB051111, GRB060206, GRB060904B,
GRB070318, and GRB080413B respectively. The data represented by dots with error bars were taken from [31]. The three
lines of each plot correspond to the predictions in the first, second and third refinement.
IV. FINAL COMMENTS
We have presented a tool that classifies the light curves
generated by a single one-dimensional relativistic jet pro-
duced by different values of the rest mass density, Lorentz
factor and radiated energy of the beam, based on a radi-
ation relativistic hydrodynamical model.
As shown in [16] the model used to generate the jets,
is still a simple one, however useful at fitting the ampli-
tude of LGRB flux light curves. Even though the model
does not contain all the ingredients of the most sophis-
ticated case, it helps at illustrating the usefulness of the
8ANNs as a classifier of initial conditions in this specific
astrophysical scenario.
We tested our method using numerically generated
LCs and obtained an 84.8% of accuracy in the classifi-
cation as shown in Table V. We show the Test 1 as a
case where the ANN fails at classifying properly. We
also applied the method to observational LCs, where the
method was correct in four out of five cases analyzed. Fi-
nally, because the uncertainty on the parameters depends
on the refinement of the parameter space, it is expected
that by increasing the number of refinements, the size of
the quality of the fit will improve.
Using a single opacity associated with a single emis-
sion mechanism, in our case bremsstrahlung radiation
and Thomson scattering cannot explain the two regimes
of the LC. A more realistic scenario would include the in-
verse Compton process acting on a higher energy regime
and the Thompson channel on the low energy regime.
This can be overtaken by using a multiband or multifre-
quency model that can take into account two or more
processes with the same code (e.g. [17]), a case that we
will implement in the future.
In conclusion, our method provides a straightforward
way to track down the parameters within a given accu-
racy. Similar astrophysical problems could require the
solution of three dimensional evolution equations, which
require a considerable computer power and therefore the
exploration of the parameter space would be very costly.
In such scenario, our approach could show its strength
by using a systematic exploration which is expected to
be more efficient than using brutal force and thus a
costly exploration. We are aware of the limitations of
our method, some of them include the need of producing
a considerable set of simulations that eventually could be
computationally prohibitive, and the possible failures in
zones of the parameter space where the problem might
seem degenerate to the network. Nevertheless, these kind
of approaches are essential at solving inverse problems in-
volving models related to Partial Differential Equations.
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