Spatial Design of Physical Network Robust against Earthquakes by Saito, Hiroshi
ar
X
iv
:1
40
2.
68
35
v1
  [
cs
.N
I] 
 27
 Fe
b 2
01
4
1
Spatial Design of Physical Network Robust against
Earthquakes
Hiroshi Saito, Fellow, IEEE
Abstract—This paper analyzes the survivability of a physical
network against earthquakes and proposes spatial network design
rules to make a network robust against earthquakes. The disaster
area model used is fairly generic and bounded. The proposed
design rules for physical networks include: (i) a shorter zigzag
route can reduce the probability that a network intersects a
disaster area, (ii) an additive performance metric, such as repair
cost, is independent of the network shape if the route length
is fixed, and (iii) additional routes within a ring network does
not decrease the probability that all the routes between a given
pair of nodes intersect the disaster area, but a wider detour
route decreases it. Formulas for evaluating the probability of
disconnecting two given nodes are also derived. An optimal server
placement is shown as an application of the theoretical results.
These analysis results are validated through empirical earthquake
data.
Index Terms—Disaster, network survivability, network design,
network architecture, integral geometry, geometric probability,
probability of maintaining connectivity, network availability,
network reliability, network failure.
I. INTRODUCTION
Japan is a country prone to earthquakes. An earthquake
occurred on March 11, 2011 in northeastern Japan, and the
resulting tsunami caused fatal damage to the network. In
NTT’s networks [1], approximately 1.5 million circuits for
fixed-line services, approximately 6,700 pieces of mobile
base-station equipment, and approximately 15,000 circuits for
corporate data communication services were damaged. It was
also reported that transmission lines were disconnected in
90 routes, 18 exchange office buildings were destroyed, 23
buildings were submerged, approximately 65,000 telephone
poles were destroyed, and submersion and physical damage
to aerial cables reached about 6,300 kilometers. Many other
countries are also prone to earthquakes [2].
Through such experiences, network operators have made
efforts to increase network robustness against earthquakes.
For example, microwave transit systems were expanded as
a means of increasing network survivability after a large
earthquake struck in 1968, and a transportable earth station of
a satellite communication system was developed because of an
earthquake in 1993 [3]. Nevertheless, we do not have a design
method of creating a network robust against earthquakes. This
paper responds to this need.
The contributions of this paper are as follows. (1) This paper
introduces a theoretical method for evaluating metrics such as
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probability of disconnection for a bounded and general-shaped
disaster area. (2) This theoretical method explicitly reveals
physical network design rules robust against earthquakes. For
example, (i) a shorter zigzag route can reduce the probability
that a network intersects the disaster area, (ii) an additive
performance metric is independent of the network shape if
the route length is fixed, and (iii) additional routes within a
ring network does not decrease the probability that all the
routes between a pair of nodes intersect the disaster area. (3)
Actual earthquake intensity maps are used for disasters areas
to evaluate the validity of the theoretical results.
The organization of this paper is as follows. Related work
is described in Section II, the model and notations used in this
paper is explained in Section III, the analysis is discussed in
Section IV, numerical examples are discussed in Section V,
and the paper is concluded in Section VI.
II. RELATED WORK
Although a large number of theoretical papers have been
published evaluating the reliability, availability, and surviv-
ability for a given network, most of these papers focus on
a single failure (or independent failures) of a network node
or a link. For a given set of network topologies and failure
rates of network entities, they typically evaluate a metric,
such as the probability that a pair of network entities can
be connected [4]. In a disaster, the assumption of a single
or independent failure is not valid. In addition, the physical
shape of a network is important for evaluating the impact of a
disaster on network survivability; however, most studies have
not covered this point.
The following studies focused on network survivabil-
ity by taking into account correlated failure and geomet-
ric/geographical conditions: Grubesic [5] evaluated the net-
work survivability of the current Internet based on geograph-
ical data. Although he focused on the physical route of a
network, it was a case study, and no mathematical models
or methods were provided. Liew and Lu [6] proposed a
framework to evaluate network survivability during a disaster
and introduced a survivability function to various metrics.
Although their framework can introduce correlated failures,
they did not propose any method or model of correlations.
Wu et al. [8] discussed the optimization of the physical route
of an undersea cable by assuming a disk-shaped disaster area.
By assuming a rectangular route, the length of an edge is
determined by minimizing cost while maintaining a higher
probability of connecting two cities than the threshold.
Another direction is the extension of the minimum-cut-max-
flow type problems by taking into account a disaster area. As
2far as I know, Bienstock [7] initiated the study of this problem.
Algorithms computing the minimum number of disaster areas
disconnecting the source and sink nodes were investigated
when all the edges intersecting the disaster areas are removed.
Sen et al. [9] proposed a region-based connectivity as a metric
for fault-tolerance. Assuming the region is a disk-shaped disas-
ter area, polynomial time algorithms calculating region-based
connectivity are provided. Neumayer et al. [10] discussed the
geographical min-cut, defined as the minimum number of disk-
shaped disaster areas to disconnect a pair of nodes, and the
geographical max-flow, defined as the maximum number of
paths that are not disconnected by a single disaster area, and
showed that geographical min-cut is not equal to geographical
max-flow. Agarwal et al. studied algorithms that find a disaster
location having the highest expected impact on a network,
where the impact is defined by various metrics such as the
number of failed components [11].
Recently, Neumayer et al. published two papers intended to
cover network survivability in a disaster [12], [13]. In their
network model, there is a set of line segments of which
end points are locations of network center buildings and
the disaster model is a line segment or a circle [12]. They
proposed to use an optimization technique to find the worst
case disaster. On the other hand, Neumayer and Modiano [13]
used geometric probability (integral geometry) to model the
randomness of a disaster. Their network model is, again, a set
of line segments of which end points are locations of network
center buildings and the disaster model is a line. These papers
emphasize the polynomial time algorithm to evaluate metrics.
The paper [14] is in this direction. Its network model is with
nodes and links consisting of line-segments, and the disaster
area is assumed to be a half plane. Nodes and links in a disaster
area is probabilistically in failure. In addition to the algorithm
evaluating metrics, this paper proposes an update method and
an optimal placement of network entities to make the network
robust.
Saito [15] derives explicit formulas of various metrics under
the assumption that the disaster area is a half plane (or a
broad strip) and that the physical network shape is fairly
generic. Based on these formulas, a rule of thumb of network
design robust against disasters was proposed in that paper. For
example, (1) reducing the convex hull of the physical route
reduces the expected number of nodes that cannot connect
to the destination. (2) The probability of maintaining the
connectivity of two nodes on a ring-type network cannot be
changed by changing the physical route of that network. (3)
The effect of making a ring-type network is identical to that of
a single physical route implemented by the straight-line route.
This paper extends [15] regarding the following points: The
finite convex disaster (earthquake) area model is assumed. That
is, the metrics derived in this paper shows the impact of the
disaster area size and the shape of the disaster area. In the
numerical example, actual disaster area data are used. Optimal
network design regarding some metrics is explicitly shown.
Although this paper does not require users to have knowl-
edge of integral geometry (geometric probability), derivation
of some basic results follows a method used in integral ge-
ometry. In the network and network application communities,
integral geometry is not commonly used. In addition to [13],
[14], and [15], the following papers use it. For example, a
series of papers [16], [17], [18] proposed shape estimation
methods derived using integral geometry for a target object
based on reports from sensor nodes of unknown locations.
Lazos et al. [19] and Lazos and Poovendran [20] directly
applied the results [21] to the analysis of detecting an object
moving in a straight line and to the evaluation of the probabil-
ity of k-coverage. Kwon and Shroff [22] also applied integral
geometry to the analysis of straight-line routing, which is an
approximation of the shortest path routing, and Choi and Das
[23] used it to determine sensors in energy-conserving data
gathering.
III. MODEL AND NOTATIONS
A. Notations
The following notations are used for the remainder of this
paper.
• d(u, v): the distance between u and v.
• l(u, v): a line segment between u and v.
• L(c): the length of curve c.
• C(c1, c2): a set of interior points bounded by two curves
c1 and c2, where the two end points of c1 are identical
to those of c2. Its boundary is c1 ∪ c2.
• |A|: the perimeter length of a bounded area A.
• ‖A‖: the size of a bounded set A. (When A is defined in
the parameter space (xd, yd, θ), ‖A‖
def
=
∫
A
dxd dyd dθ.
When A is defined in R2, ‖A‖ def=
∫
A
dx dy.)
• dmax(A): the diameter of a bounded area A. That is,
dmax(A) = maxu,v⊂A d(u, v).
B. Model
Let r(s, t) ⊂ A0 ⊂ R2 be a physical route between a pair of
nodes s and t, where A0 is an area of interest and is bounded
and convex. (For simplicity, (s, t) may be removed in r(s, t).)
In this paper, the meaning of a route r is not limited to the
connectivity between s and t. The meaning of r implies the
physical route shape. When there are two routes between s and
t and they are disjoint except for s and t, we say that s and
t are on a ring-type network and that these two routes form
a ring-type network. In the analysis in this paper, Pr(s 6↔ t)
(the probability disconnecting s and t) and Pr(r∩D 6= ∅) are
mainly discussed, where D is explained below.
Let D be a disaster area caused by an earthquake. Assume
that D is convex in the remainder of this paper if not explicitly
indicated otherwise. The position of D is characterized by the
position of its reference point (xd, yd) and by its direction θ
formed by a reference line fixed to D with another reference
line fixed to the fixed coordinates (Fig. 1). The disaster area
is modeled as a randomly placed area affecting A0. That is,
(xd, yd, θ) is in Ω(A0) in the parameter space where Ω(A0)
def
=
{(xd, yd, θ)|D(xd, yd, θ) ∩ A0 6= ∅}.
Assume that (xd, yd) and θ are uniformly distributed in
Ω(A0) because we have no prior information regarding the
location of D. We can define a probability that a set of
positions of D satisfies a certain condition Xc. Because
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Fig. 1. Disaster area model
(xd, yd) and θ are uniformly distributed in Ω(A0), this prob-
ability is given by the ratio of the size of the subspace
X(Xc)
def
= {(xd, yd, θ)|(xd, yd, θ) satisfies Xc} to the size of
Ω(A0). That is, the probability that a set of positions of D
satisfies Xc is ‖X(Xc)‖/‖Ω(A0)‖. (This is formally called a
geometric probability based on integral geometry [21].) For
convex D and convex A0, it is known that ‖Ω(A0)‖ is given
as follows (Eq. (6.48) in [21]).
‖Ω(A0)‖ = 2pi(‖D‖+ ‖A0‖) + |D| · |A0| (1)
Example 1: Assume that D is a disk of radius rd,
A0 is a disk of radius r0, and condition Xc is
{(xd, yd, θ)|D(xd, yd, θ) ∩ l(s, t) 6= ∅}. For this example,
we can easily draw a picture because D is independent
of θ (Fig. 2). Note that the position of reference point
(xd, yd) must be in X(Xc) to satisfy D ∩ l(s, t) 6= ∅.
Because (xd, yd) is uniformly distributed in Ω(A0) if no
condition is specified, the probability that a set of positions
of D satisfies Xc is
∫
X(Xc)
dxd dyd dθ/
∫
Ω(A0)
dxd dyd dθ.
Here,
∫
X(Xc)
dxd dyd dθ = 2pi(pir
2
d + 2d(s, t)rd) and∫
Ω(A0)
dxd dyd dθ = 2pi
2(r0 + rd)
2
.
Similarly to the definition of probability, we can also
define an expectation. For each position (xd, yd, θ) of
D, we can define a quantity q(xd, yd, θ). An example
of q(xd, yd, θ) is the length of chord D ∩ l(s, t). Be-
cause (xd, yd) and θ are uniformly distributed in Ω(A0),
the probability of the position [xd, xd + dxd) × [yd, yd +
dyd) × [θ, θ + dθ) is dxd dyd dθ/‖Ω(A0)‖. Therefore,
the expectation of the quantity q can be defined by∫
Ω(A0)
q(xd, yd, θ)dxd dyd dθ/‖Ω(A0)‖.
IV. ANALYSIS
A. Probability of routes intersecting disaster area
In this subsection, the probability that routes intersect D is
analyzed.
1) Single route:
Lemma 1: Assume that route r consists of two line seg-
ments l1, l2 connecting to an inner angle φ ≤ pi, and that
the distance between an end point not included in li and li
A0 
r0 
rd 
:(A0) 
l(s,t) 
s t 
rd 
X(Xc) 
Fig. 2. Simple example of {(xd, yd, θ)|D(xd, yd, θ) ∩ l(s, t) 6= ∅}
is larger than dmax(D) for i = 1, 2. When L(r) is fixed,∫
r∩D 6=∅
dxd dyd dθ is given by 2|D|L(r) + 2pi‖D‖ − f(φ),
where f(φ) is a decreasing function of φ ≤ pi, f(φ) ≥ 0.
Proof: For fixed θ, (xd, yd) satisfying {r ∩ D 6= ∅} is
shown in Figure 3. As shown in this figure,
∫
r∩D 6=∅
dxd dyd
consists of seven parts. The first four parts are four parallelo-
grams located on both sides of the two line segments (shown
with black dotted lines in Fig. 3.) It should be noted that they
overlap. The overlap area is hatched in this figure.
The remaining three parts are associated with three vertexes
including two end points. At each of the three convex vertexes
(i)-(iii), D comes in contact with the vertex and the reference
point of D draws a curve. This curve and the two line segments
from the vertex to the reference point form a sector-like shaped
area. If we fix D and move vertexes, these curves become
parts of the boundary of D, and these sector-like shaped areas
become parts of D. In the window in Fig. 3, the parts of D
corresponding to these sector-like shaped areas are formed at
vertexes (i)-(iii). Because there is a concave vertex (ii’), the
sum of these parts are not identical to D. In Fig. 3, the surplus
area, which is the sum of the parts of D corresponding to
these sector-like shaped areas formed at vertexes (i)-(iii) minus
D, is the sector-like shaped area specified by two tangent
points, each of which is formed by D and each of the two
line segments l1, l2.
In summary,
∫
r1∩D 6=∅
dxd dyd is equal to the sum of the size
of the four parallelograms, D, and the surplus area, minus the
overlap area size. Each side length of these parallelograms
is the length of l1 or l2, and its height is the distance from
reference point (xd, yd) to each of these two line segments.
In fact, these two line segments are on the tangent lines of D.
Each of these tangent lines is called a line of support of D
[27]. For the distance ρ from the reference point to the line of
support of D, the following equation is known:
∫ pi
−pi ρ(θ)dθ =
|D| (Eq. (1.6) in [21]).
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Reference 
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Fig. 3. Illustration of
∫
r∩D 6=∅ dxd dyd
Figure 4-(a) focuses on the surplus and overlap areas. The
former is included in the area outlined with thick (red) dotted
lines, and the latter is outlined with thick (black) lines. Because
the area outlined with thick (red) dotted lines and the overlap
area are congruent, the size of the overlap area minus the size
of the surplus area is equal to that of the hatched area in Fig.
4-(a). Let f(ξ, φ|θ) be this size of the hatched area in Fig.
4-(a), where ξ is the angle specifying a tangent point and is a
function of φ and θ. As shown in Fig. 4-(b), this size decreases
as φ increases. Therefore, f(ξ, φ|θ) is larger than or equal to
0, and a decreasing function of φ for each θ.
(a) (b) 
x x 
x 
Fig. 4. Illustration of surplus and overlap areas
Note that
∫
r∩D 6=∅
dxd dyd dθ is the integral on θ of the size
of the four parallelograms and D minus f(ξ, φ|θ). First, the
integral of the size of the four parallelograms on θ is equal
to
∑2
i=1
∫ pi
−pi(ρi(θ) + ρi(θ + pi))L(li)dθ = 2|D|
∑
i L(li) =
2|D|L(r). Second, the integral of the size D on θ is 2pi‖D‖.
Third, f(φ) def=
∫ pi
−pi f(ξ, φ|θ)dθ is larger than or equal to 0,
and a decreasing function of φ.
The assumption that the distance between an end point not
included in li and li is larger than dmax(D) is required because
D comes into contact with l1 and l2 at the tangent points at
(ii’).
Here is a simple example of this lemma.
Example 2: Assume that D is a disk of radius rd. Figure
5-(a) shows {(xd, yd)|D ∩ r 6= ∅} and Fig. 5-(b) highlights
the overlap area, which is the quadrangle in red. As shown in
this figure,
∫
D∩r 6=∅
dxd dyd = 2(L(l1) + L(l2))rd + (3pi/2−
φ/2)r2d − r
2
d/ tan(φ/2). Therefore,
∫
r∩D 6=∅
dxd dyd dθ =
4pi(L(l1)+L(l2))rd+pi(3pi−φ)r2d−2pir
2
d/ tan(φ/2). Hence,
f(φ) = −pi(pi − φ)r2d + 2pir
2
d/ tan(φ/2).
rd 
s t 
l1 l2 
l(s,t) 
f 
(a) (b) 
rd 
l1 l2 
f/2 
rd 
rd 
Congruent 
f/2 
rd/tan(f/2) 
Fig. 5. Simple example of Lemma 1
Lemma 1 can be generalized.
Lemma 2: Assume that r consists of n line segments, and
that the distance between the i-th line segment and any point
on the j-th line segments is larger than dmax(D) for j 6= i−
1, i, i+1 and for all i. (One of two end points of r is considered
as a part of the 0-th and first line segments, and the other one is
a part of the n-th and (n+1)-th line segments for simplifying
the notation.) Let φi ≤ pi be the inner angle of the i-th and
(i + 1)-th line segments (i = 1, 2 · · · , n − 1). When L(r) is
fixed,
∫
r∩D 6=∅
dxd dyd dθ is given by 2|D|L(r) + 2pi‖D‖ −∑
i f(φi), where f(φi) is a decreasing function of φi ≤ pi,
f(φi) ≥ 0.
Proof: For fixed θ, (xd, yd) satisfying {r ∩ D 6= ∅} is
shown in Fig. 6. As shown in this figure,
∫
r∩D 6=∅ dxd dyd
consists of several parts in two categories. The first category
is associated with parallelograms located on both sides of the
line segments. For the concave vertexes, their overlap areas
appear. They are hatched and denoted as overlap-(x’) in the
figure.
The second category is associated with convex vertexes
including end points of r. At each vertex, D comes into contact
with the vertex and the reference point of D forms a curve.
This curve and the two line segments from the vertex to the
reference point form a sector-like shaped area. If we fix D and
move the vertex, this curve becomes a part of the boundary of
D and this sector-like shaped area becomes a part of D. In Fig.
7, parts of D corresponding to these sector-like shaped areas
are described. When D starts around (i) in Fig. 6, it moves
through (ii), (iii), (iv’), (v), (iv), (iii’), (ii’), and finally returns
to (i). The trace on the boundary of D corresponding to this
movement starts from “Start” in Fig. 7, moves clockwise in
the sector-like shaped areas (i), (ii), and (iii), counterclockwise
in (iv’), clockwise in (v) and (iv), and counter-clockwise in
(iii’), (ii’), and finally returns to “Start.” Therefore, the sum
of these sector-like shaped areas corresponding to the convex
vertexes minus these sector-like shaped areas corresponding
to the concave vertexes is equal to D. The sector-like shaped
5(ii) 
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(iv) 
(iii’) 
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Surplus (iii’) 
Surplus (ii’) 
Surplus (iv’) 
Overlap (iii’) 
Overlap (ii’) 
Overlap (iv’) 
Fig. 6. Illustration of
∫
r∩D 6=∅ dxd dyd: r consisting of more than two line
segments
area corresponding to the concave vertex (x’) is denoted as
surplus-(x’) in Fig. 6.
Similar to Fig. 4-(a), “surplus” is included in a congruent
area of “overlap” for each concave vertex. Thus, the surplus
area is smaller than the overlap area for each concave vertex.
Similar to Fig. 4-(a), let f(ξi, φi|θ) ≥ 0 be the overlap area
size minus the surplus area size at the vertex of φi with fixed θ.
Similar to Fig. 4-(b), f(ξi, φi|θ) is a decreasing function of φi.
Note that f(φi)
def
=
∫ pi
−pi f(ξi, φi|θ)dθ becomes independent
of ξi and is the same for any concave vertex because it is
determined by D and a given inner angle φi ≤ pi.
Similar to Lemma 1,
∫
r∩D 6=∅ dxd dyd dθ is 2|D|L(r) +
2pi‖D‖ −
∑
i f(φi), where f(φi) is a decreasing function of
φi. The assumption that the distance between the i-th line
segment and any point on the j-th line segment is larger than
dmax(D) for j 6= i− 1, i, i+ 1 and for all i is required. This
is because, under this assumption, D in contact with the i-th
line segment does not cause overlap with D in contact with
the j-th line segment where j 6= i− 1, i, i+ 1.
When n = 1, the term
∑
i f(φi) disappears. As a result,∫
r∩D 6=∅
dxd dyd dθ = 2|D|L(r) + 2pi‖D‖. This result is
consistent with Eq. (6.48) in [21].
The following theorem based on Lemma 2 asserts that the
zigzag route reduces Pr(r∩D 6= ∅). If a route intersecting D
is disconnected due to a strong earthquake and there is a single
route between s and t, Pr(r ∩D 6= ∅) is identical to Pr(s 6↔
t). Therefore, under this assumption, the following theorem
means that the zigzag route reduces Pr(s 6↔ t). This is almost
consistent with the result in [14], [15], where a route with a
shorter perimeter length of its convex-hull reduces Pr(s 6↔ t)
when D is modeled by a half-plane.
(iii) 
(ii) 
(i) 
(v) 
(iv) 
(iv’) 
(ii’)+(iii’) 
Start 
Fig. 7. Parts of D corresponding to sector-like shaped areas
Theorem 1: Assume that r and r′ consist of n line seg-
ments. (One of two end points of each route is considered as
a part of the 0-th and first line segments, and the other one is
a part of the n-th and (n+ 1)-th line segments.) Assume that
the following assumption is satisfied: The distance between
the i-th line segment and any point on the j-th line segment
is assumed to be larger than dmax(D) for j 6= i − 1, i, i + 1
and for all i.
Let φi ≤ pi (φ′i ≤ pi) be the inner angle of the i-th and
(i+1)-th line segments of r (r′) for i = 1, 2 · · · , n−1. Assume
that L(r) ≤ L(r′) and that {φi}i ≤ {φ′j}j . (The meaning of
{φi}i ≤ {φ′j}j is as follows. When φi1 ≤ · · · ≤ φin−1 and
φ′j1 ≤ · · · ≤ φ
′
jn−1
, φik ≤ φ
′
jk
for k = 1, · · · , n − 1.) Then,
Pr(r ∩D 6= ∅) ≤ Pr(r′ ∩D 6= ∅).
Proof: Due to Lemma 2, ∫
r∩D 6=∅ dxd dyd dθ =
2|D|L(r) + 2pi‖D‖ −
∑
i f(φi) and
∫
r′∩D 6=∅
dxd dyd dθ =
2|D|L(r′) + 2pi‖D‖ −
∑
i f(φ
′
i). Because f(φ) is a de-
creasing function of φ,
∑
i f(φi) =
∑
k f(φik ) ≥∑
k f(φ
′
jk
) =
∑
i f(φ
′
i). Therefore,
∫
r∩D 6=∅ dxd dyd dθ ≤∫
r′∩D 6=∅
dxd dyd dθ.
The theorem above provides a better route. The following
is such an example.
Example 3: In Fig. 8, r consists of li for i = 1 to 4 and is
the route in red (thin line), and r′ consists of l′i for i = 1 to 4
and is the route in black (thick line). In Fig. 8-(a), φ2 = φ′2,
φ′1 = φ
′
3 = pi, L(l1) = L(l
′
1), L(l4) = L(l
′
4), L(l2) = L(l
′
3),
and L(l3) = L(l′2). In Fig. 8-(b), φ2 = φ′2, φ′1 = φ′3 = pi,
L(l1) ≤ L(l′1), L(l2) = L(l
′
2), L(l3) = L(l
′
3), and L(l4) ≤
L(l′4). It is clear that L(r) ≤ L(r′), {φi}i ≤ {φ′j}j for both
cases. If dmax(D) satisfies the assumptions of this theorem,
Pr(r ∩D 6= ∅) ≤ Pr(r′ ∩D 6= ∅) for both cases.
It is clear that Pr(r ∩ D 6= ∅) ≤ Pr(r¯ ∩ D 6= ∅), where
r¯ is the convex hull of r. Because Pr(r ∩ D 6= ∅) = Pr(r¯ ∩
D 6= ∅) in [15] assuming that D is modeled by a half-plane,
Pr(r¯ ∩D 6= ∅)− Pr(r ∩D 6= ∅) affects finite D.
2) Ring: Let us consider a ring-type network.
Theorem 2: Assume that r1 and r2 form a ring-type net-
work r1 ∪ r2, where C(r1, r2) is convex. If r3, r4, · · · ⊂
6I
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Fig. 8. Example of Pr(r ∩D 6= ∅) ≤ Pr(r′ ∩D 6= ∅)
C(r1, r2), Pr(r1 ∩ D 6= ∅, r2 ∩ D 6= ∅) ≤ Pr(r3 ∩ D 6=
∅, r4 ∩D 6= ∅, · · ·).
Proof: If r1 ∩ D 6= ∅, r2 ∩ D 6= ∅, there exist point
ui ⊂ D on ri (i = 1, 2). Due to the convexity of D and
C(r1, r2), (i) any point on the line segment between u1 and
u2 is in D, and (ii) one of the half planes made by the line
passing u1 and u2 includes s and the other half plane includes
t. Because of (ii), any route between s and t must intersect
the line segment between u1 and u2. Therefore, because of
(i), any route includes a point in D. This means that if {r1 ∩
D 6= ∅, r2 ∩D 6= ∅}, then {r3, r4, · · · ∩D 6= ∅}. As a result,
Pr(r1∩D 6= ∅, r2∩D 6= ∅) ≤ Pr(r3∩D 6= ∅, r4∩D 6= ∅, · · ·).
Corollary 1: Assume that r1 and r2 form a ring-type
network r1 ∪ r2, where C(r1, r2) is convex.
Pr(s ⊂ D) + Pr(t ⊂ D)− Pr(l(s, t) ⊂ D)
≤ Pr(r1 ∩D 6= ∅, r2 ∩D 6= ∅)
≤ Pr(l(s, t) ∩D 6= ∅)
= (2pi‖D‖+ 2d(s, t)|D|)/‖Ω(A0)‖ (2)
Proof: The first inequality in Eq. (2) is because Pr(r1 ∩
D 6= ∅, r2 ∩ D 6= ∅) ≥ Pr({s ⊂ D} ∪ {t ⊂ D}) = Pr(s ⊂
D) + Pr(t ⊂ D) − Pr(s, t ⊂ D). Due to the convexity of
D, the event {s, t ⊂ D} is equivalent to the event {l(s, t) ⊂
D}. The second inequality in Eq. (2) is due to Theorem 2.
The equality in Eq. (2) is because Pr(l(s, t) ∩ D 6= ∅) =
‖Ω(l(s, t))‖/‖Ω(A0)‖ due to the convexity of l(s, t) and Eq.
(6.48) in [21]. Apply Eq. (1) and note that |l(s, t)| = 2d(s, t).
Pr(l(s, t) ⊂ D) is approximately given by Theorem 5 in the
Appendix as well as by Eqs. (6.44) and (6.52) in [21]. Because
of Pr(s ⊂ D) = Pr(t ⊂ D) = 2pi‖D‖/‖Ω(A0)‖, we can
evaluate the first line of Eq. (2).
If a route intersecting D is disconnected due to a strong
earthquake, the probability Pr(r1 ∩ D 6= ∅, r2 ∩ D 6= ∅) is
identical to Pr(s 6↔ t) for the ring-type network. Therefore,
Theorem 2 and the Corollary above provide the following
result.
Corollary 2: Assume that a route intersecting D is discon-
nected. If r1 and r2 form a ring-type network r1 ∪ r2, where
C(r1, r2) is convex, additional routes r3, r4, · · · ⊂ C(r1, r2)
do not decrease Pr(s 6↔ t). If r1 and r2 are replaced with
r3, r4 ⊂ C(r1, r2), Pr(s 6↔ t) becomes worse. When r3, r4
become l(s, t), Pr(s 6↔ t) becomes largest and is given by the
right-hand side of Eq. (2). Pr(s 6↔ t) cannot be smaller than
the left-hand side of Eq. (2).
The result that additional routes do not decrease Pr(s 6↔ t)
under the assumption that routes intersecting D are discon-
nected is consistent with the result in [15], where D is modeled
by a half-plane. However, the condition r3, r4, · · · ⊂ C(r1, r2)
is not needed in [15]. On the other hand, the result that route
l(s, t) provides the worst Pr(s 6↔ t) is in clear contrast with
the result in [15]. When D is modeled by a half-plane, the
change in the physical routes of a ring-type network does not
change Pr(s 6↔ t) [15].
B. Additive metrics
In this subsection, the expected cost incurred is analyzed
under the assumption that cost w(u) is incurred when point u
on r is in D.
The assumption of convexity for D is not required for
Theorem 3 and Corollaries 3, 4, and 6.
Theorem 3: The expected cost incurred at the single r is
given by the following.
E[
∫
u⊂r,u⊂D
w(u)du] = 2pi‖D‖W1/‖Ω(A0)‖, (3)
where W1
def
=
∫
u⊂r w(u)du is the sum of the costs along r.
Proof: Note E[∫
u⊂r,u⊂D w(u)du] =∫
u⊂D(
∫
u⊂r w(u)du)dxd dyd dθ/‖Ω(A0)‖ =∫
u⊂r
(
∫
u⊂D
dxd dyd dθ)w(u)du/‖Ω(A0)‖. Because∫
u⊂D
dxd dyd dθ = 2pi‖D‖, E[
∫
u⊂r
w(u)du] =
2pi‖D‖
∫
u⊂r w(u)du/‖Ω(A0)‖.
This result shows that the expected cost is independent of
the shape of r if
∫
u⊂r w(u)du is fixed. If w(u) is constant, the
expected cost is proportional to the route length. The extension
to multiple routes is trivial.
Corollary 3: The expected cost incurred at routes ∪iri is
given by the following.
E[
∫
u⊂∪iri,u⊂D
w(u)du] = 2pi‖D‖W ′1/‖Ω(A0)‖, (4)
where W ′1
def
=
∫
u⊂∪iri
w(u)du is the sum of the costs along
all routes r1, r2, · · ·.
1) Single route: When there is a single r between s and t,
the following corollary can be provided.
Corollary 4: Assume that (i) a failure probability of the
i-th node on r is α(i) and (ii) a link failure rate at u is β(u)
per unit length, and (iii) the mean number γ¯ of route failures
defined by γ¯ def=
∑
i α(i) + L(r)β¯ is much smaller than 1,
where β¯ def=
∫
u⊂r β(u)du/L(r) is the mean link failure rate.
When there is a single r between s and t,
Pr(s 6↔ t) = 2pi‖D‖γ¯/‖Ω(A0)‖. (5)
Proof: Assume that ∫
u⊂r
w(u)du≪ 1, and each network
component on r in D is independently in failure. Here, w(u)du
means the failure probability of [u, u+du) when [u, u+du) is
in D. Because the failure probability w(u)du is very small and
we can ignore multiple failures on r, a single failure may occur
with probability
∫
u⊂r,u⊂D
w(u)du for a fixed D. Therefore,
Pr(s 6↔ t) = E[
∫
u⊂r,u⊂D
w(u)du]. Because of W1 = γ¯ and
Theorem 3, Pr(s 6↔ t) is given by Eq. (5).
7The result in [15] shows that Pr(s 6↔ t) can be improved by
reducing the perimeter length of the convex hull of r. However,
Corollary 4 shows that reducing the route length is required
to improve Pr(s 6↔ t) when D is bounded.
2) Ring: For a ring-type network, the following theorem
provides Pr(s 6↔ t). The key observation is that the probability
of more than two failures are negligibly small if
∑
i α(i) +∫
u⊂r1∪r2
β(u)du≪ 1.
Theorem 4: Assume that r1(s, t) and r2(s, t) between s
and t form a ring-type network r1 ∪ r2. When
∑
i α(i) +∫
u⊂r1∪r2
β(u)du≪ 1,
Pr(s 6↔ t)
= α(s) Pr(s ⊂ D) + α(t) Pr(t ⊂ D)
−α(s)α(t) Pr(l(s, t) ⊂ D)
+
∑
i( 6=s,t)⊂r1,j( 6=s,t)⊂r2
α(i)α(j) Pr(l(i, j) ⊂ D)
+
2∑
k=1
∑
v( 6=s,t)⊂rk
α(v)
∑
R(i)⊂rj ( 6=rk)
Wi(v)
+
∑
R(i)⊂r1,R(j)⊂r2
Wi,j , (6)
where Wi(v)
def
=
∫
u⊂R(i) β(u) Pr(l(u, v) ⊂ D)du, Wi,j
def
=∫
u⊂R(i),v⊂R(j) β(u)β(u) Pr(l(u, v) ⊂ D)du dv, and R(i)
means the part between node-i and node-(i+ 1) on r1 ∪ r2.
Proof: When r1(s, t) and r2(s, t) form a ring-type net-
work, s and t are disconnected if the event in which s or t is
in failure occurs or if the event u1(6= s, t) on r1(s, t) in D and
u2(6= s, t) on r2(s, t) in D are in failure occurs. Let P1 and P2
be the probability of the occurrence of the former event and
the latter event, respectively. Because the probability that both
events occur is much smaller than the probabilities that one
of these event occurs, we can ignore the probability that both
events occur. In addition, due to the convexity of D, the event
{u1, u2 ⊂ D} is equivalent to the event {l(u1, u2) ⊂ D}.
Therefore, Pr(s 6↔ t) = P1 + P2 and P1, P2 are given below.
P1 = α(s) Pr(s ⊂ D) + α(t) Pr(t ⊂ D)
−α(s)α(t) Pr(l(s, t) ⊂ D)
P2 =
∫
u⊂r1(s,t),v⊂r2(s,t)
γ(u)γ(v) Pr(l(u, v) ⊂ D)du dv
where γ(x) def=
∑
i( 6=s,t) α(i)1(i = x) + β(x), which is a
failure rate at x. Therefore,
P2
=
∑
i( 6=s,t)⊂r1,j( 6=s,t)⊂r2
α(i)α(j) Pr(l(i, j) ⊂ D)
+
2∑
k=1
∑
i( 6=s,t)⊂rk
α(i)
∫
u⊂rj( 6=rk)
β(u) Pr(l(u, i) ⊂ D)du
+
∫
u⊂r1(s,t),v⊂r2(s,t)
β(u)β(u) Pr(l(u, v) ⊂ D)du dv.
Because
∫
u⊂rk
β(u) Pr(l(u, i) ⊂ D)du =
∑
R(j)⊂rk
Wj(i)
and
∫
u⊂r1(s,t),v⊂r2(s,t)
β(u)β(u) Pr(l(u, v) ⊂ D)du dv =∑
R(i)⊂r1,R(j)⊂r2
Wi,j , Theorem 4 is derived.
When β(u) = βj for u ⊂ R(j) for all j,
Wi,j = βiβj
∫
u⊂R(i),v⊂R(j)
Pr(l(u, v) ⊂ D)du dv.
Because ∫
u⊂R(i),v⊂R(j)
Pr(l(u, v) ⊂ D)du dv
≈
1
2
∫
u⊂R(i),v⊂R(j)
(Pr(l(u, j) ⊂ D)
+Pr(l(u, j + 1) ⊂ D))du dv
=
1
2
L(R(j))
∫
u⊂R(i)
(Pr(l(u, j) ⊂ D)
+Pr(l(u, j + 1) ⊂ D))du
≈
1
4
L(R(j))
∫
u⊂R(i)
i+1∑
k1=i
j+1∑
k2=j
Pr(l(k1, k2) ⊂ D)du
=
1
4
L(R(i))L(R(j))
i+1∑
k1=i
j+1∑
k2=j
Pr(l(k1, k2) ⊂ D),
Wi,j ≈
∑i+1
k1=i
∑j+1
k2=j
βiβj
4 L(R(i))L(R(j)) Pr(l(k1, k2) ⊂
D). Similarly, Wi(v) ≈ βiL(R(i))(Pr(l(v, i) ⊂ D) +
Pr(l(v, i + 1) ⊂ D))/2. By applying these approximations
to Eq. (6), the following corollary is obtained.
Corollary 5: Assume that r1(s, t) and r2(s, t) between
s and t form a ring-type network. When
∑
i⊂r1∪r2
α(i) +
β¯L(r1 ∪ r2)≪ 1, and β(u) = βj for u ⊂ R(j),
Pr(s 6↔ t)
≈ 2pi‖D‖(α(s) + α(t))/‖Ω(A0)‖
−α(s)α(t) Pr(l(s, t) ⊂ D)
+
∑
i( 6=s,t)⊂r1,j( 6=s,t)⊂r2
α(i)α(j) Pr(l(i, j) ⊂ D)
+
2∑
k=1
∑
v( 6=s,t)⊂rk
α(v)
∑
R(i)⊂rj ( 6=rk)
βiL(R(i))
(Pr(l(v, i) ⊂ D) + Pr(l(v, i+ 1) ⊂ D))/2
+
∑
R(i)⊂r1,R(j)⊂r2
i+1∑
k1=i
j+1∑
k2=j
βiβj
4
L(R(i))L(R(j))
Pr(l(k1, k2) ⊂ D). (7)
Because Pr(l(u, v) ⊂ D) can be evaluated using Theorem 5
in the Appendix as well as with Eqs. (6.44) and (6.52) in [21],
the equation above can be evaluated.
C. Optimization
The results mentioned above provide network optimization.
First, define a metric. The following is an example.
Corollary 6: Assume that the mean number γ¯i of route
failures for rj satisfies γ¯i ≪ 1. When there is a single route
rj between s and tj (j = 1, 2 · · ·), the mean number Nd(s)
of nodes tj disconnecting node s is given by
Nd(s) = 2pi‖D‖
∑
j
γ¯j/‖Ω(A0)‖. (8)
This is because Nd(s) =
∑
j E[1(s 6↔ tj)] =
∑
j Pr(s 6↔ tj).
Assume that any communication needs to visit a server
Sv. When this server is placed at s∗, the mean number
8of disconnected communications due to server visit failure
is minimized. Here, s∗ = argminsNd(s) for a tree net-
work. When this server is placed at s†, the worst disconnect
probability due to server visit failure is minimized. Here,
s† = argminsmaxt Pr(s 6↔ t).
A similar metric and similar optimization for a ring network
can be defined.
V. NUMERICAL EXAMPLES
A. Disaster area data
This paper uses maps showing past earthquake intensities
stronger than 5- on the Japanese scale of 7 as D. The maps
are released by Japan Meteorological Agency (JMA) [28].
However, an earthquake of which the seismic center is in the
sea was not used because only onshore parts of its intensity
map are available. That is, the whole shape of D cannot be
obtained if its seismic center is in the sea. Therefore, the data
regarding the earthquake on March 11, 2011, which caused the
largest amount of damage in Japan after World War II, was
not used. As a result, eight samples of D were obtained [29].
In addition, the earthquake that occurred in 1995 and caused
the second largest amount of damage in Japan was used.
Because the maps released by JMA cover only earthquakes
that occurred over these several years, another map was used
[30]. The map is that of intensity 7 area. In the remainder
of this section, nine earthquakes are numbered in descending
order of ‖D‖. This figure shows that actual D may not be
convex or consist of a single part. Many earthquakes are
similar to Earthquake 1, but Earthquakes 3 and 9 are different.
Because of their shapes, their perimeters are large compared
with their sizes.
Because the convexity of D is assumed with most of the
results mentioned above, the numerical examples can be used
to confirm that these results are actually valid.
In the following numerical examples, simulation, as well as
equations derived in this paper, was used. In the simulation, the
reference point (xd, yd) is randomly and uniformly distributed
in an area including A0, and the direction θ is randomly and
uniformly distributed in [0, 2pi). 10,000 samples was used for
each point in a graph.
B. Real network
To evaluate the accuracy of the approximation formula (Eq.
7) and the tightness of the upper and lower bounds (Eq. 2)
for a real physical network, the network shown in Fig. 9 was
used. A disk with a 10-km radius including the network was
used as A0.
In this network, the distance between node 5 and node 12
is the largest among two nodes. Figure 10 plots Pr(r1 ∩D 6=
∅, r2 ∩D 6= ∅) and Figure 11 plots Pr(s 6↔ t) between these
two nodes.
In Fig. 10, Pr(r1 ∩ D 6= ∅, r2 ∩ D 6= ∅) derived using
the simulation is almost within the upper and lower bounds,
although the network is not convex. Precisely, Pr(r1 ∩ D 6=
∅, r2∩D 6= ∅) for Earthquake 1 is slightly larger than the upper
bound. The difference between the two bounds is normally
larger when the earthquake is smaller, but it is not so simple.
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Fig. 10. Pr(r1 ∩D 6= ∅, r2 ∩D 6= ∅) for real network
Figure 11 shows that Pr(s 6↔ t) has good agreement with
the theoretical one for most of the earthquakes except for
Earthquake 3, which has a complicated boundary. For this
earthquake, the theory underestimates Pr(s 6↔ t) by several
times.
C. Single route
Consider the simple example networks in Figure 12. Note
that these networks have the same route length L(r).
According to Theorem 1, assuming convexity of D, Pr(r∩
D 6= ∅) becomes smaller as nfold increases. The simulation
was conducted to verify this theorem for non-convex Ds. The
results are shown in Fig. 13. It illustrates that this theorem is
valid for actual earthquakes. Pr(r∩D 6= ∅) decreased by about
10% or less when nfold = 7 was used instead of nfold = 1. It
also shows that Pr(r ∩D 6= ∅) often decreased as the size of
D decreased. However, this is not always the case. (Although
the earthquakes are numbered in descending order of size,
Pr(r ∩ D 6= ∅) is not the order. That is, it depends on the
shape of D.) Its dependence depends on the network size or
the route length.
90.000001
0.00001
0.0001
0.001
0.01
0.1
1
0.0001 0.001 0.01 0.1 1
P
ro
b
. 
o
f 
d
is
co
n
n
e
ct
 b
e
tw
e
e
n
 
n
o
d
e
s 
5
 -
1
2
E
Earthquake 7
Earthquake 8
Earthquake 9
Earthquake 7
Earthquake 8
Earthquake 9
Solid lines: theory
Dotted lines: simulation
0.000001
0.00001
0.0001
0.001
0.01
0.1
1
0.0001 0.001 0.01 0.1 1
P
ro
b
. 
o
f 
d
is
co
n
n
e
ct
 b
e
tw
e
e
n
 
n
o
d
e
s 
5
 -
1
2
E
Earthquake 4
Earthquake 5
Earthquake 6
Earthquake 4
Earthquake 5
Earthquake 6
Solid lines: theory
Dotted lines: simulation
0.000001
0.00001
0.0001
0.001
0.01
0.1
1
0.0001 0.001 0.01 0.1 1
P
ro
b
. 
o
f 
d
is
co
n
n
e
ct
 b
e
tw
e
e
n
 
n
o
d
e
s 
5
 -
1
2
E
Earthquake 1
Earthquake 2
Earthquake 3
Earthquake 1
Earthquake 2
Earthquake 3
Solid lines: theory
Dotted lines: simulation
Fig. 11. Pr(s 6↔ t) for real network
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Fig. 12. Simple example networks
For the same example networks, the probability of discon-
nection is evaluated through Corollary 4 as well as simulation.
Figure 14 plots the result for Earthquake 1 as an example.
Here, “Theory” is Pr(s 6↔ t) derived by Corollary 4 and
is independent of nfold. The other curves are derived by
simulation. Among them, “Upper” means Pr(r ∩ D 6= ∅)
obtained by simulation.
Pr(s 6↔ t) approaches Pr(r ∩ D 6= ∅), as β increases
because r∩D 6= ∅ means s 6↔ t when β is large. In addition,
as expected, “Theory” has good agreement with the simulation
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results when β is small.
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D. Ring network
Consider the simple example networks in Figure 15-(1).
According to Theorem 2, Pr(r1 ∩ D 6= ∅, r2 ∩ D 6= ∅)
for a circle (Fig. 15-(1-a)) is the smallest, that for a hexagon
(Fig. 15-(1-b)) is the second smallest, and that for a concave
(Fig. 15-(1-c)) is the largest if D is convex. A simulation was
conducted to verify this theorem for non-convex Ds.
The results for Earthquakes 1 and 9 are shown in Fig. 16.
Although it is difficult to distinguish Pr(r1 ∩ D 6= ∅, r2 ∩
D 6= ∅) for a circle and that for a hexagon, the results seem
consistent with Theorem 2. As the number of hops between s
and t increases, Pr(r1∩D 6= ∅, r2∩D 6= ∅) increases. This is
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Fig. 15. Simple example network2
because the probability of disconnection for the shorter of the
two routes r1, r2 is dominant in Pr(r1 ∩D 6= ∅, r2 ∩D 6= ∅).
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Circle Hexa Concave
P
ro
b
. 
th
a
t 
a
ll
 r
o
u
te
s 
in
te
rs
e
ct
 
d
is
a
st
e
r 
a
re
a
(1, 1)
(2, 1)
(3, 1)
(1, 9)
(2, 9)
(3, 9)
A_0 20 x 20 km^2 (num. of hops, earthquake no.)
Fig. 16. Pr(r1 ∩D 6= ∅, r2 ∩D 6= ∅) for Earthquake 1
Figure 17 evaluates Pr(s 6↔ t) through simulation and
Corollary 5. As expected, “Theory” has good agreement with
the simulation results when β is small (Fig. 17-(b)). Unfor-
tunately, when the network becomes large (or D becomes
small), the accuracy of the theoretical result deteriorates (Fig.
17-(c)). This is because the approximation error of Corollary
5 increases.
Consider the simple example networks in Figure 15-(2).
To verify Theorem 2, a simulation was conducted. Figure
18 plots the probability that ri ∩ D 6= ∅ for every ri. As
Theorem asserts, this probability for “Circle” is not improved
by “Three routes” and is better than that for “Straight” for
many earthquakes such as Earthquake 1. In addition, when
the network is small (or D is large), the probabilities for
“Three routes”, “Circle,” and “Straight” become identical [15].
However, there are exceptions. Because Earthquake 9 consists
of multiple separated subareas, Theorem 2 is not valid. Here,
“Three routes” is the best and “Straight” is the worst.
E. Optimization
Let us investigate where a server should be placed in the
network shown in Fig. 9. Assume that there is a weak link in
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this network and that the link failure rate β† of the weak link is
larger than the link failure rate β of other links. The optimal
location is determined by minimizing the worst disconnect
probability due to server visit failure. That is, the server should
be located at s† = argminsmaxt Pr(s 6↔ t).
Figure 19 plots the result. This figure demonstrates that s†
is far from the weak link, although a similar result is shown
in [14]. However, this result depends on β†. If the difference
between β† and β is small, it is not clear that s† is far from
11
the weak link. This trend becomes clear as the difference
increases.
0
2
4
6
8
10
12
0 1 2 3 4 5 6 7 8 9 10 11 12
O
p
ti
m
a
l 
se
rv
e
r 
lo
ca
ti
o
n
Weak link 
0.02
0.1
0.5
Earthquake 1
D(i)=0 for all i, E = 0.01 for other links
E of weak link
Fig. 19. Optimal server location
VI. CONCLUSION
The physical network route shape against a generic and
bounded disaster area was analyzed. Based on the analysis
results, the following design rules were proposed: (i) a shorter
zigzag route is appropriate to reduce the probability that the
route intersects the disaster area, (ii) the route length should
be reduced for a single route if an additive performance metric
needs to be reduced because that metric is independent of the
network shape for fixed route length, (iii) additional routes
within a ring network are useless to decrease the probability
that routes intersect the disaster area, (iv) a wider detour route
for a ring network should be adopted to reduce that probability.
These analysis results as well as formulas evaluating the
probability of disconnecting two given nodes were validated
through empirical earthquake data.
The analysis results are also useful for spatial design of
network elements rather than the physical network shape. An
optimal server placement was discussed as an example.
Although existing disaster management is based on protec-
tion and restoration, the proposed design method is the first
step in disaster management aiming at disaster avoidance.
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APPENDIX A
APPROXIMATION FORMULA FOR Pr(l(u, v) ⊂ D)
A. Proposed approximation formula
Under restricted conditions, Pr(l(u, v) ⊂ D) is given
by Eqs. (6.44) and (6.52) in [21]. However, the numerical
examples using the nine earthquakes do not often satisfy these
conditions. As a result, large errors appear. Therefore, an
approximation formula for Pr(l(u, v) ⊂ D) is proposed.
Lemma 3: When D is a disk with radius RD, Pr(l(u, v) ⊂
D) ≈ g1(d(u, v), RD)/‖Ω(A0)‖ Here,
g1(d(u, v), RD)
def
=


4pi{R2D arccos(
d(u,v)
2RD
)
− d(u,v)RD2
√
1− (d(u,v)2RD )
2}, for d(u, v) < 2RD,
0, otherwise.
(9)
Proof: The center of l(u, v) can be located in the part
surrounded by the red dotted curves in Fig. 20. Its size is
given by g1(d(u, v), RD).
d(u,v) 
RD 
d(u,v)/2 
d(u,v)/2 
Fig. 20. Pr(l(u, v) ⊂ D) for disk-shaped D
Lemma 4: When D is a rectangle with edge lengths aD ≤
bD, Pr(l(u, v) ⊂ D) ≈ g2(d(u, v), aD, bD)/‖Ω(A0)‖. For
d(u, v) ≤ aD,
g2(d(u, v), aD, bD)
def
= 2piaDbD+2d(u, v)
2−4d(u, v)(aD+bD),
for aD ≤ d(u, v) ≤ bD,
g2(d(u, v), aD, bD)
def
= 4aDbD(pi/2 − arccos(
aD
d(u, v)
))− 4d(u, v)bD
+4bD
√
d(u, v)2 − a2D − 2a
2
D,
for bD ≤ d(u, v) ≤
√
a2D + b
2
D,
g2(d(u, v), aD, bD)
def
= 4aDbD(pi/2− arccos(
bD
d(u, v)
)− arccos(
aD
d(u, v)
))
+4aD
√
d(u, v)2 − bD
2 + 4bD
√
d(u, v)2 − aD2
−2bD
2 − 2aD
2 − 2d(u, v)2,
and for
√
a2D + b
2
D < d(u, v),
g2(d(u, v), aD, bD)
def
= 0.
The above lemma is given by Eq. (13) in [17]. (Because the
direction of l(u, v) is defined in [0, 2pi) in this paper and in
[0, pi) in [17], g2(d(u, v), aD, bD) doubles in Eq. (13) in [17].)
Theorem 5: If |D|2 ≥ 16‖D‖, Pr(l(u, v) ⊂
D) ≈ g2(d(u, v), aD, bD)/‖Ω(A0)‖, where aD =
(|D|−
√
|D|2 − 16‖D‖)/4, bD = (|D|+
√
|D|2 − 16‖D‖)/4.
Otherwise, Pr(l(u, v) ⊂ D) ≈ g1(d(u, v), |D|2pi )/‖Ω(A0)‖
Proof: If |D|2 ≥ 16‖D‖, there exist aD and bD satisfying
‖D‖ = aDbD and |D| = 2(aD + bD). Then, apply Lemma 4.
Otherwise, apply Lemma 3 with RD = |D|2pi .
There is another option that RD =
√
‖D‖/pi in the approxi-
mation formula above.
B. Numerical examples
The following numerical examples are evaluated to compare
the accuracy of the proposed approximation (Theorem 5) and
that of Eqs. (6.44) and (6.52) in [21]. Because Eq. (6.44)
requires the angle of each vertex of D, assume that the angles
of all the vertexes are the same and that the number of vertexes
is 3, 4, 6, or 12.
Nine earthquakes are used as D. The line segment length
d(u, v)(= L(l(u, v))) is dmax(D)×0.2, 0.4, 0.6, or 0.8, and
A0 is a square with an edge length 2dmax(D).
Figure 21 plots the median of the normalized Pr(l(u, v) ⊂
D), that is, Pr(l(u, v) ⊂ D) of each approximation divided
by that of the simulation, over nine earthquakes.
This figure shows that the proposed approximation clearly
outperforms Eqs. (6.44) and (6.52) in [21]. In particular, the
proposed approximation provides positive Pr(l(u, v) ⊂ D),
although Eqs. (6.44) and (6.52) in [21] often result in negative
Pr(l(u, v) ⊂ D). As the line segment length increases, the
relative error increases. This is because Pr(l(u, v) ⊂ D)
becomes small and small errors result in large relative errors.
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