Lectometry is a corpus-based methodology that explores how multiple languageexternal dimensions shape language usage in an aggregate perspective. The paper combines this methodology with Semantic Vector Space modeling to investigate lexical variability in written Standard English, as sampled in the original Brown family of corpora (Brown, LOB, Frown and F-LOB). Based on a joint analysis of 303 lexical variables, which are semi-automatically extracted by means of a SVS, we find that lexical variation in the Brown family is systematically related to three lectal dimensions: discourse type (informative versus imaginative), standard variety (British English versus American English), and time period (1960s versus 1990s). It turns out that most lexical variables are sensitive to at least one of these three language-external dimensions, yet not every dimension has dedicated lexical variables: in particular, distinctive lexical variables for the real time dimension fail to emerge.
Introduction
This paper presents a comprehensive analysis of lexical variation in written Standard English. Drawing on state-of-the-art lectometric methods (Geeraerts et al. 1999 , Speelman et al. 2003 , we explore the extent to which lexical choices in the Brown family of Standard English corpora (Hinrichs et al. 2010 ) are systematically structured by three lectal dimensions, i.e. standard variety, discourse function, and real time period. Our goal is to offer a data-driven vision for the study of lexical variation by introducing Semantic Vector Space models as a means for identifying lexical variables, and by utilizing Individual Differences Scaling as a tool for transparently aggregating lexical variation.
Our approach in this paper consists of the following five steps: (i) draw on large corpora (the British National Corpus, the American National Corpus, and the Blog Authorship Attribution Corpus) and 'Semantic Vector Space' modeling (Turney & Pantel 2000) to obtain an unbiased lexical variable set; (ii) determine the frequency distribution of lexical variant forms in the Brown corpora; (iii) rely on the 'Profile-based Distance' Metric (Speelman et al. 2003) to transform the distributional information into distances among the cross-categorizations of lectal dimensions that are represented in the Brown corpora; (iv) utilize 'Individual Differences Scaling' (Takane et al. 1977) to analyze the distances; and (v) interpret.
To exemplify the link between lexical variation and lectal dimensions, consider the lexical items that refer to the concept of subterranean public transport in English: subway is the American English variant, underground the British English one. This is a clear-cut case of transatlantic variation, yet it is unclear to which extent variation along these lines pervades the lexicon. We generalize in this study a large amount of lexical choices of the type subway versus underground, and find that variation in the lexicon is both lectally structured and systematic. On more methodological grounds, we advance 'lectometry' by sketching a semi-automatic bottom-up method (Semantic Vector Space modeling) for collecting lexical variables, which moves the field beyond the study of aprioristically defined usualsuspect phenomena (e.g. subway versus underground, truck versus lorry). We also highlight the benefits of a transparent aggregation method (Individual Differences Scaling), which enables the lectometrist to marry quantitative measurements with the qualitative discussion of linguistic variation phenomena. This paper is structured as follows: in Section 2, we review the literature and discuss the theoretical and empirical background guiding our study. Section 3 presents the dataset and explains our methodology in more concrete terms. Section 4 reports and discusses the findings. Section 5 offers concluding remarks.
Theoretical and empirical background
In this section, we discuss in more detail the theoretical and empirical background for lectometry. First, we investigate lexical variation from a theoretical perspective, in Section 2.1. Then, lectometry is described as an aggregative variational linguistic method in Section 2.2. Since calculating distances is central to lectometry, Section 2.3 discusses similarity measures. The two final subsections describe respectively the semi-automatic methodology for finding lexical variables (Section 2.4) and the transparent aggregation method of Individual Differences Scaling (Section 2.5).
Lexical variation in a theoretical perspective
The current paper considers lexical 'onomasiological' variation and follows Geeraerts et al. (1994: 5) : "The onomasiological perspective takes its starting point on the level of semantic values and describes how a particular semantic value […] may be variously expressed by means of different words". Our point of departure is therefore the variations among words which are used to label a certain concept, and, in our approach, lexical variables comprise sets of near-synonymous words. In contrast to an onomasiological approach, the 'semasiological' approach takes a certain word as its starting point and investigates which concept or concepts are expressed by that word. For instance, subway is also a semasiological variable as it can not only be used to refer to the concept subterranean public transport, but also to the concept underground tunnel for pedestrians. The term subway, however, is considered a typical American English (henceforth: AmE) label for subterranean public transport, and at the same time a typical British English (henceforth: BrE) label for underground tunnel for pedestrians. Thus, if we did not also make a semasiological distinction in the meaning of subway, our analysis of the lexical variables subway versus underground would be confounded. While the two approaches cannot be strictly separated, this paper primarily adopts the onomasiological view on lexical variation. Onomasiological studies of lexical variation may be traced back to the investigation of Zauner (1902) on Romance names for body parts, in which the names for body parts in several Romance languages were compared. The onomasiological perspective is very similar to the concept of 'sociolinguistic alternation variables' . Labov (1972: 271) argues that "social and stylistic variation presuppose the option of saying 'the same thing' in several different ways: that is, the variants are identical in reference or truth value, but opposed in their social and/or stylistic significance". Labov's (1972) construct of saying "the same thing" can be informally translated into the onomasiological definition of Geeraerts, Grondelaers, and Bakema (1994: 5) , quoted above.
However, we concur with Lavandera (1978) , who argues that truth-conditional interchangeability, i.e. interchangeability salve veritate (Quinn 1951) can be problematic for non-phonological alternation variables, including lexical ones. Note, however, that we adopt in this study the idea of paradigmatic (not truthconditional interchangeability) as is customary in 'distributional semantics' . In distributional semantics, along the lines of the famous quote "you shall know a word by the company it keeps" (Firth 1957: 11) , the meaning of a word is shaped by the contexts in which it occurs (see also Sinclair 1991) . This brings us to the corpus-linguistic notion of a collocation, which is defined as "a lexical relation between two or more words which have a tendency to co-occur within a few words of each other in running text" (Stubs 2002: 24) . A common measure for the strength of a collocation is the Church & Hanks (1990) 'Pointwise Mutual Information' index. The PMI index is defined in terms of the probability of having the combination x and y compared to the probabilities of having x and y separately (Geeraerts 2010: 173) . As a matter of fact, this index will resurface in the Semantic Vector Space construction, cf. Section 2.4. With respect to the topic of this paper, Sinclair's (2004: 29) seminal distinction between the open-choice principle (words having a fixed meaning) and the idiom principle ("words tend[ing] to go together and make meanings by their combinations") is central; the present study places an emphasis on idiomaticity to define word meaning. A thorough discussion of distributional semantics in a corpus linguistic context can be found in Geeraerts (2010: 165-178) .
In sum, we consider interchangeability an empirical, not a formal semantic problem. Our computational implementation of distributional semantics with Semantic Vector Space models will be explained in below.
Lectometry
Lectometry is an aggregative variational linguistics method, where claims are based on the analysis of feature aggregates as opposed to single features. As such, lectometry bears similarities to dialectometry (e.g. Seguy 1971 , Goebl 1984 , Nerbonne & Kretzschmar 2003 , multidimensional register analysis (e.g. Biber 1988) , and also some methods used in quantitative typology (e.g. Cysouw 2005 , Bickel 2007 , Borin & Saxena 2013 , Wälchli & Szmrecsanyi 2014 . All these methodologies consider the big picture by aggregating over a number of features. In dialectometry (see Szmrecsanyi 2011 Szmrecsanyi , 2013 for a demonstration of how to conduct corpus-based dialectometry), for instance, multiple linguistic features with a geographical pattern are considered simultaneously to explore the extent to which feature aggregates reveal geo-linguistic patterns. Technically speaking, dialectometrists calculate (dis)similarity measures which can subsequently be correlated, for example, with geographical distances (Nerbonne 2009 Grieve et al. (2011) , who uses statistical methods such as spatial autocorrelation for smoothing noise in the geographical signal.
In register analyses, the goal is to identify dimensions of functional opposites, such as narrative versus non-narrative texts, and to establish which linguistic features are associated with particular dimensions using Factor Analysis (as utilized in Biber 1988) and similar techniques. Because register analysis is primarily interested in usage patterns of linguistic features (rather than the linguistic objects such as dialects or texts in which these features are being observed, as in dialectometry), register analysts typically calculate correlation measures among the linguistic features (rather than dissimilarities among the objects, as is customary in dialectometry). This central interest in linguistic features notwithstanding, register analysis can yield a 'typology' , or a functionally and linguistically motivated categorization of texts (Biber 1989) . This then resembles output in lectometry.
Lectometry is in a way a super-construct, generalizing and drawing on both dialectometric and register analytic methodologies: it simultaneously aims to (i) measure dissimilarities among linguistic objects, and (ii) establish which linguistic features are implicated in the differences. What sets lectometry apart from both dialectometry and register analysis is that lectometry considers multiple languageexternal factors simultaneously -register, geography, real time, etc. (while dialectometry tends to be exclusively interested in geography, and register analysis in functional differences). Due to the fact that we take a lectometric approach, it is this multiplicity of language-external factors that will take center stage in the present paper.
Calculating distances
A lectometric approach aggregates over multiple linguistic variables with the goal of finding patterns in the interaction of language-external factors (on how to find these variables see Section 2.4). Such patterns emerge from measuring the pairwise dissimilarities between (sub)corpora which represent cross-sections of language-external factors. The pairwise dissimilarities, in turn, are calculated on the basis of the usage behavior of the linguistic variables. Consider language-external factors such as standard variety (BrE versus AmE) and discourse function (imaginative versus formative); these yield cross-categorizations such as "BrE informative", "AmE imaginative", and so on. Two cross-categorizations can be considered similar if their usage patterns of linguistic variables are similar. For example, BrE informative prose and BrE imaginative prose may be similar to the extent that they both use a certain lexeme (e.g. underground) frequently, and more frequently than AmE prose.
There are many ways to calculate linguistic distances (see Borin & Saxena 2013) . In the present study, we rely on the 'profile-based distance metric' (Speelman et al. 2003) . The idea of a profile-based distance metric is to take into account the semantic, conceptual, or functional relations between individual features (lexemes). In a lexical variable, two or more lexemes are united by a common meaning or concept. Standard (dia)lectometric aggregation methods (e.g. Heylen & Ruette (2013) and discuss how this neglect can substantially impact results. What is important here is that the profile-based distance metric calculates the distance between pairs of corpora for every single variable (i.e. set of semantically connected features) using a standard lectometric distance metric. Next, these distances are averaged over the variables (see Speelman et al. 2003 for details).
The fact that measuring distances is so crucial in the investigation of variability among cross-categorizations of lectal variables rules out the usage of Principal Components Analysis (PCA) and Factor Analysis (FA), which are used in authorship attribution (Grieve 2007 ) and register analysis respectively. Both PCA and FA rely on correlation metrics among the linguistic features, and only from there, the component/factor scores can be used to estimate similarity among cross-categorizations of lectal variables. The advantage of PCA and FA, however, is that they provide access to the behavior of the individual sources of variability in the form of variable loadings. Such access has been absent from traditional dialectometry, thanks to its reliance on aggregative distance metrics that abstract away from the behavior of individual features. To remedy this shortcoming, we propose the usage of INDSCAL, which is discussed in Section 2.5.
Finding variables: Semantic Vector Space models
This study will marshal Semantic Vector Space models to identify an unbiased set of lexical variables in a collection of large corpora (the British National Corpus, the American National Corpus, and the Blog Authorship Attribution Corpus; see Section 3.2 for details). Subsequently, the distributional behavior of these externally generated lexical variables in the Brown corpora will be analyzed and interpreted. The outcome of any aggregate analysis, including register analyses and dialectometry, is highly dependent on the linguistic variables that are fed into the analysis. In register analysis and dialectometry, we often find a bias towards functionally or geographically "interesting" features that have already been investigated in isolation in the literature. Such a bias is not advisable in lectometry proper, because it will not yield a truthful picture of the multivariate and multidimensional structure of language-external intersections. This is another way of saying that in lectometry, the set of input variables needs to represent the totality of available linguistic variation as accurately as possible. The set of linguistic variables should therefore consist of many lexical variables (concepts). Furthermore, the variants (lexemes) of each variable should give an accurate account of the lexical variation of its concept. However, such a high quality sample of lexical variables is hard to come by. A seminal study in lectometry, Geeraerts et al. (1999) , draws on introspection to identify lexical variables in two lexical fields (sports and clothing), but this procedure does not scale to the entire lexicon as it would not be feasible to intuit all possible lexical variables in all possible lexical fields. Another possibility would be to consult a synonym dictionary or a thesaurus, a method that has other problems: dictionaries and reference works are biased towards a somewhat higher register and do not cover all aspects of the lexicon, and often the exact methodology behind dictionaries is not made explicit.
Instead, we adopt a distributional semantics perspective, and utilize a semiautomatic, data-driven methodology for finding semantically similar words, thus creating a representative sample of lexical variables: Semantic Vector Space models. These can discover lexical variables in naturalistic corpus data by considering the distributional patterns of words. Consider in this respect the contribution of Peirsman et al. (2015) . The idea is that we can find words that may have an onomasiological relation to each other by applying the criterion of interchangeability. In this approach, the semantic similarity of words is determined by whether or not the words under scrutiny occur in identical or at least comparable contexts in a reference corpus. Semantic Vector Space models yield a sizeable set of potential lexical variables from all corners of the lexicon as long as the data that was used as input is sufficiently large and representative. 1 We refer the reader to Turney & Pantel (2010) for an introduction to and a more detailed discussion of Semantic Vector Spaces. In a last step, we subject the output of the Semantic Vector Space Model to manual verification, as the state-of-the-art Semantic Vector Space modeling does not yet permit a fully unsupervised analysis. Recall in this connection that we aim to sketch the potential of the method in this paper, without denying that there is still scope for perfection.
Visualizing distances: Individual Differences Scaling
Once the lectometrist has at her disposal a set of linguistic variables (see previous section), she is in need of an aggregation method that can link the languageexternal factors transparently to the aggregate behavior of the individual variables.
1. An anonymous reviewer pointed out correctly that a Semantic Vector Space Model might also produce a certain bias in the sample of lexical variables by underestimating extra-linguistic variation. SVS models rely on the fact that the word forms co-occurring with the nearsynonyms tend to be the same as the concepts in the target words However, near-synonyms like hiccups and singultus will have far less similar contexts because medical texts not only discuss different aspects of the phenomenon but often use different words to refer to the same co-occurring concepts (e.g. oesophagus instead of gullet). On the aggregate level, this will result in measuring points (variables) that can (at best) detect differences between overall similar varieties, but not between very dissimilar varieties.
Note that work in dialectometry is often criticized because there is no access to the linguistic variables after the aggregation step (Schneider 1988 , Woolhiser 2005 ). There are a number of proposals to remedy this shortcoming (e.g. , but the issue is still a matter of current debate in the research community. Grieve et al. (2011) in particular advocate the use of Factor Analysis for transparent aggregation, but this approach does not straightforwardly accommodate the use of distance-metric generating methods such as the Levenshtein algorithm (Heeringa 2004) , which are frequently used in dialectometry (Plevoets et al. 2008 explain the amount of mathematical effort that has to go into using a distance metric in a method that is based on Singular Value Decomposition, such as Factor Analysis).
Therefore, we propose the use of Individual Differences Scaling (also known as INDSCAL; see Takane et al. 1977 ) for transparent aggregation. INDSCAL is a type of Multidimensional Scaling (MDS), which is a customary method in dialectometry. Traditional (two-way) MDS takes a matrix of pairwise distances between 'objects' (for example, cross-categorizations of extra-linguistic factors) and attempts to represent these distances in a lower-dimensional plane. The distances between these objects are measured by so-called 'sources' (in our case linguistic variables, such as word choice for realizing a certain concept). The main problem with two-way MDS is that it ignores the differences between sources, as already pointed out by Horan (1969) . A single distance has to represent the distance between the objects, and this single distance is obtained by means of averaging over the distances of the individual sources. The crucial advantage of INDSCAL, on the other hand, is that it can take multiple two-way distance matrices, each representing the (non-averaged) pairwise distances between the objects for a single source. The aggregation of the distance matrices happens within the INDSCAL calculations. Therefore, INDSCAL yields an aggregation output that accounts for the differences between the sources. To employ INDSCAL in a multivariate and multifactorial lectometric framework, it is necessary to re-interpret the sources as linguistic variables, and the objects as language-external intersections (cf. Ruette & Speelman 2013) .
The outcome of an INDSCAL analysis consists of two parts. The first part is the 'Group Stimulus Space' , which is comparable to the output of a typical twoway MDS analysis. The Group Stimulus Space shows the position of the objects or language-external intersections in a low-dimensional space. The low-dimensional artificial INDSCAL distances (or their ranking) are kept as close as possible to the original distances. The interpretation of the Group Stimulus Space is completely parallel to the interpretation of a traditional MDS solution, insofar as it is restricted to an interpretation of the dimensions. The second part of the INDSCAL output consists of the 'Configurations Weights' for the individual sources. These Configuration Weights give an impression of the extent to which the individual sources agree with the dimensions, i.e. every source obtains a Configuration Weight. As an example, a Configuration Weight greater than 1 indicates that a particular source considers a particular dimension to be particularly crucial. A Configuration Weight smaller than 1 indicates that a particular source downplays the distinction made by that dimension. Put differently, a lexical variable (e.g. lorry versus truck) with a Configuration Weight smaller than 1 for a certain dimension (say, 1960s versus 1990s) exhibits a weaker-than-normal variational pattern for that dimension. By contrast, a lexical variable (think of lorry versus truck again) with a Configuration Weight greater than 1 for a certain dimension (say, BrE versus AmE) exhibits a stronger-than-normal variational pattern for that dimension. Thus, lorry is not particularly sensitive to the 1960s/1990s dimension, but reflects the difference between AmE and BrE.
Data and methodology
In this section, we flesh out the more theoretical introduction of the previous section. First, we introduce the data collection that our case study will be based on. Then, we minutely detail the parameters of the Semantic Vector Space model that we use for finding lexical variables. Finally, the steps in the lectometric analysis are made explicit.
The Brown corpora of standard written English
The original Brown family of corpora (see Hinrichs et al. 2010) consists of four matching components and contains published AmE and BrE texts from the 1960s and 1990s. Each of the four corpora counts roughly 1 million words, comprising 500 samples of about 2,000 words of running text from fifteen different genres. We rely on the original Brown corpus compilers' classification of these genres into two broad categories: informative and imaginative. It is this binary distinction which we will use in our analysis as the functional dichotomy. The nine informative genres cover press reportage (A), editorials (B), reviews (C), religion (D), skills and hobbies (E), popular lore (F), belles letters and biographies (G), as well as miscellaneous (H) and learned writing (J). The six imaginative genres sample texts from general fiction (K), mystery and detective fiction (L), science fiction (M), adventure and Western fiction (N), romance and love story (P) as well as humor (R). Table 1 provides an overview of the Brown family according to functional category, variety, and time period.
Semantic Vector Space modeling: Technical details
As noted above, the set of lexical variables used in lectometric analysis should be unbiased. We specifically need to avoid two different kinds of bias: (i) bias within lexical variables and (ii) bias across lexical variables. The former occurs when not all possible realizations (i.e. 'variants') of the concept underlying the lexical variable are accounted for (this is essentially about Labov's (1969) 'Principle of Accountability'); the latter occurs when the set of lexical variables is thematically biased. We can address both levels of bias by employing Semantic Vector Space models, which return semantically highly similar, if not identical, paradigmatically and empirically interchangeable words that serve as lexical variables in our lectometric analysis.
Ruette (2012) offers a discussion of caveats and limitations of Semantic Vector Spaces and their use for finding lexical variables; suffice it to say that we limit the set of lexical variables to fairly frequent nouns since Semantic Vector Space models require a large amount of data to be effective and nouns are the most frequent word class in Standard English corpora (see the frequency matrices in Hinrichs, Smith & Waibel 2010) . For this reason, the models perform best for the semantic modeling of nouns. Moreover, we note that the Brown corpora are not sufficiently large for the calculation of a trustworthy Semantic Vector Space model. Hence, we combine the British National Corpus (BNC Consortium 2007), the American National Corpus (Reppen et al. 2005) , and the Blog Authorship Attribution Corpus (Schler et al. 2006 ) to obtain a dataset of about 250 million words of text. Based on this combined dataset, we use Semantic Vector Space modeling to generate a comprehensive set of lexical variables. Subsequently, we determine the distribution of these externally generated variables in the Brown corpora.
Our implementation of the Semantic Vector Space model relies on a bagof-words model that considers three words to the left and the right of the target word. Additionally, the dimensionality of the Semantic Vector Space is set to 4,900 
dimensions. This dataset is obtained by only considering the 5,000 most frequent contexts, minus the first 100 most frequent words, which are typically function words. Function words are generally considered to be noise in a Semantic Vector Space model, and are therefore always removed. 2 The output of the Semantic Vector Space model is a search space consisting of the approximately 8,000 unique nouns that occur in the Brown corpora as rows, and the exactly 4,900 contexts as columns. This lexeme-by-context matrix is next transformed into a square lexeme-by-lexeme similarity matrix by means of the cosine similarity metric. The resulting similarity matrix is then used as input for a clustering algorithm which bears resemblance to the 'Clustering by Committee method' (Pantel 2003) . The cluster algorithm calculates the 100 nearest neighbors for every target word. Calculating more than 100 of the nearest neighbors typically yields unrelated words and takes up more computation time. In the set of nearest neighbors of each target word w t , all possible pairs of neighbors (excluding pairs of identical words) are formed, and for every pair, a similarity score is calculated. Specifically, we calculate the similarity score by multiplying the average similarity of the pair -this is the sum of the similarities of both neighbors w 1 and w 2 to the target word, divided by 2 -with the square of the difference in similarity of both neighbors to the target word. The first term catches the relevance of the pair to the target word; the second term, which is considered more important and is therefore squared, catches the intrinsic tightness of the pair. This similarity score is mathematically presented in the following equation:
sim(w 1 ,w t ) + sim(w 2 ,w t ) × (sim(w 1 ,w t ) − sim(w 2 ,w t )) 2 2 For every target word, the pairs that have a similarity score greater than 0.4 are combined so that for every target word a cluster of words emerges. A cutoff at 0.4 makes sure that not the whole search space is clustered, i.e. it is acceptable when not all lexemes are subsumed in a cluster. The cut-off at 0.4 was set after some experimentation, and appeared to give the most intuitive results. As a result, a list of highly similar lexemes per target word is found. In our study, the cluster algorithm yielded 2,138 clusters of highly similar words. Our analysis does not necessarily fully comply with the Principle of Accountability (Labov 1969, fn. 20) , as the list of variables in the Appendix may miss some potential variants. Note here, however, that only those variants that actually occur in the Brown corpora are being considered in this study. Admittedly, low-frequency lexical items may 2. Co-occurrence frequencies were transformed to Pointwise Mutual Information scores (Church & Hanks 1990) , with negative scores set to zero. These settings are considered to be optimal default settings (Peirsman 2010). be underrepresented, since Semantic Vector Space models are to a certain extent biased towards high-frequency items.
Before extracting the frequencies of the lexical variants from the Brown family, however, the clusters were subjected to manual verification for the sake of keeping recall as high as possible: human coders judged clusters of highly similar words on the type level. If a cluster contained words that are potentially interchangeable -even in a restricted context -the cluster was retained. Milk and cream, for example, are usually not considered interchangeable, yet in certain contexts such as in Do you take milk/cream in your coffee?, they are. Thus, such clusters were retained. Only if no context at all could be found in which all the words in the cluster were interchangeable, the cluster was removed. Of the 2,138 automatically detected clusters, only 303 clusters were retained after manual inspection. We identified the text frequencies of the lexemes contained in the 303 retained clusters from the 8 subcorpora of the Brown family. Since a further manual verification step would follow later, the manual inspection described here was performed by the lead author only, in contrast to the upcoming manual step, where the judgments of multiple annotators were compared.
As the variables were retained in all potentially interchangeable contexts, a further (semasiological) control of the lexemes on the token level was necessary. Hence a subset of lexemes which were deemed particularly problematic by the authors was manually verified for interchangeability in their context in the corpus data. Thus, the second stage of manual verification warrants precision. Only occurrences in which all the words of a given cluster could be interchanged were retained. Example (1) illustrates the manual coding of interchangeability in the cream/milk cluster. While milk and cream are interchangeable in Examples (1a) and (1b), they are not in Examples (1c) and (1d). Thus, the first occurrence was retained while the latter two were excluded.
(1) a. The cat which had just licked its saucer of milk clean of every final scrap curled up into a fluffy ball of ginger fur […] .
(FLOB, F03-TAG) b. Cream is not always offered with tea, as once it was: it was usually handed separately and added to the tea in the cup. (LOB, E26, BrE60 Inf) c. If it's true that contented cows give more milk why shouldn't happy ball players produce more base hits? (Brown, A15, AmE60 Inf) d.
[…] Alemagna a delightful though moderately expensive restaurant which is particularly noted for its exceptional selection of ice creams and patisseries.
(Brown, F41, AmE60 Inf)
Given the semantic, and therefore difficult nature of the manual annotation, we evaluated inter-annotator agreement to assess the trustworthiness of the judgments in the second stage of manual verification. A subset (n = 679) of the observations subject to manual verification was annotated by two annotators. Cohen's unweighted kappa for two raters is 0.882, which indicates an excellent (almost perfect) agreement. The complete dataset consists of 160,842 lines of KWIC concordance, based on 303 lexical variables. Of the more than 160,000 observations, 32,008 (20%) were manually verified; of the 303 variables, 64 (21%) were manually verified.
Admittedly, the application of the Semantic Vector Spaces requires a great deal of manual verification and a critical reader may wonder why such heavy machinery was needed in the first place. In response to this criticism, we argue that the proposed automatic methodology is actively being developed and improved, e.g. in the domain of Token-based Semantic Vector Spaces (Heylen et al. 2012 , Navigli 2012 , Dinu et al. 2012 ), and we are confident that in the near future, the amount of manual verification that is needed for the current research will decrease substantially. Moreover, the automatic approach optimizes the recall of potential variables, which is an objective that cannot be accomplished in a top-down approach. The amount of manual work that is required to bring precision to an acceptable level is therefore justified.
Lectometric analysis
Semi-automatic retrieval of lexical variables in the Brown corpora with subsequent semantic verification in context yielded a dataset containing 140,681 observations, of which 11,847 were considered to be truly interchangeable and 20,161 were considered not to be interchangeable after manual screening (the remaining 128,834 observations were not manually verified and considered interchangeable by default 3 ). This dataset served as input for the lectometric analysis consisting of the following three steps. The first step reshaped this dataset into a series of contingency tables per variable, with variants as columns and the intersections of the subcorpora as rows. An example of such a contingency table is shown in Table 2 . The absolute frequencies of these contingency tables are transformed into relative frequencies per row (added in parentheses in Table 2 ), so that the preference for a certain variant can be observed for each intersection of subcorpora, independent of the amount of observations. The second step measured the lexical distances between all possible pairs of language-external intersections, utilizing the City-Block distance metric (with the relative frequencies of the contingency table as input) as explained in Speelman, Grondelaers, and Geeraerts (2003) . The output was stored in distance matrices. An 3. Default interchangeability is therefore nothing more than accepting the outcome of the Semantic Vector Space clustering without manual intervention. example of such a distance matrix, which shows the distances between the intersections of subcorpora on the basis of the tv versus television variable, is shown in Table 3 . The distances in matrices like these were further filtered by using the Log Likelihood Ratio test (Dunning 1993) . If the Log Likelihood Ratio test indicated that the difference between two intersections was not significant at p < 0.05, we concluded that there was not enough evidence to consider both intersections to be statistically different. Therefore, the calculated distance between the intersections was set to zero. If, however, the Log Likelihood Ratio test indicated a statistically significant difference, the distance was retained. This safeguards against relying on frequencies that are, statistically speaking, not very trustworthy. However, note that this approach does not guarantee that the calculated distances between the subcorpora are in themselves statistically significant. Indeed, the Log Likelihood Ratio test merely verifies that the absolute frequencies on which the distance metric is based come from different populations. A methodology to test the statistical significance of linguistic distances is presented in Delaere et al. (2012) .
The third step applies INDSCAL. Some variables yielded very sparse distance matrices in step two, and these were discarded if all distances in the distance matrix were zero. This left us with 232 distance matrices as input for the INDSCAL analysis. The INDSCAL analysis was conducted in R (R Core Team 2012) by using the SmacofIndDif method in the SMACOF package by de Leeuw & Mair (2009) . The dataset and the R-code used for the analysis are available from the first-named author.
Three-dimensional analysis results
We first discuss INDSCAL's Group Stimulus Space, which offers a bird's eye perspective on the aggregate behavior of all input variables. As the Brown corpora cover three lectal dimensions (standard variety, real time period, discourse type), INDSCAL was instructed to calculate a three-dimensional solution. The resulting three-dimensional Group Stimulus Space is depicted in Figure 1 .
Inspection of the cube in Figure 1 shows that the three lectal dimensions are indeed captured by the INDSCAL analysis. The first dimension distinguishes between informative texts (on the left) and imaginative texts (on the right). The second dimension distinguishes between the American subcorpora (in the front of the cube) and the British subcorpora (in the back). The third dimension puts the subcorpora from the 1960s at the top and subcorpora from the 1990s at the bottom of the cube. The fact that our analysis picks up the lectal dimensions that it should serves to enhance confidence in our method. Notice that an analysis of mean distances by dimension indicates that lower-numbered dimensions in the INDSCAL solution depicted in Figure 1 capture more variation than the higher-numbered dimensions. In plain English, the three lectal dimensions may be ranked in terms of their overall importance in the following way: discourse type > standard variety > real time period.
We now move on to investigate how individual lexical variables relate to the three dimensions discussed in the foregoing discussion; recall that this sort of transparency is the added value of INDSCAL in contrast to traditional two-way MDS. By-variable Configuration Weights are reported in Table A (Appendix) , where the variable labels are brought into correspondence with the numbers in Figure 2 . The weights are visually depicted in Figure 3 . The origin of the cube (at (1, 1, 1) ) is located in the middle of the cluster of variables, just above variable 98 (see arrow). The scale of the dimensions is omitted, because the actual values are only relative with respect to 1. A value of 1, i.e. close to the origin near variable 98, indicates that the variable agrees with the overall structure of the Group Stimulus Space in Figure 1 . Observe, first, that the variables are not scattered randomly in the cube but form clusters. This suggests that the lexical variables are differentially sensitive to language-external lectal dimensions. We performed a k-means cluster analysis (with the kmeans function in the stats package in R) on the Configuration Weights data that revealed, for several values of k, recurring groupings of variables. We will discuss three of these clusters in more detail below, but a full interpretation is beyond the scope of the current paper. Consider, for example, the cluster of variables in the bottom-left-back corner ("1") of Figure 2 . These variables all have high Configuration Weights for Dimension 2, but low Configuration Weights for Dimensions 1 and 3. Since Dimension 2 distinguishes between the American and British subcorpora, these variables are more sensitive than other variables to BrE/AmE differences. The cluster includes some of the usual suspects, such as holiday/trip, as in Example (2), but also alternations such as ocean/sea, as in Example (3), or computer/pc, as in Example (4).
The relative occurrence ratios reported in Table 4 show how the three variables differ considerably across the standard varieties. Holiday is clearly preferred in BrE, whereas trip is the AmE option. Sea is always preferred over ocean, but relatively speaking, ocean is more popular in AmE than in BrE. Similarly, computer is preferred over pc in both varieties, but pc is more frequently used in the UK.
(2) a. It was summer in England and our reunited family went down to Cooden for a holiday with Mummy brother his wife and our two girl cousins.
(FLOB, G07, BrE90 Inf) b. However Mr. Parichy and his bride will go to Vero Beach on their wedding trip and will stay in the John G. Beadles' beach house. Another cluster of variables can be found in the bottom-right-front corner of Figure 2 ( "2"), where the Configuration Weights are high for Dimension 1, but not for Dimensions 2 and 3. In other words, these are variables which are aboveaverage sensitive to the distinction between informative and imaginative texts, but are stable in terms of the other dimensions. Examples include fog/mist, as in Example (5), floor/ground, as in Example (6), and cost/expense, as in Example (7). Table 5 provides the ratios for the relative occurrence of these variables in the informative and imaginative text type, respectively. Fog is the preferred option in both informative and imaginative texts, but in imaginative texts, mist is more likely to appear. The preferences for ground versus floor flip according to the text type: ground is preferred in informative texts, and floor is preferred in imaginative texts. Similarly, cost is preferred in informative texts and expense is more frequent in imaginative texts. In the top-left-back corner of Figure 2 's Configuration Weights cube we find variables that have a high Configuration Weight for both Dimension 2 and 3, but not for Dimension 1 ("3"). These variables are sensitive to an interaction between standard variety and real time, in that these variables have changed over time, but differently so in the two varieties. Examples include therapy/treatment, as in Example (8), earnings/income, as in Example (9), and concentration/density, as in Example (10). Table 6 illustrates the interaction between period and variety. To illustrate, the ratio of therapy/treatment increases by a factor of 1.8 from 0.09 in the 1960s to In BrE, however, the ratio increases by a factor of four, from 0.025 in the 1960s to 0.1 in the 1990s. Similarly, in the case of earnings versus income, the ratio remains stable from the 1960s to the 1990s in BrE, but increases in AmE. The last example, density versus concentration is an extreme case. In both periods, AmE and BrE have inverse preferences; additionally, the two varieties change ends between the 1960s and the 1990s.
(8) a. In children it appears that therapy can safely be stopped after 3 years of relapse maintenance therapy. There is also a cloud of lexical variables located right in the center of Figure 2 , around the origin of the cube. These variables behave inconspicuously, that is to say, just as depicted in the Group Stimulus Space plot in Figure 1 . In other words, these variables tend to have sensitivity to the three lectal dimensions under consideration that aligns with the average sensitivity, i.e. discourse type > standard variety > real time period. Examples include despair/frustration, as in Example (11), dirt/mud, as in Example (12), and meal/snack, as in Example (13). (11) 
Conclusion
In this paper, we have offered the first-ever lectometrical analysis of lexical variation in written standard English as sampled in the Brown family of corpora. Our analysis has contributed to the literature both in terms of methodology and in terms of our knowledge about (lexical) variation in an aggregate perspective.
The main methodological achievement of our analysis is that we have applied Semantic Vector Space modeling to large corpora in order to generate -semiautomatically and in a bottom-up, yet theoretically responsible fashion (motto: "You shall know a word by the company it keeps"; Firth 1957: 11) -a representative, unbiased sample of lexical variables. The distribution of these variables was subsequently explored in the Brown corpora by transparently aggregating frequency patterns with the help of Individual Differences Scaling (INDSCAL). Whereas each of these methods is fairly well-known on their own, we believe that their combined power benefits aggregation studies. Granted, Semantic Vector Space modeling cannot yet idenitify lexical variables in a completely unsupervised fashion (at least not as reliably as corpus linguists would expect them to), and substantial manual verification was necessary at the time of writing this paper. Nonetheless, our analysis has captured those lectal dimensions -real time (1960s vs. 1990s) , standard variety (AmE vs. BrE), and discourse function (imaginative vs. informative) -that it should have, given the design of the Brown corpora. What is interesting is how these dimensions are ranked: discourse type is the overall most important lectal dimension, while real time is the least important lectal dimension. Moreover, thanks to our transparent aggregation methodology, we saw that not all lexical variables are created equal: for example, computer/pc is particularly sensitive to the standard variety dimension, whereas cost/expense is particularly variable along the discourse type dimension. That we captured patterns like these highlights one of the strengths of our analysis technique, namely that it moves beyond a discussion of the usual suspects (truck/lorry, pants/trousers, and so on), instead generating variables in a data-driven fashion. We are confident that Semantic Vector Space research will progress towards overcoming current limitations, and that the data-driven spirit of the method holds great potential.
Our work has some interesting theoretical implications. We investigated over 300 lexical variables, and found that most variables are sensitive to at least one of the three language-external dimensions (variables insensitive to any language-external dimension would have appeared in the front-left-bottom corner of Figure 3 , which is empty). But, as it turns out, not every dimension has dedicated lexical variables: the real time dimension is not clearly associated with distinctive lexical variables. Adopting the definition of a language variety as "a set of linguistic items with similar distribution" (Hudson 1996: 22) , this observation could be interpreted as an indication that informative and imaginative texts, as well as AmE and BrE, are distinct language varieties -registers and national lects, respectively -while 1960s and 1990s written English are not. We hasten to add that this may very well be due to the fact that the extensive corpora (the British National Corpus, the American National Corpus, and the Blog Authorship Attribution Corpus) on which we ran the Semantic Vector Space models do not sufficiently represent 1960s English usage. But be that as it may, the fact that shortterm diachronic lexical variation is harder to capture, vis-à-vis functional and regional variation, by means of large corpus database does tell us something, we believe, about the possibly frailer nature of this particular lectal dimension. In a bird's eye perspective, lexical change in late 20th century written Standard English is just not that pronounced. 
