In this paper, we discuss non-random fluctuation in euclidean first-passage percolations and show that it diverges for any dimension and direction.
Introduction
First-passage percolation (FPP) was introduced by Hammersley and Welsh as a dynamical model of infection. One of the motivations of the studies on FPP is to understand the general behavior of subadditive processes. Since then, a number of techniques and phenomena, such as Kingman's subadditive ergodic theorem and a sublinear variance, have been discovered and they have born fruitful results. See [2] on the backgrounds and related topics.
We consider an Euclidean FPP on R d with d ≥ 2, which is a variant of classical FPP and introduced in [8] . The model is defined as follows. We consider a Poison point process Ξ with Lebesgue intensity. We regard Ξ as a subset of R d . For any x ∈ R d , we denote by D(x) the closest point of Ξ to x with respect to the Euclidean norm | · |. If there are multiple choices, we take one of them with a deterministic rule breaking ties, though it does not happen almost surely.
A path γ is a finite sequence of points (x 0 , · · · , x ) ⊂ Ξ. Then we write γ : x 0 → x . We fix α > 1. Given a path γ, we define the passage time of γ = (x i ) i=0 as
where | · | is the Euclidean norm. For x, y ∈ R d , we define the first passage time between x and y as T(x, y) = inf γ:D(x)→D(y)
where the infimum is taken over all finite paths γ starting at D(x) and ending at D(y).
It should be noted that if α ≤ 1, T(x, y) = |D(x) − D(y)| α , and hence we suppose α > 1. A path γ from D(x) to D(y) is said to be optimal if it attains the first passage time, i.e. T(γ) = T(x, y). Note that for x, y ∈ R d , the optimal path between x and y is uniquely determined almost surely.
By Kingman's subadditive ergodic theorem, for any x ∈ R d \{0}, there exists a nonrandom constant g ≥ 0 such that g = lim t→∞ (t|x|) −1 T(0, tx) = lim t→∞ (t|x|) −1 E[T(0, tx)] a.s. This g, called the time constant, is independent of the choice of x because of the rotation invariance. Moreover it was proved that g is positive [8, Theorem 1] . Note that, by subadditivity of T, i.e. T(x, z) ≤ T(x, y) + T(y, z), for x ∈ R d , g|x| ≤ ET(0, x).
1.1. Main results. We define
.
It was proved [4] that ψ(t) ≤ C t log t with some constant C > 0, and thus φ(t) ≥ c
Theorem 1. There exists c > 0 such that for any x ∈ R d satisfying |x| > 1,
In particular, by Jensen's inequality,
1.2. Related works. The non-random fluctuation ET(0, x) − g|x| is one of the central objects in FPP and there are several attempts to study this [1, 3, 6] . In particular, [7] and [4] obtained the sublinear upper bound in the Euclidean FPP. On the other hand, there are few results on the lower bounds of the non-random fluctuations. In the classical FPP, the author proved the divergence of the non-random fluctuation [9] . However, there are at least two drawbacks. First, the result was not stated for a fixed direction. Second, the estimate is anything but sharp.
In this paper, we overcome these problems by changing the model. Indeed, by the rotation invariance of our model, we not only prove the result for any fixed direction, but make the estimate stronger, though we are not sure if this is sharp. Moreover, the argument may be transparent because some of the cumbersome terms disappear in our argument.
1.3. Notation and terminology. This subsection collects some notations and terminologies for the proof. For x = 0, we simply write B(r) instead of B(x, r).
• For a ∈ R, a is the greatest integer less than or equal to a. Given a point
• Given a, b, y ∈ R d , we define T(a, y, b) = T(a, y)+T(y, b), which is the first passage time from D(a) to D(b) passing through D(y). • We denote by Γ(x, y) and Γ(x, y, z) the optimal paths of T(x, y) and T(x, y, z), respectively.
Proof of the main theorem
We only consider the e 1 -direction, i.e. x = e 1 , since another direction is the same by the rotation invariance. We write T n = T(0, ne 1 ). Let us denote L = {(x i ) ∈ R d | x 1 = 0}. Given sufficiently large n > 0, one can find a finite subset L n of L such that
(2.1)
Given y ∈ L n , let us define
Proof. For any n > 1, observe that
By first moment mothods, this is further bounded from below by the RHS of (2.3).
We take K = K n = θ log φ(n) for a fixed θ chosen later. We will further estimate the right hand side of (2.3) from below. Proposition 2. There exists θ > 0 such that for sufficiently large n > 1 and y ∈ L n ,
We prove our main theorems using Propositions 1, 2. We first suppose that there exists y ∈ L n such that E[T(−ne 1 , y)] − gn ≥ K n /4. By n ≤ |y + ne 1 | ≤ √ n 2 + n ≤ n + 1,
Combining with Proposition 1 and 2,
Putting things together, the proof is completed. Thus, it remains to prove Proposition 2.
We prepare some notations for the proof.
Definition 1. We define events A (2.5) , A (2.6) and A (2.7) as
5)
We take δ > 0 sufficiently small to be specified later. Let C δ = 4(1 + δ −1 ).
Definition 2. We define where L n runs over all subset of L satisfying (2.1).
We pospone the proof until Appendix. Given y ∈ L n , for the optimal path (γ y (i)) i=1 = Γ(−ne 1 , y, ne 1 ), we set 
Proof. For simplicity of notation, we drop subscripts y in the proof such as s = s y ,
and we shall derive a contradiction.
Let us take x ∈ B( γs+γ s−1 2 , 1/2 ) ∩ Ξ. Since the jump {γ s−1 , γ s } is itself optimal,
Since γs−γ s−1 2 ≤ 2 +1 and γs+γ s−1
, for sufficiently large n, this is furthe bounded from above by
Therefore α < α , which is a contradiction. Thus < (K n ) 1 2α and |γ y (s y ) − γ y (s y − 1)| ≤ (K n ) 1 2α + 1. Similarly, we obtain |γ y (t y ) − γ y (t y + 1)| ≤ (K n ) 1 2α + 1.
Given z 1 , z 2 ∈ B(2C δ K n ), we define an event as
(2.15) Given x ∈ R d and c, K > 0, we define
Roughly speaking, C c,y (z) implies that there are ubiquitous points of Ξ around the line segment {y + tz| t ≥ 0} ∩ B(y, C δ K n ). Note that, for c < 1/4, C c,y (z) depends only on Ξ ∩ B(y, C δ K t ). We take independent random variables Z 1 , Z 2 with uniform distributions on B(2C δ K n ) ∩ (Z d \{0}) independent also from Ξ.
Lemma 1. If we take c > 0 sufficiently small such that 4 α c α−1 C δ < 1 2 , then for sufficiently large n > 1 and y ∈ L n ,
Proof. We first explain the idea of the proof. We start with the event A ∩ {y ∈ Y (2.11) }. Then we resample all the configurations in B(y, C δ K n ) and suppose C c,y (Z 1 ) ∩ C c,y (Z 2 ) ∩ B (2.15) (Z 1 , Z 2 ) after resampling. Then we will check that T(−ne 1 , y, ne 1 ) decreases by at least 2K n . On the other hand, since y and 0 are far away from each other, T(−ne 1 , 0, ne 1 ) is unchanged. Similarly, we have the same thing for {T(−ne 1 , z, ne 1 )} z =y∈ Ln . Thus we get {T(−ne 1 , 0, ne 1 ) − T(−ne 1 , y, ne 1 ) > K n } ∩ A y (2.2) after resampling. To make the above rigorous, we use the resampling argument introduced in [5] .
Let Ξ * be an independent copy of the Poinsson point process Ξ. We assume that (Ξ, Ξ * , Z 1 , Z 2 ) are all independent. We enlarge the probability space so that we can measure the event depending on them and we still denote the joint probability measure by P. We define the resampled Poisson point process as Ξ = (Ξ ∩ (B(y, C δ K n )) c ) ∪ (Ξ * ∩ B(y, C δ K n )).
We writeT(a, b) for the first passage time from a to b with respect toΞ. Similarly, we defineT(a, y, b),C c,y (z) etc. Note that the distributions of Ξ andΞ are the same under P since Ξ and Ξ * are independent. Thus the LHS of (2.16) is equal to
whereÃ y (2.2) = {∀z ∈ L n with z = y,T(−ne 1 , y, ne 1 ) <T(−ne 1 , z, ne 1 )}.
By independence of Ξ and Ξ * , the right hand side of (2.16) is bounded from above by
Thus, it suffices to show that the event inside the probability in (2.17) impliesÃ y (2.2) and T(−ne 1 , 0, ne 1 ) −T(−ne 1 , y, ne 1 ) > K n . To do this, we suppose that (Ξ, Ξ * , Z 1 , Z 2 ) belong to the event in (2.17).
Step 1 (T(−ne 1 , y, ne 1 ) + 2K n < T(−ne 1 , y, ne 1 )) We take the optimal path (γ i ) i=1 = Γ(−ne 1 , y, ne 1 ). Let
By C c,y (Z 1 ),
Thus, we havẽ
Similarly,T(y, ne 1 ) ≤ T(y, ne 1 ) − K n . Consequently, we obtaiñ T(−ne 1 , y, ne 1 ) < T(−ne 1 , y, ne 1 ) − 2K n .
Step 2 (T(−ne 1 , y, ne 1 ) + K n <T(−ne 1 , z, ne 1 ) for any z ∈ L n ∪ {0} with z = y) Let z ∈ L n ∪ {0} with z = y. IfΓ(−ne 1 , z, ne 1 ) does not touch with B(y, C δ K n ), then T(−ne 1 , z, ne 1 ) ≤T(−ne 1 , z, ne 1 ) and thus T(−ne 1 , y, ne 1 ) ≤ T(−ne 1 , y, ne 1 ) − 2K n (2.21)
which is the conclusion. Hereafter, we suppose that B(y, C δ K n ) ∩Γ(−ne 1 , z, ne 1 ) = ∅. For the optimal path (γ i )˜ i=1 =Γ(−ne 1 , z, ne 1 ), we definẽ s = min{i ∈ {1, · · · ,˜ }|γ i ∈ B(y, K n )} andt = max{i ∈ {1, · · · ,˜ }|γ i ∈ B(y, C δ K n )}. 
Similarly T(y,γt +1 ) ≤ (4C δ K n ) α . Furthermore, by A (2.7) , T(y, z) ≥ √ nφ(n) −3/5 . Thus, (2.22) is further bounded from below by
Similarly,T(z, ne 1 ) ≥ T(z, ne 1 ), which impliesT(−ne 1 , z, ne 1 ) ≥ T(−ne 1 , z, ne 1 ). Then, as in (2.21), we haveT (−ne 1 , y, ne 1 ) ≤T(−ne 1 , z, ne 1 ) − K n .
Combining these two steps, the proof is completed. Putting things together, the proof is completed.
