he problems created by multicollinearity among the independent variables in least-squares regression are by now well-known, and there is no need to go into a lengthy litany of them. Briefly, as multicollinearity increases, the leastsquares estimates of the regression coefficients remain unbiased, but the determinants of the independent variables' covariance and correlation matrices approach zero, and the standard errors of the coefficients increase. Also, the expected distance between the vector of least-squares coefficients and the vector Blalock, 1963;  Gordon, 1968; Althauser, 1971; and Rockwell, 1975.) Perhaps the most frequently cited symptom of multicollinearity, large standard errors, is actually a function of both multicollinearity, in the sense of high intercorrelations among the independent variables, and large residual variance. We are concerned here primarily with the former. The size of the standard errors can often be reduced by using larger or more efficient samples and by increasing the numerical accuracy in one's data; however, reasonable applications of these tactics frequently do not overcome the problems posed by the multicollinearity inherent in the models with multiplicative terms which we shall be discussing. Hoerl (1962) and Hoerl and Kennard (1970a, 1970b) have proposed ridge regression as one way of overcoming the problems of multicollinearity. (For practically oriented didactic articles on ridge regression, see Marquardt and Snee, 1975; and Deegan, 1975 . See also Henry, 1976 .) The improvements suggested recently by Guilkey and Murphy (1975) and Kasarda and Shih (1977) make ridge regression even more attractive; however, it is not necessarily the final answer to all problems of multicollinearity. A few limitations and disadvantages, in addition to those discussed by Deegan (1975) and Henry (1975) Using equation 14 and the standard formula for the covariance of a variable with a composite, the covariance of XI and X4 is S14 = S13 -dsn -CS12. [15] Similarly, S24 = S23 -dS12 -CS22.
[16]
The standard formula for the variance of a composite applied to equation 14 gives us S44 = S33 + d2S11 + C2 S22 -2ds13 -2CS23 + 2cds12.
[17]
Let S be the 3-by-3 covariance matrix for Xi, X2, a'nd X3 and S* be the covariance matrix for Xi, X2, and X4. Also (Jackman, 1975: 64-65; 1974: 37-38) . The first independent variable, Xi, is the normal logarithm of the energy consumption per capita in 1960, measured in kilograms. The second independent variable, X2, is Jackman's (1975 : 64-65; 1974: 37-38) measure of a country's democratic performance in the period around 1960 . The values for Y and X2 were obtained from Jackman (1975: 210-211, 216-218) ; those for Xi, from Taylor and Hudson (1972: 326-328) .
In the literature on the determinants of social equality, there are several at least implicit suggestions that there may be an interaction effect between the level of democracy in a country and its level of economic development. Accordingly, Jackman suggested using our model 1, including the multiplicative X3, with the log of per capita energy consumption and the democratic performance index. However, the high collinearity of X3 with Xi and X2 make the OLS estimates for the model both unreasonable and unstable.
In the first four rows and columns of The determinant of the correlation matrix for Xi, X2, and X3 is 0.00727; Haitovsky's heuristic chi-square statistic for this determinant (Rockwell, 1975) has a value of 0.417. We have here an extreme case of multicollinearity.
In the first two columns of Jackman (1975 210-211, 216-218) and Taylor and Hudson (1972 326-328 (Jackman, 1974: 39-40 
