Predictive distributions of future response and future regression matrices under multivariate elliptically contoured distributions are discussed. Under the elliptically contoured response assumptions, these are identical to those obtained under matric normal or matric-t errors using structural, Bayesian with improper prior, or classical approaches. This gives inference robustness with respect to departure from the reference case of independent sampling from the matric normal or matric t to multivariate elliptically contoured distributions. The importance of the predictive distribution for skewed elliptical models is indicated; the elliptically contoured distribution, as well as matric t distribution, have significant applications in statistical practices.
Introduction
The predictive inference for multivariate regression models has been researched extensively. For example, Guttman & Hougarrd (1985) considered the classical approach, Geisser (1965) and Zellner & Chetty (1965) , Kowalski, et al. (1999) , Thabane (2000) , Thabane and Haq (2003) , and Kibria, et al. (2002) considered the Bayesian method, Fraser and Haq (1969) Gnanadesikan (1977) , Sutradhar and Ali (1989) and Haq (1998, 1999a) . In the case of the multivariate linear model, matric-t error has been considered by Kibria and Haq (2002) and Kibria (2006) .
Using the structural relation of the model, Haq (1982) derived the predictive distribution for future responses under the matric normal distribution. He obtained the predictive distributions as matric-t with appropriate degrees of freedom. Kibria and Haq (2000) considered the predictive inference for future responses under the matric-t errors and obtained the predictive distribution as a matric-t with appropriate degrees of freedoms. Therefore, the distribution of a future response matrix is not affected by a change in the error distribution from matric normal to matric-t . The invariance of the predictive distribution for the future response matrix suggests that the predictive distribution would be invariant to a wide class of error distributions. A broader assumption is considered here: that error terms have a multivariate elliptically contoured distribution. The elliptically contoured distribution includes various distributions: the multivariate normal, matric-t , multivariate Student's t, and multivariate Cauchy (see Ng 2000) . The class of of normal distribution mixtures is a subclass of the elliptical distributions as well as the class of spherically symmetric distributions .
Elliptically contoured distributions have been discussed extensively for traditional multivariate regression models by Anderson and Li (1999) , Kubokawa and Srivastava (2001) , and Arellano-Valle, et al. (2006) . This distribution has also been considered by Chib, et al. (1988) , Kibria and Haq (1999b) , Kibria (2003) , and Kibria and Nadarajah (2006) in the context of predictive inference for linear regression models. Ng (2000) (Anderson & Fang, 1990) 
To obtain the desired predictive distribution, the following transformation is made:
If the Jacobian of the transformation
(15) where
Following Ng (2000) in assuming that
is positive definite and Q is a nonsingular matrix such that
The following transformation may be made: 
Integrating (17) with respect to Y and Z yields the density function of R as:
It may then be shown that: (18) and (19) as follows:
which is a Matric-t density. Haq (1982) , where he considered matric normal, and that of Kibria and Haq (2000) who considered the matric T error distribution. Thus, the predictive distribution of future responses are unaffected by departures from normality or dependent but uncorrelated assumptions to an elliptically contoured distribution. The shape parameter of the predictive distribution does not depend on the unknown parameter, instead, it depends on the sample observation and the dimension of the regression matrix.
Derivation of Predictive Distributions:
The Bayesian Approach
The density of 
The Bayesian predictive density of f Y for given Y is defined as: 
The predictive density is obtained as
And the matrix expression in (25) can be rewritten as: 
and, using the invariant differential in Fraser and Ng (1980) ( , , )
The matrix expression in (31) can be rewritten as:
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Integrating (34) with respect to Y and Z yields the density function of f Y as: 
The structural relation of model (1) (Azzalini & Capitanio, 2003; Gupta 2003) , skew elliptical distribution (Branco & Dey, 2001; Dey & Liu, 2005; Fang 2003 Fang , 2005a Fang , 2005b Sahu & Chai, 2005) , generalized skew elliptical distribution (Genton & Loperfido, 2005) . The location and scale parameters of skewed elliptical distributions control the skewness and maintains the symmetry of the elliptical distributions.
They also provide an opportunity to study the robustness of normal theory procedures when both skewness and kurtosis are different from the normal. The skewed elliptical distributions are more useful to fit real data (Arnold & Beaver, 2000) . Genton and Genton (2004) give an excellent review about skewelliptical distributions and provide many new developments, including theoretical results and applications of skewed-elliptical distributions with real life data. Regression analysis with skewed elliptical distributions have been considered by Sahu, et al., (2003) , for example. Unfortunately, predictive inferences with skewed elliptical models are limited or not available in the literature. It is necessary and to derive the predictive distribution when the error of the model follows the skewed elliptical distribution.
