A new technique is developed to study beam dynamics in an overdense plasma. This technique is an alternative to, and extension of, the well-known envelope equation formalism, and it can be used in systems with nonlinear forces. It is based on a systematic moment expansion of the Vlasov equation. In contrast to the envelope equation, which is derived assuming constant rms beam emittance, this coupled moment expansion ͑CME͒ model allows the emittance to vary through coupling to higher order moments. The CME model is implemented in slab geometry in the absence of return currents. The evolution of the low order moments of the distribution function are followed with ϳ100 ordinary differential equations. The CME simulation yields rms beam sizes,velocity spreads, and emittances that are in good agreement with particle-in-cell simulations for a wide range of system parameters. New analytical results for the second-order moments in the phase-mixed state are obtained. Unlike previous results, these connect the final values of the second-order moments with the initial beam mismatch. These analytical estimates are in good agreement with the CME model and particle-in-cell simulations.
I. INTRODUCTION
The exact evolution of a particle beam involves the dynamics of perhaps 10 10 -10 14 particles. Particle-in-cell ͑PIC͒ codes may use ϳ10 4 -10 6 actual particles for each simulation macroparticle. In two and three dimensions these simulations become computationally intensive. Often, however, it is sufficient to have a knowledge of only a few global properties of the beam, such as its total number of particles, the current, and its second-order rms moments. Many tools have been developed to describe the second-order moments. One of the most widely used is the envelope equation. 1, 2 The envelope equation is particularly useful when the particle motion is linear. In this case, the rms beam emittance, which was assumed constant, actually is constant. The evolution of the rms beam properties decouples from the higher-order moments, and the envelope equation provides a useful description of the beam dynamics. The motion in quadrupoles is linear, and it is easily modeled with the envelope equation. Under the assumption that the transverse density profile of the beam in known, space-charge forces can be approximately included in the analysis. This works best when the space charge is a perturbation to the linear focusing provided by quadrupoles or solenoids.
Quadrupole focusing is limited by technological constraints such as mechanically holding the magnet together and current limitations in superconductors. It has long been realized that significantly higher gradients could be achieved using a plasma. 3, 4 The plasma lens can operate either in the underdense regime, in which the plasma density is less than the beam density, or in the overdense regime, in which the plasma density exceeds the beam density. The latter regime is the most challenging to analyze theoretically. Here the beam density is quickly neutralized by plasma charges, and the beam self-focuses in its own magnetic field. This focusing is highly nonlinear and will lead to growth of the rms emittance. This rms emittance growth has been observed both numerically and experimentally. It is beyond the scope of the envelope equation.
A beam-plasma system is also a subject of many recent investigations motivated by other applications such as plasma wakefield acceleration schemes 5 and applications of intense beams for plasma heating. 6 Under the approximations of this paper ͑overdense plasma with no return currents͒, the physics in the system is similar to that of the beam-beam interactions in linear colliders. 7, 8 Another direct application is evident from the isomorphism of the paraxial beam propagation in the overdense plasma with no return currents with the astrophysical problem of self-gravitating systems. The studies of the galactic formation have been an active topic of research for the last 30 years ͑see, e.g., Ref.
9͒. For mathematical simplicity, we consider the problem of beam-plasma interaction in one-dimensional systems with a slab geometry.
In this paper we develop a new coupled moment expansion ͑CME͒ formalism for studying the evolution of the low order moments of the overdense beam-plasma system. The CME is based on a systematic moment expansion in which the beam phase-space distribution is decomposed into an asymmetric Hermite polynomial basis. The formal expansion includes coupling between moments of ever increasing order and is equivalent to the Vlasov equation from which it was derived. The formalism is implemented and studied in detail for a one-dimensional slab geometry.
Previous attempts to include emittance growth from space-charge forces have had varying degrees of success. A phenomenological model developed by Lee and Yu 10, 11 had many of the features seen in PIC simulations. The significant drawback of the model was that it required an adjustable parameter. This parameter was related to the evolution of the density profile, and hence is not a priori known. The CME equations are formally derived and do not have an adjustable parameter; this is realized, however, at the expense of additional equations of motion for higher order moments. Just as the envelope equation reduces the number of degrees of freedom for linear systems, the present technique provides us with similar simplifications for nonlinear systems through the evolution of the beam moments. The idea of incorporating higher order moments in the description of the dynamics is not new. Previous attempts were made by Channell 12, 13 and recently by Shadwick and Wurtele 14 to include the coupling of the second-order moments to higher orders directly by integrating the equations for a finite number of distribution moments. The direct application of the method suggested in Ref. 12 to our case, which includes a space-charge force, is rather difficult because of the problems arising in the calculation of the force and truncation of the system.
Here a different approach is used to obtain a reduced model for the beam evolution. The phase-space distribution function is expanded over an asymmetrically weighted Hermite polynomial basis in both velocity and spatial variables. The approach is similar to that used in Vlasov simulations of plasma systems 15, 16 where the Hermite polynomial basis is used to represent the velocity dependence of the distribution functions that resemble Maxwellians. This basis is particularly useful in this work due to the simple relations between the expansion coefficients of the distribution function and the beam moments. The propagation equations for the expansion amplitudes are obtained in this paper. The derived infinite CME system is exact. For the purpose of numerical integration it is later truncated and only a finite number of expansion coefficients is kept in the analysis. The model is used to study the dynamics of the rms beam moments and nonlinear emittance growth. Even though the derivation of the CME model is presented for the particular example of a beam propagating through an overdense plasma, a similar approach can be used for other systems with nonlinear forces.
In Sec. II, we first discuss beam transport in plasmas. Then the problems associated with the direct use of the envelope equation are illustrated with a numerical example. In Sec. III, the derivation of the CME model is presented. A new analytical method for calculating the asymptotic beam properties is presented in Sec. IV. These estimates are later used for the normalization of the numerical model. The numerical results for the beam transport obtained using the CME model are presented and compared with PIC simulations in Sec. V. The conservation properties of the truncated model are discussed in Sec. VI, and numerical issues arising from the truncation of the system at a finite order are investigated in Sec. VII. Conclusions and discussion are presented in Sec. VIII.
II. ILLUSTRATION OF BEAM TRANSPORT
The physical system considered in this paper consists of a continuous warm beam of particles, each with a charge q b and a mass m b . The beam is characterized spatially by the number density n b . It propagates with the relativistic velocity v z along the z axis in an infinite plasma of density n p . For simplicity, the beam is taken as a sheet of charge which is infinite in the y direction. We assume that the motion of the beam particles occurs in the paraxial limit so that the longitudinal velocity v z Ϸc remains unchanged. Using this common beam physics approximation, the transverse and longitudinal motion decouple. Combining the assumption of the infinite extent in the y direction with the paraxial limit approximation, we may characterize the system as one dimensional with a slab geometry.
Some further assumptions are made to simplify the analysis. The plasma is taken to be overdense, so that the plasma density n p ӷn b . Therefore, a complete charge neutralization occurs in the beam as plasma particles move to cancel the beam-generated electric field. Thus, no electric field is present in the beam. We also assume that the transverse beam size is much smaller than the plasma skin depth c/ p , where p denotes the plasma frequency and c is the speed of light in vacuum. This regime corresponds to the absence of return plasma currents within the beam. As no current neutralization takes place, the only force acting on the beam particles is the Lorentz force due to the selfmagnetic field. Combining all the approximations, the equation of motion for beam particles can be written explicitly as
where ␥ is the relativistic factor and 0 is the permeability of free space. Let us first consider a numerical illustration of the beam transport obtained using a PIC simulation. The PIC code XPDP1, used throughout this paper, was written and supported by the UC Berkeley EECS Plasma Simulation Group. 17 It is a one-dimensional electrostatic code for systems with a slab geometry. More information on the original code can be found in Ref. 18 . Only beam particles are loaded in the simulation, and the force is computed from the solution of Poisson's equation for the vector potential with the appropriate sign of the source term as in Eq. ͑1͒. The simulation is typically run with 6ϫ10 4 -10 5 particles. We use the results of PIC simulations as a base line to test the applicability of our reduced models.
In this first illustration, the initial phase-space distribution is taken to be of the form
where x0 and v0 characterize the initial beam size and temperature, and n b (xϭ0,tϭ0)ϭn 0 . The initial beam density n b (x) corresponding to Eq. ͑2͒ has a Gaussian spatial dependence. The initial condition given by Eq. ͑2͒ is used in other examples in this paper. The second initial condition used in numerical illustrations corresponds to a uniform phase-space density given by
The initial deviation of the rms beam properties from their equilibrium values and the size of the rms oscillations can be roughly characterized by the value of the mismatch coefficient ␣ϭ͉U/2T͉, where Tϭm b ␥͗v x 2 ͘/2 is the kinetic energy of the transverse motion and Uϭq b v z ͗xB y ͘ is the virial integral of the force. The notation ͗ ͘ stands for the average over the distribution
Using Eq. ͑4͒, the virial integral can be written explicitly as
As can be seen from the envelope equation presented in the following, the rms size of a beam with an initial value of ␣ ϭ1 does not change in time at least within the envelope model and, therefore, it is called matched. If initially ␣ 1, the beam is mismatched, and rms oscillations occur due to the interplay between the focusing magnetic force and the defocusing effect of the pressure. For the initial distribution given by Eq. ͑2͒, the mismatch parameter can be calculated explicitly, and it is given by
, ͑7͒
where I A ϭ4⑀ 0 m b c 2 v z ␥/q b is the Alfvén current and N ϭͱ2n 0 x0 . A similar expression for the initial mismatch parameter of the uniform distribution of Eq. ͑3͒ is obtained and it is given by
Consider a particular example of a beam with the distribution given by Eq. ͑2͒ with ␣ϭ5. Fig. 1 . At the first stage of the propagation, betatron oscillations are induced by the initial beam mismatch. A relaxation of the motion is observed, and oscillations cease after just a few oscillation periods. This first stage of the relaxation process is usually referred to as a period of violent relaxation in astrophysics literature. 9, 19 Small residual oscillations still persist with nondecaying amplitude after this initial relaxation stage. A significant emittance growth is also observed in the process, and it can be attributed to the nonlinearity of the magnetic force.
A main goal of this paper is to model accurately the dynamics of the rms beam properties using a reduced model. As a first attempt, we apply the envelope equation technique to the same numerical example. The general form of the envelope equation for the evolution of the rms beam size x in a one-dimensional system with a slab geometry can be written as 20 FIG. 1. PIC propagation curves for a beam with an initial Gaussian distribution and mismatch of ␣ϭ5 for ͑a͒ the rms beam size, ͑b͒ the rms velocity, and ͑c͒ the emittance. All quantities are normalized to their initial values.
Here, F x is the force acting on the beam particles in the transverse direction. If F x depends linearly on x, as is the case for a simple quadrupole focusing, the emittance of the beam remains constant, and a closed form equation for x is immediately obtained. However, in the case of a nonlinear self-consistent force the beam emittance increases in the course of the beam propagation, and an assumption must be made about the functional dependence of n b (x) in order to evaluate the force and the average ͗xF x ͘. The physical origin of this difficulty in obtaining a closed form equation for the beam size is in the coupling of different moments of the distribution through the nonlinearity of the force. To close the system describing the evolution of the rms beam size, we first assume that the beam emittance change can be ignored, as is commonly done in the envelope equation models. The initial density, corresponding to the distribution function given by Eq. ͑2͒, has a Gaussian shape. As the change in the density profile is unknown, we assume that n b remains Gaussian in the course of the beam propagation. Equation ͑9͒ is supplemented with the initial condition and is integrated numerically. The envelope equation prediction for the rms beam size evolution ͑solid line͒ is compared with the result of the PIC simulation ͑dotted line͒ in Fig. 2 . The example with the initial mismatch parameter ␣ϭ5 is considered. The envelope equation prediction is in the agreement with the observed dynamics for about half of a betatron period, but no relaxation of the oscillations is seen. The other shortcoming of the model is in the assumption of the emittance invariance. In the example, emittance grows due to the spatial nonlinearity of F x . The envelope equation can be used to predict the short-term evolution of the beam size but does not provide adequate predictions for the propagation lengths greater than one half of a betatron wavelength.
III. COUPLED MOMENT EQUATION MODEL
As shown in Sec. II, the envelope equation formalism does not provide adequate predictions of the beam dynamics owing to the constant emittance approximation and the absence of the moment couplings. To overcome these difficulties, we extend the description of the dynamics to include the evolution of higher order moments of the phase-space distribution function. We begin our derivation with the Vlasov equation for the distribution function f (x,v x ,t) of the onedimensional slab system:
where the self-magnetic field B y is computed as
For convenience, the dimensionless variables
are introduced, where a and u are characteristic spatial and velocity dimensions, respectively, and N is defined in Eq. ͑5͒. In dimensionless form, Eq. ͑10͒ becomes
and the normalized force
The parameter is related to the mismatch coefficient ␣ defined in Sec. II. For example, for a beam with an initial Gaussian density it is given by
Next, we expand the normalized distribution function g over the asymmetrically weighted Hermite polynomial basis as
where H k is the Hermite polynomial of order k. 
͑18͒
Thus, the normalization of the distribution function is assured by a single constant coefficient a 00 ϭͱ in the Hermite representation of g.
The remaining coefficients ͕a kl ͖ with kϩlϾ0 are related to the moments of the distribution function. Using Eq.
͑17͒, the moment ͗X p V q ͘, with some integer p and q, is computed to be
where
and the notation ͗ ͘ is used for the average over the distribution g For comparison, we refer to the studies reported in Ref. 22 that were performed using the symmetrically weighted Hermite polynomial basis that does not possess the abovementioned properties.
To calculate the expression for the force in terms of ͕a kl ͖, the expansion given by Eq. ͑17͒ is substituted into Eq.
͑15͒. Using the definition of the error function
and the integral relation for the Hermite polynomials
the expression for the normalized force becomes
.
͑25͒
The dynamical system for the coefficients a kl can now be obtained directly by writing the Vlasov equation in the Hermite basis representation. An alternative derivation that uses the evolution of the beam moments is presented in Appendix A. While the first approach results in the explicit system for the dynamics of ͕a kl ͖, the second method is sometimes more convenient when an additional external force is applied.
To obtain the dynamical equations for the evolution of the expansion coefficients a kl , the distribution function of Eq. ͑17͒ and the normalized force from Eq. ͑25͒ are substituted into the Vlasov equation given by Eq. ͑13͒. The resulting equation is projected onto the Hermite polynomial basis leading to the coupled dynamical system ȧ mn ϭͱm͑nϩ1 ͒a mϪ1,nϩ1 ϩͱmna mϪ1,nϪ1
and ȧ mn ϭda mn /d. Henceforth, we refer to Eqs. ͑26͒ and ͑27͒ as the coupled moment expansion ͑CME͒ model. The infinite system defined by Eq. ͑26͒ is exact. No approximation is made in the course of the derivation for the physical system under consideration. If a different or additional force is applied to the system, the explicit form for the force terms in the equation for ȧ mn needs to be reevaluated. The details of couplings between different a mn will then also change. For example, the formalism can be immediately used for the studies of the high brightness beam transport in the focusing channel with an externally applied linear ͑or nonlinear͒ force. The spacecharge force has essentially the same functional form as in Eq. ͑1͒, and additional terms corresponding to the external force can be easily included in the model. Then, the model can be used to investigate the physics of the emittance growth in a linear focusing channel which has been a topic of extensive studies in the last decade.
20

IV. ESTIMATES OF EQUILIBRIUM BULK PROPERTIES
Shown in Sec. II, the oscillations of the rms beam size and temperature subside after a few betatron periods. Estimates of the asymptotic stationary values can be quite useful for practical applications. They can also be used as normalization parameters for the numerical integration of the CME. An estimate for the equilibrium size of a pinched cylindrical beam was previously obtained in Ref. 11 for small amplitude betatron oscillations using the energy conservation relation. This analysis needs to be extended to beams with a significant initial mismatch. Some predictions for the coarsegrained equilibrium can also be found in Refs. 7 and 8 where the final distribution is assumed to be thermal. There, two relations are used to specify the beam size and temperature: the equilibrium condition and the conservation of the distribution function at the origin in the phase space ( f (0,0,t) ϭconst). As a result, the rms equilibrium values for the initial condition given by Eq. ͑2͒ are estimated as
The change of the emittance can be also evaluated as ⑀ eq ϭ x,eq v,eq , and it is given by
where ⑀ 0 stands for the initial value. In Eq. ͑30͒ it is implicitly assumed that ͗xv x ͘ϭ0 in the asymptotic state. It can be readily seen that the prediction given by Eq. ͑30͒ for the emittance growth is independent of the initial mismatch parameter ␣. This result contradicts the intuitive expectations ͑which can be easily verified numerically͒ of larger emittance growth in systems with more effective phase mixing ͑i.e., larger ␣ for ␣Ͼ1 or larger 1/␣ for ␣Ͻ1͒. Thus, a significant discrepancy is expected in comparisons with the PIC simulation results especially for the beam emittance growth. The asymptotic values of the rms properties of the beam with a uniform initial distribution given by Eq. ͑3͒ are also calculated using results of Ref. 7 . The following estimates are obtained:
The comparisons between the analytical predictions and results of PIC simulations for both initial distributions are presented in the following. We derive alternative expressions for the asymptotic values using a procedure similar to that of Ref. 7 . The result is obtained by using a different constraint to find the equilibrium state-the constraint of the energy conservation. The difficulty encountered here reflects the fact that the assumed form of the equilibrium distribution ͑i.e., the thermal profile͒ is not the exact coarse-grained equilibrium achieved by the system in the process of collisionless relaxation. Numerical studies indicate significant differences between the final coarse-grained distribution and a true thermal equilibrium. This fact is reflected in the larger number of conservation constraints than the number of parameters needed to be specified in the thermal distribution. However, for the sake of an estimate, the final distribution function can be assumed as thermalized with a choice of constraints resulting in better predictions for the rms beam properties. The use of the energy conservation constraint allows us to obtain the exact value of the beam velocity spread in the equilibrium state ͑compared to the approximate value that results from the use of the conservation of the distribution function at the origin with the approximate thermal coarse-grained distribution͒.
We now derive the predictions for the rms beam properties reached after the relaxation process is complete. Using the particle equation of motion m b ␥ dv x /dtϭϪq b v z B y , with ␥ϭconst in the paraxial approximation, the following equations for the dynamics of rms values can be easily derived:
͑36͒
Under the assumption that the phase mixing results in a coarse-grained distribution function with the symmetry 
where ͗ ͘ eq stands for the average evaluated in the equilibrium state. This is essentially the same relation as the equilibrium condition used in Ref. 7 . A second relation between moments is needed and can be obtained from the energy conservation for the transverse motion. The conservation relation can be readily derived from Eq. ͑36͒, and the details can be found in Appendix B. Here, we only quote the final result
where ͗ ͘ 0 stands for the average evaluated in the initial state.
Combining Eq. ͑37͒ with Eq. ͑38͒, the velocity dispersion in the equilibrium state can be expressed as
͑39͒
Using the definition of the mismatch parameter ␣ϭU/2T, Note that the result for veq is exact, as no approximation is made beyond equilibrium and the symmetry relations. It can also be used for any initial beam distribution. This analysis also yields a closed form expression for the virial integral in equilibrium
Unfortunately, to deduce the desired expression for the beam size x from the virial integral, the functional dependence of the beam density profile in equilibrium is needed. A quick estimate can be obtained assuming a thermal distribution in the asymptotic state. The thermal equilibrium for the onedimensional magnetic pinching is given by a modified Bennett distribution:
͑42͒
The corresponding beam density is expressed as
The value of the velocity spread u B ϭ v,eq can be evaluated using Eq. ͑40͒. The magnetic field of the beam can now be calculated explicitly together with the virial integral. Using the equilibrium value of qv z ͗xB y ͘ eq and the relation ͱ ͗x 2 ͘ ϭb/2) for the Bennett profile, the estimate of the asymptotic equilibrium value of the rms beam size x,eq ϵͱ͗x 2 ͘ eq becomes
x,eq ϭ͑1ϩ2␣ ͒ 1 6)
The prediction for x,eq given by Eq. ͑44͒ can be used for any initial density profile. For the initially Gaussian beam, it simplifies to
x,eq g ϭͱ
The analogous expression for the asymptotic size of the beam with an initially uniform density has the form 
A similar expression for the asymptotic emittance of the initially uniform beam has the form
This estimate predicts the dependence of the emittance growth on the initial mismatch parameter ␣. Note that ⑀ eq Ͼ⑀ 0 for both initial distributions, and the minimum emittance growth is achieved for a matched beam with ␣ϭ1. The results for the asymptotic values of the initially uniform beam are presented in Fig. 4 in the same range of the initial mismatch. The initial emittance and the number of particles per unit area are taken equal to ⑀ 0 ϭ20.1 mm mrad and Nϵn 0 2) x0 ϭ5.05ϫ10 14 m
Ϫ2
. An even greater discrepancy is observed between the estimates of Ref. 7 and PIC results for the asymptotic rms values in this case. Good agreement between the predictions given by Eqs. ͑40͒, ͑46͒, and ͑48͒ and PIC results is observed.
To investigate the dependence of the estimate for x,eq on the assumed density profile, the calculation of asymptotic properties is repeated for a beam with a Gaussian final density profile. Specifically, the density dependence is assumed to be of the form
e Ϫx 2 /2 x,eq . ͑49͒
Evaluating the magnetic field and the virial integral and using Eq. ͑41͒ for the stationary value of ͗xB y ͘, an estimate for the asymptotic beam size of the initially Gaussian beam is obtained
Comparing Eq. ͑50͒ with the estimate based on the Bennett density given by Eq. ͑45͒, we note that very similar predictions for x,eq are obtained. In fact, the two estimates are related by
x,eq g,g ϭͱ 3 x,eq g , ͑51͒
and they differ by less than 3%. This result suggests that the relation between the virial integral and the beam size is somewhat insensitive to the assumed density profile.
V. NUMERICAL INTEGRATION OF CME EQUATIONS
We now turn to numerical tests of the CME system derived in Sec. III. The infinite series representation of the distribution function, as given by Eq. ͑17͒, is truncated so that a finite number of expansion coefficients is used to represent g. The truncation is performed by taking all coefficients a kl with kϩlϾ j max equal to zero. We usually refer to the value of j max as the ''truncation order.'' To simplify the dynamics, only symmetric systems with f (x,v x )ϭ f (Ϫx,Ϫv x ) are considered. The density becomes an even function of the space variable, n b (x)ϭn b (Ϫx), and the motion of the center-of-charge is eliminated. In this case, expansion coefficients a kl are nonzero only for even orders, i.e., when kϩlϭ2,4,... . The initial conditions given by Eqs. ͑2͒ and ͑3͒ are examples of such systems. This fact is used directly in the numerical computation, and only dynamics of nonzero a kl is computed. It is important to emphasize that the model can be used with more general initial conditions, and it is well suited to study the center-of-charge motion.
The system given by Eq. ͑26͒ can be integrated numerically under different normalization parameters, i.e., a and u from Eq. ͑12͒. The choice of the normalization is made based on the sensible representation of the distribution function during its evolution using a finite number of the expansion coefficients and on the properties of the truncated system. Our experience has shown that the asymptotic rms properties of the system are a good choice for a and u. They are used in most of dynamical simulations presented in this We illustrate the numerical integration by simulating the familiar example already considered in Sec. II of an initially Gaussian beam with the mismatch parameter of ␣ϭ5. The system is normalized to the analytically calculated asymptotic final state. Using estimates given by Eqs. ͑40͒ and ͑45͒, the normalization parameters are taken as a ϭ2.5 mm and uϭ3.4ϫ10 6 m/s. The initial condition for the distribution function is taken as given by Eq. ͑2͒. Using this normalization, the initial values of the a kl coefficients are computed. To illustrate the sensitivity of the numerical integration on the truncation order, we begin by presenting the results obtained using different values of j max . First, the dynamical system ͕a kl ͖ is truncated at the lowest order j max ϭ2 and only three coefficients, a 20 , a 11 , and a 02 , are retained in the simulation. The results of the numerical integration are similar to the predictions made using the envelope equation. The betatron oscillations of the rms beam size are plotted in Fig. 5 as a solid line. It can be readily seen that no relaxation of the oscillations takes place. Truncation of the system at the next order j max ϭ4 with eight coefficients retained in the simulation yields the dashed-dotted line plotted in Fig. 5 . The resulting rms width of the beam shows some modulation in the amplitude of its betatron oscillations. Figure 5 clearly indicates that higher orders are needed to fully describe the dynamics of the relaxation.
In the attempt to include more orders in the distribution function expansion, we now truncate the system at a much higher order of j max ϭ20. The direct numerical integration of the truncated system results in the unlimited growth of ͕a kl ͖ coefficients. As is explained in detail in Sec. VI, the truncation of the infinite system results in the appearance of real eigenvalues in the spectrum of the linearized problem, which correspond to unphysical, growing solutions. The numerical problems associated with the long-term behavior are typical in Vlasov solvers which utilize the truncated expansions of the distribution function. A commonly used solution is the introduction of the artificial attenuation term of a FokkerPlanck type. 15, 23 We use a similar approach to suppress the unphysical growth and introduce an artificial attenuation into our dynamical system. In contrast with the previous work, a diagonal relaxation term, Ϫ⌫ kl a kl ␦ mn kl , is introduced on the right-hand side of Eq. ͑26͒ with the phenomenological damping coefficient of the form
The parameter ⌬ adjusts the relative strength of the attenuation. The specific form of the attenuation coefficient introduced in Eq. ͑52͒ has been dictated by the goal of the model to make predictions for the rms beam properties that are expressed through low order coefficients a kl . It is evident that the damping is weak for low order coefficients and strong for a kl with large kϩl. The action of the damping term smoothes the otherwise abrupt transition to a kl ϭ0 at kϩlϾ j max . Note that no relaxation is introduced for the lowest order coefficients, a 20 , a 11 , and a 02 , which correspond to the bulk beam properties x , v , and ͗xv x ͘. Unfortunately, no closed form relation was found for the introduced attenuation operator in the ''real'' x,v x variables. Going back to the example with ␣ϭ5, the numerical integration is performed with the relaxation width ⌬ϭ10 and j max ϭ20. The discussion of the dependence of the results on the attenuation width and the guidelines for a sensible choice of ⌬ are postponed until Sec. VII. Results for the rms beam properties are compared with the PIC simulation in Fig. 6 . A very good agreement between PIC results ͑dotted line͒ and predictions of the CME model ͑solid line͒ is evident. A clear relaxation in the beam size oscillations and velocity dispersion is observed. The emittance growth is also predicted correctly by the CME simulation.
We can also use the CME simulation to make predictions for the dynamics of higher order beam moments. For example, the time evolution of ͗x 4 ͘, ͗v x 4 ͘, and ͗x Fig. 7 . The higher order moments of the distribution function provide us with the valuable information on the properties of the density profile, velocity distribution, and correlations in the phase space. For example, the ratio 2 )ϭ1. Not surprisingly, the distribution becomes correlated in the process of the beam transport and the value of the ratio significantly differs from unity. In our example with ␣ϭ5, the value of the correlation ratio
2 )Ӎ1.18 in the asymptotic state, which indicates the nonthermal character of the asymptotic distribution. A good agreement between PIC and CME results for moments of fourth order is observed.
Note that the CME model provides us with information beyond just the dynamics of the bulk beam properties. We have already discussed the CME predictions for ͗x 4 ͘, ͗v x 4 ͘, and ͗x 2 v x 2 ͘. The fluid quantities, such as beam density and temperature, can also be reconstructed. For example, integrating the expansion given by Eq. ͑17͒ over velocities, the beam density is computed as FIG. 6 . Comparison between propagation curves for ͑a͒ the rms beam size, ͑b͒ the rms velocity, and ͑c͒ the emittance obtained using the CME model ͑-͒ with j max ϭ20,⌬ϭ10, and a PIC simulation ͑¯͒ for an initially Gaussian beam with a mismatch of ␣ϭ5.
FIG. 7.
Comparison between propagation curves for normalized fourthorder ͑a͒ spatial, ͑b͒ velocity, and ͑c͒ correlation moments obtained using the CME model ͑-͒ with j max ϭ20,⌬ϭ10, and a PIC simulation ͑¯͒ for an initially Gaussian beam with a mismatch of ␣ϭ5.
Consider the numerical example of an initially Gaussian beam with the mismatch of ␣ϭ5. The comparisons between CME and PIC predictions for the density profiles at different locations along the propagation at zϭ0, 1.5, 3, and 4.5 m are plotted in Fig. 8 . The CME results are plotted as solid lines, and PIC results are presented as dotted lines. It is seen that CME profiles show a behavior very similar to the PIC evolution. They exhibit the formation of the central core and extended tails in the process of the propagation. Some discrepancies in CME and PIC densities are also seen. They can be attributed to the insufficient number of expansion coefficients kept in the CME simulation and the introduction of the artificial attenuation. Thus, we can conclude that the CME model provides general features of the evolution of beam fluid quantities, but cannot be used solely for accurate predictions of the beam density.
To build more confidence in the technique, we present comparisons of CME and PIC results for a second test case. The propagation of an initially Gaussian beam with xo ϭ1.38 mm, vo ϭ4.3ϫ10 6 m/s, ␥ϭ100, and n 0 ϭ1.45 ϫ10 17 m Ϫ3 is investigated. This example corresponds to the initial mismatch of ␣ϭ0.33. In contrast with the ␣ϭ5 example considered previously, here the beam pressure exceeds the magnetic focusing force at the plasma entrance. Numerical results for the rms beam properties obtained using CME equations and a PIC code are presented in Fig. 9 with a solid and dotted line, respectively. The CME simulation is performed with ⌬ϭ8 and j max ϭ20. Good agreement between CME and PIC results is clearly observed.
We now turn to the dynamical predictions for the moments of the beam with the initially uniform distribution given by Eq. ͑3͒. The propagation of an electron beam with initial properties given by xo ϭ3.41 mm, vo ϭ1.8ϫ10 6 , ␥ϭ100, and n 0 ϭ4.23ϫ10 16 m Ϫ3 is considered. The initial parameters correspond to the mismatch of ␣ϭ5. The equations are normalized using the estimates of the rms asymptotic values given by Eqs. ͑40͒ and ͑46͒. The initial values of a kl coefficients are computed for this new initial condition and used in the CME simulation. The CME and PIC predictions for the dynamics of the rms beam properties are presented in Fig. 10 . Twenty orders of the coefficients are retained in the simulation, and the relaxation width is chosen to be equal to ⌬ϭ10. A good agreement between PIC results ͑dotted line͒ and predictions of the CME model ͑solid line͒ can be seen. The comparisons for the fourth-order moments is presented in the next figure ͑Fig. 11͒. Good agreement between CME and PIC results is observed. We conclude that the numerical CME model provides us with good dynamical predictions for the beam moments of a distribution whose initial conditions differ significantly from a Gaussian.
To further assess the performance of the CME model, we compare the results for the asymptotic rms properties obtained by the time integration of the CME with the PIC simulation for the initial mismatch in the range of 0.2Ͻ␣ Ͻ10. The dynamical CME predictions ͑छ͒, theoretical estimates ͑᭹͒ given by Eqs. ͑40͒, ͑45͒, and ͑47͒ and PIC results ͑᭝͒ for an initial Gaussian distribution are plotted in Fig. 12 . The dynamical CME results are obtained by performing the numerical integration until stationary values of x and v are FIG. 8 . Density profiles at ͑a͒ zϭ0, ͑b͒ zϭ1.5 m, ͑c͒ zϭ3 m, and ͑d͒ z ϭ4.5 m obtained from the CME integration ͑-͒ and PIC simulation ͑¯͒ for an initially Gaussian beam with a mismatch of ␣ϭ5.
achieved. It can be seen that the dynamical CME results offer an improvement in the accuracy compared to the analytical estimates. The numerical and analytical predictions for the asymptotic rms values of an initially uniform beam are presented in Fig. 13 . Good CME predictions for the final values of the second-order moments are obtained. We conclude that a CME simulation can be used to obtain accurate predictions of the rms properties in the asymptotic state.
Finally, the comparison of the propagation curves for the rms properties obtained using the CME and PIC simulation was also performed for a wide range of the initial mismatch of 0.2Ͻ␣Ͻ10 with the initial conditions given by Eqs. ͑2͒ and ͑3͒. Good agreement was observed in all cases considered.
VI. CME AND CONSERVATION LAWS
The exact problem of the beam evolution described by the Vlasov equation obeys a number of different conserva- FIG. 9 . Comparison between propagation curves for ͑a͒ the rms beam size, ͑b͒ the rms velocity, and ͑c͒ the emittance obtained using the CME model ͑-͒ with j max ϭ20,⌬ϭ10, and a PIC simulation ͑¯͒ for an initially Gaussian beam with a mismatch of ␣ϭ0.33.
FIG. 10.
Comparison between propagation curves for ͑a͒ the rms beam size, ͑b͒ the rms velocity, and ͑c͒ the emittance obtained using the CME model ͑-͒ with j max ϭ20,⌬ϭ10, and a PIC simulation ͑¯͒ for an initially uniform beam with a mismatch of ␣ϭ5. tion laws. Due to the approximations made in the numerical integration of the CME system resulting from the truncation of the infinite system and the applied artificial attenuation, the conservation constraints might be violated. In this section, we report on numerical studies that assess the effects of approximations on the conservation laws.
We first consider the macroscopic dynamical constraints of the conservation of number of particles and beam energy. The conservation of the number of particles in the beam is assured by a constant coefficient a 00 in the expansion of the distribution function. As shown in Appendix B, the transverse energy E of the beam given by Eq. ͑B6͒ is conserved. Using the expression for the normalized magnetic force given by Eq. ͑25͒, the potential energy term is easily evaluated in terms of ͕a kl ͖. The evolution of the transverse energy can then be evaluated during the numerical integration. The change of E ͑normalized to its initial value͒ is plotted in Fig.  14 for an initially Gaussian beam with a mismatch coefficient of ␣ϭ5. Results obtained by retaining a different number of orders in the numerical integration are presented for j max ϭ2(-), j max ϭ4(---), and j max ϭ20(-•-). We see that the energy is conserved to a good degree for cases with j max ϭ2 and j max ϭ4 when no artificial attenuation is used. A simulation with j max ϭ8 was also performed and showed no significant change in E. When larger number of modes are retained in the simulation and an attenuation term is applied ͑to prevent an unlimited growth of the coefficients͒ a change of the energy is observed. For j max ϭ20 and ⌬ϭ10, the relative change in E reaches 2% for the propagation range corresponding to the establishment of stationary rms values. Thus, the artificial attenuation term results in a small change in E. This change of the transverse energy can serve as a good numerical diagnostic of the code performance and FIG. 11 . Comparison between propagation curves for normalized fourthorder ͑a͒ spatial, ͑b͒ velocity, and ͑c͒ correlation moments obtained using the CME model ͑-͒ with j max ϭ20,⌬ϭ10, and a PIC simulation ͑¯͒ for an initially uniform beam with a mismatch of ␣ϭ5.
FIG. 12.
Comparison between the dynamical CME results ͑छ͒, analytical predictions ͑᭹͒ given by Eqs. ͑40͒, ͑45͒, and ͑47͒, and PIC results ͑᭝͒ for ͑a͒ the rms beam properties and ͑b͒ the emittance of an initially Gaussian beam vs the initial mismatch ␣.
should always be monitored in the process of numerical integration. Large values of ⌬E indicate an inappropriate amount of attenuation introduced into the system resulting in a significant change of the beam dynamics. If relative changes of beam energy exceeding 10%-20% are observed in the simulation, the amount of artificial attenuation should be decreased by increasing the value of the parameter ⌬.
Due to the incompressibility of the phase-space flow described by the collisionless Vlasov equation, the system also possesses an infinite number of conservation laws of the form
We investigate the change in I 2 ͓given by Eq. ͑54͒ with n ϭ2͔ when the truncated CME system is integrated. Using the definitions of Eq. ͑12͒, I 2 can be written as
Using the expansion for the normalized distribution function given by Eq. ͑17͒ and the integral relation
͑56͒
the value of I 2 is
The change of I 2 () during the beam evolution predicted by CME model is shown in Fig. 15 for the familiar case of an initially Gaussian distribution with ␣ϭ5. The results for I 2 , normalized to its initial value I 20 , are plotted with a solid line for j max ϭ2, a dashed curve for j max ϭ4, and a dasheddotted line for j max ϭ8. No artificial attenuation is used and the relative change of I 2 in the simulation with no applied attenuation clearly grows with increasing the truncation order. In fact, if more orders are kept in the simulation, and still no attenuation is introduced, I 2 grows without bound ͑reflecting the growth of the coefficients of expansion͒. The result for the dynamics of I 2 for a system with a large truncation order and artificial attenuation is presented in Fig. 16 . A monotonic decay of I 2 is observed with a total decrease of about 10%. The decrease can be attributed to the suppression of higher order modes by the attenuation. This is not surprising since the artificial attenuation of higher order modes corresponds to the coarse graining of the distribution. 
VII. TRUNCATION OF THE INFINITE CME SYSTEM
We now study the effects of the truncation performed in the course of the numerical integration. We begin with a linearization of Eq. ͑26͒. As we show in the following, this simplification retains the most important features of the dynamics. Next, the simpler linear system is truncated at order j max , and eigenvalues are calculated numerically for a particular example. As j max is increased, several of the eigenvalues gain positive real parts indicating an exponentially growing solution. We will show how the artificial attenuation introduced in Sec. V suppresses this growth.
The right-hand side of Eq. ͑26͒ contains three types of terms. Some terms do not depend on time and are determined by the normalization coefficient a 00 . The second type depends linearly on the variables a kl , and the remaining terms have a quadratic dependence on the coefficients. Symbolically, the dynamical system can be written as /ͱ is the part of g that does not change during the beam propagation, and g ϭgϪg 0 . We next assume that g is a small perturbation of g 0 . Neglecting terms quadratic in g , the linearized force can be written as F 0 (‫ץ‬g/‫ץ‬V)ϩF (‫ץ‬g 0 /‫ץ‬V). Here, F 0 is the self-consistent force corresponding to the distribution g 0 , and F ϭFϪF 0 originates from g . The term F 0 (‫ץ‬g/‫ץ‬V) is equivalent to an external force in a system with the applied F equal to the self-force of the initial beam. The term F (‫ץ‬g 0 /‫ץ‬V) reflects the change in F due to the variation in the beam density and is a consequence of the selfconsistency of the force. The CME corresponding to a Vlasov system linearized about g 0 is identical to the linearized CME problem ͑i.e., with D mn klpq ϭ0͒. Note that the approximate equations preserve the spatial nonlinearity and selfconsistency of the force.
The justification for the simplification can be made as follows. If the numerical system is normalized to the initial state, the initial condition for ͕a kl ͖ takes the simple form a kl ͉ ϭ0 ϭ0 for kϩlϾ0, and only a 00 has a nonzero value. Consider the propagation of a slightly mismatched beam in this normalization. Small changes in the beam parameters occur during the propagation of such a beam. Therefore, all ͉a kl ͉Ӷa 00 for k,lϾ0 and g can be considered as a perturbation of the initial g 0 , resulting in insignificant nonlinear terms. If the initial mismatch is significant, the nonlinear terms might become important and the actual dynamics can differ from that of the linearized problem. However, the linearized system is a very helpful tool that can be used to investigate some properties of the CME model.
To illustrate the validity of this approximation for slightly mismatched beams, we compare the predictions of the linear model with the full nonlinear simulation. An initially Gaussian beam with xo ϭ2.28 mm, vo ϭ2.6 ϫ10 6 m/s, ␥ϭ100, and n 0 ϭ8.74ϫ10 16 m Ϫ3 is used, corresponding to a mismatch parameter of ␣ϭ1.5. The simulation is performed with j max ϭ20 and the relaxation width ⌬ϭ10. The beam is normalized to the initial state with the param- eters aϭ xo and uϭ vo . The propagation curves for the rms beam size and velocity dispersion are plotted in Fig. 17 as solid curves and compared with the full CME evolution plotted as dotted lines. The results of the linear and fully nonlinear models are very similar. The instability, observed in the dynamics of a full nonlinear CME model truncated at j max Ͼ10 and with no attenuation, also appears in the integration of the linearized system with j max Ͼ12. Thus, the instability of the full system can be studied using the simplified linearized system.
We now return to the symbolic form of the CME model given by Eq. ͑58͒. where a p stands for a particular solution of Eq. ͑61͒, e i is the eigenvector of the matrix B that corresponds to the eigenvalue i , Be i ϭ i e i , and d i is a complex number determined by the initial conditions. The notation n max is used for the total number of equations in the system. The particular solution can be chosen to be a constant-in-time vector which solves the equation BaϭϪc. It can be easily verified that the matrix B is degenerate (det Bϭ0), and a number of solutions of the linear system BaϭϪc can be found. We choose a p as one of these solutions. The coefficients d i are found from the initial condition by solving the system
All properties of the dynamical behavior of the truncated equation ͑61͒ are contained in the solution given by Eq. ͑62͒, including the numerically observed instability. Mathematically, we expect this instability to be connected to the spectrum of the eigenvalues ͕ i ͖. In particular, if an eigenvalue with a positive real part exists in the spectrum, an unlimited growth of the solution results. Numerical methods are used to find ͕ i ͖ due to the algebraic complexity of the problem when j max Ͼ2. When the spectrum of the matrix B is found numerically for a particular example, it always contains zero frequencies and purely imaginary values. In some cases, eigenvalues with real parts are also present in the spectrum indicating instability. For the example with ␣ϭ1.5, qualitatively different behavior is observed for different truncation orders. If j max р12 all eigenfrequencies are found to be purely imaginary or zero. However, for j max Ͼ12, i with Re( i ) 0 appear, and the largest real part of i increases rapidly with j max . No convergence in eigenvalues with real parts is observed as the truncation order is investigated. The eigenvalues with positive real parts cause an unlimited growth of the solution given by Eq. ͑62͒.
An artificial attenuation term was introduced in Sec. V to suppress this exponential growth of a kl coefficients in time. Its form was chosen in such a way that low order modes are almost unaffected by the attenuation while higher orders close to j max are damped the strongest. This form of the attenuation term is such that the truncation cutoff of the expansion series is smoothed and the influence of higher orders is decreased. If the eigenvalues of the matrix B together with the attenuation term are computed for different values of ⌬, we find that Re( i )р0 for all modes when the attenuation width is smaller than some threshold value of ⌬ cr . For ⌬ Ͼ⌬ cr the applied attenuation is insufficient to suppress the instability, and some growing solutions are still observed. The value of the critical attenuation width ⌬ cr depends on the number of orders retained in the simulation. By computing the spectrum for different ⌬ an optimal ⌬ cr can be found for FIG. 17 . Comparison between results for the evolution of the rms beam size obtained using a linearized ͑-͒ and full ͑¯͒ CME integration for an initially Gaussian beam with a mismatch of ␣ϭ1.5.
a given truncation order. For the example presented in Sec. V, the initially Gaussian beam with ␣ϭ5 and j max ϭ20, we find ⌬ cr Ӎ13. Thus, the spectrum of the linear coupled problem can be used to determine the value of the attenuation width for a dynamical simulation. Alternatively, the necessary attenuation width can be found by performing simulations with different ⌬ until the growth in a kl is suppressed. We find that ⌬Ϸ j max /2 is usually a good starting point. It results in sufficient attenuation for all but highly mismatched cases.
Let us consider the familiar dynamical case with an initially Gaussian distribution and a mismatch parameter ␣ ϭ5 as an illustration. The spectrum of the linearized problem reveals eigenvalues with positive real parts for the truncation orders j max Ͼ8. Our goal is to perform a CME simulation normalized to the asymptotic rms values and with the truncation order j max ϭ20. To find the necessary attenuation width to suppress the growth, the spectrum of the linearized problem ͑with the attenuation term included͒ is found for different values of ⌬ for chosen normalization parameters. For j max ϭ20, the threshold value is found to be ⌬ cr Ӎ13. Thus, we conclude that the CME simulation can be performed with ⌬Ͻ13, and the value of ⌬ϭ10 was chosen to make comparisons with a PIC simulation.
The dependence of the dynamical results on the attenuation width is illustrated in Fig. 18 . The results for the evolution of the rms beam size obtained using different ⌬ are plotted for ⌬ϭ12 ͑dashed-dotted line͒, ⌬ϭ10 ͑solid line͒, and ⌬ϭ8 ͑dotted line͒. It is evident that the evolution of the rms beam properties and the asymptotic values are not sensitive to the value of ⌬ ͑for ⌬Ͻ⌬ cr ͒. Thus, the applied artificial attenuation term is important for the suppression of the numerical instability but does not affect the dynamics of the quantities of interest. Two points should be kept in mind in deciding on the value of ⌬ for a particular simulation: ͑1͒ insufficient attenuation ͑⌬ too large͒ causes a growth in the solution, ͑2͒ too much attenuation ͑⌬ too small͒ results in significant numerical errors such as a change of the transverse energy E.
The linearized analysis can also be used to determine the asymptotic state of the system. The time-independent part of the general solution can be extracted by including only the particular solution a p and terms that correspond to i ϭ0 in the summation given by Eq. ͑62͒. This stationary, nonoscillating part of the solution a s can be calculated as
͑64͒
where i ϭ0 if i 0 and i ϭ1 if i ϭ0. The comparison between the prediction given by Eq. ͑64͒ and PIC simulations for the asymptotic state reveals a good agreement between results for low order moments and disagreement for higher order coefficients. Convergence studies with a gradual increase of j max point to the truncation of the system as the root of the discrepancy. Additional work is needed to find a method to compensate for the truncation error.
VIII. CONCLUSIONS
A new reduced model is developed to study the dynamics of the rms beam properties in a one-dimensional beamplasma system with a slab geometry. It yields fast numerical predictions for the evolution of the beam size, temperature, and emittance. The technique is based on the expansion of the phase-space distribution function over the asymmetrically weighted Hermite polynomial basis and a subsequent truncation at a finite order for the purpose of the numerical integration. The Hermite polynomial basis is especially convenient for the studies of the rms dynamics because of a simple relation between three lowest order expansion coefficients and the rms beam properties. The method generalizes the envelope equation formalism for systems with nonlinear forces. Coupling between different beam moments is consistently included in the model and no assumption about the functional dependence of the distribution function is made. Truncation of the infinite dynamical system results in the unlimited growth of the expansion coefficients in time. To overcome this numerical difficulty, an artificial attenuation for higher order coefficients is introduced. Integration of the resulting truncated CME system of 100-200 ordinary differential equations with no particle tracking shows good agreement with results of PIC simulations for both initially Gaussian and uniform beams.
The method is also useful for investigating the dynamics of higher order moments of the distribution function which are indicative of the space-velocity correlations and the relative importance of the tail of the density profile compared to the beam core. The information about the space-velocity correlations is important to assess the thermalization of the distribution in the process of collisionless relaxation. Predictions can also be made about the qualitative features of the dynamics of the fluid quantities such as the beam density and temperature. FIG. 18 . The evolution of the rms beam size obtained using attenuation coefficients ⌬ϭ12 ͑-•-͒, ⌬ϭ10 ͑-͒, and ⌬ϭ8 ͑¯͒. The results for low order moments are insensitive to the choice of ⌬ in this range. The value of ⌬ϭ10 was used in most simulations in this paper.
New analytical estimates for the rms beam properties are developed and shown to be in a good agreement with the results of the PIC simulations. They contain the essential feature, missing in the previous studies, that the final state emittance depends on the initial mismatch. The estimates are used in the paper as normalization parameters for the CME simulations and can also be used independently to predict the rms beam size, the velocity spread, and the emittance in the phased mixed coarse-grained equilibrium.
In addition to fast numerical simulations for the rms beam properties, the CME method provides us with new insights into the generic physical processes that occur in the collisionless beam-plasma system. It gives a better understanding of the physics of collisionless relaxation and estimates of the characteristic time scales. This is a topic of a future paper.
Finally, we emphasize that even though the model is developed for a particular physical system, i.e., a onedimensional beam propagating through an overdense plasma with no return currents, the technique is quite general and can be applied to a variety of systems with a nonlinear force.
