Let ∆ 1 (x; ϕ) be the error term of the first Riesz means of the Rankin-Selberg zeta function. We study the higher power moments of ∆ 1 (x; ϕ) and derive an asymptotic formula for 3-rd, 4-th and 5-th power moments by using Ivić 's large value arguments.
Introduction and main results
Let ϕ(z) be a holomorphic form of weight κ with respect to the full modular group SL 2 (Z), and denote by a(n) the n-th Fourier coefficient of ϕ(z). Suppose that ϕ(z) is normalized such that a(1) = 1 and T (n)ϕ = a(n)ϕ for every n ∈ N, where T (n) is the Hecke operator of order n. Let Deligne's [1] proved that |a(n)| ≤ n (κ−1)/2 d(n), which implies c n ≪ n ε , where d(n) is the Dirichlet divisor function. The classical Rankin-Selberg problem is to study the upper bound of the error term where C is an explicit constant. Rankin [7] proved that (1.2) ∆(x; ϕ) = O(x 3 5 ), which was stated by Selberg [8] again without proof. However, no improvement of (1.2) has been obtained after Rankin and Selberg. Ivić [2] proved that ∆(x; ϕ) = Ω ± (x c n n −s , ℜs > 1, the integral being taken over a fundamental domain F of SL 2 (Z) and Z(s) can be continued to the whole plane. Ivić, Matsumoto and Tanigawa [5] studied the relation between ∆(x; ϕ) and ∆ 1 (x; ϕ). They proved if ∆ 1 (x; ϕ) = O(x α ) holds for some α ≥ 0, then ∆(x; ϕ) = O(x α/2 ). They also proved that (1.4) ∆ 1 (x; ϕ) = O(x Recently, Ivić [3] studied the fourth power moment of ∆ 1 (x; ϕ) and proved that (1.6)
Note that (1.6) is the best possible up to ε. Both of (1.5) and (1.6) support the following Conjecture. The pointwise estimate
holds.
In this paper we shall prove that for the fourth-power moment of ∆ 1 (x; ϕ), we can get an asymptotic formula, which substantially improves Ivić 's estimate (1.6). More generally, we shall establish the asymptotic formula for the k-th power moment of ∆ 1 (x; ϕ) with k = 3, 4, 5. We first prove the following Theorem 1, which is an upper bound result. Theorem 1. Suppose A ≥ 0 is a fixed constant, then we have
Remark 1. From Theorem 1 we know that the estimate
holds for A 0 = 16/3. The value of A 0 for which (1.9) holds is closely related to the upper bound estimate of ∆ 1 (x; ϕ). The exponent 16/3 follows from the estimate (1.4). Before stating the asymptotic results, we introduce some notations. Suppose f : N → R is any function such that f (n) ≪ n ε , k ≥ 2 is a fixed integer. Define
We shall use s k;l (f ) to denote both of the series (1.10) and its value. Suppose A 0 > 3 is a real number, define
Theorem 2. Let A 0 > 5 be a real number such that (1.9) holds, then for any integer 3 ≤ k < A 0 , we have the asymptotic formula (1.12)
Remark 2. From Theorem 1 we see that k ∈ {3, 4, 5}, we can get the asymptotic formula (1.12). Moreover, if the estimate ∆ 1 (x; ϕ) ≪ x 19/16−δ holds for some small δ > 0, then the asymptotic formula (1.12) holds for k = 6.
The constant δ 1 (k, A 0 ) is very small when k = 3, 4, 5. In these three cases, we have the following Theorem 3. So we get the following corollary.
Corollary 1.
We have the following asymptotic formulas,
Preliminary Lemmas
Lemma 2.1. Suppose x > 1 is a real number . For any N ≥ 1, define
2) is a special case of Lemma 2 of [5] .
Lemma 2.2. Let S be an inner-product vector space over C, (a, b) denote the inner product in S and a 2 = (a, a). Suppose that ξ, ϕ 1 , · · · , ϕ R are arbitrary vectors in S. Then
Proof. This is the well-known Halasz-Montgomery inequality. See (A.30) of Ivić [4] .
Then we have
Proof. We follow Tsang's approach [9] . Consider the number field
Its degree h is one of the following numbers:
√ n k and α = α 1 , α 2 , α 3 , · · · , α h denotes all conjugates of α. Without loss of generality, suppose
Since α 1 α 2 · · · α h is a nonzero integer, we have |α 1 α 2 · · · α h | ≥ 1 and hence
which combining the trivial estimate
if noting that h ≤ 4 k . This completes the proof of Lemma 2.3.
Lemma 2.4. Suppose y > 1. Define
Proof. This lemma can be proved by the same argument of Lemma 3.1 of the second author [10] , so we omit the details.
Proof of Theorem 1
In order to prove Theorem 1, it suffices for us to study the upper bound of the integral
3.1 A large value estimate of ∆ 1 (x; ϕ)
We first prove the following Theorem 4 via Ivić approach (see, Chapter 13 of [4] ).
where we put L = log T .
Proof. Suppose V < T 0 is a parameter to be determined later. Let I be any subinterval of [T, 2T ] of length not exceeding T 0 and let
Without loss of generality, we may suppose
Squaring, summing over the set G and then using the Cauchy inequality we get that
with ξ n = c n n −7/8 for n ∼ N 0 and zero otherwise, and take ϕ l = {ϕ l,n } ∞ n=1 with ϕ l,n = e(4(nx l ) 1/4 ) for n ∼ N 0 and zero otherwise. Then
where we used the bound
From (3.2) and Lemma 2.2 we get
.
By the Kuzmin-Landau inequality and the exponent pair
(1/11, 9/11) = C 6/11 ((0, 1), (1/6, 4/6))
we get
where we used the mean value theorem and the estimate |x
Substituting this estimate into (3.4) we get
where we used the facts that {x l } is V -spaced and
Now we divide the interval [T, 2T ] into O(1+T /T 0 ) subintervals of length not exceeding T 0 . In each interval of this type, the number of x l 's is at most O(L 4+ε T V −3 ) . So we have
This completes the proof of Theorem 4.
Now we prove Theorem 1. When A = 0, Theorem 1 is trivial . When 0 < A < 2, it follows from (1.6) and the Hölder's inequality. So later we always suppose A > 2. It suffices for us to prove the estimate
So we have
where we used the bound x<n≤x+y c n ≪ y proved in [5] . So there exists an absolute constant c 0 > 0 such that
From (3.8) and an argument similar to (13.70) of Ivić [4] we may write (3.9)
where
Suppose first 2 < A < 24. By Theorem 4 we get
If A > 24, then by Theorem 4 again we get
From (3.8)-(3.11) we get (3.7) easily. This completes the proof of Theorem 1.
Proofs of Theorem 2 and Theorem 3
Suppose T ≥ 10 is a real number. It suffices for us to evaluate the integral
We shall show that the higher-power moment of R 2 is small and hence the integral
2T
T ∆ k 1 (x; ϕ)dx can be well approximated by
T R k 1 dx, which is easy to evaluate.
Evaluation of the integral
For simplicity we set I = {0, 1} and
we have
Thus we can write
First consider the contribution of S 1 (x). We have
It is easily seen that if α(n; i) = 0, then 1 ≤ |i| ≤ k − 1. Let l = |i|, then we have n j ≤y,1≤j≤k α(n;i)=0
where s k;l (f ; y) was defined in Lemma 2.4. By Lemma 2.4 we get
It is easily seen that if |i|
From (−1) j = 1 − 2j (j = 0, 1) we also have β(i) = k − 2|i|. So we get
Now we consider the contribution of S 2 (x). By the first derivative test and Lemma 2.3 we get
Hence from (4.1)-(4.6) we get Lemma 4.1. For any fixed k ≥ 3, we have 
Higher-power moments of R 2
Taking N = T in the formula (2.2) of Lemma 2.1, we get
y<n≤T c n n 7/8 cos(8π
≪ |x 9 8 y<n≤T c n n 7/8 e(4
where we used the estimate (3.3) and the estimate
which can be proved in a standard way. Now suppose y satisfies y 4b(K 0 ) ≤ T . Hence from Lemma 4.1 we get that
since A 0 ≤ K 0 . From (1.10) and (4.9) we get (4.10)
For any 2 < A < A 0 , from (4.8), (4.10) and Hölder's inequality we get that
Therefore we have
Upper bound of the integral
In this subsection we shall estimate the integral
Thus from (4.7) we get (4.13)
Similarly to (4.1) we can write
By Lemma 2.4 the contribution of S
By the first derivative test and Lemma 2.3 we get
From (4.13)-(4.15) we get (4.16)
+ε .
4.4 Proof of Theorem 2. 
Proof of Theorem 3
Suppose T ε ≤ y ≤ T 1/3 . Using the arguments of Theorem 4 directly to R 1 we get 
