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Fig．1．　TimiRgs
　　　Figure　3　shews　the　Rumber　of　interval－coefficients　［Cj・，70・］　where　Cj　is　not　zero　but
ICM　〈一　”y」　（so　that　［Co・，’y」］　gets　rewritten　te　［O，Ol），　in　oRe　execution　ef　Xnt（＄mith）　iR
Figure　1．
　　　Figure　4　shows　at　what　precision　the　correct　support　first　appears，　i．e．　precision　digits
N　as　feund　in　Theerem　3，　in　int（smith）．
Remarks　and　observations．　liltrom　Figure　1，　as　we　had　expected，　Raive　fioating－point
cemputation　Naive－fp（smith）　was　fastest，　but　eveit　with　precision　o’　＝　1，000，　it　was
not　possible　te　obtain　the　correct　support．　Note　that　we　also　tested　a　naive　interval
method　which　uses　interval　arithmetic　withozLt　zero　rewriting，　but　the　resuk　was　similar
to　that　ef　Naivefp（smith）．　Namely，　without　zero　rewriting　the　correct　support　was　net
obtained，　again，　with　precision　1，000，0n　the　other　ha鴫。肛meもhodエnt（s瓶ith）gave
a　stable　result　with　a　reasonable　size　ef　precision　digits　as　shewk　in　Figure　4．　HeRce，
zero　rewriting　really　werks．　This　can　also　be　condrmed　iR　Figure　3．　Roughly　speakiRg，
cemputing　times　of　smith，　1nt（＄mith），　Naive±p（smith）　seem　to　grow　as　input　size
increases，　linear・ly　olt　legarithmic　scale，　i．e．　expoltentially　on　usual　scale．　From　Figures　1
and　2　it　may　be　stated施aもwhi｝e負）r　ratio詮al　coe鐙cienもs　of　moderate　size，工itt（s組th）
is　not　necessarily　faster　than　＄mith　（at　least　for　a　moderate　size　of　iRput　matrtces），　for
comp｝icated　coeMcients　lnvolvlAg　irratieRa｝　numbers，　XRt（＄mith）　is　almost　agways　far
faster　thaR　sm±th．　Moreover，　althoitgh　lnt（smith）　is　slower　than　Naive　fp（smith）　by
the　computatioRal　cost　of　performiRg　inteerval　arithmetic　and　zero　rewritiRg，　it　is　far　more
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Fig．　3．　Number　of　interval－ceeff｝cients　rewritten　te　zero
128 Proceedings　of　the　Risa　CeBsortium　1997
80
07
60
50
藁脅
03
20
10
G
??????
　　　’　　’／　　’　’　tノ”｝t
　　　生εしmbda＝2　一←
lambda＝sqrt（2）　一F一・
　k：
　ノ1?
t
456789　10　11　12　13　　　　　　　　　　1nput　size
Fig．　4．　Minimum　precision　giving　the　correct　suppert
stable．
4．　Conciusio］ts
　　　Our　method　gives　a　convergent　or　stable　way　to　compute　Smith　Rorrna｝　ferms　of　matrices
in　M：n（珂：君D　withoutもoo　much　ir≧creased　ove由ea（i　beyoR（i　naive　fixe（i　precision　fioati簸g
point　cemputation　which　is　not　stable．
　　　The　method　also　gives　rise　to　a　natural　question　for　ft｝rther　study．　r］］he　questioR　is：
giveR　a　matrix　A（x）　E　M．（R［x］），　what　precisioit　is　Recessary　for　int（smith）R　app｝ied
te　A（x）　te　yield　the　correct　support？　This　could　be　aRswered　in　terms　of　a　“boukd”　or
“geRera｝　case”　aRd　“worst　case”　behavior．
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