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INTRODUCTION
Combination of the Bayesian approach with Markov random field models provides a powerful method for probabilistic image processing [l] . It is also known that advanced mean-field methods and other statistical-mechanical methods are applicable to Bayesian image processing[l, 31.
Advanced mean-field methods have been widely applied to many problems in computer science [4] . The methods can be formulated as variational methods based on the minimization of an approximate Kullback-Leibler divergence or an approximate free energy. The cluster variation method, sometimes referred to as the Kikuchi method[5; 61, is one of the familiar advanced meanfield methods. Probabilistic inference algorithms in artificial intelligence are constructed by applying loopy belief propagation t o probabilistic models with graphical representations [8] . It has been suggested that, for probabilistic models, the extremum conditions for approximate free energies associated with some approximations generated by the cluster variation method are equivalent to simultaneous bed-point equations of loopy belief propagation, and ordinary loopy belief propagation can be extended to provide generalized belief propagation by using the cluster variation method[l3, 141.
Tanaka and Morita [7] constructed probabilistic image processing algorithms by the Bayesian approach with Markov random field models by using the cluster variation method, and Weiss[S] investigated approximate inference for Markov random fields by means of loopy belief propagation. The loopy b e lief propagation has been applied to practical computer vision problems [lO] . In the probabilistic image processing with Markov random field models, hyperparameters should he estimated from the observed data. As one of the familiar frameworks to estimate hyperparameters, we have a maximum likelihood estimation[ll]. Tanaka[ll] applied a pair approximation version of the cluster variation method to the estimation of hyperparameters by maximizing a marginal likelihood and concluded that use of a pair approximation can improve the quality of the restored image compared to what is possible with the mean-field approximation.
In the present paper, we investigate hyperparameter estimation by maximization of the marginal likelihood in probabilistic image processing by using the cluster variation method. The present framework is applicable for probabilistic models on any factor graphs and is a generalization of [12] . We adopt a square-cactus approximation as well as a pair approximation in the cluster variation method. The algorithms are essentially the same as those corresponding to generalized loopy belief propagation. 
BAYESIAN IMAGE ANALYSIS USING GRAPHICAL MODELS
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The maximizers of Pr{G = gla,p} are denoted by iu^ and $, such that U (S,g = arg maxPr{G = gIa,p}.
( 5 ) (alp) The conditions for an extremum of Pr{G = gla,p} at cy = iu^ and p = P c a n be reduced to the following simultaneous equations: 
LOOPY BELIEF PROPAGATION AND THE CLUSTER VARI-ATION METHOD
In the above framework, we have to calculate the marginal probability distributions Pr{Fi = filG = g , a , p } (i&), Pr{Fi = fj, Fj = f31G = g , a , p } ( i j E N ) and Pr{Fi = fi, Fj = fjla} ( i j E N ) . Since it is hard to calculate these marginal probability distributions exactly, we apply the cluster variation method to the models given by Pr{F = flG = g , a , p } and Pr{F = fla}.
In order to explain the framework of the cluster variation method, we introduce some notation for clusters. A cluster is a set of nodes. When a node i belongs to cluster y, we call i an element of y and we write i~y .
When all the nodes in a cluster y' belong to a cluster y, we call y' a subcluster of y, and we write y'sy. We write y' < y when a cluster y' is a proper subcluster of y. The set of nodes which belong to cluster y, but not to cluster y', is denoted by y\~'. The notation Q\y represents the set of all nodes not belonging to the cluster y.
First, we have to specify a set B of basic clusters. Every basic cluster must not be a subcluster of another basic cluster. We consider a s e 4 C of clusters such that a cluster is in C if and only if it is a member of B or is the cluster of the common nodes of two or more members of B , excluding the empty cluster 0. The set of all clusters which belonging to C, but not to B , is denoted by C\B. A set of random variables fi associated with nodes i belonging to a cluster y is denoted by f7={filiey}.
We consider a probability distribution given by where Z is a normalizing constant and p ( y ) (TEC) is a so-called Mobius function, defined by
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We wish to compute the marginal probability distribution defined by It is difficult to obtain the exact values of the marginal probability distribution and we have to employ some approximations. We introduce the Kullback-Leibler divergence between the probability distributions P ( f ) and Q ( f ) , defined by
where P ( f ) is given in Eq.(12) and Q(f) is a trial. In the cluster variation method, the probability distribution Q(f) is approximately restricted t o a distribution of the form We introduce Lagrange multipliers associated with the normalizations and the reducibilities and take the first variation of F[{Q(y)ly&'}] with respect to the marginal probability distributions Q,(f,). This leads to the following approximations for the marginal probability distributions Q,(f,) : 1v7(f,) exp (Xy,,,(,,3) ), Though these forms may be not so familiar to some physicists, ln(Mi+j(c)) corresponds to the effective field in the conventional Bethe approximation. In probabilistic inference, the quantity Mi+j ( F ) is called a message propagated from i to j .
Eqs.(28) have the form ofhed-point equations for the messages Mi+(<).
In practical numerical calculations, we solve the simultaneous equations (28) by numerical search in an iteration method with an annealing procedure [3] .
For various values of the hyperparameters a and p , we obtain the marginal probability distributions Pr{Fi = fi/G = g,a,p}, Pr{Fi = f i , F j = fj/G = g, a , p } and PI{& = fi, Fj = f,la) and search for the optimal set of values, (Z,p?, that satisfy Eqs.(6) and (7) numerically.
NUMERICAL EXPERIMENTS
In this section, we report about some numerical experiments. The optimal values for the hyperparameters, (Z,f?), are determined by means of maximum marginal likelihood estimation together with the cluster variation method. We adopt a pair approximation and a square-cactus approximation when applying the cluster variation method. The sets B of basic clusters in the pair approximation and in the square-cactus approximation are shown in Fig.1 . (c) The set B of hasic clusters in the squarecactus approximation.
We performed numerical experiments for artificial binary images generated from the 256-valued standard image "Mandrill" by thresholdiug. The restored images obtained by means of iterative algorithms based on the meanfield approximatian, the pair approximation and the squarecactus approximation are shown in Fig. 2 . In tahle 1 we give the estimates of the hyperparameters, F a n d 6 , and the values of the improvement of the signal-to-noise ratio, A~N R (dB), defined by As shown in Fig. 1 and Table 1, the squarecactus approximation in the cluster variation method can improve the quality of the restored image relative to the mean-field approximation, the result obtained from the square-cactus approximation is very similar t o that from the pair approximation. Moreover, we have analysed twenty binary images generated by Monte Carlo simulation from the a priori probability distribution (2) for 01 = 2.15-' and obtained results similar to those in F i g 2 and Table 1 . 
We have summarized the cluster variation method for probabilistic image processing based on Bayesian analysis and maximization of the marginal likelihood. In particular, we developed a generalized belief propagation algorithm by restricting the set C\B to that consisting only of single pixels, so that C\B = RnC, which is called factor graph [8] . Of course, we expect that the results obtained would improve if we adopted larger basic clusters. However, the computational complexity would also grow. A most important point is how large the basic clusters have to be for us to obtain sufficiently good results. The results in the present paper suggest that the pair approximation can give us good results for the probabilistic niodel based on interactions between the nearest-neighbor pairs of pixels. Fig.3(c) shows a restoration of a Cvalued image obtained by means of the pair approximation. This result is obtained by assuming Eq.(2) as the a priori probability distribution. The probabilistic model given in Eq.(2) is referred to a s the Q-state king model in statistical mechanics. The Q-state Potts model is the other familiar probabilistic model in statistical mechanics[l2]. The Q-state Potts model reflects spatial flatness in images, while the Qstate Ising model reflects spatial smoothness. We are currently investigating the estimation of hyperparameters in probabilistic image restoration when we adopt the Q-state Potts model or the Q-state Ising model as a priori probability distribution. One of the results obtained by using the Q-state Potts model a s a priori probability distribution is shown in Fig.3(d) . We will report this investigation in detail elsewhere[l5]. 
