Abstract-In this paper, q-calculus analogues of some classical and some recent integral inequalities are found. Applications to estimation of sums of some convergent series are also given.
INTRODUCTION AND PRELIMINARIES
First formulae in what we now call q-calculus were obtained by Euler in the eighteenth century.
Many remarkable results (like Jacobi's triple product identity and the theory of q-hypergeometric functions) were obtained in the nineteenth century. In 1910, Jackson [l] introduced the notion of the definite q-integral. He also was the first to develop q-calculus in a systematic way. In the second half of the twentieth century there was a significant increase of activity in the area of the q-calculus due to applications of the q-calculus in mathematics and physics. The purpose of this paper is to find q-calculus analogues of some classical and some recent integral inequalities. In particular, we will find q-generalizations of Steffensen's, Hermite-Hadamard's, Iyengar's, Griiss', and Chebyshev's inequalities, as well as some new inequalities involving Taylor's remainder [2] .
We now present definitions and facts from the q-calculus necessary for understanding of this paper. We follow the terminology and notations from the recent book [3] .
In what follows, q is a real number satisfying 0 < q < 1.
DEFINITION.
For an arbitrary function f(x), the q-differential is defined by (d4f)(z) := f(qx) -f(x). In particular, d,x = (q -1)x. q-derivative is defined by CYear1y, if f(x) is differentiable, then lim,,l(D,f)(x) = w.
NOTATIONS.
For any real number cy, [a] :=(q" -l)/(q -1). In particular, if n E Z+,
[n] = 9" -l q-l=4 n-1 + " + q + 1, From now on, we will use a special type of the definite q-integral, which we will call the restricted definite q-integral.
Let 0 < q < 1, b > 0, and n E iZ+. The restricted q-integral is defined as sb",,, f (rc) d,x. In add't' 1 Ion to f(x), the restricted definite q-integral depends on q, b, and n.
From now on throughout all the paper, we will use the following notations: cj = bqj, forjE{O,l,..., n}, a=c,=bqn.
The following formula readily follows from (1.3) and (1.4):
Note that the restricted integral Jl f(x) d qx is just a finite sum, so no questions about convergency arise. It is easy to check that
The following is the formula for the q-integration by parts [3]:
The usual Riemann integral can be considered as a limit of the restricted definite q-integral in the following way. Since a = bq", q = (a/b)'/". Fix a and b and let n -+ oc (hence, q --t 1). then it is also q-increasing (q-decreasing).
We now state and prove a q-analogue of Theorem 2.1. 
PROOF. We prove only the left inequality in (2.1) in the case F >_ 0. Other proofs are similar and will be omitted.
Our proof follows closely the standard proof of the usual Steffensen's inequality [4] . In the following calculation we use all the assumptions of the theorem and also the inequalities F(Q) 2 F(cJ) for j = 0, 1, . , e -1, and F( ce+j) 2 F(ce) for j = 0, 1, , n -! which follow from the fact that F(x) is q-decreasing.
It is easy to see that the limiting process described at the end of Section 1 transforms the q-Steffensen's inequality into usual Steffensen's inequality. PROOF. We will use the induction with respect to r. Ji f(
and this proves the lemma for r = -1. Assume that the lemma is true for r. Let us prove it for r+ 1. By (1.2) and using the q-integration by parts, we obtain
By the induction hypothesis, we obtain 
APPLICATIONS OF q-STEFFENSEN'S INEQUALITY
The following theorem is a q-analogue of Theorem 8(i) from [2] . PROOF. We prove only the case when Vi f is q-decreasing. The case when VG f is q-increasing can be proved in a similar way. Set F(z) = -(Di+'f)(x). 
and (4.2) readily follows.
The following is another theorem on q-convex and q-monotonic functions. 
Using the q-integration by parts, we obtain
Now (4.4) takes the form
Hence.
These inequalities are equivalent to inequalities (4.3).
REMARK. The limiting process described at the end of Section 1 transforms the left inequalities (4.2) and (4. 
(ii) Assume thar; k,! E (0, 1, , n} are such that Then, Taking half-sum of (4.10) and (4.11) and using that Then,
This is Theorem 5 from [2] .
The next theorem is a q-analogue of well-known Iyengar's inequality.
Integral Inequalities in q-Calculus PROOF. Take half difference of (4.10) and (4.11). I REMARK.
The limiting process described at the end of Section 1 transforms Theorem 4.7 into the following statement.
Assume that m < f'(z) 5 M for all n: E [a, b]. Then,
This is a modification of Iyengar's inequality due to Agarwal and Dragomir [5].
q-GRtiSS' INEQUALITY AND ITS APPLICATIONS
The following is well-known Griiss' inequality. Then, As an application of q-Griiss' inequality, we prove the following theorem. 
q-CHEBYSHEV'S INEQUALITY AND ITS APPLICATIONS
The following theorem is a q-analogue of the classical Chebyshev's inequality [4].
THEOREM 6.1. Let F(z) and G(z) be both q-increasing or both q-decreasing on [a, b] . Then, If one of the functions is q-increasing and the other is q-decreasing, then the above inequality is reversed.
PROOF. Let F(z) and G(x) be both q-increasing or both q-decreasing on [u,b] . By (1.5), we have to prove the following inequality:
n-1
The above inequality is the well-known discrete Chebyshev's inequality
If one of F(z) and G(x) is q-increasing and the other is q-decreasing, then we use (6.1) for F(x) and -G(x). I
As an application of q-Chebyshev's inequality, we prove the following theorem.
THEOREM 6.2. Integrating by parts, we obtain 
(7.1) (6.12) (6.13) (6.14)
(6.15)
The limiting process described at the end of Section 1 transforms some of the inequalities proved in this paper to one of inequalities (7.1). We collect these inequalities together in the following theorem. PROOF. Inequality (7.2) is the left inequality (4.2). Inequality (7.3) is the left inequality (4.3). Inequality (7.4) is the right inequality (6.9). Inequality (7.5) is inequality (6.15). Inequality (7.6) is the half sum of (7.4) and (7.5). I
APPLICATIONS TO SERIES
In this section, we will obtain some inequalities involving convergent series. Let A = {uj}ja3=, b e a sequence of real numbers.
Denote by f~ : (0, l] + R a function whose graph is the broken line connecting the points (cj, aj), where cj = qj (i.e., we take b = 1). Then, fA(cj) = aj. Define the q-derivative of A by the formula (D4A)3 = (Dqf~)(cj). Then, and PROOF. We will use Theorem 4.2 to prove (8.1) in the case when {uj} is decreasing. The proof of (8.1) in the case when {aj} is increasing is similar and will be omitted. The proof of (8.2) is similar to that of (8.1). The only difference is that we use Theorem 4.3 instead of Theorem 4.2.
Set A = {uj}joo=,. S ince {uj} is decreasing, fA(z) is q-increasing. Hence, n-l
It follows that Therefore, 
