We summarize the general results of El Karoui [1981] on optimal stopping problems for processes which are measurable with respect to Meyer-σ-fields. Meyer-σ-fields are due to Lenglart [1980] and include the optional and predictable σ-field as special cases. Novel contributions of our work are path regularity results for Meyer measurable processes and limit results for Meyerprojections. We will also clarify a minor issue in the proof of the optimality result in El Karoui [1981]. These extensions were inspired and needed for the proof of a stochastic representation theorem in Bank and Besslich [2018a].
Introduction
Optimal stopping is probably the best understood optimal stochastic control problem with a huge amount of literature (e.g. Peskir and Shiryaev [2006] ). A most general approach is carried out by El Karoui [1981] which constructs the key tool of Snell envelopes even for processes which are measurable with respect to so-called Meyer-σ-fields. As the optional and the predictable σ-fields are special cases of this unifying notion, one can use her results not only for the standard optimization over stopping times, but can also treat optimal stopping with predictable or, more generally, Meyer-stopping times. Fundamental work on Meyer σ-fields is done in Lenglart [1980] and We summarize the key results in Section 2 of the present paper. They essentially reveal that most many results for optional and predictable processes stay true for Meyer-σ-fields. For example, a Meyer-version of the optional section theorem holds true and there exists a Meyer-projection of suitable processes. For optimal stopping problems, El Karoui [1981] introduces a very general and abstract setting inspired by Dellacherie and Lenglart [1981] . Furthermore she is determining for optional processes the optimal stopping times under some path regularities of the underlying process.
Apart from summarizing the main results and definitions which are needed to formulate an optimal stopping problem in the context of Meyer-σ-fields, we will clarify several minor issues arising in the analysis in El Karoui [1981] . Moreover,
The next theorem gives us some idea, what Meyer-σ-fields look like.
Theorem 2.4 (Lenglart [1980] , Theorem 1, p.503). A Meyer-σ-field contains the predictable σ-field P(F Λ ) relative to the filtration (F Λ t ) t≥0 and it is contained in the optional σ-field O(F Λ ) relative to (F Λ t ) t≥0 . On the other hand, a σ-field on Ω × [0, ∞) generated by càdlàg processes is a Meyer-σ-field, if it lies between the predictable and the optional σ-field of some filtration.
Stopping times corresponding to a Meyer-σ-field Λ: Next we will give a definition for the concept of stopping times when using general Meyer-σ-fields.
Definition 2.5 (El Karoui [1981] , Definition 2. 22.2, p.119) 
The set of all Λ-stopping times is denoted by S Λ . Additionally we define to each mapping S : Ω → [0, ∞] a σ-field F Λ S := σ(Z S | Z Λ-measurable process) This concept of Λ-stopping times naturally embeds into the existing theory of stopping times as the next example shows.
Example 2.6 (El Karoui [1981] , p.119). If we are given a filtration (F t ) t≥0 and Λ = O(F ), then a Λ-stopping time S is a classical stopping time associated to the filtration (F t ) t≥0 and F Λ S = F S . If Λ = P(F ), then a Λ-stopping time S is a predictable stopping time associated to the filtration (F t ) t≥0 and the associated σ-field F Λ S is denoted by F S− . Remark 2.7 (El Karoui [1981] , p.119). The σ-fields from Definition 2.5 satisfy
where F Λ S+ = (F Λ + ) S with F Λ + the right-continuous filtration defined before and F Λ S− := (F Λ )
, which is in the case of an F Λ + -stopping time S equal to the σfield generated by F Λ 0− and the sets A∩{t < S}, t ≥ 0, A ∈ F Λ t (see Lenglart [1980] , Remark, p.505). By Lenglart [1980] , Theorem 4.1, p.505, we have for a Λ-stopping time S
where S H is defined to be S on H and ∞ on H c .
Meyer-Section and Projection Theorems: Next we state the key section and projection theorems, which are well known for the optional and the predictable σfield, but actually still hold for Meyer-σ-fields. We will fix for the rest of this section a complete probability space (Ω, F, P) and a Meyer-σ-field Λ, which is contained in F ⊗ B([0, ∞)).
Theorem 2.8 (Meyer-Section Theorem, El Karoui [1981] , Theorem 2.23.1, p.120). Let B be an element of Λ. For every ε > 0, there exists S ∈ S Λ such that B contains the graph of S, i.e.
Remark 2.9. The projection π(B) of a set B ∈ Λ is an element of F as the probability space is assumed to be complete. In general we would have to replace P(π(B)) by P * (π(B)), where P * denotes the outer measure of P (see Dellacherie and Meyer [1978] Footnote (1)137).
An important consequence of Theorem 2.8 is the following corollary:
Corollary 2.10 (Lenglart [1980], p. 507) .
Next it is also possible to project a suitable process onto the space of Λ-measurable processes:
Theorem 2.11 (Projection Theorem, El Karoui [1981] , Theorem 2.23.2, p.120). For any bounded or positive F ⊗ B([0, ∞))-measurable process Z, there exists a Λ-measurable process Λ Z, unique up to indistinguishability, such that
This process is called Λ-projection of Z.
Example 2.12. If Λ would be the optional or predictable σ-field with respect to a filtration (F t ) t≥0 then Λ Z would represent the well known optional and predictable projection.
Remark 2.13. By Lenglart [1980] , Theorem 11, p.513, we can use Theorem 2.11 also for processes Z of class(D Λ ), i.e. {Z T | T ∈ S Λ } is uniformly integrable.
From the Meyer Section Theorem and Definition of Λ-stopping times we want to give the following equivalent characterization:
Theorem 2.14. For any bounded or positive F ⊗ B([0, ∞))-measurable process Z, the Λ-projection Λ Z is the, unique up to indistinguishability, process satisfying
for any càdlàg, Λ-measurable, increasing process A.
P-complete
Meyer-σ-field: In the next paragraph we will analyze the the influence of P-nullsets on Λ-stopping times and Λ-measurable process. Remind yourself that we have fixed a probability space (Ω, F, P) and a Meyer-σ-field Λ, which is contained in F ⊗ B([0, ∞)).
Definition 2.15 (Lenglart [1980] , Definition and Theorem 2, p.507). A Meyer-σfield Λ is called P-complete if and only if one of the following equivalent conditions is fulfilled:
, which is almost surely equal to a Λ-stopping time is a Λ-stopping time.
Every
The next statement gives us a P-complete Meyer−σ-field corresponding to our (not necessarily P-complete) Meyer-σ-field Λ:
Definition and Theorem 2.16 (Lenglart [1980], p.507-509) . Define Λ P as the σfield generated by the stochastic intervals 0, T for random variables T : Ω → [0, ∞], which are a.s. equal to some Λ-stopping time. Then the following results hold true:
is a Λ P -stopping time if and only if the graph of T A is contained in Λ P .
• A random variable T : Ω → [0, ∞] is a Λ P -stopping time if and only if it is a.s. equal to a Λ-stopping time. In particular if Λ is P-complete we have Λ = Λ P .
• Fix a Λ P -stopping time T and take any corresponding Λ-stopping timeT with T =T almost surely. Then F Λ P T =F Λ T , whereF Λ T denotes the σ-field generated by F Λ T and all P-nulsets.
We call Λ P the P-complete of Λ.
Analogously to Theorem 2.4 the following Theorem characterizes the P-complete Meyer-σ-fields:
Theorem 2.17 (Lenglart [1980] , Theorem 5, p.509). A σ-field Λ generated by càdlàg processes is a P-complete Meyer-σ-field if and only if Λ lays in between of the predictable and optional σ-field of a filtration, which is right-continuous and P-complete, i.e. which fulfills the usual conditions. A functional analysis theorem: In the last section we will state a functional analysis result stated in Lenglart [1980] , which was originally proven in the optional case in Dellacherie and Meyer [1982] , Theorem 2, p.184.
We denote by G a ∧-stable vector space of processes, which satisfies the following:
• G contains the almost constant processes, i.e. processes of the form a1 ]0,∞] , a ∈ R.
• All Z ∈ G are càglàd with a limit in infinity such that Z + is Λ-measurable.
• For any Λ-stopping time T the process 1 T,∞ is contained in G.
Then we have the following result:
Theorem 2.18 (Lenglart [1980] , Theorem 18, p.516). Let J be a positive linear form on G with the following property: For any non-increasing sequence (Z n ) n∈N of positive elements of G, such that lim n→∞ sup t∈[0,∞] Z n t = 0 we have that lim n→∞ J(Z n ) = 0. Then there exists two increasing right-continuous processes
This representation is unique up to indisinguishability.
General Optimal Stopping Result
Let us henceforth consider a fixed P-complete Meyer-σ-field Λ ⊂ F ⊗ B([0, ∞)) with a given complete probability space (Ω, F, P).
Λ-supermartingales
In this section we extend the classical supermartingales to those connected to the Meyer-σ-field Λ, which we denote by Λ-supermartingales-As we will only state a fraction of the results on Λ-supermartingales we encourage the interested reader again to Lenglart [1980] , chapter III, where one can find an extensive analysis of those objects.
Definition 3.1 (El Karoui [1981] , Definition 2.25.2, p.121). A family of random variables
Remark 3.2 (El Karoui [1981] , p.121). The process which aggregates (Z(S)) S∈S Λ is unique by Corollary 2.10.
Next we introduce the notion of super-and submartingales for the previous sets of random variables.
Next we get a statement concerning aggregation and decomposition of Λ-supermartingales.
Proposition 3.4 (El Karoui [1981] , Proposition 2.26, p.123).
, and it has the following unique decomposition
Notation: If a process Z has a left-or a right limit, then we define by Z + the right-limit process and by Z − the left-limit process with Z 0− := Z 0 , Z ∞+ := Z ∞ . Also, for processes merely Λ-measurable Z we will often use for t ∈ [0, ∞) the notation
Furthermore we denote by Λ Z the Λ-projection and by P Z the F Λ -predictable projection of Z if they exist with the convention Λ Z ∞ := Z ∞ .
Remark 3.5. By Dellacherie and Meyer [1978] , Theorem 33, p.103, the processes * Z and Z * are F Λ -progressively measurable. Moreover * Z is an F Λ -predictable process by Dellacherie and Meyer [1982] , Theorem 90, p.143. In general Z * is not Λmeasurable, not even F Λ -optional, anymore, which can be seen by Dellacherie and Meyer [1978] , Remark 91 (b), p.144.
In the last proposition of this section we state results on the path of a Λsupermartingale and detailed results on the points of discontinuity.
Proposition 3.6 (El Karoui [1981] , Theorem 2.27, p.125).
For the discontinuities ∆A :
In particular Z ≥ Λ (Z + ) and Z − ≥ P Z as A and B are increasing processes.
Snell Envelope
Next we introduce a classical process in the context of optimal stopping: Theorem 3.7 (El Karoui [1981] , Theorem 2.28, p.126). Let (Z(T )) T ∈S Λ , be a positive S Λ -system. The maximal conditioned gain
Definition 3.8 (El Karoui [1981] , Remark, p.127). The processZ is called the Λ-Snell envelope or just Snell-envelope of the S Λ -system (Z(T )) T ∈S Λ .
As it is important to know in which situationsZ is of class(D Λ ) we need the following result.
Proposition 3.9 (El Karoui [1981] , Proposition 2.29, p.127). If the given S Λsystem (Z(T )) T ∈S Λ of Theorem 3.7 is of class(D Λ ), then also its Snell-envelopeZ is of class(D Λ ). In that caseZ has the decompositionZ =M −Ā −B − , with processes M,Ā,B defined as in Proposition 3.4.
Optimality criterion and an approximation of the Snell envelope
For any positive S Λ -system (Z(S)) S∈S Λ one can formulate the optimal stopping problem
The following theorem uses the Snell Envelope to give necessary and sufficient conditions for an optimal stopping time, i.e. a stopping time attaining the maximal value in (3).
Theorem 3.10 (El Karoui [1981] , Theorem 2.31, p.129). Let (Z(S)) S∈S Λ be a positive S Λ -system of class(D Λ ) and letZ denote its
The next proposition introduces an approximation procedure of the Snell envelope, introduces the entry time of the event that the envelope is not necessarily equal but gets arbitrarily close to the S Λ -system and gives more precise statements about the support of the processes A and B of the decomposition of the Snell envelope of a Λ-measurable process introduced in Proposition 3.9.
Proposition 3.11 (El Karoui [1981] , Proposition 2.32, p.130). Let (Z(T )) T ∈S Λ be a positive S Λ -system of class(D Λ ), which can be aggregated by a Λ-measurable process Z and denote byZ its Λ-Snell envelope withM −Ā −B − the decomposition ofZ from Proposition 3.4. Furthermore consider for λ ∈ (0, 1) the Λ-measurable set
Additionally one can infer from the previous results
Remark 3.12. The stopping time T λ S , λ ∈ [0, 1), from the previous Proposition is generally not a Λ-stopping time as one can construct for example a setting where the entry time of a predictable process is not predictable any more.
3.4 Using divided stopping times in the given optimal stopping problem
In this subsection we state results on some stopping time, which "nearly" solves the optimal stopping problem introduced in (3). This result will give rise to the idea of divided stopping times in the next section. For now we assume that the S Λ -system (Z(T )) T ∈S Λ can be aggregated by some Λ-measurable process Z.
Proposition 3.13 (El Karoui [1981] , Proposition 2.35 and 2.36, p.133 and 135 and El Karoui [1981] , Remark, p.136). We use the notations and hypotheses from Proposition 3.9 and 3.11. For any S ∈ S Λ , the family of F Λ + -stopping times (T λ S ) λ∈[0,1) is non-decreasing and we denote its limit by T S := lim λ↑1 T λ S . We have
and, in particular,
General Divided Stopping Times
Even in deterministic examples it is easy to see that it is not always possible to solve the optimal stopping problem (3). Result (3.13) though gave a good idea how to relax this problem suitably. 
The set of all divided stopping times will be denoted as S Λ div . For a Λ-measurable positive process Z we define the values attained at a divided stopping time σ = (T, W − , W, W + ) as
Remark 3.15. Proposition 3.13 shows that δ S := (T S , H − S , H S , H + S ) is a divided stopping time.
If we have a Λ-supermartingale then this property still holds for divided stopping times: (3) there not have to exist any solution. But for divided stopping times we have a solution to
which can be seen in the following theorem.
Theorem 3.17 (El Karoui [1981] , Theorem 2.39, p.138). Let Z be a positive Λmeasurable process of class(D Λ ) andZ its Snell Envelope. Then for every S ∈ S Λ
where δ S := (T S , H − S , H S , H + S ) is the divided stopping time given by Proposition 3.13 and where the supremum is taken over all divided stopping times σ = (T, W − , W, W + ) such that T ≥ S and T > S on W − . In particular, the divided stopping time δ 0 is optimal for (3.5).
The optimal divided stopping time δ 0 is constructed with the help of T 0 , which is constructed by using part (i) of Theorem 3.10. It is also possible to construct a second optimal divided stopping time with the help of the second condition as the next theorem shows.
Theorem 3.18 (El Karoui [1981] , Theorem 2.40, p.138). Let Z be a positive Λmeasurable process of class(D Λ ) and denote byZ =M −Ā −B − its Snell envelope with decomposition from Proposition 3.4. Define
In particular, the divided stopping time σ 0 is optimal for (3.5).
Remark 3.19 (El Karoui [1981] , Remark, p.140). The optimality conditions given in Theorem 3.10 show that every optimal stopping time for (3) is larger than δ 0 and smaller than σ 0 . Indeed,Z looses the martingale property after T 0 and therefore it is by Theorem 3.10 dominating all possible optimal stopping times. If one takes a closer look at the set K − 0 one sees that actually on this setZ has already lost the martingale property at T 0 and therefore T 0 is strictly larger than all optimal stopping times for 3 on this set. On the other hand we see that T 0 is smaller than the entry time of the set {Z = Z}, which we denote byT 0 and T 0 is strictly smaller thanT 0 on
is smaller than all optimal stopping times for 3.
Conditions for optimality in the optional case
Assume now that we are additionally given a right-continuous filtration F := (F t ) t≥0 with F ∞ := t F t , F 0− := F 0 and F 0 is P-complete. In the following section we consider the case where Λ is the optional-σ-field O(F ) with respect to the filtration (F t ) t≥0 . Then S Λ coincides with the set of "classical" stopping times with respect to (F t ) t≥0 , which we denote by S O . Furthermore we assume, that Z is an optional, positive process of class(D). The optimal stopping problem is then to
and we get the following first optimality result:
Theorem 3.20 (El Karoui [1981] , Theorem 2.41, p.p.140). Let Λ = O(F ) and Z is an optional, positive process of class (D) . Furthermore denote byZ the Snell envelope of Z. Then we obtain the following results: (i) If the process Z is upper-semicontinuous from the right and from the left, i.e. * Z ≤ Z and Z * ≤ Z, then the entry timeT 0 of the set {Z =Z} is optimal for (4) and it is equal to T 0 from (3.13). In particular it is the smallest optimal stopping time. (ii) IfZ fulfillsZ − = PZ and Z is upper-semicontinuous from the right, then the entry timeT 0 of the set {M =Z} is optimal for (4) withM from Proposition 3.9 andT 0 = T 0 with T 0 from Theorem 3.18. In particularT 0 is the largest optimal stopping time.
Remark 3.21. The proof of the previous result is mainly based on the results on divided stopping times, which can also be used for general Meyer-σ-fields. But the reason why we cannot get the same general results for those more general σ-fields is that T S and T S are not necessarily Meyer-stopping times. As an example one can think about an entry time of a predictable process, which is not predictable in general. This generally missing property of T S and T S makes it impossible to use the supermartingale property ofZ in the proof, without any further assumptions.
The following result gives a nice equivalence for the previous pathwise properties of Z:
Proposition 3.22 (Bismut and Skalli [1977] , Theorem II.1, p.305). An optional positive process Z :
for every monotone sequences T n of stopping times converging to T if and only if Z has upper-semicontinuous paths from the right on [0, ∞) and
Remark 3.23. Here we use in contrast to El Karoui [1981] , as a reference Bismut and Skalli [1977] , Theorem II.1, p.305, and Bismut and Skalli [1977] , Remark, p.301, that we can replace the boundedness assumption by the class(D) property. We use this alternative result, because Bismut and Skalli [1977] proves the second part of the proposition, i.e. that the semi-continuity implies P Z t ≥ * Z t , which was neither done in El Karoui [1981] nor in the reference El Karoui [1981] is giving. We also want to reference to Dellacherie and Lenglart [1982] , Remark 7b), p.303, because we will give in Lemma 4.4 a proof for a more general result based on the proof of Bismut and Skalli [1977] and Dellacherie and Lenglart [1982] .
The previous proposition gives us the second optimality result:
Theorem 3.24 (El Karoui [1981] , Theorem 2.43, p.142). Let Z be an optional, positive process of class(D).
(i) Assume we have that Z is upper-semicontinuous in expectation, i.e. we have for every monotone (not necessarily strict) sequence (T n ) n∈N with limit T that
Then the entry timeT 0 of the set {Z =Z} is optimal as well as the entry timeT 0 of the set {M =Z} withM from the decomposition ofZ given by Proposition 3.9. (ii) If for every non-increasing sequence of stopping times (T n ) n∈N with limit T we have
and if for every non-decreasing sequence of stopping times (T n ) n∈N with limit T we have lim
then the entry timeT 1 of the set {M =Z} with M from the decomposition of Z given by Proposition 3.9 is optimal.
Remark 3.25. In the original article of El Karoui [1981] it is claimed that part (i) of the previous theorem follows directly by the equivalence in Proposition 3.22 and the statement in Theorem 3.20. But as one can see we do not get upper-semi-continuity from the left of the process Z, but just of the process P Z. These two processes are not the same in general and hence the proof is incomplete. This gap will be closed by Proposition 4.6 in the next section.
Some improved versions of the existing results for general stochastic processes
In this section we will prove some additional results, which were not stated in El Karoui [1981] and in addition are useful for our purpose. Throughout this section we will fix a filtered probability space (Ω, F, F := (F t ) t≥0 , P) and a Meyer-σ-field Λ ⊂ F ⊗ B([0, ∞)) with F ∞ := t F t ⊂ F, F 0− := F 0 and F satisfying the usual conditions of completeness and right-continuity.
Special case of an embedded Meyer-σ-field
Lemma 4.1. Assume that the given Meyer-σ-field Λ is embedded in the following sense:
where P(F ) and O(F ) denote, respectively, the predictable and the optional σ-field associated with F . Then we have F t− = F Λ t− for t > 0, F Λ t+ = F t for t ≥ 0 and Λ is a Pcomplete Meyer-σ-field. In particular this gives us for
Proof. First of all we have by Theorem 2.17 that Λ is P-complete by the properties of F . Next we get
for t ≥ 0. Furthermore we get by equation (5) 
On the other hand we have
which proves F Λ t− = F t− for t ≥ 0. Additionally we see that
which implies F Λ t+ = F t . As we have proven that the filtration (F t ) t≥0 and (F Λ t+ ) t≥0 are the same we see that O(F ) and O(F Λ + ) (resp. P(F ) and P(F Λ + )) are generated by the same processes, which shows that they are the same.
We have seen in the Lemma before that if
This seems to be a natural way to implement an information structure in applications as different kinds of Meyer-σ-fields will lead to different knowledge about the probability space. In detail the predictable σ-field P(F ) will generate the filtration (F t− ) t≥0 , which can be seen as newspaper knowledge as it just contains the information gathered from the past. On the other hand the optional σ-field O(F ) will generate the filtration (F t ) t≥0 , which can be seen as perfect direct knowledge as it contains all possible information instantaneously. Finally any other Meyer-σ-field in between will give you an information structure between those two extremes and therefore this mathematical concept gives a possibility for an information interpolation in a mathematical very suitable way and it makes much sense to assume that Λ is embedded in the sense of (6).
Approximating the limes superior
Assume that Λ is embedded in the sense of (6). Now we will show that we can approximate the limes superior from the right at an F -stopping time (not necessarily a Λ-stopping time) of a Λ-measurable process, analogously to the deterministic case, by a non-increasing sequence of Λ-stopping times. Analogously we will get a result for a predictable stopping time for the limes superior from the left. This result was originally proven by Dellacherie and Lenglart [1982] , Lemma 1, p.300, for the case of optional processes. We will adapt their proof to Λ-measurable processes.
Proposition 4.2. Assume that Λ is embedded in the sense of (6). Let Z be a Λmeasurable process with Z ∞ = 0 and denote by Z * and, respectively, * Z the rightand the left-upper-semicontinuous envelope of Z, which are defined in (1) and (2). Now we have the following two results:
(i) For every F -stopping time T there exists a non-increasing sequence (T n ) n∈N ⊂ S Λ such that T n ≥ T , ∞ > T n > T on {T < ∞}, lim n→∞ T n = T and Z * T = lim n→∞ Z Tn almost surely. (ii) For any predictable F -stopping time T > 0 there exists a sequence of Λstopping times (T n ) n∈N , T n < T , lim n→∞ T n = T and * Z T = lim n→∞ Z Tn almost surely.
Remark 4.3. (i) Result (ii) of Proposition 4.2 cannot be generalized to an Fstopping time T like in (i), because the sequence (T n ) n∈N is an announcing sequence, which would directly imply that T is predictable as T > 0 almost surely.
(ii) Obviously one can get analogously to Proposition 4.2 the same result for the right-and left-lower-semicontinuous envelope of a given Λ-measurable process Z by using Proposition 4.2 for −Z.
Proof. Proof of (i): We will prove this result by adapting the proof of Dellacherie and Lenglart [1982] , Lemma 1, p.300. Assume without loss of generality that P(T < ∞) > 0, because for T = ∞ a.s. we could set T n = ∞ as Z ∞ = 0 = Z * ∞ . Next we see that Z * is F -progressively measurable by Dellacherie and Meyer [1982] , IV.90, p.143, and therefore Z * T ∈ F T by Dellacherie and Meyer [1982] , Theorem 64 (b), p.122. Furthermore we can assume that Z and Z * T are bounded by replacing Z with Z 1+|Z| . Now we set S 1 := ∞ and we define inductively S n , n = 2, 3, . . . , as a Λ-stopping time from the Meyer-Section Theorem 2.8, which we apply for ε n := 2 −n and
We just have to prove B n ∈ Λ. Then we can define T 1 := 0 and T n := min(S n , T n−1 , T + 1), n = 2, 3, . . . , and the sequence (T n ) n∈N ⊂ S Λ will satisfy the desired properties as π(B n ) = {T < ∞}. Indeed, a Borel-Cantelli argument shows that for almost every ω ∈ {T < ∞} we have S n (ω) < ∞ for all large enough n. In particular T (ω) < S n (ω) < T (ω) + 1 n , |Z Sn (ω) − Z * T (ω)| < 1 n and S n decreasing eventually. For ω ∈ {T = ∞} we get that ω / ∈ π(B n ) for n ∈ N and hence S n (ω) = ∞ for all n ∈ N. Show B n ∈ Λ: We will argue that each of the three sets in the specification (7) of B n is contained in Λ. First we have T, ∞ ∈ Λ by Lenglart [1980] , Theorem 2.1 and Corollary 1.1, p.503-504, as T is an F -stopping time. Next we see that the stopping time T + 1 n is a predictable F -stopping time, which implies by P(F ) ⊂ Λ that it is a Λ-stopping time. Hence min(T + 1 n , S n−1 ) ∈ S Λ and as Λ is a σ-field we get 0, min T + 1 n , S n−1 ∈ Λ.
Finally, we see that Z * T 1 T,∞ is F -predictable, because it is left-continuous and Fadapted. Hence, again by (6) it is a Λ-measurable process. As Z is Λ-measurable also Z1 T,∞ is a Λ-measurable process. Therefore, (Z − Z * T )1 T,∞ is Λ-measurable and, as a consequence,
Proof of (ii): For T there exists an announcing sequence (T n ) n∈N by Dellacherie and Meyer [1982] , Theorem 77, p.132, i.e a sequence of predictable F -stopping times (T n ) n∈N withT n < T and lim n→∞Tn = T . Now we adapt the proof of (i) with B n := T n , T ∩ |Z − * Z T | < 1 n to obtain again a sequence S n by the Meyer Section Theorem and the searched sequence is given by T n := inf k≥n S k . Indeed, again a Borel-Cantelli argument shows that for almost every ω ∈ {T < ∞} there exists N ω such that for n ≥ N ω we have S n (ω) < ∞. In particularT (ω) < S n (ω) < T (ω) and | Λ Z Sn (ω) − Z * T (ω)| < 1 n for n ≥ N ω . As (T n ) n∈N is non-decreasing to T we see that inf k≥n S k (ω) is actually a minimum over finitely many elements. Hence T n fulfils the searched properties by the characteristics of S n .
Path-properties under the assumption of upper-semicontinuity in expectation
In this subsection we will extend Theorem II.1 of Bismut and Skalli [1977] to the case of Λ-measurable processes.
Lemma 4.4. Assume that Λ is embedded in the sense of (6). Let Z be a Λmeasurable process of class(D Λ ) with Z ∞ = 0. Then the following holds: (i) Let S ∈ S Λ . Then the following are equivalent: (a) Z is right-upper-semicontinuous in expectation in S in the following sense: For any non-increasing sequence (S n ) n∈N ⊂ S Λ with S n ≥ S, S n > S on {S < ∞}, lim n→∞ S n = S, lim n→∞ Z Sn = Z * S and A ∈ F Λ S we have
In particular Z is right-upper-semicontinuous in expectation in all S ∈ S Λ if and only if the set {Z < Λ (Z * )} is evanescent. (ii) Let S ∈ S P . Then the following are equivalent:
(a) For any non-decreasing sequence (S n ) n∈N ⊂ S Λ with S n < S on {S > 0}, lim n→∞ S n = S, we have
(c) We have P Z S ≥ * Z S . If the process Z fulfills one of the three equivalent conditions then we call Z left-upper-semicontinuous in expectation at S. In particular the process Z is left-upper-semicontinuous in expectation at every S ∈ S P if and only if the set { P Z < * Z} is evanescent and * Z ∞ ≤ P Z ∞ = 0.
Remark 4.5 (Right-upper-semicontinuity in expectation). (i) For optional processes Bismut and Skalli [1977] have shown that Λ (Z * ) S ≥ Z * S , which is not true for general Λ-measurable process and therefore we will not get a general result for Λ-measurable process concerning their pathwise upper-semicontinuity without any further assumptions. (ii) If Z is right-upper-semicontinuous in expectation in all S ∈ S Λ , the initial definition of upper-semicontinuity in expectation becomes easier to state. In fact it amounts to the requirement that for all S ∈ S Λ we want that for any non-increasing sequence S n ∈ S Λ with S n ≥ S, S n > S on {S < ∞}, lim n→∞ S n = S, lim n→∞ Z Sn = Z * S we have
This follows by the fact that if
The classical definition of right-upper-semicontinuity of Dellacherie and Lenglart [1982] , p.303 implies our definition and in the case of optional processes they are equivalent. Indeed for optional processes Dellacherie and Lenglart [1982] , Remark 7 b), p.303, implies that their classical definition of right-uppersemicontinuity implies Z S ≥ Z * S . Hence
and this is equivalent to our definition of right-upper-semicontinuity. (iv) Analogously to Remark 4.3 (ii) Lemma 4.4 also characterizes right-and leftlower-semicontinuity.
Proof of Lemma 4.4. The proof of (i) is mainly the proof in Dellacherie and Lenglart [1982] , Theorem 6, p.303, and the proof of (ii) will adapt it in one part to the setting of predictable stopping times. Part (i): Assume Z is right-upper-semicontinuous in S. By Proposition 4.2 (i) there is a non-increasing sequence (S n ) n∈N ⊂ S Λ such that S n ≥ S, S n > S on {S < ∞}, lim n→∞ S n = S and lim n→∞ Z Sn = Z * S almost surely. Let A ∈ F Λ S then we get by Z * ∞ = Z ∞ = 0 and Z of class(D Λ ) that
and the rest follows by Z ∞ = Λ (Z * ) ∞ = 0.
Assume now that Z S ≥ Λ (Z * ) S holds and let (S n ) n∈N ⊂ S Λ be a sequence such that S n ≥ S, S n > S on {S < ∞}, lim n→∞ S n = S and lim n→∞ Z Sn = Z * S almost surely. Then we obtain for
which finishes the proof of (i).
Part (ii): We can assume S > 0 as we could replace S by S {S>0} as P Z 0 = Z 0 = * Z 0 .
(a) ⇒ (b): Assume we have a non-decreasing sequence (S n ) n∈N ⊂ S Λ with S n < S on {S > 0}, lim n→∞ S n = S, lim n→∞ Z Sn = * Z S and A ∈ F Λ Sm for m ∈ N. Then we defineS n := S n+m and we see that by A ∈ F Λ Sn also ((S n ) A ) n∈N ⊂ S Λ and this sequence fulfils the conditions of (a). Hence
which we wanted to show.
(b) ⇒ (c): By Proposition 4.2 (ii) there exists a sequence (S n ) n∈N ⊂ S Λ , S n < S, lim n→∞ S n = S and * Z S = lim n→∞ Z Sn almost surely. Hence we get for A ∈ F Λ Sm , m ∈ N, that
which shows by A ∈ F Sm arbitrary that
for all m ∈ N. This leads by Dellacherie and Meyer [1982] , Theorem 31, p.26, for m → ∞ to
(c) ⇒ (a): Assume now that P Z S ≥ * Z S holds and let (S n ) n∈N ⊂ S Λ be a non-decreasing sequence such that S n < S, lim n→∞ S n = S.
Then we have that
which finishes our proof.
In the next proposition we see that under some regularity conditions we can get more information about the sets H − S , H S and H + S of Proposition 3.13 and we can indeed prove the missing part in Theorem 3.24 (see Remark 3.25).
Proposition 4.6. We use the notation from Proposition 3.11 and 3.13. Let Z be a positive Λ-measurable process of class(D Λ ), which is left-upper-semicontinuous in expectation at every S ∈ S P (see Lemma 4.4 ). Then we have for any fixed S ∈ S Λ , that up to a P-nullset
In particular we get up to P-nullsets
If additionally Λ = O and Z is right-upper-semicontinuous in expectation in all stopping times (see Lemma 4.4) , then the stopping timē
is optimal for (4).
Proof. First we get by Proposition 3.13 that R := (T S ) H − S is a predictable F Λ +stopping time and hence by Lemma 4.1 it is a predictable F -stopping time. Furthermore we get by Dellacherie and Meyer [1978] , Theorem 56, p.118,
Now we want to show for S ∈ S Λ , that H − S ⊂ {Z T S = Z T S }. By Lemma 4.4 (ii) we get that P Z ≥ * Z on [0, ∞[ and by Dellacherie and Meyer [1982] , Remark a), p.104, we have P Z ≤ PZ by Z ≤Z. Hence * Z ≤ P Z ≤ PZ on [0, ∞[ and this leads by Proposition 3.11 toZ − = ( PZ ) ∨ * Z = PZ on [0, ∞[. Combining this with R predictable andZ R− = * Z R (Proposition 3.13) gives us
ByZ ∞ = Z ∞ = 0 this leads to
and by Z ≤Z we getZ
The in particular part follows by H S ⊂ Z T S = Z T S , H + S ⊂ Z T S < Z T S and H − S ∪ H S ∪ H + S = Ω (see Proposition 3.13).
Finally we proof the additional part. By Proposition 3.22 we get that Z is pathwise upper-semicontinuous from the right on [0, ∞[ almost surely and by (8) we have with Z ∞ = 0 that
On the other hand we get by Lemma 4.4 that * Z ∞ ≤ P Z ∞ = 0, which implies by (9)
Combining this result with (3.13), the upper-semicontinuity from the right of Z and Z * ∞ = 0 we obtain
Here we have used in the last step, thatZ is a supermartingale and T S is an Fstopping time by Λ = O. This shows E[Z T S ] = E[Z T S ] = E[Z S ], which leads by Z ≤Z to Z T S =Z T S almost surely. By Proposition 3.13 this result gives us
which shows by the previous result the optimality ofT S with the help of Theorem 3.10.
Limit results for Meyer projections
Assume that Λ is embedded in the sense of (6). Then one could be interest in the right-upper-semicontinuous (resp. left-upper-semicontinuous) envelope of the Λ-projection of a process Z at an arbitrary stopping time (resp. predictable stopping time). Remarkably this question can be boiled down to the right-uppersemicontinuous envelope of the process Z (resp. left-upper-semicontinuous envelope) as shown in the following Proposition:
Proposition 4.7. Assume that Λ is embedded in the sense of (6). Let Z be an (F × B([0, ∞) ))-measurable process of class(D Λ ). Then we have the following two results: (i) For an arbitrary F -stopping time T we have
where O is the optional-σ-field with respect to the filtration (F t ) t≥0 . In particular if Z has right-limits then we get
As A ∈ F Tm was arbitrary equation (13) leads to E * ( Λ Z) T F Λ Tm ≤ E * Z T F Λ Tm . Now we get by Dellacherie and Meyer [1982] , Theorem 31, p.26, for m → ∞ and
which proves the first part of our claim. Here we have used that by Dellacherie and Meyer [1978] , Theorem 89, p.143, * ( Λ Z) is predictable and hence * ( Λ Z) T ∈ F T − . Analogously we get the other direction by using Fatou's Lemma for the limes inferior and Remark 4.3 (ii).
