Abstract { We study the performance of concurrency control algorithms in maintaining temporal consistency of shared data in hard real-time systems. In our model, a hard real-time system consists of periodic tasks which are either write-only, read-only or update transactions. Transactions may share data. Data objects are temporally inconsistent when their ages and dispersions are greater than the absolute and relative thresholds allowed by the application. Real-time transactions must read temporally consistent data in order to deliver correct results. Based on this model, we have evaluated the performance of two well-known classes of concurrency control algorithms that handle multiversion data: the two-phase locking and the optimistic algorithms, as well as the rate-monotonic and earliest-deadline-rst scheduling algorithms. The e ects of using the priority inheritance and stack-based protocols with lock-based concurrency control are also studied.
Introduction
In hard real-time systems, such as systems for guidance and navigation, autonomous vehicle control, and process control, a result not only must be functionally correct but also must be available by a deadline. A result produced too late becomes less useful and, in some cases, may have catastrophic e ects. Often, in such a system, many tasks execute on a single processor and share data with each other. Here by a task, we mean a granule of computation that is treated as a basic unit of work by the operating system. Real-time data shared by tasks represents the state of the real world (i.e., the embedded environment) and may continuously change over time as the state of the real world changes. In order for a task to produce a correct result, its execution must complete by its deadline, and the data it reads must be su ciently current 1,2,3].
Temporal consistency of data, de ned later in this paper in terms of the age and dispersion of data, is concerned with the time characteristics of the data objects read and written by tasks. The age of a data object describes how up-to-date its value is; the dispersion of two data objects is the di erence between their ages. At any instant, the ages and dispersions of the data objects tell us whether the objects represent a timely snapshot of the real world at that instant. Data objects are temporally consistent if their ages and dispersions are su ciently small to meet the requirements of the application. It is often di cult to maintain temporal consistency for three reasons: (1) A transient overload (e.g., due to exception handling) may cause some tasks to miss their deadlines, and data values become out of date when they are not updated in time. (2) Even when all deadlines are met, preemption may cause the data read by tasks to be temporally inconsistent. (3) Concurrency control must be used to ensure data integrity 4, 5, 6, 7] . With concurrency control in place, some tasks may be forced to wait for others to nish. They may read temporally inconsistent data or may simply not be able to produce their results on time.
This paper studies the time characteristics of data for a class of hard real-time applications that can be characterized by the periodic-job model 8] . We extend this model by considering the time properties of the data accessed by each task. Based on this extended model, we evaluated the performance of two well-known classes of concurrency control algorithms { the pessimistic and optimistic 4, 5, 6, 7] { and two well-known priority-based preemptive scheduling algorithms { the rate-monotonic and earliest-deadline-rst algorithms 8] { in maintaining temporal consistency of data. Contrary to our intuition, we found that the optimistic concurrency control algorithm is generally poorer in their ability to maintain temporal consistency of data than pessimistic algorithms, even though the former allows more tasks to meet their deadlines. When no concurrency control is used and tasks are allowed to access shared data at will, the sacri ce of data integrity is often not compensated by the improvement in temporal consistency of data. The quantitative results described later in this paper indicate how well temporal consistency is maintained by the concurrency control algorithms we studied for di erent workload characteristics. These results can be used to guide the design of applications: we can make it easier to maintain temporal consistency by avoiding undesirable parameters.
Previous work on scheduling periodic jobs that share data includes the priority inheritance protocols 9 ,10] and stack-based protocol 11]. These protocols can be used to control the duration of priority inversion, that is, the duration when a higher priority task is blocked by a lower priority task. We evaluate here the improvement in temporal consistency when these protocols are used to control priority inversion. The performance of scheduling and concurrency control algorithms in real-time databases has been studied 7, 12, 13, 14] . In particular, algorithms such as the earliest-deadline and least-slack-time for scheduling real-time transactions and I/O requests were evaluated, and the performance of lock-based and optimistic concurrency control algorithms were studied. These studies used the number of missed deadlines as their performance metric and did not investigate the temporal consistency of data.
The rest of this paper is organized as follows: Section 2 brie y describes the periodic job model and the rate-monotonic and earliest-deadline-rst scheduling algorithms. It then presents our extended model and discusses the concept of temporal consistency. Section 3, as well as the appendix, describes two classical concurrency control algorithms studied in this paper: two-phase locking and the optimistic algorithms. Section 4 discusses the performance metrics and workload characteristics. Section 5 presents the results of our simulation experiments. Section 6 summarizes the conclusions drawn from the results of this study.
Model and Temporal Consistency
In the traditional periodic-job model 8], the workload to be scheduled on a processor is a set J = fJ 1 ; J 2 ; : : :; J m g of m periodic jobs; each job J i is a periodic sequence of tasks that carry out the same computation. The interval between the arrival times of two consecutive tasks is called the period of job J i and is denoted as p i . The ready time and deadline of a task in a period are the beginning and end of its period, respectively. A task can execute only after its ready time and is required to complete by its deadline. The jobs are in phase if the rst periods of all the jobs begin at the same time. If the rst period of every job J i begins at an instant that is uniformly distributed between 0 and p i , we say that the jobs have random phases. The execution time i of job J i is the amount of processor time required to complete the task in every period. The execution time of every job is known. The total (processor) utilization of J, denoted as U, is the fraction of processor time needed to execute all the jobs. Since u i = i =p i is the fraction of processor time spent in executing J i , the total utilization U is P m i=1 u i .
Priority-based, preemptive algorithms are typically used to schedule periodic jobs on uniprocessors. The rate-monotonic and earliest-deadline-rst algorithms, the best known algorithms of this type 8], are studied here. These algorithms assign priorities to tasks. Scheduling decisions are made when a new task becomes ready and when a task is completed. At each decision point, the ready task with the highest priority is executed. The rate-monotonic algorithm assigns priorities to jobs according to their periods. Jobs with shorter periods are assigned higher priorities. The earliest-deadline-rst algorithm assigns the highest priority to the task with the nearest deadline among all ready tasks. A set of jobs is schedulable according to an algorithm if the algorithm always produces a schedule in which all the deadlines are met. The feasible utilization of an algorithm is the total utilization of a job set at or below which the job set is schedulable according to the algorithm. The worst-case feasible utilizations of the rate-monotonic algorithm and the earliest-deadline-rst algorithm are m(2 1=m ? 1) and 1, respectively, when the jobs are independent 8].
The Extended Model Our model of a hard real-time system is an extension of this periodic-job model. In the extended model, every task in a periodic job is either a read-only, write-only or update (read and write) transaction. Hereafter, we refer to a periodic sequence of transactions as a periodic transaction. When it is unnecessary to distinguish them, we refer to both a periodic transaction and an individual transaction in a sequence as a transaction.
Transactions read and/or write data objects as they execute 3] . Some data objects are models of real-world objects, for example, the altitude and velocity of an aircraft. The real-world objects are monitored by sensors, and their values are sampled periodically. An instant at which the value of a real-world object is sampled is called a sampling time. The sampled value of a real-world object at a sampling time is written to an image object, or image for short, stored in the system. Each image x is dated by the sampling time of the corresponding real-world object X. The latest sampling time of X is the valid time 15] of its image x. In addition to images, other data objects in the system are either derived objects or invariant objects. The value of a derived object is computed from the values of a set of images and/or other objects. It is dated by the time at which the oldest object in the set is dated. (The notion of derived objects is similar to that of computed attributes in 16].) For example, in an autopilot system, the wind speed is sensed, sampled and recorded every 2 seconds. The ight control task reads the wind speed and other parameters and computes the projected heading of the aircraft. In our model, the wind speed is an image. The projected heading is computed from other objects and, therefore, is a derived object. The value of an invariant object (e.g., the weight of an aircraft) stays relatively constant with time.
A periodic transaction is characterized by 5 parameters s; p; ; R and W, where s is the ready time of the rst transaction in the periodic sequence, p is the period and is the execution time. R and W are the read set and write set of the transaction, respectively, that is, the data objects the transaction may read and write in every period.
Transactions are classi ed as being read-only, write-only and update. A write-only transaction models the periodic sampling of the reading of a sensor and updating of the sensor values. It does not read any data object. It periodically writes a sampled value of a real-world object to the corresponding image in the system. Typically, a write-only transaction needs very little processor attention. In this study, we assume that the amount of processor time required by a write-only transaction is negligible, and the delay between the instants at which the new sample is taken and the write-only transaction writes is negligible. An update transaction reads a set of data objects, computes and writes to derived objects. (We note that by de nition, an update transaction never writes to any image object and a write-only transaction never writes to any derived object, that is, the write sets of all update transactions are disjoint from the write sets of all write-only transactions.) A read-only transaction retrieves the values of a set of data objects but does not write to any data object. For example, in the autopilot system mentioned earlier, a wind sensor updates the wind speed. This process is modeled as a write-only transaction. The display of wind direction and speed is modeled as a read-only transaction. The aircraft's position is computed periodically. This computation is an update transaction; it reads the inertial data, wind speed and direction, etc., and computes the desired position toward the planned destination.
Temporal Consistency
We de ne the temporal consistency of data in terms of the age and dispersion (of ages) of the data 3]. To de ne age and dispersion, we note again that an image x is updated periodically by the write-only transaction for the corresponding real-world object X. As a new value of an image is written, an old value of the image read by other transactions ages. To capture this common-sense notion of age, we view an image as having multiple versions, called image versions. A new image version of x comes into existence when a new value of x is written. This version is dated by its valid time. The age of an image version at time t in the ith period after its valid time is i ? 1. Typically, the faster the value of a real-world object changes, the shorter is the period of the write-only transaction to update the corresponding image. (The period is determined by the Nquist sampling theorem 17].) Therefore, this de nition of age captures the fact that the faster the value of an image changes, the faster its versions age. The age of an image is the age of its most recent version. In the absence of any failure, the age of an image is always zero.
Since the value of a derived object can be computed based on sample values of images taken at di erent times, a derived object can also have more than one version. We call the versions of a derived object derived versions. The age of a derived version y at any time t is the age of the oldest version of all the data objects based on which y's value is computed. The age of a derived object is the age of its most recent version.
The dispersion of two data objects is the di erence between their ages. Let a t (x) and a t (y) be the ages of the objects x and y at t, respectively. Let d t (x; y) be the dispersion of x and y at t. We have d t (x; y) = ja t (x) ? a t (y)j. The dispersion of two data object versions can be de ned in a similar manner. Given a set Q of images and derived objects, Q is absolutely temporally consistent at time t if a t (x) A (A 0) for every x in Q, where A is an absolute threshold. Q is relatively temporally consistent at time t if d t (x; y) R (R 0) for every two objects x and y in Q, where R is a relative threshold. A set of data objects is temporally inconsistent if the objects are either absolutely or relatively temporally inconsistent. The thresholds A and R re ect the temporal requirements of the application: how current and close in age the data must be for the results of computations based on them to be considered correct.
Multiversion Concurrency Control
The concurrency control algorithms evaluated here support multiple versions, which has been shown to improve data availability and transaction throughput despite of the additional overhead in locating and accessing older versions of data 18]. These algorithms are based on the well-known version pool algorithm 19] and the broadcast commit algorithm 20, 21] . They maintain weak consistency 19]. They guarantee that update transactions execute in a serializable manner among themselves, and each read-only transaction sees a consistent view of the database. Write-only transactions do not read any data. Their write sets are disjoint from each other and from the write sets of update transactions. When a write-only transaction writes an image in each period, it creates a new version of the image.
We simulated four variations of the well-known version pool algorithm 19]. All of them assume that the data objects accessed by every transaction are known a priori; predeclaration of data access 22] is required. The results presented in Section 5 are primarily on the simplest variation: 2PL algorithm with pre-locking. Like the version pool algorithm, each transaction is assigned a startup timestamp when it begins execution and a commit timestamp when it commits. In each period, an update transaction must get all the read locks and write locks it needs before it starts to execute. Locking is not needed for read-only transactions. A read-only transaction always reads the most recent (committed) version that has a timestamp no greater than the startup timestamp of the transaction. Reading the most recent version gives us the worst-case dispersion. If a version selection scheme is used to provide a proper version for a read-only transaction, the resultant dispersions of data objects read by the transaction should be better than the results here indicate. In this case, however, the ages of the data objects may be as large as the values of dispersions given in this paper. Again, write-only transactions do not read any data and, therefore, they do not need to obtain locks in order to write. Hereafter, we refer to this algorithm simply as the 2PL algorithm.
The other three variations of the version pool algorithms simulated are 2PL-PI algorithm, 2PL-SB with pre-locking, and 2PL-SB without pre-locking. They are described in the appendix. We will compare their performance with that of the 2PL-with pre-locking algorithm in Section 5. Details on their performance can be found in 23].
We simulated an extended version of the broadcast commit algorithm 20, 21] , an optimistic concurrency control known to work well in real-time databases, especially when con icts between transactions are infrequent 14, 24, 25] . The extended algorithm accommodates multiversion data and periodic transactions. Like the original broadcast commit algorithm, an update transaction goes through three phases: a read phase, a validation phase, and a possible write phase. Transactions are assigned startup and commit timestamps. In each period, an update transaction T reads the most recent versions of the data in its read set without locking the data. T creates a new version, in its own workspace, of each object it will write later. When T is ready to commit, it enters the validation phase. The validation test checks if any data object written by T has been read by any other update transaction T i that is currently in its read phase, i.e., whether W(T) and R(T i ) overlap. This validation test is the same as in the broadcast commit algorithm, except that the versions read by transactions are checked here.
Any con icting update transaction (such as T i ) found is immediately aborted and restarted.
The transaction then enters the write phase. In the write phase, the new version of each object in the transaction's local workspace becomes permanent in the system. Read-only and write-only transactions are treated in a similar way as in the 2PL algorithm. They read the most recent and committed version of each data object. Hereafter, the extended algorithm is referred to as the optimistic algorithm, or OCC.
Performance Metric and Workload Characteristics
The primary performance metric used in this evaluation study is the percentage of temporally inconsistent transactions (I), or the inconsistency percentage for short. It is the percentage of the transactions that read either absolutely or relatively temporally inconsistent data and, therefore, are (temporally) inconsistent. Let n c be the number of inconsistent transactions and n be the total number of transactions in the entire simulation duration. We count the individual transactions in all periodic transactions. I is equal to n c =n. All simulation results on inconsistency percentage presented later are mean values of I with the 95% con dence interval less than 10% of the mean value.
We also recorded the following performance measures in our simulations for purposes listed:
Maximum age and dispersion of data | These are the largest age and dispersion of the data objects read by all transactions during a simulation run. Miss percentage | This is the percentage of transactions that miss their deadlines during a simulation run. This metric is recorded in order to study the correlation between temporal consistency and the number of missed deadlines. Number of consecutively missed deadlines | In each periodic transaction, we looked for the number of deadlines missed in a row. The maximum number of the consecutively missed deadlines re ects the worst-case inconsistency. Preemption rate | This is the total number of preemptions divided by the total number of transactions in each simulation run. This measurement is also expected to be correlated with temporal inconsistency. Abort rate | This is the total number of transaction aborts divided by the total number of transactions in a simulation run when optimistic concurrency control is used. This measurement is expected to be highly correlated with temporal inconsistency. Worst and average blocking time | Blocking time is the duration when a transaction is blocked by a lower priority transaction due to access con ict. This data allows us to trace a source of temporal inconsistency.
The workloads used in our simulation experiments include a baseline load. In each experiment, the baseline load is modi ed to stress the system to its limit along a number of dimensions. These dimensions are the transaction parameters discussed below.
Phases and Periods | We experimented with both in-phase and random-phase transactions in order to determine whether temporal consistency is sensitive to the phases of transactions that share data. Each period is uniformly distributed over the interval 1; B], where B is the period ratio, the ratio of the longest period to the shortest period in a workload.
Utilization distribution | We varied the execution times of transactions by using di erent utilization distributions. Speci cally, we rst determine the utilization of each simulated periodic transaction and then compute its execution time. Let m be the total number of transactions. For a given U, we used the following three distributions of transaction utilizations.
(1) EQ: The utilization of every transaction is U=m.
(2) SH: A transaction with a shorter period has a higher utilization than a transaction with a longer period. In particular, the utilization u i of each transaction T i is equal to the total utilization U multiplied by the fraction (G ? p i )= P m j=1 p j , where G is equal to 2 P m j=1 p j =m so that P i u i = U.
(3) LH: A transaction with a longer period has a higher utilization than a transaction with a shorter period. In particular, each u i is equal to Up i = P m j=1 p j .
Transaction con ict pattern | When each periodic transaction is initiated in the simulator, it is assigned a read set and/or a write set. Two update transactions are said to be in con ict with each other if they both access the same data object and at least one of the transactions writes the object. We want to determine how the transaction con ict pattern a ects data temporal consistency. For this purpose, we used a probabilistic method to model transaction con icts. A con ict pattern is determined by a con ict matrix E = e i;j ], where the element e i;j is the probability of transaction T i con icting with transaction T j .
Number of transactions | We studied the e ect of increased number of transactions on temporal consistency by adding more and more transactions to an initial workload. In particular, we considered two cases: (1) The newly added transactions have the shortest period. (2) The newly added transactions have the longest period. We also examined the case where, given the same total utilization, the workloads consist of di erent numbers of transactions.
Read-only percentage | For a given U, the higher the percentage of read-only transactions in a workload, the fewer the con icts among the transactions. In our simulations, we varied the percentage of read-only transactions in a workload to study its e ect on temporal consistency. In particular, we considered the following cases:
(1) Read-only transactions have longer periods than update transactions. In this case, the update transactions are never blocked or preempted by read-only transactions when transactions are scheduled according to the rate-monotonic algorithm. (2) Read-only transactions have random periods. Therefore, update transactions may be blocked or preempted by some read-only transactions when transactions are scheduled on the rate-monotonic basis. (3) The utilizations of transactions are equal in the above two cases. However, read-only transactions often need less processing time than update transactions. In this case, readonly transactions have shorter execution times than in cases (1) and (2) .
Thresholds values | The absolute and relative thresholds A and R specify the temporal consistency of data required by the application. If A = 1 and R = 1, only the most recent data can be used by the application. Any data object with age and dispersion greater than 1 is considered out-of-date. An increase in the value of A alone indicates the application's ability to tolerate older values, but the data objects must represent a snapshot (small dispersions). An increase in the value of R, on the other hand, indicates that the application wants the newest values and may not care much about the relative temporal consistency. The multiversion concurrency control algorithms studied here always give the most recent versions of data to transactions. Therefore, the maximum dispersion of a set of data objects read by a transaction is smaller than or equal to the maximum age of the objects. A version selection scheme may be used to give appropriate versions to read-only transactions, for example, giving a transaction the versions of the same age. This means that the transaction may read old data, however.
In this case, the age is greater than the dispersion. In our simulations, we give A and R the same value of 1. We expected the percentage of inconsistent transactions to be smaller as the value of A and R increased. Our simulation results con rmed this conjecture 23]. We will not include the results for larger values of A and R in this paper due to space limitations.
Simulation Results
In this section, we present the simulation results. Due to space limitation, many details are omitted; they can be found in 23].
In each series of experiments, we started with a baseline workload and varied the con ict pattern, read-only percentage, period ratio, transaction phases, utilization distribution, and the number of transactions. In the baseline workload, there is no read-only transaction, and all the update transactions con ict with each other. Speci cally, the parameters of the baseline workload are as follows. The period ratio B is 10 or 50. Transactions are in phase and have equal utilizations. There are 10 update transactions and 10 write-only transactions. In our subsequent discussion, except for where stated otherwise, the workload has these parameters and the transactions are scheduled according to the rate-monotonic algorithm. Either the 2PL algorithm or the optimistic algorithm, or no concurrency control is applied to control data access.
When locking is used to control data access in the baseline workload, preemption does not occur because all the update transactions con ict with each other. In this case, the only causes of temporal inconsistency are missed updates and long execution times. If the execution time of a transaction T is long relative to the period of some write-only or update transaction, T may read temporally dispersed data. Because there is no preemption, blocking time su ered by a transaction due to priority inversion is limited to the execution time of a lower priority transaction. For this reason, the use of the priority inheritance and stack-based protocols with the locking algorithm does not improve the performance. Figure 1(a) shows that the breakdown utilization, de ned here to be the total utilization at which some transactions begin to read temporally inconsistent data, is above 0.8 when the period ratio is 10. The breakdown utilization becomes smaller when B is 50.
The inconsistency percentage is higher even when the total utilization U is low when the optimistic algorithm is used, as shown by the dashed curves in Figure 1(a) . In this case, a transaction is never blocked by any lower priority transaction. Priority inversion does not happen in this case. This poor performance is caused by the aborted transactions and resultant large number of missed deadlines, as indicated by the miss percentage data shown in Figure 1(b) . Similar to the results for the 2PL algorithm, the inconsistency percentage increases as the period ratio increases. However, unlike in the case of the 2PL algorithm where shorter period transactions miss their deadlines due to priority inversion, with the optimistic algorithm, only longer period transactions miss their deadlines.
The maximum age of data is also worse for the optimistic algorithm than for the 2PL algorithm, as shown in Figure 1(c) . When all the transactions con ict each other, every time a transaction is preempted, it will be aborted eventually when the preempting higher priority transaction commits. The maximum age of data depends on the maximum number of consecutively missed deadlines. Comparing Figures 1(d) and (e), we see that the abort rate is almost the same as the preemption rate. The discrepancy between the two numbers comes from the preempted transactions that miss their deadlines before being aborted. Another phenomenon is that the abort rate drops when the total utilization is close to 1, as shown in Figure 1(d) . We looked at the performance statistics closely and found that, when U is close to 1, transactions with the longest period did not even get a chance to begin execution before they missed their deadlines. At a lower utilization such as 0.9, these transactions were able to start, but they were aborted when some shorter period transactions were validated. Therefore, we see a higher abort rate when U is 0.9 but a lower one when U is 1.
When no concurrency control is used, we observed from Figures 1(a) and (c) that when U is equal and greater than 0.8, both the inconsistency percentage and maximum age of data are larger than when locking is used. We did not expect this phenomenon but the other statistics provide us with the following explanation: When no concurrency control is used with the baseline workload, a transaction may still be preempted even when it con icts with all other transactions. A transaction preempted many times during its execution may read data objects that have large dispersions. At B = 50, even though the miss percentage is lower than in the case of locking, as indicated in Figure 1(b) , the inconsistency percentage and maximum age of data are larger. Figure 1 (b) also shows that when B = 10, the miss percentage is higher when no concurrency control is used than when the 2PL algorithm is used. This result arises because the miss percentage is derived from the number of individual transactions in periodic transactions that miss their deadlines. When the rate-monotonic algorithm fails to schedule some periodic transactions to meet their deadlines, many individual transactions miss their deadlines in a row. Consequently, the maximum age of data is also older when no concurrency control is used 23].
E ects of Con ict Patterns
We expect the inconsistency percentage to improve when the workload consists of transactions with fewer con icts. To determine the amount of improvement, in a series of experiments, we varied the transaction con ict pattern and compared the results for the following ve patterns. (1) All the transactions con ict with each other (i.e., the baseline workload). (2) Each transaction has a probability of 0.5 to con ict with every other transaction. (3) The con ict matrix E was chosen in such a way that transactions with similar periods have a probability of 0:5 to con ict with each other and a probability of 0:2 to con ict with other transactions (i.e., the con ict pattern has locality). (4) Each transaction has a probability of 0.2 to con ict with every other transaction. (1)- (3) and (5) when data access is controlled by the 2PL algorithm (B = 50). The results show that the percentage of inconsistent transactions is the largest in case (1), as shown in Figure 2 (a). This number becomes smaller in case (2) since the blocking time su ered by shorter period transactions is smaller when there are fewer con icts. In case (3), the inconsistency percentage is further reduced. In this case, blocking times of shorter period transactions are further reduced since these transactions are unlikely to be blocked by the longer period transactions. Figure 2 (c) shows a lower miss percentage as well for this con ict pattern. The inconsistency percentage is the lowest when transactions are independent, that is, they do not share data. However, we note in Figure 2 (b) that the maximum age of data in cases (2) and (3) is older than in case (1), since preemption and uncontrolled priority inversion may happen in cases (2) and (3). The preemption rates for cases (2) and (3) When fewer transactions con ict with other, the performance of the optimistic algorithm is expected to be close to that of the 2PL algorithm. Figure 4 (a) shows that when each transaction has a probability of 0.2 to con ict with each other, the performance of the two algorithms is close when U is below 0.80 and B = 10. When the period ratio is greater, e.g., B = 50, the optimistic algorithm produces much worse inconsistency than the 2PL algorithm, as shown in Figure 4 (b). The poorer performance of the optimistic algorithm when B is large is due to the fact that the aborted transactions cause a much higher miss percentage for the optimistic algorithm 23].
E ects of Read-only Transactions
We expect the performance of both the 2PL algorithm and the optimistic algorithm to improve as the percentage of read-only transactions increases and, hence, data access con icts decrease. In an experiment to prove this conjecture, we simulated two mixed workloads, each consisting of 20 and 50 percent read-only transactions, respectively. All update transactions con ict with each other. The periods of read-only transactions were chosen to be longer than the periods of update transactions.
We compared the results for the mixed workloads with the baseline workload and found that when the 2PL algorithm is used, the inconsistency percentage does not decrease accordingly even though the miss percentage decreases for the mixed workloads, as shown in Figures 5(a) and (c).
The inconsistency percentage for the mixed workloads is smaller only when U is close to 1. This behavior is due to the preemption of the read-only transactions (see Figure 5 (d)). Figure 5(b) shows that with the mixed workloads, a read-only transaction may be preempted more than once during its execution and, thus, reading data with old ages. We also experimented with a workload in which 50 percent of the transactions are read-only, and the read-only transactions may have shorter periods than the update transactions. Both the inconsistency percentage and maximum age of data for this workload are larger than those for the corresponding workload described above. In this case, some read-only transactions may prevent some update transactions from updating their data on time, resulting in a higher miss percentage. Details on this result can be found in 23]. Figure 6 shows the performance of the optimistic algorithm when it is applied to the mixed workloads in which read-only transactions have longer periods than update transactions. We see a signi cant improvement in the inconsistency percentage as the read-only percentage increases. Because read-only transactions do not con ict with update transactions, when a read-only transaction is preempted, it will not be aborted by the update transactions with higher priorities. Therefore, the abort rate and miss percentage are lower, as shown in Figures 6(c) and (d). However, the maximum age of data is older for the mixed workloads because of preemptions. As in the case of the locking algorithm, the inconsistency percentage is larger when some read-only transactions have shorter periods than some update transactions 23].
The results of this series of experiment also tell us how inconsistency percentage depends on period ratio and the concurrency control algorithms used. We found that when 50 percent of the transactions in the workload are read-only, the inconsistency percentage is almost the same for the two algorithms when the period ratio is 10. When the period ratio is greater, e.g., B = 50, the optimistic algorithm performs worse than the 2PL algorithm. The same relative performance was observed when we varied the read-only percentage.
Comparison among 2PL with Pre-locking, 2PL-PI and 2PL-SB Algorithms
We also simulated the 2PL-PI and 2PL-SB algorithms in order to compare their performance with that of the 2PL algorithm. The workload simulated has the same parameters as the baseline workload except that each update transaction has a probability 0.5 of con icting with each other.
The 2PL-PI and 2PL-SB algorithms eliminate uncontrolled priority inversion. Consequently, shorter period transactions are blocked for shorter times, and they are more likely to nish on time. As expected, both the inconsistency percentage and maximum age of data are found smaller for the 2PL-PI and 2PL-SB with pre-locking algorithms than the 2PL with pre-locking algorithm, as shown in Figures 7(a) and (b). These algorithms achieve a lower miss percentage as well.
We also found that the inconsistency percentage is slightly smaller for the 2PL-SB with pre-locking algorithm than the 2PL-PI algorithm. However, the miss percentage is lower and the preemption rate is higher for the 2PL-PI algorithm, as shown in Figures 7(c) and (d). This unexpected result can be explained by an example. Suppose there are two update transactions T 1 and T 2 , where T 1 has a higher priority than T 2 . T 1 reads x and y, and writes y. T 2 reads x and z, and writes z. The preemption ceilings of x; y and z are the priorities of T 1 , T 1 and T 2 , respectively. T 2 becomes ready earlier and starts to execute. According to both algorithms, T 2 locks all the data objects it needs at the beginning of its execution. The 2PL-PI algorithm treats read locks di erently from write locks. Since T 1 does not write z, T 1 is scheduled when it becomes ready, and it locks x and y and preempts T 2 . On the other hand, the 2PL-SB algorithm treats the read lock on x the same as a write lock. As soon as T 2 locks x and z, the current ceiling becomes the priority of T 1 . Thus, when T 1 becomes ready, it cannot start because its priority is not greater than the current ceiling. T 1 begins execution after T 2 nishes.
This example also explains why the maximum age of data is the same for the two algorithms, as shown in Figure 7 (b). The longest blocking time is the same for the 2PL-PI and 2PL-SB algorithms since both require pre-locking.
Comparing the performance of the 2PL-SB algorithm without pre-locking to the other three algorithms that require pre-locking, we found that the inconsistency percentage for the 2PL-SB algorithm without pre-locking is about the same as the pre-locking version 2PL-SB when the total utilization is lower than 0.80, but is slightly higher when U is higher than 0.8, as shown in Figure 7 (a). Figure 7(d) shows that the 2PL-SB algorithm without pre-locking allows more preemptions and, therefore, as a result, a greater number of short period transactions are able to meet their deadlines. Figure 7 (c) shows that the miss percentage is the lowest for the 2PL-SB algorithm without pre-locking. On the other hand, because longer period transactions are preempted more often than in the cases of the other algorithms, these transactions read data objects that have larger dispersions. We can see in Figure 7 (b) that the age of data is the oldest for the 2PL-SB algorithm without pre-locking. behavior is due to the fact that when the period ratio is greater, shorter period transactions are subject to longer blocking times due to access con ict, and they are more likely to miss their deadlines, causing data to become stale. For the same reason, the miss percentage and maximum age of data increase as the period ratio becomes greater. When the optimistic algorithm is used, the abort rate increases as the period ratio increases, leading to increased inconsistency percentage and age of data.
E ects of Other Workload Parameters
To determine the e ect of the phases of transactions, we simulated the baseline workload for B = 10 and 50 while the transactions have random phases as well as being in phase. We found that when U is close to 1, the inconsistency percentage is approximately 50% smaller for randomphase transactions. When U is lower (below 0.8), the di erence between the inconsistency percentages for the two cases is small. We expect this result because when U is close to 1, the in-phase transactions are not schedulable according to the rate-monotonic algorithm. Consequently, they miss more deadlines. At lower utilizations, blocking times for random-phase transactions can be worse, resulting in more missed deadlines for these transactions. The maximum age of data does not di er much for the two cases because the longest blocking times in both workloads are similar. In contrast, when the optimistic algorithm is used, the inconsistency percentage is signi cantly worse for random-phase transactions. For example, when B = 10 and U = 0:7 (and U = 0:8), the inconsistency percentage for random-phase transactions is almost four times (twice) that of in-phase transactions. We also observed a higher miss percentage for the random-phase transactions 23]. This is caused by the higher abort rate of these transactions.
We then varied the utilizations of transactions according to the EQ, SH and LH distributions described earlier. The inconsistency percentage is the lowest for the SH distribution and the worst for the LH distribution when U is lower than 0.9 for both B = 10 and 50 and for both 2PL and the optimistic algorithms. However, the inconsistency percentage becomes worse for the SH distribution when U is close to 1. The exact behavior of this and other performance metrics, and explanation of the behavior can be found in 23].
We also simulated workloads consisting of di erent numbers of update transactions. The inconsistency percentage is consistently larger when the optimistic algorithm is used than when the 2PL algorithm is used. Details on this simulation experiment and the results can be found in 23].
E ects of Scheduling Algorithms
We found that the two scheduling algorithms, rate-monotonic and earliest-deadline-rst, exhibit similar behaviors in many cases in terms of maintaining temporal consistency 23]. For example, the percentage of inconsistent transactions increases as the period ratio becomes greater but decreases when there are fewer con icts among transactions and when the transaction con ict pattern exhibits locality. The dashed curves in Figure 8 Our simulation results show that the performance of the two scheduling algorithms differs evidently only when the total utilization is close to 1 in the case of 2PL algorithm, as shown in Figure 8(a) . However, the improvement in inconsistency percentage achieved by the earliest-deadline-rst algorithm when the optimistic algorithm is used is signi cant, as shown in Figure 8(b) . In all cases, the earliest-deadline-rst algorithm produces a smaller inconsistency percentage because more transactions meet deadlines than when they are scheduled on the rate-monotonic basis.
We found that the performance of the two scheduling algorithms di ers in several cases.
The inconsistency percentage is worse for in-phase transactions than for random-phase transactions when the transactions are scheduled according to the rate-monotonic algorithm and U is close to 1. In contrast, the inconsistency percentage and miss percentage are not sensitive to the phases of transactions when they are scheduled on the earliestdeadline-rst basis. For a xed total utilization, the more the transactions, the lower the inconsistency percentage for the earliest-deadline-rst algorithm. The result for the rate-monotonic algorithm is the opposite.
Conclusions
We study the performance of concurrency control algorithms in maintaining the temporal consistency of data in hard real-time systems. In our model, a hard real-time system consists of periodic transactions which are either write-only, read-only or update transactions. Transactions may share data with each other. Data objects are temporally inconsistent when their ages and dispersions are greater than the absolute and relative thresholds allowed by the application. Real-time transactions must read temporally consistent data in order to deliver correct results. Based on this model, we have evaluated the performance of two well-known classes of concurrency control algorithms that handle multiversion data: the two-phase locking and the optimistic algorithms, as well as the well-known rate-monotonic and earliest-deadline-rst scheduling algorithms. The e ect of using the priority inheritance protocol and the stack-based protocol with lock-based concurrency control is also studied.
When lock-based concurrency control is used, two factors a ect the temporal consistency of data: (1) blocking due to priority inversion and (2) preemption of lower priority transactions. Blocking may cause transactions with higher priorities to miss their deadlines; these transactions are unable to update their data on time. Preemptions of lower priority transactions make it easier for higher priority transactions to nish on time. However, the preempted transactions may read data that have old ages and large dispersions.
Because temporal inconsistency is caused by late updates and preemptions, the percentage of inconsistent transactions is not always highly correlated to the number of missed deadlines. For example, even when all deadlines are met, a transaction may read temporally inconsistent data if it is preempted frequently. Table 1 gives an example when the 2PL with pre-locking algorithm and rate-monotonic scheduling are used. The table lists values of the correlation coe cient of the inconsistency percentage and miss percentage for four cases where U = 0:9 and B = 10. is the probability of every transaction con icting with every other transaction.
We can see that these two performance metrics are highly correlated when all transactions con ict with each other because missed update is the primary cause of temporal inconsistency. When there are fewer con icts, e.g., when the probability of con ict reduces to 0.5 and 0.0 (no con ict), or when 50 percent of transactions are read-only, the two metrics are no longer highly correlated. In such cases, preemptions also account for temporal inconsistency of data.
con ict probability = 1:0 = 0:5 = 0:0 = 1:0, 50% read-only corr. coe cent 0.90 0.39 0.40 0.37 Table 1 . Correlation coe cient (U = 0:9; B = 10, RM, 2PL)
We have drawn a number of conclusions on the performance of lock-based concurrency control for di erent workload parameters. The following conclusions con rm our intuition:
Both the percentage of inconsistent transactions and the maximum age of data become larger as the period ratio increases. It is easier to maintain temporal consistency when the period ratio is small. For a given total utilization, both the inconsistency percentage and age of data are smaller when utilizations of the individual transactions are distributed in such a way that longer period transactions have lower utilizations than shorter period transactions. The inconsistency percentage and age of data become larger as there are more transactions. The inconsistency becomes worse especially when more shorter period transactions are added to the workload 23]. Temporal consistency of data is highly a ected by the transaction con ict pattern. When all transactions con ict, the inconsistency percentage is the worst. On the average, the inconsistency percentage decreases when the amount of transaction con icts reduces. When transactions with similar periods share data, as opposed to transactions with widely di erent periods share data, both the inconsistency percentage and age of data are smaller. The basic priority inheritance protocol and stack-based protocol are e ective in reducing both the inconsistency percentage and age of data when they are integrated with two-phase locking. Moreover, with the stack-based protocol, pre-locking is not needed, allowing a greater number of higher priority transactions to nish on time.
Some results are less obvious; they include the following:
For a xed total utilization, the larger the percentage of read-only transactions in a workload, the lower the percentage of missed deadlines. However, the percentage of inconsistent transactions does not decrease accordingly. Preemptions of read-only transactions often lead to worse inconsistency and older ages of data. When no concurrency control is used, transactions are never blocked. However, the inconsistency percentage can be higher than when lock-based concurrency control is used. The age of data is older as well because of preemptions of lower priority transactions. In other words, the sacri ce of data integrity does not ensure improvement in temporal consistency of data. Even though the inconsistency percentage is lower when there are fewer con icts, the age of data read by transactions is older than in the case where all transactions con ict. This is again due to preemptions of transactions.
Optimistic concurrency control was shown to outperform lock-based concurrency control in real-time databases 14] where transactions have random parameters. We found that the performance of the optimistic algorithm is poor in maintaining temporal consistency in real-time systems that consist of periodic activities. Transactions restarted due to access con ict often do not have enough time to complete on time, therefore, leaving temporally inconsistent data read by other transactions. Because of the repetitive nature of such systems, a transaction aborted in one period is likely to be aborted again in other periods. One advantage of using optimistic concurrency control is that transactions with shorter periods are not a ected by transactions with longer periods when they are scheduled according to the rate-monotonic algorithm. This is not true when lock-based concurrency control is used.
Appendix
This appendix describes three variations of the version pool algorithm 19] that are referred to in Section 3 and 5. They are 2PL-PI algorithm, 2PL-SB with pre-locking, and 2PL-SB without pre-locking algorithm.
The 2PL-PI algorithm integrates the basic priority inheritance protocol 9] with the 2PL-with prelocking algorithm. According to this algorithm, when an update transaction T requests a lock on a data object x, T is granted the lock if x is not locked. When T is blocked, the transaction T 0 that blocks T inherits the priority of T if T has a higher priority than T 0 . When T 0 releases the locks it holds, its priority returns to its initial priority. The 2PL-PI algorithm reduces priority inversion time to the execution time of one lower-priority transaction 9].
Another variation integrates the stack-based protocol 11] with the 2PL algorithm with pre-locking. We refer to this variation as the 2PL-SB algorithm with pre-locking. According to the stack-based protocol, each transaction is assigned statically a preemption level. When transactions are scheduled according to the rate-monotonic algorithm or the earliest-deadline-rst algorithm, the preemption levels of transactions can be assigned on the rate-monotonic basis; the shorter the period, the higher the preemption level. The preemption ceiling of a data object is the highest preemption level of all the update transactions that may access the object. The current ceiling of the system at any time is the maximum of the priority of the currently executing transaction and the preemption ceilings of all the data objects locked at that time. A ready update transaction is allowed to start executing only if its priority is higher than the current ceiling of the system. It has been shown in 11] that the stack-based protocol prevents deadlocks and controls priority inversion. We note that when pre-locking is enforced, the 2PL-SB algorithm is the same as the priority-ceiling protocol 9] used with the 2PL algorithm.
However, with the stack-based protocol, there is no need to require that every transaction get all the locks before it starts in order to prevent deadlocks 11]. We, therefore, modi ed the 2PL algorithm by removing the pre-locking requirement. In other words, an update transaction locks a data object when it reads or writes the object. The transaction holds the locks until it completes and releases all locks it held at that time. We refer to this variation as the 2PL-SB algorithm without pre-locking. all con ict 0.5 con ict probability 0.2 con ict probability locality of con ict no con ict (a) % inconsistency (B = 50) all con ict 0.5 con ict probability 0.2 con ict probability locality of con ict no con ict all con ict 0.5 con ict probability 0.2 con ict probability locality of con ict no con ict 
