S1: Kernel functions for the determination of the effective Potential V 2D,n (R) 11 Deducing the Rashba parameter  � (�) from the measured spin splitting map requires additional 12 knowledge on the electrostatic potential � �� (�), which has to be folded with the kernel of the 13
Landau level wave functions (LLWFs) according to eq. (1) and (2) of the main text. To this end, 14
the LLWFs can be rewritten as Ψ n,R (r) with � = (�, �) being the center of a LLWF and � = 15 (�, �) being the vector from this center to the point of interest: 1 called the guiding center, and the coordinate relative to this center, respectively. As described in 18
the main text, � � is the magnetic length and � the LL index. 19
A straightforward calculation of the related kernel of the LLWF results in: 1 20
with Δ R being the Laplacian with respect to �, � � (�) the Laguerre polynomial of degree �, and 21 � �� (� − �) � �. 22 A transparent explanation for the inclusion of the resulting � ��,� (�) into the spin splitting (eq. (1) 23 of the main text) has been provided in reference [1] . Due to the Rashba effect, the spin 24 components become mixtures of different Landau levels, which are different for two adjacent 25 spin levels, e.g. for � �,� and � �,� . Since these LLWFs have different lateral extensions, the 26
LLWFs of adjacent spin levels cover different areas of the potential map. Thus, they feel a 27 2 different average electrostatic potential, which shifts them in energy with respect to each other. 28 Consequently, the spin splitting gets reduced within a potential minimum and enhanced within a 29 potential maximum with respect to the result for a flat lateral potential. For the flat potential, one 30
can show that � ��,� (�) = � ��,� (�) for all � and �, such that the influence of the potential on 31 the spin splitting disappears. 32 33 S2: Role of higher order derivatives of V 2D (R) 34 In the main text, we have used eq. (1) to describe the expected spin splittings � �,� � � �,� and to 35 extract the local Rashba parameter  � (�). Since eq. (1) of the main text is derived by means of a 36 gradient expansion of the disorder potential, which only takes linear terms into account, 1 it is 37 natural to ask about the size of higher-order corrections, which are related to potential curvature. 38 We want to show that while curvature effects may lead to non-negligible shifts of the peak 39 positions predicted by eq. (1), those shifts are largely cancelled when considering the spin 40 splittings, such that potential curvature effects remain negligible for the determination of  � (�).
41
Let us first recall some known facts about Rashba spin-orbit interaction in the regime of high 42 magnetic fields. The Rashba Hamiltonian including the Zeeman interaction and a disorder 43 potential � �� (�) reads 44
where the first term is the kinetic energy corresponding to the physical momentum � = � + 45 ��(�) with � � 0 being the absolute value of the electron charge, the second term is the Rashba 46 interaction with the Pauli matrices � �,�,� and Rashba parameter � � ����, and the third term is the 47
Zeeman interaction with the electron �-factor �, the Bohr magneton � � and the magnetic field 48 strength �. In the absence of disorder with � �� (�) = 0, the eigenenergies of the Hamiltonian in 49 eq. (S1) are given by eq. (1) from the main text with � ��,� (�) = 0 and the eigenstates are of the 50 form 51
where � = � 1 for � � 0 while only � = �1 is allowed for � = 0. 2 The states |�, �� are states 52
within Landau level � such that � � 2� * ⁄ |�� = ℏ� � (� + 1�2)|�� with the cyclotron frequency 53 � � = ���� * . The quantum number m is associated with the guiding centre positions � = � � 54 The  55 states |↑�, |↓� are eigenstates of � � . For � �� (�) = 0, the energy spectrum is independent of the 56 guiding center quantum number m. The mixing angles are given by � � � = 0 for � = 0 and by 57
for � � 0, 3 where � = �� � � ℏ� � ⁄ and � = 2√2� � ���� ℏ� � � � � measure the strength of the Zeeman 58 3 interaction and the Rashba interaction in terms of the cyclotron energy and the magnetic length 59 � � = �� �� ⁄ . 60 61 Figure S1: Relative frequency of the curvature energy � ���� for the potential landscape of Fig.  62 3a of the main text. We measure energy in units of �� � corresponding to the experimental 63 parameters � * = �.�� � � and � = � �. 64
Effects of a finite disorder potential in the 2DES � �� (�) can be incorporated by noting that in the 65 limit of smooth disorder such that � � |�� �� (�)| �� � ⁄ ≪ 1, one can neglect scattering between 66 states |�� �� �� and |��� ��� ��� for � � ��. 1 The projection of the Hamiltonian in eq. (S1) onto 67
states |�� �� �� with � fixed describes the coupled guiding center dynamics of the states described 68 in eq. (S2). When the disorder potential varies slowly on the scale of the magnetic length, the 69 guiding centre dynamics can be calculated by quasiclassical methods through a gradient 70 expansion of the disorder potential. Taking only linear terms into account, yields the energy 71 levels from eq. (1) of the main text. Since at this order all potential lines are assumed to be 72 locally straight, this disregards quantization effects of the guiding centre dynamics due to closed 73 contour lines. At second order of the gradient expansion, closed contour lines are associated with 74 positive values of the potential curvature 75
The associated energy scale is �� ���� (�) = ���(�(�))�|�(�)|. It has been shown in ref.
[4] 76 that for spinless electrons projected on Landau level �, one obtains energy quantization effects 77 whenever � � �. 78 Figure S1 shows the distribution of the curvature energies �� ���� for the potential landscape of 79 Fig. 3a of the main text. We measure �� ���� in units of �� � corresponding to the experimental 80 4 parameters � * = 0.03� � and � = ���. The curvature scale � ����� is not small with respect to 81 � � such that curvature effects on the peak positions cannot be neglected. Curvature effects are 82 expected to be particularly relevant at points of potential minima and maxima where the 83 curvature is found to be largest. However, we argue that albeit the individual peak positions are 84 strongly shifted due to potential curvature, the effect on the energy splitting�� �,� � � �,� , used to 85 determine the local Rashba parameter, remains negligible. 86
The key observation is the fact that large values of In order to estimate the strength of the curvature effect, it is instructive to consider a parabolic 101 potential � �� (�) = � � � � � 2 ⁄ , where � � = �2� ���� � � parametrizes the curvature strength. 102
Neglecting mixing between states with different quantum number �, the matrix elements of the 103 potential � �� (�) with respect to the eigenstates in eq. (S2) of the bare Rashba Hamiltonian are 104
given by 105
The formulations in eq. (S5) and (S6) are equivalent, but if sin � � � or cos � � � is larger, the former 106 or the latter formulation may be more convenient. Neglecting the mixing terms, we recover the 107 well-known contribution of the potential to the Fock-Darwin energies of spinless electrons in a 108 parabolic confinement and relatively high magnetic field � � � � � , 109
where � � � � and � � �. In the second line, we use the relation � = � + (|�| + �) 2 ⁄ , � = � + 110 (|�| − �) 2 ⁄ between the conventional quantum numbers �, � of the Fock-Darwin states and the 111 quantum numbers �, �. 112
For the state (0, −) exhibiting � � � = 0 , the terms involving mixing angles are truly 113 absent in eq. (S6). From eq. (S5), we immediately obtain the result that cos � � � = 0 implies 114 �0, −, � � |� �� (�)|0, −, �� = �1, +, � � |� �� (�)|1, +, ��, i.e. the states (1, +) and (0, −) indeed 115 receive the same corrections by the disorder potential. Since cos � � � is relatively small, we can 116 account for finite values of cos � � � by first-order perturbation theory. This yields the correction 117 −cos � (� � � ) ℏ� � � � � ⁄ to the spin splittings � �,� − � �,� with respect to eq. (1) of the main text. 118
Since cos � (� � � ) ≈ 0.12, this correction is much smaller than the shift of the individual levels 119 themselves being of the order of ℏ� � � �� � . Thus, even for the extreme values of � � ≈ � � , the 120 curvature induced corrections to the spin splittings are expected to be about 10 % of ℏ� ���� , 121 respectively, about 30 % of � �,� − � �,� . On average, the absolute curvature is a factor of three 122 smaller than ℏ� � , such that the correction amounts to 3 − 4 % of � �,� − � �,� . Green's function algorithm. 5 We use bilinear spline interpolation to sample the disorder potential 138 on a lattice with spacing � = � � /10, or equivalently, � � /� � = ℏ� � /�� = 1/100, where �� = 139 ℏ � /�� is the band-width of the kinetic energy, such that effects of discretization remain 140 negligible. 141
In order to simulate the finite energy widths of LDOS peaks in the experiment, we include a 142
Lorentzian peak broadening with half width at half maximum η according to � � � ⁄ = 143 0�05 ℏ� � � � ⁄ ≈ 13 K with the Boltzmann constant � � . We compare the peak maxima of the 144 LDOS corresponding to the states (0, −) and (1, +) to the prediction for � �,� and � �,� as made 145 by eq. (1) of the main text. We find that the peak positions are indeed well predicted by eq. (1) error is not random in space, but in first order is related to the curvature, which is continuous in 151 space for our correlated potential. Thus, avoiding this error will mostly stretch or squeeze the 152 7 obtained  � ���values in certain regions of the map without changing the general spatial pattern 153 of the  � ��� map.
154
In regions of large curvature, i.e. potential minima and maxima as indicated by symbols in Fig.  155 S2, the deviations are larger than 5 %. Figure S3 shows ��� ��� � � ��� � as a function of � ���� for 156 the local extrema of Fig. S2 . We see that even at these extrema most data points exhibit small 157 errors below 10 %, but for a small subset of data points the deviations exceed even 30 %. 158
However, those cases are also associated with a loss of well-defined peak structures which leads 159 to large errors. 160 Consequently, the model is well controlled in the determination of the Rashba parameter in most 161
regions with error of 5 %, but errors up to 30 % can appear in areas of large curvature. Since 162 these areas are known, they could be excluded, e.g. for statistical evaluation of the data. 163
For larger disorders, an alternative model using a local variation of tight binding parameters in 164 order to fit the data by adapting potential fluctuations and Rashba parameter variations 165 numerically might still be used to deduce the local Rashba parameter. 6 Such a model is shown to 166 be identical to our well controlled, analytic description at low wave vectors � with respect to the 167 lattice constant � as we find in our system (�� � 0�05). field � from 6 T to 1 T at � � ��� m�. In order to ensure that the spectra are recorded at the 181 same position, the recording is interrupted after an increment of one Tesla. Then, an atomically 182 resolved constant-current image is recorded and the tip is readjusted to the same position with 183 respect to the adsorbates visible in the image. This procedure guarantees that a complete LL fan 184 is recorded within 1 nm of the sample surface. The same procedure has been applied in Fig. 2b of  185 the main text. 186
The resulting LL fan charts again reveal apparent crossings of adjacent levels at finite � as well 187
as a suppression of intensity at � � (� � � m�) reminiscent of the Coulomb gap expected for 188 localized systems. While Coulomb gaps have been observed previously for n-type InSb samples, 189
the crossings are exclusive for the current p-type sample with large Rashba coefficient. 8 The spin 190
splitting of LL 0 of these maps has been used for Fig. 2f of the main text with a (b) related to the 191 black (red) curve in Fig. 2f . Figure Correlation between lateral curvature of the 2DES potential and the local Rashba parameter. c, 203
Correlation between lateral curvature of the potential and the local Rashba parameter after 204 subtracting the average Rashba parameter found for the corresponding local potential (red points 205
in Fig. 3f of the main text). 206
207
In Fig. 3f of the main text, we have shown that  � ��� increases monotonously with the 208 electrostatic potential, which is explained by the relation between potential and vertical electric 209
field. Due to the presence of the potential disorder, there exists also a lateral electrical field � �� , 210
which is the lateral gradient of the local potential � �� ���. Figure S5a shows the absence of 211 correlation between  � ��� and |� �� |. The lateral electrical field has negligible influence on the 212
Rashba parameter, which is reasonable, since |� �� | is about an order of magnitude smaller than 213 the vertical electric fields. In contrast, the curvature of the potential appears to anticorrelate with 214 the Rashba parameter ( Fig. S5b) . But the curvature itself shows some correlation with the 215 potential, i.e. potential minima (maxima) show large positive (negative) curvature. In order to 216 disentangle this indirect effect between curvature and  � ��� from a direct influence, we subtract 217 the average value of  � found for the particular � �� ��� (red dots in Fig. 3f of the main text) from 218 the measured  � ���. The result is shown in Fig. S5c . The correlation obviously disappears.
219
Therefore, as expected, neither the small lateral electric field nor the lateral potential curvature 220
influence the Rashba effect significantly leaving the spatially fluctuating �-field perpendicular to 221 the surface as the central influence on the variable Rashba parameter  � ���. and the gradient and curvature of � �� (�). By angularly averaging the correlation maps ( Fig.  238 S6c), the correlation length � �� can be determined according to: 239
The upper integration limit � is set as the distance at which the angularly averaged function shown in Fig. 3 of the main text, we obtain � � �� � �� = �9 nm� � � � � � = 31 nm, and � � ��  � = 245 39 nm , all being larger than the magnetic length � � = 10.5 nm . The fact that  � (�) is 246
fluctuating on a shorter length scale than the potential disorder is related to different fluctuation 247 lengths of � �� (�) and � ����� (�) as described in section S8 and S9. The cross-correlation map 248 �� �� (�)|� � (�)� shows a relatively strong interrelation up to 60%, which becomes, moreover, 249 manifest by the partly similar features of the real space maps (Fig. 3 main text) and 250 autocorrelation maps of � �� (�) and � � (�). ( � � �� ) results directly from the peak fitting of the double Lorentzians and is both 0.5 meV (65 % 272 percentile) (Fig. S7a) . In order to determine  � ���, firstly, the potential map and the spin 273 splitting map are Gaussian filtered (� � � pixel, width 10 nm). This reduces the error of  � ���
274
to �  � = 0.02 eVÅ (65 % percentile). The corresponding distribution is shown in Fig. S7b . 275
Due to the non-parabolicity of the dispersion relation, we have to make assumptions for � * , 276 which influence the accuracy of the determination of the absolute value of  � (�). Generally, the 277 � * value of the conduction band of III-V semiconductors depends on the interaction of the 278 conduction band with the valence band as described successfully by k⋅p theory. 3 In first order, � * 279 is linear in the energy distance between conduction and valence band. Thus, we assume that � * is 280 linear in the measured energy � of a particular peak. This is a simplification, since the evaluated 281 energies with respect to the conduction band minimum are partly larger than the band gap. 3 The 282
used � * (�) linearity is fixed by the two � * values resulting from Fig. S4a and b . They are 283 determined at known potential by evaluating the �-field dependence of the LL splitting �� �� (�) 284 at � = 3 − � �. Here, we use �� �� = ����� * neglecting the contribution of the Rashba effect 285 ( � = 1 eVÅ), which results in an � * error of 5 %. This error is a factor of two larger than the 286 � * error resulting from the fitting accuracy of the LL splitting. However, with the inaccuracy of 287 the linear model in mind, we refrain from a recursive more accurate determination of � * . As 288 described in the main text, the local Landé-factor � is determined according to �(�) � � * (�) = 289 � � � � � * , with � � = −51 and � � * = 0.0135� � increasing the influence of this error 290 additionally. 9,10 Neglecting the non-parabolicities completely, barely changes the spatially 291 We finally discuss the influence of the V 2D,n terms within eq. (1) of the main text on the 305 determination of  � (�). Neglecting these terms leads, e.g. for the  � (�) values given in Fig. 2f 306 of the main text to  � (�) = 1.04 eVÅ (black) and 0.37 eVÅ (red), thus, a reduction by 10 − In order to discriminate the influence of the two different dopants on the potential disorder 317 � �� (�) within the 2DES, a simple numerical model is applied. Therefore, we distribute 318 positively charged Cs atoms on the surface, which are compensated by randomly distributed 319 negatively charged acceptors within the bulk. The surface doping is realized with a fixed distance 320 of 4 nm as shown in Fig. S8a . The regular distance reflects the fact that only about 50 % of the 321
dopants are charged such that the charge has an additional degree of freedom to arrange regularly 322 on the surface. Moreover, the distance between Cs atoms is smaller than the effective Bohr-323
Radius � �  14 nm for the dielectric constant � � = 0.5 ⋅ � ������ = 8.4 of the surface 11 and � * ≈ 324 0.03� � of the InSb conduction band. Consequently, the remaining electrons within the Cs layer 325 form a rather homogeneous band, which screens the positive Cs charges and reduces 326 irregularities additionally. Experimentally, we do not find any influence of the spatial distribution 327 of the Cs atoms on the measured potential � �� (�) (see also [8] and references therein). Figure  328 S8b shows the random distribution of negatively charged acceptors (red dots) within the bulk 329 with a density of 10 �� m �� , which corresponds to the experimental acceptor density. 330
We simply add up the Coulomb potentials of the positive and negative charges within a plane 331 which is offset by 5 nm from the plane where the acceptors and surface donors are placed. This 332 approximates the average situation of potential fluctuations within a 3D material by removing the 333 measurement plane by about half the inter-acceptor distance from the acceptor plane. As 334 dielectric constants, we use � � = � ������ = 16.8 for the negative charges, 11 and � � = 0.5 ⋅ 335 � ������ for the positive charges. The latter choice reflects that the Cs atoms are surrounded by 336 vacuum in the upper half-space. Screening by conduction band or valence band electrons is 337 ignored for the sake of simplicity. The resulting electrostatic potential �(�), respectively, the 338 corresponding electric field in �-direction � � (�) of the inner part of the simulation grid is shown 339 for a single simulation run in Fig. S8c (position � ) . Both, electric field and potential, are 340 convolved with the electron probability density of the lowest subband of a triangular potential 341 well 4 adapted to the result of the Poisson calculation (Fig. 1b, main text) leading to a maximum 342 of the 2DES located at � � = 5 nm. The convolution leads to an effective electric field � ����� (�) 343 seen by the 2DES and an effective 2DES potential � ��� (�). We checked that the fluctuations of 344 � ����� with respect to its average barely depend on the spatial details of the dielectric constant. 345
In each simulation run, we use five equidistant � positions within the inner 50 nm of the 346 measurement plane for the statistical evaluation. We calculate potential and electric field for three 347 different cases, i.e. pure Cs doping at the surface without Ge acceptors (Fig. S8a) , pure bulk 348 doping by Ge acceptors without surface doping by Cs (Fig. S8b) , and the presence of both types 349 SUPPLEMENTARY INFORMATION DOI: 10.1038/NPHYS3774 16 of dopants (Fig. S8c) . For all three cases, we run 20 simulations. In the case of pure Cs doping, 350 the 2DES potential � ��� fluctuates with a standard deviation of � ���� = 1.5 meV (Fig. S8d) . In 351 contrast, the bulk dopants lead to a fluctuation with standard deviation of � ���� = 26 meV (Fig.  352 S8e). Combining both dopants reveals a fluctuation of � ���� = 29 meV (Fig. S8f) . Obviously, the 353 fluctuation is dominated by the bulk dopants and not by the Cs atoms. The potential fluctuations 354 in experiment with standard deviation � � �� (�) = 11 meV are smaller probably due to the facts 355 that, firstly, the probability of bulk acceptor charging is correlated with the Cs potential on top 356 and, secondly, because the 2DES screens the potential fluctuations additionally. 357
The much smaller contribution of the Cs atoms can be explained, firstly, by the smaller mean 358 distance of 4 nm between neighboring Cs atoms compared to a mean distance of 10 nm between 359 adjacent bulk dopants. Secondly, all Cs atoms are 5 nm away from the center of the wave 360 function of the 2DES, while the Ge atoms can be even directly at this center. Finally, the reduced 361 dimensionality of the Cs layer (2D) with respect to the bulk acceptors (3D) reduces the potential 362 fluctuations by the Cs atoms additionally as cross-checked by corresponding simulations. Thus, 363
the assumption of a spatially constant surface potential depicted in the insets of Fig. 3f of the 364 main text is justified. 365 for a combination of the dopants of (a) and (b). The area of simulation is larger than the displayed 371 one (� = 150 nm, � = 100 nm). d, e, f, Histograms (20 simulation runs) of the potential 372 � ��� (�) and electrical field � ����� (�) after weighting the simulated �(�) and � � (�) with the wave 373 function of the 2DES in � direction (Fig. 1b, main text) . The variations in � ��� and � ����� in (c) and 374 (f) are obviously mostly caused by the bulk acceptors and barely by the Cs donors at the surface. 375 376 S8: Relation between potential � �� (�) and electric field � � (�)
377
In Fig. 3f of the main text, it is shown that � � (�) on average increases monotonously with 378 � �� (�). However, the scattering of � � (�)at the same � �� (�) is much larger than the error bar of 379 � � (�) (see section S6). This is related to the fact that � � (�)is known to be proportional to the 380 electric field ��(�)� (Fig. 1b) , which is only indirectly represented by the measurable � �� (�) 381
(inset of Fig. 3f, main text) . In order to estimate the correlation between electric field and 382 potential, we use the simulation of section S7 (Fig. S9a ). 383 Figure S9b shows the scatter plot of � ����� (�) and � ��� (�) for all evaluated positions in several 384 simulation runs. One finds the expected linear dependency between averaged electric field and 385 2DES potential (red dots). It arises because of the smaller distance between the Cs donors on the 386 surface (4 nm) with respect to the distance between the screening bulk acceptors (10 nm). This 387 fixes the surface potential rather homogeneously (� �� = 1.5 meV), while the main fluctuations 388 of the 2DES potential arise from the random distribution of the bulk acceptors (� �� = 25 meV) 389
(section S7). Thus, � �� (�) depends on the local distribution of bulk acceptors, being low at low 390 local acceptor density and high at high local acceptor density. Since a high averaged potential � ��� 391 along � at a largely fixed surface potential requires a steep increase of �(�) along � , � ����� 392 increases with � ��� as observed in the simulation. This motivates the insets of Fig. 3f of the main 393 text and explains the positive correlation between � �� and � � (�) found experimentally. 394
Moreover, a significant scattering of the data points is present. The standard deviation of the 395 found � ����� at a given � ��� is ~10 %, which nicely matches the standard deviation of the α R 396 values at a given � �� (Figure 3e spatially averaging by about the magnetic length � � . In order to obtain the � � (�) map, we 431 analytically solve the equation  ��� −  ��� for � � (�).
432
In order to corroborate the assignments and to answer the question why the � � (�) map shows 433 more spatial details than the � �� (�) map, we use the simulation described in section S7 to 434 generate potentials � ��� (�) (Fig. S10a ) and electric fields � ����� (�) (Fig. S10b) , as seen by the 435 2DES. � ����� (�) is then transferred into a spatially varying Rashba parameter using 436  � (�) � ����� (�) with � � � (�) = 1.2 eVÅ and �� � (�) = 0.15 eVÅ as found in the experiment.
437
With the help of � � (�) and � ��� (�) , we straightforwardly calculate  ��� (�) and  ��� (�) Fig. S10e as inputs, we obtain the 442 reconstructed  � (�) map, which nearly perfectly matches the input � � (�) map ( Fig. S10c and   443 S10f, average deviation 1 %, maximum deviation 3 %). The autocorrelations averaged over 100 444 simulation cycles (Fig. S11 ) result in the following correlation lengths: 445 � � �� � �� = 43 nm � � � � � � = 32 nm� � ���� = 4� nm� � ���� = 30 nm. 446
Notice the excellent agreement with the experimentally found correlation lengths � � �� � �� = 447 49 nm and � � � � � = 31 nm. We note, however, in passing, that the absolute values of correlation 448 lengths depend on the size of the simulated system as expected in a 1D simulation, but the 449 relation between correlation length of electric field and potential remain the same. 450
Thus, the anticipated mapping of the average of the two peak energies to � �� (�) and the 451 difference to � ����� (�), respectively � � (�), works rather perfectly within the limits of eq. (1) of 452
the main text (average error: 1.5 %). The simulation also reproduces the smaller correlation 453 length of � � (�) with respect to � �� (�). Thus, the finer details of the � � (�) map with respect to 454 the � �� (�). map in Fig. 3 of the main text can be attributed to the stronger relative gradient of an 455 electric field of a Coulomb potential with respect to the relative gradient of the electrostatic 456 potential. In other words, randomly distributed Coulomb impurities within a semiconductor 457 exhibit shorter-scale fluctuations in the electric field and, thus, in the Rashba parameter, than in 458 the electrostatic potential. 459 with the experiment, we further apply the model to conventional 2D electron systems in 480 semiconductor quantum wells, which have been used to establish prospective elements for 481 spintronics applications. [13] [14] [15] The model has to be adapted for single-side doped semiconductor 482 quantum wells, where the dopant layer of concentration � � �� is separated from the 2DES by a 483 distance � � : firstly, the 3D contribution of the depletion layer vanishes and, secondly, one can 484 take � � 2�� � . close to the exact result in Ref.
[12]. The correlation length becomes 489
With these numbers the spin dephasing length � ���� and the spin diffusion length � � can be 491 calculated straightforwardly according to methods section "Spin dephasing by random Rashba 492
coupling", the latter requiring the additional knowledge of � ��� . 493 
499
The numbers are approximate, mostly since � , being a material and structure dependent 500 parameter [16], is not very well known and spin-orbit coupling can additionally depend on strains 501 within the sample. The value for � is implicitly given for the sample in [13], while for the other 502 samples it is not known. We take the value from a well-established review book [3] , which uses 503 the result from k⋅p calculations. Note that � can easily vary by a factor of four and, since � enters 504 � ���� quadratically, the values of � ���� are only order of magnitude estimates. Moreover, the 505 disorder in electric field and, thus in  � ��� can be influenced by additional factors than by the 506 dopants in the remote layer, which might also be larger than the carrier density in the 2DES. 507
Finally, the value of � ���� of ref.
[15] is calculated at the borderline of the validity of eq. (9), i.e. 508
2DES
� 
