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ABSTRACT 
We sttldv a homogeneous linear matrix equation system related to the strict 
equivalence of matrix pencils. We obtain the dimension of the vector space of its 
solutions in terms of the invariants of the strict equivalence. We give a characteriza- 
tion of the strict equivalence of matrix pencils by rank tests, and we extend Roth's 
criterion tbr the corresponding nonhomogeneous system. 
INTRODUCTION 
In this paper we denote by C p ×'/ the vector space over C of the p × q 
matrices with coefficients in C, and by GI,,(C) the l inear group of degree n 
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over C. The ring of polynomials with coefficients in C is denoted by C[A], 
and the vector space over C of the p X q matrices with coefficients in C[ A] 
is denoted by C[A] pxq. Let A, B ~ C "x'.  The Sylvester matrix equation 
AX - XB  = 0 is closely related to the similarity relation between the matri- 
ces A and B: These matrices are similar if and only if this equation has an 
invertible solution. In the same way, two matrix pencils AB 1 -A  1 and 
AB, 2 - A2, where B1, A1, B2, A 2 ~ C pxq, are strictly equivalent if and only 
if the generalized Sylvester matrix equation system 
A1X - YA.2 = O, 
B1X - YB  2 = 0 
(,) 
has a solution (X, Y) with X and Y invertible matrices. 
When B~, A~ ~ C '~xq' and B 2, A 2 ~ C t'2xq2, the dimension of the 
vector space of solutions of ( * ) is obtained. The formula of this dimension is 
given in terms of the invariants for the strict equivalence of the pencils 
AB i -Ai, i = 1,2. Instead of the Kronecker minimal indices we consider 
their conjugate partitions. The partitions corresponding to the common 
eigenvalues of these pencils (in C := C o {oo}) in their Weyr characteristics 
appear too. As particular eases of this formula we find the formula for the 
classical Sylvester matrix equation AX - XB  = 0 (Frobenius [5, 4]) and the 
formula for the Sylvester matrix equation associated with the block similarity 
(or feedback equivalence) relation between pairs of matrices [1, p. 97]. 
The obtained formula permits us to give a rational criterion of strict 
equivalence of singular matrix pencils by rank tests. This criterion extends a
criterion for similarity of square matrices by rank tests given by S. Friedland 
[4] and a criterion for block similarity of pairs of matrices [1, p. 104]. 
We have worked with the matrix quadruple (A, B, C, D) assoeiated with 
a linear time-invariant control system of the form 
Yc =Ax + Bu ,  
y = Cx + Du.  
The transfer-function matrix H(A) of this system is given by H(A) = C(A I  
- A)-lB + D. A singular pencil of matrices for this system can be con- 
structed in the form 
- D  ° 
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An equivalence relation can be defined on the space of the quadruples 
(A ,  B,C, D), based on the basis changes in the state space, input space, and 
output space, and on the operations of state feedback and output injection. 
This equivalence relation is itself equivalent to the strict equivalence relation 
between the assoeiated pencils to the quadruples. The minimal indices and 
elementary di~sors are related to the system transfer-function matrix through 
a canonical form ~br the quadruples. There exists a minimal realization 
procedure based on the infinite elementau dMsors. This theory was also 
applied to solve the problem of exact model matching (see [16] and [13]). 
We have studied Equation (*), reducing it to the analogous equation for 
a pair of matrix quadruples. 
If AB l - A 1 ~ C[a] qlxq' and AB 2 - A 2 ~ C[A] '~2×q-' are regular matrix 
pencils without common eigenvalues (in C), then it has been proved that the 
linear operator 
T:Cq,×q~ ' × C'4,×q~ __, Cq,×q2 × C't~:q~ ', 
(X ,Y )  ~ (A~X-  YAe, BIX-  "YB~) 
is invertible [15, p. 278, Theorem 1.11]. Our formula for the dimension of 
Ker T (Theorem 3.1) corroborates this result. 
Besides the mathematical proofs of our results in Theorem 3.1, Lenunas 
4.1, 4.2, 4.3, ad 4.4, and Theorem 4.5, we have checked these formulas by' 
means of numerieal examples using the MATLAB sYstem in a 386 personal 
computer. 
The paper ends with an extension of Roth's criterion to give a necessa D'
and sufficient condition for the existence of a solution of a nonhomogeneous 
generalized Sylvester matrix equation system 
A 1X - YAz =A~ 
BI X - YB 2 = B:~ 
in terms of the strict equivalence of two adequate pencils. 
The paper is structured as follows: Section 1 contains the classical 
definitions about pencils and matrix quadruples and their canonical forms. It 
also contains a simple formula for the dimension of the solution space of 
AX - XB = 0 by means of the scalar product of the partitions corresponding 
to the Weyr characteristics of the common eigenvalues of A and B. In 
Section '2 it is proved that our problem is stable with respect o the strict 
equivalence of pencils. Section 3 deals with the case of regular pencils. 
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Section 4 deals with the general singular pencils case through the matrix 
quadruples. Section 5 gives the extension of Roth's criterion. 
1. PRELIMINARIES 
1.1. Partitions of Integers 
A partition is a finite or infinite sequence of nonincreasing nonnegative 
integers almost all zero, 
,n  = (m ,,n2 . . . .  ) .  
The number of the nonzero terms m i is the Length f (m)  of the partition m. 
The conjugate partition of m, 
= . . . .  ) 
is defined by 
mk := Card{i: m i > k}. 
If p is a positive integer, p denotes the set {1, 2 . . . . .  p}. The scalar 
product of x = (Xl . . . . .  XN), y= (Yl  . . . . .  YN) E ~N is defined by x 'y  = 
E~=lxkyk. Let a =(a l ,  a 2 . . . .  ) and b = (bl, bz , . . . )be  partitions; the 
scalar product of a and b is defined by 
N 
a " b = ~. aib i, 
i=1  
where N = max{f (a), f(b)}. 
PROPOSITION 1.1. Let m = (ml, m2, . . . ,  rap, 0, . . .  ) and n = 
(n~, n 2 . . . . .  n ,l, 0 . . . .  ) be partitions of lengths p and q respectively. Then 
min(mi, n j) = m . n .  
( i , j )E J2  Xq 
Proof. Let bqj := min(m~, nj) for ( i , j )  ~_p × q. It is easy to prove by 
induction on t that 
t 
E /~,j = E Card{( i , j )  ~p  × qltxij >_ k} + E (Izij - t ) .  
( i , j )~p  × q. k=l  {( i , j )  : l~,j>_t} 
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Suppose now that m~ >_ hi, without loss of generality; then putting 
t = n 1 in the preceding equality., it results that 
H I 
E >,j= y_.,Card{(i.j)~p_×ql~,,>_k} 
(i,j)~tdXq_ k= 1 
On the other hand, 
{ ( i , J )  ~ t] X q_ltxq >- k} = {i ~ p_lm~ >_ k} × {j e qlnj > k} 
So, 
(i, ,])~ljX q k~ 1 
Before seeing a consequence of this identity, we introduce some neces- 
sa U notation. Let M ~ C '~×~, and let the complex number h o be an 
eigenvalue of M. We associate a partition to h 0, 
4a0,  al) = ( , , , , ,  ,,,~ . . . .  ) ,  
m t, me . . . .  being the exponents of the elementary dMsors of M associated to 
h 0. As is known, the system of partitions s(h 0, M) corresponding to the 
different eigenvalues ho of M is called the Se~r~ characteristic of M. If  we 
define the conjugate partition 
w(A0, M) = s(a0, M) ,  
the system of partitions w(h  0, M), when )t o ranges over the different 
eigenvalues of M, is called the Weyr characteristic of M. The spectrum of M 
is denoted by cr (M).  
Let now A ~ C '"×'" and B E C ~x'' such that (r(A) N (r(B)  = 
{h 1 . . . . .  As}. Then the dimension v(A,  B) of the vector subspace {X 
C'"×"IAX - XB = 0} of C "x '~ is equal to 
~ min(rnki, n U),  
k= 1 (i.j) 
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(mkl,rnl ,  2 . . . .  ) =s(hk ,  A),  (nk l ,nk2 . . . .  ) =s(A I , ,B )  
(k  = 1 . . . . .  s )  
(see [4]). Then Proposition 1.1 implies that 
u(A ,B)  = ~w(ak ,  A ) 'w(ak ,B  ). 
k=l 
This formula corroborates the expression obtained in [2] for u(A, A). 
1.2. Strict Equivalence of Matrix Pencils' 
Let H I ( ,~)= AB 1 -A  1 and H2(A)= AB 2 -A  2 be two matrix pencils 
where B 1, A 1, B e, and A 2 are complex matrices of size p × q. These pencils 
are said to be strictly equivalent, H~(A) ~ H,2(A), if there exist P ~ Glp(C) 
and Q ~ Glq(C) such that PHj(A)Q = H2(2t), that is to say, 
PB1Q = B 2 and PA1Q = Az. (1.1) 
A matrix pencil H(,~) = AB - A is said to be a regular pencil if A and B 
are square matrices and det(AB - A) is not the zero polynomial. We define 
the normal rank of the matrix pencil H(A) as the order of its greatest minor 
different from the polynomial zero. We will denote it by rkn H. 
It is well known (see [7, Section (XII.5)] or [8, pp. 662-678]) that two 
pencils are strictly equivalent if and only if they have the same (column and 
row) minimal indices and the same (finite and infinite) elementary divisors. 
That is to say, a complete set of invariants for the relation of strict equiva- 
lence of pencils is formed by the following types of invariants: 
(i) column-minimal indices denoted by e~ _> "" >_ e~ > er~+l . . . .  
(ii) row-minimal indices denoted by r h > "" > r/~, > r/~ +1 . . . . .  
r/v,, = 0. 
In (i) "all the column-minimal indices may be equal to zero. In that ease r 1 
does not appear and the following developments will be simplified accord- 
ingly. The same is true for s l in (ii). 
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(iii) infinite elementary divisors of the form 1.~ 'l~1 , . . . .  ~ . . . . . .  with n< > 
"'" >_ n=~ >_ 1 
(ix.') finite elementary divisors of the form (A -  ki )n'l, . . . .  (A -  A i)'''`', 
~x4th n~l >__ -.. > n~ > 1, i = 1 , . . . ,u .  
i 
We ,a411 also use the notation 
. , .( , , ,  H ( , ) )  = (,,,~ . . . . .  , , , , , ,0  . . . .  ), 
~(~,H(a) )=(n=,  . . . . .  n .... ,0  . . . .  ), 
[s(A,, H(A)) . . . . .  s(a.,  H(A)), s(cc, H(A))] being the Segr~ characteristic of 
the pencil H(A). The system of corresponding conjugate partitions 
~(a , ,H(a) ) :  s (a , ,~( , ) ) ,  i :1  . . . . .  ,,, 
constitute the so-called Weyr characteristic of the pencil H(A). The spectrum 
of H(A) in C is denoted by ~(H(a)). It is knoxx~ (see [9]) that r o = q - 
rknH and s 0 =p-  rknH. 
Recall (see [7, 8]) that to each matrix pencil corresponds a canonical tbrm 
called the Kronecker canonical .fi)rm, which is determined, except for the 
order of the blocks, by the invariants described above. 
For the particular case of regular pencils there are no miniinal indices. 
and the corresponding canonical form, which is kno\xll as Weierstrass canoni- 
cal fi)rm, is very simple. If ~2i= i j= l nij II and ~l:: l~:J m, the corrc- 
st)onding canonical form is 
where N = diag(N I. . . . .  N~.), Mth 
for i = ] , . . . ,  ~,=, 
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and j = diag(Jn . . . . .  J lu l  . . . . .  J , , l  . . . . .  Juu,), with j~j = )t~In~j + N,,,~, with 
N , , , j=[ :  In'J-l] ~c ' ' '×%0 for j= l , . . . ,u  i, i=1  . . . . .  u. 
1.3. Equivalence o f  Matrix Quadruples' 
Let A i ~ C n×n, B i ~ C "xm, C i ~ C px', D i ~ C p×',  i = 1,2, and let 
us consider the quadruples (A l, B1, C l, D1), (A  2, B2, C 2, D,2). These 
quadruples are said to be equivalent if there exist matrices P ~ GI,,(C), 
Q ~ Glt,(C), r ~ GI.,(C), R ~ C n×p, and S ~ C "×" such that 
Matrix quadruples and matrix pencils are closely related in the sense that 
every quadruple (A, B, C, D) is associated with a pencil of the form 
,['0 
Conversely, for every pencil H(A) = AH 1 - H 2 e C[/] p×q, if rank H 1 
= n, there exist invertible matrices P and Q such that 
with Xl ~ C "x". We will say that the quadruple (X~, X 2, X a, X 4) is associ- 
ated with the pencil H(A). A pencil may have different associated quadru- 
ples, but all of them will be equivalent, since it is known (see [9]) that the 
equivalence of matrix quadruples i a necessary and sufficient condition for 
the strict equivalence of the associated matrix pencils. As a consequence, we 
have that the invariants and the canonical form for the equivalence of 
quadruples will be obtained by means of the invariants and the Kronecker 
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canonical form of the pencils that have them as associated quadruples. So, if 
the pencil 
has the invariants described in Section 1.2, the quadruple (A, B, C, D) is 
equivalent to the quadruple in canonical form (A,., B~, C,., D,.) (see [9]). Here 
A,, = diag(A,~, A, ,  A~, A f ) ,  
with A~.. = d iag(N, .~, . . . ,  N~.r,); A~ = diag(N,~ ' , . . . ,  NT);7,, A~ = 
diag(N,] I . . . . .  N~)  with d, := n~ - 1, (I t >__ "" >_ (If, > (t~,+1 . . . . .  
(1,,, = 0, and t 0 := ~; and A[ = diag(J~ . . . . .  j~;, . . . . .  j,,, . . . . .  j,,,,,,), the N's 
and the J 's being defined as in Section 1.2. Furthermore, 
B~ 0 
0 0 
B,,= 0 B~ 
0 0 
with 
B~ = 
E I 
E'r, 
and B~ = 
FI 
4 
where 
° EJ= ; " E~j = ej . ( , 
and ej is the row vector with 1 in the j th  component and 0 in the rest. Next, 
0 C~ 0 0 ] 
C~, = 0 0 C~ 0 ' 
= r C~oX,i. T E T ] with E T where C n lET, . . . .  E~'], E~! 2~ , C~ = [E(,~, . . . . .  ~,, ,,, 
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Ct°×dJ; and E r and Eft are the transposes of Enj and Edj, respectively, 
defined like E~ j above bdt with the sizes now required. Finally, 
[0 01 0] 
D: 0 D~ ~ C p×*', D~ ito_tl 
1.4. The vec Operator and the Kronecker Product 
We define the operator vec in the following way: 
vec :  C pxq ---> C pqXl 
• o -~ .~ , ° -7  IT  X=(x , j )  ~ [x, , ,  x,,;, . .  ~;,1, ~p~ , 
and we define the Kronecker product by 
A ® B := (aikB) ~ C mpx',q, 
where A = (aik) ~ C "~×" and B ~ C pxq. It is known (see [12, p. 410]) that 
this operator and this product are related by the following property. 
LEMMA 1.2. I fA  ~C re×n, X~C ~×p, andB ~ C t'xq, then 
vec(AXB) = ( A ® B r) vec(X) .  
DEFINITION. The nullity of a matrix M ~ C '~x n, denoted by v(M), is 
equal to n-rank M. 
2. INVARIANCE OF THE DIMENSION BY STRICT EQUIVALENCE 
Let us consider two matrix pencils Hi(A) = }tB  1 - A 1 E C[/~] plXqI and 
H2(A) = AB e - A 2 ~ C[A] p2xq~ and the following matrix equation system: 
A1X - YA 2 = 0, 
B1X - YB 2 = O. 
(2.1) 
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We will prove that the strict equivalence of pencils is a natural equivalence 
relation for the study of this system. That is to say, if AB 1 -A  l and 
A/32 -A2  are two pencils strictly equivalent o the previous ones, respec- 
tively, then the vector space S of solutions of the system (2.1) associated x~4th 
these pencils is isomorphic to the analogous pace S associated with H~(A) 
and He(A). 
PP, OPOSITION 2.1. The vector.~paces S and S are isonu?rphic. 
Proof. By the strict equivalence of AB~ - A~ and a/~ - Ai, there exist 
invertible matrices P~ ~ Glt,(C) and Q, ~ Glq(C) such that P~/3~Q, = B~ 
and Pif~iQ i = Ai, i = 1,2, 
Let us consider the following map: 
~: S- - ,S  
(x ,Y )  ~ (~, f )  = (QIxQ;', Pc'YP~). 
It is easy to see that this linear map is an isomorphism. 
3. REGULAR PENCILS 
3. I. Dimension of the Solution Space 
We will study now the system ('2.1) in the particular case when the pencils 
HI(A) and Ho(A) are regular. By Proposition "2.1 we can suppose, without loss 
of generality, that HI(A) and H,~(A) are in Weierstrass canonical form, so, if 
ql × ql is the size of H~(A), i = 1,2, we can put 
0] ,,] 
with n~, m~, L, N, as the n, m, J, N in (1.2)~ corresponding to tt,(A), and 
ni + rni = qi, i = 1, 2. Then tile system ('2.1) can be written 
['o [¥ "1[ °1 I,,,, X:s X - Ya )4 () I .... = O, 
0 Xl X2 Y1 
N1 X3 X,I - Y:I ) O- N2 = O, 
(:~.l) 
where X l,Yl have the size n I ×n2,  and X 4,)4 have the size m I × m, 2. 
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From (3.1) we can deduce the following matrix equations: 
J1X1 - Y1J2 = o, (3.2) 
= o, (3.3)  
= O, (8.4) 
= o, (3.5) 
= o, (3.6) 
= o, (3.7) 
= o, (3.8)  
(3.9) 
J1 X2 - Y2 
X8 - YsJ2 
x4 - ¥4 
X1 - YI 
X 2 - Y2N~ 
N1 X8 - Y3 
NI X 4 - )J4 N2 = O. 
From (3.2) and (3.6) we obtain the equation 
J1 X1 - x~J2 = o. 
From (3.5) and (3.9) we obtain the equation 
N 1X 4 - X 4 N 2 = 0. 
From (3.3) and (3.7) we obtain the equation 
X2- JRX2N2 =0" 
From (3.4) and (3.8) we obtain the equation 
X 3 -- N Ix3 J  2 = O. 
(3.1o) 
(3.11) 
(3.12) 
(3.13) 
But the form of the solutions of (3.10) and (3.11) is well known (see [6, 
Section VIII.I]), and it is easy to see, too, that the equations (3.12) and (3.13) 
have only the zero solution. Moreover, if we denote by u(J~, Jz) and 
u(N 1, N 2) the dimension of the solution vector spaces of (3.10) and (3.11) 
respectively, it is well known that these dimensions can be expressed in terms 
of the exponents of the (finite and infinite respectively) elementary divi- 
sors. So if /x "~ . . . . .  /x ..... and (A -  A1)"', . . . .  (A -  Aj)"lv~ . . . . .  
(A -- A,)"% . . . .  (A -- A,)"--, are the infinite and finite elementary divisors, 
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respectively, o f  Hi(A), and if /*'~'~, . . . .  it"% and (A -  tt~) '4' . . . . .  (h -  
~.~).,'lo, . . . .  (h  "', ~ . )  ,~. . . . .  (a  °' - - /z~) ..... are the infinite and finite elemen- 
tary divisors, respectively, of He(h), then we have (see [6, 4]) 
v~ p] 
i=1 j= l  k=l  h=l  
where 
and 
,(N,, N~) = E E min(,<,,,'j). 
i= l j= l  
As we have said in Section 1.1, there are other possible expressions for 
v(Ji, J~) and v(N~, N2). 
So, if Hi(A), i = 1, 2, have the above invariants and S is the vector space 
of the solutions of the system (2.1) associated with Hi(A) and He(M, we can 
state: 
Tn~:O~EM 3.1. The dimension of the vector.space S is 
d imS = ~ w(A k ,H, (h) ) 'w(h  k,Ho.(A)), 
k=l  
where cr(HI(A)) N o-(Hz(A)) = {)q . . . . .  A} (in C). 
Proof. It is obvious, since dim S = u(]1, ]2) + u(Nl, N2) by the consid- 
erations before this theorem. • 
3.2. A Criterion for Strict Equivalence by Bank Tests 
Let AB 1 - A1, AB 2 - A~ ~ C[A] 'xq  be two pencils. As we have said in 
the Introduction, a possible way to determine whether these pencils are 
strictly equivalent is to consider the matrix equation system (2.1): 
A~ X - YA e = O, 
B 1 X - YB_o = O. 
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Then, AB l - A 1 and AB 2 - A 2 are strictly equivalent if and only if there 
exists a solution (X, Y) of (2.1) such that X and Y are invertible matrices. 
Let now the pencils Hi(A) = AB i - A i ~ C[A] p'×q`, i = 1, 2. By means 
of the vec operator, the Kronecker product, and Lemma 1.2, it is easy to see 
that the corresponding system (2.1) is equivalent to the linear system 
[A~®Iq~ -Ipl®AT][vec(X)] 
Bl®lq2 - IpL®BTJ [vec(Y )  = [~]" 
(3.14) 
So the dimension of the vector space S of solutions of the system (2.1) 
coincides with the nullity of the coefficient matrix of (3.14), that is to say, 
A ® Iq2 -Ip~ ® Are] 
dim S = u 
[ Bi ® Iqz "Ip, ® B~ 
(3.15) 
For the particular case of regular pencils, Theorem 3.1 gives an expres- 
sion for the nullity of the corresponding coefficient matrix of (3.14). So we 
can establish now a criterion for strict equivalence of regular pencils which 
extends a criterion for similarity of square matrices due to Friedland (see [4]). 
In the proof of this criterion we will use the following result of Friedland: 
LEMMA 3.2 [4]. Let A ~ C "~x'' and B ~ C "xn. Then 
' [u (A ,A)  + u(B ,B) I  u (A ,  B) <_ ~ 
The equality holds if and only if m = n and A and B are similar. 
TrtEOREM 3.3. The regular pencils Hi(A) = ABt -A  1 and Hz(A) = 
AB 2 - A 2 of size qi × qi, i = 1, 2, are strictly equivalent if and only if the 
three matrices 
B 1 ® lq~ -Iq~ ® B r ' B 1 ® lq~ -lq~ ® BT] ' 
A2 ® Iq2 --Iq2 ® At'2 1 
B 2 ® Iq2 Iq2 ® B TJ 
have the same rank. 
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Prot~'. By Proposition 2.1 and (3.15) the necessity of the condition is 
evident. 
Conversely, if these three matrices have the same rank, then by (3.15) and 
Theorem 3.1 we have 
v(J,, J,) + V( Nl, ~r ) = v(J,, J2) + v( N,, N2) 
= v(Je,J2 ) + v(N 2, N2). 
By Lemma 3.2 it holds that 
and 
v(J,,J,2) < ½[v(L, J ,)  + v(J2,J2)] (3,16) 
then 
 (xl, x2) -< ½Iv(x1, + v(x2, (3.17) 
u(Ji,J2) + v(N1, N2) < ½[v(J1, J l  ) + v(N1,Ni) 
+ v(Je, J2) + v( N 2, N2)], 
and the equality holds if and only if we have equalities in (3.16) and (3.17). 
And then, Lemma 3.2 guarantees that Jl and J,2 are similar and N 1 and N 2 
are similar, and so Hi(A) and H,2(A) are strictly equivalent • 
4. SINGULAR PENCILS 
4.1. A Matrix Equation for Matrix Quadruples 
Let H,(A) ~ C[A] (''+v')×("`+''0, i = 1,2, be two matrix pencils. If n~ is 
the rank of the coefficient matrix of a in Hi(A), i = 1, 2, then by transforma- 
tions of strict equivalence in Hi(A), i = 1, 2, we can obtain the pencils 
Ai Bi 
i = 1,2. 
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Then the system (2.1) corresponding to these pencils is: 
IZl   Ilxl [Y1 Y2][A2 B2] 
C1 Di X3 X4 - Ya Y4 C'2 D2 = 0, 
X2 
{I;, :1[  X1X3 X4] - [YI[Y,3 Y2][I,, 0 4J[ ; 1 =0, 
(4.1) 
where X1, Y 1 ~ C n,xna, X 4 ~ C m'xm2, and Y4 ~ Cp'XP~" From (4.1), it is 
easy to see that X 1 =Yt, X 2 =0, and Ya =0" So we can consider the 
equivalent matrix equation related to the equivalence of matrix quadruples: 
[a, 01 - -  1 ~ 0 .  Cl DlJ[X3 X4 Y4 C2 D2 (4.2) 
Equations (4.1) and (4.2) have isomorphic spaces of solutions. 
On the other hand, from (4.2) we can obtain the equations 
A1X 1 + B1X 3 
B1 X4 
C1X1 
- X 1A 2 -  Y2C2 =0,  
- X1B2 - Y2D2 =0,  
+ DIX3 - ¥4C2 = O, 
D1X 4 =- ¥402 = O. 
(4.3) 
By means of the vec operator, the Kronecker product, and Lemma 1.2, it is 
easy to see that (4.3) is equivalent to the linear system 
-A~ ® I,,~ - I,,~ ® A~ B 1 ® I,, 2 0 - I , ,  ® C~' 0 
- I , , ,  ® B~" 0 B 1 ® Ira2 --I,,, ® D~ 0 
C 1 ® In2 D 1 ® I,,~ 0 0 - Ip i  ® Cf  
0 0 D~ ® Im~ 0 -Ipl ® D~ 
-vec(X~) 
vec(x~) 
vec(X~) 
vec( Y~ ) 
vec(Y~) 
= 0. (4.4) 
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The dimension of the solution space of (4.1) or (4.2) coincides with the 
nullity of the eoefficient matrix of (4.4). 
4.2. Dimension of the Solution Space 
From now on we will suppose the quadruples (AI ,  B1,C 1, D l) and 
( Ae, B e, C2, D, 2) are in Kroneeker canonical form, without loss of generalit?:, 
so the form of these matrices is 
A i 
C i 
] [ i010 0 
A(~) ' Bi = B~i) " 
A!/' o 
[: c i, o :] [:o] 
0 C~ ') , D~ = D~, ~) , i = 1,2. 
We want to obtain the rank of the coefficient matrix of (4.4). By permutations 
in the rows and the columns of the coefficient matrix of (4.4), we can obtain 
the equivalent matrix diag(M1, M2, Ms, M4) , where 
_- [a9 ) ® I,,~ - Io ® a~ B~" ® I,,~ 
MI 
t -I,~ ® B~ 0 
A(~ ) ® I,~2 
-~ ,  
C(, 1) ® I,,~ 
0 
0 
0 
-Q ,  ® C r 
- L ,  ® z)~ 
0 
B~ 1) ® I,,,~ 
- I~ ® C~ r 
- t ,  ®n~ 
0 
M 3 
M 4 
- I v  ® B r 0 B~ ~) ® I,,,~ 
C~ k) ® I,,~ D~ ~) ® I,, 2 0 
0 0 D~ ~) ® I,,,~ 
A T ® I,,~ - I~ ® A~ -z~ ® c~] 
-Io®c~] 
- I~  ® Dr " 
- I~, ® Cf  0 
- I  v ® Dr  0 
0 -Q  ® C~' 
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where a = E[Llsi ,  /3 = E~Lff/i, Y = E~=ld i ,  8 = E~_ l~yk~ni j ,  and where 
ei, i = 1 . . . . .  ro; r/i, i = 1 . . . . .  So; d i, i = 1 , . . . ,  to; and n ip  j = 1 . . . . .  u i, 
i = 1 . . . . .  u,  are the invariants defined in Section 1.2 for the first quadruple 
! l I ¢ t (A 1, B 1, C 1, Dj). We will denote by ei, i = 1 . . . . .  r0; 7/i, i = 1 . . . . .  So; d~, 
i = 1 . . . . .  to; n'q, j = 1 . . . . .  p~, i = 1 . . . . .  v, the corresponding invariants 
for the second quadrupole (A 2, B z, C z, Dz). Moreover, we will denote the 
conjugate partitions of e = (61 . . . . .  G) ,  7 /= (r/l . . . . .  r/s) , and d = 
(d  1 . . . . .  d t )  by r = ( r l , . ; . ,  ,G), s = (s I . . . . .  %),  and t = ( t  1 . . . . .  td,!, re- 
spectively tand similarly r ,  s ,  and t' for the conjugate partitions of e ,  ~/', 
and d'). 
Now, we will obtain the nullity of these four matrices M t, M z, M3, and 
m 4 • 
LEMMA 4.1• The nu l l i ty  o f  the  matr ix  M 1 is 
F I ~'1 
/2 (MI )  = t -o (n2  Jr- " / '2 )  -]- SO Z ~'i - -  E ~; 1Yi " 
i= I  i=1  
Proof .  Taking into account he form of the matrices A~ ) and B~ (1), by 
permutations of block rows and columns in M1, we obtain the equivalent 
block-diagonal matrix: 
where 
u, (~, )  = 
- MI(  ~'1 )
-a~ I,,2 ... o o • o .  o . -c J  
0 -A~ z . . .  0 0 " 0 " 0 " 
: : - : • : • : " 
0 0 . . . .  A~" I .  2 0 0 
0 0 "'" 0 -A~ 1 ,  2 0 
- B~'  0 0 - D~"  
-B~ o o -D~ 
• . • : • : • . .  
-B f  . 0 . 0 . -D  ro 
-B f "  0 • I,,, • -P~"  
- Cf  
-c~ 
and there are ~i row blocks in each part of Ml(e i ) ,  i = 1 . . . . .  r 1. 
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Thus rank M I = Er l  I rank Ml(e i ) .  So now we will obtain the rank of one 
block Ml(ei ) .  
By block column and block row transformations with the blocks I,~ and 
I .... i n  Ml(gi) ,  we can obtain the equivalent matrix: 
0 l , ,~ 0 - ' -  0 0 . 0 . 0 . 
0 0 l":z " "  0 0 . 0 . 0 . 
. . . . . . . . . .  O . , . . . , 
0 0 0 " '  0 1,,~ 0 0 
0 0 0 - . -  0 0 1 .~ 0 
BI{ o o - - .  o o o o Dr  o . . -  o o 
-B~A! , )  o o .-. o 0 0 0 -B~( :~ I)~ 0 o 
. . . .  : . : . : . ' " " ' 
(l/2 0 0 "'* 0 0 " 0 " 0 " oQ~C ~' (1'4 CT  -D~"  0 
0 0 0 .., 0 0 . 0 I,,,~ 0 0 0 0 
_ RT(AT~e~-n  where oe,, = ~.~,"2 ,  , n = 2, 3, 4. 
Now, by permutations of block rows and columns we can obtain the 
equivalent matrix 
diag( I..,., + ..... _ , M l i), 
xAz l le re  
.~,!1i = 
-B~ -o~ 0 -.. 0 0 
r "r BrC  7 -B  2A2 - 2 ,2 -D~ "" 0 0 
r 7" n ' r~rc . r  r r -Be(A .~)  2 -~2. ,2~e -BoC~ "'" 0 0 
' ~ - . BT  T .e  4 T -B~(A~)  ~' ~ -B~(A '~)  ~' :~C: - ~ (A~)"  C,, . . . .  D~ 0 
So rank Ml(~ i) = '~1 n2 + me + rank Mli. 
Now, taking into account the form of matrices A 2, B 2, C 2, and D e, we 
can de&me that 
Bg,( A,r); [B(~)"( A(~2)")J O 0 ()] 
= , j=0  . . . . .  e~-2 ,  
o o B~'~(A~'") ~ o 
174 
and 
M. A. BEITIA AND J.-M. GRACIA 
0 
j=0  . . . . .  e i -3 .  
So, by block row and bock column permutations in Mli, we can obtain the 
following matrix: 
o] 
Mli~ ' 
where 
and 
Ml i  e :=  
-B~z) r  
_B(2)~A(21 ~ 
_ (2)r (2)r ~-2  <(n,)  
- n(_£ T - D~ 2)~ 0 .'. 0 O 
- B ( JA~ >~ - R ( Jc ( J  -o ( J  ... o o 
2 T ~ T 0 _n(2)rA(2)r(?(e)  r _R(~)rc (e )  r -B'~'(A'~' ) . . . . . . . . . . .  ... o o 
_B(2)r(A~)r)6,-2 (2)r (2)r e,-a (2)T--B~ (A~)  C~ ""-D(2)r 0 
Therefore the rank of MI~ is equal to the sum of the ranks of the two 
blocks of the matrix (4.5). But it is known that 
rank[B(2),a(2)n(~) ,(A~))~-~B(2)] ' + . . .+  ' 
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because the pair (A e2), B 2"2)) is in Brunovsky canonical form, its controllabili~' 
indices are e; >_ ... > @1 > 0, and its Brunovsky numbers are r'j > "- _> 
r£4 > 0 (see [1; 8, p. 196]). So we only need to obtain the rank of the lower 
block of matrix (4.5). 
Now taking into account he form of matrices A~ ), B~ (2), C~ 2), and I)} 2), if 
we put 
u4th F~ 2)' e C'" × zS'~ ,d; 
E(2) 1 : " = 
E{2) d;,t 
with E{~ ) e CZ'/~d; ×'', 
we can decompose the blocks of the lower block of (4.5) in the following way: 
E~ {2/ {} 0 {} 0 "" 0 0 0 -  
0 (} l& t] {} 0 - ' .{} 0 {} 
FI2)'A{~2) ~ _F}2}'F{2) (} (} {} ... {} (} {} 
0 0 0 0 ld, 4 " "0  0 0 
, a ,{2}  t ,{2)  F}~}'( A!)}' ) "  --F~{B)R(IZ)"F(f ) {} --I'., E_, {} ' - '0  {} {} 
o {} o {} {} - .o  o {} 
: 2 2 2 : 2 2 : 
(} 0 0 (} 0 "'" (}ld, Q 0 
(4.6) 
By permutations in the rows and the colmnns (ff (4.6) we obtain the 
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equivalent matrix 
- I(e i- lXt~-t'll 
- G (2)T 0 "" 0 0 
- E~(2)[a(d )~ - e~(2)~>~J ) . . .  o o 
_ F(2)r ( A~)~,)2 - E~(2)~*(:)r ~ ~J) "'" 0 0 
• E(2)r C2)T <-2 A(2)r]<-3E(2) _E(2)rE(2) 0 -o~ (Ao~ ) -F~(2)r( oo , oo "" ~ o¢ 
(4.7) 
But, by the form of matrices F~ 2), A~ ), and E~ 2), we can deduce that the rank 
of the lower block of (4.7) is 
rank F~ (2)r + rank[ F~(2)[4(o~ )r, F~(2)TE(2)] + -.. 
+ rank[F~('2)r(A(2)r]*'-2_~ ! , • . . ,  F~(2)rE(2) l 
= t' i + (Card{i: d' i > 2} + Card{i : d', = 1}) + "-" 
+(Card{ i :d ;  > e , -  1} + Card{/ d; = e / -2}  + ' "  
+Card{i :  d; = 1}) 
= c, + t'~ + ...  +6  = (< - 1 ) r , .  
So 
rankMli  = ~[] r) + (e / -  1 ) ( t~- t ' l )  + (e i -  1)t'l = ~[] r) + (e l -  1)t'o 
j=l  j= 1 
and 
rank Ml(ei)  = ein 2 + m 2 + E ~; + (<-  1 ) t ; .  
j= l  
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Therefore, 
rank M l = 
r l  f l  r l  R i -  l 
E rank M, (e , )  = /'1m2 + n~ E g i + E E r; 
i=1  i - I  i=1  j= l  
r l 
+ t; E (< - 1). 
i= l  
Since the number of columns of M~ is 
r I r 1 
n2 E < + ~o"~ + ~om, + (4  + t;) I2 <, 
i=1  i=1 
we have 
r I V I L" i - -  l 
/2(1~J(1) = V0(n  2 q- H /2)  + S{)E  °~i - -  r l /no  - -  E E F'. q- t{ l r  I . 
- .1 
i = 1 i = 1 j = 1 
t i Since m e = r o + to, we can put 
r I r I e~- 1 
* 
i=l i=1 j= l  
But it is known (see [1, p. 10"2]) that 
rl  gi 1 6'1 
E Er ;= E~ ' i 1Vi " 
i= l  
Therefore, 
i=1  
LEMMA 4.2. The nullity ( f  the matrix 2~.I~ i.s 
, t t 
, (M , , )  = ~%,% + ,~0 E ~, - E .,,+ ,.~,. 
i=  1 i=0 
Pro(f. As in Lemma 4.1, taking into account the ibrm of the inatrices 
A~ ) and C ~) by permutations of block rows and eolunms in M0, we obtain 
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M2(T/~,,) 
M2(  s o - s l )  
where 
M~(n~) = 
-A~ 0 .." 0 0 
1,2 -A~ "" 0 0 
0 0 . . . .  A'~ 0 
0 0 "" I,,~ --AT'2. 
• - c~ 
0 
-c~ 
-C~" 
-C~" 
-B~ 
0 
-Dr2 
-D~ ~ 
0 0 ... 0 I° 2 -C~': 0 
0 D~: 0 
in which the blocks A~ and B~ appear T/i times, i = 1 . . . . .  sl; and where 
-C~ 
M2(  s o - s l )  . . . . .  ~ . . . . . . . . . .  , 
- -  D 2 
-D~ 
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in which the blocks C r and D~' appear s o - s 1 times. Thus, 
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6' I 
rank M e = E rank Mz(rh)  + rank M2(s o - s , ) .  
i=1  
But rank M2(s  o - s t) = (s  o - s j ) ( s '  1 + ti~). So now we obtain the rank of a 
block M2(r l i ) .  
By permutations in the rows and the columns of M2(~/~) we can obtain the 
equivalent matrix 
-a [  - c~ 0 0 .-. 0 0 
-B~ -D~ 
;,,, o -a~ -c,~' 0 .-. 0 0 
o o -B~' -DT, 
0 I,,~ o -A~ -c,~ ... 0 0 
o o -B~' -D~ 
0 0 0 ... -A,~ -C~ 0 
I . . . .  0 - C~ 
0 0 0 -.- 
0 0 - D~' 
(4.8) 
Now, taking into account he form of the matrices A~, B2, C 2, ~nd D 2, 
we can put the submatrix 
-a~ -c;] 
. - P ; . I  
I,,~ 0 J 
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in the form 
-a f )  ~ 0 
- E(2, ) 0 - Nn'I n~ 
-Nn;  q -E(:~)~ o 
N < o - <i~? 
i ! 
_ E(g)  -Nd'¢~ 0 "(,b'~ 
-a'y 0 
- B (2)r 0 "" 0 0 0 
0 0 
o - Fy  - F,! ~;" o - D(~ ) 
IeL, 
In' I 0 
I a'~ 
Id;q 
18 ,
(4.9)  
where a '  4 , 8' =F, i= le i  and = v'~ vo ,  , ,  *-.-,i = 1.-.,j = 1 "i j"  
Now, we will per form co lumn transformat ions on the matrix (4.8) from 
the right to the left. I f  we denote  
18, = d iag( I , ,  . . . . .  I , : , ,) and I v, = diag( Id,  ~. . . . .  Id,,a), 
with the first s' 1 + t'l nonzero co lumns of  C~" at the right of (4.8), we can put  
t ! zeros in row,,; r/'l, r/1 + rl; . . . . .  7/' 1 + "" + rl;, ' of  //3, and in rows dl,  d 1 + 
! ! 
d'  e . . . . .  d I + . . .  +d; ,  of I : / .  So in eolumns ce' + , / ] ,a '  + r/' 1 + r/• . . . . .  ce 
+ ~7'~ +""  +r/£5 and a '+¢ '+d '~,ce '+C3 '+d '  l +d '  2 . . . . .  ce '+13 '+d '~ 
+ "'" +d'~ of  the bloek (4.9) there will remain only a 1 in the posit ion 
(~7; - 1, r/;) of  the corresponding Nn; i f  rl; > 1, and in the posit ion (dj, - 
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1, d',) of the corresponding N a, if (t~ > 1. Moreover, for the N< such that 
t J J 
r/i = 1 the corresponding columns in (4.8) are zero. So the rank of the last 
but one block of (4.8) after these transformations i  
s", + t o + n~ - Card{j:  7) = 1} = t;, + n e + .s'~ 
because of 
Card{j:  ~ = 1} = Card{j:  rl; > 1} - Card{j : rl; > 2} = 4 - s~.  
Now, we will perform the same kind of transformations on the previous 
block of b~pe (4.9) with the eolmnns of A r mentioned above that are not zero 
cohmms and the first s' 1 + t '  1 nonzero eolumns of C~' in order to trot some 
zeros in the I,, 2. These zeros will be in rows 
t ! ! ¢ t 
n; -  1, n; n~ +he-1  n~+n~, ,  nq+'+Tv , - l ,Tq++n' ,  
! t 
7'~ + "'" +7<~ . . . . .  rh + "'" + ~/,!,, 
of I~,, and in rows 
t t ¢ t t t t d~ - 1, d~,d~ + de - 1, d~ + (t~, . . . . .  d; + ... +el',:, - 1, d] + ... +d, : ,  
t t 
d'  1 + .. .  +d , : ,+ l  . . . . .  d I + . . .  +d ' t ,  ' 
of" Iv,. So, in columns 
OL' -~ Tfl , a t  -1- 7'1 -1- 72 . . . . .  a q- 7'1 -}- "'" q'- 7v{~ 
a 13 d 
~' +/3 '  + G,  ~' +/3 '  + d'~ + d,~ . . . . .  ~' + /3 + d', + ... + d',, 
2 
of" the block (4.9) there will remain only a 1 in the position (7; - 1, 7;) of the 
• t • ~ t corresponding Nn, ' if 7i > 1. Moreover, for the N,; sucl that 7j = 1 the 
corresponding column in (4.8) is zero. There also remains a 1 in the position 
(d~ - 1, d I) Of the corresponding N,r ' if c~ > 1. In columns a '  + 7; - 1, a '  
+ 7; + 772- 1 . . . . .  a '+  7; +""  +<;~-  l and a '+/3 '+d;  - 1, a '  + 
/3' + d; + d~ - 1 . . . . .  c~' +/3 '  + d; + "-" +d'< - 1 there remains only a 1 
in the position (7; - 2, 71 - 1) of the corresponding N,; if 7; > 2. C(~lu,nn 
182 M. A. BEITIA AND J.-M. GRACIA 
a '  + r/' 1 + -.. + r/; - 1 in (4.9) is zero if r/~ = 2. And there remains only a 1 
in the column of (4.8) in the position (d} - 2, d} - 1) of the corresponding 
N~t } if d~ > 2. 
Thus, the rank of this block after these transformation is
s] + t o + n 2 - Card{j:  r/a' = 1} - Card{j:  r/j' = 2} = t; + n 2 + s~. 
We can proceed in the same way until the first block of (4.8). The rank of 
this first block before performing the same kind of transformations will be 
! 
tPo + n 2 + sn~+l. 
Therefore, the rank of the matrix M2(71i) will be 
and we have 
rankM2(rh)  =s]  +t ;  + E ( t ;  +n  2 +s j+ l ) ,  
j= l  
rank M 2 = Sl(S; + to) + 
8"1 "Oi 
E E ( to  -~- "2  q- S j+ I )  + (SO -- 81) (3 ;  -~- t ; )  
i=Ij=l 
S I s l r/i 
= 80(¢1 + t;) + (t; + n~) E 7, + E E ~+,. 
i=1 i=l j=l 
Since the number  of columns of M 2 is 
s I s 1 
n2 E ~ + So p2 + p,2 E n~, where p~ = ~; + t;, 
i=1  i=1 
we have 
SI 31 ~i 
~(M~) = 80(s0 - s',) + s0 E ~ - I2 E sS+~ 
i=1  i= l j= l  
! ! ! 
= %80 + 8o ~ n, - ~ 8~+~s,. 
i= 1 i=(} 
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REMARK. Observe that v'n~ ,.' = E/~] Si S'i. a-~i=O° i+ lS i  =1 I 
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LEMMA 4.3. The null ity o f  the matrix M 3 is' 
t I dl 
t,(M3) = t0.s:, + .s':, E di + E tit'i" 
i=1  i=0 
C:~ ~ and  Proof. Taking into account he form of the matrices A~ ~, B~ ~), d) 
D~ ~), by permutations of block rows and colunms in M 3 we obtain the 
equivalent block-diagonal matrix: 
-M:~(d,) 
v: , (<, )  
M,(t .  - t,) ]' 
where 
M:~(d, ) = 
A T 0 " "  0 0 1 .2  0 . - C~"  
l,,~ A{ ... 0 0 0 0 • -C[  
" " " i . : . : . " .  O 
o o ... a~ o o • o • -c~ 
o o . . .  l .... -a~ o . o • c~ 
. . . . . . . . . . . . . . . . . . . .  " . . . . . . . . . . .  : . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ . . . . .  
M o t - *~{ 
. .  • • " . .  0 
• . . . • . 
-R~ o o - z~ 
i ,  . . . . .  ;, . . . .  : ;, . . . .  ; , i :0 !0 :  . . . . . . . . . . . . . .  0 . . . . . . . . . . . . .  ~ i ;  I 
. . . . . . . . . . . . .  0 . . . . . . . . . . . . . . .  00  . . . . . . . . . . . . . . . .  0 . . . . . . . . . . . . . . .  5 , ; i l  
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in which the blocks A T and B~" appear d~ times, i = 1 . . . . .  tl; and where 
In2 - C2 
In~ - C r 
M3( t o - t , )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I,,~ - Dr  
I , ,~ - D r 
in which the blocks C r and D T appear t o - t 1 times. Thus, 
t I 
rank M 3 = E rank M3(di) + rank Ma(t  o - t l ) .  
i=1  
But rank M3(t  o - t 1) = ( t  o - t l ) (n .  2 + m2).  So now we obtain the rank of a 
block Ma(d i ) .  
With the blocks I,,~ and I,,,~ of M3(d l ) ,  which are alone in their block 
column, we can cancel the corresponding row block. So, after permutations in
block rows and columns, we can obtain the equivalent matrix 
-In~+m2" O"  0 0 .. . .  0 0 
0 I,~ A~ c~ 0 ... 0 0 
o -B;  ~ -D~ 
0 0 I,,~ o -A~ -C~ ... 0 0 
0 0 -B  r -D  T 
. . .  . . . . .  • . . . . . . . .  . . . . . . . . . . . . .  . . . . . . . .  . . . . . . . . . .  . . . . . . . . . .  . . .  
• . . "  . . . . . . . . . . . . . .  • . . . . . . . . . . . . . . . . . . . . .  • . . . . . . . . . . . . . . . .  " o . 
0 0 0 0 ... -A~ -C~ 0 
-~ -D~ 
0 0 0 0 ... -~,,~ o -c~ ~ 
0 0 -Dr  
(4.10) 
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where the block 
I -a[ cg] -B;; -D~] 
appears d~ - 1 times. 
Now, we will perform column and row transfbrmations on the matrix 
(4.10) from the left to the right. So, x~dth the first block I,,, on the heft. we 
x~411 cancel the matrices A 'r and C~' in their block row. The;l, x~qth the l's of 
the matrix B~ we cancel some l's of the second block I, ,  on the left, by row 
transformations. More precisely, we can put zeros in the follo,Mng rows of 
4,4  + 4 . . . . .  4 + ' + . ) i .  
(x '+ /3 '+ 1 ,~ '+ /3' +d'~ + 1 . . . . .  a '+  /3' +d '  I +" -+d; ; - t  + 1. 
If we denote by [,{,I) this matrix with zeros in those positions, then by colunm 
transformations with I,{~ ) on the G)llm~qng block colunm, we can put zeros in 
all the positions of tt~e matrices A r and C,~' except for the positions 
(e;, ~; - 1) of the blocks Nf ,  i = 1 . . . . .  r;, if e; >- -2; the positions (1,2) of 
the blocks N;', i = 1 . . . . .  t; if d; > 2; and the positions (a '  + /3' + 
E;' ,d5 .l,, + j ) ' j  = 1 .. , t ,  or .r d /= 1. Now, . . . .  C e, if" ' with the l's of the 
matrix B~ in the fburth block column, and the l's which remain in the A~ of 
the same block cohmm, by row transformations we can put zeros in the 
fi)llowing rows of the submatrix I,, = diag(I . . . . . .  I<,) of 1,5 
~; + "'" + <~, < + "'" + 4, .+, . . . . .  4 + ' "  + <,,; 
and we can put zeros in the fbllowing positions of the submatrix I v, = 
diag(l(/,, . . . . .  I(r,, ) of I,,: (1, 1)of  I(/, ~ for eyeD, i = 1 . . . . .  t' L, and (2, 2 )o f  l r 
ifd', >_,2. 
If we denote now by I,I° ~ this matrix with zeros in those positions, then b\  
eolunm transformations \vifi~ I(2 ) on the following block column, we can put 
zeros in all the positions of the -matrices A72 and C~ except fbr the positions 
(~; -  1, e I -2 ) ,  of the blocks Nf ,  i = 1 . . . . .  r;, if el >- 3; the positious 
(el, ~; - 1) of the same blocks if el > 2; the positions (1, "2) of the blocks 
N 4, i = 1 . . . . .  t;, if d; >_ 2; the positions (2, :3) of the same blocks if d'~ >- :3: 
and the positions (od + /3' + E-[ ~d;, s'. + j ) ,  j = 1 . . . . .  t;, of C.~ if d'j <_ 2. 
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We continue in the same way until the last block column. Now we will 
compute the ranks of the block columns which remain after performing these 
transformations on the matrix (4.10). The sum of these ranks is 
(n2+m2)  +n2+(n2+to- t '~)+(n2+Card{ j :d"=l}  to' _t I') 
+(n 2 + Card{j: d'.,, _< 2} + t l , -  t'l) + "'" 
+(n  2 + Card{j:d} <__d i -  2} + t' o - t ; )  
, - ' - t ; )  +(Card{ j :d ' j  <- d i 1}+t 0 
= no. + m 2 + n2d I + ( t  o - t l )d  ~ + Card{j: d) = 1} 
+Card{ j :  d} - < 2} + ... +Card{ j :  d'j _< d i - 1}. 
But, by the definition of conjugate partitions, we can see that Card{j: d~ 
__  p r SO < i}  = t 1 - t i+  ~. 
rankMa(cl , )  =n z + m 2 +n2d,  + ( to - t ' l )d i  + E (t', - t l )  
j=  I 
d i 
t = ,,~ + m~ + (,,~ + t'o)d~ - E tj. 
j= l  
Therefore, 
rank M a 
t I t I cl~ 
= ti(n.2 + m21 +(n,2 + tl,) Ed i -  E E t ' .+( t  o - t i ) (n  , + m2) ,1 
i= l  i= l j= l  
l )  l I d i 
= to(,,~ + n~) + (~2 + Co) E d, - E E t~. 
i= I  i= l j= l  
Since the number of columns of M 3 is 
l I I I  
,,~. E 4 + t , , (~ + ,~)  + (4  + t;) E 4 + to(s; + t;), 
i=1 i=1 
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we have 
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t I t I d i  
,,(M~) = ~o E d, + to(4 + t',,) + E E t' J 
i=1 i=l j=l  
t t d~ 
t ! t 
= t0s 0 + s 0 ~d i  + ~_~titi. 
i=1 i=0 
LEMMA 4.4. The nullity ~f the matrix M 4 is 
L v, 
~( M~) = 4 E ,,,~ + E E %,,, 
i= l  k=l  i=1 /=/  k=l  h=l  
where 6~Ut, = deg[gcd((A - k~) '''~, (k - /xj)";")]. 
Proof. Taking into account the form of the matrix A!f ~), by permutations 
of block rows and columns in M 4, we obtain the equivalent block-diagonal 
matrix: 
M~(",~ L) 
M, ( ,~ ,, ,,, ) 
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where 
M4(,,,~ ) = 
-a i l , ,  2 - A~ I,, 2 . "  0 0 - C r 
0 I~ i ln2 -- Ar~" ' ' '  0 O -- C~'  
0 0 ""  a i I,, 2 - A~ 1,, 2 - C~ 
o o o ad,. - a~ -c~ 
" . .  " . .  
-~  -o~ 
-~ -D~' 
and the blocks A~, B~', C~', and D T appear n,k times, k = l . . . . .  v,, 
i=  1 , . . . ,u .  
Now, taking into account he form of the matrices At2, B~," C r, and D~, 
by permutations of block columns and rows in M4(nik) , we can obtain the 
equivalent block diagonal matrix 
diag( M4, (nsk), M42 ( n~k ), M4a (n,k),  M44 ( nit )) ,  
where 
- A i lo/  - A c2fr 1~, ""  0 0 
0 A i I  ~, A~ 2/  .-. 0 0 
: ] - 
0 0 ""  A l l  ~, - A~ 2)~ l~, 
0 0 " .  0 a i Io /  -- A~ 2)r 
M41( l l i k )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
13~23' 
By 
i 
,~;t., - A~ 2~T Ie . . . .  0 
I') A i18, -- A (2)I "'" 0 
M42(,,~) = " 
o o . . -  It3, 
0 0 "'" h i18'  - A~ r 
B(2)  "r 
_ C~2) r
_ (7(2) 7• _cUl 
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A~ l~, - A!/2/ I v, .. 0 - ('~ ~+ 
0 A~I~, A!.~ / ..- 0 _(:~2/ 
0 0 ""  A I~, - AI, 2 /  - C~ ~1' 
~} {.;2 }' _ 1)}2)' 
- < /  - 1)~-~, ' 
_ B( .2/  _ / )~e?  
M v~= (n,~) = [ A~I~, - A i~/  l~, ""  I) 0 ] 0 A i I a, - .~t~ ~)~ " .  0 0 / 0 0 - "  A i 1,~, - A~/2)r 1 a, 
0 0 ",. 0 A i l~, - ,4<} 2 /  
<2/ a<Z) ~ A~)"  and A(y  appear  nik t imes in their  blocks and the matr ices A,: , :,~ ,
M41(nik), M42(nik),  M4a(nik), and M4}(ni~),  k = 1 . . . . .  u i, i = 1 . . . . .  u. 
Now we obtain the mdlit ies of these blocks. The cohunns of M41(tlik ) are 
l inearly independent ,  so 
. (  M .,( ) ) = o 
Analogously, the rows of M42(n~k) are l inearly independent ,  so 
¢ 
By the form of matr ices A!ff ), B~ ), C <z>.,~  and D~ (2) it is not diff icuh to see 
that the matrix :~3r43(nik) is regular. So 
P{~143(n ik ) )  : O .  
Finally, it is known (see [4]) that 
Then 
= E E 
j= l  h=l  
v(M4(n~))  = S"o",k + E Ck/, 
j = ,  h = 1 
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and 
Pi Pi PJ 
i=1  k=l  i= l j= l  k=l  h=l  
Now, we can establish the dimension of the solution vector space of the 
system (2.1) associated with two singular pencils H~(A) and H2(A). If 
Hi(a) ~ C[A] (''+p*)x(~'+'~a, i = 1, 2, are two pencils with invariants as above, 
and S is the solution vector space of the system (2.1) associated with them, 
we can state: 
THEOREM 4.5. The dimension of the vector space S is' 
~] n'] 
d ims =r0(n  2 + m2) + s'o(t q + pl) - E r;-lri - E s,-,s: 
i= l  i=1  
+ E w(a,, 
k=l  
where {a~ . . . . .  k~} = o-(Hl(A)) A o-(H.2(a)) (in C). 
Proof. By Section 4.1 and Lemmas 4.1, 4.2, 4.3, and 4.4, we have that 
d ims  =ro(n  2 + me) +so(n , +pl )  - E r ;  ~r~- Es~ ,s I 
i= l  i=1 
d, LL . ,p  j 
+ E t;ti + E E •ikj,," 
i=0 i=l j=l k=] h=l 
By Proposition 1.1, we can observe that 
(1~ to t~ 
Et i t :  =w(at ,HI(a))  w(•,H2(A))  = E E min(n~i,n'j). 
i=o i=] j=J 
So the two last terms of the above expression can be written 
u,(a)) • 
k=l  
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4.3. A Criterion for  Strict Equivalence by Rank Tests 
As in Section 3.2, we are going to give a cr i ter ion for strict equivalence of 
two singular penci ls by rank tests. In this case, as in [1] for a cr iter ion for 
block similarity of matr ix pairs, we must  add to the eqnal iO ~ of the ranks of 
three matr ices as in Theorem 3.3 the condit ions that the minimal  indices are 
to he the same in the two pencils.  We are going to use a kno~ql result (see 
[11, Coro l lau  3.2; 14, Corol lary 1; t0, Theorems 1.7, l .S, pp. 99-10(}]) which 
character izes the conjugate part it ions of the minimal  indices in terms of the' 
null it ies o{' some matrices. I f  H(A)= AB-  A ~ C[A] vX';, we defh~e fbr 
k=l ,2  . . . .  
r (u) = r (B, A)  = 
B 0 ." 0 
-A  B "" 0 
0 0 ... B 
0 0 . . . .  A 
C C (k+l)P×kq. 
With the notat ion for the minimal  indices as  above, we can state the follox~4ng 
result: 
LEMX.ta4.6. LetH(A)  = AB-A  ~ C[A]V×%77wnf l ) rk  = 1,2 . . . .  w+ ~ 
]l(115e: 
(i) vCTk(B, A)) = kr  o - Z~l r , ,  
(ii) v(T/,(B r, AT')) = ks o - 2t, ~ lSi, 
where r u =q-  rknH,  % =p - rkn H, r i = Card{ j :e"  i >_i}, and s i = 
Card{ j :  r b > i}, i = 1,2 . . . . .  k. 
Now, tee can give the fi>llowing criterion fi~r strict equiv, alence q[ matrix 
pencil.s': 
TIIEOI~EM 4.7. The pencils tt~(h) = AB~ - A~ and H+(A) = hB.~ - A+ 
~{f .size p × q arv strictly equivalent !f and only/f:  
(i) rank = rank 1 , 
B, ® Iq - I  v ® 131" B, ® Iq - I  v ® B~] 
I A2 ® I't - I "®Ar]  
ranktB  e ® l q - I  ® B~ 
(ii) rkn H~ = rkn H e , 
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(iii) rank Tk(H 1) = rank Tk(Ho), k = 1, 2 . . . . .  p,  
(iv) rank Tk(H ~) = rank Tk(Hr) ,  k = 1, 2 . . . . .  q. 
Proof. By Proposition 2.1 and (3.15) the necessity of condition (i) is 
evident. By Lemma 4.6 the necessity of conditions (ii), (iii), and (iv) is evident 
too. 
Conversely, suppose that (i), (ii), (iii), and (iv) hold. From (ii), (iii), and 
(iv) we have 
r i =r ; ,  i=0 ,1  . . . . .  p, and s i =s  I, i =0 ,1  . . . . .  q; 
that is to say, Hi(A) and H2(A) have the same column and row minimal 
indices. 
Now, from (i)-(iv), Theorem 4.5, and Theorem 3.3, we can deduce that 
the pencils Hi(A) and H2(A) have the same finite and infinite elementary 
divisors. Therefore, Hi(A) and H2(A) are strictly equivalent. 
Analogously, if we denote by Mij the coefficient matrix of (4.4) associated 
with the quadruples (A~, B~, C~, D~) and (Aj ,  Bj, Ci, Dj), i , j  = 1,2, we can 
state a criterion for equivalence of matrix quadrnples as follows: 
COROLLARY 4.8. Let (A  i, B~, C i, D i) ~ C '~x" × C nx''  X C "x" × 
C p x ,,~, i = 1, 2. Then these quadruples are equivalent if  and only if: 
(i) rank Mn = rank M12 = rank t~22 
(ii) rkn H 1 = rkn H 2. 
(iii) rank Tk(H 1) = rank T~(H2), k = 1 . . . . .  m, 
(iv) rank Tk(H ~) = rank Tk(H~), k = 1 . . . . .  p, 
where 
0 0 C~ D i ' 
i = 1,2. 
5. EXTENSION OF ROTH'S CRITERION 
We will consider now the nonhomogeneous system associated with the 
system (2.1): 
A 1 X - YA 2 = A3,  
(5.1) 
B 1X - YB 2 = B 3 , 
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where A~,B t ~ C J'~xq,, A 2,B 2 ~ CP"-xqL A:>B s ~ C t'~x't~, X~ C q'x'/-' 
and Y ~ C ~''xJ'~. In this section we will give a criterion for the solvahilit} ~ of 
(5.1) in terms of the strict equivalence of the pencils 
and 
TIIEOREM 5.1. The s~jstem (5.1) has a solution if and onl,tj if the penci& 
HI(A) and He(A) are strictl!j equivalent. 
Proof. The proof of this theorem is inspired by the proof of Roth's 
criterion made by H. Flanders and 11. K. Wimmer [3]. 
If (5.1) has a solution (X, Y). then if we define 
¥] r, 
we have that P and Q are invertihle matrices and PHI(A) Q = He(A). So 
Hi(a) and Hz(a) are strictly eqnivalent. 
Conversely, if' H~(a) and Hz(a) are strictly equivalent pencils, there exist 
P ~ G1 ,,+j,(C) and Q ~ Glq,x~/(C) such that 
Now, if we put m = Pl + P2 and n = q~ + q~, we define the linear transfor- 
mations Tj, 7' 2 in the following way: 
'/ ' l: C '~x~ x C "'x . . . .  + C " 'x"  x C ' '× ' '  
0] y[A 01 
Ae X-  0 A 2 ' 
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T2: C nx" × C ' 'xm --* C rex" X C rex', 
[ B1 BO2]x- y[BoI B321 ). 
Let R i = Ker Ti, i = 1, 2. Since the pencils Hi(A) and Ha(A) are strictly 
equivalent, by Theorem 4.7 we have that 
dim R1 = dim R e. (5.2) 
Now, we are going to characterize the matrices in R l and R 2. I f  we 
decompose the matrices X ~ C "×'' and Y ~ C ' ' x ' '  in blocks 
X2 Y1 Y.2 
X= X3 X4 Y3 Y4 ' 
where X 1 E C f[lX(~l , X 4 ~ C (~2X(~2 , Y1 ~ Cp IXp I '  and Y4 ~ Cp~xpz,  we have 
that R 1 is the set of pairs 
which satisfy tile conditions 
(la) AIX  t - Y~A 1 = 0, 
(2a) A 1 X 2 - Y2 A2 = 0, 
(3a) AzX 3 - Y3AI = 0, 
(4a) A 2 X 4 - Y4 A2 =0,  
(Sa) B iX 1 - Y~B 1 =0,  
(6a) B1X 2 -- Yz B2 = O, 
(Ta) B 2X 3 -  Y:3B1 = 0, 
(8a)  B2 X4 - Y4 B2 = 0. 
Analogously, R z is the set 
(5a), (7a), and 
(2b) A 1X 2 -  Y2Ae = Y1A3, 
(4b) A~X 4 - Y4A2 = YaA3,  
(6b) B 1X 2 -  YoB2 = Y1B3, 
(8b) B 2X 4 -  Y4B2 = Y3B3. 
of pairs (X, Y) that satisfy conditions (la), (3a), 
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Taking into account conditions (2b) and (6b), we observe that it is sufficient 
to find a pair in /l 2 such that 171 = lp~ in order to gnarantee the existence of 
a solution of (5.1). 
Let us consider now the following subspace of C 'lx([I X C mx~, 
Yl 
We define the transformations q~,:/1~ ~J~,  i = 1, '2, in the followin~ 
X3 ' , . 
It is easy to see that 
Ker q~ 
then 
and 
\xTay: 
= Ker ~_o 
¥i:] satisf~4ng (2a), (4a), (6a), and (8a) I "  
(5.3) 
Moreover, we have hn g~l = ~5~ because, obviously, hn ~l c J  and i( 
[ X~ 
01i ¥, q~i Xa O '  )'3 
and therefore we have S '~ c hn qh- 
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We also have that Im q)~ c~co= hn q~l- On the other hand, it is known 
that 
dim Ker ¢~ + dim Im 9~ = dim R~, I = 1, 2, 
and thus, from (5.2) and (5.3) we deduce 
dim Im ~1 = dim Im ~2, 
and, since hn ~2 c Im ~,  we have 
Im 9~2 =Im 9h. (5.4) 
Let us observe finally that 
and 
(['0 :l['0 :l) 
•[([/;1 00],['01 0])=([~0'],[~0'1) 
Then, by (5.4), there must exist a pair in R 2 such that its image by ~P2 is 
(['0] [':;1) 
Thus, this pair of R 2 will have the form 
Therefore, we have found a pair in R. 2 such that Y1 = Ie~" • 
Note added in proof The authors observed that Theorem 2.3 of V. L. 
Syrmos and F. L. Lewis [17] is equivalent o Theorem 5.1 (Extension of 
Roth's criterion). On September 27, 1994 Professor Harald K. Wimmer 
kindly sent the authors a copy of his paper [18] where Theorem 1.1 coincides 
with Theorem 5.1 mentioned above. 
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