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Abstract: Using control theoretic techniques we give a nec-
essary and sufficient condition for the convergence of at-
tractors in one step discretizations of ordinary differential
equations and obtain estimates for the resulting discretiza-
tion error. The necessary and sufficient condition is based
on a robustness property for an associated perturbed sys-
tem, which is closely related to but slightly weaker than
the input-to-state stability property well known in control
theory.
1 Introduction
A basic result in the numerical analysis of dynamical
systems states that the existence of an attractor for an
ordinary differential equation (ODE) implies the exis-
tence of a nearby attracting set for the discrete time
system induced by a numerical one-step discretization
[6]. This attracting set, however, may not be an at-
tractor. More precisely, even if a sequence of attractors
Ahn for a sequence of time steps hn → 0 converges to
some set A this set might not be an attractor for the
approximated system, see e.g. [2, Example (2.12)] for
a very simple two-dimensional system illustrating this
fact and the monograph [9] for a detailed discussion.
There are basically two ways in order to ensure con-
vergence of the numerical attractors Ahn to a “real”
attractor A. The first is by imposing certain structural
conditions on the approximated system or on its attrac-
tor, and the second is by imposing conditions on the
numerical systems, see e.g. [9, Chapter 7] for examples
of both approaches.
In this paper we take the second approach. We asso-
ciate suitable “inflated” perturbed systems to both the
ODE and its one-step numerical approximation, and
show that a suitable robustness condition on the nu-
merical systems is equivalent to the convergence of the
attractor sequence Ahn . Furthermore, this approach al-
lows an a priory estimate of the numerical error, i.e. the
Hausdorff distance between Ahn and A, which turns out
to depend on both the order of the numerical scheme
and the robustness of the Ahn . The robustness condi-
tion used here is closely related to the input-to-state
stability property well known in control theory, which
is introduced for arbitrary compact attractors in [7].
Techniques of this kind have also been used in [3, 4]. In
contrast to these references, where the perturbed (or
controlled) systems have been used as auxiliary sys-
tems, here we focus on these systems themselves and
formulate our results accordingly. This allows a com-
pact notation both for the statements and the proofs
and an improvement of the quantitative estimates in
[3] under weaker assumptions.
2 Setup and preliminaries
We consider the ordinary differential equation in Rd
ẋ = f(x) (2.1)
where f : Rd → Rd is assumed to satisfy ‖f(x)‖ ≤ M
for all x ∈ Rd and ‖f(x) − f(y)‖ ≤ L‖x − y‖ for all
x, y ∈ Rd and constants M , L > 0. (These global
assumptions can easily be weakened since we are only
interested in the behaviour on compact subsets of the
state space.) The solutions of (2.1) with initial value
x0 ∈ Rd for initial time t0 = 0 will be denoted by
ϕ(t, x0).
In order to provide a framework for numerical one-step
approximations of (2.1) we fix some h0 > 0 and consider
difference equations for time steps h ∈ (0, h0]
x(t+ h) = Ψh(x(t)) (2.2)
where t ∈ hZ := {hk | k ∈ Z}, and Ψh : Rd → Rd
satisfies ‖x−Ψh(x)‖ ≤ hM and ‖(Ψh(x)−x)−(Ψh(y)−
y)‖ ≤ hL‖x− y‖.
A special case of (2.2) is the time-h map of (2.1) given
by
x(t+ h) = Φh(x(t)) := ϕ(h, x(t)). (2.3)
Note that L and M from (2.1) need to be slightly en-
larged in order to meet the assumptions on (2.2).
Our main object of interest are numerical one-step ap-
proximations of (2.1) (or, more precisely, of (2.3)) which
we will denote by
x(t+ h) = Φ̃h(x(t)). (2.4)
Here we assume that (2.4) is of type (2.2) and, in addi-
tion,
‖Φ̃h(x) −Φh(x)‖ ≤ Kh
p+1
for some p ∈ N and some K > 0. The value p is called
the order of the scheme. Typical examples of these
schemes are Runge-Kutta and Taylor schemes, which
are described in any textbook on numerical methods
for ordinary differential equations, see e.g. [1, 5, 8].
Each of these equations defines a (semi-)dynamical sys-
tem either in continuous or discrete time, which we de-
note by ϕ(t, ·), Ψh(t, ·), Φh(t, ·) and Φ̃h(t, ·). In what
follows we will sometimes write Φ(t, ·) which can be
either a continuous or a discrete time system, and set
T = R for continuous time and T = hZ for discrete time
systems, the proper meaning being clear from the con-
text. Furthermore, we abbreviate T+ := {t ∈ T | t > 0},
and for subsets B ⊂ Rd we use the convention Φ(t, B) =⋃
x∈B{Φ(t, x)}.
We recall the definition of several distances between
compact sets which will be used in what follows.
Definition 2.1 Let C, D ⊂ Rd be nonempty compact
sets, x ∈ Rd, and let d be the Euclidean metric on Rd.











and the Hausdorff metric for compact sets by
dH(C,D) := max{dist(C,D), dist(D,C)}.
For ε > 0 we denote the ε-ball around C by B(ε, C) :=
{y ∈ Rd | d(y, C) < ε}. If C = {x} we also write B(ε, x).
Now we can define our objects of interest.
Definition 2.2 Let Φ = ϕ or Φ = Ψh for some h > 0.
A compact set B ⊂ Rd is called forward invariant, if
Φ(t, B) ⊆ B for all t ∈ T+ and invariant, if Φ(t, B) = B
for all t ∈ T+.
Given a compact forward invariant set A ⊂ Rd and a
compact set B ⊂ Rd with A ⊂ intB we call A attracting
with attracted neighbourhood B, if
dist(Φ(t, B), A)→ 0
as t→∞.
A is called an attractor (with attracted neighbourhood
B) if it is invariant and attracting with attracted neigh-
bourhood B.
Note that A is a local attractor here, i.e. it is not as-
sumed that each compact set B ⊂ Rd is an attracted
neighbourhood.
Remark 2.3 It is easy to see that A is an attractor
with attracted neighbourhood B if and only if it is the
minimal forward invariant attracting set (with respect
to set inclusion) with attracted neighbourhood B, cf. [3,
Lemma 3.1]. In particular, if there exists an attractor
A with attracted neighbourhood B then it is unique.
Furthermore, any invariant set D ⊂ intB is contained
in A, cf. [3, Lemma 3.2].
3 The inflated systems
For the differential and difference equations under con-
sideration we consider the following α-perturbed sys-
tems (cf. [3, 4])
ẋ(t) = f(x(t))+αu(t), x(t+h) = Ψh(x(t))+αhuh(t)
with solutions ϕα(t, x, u(·)) and Ψαh(t, x, uh(·)), where
u(·) ∈ U and uh(·) ∈ Uh with U := {u : R →
B(1, 0) | u measurable} and Uh := {uh : hZ→ B(1, 0)}.
(Recall that B(1, 0) is the ball with radius 1 around the
origin in Rd). The set valued maps








which to each point x ∈ Rd assign the reachable set
from this point are called the α-inflated dynamics.
Again for each B ⊂ Rd we define ϕinfl(t, B, α) :=⋃
x∈B ϕ
infl(t, x, α), and analogously for Ψinflh . The fol-
lowing elementary Lemma follows immediately from the
Gronwall Lemma, cf. [4, Lemma 10.1].
Lemma 3.1 Let B ⊂ Rd be a compact set and h > 0.
Consider the continuous time system ϕ and its time-h
map Φh. Then the inclusion
ϕinfl(t, B, α) ⊆ Φinfl(t, B, eLhα)
holds for all t ∈ hN and the constant L from the Lip-
schitz estimate for (2.1).
As for the unperturbed systems we can now define at-
tracting sets.
Definition 3.2 Fix some α > 0 and let Φinfl = ϕinfl or
Φinfl = Ψinflh for some h > 0.
A compact set B ⊂ Rd is called α-forward invariant, if
Φinfl(t, B, α) ⊆ B for all t ∈ T+.
Given a compact α-forward invariant set A ⊂ Rd and
a compact set B ⊂ Rd with A ⊂ intB we call A α-
attracting with α-attracted neighbourhood B, if
dist(Φinfl(t, B, α), A)→ 0
as t→∞.
Now we formulate the robustness condition which will
be used to obtain the convergence property. As usual
we call a function γ : R+0 → R
+
0 of class K∞ if it is
continuous, unbounded, strictly increasing, and satis-
fies γ(0) = 0.
Definition 3.3 Let Φ = ϕ and Φinfl = ϕinfl, or Φ = Ψh
and Φinfl = Ψinflh for some h > 0. Let A ⊂ Rd be
an attracting set for Φ with attracted neighbourhood
B ⊂ Rd, let α∗ > 0, and let γ : R+0 → R
+
0 be a class
K∞ function.
Then we call A (locally) γ-robust on [0, α∗], if for each
α ∈ [0, α∗] there exists an α-attracting set Aα with α-
attracted neighbourhood B for Φinfl with
dH(Aα, A) ≤ γ(α).
Note that there are different ways to express γ-ro-
bustness of attracting sets avoiding the explicit use of
the associated inflated systems, see e.g. [3, 4]. A very
related notion of robustness is the (local) input-to-state
stability (LISS) which is introduced in [7] for compact
attractors. Translated to our system it requires the ex-
istence of some ρ > 0, some class K∞ function γ and
some class KL function β (i.e. a function of two pos-
itive real arguments which is of class K∞ in the first
and decreasing to 0 in the second argument) such that
for all x ∈ Rd with d(x, A) < ρ and all u(·) ∈ U with
‖u‖∞ < ρ the inequality
d(ϕ1(t, x, u(·)), A) ≤ β(d(x, A), t) + γ(‖u(·)‖∞) (3.5)
holds for all t ≥ 0.
It is easily seen that (3.5) implies the robust attraction
condition from Definition 3.3 with the same γ. The
converse implication, however, is not true in general,
i.e. Definition 3.3 does in general not imply (3.5) with
the same γ (although qualitatively the two properties
describe the same behaviour as the different character-
izations derived in [7] show). This is due to the fact,
that (3.5) demands a uniform rate of attraction β for
all amplitudes of the perturbation u(·), whereas in De-
finition 3.3 the rate of attraction to Aα might depend
on the perturbation amplitude α, and hence attraction
might become arbitrary slow as α→ 0.
Remark 3.4 Note that each attractor A is γ-robust
on some interval [0, α∗] for suitable γ of class K∞ and
α∗ > 0, which essentially follows from the Lyapunov
function argument in [6] or [9], see [3, Remark 2.6] for
details.
Remark 3.5 If A1 is some compact α-attracting set
with attracted neighbourhood B for ϕinfl and some α >











is α-forward invariant, α-attracting and satisfies A2 ⊆
A ⊆ A1.
4 Main results
With the help of the robustness condition from Defini-
tion 3.3 we can now formulate our main results.
Theorem 4.1 Consider a positive sequence of time
steps hn → 0 as n → ∞. Let Ahn be attractors for
the numerical scheme Φ̃hn with attracted neighbour-
hood B and assume that there exists some compact set




Then A is an attractor for the continuous time system
(2.1) if and only if there exists a function γ of class K∞,
a sequence Cn → 1, some α∗ ≥ 0 and some n0 ∈ N such
that for all n ≥ n0 there exist γ(Cn·)-robust attracting
sets Ãhn ⊇ Ahn on [0, α
∗] for Φ̃hn with dH(Ãhn , Ahn)→
0 as n→∞. In this case A is γ-robust.
Note that it is not necessary that the discrete time at-
tractors Ahn themselves are γ(Cn·)-robust. If, however,
we assume robustness of the Ahn then we can improve
the result.
Theorem 4.2 Consider a positive sequence hn → 0 as
n → ∞, a function γ of class K∞ and some α∗ > 0.
Assume the existence of γ-robust attractors Ahn on
[0, α∗] with attracted neighbourhood B for the numer-
ical scheme Φ̃hn and let A ⊂ intB be a compact set.
Then the following four statements are equivalent.
i) A is an attractor with attracted neighbourhood
B for the continuous time system (2.1).
ii) A is a γ-robust attractor with attracted neigh-
bourhood B for the continuous time system (2.1).
iii) dH(Ahn , A)→ 0 as n→∞.
iv) dH(Ahn , A) ≤ γ(Kh
p
n) for all hn sufficiently
small.
5 Proofs
We start with the following Lemma about γ-robustness
under perturbations which will be crucial for proving
the Theorems.
Lemma 5.1 Consider h > 0 and two discrete time sys-
tem Ψh, Ψ̃h of type (2.2) such that
Ψ̃h(t, x) ∈ Ψ
infl
h (t, x, α0) (5.6)
for all t ∈ hN and some α0 > 0. Assume that A ⊂ Rd is
a γ-robust attracting set for Ψh with attracted neigh-
bourhood B on [0, α∗] for some α∗ > α0. Then for
each D ∈ (1, α∗/α0) there exists a compact set AD
which is γ(·D/(D − 1))-robustly attracting with at-
tracted neighbourhood B on [0, α∗ − α0] for Ψ̃h and
satisfies dH(AD, A) ≤ γ(Dα0).
Proof: Since A is γ-robustly attracting on [0, α∗] for
each α ∈ [0, α∗] we find an α-attracting set Aα for Ψinflh .
Without loss of generality we may assume Aα ⊆ Aα′
for all α ≤ α′. Now note that due to (5.6) Aα0+β
is β′-attracting for Ψinflh for each β
′ ∈ [0, β]. Hence
it is sufficient to show that there exists a mapping b :
[0, α∗−Dα0]→ [α0, α∗] such that b(β) ≥ α0+β, b(0) ≤
Dα0 and dH(Ab(0), Ab(β)) ≤ γ(β D/(D − 1)). Setting
AD = Ab(0) then yields the assertion. We define b as
b(β) :=
{
Dα0, β ∈ [0, (D− 1)α0]
α0 + β, β ∈ [(D − 1)α0, α
∗ − α0]
A simple calculation shows the desired estimates on b.
In order to see the desired Hausdorff distance for β ≤
(D− 1)α0 there is nothing to show. For β ≥ (D− 1)α0
we obtain α0 + β ≤ βD/(D − 1) which implies
dH(Ab(0), Ab(β)) ≤ dH(A,Ab(β)) ≤ γ(b(β))
≤ γ(βD/(D − 1))
and thus the desired estimate.
The next Lemma, which is proved in [3], provides a link
between attractors of ϕ and its time-h map Φh. As the
statement might seem surprising at a first glance we
restate the proof here.
Lemma 5.2 Let h > 0 and Ah be an attractor with
attracted neighbourhood B for the time-h map Φh of
the continuous time system (2.1). Then Ah is also an
attractor with attracted neighbourhood B for system
(2.1).
Proof: We first show invariance of Ah for ϕ, i.e.
ϕ(t, Ah) ⊆ Ah for each t ∈ R. By invariance of Ah for
Φh we know Φh(ϕ(t, Ah)) = ϕ(t,Φh(Ah)) = ϕ(t, Ah),
hence ϕ(t, Ah) is invariant for Φh, and by Remark 2.3
it is contained in Ah.
Thus we can conclude ϕ(t, Ah) ⊆ Ah for each t ∈ R,
hence also Ah = ϕ(−t, ϕ(t, Ah)) ⊆ ϕ(−t, Ah) for each
t ∈ R and consequently Ah is invariant for ϕ.
It remains to show the attractivity of A. Invariance of
A and continuous dependence on the initial value imply
that for each δ > 0 there exists ε > 0 such that
dH(D,A) < ε ⇒ dH(ϕ(t, D), A) < δ
for all t ∈ [0, h] and all D ⊂ Rd. Since attractivity of A
for Φh implies limi→∞, i∈N dist(ϕ(ih, B), A) = 0 we can
thus conclude limt→∞ dist(ϕ(t, B), A) = 0, i.e. A is also
an attracting set for ϕ with attracted neighbourhood B,
thus an attractor.
We now turn to the proofs of the main theorems.
Proof of Theorem 4.1: Assume the existence of
the Ãhn as stated in the Theorem. We first show
that A is γ-robustly attracting for ϕ with attracted
neighbourhod B. In order to prove this property, let
αn := Kh
p
n. Then it is immediate from the definition
of the discrete inflated dynamics and the assumptions
on the one-step scheme that the time-hn map Φhn sat-
isfies
Φhn(t, x) ∈ Φ̃
infl
h (t, x, αn)
for all t ∈ hnN. Setting Dn :=
√
αn and applying
Lemma 5.1 for each n > 0 with
√
αn ≤ α∗ and D = Dn
we obtain the existence of γ(·CnDn/(Dn−1))-robustly
attracting sets Ān for the time-hn map Φhn with
dH(Ãhn , Ān) ≤ γ(CnDnαn).
In particular this implies
dH(Ān, A)→ 0
as n→∞. This immediately implies
dist(ϕ(t, B), A)→ 0,
i.e. A is indeed an attracting set with attracted neigh-
bourhood B. In order to see the γ-robustness fix
some α ∈ [0, α∗). We have to show the existence
of an α-attracting set Aα for ϕ
infl with dH(Aα, A) ≤
γ(α). Now first observe that by Lemma 3.1 for
any eLhnα-attracting set Bn for Φ
infl
hn
the set B̄n :=⋃
t∈[0,hn]
ϕinfl(t, Bn, α) is α-attracting for ϕ
infl and sat-
isfies dH(B̄n, Bn) ≤ Mhn for the bound M on ‖f‖.
Hence the γ(·CnDn/(Dn−1))-robustness of the sets Ān
implies that for each ε > 0 there exists an α-attracting
set Aε for ϕ
infl with





ϕinfl(t, B, α), A) ≤ γ(α) + ε




ϕinfl(t, A, α), A) ≤ γ(α).










is α-attracting, α-forward invariant and satisfies
dH(Aα, A) ≤ γ(α)
i.e. the desired properties.
It remains to show that A is an attractor, i.e. that A is
invariant for ϕ. If A is not invariant, then by Remark
2.3 there exists an attractor Ā ⊂ A, Ā 6= A, with at-
tracted neighbourhood B for ϕ. By Remark 3.4 we can
conclude that Ā is γ̄-robust for a suitable γ̄ of class K∞.
Hence by Lemma 5.1 for ε > 0 sufficiently small and all
n > 0 sufficiently large there exist attracting sets Ân
for the numerical schemes Φ̃hn with dist(A, Âhn) > ε.
Again by Remark 2.3 we can conclude Ahn ⊆ Âhn .
This implies dist(A,Ahn) > ε, hence for all n ∈ N suf-
ficiently large dist(Ãhn , Ahn) > ε/2 which contradicts
the assumption on the Ãhn .
For the converse assertion of the theorem, let A be an
attractor of ϕ. Then by Remark 3.4 there exists a func-
tion γ of class K∞ and some α̃∗ > 0 such that A is
γ-robust on [0, α̃∗]. As the same holds for each time-hn
map Φhn , n ∈ N, Lemma 5.1 with h = hn, Ψh = Φhn ,
Ψ̃h = Φ̃hn , α = Kh
p
n and D = 1/
√
α immediately im-
plies the assertion for all n ∈ N sufficiently large.
Proof of Theorem 4.2: The implications “(iv) ⇒
(iii)” and “(ii) ⇒ (i)” are obvious and “(iii) ⇒ (ii)”
follows immediately from Theorem 4.1. We now show
“(ii)⇒ (iv)” and “(i)⇒ (iii)” implying the equivalence
of the statements.
“(ii) ⇒ (iv)”: Since A is also a γ-robust attractor for
each time-hn map Φhn we can conclude by Lemma 5.1
with α = Khpn that for each D > 1 there exists an
attracting set AD with dist(AD, A) ≤ γ(DKhpn). Since,
furthermore, by Remark 2.3 we have Ahn ⊆ AD for all
D > 1 we can conclude that
dist(Ahn , A) ≤ γ(Kh
p
n).
Conversely, again by Lemma 5.1 for each hn and each
D > 1 we obtain the existence of an attracting set




γ(DKhpn). Hence there is an attractor of Φhn contained
in ĀDhn for each D > 1, which by Lemma 5.2 coincides




for all D > 1 which implies dist(A,Ahn) ≤ γ(Kh
p
n) and
thus finishes the proof of (iv).
“(i) ⇒ (iii)” By Remark 3.4 there exists a class K∞
function γ̃ such that A is γ̃-robust. Without loss of
generality we may assume γ̃ ≥ γ. Hence also the Ahn
are γ̃-robust, and by the same arguments as for “(ii)⇒
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gleichungen. de Gruyter, Berlin, 1994.
[2] B. G. Garay and P. E. Kloeden. Discretization
near compact invariant sets. Random Comput. Dyn.,
5:93–12, 1997.
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