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Abstract
This paper uses the mutual information (MI) transfer
metric to characterize the behavior of an adaptive turbo
equalization scheme. We consider recursive systematic
convolutional coding at the input to a multipath fast-
fading channel. The equalizer is a recent adaptive, near-
optimal APP algorithm that incorporates MMSE channel
estimation. We develop design rules for this turbo equal-
izer using EXIT charts. We optimize the use of pilot bits
and determine the best ratio of code bits to pilot bits, for
fixed data and symbol rates.
Keywords: Turbo Equalization, EXIT charts, Fading
Channels
1 Introduction
Recent interest in near-optimal adaptive equalizers has
been fuelled by the continual exponential growth of
emerging DSP technologies. Advanced equalizers in-
clude per-survivor processing (PSP) [1], pilot-symbol
aided modulation (PSAM) with soft-output Viterbi
equalization [2], expectation-maximization techniques
[3], trellis-expanded APP [4], and a variety of iterative
techniques often called turbo-equalization, which iterate
between equalization and decoding stages using soft in-
puts and outputs eg. [5].
Most current turbo equalization schemes assume
the channel is known at the receiver. However, a recent
modification [4] of the A-Posteriori Probability (APP) al-
gorithm [6] is a near-optimal fractionally-spaced equal-
izer for fast-fading channels which expands the equal-
izer trellis to include MMSE channel estimation. The
equalizer accepts a priori (soft) inputs and gives a pos-
teriori (soft) outputs, and hence can be incorporated into
a turbo processing loop. For clarity, we will refer to this
equalizer as the Trellis-Expanded A-Posteriori Probabil-
ity (TE-APP) equalizer. In a turbo structure, so-called ex-
trinsic information is passed between stages. In essence
this is the extra (soft) information the equalizer/decoder
generates about a data bit which was not present prior to
that stage.
Unfortunately, iterative equalization schemes are
notoriously complex, and difficult to analyze mathemat-
ically. Recently in the field of turbo coding EXtrinsic
∗Matthew Peacock is supported in part by the Australian CSIRO
Information Transfer (or EXIT) charts have been pro-
posed [7] as a new analysis tool. EXIT charts have re-
cently been used to determine a stopping criterion for it-
erative decoding [8], and have also been applied to turbo
equalization schemes over fixed multipath channels [9].
The main idea of EXIT chart characterization is to con-
sider the constituent decoders/equalizers individually in
a ‘black box’ fashion, and then consider the interplay be-
tween the two.
This paper applies the EXIT chart approach to char-
acterize the TE-APP equalizer and determines a num-
ber of key design factors for turbo equalization with un-
known channel state information (CSI). We analyze per-
formance as a function of fading rate, SNR, pilot rate,
and code rate. We develop design rules for optimizing
the choice of pilot and code puncturing rates, in order
to ensure convergence while minimizing the number of
turbo iterations. We do this under conditions of constant
data rates, and without changing the modulation format
or symbol rates. We also provide simulated BER curves
to verify the conclusions we draw from the EXIT charts.
Of course EXIT charts require significantly less compu-
tations than BER curves.
2 Transmission and Channel Model
Consider the communication system depicted in Fig. 1
where a data block of Nb bits {bi} is encoded using a
outer recursive systematic convolutional code (RSCC) of
rate Rc to obtain the sequence {vj} of Nc = Nb/Rc
coded bits. The parity bits from the coded sequence are
punctured at a rate 1:K, i.e. every (K + 1)th parity bit
is removed to obtain Np punctured coded bits. This se-
quence is then interleaved using an S-rand interleaver
[10] and interspersed with pilot bits with frequency 1:P
to give Np P+1P total bits. Using pilot bits rather than
whole symbols is a slightly more flexible approach than
direct PSAM, as for turbo equalization we do not need
entire pilot symbols, which will be discussed in section
4. Finally, this sequence is modulated into a sequence of
2q-ary symbols of length N , where
N '
Nb
q
(
P + 1
P
)(
1 +
(
K
K + 1
)(
1
Rc
− 1
))
(1)
where the approximation comes about because in prac-
tice each fraction must be converted to the appropriate
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Assume the N channel symbols are transmitted
with symbol period T . The input to the transmit pulse
shaping filter will be denoted
x(t) =
N−1∑
n=0
unδ(t − nT ) (2)
where un is the nth 2q-ary channel symbol and δ(τ) is
the continuous time Dirac delta function. Assume that
the channel has a fixed number M of WSSUS Rayleigh-
fading echoes with time-varying random unknown am-
plitude but with known average power, eg. as given in
[11]. Normalized coherence time is defined as Tc =
fDmaxT , where fDmax is the maximum doppler spread of
the channel. The time-varying impulse response of the
channel is therefore
h(t; τ) =
M−1∑
m=0
cm(t)δ(τ − τm(t)) (3)
where cm(t) and τm(t) are the complex gain and de-
lay of the mth path at time t respectively. Also let
E[cm(t)c
∗
m(t)] = ρm. Incorporating the transmit pulse
shaping filter and a fixed matched filter receiver (eg.
root-raised cosine filters) gives
f(t; τ) = g(τ) ∗ h(t; τ) ∗ g∗(−t)
=
M−1∑
m=0
cm(t)gtot(τ − τm) (4)
where g(τ) is the pulse shaping filter impulse response
and gtot(τ) denotes the combined transmit/receive filter
response g(τ) ∗ g∗(−τ). The received signal will be de-
noted
z(t) = f(t; τ) ∗ x(t) + n(t) (5)
where n(t) is an additive white Gaussian noise process
with 2-sided spectral noise density N0/2.
Since the pulse-shaping filter introduces bandwidth
expansion, we must oversample the received signal with
period Ts = TR, R ≤ 1 to obtain {zk}, zk
M
= z(t =
kTs). As is common, also assume that the pulse shape
is shifted and truncated to become finite and causal, such
that the resulting effective impulse response of the com-
bined channel and filters has duration ≤ `Ts.
3 Adaptive Turbo Equalizer Structure
We consider the turbo equalization loop shown in Fig. 1
which is in the style of [5, 12, 13].
First consider the TE-APP equalizer [4], which
jointly estimates the channel response and the data se-
quence, creating a different channel estimate for each
transition in the equalizer trellis (similar to PSP, but in
the case of soft APP outputs). The state-space of the trel-
lis is expanded to include an additional G symbols and
g additional samples for the purpose of channel estima-
tion. This is achieved with a MMSE linear predictor. For
details, see [4].
It is possible to generalize the scheme to M -ary sig-
nal constellations by converting the symbol APP outputs
of the TE-APP equalizer into a string of bit LLRs
Leque (v
′
qn+ν) = ln
(∑2q−1
s=0 APPs(un) κν1(s)∑2q−1
s=0 APPs(un) κν0(s)
)
for ν ∈ {0, . . . , q − 1}, n ∈ {0, . . . , N − 1} (6)
where Leque (v′j) is the extrinsic information yielded from
the equalizer about the (v′j)th channel bit. The sequence
{v′j} contains pilot bits, and otherwise is the punctured,
interleaved coded bit sequence. The term APPs(un) is
the a posteriori probability of the nth channel symbol is
the constellation point s. Also κν1(s) is 1 when the ν th bit
of constellation point s is ‘1’ and 0 otherwise, and κν0(s)
is the logical inverse of κν1(s).
Similarly in the feedback path, the bit LLRs must
be converted into symbol APPs. It can easily be shown
this amounts to computing
APPs(un) =
q−1∏
ν=0
κν0(s) + e
Ldece (vqn+ν)κν1(s)
1 + eL
dec
e (vqn+ν)
(7)
where Ldece (vj) is the extrinsic information yielded from
the decoder about the vthj coded bit.
For the decoder, we use the standard APP algorithm
to decode the convolutional code with soft inputs and out-
puts [6]. The overall decoder LLR of each coded bit vj
given the sequence of pilot-free, de-interleaved, and de-
punctured extrinsic LLRs from the output of the equal-
izer (LNc−10 ) is
Ldec(vj) = ln
P (vj = 1|L
Nc−1
0 )
P (vj = 0|L
Nc−1
0 )
(8)
for j ∈ {0, . . . , Nc − 1}.
In the turbo equalizer, the extrinsic decoder LLRs
are extracted from (8) and passed back to the TE-APP
equalizer as a priori inputs. This iteration continues until
convergence. If the turbo equalizer is designed properly,
this convergence will be at a point of zero errors. Such a
design is the topic of this paper.
4 Design Tradeoff Issues
One of the main tradeoffs when designing adaptive turbo
equalizers for fast fading channels is how much redun-
dancy to introduce into the data stream. Of course redun-
dancy is needed to correct errors as well as to assist with
channel estimation. It can be added in either the coder by
reducing the code rate, or after the interleaving by adding
pilot bits.
First consider the pilot rate in relation to the channel
fading rate. The PSAM technique demonstrated that by
adding pilot symbols at at least twice the rate of fading,
accurate channel estimates can be generated by interpo-
lation, although it is limited to the case of flat fading.
With APP-based turbo equalization, pilots can be added
into the data stream rather than the modulated symbol
stream, allowing the equalization trellis to be collapsed,
which in turn assists with channel estimation. Clearly
this is a different technique to PSAM, and as such there
is no obvious way to determine the optimal pilot rate. In
fact, we will show that a significantly reduced pilot rate
compared to PSAM can be used, including for ISI chan-
nels, thus resulting in higher transmission efficiency. We
use EXIT charts for this optimization.
In addition there is a design tradeoff between pilot
rate and code rate. Of course if we add more pilot sym-
bols to aid channel estimation then we will need to use
a higher rate code in order to maintain a constant overall
data rate. This will hence make the decoding less power-
ful. So accuracy in the equalizer is traded off against cor-
rection capability in the decoder. The table below shows
an example where we increase the code rate by punctur-
ing the code at rate K, and introduce pilot bits at rate P .
The table shows a selection of P ,K combinations that
give a fixed redundancy of 1/2 when puncturing a code
of rate Rc = 1/2.
P 3 7 11 15 19 23 31 55 100
K 1 3 5 7 9 11 15 27 50
At one extreme, almost all redundancy is put into
the code with very infrequent pilot bits (K,P large). In
this case the turbo equalizer relies heavily on the code to
feedback significantly improved a priori information to
the TE-APP equalizer. At the other extreme, the turbo
equalizer is expected to obtain excellent symbol esti-
mates due to the frequent pilot bits and then uses a heav-
ily punctured code to fix a small number of remaining er-
rors (K,P small). To date, there is no analysis which can
tell us which of these combinations performs the best. In
this paper, we use EXIT charts to derive MI based per-
formance measures to examine this tradeoff.
5 EXIT Charts
To create an EXIT chart, we need to consider mutual in-
formation transfer (MIT) curves. The mutual informa-
tion is measured between the extrinsic probabilities and
the true data sequence. An MIT curve for an equalizer
or decoder is obtained by applying several a priori in-
puts with known MI and determining the MI at the a
posteriori output. An EXIT chart is generated by plot-
ting the decoder MIT curve over the top of the equalizer
MIT curve, but with the axes swapped. This is done since
the a posteriori output of the decoder becomes the a pri-
ori input to equalizer and vice versa. Hence, the itera-
tive scheme can be visualized to be a staircase working
its way between the two curves. When the curves inter-
sect, on average this will be the point where the iterative
decoding/equalization will cease to enhance the MI be-
tween the extrinsics and the data sequence.
In [7] it was shown for AWGN channels that the a
priori input to the decoder/equalizer can be modelled by
applying an independent Gaussian random variable nA
with variance σ2A and mean zero in conjunction with the
known transmitted systematic bits x. To obtain a MIT
characteristic of the decoder, the a priori input for coded
bit vj ∈ {0, 1} is modelled as
Lap(vj) = µA(2vj − 1) + nA(j) (9)
where the nA(j) ∼ N(0, σ2A) are mutually independent.
It has been shown [7] that µA must fulfil µA = σ
2
A
2 . In
this paper where we consider fast-fading ISI channels,
we have found that this is also a valid model for the a
priori inputs.
Hence we can analytically determine the MI IA =
I(X ; A) between the transmitted systematic bits X and
the a priori inputs [7]
IA(σ
2
A) = 1−
∫
∞
−∞
exp
(
− (ξ−µA)
2
2σ2
A
)
√
2piσ2A
· log2(1 + e
−ξ)dξ
(10)
Note that since IA is a monotonically increasing function
of σ2A, it is reversible. This must be used during simula-
tion when stepping through the input MI from zero to
one. For each value of input MI, IA(σ2A) must be re-
versed to find the appropriate value of σ2A.
To determine the MI between the data se-
quence and the extrinsic information at the output
of decoder/equalizer, we require the conditional p.d.f.
pE(ξ|Bi = bi). In this paper we determine this p.d.f.
by Monte Carlo simulation (histogram measurements) of
the TE-APP equalizer and the APP decoder.
6 Simulation Results
Unless stated otherwise, for all simulations we have con-
sidered a turbo equalization scenario with the following
parameters.
• Recursive convolutional code of rate 0.5, memory
4 given by (Gr, G) = (023, 037)8 where Gr is the
feedback polynomial with most significant bit cor-
responding to the leftmost (input) connection.
• Minimal separation parameter S = 13
√
N
2 in the S-
random interleaver.
• BPSK modulation
• N = 104 channel symbols per block
• Oversampling rate R = 0.5
• Root-raised cosine pulse shaping filter with rolloff
factor β = 0.5
• Two path fading model with equal average power
and relative delay one symbol period.
• Truncation of pulse shaping filter to extend for a to-
tal of 5 symbol intervals. Effective number of total
channel taps after considering multipath ` = 12
• Normalized channel coherence time T ′c = TcT = 20
symbols (i.e. fast fading).
6.1 Mutual Information Transfer (MIT)
Characteristics and EXIT Charts
We start by examining the decoder performance within
the turbo equalizer structure. Fig. 2 shows the extrin-
sic MI transfer characteristics of the memory 4 code with
various puncturing rates. Recall that the output extrinsics
are fed back to the TE-APP equalizer as a priori inputs
for the next turbo iteration. As can be seen, these feed-
back extrinsics will not be significant unless the decoder
receives extrinsic inputs which have an MI of at least 0.3.
If the feedback extrinsics are not significantly better than
the original a priori inputs, then the turbo equalizer may
not enhance the original data estimate.
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Figure 2. Mutual Information Transfer Characteristics of
a punctured RSCC of memory 4
Fig. 3 shows the MI transfer characteristics of the
TE-APP equalizer for different values of SNR and pilot
bit rates. It also shows the curves for APP equalization
with full CSI. Note that even for high input MI, the max-
imum output MI value obtained is not equal to 1, as was
observed in [9] where they considered known, fixed ISI
channels. It is interesting to note that in our pilot-aided
case of fast fading channels with unknown CSI, the pi-
lot bit rate only affects the MIT curve for low input MI.
In addition, the maximum output MI value is indepen-
dent of the pilot rate and depends only on the received
SNR (and the fading rate, as seen in Fig. 4). Of course as
expected, with increased SNR the output MI curves are
raised, indicating improved performance of the TE-APP
equalizer.
Fig. 4 shows the MI transfer characteristics of the
TE-APP equalizer for two different fading rates and 3
different pilot rates. As expected, the TE-APP equal-
izer performs better at the slower fading rate, achieving
a higher maximum output MI. Faster fading rates lead to
lower maximum output MI. Although it is not the same,
in terms of these MIT curves it is somewhat equivalent
to an SNR penalty. This is seen by observing that the
curves in Fig. 3 and Fig. 4 have similar properties, even
though one is generated from variations in SNR and the
other from variations in fading rate.
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Figure 3. Mutual Information Transfer Characteristics of
Full-CSI and TE-APP equalizers at different SNRs
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Fig. 5 shows an EXIT chart for the full turbo equal-
izer, (i.e. the axes of the code MIT curve are flipped
and overlaid on the TE-APP equalizer MIT curve). The
figure also shows a simulated MI trajectory for a real-
ization of the turbo equalizer. Note that the MI trans-
fer curves accurately predict the decoding behavior for a
fading channel, in this case of unknown CSI. Clearly the
wider the gap between the two curves, the less iterations
will be required.
6.2 Redundancy Allocation
Fig. 6 shows EXIT charts for the full turbo equalizer, (i.e.
the axes of the code MIT curve are flipped and overlaid
on the TE-APP equalizer MIT curve). The figure shows
pairs of equalizer/decoder curves which have the appro-
priate combinations of pilot bits and puncturing so that
in each case the overall data rate is the same (as shown in
the table in section 4).
Note that there are two crucial regions where the
turbo equalizer can fail to converge. The first crucial re-
gion is early in the iterations (i.e. low MI region). The
figure shows that the P = 100, K = 50 pair of curves
cross at an equalizer output MI value of 0.16. In this case,
we see that the pilot bits are clearly too infrequent, rel-
ative to fading rate and SNR. Hence there are too many
errors remaining at the TE-APP equalizer output for the
decoder to correct, even though it has a relatively large
puncturing value K.
Another interesting point is that for the fading rate
in Fig. 6, standard PSAM would require pilots at a rate
of P = 10 to accurately interpolate the channel estimates
(due to Nyquist), whereas it is clear from our EXIT chart
that the TE-APP equalizer will work even at the highly
infrequent rate of P = 55. Therefore it is more efficient.
The second crucial region on the EXIT chart is in
the high MI range. Clearly, because the equalizer curves
do not approach 1, as discussed earlier, it is important
that the equalizer MIT curve does not intersect the de-
coder MIT curve until it reaches the extreme right-hand
axis. Once it has reached the extreme right-hand axis, the
decoder curve will take the MI to 1, at the next iteration.
As discussed in relation to Fig. 3, this crossing point is
independent of the pilot bit rate, and depends only on the
received SNR and the code and puncturing properties.
In summary, Fig. 6 demonstrates that for this chan-
nel, convergence will be achieved for all pilot/puncturing
scenarios shown except for the two extreme cases. The
final design choice is to ensure minimum number of it-
erations, which is typically found by selecting the pair
with the largest gap between the curves, as discussed in
relation to Fig. 5. In this case of Fig. 6, we choose the
combination P = 7, K = 3.
6.3 BER Verification
In this section we provide BER plots which verify the
validity of EXIT chart analysis for this time varying, un-
known CSI, turbo equalizer. Fig. 7 shows the simulated
BER curves for two sets of pilot/puncturing combina-
tions. First, from the EXIT chart of Fig. 6, we conclude
that on average the P = 7, K = 3 combination will
converge to zero errors at SNR=10.5dB since the TE-
APP equalizer curve reaches the right-hand axis before it
crosses the decoder curve. Clearly this is not the case for
the P = 3, K = 1 combination. We also note from the
trajectory in Fig. 5 that on average we would expect that 2
iterations will be enough to converge. Each of these pre-
dictions is confirmed in the BER plot of Fig. 7 by looking
at the values at 10.5dB SNR.
In fact the knee in the BER curve can be predicted
from our EXIT charts. By overlaying the 6dB SNR TE-
APP equalizer MIT curve from Fig. 3 over the decoder
MIT curve in an EXIT chart we see that the crossing
point is at a high MI value. Due to the steep slope of the
decoder MIT curve, it only requires a reduction in SNR
to 4dB for the crossing point to move to a significantly
lower MI, although we do not have room to show this.
Therefore we would expect the BER knee to be at 4dB as
confirmed by Fig. 7.
6.4 Design Rules
In light of our above observations, we now provide a set
of design rules for turbo equalization with unknown CSI,
which will result in the minimum number of iterations on
average for a fixed overall data rate and symbol rate.
• First determine the worst-case received SNR-fading
rate scenario under which the system is expected to
operate.
• For this noise-fading scenario, evaluate the equal-
izer’s output MI for an input MI of 1, and call this
MImaxequ . We start the design here since we have found
this value to be independent of pilot rate.
• Now, consider the MIT decoder curves for a chosen
RSCC memory. Pick the curve with the most punc-
turing (smallest K) for which the output MI is 1 for
an input MI of MImaxequ . Hence we have determined
the puncturing rate K.
• The pilot rate can then be chosen as frequent as pos-
sible (smallest P ) while still satisfying the desired
data and symbol rates. By doing this the number of
turbo iterations will be minimized.
7 Conclusion
In this paper have used EXIT charts to analyze an adap-
tive turbo equalization receiver in fast-fading channels.
The receiver comprised an expanded trellis APP equal-
izer and an APP RSCC decoder. We have shown that the
maximum output MI of the TE-APP equalizer is inde-
pendent of the pilot rate, and is determined only by the
SNR and the fading rate. We also examined the tradeoff
between code puncturing and pilot insertion while main-
taining constant data and symbol rates. Finally we pro-
posed new design procedures for adaptive turbo equaliz-
ers based on our EXIT chart analysis.
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