The recent economic conundrum arising from the fall in the international oil price has threatened the maintenance of price stability, a key function of the central bank, therefore the need to investigate predictors of inflationary measures arises. The model averaging method considers uncertainty as part of the model selection, and include information from all candidate models. We analysed a wide spectrum of inflation predictors and all the possible models for Nigeria CPI inflation using the Bayesian Model Averaging and Weighted Average Least Squares. The study uses fifty-nine (59) predictor variables cutting across all sectors of the Nigerian economy and three (3) measures of inflation, namely; all items consumer price index, core consumer price index and food consumer price index. The results from both model averaging techniques showed that maximum lending rate, world food price index and Bureau de change exchange rate are the significant drivers of inflationary measures among focus variables, while foreign assets, credit to private sectors, net credit to government and real effective exchange rate are the drivers of inflationary measures, for the auxiliary variables, strongly supporting the monetarist and open economy views on inflation. The structuralist view is reported to be relatively weaker because government expenditure is only significant at 10.0 per cent..
Introduction
Inflation will for a long time remain a subject of interest and concern not only to econometricians, statisticians and economists but majorly to the monetary authorities. The reasons are quite many, including: the macroeconomic effect on savings and investments; the uncertainty effect on fiscal budgeting; and the impact on international competitiveness and trade performance. According to Adewumi and Awosika (1982) , inflation is one of the greatest problems plaguing the world economic scene. Thus, households, governments and investors are usually keenly interested in the movement and behaviour of inflation.
Inflation and inflationary factors can be explained by looking at the "Views of Inflation". For example in Fisher (1911) , Friedmanic view believes that inflation is a common economic and monetary phenomenon, while the structuralist believes that inflation is a function of economic structure particularly in developing countries that are characterized by market segmentation, resource immobility and disequilibrium in sectoral demand and supply.
According to the proponents of this view, due to structural rigidities, supply hardly responds to increase in demand arising largely from increase in income. Proponents of the globalist/open economy views are however of the conviction that Monetarist and structuralist perspectives to inflation are insufficient for the determination of exogenous multi-economic variables.
Inflation, according to them, is an economic measure of imbalances between aggregate demand and aggregate supply factors largely determined by interaction of government regulatory policies as well as responses of firms and households in terms of economic decisions to those policies, considering the complex and intertwined global or meso-economics 2 factors across the globe. Thus, they recognized the effect of globalisation on changes in domestic prices.
Globalists linked the impact of improvements in terms of trade, low imports prices relative to domestic production or improved trade with low-cost economies on inflation measures. They adopted two distinct approaches to explain the workings of the global view on inflation, namely: The accounting identity and the estimated empirical relationships. The view of the open economy posits that, depreciation in the value of the domestic currency, for instance, other things being equal, leads to upward surge in the prices of imported goods relative to domestically produced goods, making imports more expensive, hence rise in domestic prices. From another perspective, increase in the prices of imported goods, particularly intermediate goods, implies increase in the cost of production which in-turn leads to increase in the cost of domestically produced goods that is eventually transferred to the end users. Consequently, the exchange rate pass-through can be explained both from the perspective of direct and indirect channels.
Having all these views in mind, one can investigate the economic predictors of inflation.
A very prominent tool for predicting inflation is the Phillips curve which applies a single measure of economic slack, say unemployment rate to predict future inflation. According to Koop and Korobilis (2010) , four issues have been identified with Phillips curve's inflation prediction technique. Firstly, the coefficient on the predictors can change over time. Secondly, the model relevant for forecasting can potentially change over time, that is, some variables might predict well in expansions but not in recessions (see Stock and Watson, 2008) . Thirdly, the number of potential predictors can be large, and this raises a serious statistical problem for model selection strategy. In the midst of uncertainty about the choice of the predictor variables to be included in the model, care should be taken not to have dropped a particular variable that could have contributed well in terms of in-sample prediction.
To overcome this problem, model averaging techniques have been introduced (see Magnus and Durbin, 1999; Danilov and Magnus, 2004; Magnus, Powell and Prufer, 2010; Luca and Magnus (2011) . These techniques are unlike standard model estimators that are based on some pre-tests and post-tests for models estimation, thus, the techniques has a coherent way of making inference on the regression parameters of interests by taking into account the uncertainty due to both the estimation and the model selection steps. The two model averaging methods applied in this paper are the Bayesian Model Averaging (BMA) and Weighted-Average Least Squares (WALS). The two techniques average take into account all available information from various models; they are unlike the classical estimation methods via OLS where a final model that represents best the dataset is picked based on information criterion.
Given the above background, it worths applying the techniques on Nigerian inflation to determine its predictors. In this paper, we considered both BMA and WALS estimation methods. The burning research question is: what are the factors (monetary and fiscal) determining the path of inflation in Nigeria?
The remainder part of the paper is structured as follows: Section 2 presents literature on predictors of inflations with different econometric methods, including BMA and WALS techniques. Section 3 details the Methodology used. Section 4 presents the results and discussion of the analysis, while Section 5 gives conclusion and policy recommendation.
Review of Literature
Far back as 1980, the Phillips curve has been the traditional monetarist model for predicting inflation by the Federal Reserve Banks in the US. This model considered inflation as a function of current and past values of the monetary variable and the fiscal policy variable, with narrow money (M1) and government expenditure as proxies, respectively. The modified version of the curve, the NAIRU expressed inflation as a function of its own lagged value, the output gap and changes in the relative prices of food and energy (see Glassman and Stockton, 1983) .
However, the applicability of the NAIRU Phillips curve has been challenged by several authors (see Atkeson and Ohanian, 2001; Fisher, Liu and Zhou, 2002) . The authors stated that the model is unstable and has no consideration for structural shifts, and also produces larger forecasts errors. In the Bank for International Settlements (BIS), Mohanty and Klau (2001) applied a modified Phillips curve that accounts for both demand and supply side factors in modelling inflation in emerging economies. The countries considered were: India, Korea, Malaysia, Philippines, Taiwan, Thailand, Brazil, Chile, Mexico, Peru, Chech Republic, Hungary, Poland and South Africa. The variables considered were the output gap, food prices, oil price and money supply. The results showed that food prices played a dominant role in inflationary process of all countries considered in the study. Mehrotra and Sánchez-Fung (2010) applied a hybrid New Keynesian Phillips curve (NKPC) in modelling the inflationary process of China at Provincial level. The results indicated that the NKPC could only describe reasonably the inflationary process of coastal provinces.
The results further showed that output gap and forward-looking inflation component are important drivers of inflation in advanced marketization province because of likelihood of excess demand pressure. Hayashi et al. (2015) constructed an econometric model of inflation for Sri Lanka during the period January 2006 to April 2015 using the framework of NKPC.
The authors considered CPI for food and non-food baskets, output gap and nominal effective exchange rate. The results obtained showed that forward-looking NKPC holds in Sri Lanka for regressions with month-on-month inflation as dependent variable together with the output gap data, while the backward-looking hybrid NKPC model worked better with year-on-year inflation with exchange rate and domestic fuel prices acting as significant contributors. Vermuelen (2017) investigated the dynamic relationship between inflation and unemployment rates in South Africa using the Phillips curve. The author extended previous works in the South African literature such as Akinboade et al. (2002) , Kumo (2015) , Stigliz (2014), among others, and using different Phillips curve models estimated over the period 2000 to 2015 with employment and unemployment rates. The findings revealed that there is no evidence of a trade-off between inflation and the unemployment rate, while it found conflicting evidence of a positive relationship between inflation and employment growth. On the long run, the results indicated negative relationship between inflation and employment which is an indication that inflation hampers the creation of employment. Thus, the analysis did not include aggregate demand or proxy for output gap which are the usual variables often included in the estimation of Phillips curve.
The failure of Philips curve has led to the development of many other structural and dynamic econometric models for predicting inflation in the Federal reserve banks. These models include the Dynamic Stochastic General Equilibrium (DSGE) (Edge et al., 2006) ; Bank of Italy Quarterly Model (BIQM) (Locarno, 2008) ; constant, data-coherent error-correction (Aron et al., 2003; Bacchiocchi, 2003; De Brouwer and Ericsson, 2012) ; Large Empirical and Semi-structural (LENS) (Gervais and Gosselin, 2014) ; Bayesian Vector Autoregressive (BVAR) (Knotek and Zaman, 2013) and Knotek et al., 2015) , while these authors considered various economic variables and other proxies but these models failed in their ability to mimic the prevailing inflation rates at that time. Some authors found that inflation rate cannot be modelled using a single cause, they therefore considered series of models. Others considered single equations such as the autoregressive and bivariate Phillips curve models
In the case of Nigerian inflation, the pioneering work on inflation is that of Oyejide (1972) which is based on structuralist view. The paper examined the impact of fiscal deficit on inflation in Nigeria between 1957 and 1970 and found a strong direct relationship between different measures of fiscal deficit and inflation. In another study by Fakiyesi (1996) , bounds test was employed to model inflation dynamics in Nigeria. The finding showed that inflation was a function of broad money growth, exchange rate, growth rate of real income, level of rainfall and inflation expectation. Feridun and Adebiyi (2005) used Autoregressive analysis and single equation model to forecast inflation for Nigeria between 1986Q1 and 1998Q4. The variables considered in the study include; gross domestic product (GDP), narrow money supply (M1), broad money supply (M2), inflation rate, nominal exchange rate, interest rate and domestic debt. They tested the contribution of different monetary variables through an AR (1) process. Most of the variables considered in the model were found to be useful in predicting movements in prices, with exchange rate and domestic debt taking the lead. Thus, they concluded that although monetary variables play vital roles, they are not the only predictors of inflation in Nigeria. Using an error correction framework, Olubusoye and Oyaromade (2008) utilized annual data from 1970 to 2003 covering headline CPI, expected inflation, real GDP, real exchange rate, interest rate, fiscal policy to GDP ratio, money supply, oil prices and average rainfall to model inflation for Nigeria. While the long-run results considered fiscal deficit and variations in broad money supply as the drivers of inflation, the short-run dynamics reported inflation to be largely a function of its past values, perception about its future behaviour, petroleum prices and real exchange rate. The authors concluded that volatility in the price of crude oil in the international oil market is likely to hinder efforts of the monetary authorities to curb inflationary spirals.
The complex dynamic of inflation warrants the use of many models to judge its movement. This is the foundation upon which Bayesian Model Averaging is built. The Bayesian Model Averaging (BMA) methodology is increasingly witnessing wide spread applications across an array of disciplines including political science, social research, econometrics, etc. Notable contributions around inflation are indeed numerous. For instance, Jacobson and Karlsson (2002) consider BMA for predicting Swedish consumer price index using a large set of potential indicators, comprising some 80 quarterly time series covering a wide spectrum of Swedish economic activity. Similarly, Wright (2003) employs BMA for the prediction of U.S inflation using quarterly series from 1960 to 2003 for a total number of 93 predictor variables considered as alternative measures of economic slack and several asset prices. Lastly, a more recent study is Gonzalez (2010) which applies BMA to forecast inflation in Colombia. An application of BMA is implemented in constructing combined forecasts for the Colombian inflation rate, for the short and medium run. The dataset used for the empirical application consists of 73 monthly macroeconomic variables from 1999 to 2009. The series are grouped into three categories: Real Activity (26 series), Prices (23 series), Credit Money and Exchange Rate (24 series). The study finds BMA as a "useful and consistent way to select variables and models with high predictive power", better than the frequentist approach. The methodology for the BMA and WLAS techniques is presented in the next section of the paper.
Methodology

Bayesian Model Averaging Method
We assume linear regression models of the form:
For the j th model. By assuming model combination having only a constant, and a regressor and a constant, for a k number of models, it is expected to have 2 linear regression models, which differ only in their explanatory variables. Hence the specification in (1) can be re-written as
where = × 1 vector of ones, is × matrix containing some (or all) the predictor variables. The vector of disturbance terms , is assumed to be a multivariate Normal distribution with mean 0 and covariance 2 , N(0 , ℎ −1 ) where ℎ = −2 is the error precision. Using the definition of the multivariate Normal density, the likelihood function for the j th model can be written as
is the ordinary least squares estimator and
is the mean square error.
Since the likelihood function of models determines the structure or distribution of the prior especially for easier interpretations and computations, therefore the natural conjugate prior for (3) is Normal-Gamma density. Thus, if we elicit a prior for conditional on ℎ of the form |ℎ ~ ( * , ℎ −1 * )
and a prior for ℎ of the form ℎ ~ ( * −2 , * ) (5) then, the joint prior for the two parameters is given as
The posterior will also have Normal-Gamma density of the form , ℎ| ~ ( * , * , * −2 , * )
where * = ( * −1 + ′ ) −1 ; * = * ( * −1 * + ′̂) ; * = * + and * −2 is defined implicitly through * * 2 = * * 2 + 2 + (̂− * )
By integrating out (7), we have the marginal posterior distribution for , which is a multivariate t distribution, given as | ~ ( * , * 2 * , * )
where the mean, ( | ) = * = * ′ , * > 1, and the variance, ( | ) = * * 2 * −2 * * > 2. And the posterior for the precision given the data follows the gamma distribution:
ℎ⁄ ~ ( * −2 , * )
with the mean, (ℎ ) ⁄ = * −2 and the variance, and * must be chosen to reflect the researcher's prior information or belief. The rule of thumb suggested by Koop (2003) is that "when comparing models using posterior odds ratios, it is acceptable to use non informative priors over parameters which are common to all models.
However, informative, proper priors should be used over all other parameters." Thus, since error precision, ℎ, and the intercept, , are common to all models, the standard non informative prior can be used for them. To determining value for , the usual practice is to center priors over the hypothesis that predictor variables are not related or have no effect on the dependent variable. Since there are many variables involved in BMA, we might suspect that some of them are not important. In that case, we set * = 0
Finally, we left with choosing the value for * . This involves setting:
Finally, each model in the model space was assigned equal probability (uniform prior). That is:
The posterior mean and variance for the regression coefficient in terms of the g-prior are given, respectively as follows. The mean:
and the variance as:
Weighted Average Least Square Method
The Weighted Average Least Square (WALS) estimation method uses a linear regression model of the form in (2) 
which is the original vector of auxiliary parameters 2  from a linear regression model,
Using the orthogonal transformation to (20), the unrestricted OLS estimators of 1  and 2  from a regression of y on 1 X and 2 Z becomes,
is the multivariate OLS estimator from a regression of 2 Z on 1 X .
Thus, under some minimal regularity conditions on weights i  , the WALS estimator of 1  is given as, 
and  is the diagonal variance-covariance matrix of  .
Analysis and Discussion of Results
All the data used in this study are monthly, spanning January 1960 all items consumer price index (CPI), core CPI (CCPI) and food CPI (FCPI). The macroeconomic variables considered in the report are classified into 10 groups as shown in Table 1a and 1b.
Preliminary and Descriptive Analysis
The external behaviour of the variables is investigated by computing the appropriate measures of location and spread. The computed mean, standard deviation, minimum and maximum values are presented in Tables 1a and 1b based on the classifications in the previous section.
The summary statistics for the monetary aggregates in 
Model Estimation and Analysis
Three measures of inflation are considered in this study as used by Wright (2003) . These are the CPI, core CPI and food CPI. Consequently, three models, one for each measure of inflation are estimated. For each of these three models, a total of 53 possible predictor variables are used.
The predictor variables are classified into two, namely, focus variables and auxiliary variables.
According to Danilov and Magnus (2004) and Luca and Magnus (2011) Note, SE and PIP mean standard error and prior inclusion probability. We present model estimation results in Tables 2 and 3 for BMA and WAS techniques, respectively. Table 2 gives results for BMA models using CPI, CCPI and FCPI. as dependent variables, over a number of explanatory variables. The explanatory variables are divided into focus and auxiliary variables. 3 The auxiliary variables in the sense that the modeller is uncertain whether they should be in the model or not. Similarly, Table 3 presents the results for WALS estimation approach.
Starting from the results of the BMA approach presented in Table 2 , we found maximum lending rate (MLR), world food price index (WFPI) and Bureau de change exchange rate (EXRB) as significant drivers of all items CPI among focus variables while among auxiliary variables, FA, all share index (ASI), credit to private sectors (CPS), net credit to government (NCG) and real exchange rate (REER) are significant up to 5 percent level.
Government expenditure (GE) is weakly significant, that is up to 10 percent level. These levels of significance agree with corresponding PIP values presented in Table 2 . That is, in the real sense, the closer these PIP values are to unity, the more the significance of parameter estimates.
The case of WALS estimation method is presented in Table 3 . Looking at CPI and CCPI models, among focus variables, drivers of CPI and CCPI are still MLR, WFPI and EXRB, while among auxiliary regressors for these models (CPI and CCPI), foreign assets to DMBs (FA), ASI, CPS, NCG, REER and GE are significant drivers of CPI only. The significant auxiliary regressors for FCPI at 1 percent significant level is NCG.
Using WALS estimation approach, for CPI model, broad money (M2), real GDP (RGDP) are significant at 10 percent, while MLR, WFPI and EXRB are significant at 5 percent level. Looking across other models (CCPI and FCPI), we found the consistency of significance of these three focus variables. This conclusion about significance of MLR, WFPI and EXRB also agree with the results of BMA presented earlier in Table 2 . Among the auxiliary variables, for CPI models, we found FA, CPS, NCG, REER and GE as significant regressors, while for CCPI model, FA, ASI, CPS, NCG, REER and GE are significant auxiliary regressors at 5 percent level. For FCPI model, FA, NCG and GE are significant auxiliary variables. Now, among the significant drivers of CPI inflation, the direction is positive in most of the cases in the focus variables. The MLR, WFPI and EXRB have positive contagion with inflation proxies used as dependent variables (CPI, CCPI and FCPI) in both Tables 2 and 3, This is largely consistent with monetarist and imported/global inflation view. The monetarists are of the view that inflation is a function of money; hence anything that affects the quantum of money in circulation affects the general price level. Maximum lending rate is the interest rate applied to most credit created by the DMBs in Nigeria, thus increase in maximum lending rates translates to increase in the cost of production which results in rise in the prices of final goods. Moreover, the imported/global inflation view contends that inflation in an open economy is not solely a function of what happened in the domestic economy. Activities not only in the trading partner countries but also the global economy shapes the prices in the domestic economy. Globalist hence recognize the effect of globalization on changes in the domestic prices hence the consistently significant influence of world food price index and Bureau de change exchange rate on all variants of measures of domestic prices. While among the significant auxiliary regressors, REER and GE only have negative contagion with inflation proxies.
Conclusion and policy issues
Thus, the historical path of inflation is not only monitored by monetary authorities in both developed and developing countries, but attempt is also often made to determine its future path. This is done by using various methodologies which have been criticised to be defective, particularly in the area of the dynamism of the influence of the predictors on inflation over time. The large number of predictors, according to the critics of those methodologies, makes model selection cumbersome and difficult, hence the resort to the use of BMA which obtained the best predictive performance averaging forecasts constructed from several models. This study uses the Bayesian model averaging (BMA) methodology to determine the predictors of inflation for Nigeria. This paper considered 10 macroeconomic groups of variables, used as regressors for three inflation measures (all items CPI, core CPI (CCPI) and food CPI (FCPI)). Those 10 groups were the monetary aggregates, real sector, interest rate, exchange rate, capital market, prices, external sector, agricultural, fiscal and international indicators. Taking the sample from January 2008 to June 2017, both BMA and WALS techniques presented similar results. Among the focus variable, the estimation techniques identified MLR, WFPI and EXRB as potential drivers of CPI, CCPI and FCPI. Among the auxiliary variable, FA, CPS, NCG, REER and GE are the significant predictors of CPI, CCPI and FPI. Now, looking at the direction of the contagion, the direction is positive in most of the cases in the focus variables, that is, the MLR, WFPI and EXRB have positive contagion with inflation proxies, and this is in agreement with monetarist and imported/global inflation view.
The monetarists are of the view that inflation is a function of money; hence anything that affects the quantum of money in circulation affects the general price level. Maximum lending rate is the interest rate applied to most credit created by the DMBs in Nigeria, thus increase in maximum lending rates translates to increase in the cost of production which results in rise in the prices of final goods. Moreover, the imported/global inflation view contends that inflation in an open economy is not solely a function of what happened in the domestic economy. Activities not only in the trading partner countries but also the global economy shapes the prices in the domestic economy. Globalist recognizes the effect of globalization on changes in the domestic prices, hence the consistently significant influence of world food price index and Bureau de change exchange rate on all variants of measures of domestic prices.
While among the significant auxiliary regressors, REER and GE only have negative contagion with inflation proxies.
