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a b s t r a c t
Wepresent a general framework to study enumeration algorithms formaximal cliques and
maximal bicliques of a graph. Given a graph G, we introduce the notion of the transition
graph T (G) whose vertices are maximal cliques of G and arcs are transitions between
cliques. We show that T (G) is a strongly connected graph and characterize a rooted cover
tree of T (G) which appears implicitly in [D.S. Johnson, M. Yannakakis, C.H. Papadimitriou,
On generating all maximal independent sets, Information Processing Letters 27 (1988)
119–123; S. Tsukiyama, M. Ide, M. Aiyoshi, I. Shirawaka, A new algorithm for generating
all the independent sets, SIAM Journal on Computing 6 (1977) 505–517]. When G is
a bipartite graph, we show that the Galois lattice of G is a partial graph of T (G) and
we deduce that algorithms based on the Galois lattice are a particular search of T (G).
Moreover, we show that algorithms in [G. Alexe, S. Alexe, Y. Crama, S. Foldes, P.L. Hammer,
B. Simeone, Consensus algorithms for the generation of all maximal bicliques, Discrete
Applied Mathematics 145 (1) (2004) 11–21; L. Nourine, O. Raynaud, A fast algorithm for
building lattices, Information Processing Letters 71 (1999) 199–204] generate maximal
bicliques of a bipartite graph in O(n2) per maximal biclique, where n is the number of
vertices in G. Finally, we show that under some specific numbering, the transition graph
T (G) has a hamiltonian path for chordal and comparability graphs.
© 2008 Elsevier B.V. All rights reserved.
1. Motivations
A combinatorial (or enumeration) algorithm enumerates all configurations of a discrete structure (for example maximal
cliques of a graph) in such a way that each configuration is enumerated exactly once.
This paper is devoted to combinatorial algorithms for maximal cliques and maximal bicliques of a graph. Up to now,
several enumerating algorithms have been proposed for maximal cliques [14,30,20,16] and maximal bicliques [1,24,7,6,4,9,
10,23,31,12]. Most of these algorithms are instances of the reverse search technique of Avis and Fukuda [2], or based on the
Galois lattice of a bipartite graph.
The contributions of this paper are the following:
• We present a general framework to study both maximal cliques and maximal (induced or non-induced) bicliques of a
graph.
• We introduce the notion of the transition graph T (G) of maximal cliques of a graph G, whose vertices are maximal
cliques and there is an arc between two vertices C and C ′, if the maximal clique C ′ can be obtained from C using a
specified transition. We further formulate the problem of enumerating maximal cliques, each exactly once, as searching
the transition graph. Note this idea was already used for combinatorial Gray codes [28,29].
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Fig. 1. A graph G.
• We show that the transition graph T (G) is strongly connected, and we characterize a covering tree. Then we show that
algorithms in [14,30] are a depth and breadth search of this tree.
• We show that the covering graph of the Galois lattice of a bipartite graph G is a partial graph of T (G). This allows us to
view all algorithms proposed for enumerating maximal bicliques as particular search of the transition graph T (G).
• We also show that under some numbering the transition graph of a comparability or chordal graph is hamiltonian.
The rest of this paper is organized as follows: In Section 2, we define the enumeration problems for maximal cliques and
three variants: induced maximal bicliques of a graph, non induced maximal bicliques of a graph and maximal bicliques of a
bipartite graph. Each variant is reduced to the enumeration problem for maximal cliques. In Section 3, we introduce T (G),
the transition graph of maximal cliques of a graph G and study some interesting properties. Section 4 considers classical
algorithms for enumeratingmaximal bicliques of a bipartite graph as particular search of T (G). Section 5 shows the existence
of a hamiltonian path in T (G) for chordal and comparability graphs.
2. Maximal cliques, maximal bicliques
A graph or undirected graph G is a pair G = (V , E), where V is a finite set of vertices and E is a set of edges. The
neighborhood of a vertex v is denoted by Γ (v) = {v′ ∈ V | vv′ ∈ E}. The complementary graph of a graph G = (V , E) is
the simple graph with vertex set V and edges all pairs of distinct vertices that are nonadjacent in G, denoted by G = (V , E)
where E = {v1v2 ∈ V 2 | v1v2 6∈ E, v1 6= v2}. We denote n the number of vertices and m the number of edges in G. We
will omit brackets and comma for a set when it does not lead to confusion. For example, we will write v1v2 . . . vk instead of
{v1, v2, . . . , vk}.
Definition 1. A clique (resp. stable) of G = (V , E) is a set of vertices C ⊆ V , such that whatever v1 and v2 belong to C , then
the edge v1v2 belongs (resp. does not belong) to E.
A clique C of G is said maximal if for any x ∈ V \ C , C ∪ {x} is not a clique. The set of all maximal cliques of G will be
denoted by C(G).
Definition 2. Let G = (V , E) be a graph. An induced biclique of G is a pair (X, Y ), with X, Y ⊂ V such that:
(1) X and Y are stable sets,
(2) x ∈ X and y ∈ Y implies xy ∈ E.
If condition 1 is not satisfied, the pair (X, Y ) is called a non-induced biclique of G.
A biclique (X, Y ) is said to be maximal if for any x ∈ (V \ X) (resp. y ∈ (V \ Y )) the set (X ∪ {x}, Y ) (resp. (X, Y ∪ {y})) is
not a biclique.
The set of all maximal bicliques of a graph G is denoted byB(G).
In Fig. 1, the pair (12, 34) is an induced maximal biclique and the pairs (5, 13) and (23, 6) are non-induced bicliques.
2.1. Enumeration problems for bicliques
In the following, we show that the enumeration problem of maximal bicliques of a graph can be reduced to the
enumeration of maximal cliques of another graph. We also show that the enumeration of maximal bicliques of a bipartite
graph and the enumeration of maximal non-induced bicliques of a graph are equivalent.
2.1.1. Bicliques of a bipartite graph
Let G = (U, V , E) be a bipartite graph. Consider the graph G1 = (V1, E1) defined as follows:
• V1 = U ∪ V
• E1 = E ∪ {uu′ | u, u′ ∈ U} ∪ {vv′ | v, v′ ∈ V }.
This transformation replaces the stable sets U and V by cliques.
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Fig. 2. Transformation I.
Fig. 3. Transformation II.
Fig. 4. Transformation III.
Property 1. There is a bijection between the set of maximal cliques of the graph G1 and the set of maximal bicliques of G,
i.e. C ∈ C(G1)⇔ (C ∩ U, C ∩ V ) ∈ B(G).
Fig. 2 gives an example of this transformation. The maximal biclique (12, ab) of the graph in Fig. 2(a) corresponds to the
maximal clique {12ab} of the graph in Fig. 2(b).
2.1.2. Non-induced bicliques of a graph
Alexe et al. [1] show that the enumeration of non-induced bicliques of a graph G can be reduced to the enumeration of
maximal cliques of some graph.
Let G = (V , E) be a graph. Define the graph G1 = (V1, E1) as follows:
• V1 = V ∪ Vc , where Vc is a copy of the vertices in V .
• E1 = {uvc ∈ V × Vc | v ∈ V , uv ∈ E} ∪ {uv | u, v ∈ V } ∪ {ucvc | uc, vc ∈ Vc}.
Property 2. A pair (X, Y ) is a non-induced biclique of the graph G iff (X ∪ Yc) and (Xc ∪ Y ) are cliques of the graph G1.
Fig. 3 shows an example of this transformation. Fig. 3(b) and (c) show symmetric cliques corresponding to the non-
induced biclique (acd, b) of the graph in Fig. 3(a).
From the previous Properties 1 and 2, we deduce the following corollary:
Corollary 1. The enumeration of non-induced bicliques of a graph G = (X, E) is equivalent to the enumeration of bicliques of the
bipartite graph (V , Vc, E2) where E2 = {uvc ∈ V × Vc | v ∈ V , uv ∈ E}.
2.1.3. Induced bicliques of a graph
Dias et al. [7] show that the enumeration of induced bicliques of a graph G can be reduced to the enumeration ofmaximal
cliques of some graph.
Let G = (V , E) be a graph. We define a graph G1 = (V1, E1) as follows:
• V1 = V ∪ Vc , where Vc is a copy of the vertices in V .
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Fig. 5. (a) A graph G, (b) The transition graph T (G).
• E1 = {uvc ∈ V × Vc | v ∈ V , uv ∈ E} ∪ {uv ∈ V 2, uv 6∈ E} ∪ {ucvc ∈ V 2c , uv 6∈ E}.
Property 3. A pair (X, Y ) is a biclique of the graph G iff (X ∪ Yc) and (Xc ∪ Y ) are cliques of the graph G1.
Fig. 4 gives an example of this transformation. The maximal induced biclique (d, ac) of G corresponds to the maximal
cliques {acccd} and {acdc}.
To conclude this section, let us notice that any algorithm that enumerates maximal cliques of a graph can be used to
enumerate the maximal induced and non-induced bicliques of a graph. In the rest of the paper, we will show that several
algorithms found independently to enumeratemaximal bicliques are particular cases of well known algorithms onmaximal
cliques.
Notice that complexity analysis for enumeration problems is quite different from decision problems, since the output
can be exponential in the size of the input. Thus the complexity analysis of an enumeration algorithm depends on the size
of the input and the output. An algorithm is said:
(1) Output polynomial, if the time required to output all objects is polynomial time bounded in the size of the input and the
output.
(2) Polynomial delay, if the output of the first object, the delay between any two consecutive objects and the delay from the
last object to the end of the algorithm, is polynomial time bounded in the size of the input.
(3) Polynomial space, if the space required by the algorithm is polynomial bounded in the size of the input.
Another problem close to generation problems is counting the number of solutions. The counting problem associated
with the generation problem of maximal cliques, is the problem of determining the number of maximal cliques for the
input graph. Valiant [33] introduced the class #P of counting problems to classify counting problems according to their
computational difficulty.
Clearly, if there exist a total polynomial algorithm to enumerate maximal cliques (resp. bicliques) of a graph G, then the
counting problem is polynomial. In other words, if the number of maximal cliques (resp. bicliques) of a graph is polynomial
then the counting problem is also polynomial. For example, countingmaximal cliques of chordal graphs is polynomial, since
number of maximal cliques is polynomial [26].
In general the number ofmaximal cliques of an arbitrary graph can be exponential. In [22], the number ofmaximal cliques
of a graph with n vertices is bounded by 3n/3. The number of maximal bicliques of a graph is bounded by n.3n/3 in [11], but
for a bipartite graph it can be bounded by 2n/2.
Counting the number of maximal bicliques in a bipartite graph is shown #P-complete in [17]. This result can be derived
from the #P-completeness of counting order ideals of a poset [27]. Indeed, the set orders ideals of a poset P = (V ,≤) is in
bijection with maximal bicliques of the bipartite graph G(P) = (V , V , E)where E = {ab ∈ V × V | a 6≤ b}. We also deduce
that counting maximal cliques of a graph is #P-complete.
3. Transition graph of maximal cliques
We introduce the transition (directed) graph of maximal cliques of a graph, where the vertices are maximal cliques and
there is an arc from a maximal clique C ′ to another C if there is a transition that leads us to compute in polynomial time C
from C ′. The idea behind this notion is to define a rooted covering tree or a hamiltonian path in the transition graph such
that any algorithm that searches the graph using this tree or hamiltonian path can enumerate all maximal cliques.
Consider a graph G = (V , E)with V = {1, . . . , n}. We denote by Gi the subgraph of G induced by the vertices {1, . . . , i}.
Given amaximal clique C of G, and a vertex i 6∈ C ′, the set Ki(C) denotes the lexicographically smallest subgraph of the graph
induced by the vertices C ∩ {1, . . . , i} ∩ Γ (i) ∪ {i, . . . , n}. We have two possibilities:
• Ki(C) is amaximal clique in G.• Ki(C) is not a maximal clique in G. In this case, one notices that the vertices to be added to obtain a maximal clique are
smaller than i.
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For twomaximal cliques C ′ and C of G, wewill say that a transition labeled by i is possible from C ′ to C , if there is a vertex
i 6∈ C such that Ki(C ′) = C . In other words, there exists a transition from C ′ to C , if Ki(C ′) is the lexicographically smallest
maximal clique of G having C ′ ∩ {1, . . . , i} ∩ Γ (i) ∪ {i} as a prefix.
Let C be amaximal clique of G and i 6∈ C . If C ∩{1, . . . , i}∩Γ (i) is a maximal clique in Gi−1 then Ki(C) is a maximal clique
in G, but the reverse is false. In Fig. 5, there is a transition from 126 to 256 labeled by 5, and 126 ∩ {1, . . . , 5} ∩ Γ (5) = 2 is
not a maximal clique in G4 since it is contained in {12}.
Definition 3. We define the transition (directed) graph of maximal cliques of a graph G, noted T (G) = (C(G), T ) where
C(G) is the set of maximal cliques of G and (C ′, C) belongs to T if there is a transition from C ′ to C . We label the arc (C ′, C)
with the vertex i labeling the transition from C ′ to C , denoted by Label(C ′, C) = i.
Let us notice that there exists a unique i 6∈ C ′ such that C = Ki(C ′), i.e. if i < j then i 6∈ Kj(C ′) since i 6∈ C ′.
Notice that T (G) is not symmetrical. In Fig. 5, we have (34, 126) ∈ T but (126, 34) 6∈ T .
3.1. Properties
In this section, we show that the transition graph T (G) = (C(G), T ) is strongly connected, and characterize a rooted
covering tree which appears implicitly in [14,30].
We note by C0 the lexicographically smallest maximal clique of G and C <lex C ′ if C is lexicographically smaller than C ′.
Given a maximal clique C 6= C0, the following property shows that there is at least one maximal clique C ′ such that there is
a transition from C ′ to C .
Property 4. Let C be amaximal clique of a graph G, with C 6= C0. Then there exists C ′ ∈ C(G) such that (C ′, C) ∈ T and C ′<lex C.
Proof. Let i be themaximal vertex in C such that C∩{1, . . . , i} is amaximal clique inGi and C∩{1, . . . , i−1} is not amaximal
clique in Gi−1. Such a vertex exists, since C 6= C0. Then there exists a maximal clique C ′ such that C ′ ∩ {1, . . . , i} ∩ Γ (i) =
C ∩ {1, . . . , i− 1}. Moreover C ′<lex C .
Now suppose that C 6= Ki(C ′). Then there exists j ∈ Ki(C ′) such that i < j and j 6∈ C . This contradicts the maximality of i.

Corollary 2. T (G) is strongly connected.2
Proof. From Property 4, there is at least one path from C0 to anymaximal clique. One can note that for an arbitrary maximal
clique C of G, we have (C, C0) ∈ T , indeed Ki(C) = C0, with i the smallest vertex not belonging to C and which belongs to
C0. 
From Corollary 2, we deduce that any rooted covering tree of T (G) corresponds to an enumeration method. Now, what
happens if we add constraints on space memory (see [30]), or if we want to enumerate all the maximal cliques in the
lexicographical order (see [14]). In the following, we characterize a rooted covering tree and give a generic algorithm for
both methods in [14,30].
Proposition 1. Let F(T ) = (C(G), F) be a partial graph of T (G) = (C(G), T ) such that (C ′, C) ∈ F with Label(C ′, C) = i iff
(1) C = Ki(C ′),
(2) C ∩ {1, . . . , i} is a maximal clique in Gi,
(3) C ′ is the lexicographical smallest maximal clique in G containing C ∩ {1, . . . , i− 1}.
Then F(T ) is a covering tree of H rooted at C0. Moreover, for any path C0, C1, . . . Ck, we have C0<lex C1<lex · · ·<lex Ck and
Label(C0, C1) < Label(C1, C2) < · · · < Label(Ck−1, Ck).
Proof. Given a maximal clique C 6= C0, we show that there exists a unique maximal clique C ′ satisfying all the conditions.
Let i be the maximal vertex in C such that C ∩ {1, . . . , i} is a maximal clique and C ∩ {1, . . . , i− 1} is not maximal. Such
a vertex exists and it is unique, since C 6= C0. Thus condition 2 is satisfied.
Let C ′ be the lexicographical smallest maximal clique containing C ∩ {1, . . . , i− 1}. Clearly C does not contain i since C ′
contains at least a vertex j < i and j 6∈ Γ (i), otherwise C ∩ {1, . . . , i} is not maximal. Thus C = Ki(C ′) and C ′ is also unique
by construction. Thus conditions 1 and 3 are satisfied.
Now suppose that there exists another maximal clique C ′′ with C = Kj(C ′′), i 6= j. We distinguish two cases:
(1) If j > i then C ′′ ∩ {1, . . . , j − 1} = C ∩ {1, . . . , j − 1}. Moreover C ′′ = C since C ∩ {1, . . . , k} is maximal for all k ≥ i.
Thus j ∈ C ′′ and condition 1 is not satisfied.
(2) If j < i, we have two cases:
• C ∩ {1, . . . , j} is not maximal. Then condition 2 is not satisfied.
2 A directed graph is called strongly connected if there is a path from each vertex in the graph to every other vertex.
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Fig. 6. The covering tree F(T ) for the graph in Fig. 5. Bold arcs belong to the covering tree.
• C ∩ {1, . . . , j} is maximal. Then condition 1 is not satisfied (Kj(C ′′) 6= C) since C ′′ must contain an element k 6∈ C with
j < k < i, otherwise it contradicts the choice of i.
We conclude that for any maximal clique C 6= C0, there is a unique maximal clique C ′ satisfying the three conditions.
Now consider a path C0, C1, . . . Ck. According to Property 4, we have C0<lex C1<lex · · ·<lex Ck. Now we show that
Label(C0, C1) < Label(C1, C2) < · · · < Label(Ck−1, Ck). Suppose that i = Label(Cl, Cl+1) > j = Label(Cl+1, Cl+2). Then
Cl+1 ∩ {1, . . . , j − 1} = Cl ∩ {1, . . . , j − 1} and Cl+2 = Kj(Cl). Moreover conditions 2 and 3 are satisfied for Cl. Thus
(Cl, Cl+1) 6∈ F(T ) since Cl<lex Cl+1. 
Remark 1. Note that the depth of the covering tree F(T ) is bounded by n, since the labels in any path from the root to a leaf
are in increasing order (Fig. 6).
Remark 2. Notice that we can define other covering trees as follows:
(1) (C ′, C) ∈ F(T ) if C ′ is the smallest maximal clique such that there exists i 6∈ C ′ with C = Ki(C ′). In this case, the difficulty
is to check efficiently if (C ′, C) is in F(T ).
(2) F ′(T ) the covering tree defined with the same conditions as F(T ), except for condition 3, which can be replaced by
C ′ ∩ {1, . . . , i− 1}which is the inverse lexicographical smallest maximal clique in Gi−1 containing C ′ ∩ {1, . . . , i− 1}.
3.2. Algorithms for maximal cliques and induced maximal bicliques
Based on Proposition 1, we give two algorithms searching the covering tree F(T ). The first is the depth-first-traversal
of the covering tree, using polynomial space but maximal cliques are not generated in lexicographical order. The second
algorithm generates maximal cliques in a lexicographical order using exponential space. Both algorithms use polynomial
time delay.
Given a maximal clique C ′ and i 6∈ C ′, we first give an algorithm in O(m) to test if there is a child C in F(T ) such that
C = Ki(C ′).
Algorithm 1: Child(C, i)
Input: A maximal clique C ′ of G and i 6∈ C ′
Output: A maximal clique C if (C ′, C) ∈ F(T ), otherwise empty set
begin
C = Ki(C ′);
if C ∩ {1, . . . , i} is not maximal in Gi then Return(∅);
if C ′ is not the lexicographical smallest maximal clique containing C ∩ {1, . . . , i− 1} then Return(∅);
else
Return(C);
end
Proposition 2. Given a maximal clique C ′ and i 6∈ C ′, Algorithm 1 returns a maximal clique C iff (C ′, C) ∈ F(T ). Moreover,
Algorithm 1 runs in O(m) time complexity.
Proof. From Proposition 1 the algorithm is correct. Checking if C ∩ {1, . . . , i} is not a maximal clique in Gi can be done in
O(m). Computing the smallest maximal clique containing C ∩ {1, . . . , i− 1} can be done in O(m). Thus the total complexity
is O(m). 
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Algorithm 2: Generation in polynomial space and polynomial delay
Input: G = (V , E) a graph
Output: All maximal cliques of G
begin
{Q a stack};
Q ← First(G); the smallest maximal clique of G
while Q 6= ∅ do
Choose the top maximal clique C ′ from Q ;
Delete C ′ from Q ;
Display C ′;
for i ∈ V \ C ′ do
C = Child(C ′, i);
if C ′ 6= ∅ then
Q ← Q ∪ {C}
end
Algorithm 3: First Clique
Input: G = (V , E) a graph
Output: C0 the first lexicographical maximal clique in G
begin
C0 = {∅};
for i ∈ V in lexicographical order do
if C0 ∩ Γ (i) = C0 then C0 = C0 ∪ {i}
end
3.3. Polynomial space
Algorithm in [30] outputs all maximal cliques of a graph in O(nm) delay. Using the transition graph their algorithm is
equivalent to Algorithm 2. This algorithm corresponds to a depth first search of F(G).
Proposition 3. Algorithm 2 outputs all maximal cliques of a graph in O(nm) delay using polynomial space.
3.4. Lexicographical order
The idea of this algorithm is based on the fact thatmaximal cliques are lexicographically ordered from the root to a leaf. In
order to get the smallest one in linear time, the algorithm stores maximal cliques in a queue or a trie. Note that Algorithm 4
matches Johnson et al. [14] algorithmanduses the function child. Another possible version is to compute all possiblemaximal
cliques obtained by a transition from the current one C , and to store only maximal cliques (lexicographically) greater than
C . One can notice that for a maximal clique C and a vertex i, to compute and check if Ki(C) is a maximal clique of G can be
done in O(m) time complexity. Therefore, to compute all the neighbors of C can be done in O(nm) time complexity.
Proposition 4. Algorithm 4 outputs all maximal cliques in lexicographical order with O(nm) delay.
4. Transition graph of maximal bicliques of a bipartite graph
Let G = (U, V , E) be a bipartite graph. The graph G is also known as a binary relation or a context (see for example [3,
34]). The elements of U are called objects and the elements of V are called the attributes of the context G. An edge uv ∈ E
expresses that the object u possesses the attribute v.
Amaximal biclique (A, B) ofG is known as a concept ofG. These concepts, ordered by (A, B)≤B(C,D) iff A ⊆ C or (B ⊇ D)
form the Galois (or concept) lattice of G denoted by Gal(G). The covering relation of≤B is denoted by≺B .
Many algorithms have been developed to generate maximal bicliques or to build the Galois lattice of a bipartite graph
[1,24,4,6,9,10,13,15,19,23,25,31,32].
In this Section, we show that the covering graph of the Galois lattice of a bipartite graph G = (U, V , E) is isomorphic to
a partial graph of the transition graph T (G′), where G′ is the graph obtained by using a transformation given in Section 3.
This allows us to view all these algorithms as particular searching of the transition graph T (G′). Moreover some of these
algorithms are instances of algorithms given in the previous section. These algorithms may be classified into two families:
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Algorithm 4: Generation in lexicographical order and polynomial delay
Input: G = (V , E) a graph
Output: All maximal cliques of G
begin
{ Q a queue};
Q ← First(G); the smallest maximal clique of G
while Q 6= ∅ do
Choose the lexicographical smallest maximal clique C from Q ;
Delete C from Q ;
Display C;
for i ∈ V \ C do
C ′ = Child(C, i);
if C ′ 6= ∅ then
Q ← Q ∪ {C}
end
Fig. 7. The numbering of a bipartite graph.
(1) Algorithmswhich search the covering graph of the Galois lattice Gal(G). Generally these algorithms exploit the structure
of the poset Gal(G), and they have a good behavior practically [12,18].
(2) Algorithms which use some properties on maximal bicliques. In this case, we have a better time complexity than for
maximal cliques in a general graph, i.e. O(n2) per maximal biclique.
Let G′ = (U ∪ V , E ′) be the graph obtained using transformation given in Section 2.1.1. Recall that maximal cliques of
G′ are in one to one correspondence with maximal bicliques of G, i.e. (A, B) is a maximal biclique of G iff A ∪ B is a maximal
clique of G′.
Under the following numbering hypothesis, we show that existing algorithms for maximal bicliques of a bipartite graph
are particular searches of the transition graph T (G′).
Numbering hypothesis: We suppose that the vertices of G are numbered in such way that if v ∈ V , u ∈ U , then v < u. Thus
elements of U are denoted by integers and elements of V by letters.
4.1. Properties
In the following, we show that the covering graph of Gal(G) is isomorphic to a partial graph of T (G′). This allows us to
consider algorithms based on Gal(G), as particular search of the graph T (G′). Secondly, we show that F(T ), the covering tree
of T (G′) defined in Section 3, owns additional properties which match the good behavior in practice of classical algorithms
that compute closed sets of a closure system [10].
The following proposition shows that if a maximal biclique covers another one in the Galois lattice Gal(G), then there is
a transition in T (G′) between the corresponding maximal cliques (see Fig. 8).
Property 5 ([24]). Let (A, B) and (C,D) be two maximal bicliques of G such that (A, B)≺B(C,D). Then for all i, j ∈ C \ A,
Γ (i) ∩ B = Γ (j) ∩ B
Lemma 1. Let (A ∪ B, C ∪ D) be a transition in T (G′) with label in U. Then A ⊂ C and D ⊂ B.
Proof. For i ∈ U , we have D = ((A ∪ B) ∩ {1, . . . , i} ∩ Γ (i) ∪ {i, . . . , n}) ∩ V ⊂ B. And A ⊂ C since Γ (i) ∩ A = A. 
Proposition 5. Let (A, B) and (C,D) be two maximal bicliques of G′. Then (A, B)≺B(C,D) implies (A ∪ B, C ∪ D) ∈ T (G′).
Proof. Let i be the smallest vertex in C \ A. According to Property 5, we have Ki(A ∪ B) ∩ V = D. Thus Ki(A ∪ B) ∩ U = C ,
since D determines uniquely a maximal biclique. 
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Fig. 8. (a) The transition graph T (G′) for the bipartite graph in Fig. 7, restricted to transitions with labels in U and, (b) the covering tree F(T ).
Fig. 9. {abc2} is the smallest maximal biclique on U ∪ V , and {ab12} is the smallest maximal biclique on U .
Corollary 3. The covering graph of the Galois lattice of a bipartite graph G is isomorphic to a partial graph of T (G′).
A Maximal biclique (A, B) of a bipartite graph G can be identified either by A or B. Thus to generate maximal bicliques it
is sufficient to generate only one part. In our case a maximal biclique (A, B)will be identified by A.
Given two maximal bicliques (A, B) and (C,D) of G, we say that (A, B)<lex(C,D) iff A<lex C . So, for the corresponding
maximal cliques in G′, we have C <lex C ′ iff C ∩ U <lex C ′ ∩ U . Note that the smallest lexicographical maximal clique is not
always the smallest lexicographical maximal clique on U (see Fig. 9). To apply previous algorithms, we suppose that for all
u ∈ U , Γ (u) 6= V .
Remark 3. This lexicographical order is usually used for closed sets of closure systems on U . Indeed, there is a bijection
between maximal bicliques of a bipartite graph G = (U, V , E) and closed sets of the closure system FU = {A | (A, B) is a
maximal biclique of G}.
Note that the algorithm in [7] generates all induced maximal bicliques of a graph in lexicographical order on U ∪ V , with
the same complexity as the algorithm in [14].
Lemma 2. The labels of the transitions in F(G) belong to U.
Proof. The first maximal clique C0 corresponding to (V ,∅) contains all vertices in V . Thus from C0 we can have only
transitions with labels in U . Moreover labels on a path of F(T ) are increasing. This guarantees that only vertices of U are
used, since for all v ∈ V , u ∈ U we have v < u. 
Property 6. Let (A ∪ B, A1 ∪ B1), (A ∪ B, A2 ∪ B2) be two transitions in F(T ) such that A1<lex A2. Then for any maximal clique
A′ ∪ B′ of G′ such that there is a path from A1 ∪ B1 to A′ ∪ B′ in F(T ), we have A′<lex A2.
Proof. Let i be the smallest vertex in A1 which is not in A2. Using Lemma 1, i belongs to each maximal clique reachable by a
transition with label in U , and thus A′<lex A2. 
According to Property 6, Algorithm 4 uses polynomial space and it is equivalent to Algorithm 2.
Corollary 4. Algorithms 2 and 4 generate the set of maximal bicliques of a bipartite graph G = (U, V , E) in lexicographical order
on U, using polynomial space and polynomial delay.
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4.2. Exponential space
There exist algorithms using potentially exponential space to generate maximal bicliques of a bipartite graph [24] or
non-induced bicliques of a graph [1]. According to the transformation given in Section 3, these algorithms are equivalent
and have the same time complexity O(n2) per maximal biclique.
Recall that amaximal clique A∪B in G is uniquely determined by B. Furthermore, for any transition (A′∪B′, A∪B) ∈ F(T ),
we have B = B′ ∩ Γ (i), where i = Label(A′ ∪ B′, A ∪ B). Given a maximal clique A ∪ B of the graph G′ and i ∈ U , there exists
a maximal biclique (A, B) of G such that B = (A ∪ B) ∩ V ∩ Γ (i).
To avoid the use of the operation Ki(), which costs O(m), we need a trie L to store the set A for each maximal biclique
(A, B). Thus, given a maximal biclique (A, B) and i ∈ U; we can check in O(n) time complexity if a transition with label i is
possible in F(T ) from (A, B). If the transition is possible, then we complete the maximal biclique using elements of U and
greater or equal to i.
Algorithm 5: Generation of maximal bicliques of a bipartite graph
Input: A bipartite graph G = (U, V , E)
Output: All maximal bicliques of G
begin
{Q a stack};
Q ← {(∅, V )};
L = {V };{L is a trie}
while Q 6= ∅ do
Choose the top maximal biclique (A, B) from Q ;
Delete (A, B) from Q ;
Display (A, B);
K = {i ∈ U | i is greater than the maximal element in A};
while K 6= ∅ do
Choose i the minimal element in K ;
Y = B ∩ Γ (i) ∩ V ;
if Y 6∈ L then
X = {j ∈ U | i < j and Y ⊆ Γ (i)};
K = K \ X;
Q = Q ∪ {(A ∪ X, Y )};
L = L ∪ {Y };
end
Theorem 1. Algorithm 5 outputs all maximal bicliques of a graph G = (U, V , E) in lexicographical order on U and using O(n2)
delay, where n = |U| + |V |.
5. Hamiltonicity of some transition graphs
Under some numbering, we show that the transition graph of maximal cliques for a comparability or chordal graph has
a hamiltonian path.
5.1. Comparability graph
A graph G = (V , E) is said to be a comparability graph if there exists a poset P = (V , <P) such that xy ∈ E iff x<P y
or y<P x. Fig. 10 shows an example of a comparability graph. It is well known that maximal cliques (resp. stable sets) of a
comparability graph G are the maximal chains (resp. antichains) of P [5]. Thus the enumeration of maximal antichains of P
is equivalent to the enumeration of maximal bicliques of a bipartite graph [24].
A comparability graph is the graph obtained by ignoring the direction of edges of a transitive directed acyclic graph
(i.e. a poset). Conversely, a transitive orientation of a comparability graph G = (V , E) is the directed acyclic graph (poset)
P = (V ,≤P) obtained from G by assigning a direction to each edge of the graph.
Given a graph G = (V , E). There are linear time algorithms to recognize if G is a comparability graph and to compute the
transitive orientation P = (V ,≤P) of G [21]. Moreover the covering graph D(P) = (V ,≺P) of P can be computed in O(nm).
Suppose that vertices of G are numbered according to a linear extension of P , i.e. i<P j implies i < j. Fig. 10 shows such
a numbering.
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Fig. 10. A comparability graph and its corresponding poset.
Lemma 3. Let C be a maximal chain of P. Then for all i ∈ C, C ∩ {1, . . . , i} is a maximal clique in Gi.
Proof. Let i ∈ C . Then, all elements which cover i are greater than i. Thus C ∩ {1, . . . , i} is a maximal clique in Gi, otherwise
C is not a maximal chain. 
Lemma 4. Let C be a maximal chain of P and i 6∈ C. Then Ki(C) is a maximal chain of P if i is minimal in P or there exists j ∈ C
such that j≺P i.
Proof. If i is minimal in P then Ki(C) is a maximal chain. Suppose that i is not minimal in P and there exists j ∈ C such that
j≺P i. By Lemma3, C∩{1, . . . , j} ismaximal in the graph induced by the j first vertices. Since j≺P i, we have C∩{1, . . . , j}∪{i}
a maximal chain in the graph induced by the i first vertices. Thus Ki(C) is maximal. 
The following theorem shows that the lexicographical order of maximal cliques corresponds to a hamiltonian path in the
transition graph T (G).
Theorem 2. The sequence of maximal cliques of a comparability graph G ordered lexicographically is a hamiltonian path of T (G).
Proof. Suppose S = C1, C2, . . . , Ck is the sequence of maximal cliques of a comparability graph G ordered lexicographically.
We show that for any l ∈ [1, k[, (Cl, Cl+1) is a transition.
Let i ∈ Cl (resp. j ∈ Cl+1) be the smallest vertex such that i 6∈ Cl+1 (resp. j 6∈ Cl). Clearly i < j since Cl<lex Cl+1. Moreover
Cl+1 is the smallest maximal clique containing Cl ∩ {1, . . . , i}which is equal to Ki(Cl) since it is maximal. 
Corollary 5. Maximal cliques of a comparability graph can be listed in lexicographical order using O(m) delay and O(n + m)
space.
Remark 4. Using the order structure (maximal chains), Ki(C) can be computed in O(n) (see. [5]) and thus maximal cliques
of a comparability graph can be listed in O(n) in lexicographical order.
5.2. Chordal graphs
A graph G = (V , E) is said chordal (or triangulated) if each cycle of length at least 4 has a chord. A vertex v ∈ V is
simplicial if Γ (v) is a clique. An ordering v1, . . . , vn of the vertices of V is called a perfect elimination ordering (PEO for
short) of G if for all i ∈ {1, . . . , n}, the vertex vi is simplicial in the subgraph induced by the vertices {vi, . . . , vn}. A graph is
chordal if and only if it has a PEO.
Habib et al. [8] have shown that theMaximal Cardinality Search (MCS for short) algorithm gives a partition {L1, . . . , Lk} of
vertices of V , which corresponds to increasing sequences of marks. There is a one-to-one correspondence betweenmaximal
cliques {C1, . . . , Ck} of G and {L1, . . . , Lk}. Let Ci, 1 ≤ i ≤ k, be the maximal clique corresponding to Li. Then Ci = Li ∪M(x)
for each x ∈ Li [8], whereM(x) is the set of vertices which have marked x. In Fig. 11, we have L1 = {1}, L2 = {2}, L3 = {34}
and L4 = {567} corresponding to maximal cliques C1 = {124}, C2 = {234}, C3 = {3467} and C4 = {567}.
Theorem 3. Let G = (V , E) be a chordal graph with vertices in V numbered according to a PEO. Then, C1, . . . , Ck is a symmetric
hamiltonian path in T (G), i.e. for all i ∈ [1, k] (Ci, Ci−1) and (Ci−1, Ci) belong to T (G). Moreover C1, . . . , Ck is a hamiltonian
circuit.
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Fig. 11. (a) A chordal graph G numbered according to a PEO, (b) the transition graph T (G).
Proof. First, we show that C1, . . . , Ck is a hamiltonian path. Let j be the smallest vertex in Ci+1 \ Ci. We have j 6∈ M(x) for all
x ∈ Li, since j 6∈ Ci. Thus Kj(Ci) does not contain any vertex of Li and it contains all vertices in Li+1 which are in Ci and smaller
than j. Since Kj(Ci) contains all vertices in Li+1, then Kj(Ci) = Ci+1.
Now let us show that Ck, . . . , C1 is a hamiltonian path. Let ji, ji+1 be respectively the smallest elements in Ci and Ci+1.
Since the vertices of G are numbered according to a PEO, we have ji < ji+1. Thus Kji(Ci+1) contains all elements in Li and
therefore it corresponds to Ci.
Since there is always a transition from any maximal clique to the smallest one, then C1, . . . , Ck is a hamiltonian circuit.

We close this paper by asking the following questions:
(1) Given a graph G. Is there a numbering of vertices of G such that the transition graph of G is hamiltonian? If yes, what is
the complexity of an algorithm that outputs maximal cliques according to the hamiltonian path?
(2) Can we improve the time complexity (i.e. O(nm)) of generating maximal cliques using polynomial space?
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