In this work, a general wireless channel model for different types of code-division multiple access (CDMA) and space-division multiple-access (SDMA) systems with isometric random signature or precoding matrices over frequency-selective and flat fading channels is considered. For such models, deterministic approximations of the mutual information and the signal-to-interference-plus-noise ratio (SINR) at the output of the minimum-mean-square-error (MMSE) receiver are derived. Also, a simple fixed-point algorithm for their computation is provided, which is proved to converge. The deterministic approximations are asymptotically exact, almost surely, but shown by simulations to be very accurate even for small system dimensions. Our analysis is based on the Stieltjes transform method which enables the derivation of spectral limits of the large dimensional random matrices under study but requires neither arguments from free probability theory nor the asymptotic freeness or the convergence of the spectral distributions of the various matrices involved in the model. The results presented in this work are as such also a novel contribution to the field of random matrix theory and might be useful to further applications involving isometric random matrices.
I. INTRODUCTION
Consider the following discrete time wireless channel
where (i) y ∈ C N is the channel output vector.
(ii) H k ∈ C N ×N k , k ∈ {1, . . . , K}, are complex channel matrices.
(iii) W k ∈ C N k ×n k , k ∈ {1, . . . , K}, are complex signature/precoding matrices which contain each n k ≤ N k orthonormal columns of independent N k × N k Haar-distributed random unitary matrices.
(iv) P k ∈ R n k ×n k , k ∈ {1, . . . , K}, are diagonal matrices with nonnegative entries.
(v) x k ∈ C n k , k ∈ {1, . . . , K}, are random transmit vectors, having independent and identically distributed (i.i.d.)
elements with zero mean and unit variance.
(vi) n ∈ C N is a noise vector having i.i.d. circular-symmetric complex Gaussian elements with zero mean and variance σ 2 .
evaluation of such systems is compulsory and a field of active research [10] . However, little related analytical work based on large random matrix theory has been published so far and the results presented in this paper might stimulate further research in this direction.
Before we summarize the main results of this work, we need the following definitions. Let B N ∈ C N ×N be the complex matrix
and, for z ∈ C \ R + , denote m BN (z) the Stieltjes transform [6, Section 3.1] of the eigenvalue distribution function, referred to as the empirical spectral distribution (e.s.d.) F BN of B N , given as
Moreover, denote I(σ 2 ) the normalized mutual information 2 of the channel (1) assuming complex Gaussian input vectors x k , given by [11] I(σ 2 ) = 1
expressed in nats/s, and let γ kj be the SINR at the output of the linear MMSE receiver for the j th component of transmit vector x k , which reads [12] γ kj = p kj w
where B (k,j) = B N − p kj H k w kj w H kj H H k , p kj is the j th diagonal entry of P k and w kj is the j th column of W k .
The contribution of this paper is twofold. As a contribution to the field of random matrix theory, we provide a deterministic equivalent F N to F BN , such that, when N and all n k grow large F BN − F N ⇒ 0, almost surely. Although deterministic equivalents of e.s.d. are by now more or less standard and have been developed for rather involved random matrix models [13] , [14] , results for the case of Haar distributed matrices are still an exception.
In particular, most results on Haar matrices are based on the assumption of asymptotic freeness of the concerned matrices, a requirement which is rarely met for the matrices of our model. The approach taken in this work is, thus, novel as it does not rely on free probability theory and we do not require any of the matrices in (1) to be asymptotically free.
As a contribution to the field of wireless communications, we derive deterministic approximations I N (σ 2 ) and (·) H , respectively. We denote by C + the set {z ∈ C, ℑ[z] > 0} and by C − the set {z ∈ C, ℑ[z] < 0}. The character i denotes the complex square-root of −1 with positive imaginary part.
II. MAIN RESULTS
In this section, we present the main results of the paper.
We first need the following definitions. Denote C(X, Y ) the set of continuous functions from X ⊂ C to Y ⊂ C and S(R + ) ⊂ C(C \ R + , C) the class of functions f analytic over C + \ R + , such that, for z ∈ C + , f (z) ∈ C + , zf (z) ∈ C + and lim y→∞ −iyf (iy) < ∞. Such functions are known to be Stieltjes transforms of finite measures supported by R + .
Theorem 1 (Fundamental equations):
For i ∈ {1, . . . , K}, let P i ∈ C ni×ni be a nonnegative diagonal matrix and let 
has a unique solution (ē 1 (z), . . . ,ē K (z)) ∈ C(C \ R + , C) K satisfying (e 1 (z), . . . , e K (z)) ∈ S(R + ) K and, for z real negative and for all i, 0 ≤ e i (z) < c ici /ē i (z). Moreover, for each real negative z, e i (z) = lim 
within the interval [0, c ici /e (t)
i (z) can take any positive value and e .
Proof:
The proof is provided in Appendix A.
Remark 1: The solutionē (t)
i (z) of (4) is also explicitly given bȳ In the next theorem, the uniqueness of the solutions to the fundamental equations is used to characterize the deterministic equivalent F N of F BN .
Theorem 2 (Convergence in distribution):
For i ∈ {1, . . . , K}, let P i ∈ C ni×ni be a Hermitian nonnegative matrix with spectral norm bounded uniformly along n i and W i ∈ C Ni×ni be n i ≤ N i columns of a unitary Haar distributed random matrix. Consider 
Then, as N , N 1 , . . . , N K , n 1 , . . . , n K grow to infinity withc i satisfying 0 < lim infc i ≤ lim supc i < ∞ and 0 ≤ c i ≤ 1 for all i, the following limit holds true almost surely
where F N is the distribution function with Stieltjes transform m N (z) defined by
where (ē 1 (z), . . . ,ē K (z)) are uniquely defined as in Theorem 1.
Proof:
Remark 2: Assumec i = 1 for every i (e.g., when H i is a Toeplitz matrix as in the CDMA case). Then, by extending every P i ∈ C ni×ni into N × N matrices filled with zeros, we can assume c i = 1 without affecting the final result. In this scenario, the Stieltjes transform
withē j (z) defined by the fundamental equations
. This is to be compared against the scenario where the matrices W i have i. 
K (z)) the unique solution of the implicit equations
K (z) are Stieltjes transforms of distribution functions. The only difference between the two sets of equations lies in the additional term −e iēi I N in (6) which is not present in (7) .
Based on the deterministic equivalent F N of F BN , we present in the next theorem a deterministic equivalent
Theorem 3: Let B N ∈ C N ×N be defined as in Theorem 2 and let x > 0. Denote
the Shannon-transform of F BN and consider the quantity
where e i = e i (−1/x),ē i =ē i (−1/x) for all i are given by Theorem 1. Then, as N , N 1 , . . . , N K , n 1 , . . . , n K grow to infinity with 0 < lim infc i ≤ lim supc i < ∞, the following holds true:
Proof: The proof is provided in Appendix B.
As a consequence of Theorem 3,
is a deterministic equivalent of the mutual information
for the channel (1) with static channel realizations H 1 , . . . , H K of almost surely uniformly bounded spectral norm,
a.s.
Our last result is the following.
Theorem 4:
Under the conditions of Theorem 2, we have
with w ij ∈ C Ni the j th column of W i and e i (z),ē i (z) given by Theorem 1.
Proof:
The proof is provided in Appendix C. Denoting γ N,kj = p kj
, we have that γ N,kj is a deterministic equivalent of the SINR at the output of the MMSE decoder γ kj for the channel model (1).
The above results enable a simple characterization of different performance measures of isometric precoded multiuser systems with static large dimensional channels, some of which were introduced in Section I. In the following, we apply these results to a simple three-cell example with channel matrices H 1 , . . . , H K filled with i.i.d. entries.
III. NUMERICAL RESULTS
Consider the three-cell uplink channel from K = 3 user terminals (UTs), user k being equipped with N k transmit antennas, to three base stations (BSs) as shown in Figure 1 . We focus on the center cell BS 2 , equipped with N antennas, and assume that the BSs only decode the signals received from the UT in their own cell. The received signal at BS 2 reads
N ×Ni the multiple-input multiple-output (MIMO) channel matrix from user i to BS 2 , x i ∈ C ni the symbol of user i intended to BS i , W i ∈ C Ni×ni the isometric precoding vectors composed of n i orthogonal streams and 0 < α < 1 an inter-cell interference factor. The vector z ∈ C N combines the inter-cell interference and the thermal noise. The covariance matrix Z ∈ C N ×N of z is given as
We assume an SDMA system with channel matrices H k ∈ C N ×N k random realizations of a random standard
Gaussian matrix with entries of zero mean and variance 1/N k . For simplicity, we further assume that each UT uses n k = n different transmit signatures to which it assigns equal unit power, i.e., P k = I n . Assuming Gaussian signaling, the mutual information I(σ 2 ) of the center cell when the interference is treated as noise is given by According to [15] , the spectral norm of H k H H k is almost surely uniformly bounded. We are therefore in the conditions of Theorem 3. As a consequence, I(
a.s. scaled to bits/s/Hz instead of nats. We observe a very accurate fit between both results over the full range of SNR and n. This validates the deterministic approximation of the mutual information for systems of even small dimensions.
In Figure 3 , we compare the per-receive antenna sum rate R(σ 2 ) achieved by BS 2 at the output of an MMSE decoder to the associated deterministic equivalent R N (σ 2 ), for the same system conditions as for Figure 2 . The sum rate R(σ 2 ) is explicitly given by
with γ ij defined in (2). As for R N (σ 2 ), from Theorem 4, it reads
with e 2 (−σ 2 ) andē 2 (−σ 2 ) defined in Theorem 2.
Similar to the previous observation, the deterministic equivalent provides an accurate approximation for all values of SNR and n, although the precision is slightly less than for the mutual information in Figure 2 . 
IV. CONCLUSION
We have studied a class of wireless communication channels with random unitary signature or precoding matrices which can be used to model different types of CDMA and SDMA systems over frequency-selective and flat fading channels and with multiple users or cells. We have provided deterministic approximations of the Stieltjes transform, the mutual information and the SINR at the output of the MMSE receiver, which are asymptotically accurate, almost surely. Our simulations verify the accuracy of the approximations even for systems of small dimensions. In order to compute explicitly these approximations, we have also derived a simple fixed-point algorithm and proved its convergence to the correct solution.
On top of the applications covered in this article, the provided deterministic equivalents can be used as a support to further deterministic equivalents of ergodic rate performance when the channel conditions vary with time. This can be achieved by merging the current results to those of e.g. [13] , [14] , [16] . Moreover, since our analysis is not based on results from free probability theory and we do not require any of the matrices involved to be mutually asymptotically free, our work is also a novel contribution to the field of random matrix theory, which can be extended to more involved communication models featuring isometric precoders. In particular, a similar approach can be used to come up with deterministic equivalents of the performance of uplink orthogonal code division multiple access in frequency selective channels. This would demand to consider a matrix model featuring the Hadamard product of a deterministic matrices and a random isometric matrix.
APPENDIX A PROOF OF THEOREMS 1 AND 2 We first provide an outline of the proof for better understanding. The full proof will be given in Appendix A-B.
A. Sketch of the proof
We wish in a first step to prove that there exists a matrix F of the form F = K i=1f i R i such that, for all nonnegative A with A < ∞ uniformly on N ,
, we will have in particular that
Contrary to classical deterministic equivalent approaches for random matrices with i.i.d. entries, finding the
The reason is that, during the derivation, terms such as
prefix will naturally appear and will be required to be controlled. We proceed as follows.
• We first denote for all i, δ i
we prove
−→ 0,
where p il denotes the l th eigenvalue of P i , and δ i is linked to f i through
• This expression ofḡ i , which is not convenient under this form, is then shown to satisfȳ
which induces the 2K-equation system
• These relations are sufficient to infer the deterministic equivalent, but will be made more attractive for further considerations by introducing F = K i=1f i R i , and proving that
where, for z < 0,f i lies in [0, c ici /f i ) and is now uniquely determined by f i . This is the very technical part of the proof. We then prove in a second step the existence and uniqueness of a solution to the fixed-point equation
for all finite N , z < 0 and forē i ∈ [0, c ici /f i ). This unfolds from a property of so-called standard functions. We will show precisely that the vector application h = (h 1 , . . . , h K ) with
x i being the unique solution tox
, is a standard function. It will unfold that the fixed-point equation in (e 1 , . . . , e K ) has a unique solution with positive entries and that this solution can be determined as the limiting iteration of a classical fixed point algorithm.
The last step proves that the unique solution (e 1 , . . . , e N ) is such that
which is solved by standard arguments.
B. Complete proof
We will prove Theorem 2 by assuming first that, as N grows, the ratios
We also assume for the time being that for all i, R i is uniformly bounded surely. The cases lim sup N c i = 1 for a certain i as well R i uniformly bounded almost surely will be treated subsequently.
1) Case lim sup
Step 1: Convergence
In this section, we take z < 0, until further notice. Let us first introduce the following parameters. We will denote T = max i {lim sup P i }, R = max i {lim sup R i }, c + = max i {lim sup c i },c − = min i {lim infc i } and c + = max i {lim supc i }. We start our derivation by the definition of some stochastic quantities, namely the random variables δ i , f i and β i , introduced below.
We start with classical deterministic equivalent techniques.
Let A ∈ C N ×N be a Hermitian nonnegative definite matrix with spectral norm uniformly bounded by A. Recall
. . ,ḡ K scalars left undefined for the moment, we have
with w il ∈ C Ni the l th column of W i , p i1 , . . . , p ini the eigenvalues of P i and
il , while the equality (c) follows from Lemma 2.
The idea now is to infer the values of theḡ i such that the differences in (10) go to zero almost surely as N grows large. We will therefore proceed by studying the quantities w
in the denominator and numerator of the second term in (10).
For every i ∈ {1, . . . , K}, denote
Introducing the additional term (G − zI N ) −1 A in the argument of the trace in δ i , we denote
Under these notations, according to Lemma 3, the quantity w
We also define
for any z < 0. Remark first, from standard matrix inequalities and the fact that w H Aw ≤ A for any Hermitian matrix A and any unitary vector w, that we have the following bounds on δ i , β i and f i ,
From Lemma 2, we have that
Since z < 0, δ i ≥ 0, so 1 1+p il δi is well defined. By adding the term 1 N ni l=1 δi 1+p il δi on both sides, (11) can be re-written as
We now apply Lemma 3 and Lemma 4, which together with
for some constant C > 0. This determines the asymptotic behaviour of δ i and, thus, the asymptotic behaviour of the quantity w
We now proceed similarly with β i as with δ i to obtain
from which we have
With the same inequalities as above, and with
we have that
for some C ′ > C. Multiplying (13) by
This now provides us with the asymptotic behaviour of β i or equivalently of the quantity w
We are now in position to infer theḡ i such that
We then have
Notice now that 1 + p il δ i ≥ 1 and
which ensure that we can divide the term in the expectation of the left-hand side of (15) 
From (14) and (17), we therefore have that
We finally obtain
This provides a first convergence result as a function of the parameters δ i , from which a deterministic equivalent can be determined. Nonetheless, the expression ofḡ i is rather impractical as it stands and we need to go further.
Observe in particular thatḡ i can be written under the form
We will study the denominator of the above expression and show that it can be synthesized into a much more attractive form.
From (12), we first have
Multiplying (16) by
and addingc i to both sides yields
By definition,ḡ i ≤ T (1−ci)ci , and we therefore also have
16
The equations (19) and (20) can now be used to approximate the denominator ofḡ i as follows
Before to provide a useful bound, we need to ensure here that the (20) and (21), we have
2 ) since we assumed lim sup N c i < 1.
We are now ready to introduce the matrix F. Consider
withf i defined as the unique solution to the equation in x
within the interval 0 ≤ x < c ici /f i . To prove the uniqueness of the solution within this interval, note simply that
Hence the uniqueness of the solution in [0, c ici /f i ). We also show that this solution is an attractor of the fixed-point algorithm, when correctly initialized.
Indeed, let x 0 , x 1 , . . . be defined by
,
so that the differences x n+1 −x n and x n −x n−1 have the same sign. The sequence x 0 , x 1 , . . . is therefore monotonic and bounded: it converges. Calling x ∞ this limit, we have that
To be able to finally prove that
−→ 0, we want now to show that g i −f i tends to zero at a sufficiently fast rate. For this, we write
where we have simply
ci−fiḡi+p il fi −f i ) and used the triangular inequality on the fourth power of each term.
We only need to ensure now that the coefficient multiplying ḡ i −f i in the right-hand side term is uniformly smaller than 1. For this, observe that, as z → −∞, |p il f i | ≤ T R |z| → 0 in the numerator. In the denominator, we already know thatc i − f ifi + p il f i ≥ (1 − c i )c i and we also have thatc i − f iḡi + p il f i ≥c i − RT (1−ci)|z| , which is greater than some η > 0 for |z| taken large.
Take η > 0 and smaller than 1, and choose z to be such that, for all i,
That is, from now on, we take z < min − (19) , (20) and (23),
Together with (18) , applying Markov inequality, (5.31) of [17] , and the Borel Cantelli lemma, Theorem 4.3 of
[17], we finally have
as N grows large for realizations of W i taken from a set A z ⊂ Ω of probability one. Classical arguments of holomorphicity ensure that this holds for all z (smaller than the established bound) on a set A ⊂ Ω of probability one.
But now, for every realization of W i of A, from Vitali convergence theorem and the fact that Applying the result for A = R j , this is in particular
where we remind thatf i is the unique solution to
For A = I N , this says that
which proves the convergence.
Step 2: Existence and Uniqueness Step 1, we can choose f [1] ,i , f [2] ,i , . . . a sequence of the set of probability one where convergence is ensured as p grows large (N and the n i are kept fixed). This sequence is uniformly bounded (by R/|z|) in C \ R + , and therefore we can extract a converging subsequence f [φ(p)],i out of it. The limit of this subsequence satisfies the fixed-point equation, which therefore proves existence. Call e i (z) this limit.
We wish to prove that e i is a Stieltjes transform. It is clear that for
In addition, note that, for z ∈ C + ,
with r a lower bound on the smallest non-zero eigenvalues of R 1 , . . . , R K (we naturally assume all R k non-zero) and t a lower bound on the smallest non-zero eigenvalues of T 1 , . . . , T K (again, none assumed identically zero).
Take z ∈ C + and ε < We will prove uniqueness of positive solutions e 1 (z), . . . , e K (z) for z < 0 and the convergence of the classical fixed point algorithm to these values. We first introduce some notations and useful identities. Notice that, similar to the auxilliary variables δ i in Step 1, we can define, for any pair of variables x i andx i , withx i defined as the solution y to y = 1 N ni l=1 p il cj −xj y+xjp il such that 0 ≤ y < c jcj /x j , the auxiliary variables ∆ 1 , . . . , ∆ K , with the properties
and therefore x i and ∆ i are one-to-one. Additionally, x i is a strictly growing function of ∆ i with ∆ i = 0 for x i = 0. This ensures that ∆ i > 0 if and only if x i > 0.
Secondly, from the definition ofx i , we havē
1+p il ′ ∆i , the above equation simplifies tō
il ∆i is one of the solution of the implicit equation in u,
Equivalently, writing u =c i − x i y, it follows that .
this solution lies in [0, c ici /x i ) and is exactly equal tox i . This proves that the equations in (x i ,x i ) can be written under the form of the equations in (∆ i ,x i ), as presented above.
We take the opportunity of the above definitions to notice that, for
whenever P i = 0. Therefore x ixi is a growing function of x i (or equivalently of ∆ i ). This will turn out a useful remark later.
We are now in position to prove the step of uniqueness. Define for i ∈ {1, . . . , K}, the functions
withx j the unique solution of the equation in y
We will prove in the following that the multivariate function h = (h 1 , . . . , h K ) is a standard function, defined in [18] , as follows:
Definition 1: A function h(x 1 , . . . , x K ) ∈ R K is said to be standard if it fulfills the following conditions:
The important result regarding standard functions, Theorem 2 of [18] , is given as follows:
Theorem 5: If a K-variate function h(x 1 , . . . , x K ) is standard and there exists (x 1 , . . . , x K ) such that for all j, x j ≥ h j (x 1 , . . . , x K ), then the fixed-point algorithm that consists in setting 
with j ∈ {1, . . . , K}.
Since we have proved the existence of a solution of the fixed-point equation, there exists (x 1 , . . . , x K ) such that for all j, x j = h j (x 1 , . . . , x K ). Therefore, by showing that h (h 1 , . . . , h K ) is standard, we will prove that the classical fixed point algorithm converges to the unique set of positive solutions e 1 , . . . , e K , when z < 0.
The positivity condition is straightforward asx i is positive for x i positive and therefore h j (x 1 , . . . , x K ) is always positive whenever x 1 , . . . , x K are.
The scalability is also rather direct. Let α > 1, then
where we denotedx
the unique solution to (27) within [0, c jcj /(αx j )) with x j replaced by αx j . But then, since αx i > x i , we have from the property (26) that
Along with 1 − 1/α > 0 and z < 0, this ensures that
The monotonicity requires some more lines of calculus. This unfolds from consideringx i as a function of ∆ i , by verifying that
From the Cauchy-Schwarz inequality, we have
which is sufficient to conclude that d d∆ix i < 0. Since ∆ i is an increasing function of x i , we have thatx i is a decreasing function of x i , i.e., It follows from Theorem 5 that (e 1 , . . . , e K ) is uniquely defined and that the classical fixed-point algorithm converges to this solution from any initialisation point (remember that, at each step of the algorithm, the set e 1 , . . . ,ē K must be evaluated, possibly thanks to a further fixed-point algorithm). (e 1 (z) , . . . , e K (z)) and (e This terminates the proof of Theorem 1.
Consider now two sets of Stieltjes transforms
Step 3: Convergence of e i − f i For this step, we follow the same approach as in [13] . Denote
and recall the definitions of f i , e i ,f i andē i :
From the definitions above, we have the following set of inequalities
We will show in the sequel that
for all i ∈ {1, . . . , N }. Write the following differences
For notational convenience, we define the following values
It is thus sufficient to show that α is summable to prove (31). By applying (30) to the absolute of the first difference, we obtain
Similarly, we have for the third difference
This result can be used to upperbound the second difference term, which writes
For a suitable z, satisfying |z| >
2RT
(1−c+) 2 , we have
Plugging this result into (32) yields
Take 0 < ε < 1. It is easy to check that for |z| >
Since C does not depend on N , α is clearly summable which, along with Markov inequality and the Borel Cantelli lemma, concludes the proof.
Finally, taking the same steps as previously, we also have
for some |z| large enough. For these z, the same conclusion holds:
theorem, since f i and e i are uniformly bounded on all closed sets of C \ R + , we finally have that the convergence is true for all z ∈ C \ R + . The almost sure convergence of the Stieltjes transform implies the almost sure weak convergence of F BN − F N to 0, uniformly over every compact set of R + , which is our final result.
This concludes the proof of Theorem 2 for lim sup i c i < 1 and surely bounded R i .
2) Case lim sup i c i = 1:
We now need to extend the previous result to the case when lim sup i c i = 1 for some i. The previous approach no longer holds as Lemma 3 is no longer valid. We will assume here without loss of generality that c 1 = . . . = c K = 1. Since P 1 , . . . , P K are allowed to have null eigenvalues this assumption also covers the case presented in the previous section. Observe in particular that this assumption does not alter the fundamental equations in (e 1 , . . . , e K ,ē 1 , . . . ,ē K ) that do not depend on the c i .
For a given matrix B N , we now define the matrix B
(n)
This is, B Similarly, we shall denote P
We will prove that the Stieltjes transforms and its deterministic equivalent for B N and B
(n)
N are within any ε > 0 for n chosen such that n/N → c for some c < 1. This will ensure that for all large N , the Stieltjes transform of B N and its deterministic equivalent are within 2ε in the large N limit, ε being arbitrary. This will complete the proof.
We start by proving the uniqueness of the solution to the fundamental equations for B N . The only step that needs to be modified compared to the proof for lim sup c i < 1 lies in (28) where the strict inequality (due to c i < 1) becomes a loose inequality. We then see that (29) becomes an equality if and only if the equality (28) is established for all i. This requires, from the statement of the Cauchy-Schwarz theorem, that, for each given i, all p il be equal.
But this means that P i = t i I Ni for all i and for some t i ≥ 0 and therefore B N becomes K k=1 t i R i , which is deterministic. Since this case is trivial, we discard it and assume that for at least one i, P i is not proportional to the identity matrix. This implies that the difference (29) is positive and therefore h is still a standard function. By noticing that e i ≤ R |z| , we necessarily have that R |z| ≥ h i R |z| , . . . , R |z| and therefore Theorem 5 can be applied to h.
such thatē i ∈ [0,c i /e i ). 3 We can therefore uniquely define m N (z) the holomorphic function equal to
One of the major problems we will face here is that the former inequalityē i ≤ T (1−ci)ci does no longer make sense when c i = 1. We need to refine this inequality with the following remark.
Note that we have from the definitions abovē
from which follows that
But we also know that 0 ≤ē i <c i /e i and thereforec i − e iēi > 0. This entails
Since this sums to 1, necessarily max l (c i − e iēi + e i p il ) ≥c i or equivalently e iēi ≤ e i max l p il . Since e i > 0 whenever one of the R i is non identically zero, this entailsē i ≤ max l (p il ). Hence, we can state the refined inequalityē i ≤ T.
We are now in position to complete the proof. Following the approach pursued in Step 3, we have the following 3 Note that, if all p il are non zero,c i /e i is the second solution of the implicit equation inē i , which has to be excluded from the interval.
Hence the importance of opening the right edge of the interval.
Remembering that e (n) i → 0 whenever z → −∞ (irrespective of N or c), and noticing, due toē i ≤ T , that we also have e i → 0 whenever z → −∞, we can set z < z 0 for some z 0 < 0 to be such that
for some η > 0. For these z, we therefore have
We now take z < z 0 to be such that
|z|η 2 ≤ 1 − κ for some κ such that 0 < κ < 1 (note that κ is chosen independently of N or c). Therefore, for these z,
The same reasoning holds for m (n) N in the sense that, there exists z 1 < 0, such that for z < z 1 ,
Now, for any matrix A ∈ C N ×N with spectral norm bounded by A, we also have from K(N − n) iterations of the rank-1 perturbation (Lemma 4), that
Take ε > 0. With z < z 1 , one can now choose c < 1 sufficiently close to 1 such that
Letting n and N grow large, with n/N ≤ c < (n + 1)/N , we have
for A = R i and
for A = I N .
Taking the limit superior for N on both sides, we finally have
almost surely and
almost surely, since we have proved in the previous section that
Since ε was arbitrary, this means that
a.s. −→ 0 for all z < 0. The uniqueness of holomorphic functions defined on a set with a cluster point then ensures the uniqueness of the Stieltjes transform m N (z) for z ∈ C \ R + .
We complete the proof with the relaxation of the constraint R i ≤ R surely to R i ≤ R almost surely.
3) Almost sure boundedness of R i :
To extend Theorem 2 to the case where R i is only almost surely bounded, we merely apply Tonelli theorem (Lemma 5).
Call (Ω R , F R , P R ) the probability space that generates the sequences of matrices of growing sizes {R i , 1 ≤ i ≤ K, N i ∈ N} and (Ω W , F W , P W ) the probability space that generates the sequences of matrices of growing sizes {W i , 1 ≤ i ≤ K, N i ∈ N} and (Ω R × Ω W , F R × F W , Q). Denote A the subspace of F R × F W for which 1 A (r, w)P W (dw)P R (dr).
Take r such that the R i are all uniformly bounded with growing N . Then, from Theorem 2, for this r, ΩW 1 A (r, w)P W (dw) = 1. But these r ∈ Ω R belong to a space of probability one, as the intersection of K spaces of probability one, and finally Q(A) = 1.
APPENDIX B PROOF OF THEOREM 3
For the proof of Theorem 3, we take c i ≤ 1 from the beginning. First note that the system of equations (3) is unchanged if we extend the P i matrices into N i × N i diagonal matrices filled with N i − n i zero eigenvalues.
Therefore, we can assume that all P i have size N i × N i although we restrict the F Pi to have a mass 1 − c i in zero. Since this does not alter the equations (3), we have in particularē i <c i /e i . This being said, (8) now needs to be rewritten
1 N log det ([c i − e iēi ]I N + e i P i ) −c i log(c i ) .
Calling V the function V : (x 1 , . . . , x K ,x 1 , . . . ,x K , x) We therefore have that To prove Theorem 4, we will pursue a similar approach as for the proof of Theorem 2, but we can now take advantage of all results derived so far.
First denote d i the unique positive solution, for e i > 0, to
This solution exists and is unique due to the arguments given in the introduction of Step 2 of the proof of Theorem 2.
Whatever the value of c i , we will proceed as previously by extending the matrix P i to a N i -dimensional matrix with the last N i − n i diagonal entries filled with zeros. This way, we can write
Since d i is a continuous mapping of e i and that e i ≤ T |z| , d i is bounded from above. Remember now that for lim sup c i < 1 for all i and, for some z 0 < 0, we have that z < z 0 implies
for some constant C > 0. Also, from (12),
for some C 1 > C. From these two inequalities, we have
Also, from an immediate application of the trace lemma, Lemma 3, we remind that
for some C 2 > C 1 .
Together, this implies that for z small enough and for any k ∈ {1, . . . , n k }, 
