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A MACKEY-FUNCTOR THEORETIC INTERPRETATION OF
BISET FUNCTORS
HIROYUKI NAKAOKA
Abstract. In this article, we consider a formulation of biset functors using
the 2-category of finite sets with variable finite group actions. We introduce
a 2-category S, on which a biset functor can be regarded as a special kind of
Mackey functors. This gives an analog of Dress’ definition of a Mackey functor,
in the context of biset functors.
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2 HIROYUKI NAKAOKA
1. Introduction and Preliminaries
For a fixed finite group G and a commutative coefficient ring R, an R-linear
Mackey functor can be defined in three ways, which give essentially the same notion
([5, section 1]):
• Naive definition, which defines a Mackey functor M as a family M =
(M(H), indGH , res
G
H , cg,H) of R-modules and homomorphisms.
• Bifunctorial definition by Dress [6, section 4], which defines M as a pair
of functors M = (M∗,M∗) on the category Gset of finite G-sets to the
category of R-modules RMod, satisfying some compatibilities with respect
to coproducts and fibered products in Gset .
• The way shown by Lindner [13, Theorem 4], which regards M as a functor
T → RMod preserving finite products, from a category T constructed from
the span category of Gset , to RMod.
A Mackey functor is a useful tool to describe how an algebraic system associated to
finite groups (such as Burnside rings or representation rings, or cohomology groups,
etc.) behaves under the change of subgroups of a fixed group G. Moreover if one
expects to be freed from the constraint of the container group G, we may consider
all finite groups, and inclusions among them. This leads to the notion of a global
Mackey functor.
Recently, Bouc [4] has defined the notion of a biset functor, which moreover
enables us to deal with the behavior of algebraic systems named as above, with
respect to all group homomorphisms between all finite groups. An R-linear biset
functor B is defined to be an R-linear functor B : BR → RMod, from the biset
category BR to RMod. The biset category which we deal with in this article is the
following one.
Definition 1.1.1. (cf. [4, Definitions 3.1.1, 3.1.6]) The R-linear category BR is
defined as follows.
(1) An object in BR is a finite group.
(2) Let G,H be objects in BR. A finite H-G-biset U is, by definition, a finite
set U equipped with a left H-action and a right G-action satisfying
(hu)g = h(ug)
for any h ∈ H, g ∈ G, u ∈ U . The set of isomorphism classes of finite
H-G-bisets forms a commutative monoid with addition ∐ and unit ∅, and
thus we can take its additive completion B(G,H). We define BR(G,H) by
BR(G,H) = B(G,H) ⊗ R. This is the set of morphisms from G to H in
BR.
An H-G-biset U is written as HUG. The composition of two consecutive
bisets HUG and KVH is given by
V ×H U = (V × U)/ ∼,
where the equivalence relation is defined as
- (v, u), (v′, u′) ∈ V × U are equivalent if there exists h ∈ H satisfying
v = v′h and u′ = hu.
This defines the composition of morphisms in BR, by linearity.
When R = Z, we denote BZ simply by B. This is a preadditive category.
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We denote the category of R-linear biset functors by FB,R, whose morphisms are
natural transformations. This is naturally equivalent to the categoryAdd(B, RMod)
of additive functors from B to RMod.
Remark that an H-G-biset U is identified with an H ×G-set, with the action
(h, g)u = hug−1 (∀(h, g) ∈ H ×G, ∀u ∈ U).
If U is transitive as an H ×G-set, then it can be decomposed as follows [4, Lemma
2.3.26];
U ∼= IndHC ×
C
InfCD ×
C/D
Iso(f) ×
B/A
DefBA ×
B
ResGB,
using a sequence of inclusions, quotients, and an isomorphism of groups
(1.1.2) H ←֓ C ։ C/D
f
←−
∼=
B/Aև B →֒ G.
Thus a biset functor is regarded as a family ofR-modules {B(G)}G∈Ob(Grp) equipped
with operations associated to elementary bisets ([4, Elementary Bisets 2.3.9])
- IndGH = GGH , for a subgroup H ≤ G,
- ResGH = HGG, for a subgroup H ≤ G,
- InfGN = G(G/N)(G/N), for a normal subgroup N ⊳ G,
- DefGN = (G/N)(G/N)G, for a normal subgroup N ⊳ G,
- Iso(f) = HHG, for a group isomorphism f : G
∼=
−→ H .
These operations satisfy some fundamental relations ([4, section 2.3]), together with
an extra relation corresponding to
(1.1.3) DefGN ×
G
InfGN
∼= Id
for any normal subgroup N ⊳ G. Here Id stands for the identity biset Id =
G/N IdG/N , which gives the identity morphism for G/N in BR. Because of (1.1.3),
any biset functor B ∈ Ob(FB,R) should satisfy
(1.1.4) B(DefGN ) ◦B(Inf
G
N ) = id.
Remark that the sequence (1.1.2) can be flipped up by taking fibered product to
obtain a sequence
H C
F
C/D ∼= B/A
B Goo
##●
●●
●●
●●
//
{{✇✇
✇✇
✇✇
✇
{{✇✇
✇✇
✇✇
✇✇
##●
●●
●●
●●
●

which can be regarded as a span of group homomorphisms
H
ϕ
←− F
ψ
−→ G
up to some isomorphism. Since it is not always possible to ‘flip down’ conversely,
spans of group homomorphisms are treating a bit wider class than bisets. In analogy
with the ‘three definitions’ of Mackey functors, this observation gives us an impres-
sion that a biset functor is defined by some compound of ‘naive’ and ‘Lindner-type’
definitions. In this article, as a platform for further developments of biset functor
theory, we introduce an analog of Dress’ definition for biset functors.
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One of the motivations for this interpretation is to provide a framework for biset
functors equipped with multiplicative inductions, such as Burnside functor and the
representation ring functor. In the ordinary Mackey functor theory, those with
compatible multiplicative transfers are called Tambara functors, whose definition
essentially requires Dress’ definition. In [17] and forthcoming works, we will formal-
ize ‘Tambara’ properties for biset functors, using the interpretation obtained in this
article. Moreover, as a by-product, this interpretation gives some constructions of
biset functors, whose analogs are known for Mackey functors which involve Dress’
definition. For example in [15], we show that analogs of Jacobson’s F -Burnside
construction ([10, section 2]) and Boltje’s (−)+-construction ([1, section 2]) can be
applied to biset functors.
The central mechanism for the Dress’ definition of Mackey functors was that, for
a fixed finite group G, a G-set can be regarded as a parallel array of subgroups of
G by taking stabilizers. A G-map then corresponds to a parallel array of inclusions
of subgroups. In the case of biset functors, it will be natural to prepare a category
which can encode all finite groups and all homomorphisms not only the inclusions
of subgroups.
To realize this, we define a category C whose object is a pair (G,X) of a fi-
nite group G and a finite G-set X . By taking stabilizers, an object in C can be
regarded as a parallel array of finite groups. Moreover, with an appropriate defi-
nition of morphisms, we can regard a morphism in C as a parallel array of group
homomorphisms between them, classified up to some conjugates. If one could show
C admits fibered products and coproducts, then it would be possible to find some
analog of Dress’ definition.
However, it soon turns out that C does not have strict fibered products, and
that it is more natural to use a 2-categorical framework. Indeed, we introduce
a 2-category S with invertible 2-cells, which recovers C as the category S/2-cells
defined in the following way.
Definition 1.1.5. Let C be a 2-category, whose 2-cells are invertible with respect to
the vertical composition. Then the category C/2-cells is associated in the following
way.
(i) Ob(C/2-cells) is equal to the class of 0-cells in C.
(ii) A pair of 1-cells α, β : X → Y in C is defined to be equivalent if and only
if there exists a 2-cell ε : α⇒ β in C.
(iii) For any X,Y ∈ Ob(C/2-cells), define the morphism set (C/2-cells)(X,Y )
to be the set of equivalence classes defined in (ii).
(iv) The composition and the identities are induced from the horizontal com-
position and the identity 1-cells in C. The equivalence class of α : X → Y
is denoted by α.
We will show S admits bicoproducts and bipullbacks (Propositions 3.2.15, 3.2.17),
and thus we can define a ‘Mackey functor’ on S. Because of the ‘flipping-gap’ be-
tween spans and bisets, biset functors correspond to some special kind of Mackey
functors on S, which we call deflative Mackey functors (Definition 5.3.1). A Mackey
functor is called deflative if it satisfies a condition corresponding to (1.1.4). As the
main theorem (Theorem 6.3.11), we establish an equivalence between the category
of deflative Mackey functors on S and the category of biset functors, as follows.
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Theorem 6.3.11. There is an equivalence of categories
MackRdfl(S) ≃ FB,R,
where the left hand side denotes the category of deflative R-Mackey functors on S.
In section 2, we define our base 2-category S. In section 3, we investigate its first
properties. Especially, we show the existence of bicoproducts and bipullbacks in S.
In section 4, we introduce the notion of stab-surjective 1-cells in S. This is an analog
of surjective group homomorphisms, and gives a kind of factorization of 1-cells in S.
Indeed, we show that any 1-cell in S is equivalent to a composition of an equivariant
1-cell and a stab-surjective 1-cell. In section 5, we define (deflative) Mackey functors
on S, using bicoproducts and bipullbacks. We also give a formulation using the span
category associated to S. We mention that Ibarra’s work [9] gives a more direct
construction of a category related to this span category. In section 6, we show our
main theorem.
Throughout this article, any group G is assumed to be finite. The category of
finite groups and homomorphisms is denoted by Grp. The unit of a (finite) group
will be denoted by e. Abbreviately we denote the trivial group by e, instead of {e}.
For an element g in a group G and its subgroup H ≤ G, we denote the conjugation
map by σg : H → gHg
−1 ; x 7→ gxg−1. For a group G, the symbol Gset denotes
the category of finite G-sets and G-equivariant maps. A one-point set is denoted
by 1. Abbreviately, the unique map from any set X to 1 is denoted by 1 : X → 1.
In this article, a biset is always assumed to be finite. A monoid is always assumed
to be unitary and commutative. Similarly a ring is assumed to be commutative,
with an additive unit 0 and a multiplicative unit 1. We denote the category of
monoids by Mon , the category of rings by Ring. A monoid homomorphism pre-
serves units, and a ring homomorphism preserves 1. For any category K and any
pair of objects X and Y in K , the set of morphisms from X to Y in K is denoted
by K (X,Y ).
Any 2-category is assumed to be strict ([2, Definition 7.1.1],[14, XII.3]). For a
2-category C, the entity of 0-cells (respectively 1-cells, 2-cells) is denoted by C0
(resp. C1, C2). For a pair of 0-cells X,Y in C, the set of 1-cells from X to Y is
denoted by C1(X,Y ). Together with the 2-cells among them, they form a category
C(X,Y ) satisfying Ob(C(X,Y )) = C1(X,Y ).
2. The 2-category of finite sets with group actions
In this article, we work on (2-)categories whose objects are finite sets equipped
with group actions. First, we introduce a naive one.
2.1. Category GrSet.
Definition 2.1.1. The category GrSet is defined as follows.
(1) An object in GrSet is a pair of a finite group G and a finite G-set X . We
denote1 this pair by XG .
1This notation is thanks to Professor Serge Bouc.
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(2) If XG and
Y
H are two objects in GrSet, then a morphism
α
θ :
X
G →
Y
H is a
pair of a map α : X → Y and a map
θ : X → Map(G,H) ; x 7→ θx
(namely, θ is a family of maps {θx}x∈X) satisfying
(i) α(gx) = θx(g)α(x)
(ii) θx(gg
′) = θg′x(g)θx(g
′)
for any x ∈ X and any g, g′ ∈ G.
θ is called the acting part or the denominator of αθ .
For any consecutive pair of morphisms
X
G
α
θ−→
Y
H
β
τ−→
Z
K
,
we define their composition (βτ ) ◦ (
α
θ ) =
β◦α
τ◦θ by
- β ◦ α : X → Z is the usual composition of maps of sets,
- τ ◦ θ is defined by
(τ ◦ θ)x(g) = τα(x)(θx(g)) (∀g ∈ G),
namely, (τ ◦ θ)x = τα(x) ◦ θx for any x ∈ X .
This β◦ατ◦θ :
X
G →
Z
K becomes in fact a morphism. We leave the details to the reader.
If XG
α
θ−→ YH
β
τ−→ ZK
γ
µ
−→ WL is a sequence of morphisms, then the associativity
of the composition is satisfied. The identity morphism for XG in GrSet is given by
idX
G
= idXidG .
Remark 2.1.2. In GrSet, the object 1e is terminal. Besides, for any finite group G,
the object ∅G is initial in GrSet. In particular, there is a (unique) isomorphism
∅
G
∼=
−→
∅
H
for any pair of finite groups G and H . We will often denote this isomorphic initial
object simply by ∅ ∈ Ob(GrSet).
Definition 2.1.3. Let f : G → H be a group homomorphism. A morphism
α
θ :
X
G →
Y
H is f -equivariant if it satisfies θx = f for any x ∈ X . (Remark that,
condition (2) (ii) in Definition 2.1.1 is automatically satisfied.) In this case, we
simply write the morphism as αf .
When f = idG, we say the morphism is equivariant, orG-equivariant if we specify
the group G, and denote it by αG :
X
G →
Y
G . In this case, α is nothing but a usual
G-map α : X → Y .
Remark 2.1.4.
(1) We sometimes express a morphism αθ simply by α :
X
G →
Y
H . This abbrevi-
ation does not mean that θ is determined by α. For example, if X = Y = 1
and α is the unique constant map α = 1 : 1 → 1, then 1f :
1
G →
1
H be-
comes a morphism in GrSet for any group homomorphism f : G→ H . (See
Proposition 2.1.7.)
(2) If αθ :
X
G →
Y
H is a morphism, then for each G-orbit X0 ⊆ X , its image
α(X0) is contained in some single H-orbit in Y .
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(3) If αθ :
X
G →
Y
H is a morphism in GrSet, then for any x ∈ X , the restriction
of θx : G→ H to the stabilizer Gx gives a group homomorphism
θx : Gx → Hα(x).
In particular, we always have θx(e) = e for any x ∈ X .
Remark 2.1.5. Let αθ :
X
G →
Y
H be a morphism in GrSet. Remark that for x ∈ X ,
the G-orbit Gx is isomorphic to G/Gx as a G-set by
Gx
∼=
−→ G/Gx ; gx 7→ gGx.
Similarly for α(x) ∈ Y , we have an isomorphism of H-sets
Hα(x)
∼=−→ H/Hα(x) ; hα(x) 7→ hHα(x).
Then θx gives a map
Θα,x : G/Gx → H/Hα(x) ; gGx 7→ θx(g)Hα(x),
which is compatible with α and the above isomorphisms:
X Y
⊆
Gx
⊆
Hα(x)
G/Gx H/Hα(x)
α //
∼= 
∼=
Θα,x
//

Proposition 2.1.6. Let G be any finite group. The following correspondence gives
a faithful (but not full) functor
•
G
: Gset → GrSet.
- To any X ∈ Ob(Gset), we associate
X
G ∈ Ob(GrSet).
- To any α ∈ Gset(X,Y ), we associate
α
G ∈ GrSet(
X
G ,
Y
G ).
Proof. This is straightforward. 
Proposition 2.1.7. The following correspondence gives a fully faithful functor
1
•
: Grp→ GrSet.
- To any G ∈ Ob(Grp), we associate 1G ∈ Ob(GrSet).
- To any f ∈ Grp(G,H), we associate 1f ∈ GrSet(
1
G ,
1
H ).
Proof. This is straightforward. 
2.2. 2-category S and category C . Remarks 2.1.4, 2.1.5 suggest that an object
(respectively a morphism) in GrSet can be regarded as an array of finite groups
(resp. of homomorphisms). This eventually leads to relating it to biset functors. To
this end, we need to consider a weaker equivalence relation, with which two objects
X
G and
Y
H become equivalent when they have the same array of stabilizers. For
example, we expect G/KG and
H/K
H to be equivalent, for any sequence of subgroups
K ≤ H ≤ G. Remark that they are never isomorphic in GrSet unless G = H , as
an isomorphism in GrSet never changes the cardinality |X | of an object XG .
Thus what we really need is a category C obtained by modifying GrSet, in
which the above weaker equivalence is realized as an isomorphism. Indeed, we will
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define C to be a category satisfying Ob(C ) = Ob(GrSet), whose morphisms are
equivalence classes of morphisms in GrSet with respect to an equivalence relation
defined later (Definition 2.2.16).
In order to make this construction work well, we use a formalism of 2-categories.
We add a class of 2-cells to GrSet, so as to make it into a 2-category S. With this
view, from now on we regard an object in GrSet as a 0-cell in S, and a morphism
in GrSet as a 1-cell in S.
Definition 2.2.1. Let αθ ,
α′
θ′ :
X
G →
Y
H be any pair of 1-cells. A 2-cell ε :
α
θ ⇒
α′
θ′ is
a map
ε : X → H ; x 7→ εx
satisfying
(i) α′(x) = εxα(x),
(ii) εgxθx(g)ε
−1
x = θ
′
x(g)
for any x ∈ X and g ∈ G.
If we are given a consecutive pair of 2-cells
X
G
Y
H
α
θ
  
α′
θ′
//
α′′
θ′′
>>
ε
ε′
then their vertical composition ε′ · ε : αθ ⇒
α′′
θ′′ is defined by
(ε′ · ε)x = ε
′
xεx (∀x ∈ X).
This becomes indeed a 2-cell, since we have
α′′(x) = ε′xα
′(x) = ε′xεxα(x),
ε′gxεgxθx(g)ε
−1
x ε
′−1
x = ε
′
gxθ
′
x(g)ε
′−1
x = θ
′′
x(g)
for any x ∈ X and g ∈ G.
Associativity of this vertical composition is trivially satisfied. The identity 2-cell
id : idα
θ
⇒ idα
θ
is given by idx = e (∀x ∈ X).
Remark 2.2.2. In the above definition, if XG = ∅ and
α
θ =
α′
θ′ is the unique morphism
∅ → YH , then the 2-cell between them is also unique, which is regarded as the identity
2-cell.
Remark 2.2.3. For any 2-cell ε : αθ ⇒
α′
θ′ (as in the notation in Definition 2.2.1), we
have the following.
(1) ε is invertible with respect to the vertical composition. Indeed, its inverse
ε−1 : α
′
θ′ ⇒
α
θ is given by
(ε−1)x = ε
−1
x ∈ H (∀x ∈ X)
where ε−1x is the inverse element of εx in H .
(2) ε preserves orbits. Namely, for any G-orbit X0 ⊆ X , its images α(X0) and
α′(X0) are contained in the same H-orbit in Y .
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(3) For any x ∈ X , the group homomorphisms
θx : Gx → Hα(x),
θ′x : Gx → Hα′(x)
obtained in Remark 2.1.4 are related by the conjugation by εx ∈ H . In fact
we have the following commutative diagram of group homomorphisms.
Gx
Hα(x)
Hα′(x)
θx 77♦♦♦♦♦
θ′x
''❖❖
❖❖❖
σεx


Definition 2.2.4. Let XG
α
θ−→ YH
β
τ−→ ZK be a sequence of 1-cells.
(1) For a 2-cell
X
G
Y
H
α
θ
&&
α′
θ′
88ε ,
define (βτ ) ◦ ε : (
β
τ ) ◦ (
α
θ )⇒ (
β
τ ) ◦ (
α′
θ′ ) by
(2.2.5) ((
β
τ
) ◦ ε)x = τα(x)(εx) (∀x ∈ X).
(2) For a 2-cell
Y
H
Z
K
β
τ
&&
β′
τ′
88δ ,
define δ ◦ (αθ ) : (
β
τ ) ◦ (
α
θ )⇒ (
β′
τ ′ ) ◦ (
α
θ ) by
(2.2.6) (δ ◦ (
α
θ
))x = δα(x) (∀x ∈ X).
Remark 2.2.7. By the same abbreviation as in Remark 2.1.4, we abbreviate (βτ ) ◦ ε
and δ ◦ (αθ ) to β ◦ ε and δ ◦ α. Thus equations (2.2.5), (2.2.6) are written as
(β ◦ ε)x = τα(x)(εx), (δ ◦ α)x = δα(x) (∀x ∈ X).
Claim 2.2.8. In the notation in Definition 2.2.4, the following holds.
(1) β ◦ ε : β ◦ α⇒ β ◦ α′ is in fact a 2-cell.
(2) δ ◦ α : β ◦ α⇒ β′ ◦ α is in fact a 2-cell.
Proof. (1) For any x ∈ X , we have
(β ◦ α′)(x) = β(εxα(x)) = (β ◦ ε)x · (β ◦ α(x)).
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Since the equality τα(x)(εx) · τα′(x)(ε
−1
x ) = e implies τα(x)(εx)
−1 = τα′(x)(ε
−1
x ), we
have
(β ◦ ε)gx · (τ ◦ θ)x(g) · (β ◦ ε)
−1
x = τα(gx)(εgx) · τα(x)(θx(g)) · τα(x)(εx)
−1
= τε−1x α′(x)(εgxθx(g)) · τα′(x)(ε
−1
x )
= (τ ◦ θ′)x(g)
for any x ∈ X and g ∈ G.
(2) This is also straightforward. 
Lemma 2.2.9. The whiskering defined in Definition 2.2.4 satisfies the following.
(1) [Compatibility with vertical compositions] For any diagram
X
G
Y
H
Z
Kα
θ
//
  
//
>>
δ
δ′
,
in S, we have (δ′ · δ) ◦ αθ = (δ
′ ◦ αθ ) · (δ ◦
α
θ ). Similarly on the other side,
namely for
Z
K
Y
H
X
G β
τ
//
  
//
>>
ε
ε′
.
(2) [Associativity] For any diagram
X
G
Y
H
Z
K
W
L
##
;; β
τ
//
γ
µ
//δ ,
in S, we have ( γµ ◦
β
τ ) ◦ δ =
γ
µ ◦ (
β
τ ◦ δ). Similarly for the case where the
2-cell is in the middle or on the left.
(3) [Unicity] For any diagram
X
G
X
G
Y
H
Y
Hid
//
!!
== id
//δ
in S, we have id ◦ δ = δ = δ ◦ id.
Proof. This is straightforward. 
To show that the category GrSet together with these 2-cells forms a 2-category
S, it remains to show the following.
Proposition 2.2.10. For any diagram
(2.2.11) XG
Y
H
Z
K
α
θ
&&
α′
θ′
88
β
τ
&&
β′
τ′
88ε δ
where ε and τ are 2-cells, we have
(δ ◦ α′) · (β ◦ ε) = (β′ ◦ ε) · (δ ◦ α).
A MACKEY-FUNCTOR THEORETIC INTERPRETATION OF BISET FUNCTORS 11
Namely, the following diagram of 2-cells is commutative.
β ◦ α β ◦ α′
β′ ◦ α β′ ◦ α′
β◦ε +3
δ◦α

δ◦α′

β′◦ε
+3

Proof. Since δ : βτ ⇒
β′
τ ′ is a 2-cell, it satisfies δhyτy(h) = τ
′
y(h)δy for any y ∈ Y and
h ∈ H . Thus we obtain
(δ ◦ α′)x · (β ◦ ε)x = δα′(x)τα(x)(εx) = δεxα(x)τα(x)(εx)
= τ ′α(x)(εx)δα(x) = (β
′ ◦ ε)x · (δ ◦ α)x
for any x ∈ X . 
By Proposition 2.2.10, we define horizontal composition δ ◦ ε of 2-cells δ and ε
(as in diagram (2.2.11)) by
(δ ◦ ε)x = δα′(x)τα(x)(εx) = τ
′
α(x)(εx)δα(x) (∀x ∈ X).
The arguments so far allow us the following definition.
Definition 2.2.12. 2-category S is defined as follows.
(0) S0 = Ob(GrSet).
(1) For any 0-cells XG and
Y
H ,
S
1(
X
G
,
Y
H
) = GrSet(
X
G
,
Y
H
).
(2) For any 1-cells αθ ,
α′
θ′ :
X
G →
Y
H , 2-cells ε :
α
θ ⇒
α′
θ′ are those defined in
Definition 2.2.1. Thus any 2-cell in S is invertible with respect to the
vertical composition.
Definition 2.2.13. Let C be a strict 2-category.
(1) A 1-cell α : X → Y is called an equivalence if there is a 1-cell β : Y → X
and invertible 2-cells
η : idX ⇒ β ◦ α, ε : α ◦ β ⇒ idY .
β is called a quasi-inverse of α.
(2) A 1-cell α : X → Y is called an isomorphism if there is a 1-cell β : Y → X
which satisfies
β ◦ α = idX , α ◦ β = idY .
Note that this is equivalent to say that α is an isomorphism in the category(=
GrSet, in the case of S = C) obtained by forgetting the 2-cells in C. Obvi-
ously, an isomorphism is in particular an equivalence.
(3) A quadruple (α, β, η, ε) as in the following diagram
X Y X Y
α // β //
α
//
id
::
id
$$
η
KS
ε
KS
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where η and ε are invertible, is called an adjoint equivalence if it satisfies
(ε ◦ α) · (α ◦ η) = idα and (β ◦ ε) · (η ◦ β) = idβ .
Remark 2.2.14. (cf. [11, P.155]) An equivalence α : X → Y is always a part of an
adjoint equivalence. In fact, if there exist a 1-cell β : Y → X and invertible 2-cells
η : idX ⇒ β ◦ α, ε′ : α ◦ β ⇒ idY , then the 2-cell
ε = ε′ · (α ◦ η−1 ◦ β) · (α ◦ β ◦ ε′−1)
is shown to give an adjoint equivalence (α, β, η, ε).
Proposition 2.2.15.
(1) A G-equivariant 1-cell αG :
X
G →
Y
G is an isomorphism if α : X
∼=
−→ Y is an
isomorphism in Gset. (See also Corollary 4.1.8.)
(2) For a 1-cell 1f :
1
G →
1
H , the following are equivalent.
(i) f is an isomorphism of groups.
(ii) 1f is an isomorphism in S.
(iii) 1f is an equivalence in S.
Proof. (1) follows from Proposition 2.1.6.
(2) (i)⇒(ii) follows from Proposition 2.1.7. It remains to show (iii)⇒(i). Suppose
1
f :
1
G →
1
H has a quasi-inverse
1
q :
1
H →
1
G . By the existence of 2-cells
1
q ◦
1
f ⇒ id
and 1f ◦
1
q ⇒ id, there are g ∈ G and h ∈ H which satisfy
σg ◦ q ◦ f = idG, σh ◦ f ◦ q = idH .
This implies
σg ◦ q ◦ σ
−1
h = σg ◦ q ◦ σ
−1
h ◦ (σh ◦ f ◦ q) = (σg ◦ q ◦ f) ◦ q = q,
namely σg ◦ q = q ◦ σh. If we put r = σg ◦ q, then
r ◦ f = σg ◦ q ◦ f = idG,
f ◦ r = f ◦ q ◦ σh = idH
holds, which means f : G→ H is a group isomorphism. 
Definition 2.2.16. Define C by C = S/2-cells (Definition 1.1.5). As in Definition
1.1.5, the equivalence class of αθ is denoted by
(
α
θ
)
, or simply by α.
Remark 2.2.17.
(1) A 1-cell αθ :
X
G →
Y
H is an equivalence in S if and only if
(
α
θ
)
is an isomor-
phism in C .
(2) There is a functor GrSet → C which sends αθ :
X
G →
Y
H in GrSet to(
α
θ
)
: XG →
Y
H in C .
3. First properties of S and C
In this section, we investigate first categorical properties satisfied by S and C .
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3.1. Ind-equivalence.
Definition 3.1.1. Let ι : H →֒ G be a monomorphism of groups. For any X ∈
Ob(Hset), we define IndιX ∈ Ob(Gset) by
IndιX = (G×X)/ ∼,
where the equivalence relation ∼ is defined by
- (ξ, x) and (ξ′, x′) in G×X are equivalent if there exists h ∈ H satisfying
x′ = hx, ξ = ξ′ι(h).
We denote the equivalence class of (ξ, x) by [ξ, x] ∈ IndιX . The G-action on IndιX
is defined by
g[ξ, x] = [gξ, x]
for any g ∈ G and [ξ, x] ∈ IndιX .
Proposition 3.1.2. Let ι : H →֒ G be a monomorphism of groups. For any X ∈
Ob(Hset), if we define a map υ : X → IndιX by
υ(x) = [e, x] (∀x ∈ X),
then the 1-cell
υ
ι
:
X
H
→
IndιX
G
becomes an equivalence.
Proof. It can be easily checked that υι is in fact a 1-cell. We construct a quasi-
inverse of υ. Take a coset decomposition of G by ι(H)
G = g1ι(H) ∐ · · · ∐ gsι(H)
with g1, . . . , gs ∈ G, satisfying g1 = e. Then for any g ∈ G, there uniquely exist
1 ≤ i ≤ s and h ∈ H satisfying g = giι(h). We denote these by
a(g) = gi, b(g) = h
for each g ∈ G. This gives maps a : G→ G and b : G→ H , which satisfy
g = a(g)ι(b(g)), b(gι(h)) = b(g)h,
a(gι(h)) = a(g), b(a(g)) = e
for any g ∈ G and h ∈ H .
We define αθ :
IndιX
G →
X
H by
α([ξ, x]) = b(ξ)x (∀[ξ, x] ∈ IndιX),
θ[ξ,x](g) = b(gξ) · b(ξ)
−1 (∀[ξ, x] ∈ IndιX, ∀g ∈ G).
It can be easily checked that α([ξ, x]) and θ[ξ,x](g) are well-defined, independently
from the choice of a representative of [ξ, x].
It suffices to show the following.
Claim 3.1.3.
(1) αθ :
IndιX
G →
X
H is a 1-cell.
(2) (αθ ) ◦ (
υ
ι ) = idXH
.
(3) There exists a 2-cell ε : (υι ) ◦ (
α
θ )⇒ id IndιXG
.
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Proof. (1) For any [ξ, x] ∈ IndιX and g, g′ ∈ G, we have
α(g[ξ, x]) = α([gξ, x]) = b(gξ)x
= b(gξ)b(ξ)−1b(ξ)x = θ[ξ,x](g) · α([ξ, x]),
θ[ξ,x](gg
′) = b(gg′ξ)b(ξ)−1 = b(gg′ξ)b(g′ξ)−1 · b(g′ξ)b(ξ)−1
= θg′[ξ,x](g) · θ[ξ,x](g
′).
(2) For any x ∈ X and h ∈ H , we have α ◦ υ(x) = α([e, x]) = x and (θ ◦ ι)x(h) =
θ[e,x](ι(h)) = b(ι(h)) · b(e)
−1 = h.
(3) Define ε by ε[ξ,x] = a(ξ) (∀[ξ, x] ∈ IndιX). This is well-defined, and satisfies
ε[ξ,x] · (υ ◦ α([ξ, x])) = a(ξ)[e, b(ξ)x] = [a(ξ)ι(b(ξ)), x] = [ξ, x],
εg[ξ,x] · (ι ◦ θ)[ξ,x](g) · ε
−1
[ξ,x] = a(gξ) · ι(b(gξ)) · ι(b(ξ))
−1a(ξ)−1 = (gξ)ξ−1 = g
for any [ξ, x] ∈ IndιX and g ∈ G. Thus ε gives a 2-cell ε : (
υ
ι ) ◦ (
α
θ )⇒ id IndιXG
. (We
can also confirm that (υι ,
α
θ , id, ε) is in fact an adjoint equivalence.) 

Remark 3.1.4. The equivalence in Proposition 3.1.2 can be thought of as “reduction
of the fraction”: For any sequence of subgroups K ≤ H ≤ G, we have equivalences
(G/K)
G
≃
(H/K)
H
≃
(K/K)
K
=
1
K
.
Corollary 3.1.5. Let G be a finite group and let X be a transitive finite G-set.
Then there exists a finite group H and an equivalence 1H ≃
X
G . This H is unique
up to group isomorphism.
Proof. For any x ∈ X , existence of an equivalence 1Gx ≃
X
G follows from Remark
3.1.4. Uniqueness follows from Proposition 2.2.15. 
Corollary 3.1.6. Under the same assumption as in Proposition 3.1.2,(υ
ι
)
:
X
H
→
IndιX
G
gives an isomorphism in C .
3.2. Bicoproducts and bipullbacks in S. In this subsection, we show S has
bicoproducts and bipullbacks. These are uniquely determined up to equivalence,
which enable us to define the notion of a Mackey functor on S in the subsequent
sections.
From now on, to avoid lack of Greek letters, we usually denote the acting part
of 1-cell α by θα. Thus the abbreviated expression like “Let α :
X
G →
Y
H be a 1-cell”
will mean that a family of maps θα = {θα,x : G → H}x∈X is implicitly given as a
part of the defining datum for this 1-cell.
First we give the definition of bicoproducts, biproducts and bipullbacks. Since
2-categorical limits are often defined differently in their level of strictness in several
places in the literature, let us precise their definitions.
A bicoproduct is defined as a bicolimit ([2, Definition 7.4.4]).
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Definition 3.2.1. Let C be a 2-category with invertible 2-cells. For any A1 and
A2 in C
0, their bicoproduct (A1∐A2, ι1, ι2) is defined to be a triplet of A1∐A2 ∈ C0
and
ι1 ∈ C
1(A1, A1 ∐ A2), ι2 ∈ C
1(A2, A1 ∐A2),
satisfying the following conditions.
(i) For any X ∈ C0 and fi ∈ C1(Ai, X) (i = 1, 2), there exist f ∈ C1(A1 ∐
A2, X) and ξi ∈ C2(f ◦ ιi, fi) (i = 1, 2) as in the following diagram.
X
A1 A1 ∐ A2 A2
f1
!!❈
❈❈
❈❈
❈❈
❈❈
❈
f

f2
}}④④
④④
④④
④④
④④
ι1 // ι2oo
ξ1
y ③③③
ξ2
%
❉❉❉
(ii) Given (X, f1, f2), for any triplets (f, ξ1, ξ2) and (f
′, ξ′1, ξ
′
2) as in (i), there
exists a unique 2-cell η ∈ C2(f, f ′) such that ξ′i · (η ◦ ιi) = ξi (i = 1, 2),
namely, the following diagram of 2-cells is commutative.
f ◦ ιi f ′ ◦ ιi
fi
η◦ιi +3
ξi 
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
ξ′i ✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
Remark 3.2.2.
(1) Since 2-cells are invertible, condition (ii) only needs to be checked for a
fixed (f, ξ1, ξ2). Namely, it is equivalent to the following.
- For some fixed triplet (f, ξ1, ξ2), for any triplet (f
′, ξ′1, ξ
′
2) there exists
a unique 2-cell η ∈ C2(f, f ′) such that ξ′i · (η ◦ ιi) = ξi (i = 1, 2).
(2) If there are equivalences η1 : A1
≃
−→ A′1 and η2 : A2
≃
−→ A′2, then an equiv-
alence A1 ∐ A2
≃
→ A′1 ∐A
′
2 is obtained. In fact, if
A′1
υ′1−→ A′1 ∐ A
′
2
υ′2←− A′2
is a bicoproduct, then
A1
υ′1◦η1−→ A′1 ∐ A
′
2
υ′2◦η2←− A2
gives a bicoproduct.
Claim 3.2.3. Let C and A1, A2 be as above. Then the bicoproduct (A1∐A2, ι1, ι2)
can be characterized by the following universal property.
• For any X ∈ C0, the functor induced by the composition
(3.2.4) (− ◦ ι1,− ◦ ι2) : C(A1 ∐A2, X)→ C(A1, X)× C(A2, X)
is an equivalence of categories.
By this universal property, the bicoproduct is determined uniquely up to equiva-
lence.
Proof. In fact, the condition (i) in Definition 3.2.1 says (3.2.4) is essentially surjec-
tive. By using the invertibility of 2-cells, we can easily confirm that the condition
(ii) is equivalent to the following.
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• For any X ∈ C0, any f, g ∈ C1(A1 ∐ A2, X) and any pair of 2-cells ξi : f ◦
ιi ⇒ g ◦ ιi (i = 1, 2), there exists a unique 2-cell ζ : f ⇒ g satisfying
ζ ◦ ιi = ξi (i = 1, 2).
This means (3.2.4) is fully faithful. 
Remark 3.2.5. The universal property in Claim 3.2.3 is an instance of that of
bicolimit (= dual notion of bilimit [2, Definition 7.4.4]). Indeed, let I be the
discrete category with two objects I1 and I2, let F : I → C be the functor (or
equivalently, strict 2-functor if we regard I as a 2-category with identity 2-cells)
determined by F (Ii) = Ai (i = 1, 2). Then ι1, ι2 induce a functor ι : F ⇒ ∆A1∐A2 ,
and (3.2.4) becomes equal to the functor
(3.2.6) − ◦ι : C(A1 ∐A2, X)→ 2-coCone(F,X).
Here, ∆A1∐A2 : I → C denotes the constant functor, and 2-coCone(F,X) denotes
the category of 2-cocones. The equivalence of (3.2.4) means (A1∐A2, ι) is a bicolimit
of F . This is slightly weaker than the notion of a 2-colimit of F , which requires
(3.2.6) to be an isomorphism. (See [2, Definitions 7.4.1 and 7.4.4] for details.)
Remark that a bilimit is unique up to equivalence, while a (strict) 2-colimit
is unique up to isomorphism. We use bicoproducts, mainly because of Corollary
3.2.16.
Remark 3.2.7. If A1
ι1−→ A1 ∐ A2
ι2←− A2 is a bicoproduct in C, then its image
A1
ι1−→ A1 ∐ A2
ι2←− A2 gives a coproduct in C/2-cells.
Remark 3.2.8. The biproduct is defined dually, by reversing the directions of 1-cells.
Remark that the directions of 2-cells do not matter, since they are invertible.
Definition 3.2.9. LetC be a 2-category with invertible 2-cells. For anyA1, A2, B ∈
C0 and fi ∈ C1(Ai, B) (i = 1, 2), bipullback of f1 and f2 is defined to be a quartet
(A1 ×B A2, π1, π2, κ) as in the diagram
A1 ×B A2 A2
A1 B
π2 //
π1

f2

f1
//
κ
+3 ,
which satisfies the following conditions.
(i) For any diagram in C
X A2
A1 B
g2 //
g1

f2

f1
//
ε +3 ,
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there exist g, ξ1, ξ2 as in the diagram
X
A1 ×B A2 A2
A1 B
g
$$❍
❍❍
❍❍
❍
g2

g1 ''
π2
//
π1

f2

f1
//
κ
+3ξ1{ ⑧
⑧⑧
ξ2
EM
✒✒✒
✒✒✒
,
satisfying ε · (f1 ◦ ξ1) = (f2 ◦ ξ2) · (κ ◦ g), namely making the following
diagram of 2-cells commutative.
f1 ◦ π1 ◦ g f2 ◦ π2 ◦ g
f1 ◦ g1 f2 ◦ g2
κ◦g +3
f1◦ξ1

f2◦ξ2

ε
+3

(ii) Given (X, g1, g2, ε), for any triplets (g, ξ1, ξ2) and (g
′, ξ′1, ξ
′
2) as in (i), there
exists a unique 2-cell ζ ∈ C2(g, g′) which satisfies ξ′i · (πi ◦ ζ) = ξi (i = 1, 2).
Remark 3.2.10. The bipullback of A1
f1
−→ B
f2
←− A2 is uniquely determined up to
equivalence. Similar properties as in Remark 3.2.2 are also satisfied by bipullbacks.
Remark 3.2.11. Let C and fi ∈ C1(Ai, B) (i = 1, 2) be as in Definition 3.2.9. For
any X ∈ C0, the functors C(X, fi) : C(X,Ai)→ C(X,B) induced by the composi-
tion with fi give a functor
(3.2.12) E : C(X,A1 ×B A2)→ C(X, f1)/C(X, f2)
in a natural way, where C(X, f1)/C(X, f2) is the comma category ([2, Definition
1.6.1]). Definition 3.2.9 is saying that E is an equivalence for any X ∈ C0, which is
the same universal property as that of a bipullback in [11, P.155], since 2-cells are
invertible. If one requires E to be an isomorphism for each X , then A1 ×B A2 is
called a pullback in [8].
S admits bicoproducts, as follows.
Proposition 3.2.13. Let G be any finite group. For any X,Y ∈ Ob(Gset), let
X ∐ Y ∈ Ob(Gset) be the usual coproduct of G-sets. If we denote the inclusions by
υX : X →֒ X ∐ Y, υY : Y →֒ X ∐ Y,
then
X
G
υX
G−→
X ∐ Y
G
υY
G←−
Y
G
gives a bicoproduct of XG and
Y
G in S.
Proof. We confirm conditions (i) and (ii) in Definition 3.2.1.
(i) Suppose we are given 1-cells
α :
X
G
→
W
L
and β :
Y
G
→
W
L
to some 0-cell WL . If we take the usual union of maps
α ∪ β : X ∐ Y →W
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and the disjoint union of families
θα∪β = θα ∐ θβ = {θα,x}x∈X ∐ {θβ,y}y∈Y ,
then it can be easily shown that α∪βθα∪β :
X∐Y
G →
W
L becomes a 1-cell which makes
the following diagram commutative.
X
G
X∐Y
G
Y
G
W
L
υX // υYoo
α
!!❇
❇❇
❇❇
❇❇
❇❇
❇❇
β
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
α∪β

 
(ii) Suppose there also exist a 1-cell γ : X∐YG →
W
L and 2-cells λ : γ ◦ υX ⇒ α,
ρ : γ ◦ υY ⇒ β as in
X
G
X∐Y
G
Y
G
W
L
υX // υYoo
α
!!❇
❇❇
❇❇
❇❇
❇❇
❇❇
β
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
γ

λ{ ⑧
⑧⑧
ρ #
❄❄
❄
.
Then the family of maps
λ∐ ρ = {λx}x∈X ∐ {ρy}y∈Y
gives a 2-cell λ ∐ ρ : γ ⇒ α ∪ β, which makes the following diagrams of 2-cells
commutative.
γ ◦ υX (α ∪ β) ◦ υX
α
(λ∐ρ)◦υX +3
λ '●
●●
●●
●●
●
●
●
●
✇✇
✇✇
✇✇
✇✇✇
γ ◦ υY (α ∪ β) ◦ υY
β
(λ∐ρ)◦υY +3
ρ
'●
●●
●●
●●
●
●
●
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
Uniqueness of such a 2-cell can be checked immediately. 
Corollary 3.2.14. Under the same assumption as in Proposition 3.2.13,
X
G
υX
−→
X ∐ Y
G
υY
←−
Y
G
gives a coproduct of XG and
Y
G in C .
Proposition 3.2.15. Let XG and
Y
H be any pair of 0-cells in S. Denote the
monomorphisms
G→ G×H ; g 7→ (g, e)
H → G×H ; h 7→ (e, h)
by ι(G) and ι(H) respectively, and denote the natural maps
X → Indι(G)X ∐ Indι(H)Y ; x 7→ [e, x] ∈ Indι(G)X
Y → Indι(G)X ∐ Indι(H)Y ; y 7→ [e, y] ∈ Indι(H)Y
by υX and υY . Then
X
G
υX
ι(G)−→
Indι(G)X ∐ Indι(H)Y
G×H
υY
ι(H)←−
Y
H
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gives a bicoproduct of XG and
Y
H in S.
Proof. This immediately follows from Propositions 3.1.2, 3.2.13 and Remark 3.2.2.

Corollary 3.2.16. Under the same assumption as in Proposition 3.2.15,
X
G
υX
−→
Indι(G)X ∐ Indι(H)Y
G×H
υY
←−
Y
H
gives a coproduct of XG and
Y
H in C .
S admits bipullbacks, as follows.
Proposition 3.2.17. Let α : XG →
Z
K and β :
Y
H →
Z
K be any pair of 1-cells in S.
Denote the natural projection homomorphisms by
pr(G) : G×H → G, pr(H) : G×H → H.
If we
- put F = {(x, y, k) ∈ X × Y ×K | β(y) = kα(x)}, and put
℘X : F → X ; (x, y, k) 7→ x,
℘Y : F → Y ; (x, y, k) 7→ y,
- equip F with a G×H-action
(g, h)(x, y, k) = (gx, hy, θβ,y(h)kθα,x(g)
−1)
(∀(g, h) ∈ G×H, ∀(x, y, k) ∈ F ),
- define a 2-cell κ : α ◦ ℘X ⇒ β ◦ ℘Y by
κ(x,y,k) = k,
then the diagram
(3.2.18)
F
G×H
Y
H
X
G
Z
K
℘Y
pr(H) //
℘X
pr(G) 
β
θβ
α
θα
//
κ +3
gives a bipullback in S.
Proof. For any f = (x, y, k) ∈ F and (g, h) ∈ G×H , we have
℘X((g, h)f) = ℘X(gx, hy, θβ,y(h)kθα,x(g)
−1)
= gx = g℘X(f),
℘Y ((g, h)f) = hy = h℘Y (f),
β ◦ ℘Y (f) = β(y) = kα(x) = κf · (α ◦ ℘X(f)),
κ(g,h)f · (θα ◦ pr
(G))f ((g, h))) · κ
−1
f = θβ,y(h)kθα,x(g)
−1 · θα,x(g) · k
−1
= θβ,y(h) = (θβ ◦ pr
(H))f ((g, h)),
which mean that ℘X , ℘Y are 1-cells, and κ is a 2-cell.
We confirm conditions (i), (ii) in Definition 3.2.9.
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(i) Suppose we are given a diagram
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
ε +3 .
If we define
γ ∗
ε
δ : W → F and θγ∗
ε
δ = {θγ∗
ε
δ,w : L→ G×H}w∈W
by
(γ ∗
ε
δ)(w) = (γ(w), δ(w), εw),(3.2.19)
θγ∗
ε
δ,w = (θγ,w, θδ,w) : L→ G×H(3.2.20)
for any w ∈ W , then it can be confirmed that
γ∗
ε
δ
θγ∗
ε
δ
: WL ⇒
F
G×H becomes a 1-cell.
Moreover, we have
( ℘X
pr(G)
) ◦ (
γ∗
ε
δ
θγ∗
ε
δ
) = γθγ ,(3.2.21)
( ℘Y
pr(H)
) ◦ (
γ∗
ε
δ
θγ∗
ε
δ
) = δθδ ,(3.2.22)
and the diagram
W
L
F
G×H
Y
H
X
G
Z
K
γ∗
ε
δ
!!❉
❉❉
❉❉
❉
δ
  
γ
%%
℘Y
//
℘X

β

α
//
κ
+3


satisfies
(κ ◦ (γ ∗
ε
δ))w = κ(γ(w),δ(w),εw) = εw (∀w ∈W ),
which means the commutativity of the following diagram.
(3.2.23)
α ◦ ℘X ◦ (γ ∗
ε
δ) β ◦ ℘Y ◦ (γ ∗
ε
δ)
α ◦ γ β ◦ δ
κ◦(γ∗
ε
δ)
+3
ε
+3

(ii) Suppose that the diagram
W
L
F
G×H
Y
H
X
G
Z
K
φ
!!❉
❉❉
❉❉
❉
δ
  
γ
&&
℘Y
//
℘X

β

α
//
κ
+3µ
s{ ♦♦♦♦♦♦
ν
FN
✕✕✕
✕✕✕
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also makes the following diagram commutative.
α ◦ ℘X ◦ φ β ◦ ℘Y ◦ φ
α ◦ γ β ◦ δ
κ◦φ +3
α◦µ

β◦ν

ε
+3

Express φ with its components by φ(w) = (xw , yw, kw) ∈ F . Remark that a
2-cell ζ : φ⇒ γ ∗
ε
δ, if it exists, makes
℘X ◦ φ
℘X ◦ (γ ∗
ε
δ) γ
℘X◦ζ
} ☎☎
☎☎
☎☎
☎☎
☎☎
☎☎ µ
!
✿✿
✿✿
✿✿
✿
✿✿
✿✿
✿✿
✿
 and
℘Y ◦ φ
℘Y ◦ (γ ∗
ε
δ) δ
℘Y ◦ζ
} ☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
ν
!
✿✿
✿✿
✿✿
✿
✿✿
✿✿
✿✿
✿

commutative if and only if
L
G×H G
ζw
☎☎
☎☎
☎☎ µw
✿
✿✿
✿✿
✿
pr(G)
//
 and
L
G×H H
ζw
☎☎
☎☎
☎☎ νw
✿
✿✿
✿✿
✿
pr(H)
//

are commutative for each w ∈W . Thus there is no other choice than
ζw = (µw, νw) : L→ G×H.
It is straightforward to show that this ζ = {(µw, νw)}w∈W in fact forms a 2-cell
ζ : φ⇒ γ ∗
ε
δ. 
Remark 3.2.24. In the proof of Proposition 3.2.17, the 1-cell
γ∗
ε
δ
θγ∗
ε
δ
: WL →
F
G×H sat-
isfying (3.2.21), (3.2.22) and the commutativity of (3.2.23) is uniquely determined
by (3.2.19) and (3.2.20). In Remark 3.2.11, this shows that the functor (3.2.12)
E : S(WL ,
F
G×H )→ S(
W
L , α)/S(
W
L , β)
induces a bijection on objects, and thus E is an isomorphism for any WL ∈ S
0. This
means (3.2.18) is a pullback in the sense of [8]. As a consequence, a pullback of any
X
G
α
−→ ZK
β
←− YH exists in S, to which a bipullback becomes equivalent.
Corollary 3.2.25. A biproduct of 0-cells XG ,
Y
H in S is given by
X
G
℘X
pr(G)
←−
X × Y
G×H
℘Y
pr(H)
−→
Y
H
,
where ℘X : X × Y → X, ℘Y : X × Y → Y are the projections.
Proof. If we take ZK =
1
e in Proposition 3.2.17, then we obtain a biproduct of
X
G
and YH . In this case, we have a natural identification of G×H-sets F = X×Y . 
Corollary 3.2.26. In the notation of Proposition 3.2.17, if the K-orbits generated
by α(X) and β(Y ) in Z are disjoint, namely if
Kα(X) ∩Kβ(Y ) = ∅
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holds as a subset of Z, then the bipullback is given by
∅ YH
X
G
Z
K
//

β

α
//
 .
Proof. This immediately follows from Proposition 3.2.17. 
Caution 3.2.27. Proposition 3.2.17 does not mean
(3.2.28)
F
G×H
Y
H
X
G
Z
K
℘Y //
℘X

β

α
//

is a fibered product in C . In fact, this is only a weak fibered product. Namely, the
natural map of sets
(3.2.29) C (WL ,
F
G×H )→ C (
W
L ,
X
G ) ×
C (WL ,
Z
K )
C (WL ,
Y
H ) ; ω 7→ (℘X ◦ ω, ℘Y ◦ ω)
is surjective for any WL ∈ Ob(C ), but not necessarily bijective. For example, let
ι : e → K be the unique homomorphism to a finite group K. Then for α = β =
1
ι :
1
e →
1
K , the above diagram (3.2.28) becomes isomorphic to
1
e ∐ · · · ∐
1
e
1
e
1
e
1
K
∇ //
∇

(
1
ι
)
(
1
ι
) //

where 1e ∐· · ·∐
1
e is the coproduct of |K|-copies of
1
e , and ∇ is the folding morphism
(i.e., the unique morphism which induces id 1
e
on each copy). Then for any WL ∈
Ob(C ), the map (3.2.29) is obviously surjective. However, it is not injective unless
K = e.
Nevertheless, by Remark 3.2.10, these weak fibered products which come from
bipullbacks are closed under isomorphisms in C , and thus form a natural distin-
guished class in the whole weak fibered products.
Definition 3.2.30. A weak fibered product in C
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//

is called a natural weak pullback (of α and β) if it comes from some bipullback in
S. We write as
W
L
Y
H
X
G
Z
K
nwp
δ //
γ

β

α
//
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to indicate it is a natural weak pullback.
Proposition 3.2.31. Let C be a 2-category with invertible 2-cells. If α : X → Y
is an equivalence, then
X X
X Y
id //
id

α

α
//

is a bipullback.
Proof. By Remark 2.2.14, we take an adjoint equivalence (α, β, ρ−1, λ) as in the
following diagram.
X Y X Y
α // β //
α
//
id
::
id
$$
ρ
λ
KS
By definition, it satisfies α ◦ ρ = λ ◦α and β ◦λ = ρ ◦ β. We confirm conditions (i),
(ii) in Definition 3.2.9.
(i) Suppose we are given a diagram
W X
X Y
δ //
γ

α

α
//
ε +3
in S. Then we see that the diagram
W
X X
X Y
γ
!!❉
❉❉
❉❉
❉❉
δ

γ
%%
id
//
id

α

α
//


η
EM
✒✒✒
✒✒✒
with η = (ρ ◦ δ) · (β ◦ ε) · (ρ−1 ◦ γ), satisfies
α ◦ η = (α ◦ ρ ◦ δ) · (α ◦ β ◦ ε) · (α ◦ ρ−1 ◦ γ)(3.2.32)
= (λ ◦ α ◦ δ) · (α ◦ β ◦ ε) · (λ−1 ◦ α ◦ γ) = ε.
(ii) Suppose that the diagram
W
X X
X Y
π
!!❉
❉❉
❉❉
❉❉
δ

γ
%%
id
//
id

α

α
//

ξ
x  ②②②
②
ζ
EM
✒✒✒
✒✒✒
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also satisfies
(3.2.33) ε · (α ◦ ξ) = α ◦ ζ.
It suffices to show the existence and the uniqueness of ̟ : π ⇒ γ which satisfies
̟ = ξ and η ·̟ = ζ.
Since such ̟ is trivially unique (= ξ), it remains to show that (3.2.33) implies
ζ = η · ξ.
By (3.2.32) and (3.2.33), we have
(α ◦ ζ) = ε · ε−1 · (α ◦ ζ) = (α ◦ η) · (α ◦ ξ).
It follows (β ◦ α) ◦ ζ = (β ◦ α) ◦ (η · ξ), and thus
ζ = (ρ ◦ δ)−1 · ((β ◦ α) ◦ ζ) · (ρ ◦ π)
= (ρ ◦ δ)−1 · ((β ◦ α) ◦ (η · ξ)) · (ρ ◦ π) = η · ξ.

Proposition 3.2.34. Let G be a finite group. If
X ×Z Y Y
X Z
δ //
γ

β

α
//

is a fibered product in Gset, then
X×ZY
G
Y
G
X
G
Z
G
δ
G //
γ
G 
β
G
α
G
//

is a bipullback in S. Thus the functor •G : Gset → GrSet sends fibered products in
Gset to bipullbacks in S.
Proof. Let pr(1) : G×G→ G, pr(2) : G×G→ G and ∆: G→ G×G be the projec-
tions onto 1st and 2nd components, and the diagonal homomorphism respectively.
By Proposition 3.2.17, we have a bipullback of αG and
β
G
F
G×G
Y
G
X
G
Z
G
℘Y
pr(2) //
℘X
pr(1) 
β
G
α
G
//
κ +3
as in the notation of Proposition 3.2.17. Remark that F is defined by
F = {(x, y, g) ∈ X × Y ×G | β(y) = gα(x)},
on which G×G acts by
(g1, g2) · (x, y, g) = (g1x, g2y, g2gg
−1
1 ) (∀(g1, g2) ∈ G×G, ∀(x, y, g) ∈ F ).
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If we define maps π and χ by
π : F → X ×Z Y ; (x, y, g) 7→ (gx, y)
χ : X ×Z Y → F ; (x, y) 7→ (x, y, e),
then π
pr(2)
and χ∆ become 1-cells.
By Remark 3.2.10, it suffices to show that π and χ give an equivalence FG×G ≃
X×ZY
G . It can be easily checked that we have π ◦ χ = idX×ZY
G
. If we define as
λf = (g
−1, e) (∀f = (x, y, g) ∈ F ),
then λ : χ ◦ π ⇒ id F
G×G
gives a 2-cell. (We can also confirm that (χ, π, id, λ) is in
fact an adjoint equivalence.) 
Corollary 3.2.35. Let XG be any 0-cell. Let ι1 : X1 →֒ X and ι2 : X2 →֒ X be
inclusions of finite G-sets. If we denote the inclusions
X1 ∩X2 →֒ X1 and X1 ∩X2 →֒ X2
by ι′1 and ι
′
2 respectively, then
X1∩X2
G
X2
G
X1
G
X
G
ι′2
G //
ι′1
G 
ι2
G
ι1
G
//

gives a bipullback. Especially, remark that we have the following.
(1) If X1 = X2, then ι
′
1 and ι
′
2 are identities.
(2) If X1 ∩X2 = ∅, then
X1∩X2
G = ∅.
Proof. This immediately follows from Proposition 3.2.34. 
4. Stabilizerwise image
As Remark 2.1.4 suggests, a 1-cell α : XG →
Y
H can be thought as a parallel array
of group homomorphisms on stabilizers θα,x|Gx : Gx → Hα(x). With this view, we
can consider analogs of images of group homomorphisms and factorizations through
them, for 1-cells in S.
4.1. Stab-surjective 1-cells. The notion of stab-surjective 1-cells, which we now
define, can be regarded as an analog of that of surjective group homomorphisms.
Definition 4.1.1. A 1-cell α : XG →
Y
H is called surjective on stabilizers or shortly
stab-surjective, if the following conditions are satisfied.
(i) For any y ∈ Y , there exist x ∈ X and h ∈ H satisfying y = hα(x).
(ii) If x, x′ ∈ X and h, h′ ∈ H satisfy hα(x) = h′α(x′), then there exists g ∈ G
which satisfies x′ = gx and h = h′θα,x(g).
Remark 4.1.2. If α : XG →
Y
H is stab-surjective, then for any x ∈ X , the restriction
of θα,x onto Gx gives a surjective homomorphism
θα,x|Gx : Gx → Hα(x),
by condition (ii) in Definition 4.1.1.
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Example 4.1.3. Let G be a finite group, and let N ⊳ G be a normal subgroup.
Let
p : G→ G/N ; g 7→ g
denote the quotient homomorphism. Then for any Z ∈ Ob((G/N)-set), the 1-cell
idZ
p
:
InfGNZ
G
→
Z
(G/N)
is stab-surjective. Here InfGNZ denotes the set Z, equipped with the G-action
gz = gz (∀g ∈ G, ∀z ∈ Z).
Proof. For any z ∈ Z, we have e·idZ(z) = z. Moreover if z1, z2 ∈ Z and g1g2 ∈ G/N
satisfy g1z1 = g2z2, then g
−1
2 g1 ∈ G satisfies
(g−12 g1)z1 = g
−1
2 g1z1 = g
−1
2 g2z2 = z2, and g2 · p(g
−1
2 g1) = g1.

Proposition 4.1.4. Let α : XG →
Y
H be a 1-cell in S.
(1) If there exists a 2-cell δ : α′ ⇒ α from a stab-surjective 1-cell α′ : XG →
Y
H ,
then so is α. Namely the stab-surjectivity does not depend on representa-
tives of the equivalence class α. Thus we can speak of the stab-surjectivity
of morphisms in C .
(2) If α is an equivalence, then α is stab-surjective.
Proof. (1) By definition, α and α′ are related by
α(x) = δxα
′(x) (∀x ∈ X),
δgx · θα′,x(g) · δ
−1
x = θα,x(g) (∀x ∈ X, ∀g ∈ G).
We confirm conditions (i), (ii) in Definition 4.1.1.
(i) For any y ∈ Y , there exist x ∈ X and h ∈ H satisfying y = hα′(x). Thus we
have y = (hδ−1x )α(x).
(ii) If x1, x2 ∈ X and h1, h2 ∈ H satisfy h1α(x1) = h2α(x2), then by the stab-
surjectivity of α′, there exists g ∈ G which satisfies
x2 = gx1 and h1δx1 = h2δx2θα′,x1(g).
Since δx2θα′,x1(g)δ
−1
x1 = θα,x1(g), we obtain x2 = gx1 and h1 = h2θα,x1(g).
(2) Take a diagram
X
G
Y
H
X
G
Y
H
α // β //
α
//
id
99
id
$$
ρ
λ
KS
in S, satisfying α ◦ ρ = λ ◦ α and ρ ◦ β = β ◦ λ. We confirm conditions (i) and (ii)
in Definition 4.1.1.
(i) For any y ∈ Y , we have y = λy · α(β(y)).
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(ii) Suppose x1, x2 ∈ X and h1, h2 ∈ H satisfy h1α(x1) = h2α(x2). If we put
gi = θβ,α(xi)(hi) · ρ
−1
xi (i = 1, 2), then we have
g1x1 = θβ,α(x1)(h1) · ρ
−1
x1 x1 = θβ,α(x1)(h1) · (β ◦ α(x1))
= β(h1α(x1)) = β(h2α(x2)) = θβ,α(x2)(h2) · (β ◦ α(x2))
= θβ,α(x2)(h2) · ρ
−1
x2 x2 = g2x2
and we can confirm
θα,x1(g
−1
2 g1) = θα,g1x1(g
−1
2 ) · θα,x1(g1) = θα,g2x2(g
−1
2 ) · θα,x1(g1)
= h−12 · λh2α(x2) · λ
−1
h1α(x1)
· h1 = h
−1
2 h1.
Thus g = g−12 g1 ∈ G satisfies x2 = gx1 and h1 = h2 · θα,x1(g). 
Proposition 4.1.5. Let XG
α
−→ YH
β
−→ ZK be a sequence of 1-cells in S. If α and β
are stab-surjective, then so is β ◦ α.
Proof. We confirm conditions (i), (ii) in Definition 4.1.1.
(i) For any z ∈ Z, there exist y ∈ Y and k ∈ K satisfying z = kβ(y) by the
stab-surjectivity of β. Then by the stab-surjectivity of α, there exist x ∈ X and
h ∈ H satisfying y = hα(x). Thus we obtain
z = kβ(hα(x)) = kθβ,α(x)(h) · (β ◦ α(x)).
(ii) Suppose x1, x2 ∈ X and k1, k2 ∈ K satisfy k1β(α(x1)) = k2β(α(x2)). By the
stab-surjectivity of β, there exists h ∈ H satisfying
α(x2) = hα(x1) and k1 = k2 · θβ,α(x1)(h).
Then by the stab-surjectivity of α, there exists g ∈ G satisfying
x2 = gx1 and h = θα,x1(g).
Thus we have k1 = k2 · θβ,α(x1)(θα,x1(g)) = k2 · θβ◦α,x1(g). 
Stab-surjective 1-cells are stable under bipullbacks, as follows.
Proposition 4.1.6. Let
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
ε +3
be a bipullback in S. If β is stab-surjective, then so is γ.
Proof. We use the notation in Proposition 3.2.17. By Remark 3.2.10, Propositions
4.1.4 and 4.1.5, it suffices to confirm conditions (i), (ii) in Definition 4.1.1 for ℘X
in the bipullback
F
G×H
Y
H
X
G
Z
K
℘Y
pr(H) //
℘X
pr(G) 
β
θβ
α
θα
//
κ +3
constructed in Proposition 3.2.17.
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(i) For any x ∈ X , since β is stab-surjective, there exist y ∈ Y and k ∈ K
satisfying α(x) = kβ(y). Thus we obtain an element (x, y, k−1) ∈ F , which satisfies
x = ℘X(x, y, k
−1).
(ii) Suppose f1 = (x1, y1, k1), f2 = (x1, y2, k2) ∈ F and g1, g2 ∈ G satisfy
g1℘X(f1) = g2℘X(f2). Then we have θα,x1(g1)α(x1) = θα,x2(g2)α(x2). Since β
is stab-surjective, there exists h ∈ H which satisfies
y2 = hy1 and θα,x1(g1)k
−1
1 = θα,x2(g2)k
−1
2 θβ,y1(h).
Then a = (g−12 g1, h) ∈ G×H satisfies
a · (x1, y1, k1) = (g
−1
2 g1x1, hy1, θβ,y1(h) · k1 · θα,x1(g
−1
2 g1)
−1)
= (x2, y2, θβ,y1(h)k1θα,x1(g1)
−1θα,x2(g2)) = (x2, y2, k2)
and g1 = g2 · pr
(G)(a). 
Proposition 4.1.7. Let α : XG →
Y
H be a stab-surjective 1-cell in S. Let X =
X1 ∐ · · · ∐Xs be the decomposition of X into G-orbits. If we put
Yi = Hα(Xi)
= {hα(x) ∈ Y | h ∈ H,x ∈ Xi},
then we have the following.
(1) For i 6= j, we have Yi ∩ Yj = ∅.
(2) Each Yi is H-transitive.
(3) Y = Y1∐· · ·∐Ys gives the decomposition of Y into H-orbits. In particular,
X and Y have the same number of orbits.
(4) For any 1 ≤ i ≤ s, the restriction of α
αi = α|Xi : Xi → Yi
is stab-surjective.
(5) Yi does not depend on the choice of representatives of α.
Proof. (1) If there is an element y ∈ Yi∩Yj for i 6= j, then there exist x ∈ Xi, x′ ∈ Xj
and h, h′ ∈ H satisfying
y = hα(x) = h′α(x′).
Then by the stab-surjectivity of α, there should be g ∈ G which satisfies gx = x′,
which contradicts to the fact that Xi and Xj are distinct G-orbits.
(2) For any y, y′ ∈ Yi, there exist x, x′ ∈ Xi and h, h′ ∈ H satisfying
y = hα(x), y′ = h′α(x′)
by definition of Yi = Hα(Xi). Since Xi is G-transitive, there is g ∈ G satisfying
x′ = gx. Thus we obtain
y′ = h′α(gx) = h′θα,x(g)α(x) = (h
′θα,x(g)h
−1) · y.
(3) By (1) and (2), it remains to show Y = Y1∪· · ·∪Ys. However, this is obvious
from the stab-surjectivity of α.
(4) This is trivial. (5) This follows from Remark 2.2.3.

Corollary 4.1.8. For a G-equivariant 1-cell αG :
X
G →
Y
G , the following are equiv-
alent.
(1) α is a G-equivariant isomorphism.
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(2) α is an equivalence.
(3) α is stab-surjective.
(4) α is an isomorphism in C .
Proof. (1)⇒(2)⇒(3) and (2)⇔(4) are already shown. It remains to show (3)⇒(1).
Suppose αG :
X
G →
Y
G is stab-surjective. By Proposition 4.1.7, we may assume X
and Y are transitive. By Remark 4.1.2, α induces a surjection on stabilizers. This
means α is isomorphism. 
Proposition 4.1.9. Let α : XG →
Y
H be a 1-cell, where X is G-transitive. Then the
following are equivalent.
(1) α is stab-surjective.
(2) There exist a section N ⊳ G0 ≤ G and Z ∈ Ob((G0/N)-set) and a diagram
X
G
Y
H
Inf
G0
N Z
G
Z
(G0/N)
α //
ξ
OO
η
OO
idZ
p
//
ε +3
where
(i) ξ and η are equivalences.
(ii) p : G0 → G0/N is the quotient homomorphism.
Moreover, Z in (2) can be taken as Z = 1.
Proof. (2) ⇒ (1) follows from Example 4.1.3 and Propositions 4.1.4, 4.1.5. It
suffices to show (1)⇒ (2).
Suppose α is stab-surjective. Remark that Y becomes transitive by Proposition
4.1.7. Take x0 ∈ X , and put
G0 = Gx0 , y0 = α(x0), H0 = Hy0 .
Then by Remark 2.1.5, we have a commutative diagram
X
G
Y
H
G/G0
G
H/H0
H
α //
∼=
OO
∼=
OO
Θα,x0
//

where the vertical arrows are (equivariant) isomorphisms. Since we have G/G0 =
IndGG0(G0/G0) and H/H0 = Ind
H
H0(H0/H0), there are equivalences
1
G0
≃
−→
G/G0
G
, and
1
H0
≃
−→
H/H0
H
as in Proposition 3.1.2. Moreover, since α is stab-surjective, it induces surjective
group homomorphism θα,x0 |G0 : G0 → H0, which induces the group isomorphism
η : G0/Ker(θα,x0 |G0)
∼=
−→ H0. Thus if we put N = Ker(θα,x0 |G0) ⊳ G0, we obtain
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the following commutative diagram.
X
G
Y
H
G/G0
G
H/H0
H
1
H0
1
G0
1
(G0/N)
α //
∼=
OO
≃
OO
∼=
OO
≃
OO
∼=
1
η
OO
//
1
p
//


4.2. Factorization through SIm. We introduce the notion of the stabilizerwise
image, which plays a role analogous to the image of a group homomorphism. This
provides the decomposition of any 1-cell in S into an equivariant 1-cell and a stab-
surjective 1-cell.
Definition 4.2.1. Let α : XG →
Y
H be any 1-cell in S.
(1) Define SImα = SIm( αθα ) ∈ Ob(Hset) by
SImα = (H ×X)/ ∼,
where the relation ∼ is defined as follows.
- (η, x), (η′, x′) ∈ H ×X are equivalent if there exists g ∈ G satisfying
x′ = gx and η = η′θα,x(g).
We denote the equivalence class of (η, x) by [η, x]. The H-action on SImα is
given by h[η, x] = [hη, x]. We call SImα the stabilizerwise image of α = αθα .
(2) Define a map υα : X → SImα by
υα(x) = [e, x] (∀x ∈ X)
and put θυα = θα. Then υα = (
υα
θα
) : XG →
SImα
H becomes a 1-cell.
Proposition 4.2.2. For any 1-cell α : XG →
Y
H , the induced 1-cell υα : X → SImα
is stab-surjective.
Proof. Conditions (i), (ii) in Definition 4.1.1 are confirmed as follows.
(i) For any [η, x] ∈ SImα, we have [η, x] = η[e, x] = ηυα(x).
(ii) If x, x′ ∈ X and h, h′ ∈ H satisfy hυα(x) = h
′υα(x
′), i.e., [h, x] = [h′, x′],
then by definition of SImα, there exists g ∈ G which satisfies x′ = gx and h =
h′θα,x(g). 
Remark 4.2.3. SIm( αθα ) essentially depends only on the acting part θα.
Remark 4.2.4. If α is ι-equivariant for some monomorphism ι : G → H , then
SImα = SIm(αι ) is nothing but IndιX . In this case, υα :
X
G →
IndιX
H is an equiva-
lence, as shown in Proposition 3.1.2.
Lemma 4.2.5. Let α : XG →
Y
H and β :
X
G →
Z
H be 1-cells satisfying θα = θβ = θ.
If we define a map β˜ : SImα→ Z by
β˜([η, x]) = ηβ(x) (∀[η, x] ∈ SImα),
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then we obtain the following commutative diagram of 1-cells.
X
G
SImα
H
Z
H
υα
θ 77♦♦♦♦♦♦
β
θ
''❖❖
❖❖❖
❖❖
β˜
H


Proof. Well-definedness of β˜ follows from the equation
ηβ(gx) = ηθx(g)β(x) (∀(η, x) ∈ H ×X, ∀g ∈ G).
Commutativity of the diagram can be checked immediately. 
Proposition 4.2.6. For any 1-cell α : XG →
Y
H , we have a commutative diagram
of 1-cells
X
G
SImα
H
Y
H
υα
θα
55❧❧❧❧❧❧❧❧
α˜
H
))❘❘❘
❘❘❘
❘❘
α
θα
44 (θυα = θα).
We call this the SIm-factorization of α.
Proof. This immediately follows from Lemma 4.2.5. 
Proposition 4.2.7. In S, let S be the class of stab-surjective 1-cells, and let E be the
class of equivariant 1-cells. Then the pair (S, E) satisfies the following properties2.
(0) Each of S and E is closed under compositions.
(1) For any 1-cell α : XG →
Y
H , there exist 1-cells s and u, with a 2-cell u◦s⇒ α
as in the diagram
X
G
Y
H
Z
H
α //
s ✿
✿✿
✿✿
u
BB☎☎☎☎☎
KS
,
where s is stab-surjective and u is H-equivariant.
(2) If in the diagram
(4.2.8)
X
G
Y
H
′
Y
H
Z
H
β //
α

δ
H
γ
H
//
ε +3 ,
α and β are stab-surjective, then the following holds.
(i) There exists a triplet (ω, µ, ν)
X
G
Y
H
′
Y
H
Z
H
β //
α

δ
H

γ
H
//
ω
88rrrrrrrrrrrr
µ ;C⑧⑧
ν{ ⑧
⑧
2This is a bit weaker than the notion of a factorization system in [7, Definition 1.6.], since E
is not closed under equivalences by 2-cells, nor under compositions with equivalences.
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satisfying δ ◦ µ = ε · (ν ◦ α).
(ii) For any other triplet (ω′, µ′, ν′) as in (i), there exists a unique 2-cell
ζ : ω ⇒ ω′ which satisfies
µ′ · (ζ ◦ α) = µ and ν′ · (δ ◦ ζ) = ν.
(3) ω in (2) is an equivalence. More precisely, this ω can be taken as an H-
isomorphism ω : Y
∼=
−→ Y ′.
Proof. (0) This follows from Proposition 4.1.5.
(1) This follows from Proposition 4.2.6.
(2) Suppose diagram (4.2.8) is given. We confirm conditions (i), (ii).
(i) For any y ∈ Y , take x ∈ X and η ∈ H satisfying y = ηα(x). If we define ω(y)
by ω(y) = ηε−1x β(x), then this gives a well-defined H-equivariant map ω : Y → Y
′.
Indeed if x1, x2 ∈ X and η1, η2 ∈ H satisfy y = η1α(x1) = η2α(x2), then, since
there is g ∈ G satisfying
x2 = gx1 and η1 = η2θα,x1(g),
we obtain
η2ε
−1
x2 β(x2) = η2θα,x1(g)ε
−1
x1 θβ,x1(g)
−1β(x2)
= η2θα,x1(g)ε
−1
x1 β(x1) = η1ε
−1
x1 β(x1).
H-equivariance is obvious.
Moreover, for the 2-cell µ : ω ◦ α⇒ β defined by
µx = εx (∀x ∈ X),
the triplet (ω, µ, id) satisfies the desired property.
(ii) Suppose there is another triplet (ω′, µ′, ν′). By assumption, we have
(4.2.9) µ′x = εx · ν
′
α(x)
for any x ∈ X . It suffices to show the existence and the uniqueness of a 2-cell
ζ : ω ⇒ ω′ satisfying
ν′ · (δ ◦ ζ) = id and µ′ · (ζ ◦ α) = ε.
By (4.2.9), we can rephrase this condition as
ν′ · (δ ◦ ζ) = id and µ′ · (ζ ◦ α) = ε
⇔ ν′y · ζy = id and µ
′
x · ζα(x) = εx (∀x ∈ X, ∀y ∈ Y )
⇔ ζy = ν
′−1
y and µ
′
x · ν
′−1
α(x) = εx (∀x ∈ X, ∀y ∈ Y )
⇔ ζy = ν
′−1
y (∀y ∈ Y ).
This last condition is satisfied only by ζ = {ζy = ν′−1y }y∈Y . This in fact becomes a
2-cell, since we have
ν′−1y ω(y) = ν
′−1
y ηε
−1
x β(x) = ν
′−1
y ηε
−1
x µ
′
xω
′(α(x))
= ν′−1y ην
′
α(x)ω
′(α(x)) = θω′,α(x)(η)ω
′(α(x))
= ω′(ηα(x)) = ω′(y)
for any y = ηα(x) ∈ Y .
(3) This is shown by a canonical argument, by applying (2) twice. A closer
look at the construction of ω in the proof of (2) shows it can be taken as an H-
isomorphism. (cf. Corollary 4.1.8.) 
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Corollary 4.2.10. For any α : XG →
Y
H , its stabilizerwise image SImα is charac-
terized up to H-isomorphism, by the factorization in Proposition 4.2.6.
Proof. This immediately follows from Proposition 4.2.7. 
Corollary 4.2.11. Let XG
α
−→ YH
β
−→ ZK be a sequence of 1-cells in S.
(1) If α is stab-surjective, then we have an isomorphism of K-sets SIm(β◦α) ∼=
SImβ. In particular, we have SIm(β ◦α) ∼= SImβ if α is an equivalence (for
example, Ind-equivalence).
(2) If H = K and β is H-equivariant, then we have an isomorphism of H-sets
SIm(β ◦ α) ∼= SImα. Thus in particular we have an isomorphism of finite
G-sets SImα ∼= X for any G-equivariant 1-cell α : XG →
Y
G .
Proof. This immediately follows from Proposition 4.2.7. 
Proposition 4.2.12. Let G,K be finite groups, and let α : XG →
Z
K and β :
Y
G →
Z
K
be any pair of 1-cells. Then for the union map α ∪ β : X ∐ Y → Z, which gives a
1-cell X∐YG →
Z
K (Proposition 3.2.13), we have an isomorphism of K-sets
SIm(α ∪ β) ∼= SImα ∐ SImβ.
Proof. This follows from the definition of SIm. 
Corollary 4.2.13. For any pair of 1-cells α : XG →
Z
K and β :
Y
H →
Z
K in S, if we
take the 1-cell
α ∪ β :
X
G
∐
Y
H
→
Z
K
obtained by the universal property of the bicoproduct, then we have an isomorphism
of K-sets
SIm(α ∪ β) ∼= SImα ∐ SImβ.
Proof. This follows from Proposition 3.2.15, Corollary 4.2.11 and Proposition 4.2.12.

Proposition 4.2.14. Let
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
ε +3
be a bipullback in S. If we factorize α and β as
X
G
Z
K
SImα
K
α //
υα ❄
❄❄
❄❄
α˜
K
??⑧⑧⑧⑧⑧

,
Y
H
Z
K
SImβ
K
β //
υβ ❄
❄❄
❄❄
β˜
K
??⑧⑧⑧⑧⑧

,
and if we take the fibered product of α˜ and β˜
S = SImα×Z SImβ SImβ
SImα Z
pβ //
pα

β˜

α˜
//

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in Kset, then there is an isomorphism of K-sets
φ : SIm(α ◦ γ)
∼=
−→ SImα×Z SImβ.
Proof. By Proposition 3.2.34,
S
K
SImβ
K
SImα
K
Z
K
pβ
K //
pα
K 
β˜
K
α˜
K
//

becomes a bipullback in S. By taking bipullbacks F1 and F2, we obtain the following
diagram.
F2
K×H
Y
H
F1
G×K
S
K
SImβ
K
X
G
SImα
K
Z
K
p′β //
υ′β

υβ

υ′α //
pβ
K //
p′α

pα
K

β˜
K

υα
//
α˜
K
//

ε2 +3
ε1 +3
By the universal property of the bipullback, the bipullback of υ′α and υ
′
β should be
equivalent to WL . Thus we obtain a bipullback
W
L
F2
K×H
F1
G×K
S
K
υ′′α //
υ′′β 
υ′β
υ′α
//
ε3 +3 ,
together with 2-cells p′α ◦ υ
′′
β ⇒ γ and p
′
β ◦ υ
′′
α ⇒ δ.
Remark that υ′α and υ
′
β are stab-surjective by Proposition 4.1.6, and thus so is
υ′α ◦ υ
′′
β by Proposition 4.1.5. Thus we obtain an (S, E)-factorization
W
L
Z
K
S
K
α◦γ //
υ′α◦υ
′′
β ❄
❄❄
❄❄
❄
α˜◦pα
K
??⑧⑧⑧⑧⑧⑧
KS
which implies that SIm(α ◦ γ) and S are K-isomorphic, by Corollary 4.2.10. 
5. Mackey functors on S
We define Mackey functors on S in an analogous way as the ordinary ones for
finite groups, using bicoproducts and bipullbacks.
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5.1. Definition. We define the notions of a (semi-)Mackey functor on S and on C ,
which turn out to be the same.
Definition 5.1.1. A semi-Mackey functor M = (M∗,M∗) on C is a pair of a
contravariant functor M∗ : C → Set and a covariant functor M∗ : C → Set which
satisfies the following.
(0) M∗(XG ) = M∗(
X
G ) for any object
X
G ∈ Ob(C ). We denote this simply by
M(XG ).
(1) [Additivity] For any pair of objects XG and
Y
H in C , if we take their coproduct
X
G
υX
−→
X
G
∐
Y
H
υY
←−
Y
H
in C , then the natural map
(M∗(υX),M
∗(υY )) : M(
X
G
∐
Y
H
)→M(
X
G
)×M(
Y
H
)
is bijective. Also, M(∅) is a singleton.
(2) [Mackey condition] For any natural weak pullback
W
L
Y
H
X
G
Z
K
nwp
δ //
γ

β

α
//
in C , the following diagram in Set becomes commutative.
M(WL ) M(
Y
H )
M(XG ) M(
Z
K )
M∗(δ)oo
M∗(γ)

M∗(β)

M∗(α)
oo

We can alternatively define a semi-Mackey functor by using S. In the following,
when we speak of a 2-functor from S to Set , we regard Set as a 2-category equipped
only with identity 2-cells. Thus a 2-functor S → Set is nothing but a functor
C → Set .
A semi-Mackey functorM = (M∗,M∗) on S is a pair of a contravariant 2-functor
M∗ : S→ Set and a covariant 2-functor M∗ : S→ Set which satisfies the following.
(0) M∗(XG ) =M∗(
X
G ) for any 0-cell
X
G ∈ S
0. We denote this simply by M(XG ).
(1) [Additivity] For any pair of 0-cells XG and
Y
H in S, if we take their bicoprod-
uct
X
G
υX−→
X
G
∐
Y
H
υY←−
Y
H
in S, then the natural map
(5.1.2) (M∗(υX),M
∗(υY )) : M(
X
G
∐
Y
H
)→M(
X
G
)×M(
Y
H
)
is bijective. Also, M(∅) is a singleton.
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(2) [Mackey condition] For any bipullback
(5.1.3)
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
κ +3
in S, the following diagram in Set becomes commutative.
(5.1.4)
M(WL ) M(
Y
H )
M(XG ) M(
Z
K )
M∗(δ)oo
M∗(γ)

M∗(β)

M∗(α)
oo

This is just a paraphrase of the definition using C . With this view, for any mor-
phism α in C , we write M∗(α) and M∗(α) simply as M
∗(α) and M∗(α).
Proposition 5.1.5. LetM be a semi-Mackey functor on S (= semi-Mackey functor
on C ). If α : XG →
Y
H is an equivalence, then M
∗(α) and M∗(α) are bijections,
mutually inverse to each other.
Proof. For a quasi-inverse β of α, we have
M∗(β) ◦M∗(α) =M∗(β ◦ α) =M∗(id) = id,
M∗(α) ◦M∗(β) =M∗(α ◦ β) =M∗(id) = id,
and thus M∗(α) is a bijection. Similarly for M∗(α). Moreover, by Proposition
3.2.31, we have
M∗(α) ◦M∗(α) =M∗(id) ◦M
∗(id) = id.
This means M∗(α) =M
∗(α)−1. 
Definition 5.1.6. Let M and N be semi-Mackey functors on S. A morphism
ϕ : M → N of semi-Mackey functors is a family of maps
ϕ = {ϕX
G
: M(
X
G
)→ N(
X
G
)}X
G∈S
0
compatible with contravariant and covariant parts. Namely, it gives natural trans-
formations
ϕ : M∗ ⇒ N∗ and ϕ : M∗ ⇒ N∗.
With the usual composition of natural transformations, we obtain the category of
semi-Mackey functors denoted by SMack (S).
Proposition 5.1.7.
(1) Let M be a semi-Mackey functor on S. Let XG be any 0-cell in S. If we
denote the coproduct by
X
G
υ1−→
X ∐X
G
υ2←−
X
G
and the folding map by
∇ :
X ∐X
G
→
X
G
,
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then the composition of
M(
X
G
)×M(
X
G
)
(M∗(υ1),M
∗(υ2))
−1
−→ M(
X ∐X
G
)
M∗(∇)
−→ M(
X
G
)
gives an addition on M(XG ). With this addition and the unit given by
M(∅)
M∗(ιX)
−→ M(
X
G
)
where ιX : ∅ →
X
G is the unique 1-cell, M(
X
G ) becomes a monoid.
(2) Let ϕ : M → N be a morphism of semi-Mackey functors on S. For any
0-cell XG in S,
ϕX
G
: M(
X
G
)→ N(
X
G
)
becomes a monoid homomorphism.
Thus M∗ and M∗ can be regarded as functors to Mon, and ϕ becomes a natural
transformation between such functors.
Proof. For any pair of 0-cells XG ,
Y
H in S, let us abbreviate the isomorphism induced
from the bicoproduct by µ : M(XG ) ×M(
Y
H )
∼=
−→ M(XG ∐
Y
H ) regardless of
X
G ,
Y
H .
For a 0-cell XG in S, let m : M(
X
G )×M(
X
G )→M(
X
G ) denote the composition of
M(XG )×M(
X
G )
∼=
−→
µ
M(XG ∐
X
G )
M∗(∇)
−→ M∗(
X
G ).
(1) Let ∇3 :
X
G ∐
X
G ∐
X
G →
X
G be the folding morphism, and let m3 : M(
X
G ) ×
M(XG )×M(
X
G )→M(
X
G ) be the composition of
M(XG )×M(
X
G )×M(
X
G )
∼=
−→
ν
M(XG ∐
X
G ∐
X
G )
M∗(∇3)
−→ M(XG ).
Here the first isomorphism ν is given by the injections for the bicoproduct, and the
following diagram becomes commutative.
M(XG )×M(
X
G )×M(
X
G ) M(
X
G ∐
X
G )×M(
X
G )
M(XG )×M(
X
G ∐
X
G ) M(
X
G ∐
X
G ∐
X
G )
µ×id
∼=
//
id×µ ∼=

µ∼=

µ
∼= //
ν
**❚❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚❚❚


With this, the commutativity of
X
G ∐
X
G ∐
X
G
X
G ∐
X
G
X
G
∇∐id //
∇3
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
∇


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yields a commutative diagram
M(XG )×M(
X
G )×M(
X
G ) M(
X
G )×M(
X
G )
M(XG ∐
X
G ∐
X
G ) M(
X
G ∐
X
G )
M(XG ∐
X
G )×M(
X
G )
M(XG )
m×id //
ν ∼=

µ×id ((◗◗
◗◗◗
◗◗◗
◗
µ∼=

M∗(∇∐id)
//
M∗(∇3)
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
M∗(∇)}}④④
④④
④④
④④
④
M∗(∇)×id
66♠♠♠♠♠♠♠♠♠
µ
vv♠♠♠♠
♠♠♠
♠♠




which shows m ◦ (m × id) = m3. By symmetry, we also have m ◦ (id ×m) = m3.
Thus the associativity m ◦ (m× id) = m ◦ (id×m) follows. Commutativity of this
binary operation m is also easily verified.
Let 0 ∈ M(XG ) denote the image of the unique element of M(∅) by M∗(ιX),
where ιX : ∅ →
X
G is the unique 1-cell. Then the commutativity of
X
G
∼= XG ∐ ∅
X
G ∐
X
G
X
G
id∐ιX //
id
$$■
■■
■■
■■
■■
■■
■■
∇
☛☛
☛☛
☛☛
☛

yields a commutative diagram
M(XG )
∼= M(XG ∐ ∅) M(
X
G ∐
X
G )
M(XG )
M(XG )×M(∅) M(
X
G )×M(
X
G )
M∗(id∐ιX)
//
id
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
M∗(∇)||②②
②②
②②
②②
②
µ ∼=

id×M∗(ιX)//
µ∼=

1st projection
}}③③
③③
③③
③



which shows m((x, 0)) = x (∀x ∈M(XG )).
(2) This immediately follows from the naturality of ϕ. 
Definition 5.1.8. A semi-Mackey functorM on S is aMackey functor if the monoid
M(XG ) is an additive group for any
X
G ∈ S
0. The full subcategory of Mackey functors
in SMack (S) is denoted by Mack (S).
Remark 5.1.9. M ∈ Ob(SMack (S)) belongs to Mack (S) if and only if both M∗ and
M∗ are functors to Ab.
This allows us the following definition. Compare with Definition 5.1.1. In this
definition, RMod denotes the category of R-modules. A 2-functor from S to RMod
is nothing but a functor from C to RMod.
A MACKEY-FUNCTOR THEORETIC INTERPRETATION OF BISET FUNCTORS 39
Definition 5.1.10. Let R be a commutative ring. An R-linear Mackey functor
M = (M∗,M∗) on S is a pair of a contravariant 2-functor M
∗ : S → RMod and a
covariant 2-functor M∗ : S→ RMod, which satisfies the following.
(0) M∗(XG ) =M∗(
X
G ) (=M(
X
G )) for any 0-cell
X
G ∈ S
0.
(1) [Additivity] For any pair of 0-cells XG and
Y
H in S, the natural map (5.1.2)
is an isomorphism. M(∅) = 0 is the zero module.
(2) [Mackey condition] For any bipullback (5.1.3) in S, the diagram (5.1.4) is a
commutative diagram in RMod.
A morphism ϕ : M → N of R-linear Mackey functors is a family ϕ = {ϕX
G
}X
G∈S
0 of
R-homomorphisms compatible with contravariant and covariant parts. We denote
the category of R-linear Mackey functors by MackR(S), or by MackR(C ).
Remark 5.1.11. Remark that the additive completion of monoids gives a functor
K0 : Mon → Ab. From any semi-Mackey functor M = (M∗,M∗), by composing
K0 we obtain a Mackey functor K0M = (K0 ◦M∗,K0 ◦M∗) on S. This gives a
functor K0 : SMack (S) → Mack (S), which is left adjoint to the inclusion functor
Mack (S) →֒ SMack (S).
Furthermore, since tensoring with R gives an additive functor − ⊗Z R : Ab →
RMod, from any semi-Mackey functor M = (M∗,M∗), by composing − ⊗Z R and
K0, we obtain an R-linear Mackey functor M
R = ((−⊗Z R) ◦K0 ◦M∗, (−⊗Z R) ◦
K0 ◦M∗) on S. This gives a functor (−)R : SMack (S) → Mack
R(S), which is left
adjoint to the forgetful functor MackR(S)→ SMack (S).
Lemma 5.1.12. For a fixed finite group G, the functor •G : Gset → GrSet in
Proposition 2.1.6 induces3 a functor
Mack (S)→ Mack (G) ; M = (M∗,M∗) 7→ M = (M
∗(
•
G
),M∗(
•
G
)),
where Mack (G) denotes the category of (ordinary) Mackey functors on G.
Proof. This follows from Propositions 3.2.13 and 3.2.34. 
Proposition 5.1.13. Let G be a fixed finite group. Mackey functors M on G
obtained in Lemma 5.1.12 form a special class in Mack (G), since M satisfies
M∗(α) =M∗(α′), M∗(α) =M∗(α
′)
for any α, α′ ∈ Gset(X,Y ) satisfying α = α′ in C . This can be explained more
precisely as follows.
(1) Let GrSet|G denote the subcategory of GrSet, whose objects are
X
G for some
X ∈ Ob(Gset), and morphisms are G-equivariant maps. Then obviously
we have GrSet|G = Gset.
(2) Let C |G denote the subcategory of C obtained as the quotient image of
GrSet|G under the functor GrSet → C in Remark 2.2.17. Then we have
C |G ≃ G-set, where the right hand side denotes the category of finite fused
G-sets. The category of finite fused G-sets, defined in [3, section 3], is the
quotient of Gset defined by the following.
- Ob(G-set) = Ob(Gset).
3This question is raised by Professor Fumihito Oda.
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- For any X,Y ∈ Ob(G-set), the morphism set is
G-set(X,Y ) = Gset(X,Y )/ ∼,
where two morphisms f, f ′ ∈ Gset(X,Y ) are defined to be equivalent
f ∼ f ′ when there exists a G-map w : X → Gc satisfying
f ′(x) = w(x)f(x) (∀x ∈ X, g ∈ G).
Here, Gc is the G-set G on which G acts by the conjugation
G×Gc → Gc ; (g, x) 7→ gxg−1.
Thus the functor •G : Gset → C factors through G-set.
Gset C
G-set ≃ C |G
•
G //
!!❉
❉❉
❉❉
❉
.

==③③③③③③③

(3) Since C |G is closed under coproducts and natural weak pullbacks by Corol-
lary 3.2.14 and Proposition 3.2.34, any Mackey functor M on C can be re-
stricted to give a Mackey functor M on G-set, which is called fused Mackey
functor on G ([3, Definition 4.2]).
Proof. Since (1) is obvious and (3) follows from (2), we only show (2).
Let α, α′ : XG →
Y
G be G-equivariant 1-cells. Then a 2-cell ε : α ⇒ α
′ is, by
definition, a map ε : X → G satisfying
(5.1.14) α′(x) = εxα(x) (∀x ∈ X)
and
(5.1.15) εgxgε
−1
x = g (∀g ∈ G, ∀x ∈ X).
Remark that (5.1.15) is equivalent to that ε is an element of Gset(X,G
c). This
condition does not depend on the 1-cells α, α′.
Also remark that the vertical composition of 2-cells gives a group structure on
Gset(X,G
c). Condition (5.1.14) means that this group Gset(X,G
c) acts on the set
of morphisms GrSet|G(
X
G ,
Y
G ) = Gset(X,Y ).
Since C |G(
X
G ,
Y
G ) is the quotient of GrSet|G(
X
G ,
Y
G ) by 2-cells, it agrees with the
quotient of Gset(X,Y ) by this group action. Namely, we have
C |G(
X
G
,
Y
G
) ∼= Gset(X,G
c)\Gset(X,Y ).
This gives an equivalence C |G ≃ G-set . 
5.2. Functors on span category. Before the comparison of Mackey functors and
biset functors, intermediately we show that a Mackey functor can be realized as a
single functor on the span category of S. This is an analog of Lindner’s result ([13,
Theorem 4]). We also remark that spans in 2-categories are studied in detail in [8].
In the following, C denotes a 2-category with invertible 2-cells.
Definition 5.2.1. ([8, Definitions 3.1.1, 3.3.1]) Let X and Y be 0-cells in C. A
span S to X from Y in C is a pair of 1-cells from some 0-cell WS
S = (X
αS←−WS
βS
−→ Y )
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in C. We sometimes simply write this as XSY . The span (X
idX←− X
idX−→ X) is
denoted by Id = XIdX , and called the identity span.
Definition 5.2.2. ([8, section 3]) Let X and Y be any pair of 0-cells in C. Then
a 2-category SpanXY is defined as follows.
(0) A 0-cell in SpanXY is a span S to X from Y .
(1) A 1-cell in SpanXY from S = (X
αS←−WS
βS
−→ Y ) to T = (X
αT←−WT
βT
−→ Y )
is a triplet (ϕ, µX , µY ) of a 1-cell ϕ and 2-cells µX , µY in C as in the
following diagram.
X
WS
WT
Y
αS
ww♦♦♦
♦♦♦
♦♦♦ βS
''❖❖
❖❖❖
❖❖❖
❖
ϕ
αT
gg❖❖❖❖❖❖❖❖❖ βT
77♦♦♦♦♦♦♦♦♦
µX
[c❄❄❄ µY
;C⑧⑧⑧
(2) If (ϕ, µX , µY ) : S → T and (ϕ′, µ′X , µ
′
Y ) : S → T are 1-cells in Span
X
Y , then
a 2-cell ε : (ϕ, µX , µY )⇒ (ϕ′, µ′X , µ
′
Y ) in Span
X
Y is a 2-cell ε : ϕ⇒ ϕ
′ in C,
which makes the following diagrams commutative.
αT ◦ ϕ αT ◦ ϕ′
αS
αT ◦ε +3
µX

✻✻
✻✻
✻✻
✻
✻✻
✻✻
✻✻
✻
µ′X
  ✟
✟✟
✟✟
✟
✟✟
✟✟
✟✟ ,
βT ◦ ϕ βT ◦ ϕ′
βS
βT ◦ε +3
µY

✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
µ′Y
  ✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
Composition of 1-cells
(ϕ, µX , µY ) : (X
αS←−WS
βS
−→ Y )→ (X
αT←−WT
βT
−→ Y )
and
(ψ, νX , νY ) : (X
αT←−WT
βT
−→ Y )→ (X
αP←−WP
βP
−→ Y )
is defined to be
(ψ ◦ ϕ, µX · (νX ◦ ϕ), µY · (νY ◦ ϕ)).
Vertical composition of 2-cells
S T
(ϕ,µX ,µY )
!!
(ϕ′,µ′X ,µ
′
Y )
//
(ϕ′′,µ′′X ,µ
′′
Y )
==
ε
ε′
is defined to be ε′ · ε, using the vertical composition in C.
Horizontal composition of 2-cells
S T P
(ϕ,µX ,µY )
&&
(ϕ′,µ′X ,µ
′
Y )
88
(ψ,νX ,νY )
&&
(ψ′,ν′X ,ν
′
Y )
88ε δ
is defined to be δ ◦ ε, using the horizontal composition in C.
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The following is shown in [8].
Fact 5.2.3. ([8, Proposition 3.4.1]) SpanXY is in fact a 2-category, for each pair
X,Y .
Definition 5.2.4. Let X and Y be 0-cells in C. Two spans
S = (X
αS←−WS
βS
−→ Y ), and T = (X
αT←−WT
βT
−→ Y )
are equivalent if there exists an equivalence
X
WS
WT
Y
αS
ww♦♦♦
♦♦♦
♦♦ βS
''❖❖
❖❖❖
❖❖❖
ϕ
αT
gg❖❖❖❖❖❖❖❖ βT
77♦♦♦♦♦♦♦♦
νX
[c❄❄❄ νY
;C⑧⑧⑧
in SpanXY . Remark that this implies in particular ϕ is an equivalence in C. We
denote the equivalence class of S by [S].
Definition 5.2.5. For any 1-cell α : X → Y in C, we define the equivalence classes
Rα and Tα by
Rα = [X
id
←− X
α
−→ Y ] (in SpanXY ),
Tα = [Y
α
←− X
id
−→ X ] (in SpanYX).
Proposition 5.2.6. Suppose C admits bicoproducts. Then SpanXY also admits
bicoproducts induced from those in C.
Proof. For any pair of 0-cells S = (X
αS←−WS
βS
−→ Y ) and T = (X
αT←−WT
βT
−→ Y )
in SpanXY , if we take the bicoproduct of WS and WT
WS
υWS−→ WS ∐WT
υWT←− WT
in C, then by its universal property, we obtain a diagram
WT
X WS ∐WT Y
WS
αT
hhPPPPPPPPPPPPPPPPPP
υWT
OO
βT
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
αS∪αT
oo
βS∪βT
//
αS
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
υWS

βS
((PP
PPP
PPP
PPP
PPP
PPP
PP
λX
w ✇✇✇✇
λY
'●
●●●
κX_g●●●
●
κY
7?✇✇✇
.
This gives a bicoproduct
S
(υWS ,κX ,κY )−→ (X
αS∪αT←− WS ∐WT
βS∪βT
−→ Y )
(υWT ,λX ,λY )←− T
in SpanXY . 
Definition 5.2.7. Assume C admits bicoproducts. Let X and Y be 0-cells in C.
For spans in C
S = (X
αS←−WS
βS
−→ Y ) and T = (X
αT←−WT
βT
−→ Y ),
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their sum is defined to be the bicoproduct
S + T = (X
αS∪αT←− WS ∐WT
βS∪βT
−→ Y ).
Remark 5.2.8. Sum of the spans does not depend on the representatives of the
equivalence classes in SpanXY . Thus [S] + [T ] = [S + T ] is well-defined.
Definition 5.2.9. Assume C admits bipullbacks. Let
S = (Y
αS←−WS
βS
−→ X) ∈ (SpanYX)
0
T = (Z
αT←−WT
βT
−→ Y ) ∈ (SpanZY )
0
be two consecutive spans in C. We define their composition
T ◦ S = (Z
αT◦S←− WT◦S
βT◦S
−→ X)
as follows.
- Take a bipullback
F WS
WT Y
℘WS //
℘WT

αS

βT
//
χ +3
and put
WT◦S = F, αT◦S = αT ◦ ℘WT , βT◦S = βS ◦ ℘WS ,
as in the following diagram.
WT◦S
WT WS
Z Y X
℘WT
||③③
③③
③ ℘WS
""❉
❉❉
❉❉
αT
{{①①①
①①
①
βT ""❉
❉❉
❉❉
αS||③③
③③
③ βS
##❋
❋❋
❋❋
❋
χ +3
The equivalence class [T ◦ S] does not depend on representatives of equivalence
classes of spans [S] and [T ]. Consequently, we obtain the following category.
Definition 5.2.10. The span category Sp(C) of C is defined as follows4.
(1) Ob(Sp(C)) = C0 = Ob(C/2-cells).
(2) For any pair of objects X and Y , a morphism from X to Y is a equivalence
class [S] of a span YSX ∈ (Span
Y
X)
0. When we want to emphasize it is a
morphism in Sp(C), we will denote it by [S] : X ⇀ Y .
The composition of morphisms is defined by the composition of spans, and the
identity span gives the identity morphism.
Remark 5.2.11. For any pair of objects X and Y in Sp(C), the set of morphisms
Sp(C)(X,Y ) has a structure of monoid with the addition obtained in Definition
5.2.7. Unit for this addition is given by 0 = [Y ←− ∅ −→ X ].
4In [8], a tricategory is constructed by using pullbacks as compositions of spans ([8, Theorem
3.0.3]).
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Now we return to the case C = S. In the rest, we simply denote Sp(S) by Sp.
The following result is shown in the same way as in [13, Lemma 3] and [18, section
3].
Proposition 5.2.12. Let XG ,
Y
H be any pair of objects in Sp. If we take their
bicoproduct
X
G
υX−→
X
G
∐
Y
H
υY←−
Y
H
in S, then
X
G
RυX↼
X
G
∐
Y
H
RυY⇀
Y
H
is a product of XG and
Y
H in Sp.
Definition 5.2.13. The category T is defined as follows.
(1) Ob(T ) = Ob(Sp).
(2) For any objects XG ,
Y
H in T ,
T (
X
G
,
Y
H
) = K0(Sp(
X
G
,
Y
H
)).
Thus a morphism XG ⇀
Y
H in T is written as a difference
[S]− [T ] :
X
G
⇀
Y
H
of [S], [T ] ∈ Sp(XG ,
Y
H ). Composition of morphisms is defined by extending the
composition in Sp by linearity. Also in T ,
X
G
RυX↼
X
G
∐
Y
H
RυY⇀
Y
H
gives a product of XG and
Y
H .
Since equivalences in S preserve the number of orbits by Proposition 4.1.7, it can
be easily shown that the natural map Sp(XG ,
Y
H ) → T (
X
G ,
Y
H ) is a monomorphism.
These form a faithful functor c : Sp→ T .
Definition 5.2.14.
(1) Denote the category of functors E : Sp→ Set preserving finite products by
Add(Sp, Set). Morphisms are natural transformations.
(2) Similarly, denote the category of functors F : T → Set preserving finite
products by Add(T , Set). Morphisms are natural transformations.
Remark 5.2.15.
(1) For any E ∈ Ob(Add(Sp, Set)) and for any XG ∈ Ob(Sp), the set E(
X
G )
becomes a monoid with respect to the addition
E(
X
G
)× E(
X
G
) ∼= E(
X ∐X
G
)
E(T∇)
−→ E(
X
G
),
where ∇ : X∐XG →
X
G is the folding map. Similarly, F (
X
G ) becomes an
abelian group for any F ∈ Ob(Add(T , Set)) and any XG ∈ Ob(T ).
(2) Composition of the natural functor c : Sp→ T yields a functor
Add(T , Set)→ Add(Sp, Set) ; F 7→ F ◦ c.
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This is a fully faithful functor, and E ∈ Ob(Add(Sp, Set)) comes from
some F ∈ Ob(Add(T , Set)) if and only if E(XG ) is an abelian group for any
X
G ∈ S
0.
Example 5.2.16. For any 0-cell XG in S, the representable functor
T (
X
G
,−) : T → Set
preserves finite products, and thus becomes an object in Add(T , Set). Similarly for
representable functors on Sp.
If F is an object in Add(T , Set), it can be regarded as a functor to Ab. Similarly
as in Definition 5.1.10, we can also define R-linear case as follows.
Definition 5.2.17. We denote the category of functors F : T → RMod preserving
finite products by Add(T , RMod). Morphisms are natural transformations. Since
T is an additive category, this is nothing but the category of additive functors, in
the usual sense.
Proposition 5.2.18. To give a (resp. semi-)Mackey functor M on S is equivalent
to give a functor F : T → Set (resp. Sp → Set) preserving finite products. More
precisely, there are equivalences of categories
SMack (S)
≃
−→ Add(Sp, Set),
Mack (S)
≃
−→ Add(T , Set),
which make the following diagram commutative.
Mack (S) Add(T , Set)
SMack (S) Add(Sp, Set)
≃ //
 _

−◦c

≃
//

Proof. This is shown in the same way as in [13, Theorem 4] and [18, Proposition
4.1]. The only different point is that we are using natural weak pullbacks instead
of fibered products. We only state the correspondence of M and F . To each F , we
associate M by
- M(XG ) = F (
X
G ) for any 0-cell
X
G in S.
- M∗(α) = F (Tα), M
∗(α) = F (Rα) for any 1-cell α :
X
G →
Y
H in S.
Conversely, to each M , we associate F satisfying
- F (XG ) =M(
X
G ) for any 0-cell
X
G in S.
- F ([S]) =M∗(αS) ◦M∗(βS) for any span S = (
Y
H
αS←− WSLS
βS
−→ XG ).
This F ([S]) only depends on the equivalence class [S], since for an equivalence
Y
H
WS
LS
WT
LT
X
G
αS
ww♦♦♦
♦♦♦
♦♦♦ βS
''❖❖
❖❖❖
❖❖❖
❖
ϕ
αT
gg❖❖❖❖❖❖❖❖❖ βT
77♦♦♦♦♦♦♦♦♦
νX
[c❄❄❄ νY
;C⑧⑧⑧
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of spans, we have M∗(αS) ◦ M∗(βS) = M∗(αT ) ◦ M∗(ϕ) ◦ M∗(ϕ) ◦ M∗(βT ) =
M∗(αT ) ◦M∗(βT ) by Proposition 5.1.5. 
The same correspondence gives the following equivalence.
Proposition 5.2.19. There is an equivalences of categories
MackR(S)
≃
−→ Add(T , RMod).
5.3. Deflative Mackey functors. We define a special class of Mackey functors,
called deflativeMackey functors, which will be shown to correspond to biset functors
in the next section. The deflativity condition corresponds to the equation (1.1.4)
for biset functors.
Definition 5.3.1. A semi-Mackey functor M on S is called deflative if for any
stab-surjective 1-cell α : XG →
Y
H in S, the equality
M∗(α) ◦M
∗(α) = idM( YH )
is satisfied. An (R-linear) Mackey functor is called deflative if it is deflative as a
semi-Mackey functor.
The full subcategory of deflative semi-Mackey functors is denoted by SMackdfl(S) ⊆
SMack(S). Similarly, the full subcategory of deflative Mackey functors is de-
noted by Mackdfl(S) ⊆ Mack (S). In the R-linear case, similarly we denote as
MackRdfl(S) ⊆ Mack
R(S).
Proposition 5.3.2. For an R-linear (resp. semi-)Mackey functor M on S, the
following are equivalent.
(1) M is deflative.
(2) For any finite group G and its normal subgroup N ⊳ G, if we denote the
quotient homomorphism by p : G→ G/N , then the equality
M∗(
1
p
) ◦M∗(
1
p
) = id
is satisfied for the 1-cell 1p :
1
G →
1
(G/N) .
Proof. This follows from Propositions 4.1.7, 4.1.9 and 5.1.5. 
Corollary 5.3.3. Let M be an R-linear (resp. semi-)Mackey functor on S, and
let F be the corresponding object in Add(T , RMod) (resp. Add(Sp, Set)). Then the
following are equivalent.
(1) M is deflative.
(2) For any stab-surjective 1-cell α : XG →
Y
H in S, we have
F ([
Y
H
α
←−
X
G
α
−→
Y
H
]) = idF ( YH )
.
(3) For any finite group G and its normal subgroup N ⊳ G,
F ([
1
(G/N)
1
p
←−
1
G
1
p
−→
1
(G/N)
]) = id
holds for the quotient homomorphism p : G→ G/N .
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Proof. This follows from the fact that for any 1-cell α : XG →
Y
H , we have
M∗(α) ◦M
∗(α) = F (Tα) ◦ F (Rα) = F (Tα ◦Rα)
= F ([
Y
H
α
←−
X
G
α
−→
Y
H
]).

By this corollary, we define as follows.
Definition 5.3.4. An object F in Add(T , RMod) (resp. Add(T , Set), Add(Sp, Set))
is called deflative if for any stab-surjective 1-cell α : XG →
Y
H ,
F ([
Y
H
α
←−
X
G
α
−→
Y
H
]) = idF ( YH )
holds. We denote the full subcategory of deflative objects by Adddfl(T , RMod)
(resp. Adddfl(T , Set), Adddfl(Sp, Set)).
5.4. Bigger Burnside rings. We introduce an example of Mackey functor, the
bigger Burnside functor Ωbig, which is not deflative. This plays a similar role to
the ordinary Burnside functor for a fixed finite group G. (For example, in [16], the
category Mack (S) is shown to be symmetric monoidal with unit Ωbig.)
By Example 5.2.16, especially we have the following.
Example 5.4.1. We have an object T (1e ,−) in Add(T , Set). We call the cor-
responding Mackey functor the bigger Burnside functor, and denote it by Ωbig ∈
Ob(Mack (S)).
Remark 5.4.2. By Proposition 5.2.18 and Yoneda’s lemma, there is a natural iso-
morphism of abelian groups
Mack (S)(Ωbig,M) ∼=M(
1
e
)
for any M ∈ Ob(Mack (S)). When M = Ωbig, this gives an isomorphism for the
endomorphism ring of Ωbig
Mack (S)(Ωbig,Ωbig) ∼= Ωbig(
1
e
).
It can be easily shown that Ωbig is not deflative. In fact, for any
X
G ∈ S
0
with X 6= ∅, the representable functor T (XG ,−) ∈ Ob(Add(T , Set)) becomes non-
deflative. For simplicity, we only show in the following case.
Claim 5.4.3. For XG ∈ S
0, if X is G-transitive, then F = T (XG ,−) is non-deflative.
Proof. By Corollary 3.1.5, replacing G if necessary, we may assume XG is of the form
1
G from the beginning. Take a finite groupG
′ and a surjective group homomorphism
p : G′ → G satisfying |G′| > |G|, and let Sp be the span Sp = (
1
G
1
p
←− 1G′
1
p
−→ 1G ).
Since 1G′ and
1
G are never equivalent in S by Proposition 2.2.15, we have [Sp] 6= id 1G .
This means that the endomorphism on F ( 1G ) = T (
1
G ,
1
G )
F ([Sp]) = [Sp] ◦ − : T (
1
G
,
1
G
)→ T (
1
G
,
1
G
)
satisfies
F ([Sp])(id 1
G
) = [Sp] 6= id 1
G
= idF ( 1G )(id
1
G
),
and thus F ([Sp]) 6= idF ( 1G ). By Corollary 5.3.3, this means F is non-deflative. 
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By definition, for any 0-cell XG ∈ S
0 we have
(5.4.4) Ωbig(
X
G
) = T (
1
e
,
X
G
) = K0(Sp(
1
e
,
X
G
)).
A closer look at this shows that Ωbig(
X
G ) has a structure of a commutative ring
related to the ordinary Burnside ring (Proposition 5.4.10). With this view, we call
Ωbig(
X
G ) the bigger Burnside ring over
X
G .
By (5.4.4), we see that Ωbig(
X
G ) arises from the following slice 2-category S/XG
,
which is an instance of a lax comma category. (See [12, section 4, 4.1] for a general
definition. Our case is realized there, if we let Γ to be the identity on 0-cells and 1-
cells, and put ∆ to be the constant functor.) By definition, this 2-category S/X
G
can
be identified with Span
X
G
1
e
, i.e., ‘the left half’ of the 2-category defined in Definition
5.2.2.
In the following, C denotes a 2-category with invertible 2-cells, as before.
Definition 5.4.5. Let X be any 0-cell in C. Then a 2-category C/X is defined as
follows.
(0) A 0-cell in C/X is a 1-cell (A
α
−→ X) in C, from some A ∈ C0.
(1) A 1-cell in C/X from (A
α
−→ X) to (B
β
−→ X) is a pair (ϕ, µ) of a 1-cell ϕ
and a 2-cell µ in C as in the following diagram.
A B
X
ϕ //
α
✻
✻✻
✻✻
✻✻
β
✟✟
✟✟
✟✟
✟
µw ✇✇
✇
(2) If (ϕ, µ) : (A
α
−→ X) → (B
β
−→ X) and (ϕ′, µ′) : (A
α
−→ X) → (B
β
−→ X)
are 1-cells in C/X , then a 2-cell ε : (ϕ, µ) ⇒ (ϕ′, µ′) in C/X is a 2-cell
ε : ϕ⇒ ϕ′ in C, which makes the following diagram commutative.
β ◦ ϕ β ◦ ϕ′
α
β◦ε +3
µ

✻✻
✻✻
✻✻
✻
✻✻
✻✻
✻✻
✻
µ′
  ✟✟
✟✟
✟✟
✟
✟✟
✟✟
✟✟
✟

Composition of 1-cells
(A
α
−→ X)
(ϕ,µ)
−→ (B
β
−→ X)
(ψ,ν)
−→ (C
γ
−→ X)
is defined to be
(ψ ◦ ϕ, µ · (ν ◦ ϕ)) : (A
α
−→ X)→ (C
γ
−→ X).
Vertical composition of 2-cells
(A
α
−→ X) (B
β
−→ X)
(ϕ,µ)
&&
(ϕ′,µ′) //
(ϕ′′,µ′′)
88
ε
ε′
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is defined to be ε′ · ε, using the vertical composition in C.
Horizontal composition of 2-cells
(A
α
−→ X) (B
β
−→ X) (C
γ
−→ X)
(ϕ,µ)
((
(ϕ′,µ′)
66
(ψ,ν)
''
(ψ′,ν′)
77
ε
 δ
is defined to be δ ◦ ε, using the horizontal composition in C.
Then C/X becomes in fact a 2-category. This can be shown in a similar way
as Fact 5.2.3. (If C = S, this is indeed a particular case of Fact 5.2.3, since S/X
G
can be identified with Span
X
G
1
e
.) Moreover, the following is also shown by a general
argument on 2-categories.
Proposition 5.4.6.
(1) If C admits bicoproducts, then C/X admits bicoproducts.
(2) If C admits bipullbacks, then C/X admits biproducts.
Proof. (1) This is a special case of Proposition 5.2.6. For any pair of 0-cells (A
α
−→
X) and (B
β
−→ X) in C/X , if we take their bicoproduct A
υA−→ A ∐ B
υB←− B in C,
then by its universal property, we obtain a diagram
X
A A ∐B B
α
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
α∪β

β
zz✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
υA // υBoo
λA
y ③③③
λB
%
❉❉❉
.
This gives a bicoproduct (A
α
−→ X)
(υA,λA)
−→ (A ∐ B
α∪β
−→ X)
(υB ,λB)
←− (B
β
−→ X) in
C/X .
(2) For any pair of 0-cells (A
α
−→ X) and (B
β
−→ X) in C/X , if we take their
bipullback
F B
A X
℘B //
℘A

β

α
//
χ +3
in C, then
(A
α
−→ X)
(℘A,χ)
←− (F
β◦℘B
→ X)
(℘B ,id)
−→ (B
β
−→ X)
gives a biproduct of (A
α
−→ X) and (B
β
−→ X) in C/X . Also remark that
(id, χ) : (F
β◦℘B
→ X)
≃
−→ (F
α◦℘A
→ X) is an equivalence in C/X . 
Corollary 5.4.7. We say two 0-cells (A
α
−→ X) and (B
β
−→ X) in C/X are
equivalent if there exists an equivalence (ϕ, µ) : (A
α
−→ X)→ (B
β
−→ X). Then the
set of equivalence classes
(C/X)
0/equivalence
(
= Sp(C)(1, X)
)
50 HIROYUKI NAKAOKA
forms a semi-ring with the addition and the multiplication induced from bicoprod-
ucts and biproducts. In the same notation as in Definition 5.2.4, we denote the
equivalence class of (A
α
−→ X) by [A
α
−→ X ].
Now we return to the case C = S.
Remark 5.4.8. By (5.4.4), Ωbig(
X
G ) is nothing but the additive completion of the
above semi-ring (S/X
G
)0/equivalence.
Proposition 5.4.9. Let G be any finite group, and let X be any finite G-set. To
any 1-cell in S/X
G
(ϕ, µ) : (
A
K
α
→
X
G
)→ (
B
H
β
→
X
G
),
we associate a map
s(ϕ,µ) = f : SImα→ SImβ
defined by
f([ξ, a]) = [ξµa, ϕ(a)] (∀[ξ, a] ∈ SImα = (G×A)/∼ ).
Then we have the following.
(1) f is well-defined. Moreover, if there is a 2-cell ω : (ϕ, µ) ⇒ (ϕ′, µ′), then
the associated maps f = s(ϕ,µ) and f
′ = s(ϕ′,µ′) are equal.
(2) f is a G-map, which makes the following diagram in Gset commutative,
where α˜ and β˜ are those obtained in Proposition 4.2.6.
SImα
SImβ
X
α˜
((◗◗
◗◗◗
◗◗
β˜
66♠♠♠♠♠♠♠
f


(3) µ : (
υβ
θβ
) ◦ ( ϕθϕ ) ⇒ (
f
G ) ◦ (
υα
θα
) is a 2-cell in S. Thus we have the following
diagram in S.
A
K
B
H
SImα
G
SImβ
G
X
G
υα
%%▲▲
▲▲
▲▲
▲▲
▲
υβ
99rrrrrrrrr
ϕ

α˜
G
**❱❱❱❱
❱❱❱❱
❱❱❱❱
❱
β˜
G
44❤❤❤❤❤❤❤❤❤❤❤❤❤
f
G

α

β
AA
µ +3



(4) If (ϕ, µ) is an equivalence, then f is an isomorphism of G-sets.
Proof. (1) Suppose [ξ, a] = [ξ′, a′] holds as elements in SImα. This means there
exists k ∈ K satisfying a′ = ka and ξ = ξ′θα,a(k). Then we obtain
f([ξ, a]) = [ξµa, ϕ(a)] = [ξ
′θα,a(k)µa, ϕ(a)]
= [ξ′µka, θϕ,a(k)ϕ(a)] = [ξ
′µ′a′ , ϕ
′(a′)] = f ′([ξ′, a′]).
This shows the well-definedness of f , and the equation f = f ′.
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(2) f is a G-map, since we have
f(g[ξ, a]) = f([gξ, a]) = [gξµa, ϕ(a)] = g · (f([ξ, a]))
for any [ξ, a] ∈ SImα and g ∈ G. The commutativity follows from
β˜ ◦ f([ξ, a]) = β˜([ξµa, ϕ(a)]) = ξµa · (β ◦ ϕ(a)) = ξα(a) = α˜([ξ, a]).
(3) For any a ∈ A and k ∈ K, we have
µa · (υβ ◦ ϕ)(a) = µa · [e, ϕ(a)] = f([e, a]) = f ◦ υα(a),
µka · (θβ ◦ θϕ)a(k) · µ
−1
a = θα,a(k).
(4) For the identity morphism
(id, id) : [
A
K
α
→
X
G
]→ [
A
K
α
→
X
G
],
we have
s(id,id)([ξ, a]) = [ξ, a]
for any [ξ, a] ∈ SImα, which means s(id,id) = idSImα.
Suppose (ϕ, µ) : (AK
α
→ XG ) → (
B
H
β
→ XG ) is an equivalence with a quasi-inverse
(ψ, ν) : (BH
β
→ XG )→ (
A
K
α
→ XG ). For any [ξ, a] ∈ SImα, we have
s(ψ,ν)◦(ϕ,µ)([ξ, a]) = s(ψ◦ϕ,µ·(ν◦ϕ))([ξ, a]) = [ξµaνϕ(a), ψ◦ϕ(a)] = s(ψ,ν)◦s(ϕ,µ)([ξ, a]).
By (1), it follows s(ψ,ν) ◦ s(ϕ,µ) = s(id,id) = id. Similarly we have s(ϕ,µ) ◦ s(ψ,ν) =
id. 
Proposition 5.4.10. Let XG be any 0-cell in S.
(1) The correspondence
ΩG(X)→ Ωbig(
X
G
) ; [A
p
−→ X ] 7→ [
A
G
p
G−→
X
G
]
preserves additions and multiplications, and thus induces a ring homomor-
phism. The left hand side is the ordinary Burnside ring over X, namely
the Grothendieck ring of the slice category Gset/X.
(2) The correspondence
Ωbig(
X
G
)→ ΩG(X) ; [
A
K
α
−→
X
G
]→ [SImα
α˜
−→ X ]
obtained in Proposition 5.4.9 preserves additions and multiplications, and
thus induces a ring homomorphism.
(3) The composition of homomorphisms in (1) and (2)
ΩG(X)→ Ωbig(
X
G
)→ ΩG(X)
is identity.
Proof. Remark that the ring structure on Ωbig(
X
G ) is given by bicoproducts and
biproducts obtained in Proposition 5.4.6.
(1) This follows from Proposition 3.2.13 and 3.2.34.
(2) This follows from Corollary 4.2.13 and Proposition 4.2.14.
(3) This follows from Corollary 4.2.11 (2). 
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Remark 5.4.11. In Proposition 5.4.10, the homomorphisms obtained in (2) are
shown to form a morphism of Mackey functors, while the homomorphisms in (1)
do not.
6. Interpretation of biset functors
In this section, we give an interpretation of biset functors as Mackey functors on
S. Indeed, we will show that the category of biset functors FB,R is equivalent to
that of deflative Mackey functors MackRdfl(S).
6.1. Range of a span. The idea to relate bisets and spans in S is the flipping up as
in the introduction, which is more directly performed as in the following Definition
6.1.1. To fill the gap between spans and bisets, we will introduce the range biset,
using stabilizerwise image.
We can associate a span to any biset as follows.
Definition 6.1.1. Let G,H be finite groups. For any G-H-biset U , we associate
a span SU to
1
G from
1
H by
SU = (
1
G
1
pr(G)
←−
U
G×H
1
pr(H)
−→
1
H
),
where pr(G) : G ×H → G and pr(H) : G ×H → H are the projections. Here U is
regarded as a G×H-set, as in the introduction.
Claim 6.1.2. Let U,U ′ be two G-H-bisets. Then, we have the following.
(1) [SU∐U ′ ] = [SU ] + [SU ′ ].
(2) If there is an isomorphism of G-H-bisets U ∼= U ′, then [SU ] = [SU ′ ].
Proof. (1) This is straightforward.
(2) Assume there is an isomorphism of G-H-bisets f : U
∼=
−→ U ′. This yields an
equivariant isomorphism fG×H :
U
G×H
∼=
−→ U
′
G×H , which makes the following diagram
commutative.
1
G
U
G×H
U ′
G×H
1
H
1
pr(G)
ww♦♦♦
♦♦♦
♦♦♦
♦♦
1
pr(H)
''❖❖
❖❖❖
❖❖❖
❖❖❖
f
G×H
1
pr(G)
gg❖❖❖❖❖❖❖❖❖❖❖ 1
pr(H)
77♦♦♦♦♦♦♦♦♦♦♦
 

Conversely, we associate a biset to any span, which we call the range of the span.
Definition 6.1.3. Let S = (XG
αS←− WSLS
βS
−→ YH ) be any span in S. By Corollary
3.2.25, we obtain a 1-cell
γS :
WS
LS
→
X × Y
G×H
defined by
γS(w) = (αS(w), βS(w)) (∀w ∈WS),
θγS ,w(ℓ) = (θαS ,w(ℓ), θβS ,w(ℓ)) (∀w ∈WS , ∀ℓ ∈ LS).
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Then the range of S is defined to be
R(S) = SImγS = (G×H ×WS)/ ∼,
regarded as a G-H-biset by
g[ξ, η, w]h = (g, h−1)[ξ, η, w]
= [gξ, h−1η, w] (∀g ∈ G, ∀h ∈ H, ∀[ξ, η, w] ∈ R(S)).
Remark 6.1.4. By definition, the range R(S) is
R(S) = (G×H ×WS)/ ∼,
where (ξ, η, w), (ξ′, η′, w′) ∈ G×H ×WS are equivalent ( i.e. [ξ, η, w] = [ξ′, η′, w′])
if and only if there exists ℓ ∈ LS satisfying
w′ = ℓw, ξ = ξ′θαS ,w(ℓ), η = η
′θβS ,w(ℓ).
Remark 6.1.5. For any span S = (XG
αS←− WSLS
βS
−→ YH ), we have the following
commutative diagram.
(6.1.6)
WS
LS
R(S)
G×H
X×Y
G×H
X
G
Y
H
αS
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
βS
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
υγS
θγS

γ˜S 
℘X
pr(G)
oo
℘Y
pr(H)
//
 
Proposition 6.1.7. If two spans in S to XG from
Y
H
S = (
X
G
αS←−
WS
LS
βS
−→
Y
H
), and T = (
X
G
αT←−
WT
LT
βT
−→
Y
H
)
are equivalent, then their ranges R(S) and R(T ) are isomorphic as G-H-bisets.
Proof. Since S is equivalent to T , there exists a diagram
X
G
WS
LS
WT
LT
Y
H
αS
ww♦♦♦
♦♦♦
♦♦♦ βS
''❖❖
❖❖❖
❖❖❖
❖
λ
αT
gg❖❖❖❖❖❖❖❖❖ βT
77♦♦♦♦♦♦♦♦♦
νX
[c❄❄❄ νY
;C
⑧⑧⑧
and a diagram
X
G
WT
LT
WS
LS
Y
H
αT
ww♦♦♦
♦♦♦
♦♦♦ βT
''❖❖
❖❖❖
❖❖❖
❖
κ
αS
gg❖❖❖❖❖❖❖❖❖ βS
77♦♦♦♦♦♦♦♦♦
µX
[c❄❄❄ µY
;C⑧⑧⑧
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with
WS
LS
WT
LT
WS
LS
WT
LT
λ // κ //
λ
//
id
99
id
%%
ρS
ρT
KS
,
which satisfy
ρS,w · (κ ◦ λ(w)) = w,
θαS ,w(ρS,w) = αS ◦ ρS,w = νX,w · µX,λ(w),
θβS ,w(ρS,w) = βS ◦ ρS,w = νY,w · µY,λ(w)
for any w ∈ WS . Similar equations hold for ρT .
If we define a map fλ : R(S)→ R(T ) by
fλ([ξ, η, w]) = [ξνX,w, ηνY,w, λ(w)]
for any [ξ, η, w] ∈ R(S), then the following holds.
Claim 6.1.8. fλ is a well-defined map of G-H-bisets.
Suppose Claim 6.1.8 is shown. By symmetry, we also have aG-H-map fκ : R(T )→
R(S) defined by
fκ([x, y, v]) = [xµX,v, yµY,v, κ(v)]
for any [x, y, v] ∈ R(T ). Then we obtain
fκ ◦ fλ([ξ, η, w]) = fκ([ξνX,w, ηνY,w, λ(w)])
= [ξνX,wµX,λ(w), ηνY,wµY,λ(w), κ(λ(w))]
= [ξθαS ,w(ρS,w), ηθβS ,w(ρS,w), ρ
−1
S,ww] = [ξ, η, w]
for any [ξ, η, w] ∈ R(S), namely, fκ◦fλ = idR(S). Similarly we have fλ◦fκ = idR(T ),
and thus fλ is an isomorphism of G-H-bisets.
Thus it remains to show Claim 6.1.8. To show the well-definedness of fλ, suppose
(ξ, η, w), (ξ′, η′, w′) ∈ G×H×WS satisfy [ξ, η, w] = [ξ′, η′, w′] inR(S). By definition
there exists ℓ ∈ LS which satisfies
w′ = ℓw, ξ = ξ′θαS ,w(ℓ), η = η
′θβS ,w(ℓ).
Then we have
ξ′νX,w′ = ξθαS ,w(ℓ)
−1νX,ℓw = ξνX,wθαT ,λ(w)(θλ,w(ℓ))
−1
and similarly η′νY,w′ = ηνY,wθβT ,λ(w)(θλ,w(ℓ))
−1. Thus we obtain
[ξ′νX,w′ , η
′νY,w′ , λ(w
′)]
= [ξνX,wθαT ,λ(w)(θλ,w(ℓ))
−1, ηνY,wθβT ,λ(w)(θλ,w(ℓ))
−1, θλ,w(ℓ)λ(w)]
= [ξνX,w, ηνY,w, λ(w)]
in R(T ), which shows the well-definedness of fλ. The G-H-equivariance is obvious.

Proposition 6.1.9. For any object F in Add(T , RMod), the following are equiv-
alent.
(1) F is deflative.
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(2) For any pair of finite groups G,H and any span S = ( 1G
αS←− WSLS
βS
−→ 1H )
to 1G from
1
H , the equality F ([S]) = F ([SR(S)]) holds.
Proof. Let S = ( 1G
αS←− WSLS
βS
−→ 1H ) be any span to
1
G from
1
H . If F is deflative,
then since υγS is stab-surjective in diagram (6.1.6), we have
F ([S]) = F (TαS ) ◦ F (RβS)
= F (T℘X◦γ˜S ) ◦ F (TυγS ) ◦ F (RυγS ) ◦ F (R℘Y ◦γ˜S )
= F (T℘X◦γ˜S ) ◦ F (R℘Y ◦γ˜S ) = F ([SR(S)]).
Conversely, assume F satisfies (2). We confirm the condition (3) in Corollary
5.3.3. For any surjective group homomorphism p : G→ H , take a span
Sp = (
1
H
1
p
←−
1
G
1
p
−→
1
H
)
and let γ = (1p ,
1
p ) be the 1-cell obtained by the universal property of the biproduct.
The following diagram is commutative.
1
G
1
H×H
1
H
1
H
1
p
{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
1
p
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
γ

1
pr1
oo
1
pr2
//
 
It suffices to show F ([Sp]) = id. Let ∆: H → H×H denote the diagonal morphism,
and let
υ : 1 = H/H → (H ×H)/∆(H)
be the map defined by υ(eH) = (e, e)∆(H). Then
υ
∆
:
1
H
≃
−→
(H ×H)/∆(H)
H ×H
gives an equivalence (Ind-equivalence), and the composition of 1-cells
1
G
1
p
−→
1
H
υ
∆−→
(H ×H)/∆(H)
H ×H
1
H×H
−→
1
H ×H
becomes equal to γ. Since υ∆ ◦
1
p is stab-surjective, this means SImγ
∼=
(H×H)/∆(H)
H×H ,
and thus R(Sp) ∼= (H ×H)/∆(H) as H-H-bisets. By the assumption we obtain
F ([Sp]) = F ([SR(Sp)]) = F ([
1
H
1
pr1←−
(H ×H)/∆(H)
H ×H
1
pr2−→
1
H
]).
Moreover, since
1
H
(H×H)/∆(H)
H×H
1
H
1
H
id
{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
id
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
υ
∆ ≃

1
pr1
oo
1
pr2
//
 
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is commutative, we have [ 1H
1
pr1←− (H×H)/∆(H)H×H
1
pr2−→ 1H ] = [
1
H
id
←− 1H
id
−→ 1H ] = id,
and thus
F ([
1
H
1
pr1←−
(H ×H)/∆(H)
H ×H
1
pr2−→
1
H
]) = F (id) = id.

Proposition 6.1.10. For any consecutive spans
S = (
Y
H
αS←−
WS
LS
βS
−→
X
G
), and T = (
Z
K
αT←−
WT
LT
βT
−→
Y
H
),
there exists a natural isomorphism of K-G-bisets
R(T )×H R(S) ∼= R(T ◦ S).
Proof. By definition, composition T ◦ S is defined by using a bipullback as
F
LT×LS
WT
LT
WS
LS
Z
K
Y
H
X
G
.
℘WT
||②②②
②②
② ℘WS
""❊
❊❊
❊❊
❊
αT
||②②
②②
②②
②
βT
""❊
❊❊
❊❊
❊❊
αS
||②②
②②
②②
②
βS
""❊
❊❊
❊❊
❊❊
χ +3
Namely,
T ◦ S = (
Z
K
γ
←−
F
LT × LS
δ
−→
X
G
)
is given by
F = {(b, a, h) ∈WT ×WS ×H | βT (b) = hαS(a)},
γ : F → Z ; (b, a, h) 7→ αT (b),
δ : F → X ; (b, a, h) 7→ βS(a).
Thus its range R(T ◦ S) should be
R(T ◦ S) = (K ×G× F )/ ∼,
where (κ, ξ, (b, a, h)) and (κ′, ξ′, (b′, a′, h′)) in K ×G×F are equivalent if and only
if there exists (t, s) ∈ LT × LS satisfying the following equalities.
(b′, a′, h′) = (tb, sa, θαS,a(s)hθβT ,b(t)
−1),
κ = κ′ · θαT ,b(t), ξ = ξ
′ · θβS ,a(s).
The K-G-biset structure on R(T ◦ S) is defined by
k[κ, ξ, f ]g = [kκ, g−1ξ, f ]
(∀k ∈ K, ∀g ∈ G, ∀[κ, ξ, f ] ∈ R(T ◦ S)).
On the other hand, R(T )×H R(S) is given by
R(T )×H R(S) =
{
([κ, η1, b], [η2, ξ, a])
∣∣∣∣ [κ, η1, b] ∈ R(T )[η2, ξ, a] ∈ R(S)
}
/ ∼,
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where ([κ, η1, b], [η2, ξ, a]) ∼ ([κ′, η′1, b
′], [η′2, ξ
′, a′]) holds if and only if there exists
h ∈ H satisfying
[κ′, η′1, b
′] = [κ, η1, b]h
−1 = [κ, hη1, b] in R(T ),
[η′2, ξ
′, a′] = h[η2, ξ, a] = [hη2, ξ, a] in R(S).
Using these descriptions, we can show that the map ψ : R(T )×
H
R(S)→ R(T ◦S)
defined by
ψ([[κ, η1, b], [η2, ξ, a]]) = [κ, ξ, (b, a, η
−1
2 η1)]
is a well-defined K-G-equivariant isomorphism, in a straightforward way.

Remark 6.1.11. Let G,H be finite groups. For any H-G-biset U , the range of the
span
SU = (
1
H
1
pr(H)
←−
U
H ×G
1
pr(G)
−→
1
G
)
is calculated by
U
H×G
U
H×G
1
H×G
1
H
1
G
1
pr(H)
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
1
pr(G)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●
1
H×G 
1
pr(H)
oo
1
pr(G)
//
 
and thus we have R(SU ) = U as an H-G-biset. Remark that thus we have
SU = (
1
H
1
pr(H)
←−
R(SU )
H ×G
1
pr(G)
−→
1
G
).
Proposition 6.1.12. Let G be a finite group, and let N ⊳ G be its normal subgroup.
Let p : G→ G/N denote the quotient homomorphism, and let
pr(G) : G× (G/N)→ G,
pr(G/N) : G× (G/N)→ G/N
be the projections. Then there is an equivalence of spans as follows, which implies
[R 1
p
] = [SInfGN ]. (Here, Inf
G
N denotes the biset G(G/N)(G/N) as in the introduction.)
(6.1.13) 1G
1
G
(G/N)
G×(G/N)
1
(G/N)
id
xx♣♣♣
♣♣
♣♣
♣♣
♣♣ 1
p
&&◆◆
◆◆
◆◆
◆◆
◆
≃υ

1
pr(G)
ee❑❑❑❑❑❑❑❑❑❑ 1
pr(G/N)
99ssssssss
 
Proof. Let ι : G →֒ G× (G/N) be the monomorphism defined by
ι(g) = (g, g) (∀g ∈ G),
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where g denotes the residue class of g in G/N . Then we have an isomorphism of
G× (G/N)-sets
Indι(1) = Indι(G/G)
∼=
−→ G/N.
Thus by Proposition 3.1.2, we have an equivalence
υ
ι
:
1
G
≃
−→
(G/N)
G× (G/N)
defined by υ(1) = e. (Here, 1 denotes the unique point in 1 = G/G.) This υ makes
diagram (6.1.13) commutative. 
Remark 6.1.14. Under the same assumption as in Proposition 6.1.12, we also have
an equivalence of spans as follows, which implies [T 1
p
] = [SDefGN ].
1
(G/N)
1
G
(G/N)
(G/N)×G
1
G
1
p
xx♣♣♣
♣♣
♣♣
♣♣
id
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
≃

1
pr(G/N)
ee❑❑❑❑❑❑❑❑ 1
pr(G)
99ssssssssss
 
Corollary 6.1.15. In particular for N = e, we obtain [SGIdG ] = [Id].
Proposition 6.1.16. Let S and T be any pair of spans to YH from
X
G . Then there
is an isomorphism
R(S + T ) ∼= R(S)∐R(T )
of H-G-bisets.
Proof. For S = ( YH
αS←− WSLS
βS
−→ XG ) and T = (
Y
H
αT←− WTLT
βT
−→ XG ), we have
R(S + T ) = (H ×G× (WS ∐WT ))/ ∼ .
It is straightforward to check this is isomorphic to
R(S)∐R(T ) = ((H ×G×WS)/ ∼)∐ ((H ×G×WT )/ ∼).

6.2. From Mackey functors to biset functors. Now we relate Mackey functors
to biset functors. As in the introduction, B = BZ is the biset category which satisfies
- Ob(B) = Ob(Grp),
- B(G,H) = K0({H-G-bisets}/ ∼=) for any G,H ∈ Ob(B).
Proposition 6.2.1. Let F be an object in Adddfl(T , RMod). Then an object BF
in Add(B, RMod) is associated to F as follows.
(i) For any finite group G, put BF (G) = F (
1
G ).
(ii) For any H-G-biset U , BF (U) = F ([SU ]). By the linearity, this is extended
to any morphism in B.
Proof. By Claim 6.1.2, (ii) is well-defined. For any finite group G, we have
BF (GIdG) = F ([S(GIdG)]) = F ([Id]) = idF ( 1G ) = idBF (G)
by Corollary 6.1.15.
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By Propositions 6.1.9, 6.1.10 and Remark 6.1.11, for any consecutive pair of
bisets HUG and KVH we have
BF (V ) ◦BF (U) = F ([SV ]) ◦ F ([SU ]) = F ([SV ◦ SU ])
= F ([SR(SV ◦SU )]) = F ([S(R(SV )×HR(SU ))])
= F ([S(V×HU)]) = BF (V ×H U).
By linearity, it follows that BF becomes in fact an additive functor. 
Proposition 6.2.2. Let ϕ : E → F be a morphism in Adddfl(T , RMod). Then a
morphism Bϕ : BE → BF is associated as follows.
- For any G ∈ Ob(B),
(Bϕ)G : BE(G)→ BF (G)
is defined to be ϕ 1
G
: E( 1G )→ F (
1
G ).
Proof. For any H-G-biset U , we have a commutative diagram
E( 1G ) E(
1
H )
F ( 1G ) F (
1
H )
E([SU ]) //
ϕ 1
G

ϕ 1
H

F ([SU ])
//

Thus
BE(G) BE(H)
BF (G) BF (H)
BE(U) //
(Bϕ)G

(Bϕ)H

BF (U)
//

is commutative for any H-G-biset U . By linearity, this implies Bϕ : BE → BF is
in fact a natural transformation. 
Corollary 6.2.3. We obtain a functor
Φ: Adddfl(T , RMod)→ Add(B, RMod) ; F 7→ BF .
Proof. This follows from Propositions 6.2.1 and 6.2.2. 
6.3. From biset functors to Mackey functors. In this subsection, we associate
biset functors to deflative Mackey functors. For a 0-cell XG in S, let x1, . . . , xs ∈ X
be a complete set of representatives of G-orbits of X . We make this choice once
and for all, and use it in the rest of the paper.
Definition 6.3.1. Let XG be a 0-cell, as above. Since
IndGGxi
(Gxi/Gxi) = G/Gxi
∼= Gxi
as G-sets, we have an equivalence
υ
(X)
i :
1
Gxi
∼
−→
Gxi
G
.
By composing this with the inclusion Gxi →֒ X , we define a 1-cell η
(X)
i :
1
Gxi
→ XG .
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Remark 6.3.2. The union of η
(X)
i (1 ≤ i ≤ s) gives an equivalence
η =
⋃
1≤i≤s
η
(X)
i :
∐
1≤i≤s
(
1
Gxi
)
≃
−→
X
G
.
Thus for any F ∈ Ob(Add(T , RMod)),
F (R
η
(X)
1
)
...
F (R
η
(X)
s
)
 : F (XG ) −→ ⊕
1≤i≤s
F (
1
Gxi
)
becomes an isomorphism of R-modules, with the inverse
(
F (T
η
(X)
1
) · · · F (T
η
(X)
s
)
)
:
⊕
1≤i≤s
F (
1
Gxi
)→ F (
X
G
).
Definition 6.3.3. Let XG ,
Y
H be 1-cells, and let y1, . . . , yt ∈ Y be a complete set of
representatives of H-orbits of Y . For any span S to YH from
X
G , for any 1 ≤ i ≤ s
and 1 ≤ j ≤ t, define an equivalence class of span Γ
(S)
ji to
1
Hyj
from 1Gxi
by
Γ
(S)
ji = Rη(Y )j
◦ [S] ◦T
η
(X)
i
.
Remark 6.3.4. If X = 1 and Y = 1, then Γ
(S)
11 = [S].
Remark 6.3.5. By the well-definedness of compositions of morphisms in Sp, we have
[S] = [T ] =⇒ Γ
(S)
ji = Γ
(T )
ji (∀i, j)
for any pair of spans S and T to YH from
X
G .
Lemma 6.3.6. For the identity span X
G
IdX
G
, we have
Γ
(Id)
ji = Rη(X)j
◦ [Id] ◦T
η
(X)
i
=
{
0 (i 6= j),
[Id] (i = j)
for any 1 ≤ i, j ≤ s.
Proof. This follows from Proposition 3.2.31 and Corollary 3.2.35. 
Lemma 6.3.7. Let XG ,
Y
H ,
Z
K be 0-cells, and let z1, . . . , zu ∈ Z be a complete set of
representatives of K-orbits. For an consecutive pair of spans Y
H
SX
G
and Z
K
T Y
H
, we
have
t∑
j=1
Γ
(T )
ℓj ◦ Γ
(S)
ji = Γ
(T◦S)
ℓi ,
for any 1 ≤ i ≤ s and 1 ≤ ℓ ≤ u.
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Proof. This follows from
t∑
j=1
Γ
(T )
ℓj ◦ Γ
(S)
ji =
t∑
j=1
(
R
η
(Z)
ℓ
◦ [T ] ◦T
η
(Y )
j
◦R
η
(Y )
j
◦ [S] ◦T
η
(X)
i
)
= R
η
(Z)
ℓ
◦ [T ] ◦
t∑
j=1
(
T
η
(Y )
j
◦R
η
(Y )
j
)
◦ [S] ◦T
η
(X)
i
= R
η
(Z)
ℓ
◦ [T ] ◦ [Id] ◦ [S] ◦T
η
(X)
i
= R
η
(Z)
ℓ
◦ [T ◦ S] ◦T
η
(X)
i
= Γ
(T◦S)
ℓi .

Proposition 6.3.8. For any object B in Add(B, RMod), we can associate an object
FB in Add(T , RMod) as follows. Moreover, FB becomes deflative.
(i) For any XG ∈ Ob(T ), take a complete set of representatives of G-orbits
x1, . . . , xs, and put
FB(
X
G
) = B(Gx1)⊕ · · · ⊕B(Gxs).
(ii) Let XG and
Y
H be objects in T . Let x1, . . . , xs ∈ X and y1, . . . , yt ∈ Y be the
set of representatives chosen in (i). For any [S] ∈ Sp(XG ,
Y
H ), define
FB([S]) : FB(
X
G
)→ FB(
Y
H
)
to be the matrix
M
(S)
B = (m
(S)
ji )ji,
with (j, i)-component m
(S)
ji : B(Gxi)→ B(Hyj ) given by
m
(S)
ji = B(R(Γ
(S)
ji )).
This extends to any morphism in T by linearity.
Proof. By Remark 6.3.5, matrix M
(S)
B is well-defined. For any
X
G ∈ Ob(T ), we
have
m
(Id)
ji = B(R(Γ
(Id)
ji ))
=
{
B(R(0)) = 0 (i 6= j),
B(R(Id)) = id (i = j)
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by Lemma 6.3.6, which means FB(Id) = idFB(XG )
. For any consecutive spans Y
H
SX
G
and Z
K
T Y
H
, we have
t∑
j=1
m
(T )
ℓj ◦m
(S)
ji =
t∑
j=1
B(R(Γ
(T )
ℓj )) ◦B(R(Γ
(S)
ji ))
= B
( ∐
1≤j≤t
(
R(Γ
(T )
ℓj )×Hyj R(Γ
(S)
ji )
))
= B
( ∐
1≤j≤t
R(Γ
(T )
ℓj ◦ Γ
(S)
ji )
)
= B
(
R
( t∑
j=1
Γ
(T )
ℓj ◦ Γ
(S)
ji
))
= B(R(Γ
(T◦S)
ℓi )) = m
(T◦S)
ℓi
for any 1 ≤ i ≤ s and 1 ≤ ℓ ≤ u by Claim 6.1.2, Propositions 6.1.10, 6.1.16 and
Lemma 6.3.7. This means M
(T◦S)
B =M
(T )
B ◦M
(S)
B , and thus we obtain
FB([T ] ◦ [S]) = FB([T ]) ◦ FB([S]).
By linearity, this implies FB preserves compositions for arbitrary morphisms in T .
Thus FB : T → RMod is in fact a functor. By construction, FB preserves finite
products.
To show FB is deflative, let G be any finite group, and let N ⊳ G be any
normal subgroup. Let p : G→ G/N denote the quotient homomorphism. Then by
Proposition 6.1.12 and Remarks 6.1.11, 6.1.14, 6.3.4, we have
FB([
1
(G/N)
1
p
←−
1
G
1
p
−→
1
(G/N)
]) = FB(T 1
p
) ◦ FB(R 1
p
)
= FB([SDefGN ]) ◦ FB([SInfGN ])
= B(R(SDefGN )) ◦B(R(SInfGN ))
= B(DefGN ) ◦B(Inf
G
N ) = id.

Thus the characterization of the deflativity in Corollary 5.3.3 corresponds to the
equation (1.1.4) for a biset functor.
Proposition 6.3.9. For any morphism ϕ : B → B′ in Add(B, RMod), we can
associate a morphism Fϕ : FB → FB′ in Adddfl(T , RMod) as follows.
- For any object XG ∈ Ob(T ), we define (Fϕ)XG : FB(
X
G )→ FB′(
X
G ) to be
ϕGx1 ⊕ · · · ⊕ ϕGxs : B(Gx1)⊕ · · · ⊕B(Gxs)→ B
′(Gx1)⊕ · · · ⊕B
′(Gxs).
Proof. It suffices to show that Fϕ is in fact a natural transformation. By linearity,
it is enough to show the commutativity of
FB(
X
G ) FB′(
X
G )
FB(
Y
H ) FB′(
Y
H )
(Fϕ)X
G //
FB([S])

FB′ ([S])

(Fϕ) Y
H
//

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for any span Y
H
SX
G
. However this follows from the commutativity of
B(Gx1)⊕ · · · ⊕B(Gxs) B
′(Gx1)⊕ · · · ⊕B
′(Gxs)
B(Hy1)⊕ · · · ⊕B(Hyt) B
′(Hy1)⊕ · · · ⊕B
′(Hyt)
ϕGx1⊕···⊕ϕGxs //
M
(S)
B

M
(S)
B′

ϕHy1⊕···⊕ϕHyt
//
 .

Corollary 6.3.10. We obtain a functor
Ψ: Add(B, RMod)→ Adddfl(T , RMod) ; B 7→ FB .
Proof. This follows from Propositions 6.3.8 and 6.3.9. 
Theorem 6.3.11. There is an equivalence of categories
MackRdfl(S) ≃ FB,R.
Proof. By Proposition 5.2.19, it suffices to show the equivalenceAdddfl(T , RMod) ≃
Add(B, RMod). So far we constructed functors
Φ: Adddfl(T , RMod)→ Add(B, RMod) ; F 7→ BF ,
and
Ψ: Add(B, RMod)→ Adddfl(T , RMod) ; B 7→ FB .
It suffices to show Φ ◦Ψ = Id and Ψ ◦ Φ ∼= Id.
(i) Φ ◦Ψ = Id.
Let B be any object in Add(B, RMod). For any finite group G, we have
BFB (G) = FB(
1
G
) = B(G).
For any H-G-biset U , we have
BFB (U) = FB(SU ) = B(R(SU )) = B(U).
Thus we have BFB = B. This gives Φ ◦Ψ = Id.
(ii) Ψ ◦ Φ ∼= Id.
Let F be any object in Adddfl(T , RMod). For any object
X
G ∈ Ob(T ), we have
an equivalence
η(X) =
⋃
1≤i≤s
η
(X)
i :
∐
1≤i≤s
(
1
Gxi
)
≃
−→
X
G
as in Definition 6.3.1, and thus an isomorphism
τX
G
=

F (R
η
(X)
1
)
...
F (R
η
(X)
s
)
 : F (XG ) ∼=−→ ⊕
1≤i≤s
F (
1
Gxi
) = FBF (
X
G
).
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Let S be any span to YH from
X
G . Remark that by definition of Γ
(S)
ji we have a
commutative diagram
(6.3.12)
⊕
1≤i≤s
F ( 1Gxi
) F (XG )
⊕
1≤j≤t
F ( 1Hyj
) F ( YH )
(
F (T
η
(X)
1
) ··· F (T
η
(X)
s
)
)
∼=
//
(F (Γ
(S)
ji ))ji

F ([S])

τ Y
H
∼=oo
 .
As in Proposition 6.3.8, the map FBF (S) is defined by using
M
(S)
BF
= (m
(S)
ji ),
where m
(S)
ji = BF (R(Γ
(S)
ji )). Since F is deflative, we have
F (Γ
(S)
ji ) = F ([SR(Γ(S)ji )
]) = BF (R(Γ
(S)
ji )) = m
(S)
ji (∀i, j),
and thus we obtain FBF (S) = (F (Γ
(S)
ji ))ji. By
(
F (T
η
(X)
1
) · · · F (T
η
(X)
s
)
)
=

F (R
η
(X)
1
)
...
F (R
η
(X)
s
)

−1
,
diagram (6.3.12) means the commutativity of
FBF (
X
G ) F (
X
G )
FBF (
Y
H ) F (
Y
H )
τX
G
∼=
oo
FBF ([S])

F ([S])

τ Y
H
∼=oo
 .
By the linearity, this shows that τ becomes an isomorphism τ : F
∼=
−→ FBF of objects
in Adddfl(T , RMod). It can be easily checked this gives a natural isomorphism
Ψ ◦ Φ ∼= Id. 
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