We obtain exact results for the recently discovered finite-time thermodynamic uncertainty relation, for the dissipated work W d , in a stochastically driven system with non-Gaussian work statistics, both in the steady state and transient regimes, by obtaining exact expressions for any moment of W d at arbitrary times. The uncertainty function (the Fano factor of W d ) is bounded from below by 2kBT as expected, for all times τ , in both steady state and transient regimes. The lower bound is reached at τ = 0 as well as when certain system parameters vanish (corresponding to an equilibrium state). Surprisingly, we find that the uncertainty function also reaches a constant value at large τ for all the cases we have looked at. For a system starting and remaining in steady state, the uncertainty function increases monotonically, as a function of τ as well as other system parameters, implying that the large τ value is also an upper bound. For the same system in the transient regime, however, we find that the uncertainty function can have a local minimum at an accessible time τm, for a range of parameter values. The large τ value for the uncertainty function is hence not a bound in this case. The non-monotonicity suggests, rather counter-intuitively, that there might be an optimal time for the working of microscopic machines, as well as an optimal configuration in the phase space of parameter values. Our solutions show that the ratios of higher moments of the dissipated work are also bounded from below by 2kBT . For another model, also solvable by our methods, which never reaches a steady state, the uncertainty function, is in some cases, bounded from below by a value less than 2kBT .
Stochastic thermodynamics provides exact relations for thermodynamic quantities in mesoscopic or microscopic systems on experimentally accessible, finite time scales [1, 2] . One of the recent developments in the field is the discovery of the thermodynamic uncertainty relation [3, 4] which unifies two of the defining characteristics of non-equilibrium systems: non-zero dissipation and non-vanishing currents. For systems in a non-equilibrium steady state, the uncertainty relation provides a relation between the entropy production rate σ in the steady state and the ratio of the mean and variance of an arbitrary non vanishing current as,
In this form, the uncertainty function captures a tradeoff between precision (which is large when the variance is small) and the thermodynamic cost (σ). Specifying the integrated current to be equal to the dissipated work itself ( W d = στ T , where T is the temperature of the bath), we get the relation for the Fano Factor of the dissipated work,
We refer to the LHS of Eq. (2) as the uncertainty function for conciseness. The uncertainty relation was first conjectured in [3] for bio-molecular processes, on the basis of an analysis * sreekanth.km@fysik.su.se † supriya@fysik.su.se performed within linear response theory for the steady state of multicyclic networks. Numerically though, it was seen to hold even beyond linear response [3] . Since then, a general proof has been provided [4] by estimating a parabolic bound for the large-deviation rate function of steady-state currents for Markov jump processes. In [5] , different variations of such bounds are discussed, for Markov processes with a finite number of states (the parabolic bound is however numerically shown to hold for any generic Markov process). A tighter bound for thermodynamically consistent currents in the steady state was obtained in [6] . Illustrations of these bounds at largetimes have appeared in diverse contexts such as enzyme kinetics [7] , stochastic pumps [8] , first passage problems [9] , self propelled particles [10] , ballistic transport [11] , molecular motors [12] , biological motors [13] , discrete time stochastic processes [14] and Brownian motion in a tilted potential [15] . The finite time version of the uncertainty relation, where the LHS of Eq. 1 is studied as a function of τ at arbitrary times (but still in the steady state) is a very recent development. It was conjectured in [16] on the basis of extensive numerical evidence and a proof has only very recently been provided [17] , again in the framework of large deviation theory. For a system not in steadystate, there is to our knowledge, only the recent work of Pigolotti et al [18] , who, by introducing a random-time transformation for Langevin processes, derive a stochastic differential equation for the entropy production rate, independent of the underlying model. This results in an expression for the RHS of the uncertainty function (in Eq. 2), in the steady state or a transient regime, as a function of an entropic time. The large-time evaluation of these expressions (using a Green-Kubo relation) indi-cate that in the transient regime the RHS of Eq. (2) can sometimes be lower than 2k B T [18] . However solving for the entropic time as a function of the real time is in general very complicated and the functional dependance of the uncertainty function on time is only fully known for Gaussian work distributions [19, 20] . Here the bound in Eq. (2) is exactly 2k B T independent of τ , and is a trivial consequence of the Fluctuation theorem (this connection is noted in [15] ). In this paper we compute, for the first time to our knowledge, exact results for the uncertainty function by calculating the arbitrarytime moment generating function (MGF) for a stochastically driven system having non-Gaussian work statistics. We obtain results using a path integral based approach [21] , for when the system is in the steady state as well as in a transient regime. In both cases, the uncertainty function is seen to be bounded below by 2 ( in units of k B T ). The bound is reached independently in the limits τ → 0 as well as when other dimensionless parameters → 0, and can be understood in terms of the fluctuation theorem in the former case and proximity-to-equilibrium in the latter case. At large times τ , we find that the uncertainty function saturates to a value which depends on the system parameters in both cases. For arbitrary times, whether the uncertainty function is monotonic or not depends on initial conditions. For a system which starts and remains in steady state, the function is strictly monotonic. However, for a system in the transient regime, the uncertainty function attains a local minimum at accessible times τ m ∞, for a range of parameter values. This suggests very interestingly, that there might be an optimal time for microscopic machines to function, as well an optimal configuration of parameter values. We also show using exact solutions for this system, that the ratio of higher moments of W d are also bounded from below by 2, suggesting a hierarchy of bounds for steady state currents similar to the one appearing in Eq. (1). We also study another model, the colloidal particle in the breathing parabola potential [21] [22] [23] [24] , which is a non-equilibrium system that never reaches a steady state. We show, for a particular protocol that the uncertainty function attains a lower bound that is less than 2.
Our main results are for the sliding parabola model which is a confined colloidal particle system, where the confining potential has the general form,
x(t) is the position variable and λ(t) is the externally modulated mean position. We have set the stiffness of the trap to 1. In the overdamped limit, the dynamics of the colloidal particle in this potential can be described by the Langevin equation,
where η(t) is a thermal noise and D is the diffusion coefficient. τ γ is the relaxation time in the harmonic trap and is related to the temperature of the surrounding thermal environment T by the Einstein relation Dτ γ = k B T . η is assumed to be Gaussian with η(t) = 0, and η(t) η(s) = δ(t − s). In the case when λ(t) is a deterministic driving protocol, the work distribution is known to be a Gaussian [19, 20, 25] . Eq. (4) has also been studied both experimentally [26] and analytically [21, [27] [28] [29] , when λ(t) is a stochastic driving protocol 1 . One of the cases studied is when λ(t) is the Ornstein-Uhlenbeck process given by,λ
ξ(t) is again assumed to be a Gaussian noise with ξ = 0 and ξ(t)ξ(s) = δ(t − s). τ 0 is the second natural time scale in the system in terms of the relaxation time of λ correlations:
. Notice that Aτ 0 could also be interpreted as an effective temperature [31] . The two noises are assumed to not have cross correlations, i.e. η(t) ξ(s) = 0. Equations (4) and (5) together define the model we study here, which we refer to as the Stochastic Sliding parabola (SSP). The steady state probability distribution for the position variable x(t) is known [27] . One important parameter of the system, which measures how far the system is away from equilibrium [26, 27] is given by,
The subscripts st and eq stand for the steady-state and the equilibrium state 2 respectively. The dimensionless parameters θ and δ are defined as,
Equilibrium is therefore defined as the limit δ → 0 and θ → 0. The large-time form of the MGF of W d for the SSP in the steady state has been studied previously [27, 29] . It is also known that the work distributions are non-Gaussian, having exponentially decaying tails, with a power-law pre-factor [21] . In this paper, we are interested in arbitrary-time results for W d and hence we begin first by demonstrating that the MGF of the dissipated work for the SSP, is obtainable for arbitrary initial conditions and at arbitrary times as a function of all the parameters of interest (δ, θ and τ 0 ).
We begin first by looking at a system, in a time interval [0, τ ], with a steady-state initial condition. The form of the dissipated work W d is obtained from the ratio of the probabilities of forward and time-reversed trajectories [32] . Using a path integral based approach [21, 33] , we then write down the the MGF of W d upto a normalization constant C as ( see supplementary material ),
where the action can be written down as,
+ boundary terms.
(9)
A u is a matrix differential operator [34, 35] . Following the usual procedures for Gaussian integrations, the MGF at arbitrary times τ , can be written down as a ratio of functional determinants,
This ratio of functional determinants may be obtained exactly using the methods elaborated in [21] . In Fig. 1 we plot the exact solution of the generating function, as a function of u and θ. Notice that, Φ(u) is symmetric around u = 1 as expected from the fluctuation theorem. Using standard techniques, various moments of the probability distribution may be extracted from Eq. (10).
The first two moments are obtained as 3 ,
The uncertainty function Unc(τ ) of dissipated work in the steady state (LHS of Eq. (2) where the averages are over the steady state distribution) for the SSP can now be computed analytically using Eq. (11) and (12) (and is plotted in Fig. 2 for specific choices of the parameters). We find that for any value of τ ,
where α is exactly the expression in Eq. (6). The lower bound 2 is obtained in the limit α → 0 (corresponding to the equilibrium limit ) as well as τ → 0 independently. For non-zero values of α, the function is monotonic in τ and reaches the value 2(1 + α) for τ → ∞, leading to the inequalities in Eq. (13).
FIG. 2:
Unc(τ ) in the steady state of the SSP for δ = 1 and τ 0 = 1 (Orange), 2(Blue), 3 (Green) and 4 (Red).
We have also plotted the plane Unc(τ ) = 2.
Next, we study the SSP model in a transient regime, when starting from an equilibrium initial distribution, which we choose to be
In this case, the dissipation function that satisfies a fluctuation theorem can be identified with the Jarzynski work [21] . We compute the exact moment generating function just as in the previous case (see supplementary material). It can again be verified that the uncertainty function is bounded from below by 2 and the lower bound is attained in the limits α → 0 and τ → 0 independently. As τ → ∞, the uncertainty function attains the same constant value as in Eq. (13) . However for values of τ lying in between, the function behaves non-monotonically and can take on values larger that the value at τ → ∞.
In Fig.3 , we plot the uncertainty function in this regime, for specific choices of τ 0 and δ. As a consequence of this non-monotonic behaviour, the uncertainty function displays a local minimum at an accessible time τ m ∞ for a range of parameter values. This is illustrated in Figure  4 . To understand further the dependence of τ m on the other parameters, we have analysed the exact expression for the uncertainty function (provided in the supplementary material ). We have found that, for all range of parameters, θ and τ 0 , the minimum appears only between the critical values 1.367 < δ < 3.890. We have further verified this range of δ values using numerical simulations (which demonstrates an excellent agreement with the theory). We have also analysed the dependence of τ m on the parameters θ and τ 0 . For fixed values of δ and τ 0 , τ m is found to be independent of θ. However, τ m is seen to increase linearly with τ 0 for fixed values of δ and θ. Details of this analysis are provided in the supplementary material.
In the SSP model, both in the transient as well as in the steady state, we find that the higher order moments also satisfy the same lower bound in pairs. i.e., the ratio of the 4th moment to the 3rd, the 6th to the 5th etc, are also bounded from below by 2, and the lower bound is attained as τ → 0, as well as in equilibrium. These ratios however do not seem to saturate for large τ . We illustrate this in Figure. 5 for the steady state case. The ratio of the cumulants are also always bounded from below. However, the limiting value as τ → 0 is not always 2.
For completeness of the discussion, we now study an- other model for which the system always remain in a transient state. The example we look at is the colloidal particle in a breathing parabola potential, where the stiffness of the trap is changing in a time dependent manner according to a given protocol ( see supplementary material ). This system is also known to have non-Gaussian work statistics [36] . In figure 6 , we plot the uncertainty function for both a specific forward protocol and the corresponding reverse protocol. We find again that the uncertainty function tends to 2 as τ → 0. For the reverse process, the lower bound of the uncertainty function is 8/9 and is less than 2. For the forward process, the uncertainty function again saturates to an upper bound (= 8) as τ → ∞.
In summary, we have computed the exact form of the uncertainty function in a class of driven colloidal particle systems, having non-Gaussian work statistics, by computing the exact MGF of W d at arbitrary times τ . Our results extend the list of solved problems for which the exact MGF is known and provides to our knowledge, the only non-trivial case where the uncertainty function can be solved exactly. We have looked at the SSP in both the transient and steady-state regimes as well as the breathing parabola which is always in a transient regime. Our results show that in all cases, the uncertainty function → 2 as τ → 0 ( also in the equilibrium limit for the SSP ) and saturates to a value for large τ . The large-τ value of the uncertainty function is however larger than 2 only for systems that eventually reach a steady state. In this case it is also an upper bound in the case that the uncertainty function is monotonic in τ . In the transient regime of the SSP, the uncertainty function is non-monotonic and has a local minimum at an accessible time τ m ∞, for a range of parameter values. This is particularly interesting in connection with microscopic machines in the biological context where the system presumably may be exactly in such a transient regime in many cases. Depending on what initial conditions the system begins with, the position of the local minimum could provide an optimal time-of-functioning beyond which the uncertainty function can only increase.
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SUPPLEMENTARY MATERIAL
This document provides further details of the calculations behind the results presented in the manuscript 'Exact results for the finite time thermodynamic uncertainty relation'. In Section I, we present the derivation of the exact MGF in the steady state of the SSP, and provide the exact form of the moments of W d in the transient case (the corresponding expressions in the steady state appear in the paper). In Section I A, we provide the details of the calculations that determine the parameter dependence of τ m , the extremum of the uncertainty function that appears in the transient case. We present also a comparison with numerical simulations. In Section II, we present the exact results for the breathing parabola problem.
I. EXACT CALCULATION OF THE MGF OF W d FOR THE SSP MODEL
We look first at the steady state work statistics in the SSP model. Sampling the initial points from the stationary probability distribution for x and λ [27] ,
the MGF of W d can be written down in the following manner. First, the joint probability density functional of trajectories starting at t = 0 at (x 0 , λ 0 ) and ending at t = τ at (x τ , λ τ ) may be written as,
with the Lagrangian,
The normalization constant for this case is [33] ,
The dissipated work in the steady-state in the time interval [0, τ ] for the SSP is then,
This form of the dissipated work can easily be obtained by equating it to the ratio of the probabilities of forward and time-reversed trajectories using Eq. (15) and Eq. (16) and the form of the Lagrangian Eq. (17) . Hence, upto a normalization factor C (determined by Eq. (15) and (18)), we have the following expression for the MGF of
with the augmented action
after several partial integrations, it can be shown that the above quadratic action reduces to
where the kernel is defined by the operator:
Carrying out the Gaussian integral, and requiring the boundary terms to vanish, the generating function at arbitrary times τ can be written down as a ratio of functional determinants,
This ratio can be computed using a technique described in [35] and recently used in [21] , which is based on the spectral -ζ functions of Sturm-Liouville type operators. Applying this method to the systems we study in this paper, it can be shown that this ratio can be obtained in terms of a characteristic polynomial function F as,
where H is the matrix of suitably normalized fundamental solutions of the homogeneous equation A u x = 0, and is defined as,
M and N have information about the boundary conditions from Eq. (22) and we require,
A derivation of Eq. (25), applicable to a class of driven Langevin systems with quadratic actions is given in [21] . We would also like to stress that, the expression given in Eq. (25) is valid only for u ∈ [u − (τ ), u + (τ )] for which the operator A u doesn't have negative eigenvalues. The MGF is not analytic outside this interval.
For the SSP in the steady state, we find, the four independent solutions of A u x = 0 to be
where,
Matrices M and N are given by,
Using these, the MGF can be computed exactly using Eq. (25) , and various moments of the probability distribution can also be exactly obtained for any τ . The exact expression of the first two moments for this case are given in the main text. Earlier calculations for the MGF obtained it only in the large-τ limit [29] . The moments obtained from this large-τ form result in the same expression as we get for the first moment, but only give the leading order term in τ for second and higher moments.
For the transient case of the SSP, the dissipation function which satisfies the fluctuation theorem can be identified with the Jarzynski work,
The path integral calculation used in the steady-state case can be extended in a similar manner to this situation also. The first two moments of the transient work distribution of the SSP can be exactly computed and are given by the expressions,
The expression for W 2 for δ < 1 is the same as above except for an overall minus sign. The above two expressions can be used to calculate the uncertainty function at any value of τ . It is interesting to note that though the above expressions seem to have terms independent of τ , both W d and W 2 d vanish at τ = 0 as they should. In addition, it is possible to show that the limiting value of the uncertainty function is 2 at τ → 0, θ → 0 as well as δ → 0. It is also easy to see that at τ → ∞, the uncertainty function saturates to the same value 2(1 + α) as in the steady-state case.
A. Time of minimum uncertainty, τm For small times τ , the uncertainty function is non-monotonic for the transient case. It increases at small τ upto a maximum value, followed by a minimum at τ m , beyond which it increases to the saturation value. This behaviour is however present only for a certain range of parameter values. In Figure 7 , we plot the time derivative of the uncertainty function with respect to τ , as a function of δ and τ . The second point along the τ axis at which this function vanishes, corresponds to τ m .
FIG. 7:
Plot of the time derivative of the uncertainty function w.r.t τ , for fixed θ = 1, τ 0 = 1. The first derivative test shows that the minimum in the uncertainty function appears for only a specific range of δ values, 1.367 < δ < 3.890, represented by the 2nd vanishing point of the first derivative of the uncertainty function w.r.t τ .
In Figure 8 , we show the results of numerical simulations for δ = 2, which shows a clear dip in the uncertainty function. In Figure 9 , We further analyse the dependence of τ m on the parameters θ and τ 0 . For fixed values of δ 
II. BREATHING PARABOLA
Here we analyse the behaviour of a colloidal particle in a breathing parabola potential. This is interesting to do since its a solvable yet non-trivial example, of a system which never reaches a steady-state. The potential is given by the expression
where the stiffness of the trap, λ is changing in a time-dependent manner according to a given protocol. The dynamics of the colloidal particle can be described using the Langevin equation,
The dissipated work for this system for the equilibrium initial conditions, 
is given by,
Here, we will consider the specific forward protocol,
and the corresponding reverse protocol,
The methods discussed for the SSP are applicable to this simpler one-dimensional system as well [21] . For the forward process a closed form for the MGF of W can be computed,
The MGF for the reverse protocol can also be computed using the same methods or by using the symmetry relation Φ F (u) = e −∆F Φ R (2 − u).
In Fig. 10 , we plot the MGF of W for both the forward and reverse protocols. Using the exact form of the MGF, the moments of W as well as the uncertainty function, can be computed at arbitrary times τ . We find for the forward process, Unc F (τ ) = 8 τ 2 + 3τ + 2 log(τ + 1) − τ (15τ + 16) (τ + 1)((τ + 1) log(τ + 1) − τ ) .
It can be shown that Unc(τ ) → 2 as τ → 0 and Unc(τ ) → 8 as τ → ∞. Similarly for the reverse process we find, Unc R (τ ) = − τ τ 2 + 3τ + 3 τ τ 2 + 3τ + 3 + 24(τ + 1) 3 log(τ + 1)
9(τ + 1) 3 τ (τ 2 + 3τ + 3) + 9(τ + 1) 3 log 1 τ +1 + 6(τ + 1) 3 log(τ + 1)
,
which → 2 as τ → 0 and → 8/9 as τ → ∞. Unc(τ ) for both the forward and reverse processes are plotted in Fig. 6 of the main text.
