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Abstract
We continue the study of the big lattice of preradicals over a ring. We consider several oper-
ators acting on this lattice, for instance the pseudocomplement, the annihilator and the totalizer,
as well as some relations among them. Using some of these operators we give characterizations
of V-rings, of rings that are a ;nite direct sum of injective hulls of simple modules, and of rings
such that besides the latter condition have also the property that each pair of simple modules
are homologically connected.
c© 2003 Elsevier B.V. All rights reserved.
MSC: Primary: 16N99; 16S99; secondary: 06C05
1. Introduction
This follows the paper “The Lattice Structure of the Preradicals II: Partitions” [5].
In that paper, we de;ned several preradicals associated to a given preradical: we de-
;ned annihilators, equalizers, co-equalizers and totalizers in terms of the product and
coproduct, and we introduced several partitions of the “big lattice” of the preradicals
of the ring, giving applications that classify rings.
Throughout this paper R denotes an associative ring with identity and R-Mod denotes
the category of all the unital left R-modules. The terminology and basic concepts
used here are those found in [2,4,5]; in particular, we denote by R-simp a complete
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set of representatives of isomorphism classes of simple left R-modules and by E a
complete class of representatives of isomorphism classes of injective left R-modules.
For M ∈R-Mod, we denote by EM the injective hull of M .
2. Preliminaries
A preradical over the ring R is a functor  :R-Mod → R-Mod such that:
1. M6M for each M ∈R-Mod.
2. For each homomorphism f :M → N , the diagram
M ,→ M
(f)
 f
N ,→ N
commutes.
Denote by R-pr the class of all the preradicals over R. There is a natural partial
ordering in R-pr given by  4 	 if M6 	M for every M ∈R-Mod. As we said in
[5], with this partial ordering, R-pr is an atomic and coatomic big lattice.
For a fully invariant submodule ([3] or [4]) N of M , the preradicals 
MN and !
M
N
are de;ned as follows:
For K ∈R-Mod, 
MN (K)=
∑{f(N ) |f∈HomR(M;K)} and !MN (K)=⋂{f−1(N ) |f∈
HomR(K;M)}.
Note that for M;N ∈R-Mod and ∈R-pr we have that (M)=N if, and only if, N
is a fully invariant submodule of M and 
MN 4  4 !
M
N .
The atoms and coatoms are, respectively, {
ESS | S ∈R-simp} and {!RI | I is a maximal
ideal of R}. (See Theorem 7 of [4].)
There are four classical operations in R-pr, namely ∧; ∨; · and : which are de;ned
as follows, for ; 	∈R-pr and M ∈R-Mod.
1. ( ∧ 	)(M) = M ∩ 	M ,
2. ( ∨ 	)(M) = M + 	M ,
3. (	)(M) = (	M) and
4. ( : 	)(M) is such that ( : 	)(M)=M = 	(M=M). The meet ∧ and join ∨ can be
de;ned for arbitrary families of preradicals as in [4]. The operation “·” is called
“product” and the operation “:” is called “co-product”.
Every preradical in R can be described in terms of the alpha and omega preradicals
as follows:
Remark 1. For each ∈R-pr, we have:  = ∨{
MM |M ∈R-Mod} = ∧{!MM |M ∈
R-Mod}.
Recall that:
1. ∈R-pr is idempotent if  ·  = .
2. ∈R-pr is radical if ( : ) = .
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3. ∈R-pr is a left exact preradical if for each exact sequence
0→ N f→M g→L → 0 the sequence
0→ r(N )r(f)→ r(M)r(g)→r(L) is exact.
4. ∈R-pr is t-radical if  = 
RI for some ideal I of R.
Remark 2. A consequence of Theorem 8 of [4] is that the classes of idempotent pre-
radicals and t-radicals are closed under taking arbitrary joins, and the classes of radicals
and left exact preradicals are closed under taking arbitrary meets.
Let ∈R-pr. Due to Theorem 8.2 of [4], the following classes of preradicals are
closed under taking arbitrary meets and arbitrary joins:
Ae = {	∈R-pr | 	 = }.
Aa = {	∈R-pr | 	 = 0}.
Ac = {	∈R-pr | ( : 	) = }.
At = {	∈R-pr | ( : 	) = 1}.
We de;ne, for ∈R-pr, the following preradicals:
e() =
∧{	∈Ae}= the equalizer of .
a() =
∨{	∈Aa}= the annihilator of .
c() =
∨{	∈Ac}= the co-equalizer of .
t() =
∧{	∈At}= the totalizer of .
Clearly e() = ; a() = 0; ( : c()) =  and ( : t()) = 1.
If ∈R-pr, let us denote by N and ˆ the smallest radical greater than  and the
greatest idempotent preradical smaller than , respectively. [9, p. 137].
3. The pseudocomplement operator
We start by giving the de;nition of pseudocomplement in a lattice, which can be
extended to a “big lattice”.
Denition 3. Let 〈L;6 ; 〉 be a (big) lattice with least element 0 and let a∈L.
A “pseudocomplement” of a is an element a′ ∈L such that:
(1) a ∧ a′ = 0.
(2) If b∈L is such that b¿a′ then a ∧ b = 0.
Pseudocomplements have been studied on several lattices and big lattices in Ring
Theory. For example on the lattice of torsion theories by Golan [6], on the big lattice
of Serre subcategories by Raggi and Signoret [8], on the lattice of hereditary pretorsion
classes by Raggi et al. [7], and on the big lattices of hereditary and cohereditary classes
by Alvarado et al. [1].
In general, even in distributive lattices there is no guarantee that every element has
a pseudocomplement. Moreover, even in the case where a pseudocomplement does
exist for every element, it is not necessarily unique. However we have the following
remarkable fact:
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Theorem 4. Each ∈R-pr has a unique pseudocomplement ⊥ such that if 	∈R-pr
and  ∧ 	= 0, then 	 4 ⊥.
Proof. Let ∈R-pr and let ⊥ = ∧{!ES0 | S ∈R-simp; (ES) = 0}. Let T ∈R-simp.
If (ET ) = 0, then ( ∧ ⊥)(ET )6 (ET ) = 0. If (ET ) = 0, then ( ∧ ⊥)(ET )6
!ET0 (ET )=0. Therefore by Lemma 6 of [4] we have ∧⊥=0. If 	∈R-pr is such that
 ∧ 	= 0, let S ∈R-simp such that (ES) = 0. Then (ES)∩ 	(ES) = ( ∧ 	)(ES) = 0,
and since (ES) is essential in ES, we have 	(ES) = 0. Then by Proposition 5 of [4]
we have that 	 4 !ES0 . Therefore 	 4 
⊥. In particular ⊥ is the unique pseudo-
complement of .
Remark 5. By Proposition 2.1.4 of [5], if ∈R-pr then ⊥ is a left exact radical.
Remark 6. Let S ∈R-simp. Then (
ESS )⊥ = !ES0 .
Remark 7. Let ∈R-pr. Then ⊥ 4 a() and ⊥ 4 t().
Lemma 8. Let ∈R-pr and S ∈R-simp. Then (ES) = 0 if and only if ⊥(ES) = 0.
Proof. Let ∈R-pr and S ∈R-simp. If (ES) = 0, then ⊥ 4 !ES0 , and then ⊥(ES)=
0. On the other hand, if (ES) = 0, then  ∧ 
ESS = 0. Therefore 
ESS 4 ⊥; and then
⊥(ES) = 0.
Proposition 9. Let ; 	∈R-pr and {
}
∈I ⊆ R-pr. The following properties hold:
1. If  4 	, then 	⊥ 4 ⊥.
2.  4 ⊥⊥.
3. ⊥ = ⊥⊥⊥.
4.
∧
⊥
 = (
∨

)⊥.
5. (
∨
⊥
 )
⊥ = (
∧

)⊥⊥.
6.
∨
⊥
 4 (
∧

)⊥.
7. (
∧

)⊥⊥ =
∧
⊥⊥
 .
8. If there exists &∈R-pr such that ∨ ⊥
 = &⊥, then ∨ ⊥
 = (∧ 
)⊥.
Proof. 1. If  4 	 then ∧ 	⊥ 4 	∧ 	⊥=0. Then, by Theorem 4, we have 	⊥ 4 ⊥.
2. Since  ∧ ⊥ = 0, by Theorem 4, we have that  4 ⊥⊥.
3. By 2,  4 ⊥⊥ and by 1, ⊥⊥⊥ 4 ⊥. On the other hand, we have, again
by 2, ⊥ 4 ⊥⊥⊥. Therefore the equality holds.
4.
∧
⊥
 =
∧

∈I [
∧{!ES0 | S ∈R-simp; 
(ES) = 0}] = ∧{!ES0 | S ∈R-simp; 
(ES)
= 0 for some 
∈ I} = ∧{!ES0 | S ∈R-simp; ∑ 
(ES) = 0} = ∧{!ES0 | S ∈R-simp;
(
∨

)(ES) = 0}= (
∨

)⊥:
5. Using Lemma 8, we have (
∨
⊥
 )
⊥ =
∧{!ES0 | S ∈R-simp; (∨ ⊥
 )(ES) = 0} =∧{!ES0 | S ∈R-simp; ∑ ⊥
 (ES) = 0} = ∧{!ES0 | S ∈R-simp; ⊥
 (ES) = 0 for some

∈ I} = ∧{!ES0 | S ∈R-simp; 
(ES) = 0 for some 
∈ I} = ∧{!ES0 | S ∈R-simp;
(
∧

)(ES) = 0}=
∧{!ES0 | S ∈R-simp; (∧ 
)⊥(ES) = 0}= (∧ 
)⊥⊥.
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6. By 2,3 and 5,
∨
⊥
 4 (
∨
⊥
 )
⊥⊥ = (
∧

)⊥.
7. Using 4 and 5, we have (
∧

)⊥⊥ = (
∨
⊥
 )
⊥ =
∧
⊥⊥
 .
8. Let &∈R-pr be such that ∨ ⊥
 = &⊥. Then by 3 and 5, we have ∨ ⊥
 = &⊥ =
&⊥⊥⊥ = (
∨
⊥
 )
⊥⊥ = (
∧

)⊥⊥⊥ = (
∧

)⊥.
The equality in 6 of the last proposition does not hold necessarily, as the following
example shows.
Example 10. Let Z denote the ring of integers. Let S and S ′ be two non-isomorphic
simple Z-modules. Let = 
SS and 	= 
S
′
S′ . Then  ∧ 	= 0 and therefore ( ∧ 	)⊥ = 1.
On the other hand, ⊥; 	⊥ ≺ 	g, the Goldie left exact radical. Then ⊥ ∨ 	⊥ ≺ 1.
Consider the following equivalence relation in R-pr:  ∼⊥ 	 if ⊥ = 	⊥. Then the
equivalence class []⊥ of  is an interval as the following result shows.
Proposition 11. If ∈R-pr, then []⊥ = [0; ⊥⊥], where 0 =
∨{
ESS | S ∈R-simp;
(ES) = 0}.
Proof. Let ∈R-pr and 	∈ []⊥. By Lemma 8, for S ∈R-simp we have (ES) =
0 ⇔ 	⊥(ES) = ⊥(ES) = 0 ⇔ 	(ES) = 0. Therefore 0 = 	0. We have also that
	⊥⊥ = ⊥⊥. By Proposition 9.2 we have that 	∈ [0; ⊥⊥]. We have proved that
[]⊥ ⊆ [0; ⊥⊥]. On the other hand, by Proposition 9 and Remark 6, we have ⊥0 =∧{(
ESS )⊥ | S ∈R-simp; (ES) = 0} = ⊥ = ⊥⊥⊥. Then [0; ⊥⊥] ⊆ []⊥ and the
equality holds.
Notice that 0 is the join of all the atoms of R-pr below .
Remark 12. 1. [0]⊥ = {0}.
2. [1]⊥ = [
∨{
ESS | S ∈R-simp}; 1].
Proposition 13. Let ; 	∈R-pr with  4 	. Then the assignments ’	 : [0; ⊥⊥] →
[	0; 	⊥⊥] given by ’	())=)∨	0 and  	 : [	0; 	⊥⊥]→ [0; ⊥⊥] given by  	 (&)=&∧⊥⊥
satisfy  	 ◦ ’	 = 1[0 ;⊥⊥]. Therefore ’	 is injective and  	 is surjective.
Proof. If )∈ [0; ⊥⊥] then 	0 4 ) ∨ 	0 4 ⊥⊥ ∨ 	0 4 	⊥⊥ ∨ 	0 = 	⊥⊥; so ’	 is
well-de;ned. Similarly if &∈ [	0; 	⊥⊥] then 0 = 0 ∧ ⊥⊥ 4 	0 ∧ ⊥⊥ 4 & ∧ ⊥⊥ 4
⊥⊥; so  	 is also well-de;ned.
Since the (big) lattice R-pr is modular and uniquely pseudocomplemented, any
preradical below a join of atoms is itself a join of atoms. Therefore, since 	0 ∧
⊥⊥ 4 	0; 	0 ∧ ⊥⊥ is a join of atoms. On the other hand 0 is the join of all
the atoms below , and since  and ⊥⊥ are in the same equivalence class, 0
is also the join of all the atoms below ⊥⊥. But 	0 ∧ ⊥⊥ 4 ⊥⊥ and therefore
	0 ∧ ⊥⊥ 4 0; so we have the equality. Now we have  	 ’	()) =  	 () ∨ 	0) = () ∨
	0)∧⊥⊥=(⊥⊥∧	0)∨)=0∨)=), which proves that the composition is the identity
assignment.
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4. Equalities among operators
4.1. Annihilators and pseudocomplements. Extreme preradicals
Denition 14. A preradical  is termed “extreme” if for each S ∈R-simp we have that
(ES) = 0 or (ES) = ES.
We will denote by R-prex the collection of all extreme preradicals over R. As in [4]
we use the notation C1 =⊕{ES | S ∈R-simp}.
Theorem 15. For ∈R-pr, the following conditions are equivalent
1.  is extreme.
2. a() = ⊥.
Proof. (1 ⇒ 2): Due to Remark 7, we only have to show that ⊥ ¡ a(). Let
S ∈R-simp. If (ES)= 0, then (a()∧ )(ES)= a()(ES)∩ (ES)= 0. If (ES)=ES,
then (a()∧)(ES)= a()(ES)∩ES= a()(ES)=0. In both cases (a()∧)(ES)=0
and therefore a() ∧  = 0; now by Theorem 4, a() 4 ⊥.
(2⇒ 1): Let S ∈R-simp such that (ES) = 0; we must show that (ES) = ES.
Since ⊥=
∧{!ES0 | S ∈R-simp; (ES) = 0} we have by the hypothesis that a()=
⊥ 4 !ES0 . Then
⋂{kerf |f :ES → C1}=!C10 (ES)=a()(ES)=0 and therefore there
exists a monomorphism f :ES ,→ C1. Since ES is ;nitely cogenerated and uniform,
there exists a monomorphism g :ES ,→ (ES). Finally, since g(ES) is injective and
(ES) is uniform, we have that (ES)= g(ES); therefore (ES)=E((ES))=ES and
we are done.
For a given preradical , let us denote by S andN the following classes of simple
modules:
S = {S ∈R-simp | (ES) = 0} and N = {S ∈R-simp | (ES) = ES}:
Proposition 16.
1. For ; 	∈R-pr;  4 T ⇒S ⊆S	 and N	 ⊆N.
2. If ∈R-pr, then  is extreme if, and only if, S = {S ∈R-simp | (ES) = ES}
and N = {S ∈R-simp | (ES) = 0}, or equivalently, S ∩N = ,. In that case
N = R-simp\S.
3. If ∈R-prex, then HomR(ES; ET ) = 0 for each S ∈ S; T ∈N.
4. For ; 	∈R-prex, we have the following equalities
(a) S( : 	) =S∨	 =S ∪S	.
(b) S	 =S∧	 =S ∩S	.
(c) N( : 	) =N∨	 =N ∩N	.
(d) N	 =N∧	 =N ∪N	.
F. Raggi et al. / Journal of Pure and Applied Algebra 190 (2004) 251–265 257
5. For {
}
∈. ⊆ R-prex, we have the following equalities
(a) S∨

∈.{
} =
⋃

∈.S
 .
(b) S∧

∈.{
} =
⋂

∈.S
 .
(c) N∨

∈.{
} =
⋂

∈. N
 .
(d) N∧

∈.{
} =
⋃

∈. N
 .
Proof. (1) and (2) are clear.
(3) If 0 = f :ES → ET , then 0 = f(ES)=f((ES))6 (ET )=0, which is absurd.
(4) Due to part 1, we have S	 ⊆S∧	 ⊆S ∩S	 ⊆S ∪S	 ⊆S∨	 ⊆S( : 	).
Conversely, let S ∈R-simp. On one hand S ∈S ∩S	 ⇒ 	(ES) = (ES) = ES; that
is, S ∈S	. Hence S ∩S	 ⊆S	 and therefore S	 =S∧	 =S ∩S	.
On the other hand, S ∈S( : 	) ⇒ 	(ES=(ES))=ES=(ES). If S ∈S, then (ES)=0
and therefore 	(ES) = ES; that is, S ∈S	. Hence S( : 	) ⊆ S ∪ S	 and therefore
S ∪S	 =S∨	 =S( : 	).
The proof of corresponding statements about the classes N follows by taking com-
plements relative to R-simp.
(5) Let S ∈R-simp. On one hand (∨
∈.{
})(ES) = ES ⇔∑
∈. 
(ES) = ES ⇔

0 (ES)=ES for some 
0 ∈.; part (a) follows. On the other hand (
∧

∈. {
})(ES)=
ES ⇔ ⋂
∈. 
(ES) = ES ⇔ 
(ES) = ES for each 
∈.; part(b) follows.
The proof of corresponding statements about the classes N follows by taking com-
plements relative to R-simp.
Theorem 17. R-prex is a complete PC-big-sublattice of R-pr; that is, a complete
big-sublattice of R-pr that is closed under taking products and coproducts.
Proof. Let {
}
∈. ⊆ R-prex. In view of Proposition 16.5 we have(
S ∨

∈.
{
}
)
∩
(
N ∨

∈.
{
}
)
=
(⋃

∈.
S

)
∩
(⋃

∈.
N

)
=
(⋃

∈.
S

)
∩
(⋂

∈.
(R-simp\S
)
)
=
(⋃

∈.
S

)
∩
(
R-simp
∖(⋃

∈.
S

))
= ,:
Therefore
∨

∈.{
}∈R-prex.
In a similar way we can prove that
∨

∈.{
}∈R-prex.
Now let ; 	∈R-prex. Since S	 =S∧	; N	 =N∧	 and ∧ 	∈R-prex, it follows
that 	∈R-prex. In a similar way we can prove that ( : 	)∈R-prex.
If S ⊆ R-simp, we consider the preradical S =
∨{
ESES | S ∈S}.
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We have de;ned two assignments
R-pr → P(R-simp)
 →S
and
P(R-simp)→ R-pr
S → S
where P(R-simp) denotes the power set of R-simp.
Theorem 18. For S; N ⊆ R-simp the following conditions are equivalent.
1. There exists ∈R-prex such that S=S and N=N.
2. HomR(ES; ET ) = 0 for each S ∈S; T ∈N and S ∪N= R-simp.
Proof. (1⇒ 2): It is a consequence of Proposition 16.2 and 16.3.
(2⇒ 1): First we claim that S is extreme. For, let T ∈R-simp; we have two cases.
(a) If T ∈S, then S(ET )¿ 
ETET (ET ) = ET and therefore S(ET ) = ET .
(b) If T ∈ S, then T ∈N and hence, for S ∈S; 
ESES(ET ) =
∑{f(ES) |f :ES →
ET} = 0. Since this is true for each S ∈S, we have that ∨{
ESES | S ∈S}(ET ) =
S(ET ) = 0.
It follows from the arguments used in cases (a) and (b) above that S ⊆ SS
and N ⊆ NS . Since S is extreme, SS ∩NS = ,, but by hypothesis we have
S ∪N= R-simp. We conclude that S=S and N=N.
Let D ⊆ R-simp. If the pair S = D and N = R-simp\D satis;es the equivalent
conditions of Theorem 18 then D is termed “extreme” and the collection of all such
subsets of R-simp is denoted by E. A subset C of R-simp for which R-simp\C is
extreme is termed “coextreme”.
Due to Theorem 18, we can consider the two previously de;ned assignments that
are restricted to the smaller classes:
, :R-prex → E
 →S
and
 : E→ R-prex
S → S:
Remark 19.
1. For each ∈R-prex we have S 4 ; that is, ( ◦ ,)() 4 .
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2. For each S∈ E we have SS =S; that is, , ◦  =1E and therefore , is surjective
and  is injective.
Denition 20. Let ; 	∈R-prex. Then  ∼ex 	 if S =S	.
Clearly ∼ex is an equivalence relation in R-prex. We denote by []ex the correspond-
ing equivalence class of .
Proposition 21. Let ∈R-prex. Then ⊥⊥ ∈R-prex. Moreover,  ∼ex ⊥⊥.
Proof. By Remark 7, Proposition 9.2, 9.3 and Theorem 15, we have that for ∈R-prex,
⊥⊥⊥ 4 a(⊥⊥) 4 a() = ⊥ = ⊥⊥⊥. Again by Theorem 15, ⊥⊥ ∈R-prex. In that
case, if S ∈R-simp, then, due to Lemma 8, (ES) = 0 ⇔ ⊥⊥(ES) = 0; that is,
S =S⊥⊥ .
Theorem 22. []ex = [S ; 
⊥⊥] for each ∈R-prex.
Proof. First note that  ∼ex 	 ⇒ S =S	 and ⊥⊥= 	⊥⊥. The ;rst part is clear. For
the second, ⊥⊥ =
∧{!ES0 | (ES) = 0}=∧{!ES0 | 	(ES) = 0}= 	⊥⊥.
Now, let 	∈ []ex. Then S = S	 4 	 4 	⊥⊥ = ⊥⊥. Conversely, S 4 	 4 ⊥⊥
implies that S = SS ⊆ S	 ⊆ S⊥⊥ = S due to Proposition 16.1; therefore 	 is
extreme and 	∈ []ex.
Now let A ⊆ R-simp. We de;ne recursively the following subsets of R-simp.
A0 =A; for n¿ 0;
An+1 = {S ∈R-simp | ∃S ′ ∈An : HomR(ES ′; ES) = 0} and
/(A) =
⋃∞
n=0 An.
Note that An ⊆An+1 for each n.
Proposition 23. Let A ⊆ R-simp. Then /(A)∈ E. In fact, /(A) is the least extreme
set that contains A.
Proof. For the ;rst assertion, let S ∈ /(A) and T ∈R-simp\/(A). Then S ∈An for
some n; but T ∈An+1 implies HomR(ES; ET ) = 0. In view of Theorem 18, /(A)∈ E.
For the second assertion, let us suppose that C∈ E and A ⊆ C; therefore A0 ⊆ C.
Following an inductive argument, suppose n¿ 0 is such that An ⊆ C. Let S ∈An+1;
then there exists a simple module S ′ ∈An such that HomR(ES ′; ES) = 0. If S ∈ C,
then HomR(ES ′; ES) = 0, since C is extreme. This is a contradiction and therefore
An+1 ⊆ C; hence /(A) ⊆ C.
Corollary 24. Let A ⊆ B ⊆ R-simp. Then /(A) ⊆ /(B).
The dual construction is as follows:
Let B ⊆ R-simp. We de;ne recursively the following subsets of R-simp.
B0 =B; for n¿ 0;
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Bn+1 = {S ∈R-simp | ∃S ′ ∈Bn : HomR(ES; ES ′) = 0} and
)(B) =
⋃∞
n=0 Bn.
Note that Bn ⊆ Bn+1 for each n.
Proposition 25. If B ⊆ R-simp, then R-simp\)(B)∈ E. In fact, )(B) is the least
coextreme set such that contains B.
Proof. It is similar to the proof of Proposition 23.
Corollary 26. If A ⊆ B ⊆ R-simp, then )(A) ⊆ )(B).
Next we consider, attached to an arbitrary given preradical , the two following
preradicals:
e =
∧
{	∈R-prex |  4 	} and e =
∨
{	∈R-prex | ¡ 	}:
Note that e and e are extreme preradicals and that they are the least extreme
preradical above  and the greatest extreme preradical below , respectively.
Proposition 27. Let ∈R-pr.
1. If  is idempotent, then so is e.
2. If  is radical, then so is e.
Proof. If  is idempotent, then = · 4 e ·e ∈R-prex and therefore e 4 e ·e 4
e.
If  is radical, then  = ( : ) ¡ (e : e)∈R-prex and therefore (e : e) 4 e 4
(e : e).
Proposition 28. Let ∈R-pr. The following properties hold.
1. e =  ∨ /(S).
2. Se = /(S).
3. e ∼ex /(S).
Proof. By Proposition 16.4 and Remark 19.2 we have S∨/(S) =S ∪S/(S) =S ∪
/(S) = /(S). If S ∈S∨/(S) = /(S), then ( ∨ /(S))(ES)¿ /(S)(ES) = ES, since
/(S) ∈R-prex. Hence  ∨ /(S) ∈R-prex. Now let 	∈R-prex be such that  4 	. By
Proposition 16.1 we have S ⊆ S	. Since /(S) is the least element of E containing
S, we must have /(S) ⊆ S	; so /(S) 4 S	 4 	, by Remark 19.1. Therefore
 ∨ /(S) 4 	. We conclude that e =  ∨ /(S). Therefore Se = /(S) =S/(S) . This
proves the three properties.
For the dual construction, the situation is similar:
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Proposition 29. Let ∈R-pr.
1. e =  ∧ (R-simp\)(N))⊥⊥.
2. )(N) =Ne .
3. e ∼ex R-simp\)(N).
Proof. Notice ;rst that by Remark 19.2 we have S(R-simp\)(N)) =R-simp\)(N). Since
R-simp\)(N) ∈R-prex, N(R-simp\)(N)) = )(N
). By Proposition 16.4 and Proposition 21
we haveN∧(R-simp\)(N))⊥⊥=N∪N(R-simp\)(N))⊥⊥=N∪N(R-simp\)(N))=N∪)(N)=
)(N).
If S∈N∧(R-simp\)(N))⊥⊥ = )(N), then  ∧ (R-simp\)(N))⊥⊥(ES)6 (R-simp\)(N))⊥⊥
(ES) = 0, since R-simp\)(N) ∈R-prex.
Hence  ∧ (R-simp\)(N))⊥⊥ ∈R-prex. Now let 	∈R-prex be such that 	 4 . By
Proposition 16.1, we haveN ⊆N	. Since )(N) is the least coextreme set containing
N, we must have )(N) ⊆ N	; so S	 4 R-simp\)(N). By Remark 19.2 we have
S	 =SS	 . Hence by Proposition 22 	∈ [S	 ]ex = [S	 ; (S	)⊥⊥]; so 	 4 (S	)⊥⊥ 4
(R-simp\)(N))
⊥⊥. Therefore 	 4  ∧ (R-simp\)(N))⊥⊥. We conclude that e =  ∧
(R-simp\)(N))
⊥⊥. Therefore Ne = )(N), so Se = R-simp\)(N) =SR-simp\)(N) , by
Remark 19.2. This proves the three properties.
Using extreme preradicals, we now give some characterizations of rings.
Theorem 30. For a ring R the following conditions are equivalent.
1. R-pr = R-prex.
2. R is a left V-ring.
Proof. (1⇒ 2): Let S ∈R-simp. Then 
ESS ∈R-prex, then S=
ESS (ES)=ES and therefore
S is injective.
(2⇒ 1): Let ∈R-pr and S ∈R-simp. Then
(ES) = (S) =
{
S = ES
0
and hence ∈R-prex.
Theorem 31. For a ring R the following conditions are equivalent.
1. [1]ex = {1}.
2. R=⊕ki=1 ESi with Si ∈R-simp; k ∈N.
Proof. (1⇒2): By Theorem 22, 1=∨{
ESES | S∈R-simp}, then ∨{
ESES | S ∈R-simp}(R)=
R implies that there exists an epimorphism ⊕mi=1 ESi  R. Since R is projective, it is a
direct summand of ⊕mi=1 ESi and therefore R is injective. By reordering the Si we can
choose S1; : : : ; Sk such that ⊕ki=1 Si is essential in R. Then R= E(⊕ki=1 Si) =⊕ki=1 ESi.
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(2 ⇒ 1): Let M ∈R-Mod. There exists an epimorphism ⊕ki=1(ESi)(X )  M ;
then
∨{
ESES | S ∈R-simp}(M) = M and this proves that ∨{
ESES | S ∈R-simp} = 1, by
Theorem 22.
Let R be a ring and S; T ∈R-simp. Recall that S and T are homologically connected
if there exists a ;nite sequence of simple modules S = S1; S2; : : : ; Sn = T such that
HomR(ESi; ESi+1) = 0 for all 16 i¡n. As a consequence of Theorem 22 we have
the following characterization.
Proposition 32. For a ring R the following conditions are equivalent.
1. R-prex = {0; 1}.
2. (a) R=⊕ki=1 ESi with Si ∈R-simp; k ∈N.
(b) For each S; T ∈R-simp, S and T are homologically connected.
Proof. (1⇒ 2): Since [1]ex = {1}, we have that R=⊕ki=1 ESi with Si ∈R-simp, k ∈N,
due to Theorem 31.
Let S; T ∈R-simp and let A = {S}. In the present situation there are only two
extreme classes, namely , and R-simp. Since S ∈A; /(A) = R-simp, in the notation
of Proposition 23. Then T ∈ /(A) and therefore there exists n such that T ∈An, which
leads to the existence of Sn−1 ∈An−1 such that HomR(ESn−1; ET ) = 0. Continuing in
this way we obtain the required sequence of simple modules. Note that S0 ∈A0 means
that S0 = S, as needed.
(2 ⇒ 1): Due to Theorem 31, we have that [1]ex = {1}. Let ∈R-prex,  = 0,
let S ∈ S (this is possible, since  = 0 ⇒ S = ,) and T ∈R-simp. By hypoth-
esis, there exists a ;nite sequence of simple modules S = S1; : : : ; Sn = T such that
HomR(ESi; ESi+1) = 0 for all i= 1; 2; : : : ; n− 1. This implies that T ∈ /(S) = S, since
∈R-prex. Then S = R-simp and therefore  ∼ex 1; that is,  = 1.
Now we study the equivalence class corresponding to ∼⊥ of some atoms of R-pr.
Remark 33. Let S ∈R-simp; if S is injective, then 
ESS ∈R-prex and [
ESS ]⊥ = [
ESS ]ex,
by Proposition 11 and Theorem 22.
Lemma 34. Let S ∈R-simp and M ∈R-Mod; M = 0; if S is injective and projective
and (
SS)
⊥⊥(M) =M , then there exists a monomorphism S ,→ M .
Proof. First note that for each T ∈R-simp such that 
SS(ET )=0, it is true that !ET0 (M)=
M . On the other hand, note that 
SS(ET ) = 0 ⇔ T = S and that !ET0 (M) = M ⇔
HomR(M;ET )=0. Then we have that for each T ∈R-simp; T = S ⇒ HomR(M;ET )=0.
Therefore there exists a monomorphism M ,→ (⊕R-simpET )X such that all the pro-
jections (⊕R-simp ET )X  ET are zero if T = S. This in turn implies that there
exists a monomorphism M ,→ SX . Being M = 0, there is an epimorphism M 
S. Since S is simple projective, this epimorphism splits to a monomorphism
S ,→ M .
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Theorem 35. Let S ∈R-simp; if S is injective and projective, then [
ESS ]⊥ = {
ESS }.
Proof. Note that in this case (
ESS )0 = 

ES
S , so we only have to prove that (

S
S)
⊥⊥ =
(
ESS )
⊥⊥ = 
ESS .
First we note that Proposition 2.1.4 of [5] implies that (
SS)
⊥⊥=
∧{!ET0 | 
SS(ET )=0}
is a left exact radical and hence is idempotent. Then Proposition 2.1.1 of [5] implies
that (
SS)
⊥⊥ =
∨{
MM | (
SS)⊥⊥(M) =M}.
Let M ∈R-Mod be such that (
SS)⊥⊥(M)=M . By Lemma 34, there exists a monomor-
phism S ,→ M . Suppose that 
SS(M) = M . Since (
SS)⊥⊥(M) = M we also have
(
SS)
⊥⊥(M=
SS(M))=M=

S
S(M), and by the same Lemma there exists a monomorphism
S ,→ M=
SS(M). 
SS(M) is not essential in M, since S cannot be at the same time pro-
jective and singular. Therefore 
SS(M)∩K=0 for some 0 = K6M . Since (
SS)⊥⊥ is a
left exact radical then (
SS)
⊥⊥(K)=K and again by Lemma 34 we can ;nd a monomor-
phism S ,→ K , which is a contradiction. Therefore we conclude that 
SS(M) =M ; that
is, 
MM 4 

S
S .
So far, we have that (
SS)
⊥⊥ =
∨{
MM | (
SS)⊥⊥(M) =M} 4 
SS . By Proposition 9.2
we have the equality.
4.2. Totalizers, annihilators and pseudocomplements
The following results give necessary and suPcient conditions on a left exact prerad-
ical  to have equalities for some of the associated preradicals t(); ⊥ and a().
Theorem 36. Let ∈R-pr be a left exact preradical. Then the following conditions
are equivalent:
1.  = 
R(R) and (R) is an idempotent ideal of R.
2. t() = ⊥.
Proof. From Theorem 3.1.4 of [5] we recall that t() =
∨{
MM | (R)M = 0} is a left
exact Jansian preradical. We also recall that ⊥ is a radical.
(1 ⇒ 2): The inequality ⊥ 4 t() always holds by Remark 7. For the opposite
inequality, let M ∈R-Mod; we have ( ∧ t())(M) = (M)∩ t()(M) = (t()(M)) =
(R)(t()(M)), where the second equality holds since  is left exact. Since t()(M)=∑{
NN (M) | (R)N=0}, then (R)(t()(M))=0, which implies that (∧ t())(M)=0;
that is,  ∧ t() = 0. Therefore ⊥ ¡ t(), by Theorem 4.
(2 ⇒ 1): First, we claim that  is a radical. We have that (R)M6 M for each
M ∈R-Mod and therefore (R)(M=M)=0. We also have that M=M =
M=MM=M (M=M).
Since t()=
∨{
MM | (R)M =0} we have 
M=MM=M (M=M)6 t()(M=M)=⊥(M=M);
the last equality by hypothesis. Therefore ⊥(M=M) =M=M . Now, (M=M)6M=
M = ⊥(M=M) implies (M=M) = ( ∧ ⊥)(M=M) = 0 and we are done.
Second, we claim that (R)M = (M) for each M ∈R-Mod. We have that M=(R)
M = 
M=(R)MM=(R)M (M=(R)M). Since (R)(M=(R)M) = 0 we have 

M=(R)M
M=(R)M (M=(R)M)6
t()(M=(R)M)= ⊥(M=(R)M); so that ⊥(M=(R)M)=M=(R)M . Then (M=(R)
M)6M=(R)M = ⊥(M=(R)M); that is, (M=(R)M) = ( ∧ ⊥)(M=(R)M) = 0.
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Since  is a radical, we have that (M)=(R)M =(M=(R)M)=0 and hence (M)=
(R)M = 
R(R)(M). In particular, (R) = (R)(R).
Denition 37. We say that an ideal I of R is “extreme” if IES = 0 or IES = ES for
each S ∈R-simp. Note that this is equivalent to 
RI being an extreme preradical.
Theorem 36 is strengthened in the following result.
Theorem 38. Let ∈R-pr be a left exact preradical. Then the following conditions
are equivalent:
1.  = 
R(R) and (R) is an extreme idempotent ideal of R.
2. t() = a().
Proof. (1 ⇒ 2): Due to Theorem 36, ⊥ = t(). Therefore (ES) = (R)(ES) ={
ES
0 so that  is an extreme preradical. Theorem 15 implies that a() = 
⊥ = t().
(2⇒ 1): We have from Remark 7 that ⊥ 4 t() = a(). Let S ∈R-simp such that
(ES) = 0. We claim that a()(ES) = 0. For, let us suppose that a()(ES) = 0; then
(ES)6e ES implies 0 = (ES) ∩ a()(ES) = a()((ES)) = 0 (because by Theorem
3.1.4 of [5] a() = t() is left exact), and this is a contradiction. Then we have that
a() 4 !ES0 and therefore a() 4 
⊥; that is, ⊥ = a() = t(). By Theorem 36,
=
R(R) and (R) is an idempotent ideal of R. Finally, (R) is an extreme ideal since
by Theorem 15  is an extreme preradical and (M)=(R)M for each M ∈R-Mod.
Example 39. Let
R=
(
Q 0
R R
)
;
where Q and R denote respectively the ;elds of rational and real numbers. R has only
two isomorphism classes of simple left R-modules, namely
S1 =
(
0 0
R 0
)
;
which is projective, and S2 = R=I , which is injective and singular, where
I =
(
0 0
R R
)
:
We have
ES1 =
(
R 0
R 0
)
and ES1=S1 ∼= S(R)2 . Therefore HomR(ES1; S2) = 0. On the other hand HomR(S2; ES1)=0.
In this case there are only three extreme subsets of R-simp, namely S0 = ,; S =
{S2} and S	 = {S1; S2}, where  = !ES10 ∈R-prex and 	= 1. Therefore there are three
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equivalence classes of the relation ∼ex, namely [0]ex = {0}; []ex = [
S2S2 ; ] and [	]ex =
[
ES1ES1 ∨ 
S2S2 ; 1]. There are also three equivalence classes of the relation ∼⊥, namely
[0]⊥ = {0}; []⊥ = [
S2S2 ; ] and [	]⊥ = [
ES1S1 ∨ 
S2S2 ; 1]. We claim that 
S2S2 = . First
observe that (
S2S2 )
⊥⊥ = ⊥⊥ = . Let M ∈R-Mod be such that (
S2S2 )⊥⊥(M) = M . As
in the proof of Lemma 34 we conclude that there is a monomorphism M ,→ SX2 .
Now observe that S2 has the same structure as an R-module and as a Q-vector space.
Therefore M is semisimple and 
S2S2 (M) = M . This proves that 

M
M 4 

S2
S2 ; therefore

S2S2 = . Thus []ex = []⊥ = {}.
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