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ABSTRACT 
 
Huang, Lumeng. M.S., Department of Earth and Environmental Sciences, Wright State 
University, 2010. Transport through Georeservoirs: Spatial Entropy in Hydraulic 
Properties, and Temporal Entropy in Residence Time Distributions 
 
   The general principle of maximum entropy can be used to guide the construction of 
flow and transport models parameters when are uncertain. The principle states that the 
model which maximizes the entropy should be chosen so that the full multiplicity or 
uncertainty is represented in the model outcomes.  
   In models for flow and transport through georeservoirs, the principle would commonly 
be applicable to the uncertainty in the model outcome for the time of travel through the 
system, in order to represent the full range of multiplicity in the distribution of residence 
times. Importantly, the model which maximizes the entropy in the distribution of mass 
residence times may not be the model which has maximum entropy in the spatial 
distribution of parameters. Simulations that represent geologic structure have reduced 
entropy in the spatial distribution of strata, and consequently the spatial distribution of 
permeability, as compared to independent random simulations. Though geologic structure 
reduces spatial entropy in the parameter field, it can lead to maximum entropy in the 
model outcomes. The maximum entropy principle should be applied at the relevant 
decision point (particle residence times) and not at some intermediate point (model 
parameterization).  
   Geologic structure will have a large impact on increasing the entropy in the distribution 
of residence times when it manifests as preferential flow pathways through the system via 
iv 
 
connected high-permeability sediments. At certain volume fractions, the full connectivity 
of the high-permeability sediments will not be represented unless the model is three-
dimensional. At these volume fractions, two-dimensional models can profoundly under-
represent the entropy in model outcomes. The results underscore the importance of 
characterizing the proportions and three-dimensional structure of high-permeability units 
in models for mass transport.  
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I. INTRODUCTION 
The natural architecture of stratal unit types in georeservoirs (aquifers and petroleum 
reservoirs) affects the behavior of fluid flow and the dispersion of mass [e.g. Desbarats, 
1990]. The spatial distribution and connectivity of higher permeability strata (sands, 
gravels, sandy gravels, referred to hereafter collectively as ‘‘sand’’) plays an important 
role [Anderson, 1991; Guin and Ritzi, 2008].  The effect of preferential flow pathways 
formed by connected sands that span up-gradient and down-gradient boundaries needs to 
be captured to characterize the fluid flow and mass transport [Liu et al., 2004; Lee et al., 
2007]. 
The finite-difference method is commonly used in developing numerical models to 
simulate fluid flow through heterogeneous sediments. Figure 1 shows a finite-difference 
grid of 1 106 cells representing the distribution of sand in a georeservoir of arbitrary 
volume. Figure 1a represents a structured domain, with an underlying spatial correlation 
in the distribution of sand cells among lower permeability cells (silt, clay, referred to 
hereafter collectively as ‘‘clay’’). Figure 1b is a random domain with no underlying 
correlation (the sand cells have a maximally disordered distribution). The problem of 
sand connectivity is considered within the mathematical theory of percolation [e.g. 
Stauffer and Aharony, 1994; Hunt, 2005; Guin and Ritzi, 2008]. When connected clusters 
of cells span the domain, forming a continuous pathway, they are said to percolate. The 
example given in Figure 1 is a particularly interesting one to consider. The sands in 
Figure 1a percolate. The sands in 1b do not, although they exist at the same proportion 
(volume fraction), Ps, as those in Figure 1a. From the percolation theory we know that  
1
 
 
 
 
Figure 1 Three-dimensional realizations of a cubic lattice at a volume fraction of sand equal to 
0.2758. (a) Sand distributed with exponential spatial correlation; (b) Sand distributed with 
spatially independent random placement (Guin and Ritzi, 2008). 
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clusters of sand cells percolate at lower Ps in a finite correlated domain than in a random 
infinite domain [Harter, 2005; Guin and Ritzi, 2008]. Cells do not percolate in infinite 
random three-dimensional simulations unless the Ps is greater than or equal to 0.3116 
[Stauffer and Aharony, 1994]. Thus, in comparing a correlated to a random system at the 
same Ps, as in Figure 1, both will come to have percolation for Ps → 1. Neither of them 
will have percolation as Ps → 0. At any Ps between 0 and 1, the spatial disorder between 
a correlated simulation and an independent randomly distributed simulation can be 
quantified through the Shannon spatial entropy metric [Scheibe, 1993]. The Shannon 
spatial entropy represents the average uncertainty in the state of a cell, in the sense of it 
being occupied by either sand or clay. Scheibe (1993) showed that the Shannon spatial 
entropy will be maximized in the simulation in which sands are independently and 
randomly simulated. 
Figure 1 also illustrates the general principle that percolation exists at lower Ps in 
three-dimensional (3-D) models than in two-dimensional (2-D) models [Silliman, 1996]. 
A 2-D model extracted from Figure 1a (e.g. any one of the faces shown) generally does 
not have percolating sand, although the 3-D model does. Cells do not percolate in infinite 
random 2-D slices unless the Ps is greater than or equal to 0.5. 
Consider the case where flow enters one side of a domain in Figure 1, and exits an 
opposing side. Of interest here is dispersion of mass (e.g. solutes, contaminants, bacteria, 
viruses, etc.) resulting from differences in rates of advection. Particles of mass each travel 
along different, tortuous paths through the structure of the reservoir, at different rates, and 
3
 
 
thus have different residence times. We are interested in the distribution of particle 
residence times. 
The arrival of a particle at the down gradient boundary might represent the arrival of 
contamination at a regulatory compliance point. The threat of the first arrival of 
contamination motivates characterizing the shorter residence times. Concern over the 
persistence of contamination and formulating remediation strategies both motivate 
characterizing the longer residence times. The arrival of a particle represents a future 
state of the system. I here characterize the average uncertainty in the future state of a 
system with a metric for the entropy in the residence-time distribution of particles, as 
described below.  
The distinction between quantifying entropy for spatial and for temporal attributes 
of georeservoir flow and transport simulations is important. The general principle of 
maximum entropy has been used to guide the construction of flow and transport models 
under uncertain parameters and states that the model which maximizes the entropy should 
be chosen so that the full multiplicity or uncertainty is represented in the model [e.g. 
Jaynes, 1982; Woodbury and Ulrich, 1998]. Scheibe and Murray (1998) stated that the 
maximum entropy principle should be applied at the relevant decision point (particle 
residence times) and not at some intermediate point (model parameterization, specifically 
the model for the hydraulic conductivity distribution of sand and clay). As shown by 
Scheibe (1993), models of heterogeneity that represent geologic structure will have lower 
spatial entropy than models with random distributions of parameters in which spatial 
entropy is maximized. Yet, the entropy in the final model outcomes (residence times) 
4
 
 
could be maximized in the case in which the geologic structure is represented (but spatial 
entropy in the parameters is lower). Scheibe and Murray (1998) inferred this, but did not 
explicitly prove or demonstrate it by quantifying entropy in outcomes for a specific case. 
Thus, I will refer to the idea that geologic structure, while reducing the spatial entropy in 
model parameterization, can maximize the entropy in residence-time distribution, as the 
Scheibe and Murray (1998) conjecture. 
The general goals of this study were to illustrate the role of connectivity on 
advective and dispersive transport within the percolation theory and explore the Scheibe 
and Murray conjecture. The generic georeservoir model in Figure 1 was used. The 
entropy in residence time distributions between structured and unstructured domains was 
compared. Some [e.g. Heinz et al., 2003, Klise et. al., 2009] have recently studied flow 
and transport using 2-D models. I also examined bias that might be introduced by using 
2-D models for 3-D domains, because 2-D models may not properly represent percolation.  
The stratal models were generated with sequential indicator simulation with the code 
TProGS [Carle, 1999]. The cell size is 0.1 length units (L, arbitrary) on a side. The 
domain size is 100 cells in x, y, and z. Figure 1(a) was created with an isotropic integral 
scale (λ) of 1L. Figure 1(b) was created with no correlation. Different realizations of the 
distributions of sand and clay were generated by varying seed numbers, in a Monte Carlo 
framework. The stratal units were then populated with hydraulic conductivity values 
according to stratal-based distributions for each unit type. I simulated fluid flow and 
advective particle tracking in these models. Entropy of residence time distributions were 
computed and compared between structured domains with percolating sands, and 
5
 
 
unstructured domains, in scenarios with different hydraulic conductivity contrast between 
sand and clay.  
The work of Guin and Ritzi (2008) gives an analytical framework for evaluating the 
probability of percolation occurring in these finite-domain simulations due to truncation 
of cluster sizes relative to the infinite domain assumed in the classical percolation theory. 
Guin and Ritzi (2008) considered the Euclidean length of sand and clay clusters, lα(uy) 
defined as the length of adjacent α cells along a line sampled in the direction of unit 
vector uy, with α = [sand, clay]; and y as any of the lattice coordinates.  They showed that 
analytical expressions could be derived for the probability distribution function, mean, 
and variance of these lengths.  These expressions are given in Table 1.  The expressions 
for the random placement are functions of proportion only.  The expressions in the 
correlated placement are functions of proportion and the correlation scale, λ, where: 
)()(
)()(
yclayysand
yclayysand
ulul
ulul
+
=λ  
Statistics for the examples in Figure 1 are given in Table 2 and compared to the 
theory.  Importantly, Guin and Ritzi (2008) used these analytical expressions to show that 
percolation occurs in Figure 1(a) because the length distribution of clay clusters is 
significantly truncated by the finite extent of the domain, which causes sand clusters to 
occur in higher density than would occur in the infinite domain.  More complex effects 
on percolation within hierarchical stratal architecture in fluvial deposit were explored by 
Guin et al. (2010). 
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Table.1 Expressions for computing theoretical length statistics for both random and correlated 
systems (α, β = sand, clay and α ≠ β). 
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Table 2 Sample length statistics for PS = 0.2758. (R) = Realization, (T) = Theory. 
 
 
 
 
 
 
 
 
Correlated Random 
sand clay sand clay 
P 0.276 0.724 0.276 0.724 
)(Rl  1.272 2.789 0.138 0.353 
)(Tl  1.381 3.626 0.138 0.363 
)(2 Rσ  1.091 6.454 0.006 0.090 
)(2 Tσ  1.907 13.147 0.005 0.095 
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Hydraulic conductivity (K) distributions often vary by strata type in sedimentary 
aquifers [e.g. Dai et al. 2005; Ritzi and Allen-King, 2007; Ramanathan et al., 2010]. Hunt 
and Idriss (2009) assigned K distributions to the strata types in Figure 1 using three 
examples with low, medium, and high contrasts between the mean of sand hydraulic 
conductivity , and that for clay,  (Table 3 and Figure 2). Arbitrary units of L/T are 
used. Results are normalized, so orders of magnitude difference between sand and clay 
rather than specific values are important. Real georeservoirs with strongly bimodal 
distributions of K are described, for example, by Ritzi et al. (2000). The choice for the 
distributions to be used in this study is somewhat arbitrary. I chose to use the 
distributions from Hunt and Idriss (2009), because they are published and covered an 
interesting range of scenarios. 
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Table 3 Distribution of hydraulic conductivity values (Hunt and Idriss, 2009). 
Difference between the means of 
hydraulic conductivity 
Clay Sand 
Arithmetic 
Mean 
Variance 
Arithmetic 
Mean 
Variance 
High: 5 orders of magnitude 7.83E-03 2.14E-05 1.27E+03 5.68E+05 
Medium: 3 orders of magnitude 1.16E+00 4.72E-01 1.27E+03 5.68E+05 
Low: 2 orders of magnitude 1.16E+00 4.72E-01 1.72E+02 1.04E+04 
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Figure 2 Histogram showing the distribution of hydraulic conductivity with 
approximately a) two orders of magnitude difference in the mean value (low contrast); 
b) three orders of magnitude difference in the mean value (medium contrast); c) five 
orders of magnitude difference in the mean value (high contrast). 
 
  11
 
 
II. METHODOLOGY 
The particle tracking code PATH3D [Zheng, 1989, modified by Telford, 2002] was 
used to simulate mass transport across the percolating and non-percolating reservoir 
domains. The three-dimensional, time-centered finite difference model MODFLOW 96 
[Harbaugh and McDonald, 1996] was used to calculate steady state head values for input 
to PATH3D. Only advective movement was simulated in particle transport. A dispersion 
parameter was not used so that the influence of heterogeneity alone on dispersing 
particles was captured. The inflow boundary was defined with uniform and constant head, 
as was the outflow boundary with a lower value for head. Boundaries parallel to flow 
were defined with no-flow boundary conditions. 
Particles were instantaneously released in cells at the inflow boundary, according to 
a flux-weighted start location. Establishing the source of particles involved some 
tradeoffs. It is desirable to have a representation of the influence of all cells on the inflow 
boundary. However, if an equal number of particles are assigned to each inflow boundary 
cell, the results will be overwhelmed by particles starting in clay. In light of this, a 
common approach is to assign particles to cells based on the percentage of inflow in each 
cell at the boundary. Sand cells carry a higher percentage of flux, and therefore this 
approach makes the influence of sand percolation more easily identifiable in the results. 
Following this approach, initially 5000 particles were assigned to locations within a 
cell with 50 particles for each one percent of total inflow. Because the model has 1 104 
cells on the boundary, many clay boundary cells have less than 0.02% of the flux as 
required for each single particle, and thus were not initially allocated particles. Therefore, 
12
 
 
to have inflow from all cells represented in the simulation, one particle was also assigned 
to each of these clay boundary cells. This gave roughly 12,000 particles in total on the 
inflow boundary.  
The 2-D domains are grid layers extracted from 3-D correlated domains. A similar 
method was used to allocate particles at the 2-D domain inflow boundary. Initially, 3000 
particles were assigned with 30 for each one percent of flux. Because these are only 100 
cells on the boundary, almost all cells received a particle. For the small number of cells 
that had less than 0.033% of the flux as required for a single particle, one particle was 
assigned. The particle tracking algorithm had intractable numerical problems (with step 
size) with the 2-D higher contrast scenaio, so that about 50% of particles would not move 
from the source. Thus results for the high-contrast scenario are not present. 
The average arrival time of particles through a 100% sand domain with  = 
1.27 103 is ts, and ts is used as a reference to normalize results. Simulations were run for 
a total time of 1 108 times ts to allow the slowest particles to reach the down-gradient 
boundary. Particle residence times, ti, were normalized by ts, and the distributions of the 
natural log of (ti/ts) were plotted. The residence time distributions (RTD) in Figure 3 were 
obtained by pooling particle travel times from thirty Monte Carlo 3-D realizations in each 
of the six scenarios (three different K contrasts for both structured and unstructured 
domains). Every Monte Carlo realization was created with different seeds in the 
generation of both the stratal distribution and the K distribution.  
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Two metrics were used to quantify the uncertainty in the residence-time distribution 
for each scenario. The first metric was used to characterize the uncertainty in the range of 
time over which particles arrive (residence time range, RTR):  
              1  
where  and  are the maximum and minimum residence time of particles in one 
simulation. 
This metric would be relevant, for example, in the context of understanding the 
length of time contamination could be resident within the reservoir. The RTR was 
computed for each realization, and the average RTR was computed among the RTR 
results, as a function of how many realizations were included. The RTR metric was used 
to decide how many realizations, N, were sufficient for the Monte Carlo analysis (Figure 
4). The average RTR for the ensemble becomes fairly stable after 20 realizations. By 
N=30 the average RTR are clearly different for each scenario. Reordering the sequence of 
realizations in Figure 4 does not affect the results between 20th to 30th realizations.   
The second metric is the Shannon entropy, SE, a common measure of entropy 
[Beirlant et al., 1997], given by: 
  ln                 2  
where – lnp(xi) is the surprisal for outcome xi, and xi = ln(ti/ts) binned over unit intervals. 
Thus, the surprisal represents the uncertainty in the future state of the system with regard  
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to a particle arriving in a time window α ≤ ln(ti/ts) ≤ β where α, β = 0, 1; 1, 2; 2, 3…..etc. 
The SE is the average surprisal or uncertainty for these intervals of arrival. The RTR is 
the width of the window over which the multiplicity of arrival states is distributed. As 
with the RTR, the SE metric was computed for each realization, and the results were 
averaged for each scenario.  
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III. RESULTS AND DISCUSSION 
Figure 3 shows the RTD for each of the six scenarios, for 3-D simulations. The three 
scenarios with a spatial correlation structure all have about 20% to 30% of particles 
arriving relatively early (fast group), with lower ln(ti/ts) than the rest of the particles in the 
scenario. The  in medium and high contrast scenarios is the same as the  used for 
defining ts. Thus, the medium- and high-contrast scenarios show early arrival close to 
ln(ti/ts) = 0, indicating the particles have traveled through connected cells of sand, 
consistent with the fact that the sands percolate in these scenarios.   
Each ti is inversely proportional to the effective conductivity of the particle pathway. 
Let KEs be the effective conductivity associated with ts, and KEi be that associated with ti. 
The ln(ti/ts) will be approximately equal to 2.3log10(KEs /KEi). The low-contrast scenario 
has  which is of the order of 1/10 of the  used to define ts, and thus particles 
traveling through sand should have a KEi of the order of 1/10 of KEs. Indeed, the ln(ti/ts) 
in the fast group is about equal to 2.3, confirming the presence of transport through 
preferential flow pathways of connected sand. 
The RTD for the low- and medium-contrast scenarios with spatial correlation have 
about 80% of the particles arriving relatively late (slow group). If particles in the slow 
group were transported strictly through clay, the KEi should be of the order of 1E-3 times 
KEs for ts. Thus the inflection point of the curve defining the slow group of particles 
should occur at a ln(ti/ts) of around 6.9. The inflection point occurs earlier, at ln(ti/ts) 
around 5.3, reflecting the fact that particles in the slow group in these scenarios have 
some residence time in sand. Similarly, if particles were strictly transported through clay 
18
 
 
in the high-contrast scenario, the slow group of particles should have an inflection point 
at ln(ti/ts) around 11.5, but it occurs earlier, around 10.8 indicating some residence time in 
sand. 
The lack of preferential flow pathways in results from scenarios with an independent 
random distribution of sands is apparent. The first arrival particle is orders of magnitude 
later than any of those in the percolating scenarios. The RTDs are generally lognormal.  
Computing spatial entropy has led to diverse approaches (Scheibe, 1993). Using one 
approach, Scheibe (1993) compared the spatial entropy in permeability between spatially 
structured and independent random cases. He used the Shannon entropy metric as in 
Equation 2, but with probabilities as a function of space,  , representing the 
probability that a grid cell takes on a certain value. Scheibe (1993) defined  based 
on a spatial binomial characterization of outcomes within a block of cells. Using this 
approach, Scheibe (1993) showed that the spatial entropy is always maximized for an 
independent random distribution. Using another way, I also showed this specifically for 
the distribution of sand and clay in our realizations (Figure 1). The Shannon entropy was 
computed based on the probability of the occurrence of sand in a cell along any 
coordinate direction within a 1 λ distance. For the correlated distributions, the  was 
based on the exponential transition probabilities (Equation 1 in Guin and Ritzi, 2008) 
used to create the simulation. For the independent random distributions, the  was 
based only on Ps. The spatial entropy is 4.63 for the correlated scenarios and 7.10 for the 
random scenarios. Our result is consistent with the result in Scheibe (1993) showing that 
spatial entropy is maximized for an independent random distribution. 
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Shifting focus back to arrival times, the average RTR and SE for the arrival times of 
each scenario are given in Table 4. Both metrics are always higher for the spatially 
correlated simulations as compared to the independent random simulations with the same 
K contrast. Thus, the Scheibe and Murray conjecture is clearly shown to be true in this 
example. The geologic structure, while reducing spatial entropy, maximizes entropy in 
the model outcomes (RTDs) as compared to the unstructured model. Thus, if the 
principle of maximum entropy guides developing such a model it should be applied with 
respect to the RTDs, and not with respect to the spatial entropy in the distribution of sand 
and clay.  
At some Ps lower than what was used here (Figure 5), the sand will not percolate in 
either the structured sand distribution or the independent random sand distribution. I 
expect the SE of the RTDs will still be greater in the structured sand model because the 
model will have the possibility of pathways including longer sand bodies leading to 
shorter residence times, and pathways through longer clay bodies leading to longer 
residence times. At some Ps higher than what was used here, the sand will percolate in 
both the structured sand distribution and the independent random sand distribution. Again, 
for the same reason, I expect the SE to be maximized in the case of structured sand. 
Figure 6 presents RTDs from the correlated 2-D simulations as compared to RTD 
from their source 3-D models (all have correlation structure). The bias introduced by the 
2-D simulations is immediately apparent. Because the 2-D slices do not have percolating 
sand as exists in the corresponding 3-D model, the early arrival of fast groups is not  
 
20
 
 
 
Table 4. Average RTR and SE (from 30 realizations) in each scenario. 
Metrics  Scenarios 
Difference between  and  
Low: 2 orders of 
magnitude 
Medium: 3 orders 
of magnitude 
High: 5 orders of 
magnitude 
RTR 
Correlated 8.781 10.88 15.988 
Random 6.176 8.397 12.491 
SE 
Correlated 1.681 2.216 2.442 
Random 0.47 1.084 2.333 
 
 
 
 
 
 
 
 
 
 
21
 
 
 
 
 
 
 
 
 
 
Figure 5. Percolating versus proportion of sand for connected and random distributions. 
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present in the 2-D simulations. The RTR and SE of the source, 3-D, correlated 
simulations are under-represented in the 2-D simulations (Table 5).   
Heinz et al. (2003) and Klise et al. (2009) presented 2-D simulations intended to 
illustrate the effect of high-permeability strata. Based on the proportion and length of 
high-permeability strata in their studies, it is likely that the high-permeability strata 
would percolate in 3-D though they do not in the 2-D slice they modeled. Thus, their 
results may have the type of bias I have illustrated here. Heinz et al. (2003) recognized 
this, stating “there are probably faster paths” in the third dimension. The results in Figure 
6 show that these paths might be orders of magnitude faster, and that the RTDs might 
have a completely different character.  
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Table 5. RTR and SE in one realization of 3-D and 2-D. 
Metrics  Scenarios 
Difference between  and  
Low: 2 orders of 
magnitude 
Medium: 3 orders of 
magnitude 
RTR 
2-D 3.042 5.355 
3-D 7.375 10.726 
SE 
2-D 0.804 1.029 
3-D 1.631 2.326 
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IV. CONCLUSIONS 
The general principle of maximum entropy can be used to guide the construction of 
flow and transport models under uncertain parameters. The principle states that the model 
which maximizes the entropy should be chosen so that the full multiplicity or uncertainty 
is represented in the model outcomes. 
In models for flow and transport through georeservoirs, the principle would 
commonly be applicable to the uncertainty in the model outcome for the time of travel 
through the system, in order to represent the full range of multiplicity in the distribution 
of residence times. Importantly, the model which maximizes the entropy in the 
distribution of mass residence times may not be the model which has maximum entropy 
in the spatial distribution of parameters. 
Simulations that represent geologic structure have reduced entropy in the spatial 
distribution of strata, and consequently the spatial distribution of permeability, as 
compared to independent random simulations. Although geologic structure reduces 
spatial entropy in the parameter field, it can lead to maximum entropy in the model 
outcomes.  
Thus, the maximum entropy principle should be applied at the relevant decision 
point (particle residence times) and not at some intermediate point (model 
parameterization).  
Geologic structure will have a large impact on increasing the entropy in the 
distribution of residence times when it manifests as preferential flow pathways through 
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the system via connected high-permeability sediments. The structured distribution of 
strata and hydraulic conductivity can lead to connectivity of high-permeability units at 
lower proportions than in an unstructured model. Furthermore, at certain volume 
fractions, the full connectivity of the high-permeability sediments will not be represented 
unless the model is three-dimensional. At these volume fractions, two dimensional 
models can profoundly under-represent the entropy in model outcomes.  
The results underscore the importance of characterizing the proportions and three-
dimensional structure of high-permeability units in models for mass transport.  
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APPENDIX 
INSTRUCTION FOR RUNNING CODES AND FILE TYPES 
 
Please refer to the CDROM in the back of this thesis for digital copies of the 
program codes, input files, and sample output files used or generate during this study.  
The folder MCMOD contains FORTRAN code, and includes an executable file for 
MCMOD. The parameter files are separated into a Correlated and Random folder.  
The TSIM folder includes a FORTRAN code, and includes an executable file for 
TSIM. The bgr2ascii2.exe is used to convert a binary bgr file created by TSIM to an ascii 
formatted file, to be input for PERMEX. The parameter and output files from tsim.exe 
and bgr2ascii2.exe are separated in to a Correlated and Random folder. The heading in 
tsim.ascii must be changed to that in this example, so that the PERMEX will read it in 
correctly.   
To check whether sands are connected in correlated simulations, the Searchxa1.f 
code in Search Connectivity can be used. When the search1.exe is running, it will ask 
which parameter file to be used. The parameter file can be created as example, tsc.par. In 
parameter file, the first line is the name of asscii file (output from TSIM) you want to 
search in. The second line is the name of output file in your choice. The third line is the 
dimension in x, y and z. The unit intervals in x, y and z are in the fourth line. The groups 
of connceted sands will be listed in the output (tsc.out in this example). In the output file, 
each “group” is a cluster of connected cells. The columns two to four are the x, y and z 
coordinates of the cell particles move parallel to the y-coordinate axis, so we want to see 
if the cluster has cells at y=0 and y=10. This can be checked by searching through the y 
coordinate values. 
The parameter file for PERMEX is used to set the mean and vairance for each stratal 
unit. When the PERMEX is runing, it will ask you to put in the value of nx, ny and nz. 
They are all 100 in this case. Then it will ask you to choice the seed value specific <1> or 
random <0>. I put 0 here to generate random seed. One of the output files from 
PERMEX named results20.out needs to be reordered along x, y and z, then saved in 
another file named permx.out (single column with heading) which is the input for 
MKMODFLOW. In the heading of permx.out, 3 in this case represent three coordinates 
and 100 represents the total cells in each coordinate. This can be done with EXCEL or 
SURFER. 
The output files of MKMODFLOW are input for MODFLOW96. The name and 
output control files need to be changed as that in this example. 
The MODFLOW96 folder contains the modified FORTRAN code and its executable 
file. The name of name file needs to be typed in, when runing the MODFLOW96. The 
cell to cell flow rate on the inflow and outflow boundary can be obtained from the list file. 
It needs to be copied to the flux-weighted.xlsx into column H. 
The EXCEL workbook titled flux-weighted.xlsx is used to locate the starting positon 
of particles in PATH3D. The column N, O and P are copied and saved in all.txt. The 
al.exe (all.for) is used to assign multiple particles in each cell. The all.p3d file is the input 
file to PATH3D, created by adding a heading to the content in all.out (output file from 
al.exe). The basic and block-center flow files need to be changed as the same format as 
that in this example. Run the Command Prompt, and type p3df<r.txt to run the PATH3D, 
which save to type in the parameter files along the instruction everytime. The program 
will create a P3DPLOT.DAT which is primerly used for analyzing the results. The 
P3DPLOT.DAT has five columns: particle number, the x, y, z coordinate, and the arrival 
time (at the down-gradient boundary). The arrival times are cut and pasted into EXCEL 
and then sorted, in order to plot and bin them. 
The spatial Shannon Entropy (SE) was computed with EXCEL sheet titled Method 1 
in workbook Spatial Shannon Entropy around a Sand Cell.xlsx in Entropy folder. The SE 
for RTD was computed in EXCEL workbook titled Shannon Entropy.xlsx. The arrival 
time in 30 realizations for 2 order of magnitude diffence is as an example here. In 2c, the 
values of particle residence time between 1 and 2 are in bin 1. The number of particles in 
bin 1 is 256. The probability is 0.000711. Then the SE can be computed with probability.  
The complete set of arrival times is too large to plot with sigma plot software. 
Therefore, I only ploted a subset of the arrival time points to define each curve in Figure 
3 (the curves are well defined by this subset of points). The EXCEL workbook titled 
Reducing Result for Plot.xlsx in Plot folder give the method of reducing the number of 
residence time values for fitting the SigmaPlot software. The sheets from 2c to 5r are the 
orignal data of RTD. The final sheet is the reduced result. The reducing process included 
limiting arrival time to 4 decimal places and removing duplicates.  
The Monte Carlo Seeds with Parameter Files folder contains 180 seeds in parameter 
files for generating TSIM model. The 30 folders are for each simulation respectively. The 
tsimc2758.par file in each folder is the parameter file for correlated distribution. The 
TSIMr30.PAR in each folder is the parameter file for independent random distribution. 
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