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Abstract
A set-operad is a monoid in the category of combinatorial species with respect to the
operation of substitution. From a set-operad, we give here a simple construction of a Hopf
algebra that we call the natural Hopf algebra of the operad. We obtain a combinatorial
formula for its antipode in terms of Shro¨der trees, generalizing the Hayman-Schmitt formula
for the Faa´ di Bruno Hopf algebra. From there we derive more readable formulas for specific
operads. The classical Lagrange inversion formula is obtained in this way from the set-operad
of pointed sets. We also derive antipodes formulas for the natural Hopf algebra corresponding
to the operads of connected graphs, the NAP operad, and for its generalization, the set-
operad of trees enriched with a monoid. When the set operad is left cancellative, we can
construct a family of posets. The natural Hopf algebra is then obtained as an incidence
reduced Hopf algebra, by taking a suitable equivalence relation over the intervals of that
family of posets. We also present a simple combinatorial construction of an epimorphism
from the natural Hopf algebra corresponding to the NAP operad, to the Connes and Kreimer
Hopf algebra.
Keywords: Hopf algebras, posets, operads, species.
1 Introduction
Assembling and disassembling combinatorial structures was stated by Joni and Rota [11] to be
the paradigm for defining products and coproducts in combinatorial bialgebras. Set operads are
families of combinatorial structures where this paradigm can be completely fulfilled.
The operation of substitution of species formalizes the notion, present in many combinatorial
constructions, of placing combinatorial objects ‘inside’ other combinatorial objects. Hence,
the intuitive and informal description of a combinatorial species as a family of combinatorial
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structures that is closed by relabelling could be extended to describe a set operad. For this end it
is appropriate to think of a set operadM as a such family together with a self reproducing recipe
η :M(M)→M that assembles a set of structures (pieces) using an external structure (pattern)
in order to obtain a bigger one. This recipe satisfies axioms of associativity and existence of
identity.
When the operad also satisfies the left cancellation law, the relation obtained by splitting
sets of structures (assemblies) into smaller ones by the use of η is a partial order. A set operad
satisfying a left cancellation law is called a cancellative operad (c-operad).
The construction of families of partially ordered sets from c-operads and the natural incidence
Hopf algebras associated to those families were introduced in [15] (see also [17, 20, 16, 14], for
the construction of posets from c-operads, and [4] for a similar (independent) construction of
incidence Hopf algebras from operads). The intervals of these posets form an hereditary family
in the sense of Schmitt [18], and any Hopf relation on them gives rise to a reduced incidence Hopf
algebra. The natural relation ∼ gives rise to NM , the natural reduced incidence Hopf algebra,
and the coarser isomorphism relation ≡ to the standard reduced incidence Hopf algebra HM [4].
The present approach gives at once an epimorhism from NM to HM . Since in [4] the standard
reduced incidence Hopf algebra associated to the NAP operad was proved to be isomorphic to
the Connes and Kreimer Hopf algebra, we obtain an epimorphism NA →HCK . We give here a
direct explicit combinatorial construction of it.
However, the requirement of the operad to be cancellative is not essential for the definition
of the natural Hopf algebra. A similar general definition of Hopf algebras from algebraic (non-
symmetric) cooperads was given in [21]. See also [4] for an equivalent one as the Hopf algebra
of functions of a group of formal series associated to the operad. In this article we give a
simple construction of the natural Hopf algebra from an arbitrary set operad, and a general
combinatorial antipode formula based on signed enriched Schro¨der trees [19]. Although not
stated precisely in these terms, our definition of the natural Hopf algebra actually rests in the
cooperad structure of the dualM∗. This can be done since, as (vector) species with distinguished
basis, M∗ and M are isomorphic. For reasons of simplicity, in this article we state the definition
of coproduct in the natural coalgebra without the use of the notion of cooperad. In a forthcoming
paper, we shall extend the results presented here to more general cooperads.
It is worth mentioning that the device of Schro¨der trees in our antipode formula is the same
as in the bar and cobar constructions for the definition of Koszulness for quadratic operads (see
[9, 8, 14]). For sure not a coincidence, it remains an intriguing fact as yet to be fully understood.
Using the technique of coloring the internal nodes of the Shro¨der trees with its depth and
other bijections, we obtain for each of the examples studied here, particular and more readable
forms of our general antipode formula. All these examples of operads and Hopf algebras were
already introduced in [15] and the present article closes questions unanswered for more than
twenty years.
2 Set operads and set monoids
Recall that a (combinatorial) species is a functor from the category of finite sets and bijections
B, to the category F of finite sets and arbitrary functions [12, 2]. The combinatorial species with
the natural transformation as morphisms, form a category. We will say that M = N if M and
N are isomorphic species.
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An element mU ∈ M [U ] is called an M -structure over the set of labels U . Two M -
structures mU and m
′
V are said to be isomorphic if there exists a bijection f : U → V such
that M [f ]mU = m
′
V . The bijection f is called an isomorphism mU
f
→ m′V . The isomorphism
types of M -structures are usually also called unlabelled M -structures. We denote by T(M) the
set of isomorphism types of M -structures. For an M -structure m, τM(m) = τ(m) ∈ T(M)
denotes the isomorphism type of m.
A species sending the empty set to the empty set is called positive. A positive species sending
singleton sets to singleton sets is called a delta species. For a species M , M+ will denote the
positive species from M
M+[U ] =
{
M [U ] if U 6= ∅
∅ otherwise.
More generally, for a positive integer k, Mk+ denotes the species
Mk+ [U ] =
{
M [U ] if |U | ≥ k
∅ otherwise.
Given two species M and N , the operations of product and substitution are defined respectively
by
M.N [U ] =
∐
U1+U2=U
M [U1]×N [U2] (1)
and
M(N)[U ] =
∐
pi∈Π[U ]
∏
B∈pi
N [B]×M [π], (2)
where Π[U ] is the set of set partitions of the finite set U , and N is assumed to be positive in
the definition of substitution. The elements of M(N)[U ] are pairs of the form (a,m′pi), where
a = {nB |B ∈ π}, an assembly of N -structures, is an element of
∏
B∈pi N [B], and m
′
pi is an
element of M [π]. The set partition π is called the partition subjacent to the assembly a. The
species
1[U ] =
{
{U} if U = ∅
∅ otherwise,
(3)
is the identity with respect to the product 1.M = M.1 = M . The singleton species:
X[U ] =
{
U if |U | = 1
∅ otherwise,
(4)
is the identity for the operation of substitution, M(X) = X(M) = M , M being a positive
species. The class of species with the product is a monoidal category. A monoid in this category
will be called a set monoid, or shorter: a monoid. A set monoid is then a species N together
with two morphisms: the identity ι : 1 → N and an associative product ν : N.N → N . We
assume here that the M [∅] is a unitary set, and hence the morphism ι is trivially defined. The
species E of sets has a natural monoidal structure η : E.E → E sending a pair (U1, U2) to the
union U1 + U2. The species L of linear orders has a natural monoidal structure η : L.L → L
being the concatenation of linear orders. See [1] for theoretical developments and interesting
examples of the more general structure of Hopf monoids in species.
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The class of positive species with the operation of substitution andX as identity is a monoidal
category. A monoid in this category will be called a set operad.
A set operad is then a positive species plus two morphisms η : M(M) → M , e : X → M ,
η being and associative ‘product’ and e ‘choosing’ the identity in M [U ] for each unitary set U .
In this article we only consider augmented operads, i.e., those whose subjacent species is delta.
For a connected operad the identity e is trivially defined and we will only specify the product η.
Recall that the derivative M ′ and the pointing M• of a species M are defined respectively
by M ′[U ] = M [U ⊎ {∗}] and M•[U ] = U ×M [U ]. The relation between both operations is the
following: M• = X.M ′.
There is a very interesting connection between operads and monoids, the derivative is a
functorial operation that sends operads into monoids. Let (M,η) be an operad. By the chain
rule we have
η′ :M(M)′ = M ′(M).M ′ →M ′.
Let i : M ′ = M ′(X) →֒ M ′(M) be the inmersion i = IM ′(e). The reader can check that the
natural transformation ν = η′ ◦ i is an associative product ν :M ′.M ′ →M ′, and hence (M ′, ν) is
a monoid. For example, the derivative of the operad E+ (Example 1) is the monoid E of above.
3 The Natural Hopf algebra
Let K be a field of characteristic zero and K[tα|α ∈ T(M)] the free commutative K-algebra gen-
erated by indeterminates that are in correspondence with the isomophism types of the structures
of an operad M .
The purpose of this section is to construct a coalgebra structure compatible with the algebra
structure of K[tα|α ∈ T(M)], M being a set operad. For that end, for an assembly of M -
structures a = {mB}B∈pi, let us denote by tτ(a) the monomial
∏
B∈pi tτ(mB). For an indeterminate
tα, α ∈ T(M), we define
∆(tα) =
∑
η(a,m′pi)=m
tτ(a) ⊗ tτ(m′pi), (5)
where m is some M -structure of type α. By equivariance, the definition in equation (5) is
independent of the selection of the representative m.
Extending ∆ multiplicatively to K[tα|α ∈ T(M)], we obtain a coproduct
∆ : K[tα|α ∈ T(M)]→ K[tα|α ∈ T(M)]⊗K[tα|α ∈ T(M)], (6)
the coassociativity of ∆ follows from the associativity of the operad product η. We denote
the type of the singleton element of M [1] by a singleton unlabelled node •. The multiplicative
functional
ǫ(tα) =
{
1 if α = •
0 otherwise
(7)
is a counity because of the properties of e as unity of the operad. They form a bialgebra that we
call the natural bialgebra, and denote by NM . Identifying t• with 1, the unity of the algebra, NM
becomes a Hopf algebra. As an algebra NM is equal to K[tα : α ∈ T(M2+)]. NM is obviously
commutative but in general not co-commutative.
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ba
c
d
a b
c d
η
7→ b
a
c d
a b
c d
η
7→
a b
c d
η
7→
a b
c d
a b
c d
η
7→
a b
c d
Figure 1: Products of Gc.
3.1 Examples
Example 1. Let E be the uniform species defined as E[U ] = {U} for every finite set U . E+
is an operad, ηU : E+(E+)[U ] → E+[U ] being the morphism sending (π, {π}) to {U}. the
linearization of E+ is the Comm operad. The isomorphism types can be identified with the
positive integers, and the natural Hopf algebra NE+ = K[t1, t2, t3, . . . ], t1
∼= 1, is the Faa´ di
Bruno Hopf algebra,
∆tn =
∑
pi∈Π[n]
∏
B∈pi
t|B| ⊗ t|pi| =
∑
k
 ∑
j1+2j2+3j3+···=n
j1+j2+···=k
n!
1!j1j1!2!j2j2!3!j3j3! . . .
tj22 t
j3
3 . . .
⊗ tk.
Example 2. Let E• be the species of pointed sets. The elements of E•[U ] are the pairs (U, v),
where v is the distinguished element of U . The pointed set (U, v) can be though of as a small
tree (or corolla). We describe the operad structure of E•. An element of E•(E•)[U ] is a pair
(a, (π,B0)) where the assemmbly a = {(B, vB) | B ∈ π} is a pointed partition (a partition where
each block is a pointed set) and B0 is the distinguished block of the partition π We define the
product
η(a, (π,B0)) = (U, v0),
where v0 is defined to be vB0 , the distinguished element of the distinguished block B0. The
isomorphism types can be identified also with the positive integers, the subjacent algebra is also
K[t2, t3, . . . ]. Its coproduct ∆E• is obtained as follows
n∆E•(tn) =
∑
m∈E•[n]
∑
η(a,m′)=m
tτ(a) ⊗ tτ(m′) (8)
=
n∑
k=1
∑
pi∈γk(E•)[n]
∏
(B,b)∈pi
t|B| ⊗ ktk (9)
=
n∑
k=1
Bn,k(0, 2t2, 3t3, . . . )⊗ ktk. (10)
NE• is isomorphic to the Faa´ di Bruno Hopf algebra, making the change tn ← ntn.
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1
1
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1
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5
Figure 2: Product of the operad A and corresponding bicoloring.
Example 3. Let Gc be the species of simple, connected graphs. Gc is a set operad. For
({gB}B∈pi, g
′
pi) ∈ Gc(Gc)[U ], η({gB}B∈pi, g
′
pi) is the graph g constructed with vertices in U as
follows. Keep all the edges of the graphs in the assembly, and for each edge {B,B′} of the
external graph g′, connect all the vertices in B with all the vertices in B′. In other words, {x, y}
is an edge in g if one of the following two conditions is satisfied:
1. {x,y} is an edge in gB , for some block B of π,
2. There exist an edge {B,B′} of g′, B,B′ ∈ π, such that x ∈ B and y ∈ B′.
The Hopf algebra NGc is freely generated by the unlabelled simple and connected graphs. As an
example of the coproduct we have
∆(t b b
b b
) = t b b
b b
⊗ 1 + 2t b
b
b ⊗ t b
b
+ t b
b
⊗ t b
b
b + 1⊗ t b b
b b
. (11)
See Fig. 1 for the products used to compute the coproduct in Eq. (11). By considering the
complete graphs, the Faa´ Di Bruno Hopf algebra is contained in NGc .
Example 4. Let A be the species of rooted trees. The operad structure on A is defined as
follows. For a pair (a, T ′pi) ∈ A (A )[U ], a = {TB}B∈pi a forest, and T
′
pi a tree with vertices in the
partition π, the tree T = η(a, T ′pi) will have all the edges in a plus a few more defined as follows:
for every pair of trees TB and TB′ such that {B,B
′} is an edge of T ′pi, insert an edge between
the roots of TB and TB′ . The root of T will be the root of the tree in a whose associate block
is the root of T ′pi (see fig. 2). The linearization of it is the NAP operad ([13]). The factorization
of a tree T can be codified as a bicoloring b of the edges of T in the colors 1 and 2 (see Fig. 2).
The edges in T coming from the external tree are colored 1, the edges coming from the internal
ones are colored 2. Denote by ab(2) the assembly of internal trees (colored 2) and by Tb(1) the
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sub-rooted tree of T induced by the edges of color 1. Then, the coproduct of NA can be written
as
∆(tτ(T )) =
∑
b
tτ(ab(2)) ⊗ tτ(Tb(1)) (12)
The sum of above is over all the bicolorations b of edges of T such that edges colored 1 induce
a subrooted tree of T (that may be empty). For example, we have the coproduct
∆(t b
b
b
b
) = 1⊗ t b
b
b
b
+ t b
b
⊗ t bb
b
+ t b
b
b ⊗ t b
b
+ t b
b
⊗ t b
b
b + t2b
b
⊗ t b
b
+ t b
b
b
b
⊗ 1,
according with the bicolorings
b
b
b
b
1 1
1
b
b
b
b
1 1
2
b
b
b
b
2 1
1
b
b
b
b
1 2
2
b
b
b
b
2 1
2
b
b
b
b
2 2
2
.
Example 5. We generalize now the operad A . Let N be an arbitrary species. The species AN
has as elements N -enriched rooted trees. An enriched rooted tree TN ∈ AN [U ] is of the form
(T, {nu}u∈U ), where T ∈ A [U ] is a rooted tree and nu is an N -structure on the fiber (set of
descendants) of the vertex u. As a species AN is uniquely defined by the implicit equation
AN = X.N(AN ). (13)
An element (a, TN ) in AN (AN )[U ] is of the form
(a, TN ) = ({(TB , {nu}u∈B) | B ∈ π}, (Tpi, {n
′
B}B∈pi)) (14)
If (N, ν) is a monoid, we define the product ην : AN (AN ) → AN , ην(a, TN ) = (T2, {n
′′
u}u∈U ),
where T2 is the product T2 = η({TB}B∈pi, Tpi), η as defined in the Example 4. The fibers of T2
are enriched by setting
n′′u =
{
ν(nu, n
′
B) if u is the root of some tree TB
nu otherwise.
(15)
See Fig. 3.
AE = A , and AL is the operad of plannar rooted trees. Since for any positive species M ,
L(M) and E(M) are respectively the free and commutatively free monoids generated by M ,
NAE(N) and NAL(N) give us a large class of Hopf algebras. For the Hopf algebra NAL of planar
trees, we have the coproducts
∆(t b
b
b
b
) = t b
b
b
b
⊗ 1 + t b
b
⊗ t bb
b
+ t b
b
⊗ t b
b
b + t2b
b
⊗ t b
b
+ 1⊗ t b
b
b
b
∆(t b
b
b
b
) = t b
b
b
b
⊗ 1 + t b
b
⊗ t bb
b
+ t b
b
b ⊗ t b
b
+ 1⊗ t b
b
b
b
The construction at the end of section 2 is also a source of Hopf algebras associated to
enriched trees, since for each operad M we have an operad AM ′ . We can also associate to a
monoid N an infinite sequence of Hopf algebras of this form, because we have
N monoid⇒ AN operad⇒ (AM )
′ monoid⇒ A(AN )′ operad⇒ (A(AN )′)
′ monoid⇒ . . . .
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d 9
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n5
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1
2
3
4
56
7
ην
n1
ν(n1, n
′
1)
n3
n2
n2
n′1
ν(n4, n
′
4)
n5
n3
Figure 3: Product of the operad AN
Example 6. Let G •c be the species of simple, connected pointed graphs, i.e., graphs with
a distinguished vertex. The elements of G •c are pairs (g, v), where g is a simple and con-
nected graph g ∈ Gc[B], and v ∈ B is its distinguished vertex. G
•
c is a set operad. For
({(gB , vB)}B∈pi , (g
′
pi, B0)) ∈ G
•
c (G
•
c )[U ], η({(gB , vB)}B∈pi , (g
′
pi, B0)) is the pointed graph (g, v0)
constructed with vertices in U as follows. Keep all the edges of the graphs in the assembly, and
for each edge {B,B′} of the external graph g′pi, connect the respective distinguished vertices vB
in B and vB′ in B
′. In other words, {x, y} is an edge in g if one of the following two conditions
is satisfied:
1. {x, y} is an edge in gB , for some block B of π,
2. There exist an edge {B,B′} of g′pi, B,B
′ ∈ π, such that x = vB and y = v
′
B , the distin-
guished vertices of the respective graphs gB and gB′ .
Finally, we chose vB0 , the distinguished vertex of gB0 , to be the distinguished vertex v0 of g.
The Hopf algebra NA is clearly contained in NG •c As an example we compute the coproduct of
the bow tie graph (see Fig. 4 for corresponding products).
∆(t b
b
b
b
b ) = t b
b
b
b
b ⊗ 1 + 2t
b
b b ⊗ t
b
b b + 1⊗ t b
b
b
b
b .
4 The general antipode formula
In this subsection we present an antipode formula for NM , which is a natural generalization of
the antipode formula of Haiman and Schmitt [10]. We begin by introducing some terminology
about enriched Schro¨der trees as presented in [16]. We denote by F the species of Schro¨der
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ηη
Figure 4: Example of products in G •c
trees, or generalized commutative parenthesizations. It satisfies the implicit equation.
F = X + E2+(F) (16)
The structures of F [U ] are trees whose internal vertices are unlabelled and whose leaves has
as labels the elements of U .
For a tree T ∈ F [U ], denote by Iv(T ) the set of the internal vertices of T . For an internal
vertex v, we denote by Tv the subtree of T that has root v and vertices all the descendants of v
in T . Let Uv be the set of leaves of Tv. This allows us to identify the vertex v with Uv, we shall
use the set Uv as a label for the vertex v.
Let {v1, v2, ..., vk} be the set of sons of v. Each of them is either an internal vertex, or a leaf.
We denote by πv the partition of Uv induced by the branching at v:
πv = {Uvi | i = 1, 2, . . . , k},
each Uvi being the set of leaves of the tree Tvi , if vi is an internal vertex, and Uvi = {vi} if not.
For a species M having the form
M = X +M2+ ,
the species of M -enriched Schro¨der trees is the solution to the implicit equation
FM = X +M2+(FM ) (17)
Using (17), we obtain the following recursive description FM [U ]. If U is an unitary set, the only
tree in FM [U ] consists of only one leaf labelled with the element of U (the singleton-leaf tree).
If the cardinal of |U | ≥ 2, an element T of FM [U ] is a pair ({TB}B∈pir ,mr), where for each B
in the partition πr, TB ∈ FM [B] and mr ∈M2+ [πr]. Iterating this recursive description we get
an explicit expression of the set FM [U ];
FM [U ] = X[U ] +
∑
T ∈F [U ]
{T } ×
∏
v∈Iv(T )
M2+ [πv].
In other words, a tree T in FM [U ] is a Schro¨der tree T ∈ F [U ] together with a structure
mv ∈M [πv] for each internal vertex v ∈ Iv(T ) = Iv(T ) (see Fig. 5).
If (M,η) is a set operad, for a tree T in FM [U ], η̂(T ) is the element of M [U ] obtained
by applying the operad product recursively on each level of the tree. In this way, if T is the
singleton-leaf tree, η̂(T ) is equal to the singleton structure inM [U ]. Otherwise, T is of the form
9
bb
b
b
b
b
a
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c d
f
e
g
hi
j
M2+
k
M2+
M2+
M2+
M2+
M2+
Figure 5: M -enriched Schro¨der tree
({TB}B∈pir ,mr), where mr is the structure attached to the root and {TB}B∈pir is the assembly
of smaller trees whose roots are the sons of r. We define η̂(T ) by
η̂(T ) = η({η̂(TB))}B∈pir ,mr). (18)
The previous recursive procedure can be replace by any other that systematically apply the
products on each internal vertex of the tree, finishing with the root. By associativity of the
operad product the result will be the same.
Theorem 1. The antipode S of NM is as follows: for α ∈ T(M2+),
S(tα) =
1 if α = •∑ T ∈FM
η̂(T )=m
(−1)|Iv(T )|
∏
v∈Iv(T ) tτ(mv) otherwise.
(19)
where m is an M -structure of type α.
Proof. Denote by ϕ : K[tα : α ∈ T(M2+)] → K[tα : α ∈ T(M2+)] the algebra homomorphism
defined by the right hand side of Eq. (19). If we denote by • the type of the singleton structure
of M , by definition ϕ(t•) = ϕ(1) = 1. For α 6= •, by the recursive definition of η̂,
ϕ(tα) =
∑
η(a,mr)=m
τ(mr)6=τ(m)
(−1)tτ(mr)
∑
{η̂(TB)}B∈pir=a
∏
B∈pir
(−1)|Iv(TB)|
∏
v∈Iv(TB)
tτ(mv) (20)
=
∑
η(a,mr)=m
τ(mr)6=τ(m)
(−1)tτ(mr)
∏
B∈pir
∑
η̂(TB)=mB
(−1)|Iv(TB)|
∏
v∈Iv(TB)
tτ(mv) (21)
=
∑
η(a,mr)=m
τ(mr)6=τ(m)
(−1)tτ(mr)
∏
B∈pir
ϕ(tτ(mB)) (22)
= −
∑
η(a,mr)=m
τ(mr)6=τ(m)
tτ(mr)ϕ(tτ(a)). (23)
Hence, (ϕ ∗ I)(tα) = (e ◦ ǫ)(tα), and then ϕ = S.
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As an example of this formula, we compute, in the Hopf algebra NGc the antipode of the
almost complete graph K4 − e (see Fig. 6)
S(t b b
b b
) = −t b b
b b
+ 3t b
b
b t b
b
. (24)
b
b
c
d b
a
ca
b
dc
d b
η̂(T ) = η
=
c
b
d
a
c
b
d
a
b
b
a
cb
a
c
b
d
a
c bd
η̂(T ) = η
=
c
ba
d
c
b
d
a
b
cb
dc
ba
a d
b
b
d a
dc
a b
da
c b
η̂(T ) = η
=
c d
a
c
ba
d
b
Figure 6: Schro¨der trees in the antipode formula for K4 − e in NGc
4.1 Weights and algebra maps
Let M be an arbitrary connected with |M [1]| = 1 and A a K-algebra. An algebra map
ω : K[tα : α ∈ T(M2+)]→ A
is called a weight on M and the pair (M,ω), denoted by Mω, a weighted species. For a finite
set U , the inventory of Mω[U ], |M [U ]|ω, is defined to be
|M [U ]|ω =
∑
m∈M [U ]
ω(tτ(m)) (25)
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This definition of weight and weighted species agrees with that given in [2] if we add the
extra requirement that the structure of M [1] has weight 1.
The generating function Mω(x), a formal power series with coefficients in A, is defined by
Mω(x) = x+
∞∑
n=2
|M [n]|ω
xn
n!
. (26)
Since the number of structures of type α in M [n] is equal to n!aut(α) ,
Mω(x) = x+
∞∑
n=2
 ∑
α∈T(M)[n]
ω(tα)
aut(α)
xn. (27)
LetMω1 and Nω2 be two A-weighted positive species. The substitutionMω1(Nω2) is defined
as the weighted species (M(N), ω3), ω3 defined by
ω3(tτ(a,m)) = ω2(tτ(a)) . ω1(m) =
∏
B∈pi
ω2(tτ(nB)) . ω1(tτ(m)), (28)
(a,m) = ({nB}B∈pi,m) being an arbitrary structure of M(N).
The generating series as in Eq. (27) will be called M -series with coefficients in A.
Generating series transform the set theoretical operation of substitution into substitution of
formal power series (see [2]):
Mω1(Nω2)(x) = Mω1(Nω2(x)). (29)
When (M,η) is a set-operad, the structure of Hopf algebra on K[tα : α ∈ T(M2+)] provides
the set of algebra morphisms Al(K[tα : α ∈ T(M2+)],A) with the standard group structure
(ω1 ∗ ω2)(tα) = (µ ◦ (ω1 ⊗ ω2) ◦∆)(tα) =
∑
η(a,m′)=m
ω1(tτ(a)).ω2(tτ(m′)), (30)
µ being the product of A. Recall that the identity of this group is eA ◦ ǫ. The following
proposition establishes an interesting link between substitution of formal power series and the
group structure of Al(K[tα : α ∈ T(M2+)],A).
Proposition 1. For a set-operad (M,η) and two A-weights on M , ω1, ω2, we have
Mω1(Mω2)(x) = Mω2∗ω1(x). (31)
Proof. We only have to prove that for every n, |M [n]|ω2∗ω1 = |M(M)[n]|ω3 , ω3 the weight defined
as in Eq. (28).
|M [n]|ω2∗ω1 =
∑
m∈M [n]
(ω2 ∗ ω1)(m) =
∑
m∈M [n]
∑
η(a,m′)=m
ω2(tτ(a)) . ω1(tτ(m′)) (32)
=
∑
(a,m′)∈M(M)[n]
ω2(tτ(a)) . ω1(tτ(m′)) = |M(M)[n]|ω3 (33)
12
The previous proposition can be reformulated as follows:
Proposition 2. For a set-operad (M,η), the M -generating series with coefficients in A form a
group with respect to the operation of substitution. This group is anti-isomorphic to the group
of algebra maps Al(K[tα : α ∈ T(M2+)],A).
It is a generalization of proposition in [11], that relates the Faa´ di Bruno Hopf algebra with
the substitution of exponential formal power series.
Let us denote by (f(x))〈−1〉 the substitutional inverse of the generating series f(x). From
the previous proposition we obtain the corollary
Corollary 1. Let I be de identity morphism of K[tα : α ∈ T(M2+)], and S the antipode. Then
MS(x) = (M I(x))〈−1〉. (34)
More generally, for a weight ω on M ,
Mω◦S(x) = (Mω(x))〈−1〉. (35)
From the corollary, since M I(x) = x+M I2+(x), M
I(MS(x)) = MS(x) +M I2+(M
S(x)) = x,
and then MS(x) satisfies the implicit equation:
MS(x) = x−M I2+(M
S(x)) = x+M−I2+ (M
S(x)). (36)
From this implicit equation we can recover our antipode formula of Theorem 1.
5 Antipode Formulas
5.1 Faa´ di Bruno
For the Faa´ Di Bruno Hopf algebra NE+ (Example 1), ∆E+ is the map
∆E+(tn) =
∑
k
 ∑
j1+2j2+3j3+···=n
j1+j2+···=k
n!
1!j1j1!2!j2j2!3!j3j3! . . .
tj22 t
j3
3 . . .
⊗ tk (37)
=
∑
k
Bn,k(1, t2, t3, . . . , tn)⊗ tk (38)
where
Bn,k(t1, t2, . . . , tn) =
∑
pi∈Π[n]
|pi|=k
∏
B∈pi
t|B| =
∑
j1+2j2++...njn=n
j1+j2+...jn=k
n!
1!j1j1!2!j2j2! . . . n!jnjn!
tj11 t
j2
2 t
j3
3 . . . t
jn
n
is the partial Bell polynomial. NE+ is the Faa´ Di Bruno Hopf algebra. The series
EI+(x) = x+
∞∑
n=2
tn
xn
n!
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represents a generic exponential delta power series, and
ES+ = x+
∞∑
n=2
S(tn)
xn
n!
its substitutional inverse. Then, having a formula for the antipode is equivalent to have a
Lagrange inversion formula (see [11]). In [7] the following proposition was proved:
Proposition 3. Let N be a delta species. Consider the set F
(k)
N [n] of N -enriched Schro¨der
trees with leaves {1, 2, ..., n} and k internal vertices. There is a bijection ψ between F
(k)
N [n] and
the set γk(N2+)[n+ k − 1] of k-assemblies of N2+ -structures over the set [n+ k − 1].
Remark 1. The bijection of above generalizes that obtained by Haiman and Schmitt in [10].
From the construction in [7] it is easy to see that ψ preserves the natural weights on F
(k)
N [n]
and γk(N2+)[n+ k− 1] respectively. More precisely, let ω1 be the weight on F
(k)
N [n] assigning to
each tree T the monomial
∏
v∈Iv(T) tτ(mv), and ω2 on γk(N2+)[n+ k− 1] assigning the monomial
tτ(a) to each assembly a. Then,
ω2(ψ(T)) = ω1(T)),
for every tree T ∈ F
(k)
N [n].
From the previous proposition and remark we get:
S(tn) =
∑
T∈FE+ [n]
ηˆ(T)={[n]}
(−1)|Iv(T)|
∏
v∈Iv(T)
t|piv|
=
n−1∑
k=1
∑
T∈F
(k)
E+
[n]
(−1)k
∏
v∈Iv(T)
t|piv|
=
n−1∑
k=1
(−1)k
∑
pi∈γk(E2+)[n+k−1]
∏
B∈pi
t|B| (39)
=
n−1∑
k=1
(−1)kBn+k−1,k(0, t2, t3, ...). (40)
This is the antipode formula obtained by Haiman and Schmitt in [10].
We now study more readable forms of the antipode for the natural Hopf algebras corre-
sponding to the operads E•, Gc, A , AL, G
•
c . The latter three examples being cases of the family
of operads AN , N being a monoid. All these antipodes are obtained from our general formula
by using essentially the same technique. The depth of an internal vertex of a Schro¨der tree is
defined to be the number of vertices in the path to the root (including the vertex itself). The
technique is this: color the internal nodes of the corresponding trees in formula (1) with its
depth, beginning with the root which is colored 1. Each internal node instructs to carry out a
product of the operad, until a final result is obtained, after doing all the products and finishing
with the root. Since all those examples of operads are graphical (graphs with some extra added
structure), the final result is some kind of graph, and each product in the construction of this
graph is obtained by connecting some vertices with new edges. The Schro¨der tree is then codified
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Figure 7: Isomorphism φ : FX.M ↔ AL(M)
in the resulting graph by coloring their edges, according to the color (the depth) of the internal
node in which they were created. In this way more readable antipode formulas are obtained in
all the above mentioned cases. Before doing that, we introduce the notion of prime structure on
a set operad.
Definition 1. A element m ∈ M [U ] of an operad (M,η) will be called a prime structure if
it only can be factored trivially. More precisely, if m = η(a,m′pi) then either a is the assembly
of singletons, a = {•u}u∈U , and m
′
pi is isomorphic to m, or a = {m} and m
′
{U} = {•U} is the
singleton structure with label U . Clearly, the types of primes of a set-operad are the primitive
elements of the corresponding Hopf algebra
∆(tτ(m)) = 1⊗ tτ(m) + tτ(m) ⊗ 1. (41)
We recall the bijection between Schro¨der trees enriched with a species of the form XM ,
M a positive species, and the rooted trees enriched with the species L(M) of linear orders of
M -structures (see [7]). This bijection φ establishes an isomorphism between the species FXM
and AL(M). It goes as follows. An XM -enriched tree T ∈ FXM [U ] is a rooted tree where each
internal node v ∈ Iv(T ) is decorated with an element of XM [πv], πv standing for the set of sons
of v. So, at each internal vertex v, a preferred son p(v) is chosen and an element mv is placed
on the rest of them (mv ∈ M [πv − {p(v)}]). By starting at the root of T , we can construct
a unique path from the root to a leaf (the distinguished leaf of T ), by letting the successor of
an internal node be its preferred son. We shall call this path the main spine of T . Contract
all the vertices in the main spine placing the leaf in to the root. We get that the fiber of the
root becomes enriched with a tuple of structures in M(FXM ), one for each internal vertex in the
main spine. Then, apply the same algorithm recursively over all the remaining internal Schro¨der
trees (see Fig. 7). This correspondence is clearly reversible.
To make evident the linear order on M -structures in each fiber of the rooted tree, we color
them with the depth of the corresponding internal vertex of the Schro¨der tree. When M is a
graphic species, the colors can be transported into the edges of the graph.
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5.2 Pointed Faa´ di Bruno
We call NE• the pointed Faa´ di Bruno Hopf algebra (Example 2). From the formula for the
coproduct
∆(ntn) =
n∑
k=1
Bn,k(0, 2t2, 3t3, . . . )⊗ ktk, (42)
NE• is isomorphic to the Faa´ Di Bruno Hopf algebra by identifying ntn with the generator tn
of NE+.
We have the following identity between Bell polynomials:
Bn,k(0, 2t2, 3t3, 4t4 . . . ) =
(
n
k
)
k!Bn−k,k(t2, t3, t4 . . . ), (43)
This identity is easy to prove: the left hand side is the inventory of pointed partitions on [n]
with k blocks, none of cardinal 1. The right hand side is the same inventory, because there
are
(n
k
)
ways of choosing the distinguished elements of the blocks in each pointed partition,
Bn−k,k(t2, t3, . . . ) is the inventory of ordinary partitions with k blocks, on the remaining [n− k]
elements (giving each block B the weight t|B|+1). Finally, k! is the number of ways of placing
the distinguished elements, one in each block of the ordinary partition.
Then, from Eq. (42),
n∆E•(tn) =
n∑
k=1
(
n
k
)
k!Bn−k,k(t2, t3, t4 . . . )⊗ ktk.
The generating function (E•)I(x) is equal to
(E•)I(x) = x+
∞∑
n=2
ntn
xn
n!
= x
(
1 +
∞∑
n=1
tn+1
xn
n!
)
(44)
By corollary 1, nS(tn) is the coefficient of
xn
n! in the inverse of (E
•)I(x). Since E•2+ = XE+,
Schro¨der trees in the antipode formula are elements of FXE+ which is isomorphic via φ to
AL(E+).
An element of AL(E+)[n] is a tree T on n vertices, whose fibers are enriched with tuples of
sets. The sets form a partition π of [n]−{r}, r being the root of T . These kind of trees are called
ordered trees on partitions and were enumerated in [7, Corollary 3.2]. The number of such trees
is (n)(k) = n(n+1) . . . (n+k−1) = (n+k−1)k, k being the number of blocks of π. Each corolla
decorating the original Shro¨der tree corresponds uniquely to a block of the partition plus the
vertex where it is attached in T . Hence, Bn−1,k(t2, t3, . . . , tn−1) is the inventory of the corollas
associated to the blocks of the partition and we have
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nS(tn) =
n−1∑
k=1
(−1)k(n+ k − 1)kBn−1,k(t2, t3, t4, . . . ) (45)
=
n−1∑
k=1
(−1)k
(
n+ k − 1
k
)
k!Bn−1,k(t2, t3, t4, . . . ) (46)
=
n−1∑
k=1
(−1)k
(
n+ k − 1
k
)[
xn−1
(n − 1)!
] ∞∑
j=1
tj+1
xj
j!
k (47)
=
[
xn−1
(n − 1)!
] n−1∑
k=1
(
−n
k
) ∞∑
j=1
tj+1
xj
j!
k (48)
=
[
xn−1
(n − 1)!
]1 + ∞∑
j=1
tj+1
xj
j!
−n (49)
=
[
xn−1
(n − 1)!
](
(E•)I(x)
x
)−n
. (50)
Which is the classical Lagrange inversion formula. The relationship of the trees AL(E+) with the
classical Lagrange inversion formula was first pointed out in [5].
5.3 The family of Hopf algebras NAN
. We study here the antipode for the Hopf algebras corresponding to the operad of N -enriched
rooted trees, N being a monoid. This gives us a family of Hopf algebras, the simplest of them
being the cases N = E and N = L, giving rise respectively to the Hopf algebra of rooted trees
and to the Hopf algebra of planar rooted trees respectively. Because of the isomorphism
G
•
c = AE(B′c),
Bc being the species of biconnected graphs, other distinguished (but not evident) member of
the family is the natural Hopf algebra of pointed connected graphs which we study in a separate
subsection.
5.3.1 The antipode of NA .
Now we consider the case of the operad AE = A . Denote by a the species of (nonrooted) trees.
Since A is obtained by pointing a, A = a• = X.a′, the natural transformation φ goes from
FA2+ to AL(a′+), the species of trees enriched with tuples of structures of a
′
+. Each component
of the tuple in the fiber of a vertex v is a tree in a′+, which together with v becomes a rooted
tree. Coloring the edges of each of this rooted trees which are components of the fibers with the
depth of the corresponding internal vertex we obtain what we call an admissible coloration.
Definition 2. Let T be a rooted tree. An admissible edge coloration of T is a function from
the set of edges of T , E (T ), to the set P of positive integers, that satisfies
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Figure 8: A Schro¨der tree on A and isomorphic admissible colorations
1. There is at least on edge of color 1.
2. c is weakly increasing in any path from the root to the leaves.
3. The root of each connected component of the subgraph induced by edges colored i, i ≥ 2,
has at least one incident edge of color i− 1.
The elements of AL(a′) are then equivalently described as trees colored with admissible col-
orations. The following diagram commutes
FA2+
A
AL(a′+)
φ
η̂
υ
(51)
Where υ is the forgetful transformation which erases the colors of the trees in AL(a′). It can
be easily checked by induction, verifying that contracting over the main spine without keeping
track of the depth of internal vertices, is the same as applying the product η iteratively all over
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it (see Fig. 8). Then we obtain the following antipode formula for the Hopf algebra NA .
S(tτ(T )) =
∑
c
∏
i≥1
(−1)|ac(i)|tτ(ac(i)). (52)
Here c runs over all the admissible colorations of the tree T , ac(i) is the assembly of trees colored
with color i.
5.3.2 The general case AN .
We now extend this result to the general case AN , which is a little more involved.
Since AN = XN(AN ), the bijection φ is as follows
F(AN )2+ = FX.N+(AN )
φ
↔ AL(N+(AN )).
The bijection φ acts as the product of the operad A but keeping the information of the depth of
internal vertices in the original Scro¨der tree, and without performing the products ν : N.N → N
of the monoid. Hence, the elements of AL(N+(AN )) are what we call factored colored trees. A
factored colored tree TNf , is a structure with data:
1. A rooted tree T ,
2. An admissible coloration c of T ,
3. For every color i in the image of c, the connected structures in ac(i) are N -enriched trees.
Denote by ν the extension of the product ν : N.N → N to L(N+) ,
ν : L(N+)→ N,
defined recursively as ν(n) = n, for n an element of N ⊂ L(N+), and for k ≥ 2,
ν(n1, n2, . . . , nk) = ν(n1, ν(n2, n3, . . . , nk)).
We further extend ν over AL(N+(AN )) by applying ν over the tuples of M -structures that enrich
the fibers of the vertices of the factored colored tree TNf . This transformation is denoted by ν̂.
The following diagram commutes
F(AN )2+
AN
AL(N+(AN ))
φ
η̂
ν̂.
(53)
Then, we obtain the antipode formula
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Theorem 2. The antipode for the Hopf algebra NAN is given by the formula
S(tτ(TN )) =
∑
ν̂(TNf )=TN
∏
i≥1
(−1)|ac(i)|tτ(ac(i)). (54)
The antipode formula for the Hopf algebra of planar trees NAL , the case N = L, is as in Eq.
(52), with the only difference that the admissible colorations have to be also weakly increasing
from right to left. For example we have
S(t b
b
b
b
) = −t3b
b
+ t b
b
b t b
b
+ t b
b
t bb
b
− t b
b
b
b
, (55)
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5.4 The Hopf algebra NG •c .
Recall that for a connected graph g, a vertex v is called a cutpoint if the graph g − v, obtained
by deleting v, is disconnected. A nonseparable (or biconnected) graph is a connected graph that
does not have cutpoints.
The prime structures of the operad G •c are the pointed graphs (g, v) such that g is nonsepa-
rable. We prove that in the following proposition.
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Proposition 4. A pointed graph (g, v0) ∈ G
•
c [U ] is a prime structure of G
•
c if and only if g is
nonseparable.
Proof. Assuming that (g, v0) is not prime, let (a, (g
′
pi , B0)) ∈ G
•
c [U ] be a non trivial factorization
of (g, v0). Then, by the definition of η, every distinguished element v of a non singleton graph
(gB , v) in a is a cutpoint of g, because if deleted, it disconnects from g the rest of the vertices
of gB . Conversely, we are going to prove that if g contains a cutpoint, then there exists a non
trivial factorization of (g, v0). Let v a cutpoint of g. Then g − v splits in some k ≥ 2 conected
components g1, g2, . . . , gk. If v 6= v0, chose one of them such that v0 is not there. We choose g1
assuming without loss of generality that v0 is not in g1. Consider the graph g1 + v generated
in g by g1 and v. Denote by U1 the set of vertices of g1 + v. Let π be the partition formed by
singletons in U2 = U − U1 and only one ‘big block’ U1, π = {U1} ∪ {{u} | u ∈ U2}. Let a be
the assembly with subjacent partition π and whose structures are the singleton graphs on the
elements of U2 and the pointed graph (g1 + v, v) on U1. Note that v0 is in U2. Define g
′
pi to
be the graph obtained by contracting to a point the subgraph g1 + v in g. Let B0 = {v0} be
the block of singletons containing v0. η(a, (g
′
pi , B0)) is clearly equal to (g, v0). When v = v0 the
construction is similar, except that B0 is chosen to be U1 (see Figure (9)).
Recall that a biconnected component of a graph is a maximal biconnected subgraph. Two
different biconnected components have at most one vertex in common (a cutpoint), and they
partition the edges of the graph. We denote by Bc the species of biconnected graphs. The
species of pointed graphs satisfies the identity
G
•
c = XE(B
′
c(G
•
c )). (56)
The reader can check details in [2, sect. 4.2.]. Hence, G •c is isomorphic to the species AE(B′c) of
trees enriched with assemblies of B′c-structures. Since E(B
′
c) is a monoid, AE(B′c) is an operad.
The reader may also check that G •c and AE(B′c) are also isomorphic as operads. Then, we can
deduce the antipode formula for NG •c from the general one for NAN (54).
Definition 3. Let (g, v0) be a pointed graph and let c : E (g)→ P be a coloration of the edges of
g with colors in the positive integers P such that edges in the same biconnected component have
the same color. Denote by a(i) = {g
(i)
B }B the assembly of subgraphs of g induced by the edges
colored i. We say that c is an admissible coloring relative to (g, v0) if it satisfies the following
conditions
1. There is at least one edge colored 1.
2. c is weakly increasing in any sequence B0, B1, . . . , Bn of biconnected components such that
Bi−1 and Bi share a cutpoint i = 1, . . . , n, and v0 ∈ B0.
3. For i ≥ 2 in the image of c, in every connected component gB of a(i) there is always one
vertex vB which is also in a biconnected component of color i− 1.
The vertex vB in the third condition is necessarily a cutpoint, since it is in two different
biconnected components. Observe that as a consequence of the definition of admissibility, a(1)
is connected graph that contains v0. Denote by a
•(i) the assembly of pointed graphs obtained
by choosing as distinguished element the cutpoint vB on each graph g
(i)
B , a
•(i) = {(g
(i)
B , vB)}B ,
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Figure 10: Biyection between Shro¨der trees and admissible colorations in a pointed graph.
i ≥ 2. For the graph a(1) = g1, choose v0 to be the distinguish element, a(1) = (g1, v0). By
condition 3, the image of an admissible coloration c is a segment [k] = {1, 2, . . . , k} of P.
Now, we give our combinatorial recipe for the antipode of NG •c .
Theorem 3. Let (g, v0) be a pointed graph. The antipode SG •c (g, vo) is given by:
SG •c (g, v0) =
∑
c∈Ac(g,v0)
k∏
i=1
(−1)|a
•(i)|tτ(a•(i)).
where Ac(g, v0) is the set of admissible colorations on (g, v0).
Before studying the antipode for NGc , we introduce the general notion of divisibility on
assemblies of M -structures, M being a set operad. A set-operad (M,η) is called a c-operad
(cancellative operad) if it satisfies the left cancellation law [15, 17, 16],
η(a,m) = η(a,m′)⇒ m = m′.
All the examples of operads treated in this article are c-operads. The natural transformation
η :M(M)→M can be extended by substitution with the identity of E, to
η : E(N(N))→ E(N).
The elements of E(M(M)) are pairs of assemblies of M -structures (a2, a
′
2), where a2 is an
assembly over the partition subjacent to a1.
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Definition 4. Let a1 and a2 be two assemblies of M -structures over the same set U . We say
that a1 divides a2 if there exists a third one a
′
2 such that
η(a1, a
′
2) = a2.
We denote this divisibility relation by a1 η a2, and by a2/a1 the assembly a
′
2. It is unique
because of the left cancellation law. The relation η is a partial order over the set E(M)[U ].
We denote this poset by PM [U ] [17, 15].
5.5 The Hopf algebra Gc
The notion of module of a graph [3] plays an important role in the Hopf algebra structure of
NGc .
Definition 5. Let g be a connected graph, and B a subset the set U of vertices of g. The
graph gB generated in g by B is said to be a module of g if every vertex v in U −B, if connected
to some vertex in B, it is connected to every vertex in B.
Let g1 be the assembly of connected graphs formed by the union of gB and the singleton
graphs corresponding to the vertices in U −B. It is easy to see that gB is a module of g if and
only if g1 divides g. The quotient g/g1 is the graph obtained by contracting in g the block B to
a point,
• The vertices of g/g1 are the blocks of the partition whose only not singleton block is B.
• The edges are either pairs of the form {{x}, {y}} with x, y ∈ U −B and {x, y} ∈ E (g), or
of the form {B, {y}} with {x, y} ∈ E (g) for some (all) x ∈ B.
The prime elements of Gc are the connected graphs that do not have modules except the trivial
ones. The primitive elements of NGc are hence completely classified.
Definition 6. Let c be a coloration of the edges of a connected graph g is a function from the
edges of g to P. For i > 1 in the image of c, we denote by g(i) the subgraph of g obtained by
deleting all the edges of color j, 1 ≤ j < i. For i = 1, we make g(1) = g.
The coloration c is said to be admissible if it satisfies
1. For every i ≤ 2 in the image of c, g(i− 1) divides g(i).
2. For every vertex v of g, if there is an edge incident to v colored i, i ≥ 2, then there is at
least one edge of color i− 1 incident with v.
Proposition 5. The antipode of NGc is given by
S(g) =
∑
c∈Ad(g)
∏
i
(−1)|g(i−1)/g(i)|
#
tτ(g(i−1)/g(i)). (57)
where Ad(g) is the set of edge admissible coloration of g, and |g(i−1)/g(i)|# denotes the number
of non-singleton connected components of g(i− 1)/g(i).
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Figure 11: Example of admissible colorations on a graph.
Proof. We are going to codify the trees in the general formula (1) into admissible colorations. For
a Shro¨der tree T such that η̂(T ) = g, we color i the edges obtained when applying the products
on T corresponding to vertices of depth i. The coloration c so obtained satisfies condition 1
because the non-singleton connected components of g(i) are the graphs η̂(Tv), where v runs over
the internal vertices of T of depth i, and Tv is the sub-tree of the descendants of v. By the
recursive definition of η̂,
g(i − 1) = η(g(i), {gv |d(v) = i− 1}),
{gv |d(v) = i− 1} being the graphs enriching T at depth i− 1. Condition 2 is satisfied because
each internal vertex of depth i, i ≥ 2, is the son of a vertex of depth i− 1 which has at least two
sons. The reverse construction is as follows. Place at the root of the tree the graph g(1)/g(2),
then create |g(2)|# vertices and edges connecting them with the root. Use the non-singleton
connected graphs of g(2)/g(3), to enrich the newly created |g(2)|# = |g(2)/g(3)|# vertices with
the non-singleton connected components of g(2)/g(3). This procedure continues recursively on
each of those vertices as roots until we reach g(k), k being the maximum of the image of c, and
finish by placing the non-singleton components of g(k). Condition 2 assures that all the internal
vertices of the tree obtained in this way have at least two descendants.
For example, the antipode in formula (24) is readily computed from the admissible colorations
in Fig. 11.
6 The natural reduced incidence Hopf algebra
We now make a brief sketch of the construction in [15] of the natural reduced incidence Hopf
algebra. WhenM is a c-operad, the natural Hopf algebra can be obtained as a reduced incidence
algebra from the family of intervals IntM of the family of posets PM [U ], U a finite set. Those
intervals are of the form [a1, a2], a1 and a2 a pair of assemblies of M -structures over the same
set. The family IntM is (module poset isomorphism) closed under poset product and by taking
subintervals (in the terminology of [18], it is a hereditary family).
We define the equivalence relation ∼ in IntM by,
[a1, a2] ∼ [a
′
1, a
′
2] iff τ(a2/a1) = τ(a
′
2/a
′
1). (58)
Then, every interval in IntM is equivalent to one of the form [0ˆ, a]. The types of the intervals can
be identified with isomorphism types of assemblies of M -structures, and hence with monomials
[˜0ˆ, a] =
∏
B∈pi
tτ(mB).
The equivalence relation ∼ is order and poset product compatible (a Hopf relation). According
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to Schmitt [18], the algebra generated by the types , K[tα|α ∈ T(M)] has a structure of bialgebra
with coproduct and counity
∆(tτ(m)) = ∆
˜[0ˆ, {m}] =
∑
0ˆηaη{m}
˜[0ˆ, a]⊗ ˜[a, {m}]
=
∑
0ˆηaη{m}
˜[0ˆ, a]⊗ ˜[0ˆ, {m}/a] =
∑
η(a,m′)=m
tτ(a) ⊗ tτ(m′)
ǫ(˜[a1, a2]) =
{
1 if a1 = a2
0 otherwise.
Identifying the type of the singleton intervals with 1, this reduced incidence algebra becomes
a Hopf algebra, which is clearly isomorphic to NM . In a similar way, the poset isomorphism
relation on IntM gives rise to the standard reduced incidence Hopf algebra HN [4]. Since the
relation ∼ implies poset isomorphism, we have the epimorphism of Hopf algebras
P : NM ։ HM ,
P ([˜0ˆ, a]) = [̂0ˆ, a],
where the hat in the right hand side denotes poset isomorphism type.
6.1 NA and HCK.
Denote by HCK the Connes and Kreimer Hopf algebra [6]. HCK , like NA , has as generators
unlabelled rooted trees. Its identity 1 is thought of as the empty tree. We describe its coproduct
by:
∆CK(tτ(T )) =
∑
bv
tτ(abv (2)) ⊗ tτ(Tbv (1)), (59)
where the sum of above is over all the bicoloring bv : V (T ) → {1, 2} of the vertices of T , such
that the subgraph generated by the vertices of color 1, Tbv (1), is a sub-rooted tree of T . abv(2)
is the forest generated by the vertices of color 2. This description of the coproduct is equivalent
to the usual one in terms of admissible cuts.
Let T1, T2, . . . , Tk be a forest of trees in E(A )[U ] for some set of vertices U . Denote by T =
[T1, T2, . . . , Tk] the labelled tree obtained by adding an edge from the root of each of the trees in
the forest, to a vertex not in U , which becomes the root. Define B−(tτ(T )) = tτ(T1)tτ(T2) . . . tτ(Tk)
and B+(tτ(T1)tτ(T2) . . . tτ(Tk)) = tτ(T ).
In [4, Theorem 6.11] an elegant proof of the isomorphism between the Hopf algebras HA
and HCK was given, based upon the universal property of the pair (HCK , B
+). On the other
hand we have the epimorphism P : NA → HA , that composed with Chapoton-Livernet isomor-
phism gives us the Hopf algebra epimorphism B− = Pˆ : NA → HCK . Here we give a direct
combinatorial proof of this fact.
Proposition 6. The multiplicative extension of B− is a Hopf algebra epimorphism,
B− : NA ։ HCK .
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Proof. B− obviously preserves identities and coidentities. Denote by ∆ the coproduct of NA .
We will prove now that B− is a comultiplicative map,
B− ⊗B− ◦∆ = ∆CK ◦B
−.
By multiplicativity of the maps involved, it is enough to prove that for every tree T
(B− ⊗B− ◦∆)(tτ(T )) = ∆CK ◦B
−(tτ(T )). (60)
Since B+ is the inverse of B− when restricted to the vector space generated by the monomials
tτ(T ), Eq. (60) is equivalent to
(B− ⊗B− ◦∆ ◦B+)(tτ(T )) = ∆CK(tτ(T )). (61)
Observe that [T ] is the planted tree obtained by attaching to T an extra vertex as root. Since
B+tτ(T ) = tτ([T ]), the right hand side of Eq. (61) is equal to
(B− ⊗B− ◦∆)tτ [T ] =
∑
be:E ([T ])→{1,2}
B−tτ(abe (2)) ⊗B
−tτ([T ]be(1)).
The above sum is over the edge bicolorings be of [T ] as in the Eq. (12). There is a bijection
between edge bicolorings of [T ] and vertex bicolorings of T , be ↔ bv, bv obtained from be by
‘moving up’ the color of each edge to its endpoint vertex furthest from the root. We can easily
check
B−tτ(abe (2)) = tτ(abv (2)), and B
−tτ [T ]be(1) = tτ(Tbv (1)),
which finishes the proof.
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