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Abstract
In this paper, the inherent gradient flow structures of thermo-poro-visco-elastic processes
in porous media are examined for the first time. In the first part, a modelling framework
is introduced aiming for describing such processes as generalized gradient flows requiring
choices of physical states, corresponding energies, dissipation potentials and external work
rates. It is demonstrated that various existing models can be in fact written within this
framework. Ultimately, the particular structure allows for a unified well-posedness analysis
performed for different classes of linear and non-linear models. In the second part, the
gradient flow structures are utilized for constructing efficient discrete approximation schemes
for thermo-poro-visco-elasticity – in particular robust, physical splitting schemes. Applying
alternating minimization to naturally arising minimization formulations of (semi-)discrete
models is proposed. For such, the energy decrease per iteration is quantified by applying
abstract convergence theory only utilizing convexity and Lipschitz continuity properties of
the problem – a fairly simple but flexible machinery. By this approach, e.g., the widely
used undrained and fixed-stress splits for the linear Biot equations are derived and analyzed.
By application of the framework to more advanced models, novel splitting schemes with
guaranteed theoretical convergence rates are naturally derived. Moreover, based on the
minimization character of the (semi-)discrete equations, relaxation of splitting schemes by
line search is proposed; numerical results show a potentially great impact on the acceleration
of splitting schemes for both linear and nonlinear problems.
1 Introduction
Gradient flows describe the evolution of purely dissipative systems. Given an initial state x0,
a state x evolves along the negative gradient of an energy E under the influence of an external
force fext, i.e.,
x˙+∇E(x) = fext, a.e. in (0, T ), x(0) = x0, (1)
where x˙ denotes the temporal derivative of x and ∇E denotes the Gaˆteux-derivative of E wrt.
x.
The formal gradient flow structure (1) is ubiquitous in a broad set of applications and has
been therefore of great research interest since the fundamental works by Komura [1], Crandall
and Pazy [2] and Brezis [3, 4]. Meanwhile, gradient flows have been studied in Hilbert spaces
and metric spaces [5]; in particular, since the seminal work by Otto [6], much attraction has
been paid to gradient flows in probability spaces endowed with the Wasserstein metric. It is
not our intention to review the vast literature on the topic; we mention a small fragment of
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the long list of applications with an inherent gradient structure: heat conduction, the Stefan
problem, Hele-Shaw cell, flow in porous media, parabolic variational inequalities, degenerate
and quasi-linear parabolic PDEs, and transport.
Classical gradient flows are limited to dissipation mechanisms induced by a quadratic poten-
tial, which is quite restrictive for many practical situations. Far more systems can be modelled
using the notion of generalized gradient flows as, e.g., described by Peletier [7]. Those allow
in particular for non-quadratic dissipation potentials, including those which are vanishing, not
finite, positively homogeneous of degree 1 or state-dependent. Additionally, generalized gradi-
ent flows allow for relating the tangent space of the state space with a process space. In this
perspective, generalized gradient flows are formally defined by five components:
1. A state space X .
2. A process space PX˙ together with an instruction how states change x˙ = T (x)p, where
x ∈ X , p ∈ PX˙ , and T (x) a transformation operator.
3. An (internal) free energy E(x) for states x ∈ X .
4. An (external) work rate Pext(x; p) in terms of the process vectors.
5. A dissipation potential D(x; p) in terms of process vectors inducing the cost of the change
of state.
Then for given state x ∈ X , the current change of state x˙, in terms of the corresponding process
vector p ∈ PX˙ , is defined by
x˙ = T (x)p
p = arg min
q∈PX˙
{
D(x; q) + 〈∇E(x), T (x)q〉 − Pext(x; q)
}
,
(2)
i.e., the loss of energy is maximized along the steepest descent of the energy under minimum cost.
Again, many applications can be modelled by generalized gradient flows. We mention incom-
pressible, immiscible two-phase flow in porous media [8], doubly non-linear Allen-Cahn equa-
tions [9], rate-independent finite elasticity [9], rate-dependent visco-plasticity at finite strain [10].
Apart from the structure itself, a (generalized) gradient flow interpretation may be beneficial
in many ways. A wide range of abstract theory for gradient systems has been established
dealing, e.g., with the well-posedness analysis [3, 4, 11], a posteriori error analysis for time
discretizations [12], or a priori error analysis for numerical discretizations in time and space [13].
Furthermore, energy preserving time discretizations can be constructed [14], and optimization
algorithms can be utilized for the construction of robust numerical solvers.
In this work, for the first time, we explore the gradient structure in the consolidation of
fluid-saturated porous media, also called theory of poro-elasticity, and provide a generalized gra-
dient flow formulation (2) for various poro-elasticity models. Coupled thermo-hydro-mechanical-
chemical processes in porous media have been of great research interest recently, due to the
presence of many practical applications of societal and industrial relevance. We mention not
only classical, geotechnical applications within soil and reservoir mechanics, but also geothermal
reservoirs [15], CO2 storage [16], deformation of hydrogels [17] or biomechanical applications [18]
among others.
The theory of poro-elasticity goes back to the early seminal contributions by Terzaghi [19]
and Biot [20]; since then many mathematical models for thermo-hydro-mechanical-chemical
processes in porous media have been established utilizing, e.g., averaging processes [21], ther-
modynamic arguments [22], or homogenization [23, 24, 25, 26]. Traditionally, corresponding
models are formulated as partial differential equations (PDE). Based on those formulations,
there exists a mature literature on both analytical and numerical, rigorous mathematical theory
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for specific poro-elasticity models. It is beyond the scope of this work to give a comprehensive
review; we only point out results connected to this paper: For the linear Biot model well-
posedness has been showed using semigroup theory [27]. Recent advances on extensions of the
linear Biot equations include well-posedness for the dynamic poro-elasticity [24], thermo-poro-
elasticity with non-linear, thermal convection [28], poro-visco-elasticity with a purely visco-
elastic strain [27, 29], and linear poro-elasticity with a deformation-dependent, non-linear per-
meability [29]. We are not aware of any explicit result on the well-posedness of linear poro-visco-
elasticity models, which consider strains composed of an elastic and a visco-elastic contribution
as modelled by [22], or non-linear poro-elasticity under an infinitesimal strain assumption as
studied in a fully discretized setting by [30]. In terms of numerical discretization and solution of
the linear Biot model, stable, spatial discretizations for various choices of primary variables
have been introduced [31, 32, 33, 34]. Furthermore, physically motivated, robust operator
splittings have been of great, recent interest, allowing for either using independent, tailored
simulators for different physics or developing good block preconditioners for monolithic Krylov
subspace methods. Such have been developed and studied for in particular the linear Biot
model [35, 36, 37, 38, 39, 40, 41, 42, 43, 44], for non-linear poro-elasticity under an infinitesimal
strain assumption [30], thermo-poro-elasticity [45] and large strain poro-elasticity [46].
To our knowledge, the connection between gradient flows and poro-elasticity from a math-
ematical point of view has not yet been studied in the literature. However, we have to honor
the work by Miehe [47], which has also been an inspiration for this paper. In the aforemen-
tioned work with a focus on general modelling, isothermal flow in fully-saturated poro-elastic
media under large strains is formulated using minimization principles, which eventually can
be identified as a generalized gradient flow (2). The authors have furthermore noted that the
minimization structure allows arbitrary pairs of finite elements as spatial discretization of the
coupled problem.
The aim of this paper is not only to reveal a natural gradient structure of thermo-poro-visco-
elasticity, but also to discuss how to exploit this structure to study well-posedness and naturally
develop numerical methods. Serving as proof of concept, we explore thoroughly the linear Biot
equations: We highlight the gradient structure of the linear Biot equations; well-posedness
results are deduced employing abstract theory for doubly non-linear evolution equations and
convex analysis; additionally, we identify widely used splitting schemes [35, 48] as alternating
minimization, which are a priori guaranteed to converge. Utilizing abstract convergence theory,
we are able to prove the same convergence rates as previously reported in the literature [37],
in which problem-specific proofs are performed. We further apply the same workflow to more
advanced poro-elasticity models with increased complexity and derive novel robust splitting
schemes with guaranteed theoretical convergence rates. The findings are presented in two parts.
Part I (Sec. 2–7) is concerned with two aspects: (i) The modelling of coupled processes in
poro-elastic materials as generalized gradient flows, and (ii) a subsequent well-posedness analysis.
By combining the abstract generalized gradient flow formulation (2) with conceptual considera-
tions regarding poro-elasticity, an abstract modelling framework for thermo-poro-visco-elasticity
is established in Sec. 2. In its most general form, it allows for non-isothermal, (non-)Darcy flow
in a saturated, non-linearly poro-visco-elastic material governed by dissipation only. Specific
models are then obtained by involving common thermodynamic knowledge on free energies and
dissipation potentials: A gradient flow formulation is derived for linear poro-elasticity (Sec. 3),
linear poro-visco-elasticity (Sec. 4), non-linear poro-elasticity in the infinitesimal strain regime
(Sec. 5), non-Newtonian Darcy and non-Darcy flows in poro-elastic media (Sec. 6), and thermo-
poro-elasticity without thermal convection (Sec. 7), all consistent with previously employed
PDE-based models [22]. Regarding the well-posedness analysis for poro-elasticity models, the
main difficulty is the characteristic fact that the dissipation potential does not depend on all
process vectors, as e.g., the change in mechanical displacement; this is solved by combining
an abstract decoupling approach [49] with classical convex analysis [50] and theory on doubly
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non-linear evolution equations [51, 9], tailored to our needs, cf. Appendix A. It is summarized
in a unified well-posedness result, Thm. 1, the main theoretical result of Part I. Furthermore,
it is applied to practically all models listed above; in particular it gives a new concise proof for
the well-posedness of the linear Biot equations.
Part II (Sec. 8–14) deals with the robust, numerical solution of aforementioned thermo-
poro-visco-elasticity models, by exploiting the generalized gradient flow structure discussed in
Part I. More precisely, after a semi-implicit time discretization along the lines of the minimizing
movement scheme for gradient flows [52], the generalized gradient flow formulation translates
into a minimization problem. For models discussed in Sec. 3–7, the minimization problem is
convex, enabling the vast literature on convex optimization for efficient numerical solution, i.e.,
a problem non-specific machinery. Motivated by the recent advances on splitting schemes in
the community, we discuss in particular the application of the plain alternating minimization or
cyclic block coordinate descent methods [53, 54]. They allow for natural decoupling of the entire
problem into its physical subproblems. Additionally, guaranteed convergence follows directly
from abstract optimization theory, adjusted to our needs, cf. Appendix B. By this, we provide
a new perspective on widely used, physically motivated splitting schemes, as the undrained and
fixed-stress splits [35, 48] for linear poro-elasticity (Sec. 9). In particular, we provide a sim-
ple, mathematical intuition why those schemes are natural choices among predictor-corrector
methods for which physical variables are simply fixed in the predictor step – in contrast for
example to the drained and fixed-strain splits which are only conditionally stable [35, 48]. In
addition, by applying the unified approach, we derive novel, robust splitting schemes for linear
poro-visco-elasticity (Sec. 10) and nonlinear poro-elasticity under infinitesimal strains (Sec. 11),
and provide a theoretical basis for the undrained-adiabatic and extended fixed-stress splits [45]
for thermo-poro-elasticity (Sec. 12). This annexes the mathematically intuitive interpretation
of directional minimization to the physical motivation of the splitting schemes. Finally, the
minimization formulation allows for acceleration of the previously discussed splitting schemes,
using a line search relaxation strategy (Sec. 13). In the context of poro-elasticity, this has not
yet been observed in the literature. In particular, for linear problems, exact line search can be
performed cheaply using quadratic interpolation due to the quadratic nature of the time-discrete
minimization problem; the same technique is proposed as inexact line search for semi-linear mod-
els. We close the second part with a succinct numerical study (Sec. 14) aiming for answering
four questions: (i) what is the impact of the relaxation of splitting schemes by line search; (ii)
how does it relate to the optimization of tuning parameters employed within splitting schemes;
(iii) how do relaxed splitting schemes perform for poro-visco-elasticity and (iv) and non-linear
poro-elasticity? We observe that applying line search is effectively identical with optimizing
splitting schemes, but no a priori knowledge or user-interaction is required. Furthermore, split-
ting schemes for poro-visco-elasticity and non-linear poro-elasticity show similar performance as
for linear poro-elasticity.
1.1 Notation
Throughout this work, let Ω ⊂ Rd, d ∈ {2, 3}, be an open, connected domain, with Lipschitz
boundary ∂Ω and outward normal n; let [0, T ] denote a finite time interval with finite time
T > 0.
We use the following notation for standard function spaces and their norms [55]: Let Lp(Ω)
be the space of functions for which the p-th power of the absolute value is Lebesgue integrable.
For L2(Ω), let 〈·, ·〉 = 〈·, ·〉L2(Ω) denote the standard L2(Ω) scalar product, ‖ · ‖ = ‖ · ‖L2(Ω) the
associated norm. Let 〈·, ·〉Γ := 〈·, ·〉L2(Γ) for measurable boundary segments Γ ⊂ Ω. Let W 1,p(Ω),
p ≥ 1, denote the usual Sobolev space, consisting of functions in Lp(Ω) with a weak derivative in
Lp(Ω), H1(Ω) = W 1,2(Ω) and H10 (Ω) its subspace with zero trace on ∂Ω. Furthermore, H
p
div(Ω),
p ≥ 1, denotes vectorial functions with d components in Lp(Ω) with a weak divergence in L2(Ω);
and H(div; Ω) = H2div(Ω).
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We use bold symbols for vectors and tensors. Similarly, we use bold symbols for vector
valued function spaces, e.g., H1(Ω). For elements of H1(Ω), let ε(u) = 12
(∇u+∇u>) denote
the symmetric gradient, also called linearized strain; ∇ denotes both the spatial gradient and
the (partial) functional derivative given by the Gaˆteaux-derivative, depending on the context.
For V a Banach space, let Lp(0, T ;V) and H1(0, T ;V) denote standard Bochner spaces endowed
with standard norms. Newton’s notation is used for denoting temporal derivatives of variables,
e.g., x˙ for the temporal derivative of x, whereas partial temporal derivatives of functionals are
denoted by ∂t. For V a Banach space, we denote V? its dual space and 〈·, ·〉V?×V a duality
pairing. If obvious, we omit the subscript.
Finally, let | · | denote the absolute value, the Euclidean distance and the Frobenius norm
for scalars, vectors and second-order tensors, respectively. And let tr A =
∑
iAii denote the
trace of a quadratic second-order tensor A. The inequality a . b means there exists a generic
constant C > 0 independent of a and b such that a ≤ Cb.
Let ⊗ denote the Kronecker product, and for the special case of two vectors. Moreover, let
: denote the single, double or triple (depending on the context) inner product for tensors. For
the double inner product of a fourth order and a second order tensor we often omit : as often
done in mathematical literature for linear elasticity. Finally, 〈·, ·〉 with tensorial arguments of
same order is equivalent to a Lebesgue integral over the double inner product of the arguments.
A nomenclature regarding notation for generalized gradient flows, physical fields, function
spaces etc. is provided in Appendix C.
Part I – Modelling and analyzing thermo-poro-visco-elasticity as
generalized gradient flow
The main objective of part I is to highlight the inherent gradient structure of various poro-
elasticity models. Secondary, we prove well-posedness for such models. Sec. 2 lays a foundation
for this, providing an abstract gradient flow modelling framework for poro-elasticity, and subse-
quently an abstract well-posedness result for degenerate, doubly non-linear evolution equations,
which will allow for a unified well-posedness analysis of poro-elasticity models. Based on those
tools, we discuss linear poro-elasticity (Sec. 3), linear poro-visco-elasticity (Sec. 4), non-linear
poro-elasticity in the infinitesimal strain regime (Sec. 5), non-Darcy flows in poro-elastic media
(Sec. 6), and linear thermo-poro-elasticity without thermal convection (Sec. 7).
2 Foundation for modelling and analyzing poro-elasticity as gen-
eralized gradient flow
In the following, tools are introduced which will be applied throughout Part I of the paper. First,
in Sec. 2.1, a general framework for modelling poro-elasticity based on the formal definition of
generalized gradient flows (2) is proposed. Additionally, in Sec. 2.3, an abstract well-posedness
result is derived, which allows for a unified analysis of poro-elasticity in the subsequent sections.
2.1 Formal modelling framework for non-isothermal flow in poro-visco-elastic
media
From a continuum mechanical perspective, it is fair to assume that fluid-saturated, deformable
porous media are purely governed by dissipation. That remains true, when allowing for ad-
ditional structural visco-elasticity or non-isothermal flow with negligible, thermal convection.
Consequently, it is natural to expect that a wide class of poro-elasticity models have an inherent
gradient flow structure. Indeed, by incorporating thermodynamic interpretation into the notion
of generalized gradient flows (2), we introduce a general modelling framework for non-isothermal
flow in poro-visco-elastic media.
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To set modelling limits, we restrict the discussion to fully-saturated media which deform
under an infinitesimal strain assumption. Visco-elastic and thermal effects are allowed. But it
is implicitly assumed that the considered system can be formulated as a gradient flow. This
cannot always be true, e.g., when thermal convection or non-quasi-static mechanical behavior
are non-negligible.
In the following the single components of a generalized gradient flow are defined based on
thermodynamic knowledge:
1. As state space, we choose
X = {(u, θ, εv, S)} , (3)
where u is the displacement of the matrix with respect to a reference state Ω; θ is the
change of the fluid mass on Ω with respect to some reference configuration scaled by the
inverse of a reference fluid density; εv is the visco-elastic strain such that ε(u)−εv denotes
the elastic strain; and S is the total entropy. Depending on which processes are considered,
we choose only a suitable subset of X as state space.
2. Structural displacements u and visco-elastic strains εv change with rates u˙ and ε˙v, respec-
tively. Instead of using the rates θ˙ and S˙ directly, we associate those with a volumetric
flux q and an entropy flux j, respectively. Their relations are imposed by the conservation
of mass and balance of entropy
θ˙ +∇ · q = qθ on Ω, (4)
S˙ +∇ · j = qS on Ω, (5)
where qθ and qS denote given, time-dependent production terms.
Gradient flows effectively define changes of states, and boundary conditions can be imposed
for those on boundary segments Γu,Γq,Γj ⊂ ∂Ω. We define the function spaces for
t ∈ [0, T ] (without specifying regularity for now)
V˙(t) =
{
v : Ω→ Rd |v = u˙Γ(t) on Γu
}
, (6)
Z(t) =
{
z : Ω→ Rd | z · n = qΓ,n(t) on Γq
}
, (7)
T˙ (t) =
{
t : Ω→ Rd×d
}
, (8)
W(t) =
{
w : Ω→ Rd |w · n = jΓ,n(t) on Γj
}
. (9)
associated with the change of structural displacement, volumetric flux, the change of the
visco-elastic strain and entropy flux. Function spaces associated with the states are im-
plicitly defined. Due to its internal character, no boundary conditions are imposed for the
change of the visco-elastic strain. We suppress the explicit time-dependence of function
spaces and boundary data in the rest of the article; e.g. we write V˙ instead of V˙(t).
3. For given state (u, θ, εv, S), let the energy E be given by the Helmholtz free energy of the
system. According to thermodynamic derivations [22], we can derive the total stress σ,
the fluid pressure p and the temperature T by
σ := ∂∇uE , p := ∂θE , T := ∂SE . (10)
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Those also act as dual variables to (u, θ, S), for which complementary boundary conditions
to (6)–(9) have to be prescribed
σn = σΓ,n on Γσ := ∂Ω \ Γu, (11)
p = pΓ on Γp := ∂Ω \ Γq, (12)
T = TΓ on ΓT := ∂Ω \ Γj . (13)
As common in poro-elasticity, we employ an effective stress approach. We assume therefore,
the total energy E can be decomposed into three contributions
E(u, θ, εv, S) = Eeff(∇u, εv) + Ev(εv) + Efluid(∇u, θ, εv, S), (14)
where the first contribution is assigned to the solid and defines the effective stress and
will finally depend only on the elastic strain; the second contribution is the energy stored
(and potentially lost) due to inelastic effects; and the third contribution corresponds to
the fluid, allowing for defining the fluid quantities. We obtain the effective stress σeff , p
and T also from
σeff := ∂∇uEeff , p = ∂θEfluid, T = ∂SEfluid. (15)
4. The external work rate Pext acts as a negative potential for changes of state or associated
process vectors. Throughout this work, we assume Pext is linear and state-independent,
and we allow Pext to vary in time. Furthermore, it is natural to assume the total external
work rate decomposes into separate, independent contributions
Pext(t, u˙, q, ε˙v, j) = Pext,mech(t, u˙) + Pext,fluid(t, q) + Pext,temp(t, j).
Since the visco-elastic strain is interpreted as an internal variable, no external work rate is
associated to ε˙v. In the context of poro-elasticity, external work rates integrate external
body and surface forces acting on the fluid and the matrix. In particular, surface forces
can be identified as the boundary conditions imposed on the dual variables (11)–(13). All
in all, we employ
Pext,mech(t, u˙) = 〈fext(t), u˙〉+ 〈σΓ,n(t), u˙〉Γσ ,
Pext,fluid(t, q) = 〈gext(t), q〉+ 〈pΓ(t), q · n〉Γp ,
Pext,temp(t, j) = 〈TΓ(t), j · n〉ΓT .
Here, fext and gext denote external body forces applied to the matrix and the fluid, re-
spectively. We stress that under the hypothesis of small perturbations of the Lagrangian
porosity [22], often coming along with the assumptions of linear elasticity, it is indeed fair
to assume that fext and gext are state-independent.
5. Accounting for viscous dissipation, changes of states come at cost governed by a dissipation
potential. For the poro-elasticity models considered in this work, it is adequate to assume
that the underlying dissipation mechanisms are state-independent; e.g., for large strain
poro-elasticity, this is not the case. Furthermore, we presume independent cost for each
process such that the total dissipation potential decomposes into
D(u˙, q, ε˙v, j) = Dmech(u˙) +Dfluid(q) +Dv(ε˙v) +Dth(j). (16)
A common feature for many poro-elasticity models is to assume that structural displace-
ments react instantaneously, which corresponds to the choice Dmech = 0. The potentials
Dfluid, Dv and Dth correspond to a (non-)Darcy-type law, some viscosity law for strain
rates and a Fourier-type law, respectively. We will essentially consider quadratic dissi-
pation potentials; besides in the context of non-Darcy flows in poro-elastic materials, cf.
Sec. 6.
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Finally, (2) yields an abstract model for describing the evolution of a fluid-saturated, deformable
porous medium. The states (u, θ, εv, S) change in time t ∈ (0, T ) by
θ˙ = qθ −∇ · q, (17)
S˙ = qS −∇ · j, (18)
(u˙, q, ε˙v, j) = arg min
(v,z,t,w)∈V˙×Z×T˙ ×W
{
〈∂∇uE(∇u, θ, εv, S),∇v〉 − Pext,mech(t,v) (19)
+Dfluid(z)− 〈∂θEfluid(∇u, θ, εv, T ),∇ · z〉 − Pext,fluid(t, z)
+Dv(t) + 〈∂εvE(∇u, θ, εv, S), t〉
+Dth(w)− 〈∂SEfluid(∇u, θ, εv, T ),∇ ·w〉 − Pext,temp(t,w)
}
and are subject to initial conditions at time t = 0
u = u0, θ = θ0, εv = εv,0, S = S0 on Ω. (20)
Remark 1 (Primal and dual formulation). We distinguish between primal and dual variables.
The gradient flow formulation (17)–(19) governs primal variables. Hence, we will call this
the primal formulation. In certain situations, a dual formulation governing dual variables can
be derived from the primal formulation. This is, e.g., discussed for linear poro-elasticity, cf.
Sec. 3.2.
2.2 Poro-elasticity formulated as doubly non-linear evolution equation
The framework as described in the previous section is suitable for modelling poro-elasticity.
Yet, in the next section, we provide tools for a unified well-posedness analysis of models of
type (17)–(20), which utilize the closely related reformulation of a generalized gradient flow as
a doubly non-linear evolution equation. A natural reformulation of the general poro-elasticity
model (17)–(20) is achieved by introducing accumulated fluxes
q∫ (t) := ∫ t
0
q(τ) dτ, (21)
j∫ (t) := ∫ t
0
j(τ) dτ (22)
as alternative states to θ and S, respectively. Corresponding function spaces Z∫ and W∫ are
implicitly defined by Z˙∫ = Z and W˙∫ = W, i.e., q∫ ∈ Z∫ if and only if q˙∫ ∈ Z. Analogously,
we set Qθ(t) :=
∫ t
0 qθ(s) ds and QS(t) :=
∫ t
0 qS(s) ds. By (17)–(18), the accumulated fluxes are
associated with θ and S by
θ = θ0 +Qθ −∇ · q∫ , (23)
S = S0 +QS −∇ · j∫ . (24)
By eliminating θ and S, the generalized gradient flow formulation (17)–(20) becomes a degen-
erate doubly non-linear evolution equation for (u, q∫ , εv, j∫ ) ∈ V × Z∫ × T ×W∫
∇D(u˙, q˙∫ , ε˙v, j˙∫ ) +∇E˜(t,u, q∫ , εv, j∫ ) = ∇Pext(u˙, q˙∫ , ε˙v, q˙F,∫ ), (25)
with reinterpreted (potentially, explicitly time-dependent) energy
E˜(t,u, q∫ , εv, qF,∫ ) := E(∇u, θ0 +Qθ(t)−∇ · q∫ , εv, S0 +QS(t)−∇ · qF,∫ ).
and initial conditions
u = u0, q∫ = 0, εv = εv,0, j∫ = 0 on Ω. (26)
8
Remark 2 (Reformulation over linear spaces). The function spaces V ×Z∫ ×T ×W∫ are given
by linear spaces translated by some essential boundary conditions, cf. (6)–(9). By explicitly
incorporating the translation into the definitions of D, E˜ and Pext, the problem (25) can be
reformulated over time-independent, linear spaces; however, each functional becomes explicitly
time-dependent.
Remark 3 (Time-independent dissipation potential and energy functional and linear function
spaces). From a modelling perspective, imposing time-dependent, essential boundary conditions
is straightforward. However, the analysis of gradient systems under essential boundary condi-
tions is known to be a delicate topic, cf., e.g., [7]. A model-specific discussion is most often
required; e.g., for quadratic potentials and energies, boundary conditions or external sources can
be equivalently reformulated as linear contributions of the external work rates, allowing for reduc-
ing the discussion to linear, time independent spaces and time-independent energy functionals.
Non-homogeneous, time-independent boundary conditions are less of a problem, as the driving
functional remains decreasing along solutions.
2.3 Abstract well-posedness result for degenerate doubly non-linear evolu-
tion equations
In the following, we establish an abstract well-posedness result which allows for a unified dis-
cussion of poro-elasticity models arising from the gradient flow modelling framework introduced
above, cf. Sec. 3–7. For this, we first note that the problem (25) falls into the category of degen-
erate, doubly non-linear evolution equations on Banach spaces. More specifically, the structural
assumptions made in Sec. 2.1, and assuming solely external work rates are time-dependent, cf.
Rem. 3, motivates to consider the abstract evolutionary system
(x˙1, x˙2) = arg min
(y1,y2)∈V1×V2
{
Ψ(y2) + 〈∇E(x1, x2), (y1, y2)〉 (27)
− 〈P1(t), y1〉 − 〈P2(t), y2〉
}
.
In particular, we assume:
(P1) The set of primary variables can be partitioned into two sets with either vanishing or non-
vanishing dissipative character. Those can be respectively grouped in two (multi-valued)
variables x1, x2. Let x1 denote the variables that change without cost.
(P2) The function spaces V1 and V2 corresponding to x1 and x2, respectively, are assumed to
be time-independent and to have a linear structure. Thereby, they can be identified as
both state and tangent spaces. Furthermore, let Vi be Banach spaces with norms ‖ · ‖Vi ,
i = 1, 2. In particular, assume there exists a semi-norm | · |V2 on V2 such that
‖y2‖pV2 = ‖y2‖
p
B2 + |y2|
p
V2 ,
where B2 ⊃ V2 is a larger Banach space with norm ‖ · ‖B2 , and p := min{pψ, pE} ∈ (1,∞)
with pψ and pE introduced in (P3) and (P4).
(P3) The dissipation potential Ψ : B2 → [0,∞) is convex, continuously differentiable and coer-
cive wrt. to B2. In particular, there exists a constant C > 0 and pψ ∈ (1,∞) satisfying
Ψ(y2) ≥ C‖y2‖pψB2 , y2 ∈ B2.
(P4) The free energy of the system is convex, lower semi-continuous and continuously differen-
tiable. Furthermore, it can be decomposed into a strictly convex part in the variable with
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vanishing dissipation, and a convex contribution in an affine combination of the primary
variables
E(x1, x2) = E1(x1) + E2(Λ(x1, x2)), (x1, x2) ∈ V1 × V2, (28)
i.e., E1 : V1 → [0,∞) is strictly convex; E2 : V˜ → [0,∞) is convex with V˜ a (separable)
Banach space; and Λ : V1 × V2 → V˜ is an affine operator, satisfying
Λ(x1, x2)− Λ(y1, y2) = Λ1(x1 − y1) + Λ2(x2 − y2), ∀xi, yi ∈ Vi, i = 1, 2,
for Λi : Vi → V˜ two linear operators with adjoint operators Λ?i , i = 1, 2. Furthermore,
there exist constants C1, C2, C3 and p1, pE ∈ (1,∞) satisfying
E1(x1) ≥ C1‖x1‖p1V1 ,
E(x1, x2) ≥ C2|x2|pEV2 − C3.
(P5) The external loads satisfy P1 ∈ C(0, T ;V?1 ) ∩ W 1,p
?
1(0, T ;V?1 ) and P2 ∈ C(0, T ;V?2 ) ∩
W 1,p
?
(0, T ;V?2 ), where 1p1 + 1p?1 =
1
p +
1
p? = 1.
(P6) The initial conditions (x1(0), x2(0)) ∈ V1 × V2 have finite energy E(x1(0), x2(0)) <∞ and
satisfy the compatibility condition
x1(0) = arg min
x1∈V1
{
E(x1, x2(0))− 〈P1(0), x1〉
}
.
Quasi-static systems of type (27) have been studied in the literature before, cf., e.g., [49, 9];
however in the aforementioned works, energies with decompositions different than the poro-
elasticity-specific choice (28) are treated. And in the theory on doubly non-linear evolution
equations in general, the external loading P2 would usually be assumed to be in the dual of a
larger space (B?2 in our context). Here, the weaker regularity assumption on P2 originates from
the nature of external loadings applied in the context of flow in porous media. In order to handle
the weak, spatial regularity within the theory on doubly non-linear evolution equations, stronger
temporal regularity is required along with above growth conditions on the energy functional.
All in all, using similar ideas as [49, 9] but tailored to the above problem structure, we prove
well-posedness of (27) under (P1)–(P6).
Theorem 1 (Well-posedness for generalized gradient flow system (27)). Assuming (P1)–(P6),
there exists a solution (x1, x2) to (27) satisfying
x1 ∈ L∞(0, T ;V1),
x2 ∈W 1,p(0, T ;B2) ∩ L∞(0, T ;V2).
If ∇Ψ or ∇E is linear and self-adjoint, it is unique.
Proof. We follow ideas by [49, 9] and decouple the system into a minimization problem and
a gradient flow problem. The first is discussed using classical convex analysis (Thm. 3, cf.
Appendix A); the discussion of the gradient flow problem utilizes theory on doubly non-linear
evolution equations (Thm. 2, cf. Appendix A).
Decoupling. For fixed time t ∈ [0, T ], the optimality conditions for (x1(t), x2(t)), derived as
first variation, corresponding to (27) read
∇E1(x1(t)) + Λ?1∇E2
(
Λ(x1(t), x2(t))
)
= P1(t) in V?1 , (29)
∇Ψ(x˙2(t)) + Λ?2∇E2
(
Λ(x1(t), x2(t))
)
= P2(t) in V?2 . (30)
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We conclude that x1 is defined as solution to a minimization problem for given x2. Hence, given
t ∈ [0, T ] and x2 ∈ V2, we denote x?1 := x?1(t, x2) ∈ V1 to be the solution of the problem
inf
y1∈V1
E(y1, x2)− 〈P1(t), y1〉 . (31)
Since E1 is strictly convex, x?1 is well-defined by Thm. 3. We introduce the reduced energy
Ered(t, x2) := E
(
x?1(t, x2), x2
)− 〈P1(t), x?1(t, x2)〉 , t ∈ [0, T ], x2 ∈ V2.
We observe, that the optimality conditions (29)–(30) can be decoupled into
∇E1(x?1(t, x2)) + Λ?1∇E2
(
Λ(x?1(t, x2), x2)
)
= P1(t) in V?1 , (32)
∇Ψ(x˙2(t)) +∇Ered(t, x2(t)) = P2(t) in V?2 . (33)
Existence and uniqueness for the gradient flow problem. Eq. (33) has the structure
of a doubly non-linear evolution equation. The existence (and uniqueness) of a solution to (33)
follows by employing Thm. 2; under above assumptions, it is sufficient to check that Ered complies
with the assumptions of Thm. 2.
First, by (P4) and (P5), it is simple to show that there exist constants C1 > 0, C2 ≥ 0,
independent of t, satisfying
Ered(t, x2) ≥ C1|x2|pEV2 − C2.
Second, Ered(t, ·) is convex on V2: This follows from the fact that ∇Ered is monotone [56].
In order to see this, we derive an explicit expression for ∇Ered. Let x2, y2 ∈ V2 be arbitrary,
and let Dx?1(t, x2)[y2] :=
d
dδ
∣∣
δ=0
x?1(t, x2 + δy2). Using the chain rule, the optimality condition
corresponding to (31), and the definitions of x?1 and E , we obtain
〈∇Ered(t, x2), y2〉
=
〈∇1E(x?1(t, x2), x2)− P1(t), Dx?1(t, x2)[y2]〉+ 〈∇2E(x?1(t, x2), x2), y2〉
=
〈∇E2(Λ(x?1(t, x2), x2)),Λ2y2〉 .
Hence, from the definition of Λ, we obtain
〈∇Ered(t, x2)−∇Ered(t, y2), x2 − y2〉
=
〈∇E2(Λ(x?1(t, x2), x2))−∇E2(Λ(x?1(t, y2), y2)),Λ2(x2 − y2)〉
=
〈∇E2(Λ(x?1(t, x2), x2))−∇E2(Λ(x?1(t, y2), y2)),(
Λ(x?1(t, x2), x2)− Λ(x?1(t, y2), y2)
)− Λ1(x?1(t, x2)− x?1(t, y2))〉 .
Subtracting the optimality condition for arbitrary x2, y2 ∈ V2, yields
∇E1(x?1(t, x2))−∇E1(x?1(t, y2))
= −Λ?1
(∇E2(Λ(x?1(t, x2), x2))−∇E2(Λ(x?1(t, y2), y2))) in V?1 .
Hence, together, we obtain
〈∇Ered(t, x2)−∇Ered(t, y2), x2 − y2〉
=
〈∇E2(Λ(x?1(t, x2), x2))−∇E2(Λ(x?1(t, y2), y2)),Λ(x?1(t, x2), x2)− Λ(x?1(t, y2), y2)〉
+ 〈∇E1 (x?1(t, x2))−∇E1(x?1(t, x2)), x?1(t, x2)− x?1(t, y2)〉 .
From the convexity of E1 and E2, we obtain the convexity of Ered.
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By exploiting the definition of Ered, the optimality condition (32), (P4), and (P5), we obtain
for almost every t ∈ (0, T ) and p?1 as in (P5)
|∂tEred(t, x2)| =
∣∣ 〈∇E1(x?1(t, x2)), x˙?1(t, x2)〉
+ 〈∇E1 (Λ (x?1(t, x2), x2)) ,Λ1x˙?1(t, x2)〉 − 〈P1, x˙?1(t, x2)〉
− 〈∂tP1, x?1(t, x2)〉
∣∣
= |〈∂tP1, x?1(t, x2)〉|
. ‖∂tP1‖p
?
1
V?1 + ‖x
?
1(t, x2)‖p1V1 .
In addition, by employing (P4), and using that E2 is positive, it follows
‖x?1(t, x2)‖p1V1 . E1(x?1(t, x2)) ≤ Ered(t, x2) + 〈P1, x?1(t, x2)〉 .
Employing (P5) and Young’s inequality, yields
‖x?1(t, x2)‖p1V1 . Ered(t, x2) + 〈P1, x?1(t, x2)〉 .
Altogether, we obtain
|∂tEred(t, x2)| . ‖P1‖p
?
1
V?1 + ‖∂tP1‖
p?1
V?1 + Ered(t, x2). (34)
Consequently, Ered complies with Thm. 2, and together with (P1)–(P6), there exists a solution
x2 ∈W 1,p(0, T ;B2)∩L∞(0, T ;V2) to (32). It is unique in case ∇Ψ or ∇Ered are linear and self-
adjoint, cf. Thm. 2. The latter follows for linear and self-adjoint ∇Ei, i = 1, 2.
Finite energy. By Thm. 2, x2 satisfies the characteristic energy identity∫ T
0
Ψ(x˙2(t)) dt+ Ered(x2(T ))− 〈P2(T ), x2(T )〉
= Ered (x2(0))− 〈P2(0), x2(0)〉+
∫ T
0
∂tEred(t, x2(t)) dt−
∫ T
0
〈
P˙2(t), x2(t)
〉
dt.
Using (P4) and (34), we obtain∫ T
0
Ψ(x˙2(t)) dt+ Ered(x2(T )) . 〈P2(T ), x2(T )〉
≤ Ered (x2(0))− 〈P2(0), x2(0)〉+ ‖P1‖p
?
1
W 1,p
?
1 (0,T ;V?1 )
+ ‖P2(T )‖p
?
E
V?2 + ‖P2‖
p?E
W
1,p?E (0,T ;V?2 )
+ C3 +
∫ T
0
Ered(t, x2) dt,
with 1pE +
1
p?E
= 1 and C3 from (P4). The assumptions on the external data are chosen such that
the right hand side is uniformly bounded in T up to the last term. By the Gro¨nwall inequality
it follows that Ered(t, x2(t)) is uniformly bounded in time.
Existence and uniqueness for the minimization problem. Since x2 ∈ L∞(0, T ;V2),
(31) is well-defined for x2 = x2(t) for a.e. t ∈ (0, T ); thereby also x1 = x?1(t, x2). Finally, by the
definition of Ered and (P4), it follows for a.e. t ∈ (0, T )
‖x1(t)‖p1V1 . Ered(t, x2) + ‖P1(t)‖
p?1
V1 .
Hence, by the above paragraph and (P5), x?1 ∈ L∞(0, T ;V1). Altogether, we obtain existence
(and uniqueness) of the coupled system (27), which concludes the proof.
Remark 4. Detailed stability bounds can be derived using energy identities for gradient flows,
cf., e.g., (156).
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3 Linear Biot equations as generalized gradient flow
The theory of linear poro-elasticity describes the continuum mechanics of coupled flow and
geomechanics in porous media under several simplifying hypotheses: in particular, the funda-
mental linearizing assumptions of linear elasticity; the hypothesis of small perturbations of the
Lagrangian porosity; and an at most slightly compressible, Newtonian fluid. Together with first
principles and Darcy’s law, the Biot’s consolidation model, also called linear Biot equations, can
be deduced, coupling elliptic and parabolic equations. For a detailed introduction, we refer to
the seminal work by Biot [20] and the comprehensive books [22, 21].
In this section, we provide a derivation of the linear Biot equations employing the modelling
framework described in Sec. 2.1. Thereby we demonstrate the inherent gradient flow structure
of the linear Biot equations. Acknowledging the fact that the linear Biot equations have been
already studied quite thoroughly in the literature, the following discussion serves mostly as proof
of concept and guide for subsequent discussions of more involved poro-elasticity models.
3.1 Generalized gradient flow formulation of linear poro-elasticity
Using the modelling approach described in Sec. 2.1, we derive Biot’s consolidation model as a
generalized gradient flow. It suffices to specify states, an associated Helmholtz free energy E
and a dissipation potential D.
As states, we choose the mechanical displacement u and the volume content θ with associated
processes u˙ and the volumetric flux q, respectively. Suitable function spaces for the latter,
incorporating essential boundary conditions are given by
V = {v ∈ H1(Ω) |v = uΓ on Γu} , (35)
V˙ = {v ∈ H1(Ω) |v = u˙Γ on Γu} , (36)
Z = {z ∈ H(div; Ω) | z · n = qΓ,n on Γq} . (37)
For their variations, we define correspondingly
V0 =
{
v ∈ H1(Ω) |v = 0 on Γu
}
, (38)
Z0 = {z ∈ H(div; Ω) | z · n = 0 on Γq} . (39)
The energy is chosen to be the Helmholtz free energy for linearly deformable porous media, cf.
Ch. 4.2.2, [22],
E(u, θ) = Eeff(u) + Efluid(u, θ),
Eeff(u) = 12 〈Cε(u) , ε(u)〉 ,
Efluid(u, θ) = M2 ‖θ − α∇ · u‖2 ,
where C is a symmetric, uniformly positive definite, fourth-order stiffness tensor, M can be
identified as the inverse of the compressibility of the bulk and α is the Biot coefficient. In this
work, we assume isotropic materials, modelled as St. Venant Kirchhoff material, i.e., there exist
constants µ > 0 and λ ≥ 0 satisfying
Cε(u) = 2µε(u) + λ∇ · u I.
From (10), we recover the classical relations
θ = 1M p+ α∇ · u, (40)
σ = Cε(u)− αp I, (41)
σeff = Cε(u) = σ + αp I. (42)
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A standard assumption in linear poro-elasticity is the quasi-static character of the mechanical
problem. As consequence, mechanical deformation occur instantaneously and hence changes
without any cost. Hence, allowing for viscous dissipation for the fluid, changes of displacements
and volumetric fluxes come at costs based on the dissipation potentials
Dmech(u˙) = 0,
Dfluid(q) = 12
〈
κ−1q, q
〉
,
where the conductivity κ is a symmetric, uniformly positive definite and uniformly bounded
second-order tensor. It can be identified as the permeability, scaled by the inverse of the fluid
viscosity.
Given the current state (u, θ), its change is then described by (17)–(19):
θ˙ = qθ −∇ · q and (43)
(u˙, q) = arg min
(v,z)∈V˙×Z
{
〈Cε(u) , ε(v)〉 − α 〈M(θ − α∇ · u),∇ · v〉 − Pext,mech(v)
+ 12
〈
κ−1z, z
〉− 〈M(θ − α∇ · u),∇ · z〉 − Pext,fluid(z)}. (44)
The system (43)–(44) can be reduced to a compact two-field formulation using ideas from
Sec. 2.2. Recalling the definition of the accumulated flux q∫ , cf. Eq. (21), living in
Z∫ (t) =
{
z ∈ H(div; Ω)
∣∣∣∣ z · n = ∫ t
0
qΓ,n dt on Γq
}
, t ∈ [0, T ], (45)
we introduce the generalized displacement U = (u, q∫ ) and its change U˙ = (u˙, q). Energies,
external work rates and dissipation potentials can be naturally interpreted as functions of U
and U˙ , respectively. After all, the evolution of the generalized displacement U is governed by
the generalized gradient flow
U˙(t) = arg min
V ∈V˙(t)×Z˙∫ (t)
{
D(V ) + 〈∇E(t,U(t)),V 〉 − Pext(t,V )
}
. (46)
Formulations based on the generalized displacement are in the following referred to as the primal
formulation of linear poro-elasticity.
In order to verify that (46) is indeed formally equivalent to the Biot equations, we derive the
corresponding optimality conditions. Written in variational form, they read: Find (u, q) ∈ V×Z
and θ with suitable regularity such that
〈Cε(u) , ε(v)〉 − α 〈M(θ − α∇ · u),∇ · v〉 = Pext,mech(v) ∀v ∈ V0, (47)〈
κ−1q, z
〉− 〈M(θ − α∇ · u),∇ · z〉 = Pext,fluid(z), ∀z ∈ Z0, (48)
θ˙ +∇ · q = qθ, in L2(Ω). (49)
Identifying the fluid pressure from (40), we recover the three-field formulation of the classical
quasi-static linear Biot equations.
3.2 Dual formulation of linear poro-elasticity
For the special case of quasi-static linear poro-elasticity, a natural dual formulation can be
derived by applying the Legendre-Fenchel duality theory [50] to (46). The procedure is analogous
to the discussion of primal and dual formulations of linear elastostatics in the context of convex
analysis [57, 58]. We skip the derivation here and present directly the dual formulation. It
naturally employs the dual generalized stress Σ = (σ, p) as primary variable, pairing up the total
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mechanical stress and the fluid stress, i.e., fluid pressure. Suitable function spaces incorporating
essential boundary conditions are given by
S˙ :=
σ ∈ H(div; Ω)d
∣∣∣∣∣∣∣
σn = σ˙Γ,n on Γσ,
∇ · σ + f˙ext = 0 in L2(Ω),
〈σ,γ〉 = 0 ∀γ ∈ QAS
 , (50)
QAS :=
{
γ ∈ L2(Ω)d×d |γ skew-symmetric on Ω
}
(51)
Q˙ := {q ∈ H1(Ω) | q = p˙Γ on Γp} , (52)
H˙? := S˙ × Q˙. (53)
We note, that the balance of linear momentum is incorporated intrinsically in S˙, which is char-
acteristic for the dual formulation. Imposing only weak symmetry of stress tensors however is
our choice, which is motivated by current advances in the robust discretization of the mixed for-
mulation of elasticity and poro-elasticity, cf., e.g., [59, 33, 60, 61, 32]; imposing strong symmetry
is also possible.
In between the primal and the dual formulation, the mathematical interpretation of dissi-
pation and energy essentially swaps, similarly for essential and natural boundary conditions.
Hence, utilizing (40)–(41) and Darcy’s law, we define the dual energy, dissipation and external
work rate by
E?(Σ) = D(Σ) = 1
2
〈κ(∇p− gext),∇p− gext〉 ,
D?(Σ˙) = E(Σ˙) = 12 〈A(σ˙ + αp˙ I), σ˙ + αp˙ I〉+ 12M ‖p˙‖2,
P?ext(Σ˙) = 〈u˙Γ, σ˙n〉Γσ + 〈qθ, p˙〉+ 〈qΓ,n, p˙〉Γq .
Here, A = C−1 denotes the compliance tensor; for homogeneous, isotropic materials, it satisfies
for σ ∈ Rd×d, with deviatoric and hydrostatic components σd := σ − σh I and σh := 1dtrσ ,
respectively,
(Aσ) : σ = 1
2µ
∣∣∣σd∣∣∣2 + 1
Kdr
|σh|2 (54)
Finally, the evolution of the generalized stress Σ is prescribed by the generalized gradient
flow
Σ˙ = arg min
T∈H˙?
{
D?(T ) + 〈∇E?(Σ),T 〉 − P?ext(T )
}
, (55)
subject to compatible, initial data Σ = Σ0 at time t = 0. Evidently one major advantage of the
dual formulation (55) compared to the primal formulation (46) is, it allows for incompressible
solids and fluids.
The corresponding optimality conditions can be shown to be identical to the four field formu-
lation of linear poro-elasticity [60], employing the total stress and the fluid pressure as primary
variables, and mechanical displacement and rotation as Lagrange multipliers.
3.3 Well-posedness of linear poro-elasticity
In the following, we establish existence and uniqueness of a weak solution to the primal for-
mulation of linear poro-elasticity and discuss its regularity. For this, we apply the abstract
well-posedness result, Thm. 1.
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Lemma 1 (Well-posedness and regularity for linear poro-elasticity). Let V,V0,Z0 and Z∫ as
defined in (35)–(39) and (45) with
uΓ ∈ C(0, T ;H1/2(Γu)d) ∩H1(0, T ;H1/2(Γu)d),
qΓ,n ∈ C(0, T ;H−1/2(Γq)d).
For the external loadings, and natural boundary and initial conditions assume
σΓ,n ∈ C(0, T ;H−1/2(Γσ)d) ∩H1(0, T ;H−1/2(Γσ)d),
pΓ ∈ C(0, T ;H1/2(Γq)d) ∩H1(0, T ;H1/2(Γq),
fext ∈ C(0, T ; (H1(Ω))?) ∩H1(0, T ; (H1(Ω))?),
gext ∈ C(0, T ;H(div,Ω)?) ∩H1(0, T ;H(div; Ω)?),
qθ ∈ L2(0, T ;V?0 ∩ Z?0 ),
θ0 ∈ V?0 ∩ Z?0
u0 ∈H1(Ω), such that u0|Γu = uΓ(0),
with the initial conditions satisfying the compatibility condition
〈Cε(u0) , ε(v)〉 − 〈M (θ0 − α∇ · u0) ,∇ · v〉 = 〈fext(0),v〉 , ∀v ∈ V0.
Then there exists a unique solution U = (u, q∫ ) of (46) and equivalently (43)–(44), satisfying
u ∈ L∞(0, T ;H1(Ω)), (56)
q∫ ∈ H1(0, T ;L2(Ω)) ∩ L∞(0, T ;H(div; Ω)), (57)
∇ · q∫ ∈ H1(0, T ;H−1(Ω)) ∩ L∞(0, T ;L2(Ω)). (58)
For the volumetric flux q, fluid content θ, fluid pressure p and stress σ, associated with the
states by (21), (23), (40) and (41), respectively, it holds
q ∈ L2(0, T ;L2(Ω)), ∇ · q ∈ L2(0, T ;H−1(Ω)), (59)
θ ∈ H1(0, T ;H−1(Ω)) ∩ L∞(0, T ;L2(Ω)), (60)
p ∈ L∞(0, T ;L2(Ω)), (61)
σ ∈ L∞(0, T ;L2(Ω)). (62)
Proof. The well-posedness result is a direct consequence of Thm. 1, applied to poro-elasticity
written as doubly non-linear evolution equation, cf. Sec. 2.2. For this, we reformulate (46) having
two objectives in mind: (i) time-dependent contributions due to essential boundary conditions
and external sources are required to impact only the external work rates; (ii) the final structure
is required to match the abstract setting of Thm. 1.
Due to objective (i), the problem has to be formulated for homogeneous contributions of the
generalized displacement. It will be denoted by(
uhom, q
∫
,hom
)
:=
(
u, q∫ )− (u˜Γ, q˜∫ ,Γ) ∈ V0 ×Z0,
where
u˜Γ ∈ C(0, T ;H1(Ω)) ∩H1(0, T ;H1(Ω)),
q˜∫ ,Γ ∈ C1(0, T ;H(div; Ω)).
are extensions of the essential boundary conditions onto Ω, such that u˜(0) = u0, u˜Γ|Γu(t) =
uΓ(t) and q˜Γ · n|Γq(t) =
∫ t
0 qΓ,n dt for a.e. t ∈ (0, T ).
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Using the notation of Thm. 1, we define for (v, z) ∈ V0 ×Z0
Ψ(z) := Dfluid(z) E1(v) := Eeff(v),
E2(m) := M2 ‖m‖2, Λ(v, z) := θ0 −∇ · z − α∇ · v,
E(v, z) := E1(v) + E2(Λ(v, z)),
and in order to fulfill objective (i), we set
P1(t,v) := Pext,mech(t,v)− 〈Cε(u˜Γ(t)) , ε(v)〉
+M
〈
Qθ(t)−∇ · q˜∫ ,Γ(t)− α∇ · u˜Γ(t), α∇ · v〉 ,
P2(t, z) := Pext,fluid(t, z)−
〈
κ−1 ˙˜q∫ ,Γ(t), z〉
+M
〈
Qθ(t)−∇ · q˜∫ ,Γ(t)− α∇ · u˜Γ(t),∇ · z〉 .
One can simply verify that (46) is equivalent to
(u˙hom, q˙
∫
,hom) = arg min
(v,z)∈V0×Z0
{
Ψ(z) +
〈
∇E
(
uhom, q
∫
,hom
)
, (v, z)
〉
(63)
−P1(t,v)− P2(t, z)
}
together with zero initial conditions. Furthermore, it is simple to verify (P1)–(P6); we just note
that V1 = V0, V2 = Z0 and B2 = L2(Ω) using the notation of Thm. 1. Consequently, we obtain
existence and uniqueness of a solution to (63), and consequently of (46), satisfying (56)–(57).
Since ∫ T
0
〈
∇ · q˙∫ ,hom, φ〉
‖∇φ‖ dt ≤ ‖q˙
∫
,hom‖2L2(0,T ;L2(Ω)),
and the regularity of q˜∫ ,Γ, it follows (58). Finally, (59)–(62) follow directly using (21), (23)
and (40)–(41).
4 Linear poro-visco-elasticity as generalized gradient flow
Biot’s consolidation model considers solely primary consolidation, which results in a char-
acteristic, quasi-static, mechanical response of the poro-elastic system. Modelling-wise, this
originates from neglecting viscous dissipation due to mechanical deformation. However, in
physical, deformable porous media viscous dissipation always occurs, and it leads to partially
non-instantaneous deformation, also called secondary consolidation. The theory of poro-visco-
elasticity incorporates such visco-elastic effects.
Classical models for visco-elasticity consider a separation of the total strain into an elastic
and a visco-elastic strain [22]; the elastic contribution is instantaneously recovered during an
unloading process, whereas the visco-elastic contribution is not. In the extreme case, the elastic
behavior can be neglected and the total strain can be assumed to be identical to the visco-elastic
strain [27, 29]; the corresponding model is also referred to as linear, quasi-static poro-elasticity
with secondary consolidation. Here, we treat the general case, including the elastic and visco-
elastic strains.
Linear poro-visco-elasticity can be naturally formulated as generalized gradient flow by suit-
ably enhancing the primal model for linear poro-elasticity. As state we choose the general-
ized displacement (u, q∫ , εv), incorporating now also the visco-elastic strain εv, living for a.e.
t ∈ (0, T ) in
T := {t ∈ L2(Ω)d×d | t symmetric}.
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We distinguish between the standard elastic strain energy and a stored, visco-elastic energy.
Additionally, we allow for different impacts of the elastic and visco-elastic strains on the energy
corresponding to the fluid. The associated energy functional is consistently defined as by [22]
Ev(u, q∫ , εv) =12〈C(ε(u)− εv), ε(u)− εv〉+ 12〈Cvεv, εv〉
+ M2
∥∥∥θ0 +Qθ −∇ · q∫ − αv tr εv − α(∇ · u− tr εv)∥∥∥2 ,
where Cv is a symmetric, uniformly positive definite, fourth-order tensor.
Taking also into account the dissipation of the stored, visco-elastic energy, the dissipation
potential is defined by
Dv(u˙, q˙∫ , ε˙v) =12〈κ−1q∫ , q∫ 〉+ 12〈C′vε˙v, ε˙v〉.
For many materials a visco-elastic effect is only encountered, e.g., for the volumetric part [22, 29].
Consequently, the symmetric, positive semi-definite, fourth-order tensor C′v may be singular.
Again, restricting to isotropic materials, the fourth-order tensors Cv, C′v can be associated
with Lame´ parameters µv > 0, λv ≥ 0, µ′v ≥ 0, λ′v > 0, and corresponding bulk moduli Kdr,v =
2µv
d + λv and K
′
dr,v =
2µ′v
d + λ
′
v, via
Cvεv = 2µvεv + λvtr εv,
C′vε˙v = 2µ′vε˙v + λ′vtr ε˙v.
Since εv is interpreted as internal variable, the external work rates can be chosen as in the
context of linear poro-elasticity
Pext(u˙, q˙∫ , ε˙v) = Pext,mech(u˙) + Pext,fluid(q˙∫ ).
Finally, within the framework introduced in Sec. 2.1, the resulting evolution equation reads
for current state (u, q∫ , εv)
(u˙, q˙∫ , ε˙v) = arg min
(v,z,t)∈V˙×Z˙∫×T
{
Dv(v, z, t) +
〈
∇Ev(u, q∫ , εv), (v, z, t)〉 (64)
−Pext(v, z, t)
}
.
The corresponding optimality conditions yield the model for linear poro-visco-elasticity as dis-
cussed by [22]
〈C(ε(u)− εv), ε(v)〉 − α 〈p,∇ · v〉 = Pext,mech(v) ∀v ∈ V0, (65)〈
κ−1q, z
〉− 〈p,∇ · z〉 = Pext,fluid(z), ∀z ∈ Z0, (66)〈
C′vε˙v + Cvεv − αvp I, t
〉
= 〈σ, t〉 ∀t ∈ T , (67)
θ − θ0 +∇ · q∫ = Qθ, in L2(Ω), (68)
where we explicitly introduced the fluid pressure and total stress by
p = ∂mEv = M
(
θ0 +Qθ −∇ · q∫ − αv tr εv − α(∇ · u− tr εv)) , (69)
σ = ∂∇uEv = C(ε(u)− εv)− αp I. (70)
Well-posedness can be analyzed analogously to Lemma 1.
Lemma 2 (Well-posedness of linear poro-visco-elasticity). Let εv,0 ∈ L2(Ω)d×d, satisfying the
compatibility condition for the deviatoric components
2µv
〈
εdv,0, t
〉
= 2µ
〈
ε(u0)
d − εdv,0, t
〉
, ∀t ∈ T ,
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in case µ′v = 0, where the deviatoric components are defined according to (74) and (75). Then
under the same regularity assumptions as in Lemma 1 there exists a unique solution (u, q∫ , εv)
of (65)–(68), satisfying (56)–(58) as for linear poro-elasticity. Additionally, for µ′v > 0 it holds
εv ∈ H1(0, T ;L2(Ω)), (71)
whereas for µ′v = 0, λ′v > 0 it holds
εv ∈ L∞(0, T ;L2(Ω)), (72)
tr εv ∈ H1(0, T ;L2(Ω)). (73)
For the flux q, mass m, pressure p and stress σ, associated with the states by (21), (23), (69)
and (70), respectively, same regularity holds as for linear poro-elasticity, cf. (59)–(62).
Proof. Non-homogeneous boundary conditions uΓ, qΓ,n and a non-zero, external source term qθ
can be discussed as in the proof of Lemma 1. In the following, the focus is exclusively on the
visco-elastic contribution, and only the case of zero boundary data and source terms is discussed.
The case µ′v > 0 follows analogously to the proof of Lemma 1; employ Thm. 1 with the
partition of state variables {u} and {q∫ , εv}.
The second case, µ′v = 0, λ′v > 0, requires a problem reformulation before applying Thm. 1.
As C′v is singular, Dv(·) is not coercive on L2(Ω)×T . This can be fixed by decomposing strains.
We introduce an orthogonal decomposition of visco-elastic strains into their hydrostatic and
deviatoric parts. Let
εhv :=
1
dtr εv ∈ T h, εdv := εv − εhv I ∈ T d, (74)
T h := {t I ∣∣ t ∈ L2(Ω)} ,
T d :=
{
t ∈ L2(Ω)d×d
∣∣∣ tr t = 0} .
such that 〈Cvεv, εv〉 = 2µv‖εdv‖2 + d2
(
2µv
d + λv
)
‖εhv‖2. Similarly, we introduce
εh(u) := 1dtr ε(u) , ε
d(u) := ε(u)− εh(u) I. (75)
We re-interpret the energy and dissipation potential as functions of u, q∫ , εdv, εhv and their tem-
poral changes, respectively,
Ev(u, q∫ , εdv, εhv) = 12
(
2µ‖εd(u)− εdv‖2 + 2µv‖εdv‖2
)
+ d
2
2
(
Kdr‖εh(u)− εhv‖2 +Kdr,v‖εhv‖2
)
+ M2
∥∥∥θ0 −∇ · q∫ − dαvεhv − dα(εh(u)− εhv)∥∥∥2 ,
Dv(u˙, q˙∫ , ε˙dv, ε˙hv) = 12
〈
κ−1q˙∫ , q˙∫ 〉+ d2λ′v2 ‖ε˙hv‖2.
where Kdr =
2µ
d + λ and Kdr,v =
2µv
d + λv. The external work rate Pext is independent of ε˙v,
and hence, remains unaltered after re-interpretation.
The dissipation potential Dv defines a norm for (q˙∫ , ε˙hv) and hence is coercive on Z˙∫ × T h.
In order to apply Thm. 1, we decompose Ev into a strictly convex part, depending only on the
complementary part, (u, εdv), and a convex remainder. Let
Ψv(q˙∫ , εhv) := 12
〈
κ−1q˙∫ , q˙∫ 〉+ d2λ′v2 ‖ε˙hv‖2,
Ev,1(u, εdv) := 12
(
2µ‖εd(u)− εdv‖2 + 2µv‖εdv‖2
)
,
Ev,2(x1, x2, x3) := d22
(
Kdr‖x1‖2 +Kdr,v‖x2‖2
)
+ M2 ‖x3‖2 ,
Λv(u, q∫ , εdv, εhv) := [εh(u)− εhv, εhv, θ0 −∇ · q∫ − dαvεhv − dα(εh(u)− εhv)] ,
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satisfying
Ev
(
u, q∫ , εdv, εhv) = Ev,1 (u, εdv)+ Ev,2 (Λv (u, q∫ , εdv, εhv)) .
Finally, (64) takes the form
(u˙, q˙∫ , ε˙dv, ε˙hv) = arg min
(v,z,td,th)∈V0×Z0×T d×T h
{
Ψv(v, t
h)
+
〈
∇Ev
(
u, q∫ , εdv, εhv) , (v, z, td, th)〉− Pext,mech(u)− Pext,fluid(z)}.
complying with the abstract structure in Thm. 1. Additionally, the properties (P1)–(P6) are
satisfied. Hence, by Thm. 1, we obtain the existence of a unique solution to (64). Regularity
follows along the lines of Lemma 1.
Remark 5 (Purely visco-elastic deformation). As mentioned above, the mechanical displacement
may be assumed to be purely visco-elastic, i.e., εv = ε(u). This corresponds to µ, λ→∞, while
Cv and C′v remain finite, i.e., C acts as penalty parameter. In the limit, following from Lemma 2,
ε(u) inherits the regularity of εv. This yields an alternative approach to [27, 29] for the analysis
of quasi-static, linear poro-elasticity with secondary consolidation.
5 Non-linear poro-elasticity under infinitesimal strains as gen-
eralized gradient flow
In many applications linear constitutive laws are not sufficient in order to describe the physical
behavior of a fluid-saturated, deformable porous medium – even when restricted to the infinites-
imal strain regime [62, 63]; similar to soil mechanics [64] and solid mechanics [58]. The gradient
flow modeling framework introduced in Sec. 2.1 allows for involving a variety of non-linear re-
lationships. In the following, we consider a non-linear stress-strain relationship together with
a non-linear fluid compressibility, assuming infinitesimal strains. Based on the gradient flow
structure of the resulting models, we analyze their well-posedness along the lines of Sec. 3. This
setting has been also studied numerically by [30].
We generalize the primal formulation of linear poro-elasticity, cf. Sec. 3.1: We choose the
same state variables, (u, q∫ ), living in the same function spaces as before. In the spirit of
hyperelasticity [58], we consider energies
Enl(u, q∫ ) := Enl,eff(u) + Enl,fluid(u, q∫ ), (76)
Enl,eff(u) :=
∫
Ω
W (ε(u)) dx, (77)
Enl,fluid(u, q∫ ) :=
∫
Ω
∫ θ0+Qθ−∇·q∫−α∇·u
0
b−1(s) ds dx, (78)
for some convex strain energy density W and an invertible function b. This choice results in the
generalized, (implicit) definition of the fluid pressure and mechanical stress, cf. (40)–(41), via
m = b(p) + α∇ · u, (79)
σ =
∂W (ε(u))
∂ε(u)
− αp I, (80)
which follows directly from (10). Examples for strain energy densities W and the corresponding
effective stress σeff , cf. (15), are given in Tab. 1; in principle also non-convex potentials [58]
could be employed, but are not considered here. For b we allow arbitrary invertible, increasing,
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Linear elasticity (cf. Sec. 3)
W (ε(u)) = 1
2
(
2µ|ε(u) |2 + λ(∇ · u)2)
σeff = 2µε(u) + λ(∇ · u) I
Non-linear compressibility (cf. [63, 30])
W (ε(u)) = 1
2
(
2µ|ε(u) |2 + ∫∇·u
0
l(s) ds
)
, l increasing, l(0) = 0
σeff = 2µε(u) + l(∇ · u) I
Non-linear shear modulus (cf. [64, 65])
W (ε(u)) =
∫ |ε(u)|
0
sf(s) ds+ λ
2
(∇ · u)2, f unif. pos. and non-decr.
σeff = f(|ε(u) |)ε(u) + λ(∇ · u) I
Simple visco-elasto-plasticity (cf. [58])
W (ε(u)) =
∫ |εd(u)|
0
sf(s) ds+Kdr(∇ · u)2,
f(s) =
 2µε
d(u) , 2µ|εd(u) | < K
2µ+ K|εd(u)|ε
d(u) , else
σeff = σ
d
eff +Kdr(∇ · u) I
σdeff =
 2µε
d(u) , |σdeff | = 2µ|εd(u) | < K(
2µ+ K|εd(u)|
)
εd(u) , else, i.e., |σdeff | ≥ K
Table 1: Examples for the strain energy density W used for the definition of Enl,eff and the
corresponding effective stress σeff .
Lipschitz continuous functions with b(0) = 0, generalizing the linear compressibility law b(p) =
1
M p, employed in linear poro-elasticity. We refer to [30] for possible choices.
Other than that, we employ the external work rate, the dissipation potential as for linear
poro-elasticity, cf. Sec. 3.1. Inserting all components into the gradient flow framework from
Sec. 2.1, yields the final model
(u˙, q˙∫ ) = arg min
(v,z)∈V˙×Z˙∫
{
Dfluid(z) +
〈
∇Enl(u, q∫ ), (v, z)〉− Pext(v, z)}. (81)
Considering, e.g., constant shear modulus and non-linear compressibility, cf. Tab. 1, and the
fluid pressure as defined by (79), the corresponding optimality conditions are consistent with
the model considered by [30]
2µ 〈ε(u) , ε(v)〉+ 〈l(∇ · u),∇ · v〉 − α 〈p,∇ · v〉 = Pext,mech(v) ∀v ∈ V0,〈
κ−1q˙∫ , z〉− 〈p,∇ · z〉 = Pext,fluid(z), ∀z ∈ Z0,
b(p) + α∇ · u+∇ · q∫ = θ0 +Qθ, in L2(Ω).
Well-posedness of non-linear poro-elasticity described by the generalized gradient flow (81)
follows directly with same argumentation as in the case of linear poro-elasticity.
Lemma 3 (Well-posedness for non-linear poro-elasticity). Let Enl, W and b as in (76)–(78).
Furthermore, let W be strongly convex in ε(u) with W (ε(0)) = 0 and ∂εW (ε(0)) = 0, and let
b−1 be uniformly increasing with b−1(0) = 0. Consider homogeneous boundary conditions and
conservation of mass, i.e., uΓ = 0, qΓ,n = 0, and qθ = 0. Other than that assume regularity as
in Lemma 1. And assume finite energy Enl(u0,0) <∞ and the compatibility condition
〈∂uEnl(u0,0),v〉 = Pext,mech(v), ∀v ∈ V0.
Then there exists a unique solution (u, q∫ ) of (81). Its regularity is the same as in the case of
linear poro-elasticity, cf. (56)–(58).
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Proof. The proof goes along the lines of Lemma 1. We choose the partition {u} and {q∫ } and
define
Ψnl(q˙
∫ ) := Dfluid(q˙∫ ) Enl,1(u) := Enl,eff(u),
Enl,2(m) :=
∫
Ω
∫ m
0
b−1(s) ds dx, Λnl(u, q∫ ) := θ0 −∇ · q∫ − α∇ · u.
Employing this notation, (81) complies with the abstract structured discussed in Thm. 1. Fur-
thermore, W strongly convex and b uniformly increasing guarantee growth conditions for the
energy functionals, cf. (P4). The remaining properties (P1)–(P6) are simple to verify. Finally,
the result is a consequence of Thm. 1
Remark 6. All models, listed in Tab. 1, satisfy the assumptions from Lemma. 3, assuming
µ > 0.
6 Extensions of Darcy flow in poro-elastic media as generalized
gradient flow
In the presence of non-Newtonian, non-laminar or transitional flow between boundaries, the
linear Darcy law is not appropriate anymore to relate the volumetric flux with the fluid pressure
gradient. For that reason, extensions of Darcy’s law have been established in the literature.
In the following, we discuss extensions for non-Newtonian flow, Darcy-Forchheimer flow, and
Darcy-Brinkman flow. We incorporate such in the gradient flow modelling framework by an
adequate, alternative choice of a dissipation potential D?,fluid corresponding to viscous flow. By
keeping previous choices for energy functionals E , external work rates Pext etc., and preserving
the modelling ansatz
(u˙, q˙∫ ) = arg min
(v,z)∈V˙×Z˙∫
{
D?,fluid(z) +
〈
∇E(u, q∫ ), (v, z)〉− Pext(v, z)}, (82)
the previously discussed poro-elasticity models get simply enhanced by the corresponding ex-
tension of Darcy’s law.
Non-Newtonian flow: Explicitly distinguishing between the permeability κ and the fluid
shear viscosity ν (not as in the previous sections), Darcy’s law with potentially variable viscosity
reads
ν(|q|)q = −κ(∇p− gext). (83)
Common, constitutive shear viscosity models employed in the literature, cf., e.g., [66], are given
in Tab. 2. For non-constant viscosity we assume an isotropic, uniformly bounded permeability
κ = κ I – a commmon assumption in modelling non-Newtonian fluid flow in porous media, cf.,
e.g., [67]. The corresponding dissipation potential to be used in (82) is given by
Dν,fluid(q) =
∫
Ω
κ−1
∫ |q|
0
sν(s) ds dx. (84)
Darcy-Forchheimer flow: For flow in porous media with an elevated Reynolds number,
Darcy’s law is enhanced by the so-called Forchheimer term, accounting for inertial effects. The
resulting non-linear, constitutive relation reads
νq + κF |q|q = −κ(∇p− gext), (85)
22
Newtonian fluid ν(s) = ν∞
Carreau model ν(s) = ν∞ + ν0−ν∞
(1+Kf |s|2)
2−r
2
Cross model ν(s) = ν∞ + ν0−ν∞1+Kf |s|2−r
Power law ν(s) = 1
Kf |s|2−r
Table 2: Constitutive models for the fluid shear viscosity ν [66]; let 0 < ν∞ < ν0, r ∈ (1, 2) and
Kf > 0.
where F ≥ 0 denotes the Forchheimer number [68]. The corresponding dissipation potential to
be used in (82) is given by
DF,fluid(q) = ν
2
∫
Ω
κ−1q · q dx+ F
2
∫
Ω
|q|3 dx. (86)
Darcy-Brinkman flow: For transitional flow between boundaries, Darcy’s law may be en-
hanced by the so-called Brinkman term. The resulting linear extension of Darcy’s law reads
νq − κ∇ · (νeff∇q) = −κ(∇p− gext), (87)
where νeff ≥ 0 denotes the effective viscosity related to the viscous drag effects [69]. The
corresponding dissipation potential to be used in (82) is given by
DB,fluid(q) = ν
2
∫
Ω
κ−1q · q dx+ νeff
2
∫
Ω
|∇q|2 dx. (88)
Independent of the specific choices of the energy functionals etc., well-posedness can be again
discussed employing the abstract well-posedness result, cf. Thm. 1.
Lemma 4 (Well-posedness for extensions of linear Darcy flow in poro-elastic media). For p ≥ 1,
let Hpdiv(Ω) :=
{
z ∈ Lp(Ω)d ∣∣ ∇ · z ∈ L2(Ω)}. Let the energy functional E be as in (76) with W
and b as in Lemma 3. And assume finite energy E(u0,0) <∞ and the compatibility condition
〈∂uE(u0,0),v〉 = Pext,mech(v), ∀v ∈ V0.
Consider homogeneous boundary conditions and conservation of mass, i.e., uΓ = 0, qΓ,n = 0,
and qθ = 0. Other than that assume regularity as in Lemma 1.
(1) Non-Newtonian fluid flow: Let ν = ν(s) denote the fluid shear viscosity model. Let s 7→
sν(s) be non-decreasing, and assume there exists a p ∈ (1,∞) satisfying ν(s) & sp−2,
s > 0. Then there exists a solution (u, q∫ ) to (82) with the dissipation potential (84),
satisfying
u ∈ L∞(0, T ;H1(Ω)),
q∫ ∈ H1(0, T ;Lp(Ω)d) ∩ L∞ (0, T ;Hpdiv(Ω)) .
In case the energy E is quadratic, the solution is unique.
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(2) Darcy-Forchheimer flow: There exists a solution (u, q∫ ) to (82) with the dissipation po-
tential (85), satisfying
u ∈ L∞(0, T ;H1(Ω)),
q∫ ∈ H1(0, T ;L3(Ω)d) ∩ L∞ (0, T ;H3div(Ω)) .
In case the energy E is quadratic, the solution is unique.
(3) Darcy-Brinkman flow: There exists a unique solution (u, q∫ ) to (82) with the dissipation
potential (87), satisfying
u ∈ L∞(0, T ;H1(Ω)),
q∫ ∈ H1(0, T ;H1(Ω)).
Proof. The result is a direct consequence of Thm. 1, and the proof is analogous to the proofs of
Lemma 1 and Lemma 3. It suffices to verify (P3) for the different dissipation potentials D?,fluid.
Non-Newtonian fluid flow: The dissipation potential Dν,fluid is coercive wrt. Lp(Ω)d since
it holds
Dν,fluid(q) &
∫
Ω
∫ |q|
0
sν(s) ds dx &
∫
Ω
∫ |q|
0
sp−1 ds dx & ‖q‖pLp(Ω).
Furthermore, Dν,fluid is convex as composition of two convex maps; indeed, q 7→ |q| is convex,
and x 7→ ∫ x0 sν(s) ds is convex, since s 7→ sν(s) is increasing. All in all, (P3) is fulfilled.
Darcy-Forchheimer flow: The dissipation potential DF,fluid is by construction coercive wrt.
L3(Ω)d. As sum of convex functions, it is convex. Hence, (P3) is fulfilled.
Darcy-Brinkman flow: The dissipation potential DB,fluid defines a norm on H1(Ω). Hence,
(P3) is fulfilled. Furthermore, DB,fluid is quadratic, and uniqueness of solutions to (82) is guar-
anteed.
Remark 7 (Well-posedness for different viscosity models from Tab. 2). All models mentioned in
Tab. 2 satisfy the assumptions of Lemma 4. For fluid shear viscosities modelled by the Carreau
model, the Cross model, as well as for Newtonian fluids, one can choose p = 2, since it holds
ν(s) ≥ ν∞, s > 0. For the power law, it holds ν(s) & sr−2, s > 0. Hence, only reduced regularity
is obtained with p = r ∈ (1, 2).
7 Thermo-poro-elasticity as generalized gradient flow
Non-isothermal fluid flow in deformable porous media has in general a strongly non-linear,
coupled character, compared to linear poro-elasticity. Even under the hypothesis of infinitesimal
strains, three non-linearities may occur, cf., e.g. [22]: (i) thermal convection, coupled to the
fluid problem; (ii) non-linear viscous dissipation, associated with Darcy’s law, acting as a heat
source; (iii) and a temperature weighted time derivative of the total entropy in the energy
equation. In certain situations, those non-linearities can be neglected [22]: (i) for a small Pe´clet
number, which quantifies the heat convectively transported by the fluid in comparison with the
heat supplied by diffusion through the porous medium; (ii) for small Brinkman number, which
quantifies the order of magnitude of the heat source due to viscous dissipation in comparison with
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heat supplied by conduction; and (iii) small variations of temperature. Under assumptions (ii)
and (iii), the model for linear thermo-poro-elasticity with non-linear convection has been derived
using homogenization [25, 26]. For a discussion of the general, fully non-linear model we refer
to [22].
Assuming all three non-linear effects (i)–(iii) can be neglected, allows for linearizing the
general thermo-poro-elasticity model. Using mechanical displacement u, fluid pressure p and
temperature T as primary variables, the linear, reduced thermo-poro-elasticity model including
linearized fluid state equations reads
−∇ · [Cε(u)− αp I− 3αTKdrT I] = fext, (89)
1
M p˙+ α∇ · u˙− 3αφT˙ −∇ · (κ(∇p− gext)) = qθ, (90)
CdT˙ + 3αTT0Kdr∇ · u˙− 3αφT0p˙−∇ · (κF∇T ) = T0qS , (91)
subject to suitable boundary and initial conditions, cf., e.g., [22]. Here, Kdr denotes the bulk
modulus, αT is the Biot coefficient associated with thermal effects, αφ governs the pressure-
temperature coupling of the fluid, Cd is the total volumetric heat capacity, T0 is a constant
reference temperature, and κF denotes the thermal conductivity. Other than that, same notation
is used as in the previous sections.
The linearized thermo-poro-elasticity model (89)–(91) has a similar structure as Biot’s consol-
idation model. In the following, we provide a generalized gradient flow formulation of (89)–(91),
which will be later exploited in the context of robust splitting schemes, cf. Sec. 12.
In the context of the abstract gradient flow modelling framework introduced in Sec. 2.1, we
choose (u, θ, S) as state variables, i.e., the mechanical displacement, the fluid content and the
total entropy. Motivated by (90)–(91), the latter two will be related to (u, p, T ) by
θ = 1M p+ α∇ · u− 3αφT, (92)
S = CdT0 T + 3αTKdr∇ · u− 3αφp. (93)
Changes of states are associated to (u˙, q, j), i.e., the rate of mechanical displacement, the
volumetric flux and the entropy flux, by conservation of volume and balance of entropy
θ˙ +∇ · q = qθ,
S˙ +∇ · j = qS .
Under above, linearizing assumptions, the entropy flux can be identified with the heat flux scaled
by T−10 such that due to Darcy’s law and Fourier’s law, we obtain
q = −κ(∇p− gext), (94)
j = −κF
T0
∇T. (95)
Focussing on the inherent gradient flow structure of linearized thermo-poro-elasticity, we omit
specifying the regularity of all variables; we refer to the formal function spaces including essential
boundary conditions as defined in Sec. 2.1. Generalizing linear poro-elasticity, a natural choice
for the dissipation potential is
Dth(q, j) = 1
2
〈
κ−1q, q
〉
+
1
2
〈
T0κ
−1
F j, j
〉
.
The Helmholtz free energy associated to linearized thermo-poro-elasticity for given state is
defined by
Eth(u, θ, S) := Eeff(u) + Eth,fluid(u, θ, S)
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with Eeff defined as for linear poro-elasticity and the fluid contribution
Eth,fluid(u, θ, S) := 1
2
〈[
[c] 1M −3αφ
−3αφ CdT0
]−1 [
[l]θ − α∇ · u
S − 3αTKdr∇ · u
]
,
[
[l]θ − α∇ · u
S − 3αTKdr∇ · u
]〉
.
Using (92)–(93), Eth,fluid can be also written as function of the primary variables
Eth,fluid(u, p, T ) = 1
2
〈[ 1
M −3αφ
−3αφ CdT0
] [
p
T
]
,
[
p
T
]〉
.
Finally, we formulate the linearized thermo-poro-elasticity model as generalized gradient
flow: Given the current state (u, θ, S), its change is described by
θ˙ = qθ −∇ · q, (96)
S˙ = qS −∇ · j, (97)
(u˙, q, j) = arg min
(v,z,w)∈V˙×Z×W
{
Dth(z,w) + 〈∇Eth(u, θ, S), [v,−∇ · z,−∇ ·w]〉
− Pext,th(v, z,w)
}
. (98)
Using simple calculations, one can verify that the corresponding optimality conditions are equiv-
alent to the original problem formulation (89)–(91). Well-posedness can be established analo-
gously to linear poro-elasticity, exploiting that linearized thermo-poro-elasticity is essentially a
vectorized version of linear poro-elasticity.
Remark 8 (Including non-monotone perturbations). For larger Pe´clet and Brinkman numbers,
the contributions
W(i)(q, j) = −c
〈
κ−1F j, q
〉
, (for some c ∈ R) , (99)
W(ii)(q) =
(
1
T0
− 3αφ
) 〈
κ−1q, q
〉
, (100)
corresponding to thermal convection and the heat production due to viscous dissipation, respec-
tively, are non-negligible and have to be incorporated in the energy equation (91), which then
becomes
Cd
T0
T˙ + 3αTKdr∇ · u˙− 3αφp˙+W(i)(q, j) +∇ · j = qS +W(ii)(q).
Eq. (89)–(90) remain unchanged. Based on the above discussion, the resulting equations can
be interpreted as perturbed gradient flow (or doubly non-linear evolution equation with non-
monotone perturbations). In the context of operator splitting schemes, we will discuss possibilities
to still exploit the part containing a gradient flow structure for deriving robust splitting schemes
for the general problem, cf. Sec. 12.3.
Part II – Efficient discrete approximation schemes for thermo-
poro-visco-elasticity
The gradient flow structure of thermo-poro-visco-elasticity revealed in Part I allows for a unified
framework for deriving stable temporal and spatial discretizations, as well as the development
and analysis of robust operator splitting schemes. The abstract workflow taken in this paper
is visualized in Fig. 1 can be summarized as follows: Given a time-continuous gradient flow
formulation, a time-discrete approximation is introduced by applying the minimizing movement
scheme, resulting in a (convex and hence well-posed) minimization problem for each time step.
A corresponding dual problem is derived by applying the Legendre-Fenchel duality theory [50].
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Provided that the resulting minimization problems are block-separable, alternating minimiza-
tion is utilized, decoupling physical subproblems – it comes with strong robustness under fairly
weak assumptions and allows for an abstract convergence analysis [70, 71]. Furthermore, the un-
derlying minimization structure of the coupled problems enables simple acceleration of iterative
solvers via cheap line search strategies.
Although based on semi-discrete approximations, the results also immediately translate to
fully-discrete approximations obtained by the Galerkin method, i.e., the well-posedness as con-
vex minimization problems, and the efficient numerical solution by block-coordinate descent
methods.
Duality theory
Line search Line search
Minimizing
movement
scheme
+
Conforming
Galerkin
method
Alternating
minimization
Alternating
minimization
Generalized gradient
flow formulation
x˙+∇E(x) = fext
Primal semi-discrete
approximation
xn = arg min
x
E∆ttot(x)
Dual semi-discrete
approximation
(x?)n = arg min
x?
E?,∆ttot (x?)
Undrained-type split
xi1 = arg min
x1
E∆ttot
(
x1, x
i−1
2
)
xi2 = arg min
x2
E∆ttot
(
xi1, x2
)
Fixed-stress-type split
(x?1)
i = arg min
x?1
E?,∆ttot
(
x?1, (x
?
2)
i−1
)
(x?2)
i = arg min
x?2
E?,∆ttot
(
(x?1)
i, x?2
)
Figure 1: Workflow for the derivation of splitting schemes for linear thermo-poro-visco-elasticity,
illustrated for simplicity for classical gradient flows.
By applying the workflow in particular to linear poro-elasticity, we derive the well-known
undrained and fixed-stress splits. Thereby, we provide a novel interpretation of the widely
used splitting schemes as inexact minimization. Motivated by that, the abstract approach is
further applied to distinct representatives of three generalizations of linear poro-elasticity: poro-
visco-elasticity, non-linear poro-elasticity under infinitesimal strains, and thermo-poro-elasticity.
Ultimately, novel splitting schemes are derived for poro-visco-elasticity and nonlinear poro-
elasticity, structurally similar to the undrained and fixed-stress splits. In the context of thermo-
poro-elasticity, the recently proposed undrained-adiabatic and extended fixed-stress splits [45]
are derived and by that justified mathematically.
8 Energy-driven time discretization via minimizing movements
Gradient flows allow for stable time discretization. Throughout this part of the paper, we apply
the so-called minimizing movement scheme [52], which is energy dissipating and closely related
to the implicit Euler method, most often the first choice time discretization for poro-elasticity
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models. Utilizing a minimization formulation, the minimizing movement scheme retains the
structure and possible convexity properties of the problem. However, we note, it does not pre-
serve a discrete energy identity analogous to (156); for structure-preserving time-discretizations
we refer, e.g., to [14] and the references within.
For simplicity, we consider an equidistant partition 0 = t0 < t1 < ... < tN = T of the
time interval [0, T ] with time step size ∆t. Fields, functionals and function spaces evaluated
at discrete time tn are enhanced by an exponent n, e.g., x
n := x(tn, ·) ∈ X n := X (tn) and
Pnext(·) := Pext(tn).
The minimizing movement scheme applied to the abstract, generalized gradient flow (2) is
identical with a semi-implicit Euler method, where state-dependent functions are lagged in time.
For time step n, it reads: Given xn−1 ∈ X n−1, find xn ∈ X n and pn ∈ Pn satisfying
xn − xn−1
∆t
+ T (xn−1) pn = 0 (101)
pn = arg min
p∈Pn
{
∆tD (xn−1; p)+ E(xn)−∆tPnext (xn−1; p)} . (102)
As the structure of the original problem is retained, solvability of the time-discrete problem is
automatically inherited from the continuous problem. In this work, all dissipation potentials,
external work rates and process operators are state-independent. Thus, we omit the explicit
dependence from now on.
The coupled problem (101)–(102) can be obviously decoupled by reducing (102) to a mini-
mization problem for process vectors
xn − xn−1
∆t
+ T pn = 0 (103)
pn = arg min
p∈Pn
{
∆tD (p) + E (xn−1 − T p)−∆tPnext (p)} . (104)
Alternatively, provided that the change of state is directly associated to its rate, it is T = −Id;
in the context of poro-elasticity, this particular case occurs, e.g., for mechanical deformation.
Consequently, (103)–(104) becomes a minimization problem for the state itself
xn = arg min
x∈Xn
{
∆tD
(
x− xn−1
∆t
)
+ E(x)−∆tPnext
(
x− xn−1
∆t
)}
. (105)
The Euler-Lagrange equation is indeed equivalent to the implicit Euler scheme
∇D
(
xn − xn−1
∆t
)
+∇E(xn) = ∇Pnext
(
xn − xn−1
∆t
)
, in X ?0 ,
where X0 is the linear tangent space to X n.
For the thermo-poro-visco-elasticity models discussed in this paper, we employ a combination
of (103)–(104) and (105), depending on the nature of the particular variables and available pro-
cess vectors. A fully-discrete approximation may then be obtained by the conforming Galerkin
method; see Sec. 9.3 for an exemplary discussion in the context of linear poro-elasticity.
9 Minimization formulations of discrete linear poro-elasticity
and robust splitting schemes via alternating minimization
In the literature, various formulations of linear poro-elasticity are employed, differing in the
choice of primal variables. In this spirit, we present various minimization formulations of time-
discrete, linear poro-elasticity, after applying the minimizing movement scheme (Sec. 8). In
particular, we discuss the widely used two-, three-, and five-field formulations, as well as the
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primal and the dual formulations naturally arising from Part I. The specific minimization for-
mulation is relevant when applying a line search strategy for the acceleration of iterative solvers
as splitting schemes, cf. Sec. 13. Fully-discrete approximations with same properties are ob-
tained by the conforming Galerkin method. We also note that minimization formulations can
be derived in the context of the least-squares finite element method, cf., e.g., [34]; however, such
usually do not stem naturally from a physical, gradient flow formulation but build directly on
classical PDE-based models.
Following the workflow visualized in Fig. 1, we derive the widely used undrained split and
fixed-stress split as alternating minimization applied to the primal and dual formulations, re-
spectively. Splitting schemes for linear poro-elasticity have been well studied in recent literature,
and as such, much of the material in this section represents a new perspective, and indeed also
new proofs, of known results. However, even in this case the discussion in this section lays the
foundation for the more advanced applications in the subsequent sections, wherein the gradient
flow framework leads to new schemes not previously reported.
9.1 Minimization formulations of time-discrete linear poro-elasticity
In the following, we introduce various minimization formulations of time-discrete, linear poro-
elasticity differing in the choice of the primary variables. We present the primal and dual
formulations, as well as the more widely used two-, three-, and five-field formulations.
9.1.1 Primal formulation of time-discrete linear poro-elasticity
Time discretization of the continuous, primal formulation of linear poro-elasticity (46) via
the minimizing movement scheme, yields the primal formulation of time-discrete, linear poro-
elasticity. It is formulated as a series of minimization problems: At time step n ≥ 1, let
Vn := {v ∈ H1(Ω) ∣∣ v = unΓ on Γu} , (106)
Zn := {z ∈ H(div; Ω) ∣∣ z · n = qnΓ,n on Γq } . (107)
Then given θn−1, define (un, qn) ∈ Vn ×Zn by
(un, qn) := arg min
(u,q)∈Vn×Zn
E∆ttot(θn−1;u, q), where (108)
E∆ttot(θn−1;u, q) :=12 〈Cε(u) , ε(u)〉+ ∆t2
〈
κ−1q, q
〉
+ M2
∥∥θn−1 + ∆t qnθ −∆t∇ · q − α∇ · u∥∥2
− Pnext,mech(u)−∆tPnext,fluid(q),
and set θn := θn−1 + ∆t qnθ −∆t∇ · qn. Since the energy E∆ttot is strictly convex, existence and
uniqueness of a solution to (108) follow by classical results from convex analysis, cf. Thm. 3.
9.1.2 Dual formulation of time-discrete linear poro-elasticity
We introduce a dual formulation of (108). It can be derived using tools from convex analy-
sis; or equivalently, by employing the minimizing movement scheme to the continuous, dual
formulation (55): At time step n ≥ 1, let
Sn :=
τ ∈ H(div; Ω)d
∣∣∣∣∣∣∣
τn = σnΓ,n on Γσ,
∇ · τ + fnext = 0 in L2(Ω),
〈τ ,γ〉 = 0 ∀γ ∈ QAS
 ,
Qn := {q ∈ H1(Ω) ∣∣ q = pnΓ on Γp} ,
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where QAS as defined in (51). Then given (σ
n−1, pn−1) ∈ Sn−1 × Qn−1, set θn−1 := 1M pn−1 +
α tr
(
A(σn−1 + αpn−1I)
)
, and define (σn, pn) ∈ Sn × Qn to be the solution of the dual mini-
mization problem
(σn, pn) := arg min
(σ,p)∈Sn×Qn
E?,∆ttot (θn−1;σ, p), where (109)
E?,∆ttot (θn−1;σ, p) := 12 〈A(σ + αpI),σ + αpI〉
+ 12M ‖p‖2 + ∆t2 〈κ(∇p− gnext),∇p− gnext〉
− 〈unΓ,σn〉Γu −
〈
θn−1 + ∆t qnθ , p
〉−∆t 〈qnΓ,n, p〉Γq .
Since the energy E?,∆ttot is strictly convex, and the feasible set Sn×Qn is non-empty and convex,
existence and uniqueness of a solution to (109) follow by classical results from convex analysis,
cf. Thm. 3.
9.1.3 Two-field saddle point formulation of time-discrete linear poro-elasticity
In the literature, linear poro-elasticity is often studied both numerically and analytically based
on a two-field saddle point formulation of the linear Biot equations. It employs the mechanical
displacement u and the fluid pressure p as primary variables, cf., e.g., [27, 37, 35, 48, 72].
Employing the implicit Euler method for time-discretization, time step n ≥ 1 reads: Given
θn−1 := 1M p
n−1 + α∇ · un−1, find (un, pn) ∈ Vn ×Qn satisfying for all (v, q) ∈ V0 ×Q0
〈Cε(un) , ε(v)〉 − α 〈pn,∇ · v〉 = 〈fnext,v〉+
〈
σnΓ,n,v
〉
Γσ
,
1
M
〈pn, q〉+ α 〈∇ · un, q〉+ ∆t 〈κ(∇pn − gnext),∇q〉 =
〈
θn−1 + ∆t qnθ , q
〉
+ ∆t
〈
qnΓ,n, q
〉
Γq
,
where Q0 := {q ∈ H1(Ω) | q = 0 on Γp}.
Saddle point formulations can be in general transformed to a constrained minimization prob-
lem [61]. In the context of linear poro-elasticity, the constraint has to explicitly impose one of
the physical subproblems. In the following, we choose to impose the balance of linear momentum
and define a suitable product space for each time step n
H˜n :=
{
(u, p) ∈ Vn ×Qn
∣∣∣∣∣ 〈Cε(u) , ε(v)〉 − α 〈p,∇ · v〉= 〈fnext,v〉+ 〈σnΓ,n,v〉
Γσ
∀v ∈ V0
}
.
The time-discrete, linear Biot equations at fixed time step n, formulated as constrained mini-
mization problem, read: Given (un−1, pn−1) ∈ H˜n−1, set θn−1 := 1M pn−1 + α∇ · un−1, and find
(un, pn) ∈ H˜n, satisfying
(un, pn) :=arg min
(u,p)∈H˜n
E∆ttot(θn−1;u, p), where (110)
E∆ttot(θn−1;u, p) :=12 〈Cε(u) , ε(u)〉+ 12M ‖p‖2
+ ∆t2 〈κ(∇p− gnext),∇p− gnext〉
− 〈θn−1 + ∆t qnθ , p〉−∆t 〈qnΓ,n, p〉Γq .
Since the energy E∆ttot is strictly convex and the feasible set H˜n is non-empty and convex, existence
and uniqueness of a solution to (109) follow by classical results from convex analysis, cf. Thm. 3.
We emphasize, that well-posedness also follows in the extreme case of an incompressible fluid
and impermeable medium, as long as V0 × Q0 is inf-sup stable such that H˜n is essentially
constrained by a one-dimensional relation. Finally, we note, compared to the primal and dual
formulations, (110) is not block-separable.
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Remark 9 (Mass conservation as constraint). Alternatively, mass conservation can imposed
as constraint resulting in an alternative minimization formulation of the time-discrete, linear
Biot equations. However, having splitting schemes accelerated by relaxation in mind, cf. Sec. 13,
the particular choice matters. The constraint has to be satisfied after each splitting iteration;
consequently, the above formulation (110) suits the fixed-stress split, whereas the use of mass
conservation as constraint contrarily suits the undrained splitting scheme, cf. Sec. 9.4.
9.1.4 Three-field formulation of time-discrete linear poro-elasticity
A conforming Galerkin finite element discretization of the classical two-field saddle point formu-
lation is not locally mass conservative. Therefore, in the literature, often a mixed formulation
of the fluid flow problem is employed, cf., e.g., [41, 73, 30, 39, 74, 42]; this results in a three-field
formulation employing the mechanical displacement u, the fluid pressure p and the volumetric
flux q as primary variables. Based on the primal two-field minimization formulation of linear
poro-elasticity (Sec. 9.1.1), we state an unconstrained minimization formulation corresponding
to the three-field formulation of linear poro-elasticity. For this, we essentially modify slightly the
energy used in (108) and define the pressure as a post-processed quantity. Consistent with (40),
we define for given u and θ by
p := ΠQ˜
(
M(θ − α∇ · u)), (111)
where ΠQ˜ denotes the orthogonal projection onto Q˜ := L2(Ω); the particular choice for the
pressure space Q˜ originates from the expected regularity, cf. Lemma 1.
Finally, we define the minimization formulation for time step n: Given (un−1, qn−1, pn−1) ∈
Vn−1 × Zn−1 × Q˜, set θn−1 := 1M pn−1 + α∇ · un−1, and define (un, qn, pn) ∈ Vn × Zn × Q˜ as
solution to
(un, qn) := arg min
(u,q)∈Vn×Zn
E∆ttot(θn−1;u, q), (112)
pn := ΠQ˜
(
M(θn−1 + ∆t qnθ −∆t∇ · qn − α∇ · un)
)
, (113)
where
E∆ttot(θn−1;u, q) := 12 〈Cε(u) , ε(u)〉+ ∆t2
〈
κ−1q, q
〉
+ M2
∥∥ΠQ˜(θn−1 + ∆t qnθ −∆t∇ · q − α∇ · u)∥∥2
− Pnext,mech(u)−∆tPnext,fluid(q).
The minimization problem is strictly convex and the projection is well-defined; existence and
uniqueness of a solution to (143)–(144) follow by classical results from convex analysis, cf.
Thm. 3. Furthermore, it is simple to verify that the corresponding optimality conditions yield
the classical three-field formulation of time-discrete, linear poro-elasticity, cf. Sec. 9.2.1.
Remark 10 (Constrained minimization formulation). Based on the inherent double saddle point
structure of the three-field formulation, alternatively a non-block-separable minimization formu-
lation, constrained by mass conservation, could be utilized, similar to Sec. 9.1.3. This would
allow in particular for the discussion of the incompressible case M = ∞. However, unlike for
M ∈ (0,∞), it becomes evident that inf-sup stability is required for the uniqueness of weak
solutions.
9.1.5 Five-field formulation of time-discrete linear poro-elasticity
So far, no minimization formulation presented above lays a foundation for a fully structure-
preserving, conforming Galerkin finite element discretization, which is conserving locally both
31
mass and linear momentum. In order to achieve this, a fully mixed five-field formulation can
be used, i.e., mixed formulations for both the mechanical and the fluid flow subproblems, cf.,
e.g., [59, 33, 32]. Consequently, both independent subproblems incorporate themselves a saddle
point structure; however, different to the two- and three-field formulations, the coupling of the
two subproblems is symmetric.
After all, we combine ideas from previous sections and state a minimization formulation cor-
responding to the five-field formulation. In particular, starting from the dual formulation (9.1.2),
we add the volumetric flux q as variable and impose Darcy’s law as constraint. For fixed each
time step n, we define a suitable product space for the fluid flow variables
Fn :=
{
(q, p) ∈ Zn × Q˜
∣∣∣∣
〈
κ−1q, z
〉− 〈p,∇ · z〉
= 〈gnext, z〉 − 〈pnΓ, z · n〉Γp ∀z ∈ Z0
}
.
Finally, the minimization formulation reads: Given (σn−1, qn−1, pn−1) ∈ Sn−1 × Fn−1, set
θn−1 := 1M p
n−1 +α tr
(
A(σn−1 + αpn−1I)
)
, and define (σn, qn, pn) ∈ Sn×Fn to be the solution
of the minimization problem
(σn, qn, pn) := arg min
(σ,q,p)∈Sn×Fn
E?,∆ttot (θn−1;σ, q, p), where (114)
E?,∆ttot (θn−1;σ, q, p) :=12 〈A(σ + αpI),σ + αpI〉+ 12M ‖p‖2
+ ∆t2
〈
κ−1q, q
〉− 〈θn−1 + ∆t qnθ , p〉− 〈unΓ,σn〉Γu .
Since the energy E?,∆ttot is strictly convex and the feasible set Sn ×Fn is non-empty and convex,
existence and uniqueness of a solution to (114) follow by classical results from convex analysis,
cf. Thm. 3. We refer to Sec. 9.2.2 for the derivation of the corresponding optimality conditions.
We emphasize, that well-posedness also follows in the extreme case of an incompressible fluid,
as long as Z0 × Q˜ is inf-sup stable such that Fn is essentially constrained by a one-dimensional
relation.
9.2 Optimality conditions
For each of the minimization formulations of the linear Biot equations presented in Sec. 9.1.1–
9.1.5, the corresponding optimality conditions can be derived as the first variation. Constraints
are handled via the method of Lagrange multipliers. For better illustration of the undrained
and fixed-stress split in the following section, we derive the three-field and five-field formulation
of the linear Biot equations below.
9.2.1 Three-field formulation of the linear Biot equations derived from minimiza-
tion
We consider the minimization formulation of the linear Biot equations from Sec. 9.1.4. We recall
that the mechanical displacement and volumetric flux (un, qn) are determined by minimization
and the pressure pn is defined using a post-processing. Hence, by definition of pn ∈ Q˜ and the
orthogonal projection ΠQ˜, it holds〈
MΠQ˜(θ
n−1 + ∆t qnθ −∆t∇ · qn − α∇ · un) , ΠQ˜(α∇ · v)
〉
= α 〈pn,∇ · v〉 ,〈
MΠQ˜(θ
n−1 + ∆t qnθ −∆t∇ · qn − α∇ · un) , ΠQ˜(∆t∇ · z)
〉
= ∆t 〈pn,∇ · z〉
for all (v, z) ∈ V0 × Z0. From that, the optimality conditions for (un, qn) and the definition of
pn read for all (v, z, q) ∈ V0 ×Z0 × Q˜
〈Cε(un) , ε(v)〉 − α 〈pn,∇ · v〉 = Pnext,mech(v), (115)〈
κ−1qn, z
〉− 〈pn,∇ · z〉 = Pnext,fluid(z), (116)
1
M 〈pn, q〉+ α 〈∇ · un, q〉+ ∆t 〈∇ · qn, q〉 =
〈
θn−1 + ∆t qnθ , q
〉
, (117)
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which yields the classical three-field formulation of the linear Biot equations.
9.2.2 Five-field formulation of the linear Biot equations derived as optimality con-
ditions
We consider the minimization formulation of the linear Biot equations from Sec. 9.1.5. First,
we define function spaces for the stress variable
S˜n =
{
σ ∈ H(div; Ω)d ∣∣σn = σnΓ,n on Γσ} ,
S˜0 =
{
σ ∈ H(div; Ω)d |σn = 0 on Γσ
}
.
Additionally, we introduce the mechanical displacement u ∈ L2(Ω), the rotation ζ ∈ QAS and
an artificial fluid flux q˜ ∈ Zn as Lagrange multipliers. A suitable Lagrangian, incorporating the
balance of linear momentum, weak symmetry of the stress tensor and Darcy’s law, is given by
L(θn−1;σ, q, p,u, ζ, q˜) := E?,∆ttot (θn−1;σ, q, p) + 〈∇ · σ + fnext,u〉+ 〈σ, ζ〉
−∆t
(〈
κ−1q, q˜
〉− 〈p,∇ · q˜〉 − 〈gnext, q˜〉+ 〈pnΓ, q˜ · n〉Γp) .
For the isotropic case, the corresponding saddle point (σ,u, ζ, p, q˜, q) ∈ S˜n ××L2(Ω)×QAS ×
Q˜ × Zn ×Zn (omitting the index n) is characterized by
〈Aσ, τ 〉+ 〈u,∇ · τ 〉+ 〈ζ, τ 〉+ αdKdr 〈p, tr τ 〉 = 〈u
n
Γ, τn〉Γu , (118)
〈∇ · σ,v〉 = −〈fnext,v〉 , (119)
〈σ,γ〉 = 0, (120)(
1
M +
α2
Kdr
)
〈p, q〉+ αdKdr 〈trσ, q〉+ ∆t 〈∇ · q˜, q〉 =
〈
θn−1 + ∆t qnθ , q
〉
, (121)〈
κ−1q, z˜
〉− 〈κ−1q˜, z˜〉 = 0, (122)〈
κ−1q, z
〉− 〈p,∇ · z〉 = 〈gnext, z〉 − 〈pnΓ, z · n〉Γp . (123)
for all variations (τ ,v,γ, q, z˜, z) ∈ S˜0 ×L2(Ω)×QAS × Q˜ × Z0 ×Z0. The artificial volumetric
flux q˜ can be identified with the actual volumetric flux q, which finally yields the five-field
formulation of the linear Biot equations.
9.3 Consequences for fully-discrete approximations
Exemplarily for all sections in Part II, we comment: The various minimization formulations
of semi-discrete linear poro-(visco-thermo-)elasticity can be discretized in space by the finite
element method using the conforming Galerkin method. Well-posedness of the different fully-
discrete formulations follows then by the same arguments as for their semi-discrete versions. For
variants described by constrained minimization, the need for inf-sup stable finite element pairs
immediately translates from the continuous to the discrete setting in order to ensure non-empty
feasible sets subject to one-dimensional constraints, and thereby strict convexity of the energies.
We note, the discussion on efficient splitting schemes for linear poro-(visco-thermo-)elasticity
can be equally based on the semi- as well as the corresponding fully-discrete approximations.
9.4 Classical splitting schemes derived as alternating minimization
Summarizing the previous subsections: Time-discrete, linear poro-elasticity can be formulated as
strictly convex, quadratic minimization problem, possibly subject to affine constraints depending
on the choice of primary variables. By applying the conforming Galerkin method, the same
translates to corresponding fully-discrete approximations. Various strategies can be applied to
solve the resulting fully-discrete minimization problem numerically. We mention three:
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(i) The corresponding optimality conditions are derived as in Sec. 9.2 and are solved in a
monolithic fashion.
(ii) Popular in the poro-elasticity community, the coupled optimality conditions are solved
using an iterative splitting scheme, decoupling the mechanics and fluid flow subproblems,
cf., e.g., [35, 48, 37, 39, 41].
(iii) Based on the minimization formulation, some (inexact) minimization algorithm from the
vast convex optimization literature, cf., e.g., [53, 58] is applied. In the poro-elasticity
literature, such an approach has not yet been pursued.
Conforming simultaneously with options (ii) and (iii), we propose applying classical (exact)
alternating minimization for solving linear poro-elasticity. Alternating minimization is equiva-
lent to a two-block coordinate descent method as well as a successive two-subspace correction
method for orthogonal space decompositions, alternating between minimizing the energy wrt.
two different blocks of variables while constantly updating the complementary block. Partition-
ing the set of primal variables into a block of mechanical variables and a block of flow variables,
yields a splitting scheme conforming with (ii).
As resulting schemes, we in fact obtain the previously introduced and now widely used
undrained split and fixed-stress split, cf., e.g., [35, 48]. Originally, they have been physically
motivated as predictor-corrector methods: For the undrained split, in the predictor step, the
mechanical subproblem is solved under undrained conditions; in the corrector step, the unaltered
fluid flow problem is solved with updated mechanical variables. Instead, for the fixed-stress
split, in the predictor step, the fluid flow subproblem is solved under fixed volumetric stress;
in the corrector step, the unaltered mechanics subproblem is solved. In order to explain their
robustness and convergence properties, so far problem-specific analyses have been required, cf.,
e.g., [37, 41, 30, 72].
Originally, physically motivated, they are now endowed with a simple, mathematical intu-
ition, providing an immediate understanding on their robust convergence properties. Alternating
minimization exhibits guaranteed robustness under fairly weak assumptions; cf. [54, 75, 70, 71]
from the perspective of block coordinate descent methods, or [76, 77, 78] from the perspective
of successive subspace correction methods. Furthermore, under stronger convexity and conti-
nuity assumptions on the energy, theoretical convergence rates can be analyzed using abstract
theory [79]. By improving the abstract result from the aforementioned work to constrained min-
imization problems in infinite dimensions, cf. Appendix B, we establish theoretical convergence
rates for the undrained split and fixed-stress split consistent with problem-specific analyses in
the literature, cf., e.g., [37, 41, 30, 72].
9.4.1 Derivation and analysis of the undrained split as alternating minimization
In this section, we identify the widely used undrained split [35] as alternating minimization ap-
plied to the primal two-field formulation of time-discrete, linear poro-elasticity, cf. Sec. 9.1.1. As
the primal formulation is less frequently used in the literature, we illustrate the resulting scheme
in the following with reference to the closely related three-field formulation, cf. Sec. 9.1.4. We
note the undrained split can be in fact equivalently derived based on the three-field formulation,
but the analysis requires unnecessarily more involved notation.
Alternating minimization is applied respecting the natural block structure of the problem,
cf. Alg.1 for a single iteration. The first step is equivalent to solving a stabilized mechanics
problem, cf. (115): For given (un,i−1, qn,i−1) ∈ Vn ×Zn, find un,i ∈ Vn satisfying for all v ∈ V0〈
Cε
(
un,i
)
, ε(v)
〉
+
〈
Mα2 tr ε
(
un,i − un,i−1) , tr ε(v)〉
−α 〈pn,i−1,∇ · v〉 = Pnext,mech(v),
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Algorithm 1: Single iteration of the undrained split
1 Input: (un,i−1, qn,i−1) ∈ Vn ×Zn
2 Determine un,i := arg min
u∈Vn
E∆ttot(θn−1;u, qn,i−1)
3 Determine qn,i := arg min
q∈Zn
E∆ttot(θn−1;un,i, q)
where the pressure pn,i−1 is formally defined, consistent with (69),
pn,i−1 := M
(
θn−1 + ∆t qnθ −∆t∇ · qn,i−1 − α∇ · un,i−1
)
.
The second step is equivalent to solving the fluid flow problem (116)–(117) with updated me-
chanical variables.
We highlight that the final iterative scheme is equivalent to the undrained split for linear poro-
elasticity. We establish convergence employing an abstract convergence result for alternating
minimization leading to consistent previous problem-specific discussions [37, 30].
Lemma 5 (Linear convergence of the undrained split). The undrained split converges linearly,
independent of the initial guess. Let Un := (un, qn) denote the solution of the coupled prob-
lem (108) and let Un,i := (un,i, qn,i) denote the iterates defined by the undrained split, cf. Alg. 1.
For i ∈ N, define the errors en,iu := un,i − un, en,iq := qn,i − qn. Let ||| · ||| denote the norm
induced by the quadratic part of E∆ttot
|||(u, q)|||2 := 12 〈Cε(u) , ε(u)〉+ ∆t2
〈
κ−1q, q
〉
+ M2 ‖∆t∇ · q + α∇ · u‖2 .
And let K?dr ≥ Kdr be largest constant such that
K?dr‖tr ε(v)‖2 ≤ 〈Cε(v) , ε(v)〉 , ∀v ∈ V0. (124)
It holds the a priori result
∣∣∣∣∣∣(en,iu , en,iq )∣∣∣∣∣∣ ≤
 α2K?dr
1
M +
α2
K?dr
i (En,0 − En)1/2 , (125)
and the a posteriori result
∣∣∣∣∣∣(en,iu , en,iq )∣∣∣∣∣∣ ≤ (1 + α2K?drM
) (En,i−1 − En,i)1/2 , (126)
where En := E∆ttot(θn−1;Un), and En,j := E∆ttot(θn−1;Un,j), j ∈ N.
Proof. We apply Lemma 9. For this, we introduce two semi-norms
‖U‖21,∆t := 〈Cε(u) , ε(u)〉 ,
‖U‖22,∆t := ∆t
〈
κ−1q, q
〉
+ ∆t2
(
1
M +
α2
K?dr
)−1 ‖∇ · q‖2 .
We show that E∆ttot is (i) strongly convex wrt. ‖ · ‖1,∆t and ‖ · ‖2,∆t, (ii) ∇uE∆ttot is Lipschitz
continuous wrt. ‖ ·‖1,∆t, and (iii) ∇qE∆ttot is Lipschitz continuous ‖ ·‖2,∆t. Throughout the proof,
for lighter notation, we omit the explicit dependence of E∆ttot on θn−1.
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(i) Strong convexity of E∆ttot. Let Ui = (vi, zi) ∈ Vn × Zn, i = 1, 2. As E∆ttot is quadratic, it
holds 〈∇E∆ttot(U1)−∇E∆ttot(U2),U1 −U2〉 = 2 |||U1 −U2|||2 .
Clearly, 2 |||U |||2 ≥ ‖U‖21,∆t. By applying Young’s inequality with optimally balanced weights
and using (124), one can show for all (u, q) ∈ V0 ×Z0
〈Cε(u) , ε(u)〉+M ‖∆t∇ · q + α∇ · u‖2 ≥ −
α2
K?dr
1
M +
α2
K?dr
‖∆t∇ · q‖2 . (127)
Hence, 2 |||U1 − U2|||2 ≥ ‖U1 −U2‖22,∆t. All in all, E∆ttot is strongly convex wrt. ‖ · ‖i,∆t with
constant σi = 1, i = 1, 2.
(ii) Lipschitz continuity of ∇uE∆ttot. Let U = (v, z) ∈ Vn ×Zn. It holds
sup
h∈V0
〈∇uE∆ttot (U + (h,0))−∇uE∆ttot(U), (h,0)〉
‖(h,0)‖21,∆t
= sup
h∈V0
〈Cε(h) , ε(h)〉+Mα2‖∇ · h‖2
〈Cε(h) , ε(h)〉
≤ 1 + Mα
2
K?dr
,
where we used (124). All in all, ∇uE∆ttot is Lipschitz continuous wrt. ‖ · ‖1,∆t with Lipschitz
constant L1 = 1 +
Mα2
K?dr
.
(iii) Lipschitz continuity of ∇qE∆ttot. Let U = (v, z) ∈ Vn ×Zn. It holds
sup
h∈Z0
〈∇qE∆ttot (U + (0,h))−∇qE∆ttot(U), (0,h)〉
‖(0,h)‖22,∆t
= sup
h∈Z0
∆t
〈
κ−1h,h
〉
+ ∆t2M‖∇ · h‖2
∆t 〈κ−1h,h〉+ ∆t2
(
1
M +
α2
K?dr
)−1 ‖∇ · h‖2
≤ 1 + Mα
2
K?dr
.
All in all, ∇qE∆ttot is Lipschitz continuous wrt. ‖ · ‖2,∆t with Lipschitz constant L2 = 1 + Mα
2
K?dr
.
Consequences. By Lemma 9, it follows
E∆ttot(Un,i)− E∆ttot(Un) ≤
(
1− 1L1
)(
1− 1L2
) (E∆ttot(Un,i−1)− E∆ttot(Un)) ,
E∆ttot(Un,i)− E∆ttot(Un) ≤ L1L2
(E∆ttot(Un,i−1)− E∆ttot(Un,i)) .
Moreover, as E∆ttot is quadratic and ∇E∆ttot(Un) = 0, it holds
E∆ttot(Un,i)− E∆ttot(Un) =
∣∣∣∣∣∣(en,iu , en,iq )∣∣∣∣∣∣2 .
The results (125) and (126) follow directly.
Remark 11. We emphasize that K?dr in (124) enters only the theoretical result, and exact
knowledge is not required for practical use of the splitting scheme.
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9.4.2 Derivation and analysis of the fixed-stress split as alternating minimization
In this section, we identify the widely used fixed-stress split [35] as alternating minimization
applied to the dual formulation of time-discrete, linear poro-elasticity, cf. Sec. 9.1.2. In the
following, the resulting scheme is illustrated with reference to the closely related five-field for-
mulation, cf. Sec. 9.1.5; in fact the five-field formulation (Sec. 9.1.5) can be equally used as basis
leading to the same scheme.
Algorithm 2: Single iteration of the fixed-stress split
1 Input: (σn,i−1, pn,i−1) ∈ Sn ×Qn
2 Determine pn,i := arg min
p∈Qn
E?,∆ttot (θn−1;σn,i−1, p)
3 Determine σn,i := arg min
σ∈Sn
E?,∆ttot (θn−1;σ, pn,i)
Alternating minimization is applied respecting the natural block structure of the dual prob-
lem, cf. Alg. 2 for a single iteration. It is important to note that the problem is block separable;
constraints decouple into purely mechanical and fluid flow constraints. Hence, alternating min-
imization can be applied without violating constraints. The first step is equivalent to solving a
stabilized flow problem, cf. (121) –(123): For given (σn,i−1, pn,i−1) ∈ Sn × Qn, find pn,i ∈ Qn
satisfying for all q ∈ Q0
1
M
〈
pn,i, q
〉
+
〈
α2 (I : A : I)
(
pn,i − pn,i−1) , q〉 (128)
+ α
〈
tr εn,i−1u , q
〉
+ ∆t
〈∇ · qn,i, q〉 = 〈θn−1 + ∆t qnθ , q〉 , (129)
where we have formally abbreviated the mechanical strain and the volumetric flux, consistent
with (41) and Darcy’s law
εn,iu := A(σn,i + αpn,i I),
qn,i := −κ (∇pn,i − gnext) .
For an isotropic, homogeneous material, the stabilization term equals
α2
Kdr
〈
pn,i − pn,i−1, q〉 .
The second step is equivalent to solving the mechanics problem with updated fluid flow variables,
cf. (118)–(120).
We highlight that the resulting scheme is equivalent to the fixed-stress split for linear poro-
elasticity. As for the undrained split, we establish convergence based on an abstract convergence
result for alternating minimization. After all, the following convergence result is consistent with
results based on previous problem-specific a priori error analyses [37, 41, 72] and an a posteriori
error analysis based on Ostrowski-type estimates for contraction mappings [80].
Lemma 6 (Linear convergence of the fixed-stress split). The fixed-stress split converges lin-
early, independent of the initial guess. Let Σn := (σn, pn) denote the solution of the coupled
problem (109) and let Σn,i := (σn,i, pn,i) denote the iterates defined by the fixed-stress split, cf.
Alg. 2. For i ∈ N, define the errors en,iσ := σn,i − σn, en,ip := pn,i − pn. Let ||| · |||? denote the
norm induced by the quadratic part of E?,∆ttot
|||(σ, p)|||2? := 12 〈A(σ + αpI),σ + αpI〉+ 12M ‖p‖2 + ∆t2 〈κ∇p,∇p〉 .
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It holds the a priori result
∣∣∣∣∣∣(en,iσ , en,ip )∣∣∣∣∣∣? ≤
 α2Kdr
1
M +
∆t κm
C2Ω
+ α
2
Kdr
i (En,0 − En)1/2 , (130)
and the a posteriori result
∣∣∣∣∣∣(en,iσ , en,ip )∣∣∣∣∣∣? ≤ (1 + α2Kdr
(
1
M +
∆tκm
C2Ω
)−1)(En,i−1 − En,i)1/2 (131)
where En := E?,∆ttot (θn−1; Σn) and En,j := E?,∆ttot (θn−1; Σn,j), j ∈ N, and CΩ and κm denote the
Poincare´ constant and the smallest eigenvalue of κ, respectively.
Proof. We apply Lemma 9. For this, we introduce two semi-norms
‖Σ‖21,?,∆t := 1M ‖p‖2 + ∆t 〈κ∇p,∇p〉 ,
‖Σ‖22,?,∆t := 〈Aσ,σ〉 −
α2
Kdr
1
M +
∆tκm
C2Ω
+ α
2
Kdr
1
Kdr
‖σh‖2,
where σh denotes the hydrostatic component of σ. Positive semi-definiteness of ‖ ·‖2,?,∆t follows
from (54). We show that E?,∆ttot is (i) strongly convex wrt. ‖ · ‖1,?,∆t and ‖ · ‖2,?,∆t, (ii) ∇pE?,∆ttot
is Lipschitz continuous wrt. ‖ · ‖1,?,∆t, and (iii) ∇σE?,∆ttot is Lipschitz continuous ‖ · ‖2,?,∆t.
Throughout the proof, for lighter notation, we omit the explicit dependence of E?,∆ttot on θn−1.
(i) Strong convexity of E?,∆ttot . Let Σi = (σi, pi) ∈ Sn ×Qn, i = 1, 2. As E?,∆ttot is quadratic,
it holds 〈
∇E?,∆ttot (Σ1)−∇E?,∆ttot (Σ2),Σ1 −Σ2
〉
= 2 |||Σ1 −Σ2|||2? .
It follows directly, that 2 |||Σ1 −Σ2|||2? ≥ ‖Σ1 −Σ2‖21,?,∆t. Furthermore, utilizing the Poincare´
inequality and decomposing the stress into its deviatoric and hydrostatic components, we obtain
for all (σ, p) ∈ S˜0 ×Q0
2 |||Σ|||2? ≥ 〈A(σ + αp I),σ + αp I〉+
(
1
M +
∆tκm
C2Ω
)
‖p‖2 (132)
= 〈Aσ,σ〉+ 2 αKdr 〈σ
h, p〉+
(
1
M +
∆tκm
C2Ω
+ α
2
Kdr
)
‖p‖2
≥ ‖Σ‖22,?,∆t.
By applying Young’s inequality adequately and rearranging terms, we obtain 2 |||Σ1 −Σ2|||2? ≥
‖Σ1−Σ2‖22,?,∆t. All in all, E?,∆ttot is strongly convex wrt. ‖ · ‖i,?,∆t with constant σi = 1, i = 1, 2.
(ii) Lipschitz continuity of ∇pE?,∆ttot . Let Σ = (σ, p) ∈ Sn ×Qn. It holds
sup
h∈Q0
〈
∇pE?,∆ttot (Σ + (0, h))−∇pE?,∆ttot (Σ), (0, h)
〉
‖(0, h)‖21,?,∆
= sup
h∈Q0
α2
Kdr
‖h‖2 + ‖(0, h)‖21,?,∆
‖(0, h)‖21,?,∆
.
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Decomposing and bounding ‖h‖ optimally by ‖h‖ and ‖∇h‖, using the Poincare´ inequality, we
obtain
‖h‖2 ≤
(
1
M
+
∆tκm
C2Ω
)−1
‖(0, h)‖21,?,∆t.
All in all, ∇pE?,∆ttot is Lipschitz continuous wrt. ‖ · ‖1,?,∆t with Lipschitz constant L1 = 1 +
α2
Kdr
(
1
M +
∆tκm
C2Ω
)−1
.
(iii) Lipschitz continuity of ∇σE?,∆ttot . Let Σ = (σ, p) ∈ Sn ×Qn. It holds
sup
h∈S˜0
〈
∇σE?,∆ttot (Σ + (h, 0))−∇σE?,∆ttot (Σ), (h, 0)
〉
‖(h, 0)‖22,?,∆
= sup
h∈S˜0
1
2µ‖hd‖2 + 1Kdr ‖hh‖2
1
2µ‖hd‖2 + 1Kdr
1− α2Kdr
1
M +
∆tκm
C2Ω
+
α2
Kdr
 ‖hh‖2
.
We conclude, that ∇σE?,∆ttot is Lipschitz continuous wrt. ‖ · ‖2,?,∆t with Lipschitz constant L2 =
1 + α
2
Kdr
(
1
M +
∆tκm
C2Ω
)−1
.
Consequences. By Lemma 9, it follows
E?,∆ttot (Σn,i)− E?,∆ttot (Σn) ≤
(
1− 1L1
)(
1− 1L2
)(
E?,∆ttot (Σn,i−1)− E?,∆ttot (Σn)
)
,
E?,∆ttot (Σn,i)− E?,∆ttot (Σn) ≤ L1L2
(
E?,∆ttot (Σn,i−1)− E?,∆ttot (Σn,i)
)
.
Moreover, since E?,∆ttot is quadratic and
〈
∇E?,∆ttot (Σn),Σ−Σn
〉
≥ 0 for all Σ ∈ S˜n×Qn, it holds
E?,∆ttot (Σn,i)− E?,∆ttot (Σn) ≥
∣∣∣∣∣∣(en,iσ , en,ip )∣∣∣∣∣∣2? .
The results (130) and (131) follow directly.
9.4.3 General remarks and implications
We close the section on splitting schemes for linear poro-elasticity with general remarks. Most
remain true for the subsequent sections.
(i) Order of minimization steps: The order of the steps within the alternating minimization
algorithm is not relevant for robust convergence; however, we have chosen the specific
orders as above to demonstrate the closer connection to the undrained and the fixed-stress
splits.
(ii) Splitting schemes for particular formulation of the semi-discrete Biot equations: The dif-
ferent, presented minimization formulations in Sec. 9.1.1–9.1.5 are all equivalent. Hence,
for each specific formulation a splitting scheme can be constructed by equivalent reformu-
lation of the splitting schemes presented above.
(iii) Splitting schemes for fully-discrete linear Biot equations: Fully-discrete Biot equations can
be constructed by applying the conforming Galerkin method to the different minimization
formulations from Sec. 9.1.1–9.1.5. In contrast to (ii), they are not equivalent. Hence, for a
particular fully-discrete formulation, splitting schemes are derived from their corresponding
semi-discrete versions, cf. (ii).
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(iv) Stable spatial discretization under splitting: In practice it has been observed for the two-
field saddle point formulation that inf-sup unstable pairs of finite elements are actually
robust under the fixed-stress split [81]. Given that the fixed-stress split is equivalent
to a two-block coordinate descent method, which converges already provided that each
of the subproblems is uniquely solvable [70], this observation can now be theoretically
explained. After all, it is nevertheless noteworthy that inf-sup stability can be beneficial
for the performance of the fixed-stress split when applied to problems with a saddle point
structure; e.g., for the two-field saddle point formulation, inf-sup stability adds artificial
compressibility [72].
(v) Different meshes for different subproblems: The discussion in (v) also explains intuitively
why splitting schemes allow the use of different meshes for different subproblems, with-
out losing robustness [82]. In particular, the minimization structure allows for a natural
development of specific two-mesh formulations retaining the symmetric character of the
problem.
(vi) Heterogeneous, anisotropic media: The minimization structure of time-discrete poro-elasticity
remains inherent for heterogeneous, anisotropic media. Consequently, alternating mini-
mization can be again employed for constructing robust splitting schemes. In particular,
convergence properties of the undrained split and fixed-stress split are retained, consistent
with problem-specific analyses [41, 83].
(vii) Inexact alternating minimization: Clearly, instead of employing exact alternating mini-
mization, each step may be also solved inexactly. As long as the energy is sufficiently
decreased, convergence is still guaranteed. This allows for a more efficient implementation
of splitting schemes employing, e.g., iterative solvers with coarse stopping criteria for each
subproblem.
We will return to points (ii), (iii), and (vii) in the numerical examples in Sec. 14.
10 Robust splitting schemes for discrete linear poro-visco-elasticity
In the previous section, popular splitting schemes for linear poro-elasticity have been identified
as alternating minimization applied to suitable minimization formulations of semi-discrete, linear
poro-elasticity. In this section, we apply the same workflow, cf. Fig 1, and analogously derive
novel extensions of the undrained and fixed-stress splits, now applicable to semi-discrete, linear
poro-visco-elasticity. In this regard, we additionally establish for the first time guaranteed, linear
convergence rates utilizing abstract optimization theory. After all, the key observation for the
following efforts is the fact that semi-discrete, linear poro-visco-elasticity is a vectorized version
of semi-discrete, linear poro-elasticity. Consequently, the subsequent discussion appears as a
natural extension of Sec. 9. To highlight the analogy, we attempt to employ visually related
notation.
10.1 Minimization formulations of time-discrete linear poro-visco-elasticity
We introduce two minimization formulations of time-discrete, linear poro-visco-elasticity. We
obtain the primal formulation by applying the minimizing movement scheme to the primal for-
mulation of time-continuous, linear poro-visco-elasticity (Sec. 4). A dual formulation is then pro-
posed based on the close, structural connection between poro-visco-elasticity and poro-elasticity.
Both formulations will serve as bases for the development of robust splitting schemes.
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10.1.1 Primal formulation of time-discrete linear poro-visco-elasticity
The primal formulation of time-discrete, linear poro-visco-elasticity is directly obtained by ap-
plying the minimizing movement scheme to linear poro-visco-elasticity (64). By gathering terms,
the resulting formulation can be interpreted as vectorized version of the primal formulation of
time-discrete, linear poro-elasticity with a tensorial stiffness matrix (of sixth order) and Biot
coefficient
Cv :=
[
[r]1 −1
−1 1
]
⊗ C+
[
0 0
0 1
]
⊗ (Cv + 1∆tC′v) , αv := [ ααv − α
]
,
such that for arbitrary ε1, ε2 ∈ Rd×d,
[
ε1
ε2
]
is a third-order tensor and it holds
Cv :
[
ε1
ε2
]
=
[
C (ε1 − ε2)
−C (ε1 − ε2) +
(
Cv + 1∆tC
′
v
)
ε2
]
,
(αv ⊗ I) :
[
ε1
ε2
]
= α>v
[
tr ε1
tr ε2
]
.
Let the spaces Vn and Zn be as defined in (106)–(107), and define additionally T n := T . We
obtain the time-discrete, primal formulation: For time step n ≥ 1, given θn−1, εn−1v , define
(un, εnv , q
n) ∈ Vn × T n ×Zn to be the solution of the minimization problem
(un, εnv , q
n) := arg min
(u,εv,q)∈Vn×T n×Zn
E∆tv,tot(θn−1, εn−1v ;u, εv, q), (133)
where
E∆tv,tot(θn−1, εn−1v ;u, εv, q)
:= 12
〈
Cv :
[
ε(u)
εv
]
,
[
ε(u)
εv
]〉
+ ∆t2
〈
κ−1q, q
〉
+ M2
∥∥∥∥θn−1 + ∆t qnθ −∆t∇ · q − (αv ⊗ I) : [ε(u)εv
]∥∥∥∥2
− Pnext,mech(u)−
〈
1
∆tC
′
vε
n−1
v , εv
〉−∆tPnext,fluid(q),
and set θn := θn−1 + ∆t qnθ −∆t∇ · qn. Since the minimization problem is strictly convex and
coercive, existence and uniqueness of a solution to (133) follow by classical results from convex
analysis, cf. Thm. 3.
Remark 12 (Explicit reduction to linear poro-elasticity). The first variation of E∆tv,tot(θn−1, εn−1v ;u, εv, q)
wrt. εv can be locally inverted for εv. Consequently, the coupled problem (133) can be easily re-
duced to a problem for (u, q). This allows in particular for reusing code written for linear
poro-elasticity.
10.1.2 Dual formulation of time-discrete linear poro-visco-elasticity
By adopting the analogy between the primal and dual formulations of time-discrete, linear poro-
elasticity (Sec. 9) to its vectorized form, we introduce a natural dual minimization formulation
of time-discrete, linear poro-visco-elasticity. Based on the corresponding primal formulation
written as vectorized Biot equations (Sec. 10.1.1), we introduce natural dual variables (σ,σv, p):
a pair of stresses (σ,σv), consisting of the total stress σ and a stress-type field σv enforcing the
visco-elastic strain, and a fluid pressure p, formally related to the primal variables by[
σ
σv
]
= Cv :
([
ε(u)
εv
]
− (αv ⊗ I) p
)
, (134)
p = M
(
θn−1 + ∆t qnθ −∆t∇ · q − (αv ⊗ I) :
[
ε(u)
εv
])
. (135)
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Analogous to linear poro-elasticity, constrained function spaces for the stress variables are
used, with the constraints dictated by the primal formulation. Formally, it holds σv =
1
∆tC
′
vε
n−1
v .
Hence, given εn−1v , we set
Snv :=
{
1
∆tC
′
vε
n−1
v
}
. (136)
Then Sn × Snv ×Qn is a suitable function space for the dual variables (σ,σv, p).
Let Av := C−1v denote the generalized compliance tensor. It satisfies for all σ,σv with
deviatoric components σd,σdv and hydrostatic components σ
h, σhv〈
Av :
[
σ
σv
]
,
[
σ
σv
]〉
=
〈
(2M)−1 :
[
σd
σdv
]
,
[
σd
σdv
]〉
+
〈
K−1
[
σh
σhv
]
,
[
σh
σhv
]〉
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analogous to (54), where 1 is the fourth-order identity tensor, and
M := µ
[
[r]1 −1
−1 1
]
⊗ 1 + (µv + 1∆tµ′v) [0 00 1
]
⊗ 1,
K := Kdr
[
[r]1 −1
−1 1
]
+
(
Kdr,v +
1
∆tK
′
dr,v
) [0 0
0 1
]
.
Then the dual formulation of time-discrete, linear poro-visco-elasticity for time step n ≥ 1
reads: Given (σn−1,σn−1v , pn−1) ∈ Sn−1 × Sn−1v ×Qn−1, set
θn−1 := 1M p
n−1 + (αv ⊗ I) : Av :
([
σn−1
σn−1v
]
+ (αv ⊗ I) pn−1
)
,
εn−1v :=
[
0, I
] (Av : ([σn−1σn−1v
]
+ (αv ⊗ I) pn−1
))
, (138)
and define (σn,σnv , p
n) ∈ Sn × Snv × Qn to be the solution of the block-separable, constrained
minimization problem
(σn,σnv , p
n) := arg min
(σ,σv,p)∈Sn×Snv×Qn
E?,∆tv,tot(θn−1;σ,σv, p), (139)
where
E?,∆tv,tot(θn−1;σ,σv, p) :=12
〈
Av :
([
σ
σv
]
+ (αv ⊗ I) p
)
,
[
σ
σv
]
+ (αv ⊗ I) p
〉
+ 12M ‖p‖2 + ∆t2 〈κ (∇p− gnext) ,∇p− gnext〉
− 〈unΓ,σn〉Γu −
〈
θn−1 + ∆t qnθ , p
〉− 〈qΓ,n, p〉Γq .
The minimization problem is strictly convex and the feasible set is non-empty and convex;
existence and uniqueness of a solution to (139) follow by classical results from convex analysis,
cf. Thm. 3.
Remark 13 (Relations to previous formulations). Similar to the primal formulation, we high-
light the vectorized character of (139) compared to the dual formulation of time-discrete, linear
poro-elasticity (109). Furthermore, it is evident, that including σv as variable is redundant as it
is determined beforehand. Hence, in practice, an equivalent formulation can be obtained by sim-
ple modification of the dual formulation of time-discrete poro-elasticity. Finally, along the lines
of the five-field formulation of time-discrete, linear poro-elasticity (Sec. 9.1.5), a fully structure-
preserving formulation can be also obtained for poro-visco-elasticity; for this essentially a flux
variable has to be included as primary variable, and Darcy’s law has to be enforced.
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10.2 Physical splitting schemes for time-discrete linear poro-visco-elasticity
Since time-discrete, linear poro-visco-elasticity is simply a vectorized generalization of time-
discrete, linear poro-elasticity, the robust undrained split and fixed-stress split for poro-elasticity
can be generalized to poro-visco-elasticity in a natural fashion. Again the detailed construction
and analysis of the splitting schemes utilizes the natural interpretation as alternating minimiza-
tion.
10.2.1 Undrained split for poro-visco-elasticity
We derive a robust splitting scheme by applying alternating minimization to the primal formu-
lation of time-discrete poro-visco-elasticity (133). As before, we choose to minimize successively
in the directions of the mechanical and fluid flow variables, cf. Alg. 3. The resulting scheme can
be identified as undrained split for poro-visco-elasticity.
Algorithm 3: Single iteration of the undrained split for poro-visco-elasticity
1 Input: (un,i−1, εn,i−1v , qn,i−1) ∈ Vn × T n ×Zn
2 Determine (un,i, εn,iv ) := arg min
(u,εv)∈Vn×T n
E∆tv,tot(θn−1, εn−1v ;u, εv, qn,i−1)
3 Determine qn,i := arg min
q∈Zn
E∆tv,tot(θn−1, εn−1v ;un,i, εn,iv , q)
As for linear poro-elasticity, the first step is equivalent to solving a stabilized mechanics
problem: For given (un,i−1, εn,i−1v , qn,i−1) ∈ Vn×T n×Zn, find (un,i, εn,iv ) ∈ Vn×T n satisfying
for all (v, t) ∈ V0 × T〈
Cv :
[
ε
(
un,i
)
εn,iv
]
,
[
ε(v)
t
]〉
+
〈
Mαvα
>
v
[
tr ε
(
un,i − un,i−1)
tr
(
εn,iv − εn,i−1v
) ] , [tr ε(v)
tr t
]〉
−
〈
(αv ⊗ I) pn,i−1,
[
ε(v)
t
]〉
= Pnext,mech(v) +
〈
1
∆tC
′
vε
n−1
v , t
〉
where the pressure pn,i−1 is formally defined, consistent with (69),
pn,i−1 := M
(
θn−1 + ∆t qnθ −∆t∇ · qn,i−1 − (αv ⊗ I) :
[
ε
(
un,i−1
)
εn,i−1v
])
.
We highlight a characteristic property: Tensorial stabilization is applied naturally. For instance,
the stabilization term equals〈
M
[
α2 α(αv − α)
α(αv − α) (αv − α)2
][
tr ε
(
un,i − un,i−1)
tr
(
εn,iv − εn,i−1v
) ] , [tr ε(v)
tr t
]〉
.
The second step is equivalent to solving the corresponding fluid flow problem with updated
mechanical variables.
Global convergence follows immediately by abstract analysis on the two-block coordinate
descent method. Furthermore, theoretical convergence rates can be derived as for linear poro-
elasticity.
Lemma 7 (Linear convergence of the undrained split for poro-visco-elasticity). The undrained
split converges linearly, independent of the initial guess. Let (un, εnv , q
n) denote the solution of
the coupled problem (133) and let (un,i, εn,iv , qn,i) denote the iterates defined by the undrained
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split, cf. Alg. 3. For all i ∈ N, define the errors en,iu := un,i−un, en,iεv := εn,iv −εnv , en,iq := qn,i−qn.
Let ||| · ||| denote the norm induced by the quadratic part of E∆tv,tot
|||(u, εv, q)|||2 := 12
〈
Cv :
[
ε(u)
εv
]
,
[
ε(u)
εv
]〉
+ ∆t2
〈
κ−1q, q
〉
+ M2
∥∥∥∥∆t∇ · q + (αv ⊗ I) : [ε(u)εv
]∥∥∥∥2 .
Let K?dr as in (124), and A
2
K,? :=
α2v
Kdr,v+∆t−1K′dr,v
+ α
2
K?dr
. It holds the a priori result
∣∣∣∣∣∣(en,iu , en,iεv , en,iq )∣∣∣∣∣∣ ≤
(
A2K,?
1
M +A
2
K,?
)i (En,0 − En)1/2 , (140)
and the a posteriori result∣∣∣∣∣∣(en,iu , en,iεv , en,iq )∣∣∣∣∣∣ ≤ (1 +A2K,?M) (En,i−1 − En,i)1/2 , (141)
where
En := E∆tv,tot(θn−1, εn−1v ;un, εn,jv , qn),
En,j := E∆tv,tot(θn−1, εn−1v ;un,j , εn,jv , qn,j), j ∈ N.
Proof. We follow the same strategy as in the proof of Lemma 5. Due to the similarities, we
present only the main steps; we stress notation is attempted to look alike. We define two
semi-norms
‖(u, εv, q)‖2v,1,∆t :=
〈
Cv :
[
ε(u)
εv
]
,
[
ε(u)
εv
]〉
,
‖(u, εv, q)‖2v,2,∆t := ∆t
〈
κ−1q, q
〉
+ ∆t2
(
1
M +A
2
K,?
)−1 ‖∇ · q‖2 .
(i) Strong convexity of E∆tv,tot. The semi-norms ‖·‖v,i,∆t are chosen such that E∆tv,tot is strongly
convex with constant σi = 1, i = 1, 2. This is trivial for ‖ · ‖v,1,∆t. For ‖ · ‖v,2,∆t, one has to
apply Young’s inequality and balance weights optimally, similar to (127); for this, (124) has to
be generalized: It holds∥∥∥∥(αv ⊗ I) : [ε(u)εv
]∥∥∥∥2 = ‖αv tr εv + α tr(ε(u)− εv)‖2 (142)
≤ A2K,?
(〈(
1
∆tC
′
v + Cv
)
εv, εv
〉
+ 〈C(ε(u)− εv), ε(u)− εv〉
)
= A2K,?
〈
Cv :
[
ε(u)
εv
]
,
[
ε(u)
εv
]〉
, ∀(u, εv) ∈ V0 × T .
(ii) Lipschitz continuity of ∇(u,εv)E∆tv,tot and ∇qE∆tv,tot. By applying analogous steps as in
the proof of Lemma 5, one can show that ∇(u,εv)E∆tv,tot and ∇qE∆tv,tot are Lipschitz continuous
wrt. ‖ · ‖v,1,∆t and ‖ · ‖v,2,∆t, respectively, with Lipschitz constants L1 = L2 = 1 +MA2K,?. For
the first, utilize (142).
Consequences. The final thesis follows from the abstract convergence result Lemma 9, and
the fact that E∆tv,tot is quadratic.
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Algorithm 4: Single iteration of the fixed-stress split for poro-visco-elasticity
1 Input: (σn,i−1,σn,i−1v , pn,i−1) ∈ Sn × Snv ×Qn
2 Determine pn,i := arg min
p∈Qn
E?,∆tv,tot(θn−1;σn,i−1,σn,i−1v , p)
3 Determine (σn,i,σn,iv ) = arg min
(σ,σv)∈Sn×Snv
E?,∆tv,tot(θn−1;σ,σv, pn,i)
10.2.2 Fixed-stress split for poro-visco-elasticity
We derive a second, robust splitting scheme by applying alternating minimization to the dual
formulation of time-discrete, linear poro-visco-elasticity (139). As before, we choose to minimize
successively in the directions of mechanical and fluid flow variables, cf. Alg. 4. The resulting
scheme can be interpreted as an fixed-stress split for poro-visco-elasticity.
The first step is equivalent to solving a stabilized flow problem: For given (σn,i−1,σn,i−1v , pn,i−1) ∈
Sn × S˜n ×Qn, find pn,i ∈ Qn satisfying for all q ∈ Q0
1
M
〈
pn,i, q
〉
+
〈
(αv ⊗ I) : Av : (αv ⊗ I)
(
pn,i − pn,i−1) , q〉
+
〈
(αv ⊗ I) :
[
εn,i−1v
εn,i−1u
]
, q
〉
+ ∆t
〈
κ
(∇pn,i − gnext) ,∇q〉 = 〈θn−1 + ∆t qnθ , q〉 ,
where we formally abbreviate the total and visco-elastic strains at the previous iteration[
εn,i−1u
εn,i−1v
]
:= Av :
([
σn,i−1
σn,i−1v
]
+ (αv ⊗ I) pn,i−1
)
.
For homogeneous, isotropic materials, the stabilization term equals〈
α>v K
−1αv
(
pn,i − pn,i−1) , q〉 = ( α2Kdr + α2vKdr,v+∆t−1K′dr,v) 〈pn,i − pn,i−1, q〉 .
The second step is equivalent to solving the mechanics problem with updated fluid flow variables.
Linear convergence can be established based on an abstract convergence result for alternating
minimization. Due to the structural similarities of semi-discrete, linear poro-visco-elasticity and
poro-elasticity, the following lemma reads as corollary of Lemma 6.
Lemma 8 (Linear convergence of the fixed-stress split for poro-visco-elasticity). The fixed-stress
split for poro-visco-elasticity converges linearly, independent of the initial guess. Let (σn,σnv , p
n)
denote the solution of the coupled problem (139) and let (σn,i,σn,iv , pn,i) denote the iterates
defined by the fixed-stress split, cf. Alg. 4. For i ∈ N, define the errors en,iσ := σn,i − σn,
en,iσv := σ
n,i
v − σnv , en,ip := pn,i − pn. Let ||| · ||| denote the norm induced by the quadratic part of
E?,∆tv,tot
|||(σ,σv, p)|||2? := 12
〈
Av :
([
σ
σv
]
+ (αv ⊗ I) p
)
,
[
σ
σv
]
+ (αv ⊗ I) p
〉
+ 12M ‖p‖2 + ∆t2 〈κ∇p,∇p〉 .
Let A2K :=
α2v
Kdr,v+∆t−1K′dr,v
+ α
2
Kdr
. It holds the a priori result
∣∣∣∣∣∣(en,iσ , en,iσv , en,ip )∣∣∣∣∣∣? ≤
 A2K
1
M +
∆tκm
C2Ω
+A2K
i (En,0 − En)1/2 ,
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and the a posteriori result
∣∣∣∣∣∣(en,iσ , en,iσv , en,ip )∣∣∣∣∣∣? ≤ (1 +A2K ( 1M + ∆tκmC2Ω )−1
)(En,i−1 − En,i)1/2 ,
where
En := E?,∆tv,tot(θn−1;σn,σnv , pn),
En,j := E?,∆tv,tot(θn−1;σn,j ,σn,jv , pn,j), j ∈ N,
and CΩ denotes a Poincare´-like constant and κm is the smallest eigenvalue of κ.
Proof. We follow the same strategy as in the proof of Lemma 6. Due to the similarities, we
present only the main steps; we stress notation is attempted to like alike. We define two semi-
norms
‖(σ,σv, p)‖21,v,?,∆t := 1M ‖p‖2 + ∆t 〈κ∇p,∇p〉 ,
‖(σ,σv, p)‖22,v,?,∆t :=
〈
Av :
[
σ
σv
]
,
[
σ
σv
]〉
− A
2
K
1
M +
∆tκm
C2Ω
+A2K
〈
K−1
[
σd
σdv
]
,
[
σd
σdv
]〉
.
Positive semi-definiteness of ‖ · ‖2,v,?,∆t holds due to (137).
(i) Strong convexity of E?,∆tv,tot. The semi-norms ‖ · ‖i,v,?,∆t are chosen such that E?,∆tv,tot is
strongly convex with constant σi = 1, i = 1, 2. This is trivial for ‖ · ‖1,v,?,∆t. For ‖ · ‖2,v,?,∆t,
we employ an argument analogous to (132). Employing the Poincare´ inequality, expanding
the quadratic terms, and applying the Cauchy inequality and Young’s inequality, yields for all
(σ, stressv, p)
2 |||(σ,σv, p)|||2?
≥
〈
Av :
[
σ
σv
]
,
[
σ
σv
]〉
+ 2
〈
α>v (dK)
−1
[
σh
σhv
]
, p
〉
+
(
1
M +
∆tκm
C2Ω
+A2K
)
‖p‖2
≥
〈
Av :
[
σ
σv
]
,
[
σ
σv
]〉
− α
>
v K
−1αv
1
M +
∆tκm
C2Ω
+A2K
〈
K−1
[
σh
σhv
]
,
[
σh
σhv
]〉
= ‖(σ,σv, p)‖22,v,?,∆t .
(ii) Lipschitz continuity of∇pE?,∆tv,tot and∇(σ,σv)E?,∆ttot . Analogously to the proof of Lemma 6
it can be showed that ∇pE?,∆tv,tot and ∇(σ,σv)E?,∆ttot are Lipschitz continuous wrt. ‖ · ‖1,v,?,∆t and
‖ · ‖2,v,?,∆t, respectively, with Lipschitz constants L1 = L2 = 1 +A2K
(
1
M +
κm∆t
C2Ω
)−1
.
Consequences. The thesis follows by Lemma 9 and the fact that E?,∆tv,tot is quadratic.
11 Robust splitting schemes for discrete non-linear poro-elasticity
under infinitesimal strains
So far, part II dealt with quadratic minimization problems related to linear thermo-poro-visco-
elasticity. In the following, we briefly demonstrate that the workflow illustrated in Fig. 1 can
be likewise utilized for discussing non-linear poro-elasticity originating from convex minimiza-
tion. As an example for non-quadratic, convex minimization problems, we consider non-linear
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poro-elasticity under infinitesimal strain (Sec. 5), and provide the first mathematically justified
derivation of a fixed-stress split. Contrary to the previous sections, the coupled problem is de-
coupled into non-linear subproblems. Therefore, considering inexact solutions of those, different
linearization techniques effectively lead to different splitting schemes. In the course of this work,
we mention Newton’s method and the so-called L-scheme, employing constant approximations
of derivatives.
We just remark, a corresponding undrained split can be easily derived within the general
framework, based on the primal formulation in Sec. 5. Employing inexact solution of the resulting
non-linear subproblems by single L-scheme iterations, yields essentially a specific splitting scheme
recently derived and analyzed by [30].
11.1 Minimization formulation for the three-field formulation
We recall the primal formulation (81) of non-linear poro-elasticity under infinitesimal strains,
allowing for non-linear mechanics and fluid compressibility
(u˙, q˙∫ ) = arg min
(v,z)∈V˙×Z˙∫
{
Dfluid(z) +
〈
∇Enl(u, q∫ ), (v, z)〉− Pext(v, z)}.
A semi-discrete approximation is directly obtained by applying the minimizing movement schemes
(Sec. 8). By explicit introduction of the fluid pressure consistent with (10), we consider the more
common three-field saddle point formulation, incorporating the structural displacement, volu-
metric flux and fluid pressure as primary variables. All in all, we obtain a generalization of the
three-field formulation of linear poro-elasticity (Sec. 9.1.4).
Reusing notation, we define the minimization formulation for time step n: Given (un−1, qn−1, pn−1) ∈
Vn−1 × Zn−1 × Q˜, set θn−1 := b(pn−1) + α∇ · un−1, and define (un, qn, pn) ∈ Vn × Zn × Q˜ as
solution to
(un, qn) := arg min
(u,q)∈Vn×Zn
E∆tnl,tot(θn−1;u, q), (143)
pn := ΠQ˜
(
b−1
(
ΠQ˜(θ
n−1 + ∆t qnθ −∆t∇ · qn − α∇ · un)
))
, (144)
where
E∆ttot(θn−1;u, q) :=
∫
Ω
W (ε(u)) dx+ ∆t2
〈
κ−1q, q
〉
+
∫
Ω
∫ ΠQ˜(θn−1+∆t qnθ−∆t∇·q−α∇·u)
0
b−1(s) ds dx
− Pnext,mech(u)−∆tPnext,fluid(q).
Provided that W is strictly convex and b is Lipschitz continuous, the minimization problem is
strictly convex. Since also the projection is well-defined; existence and uniqueness of a solution
to (143)–(144) follow by classical results from convex analysis, cf. Thm. 3. Following Sec. 9.2.1,
the corresponding optimality conditions are given by
〈∇W (ε(un)), ε(v)〉 − α 〈pn,∇ · v〉 = Pnext,mech(v) ∀v ∈ V0, (145)〈
κ−1qn, z
〉− 〈pn,∇ · z〉 = Pnext,fluid(z), ∀z ∈ Z0, (146)
〈b(pn) + α∇ · u+ ∆t∇ · qn, q〉 = 〈θn−1 + ∆tqnθ , q〉 , ∀q ∈ Q˜. (147)
11.2 Foundation for an exact fixed-stress split for the dual formulation
For the derivation of a fixed-stress split for the three-field formulation (145)–(147), we utilize a
natural dual formulation, generalizing the dual formulation for linear poro-elasticity (Sec. 9.1.2).
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For this, we first note that ∇W is invertible for strictly convex W , and there exists a dual scalar
potential U : Rd×d → R, which by the inverse function theorem satisfies for all σ ∈ Rd×d
∇U(σ) = (∇W )−1(σ),
∇2U(σ) = ∇2W
(
(∇W )−1 (σ)
)−1
.
Similarly, let B : R→ R a primitive of b, satisfying B′ = b.
Then the dual minimization formulation reads: Given (σn−1, pn−1) ∈ Sn−1 × Qn−1, set
θn−1 := b(pn−1) + α tr∇U (σn−1 + αpn−1I), and define (σn, pn) ∈ Sn ×Qn to be the solution
of the dual minimization problem
(σn, pn) := arg min
(σ,p)∈Sn×Qn
E?,∆tnl,tot(θn−1;σ, p), where (148)
E?,∆ttot (θn−1;σ, p) :=
∫
Ω
U(σ + αpI) dx
+
∫
Ω
B(p) dx+ ∆t2 〈κ(∇p− gnext),∇p− gnext〉
− 〈unΓ,σn〉Γu −
〈
θn−1 + ∆t qnθ , p
〉−∆t 〈qnΓ,n, p〉Γq .
The exact fixed-stress split is then defined as (exact) alternating minimization applied to (148),
cf. Alg. 5. Convergence follows directly, and theoretical convergence rates can be studied as pre-
viously. When employing inexact minimization in one of the steps, we refer to an inexact
fixed-stress split.
Algorithm 5: Single iteration of the exact fixed-stress split for non-linear poro-elasticity
under infinitesimal strain
1 Input: (σn,i−1, pn,i−1) ∈ Sn ×Qn
2 Determine pn,i := arg min
p∈Qn
E?,∆tnl,tot(θn−1;σn,i−1, p)
3 Determine σn,i := arg min
σ∈Sn
E?,∆tnl,tot(θn−1;σ, pn,i)
11.3 Fixed-stress splits for the three-field formulation of non-linear poro-
elasticity under infinitesimal strains
Pursuing the previous philosophy, the fixed stress split for the three-three field formulation (145)–
(147) is equivalent with solving first a pressure-stabilized version of the flow problem (146)–(147),
and second the mechanics problem (145) with updated fluid flow variables. The stabilization
term can be concluded from the discussion in Sec. 11.2. In particular, the first step of the exact
fixed-stress split for the dual problem, cf. Alg. 5, reads: Find pn,i ∈ Qn, satisfying〈
b(pn,i), q
〉
+ α
〈
I : ∇U(σn,i−1 + αpn,iI), q〉 (149)
+ ∆t
〈
κ∇(pn,i − gext),∇q
〉
=
〈
θn−1 + ∆t qnθ , q
〉 ∀q ∈ Q0.
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Utilizing the natural linearization of the non-linear coupling term
α
〈
I : ∇U(σn,i−1 + αpn,iI), q〉
≈ α
〈
I : ∇U(σn,i−1 + αpn,i−1I)︸ ︷︷ ︸
=ˆtr ε(un,i−1)
, q
〉
+ α2
〈 (
I : ∇2U(σn,i−1 + αpn,i−1I) : I)︸ ︷︷ ︸
=ˆI:∇2W (ε(un,i−1))−1:I=:Kdr(ε(un,i−1))−1
(pn,i − pn,i−1), q
〉
(150)
combined with different linearization techniques, we propose, two versions of the exact fixed-
stress split for the three-field formulation (145)–(147). For direct comparison, we define natural
residuals; for (v, q) ∈ V0 × Q˜, let
Rnu(u, q, p;v) := 〈∇W (ε(u)), ε(v)〉 − α 〈p,∇ · v〉 − Pnext,mech(v),
Rnp (u, q, p; q) :=
〈
b(p) + α∇ · u+ ∆t∇ · q − θn−1 −∆tqnθ , q
〉
.
Newton-based fixed-stress split. In the first step, set (qn,i,0, pn,i,0) = (qn,i−1, pn,i−1), and
iterate over j ≥ 1 until convergence: Given un,i−1 ∈ Vn and (qn,i,j−1, pn,i,j−1) ∈ Zn × Q˜, find
(qn,i,j , pn,i,j) ∈ Zn × Q˜, satisfying for all (z, q) ∈ Z0 × Q˜〈
κ−1qn,i,j , z
〉− 〈pn,i,j ,∇ · z〉 = Pnext,fluid(z),〈[
b′(pn,i,j−1) +
α2
Kdr(ε(un,i−1))
]
(pn,i,j − pn,i,j−1), q
〉
+ ∆t
〈∇ · (qn,i,j − qn,i,j−1), q〉 = Rnp (un,i−1, qn,i,j−1, pn,i,j−1; q).
In the second step, set un,i,0 = un,i−1, and iterate over k ≥ 1 until convergence: Given un,i,k−1 ∈
Vn and (qn,i, pn,i) ∈ Zn × Q˜, find un,i,k ∈ Vn, satisfying for all v ∈ V0〈
∇2W (ε
(
un,i,k−1
)
)ε
(
un,i,k − un,i,k−1
)
, ε(v)
〉
= Rnu(u
n,i,k−1, qn,i, pn,i;v).
L-scheme-based fixed-stress split. Having in mind the inexact solution of non-linear sub-
problems, and motivated by the fact, that any fixed-stress split at most is linearly convergent,
we disregard Newton’s method and choose a very simple linearization instead – the so-called
L-scheme, which employs a constant Jacobian. Let Lb, LFS ≥ 0 and L ∈ Rd×d×d×d symmetric
positive definite (in the same sense as C). In the first step, set (qn,i,0, pn,i,0) = (qn,i−1, pn,i−1),
and iterate over j ≥ 1 until convergence: Given un,i−1 ∈ Vn and (qn,i,j−1, pn,i,j−1) ∈ Zn × Q˜,
find (qn,i,j , pn,i,j) ∈ Zn × Q˜, satisfying for all (z, q) ∈ Z0 × Q˜〈
κ−1qn,i,j , z
〉− 〈pn,i,j ,∇ · z〉 = Pnext,fluid(z),〈
(Lb + LFS)(p
n,i,j − pn,i,j−1), q〉+ ∆t 〈∇ · (qn,i,j − qn,i,j−1), q〉
= Rnp (u
n,i−1, qn,i,j−1, pn,i,j−1; q).
In the second step, set un,i,0 = un,i−1, and iterate over k ≥ 1 until convergence: Given un,i,k−1 ∈
Vn and (qn,i, pn,i) ∈ Zn × Q˜, find un,i,k ∈ Vn, satisfying for all v ∈ V0〈
Lε
(
un,i,k − un,i,k−1
)
, ε(v)
〉
= Rnu(u
n,i,k−1, qn,i, pn,i;v).
Following previous studies on the L-scheme, cf., e.g. [30, 84], choosing Lb, LFS,L sufficiently
large may be expected to yield robust convergence. For instance, for Lipschitz continuous non-
linearities, the Lipschitz constants are suitable candidates; or solution-dependent choices as
Lb = max
x,t
|b′(p(x, t))| and LFS = α2min
x,t
Kdr(ε(u(x,t)))
.
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Remark 14 (Inexact fixed-stress splits). By choosing coarse tolerances or applying only a fixed
amount of non-linear iterations in each of the two steps yields an inexact version of the fixed-
stress split. In particular, for strongly coupled problems, one can expect that inexact fixed-stress
splits are potentially more efficient than the exact fixed-stress split.
12 Robust splitting schemes for discrete thermo-poro-elasticity
As a result of the gradient flow structure of linear thermo-poro-elasticity, cf. Sec. 7, robust itera-
tive splitting schemes can be derived for the implicit Euler time-discrete approximation employ-
ing the workflow visualized in Fig. 1. We in particular observe that semi-discrete, linear thermo-
poro-elasticity can be formulated as vectorized, semi-discrete, linear poro-elasticity, similar to
linear poro-visco-elasticity (Sec. 10). Thus, technicalities can be immediately adopted from linear
poro-elasticity including the construction of a dual problem, the derivation of two-stage split-
ting schemes and their analyses. After all, we identify the recently proposed undrained-adiabatic
and extended fixed-stress splits proposed for non-linear thermo-poro-elasticity [45] as alternating
minimization. This new perspective endows the originally physically motivated schemes with
mathematical justification. Motivated by the three-way coupling of thermo-poro-elasticity, we
also derive a novel, robust three-stage splitting scheme by applying a cyclic three-block coordi-
nate descent method. Finally, we close the section, commenting on possible applications of the
splitting schemes to non-linear thermo-poro-elasticity including for instance thermal convection.
12.1 Minimization formulations for time-discrete linear thermo-poro-elasticity
Following the abstract workflow visualized in Fig. 1, we introduce a primal and a dual formu-
lation for time-discrete linear thermo-poro-elasticity. In the second part of this section, both
formulations will serve as bases for the derivation of practical operator splitting schemes.
12.1.1 Primal formulation of time-discrete linear thermo-poro-elasticity
The primal formulation of time-discrete, linear thermo-poro-elasticity is obtained by applying
the minimizing movement scheme to the time-continuous model (96)–(98). Similar to the case
of semi-discrete poro-visco-elasticity, the resulting formulation can be interpreted as vectorized
version of the primal formulation of time-discrete, linear poro-elasticity, but now with a vector-
ized flow problem – a key characteristic which will be utilized throughout the entire section. For
this, we introduce a tensorial diffusion, compressibility and Biot coefficient, respectively, by
KT :=
[
κ 0
0 κFT0
]
, M−1T :=
[
[c] 1M −3αφ
−3αφ CdT0
]
, αT :=
[
α
3αTKdr
]
.
Let the spaces Vn and Zn be as defined in (106)–(107), and define additionally
Wn := {w ∈ H(div; Ω) |w · n = jnΓ on Γj } .
Finally, we state the time-discrete, primal formulation for time step n ≥ 1: Given θn−1 and
Sn−1, define (un, qn, jn) ∈ Vn ×Zn ×Wn to be the solution of the minimization problem
(un, qn, jn) := arg min
(u,q,j)∈Vn×Zn×Wn
E∆tth,tot(θn−1, Sn−1;u, q, j), (151)
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where
E∆tth,tot(θn−1, Sn−1;u, q, j)
:=
1
2
〈Cε(u) , ε(u)〉+ ∆t
2
〈
K−1T
[
q
j
]
,
[
q
j
]〉
+
1
2
〈
MT
([
[l]θn−1+∆t qnθ
Sn−1 +∆t qnS
]
−∆t
[∇ · q
∇ · j
]
− (αT ⊗ I) : ε(u)
)
,[
[l]θn−1+∆t qnθ
Sn−1 +∆t qnS
]
−∆t
[∇ · q
∇ · j
]
− (αT ⊗ I) : ε(u)
〉
− Pnext,mech(u)−∆tPnext,fluid(q)−∆tPnext,temp(j),
and set [
θn
Sn
]
:=
[
θn−1 +∆t qnθ
Sn−1+∆t qnS
]
−∆t
[∇ · qn
∇ · jn
]
.
For KT and MT positive definite, the resulting minimization problem is strictly convex and
coercive; existence and uniqueness of a solution to (151) follow by classical results from convex
analysis, cf. Thm. 3.
12.1.2 Dual formulation of time-discrete linear thermo-poro-elasticity
Given the primal formulation of time-discrete, linear thermo-poro-elasticity in vectorized form,
we utilize the insights gained from linear poro-elasticity and poro-visco-elasticity and impose a
corresponding dual formulation. First, we introduce natural dual variables: the total stress σ,
the fluid pressure p and the temperature of the bulk T , formally related to the primal variables
by
σ = C
(
ε(u)− (I⊗αT) :
[
p
T
])
,[
p
T
]
= MT
([
θn−1 +∆t qnθ
Sn−1+∆t qnS
]
−∆t
[∇ · q
∇ · j
]
− (αT ⊗ I) : ε(u)
)
.
For fixed time step n, we introduce suitable trial and test function spaces
Rn := {r ∈ H1(Ω) | r = TnΓ on ΓT } ,
R0 :=
{
r ∈ H1(Ω) | r = 0 on ΓT
}
,
corresponding to the temperature variable. Then Sn×Qn×Rn yields a suitable function space
for the dual variables (σ, p, T ).
Finally, the dual formulation of time-discrete, linear thermo-poro-elasticity for time step
n ≥ 1 reads: Given (σn−1, pn−1, Tn−1) ∈ Sn−1 ×Qn−1 ×Rn−1, set
εn−1u := A
(
σn−1 + (I⊗αT) :
[
pn−1
Tn−1
])
,[
θn−1
Sn−1
]
:= M−1T
[
pn−1
Tn−1
]
+ (αT ⊗ I) : ε
(
un−1
)
,
and define (σn, pn, Tn) ∈ Sn ×Qn ×Rn to be the solution of the block-separable, constrained
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minimization problem
(σn, pn, Tn) := arg min
(σ,p,T )∈Sn×Qn×Rn
E?,∆tth,tot(θn−1, Sn−1;σ, p, T ), where (152)
E?,∆tth,tot(θn−1, Sn−1;σ, p, T )
:=
1
2
〈
A
(
σ + (I⊗αT) :
[
p
T
])
,σ + (I⊗αT) :
[
p
T
]〉
+
1
2
〈
M−1T
[
p
T
]
,
[
p
T
]〉
+
∆t
2
〈
KT
[
[l]∇p− gnext
∇T
]
,
[
[l]∇p− gnext
∇T
]〉
− 〈unΓ,σn〉Γu −
〈[
θn−1 +∆t qnθ
Sn−1+∆t qnS
]
,
[
p
T
]〉
−∆t 〈qnΓ,n, p〉Γq −∆t 〈jnF,Γ, T〉Γj .
The minimization problem is strictly convex and the feasible set is non-empty and convex;
existence and uniqueness of a solution to (152) follow by classical results from convex analysis,
cf. Thm. 3.
12.2 Splitting schemes for linear thermo-poro-elasticity derived as alternat-
ing minimization
Due to the convexity properties, any cyclic block coordinate descent method applied to ei-
ther the primal or the dual formulation, which respects the block structure of the problem,
is globally convergent [70, 71]; in particular two- and three-block coordinate descent methods,
decoupling the fully-coupled problem into its physical subproblems. Based on that fact, we
derive the undrained-adiabatic and extended fixed-stress splits [45] as two-block coordinate de-
scent methods, following the abstract workflow, cf. Fig. 1, and additionally propose a robust
three-block coordinate descent method for linear thermo-poro-elasticity. Theoretical conver-
gence can be showed by adjusting the proofs for the corresponding results in the context of
linear poro-elasticity.
12.2.1 Undrained-adiabatic split based on primal thermo-poro-elasticity
Applying alternating minimization to the primal formulation of semi-discrete thermo-poro-
elasticity yields a generalized undrained split, decoupling the mechanics problem from the rest.
For this, the primal variables corresponding to the fluid flow and thermal subproblems are
considered a single block, cf. Alg. 6 for a single iteration of the resulting scheme.
Algorithm 6: Single iteration of undrained-adiabatic split
1 Input: (un,i−1, qn,i−1, jn,i−1) ∈ Vn ×Zn ×Wn
2 Determine un,i := arg min
u∈Vn
E∆tth,tot(θn−1, Sn−1;u, qn,i−1, jn,i−1)
3 Determine (qn,i, jn,i) := arg min
(q,j)∈Zn×Wn
E∆tth,tot(θn−1, Sn−1;un,i, q, j)
By construction, the resulting splitting scheme is equivalent to a predictor-corrector method,
solving the mechanics problem under undrained and adiabatic conditions in the predictor step.
This is equivalent to the stabilized mechanics problem: Find un,i ∈ Vn satisfying for all v ∈ V0〈
Cε
(
un,i
)
, ε(v)
〉
+
〈
α>TMTαT tr ε
(
un,i − un,i−1) , tr ε(v)〉
−
〈
α>T
[
pn,i−1
Tn,i−1
]
,∇ · v
〉
= Pnext,mech(v),
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where we formally abbreviated the fluid pressure and temperature by[
pn,i−1
Tn,i−1
]
:= MT
([
θn−1 +∆t qnθ
Sn−1+∆t qnS
]
−∆t
[∇ · qn,i−1
∇ · jn,i−1
]
− (αT ⊗ I) : ε
(
un,i−1
))
.
For homogeneous, isotropic materials, the stabilization equals(
Mα2 + 9
(αTKdr+Mααφ)
2
Cd
T0
−9Mα2φ
) 〈∇ · (un,i − un,i−1),∇ · v〉 .
The second step of Alg. 6 (the corrector step) is equivalent to solving the unmodified, coupled
fluid flow and thermal subproblems with updated displacement. After all, the resulting stabi-
lization term is identical with that employed within the undrained-adiabatic split for thermo-
poro-elasticity including thermal convection [45].
By adopting the ideas of the proof for the undrained split for poro-elasticity, cf. Lemma 5,
to vectorized poro-elasticity, analogous convergence results can be deduced for the undrained-
adiabatic split for linear thermo-poro-elasticity.
Corollary 1 (Linear convergence of the undrained-adiabatic split). The undrained-adiabatic
split for linear thermo-poro-elasticity converges linearly, independent of the initial guess . Let
en,ij := j
n,i− jn, n, i ∈ N, and let ||| · ||| denote the norm induced by the quadratic part of E∆tth,tot.
Let K?dr as in (124). It holds the a priori result∣∣∣∣∣∣∣∣∣(en,iu , en,iq , en,ij )∣∣∣∣∣∣∣∣∣ ≤
 |αT|2K?dr
|αT|2
α>TMTαT
+ |αT|
2
K?dr
i (En,0 − En)1/2 ,
where En,0 and En are the energies of the initial iterate and the solution, resp.
12.2.2 Extended fixed-stress split based on dual thermo-poro-elasticity
A generalized fixed-stress split for thermo-poro-elasticity is derived by applying alternating
minimization to the dual formulation of time-discrete thermo-poro-elasticity (152). For this, the
energy is successively minimized for fixed total stress, and simultaneously fixed fluid pressure
and temperature variables; cf. Alg. 7 for a single iteration of the resulting scheme.
Algorithm 7: Single iteration of the extended fixed-stress split
1 Input: (σn,i−1, pn,i−1, Tn,i−1) ∈ Sn ×Qn ×Rn
2 Determine (pn,i, Tn,i) := arg min
(p,T )∈Qn×Rn
E?,∆tth,tot(θn−1, Sn−1;σn,i−1, p, T )
3 Determine σn,i := arg min
σ∈Sn
E?,∆tth,tot(θn−1, Sn−1;σ, pn,i, Tn,i)
By construction the generalized fixed-stress split is equivalent to a predictor-corrector method,
simultaneously solving the coupled fluid flow and thermal subproblems under fixed stress con-
ditions in the predictor step. This is equivalent to the stabilized problem: Find (pn,i, Tn,i) ∈
Qn ×Rn satisfying for all (q, r) ∈ Q0 ×R0〈
M−1T
[
pn,i
Tn,i
]
,
[
q
r
]〉
+
〈
αTα
>
T (I : A : I)
[
pn,i − pn,i−1
Tn,i − Tn,i−1
]
,
[
q
r
]〉
+
〈
(αT ⊗ I) : εn,i−1u ,
[
q
r
]〉
+ ∆t
〈
KT
[
[l]∇pn,i − gnext
∇Tn,i
]
,
[∇q
∇r
]〉
=
〈[
θn−1 +∆t qnθ
Sn−1+∆t qnS
]
,
[
q
r
]〉
+ ∆t
〈
qnΓ,n, q
〉
Γq
+ ∆t
〈
jnΓ,n, r
〉
Γj
,
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where we used the formal abbreviation of the mechanical strain
εn,i−1u := A
(
σn,i−1 + (I⊗αT) :
[
pn,i−1
Tn,i−1
])
.
A characteristic property: Tensorial stabilization is applied. For instance, for a homogeneous,
isotropic material, the stabilization term equals〈[
α2
Kdr
3ααT
3ααT 9α
2
TKdr
] [
pn,i − pn,i−1
Tn,i − Tn,i−1
]
,
[
q
r
]〉
.
The second step of Alg. 7 (the corrector step) is equivalent to solving the unmodified, mechanical
problem with updated pressure and temperature. The resulting stabilization terms are identi-
cal with those employed within the extended fixed-stress split for thermo-poro-elasticity with
thermal convection [45].
By adopting the ideas of the proof for the undrained split for poro-elasticity, cf. Lemma 5,
to vectorized poro-elasticity, analogous convergence results can be deduced for the undrained-
adiabatic split for linear thermo-poro-elasticity.
As for the undrained-adiabatic split, the structural similarities to poro-elasticity allows for
adopting the convergence results for the standard fixed-stress split, cf. Lemma 6, and deduce
analogous results for the extended fixed-stress split. For instance, without presenting the anal-
ogous proof, we state the generalized a priori convergence result.
Corollary 2 (Linear convergence of the extended fixed-stress split). The extended fixed-stress
split for linear thermo-poro-elasticity converges linearly, independent of the initial guess. Let
en,iT := T
n,i − Tn, n, i ∈ N, and let ||| · |||? denote the norm induced by the quadratic part of
E?,∆tth,tot. Assume for brevity, κ = κI and κF = κFI constant in space. It holds the a priori result
∣∣∣∣∣∣∣∣∣(en,iσ , en,ip , en,iT )∣∣∣∣∣∣∣∣∣
?
≤

|αT|2
Kdr
α>T
(
M−1T +∆t C
−2
Ω
[
κ 0
0 κF
T0
])
αT
|αT|2 +
|αT|2
Kdr

i
(En,0 − En)1/2 ,
where En,0 and En are the energies of the initial iterate and the solution, resp.
By the Cauchy-Schwarz inequality, the convergence rate of the extended fixed-stress split is
lower than for the undrained-adiabatic split – even for KT = 0.
12.2.3 Three-block coordinate descent for thermo-poro-elasticity
By definition thermo-hydro-mechanical models couple three processes. Thus, in the context of
splitting schemes, it is a natural ambition to decouple all three subproblems from each other
– with a potential benefit increase of the same kind as two-stage decoupling methods. Three-
stage decoupling methods for thermo-poro-elasticity with thermal convection have been recently
proposed by [85], including a rigorous convergence analysis. In the following, we briefly demon-
strate that similar methods can be derived by applying three-block coordinate descent methods,
a natural generalization of alternating minimization.
Since both the primal and the dual formulations of linear thermo-poro-elasticity are block-
separable and convex, any cyclic three-block coordinate descent is globally convergent which
respects the block structure of the coupled problem, cf. [70, 71]. We exemplarily state one
candidate of six possible combinations based on the dual problem – we solve successively for
pressure, temperature and stress, cf. Alg. 8 for a single iteration. Similarly, the primal problem
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Algorithm 8: Single iteration of the three-block coordinate descent for dual thermo-poro-
elasticity
1 Input: (σn,i−1, pn,i−1, Tn,i−1) ∈ Sn ×Qn ×Rn
2 Determine pn,i := arg min
p∈Qn
E?,∆tth,tot(θn−1, Sn−1;σn,i−1, p, Tn,i−1)
3 Determine Tn,i := arg min
T∈Rn
E?,∆tth,tot(θn−1, Sn−1;σn,i−1, pn,i, T )
4 Determine σn,i := arg min
σ∈Sn
E?,∆tth,tot(θn−1, Sn−1;σ, pn,i, Tn,i)
can serve as basis; we choose an algorithm closer to the extended fixed-stress split expecting
better performance.
The first step of Alg. 8 is equivalent to solving a fluid flow problem with fixed-stress type
pressure stabilization: Find pn,i ∈ Qn satisfying for all q ∈ Q0
1
M
〈
pn,i, q
〉− 3αφ 〈Tn,i−1, q〉+ α2Kdr 〈pn,i − pn,i−1, q〉+ α 〈tr εn,i−1u , q〉
+∆t
〈
κ(∇pn,i − gnext),∇q
〉
=
〈
θn−1 + ∆t qnθ , q
〉
+ ∆t
〈
qnΓ,n, q
〉
Γq
.
The second step of Alg. 8 is equivalent to solving a thermal problem with fixed-stress type
temperature stabilization: Find Tn,i ∈ Rn satisfying
Cd
T0
〈
Tn,i, r
〉− 3αφ 〈pn,i, r〉+ 9α2TKdr 〈Tn,i − Tn,i−1, r〉+ 3αTKdr 〈tr εn,i−1/2u , r〉
+∆t
〈
κF
T0
∇Tn,i,∇r
〉
=
〈
Sn−1 + ∆t qnS , r
〉
+ ∆t
〈
jnF,Γ, r
〉
Γj
,
for all r ∈ R0, where we formally abbreviated the updated mechanical strain
ε
n,i−1/2
u := A
(
σn,i−1 + (I⊗αT) :
[
[l]pn,i
Tn,i−1
])
.
The final step of Alg. 8 is identical with solving the pure mechanical problem for updated pressure
and temperature. All in all, the main difference of the resulting scheme to the extended fixed-
stress split is the diagonal instead of tensorial stabilization due to further decoupling.
12.3 Comments on splitting schemes for non-linear thermo-poro-elasticity
The splitting schemes derived in this section are in first place only guaranteed to be robust for
semi-discrete thermo-poro-elasticity models with an underlying convex minimization structure.
As discussed in the modelling section, general thermo-poro-elasticity models do only satisfy a
perturbed gradient flow structure, cf. Remark 8. Therefore the minimizing movement scheme
does not apply immediately, and implicit semi-discrete thermo-poro-elasticity models do gener-
ally not stem from convex minimization. Evidently, by explicitly lagging the perturbations in
time, the symmetric character of linear thermo-poro-elasticity can be retained, and the above
splitting schemes are robust.
Nonetheless, the splitting schemes derived for the simplified, linear case above may as well
assist in the construction of splitting schemes for the fully non-linear problem. We mention two
possible strategies:
(i) After decomposing the time-continuous, coupled problem into a sum of a linear and
parabolic, and a convective problem, an operator splitting [86], e.g., Strang splitting, is
utilized. Then the parabolic problem, essentially identical to linear thermo-poro-elasticity,
may be solved efficiently using the above splitting schemes, and the convective problem
may be solved by a separate, tailored scheme.
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(ii) Consider the semi-discrete problem obtained after applying the implicit Euler method.
Provided that the perturbations and the time step size are sufficiently small, the semi-
discrete problem exhibits a non-symmetric but elliptic character. Under that assumptions
iterative two- and three-stage splitting schemes with sufficient diagonal stabilization have
been rigorously showed to be linearly convergent [85]. Consequently, robust convergence
may be also expected for stabilization terms replaced by those resulting from the above
discussions, i.e., effectively by applying the undrained-adiabatic and extended fixed-stress
split as recently proposed by [45]. Numerically, this has been demonstrated by the afore-
mentioned work.
13 Acceleration of splitting schemes by optimal relaxation
Due to the minimization character of the fully coupled, semi-discrete thermo-poro-visco-elasticity
equations, the convergence of splitting schemes for such can be effectively improved by relaxation.
Alg. 9 formulates relaxation by exact line search for a general, inexact minimization algorithm
for solving semi-discrete generalized gradient flows discretized by the minimizing movement
scheme (Sec. 8). For quadratic minimization problems with affine constraints (i.e., e.g., linear
thermo-poro-visco-elasticity), optimal relaxation in the sense of a classical, exact line search
strategy is feasible; minimizing the quadratic interpolation of three energy values is sufficient
for computing the optimal weight. However, also for nonlinear thermo-poro-visco-elasticity
stemming from non-quadratic, but convex minimization under affine constraints, we propose
the same simple (now inexact) line search strategy.
Algorithm 9: Relaxation of inexact minimization IM by exact line search for solving
time-discrete generalized gradient flows (105)
1 Given X n affine, xn−1 ∈ X n−1, define E∆(x) := ∆tD
(
x−xn−1
∆t
)
+ E(x)− Pnext(x)
2 Let IM : X n → X n such that E∆(IM(x)) < E∆(x), where wlog. x is not the minimizer
3 xn,0 ← xn−1, i← 1
4 while ’stopping criterion not satisfied’ do
5 Compute xn,i−1/2 ← IM(xn,i−1) ∈ X n
6 Obtain descent direction ∆xn,i ← xn,i−1/2 − xn,i−1
7 Solve αn,i ← arg min
α
E∆ (xn,i−1/2 + α∆xn,i)
8 Update xn,i ← xn,i−1/2 + αn,i∆xn,i ∈ X n
9 i← i+ 1
10 end while
14 Numerical examples – Performance of the relaxed fixed-
stress split for a 3D footing problem
Splitting schemes for solving thermo-hydro-mechanical processes have been numerically studied
from various angles in the literature. In the following, we focus on three of the main new
contributions obtained from the gradient flow analysis, not previously reported in literature,
and study: (i) the impact of relaxation of splitting schemes by exact line search also put in
context to the optimization of splitting schemes, (ii) the performance of splitting schemes for
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σΓ,n
(a) Geometry (b) Simulation result for test case I
Figure 2: Initial configuration incl. boundary conditions for the 3D footing problem; deformed,
poro-elastic configuration after 5 time steps for E = 1011 [Pa], incl. pressure profile and outflow;
the deformation is scaled by factor 15.
poro-visco-elasticity, and (iii) the performance of splitting schemes for nonlinear poro-elasticity.
Due to its larger popularity, we restrict the study to fixed-stress-type splits.
All in all, we consider four test cases based on the same geometry but with slightly differing
mechanical material behavior – a unit cube, cf. Fig. 2a, fixed at the bottom and subject to a
ramped up, normal force at the top, i.e.,
uΓ = 0 on [0, 1]
2 × {0}, σΓ,n(t) = 109t [N/m2s] e3, on [0.25, 0.75]2 × {1}.
No-flow is imposed on the same parts of the boundary. No-stress and zero-pressure boundary
conditions are applied on the remaining boundary. Body forces are absent. Similar setups have
been considered by [87, 72, 88].
If not mentioned otherwise, the geometry is discretized by a structured 16×16×16 hexahedral
mesh, and 5 time steps of constant time step size ∆t = 0.1 [s] are simulated. For the numerical
solution the plain and the relaxed fixed-stress splits are applied. The performance of those is
measured in terms of the average number of iterations per time step required for convergence
and run times, where as stopping criterion a relative L2(Ω) error with tolerance r = 10
−6 is
employed. For the implementation of the numerical examples, we use the DUNE project [89],
with extensive use of the DUNE-functions module [90, 91].
14.1 Poro-elastic test case I – Line search under varying coupling strength
The material is assumed to be poro-elastic, homogeneous and isotropic with material parameters
as in Tab. 3. In this first part, we study the impact of the relaxation by line search of the fixed-
stress split under varying coupling strength. For this, we vary the Young’s modulus E, which
is inversely proportional to the coupling strength. A simulation result for E = 1011 [Pa] is
visualized in Fig. 2b.
By applying the Galerkin method to the five-field formulation of the semi-discrete, linear
Biot equations, cf. Sec. 9.1.5, a fully structure-preserving spatial discretization is employed. As
conforming finite element spaces for the mechanical problem, we utilize lowest order Brezzi-
Douglas-Marini elements, cf., e.g., [61], for the (unsymmetric) stress tensor, piecewise constants
for the mechanical displacements and piecewise constant, skew-symmetric tensors for the ro-
tation. For the fluid flow problem, we employ lowest order Brezzi-Douglas-Marini elements
for the volumetric flux and piecewise constant elements for the fluid pressure. However, we
note, the subsequent results are not strongly depending on the particular formulation or spatial
discretization.
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Name Symbol Value Value Unit
(Test case I–III) (Test case IV)
Young’s modulus E 109..1012 1010 Pa
Poisson’s ratio ν 0.2 0.2, 0.495 –
Biot-Willis constant α 1 1 –
Compressibility coefficient M 1011 1011 Pa
Permeability κ 10−13 10−11 m2
Table 3: Poro-elasticity-specific material parameters for the 3D footing problem, used in test
cases I–IV.
The performance of the plain and the relaxed fixed-stress splits is displayed in Fig. 3a. We
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Figure 3: Number of (poro-elasticity) fixed-stress split iterations for varying coupling strength
(Test case I) and varying stabilization parameter (Test case II).
observe that the relaxation by line search allows for reducing the number of iterations up to a
factor of 30%. A greater impact can be observed for more strongly coupled problems. On the
other hand, only small improvement is observed for weakly coupled problems. This is related to
the result of the following test case.
14.2 Poro-elastic test case II – Line search vs. stabilization tuning
It has been previously emphasized [48, 37] that the fixed-stress split can be tuned by appropriate
weighting of the stabilization parameter α
2
Kdr
in the fluid flow problem, cf. (128). A priori
knowledge on optimal tuning however is lacking due to a strong dependence on the specific
geometry, material parameters and applied boundary conditions [92]. It has been numerically
demonstrated that optimal weighting may differ substantially from test case to test case [73].
Hence, in general, it is difficult to tune the parameter in practice; in [72] the authors discuss a
brute-force optimization strategy utilizing a coarse mesh.
In the following, we demonstrate that the application of exact line search yields a flexible,
black box-type alternative to tuning the stabilization parameter. For this, we replace the stabi-
lization parameter by γ α
2
Kdr
with γ ∈ [0, 1] and apply again both plain and relaxed fixed-stress
splits in order to solve the 3D footing problem. Here, we choose the same parameters as in test
58
case I, but with fixed E = 1010 [Pa]. The number of iterations required for convergence for
varying γ are displayed in Fig. 3b. We make two observations:
• For the plain fixed-stress split we observe practical convergence only for γ ∈ [0.5, 1]. This is
consistent with theoretical considerations, cf., e.g., [37, 41, 72]. The line-search enhanced
fixed-stress split however shows very robust behavior wrt. γ; despite the strong coupling,
convergence is even observed for lacking stabilization (γ = 0).
• For optimally chosen weighting (γ ≈ 0.7) there is no difference in the number of iterations
between the plain and the relaxed fixed-stress splits.
Altogether, line search acts here as black-box tuning of the stabilization parameter. However, we
note, there is no theoretical guarantee for the optimality of relaxed splitting schemes compared
to optimized splitting schemes.
14.3 Poro-visco-elastic test case III – Line search under varying coupling
strength
In the following test case, we demonstrate the convergence of the fixed-stress split for poro-visco-
elasticity. For this, we re-consider test case I now for a poro-visco-elastic material, and enhance
the poro-elastic material parameters (Tab. 3) by visco-elasticity-specific parameters displayed
in Tab. 4. A simulation result for E = 1011 [Pa] is visualized in Fig. 4a.
Name Symbol Value Unit
Young’s modulus Ev 10
10 Pa
Poisson’s ratio νv 0.3 –
Shear modulus µ′v 0 Pa
Lame´ constant λ′v 109 Pa
Biot-Willis constant αv 0.8 –
Table 4: Poro-visco-elasticity-specific material parameters for the 3D footing problem.
For the spatial discretization, we again utilize a fully-structure preserving formulation based
on the dual formulation, cf. Remark 13. In particular, the visco-elastic stress σv is explicitly
introduced, cf. (136), with the visco-elastic strain computed from (138) by projection onto
piecewise constant, symmetric tensors. Hence, the resulting, spatial discretization has the same
complexity as in the case of poro-elasticity.
The number of iterations for the plain and relaxed fixed-stress splits required for conver-
gence is displayed in Fig. 4b. At first glance, the performances of both splitting schemes look
qualitatively differently. The relaxed fixed-stress split exhibits a monotone relation between its
performance and the coupling strength, consistent with the theoretical convergence result, cf.
Lemma 8. In contrast, the plain fixed-stress split reveals a worsening of the performance for
weaker coupling. This can be explained by the findings from test case II. For varying Young’s
modulus, the overall, structural behavior of the material alters due to ν 6= νv. As a consequence,
considering the optimized fixed-stress split, the optimal tuning parameter changes with E. For
smaller and larger E, it is further off the natural stabilization parameter employed within the
plain fixed-stress split; for intermediate Young’s modulus (E ≈ 5 · 1011 [Pa]), both parameters
are relatively close. This can be justified by the fact that for that configuration line search
relaxation does not yield any improvement of the convergence.
After all, if the optimal tuning parameter had been employed for each Young’s modulus, the
plain fixed-stress split would exhibit the same monotone behavior as under relaxation. Again,
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(a) Simulation result
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Figure 4: Test case III: The deformed, poro-visco-elastic configuration after 5 time steps for
E = 1011 [Pa], incl. pressure profile and outflow. And the number of (poro-visco-elasticity)
fixed-stress split iterations for varying coupling strength.
line search relaxation proves successful as black box tuning without a priori knowledge of the
physical behavior of the medium.
14.4 Non-linear poro-elastic test case IV – Acceleration and robustness in-
crease of splitting schemes by line search relaxation
In the final numerical test case, we demonstrate the convergence of the fixed-stress split for
nonlinear poro-elasticity under infinitesimal strains (Sec. 5). In particular, we study the impact
of line search relaxation for various, inexact fixed-stress splits (Sec. 11.3) in comparison to the
exact fixed-stress split.
For this, we re-consider test case I now for a nonlinearly elastic material. Differently from
before, for the spatial discretization, we consider a structured 32 × 32 × 32 hexahedral mesh,
inducing a greater challange to the nonlinear and liner solvers. Furthermore, a three-field for-
mulation, consistent with Sec. 11, is considered. We employ linear elements for the structural
displacement, lowest order Raviart-Thomas elements for the volumetric flux and piecewise con-
stant elements for the fluid pressure.
In order to pinpoint the impact of the non-linear character of the equations, we introduce only
a single non-linearity compared to test case I – a non-linear (effective) stress-strain relationship
corresponding to the non-quadratic p-Laplacian-type energy [63, 65]
Enl,eff(u) =
∫
Ω
W (ε(u)) dx =
∫
Ω
(
µ|ε(u) |2 + λ
3
|∇ · u|3
)
dx.
Apart from that we choose the same model as in test case I, with material parameters from
Tab. 3. We consider two setups with two different Poisson ratios: Setup A with ν = 0.2, and
Setup B with ν = 0.495, inducing a comparatively stronger coupling strength and stronger non-
linearity, respectively. The simulation result for ν = 0.2 is illustrated in Fig. 5; the qualitative
difference in the flow field compared to test case I, cf. Fig 2b, originates from significantly
different permeability fields.
The agenda is similar as before. We apply the fixed-stress split in order to solve the cou-
pled problem, and study the impact of line search relaxation. The non-linear character of the
problem allows for choosing various exact or inexact non-linear solvers for solving the mechanics
subproblems. In addition, we point out, that the exact fixed-stress split (Sec. 11.3) introduces
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a displacement-dependent pressure stabilization of the flow equation via the solution-dependent
bulk modulus Kdr(ε(u)) =
2µ
d + 2λ|∇ · u|, cf. (150). Hence, despite the linear character of the
flow equation, the exact Jacobian of the stabilized pressure equation alters with each fixed-stress
iteration.
In the following, we apply Newton- and L-scheme-based fixed-stress splits, as introduced in
Sec. 11.3, with the latter chosen due to the low computational cost per iteration; however, the
L-scheme requires choosing Lb, LFS and L. Given user-defined parameters 0 ≤ |∇ · u|min ≤
|∇ · u|max <∞, we set
Lb =
1
M
, LFS =
α2
2µ
d + 2λ|∇ · u|min
, L = 2µI+ 2λ|∇ · u|max I⊗ I. (153)
Detailed descriptions of the non-linear solvers used in this section are given in Tab. 5. In addition,
we apply three relaxation techniques, cf. Table 6. In particular, we also consider applying line
search after each non-linear iteration.
Abbreviation Description
Nmax Newton’s method until convergence, i.e., ‖ri‖/‖r0‖ < 10−5,
where ri is the residual of the subproblem in the i-th Newton
iteration; the Jacobian of the flow equation is reassembled.
N1 As Nmax but employing only a single Newton iteration.
Lexm m L-scheme iterations if convergence is not met before (see Nmax),
with Lb, LFS and L as in (153) with |∇ · u|min = min
x,t
|∇ · u|
and |∇ · u|max = max
x,t
|∇ · u|
Loptm As L
ex
m but with |∇ · u|min = |∇ · u|max = 110 maxx,t |∇ · u|
Table 5: Non-linear solvers employed in test case IV.
Abbr. Description of the relaxation strategy
LS− Plain splitting scheme and non-linear solver without any relaxation.
LSs Line search based on quadratic interpolation applied for the splitting solver.
LSs/m Same as LSs, but with the same strategy also applied on the inner non-linear
solver for the mechanics subproblem.
Table 6: Relaxation strategies employed in test case IV.
The solver performances of various relevant combinations of non-linear solvers and relaxation
strategies for Setup A and Setup B are displayed in Fig. 5. Those include the plain number
of outer fixed-stress iterations and potential inner extra non-linear iterations if more than one
iteration has been applied; in addition, total run times are displayed for Setup B, including run
times for assembling matrices and right hand sides, as well as the application of linear solvers. We
stress, we use serial, direct solvers. Hence, the Jacobian employed for L-scheme-based splittings
is factorized only once, but not for Newton-based splits. Moreover, we mention observations not
indicated in the figures:
• For Setup A, the number of fixed-stress iterations per time step is approximately the same
for all schemes, indicating a dominant coupling strength.
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Figure 5: Test case IV: (a) Deformed, poro-elastic configuration after 5 time steps for ν = 0.2,
incl. pressure profile and outflow; the deformation is scaled by factor 5. (b) and (c): Performance
of different non-linear solvers (Tab. 5) combined with different relaxation strategies (Tab. 6),
measured in average number of fixed-stress (FS) iterations and extra non-linear (NL) iterations
per time step used for solving the mechanics problem, if more than one non-linear iterations per
fixed-stress iteration is utilized; they are displayed on top of each other, illustrating the total
amount of non-linear iterations required. (d) Total run times (incl. assembly and solver) for five
time steps corresponding to (c).
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• For Setup B, the number of fixed-stress iterations per time step decreases for the Newton-
and Lex-type methods; it increases for the more optimistic choice Lopt. Under relaxation
on both levels, the iteration counts are practically constant for all methods.
We conclude, most importantly, inexact alternating minimization can outperform exact alter-
nating minimization. The number of outer fixed-stress iterations might decrease the more accu-
rately the non-linear problems are solved, but on the other hand, the total amount of required
inner non-linear iterations increases much more. This makes relaxation by (inexact) line search
attractive, which allows for improved solution of the non-linear subproblems and the overall
performance of the splitting scheme without requiring to solve a linear system. We observe,
relaxation does not only accelerate convergence but it also increases the robustness; similar ef-
fects have been previously observed for relaxation by Anderson acceleration for the fixed-stress
split [93].
Finally, if applicable, simple linearizations as the L-scheme might outperform Newton-based
linearization techniques. In particular, when combining them with relaxation. The main draw-
back of the L-scheme is that it includes tuning parameters. Optimal choices may lead to good
performance, whereas bad choices might even lead to no convergence. Suitable choices being
solution-dependent, makes the final choice rather difficult; however, line search may allow con-
vergence for a wide range of parameters, potentially even faster than more conservative choices
of the tuning parameters, for which the plain scheme converges. In the present example, by
choosing an L-scheme-based fixed-stress split with optimistic tuning parameters and full line
search relaxation, run times 1/8 of those for the non-relaxed, exact Newton-based fixed-stress
split have been achieved. The finer the mesh the more drastic the difference as direct solvers
are employed in this study.
15 Concluding remarks and discussion
The aim of the present work was to examine the inherent gradient flow structures of thermo-
hydro-mechanical processes in porous media with focus on consequences for the well-posedness
analysis and construction of numerical approximations and solvers. A major finding was that
various, existing PDE models from the literature can be formulated as generalized gradient flows
utilizing thermodynamic interpretation of energies and dissipation potentials – for instance,
linear poro-elasticity, linear poro-visco-elasticity, non-linear poro-elasticity in the infinitesimal
strain regime, non-Newtonian Darcy and non-Darcy flows in poro-elastic media, and thermo-
poro-elasticity without thermal convection. Moreover, well-posedness has been established for
those models utilizing a unified framework introduced for doubly non-linear evolution equations.
One further significant finding to emerge from this work is that robust, physically based op-
erator splitting schemes for time-discrete approximations are a consequence of a suitable choice
of primary variables (in fact dictated by the gradient flow structure) and a simple applica-
tion of plain alternating minimization. Robustness is then an immediate consequence of the
naturally underlying minimization structure of the semi-discrete problem arising from suitable
time-discretization of gradient flows; in that light, e.g., the undrained and the fixed-stress splits
appear to be the natural splitting schemes for linear poro-elasticity. Moreover, abstract conver-
gence theory allows to quantify the energy decrease for each iteration of the splitting schemes
only utilizing convexity and Lipschitz continuity properties of the problem – a fairly simple
machinery compared to previous analyses in the literature and also immediately applicable to
heterogeneous, anisotropic materials. We derive novel splitting schemes and establish a priori
and a posteriori convergence results in the context of linear poro-elasticity, linear poro-visco-
elasticity and linear thermo-poro-elasticity.
The results of this work support the idea that splitting schemes for models with a vector
structure ought to utilize tensorial stabilization instead of diagonal stabilization; such has been
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previously proposed either based on physical intuition or rather more ad hoc, cf., e.g., [45] in the
context of thermo-poro-elasticity or [94] in the context of multiple-network poro-elastic theory.
The latter has not been covered in this work, but it is essentially a generalization of linear
thermo-poro-elasticity; our results can be immediately extrapolated.
Additionally, we highlight the known and simple fact that a minimization formulation enables
relaxation of iterative solvers by line search strategies. Such have not been utilized before in the
field of poro-elasticity. Our numerical experiments suggest that line search acts as black box
optimization of the stabilization and possibly linearization in the context of optimized splitting
schemes [72], which is especially practical for problems with changing geometries or boundary
conditions.
Throughout the entire work, we utilize linear poro-elasticity as proof of concept and ver-
ify that the provided framework yields consistent results with the literature, but from a new
perspective. After all, it seems promising for handling further models as also demonstrated for
various extensions of linear poro-elasticity.
The most important limitation lies in the fact that, evidently, not all thermo-hydro-mechanical
processes are suitably modelled by gradient flows, e.g., convective-dominated processes, or ma-
terials with limit behavior as incompressible fluids or solids. However, at least in the context of
the numerical solution, non-monotone perturbations of gradient flows may be discussed using
operator splitting techniques as Strang’s splitting or semi-implicit time-discretization, and limit
cases may be handled employing duality theory. After all, the provided theory may still assist in
various situations – to what extent is topic of future research. Moreover, in this sense, interesting
areas of applications and model extensions include finite strain poro-elasticity, poro-elasticity
for fractured media, poroplasticity, and compositional and multi-phase flow in poro-elastic me-
dia. In terms of numerical solvers, for strongly non-linear and possibly non-convex problems, a
further study could assess the need for more advanced optimization algorithms as primal-dual
methods, alternating direction method of multipliers, or proximal alternating minimization for
deriving robust linearization or non-linear preconditioners. This would be a fruitful area for
further work.
A Abstract well-posedness results
The theoretical results in this work are mostly deduced by application of abstract results from
literature; we recall two results for doubly non-linear evolution equations and convex optimiza-
tion.
The following well-posedness result for doubly non-linear evolution equation can be under-
stood as a corollary or refined discussion of previous classical results, e.g., [11]. The main
improvement to previous results is a weaker regularity assumption on the external loading.
This is compensated with stronger, structural assumptions on the functions spaces, as well as
the dissipation potential and energy functional. Here, we consider an energy functional which
does not explicitly depend on time. In order to incorporate time-dependent energy functionals,
assumptions and proof techniques as, e.g., by [9], can be additionally applied.
Theorem 2 (Well-posedness for doubly evolution equations with weakly regular load). Consider
the doubly non-linear evolution equation
∇Ψ(x˙(t)) +∇E(t, x(t)) = f(t) in V? a.e. in (0, T ); x(0) = x0. (154)
where
• pψ, pE ∈ (1,∞); p := min {pψ, pE}; p? ∈ (1,∞) such that 1p + 1p? = 1.
• B is a separable, reflexive Banach space with norm ‖ · ‖B.
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• V is a separable, reflexive Banach space with a semi-norm | · |V , such that
‖x‖V :=
(‖x‖pB + |x|pV)1/p , x ∈ V. (155)
defines a norm on V. Furthermore, V is dense and compactly embedded in B.
• Ψ : B → [0,∞) is convex and continuously differentiable. There exists a constant C > 0
such that
Ψ(x) ≥ C‖x‖pψB , x ∈ B.
• E : [0, T ]× V → [0,∞), such that there exist constants C1 > 0, C2 ≥ 0, satisfying
E(t, x) ≥ C1|x|pEV − C2 for all (t, x) ∈ [0, T ]× V.
Furthermore, E(t, ·) : V → (−∞,∞) is convex, lower-semicontinuous, and continuously
differentiable for all t ∈ [0, T ]; and E(·, x) : [0, T ] → (−∞,∞) is differentiable a.e. for all
x ∈ V such that there exists a constant C > 0, satisfying for a.e. t ∈ (0, T )
|∂tE(t, x)| ≤ C(1 + E(t, x)) for all x ∈ V.
• f ∈ C(0, T ;V?) ∩W 1,p?(0, T ;V?).
• x0 ∈ V such that E(0, x0) <∞.
Then there exists a solution x ∈W 1,p(0, T ;B)∩L∞(0, T ;V) of (154), satisfying E(x) ∈ L∞(0, T )
and the energy identity∫ T
0
Ψ(x˙(t)) dt+ E(x(T ))− 〈f(T ), x(T )〉 (156)
= E(x0)− 〈f(0), x(0)〉+
∫ T
0
∂tE(t, x(t)) dt−
∫ T
0
〈
f˙(t), x(t)
〉
dt.
If ∇Ψ or E are linear and self-adjoint, it is unique.
Proof. The proof is analogous to the proof of Thm. 1 by [11], enhanced by discussions of the
time-dependence of the energy functional by [95]: First, the doubly non-linear evolution equa-
tion (154) is discretized in time by consecutive convex minimization problems, and second,
stability bounds are derived, and finally, compactness arguments are employed in order to pass
to the limit, obtaining a solution to the time-continuous problem. Due to the weaker regularity
assumptions on the load term, the second step of [11] is not applicable here. In the following,
we derive stability for the time-discrete approximation under the above assumptions.
As in [11, 95], we use the minimizing movement scheme to discretize (154) in time. Let
0 = t0 < t1 < ... < tN = T of [0, T ] denote a partition of [0, T ] with constant time step size ∆t.
Set x0 = x(0) and define consecutively
xn := arg min
x∈B
{
∆tΨ
(
x− xn−1
∆t
)
+ E˜n(x)
}
where fn := 1∆t
∫ tn
tn−1 f(t) dt, and E˜n : B → (−∞,∞] defined by
E˜n(x) =
{ E(tn, x)− 〈fn, x〉 x ∈ V,
∞, otherwise,
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is a proper, convex, lower-semicontinuous function. By Thm. 3, xn is well-defined. Furthermore,
for all n, it holds
∆tΨ
(
xn − xn−1
∆t
)
+ E˜n(xn) ≤ E˜n (xn−1)
and hence, by induction xn ∈ V for all n, since x0 ∈ V. Summing over all time steps, employing
the definition of E˜ and manipulating the sum over the load terms, yields∑
n
∆tΨ
(
xn − xn−1
∆t
)
+ E(tN , xN ) (157)
≤ E(0, x(0)) +
∑
n
∫ tn
tn−1
∂tE(t, xn−1) dt
+
〈
f0, x(0)
〉− 〈fN , xN〉−∑
n
∆t
〈
fn − fn−1
∆t
, xn−1
〉
.
As in [95], we employ the bound on ∂tE together with a Gro¨nwall inequality and obtain∑
n
∫ tn
tn−1
∂tE(t, xn−1) dt ≤ C
(
1 +
∑
n
∆t E(tn−1, xn−1)
)
,
where C > 0 depends on T and the stability bound on ∂tE . Inserting into (157), and, further-
more, utilizing the assumptions on Ψ, E and f yields for arbitrary δ > 0∑
n
∆t
∥∥∥∥xn − xn−1∆t
∥∥∥∥pψ
B
+
∣∣xN ∣∣pEV + E(tN , xN )
≤ C
(
1 +
∑
n
∆t E(tn−1, xn−1)
)
+ δ
(∥∥xN∥∥pV +∑
n
∆t
∥∥xn−1∥∥pV
)
.
where C > 0 depends on T , δ, the initial data, and regularity of the loading. Using Young’s
inequality and the definition of ‖ · ‖V , it holds∑
n
∆t
∥∥∥∥xn − xn−1∆t
∥∥∥∥pψ
B
+
∣∣xN ∣∣pEV + E(tN , xN )
≤ C
(
1 +
∑
n
∆t E(tn−1, xn−1)
)
+ δ
(∥∥xN∥∥pψB +∑
n
∆t
∥∥xn−1∥∥pψB + ∣∣xN ∣∣pEV +∑
n
∆t
∣∣xn−1∣∣pEV
)
.
By constructing a telescope sum, exploiting the convexity of x 7→ xpψ and applying Ho¨lder
inequalities, we obtain
∥∥xN∥∥pψB +∑
n
∆t
∥∥xn−1∥∥pψB ≤ C
(
1 +
∑
n
∆t
∥∥∥∥xn − xn−1∆t
∥∥∥∥pψ
B
)
for C > 0 depending on pψ, x0 and T . Hence, for δ sufficiently small it holds∑
n
∆t
∥∥∥∥xn − xn−1∆t
∥∥∥∥pψ
B
+
∣∣xN ∣∣pEV + E(tN , xN )
≤ C
(
1 +
∑
n
∆t E(tn−1, xn−1) +
∑
n
∆t
∣∣xn−1∣∣pEV
)
.
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Finally, by employing a Gro¨nwall inequality, we obtain uniform stability for the left hand side.
Based on that, the proof can be continued along the lines of [11, 95], utilizing compactness
arguments in order to pass to the limit ∆t → 0 and obtain a solution to the time-continuous
doubly non-linear evolution equation, that in particular satisfies the energy identity (156).
Theorem 3 (Well-posedness for convex minimization [50]). Consider the problem
minimize f(x) (158)
subject to x ∈ C,
where f : X → R is a proper, convex, lower semi-continuous function, and C ⊂ X is non-empty,
closed, convex subset of X , a reflexive Banach space. If C is bounded or f is coercive over C,
i.e., f(x)→∞ for x ∈ C with ‖x‖ → ∞, then (158) has a solution. It is unique if f is strictly
convex.
B Alternating minimization for block-separable constrained con-
vex minimization in infinitely dimensional Hilbert spaces
In [79], the authors establish an abstract convergence result for alternating minimization, applied
to a constrained, strongly convex minimization problem in finite dimensions. Furthermore,
convexity and Lipschitz continuity are solely considered wrt. Euclidean norms. We generalize
the abstract result, allowing for a constrained minimization problem in infinitely dimensional
Hilbert spaces. Convexity and Lipschitz continuity are considered wrt. the semi-norms.
Hilbert space structure. Let X = X1 × X2 be a product of Hilbert spaces, equipped with
an inner product 〈·, ·〉. Assume it is induced by separate inner products 〈·, ·〉1 and 〈·, ·〉2 on X1
and X2, respectively, such that
〈(x1, x2), (y1, y2)〉 = 〈x1, y1〉1 + 〈x2, y2〉2 , (x1, x2), (y1, y2) ∈ X1 ×X2.
The inner product 〈·, ·〉 acts naturally also as duality pairing on X ? × X . Additionally, let | · |?
on X denote some semi-norm on X .
Function properties. Let f : X → R be differentiable. We introduce two properties:
(i) We call f strongly convex wrt. | · |? if there exists a constant σ > 0 such that
f(y) ≥ f(x) + 〈∇f(x),y − x〉+ σ
2
|y − x|2?, ∀x,y ∈ X . (159)
which is equivalent to (see, e.g., [96])
〈∇f(y)−∇f(x),y − x〉 ≥ σ|y − x|2?, ∀x,y ∈ X .
(ii) We call the k-th block ∇kf of the gradient of f Lipschitz continuous wrt. | · |? if there
exists a constant Lk <∞ such that for all x ∈ X and hk ∈ X , it holds
〈∇kf(x+ hk)−∇kf(x),hk〉 ≤ Lk|hk|2?,1, (160)
where h1 = (h˜1, 0) and h2 = (0, h˜2) for some h˜k ∈ Xk, k = 1, 2. The condition (160) is
equivalent to (see, e.g., [96])
f(x+ hk) ≤ f(x) + 〈∇kf(x),hk〉+ Lk
2
|hk|2?,1. (161)
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Alternating minimization. Let X as above and f : X → R. Furthermore, let X˜1 ⊂ X1 and
X˜2 ⊂ X2 be non-empty, convex subsets. We consider the constrained minimization problem
inf
(x1,x2)∈X˜1×X˜2
f(x1, x2). (162)
Under certain assumptions on f and | · |?, we can show global, linear convergence for alternating
minimization, cf. Alg. 10.
Algorithm 10: Single iteration of alternating minimization
1 Input: xi−1 = (xi−11 , x
i−1
2 ) ∈ X˜1 × X˜2
2 Determine xi1 := arg min
x1∈X˜1
f(x1, x
i−1
2 )
3 Determine xi2 := arg min
x2∈X˜2
f(xi1, x2)
Lemma 9 (Linear convergence for alternating minimization). Let X˜ := X˜1× X˜2 ⊂ X as above,
and let f : X → R be a differentiable function. Furthermore, let | · |?,1 denote semi-norm on X
satisfying:
• |(x1, x2)|?,1 ≥ |(x1, 0)|?,1 for all (x1, x2) ∈ X ,
• f is strongly convex wrt. | · |?,1 with constant σ1,
• ∇1f is Lipschitz continuous wrt. | · |?,1 with Lipschitz constant L1.
Then the alternating minimization Alg. 10 is globally, linearly convergent. In particular, let
(xi)i ⊂ X˜1 × X˜2 be the sequence generated by the alternating minimization Alg. 10 for given
initial value x0 ∈ X . And let x? ∈ X denotes the unique solution of (162). It holds for all i ∈ N
f(xi)− f(x?) ≤
(
1− σ1
L1
) (
f(xi−1)− f(x?)) ≤ (1− σ1
L1
)i (
f(x0)− f(x?)) ,
f(xi)− f(x?) ≤ L1
σ1
(
f(xi−1)− f(xi)) .
Assume there additionally exists a second semi-norm | · |?,2 on X satisfying:
• |(x1, x2)|?,2 ≥ |(0, x2)|?,2 for all (x1, x2) ∈ X ,
• f is strongly convex wrt. | · |?,2 with constant σ2,
• ∇2f is Lipschitz continuous wrt. | · |?,2 with Lipschitz constant L2.
Then it holds for all i ∈ N
f(xi)− f(x?) ≤
2∏
j=1
(
1− σj
Lj
) (
f(xi−1)− f(x?)) ≤ 2∏
j=1
(
1− σj
Lj
)i (
f(x0)− f(x?)) ,
f(xi)− f(x?) ≤
2∏
j=1
Lj
σj
(
f(xi−1)− f(xi)) .
Proof. The proof follows the same line of argumentation as the proof of Theorem 5.2 [79], but
carefully tailored to the more general setting used above.
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Consequence from strong convexity. Consider (159) for x = xi. Minimizing both sides
wrt. y ∈ X˜ yields
f(xi)− f(x?) ≤ − inf
y∈X˜
(〈∇f(xi),y − xi〉+ σ1
2
|y − xi|2?,1
)
. (163)
By definition of alternating minimization it holds
〈∇2f(xi), y2 − xi2〉2 ≥ 0 ∀y2 ∈ X˜2.
Hence, together with (A1), (163) becomes
f(xi)− f(x?) ≤ − inf
y1∈X˜1
(〈∇1f(xi), y1 − xi1〉1 + σ12 ∣∣(y1 − xi1, 0)∣∣2?,1) . (164)
Since X˜1 is convex and 0 < σ1 ≤ L1 by definition, it holds for all x1 ∈ X˜1
BL1/σ1(x1) :=
{
h ∈ X1
∣∣∣∣x1 + L1σ1 h ∈ X˜1
}
⊂
{
h ∈ X1
∣∣∣x1 + h ∈ X˜1} =: B1(x1)
Hence, we obtain
inf
y1∈X˜1
(〈∇1f(xi), y1 − xi1〉1 + σ12 ∣∣(y1 − xi1, 0)∣∣2?,1)
= inf
h∈BL1/σ1 (xi1)
(〈
∇1f(xi), L1
σ1
h
〉
1
+
σ1
2
∣∣∣∣(L1σ1 h, 0
)∣∣∣∣2
?,1
)
≥ L1
σ1
inf
h∈B1(xi1)
(〈∇1f(xi), h〉1 + σ12 |(h, 0)|2?,1) .
Altogether, it holds
f(xi)− f(x?) ≤− L1
σ1
inf
xi1+h∈X˜1
(〈∇1f(xi), h〉1 + L12 |(h, 0)|2?,1
)
. (165)
Consequence from Lipschitz continuity. Consider (161) for x = xi. Minimizing both
sides wrt. h1 = (h1, 0) such that x
i
1 + h1 ∈ X˜1 yields
f(xi)− f(xi+11 , xi2) ≥ − inf
xi1+h1∈X˜1
(〈∇1f(xi), h1〉1 + L12 |(h1, 0)|2?,1
)
. (166)
Consequences for alternating minimization. By putting together (165) and (166), and
exploiting the definition of alternating minimization, we obtain the a posteriori estimate
f(xi)− f(x?)
≤ L1
σ1
(
f(xi)− f(xi+11 , xi2)
)
≤ L1
σ1
(
f(xi)− f(xi+1)) .
Adding and subtracting f(x?) on the right hand side and reordering terms, yields
f(xi+1)− f(x?) ≤
(
1− σ1
L1
)(
f(xi)− f(x?)) .
The a priori result follows immediately. The second part of the thesis is proved analogously
with focus on the second step of the alternating minimization.
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C Nomenclature
Space and time
x Spatial coordinate
t Time
d Space dimension
Ω Domain
Γ Boundary of Ω
CΩ Poincare´ constant
T Final time
∆t Time increment
tn n-th time step
Generalized gradient flows
X State space
PX˙ Process space
E Free energy
D Dissipation potential
Pext External work rate
Physical fields
u Structural displacement
ε(u) Linear strain / symmetric gradient of u
σ Total stress
σd Deviatoric stress
σh Hydrostatic stress
σeff Effective stress
ζ Rotation
θ Fluid content
p Fluid pressure
q Volumetric flux
S Entropy
j Entropy flux
εv Visco-elastic strain
q∫ , j∫ Accumulated volumetric and entropy fluxes
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External sources
qθ Source for mass conservation
qS Entropy source
Qθ, QS Accumulated mass and entropy sources
fext External body force acting on the bulk
gext External body force acting on the fluid
uΓ Prescribed displacement
σΓ,n Prescribed surface force onto boundary
pΓ Prescribed pressure
qΓ,n Prescribed normal volumetric flux
TΓ prescribed temperature
jΓ,n Prescribed normal entropy flux
Function spaces
Ω Porous medium
d Spatial dimension
X ? Dual space of some function space X
X n Space X evaluated at time tn
X0 Tangent space of some function space X
V Space for structural displacement
S Space for total stress including the balance of momentum
S˜ Space for total stress without the balance of momentum
QAS Space of skew-symmetric tensors in Rd×d
Q, Q˜ Space for fluid pressure
ΠQ˜ Orthogonal projection onto Q˜
Z Space for volumetric flux
Z∫ Space for accumulated flux
W Space for entropy flux
W∫ Space for accumulated entropy flux
T Space for visco-elastic strains
Material parameters
C, Cv, C′v Stiffness tensors
A Compliance tensor
Cv Generalized stiffness tensor
Av Generalized compliance tensor
µ, λ Lame´ parameters
µv, λv, µ
′
v, λ
′
v Visco-elasticity-specific Lame´ parameters
E Young’s modulus
ν Poisson’s ratio
Kdr Drained bulk modulus
W (ε(u)) Strain energy density
1
M Storage coefficient
b(p) Nonlinear compressibility
α, αv, αT Biot coefficients
αϕ Thermo-hydro coupling coefficient
κ Hydraulic conductivity / permeability
κF Thermal conductivity
ν(|q|) Fluid viscosity
Cd Total volumetric heat capacity
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