In this paper, a distributed optimization problem with general differentiable convex objective functions is studied for single-integrator and double-integrator multi-agent systems. Two distributed adaptive optimization algorithm is introduced which uses the relative information to construct the gain of the interaction term. The analysis is performed based on the Lyapunov functions, the analysis of the system solution and the convexity of the local objective functions. It is shown that if the gradients of the convex objective functions are continuous, the team convex objective function can be minimized as time evolves for both single-integrator and double-integrator multi-agent systems. Numerical examples are included to show the obtained theoretical results.
I. INTRODUCTION
As an important branch of distributed control, distributed optimization has attracted more and more attention from the control community [1] - [16] . The aim is to use a distributed approach to minimize a team optimization function composed of a sum of local objective functions where each local objective function is known to only one agent. In the past few years, researchers have obtained many results about distributed optimization problems from different perspectives.
For example, based on gradient descent method, articles [1] - [5] studied distributed optimization problems with and without state constraints, while by introducing a dynamic integrator, articles [11] - [13] investigated distributed optimization problems for general strongly connected balanced directed graphs. Recently, some researchers turned their attention to try to solve the distributed optimization problem from a view point of nonsmooth approaches. For example, article [14] proposed several algorithms using nonsmooth functions to solve the distributed optimization problem with the consideration of finite-time consensus optimization convergence. Also, articles [5] , [16] introduced adaptive algorithms using nonsmooth functions to solve the distributed optimization problem for general differentiable convex functions or general linear multi-agent systems. However, in [5] , [14] , [16] , it is required that the gradients or subgradients of the local objective functions be bounded or a period of the previous information should be used for each agent.
To this end, we will continue the work of [5] to study the distributed optimization problem for general differentiable objective function using nonsmooth functions. Two distributed adaptive optimization algorithm is introduced which uses the relative information to construct the gain of the interaction term. The analysis is performed based on the Lyapunov functions, the analysis of the system solution and the convexity of the local objective functions. It is shown that if the gradients of the convex objective functions are continuous, the team convex objective function can be minimized as time evolves for both single-integrator and double-integrator multi-agent systems. wise sign function of s; and P X (s) denotes the projection of the vector s onto the closed convex set X, i.e., P X (s) = arg min s∈X s −s .
Notations

II. PRELIMINARIES
In this section, we introduce preliminary results about graph theory and convex functions (see [5] , [17] , [19] ).
Consider a multi-agent system consisting of n agents. Each agent is regarded as a node in an undirected graph G(V, E, A) of order n where V = {1, · · · , n} is the set of nodes, E ⊆ V × V is the set of edges, and A = [a ij ] ∈ R n×n is the weighted adjacency matrix. An edge of (i, j) ∈ E denotes that agents i and j can obtain information from each other. The weighted adjacency matrix A is defined as a ii = 0 and a ij = a ji = 0 if (i, j) ∈ E and a ij = 0 otherwise. The set 
III. DISTRIBUTED OPTIMIZATION PROBLEM
Suppose that each agent has the following dynamicṡ
where x i (t) ∈ R m is the state of agent i, and u i (t) ∈ R m is the control input of agent i. Our objective is to use only local information to design u i (t) for all agents to cooperatively solve the following optimization problem 
IV. MAIN RESULTS
A. Single-Integrator Multi-Agent Systems
In this section, we design a distributed adaptive algorithm for (1) to solve the optimization problem (2) for general convex local objective functions. The algorithm is given by
for all i. In (3), the role of the term, j∈N i (t)
, is to make all agents converge to a consensus point, while the second term,
which is used to minimize f i (x i (t)).
Remark 1.
As algorithm (3) uses the sign functions that is nonsmooth, the system (1) using (3) would be discussed in the Filippov sense [18] . Proof: First, we prove that all x i (t) are bounded for all t. Under Assumption 1, from Lemma 3, we have that all X i and X are nonempty closed bounded convex sets for all i. It is clear that
Construct a Lyapunov function candidate as
CalculatingV (t) along the solutions of system (1) with (3), we havė
Since the graph G(t) is undirected, it follows that
From the convexity of the function
is continuous with respect to x i (t) for all i, X ⊂ Y and Y is bounded. Thus, max{ x i (t) , ∇f i (t) } < ρ for all i and some constant ρ > 0.
Next, we prove that all agents reach a consensus as t → +∞. Let 0 < t k1 < t k2 < t k+1,1 < t k+1,2 denote the contiguous switching times for all k ∈ {1, 2, · · · } such that x i (t) = x j (t) for some two integers i, j ∈ I and all t ∈ [t k1 , t k2 ) and x i (t) = x j (t) for all i, j ∈ I and all t ∈ [t k2 , t k+1,1 ). Suppose that consensus is not reached as t → +∞ and
It is clear that lim k→+∞ (t k2 −t k1 ) = 0. Moreover, from the dynamics of q ij (t), we have that q ij (t) < ρ q for some constant ρ q > 0. Since each ∇f i (s) is bounded and
) for all i, j and all k > 1, where t − k1 denotes the time just before t k1 , u i (t) is bounded for all t ∈ [t k1 , t k2 ) and hence 0 ≤ lim k→+∞ max t∈[t k1 ,t k2 ) x i (t) − x j (t) ≤ lim k→+∞ t k2 t k1
( u i (s) + u j (s) )ds = 0 for all i, j. That is, consensus is reached as t → +∞, which yields a contradiction. Suppose that +∞ k=1 (t k2 − t k1 ) = +∞. Similar to the proof of Theorem 2 in [5] , it can be proved that all agents reach a consensus in finite time.
Summarizing the above analysis, consensus can be reached as t → +∞. Let x
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Note that when
Since ǫ can be arbitrarily small, it follows that lim t→+∞ [
It follows from Lemma 2 that the team objective function (2) is minimized as t → +∞.
Remark 2. In [5] , a distributed algorithm was proposed to solve the optimization problem.
However, it is required that a period of the previous information should be used for each agent.
In contrast to [5] , in this paper, the previous information is not used and the current information is sufficient for the proposed algorithm to make all agents minimize the team objective function as time evolves.
B. Double-Integrator Multi-agent Systems
In this part, our goal is to extend the results in Subsection A to second-order multi-agent systems with the following dynamicsẋ
where x i (t) ∈ R m and v i (t) ∈ R m are the position and velocity states of agent i and u i (t) ∈ R m is the control input. To solve the distributed optimization problem, we use the following algorithm
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. The system (6) with (7) can be written aṡ
For convenience of expression, we assume m = 1 in the proof of the following theorem.
Theorem 2. Suppose that the graph G(t) is undirected and connected for all t, ∇f i (s) is continuous with respect to s for all i and Assumptions 1 and 2 hold. For system (1) with algorithm (3), all agents reach a consensus in finite time and minimize the team objective function (2) as t → +∞.
Proof: Construct a Lyapunov function candidate as
, if i = j and (i, j) ∈ E(G(t)) 0, otherwise. Regarding A and Φ(t) as the Laplacians of some certain undirected graphs, it follows from
CalculatingV (t), we havė
where the first inequality uses the convexity of f i (·). Then by a similar approach to the proof of Theorem 1, it can be proved that all x i (t) andv i (t) remain in a bounded closed convex set, denoted by Y , for all t such that X ∈ Y , X i ∈ Y and x i (0) ∈ Y for all i. Note that each
for all i and some constant ρ > 0.
Next, we prove that all agents reach a consensus as t → +∞. Let 0 < t k1 < t k2 < t k+1,1 < t k+1,2 denote the contiguous switching times for all k ∈ {1, 2, · · · } such that x i (t) = x j (t) for
March 28, 2017 DRAFT some two integers i, j ∈ I and all t ∈ [t k1 , t k2 ) and x i (t) = x j (t) for all i, j ∈ I and all t ∈ [t k2 , t k+1,1 ). Suppose that consensus is not reached as t → +∞ and +∞ k=1 (t k2 − t k1 ) < +∞. It is clear that lim k→+∞ (t k2 − t k1 ) = 0. Moreover, from the dynamics of q ij (t), we have that q ij (t) < ρ q for some constant ρ q > 0. Note that max{ x i (t) , v i (t) } < ρ for all i and
) for all i, j and all k > 1, where t − k1 denotes the time just before t k1 . Hence 0 ≤ lim k→+∞ max t∈[t k1 ,t k2 ) x i (t)−x j (t) = 0 for all i, j. That is, lim t→+∞ [x i (t)−x j (t)] = 0 for all i, j. Since x i (t) = x j (t) for all i, j ∈ I and all t ∈ [t k2 , t k+1,1 ), it follows from the dynamics of each agent that v i (t) = v j (t) for all i, j ∈ I and all t ∈ (t k2 , t k+1,1 ). Since q ij (t) < ρ q and
Recall that x i (t) = x j (t) for all i, j and all t ∈ (t k2 , t k+1,1 ).
for all t ∈ (t k2 , t k+1,1 ). Since q ij (t) < ρ q and max{
(s)ds is bounded. Thus, V (t) is bounded for all t. Thus,
2 ds is also bounded. This means that lim k→+∞ max t∈[t k2 ,t k+1,1 ] v i (t) = 0. By a similar approach to prove that lim t→+∞ [x i (t) − x j (t)] = 0 for all i, j, using the continuity of v i (t), it can be proved that
Suppose that +∞ k=1 (t k2 − t k1 ) = +∞. Then from the dynamics of q ij (t), there must exist a pair of agents, denoted by i 0 = j 0 , such that lim t→+∞ q i 0 j 0 (t) = +∞. In the following, we prove that there exist a pair of agents, denoted by
If this is not true, we have q ii 0 (t) < γ q and q ij 0 (t) < γ q for some constant γ q > max i {ρ, pρ}, all t and all i ∈ ∪ s∈[0,+∞) [N i 0 (s) ∪ N j 0 (s)] with i = i 0 and i = j 0 . Since lim t→+∞ q i 0 j 0 (t) = +∞, there exists a sufficiently large constant T 0 > 0 for any γ 0 > 16nmγ q such that q i 0 j 0 (t) > γ 0 for all t > T 0 . By simple calculations based on (8) , when (i 0 , j 0 ) ∈ G(t) and x i 0 (t) − x j 0 (t) = 0 for t > T 0 , we have d dt
+ 2nmγ q ≤ −2nmγ q . When there exist at least an agent i such that i ∈ N˜i(t) and x˜i(t) − x i (t) = 0 forĩ ∈ {i 0 , j 0 } and either (i 0 , j 0 ) / ∈ G(t) or
denote the contiguous switching times for all k ∈ {1, 2, · · · } such that the case holds when (i 0 , j 0 ) ∈ G(t) and x i 0 (t) − x j 0 (t) = 0 for all t ∈ [t k3 , t k4 ) and the case when
March 28, 2017 DRAFT there exist at least an agent i such that i ∈ N˜i(t) and x˜i(t) − x i (t) = 0 forĩ ∈ {i 0 , j 0 } and either (i 0 , j 0 ) / ∈ G(t) or x i 0 (t) − x j 0 (t) = 0 holds for all i, j ∈ I and all t ∈ [t k4 , t k+1,3 ). Note
Since lim t→+∞ q i 0 j 0 (t) = +∞, from the dynamics of q ij (t), we have +∞ k=1 (t k4 − t k3 ) = +∞ and hence from (9) we have +∞ k=1 (t k+1,3 − t k4 ) = +∞. That is, there exist a pair of agents
Similarly, it can be proved that there exist a pair of agents
can be proved that lim t→+∞ q ij (t) = +∞ for all i, j. Then there is a constant T 1 > 0 such that q ij (t) is far larger than ρ for all i, j and all t > T 1 . Sincev i (t) ≤ ρ for all i, t, it follows from (8) that
is far smaller than min j∈N i (t) q ij (t) for t > T 1 and all i. Adopting a group of agents E = {i 1 , · · · , i q } such that x i (t) ∈ co{x i 1 (t), · · · , x iq (t)} and ≥ 0 for all i 0 ∈ E. If x j (t) = x i 0 (t) for some j ∈ N i 0 (t), we have
≥ min j∈N i (t) q ij (t). This yields a contradiction. 
VI. CONCLUSIONS
In this paper, a distributed optimization problem with general differentiable convex objective functions was studied for single-integrator and double-integrator multi-agent systems. Two distributed adaptive optimization algorithm was introduced by using the relative information to construct the gain of the interaction term. The analysis was performed based on the Lyapunov functions, the analysis of the system solution and the convexity of the local objective functions.
It was shown that if the gradients of the convex objective functions are continuous, the team convex objective function can be minimized as time evolves for both single-integrator and doubleintegrator multi-agent systems. (7) with pi = 1 for all i.
