It has been recently shown that a large class of balanced graph cuts allows for an exact relaxation into a nonlinear eigenproblem. We review briefly some of these results and propose a family of algorithms to compute nonlinear eigenvectors which encompasses previous work as special cases. We provide a detailed analysis of the properties and the convergence behavior of these algorithms and then discuss their application in the area of balanced graph cuts.
where A = V \ A, cut(A, A) = ∑ i∈A, j∈A w i j , andŜ : 2 V → R + is a symmetric and nonnegative balancing function. Exact relaxations of such balanced graph cuts and relations to corresponding nonlinear eigenproblems are discussed in [6] and are briefly reviewed in Section 2. A further generalization to hypergraphs has been established in [7] .
There exist different approaches to minimize the exact continuous relaxations. However, in all cases the problem boils down to the minimization of a ratio of a convex and a difference of convex functions. The two lines of work of [8, 9] and [5, 6] have developed different algorithms for this problem, which have been compared in [8] . We show that both types of algorithms are special cases of our new algorithm RatioDCA-prox introduced in Section 3.1. We provide a unified analysis of the properties and the convergence behavior of RatioDCA-prox. Moreover, in Section 4 we prove stronger convergence results when the RatioDCA-prox is applied to the balanced graph cut problem or, more generally, problems where one minimizes nonnegative ratios of Lovasz extensions of set functions. Further, we discuss the choice of the relaxation of the balancing function in [6] and show that from a theoretical perspective the Lovasz extension is optimal which is supported by the numerical results in Section 5.
Exact Relaxation of Balanced Graph Cuts
A key element for the exact continuous relaxation of balanced graph cuts is the Lovasz extension of a function on the power set 2 V to R V . Definition 1. LetŜ : 2 V → R be a set function withŜ( / 0) = 0. Let f ∈ R V , let V be ordered such that f 1 ≤ f 2 ≤ . . . ≤ f n and define C i = { j ∈ V | j > i}. Then, the Lovasz extension S : R V → R ofŜ is given by
Note that for the characteristic function of a set C ⊂ V , we have S(1 C ) =Ŝ(C).
The Lovasz extension is convex if and only ifŜ is submodular [10] and every Lovasz extension can be written as a difference of convex functions [6] . Moreover, the Lovasz extension of a symmetric set function is positively one-homogeneous 1 and preserves non-negativity, that is S( f ) ≥ 0, ∀ f ∈ R V ifŜ(A) ≥ 0, ∀A ⊂ V . It it well known, see e.g. [7] , that the Lovasz extension of the submodular cut function, R(A) = cut(A, A), yields the total variation on a graph,
Theorem 1 shows exact continuous relaxations of balanced graph cuts [6] . A more general version for the class of constrained fractional set programs is given in [11] . Theorem 1. Let G = (V, E) be an undirected, weighted graph and S : V → R and letŜ : 2 V → R be symmetric withŜ( / 0) = 0, then
if either one of the following two conditions holds
S is one-homogeneous, even, convex and S( f
+ α1) = S( f ) for all f ∈ R V , α ∈ R andŜ is defined asŜ(A) := S(1 A ) for all A ⊂ V .
S is the Lovasz extension of the non-negative, symmetric set functionŜ witĥ S(
Let f ∈ R V and denote by C t := {i ∈ V | f i > t}, then it holds under both conditions,
We observe that the exact continuous relaxation corresponds to a minimization problem of a ratio of non-negative, one-homogeneous functions, where the enumerator is convex and the denominator can be written as a difference of convex functions.
Minimization of Ratios of Non-negative Differences of Convex Functions via the RatioDCA-prox
We consider in this paper continuous optimization problems of the form
where R 1 , R 2 , S 1 , S 2 are convex and one-homogeneous and
Thus we are minimizing a non-negative ratio of d.c. (difference of convex) functions. As discussed above the exact continuous relaxation of Theorem 1 leads exactly to such a problem, where
choices of balancing functions lead to different functions S.
While [5, 9, 8] consider only algorithms for the minimization of ratios of convex functions, in [6] the RatioDCA has been proposed for the minimization of problems of type (2) . The generalized version RatioDCA-prox is a family of algorithms which contains the work of [5, 6, 9, 8] as special cases and allows us to treat the minimization problem (2) in a unified manner.
The RatioDCA-prox algorithm
The RatioDCA-prox algorithm for minimization of (2) is given in Algorithm 1. In each step one has to solve the convex optimization problem
which we denote as the inner problem in the following with
and c k ≥ 0. As the constraint set we can choose any set containing a neighborhood of 0, such that the inner problem is bounded from below, i.e. any nonnegative convex p-homogeneous (p ≥ 1) function G. Although a slightly more general formulation is possible, we choose the constraint set to be compact, i.e. 
Clearly Φ c k f k is also one-homogeneous and with the Euler identity we get Φ c k f k ( f k ) = −c k pG( f k ) ≤ 0 so we can always find minimizers at the boundary.
Algorithm 1 RatioDCA-prox -Minimization of a ratio of non-negative, onehomogeneous d.c. functions
find
find f k+1 ∈ arg min
The difference to the RatioDCA in [6] is the additional proximal term
and the choice of G. It is interesting to note that this term can be derived by applying the RatioDCA to a different d.c. decomposition of F. Let us write F as
with arbitrary c R , c S ≥ 0. If we now define c k := c R + λ k c S , the function to be minimized in the inner problem of the RatioDCA reads
which is not necessarily one-homogeneous anymore. The following lemma implies that the minimizers of the inner problem of RatioDCA-prox and of RatioDCA applied to the d.c.-decomposition (4) can be chosen to be the same.
Proof. For fixed ξ ≥ 0 it follows from the one-homogeneity of Φ c k f k that any minimizer of arg min
which is non-positive for ν ∈ (0, 1] and
f k exists and by the previous arguments is attained at multiples of f k+1 ∈ arg min
exists and the claim follows since ν = 1 is a minimizer of
Note that G( f k ) = 1 is no restriction since we get from the one-homogeneity of
The following lemma verifies the intuition that the strength of the proximal term of RatioDCA-prox controls in some sense how near successive iterates are.
As all proofs can be split up into the individual steps we may choose different functions G in every step of the algorithm. Moreover, it will not be necessary that f k+1 is an exact minimizer of the inner problem, but we will only use that Φ c k
Special cases
It is easy to see that we get for c k = 0 and G = · 2 the RatioDCA [6] as a special case of the RatioDCA-prox. Moreover, Lemma 1 shows that the RatioDCA-prox corresponds to the RatioDCA with a general constraint set for the d.c. decomposition of the ratio F given in (4).
If we apply RatioDCA-prox to the ratio cut problem, whereŜ(C) = |C||C|, then
The following lemma shows that for a particular choice of G and c k , RatioDCA-prox and algorithm 1 of [9] , which calculates iteratesf
produce the same sequence if given the same initialization. 
and for the algorithm 1 of [9] 
Finally,f k+1 = h k+1 / h k+1 2 and application of Lemma 1 then shows thatf k+1 = f k+1 . As . 2 2 is strictly convex, the minimizers are unique. ⊓ ⊔ Analogously, the algorithm presented in [8] is a special case of RatioDCA-prox applied to the ratio cheeger cut where
Monotony and convergence
In this section we show that the sequence F( f k ) produced by RatioDCA-prox is monotonically decreasing similar to the RatioDCA of [6] and, additionally, we can show a convergence property, which generalizes the results of [8, 9] . 
Proof. If the sequence does not terminate then
where we used that for any one-homogeneous convex function A we have for all
where we used that since G is convex
As the sequence F( f k ) is bounded from below and monotonically decreasing and thus converging and S( f k+1 ) is bounded on the constraint set, we get the convergence result from 
, then the first order condition yields for 0 < t < 1
which is a contradiction to the strict convexity of G as for 0 < t < 1,
Thus with the compactness of G ε we get
However, with c k ≥ γ > 0 for all k this contradicts for k large enough the result
While the previous result does not establish convergence of the sequence, it establishes that the set of accumulation points has to be connected.
As we are interested in minimizing the ratio F we want to find vectors f with S( f ) = 0 
where we have used
Further, if f k is a minimizer then the algorithm terminates. ⊓ ⊔
Choice of the constraint set and the proximal term
While the iterates f k and thus the final result of RatioDCA and RatioDCA-prox differ in general, the following lemma shows that termination of RatioDCA implies termination of RatioDCA-prox and under some conditions also the reverse implication holds true. Thus switching from RatioDCA to RatioDCA-prox at termination does not allow to get further descent.
as in the algorithm RatioDCA-prox and
and Ω 2 = arg min
Then the following implications hold:
is one-homogeneous, f k 2 is also a global minimizer and thus for all u ∈ R V with G(u) 
then by Lemma 1 also
f k 1 being a global minimizer implies
where we used that by assumption c k
and the result follows with Φ 0
Nonlinear eigenproblems
The sequence F( f k ) is not only monotonically decreasing but we also show now that the sequence f k converges to a generalized nonlinear eigenvector as introduced in [5] . 
Theorem 2. Each cluster point f
λ * = R( f * ) S( f * ) ∈ 0, F( f 0 ) 0 ∈ ∂ R 1 ( f * ) + c * G( f * ) − ∂ R 2 ( f * ) + c * G( f * ) − λ * ∂ S 1 ( f * ) − ∂ S 2 ( f * ) .
If for every f with G( f
is unique or c k = 0 for all k, then f * is an eigenvector with eigenvalue λ * in the sense that it fulfills
Proof. By Proposition 1 the sequence F( f k ) is monotonically decreasing. By assumption S = S 1 − S 2 and R = R 1 − R 2 are nonnegative and hence F is bounded below by zero. Thus we have convergence towards a limit
Note that f k is contained in a compact set, which implies that there exists a subsequence f k j converging to some element f * . As the sequence F( f k j ) is a subsequence of a convergent sequence, it has to converge towards the same limit, hence also
Assume now that for all c min
which is a contradiction to the fact that the sequence F( f k ) has converged to λ * . Thus there exists c * such that f * ∈ arg min
If c k = 0 for all k then we only need to look at c * = 0. In this case or if we get from
which then implies that f * is an eigenvector of F with eigenvalue λ * . ⊓ ⊔ Remark 2. (6) is a necessary condition for f * being a critical point of F. If R 2 , S 1 are continuously differentiable at f * , it is also sufficient. The necessity of (6) follows from [13, Proposition 2.3.14]. If R 2 , S 1 are continuously differentiable at f * then we get from [13, Propositions 2.3.6 and 2.3.14] that 0 ∈ ∂ F( f * ) and f * is a critical point of F.
We first collect some important properties of Lovasz extensions before we prove stronger results for the RatioDCA-prox when applied to minimize a non-negative ratio of Lovasz extensions.
Properties of the Lovasz extension
The following lemma is a reformulation of [10, Proposition 4.2(c)] for our purposes:
Lemma 6. LetŜ be a submodular function withŜ(
Proof. Let wlog f be in increasing order 
SinceŜ is submodular S is convex and thus
Proof.Ŝ can be written as the difference of two submodular set functionsŜ =Ŝ 1 − S 2 and the Lovasz extension S ofŜ is the difference of the corresponding Lovasz extensions S 1 and S 2 . We get 
and the claim follows since ∂ S( f ) is nonempty [13, Proposition 2. 
its Lovasz extension and S any extension fulfilling the properties of Theorem 1, that is S is onehomogeneous, even, convex and S( f
Proof. By Lemma 7 and using the convexity and one-homogeneity of S we get
Remark 3. By [6, Lemma 3.1] any function S fulfilling the properties of the lemma can be rewritten by S( f ) = sup u∈U u, f where U ⊂ R n is a closed symmetric convex set and u, 1 = 0 for all u ∈ U. The previous lemma implies that for a given set functionŜ(C) the set U is maximal for the Lovasz extension S L . In turn this implies that the subdifferential of S L is maximal everywhere and thus should be used in the RatioDCA-prox. In [6, 9] the authors use for the balancing function 1 which fulfills the properties of the previous lemma. In Section 5 we show that using the Lovasz extension leads almost always to better balanced graph cuts.
The RatioDCA-prox for balanced graph cuts
Applied to balanced graph cuts we can show the following "improvement theorem" generalizing the result of [6] for our algorithm. It implies that we can use the result of any other graph partitioning method as initialization and in particular, we can always improve the result of spectral clustering. Proof. This follows in the same way from Proposition 1 as in [6, Theorem 4.2] . ⊓ ⊔
In the case that we have Lovasz extensions we can show that accumulation points are directly related to the optimal sets: 
If λ * is only attained for one set C * then f * = 1 C * is the only accumulation point.
Proof. In the proof of Theorem 2 it has been shown that from f * no further descent is possible.
which leads to a contradiction. Thus the first claim follows from Theorem 1. If also R 1 and S 2 are the Lovasz-extensions then for f
we get by Lemma 6 and the definition of the Lovasz extension that
and if for one α i > 0 we haveR 
Φ c k f k , then the RatioDCA-prox terminates in finitely many steps.
Proof. With c k = 0 and using Lemma 7 and as R 1 , S 2 are convex and one-homogeneous, we get
) and equality in the second inequality only holds if f k+1 = 1 * , but then in the next step we either get strict improvement or the sequence terminates. As there are only finitely many different cuts, RatioDCA-prox has to terminate in finitely many steps. ⊓ ⊔
Experiments
The convex inner problem in Equation (3) is solved using the primal dual hybrid gradient method (PDHG) as in [6] . In the first iterations the problem is not solved to high accuracy as all results in this paper only rely on the fact that either the algorithm terminates or φ c k
Influence of the proximal term
First, we study the influence of different values of c k in the RatioDCA-prox algorithm. We choose G = · In Table 1 we have plotted the resulting ratio cheeger cuts (RCC) of ten different choices of c k = c · λ k for RatioDCA-prox. In all cases we use one initialization with the second eigenvector of the standard graph Laplacian and 99 initializations with random vectors, which are the same for all algorithms. As one is interested in the best result and how often this can be achieved, we report the best, average and top10 performance. For both graphs there is no clear trend that a particular choice of the proximal term improves or worsens the results compared to c k = 0 which corresponds to the RatioDCA. This confirms the reported results of [8] where also no clear difference between c k = 0 and the general case has been observed.
Comparing the Lovasz extension to other extensions
In previous work [6, 9] on the ratio cut with the balancing functionŜ(C) = |C||C| not the Lovasz extension S L ( f ) = 1 2 ∑ n i, j=1 | f i − f j | has been used but the function S( f ) = f − mean f 1 1 . As discussed in Section 4, this should lead to worse performance in the algorithm as the subdifferential of S L is maximal. In Table 2 we compare both extensions with the RatioDCA-prox with c k = 0 and G(u) = u 2 on seven different graphs [14] . One initialization is done with the second eigenvector of the standard graph laplacian and the same 10 random initializations are used for both extensions. Table 2 For each graph it is shown how many times for the 11 initializations the RatioDCAprox with the Lovasz extension performs better/equal/worse than the previously used continuous extension and the ratio of the best solutions of Lovasz vs continuous extension is shown (< 100% means that the Lovasz extension produced a better ratio cut). While the differences in the best found cut are minor, using the Lovasz extension for the balancing function leads consistently to better results. 
