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が標準化された [4]．2001年 12月にはMPEGと ITU-Tとの共同作業で次世代の動画像符号
化方式の標準化を行う JVT(Joint Video Team)が設立され，ITU-Tで規格化が進められて
いたH.26Lをベースとした新たな符号化方式の標準化作業が行われてきた．JVTで規格化
される本方式は，MPEGではMPEG-4 Part 10 AVC(Advanced Video Coding)，ITU-Tで











標準の符号化方式としては，Microsoft のWindows Media Video 9 [6]，Digital USA の
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 Heterogeneous Transcoding 
 Homogeneous Transcoding 
MPEG-2  
   →  MPEG-4
 Transcoder
MPEG-2  
   →  MPEG-1
 Transcoder
MPEG-2  
     →  H.263
 Transcoder
MPEG-2  














ハイビジョン TV放送 (HDTV)から標準 TV放送 (SDTV) [23] ，MPEG-2からMPEG-4
への変換 [24] [25] [20]等では，空間/時間解像度や符号化形式の変換に伴って出力ビットス
トリームのビットレートが入力と異なることが考えられるからである．そのために，以降で
述べる変換方式は全てこのビットレート変換機能を継承し，ビットレート変換トランスコー
ダ [26] [27] [28] [29] [30] [31] [32] [33] [34]を基本とする派生物と考えられる．
空間解像度変換トランスコーダ [24] [35] [22] [36] [37]，時間解像度変換トランスコー
ダ [38] [39] [40] [41] は，空間，時間それぞれの領域で間引き処理 (サブサンプリング)を行
うことで大幅に情報量を削減して，表示能力，復号処理能力の制約のある端末での映像再生
を可能とするための変換方式である．同一の符号化方式の範囲内での解像度変換としては，
















ビットレート変換 ◯ ◯ ◯ ◯
トランスコーダ
空間解像度変換 ◯ ◯ ◯ ◯
時間解像度変換 ◯ ◯ ◯ ◯
フォーマット変換
MPEG-2 – MPEG-1変換 ◯ ◯ ◯ ◯ ◯ △
トランスコーダ
MPEG-2 – MPEG-4変換 ◯ ◯ ◯ ◯ ◯ △
MPEG-2 – H.263変換 ◯ ◯ ◯ ◯ ◯ △
MPEG-2 MP@HLで符号化されたHDTVサイズのビットストリームをMPEG-2 MP@ML













階層符号化方式間での変換方式 [44] [45] [46] 等がこれまでに検討されている．
















































システム間の相互接続を実現するためのトランスコーダ [50] [51] [52]も検討されている．
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表 1–2: トランスコーダアーキテクチャの特性比較
再符号化 空間領域 DCT領域
結合度 小 (疎結合) 中 大 (密結合)
画質 × △ ×
遅延量 × △ ◯



























































































































オトランスコーダが提案されている [56] [26] [27] [57] [32]．
ビデオトランスコーダは 1本の映像ソースから要求品質に応じたビデオストリームを柔軟
に生成可能であり，ワンソース・マルチユースを実現する有効な解のひとつである．従来，
変換処理における変換映像品質の向上 [54] [53] [33] [58] ，変換処理の効率化を実現するアル






















































































































































































































































の差分成分が差分映像情報符号化器 (Diﬀerential Data Coder)へ送られ，変換差分ビット
ストリーム (Bitstream C)が符号化/出力される．このように，トランスコーダの入力/出
力間の差分情報を利用することで非階層のビットストリーム (Bitstream A)から基本階層






















































































































































































































 DCT coefficients )
(run, level)
  Differential Data Coder  
Bitstream A


















Predictional Error of 
Coefficient Value
























により分類して符号化される．ここで (u, v)は係数ブロックにおける座標を表し 0 ≤ u ≤ 7，
0 ≤ v ≤ 7である．B2(u, v)=0の場合はB1内の連続する零係数とB1(u, v)の値をペアとし





ビットストリーム合成器の構成を図 3–2に示す．合成器はBitstream BとBitstream Cを
入力として，両者を合成し Bitstream Aを出力する．Bitstream Bについては可変長復号，
ブロック復元処理によりB2を復元する．一方，Bitstream Cの符号化情報は，再量子化値
B2(u, v)が 0か否かで分類した形で再量子化演算に伴う係数の変化情報が符号化されている．
B2(u, v)= 0の係数の変化情報については対応するB1(u, v)の値が二次元ランレングスに
より符号化されているので，上記と同様にブロックを再構築する．
B2(u, v)= 0 となる係数の変化値については，B2 内の 0 でない係数 (有意係数)の位置
を検出し，それを元に復号値に対応させる B2 内の係数を特定する．その後，B2(u, v) に
MQ2/MQ1を乗じた後に上記復号値を加算して再量子化前の係数値B1(u, v)を得る．この























 DCT coefficients )
(run, level)Decoded
MQ1

























































式 (3·1)，式 (3·2)において sign(x)は xの符号を表し式 (3·3)で与えられる．
sign(x) =
{
1 x ≥ 0
−1 x < 0
(3·3)
ここで，xは xを越えない最大の整数を表す．すなわち，xが任意の係数値 k に対して









MQ1 if (m = 0 )
2m×MQ1 + 1 if (m = 0 )
(3·4)
MQ2 = (m+ 1)×MQ1 (3·5)






結果 k2 = k1となって再量子化を行っても係数値が変化せず符号量の削減がなされない場合
がある．このとき量子化パラメータはMQ1からMQ2に変化しているため，量子化誤差は
増加する [75]．本節では式 (3·4),式 (3·5)のようにしてMQ2を決めることによってこのよ
うな現象を回避し，必ず係数の変化を生じさせる制御が実現されることを示す．
1. イントラモードの場合












if (m ≥ 1 ) (3·6)
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< k2 + 1 (3·7)



































従って，式 (3·10)よりm = 1のときには，入力量子化係数は必ず再量子化前よりも
小さな値へ変換される．
































< k2 + 1 (3·13)
k ≥ 1の領域においては (k1 + 1/2)/2 < k1であるため，これと式 (3·13)より，m = 1の
ときには k2 < k1が成立する．







(m + 1) + 1
⌋
(3·14)





減少すると符号量は大きく削減される．そこで，本節では k2 = 0を満たす入力量子化係数
値 k1の条件を導出する．
1. イントラモードの場合












ここで，kとmはともに整数値であることを考慮すると，式 (3·16)から k1 ≤ mが導
かれる．以上から，k2 = 0になるための k1の条件は k1 ≤ mとなる．
2. インターモード場合










ここで，k1, mは整数値であるので，k2 = 0となるための k1の条件は，イントラモードと





3.3.2および 3.3.3の考察より本再量子化演算処理において式 (3·19)，式 (3·20)に示す
性質が導かれる．
I : k2 = 0 (0 ≤ k1 ≤ m) (3·19)
II : k2 < k1 (k1 > m) (3·20)
式 (3·19)，式 (3·20)を用いて再量子化前の係数ブロックB1の復元に必要な変化成分情
報について考察する．まず，性質 Iよりm以下の係数値は再量子化後には零係数としてまと
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められるため，B2内の零係数は元からの零係数と再量子化後により変換されたものとが混
在する．そのため，係数値とともにB2内のどのゼロ係数に対応するかを特定するための位
置情報が必要となる．そこで，式 (3·19)を満たす係数については B1内の連続する 0の個
数と再量子化前係数値 k1(= B1(u, v))をペアとした二次元ランレングスにより符号化する．















方針 1 B2(u, v)が 0か否かでB1内の有意係数を分類
方針 2 B2(u, v)= 0の場合はB1内の連続する 0の個数と係数値で二次元ランレングス符
号化





(1) B2(u, v) = 0に対する変化情報の符号化








1, -2, 1, 3, -1         -2
2, -3, 2, 5, -2         3
B  (u,v) =02 ＞＜
(3, 1) (1, 1) (1, 1) (0,-1)
B  (u,v) !=02 ＞＜





















































MQ1 = 2 













In Case of B  (u,v) =02 "   "












2-3.B1(u, v)= 0かつB2(u, v)= 0の場合
カウンタ cの値を runとして，B1(u, v)を levelとした二次元ランレングスイベント
(run, level)を生成し，可変長符号化．カウンタ cを 0にリセット．runはB1内の連続
する 0の個数を表す．
3.ブロック末尾ならばランレングスの終りを示す符号 End of Runlength を符号化し終了．
そうでなければ 1.へ戻る．
図 3–3から具体例を述べる．
B1，B2をスキャンしてB1(1, 0) = 2を検出したら，B2(1, 0)を参照する．このときB2(1, 0) =
1なので上記手順の 2-2.に該当し，ここはスキップされる．次に，B1(1, 1)まで進んだときに
B2(1, 1) = 0となる．そこで，ここまでにカウントされた 0の個数は 3個となるから run = 3，
level = B1(1, 1) = 1とした (3, 1)を可変長符号化する．
次に，B1(2, 0) = −3を検出するが，このときB2(2, 0) = −1なのでここをスキップし，同
様にしてB1(2, 1)，B1(1, 2)もまたスキップされる．次のB1(0, 3) = −1にてB2(0, 3) = 0と
なり，B1(2, 0)からここまでにカウントされた 0の個数はB1(3, 0) = 0の 1個より run = 1
として，level = B1(3, 0) = 1とした (1,−1)を可変長符号化する．以下，同様にして，B1
をスキャンして B1(u, v)= 0を検出したら B2(u, v)を参照し，B2(u, v)= 0のときに二次元
ランレベルイベントを符号化する．
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(2) B2(u, v) = 0に対する変化情報の符号化
次に，方針 3に該当する係数の符号方法を述べる．以下にその手順を示す．
1.B1，B2をジグザグスキャンの順番で読みだす．
2.B1(u, v)= 0かつB2(u, v)= 0ならば，B2(u, v)に式 (3·1)，式 (3·2)における量子化パ
ラメータ比率の逆数MQ2/MQ1を乗じた値とB1(u, v)との差分をとり，再量子化演算
で丸められた成分 Berr(u, v)算出する．すなわち，式 (3·21)によりBerr(u, v)を算出
して，これを符号化する．
Berr(u, v) = B1(u, v) −
⌊










図 3–3の例では，ジグザグスキャン時にB1(1, 0) = 2を検出したら，このときB2(1, 0) =
1なので式 (3·21) より Berr(1, 0) = 0を算出し，これを符号化する．以下，同様にして，





アップし特定されるジグザグスキャン位置に levelの値を挿入してB2(u, v)= 0となる係数
の再量子化前の値が復元される．ここで，runの値にB2(u, v)= 0の係数はカウントされて
いないので，復号済のB2を参照して，これらの係数位置をスキップする．
End of Runlength符号を検出して全てのランレングス情報を復号し終えたら，Berr(u, v)
符号を復号する．Berr(u, v)は，ジグザグスキャンの順番に従い符号化されているので，B2
の中の非零係数をジグザグスキャン順に参照して対応する係数を特定した後に，Berr(u, v)










1 MPEG-2方式 MPEG-2 VLC
2 提案方式 MPEG-2 VLC
3 提案方式 専用 VLCテーブル
3.5.1 変換差分ビットストリームの総符号量に関する評価実験
ストリーム分離器への入力 MPEG-2 ビットストリーム (Bitstream A)，出力 MPEG-2
ビットストリーム (Bitstream B)，変換差分ビットストリーム (Bitstream C)のビットレー
トをそれぞれRA,RB ,RC [Mbps]とする．Bitstream Bの目標ビットレートを 2[Mbps]から
(RA − 1)[Mbps]まで 1[Mbps]きざみでとり，このときの RC および分離出力後の合計ビッ
トレートRB +RC について評価する．Bitstream Aの符号化条件として表 3–2に示す評価
用MPEG-2ビットストリームを使用する．Bitstream Cの符号化方法に関して比較対象方
式を表 3–1に示す．
方式 1は B1 と B2 の係数ブロック同士で差分をとった量子化係数差分ブロック ∆B(=
B1 − B2)を算出し，∆B をMPEG-2と同様の符号化アルゴリズムにより符号化した方式





MPEG-2では二次元ランレングスの係数レベル値 levelの範囲は ±1から ±2047までが
定義されている．一方，3.4.1で得られるランレングスイベントに関しては式 (3·19)より
levelの値域として±1から±mまでを定義すれば十分なので，MPEG-2で規定される範囲
は必要ないことが分かる．また式 (3·21)で算出される Berr(u, v)も一様な確率分布である
保証はなく，分布に応じた符号化表の設計により符号化効率の向上が期待できる．そこで，
表 3–2に示す条件で符号化された 7種類のテストシーケンス (Bus,Table Tennis, Football,
Flower Garden, Cheer Leader,Bicycle, Mobile & Calendar) を用いて，目標ビットレート
を本実験と同様に 2[Mbps]から (RA − 1)[Mbps]までの範囲にとりストリーム分離処理を行




RA=15[Mbps]における Bitstream Bの目標レートに対する RC の変化を図 3–4に示す．
Bitstream Cはトランスコード処理過程での変化情報なので，レート削減量が少ない (目標

































































図 3–4: Bitsrream CのビットレートRC の変化 (入力符号化レート 15[Mbps])
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表 3–2: 実験用ビットストリーム符号化条件
符号化方式 MPEG-2 Video MP@ML
符号化レート 15, 10 [Mbps]
符号量制御方式 TM5方式
GOP構造 N=15, M=3 (固定)
ピクチャ構造 フレーム構造
動き補償方式 フレーム/フィールドMC
テストシーケンス Bus, Table Tennis
ITU-R BT.601 4:2:0 Format
画像フォーマット 輝度信号 704pel × 480 line










RA=15, 10[Mbps]における Bitstream Bの目標レートに対する出力ビットレート合計値













































































































































図 3–6: ビットレート合計値RB +RC の変化 (入力符号化レート 10[Mbps])












(First Enhancement  Layer)(Second  Enhancement  Layer)
図 3–7: ストリーム分離器二段接続実験図
でが定義されているのに対し，式 (3·19)より変化情報のランレングスについては levelの値
域が 1 ≤ level ≤ mに制限されるために，MPEG-2のそれに比べてはるかに小さな符号化
表となる．したがって，適切な符号設計がなされていれば，多くのイベントに十分短い符号




図 3–7に示すように Bitstream Aを第一段ストリーム分離器 S1 へ入力し，このときの第
一段出力MPEG-2ビットストリーム (Bitstream B)を第二段ストリーム分離器 S2へ入力し
て，第二段変換出力MPEG-2ビットストリーム (Bitstream D)と第二段変換差分ビットス
トリーム (Bitstream E)を出力する．Bitstrem Dと Bitstrem Eのビットレートをそれぞれ
RD，RE とする．
実験では，表 3–2に示される符号化条件における 15[Mbps]のビットストリームを Bit-
stream Aとして入力し，Bitstream Dの目標ビットレートを 4[Mbps]に固定し，Bitstream
Bの目標ビットレートを 5～(RA− 1)[Mbps]までとったときの，RC +RD +REを方式 1と




























































図 3–8: ストリーム分離器二段接続構成におけるビットレート合計値RC +RD +RE の変化







のとする．xの分布を，平均が 0，分散が σ2のラプラス分布と仮定すると，x量子化値 (量
子化係数値)k1の発生確率 P1(k1)は次の式 (3·22)により表される．
P1(k1) =






















ン長)runとそれに続く量子化値 kを組み合わせた事象 (run, k)に対する可変長符号により
符号化する．すなわち，符号長 L(k)は一意には定まらないので，本考察では各 runに対し
て平均値をとり L(k)を表現する．そこで，(run, k)の符号長を len(run, k)と表したときに









ただし，k1 = 0の関してはラン長 runの値に含まれて符号化されているので L(k) = 0と
する．
次に，上記量子化係数 k1 を再量子化ステップサイズQ2 で再量子化したときの符号量に
ついて考察する．3.3で示したようにQ2は整数値mとQ1により式 (3·4)あるいは式 (3·5)
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P1(k1)× {L(k1)− L(0) } +
∞∑
k1=m+1
P1(k1)× {L(k1)− L(k2) }
(3·26)














P1(k1)× L(k1 − k2) (3·28)
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式 (3·30)においても式 (3·25)と同様に Lrl(0) = 0とする．
一方，残りの k1 > mの係数に関しては，式 (3·31)に従い∆kを算出し，∆kを可変
長符号化して符号化される．∆kに対する符号語長を lenres{∆k(k1, k2)} とすると，符
号量Rres[bit/sample]は式 (3·32)により算出される．















したがって，係数差分値の符号量Rdiff を式 (3·29)と式 (3·32)の和として式 (3·33)
に導出する．
Rdiff (Q1,m) = Rrl(Q1,m) +Rres(Q1,m) (3·33)
方式 2では，ランレングスイベントに対してMPEG-2と同一の符号語を割り当てるので，










Q1 = 2としたときのmに対する R2(Q1,m), Rdiff (Q1,m), Rrl(Q1,m), Rres(Q1,m) の変
化を図 3–9に示す．m = 0においては再量子化を行わないので，このときの符号量は入力
符号量R1に相当する．ただし，方式 1についてはRdiff のうち，k1 ≤ mの入力係数に対す
る変化差分情報量をRrlとして，k1 > mに対する変化差分情報量をRresとしている．





方式 2，方式 3では k1 > mの係数の変化情報に対して，ラン情報を符号化せず係数値のみ
を符号化対象とすることで，必要な符号量を削減している．これによりRresの符号量が大き
く改善されることが図 3–9に示されている．また，再量子化前後間の予測符号化によって，













































































図 3–9: mに対する各種符号量の変化 (Q1 = 2)
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さらに，k1 ≤ mの入力値に対する変化値については，ランレングス符号化表を再設計す
ることで，ランレングスの符号量Rrlを大幅に削減可能であることが方式 3の結果よりわか
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−→ Bitstream B + Bitstream C (4·1)
Bitstream Cは E1から Enまでの n階層により階層化された多階層の情報構造を有する
ものとする．Eiを部分階層符号と定義し，Bitstream Cの構造を式 (4·2)に表現する．
Bitstream C = E1 ⊕ E2 ⊕ · · · En−1 ⊕ En (4·2)








































































合，E1, E2 · · ·Enの中から伝送可能な階層を下位階層から順番に選択して伝送する．E1か
ら Ek(1 ≤ k ≤ n)までを選択して生成した部分的な高位階層符号を Bitstream R1 とする．
階層選択処理を S [· ]と定義して，Bitstream R1を式 (4·3)に表現する．
Bitstream R1 = S
[
Bitstream C, 1, k
]
= E1 ⊕ · · · Ek−1 ⊕ Ek (4·3)
式 (4·2)，式 (4·3)より Bitstream Cの階層選択処理は式 (4·4)のように表現できる．
E1 ⊕ E2 ⊕ · · · En−1 ⊕ En︸ ︷︷ ︸
Bitstream C
−→ E1 ⊕ · · · ⊕ Ek︸ ︷︷ ︸
Bitstream R1
(4·4)
Bitstream Bと Bitstream R1を合成することで Bitstream Aと Bitstream Bの中間的な
品質を有するビットストリーム Bitstream M1 が生成可能となる．本処理は式 (4·1)とは逆











Bitstream Cの中の未伝送の部分階層符号を伝送して式 (4·5)で合成されたBitstream M1
を再合成することで上位階層の符号化情報を取得する過程を説明する．
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Bitstream C中から，Ek 以降の Ek+1 から Ex (k < x ≤ n)までの部分階層を抽出した
ビットストリームを Bitstream R2と定義し，式 (4·6)に表す．
Bitstream R2 = S
[
Bitstream C, k + 1, x
]




ストリーム Bitstream M2を生成する．本過程を式 (4·7)に示す．
Bitstream M2 = F−1
[






BitstreamB, E1 ⊕ · · · ⊕ Ek
]
, Ek+1 ⊕ · · · ⊕ Ex
]
(4·7)

























MQ1 if (m = 0 )
2m×MQ1 + 1 if (m = 0 )
(4·9)
MQ2(m ) = (m + 1)×MQ1 (4·10)
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m = 0の場合にMQ2(m)およびMQ2(m− 1)なるステップサイズで再量子化した再量子




3.3と同様の議論により，B1(u, v) ≤ mである入力係数値は再量子化演算によって 0へ変
換され，B1(u, v) > mなる係数値は B1(u, v)より小さい 0でない値へ変換される．これよ
り，B(m)2 において全ての (u, v)に対して式 (4·11)が成立する．
B
(m)
2 (u, v) =

 0 if B1(u, v) ≤ mQ [B1(u, v),m] if B1(u, v) > m (4·11)
同様にして，B(m−1)2 内の全ての (u, v)に対しては式 (4·12)が成立する．
B
(m−1)
2 (u, v) =

 0 if B1(u, v) ≤ m− 1Q [B1(u, v), m− 1] if B1(u, v) > m− 1 (4·12)

































1 if x = 0


















1 if X(u, v) = 0














0 if B1(u, v) ≤ m










0 if B1(u, v) ≤ m− 1
1 if B1(u, v) > m− 1
(4·17)















1 if B1(u, v) = m








∗ (u, v) =
{
B1(u, v) if B1(u, v) = m
0 if B1(u, v) = m
(4·19)

















































ここで，m = 0のときはMQ2 = MQ1であり再量子化演算を行わない．したがって，再量




























1 ≤ l < mである lにおける再量子化出力ブロック B(m−l)2 は入力係数ブロック B1と再量
子化出力ブロックB(m)2 の中間ブロックである．式 (4·21)より，B(m−l)2 の有意係数分布は
B
(m)





∗ , · · ·B(2)∗ , B(1)∗ を基本ブ










ステップ値の最大値をMQmaxと定義し，MQ1 ≤ MQ2(m) ≤ MQmaxを満足するmの範
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囲を求めることでmmax を導出する．式 (4·9)，式 (4·10)を本不等式に代入し，イントラ
MBでm = 0の場合にはMQ2 = MQ1であることに注意してmについて整理することで
式 (4·23)を得る．ただし，式 (4·23)において上式がイントラMBの場合，下式がインター
MB の場合をそれぞれ表す．
0 ≤ m ≤ MQmax − 1
2MQ1
for IntraMB
0 ≤ m ≤ MQmax
MQ1















− 1 for Inter MB
(4·24)




















提案方式の概念を図4–2に示す．提案方式は，3.4に示す符号化方式において，B2(u, v) = 0
に対応した B1(u, v)のランレングス符号化方法を以下に述べる方式へ置き換えたものであ
り，B2(u, v) = 0に対するB1(u, v)との変化差分値の符号化方法は 3.4と同様である．
B2(u, v) = 0に対応するB1(u, v)のランレングス情報を，B1(u, v)の値ごとに別々にジグ
ザグスキャンを行い生成する．すなわち，B1(u, v) ≤ mにおいて B2(u, v) = 0であるとす
ると，B1(u, v) = 1, 2, · · ·mのについてm通りのランレベル系列を生成する．また，スキャ
ン対象の係数レベル値を levelとすると，ランレングス値 runには，B1内のゼロ係数の他
にB1(u, v) < levelを満たす非零係数も含めてカウントする．すなわち，level = 2の場合に












2 0 0 0
0 0 1 0
0 1 0 0
0 0 -1 0
0
(0, 2) (7, 2) EOR
EOR : End_of_Runlength
8 2 -3 0
0 1 6 -2
3 5 1 0
-1 1 -4 0
0
MQ   = 2









B  (u,v)> m1









MQ      1
MQ      2
MQ      1
MQ      2































Enhancement Layer  (Bitstream C)
(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3) EOR0, 2, 1, 0






2-1. B1(u, v) < levelの場合
ランレングスカウンタ cを 1つだけ増加し，3.の処理へ進む．
2-2. B1(u, v) > levelの場合
3.へ進む．
2-3. B1(u, v) = levelの場合
カウンタ cの値を runとしたランレベルイベント (run, level)を生成し可変長符号
化する．カウンタ cを 0にリセット．runはB1(u, v)内の連続するB1(u, v) < level
となる係数の個数を表す．3.へ進む．
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3. ブロック末尾ならば，当該スキャン対象レベル値に関するランレベル系列の末尾を表
す符号 End of Runlengthを符号化する．
4. level = max levelならば終了．そうでなければ levelに 1を加算して，スキャン位置
を (u, v) = (0, 0)にリセットして 1.へ戻る．
図 4–2 から具体例を述べる．図 4–2では，B1(u, v) ≤ 3においてB2(u, v) = 0となる場
合を表している．このときには，level = 1, 2, 3の 3つのランレベル系列を生成する．まず，
スキャン対象レベル値 levelを 1にセットし，B1(u, v) = 1である係数に関するランレベル
系列を生成する．(u, v) = (0, 0)および (1, 0)においてはB1(u, v) > 1なので 2-2.へ該当し，
このときは何もせずに次のスキャン位置へ進めるのみである，次に，(u, v) = (0, 1)におい
てB1(0, 1) = 0となるからカウンタ cを 1つ加算する．(u, v) = (1, 1)においてB1(1, 1) = 1
となるから 2-3.の処理が行われる．ここまでにカウントされたB1(1, 1) < levelである係数
の個数は 1個なので (run, level) = (1, 1)をランレベル情報として出力する．以下同様の手
順により，level = 1に関するランレベル系列を生成する．
level = 1のランレベル系列の生成が終了したら，スキャン位置を (0, 0)へ戻し， level = 2




て，境界符号 End of Runlengthで区切られる．そのため，復号時にはランレベル系列の符




入力量子化係数ブロック B1 は，基本階層と m 通りの高位階層による，m + 1 階層で
構成される多階層符号化情報へ変換される．式 (4·21)より基本階層係数ブロック B(m)2 に
対して，m,m − 1,m − 2, · · ·なる順番で B1 内の非零係数を降順に印加して中間ブロック
B
(m−l)
2 を構成する．そのため，第 l番高位階層符号を構成するランレベル情報の levelの値
は level = m+1− lなる関係を持つ．ただし，B2(u, v) = 0の場合における再量子化演算に




Initialize (u,v) = (0,0)
level = 1
Start
Read               value B (u,v) 1
Forward          to the next
zigzag-scan position.
(u,v) 
(u,v) == ( 7, 7) ? 
No
Yes




B  (u,v) < level ? 1
Yes
Norun = c
Encode          value run
c = 0
Encode End_of_Runlength












(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3)EOR0, 1, 1, 0




Enhancement Layer  (Bitstream C)
(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3) EOR0, 1, 1, 0




2 0 0 0
0 0 1 0
0 1 0 0
0 0 -1 0
0
MQ      1
























































































































Enhancement Layer  (Bitstream C)
(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3) EOR0, 1, 1, 0














1. runを復号し，復元対象係数レベル値 levelからランレベルイベント (run, level)を生
成する．カウンタ p = runにセットする．




3-1. B∗1(u, v) > levelの場合
スキャン位置 (u, v)を 1つ進めて 4.へ進む．
3-2. B∗1(u, v) ≤ levelの場合
pを 1つだけ減少させ，スキャン位置 (u, v)を 1つ進める．4.へ進む．
4. p = 0ならば，このときのスキャン位置 (u, v)に levelをセットし 5.へ進む．それ以外
の場合は 2.へ戻る．
5. 次の符号が End of Runlengthならば 6.へ進む．それ以外の場合は 1.へ戻る．






合成することで，B1と B2の中間ブロックBM を生成可能となる．さらに，BM を基本階
層として，残りの高位階層符号とともに合成器へ入力することで，再帰的な合成処理を実現
する．本節では，図 4–6を用いて再帰的な合成処理の具体例を説明する．
(1) 第 1部分合成ブロックB(1)M の合成
基本階層係数ブロックB2と第 1高位階層係数信号E1の合成方法を説明する．E1は，B2
内の各有意係数に対応する再量子化演算時の剰余値符号と level = 3なる係数値を有する
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Initialize (u,v) = (0,0)
level = max_level
level = max_level
Decode          value run
p = run
B  (u,v) > level ? 1
p--
Forward          to the next
zigzag-scan position.
(u,v) 
  p == 0 ?
B  (u,v) = level  1
    Next  code is 
End_of_Runlength ? 














ランレベル系列で構成される．まず，剰余符号 0, 2, 1, 0を B2(u, v) = 0なる各係数に対応
させて，式 (3·21)によりB1(u, v)を算出し B2中の各有意係数の再量子化前の値を復元す
る．次に，ランレベル系列 (2, 3)(1,−3)から B1(u, v) = 3の係数値が復号される．ここで，
B1(u, v) > 3なる係数の場所は B2内の有意係数として復元済であるので，3より大きい係
数値をスキップしながらスキャンして，各イベントに対応する挿入位置を特定する．以上の
手順により，3以上の有意係数で構成される係数ブロックを復元してB(1)M を構成する．
(2) 第 2部分合成ブロックB(2)M の合成
第 1合成ブロックB(1)M を基本階層として第 2高位階層係数信号 E2と再帰的に合成して，
第 2部分合成ブロックB(2)M を生成する方法を述べる．E2内のランレベル系列 (0, 2)(7,−2)




(3) 第 3部分合成ブロックB(3)M の合成
第 2合成ブロックB(2)M と第 3高位階層係数信号E3から再量子化前の係数ブロックB1を
再構築する手順を述べる．E3を復号して (1, 1)(1,−1)(1, 1)(0, 1)なるランレベル系列を得る．
(2)と同様の方法により各ランレベルの挿入位置を特定して，B1を再構成する．









本実験では， Bitstream Bと Bitstream Cの合計符号量の観点で，提案方式と第 3章で
述べた 2階層方式の符号化効率を比較する．表 4–2のようにそれぞれの方式を定義する．
実験条件は 5.5.1と同様とする．入力ビットストリームBitstream A，基本階層ビットス
トリーム Bitstream B，高位階層ビットストリーム Bitstream Cのビットレートをそれぞれ
RA，RB，RC [Mbit/sec]と定義し，RBを 2～RA− 1[Mbit/sec]まで変化させて階層符号へ
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B  1
 Layer 1














(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3)EOR0, 1, 1, 0





+ B  1
+


















2 0 0 0
0 0 1 0
0 1 0 0
0 0 -1 0
0
MQ      1







































Enhancement Layer  (Bitstream C)
(1, 1) (1, -1) (1, 1) (0, 1) EOR
(2,3) (1,-3) EOR0, 1, 1, 0





























































































符号化方式 MPEG-2 Video MP@ML
符号化レート 15, 10 [Mbps]
符号量制御方式 TM5方式 または 固定量子化ステップ




テストシーケンス Bus, Table Tennis
ITU-R BT.601 4:2:0 Format
画像フォーマット 輝度信号 704pel × 480 line










いて，基本階層のビットレートが 2～RA − 1[Mbps]の範囲で変換処理を行いランレングス
の確率分布を取得し，ハフマン符号割り当てアルゴリズムを適用して符号化表を設計する．
















































































































































MQ1 2 4 6
mmax 7 3 2
4.5. 評価実験 63




は Bus，Table Tennisともに入力符号量に対して約 5%少ないのに対して，MQ1 = 4では
入力符号量とほぼ等しくなる．すなわち，MQ1 = 4でMPEG-2と同等の符号化性能とな






本実験では，Bitstream Bに Bitstream Cを部分的に合成したときの，部分合成ビットス
トリームの符号量と画質を評価する．実験用ビットストリームの量子化ステップMQ1およ
び各MBの階層数は固定値とする．
式 (4·22)より，B2に k番高位階層ブロックB(m−k)∗ までを合成したブロックB(m−k)M は，
B1をMQ2(m− k)なるステップ値で再量子化したブロックB(m−k)2 と同等の有意係数分布
を有する．そこで，実験用ビットストリームを直接MQ2(m− k)で固定的に再量子化した









クB(m−k)M は，MQ2(m− k)なるステップサイズで再量子化したブロックB(m−k)2 と同等の
有意係数分布となるが，B(m−k)M はm − k以上の有意係数値で構成されている．B(m−k)M を

























































































































































































































































































図 4–10: 中間合成ビットストリーム符号化特性, (上)MQ1 = 2，(中)MQ1 = 4，(下)MQ1 = 6
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低いランほど短い符号語が割り当てられる傾向を持つ．このため，level = m,m− 1などの





















































そこで，本研究では，N 階層 (N > 2)の階層構造を有する符号化方式において，基本階







信号 (量子化係数差分信号)を高位階層として符号化する点は第 3章，第 4章と同様である．
本節では，5.2で述べた要件を満たすための量子化係数差分信号の符号化方法を説明する．
5.3.1 階層符号への変換方法




Step 1 : 基本階層と高位階層への分離
入力ビットストリームのDCT係数符号を復号した 2次元ランレベル系列を量子化係数列
へ復元した入力量子化係数ベクトルをX として式 (5·1)に定義する．
X = {x(0), x(1), · · · x(63)} (5·1)
X の各要素を再量子化処理して生成した再量子化出力係数ベクトルBを式 (5·2)に定義
する．ただし，再量子化演算式は第 3章と同様である．
B = {b(0), b(1), · · · b(63)} (5·2)
ただし， X およびBの各要素はジグザグスキャンの順番で並ぶものとする．
Xの中から b(i) = 0に対応した係数値のみを抽出した量子化係数列をCとする．Cの生
成方法は以下の手順に従う．
1. b(i)を読み出し，b(i) = 0の場合は 2.へ，b(i) = 0の場合は 3.へそれぞれ進む．
2. c(j) = x(i)としてC 内の j番要素に x(i)を代入し，jを 1だけ増加．
3. Bのカウンタ iを 1だけ進める．i > 63ならば終了．そうでなければ 1.へ戻る．
B の符号化方法は第 3章と同様であり，標準方式に準拠したランとレベルによる 2次元
ランレングス方式に基づくエントロピ符号化処理を行い，基本階層符号化情報を出力する．






Extract coefficients which re-quantized value is 0
Input Stream
2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 -1 0 000 0 0
Re-Quantize
8 2 0 3 1 -3 0 6 5 -1 0 1 1 -2 0 0 0 0 -4 1 0 0 2
X
2
2 0 3 -3 0 -1 1 1 0 0 0 1 0
















(0, 2) (0, -3) (0, 1) EOB
(2, 1) EOB
(0, 3) (0, -1) (0, -2) (1, 2) EOB
(0, 1) (2,  1)EOB
VLC
0 0 0 0 0 01 1 1 1 12 2 2 2 23 3 3 3 3
Index of  Enhance-
ment Layer : n















b(i) = 0に対する x(i)との差分信号の符号化方法についても第 3章と同様の方式とする．す
なわち，b(i)を入力および出力量子化パラメータの比率MQ1/MQ2を乗じた値と x(i)との
差分値を符号化する．そこで，以下ではCの符号化方法のみを説明の対象とする．
Step 2 : 高位階層の符号化処理
Step 2では C をN 通りの部分量子化係数列へ分解し，それぞれの部分係数列 (以下で
は，高位階層量子化係数列と呼ぶ)に対してエントロピ符号化処理を行いN 通りの高位階層
符号を出力する．
C を分解して生成された第 n番高位階層量子化係数列をEn (0 ≤ n < N)とおく．Step
1で生成されたCにおいて，Cの各要素 c(j)をN 個ごとに区切った区間において，各区間
内の n番目に位置する係数値をEnへ出力する．そこで，CからE0，E1，· · ·，EN−1への
分解は式 (5·3)により行われる．

E0 = { c (0), c (N), c (2N), · · · c (kN), · · · }
E1 = { c (1), c (N + 1), c (2N + 1), · · · c (kN + 1), · · · }
...
...
En = { c (n), c (N + n), c (2N + n), · · · c (kN + n), · · · }
...
...
EN−1 = { c (N − 1), c (N +N − 1), c (2N +N − 1), · · · c (kN +N − 1), · · · }
(5·3)
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Enの k番目の要素を en(k)とすると，en(k)は式 (5·4)となる．
en (k) = c (kN + n) (5·4)
したがって，高位階層数N を用いて n, kと jは一意に関係づけられ式 (5·5)の通りとなる．







ただし，aは aを越えない最大の整数を，amod pは aを pで除算した余りを意味する．






BとEn(n = 0, 1, · · ·N − 1)から入力量子化係数列Xへの復元方法は Step1，Step2の
2つのステップで構成する．Step 1では，E0, · · ·, EN−1を合成してCを復元する．Step
2では，BとC を合成してX を復元する．詳細を以下に述べる．
Step 1 : 高位階層係数列の合成処理
高位階層量子化係数列En(n = 0, 1, · · ·N − 1)を式 (5·6)に表す．

E0 = { e0 (0), e0 (1), · · · e0 (k), · · · }
E1 = { e1 (0), e1 (1), · · · e1 (k), · · · }
...
...
En = { en (0), en (1), · · · en (k), · · · }
...
...




G0 = { e0 (0) , 0 , 0 , · · ·︸ ︷︷ ︸
N
, e0 (1) , 0 , 0 , · · ·︸ ︷︷ ︸
N
, e0 (2) , 0 , 0 , · · ·︸ ︷︷ ︸
N
, · · · · · · }
G1 = { 0 , e1 (0) , 0 , · · ·︸ ︷︷ ︸
N
, 0 , e1 (1) , 0 , · · ·︸ ︷︷ ︸
N
, 0 , e1 (2) , 0 , · · ·︸ ︷︷ ︸
N





GN−1 = { 0 , 0 , · · · , eN−1 (0)︸ ︷︷ ︸
N
, 0 , 0 , · · · , eN−1 (1)︸ ︷︷ ︸
N
, 0 , 0 , · · · , eN−1 (2)︸ ︷︷ ︸
N
















2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 -1 0 000 0 0
8 0 0 0 0 0 0 6 5 0 0 0 0 0 0 0 -4 0 000 0 0
Calculate Original Value
B*
8 6 5 -4 00 0
12 0 0 0 00 0 0 0 0-3 0 0 0 0 00 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0
0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 03 -1 -2 0 2


















E(0) (0, 2) (0, -3) (0, 1) EOB
(2, 1) EOB
(0, 3) (0, -1) (0, -2) (1, 2) EOB
(0, 1) (2,  1)EOB
2
2 -3 1 0
0 0 01









0 3 1 -3
0







Gnの j番目の要素を gn(j)と表すと，gn(j)は式 (5·8)のように表される．
gn(j) =
{
en(k) for j = kN + n
0 otherwise
(5·8)





Step 2 : 基本階層と高位階層の合成処理
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0011002
X
8 6 5 -4 00 0










E(0) (0, 2) (0, -3) (0, 1) EOB
(2, 1) EOB
(0, 1) (2,  1)EOB













1. b∗(i)を読み出し，b(i) = 0の場合は 2.へ，b(i) = 0の場合は 3.へそれぞれ進む．
2. x(i) = c(j)としてX の i番要素に c(j)を代入し，jを 1だけ増加．4.へ進む．
3. x(i) = b∗(j)としてX の i番要素に b∗(j)を代入．4.へ進む．
4. カウンタ iを 1だけ増加．i > 63ならば終了．そうでなければ 1.へ戻る．
以上の手順により復元された入力量子化係数ベクトルをスキャンしてランとレベルによる
2次元ハフマン符号化処理を行い，変換前の非階層ビットストリームを符号化出力する．





















テストシーケンス Bus, Table Tennis
ITU-R BT.601 4:2:0 Format
画像フォーマット 輝度信号 704 pel × 480 line
色差信号 352 pel × 240 line
符号化フレーム 150 [Frame]
高位階層数N に対する階層符号変換後の総符号量の特性を図 5–4に示す．



















本実験では，高位階層数をN = 4に固定し基本階層に対して高位階層を 1階層ずつ合成
した場合の，合成出力総符号量と画質の関係について考察する．提案方式では，任意の順序
で各高位階層符号を合成可能であるので，表 5–2に示す 4通りの場合について比較する．
実験結果を図 5–5，図 5–6に示す．ここで，基本階層のビットレートは 4[Mbit/sec]であ
り，4[Mbit/sec]時のプロットは基本階層のレート歪み特性を表す．図 5–5，図 5–6から，任














































図 5–4: 高位階層数N に対する階層符号総符号量の特性
表 5–2: 高位階層符号の合成順序
高位階層合成順番
1番目 2番目 3番目 4番目
Case 1 E0 E1 E2 E3
Case 2 E1 E2 E3 E0
Case 2 E2 E0 E1 E3


























































































































































































片の送出処理を完了した時点では RT ·∆τ [bit]の符号が出力される．実際のストリーム出
力速度が伝送速度RN に等しいと仮定すると，RT ·∆τ [bit]の符号量の処理に要した時間が
















i′ はストリーム中の基準時刻を与える SCR(System Clock Reference)符号が符号化されて
いるバイト位置であり∗，SCR(i′)をこのときの SCR符号の復号値とする．また， f はシ
ステムターゲット復号器の動作周波数 (システムクロック周波数)を表しMPEG-1システム
規格では f=90000[Hz]，MPEG-2システム規格では f=27000000[Hz] としてそれぞれ規定
される．
∗厳密には，パックヘッダ中の system clock reference baseが符号化されているビットフィールドの最終ビッ
トを含むバイト位置として定義される．
6.3. 基準時刻情報に基づく帯域推定に関する基礎実験 79
∆τ [sec]なる時間相当分のビットストリーム素片の先頭，末尾のバイト位置をそれぞれ i1, i2











∆t · f (6·4)
ストリーム中の i1，i2 なるバイト位置に SCRが符号化されておりそれぞれの SCR復号
値を SCR(i1)，SCR(i1)としたときに，式 (6·4)より，伝送速度RN とトランスコーダ出力





























80 第 6章 輻輳制御の影響を利用したトランスコーダ変換レート動的制御方式
表 6–1: 実験用 PCの諸元











多重化条件 PESパケット長 2048 [byte] (固定) ※
パック構造 1パック = 1PESパケット (固定)
ストリーム時間 約 62 [sec]
符号化方式 MPEG-1 Video
符号化レート 1500 [kbit/sec]
GOP構造 N=15, M=3 (固定)
ビデオ符号化条件 4:2:0 SIF Format
画像サイズ 輝度信号 352 pel × 240 line
色差信号 176 pel × 120 line
フレームレート 29.97 [frame/sec]
オーディオ符号化条件
符号化方式 MPEG-1 Audio Layer II
符号化レート 128 [kbit/sec]


















Pack & PES Data





















トランスコーダの目標変換ビットレートRT を 1500, 1250, 1000, 750, 500, 250[kbit/sec]
に設定し，受信速度の制限を加えることで伝送速度RN の制御を行いストリームを伝送した
ときの，入力ストリームの各パックヘッダ検出時点でのトランスコード処理経過時間 T [sec]
と，当該パックヘッダの SCR復号値との関係を図 6–3に示す．ただし，図 6–3に示す SCR






次に，伝送速度 RN による違いについて見ていくと，RN が低いほど各 SCR復号時時点
でのトランスコード処理の経過時間は長く，単位時間あたりのトランスコーダの処理性能に






























































































































































(f) RT = 250 [kbit/sec]















トランスコード処理経過時間増加率を Y とおき，Y と RT およびRN との関係について
考察する．図 6–3の各グラフの近似直線の傾きにより求めた Y と RN - RT の比率RN/ RT
の関係を図 6–4に示す．図 6–4より，RN/RT に対する Y はほぼ同一直線上に並び，RT，
RN 自身の大きさに関係なく一次関数で近似可能となる．RT はトランスコーダへの動作パ
ラメータであり取得可能な値であるから，トランスコード処理において SCR復号値とトラ
ンスコード処理の経過時間より処理経過時間増加率 Y を求めて，さらに図 6–4に示す近似
直線を利用してRN を推定可能となる．図 6–4の近似直線を表す一次関数を F [·]と定義し，






= C × RN
RT
(6·6)






N [kbit/sec] から R
(2)
N へ瞬時に変化する場合を考える．トランスコーダの変換レートを
RT = 1000, 500[kbit/sec] に設定し，R
(1)



























Rn = 234 kbps
Rn = 437 kbps
Rn = 690 kbps
Rn = 874 kbps
Rn = 1092 kbps
Rn = 1316 kbps
図 6–4: 処理経過時間増加率 Y とRN/ RT の関係
以上の考察より，伝送速度RN は，トランスコーダの変換レートRT と，入力ストリーム
の各パックヘッダから取得される SCR復号値とトランスコード処理の経過時間から求めら







標変換レート RT (n− 1)を更新して当該セグメントへ適用する変換レートRT (n)を導出す
る制御を行う．提案方式は以下の 3ステップで構成される．
Step 1 : 処理経過時間増加率導出制御
Step 2 : 処理経過時間収束目標値制御
Step 3 : 目標変換レート更新制御
n−1番セグメントの処理終了時点での変換レート，伝送速度，処理経過時間増加率をそれ






















RN(2) = 250 [kbps]
RN(2) = 500 [kbps]
RN(2) = 750 [kbps]
RN(2) = 1000 [kbps]
RN(2) = 1250 [kbps]
RN(2) = 1500 [kbps]
(a) RT = 500 [kbit/sec], R
(1)





















RN(2) = 250 [kbps]
RN(2) = 500 [kbps]
RN(2) = 750 [kbps]
RN(2) = 1000 [kbps]
RN(2) = 1250 [kbps]
RN(2) = 1500 [kbps]
(b) RT = 500 [kbit/sec], R
(1)



















RN(2) = 250 [kbps]
RN(2) = 500 [kbps]
RN(2) = 750 [kbps]
RN(2) = 1000 [kbps]
RN(2) = 1250 [kbps]
RN(2) = 1500 [kbps]
(c) RT = 1000 [kbit/sec], R
(1)



















RN(2) = 250 [kbps]
RN(2) = 500 [kbps]
RN(2) = 750 [kbps]
RN(2) = 1000 [kbps]
RN(2) = 1250 [kbps]
RN(2) = 1500 [kbps]
(d) RT = 1000 [kbit/sec], R
(1)
N = 874 [kbit/sec]
図 6–5: トランスコード処理経過時間と SCR復号値の関係 (伝送速度変動あり)
と復号 SCR値を用いて Y (n− 1)を導出する．Step2，Step3では，変換レートRT (n− 1)，
伝送速度RN (n− 1)，処理経過時間増加率 Y (n− 1)が式 (6·6)で関係づけられることを利
用して，Y (n)を特定値へ収束させるようにRT (n− 1)を補正してRT (n)へ更新する．
6.4.1 処理経過時間増加率導出制御 (Step 1)
Step1では n − 1番セグメントのトランスコード処理終了時点での処理経過時間増加率
Y (n − 1)を取得する．n − 1番セグメント末尾が入力ストリームの τ(n − 1)[sec]なる時刻
の符号化データであるとする．この符号化データのバイト位置を b，直前のパックヘッダに
おける SCRの復号値を SCR′(n − 1)，この SCR情報が格納されているバイト位置を b′と
それぞれ定義すると，τ(n− 1)は式 (6·7)のように求められる．













過時間{ t(n−1), t(n−2), · · · t(n−S) }およびストリーム時刻{ τ(n−1), τ(n−2), · · · τ(n−S) }
を用いて求める．7.3より，t(n)と τ(n)の関係は一次関数で近似可能であり，近似関数の変
化の割合がY (n−1)に相当する．そこで，S個の [ t(n−i), τ(n−i) ]プロット (i = 1, 2, · · · S)
を用いて最小二乗近似で求めた近似直線の傾きとして Y (n− 1)を導出し，式 (6·8)に示す．































図 6–6: 最小二乗近似による Y (n)の導出
6.4.2 処理経過時間収束目標値制御 (Step 2)
Step 2ではトランスコード処理経過時間 t(n− 1)とストリーム時刻 τ(n− 1)を比較評価
して，両者の偏差から Step3で適用するための処理経過時間増加率の収束目標値を設定する．





を漸近させる制御を行う．逆に，t(n− 1) > τ(n− 1)の場合には，t(n− 1) [sec]経過時点で
処理中のデータバイトはそれより前の時刻を表すから，処理の遅れを意味する．この場合に
は，t(n)が τ(n)へ追いつくように目標ビットレートを下げる制御を働かせる．
そこで，RN = RT における処理経過時間増加率 Y |RN
RT
=1.0
= F [ 1.0 ] を基準にして，
6.4. 提案方式 87
t(n), τ(n)から Y の収束目標値Bを式 (6·9)のように設定する．
B = F [ 1.0 ]×
[







6.4.3 目標変換レート更新制御 (Step 3)
Step 3では，Step 2で設定した収束目標値Bへ収束するように Y (n)を制御することで，
n番セグメントへ適用する目標変換レートRT (n)を算出する．Step 1で得られた Y (n− 1)
と式 (6·6)を用いて伝送速度 RN (n − 1)と目標変換レート RT (n − 1)との関係を評価し，
Y (n)をBへ漸近させるようにRT (n)を制御する．手順の詳細は以下のとおり．
(1) Y (n− 1)に基づく伝送速度の推定
n− 1番セグメントで設定された変換レートRT (n− 1)と式 (6·6)で求められる Y (n− 1)
を用いて，伝送速度RN (n− 1)の推定値を 式 (6·10)により算出する．
RN (n− 1) = F−1[Y (n− 1) ] ·RT (n− 1) (6·10)
(2) 処理経過時間目標値の設定
n番セグメントに置ける Y の目標値 Yt(n)を式 (6·11)により求める．
Yt(n) = A ·
(
Y (n− 1)− B
)
+ B (6·11)
ここで，Yt(n) = Y (n)であるならば式 (6·11)は 1階の線形差分方程式となる．したがって，




















Y (n − 1)− B
)
+ B
] · RT (n− 1) (6·13)
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本評価実験では，図 6–3に示した t(n)と τ(n)の変化率 (処理経過時間増加率)に着目した
レート制御方式の実現可能性を言及するまでに留めて，Step 2を適用せずに r = 0とした







473 −→ 689, 1092
1092 −→ 872, 473
[kbit/sec] (6·14)
目標レート更新間隔をW = 30に，時定数をA = { 0.9, 0.8, 0.5, 0.2 } にそれぞれ設定し
た場合における各種特性を比較する．
6.5.1 目標変換レート変動特性
式 (6·14)に示すRN の条件におけるRT の特性を図 6–8，図 6–9に，処理経過時間増加
























































(b) RN= 473 −→ 1092 [kbit/sec]
図 6–8: 目標変換ビットレートRT の変化 (方式 I，その 1)






















































(b) RN= 1092 −→ 473 [kbit/sec]



































(b) RN= 473 −→ 1092 [kbit/sec]
図 6–10: 処理経過時間増加率 Y (n)の変動 (方式 I，その 1)


































(b) RN= 1092 −→ 473 [kbit/sec]




もRN の変化に追従可能であり，変動後のRN を重心とする領域へRT の変動領域を収束可
能であることが図 6–8，図 6–9により確認される．そして，このとき収束速度は時定数 A
によって制御される．
提案方式では，Step 1での経過時間 t(n− 1)とストリーム時刻 τ(n− 1)から求められた
処理経過時間増加率 Y (n)と収束目標値Bとの偏差 Y (n− 1)−Bに一定比率A(< 1.0)を乗
じて Y (n− 1)−Bを減じるように目標値 Yt(n)を設定することで，Y (n)をBへ指数関数的
に収束させる．このような Y (n)の遷移は図 6–10(b)で明確に確認できる．このとき，Aが
小さいほど Y (n− 1)−Bを大幅に減じる制御が働く．この場合，前回設定時に対する Yt(n)
の変化量は大きく，それに伴い RT (n)を大きく変化させる制御となる．結果として RN の
変化に対する感度が高くなり RT (n)を瞬時に変化させることが可能となる．
ただし，感度が高いほど Y (n)の微小な変動による影響を強く受けるようになり，RN が
一定の定常状態においてRN の振動幅が大きくなり安定性は低下する．この傾向はRN の大








図 6–10，図 6–11より，定常状態では Y (n)は 0.6～1.0を中心に安定的して変動してお
り，RN が高いほど変動幅が狭いことが確認される．RN が低い領域ではトランスコーダか
らの発生符号量が少ないために 1セグメントに要する処理時間が短くなり，式 (6·8)に示す
経過時間 t(n− 1)の間隔が密になる．これにより，Y (n)の測定対象となる t(n− 1)の幅が
狭くなるので近似直線の傾きへの感度が高くなるために，RN が低いほど Y (n)の変動幅が
大きくなるものと考えられる．
RN の変化後の過渡的な状態では Y (n)は上記で述べた安定領域から外れて，RN の増加
に対して Y (n)は増加し，RN の減少時には Y (n)も減少する．そして，変動幅が大きいほど
Y (n)の変化量も大きいことがわかる．RN の変化直後の時点ではトランスコーダの目標変換
ビットレートの更新制御へ反映されていないので，出力ビットレートはRN に対して大きく
乖離する．例えば，図 6–8(b)の 473から 1092[kbps]への変化直後では，トランスコーダ出
力ビットレートは 1092[kbps]を大きく下回る．このときの t(n)と τ(n)の関係は図 6–3(e)の
RN= 1092[kbps]のプロット (△)に近い特性となる．変化直後でRT = 473[kbps]とすると
RN/RT = 1092/473 = 2.308となり，図 6–4から Y (n) = 2.05となる．一方，図 6–10(b)
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のおいて Y (n)は 2.0～2.5の領域まで上昇することが確認でき，6.3.3の考察と一致する．
したがって，伝送速度の変動が Y (n)の安定領域からの乖離として観測可能であり，提案













フレームレートを FrameRate[Frames/sec]，k番ピクチャ(k ≥ 0)の復号時刻を Tdec(k)
とおく．0番ピクチャの入力開始時刻を基準時刻とすると Tdec(k)は式 (6·15)で与えられる．









Tin(k) = Tin(k − 1) + d(k)
RC(k)
(6·16)
式 (6·16)において d(k)は k番ピクチャの符号量，RC(k)は k番ピクチャ受信時点での受信
速度である．









式 (6·15)，式 (6·17)より k番ピクチャの復号バッファ内滞留時間 TB(k)を式 (6·18)に
導出する．













ケーションでは TB(k)の上限値には注意を要する．逆に，TB(k) < 0の場合には，ピクチャ
データの到着が再生時刻より遅れた状態となるので，ストリーム再生の連続性を確保できな








Ts = 3.0[sec]として初期遅延量を設定したときの各フレームにおける TB(k)の変化を図
6–12，図 6–13に示す．定常状態では，RN が低い場合 (図 6–12の n < 30および図 6–13
の n > 30の領域) では TB(k)の変動幅が大きいのに対して，RN が高い領域 (図 6–12の





RN の変動に対する応答特性を評価する．RN の変化直後で TB(k)が大きく変動し，RT と
同様に時定数Aによってその特性は異なることが確認される．A = 0.2, 0.5の場合にはRT の
制御の応答性が良いことに起因して TB(k)の安定化が速いのに対して，A = 0.8では安定化
にA = 0.2, 0.5の場合の 2倍以上のピクチャ数を要し，A = 0.9では本実験での観測区間内 (
1800フレーム)ではTB(k)は安定化しなかった．A = 0.9はTB(k)の安定化に要する時間が多
大であることから，復号器バッファ状態の観点からは適切な応答性能の確保は困難といえる．
一方，A = 0.2, 0.5の場合にはRN の上昇時には約 240[Frame]，RN 下降時には 120[Frame]
の遷移間隔となる．実験用ビットストリームのフレームレートは 29.97[Frame/sec]であるか
ら，バッファの安定化のためには約 4～8[sec]の応答時間を必要とする．
図 6–8，図 6–9における A = 0.2, 0.5のような，定常状態でのRT の安定性が十分でな
い場合でも，図 6–12，図 6–13より RN が一定の領域での TB(k)の変動は高々± 0.5[sec]
である．一方，RN 変化時の過渡状態での応答性能には明確な差が確認されているので，A
























































(b) RN= 473 −→ 1092 [kbit/sec]






















































(b) RN= 1092 −→ 473 [kbit/sec]
図 6–13: 各ピクチャの復号バッファ内滞留時間 TB(k)の変動 (その 2)















R   (n)  N
R   (n)  T
N  ƒ⁄ 2  










R   (n)  N
R   (n)  T
N  ƒ⁄ 1  




状態に復元しないことが確認される．RN の変動直後で RT の遷移中の過渡的な状態では，
一時的にRN とRT の均衡が取れない状態が発生する．図 6–14はRN の変化直後における
RT の応答を表しており，(a)では∆N1の区間内では常にRT (n) > RN (n)であり，(b)の
場合には∆N2の区間内で常に RT (n) < RN (n)となる．両ケースともに，当該区間内にお
けるRN とRT の差分の積算量
∑n









自身を用いた制御を適用していないために，過渡状態での RN と RT の乖離状態が以降へ
及ぼす影響を相殺する制御とはなっていない．そのため，今後は一定のバッファ内滞留時間
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因するトランスコーダの処理優先度の変化等によりトランスコーダの処理速度は変動













































 Single Bitrate Output Transcoder 1  
VLDN
 Single Bitrate Output Transcoder 2  




 Multiple Bitrate Output Transcoder 
図 7–1: シングルレート出力トランスコーダ並列型









































量子化器の共用型の処理量 F2(N)は，それぞれ式 (7·1)，式 (7·2)の通りである．
F1(N) = N · (Xdec +Xenc) (7·1)









































































M と同値である．すなわち，再量子化/再符号化器数 M はMBごとに異なりN 個の量子
化制御器から生成される再量子化ステップ値に依存する．
本方式は，DCT係数信号を逆量子化後にM 組の再量子化/再符号化器へ分配する．さら





















再量子化ステップ値選択器 (MQ Selector) により N 種の候補再量子化ステップ値
{MQ′1,MQ′2, · · ·MQ′N}の中から重複を排除して相異なる値を選択する．選択した
M 組 (M ≤ N)の再量子化ステップ値 {MQ1,MQ2, · · ·MQM} を各再量子化器で使
用する．
4. 再量子化/再符号化処理




し出力MB符号化信号 {B1, B2, · · ·BM}を生成する．ここで，MQmで再量子化/符
号化した出力MB符号はBmに対応する．
5. 出力MB符号化信号の分配処理
出力MB符号選択器 (Output MB Selector)において，第 n番出力ストリームに適用
する出力MB符号化信号を {B1, B2, · · ·BM}の中から選択する．3. の再量子化ステッ
プ値選択処理の結果を参照して，n番出力ストリームのMQ′nがMQmである場合に
は Bmを選択し，出力MB符号をストリームの部分符号として出力する．






復号および逆量子化処理器を共用するときの出力数 N に対する処理量 F (N)は式 (7·3)
で表せる．




出力数N と同数の再量子化/再符号化処理を行うのでME(N) = N である．
2. 提案方式の場合
N 番出力ストリーム用に算出した再量子化ステップ値MQN が，1～N − 1番出力用
の全ての再量子化ステップ値と異なる場合にのみME(N)はME(N − 1) より増加す
る．そこでMQN がこの条件を満たしてME(N)が増加する確率をPinc(N)とすると，
ME(N)に関して式 (7·4)の漸化式を得る．
ME(N) = ME(N − 1) + 1× Pinc(N) (7·4)
一方，Pinc(N)は式 (7·5)に導ける．
Pinc(N) = 1− Cp ×ME(N − 1) (7·5)
ここで， CpはMQN が第m番再量子化器用の再量子化ステップ値MQmと等しくな






{prq(k, l)}2 · pq(l) (7·6)
ここで，MQmin，MQmaxをそれぞれ量子化ステップ値の最小値，最大値とする．pq(l)
は逆量子化ステップ値が l となる確率，prq(k, l)は逆量子化ステップ値が lの条件で再















MQ1,MQ2, · · · ,MQM
}
(7·8)




件付き確率でありP [MQN /∈X(N−1)M |M = m] として表現できる．したがって，Pinc(N)は







∣∣∣M = m]× P [M = m ] (7·9)























prq(k, l) = P
[
MQN = k
∣∣∣MQ(in) = l] (7·12)
MQ(in)が lであるときに，MQNとMQiが等しくなる確率をP
[
MQN = MQi |MQ(in) = l
]












∣∣∣MQ(in) = l] · pq(l) (7·13)
P
[
MQN = MQi |MQ(in) = l
]
は MQ(in) = l が成立しているときに MQN = k かつ
MQi = k となる条件付き確率を，k の値域 MQmin ≤ k ≤ MQmax の全域で合計した











MQN = k ∩MQi = k
∣∣∣MQ(in) = l] (7·14)







{prq(k, l)}2 · pq(l) (7·15)
式 (7·9) 式 (7·10)式 (7·15)より，Pinc(N)は式 (7·16)のように表される．








式 (7·16)において∑N−1m=1 m ·P [M = m ] は出力数がN − 1のときの再量子化回数の期待値
を意味するのでME(N − 1)として表せる．以上から，Pinc(N)は式 (7·17)のように導出さ
れる．






分布 2: テストストリームを 4～14[Mbps] へレート変換して実測した分布
分布 3: 再量子化ステップ値禁止領域制御 [34]を適用し，分布 2と同条件のレート変換
により実測した分布
ただし，テストストリームは ITU-R BT.601フォーマットの 7種類の標準画像 (Bus, Table










化ステップ値MQ(in)と整数値 kを用いて式 (7·18)によりMQN を算出する．ただし，上式
がイントラMB，下式がインターMBの場合であり，xは xを越えない最大の整数を表す．












従来方式と提案方式の Pinc(N)，ME(N)の特性を図 7–4，図 7–5にそれぞれ示す．
提案方式では，出力数 N が多いほど新たな再量子化/再符号化処理器を追加せずに出力
MB符号を生成可能な確率は高くなり，ME(N)は収束する．これは，小さいN では，MQ1




し，図 7–5は，分布 1でも 1MBあたり 20回程度の再量子化処理で十分な出力レート数を









































































提案方式において，各量子化制御器より得られる候補再量子化ステップ値{MQ′1,MQ′2 · · · ,
MQ′N}内の各要素値が全て異なる値となるときには，提案方式の効果が得られず再量子化/
再符号化回数は最悪値をとる．このときには，出力数と同数の再量子化/再符号化処理を行









N N ≤ D
D N > D
(7·21)
ただし，Dは [MQmin, MQmax]の範囲内の整数値の個数として与えられるため，













j 番目 (1 ≤ j ≤ MBcnt)の入力MBおよび再量子化出力MB内の有意係数の個数をそれ
ぞれCin(j)，Cout(j)と定義する．また，復号，逆量子化，再量子化，再符号化の各処理にお
ける 1個の有意係数あたりの平均処理時間をそれぞれKV LD,KIQ,KQ,KV LC と定義する．
1MBあたりの復号，逆量子化，再量子化，再符号化の処理コストをストリーム全体のMB





1 トランスコーダ並列型 (図 7–1) —
2 復号/逆量子化器共用型 (図 7–2) —
3 提案方式 (図 7–3) OFF
4 提案方式 (図 7–3) ON





(KV LD +KIQ +KQ) · Cin(j) + KV LC · Cout(j)
}
(7·23)
次に，表 7–1に示す 4方式について，N 本の出力ストリームへ変換したときの処理量を





















では，復号/逆量子化器数は出力数に関係なく 1であるから，T2(N)は 式 (7·24)にお













KV LC · Cout(j, n)
(7·25)
3. 方式 3，方式 4
提案方式では，再量子化/再符号化回数がMBごとに変化する．j番MBにおける再量
子化/再符号化回数をM(j)として，方式 3，方式 4の処理量をそれぞれ T3(N)，T4(N)
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表 7–2: 実験用ストリーム符号化条件
符号化方式 MPEG-2 Video MP@ML
符号化レート 5, 8, 10, 15 [Mbps]
フレームレート 29.97[frame/sec]
符号量制御方式 TM5方式
GOP構造 N=15, M=3 (固定)
テストシーケンス Bus
ITU-R BT.601 4:2:0 Format
画像フォーマット 輝度信号 704pel × 480 line
色差信号 352pel × 240 line
符号化フレーム数 150 [Frame]
と定義する．方式 3と方式 4は同一のアーキテクチャであるから，両者共に 式 (7·26)
として定式化される．
T3(N) = T4(N) =
MBcnt∑
j=1
(KV LD +KIQ) · Cin(j) +
MBcnt∑
j=1









ミュレーション実験からKV LD, KIQ, KQ, KV LC を導出する．
内部処理時間とビットレートの関係
表 7–2に試験用ビットストリームの符号化条件を示す．実験には，CPUは Pentium III
800[MHz]，メモリは SDRAM 256[MByte]，OSはVine Linux 2.5で構成される PCを使用
した．ビットストリーム全体 (150フレーム)にトランスコード処理を行ったときの復号，逆







TQの関係を図 7–6に，Routに対する TV LC の特性を図 7–7にそれぞれ示す．












































Rin = 5 [Mbps]
Rin = 8 [Mbps]
Rin = 10 [Mbps]
Rin = 15 [Mbps]
図 7–7: TV LC とRoutの関係
図 7–6， 図 7–7より処理時間はビットレートに対して直線的に変化し両者が直線近似可
能であることがわかる．これは，ビットレートが高いほど多くの有意係数符号が存在し，有
意係数に対する処理自体は個数に関係なく固定的なためと考えられる．ここで，TV LDおよ












上記考察から，処理時間 Tx (x ∈ {V LC, IQ,Q, V LC} ) とビットレート Rの関係は一
次関数で近似可能であるので，傾きと切片をそれぞれ αx, βx と表して Tx と Rの関係を式
(7·27)により表す．
Tx = αx R + βx (7·27)
同様にして有意係数の総数を Ctotal と Rの関係は，図 7–8の傾きを γ，切片を δとそれ
ぞれ表すことで式 (7·28)のように近似する．
Ctotal = γ R + δ (7·28)



































Number of Coefficients Ctotal×10−6





























図 7–9: 処理時間 Txと Ctotal の関係
Rin, Routを媒介変数にしてTxを縦軸に，Ctotalを横軸にプロットして求めた，CtotalとTxの
特性を図7–9に示す．ここで，変化率 (傾き)αx/γは 1係数あたりの所要時間であり式 (7·23)
～式 (7·26)の各式における比例係数Kxに相当する．したがって，式 (7·23)～式 (7·26)に





図 7–9のプロットから 1次近似直線の傾きを求めて得たKxを式 (7·31)に示す．

KV LD = 6.736 × 10−8
KIQ = 1.282 × 10−8
KQ = 5.299 × 10−8






出力ストリーム数をN 本として，出力レートRn(n = 0, 1, · · ·N − 1)を，4[Mbps]から入
力ストリームのレートRin[Mbps]の区間で等間隔にとり，式 (7·32)のように設定する．
Rn = R0 +
RN−1 −R0
N − 1 × n [Mbps] (7·32)
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表 7–3: T3(N), T4(N)の収束値のシングルレート出力に対する比率





献 [33]においてMPEG-2 MP@ML 15[Mbps]で符号化されたビットストリームを 5.0, 7.5,
10.0[Mbps]へレート変換した場合における，動き補償予測ループのON/OFF方式間の比較
を処理時間と SN比の観点で行った．その結果，予測ループOFF方式は予測ループON方





Rin=5,8,10,15[Mbps] のそれぞれにおいて，出力ストリーム数 N に対する Ti(N)(i =
1, 2, 3, 4)の特性を図 7–10，図 7–11に示す．
図 7–10，図 7–11より，方式 1，方式 2では処理量は出力数N に比例して増大し，特に，
Rin=8[Mbps]の場合に方式 1ではN = 5で 5[sec]を上回りリアルタイム性を保証できなく
なる∗ ．方式 2では復号，逆量子化処理がそれぞれ 1つへ統合されることで，方式 1に対し
て約 50～60% にまで処理量の低減が実現される．その結果，リアルタイム性を維持可能な
出力数はN = 10程度まで拡張される．方式 1と方式 2の比較から，復号/逆量子化処理器
の共用により 2倍程度の処理スループット向上が確認された．
方式 3，方式 4では，処理量 T3(N), T4(N)は共にN ≥ 20でほとんど増加しなくなり，収
束する特性を示す．そこで，処理量が収束したときのシングルレート出力時に対する比率を
表 7–3に示す．提案方式の処理量は出力数 N には直接比例せず，再量子化/再符号化処理
回数M(j)に依存した増加特性となる．M(j)は 7.4.2のME(N)と同様の特性であり，表





































































(b) Rin = 8 [Mbps]
図 7–10: 出力数N に対する総処理コスト Ti(N)の特性 (その 1)




























































(b) Rin = 15 [Mbps]
















図 7–12より，方式 4の処理量は Rin = 5，15[Mbps]の場合には方式 3の約 80% で収束





























































































































































































6. Step 1では，処理経過時間と SCR復号値を基準に算出されたストリーム時刻の観測
点からの最小二乗近似により，処理経過時間増加率を求める制御を述べた．











































































































































汎用性 品質 柔軟性 応用分野
基本 高位 汎用性 基本 高位 選択性
階層 階層 階層 階層
SNRスケーラビ





































AVC/H.264，Windows Media Video 9などの最新の高能率符号化技術により高画質化が実
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MPEG-2  
   →  MPEG-4 FGS
 Transcoder
Video Transcoder

















 Heterogeneous Transcoding 
MPEG-2  
   →  MPEG-4
 Transcoder
MPEG-2  
   →  MPEG-1
 Transcoder
MPEG-2  
     →  H.263
 Transcoder
MPEG-2  



























また，渡辺 裕 教授，亀山 渉 教授，花村 剛 客員助教授 (メディアグルー，工学博士)を
はじめとする早稲田大学大学院国際情報通信研究科の諸先生方，及び淺谷 耕一 教授 (工学
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