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Abstract
In this article we have investigated some of the theoretical aspects of the
solutions of quantum mechanical equations in Rindler space. We have devel-
oped the formalism for exact analytical solutions for Schro¨dinger equation
and Klein-Gordon equation. Along with the approximate form of solutions
for these two quantum mechanical equations. We have discussed the physical
significance of our findings. The Hamiltonian operator in Rindler space is
found to be non-Hermitian in nature. But the energy eigen values or the
energy eigen spectra are observed to be real. We have noticd that the sole
reason behind such real behavior is the PT symmetric form of the Hamilto-
nian operator.
1 introduction
From the knowledge of our literature survey of the articles on general rela-
tivity and related topics, we have noticed that the principle of equivalence
plays a vital role in the studies of various aspects of classical and quantum
physics in a uniformly accelerated frame or in Rindler space [1, 2, 3, 4] in
which the backgound gravitational field is uniform. According to this prin-
ciple, a frame undergoing uniform accelerated motion in absence of gravity
is equivalent to a frame at rest in presence of a constant gravitational field.
However, the strength of gravitational field can not be constant throughout
the whole space. Within a limited region it is uniform. Hence the constant
acceleration of the frame is also called the local acceleration. Assuming that
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the uniform acceleration is along x-direction, the metric in the Rindler space
is then given by
gµν ≡
((
1 +
αx
c2
)
cdt, dx, 0, 0
)
(1)
where α is the uniform acceleration. In the A1 part of the Appendix, follow-
ing [5, 6, 7, 8], we have given a brief derivation of various physical quantities.
As a comparison, in the Minkowski space the metric is given by
gµν ≡ (cdt, dx, 0, 0) (2)
Hence the line element in the 1 + 1-dimensional Rindler space is given by
ds2 =
(
1 +
αx
c2
)2
(cdt)2 − dx2 (3)
and
ds2 = (cdt)2 − dx2 (4)
in the 1 + 1-dimensional Minikowski space. To obtain the Lagrangian and
Hamiltonian of the system, we proceed exactly the same manner as have
been done in special theory of relativity (see A1 part of the Appendix). The
Rindler space is essentially associated with a uniformly accelerated frame,
otherwise it is like flat Minikwoski space. Then following Landau and Lifshitz
[1], we have the action integral
S = −α0
∫ 2
1
ds = −α0
∫ 2
1
cdt
[(
1 +
αx
c2
)2
− v
2
c2
] 1
2
(5)
where v = dx
dt
, the three velocity of the particle. We sustitute α0 = m0c,
as has been done in the case of special theory of relativity, where m0 is the
particle rest mass. Then we have
S = m0c
2
∫ 2
1
dt
[(
1 +
αx
c2
)2
− v
2
c2
]
=
∫ 2
1
Ldt (6)
From the above equation, the classical Lagrangian of the particle is given by
L = −m0c2
[(
1 +
αx
c2
)2
− v
2
c2
] 1
2
(7)
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Now from the conventional definitions, we have the particle three momentum
p =
dL
dv
=
m0~v[(
1 + αx
c2
)2 − v2
c2
] 1
2
(8)
and the corresponding Hamiltonian
H = pv − L =
(
1 +
αx
c2
) (
p2c2 +m20c
4
) 1
2 (9)
It is quite evident from eqns.(6)-(9) that for the inertial frame with α = 0,
we get back the results of special theory of relativity. In the case of classical
mechanics, x, p and H are dynamical variables, whereas in the quantum
mechanical picture, x, p and H are operators. In the later case x and p
are also canonical conjugate of each other, i.e., [x, p] = ih¯. Hence it is
quite obvious that the Hamiltonian operator represented by eqn.(9) is non-
Hermitian. However from our subsequent analysis and discussion we will
show that the eigen values or the eigen spectra are real in nature. This is
found to be solely because of the PT symmetric nature of the Hamiltonian
operator [9]. Under P and T operations we have the following relations from
PT -symmetric quantum mechanics: pxp−1 = −x, TxT−1 = x, PpP−1 = −p,
TpT−1 = −p, PαP−1 = −α, TαT−1 = α and T iT−1 = −i. The last relation
is essential for the preservation of canonical quantization relation under PT
operation, i.e., for the validity of PT [x, p](PT )−1 = ih¯. Hence it is quite
obvious to verify that for the Hamiltonian, given by eqn.(9), PTH(PT )−1 =
H , i.e., the Hamiltonian operator is PT invariant. We shall show in our
subsequent discussion that since eigen functions Ψ are the functions of the
product αx, which is PT symmetric, therefore PTΨ(u) = Ψ(u), where u is
a function of the product of αx.
To study some of the quantum aspects in Rindler space, we start with
the Hamiltonian given by eqn.(9). In this article along with the exact rela-
tivistic solution of Klein-Gordon equation, we shall also make non-relativistic
approximation and solve for Schro¨dinger equation in an exact manner. We
have further solved the relativistic and non-relativistic quantum mechanical
equations with some approximations. We have discussed the physical signif-
icance of the solutions. To the best of our knowledge such studies have not
been done before, except some preliminary studies by our group [10, 11]. For
the sake of completeness we have also discussed two of our already reported
works.
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We have organized the article in the following manner. In the next sec-
tion, we shall make a non-relativistic approximation for the Hamiltonian and
developed a formalism for the exact solution of the schro¨dinger equation in
Rindler space and given the physical interpretation of our results. In section
3, we have solved the non-relativistic equation with some approximation and
shown the analogy between our result with the cold field emission of elec-
trons from a metal surface under the action of a strong electric field [12] (see
also [13]). In section 4, we have developed the formalism for another kind
of approximate solution for the schro¨dinger equation. In section 5, we have
presented an exact solution for the relativistic form of quantum mechanical
equation. In section 6, we have solved the relativistic Klein-Gordon equa-
tion. The later formalism is also exact in nature. Finally we have given the
conclusion of our work.
2 Schro¨dinger Equation in Rindler Space (An
Exact Solution)
In the non-relativistic approximation the Hamiltonian is given by
H ≈
(
1 +
αx
c2
)(
m0c
2 +
p2
2m0
)
(10)
Then the Schro¨dinger equation, HΨ = EΨ, may be expressed as
(
1 +
αx
c2
)(
m0c
2 +
p2
2m0
)
Ψ(x, y, z) = EΨ(x, y, z) (11)
Since there is no y or z dependent terms in the Hamiltonian, the separable
form of the wave function can be written in the form
Ψ(x, y, z) = N exp
(
−ipyy
h¯
)
exp
(
−ipzz
h¯
)
X(x) (12)
where N is the normalization constant. Substituting Ψ(x, y, z) in eqn.(11),
we have (
1 +
αx
c2
)(
− h¯
2
2m0
d2
dx2
+ E⊥
)
X(x) = EX(x) (13)
where
E⊥ =
p2y + p
2
z
2m0
+m0c
2 (14)
4
the transverse part of particle energy. To solve the above differential equation
(eqn.(13)), let us make a coordinate transformation, given by
u = 1 +
αx
c2
(15)
Then the Schro¨dinger equation (eqn.(13)) reduces to the following form
d2X
du2
+
2m0c
4
h¯2α2
E
u
X − 2m0c
4
h¯2α2
E⊥X = 0 (16)
which may also be written in the form
d2X
dw2
+
(
−1
4
+
γ
w
)
X(w) = 0 (17)
where w = b1/2u, γ = ab1/2, a = 2m0c
4
h¯2α2
E and b = 8m0c
4
h¯2α2
E⊥. This is
the differential equation satisfied by an one dimensional hydrogen atom, or
in other words the eigen value problem in Rindler space is equivalent to
one dimensional quantum mechanical hydrogen atom problem [14, 15]. On
comparing the above differential equation (eqn.(17)) with that satisfied by
the Whittaker function Wk,µ(x), given by [16]
d2
dx2
Mk,µ(x) +
(
−1
4
+
k
x
+
1
4
− µ2
x2
)
Mk,µ(x) = 0 (18)
we have X(x) ≡ Mk,µ(x) and for this particular problem x = w, µ =
1
2
and k = γ. Then
X(w) =Mγ, 1
2
(w) = exp
(
−w
2
)
wM(1− γ, 2, w) (19)
where M(a, c, x) = 1F1(a; c; x), is the confluent Hyper-geometric function
[17]. Now the hyper-geometric function M(1 − γ, 2, w) will be a polynomial
and becomes zero for w −→ ∞, if the parameter 1 − γ is zero or a negative
integer, i.e., γ = n, for n = 1, 2, 3, ......,, the positive integers [16]. This
is the physical condition for the bounded nature of the wave function along
positive x−direction. Under such restricted situation, the solution can also be
expressed in terms of Associated Laguerre function [14, 15]. This alternative
form of wave function is then given by
X(w) = exp
(
−w
2
)
wL1γ−1(w) (20)
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The parameter γ is again have to be non-zero positive integer. It can very
easily be verified that the structure of eqn.(17) is exactly identical with the
equation for an one-dimensional hydrogen atom [14, 15]. Then it is just a
matter of simple algebra to show that under such restricted condition we get
quantized form of energy of the particle in an uniformly accelerated frame.
Using the expressions for a, b and E⊥, it is straight forward to show that the
quantized form of energy of the particle is given by
En = nh¯
α
c
= nh¯ω (say) (21)
with
ω =
α
c
(22)
where we have dropped 21/2 term for aesthetic ground and neglected py and
pz for a purely one-dimensional condition. Then accordingly E⊥ = m0c
2,
the rest mass energy of the particle. Obviously it is quite surprising re-
sult. The differential equation satisfied by the particle is exactly identical
with the equation for an one-dimensional hydrogen atom, whereas the quan-
tized energy levels are exactly look like that of the energy levels for an one-
dimensional quantum harmonic oscillator.
Therefore we may conclude by saying that in an uniformly accelerated
frame or in Rindler space, the Schro¨dinger equation for a particle reduces
to the identical form of differential equation satisfied by an one-dimensional
hydrogen atom. Further, the restriction imposed on the solution, to make it
physically acceptable, gives the quantized energy levels. The energy levels
are found to be exactly identical with that of one-dimensional quantum har-
monic oscillator. The energy levels vary linearly with the quantum number
n, instead of 1/n2, where the last one is the case for an one-dimensional hy-
drogen atom. The energy levels are observed to be independent of particle
rest mass. It depends only on the acceleration α of the frame. It is evident
from eqn.(22) that ω −→ 0 as α −→ 0. Further, unlike the one-dimensional
quantum mechanical harmonic oscillator, the minimum energy of the particle
or the ground state energy for a given α is h¯ω for n = 1, i.e., there is no zero
point energy. It is also obvious from this analysis that the energy levels are
produced by the uniform gravitational field or the constant acceleration of
the frame. Therefore if any transition takes place from some higher to lower
energy levels, the emitted energy will not be of any kind of conventional or
known type quanta. We call it as the cosmic phonon. In the case of exci-
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tation to some higher energy levels the absorbed energy must also be in the
form of cosmic phonon.
Now writing ω = α
c
= 2πν, we have ν = α
2pic
. Hence writing νλ = c,
where λ is the cosmic phonon wavelength and assuming that these quanta
are also traveling with the speed of light, we have
λα = 2πc2 = constant (23a)
This is equivalent to gravitational Wein’s displacement law, whereas for the
usual black body case it is given by
λT = constant (23)
where T is the temperature of the black body system. To elaborate this point
a little more, we assume that if a large number of cosmic phonons are created
in the very early universe, within a region where the gravitational field was
uniform, and are created even before the epoch when the matter and radia-
tion are not decoupled, then as the universe expands, since the gravitational
field decreases, the wave length of this non-thermal cosmic phonon field will
increase. Therefore, the gravitational field α plays the role of T , the equilib-
rium temperature for the thermal field, e.g., the CMBR. Therefore based on
our model calculation we may assume that the non-thermal cosmic phonon
field, which may also be assumed to be some kind of neutral scalar field and
the thermal field CMBR may exist side by side. Since the energy levels are
created in presence of a background uniform gravitational field, the concept
of spin of the emitted or absorbed cosmic phonons can not be predicted here.
Again defining some kind of refractive index µ ∝ α [1], we have
µλ = constant (23b)
Since the cosmic gravitational field or the inter-galactic gravitational field at
the present epoch is low enough, assuming Newtonian form of gravitational
field, we may write
α ∝ 1
x2l
(24)
where xl is the position of the local rest frame, in which within a limited
region the gravitational field is assumed to constant. Then
λ ∝ x2l (25)
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Therefore the wavelength decreases as the square of some length parameter.
Further, it is quite possible that an enormous number of such cosmic phonons
might have produce at the proximity of supper massive black holes present
at the centre of the galaxies. However, in this case since there is no effective
expansion of the galaxy, these cosmic phonons or the dark quanta remain
confined at the vicinity of massive black holes. Therefore it is quite likely
that these quanta could be treated as one of the viable candidates for non-
baryonic dark matter and play active role in galaxy formation. Of course at
present we can not give any experimental technique to detect these cosmic
phonons as dark matter. Further, the emission of cosmic phonons in Rindler
space are because of vacuum excitation by the accelerted particles. Hence it
may be assumed to be some kind of Unruh process [18, 19].
3 Schro¨dinger Equation in Rindler Space- A
Linear Approximation
In the non-relativistic approximation, i.e. for m0c
2 ≫ pc, the Hamiltonian
given by eqn.(9) reduces to
H ≈ m0c2
(
1 +
αx
c2
)(
1 +
p2
2m20c
2
)
=
(
1 +
αx
c2
)(
m0c
2 +
p2
2m0
)
(26)
In this approximation, the Schro¨dinger equation for the particle is then given
by
Hψ =
(
1 +
αx
c2
)(
m0c
2 +
p2
2m0
)
ψ = Eψ (27)
Then using the representation
p2
2m0
= − h¯
2
2m0
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
(28)
we have after a little algebraic manipulation of eqn.(27)
− h¯
2
2m0
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ψ(x, y, z) +
αEx
c2
ψ (29)
= Ekψ
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where the kinetic energy of the particle Ek = E − m0c2. Then it is quite
obvious that in the separable of variables form (with eqn.(12)), the above
equation may be written as
d2X
dx2
− 2m0Eα
h¯2c2
xX(x) = −2m0
h¯2
(
Ek − p
2
⊥
2m0
)
X(x) (30)
where
p2⊥
2m0
=
p2y + p
2
z
2m0
(31)
is the orthogonal part of kinetic energy. Hence the parallel part of kinetic
energy is given by
E|| = Ek − p
2
⊥
2m0
(32)
Let us put
ζ =
(
2m0Eα
h¯2c2
)1/3
x (33)
a new dimensionless variable and
E ′ =
2m0E||
h¯2
(
h¯2c2
2m0Eα
)2/3
(34)
as another dimensionless quantity. Then it can very easily be shown that
with ξ = E ′ − ζ , the above differential equation (eqn.(30)) reduces to
d2X
dξ2
+ ξX = 0 (35)
This equation is of the same form as was obtained by Fowler and Nordheim
in their original work on field emission of electrons [12] (see equation before
eqn.(7) in [12]). The identical mathematical structure of the differential
equations have come from the same kind of constant driving fields in both
the cases, i.e. from the identical type of physical reasons. In the case of
Fowler-Nordheim emission, it is the constant attractive electrostatic field
derived from the triangular type potential of the form C − eEx, where C
is the surface barrier, which is approximated with the work function of the
metal, E is the uniform electrostatic field near the metal surface and e is
the magnitude of electron charge. The quantity C − eEx acts as the driving
potential for cold emission. Whereas in the case of black hole emission the
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driving force is the uniform gravitational field near the event horizon of the
black hole [20, 21].
In the A2 part of the Appendix we have given an outline to obtain the
solution of the differential equation given by eqn.(35). With this solution,
we have
ψ(x, y, z) = N exp
(
−ipyy
h¯
)
exp
(
−ipzz
h¯
)
(E ′ − ζ)1/2H(2)1/3
[
2
3
(E ′ − ζ)3/2
]
(36)
where N is the normalization constant. Since we expect oscillatory solution
along x-direction also in the asymptotic region, where the particles are mov-
ing freely, we have replaced J1/3(x) by H
(2)
1/3(x), the Hankel function of second
kind. Now, from the previous definitions
ξ = E ′ − ζ = 2m0E||
h¯2
(
h¯2c2
2m0Eα
)2/3
−
(
2m0Eα
h¯2/c2
)1/3
x (37)
if it is assumed that for some local rest frame at a distance xl from the centre
of the black hole, in the asymptotic region, where the particles are moving
freely, i.e., xl ≫ the Schwarzschild radius, the strength of gravitational field
α = GM/x2l , the quantity ξ as defined above can be expressed in terms of xl
in the following manner.
ξ ∼ ax4/3l − bx1/3l (38)
where a and b are real positive constants. The argument of the Hankel
function, (which in the present physical scenario is the appropriate solution
for the differential equation, given by eqn.(35)) is large enough and positive
in the asymptotic region. The Hankel function can therefore be expressed as
an oscillatory function in this uniformly accelerated frame in the asymptotic
region. This is to be noted that here we are not talking about the variation
of α. It is a constant for a particular frame of reference, called local frame,
having spatial coordinate xl, or equivalently for a frame at rest in presence
of an uniform gravitational field α, known as local acceleration. To make
this point more transparent, we have considered a large number of uniformly
accelerated frame of references in the space out side a black hole, situated
near close proximity of event horizon to asymptotically far away from it. Each
of these frames are designated by the spatial coordinate xl in one dimension
along the positive x-direction, measured from the centre of the black hole.
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However, the problem we are dealing here has positive-negative symmetry in
x-coordinate. Here to keep one to one correspondence with Fowler-Nordheim
field emission, we have assumed one dimensional configuration with motion
along positive x=direction.
On the other hand if it is assumed that the uniform acceleration for a
local frame at xl, close to the event horizon, is blue shifted, or in other words
the gravitational field is assumed to be blue shifted for a local frame at rest
at xl near the event horizon, one can write
α =
GM
x2l
[
1− Rs
xl
]−1/2
(39)
which gives the diverging value for α at the Schwarzschild radius, i.e., for
xl = Rs = 2GM/c
2, or equivalently speaking, if the uniformly accelerated
frame is considered exactly at the event horizon. It should be noted that
the value of ξ is negative (from eqn.(38)) near the event horizon and remains
negative up to a certain value of x for the local rest frames for which α’s are
quite large in magnitude. To accommodate the negative values for ξ for a
set of local rest frames, we make the following changes in the wave function
in the negative ξ region. We replace ξ by −ξ, and then the modified form of
Hankel function is given by
H
(2)
1/3
(
exp
(
3
2
πi
)
Q
)
(40)
which may be expressed in terms of the modified Bessel function of first kind
and is given by
− 1
sin(π/3)
[
I−1/3(Q) + exp(iπ/3)I1/3(Q)
]
(41)
where Q = 2ξ3/2/3.
Now we define the particle density in the following manner in a particular
local rest frame in presence of gravitational field α.
n = constant | ψ |2 (42)
The number density will be large enough for the local rest frames near the
event horizon where ξ’s are negative and are of extremely large in magnitude.
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This also follows from the expression for modified Bessel function of first kind
for large Q as given below
Iν(Q) ∼ 1
(2πQ)1/2
exp(Q) (43)
The physical reason for large particle number density near the event horizon is
due to the strong gravitational field, which produces more particles compared
to far regions. This is also true in the case of Fowler-Nordheim field emission.
The more strong the electrostatic field more will be the electron emission rate.
This may sometime causes the accumulation of space charge near the metal
surface. Now it can very easily be shown that in this region the number
density is given by
n ∼ ξ1/2 exp(2Q) (44)
Of course the model is not valid exactly at the event horizon.
When ξ becomes positive, which is true for a frame quite far away from
the event horizon, the wave function is given by the Hankel function.
At ξ = 0, although the Hankel function diverges, the wave function van-
ishes in this particular frame of reference because of ξ1/2 term. It can very
easily be shown that the solution for ξ < 0, matches exactly with ξ > 0
solution at ξ = 0. Further the Hankel function asymptotically becomes oscil-
latory (exponential with imaginary argument) in nature. The wave function
for ξ −→∞ is given by
ψ(ξ) ∼ ξ−1/4 exp
[
−i
(
ξ − 5π
12
)]
(45)
Then the particle density in some local rest frame at xl, which is far away
from the event horizon, in presence of an uniform weak gravitational field is
given by
n(ξ −→∞) ∼ (ax4/3l − bx1/3l )−1/2 (46)
The value of ξ = 0 gives xl = (E||/E)(c
2/α), the spatial coordinate of
a local rest frame where the particle density is exactly zero. If it is further
assumed that E|| = E, then xl = c
2/α. Therefore the coordinate point
where ξ switches over from negative value to positive value, depends on the
acceleration of the local frame. Therefore we may divide the whole space out
side the black hole into effectively six regions: for the set of local rest frames
in presence of uniform gravitational field, but far from the event horizon,
the wave functions are oscillatory; for ξ > 0 but not large enough, the wave
12
functions can be expressed in those frames in terms of Hankel function of
second kind; at ξ = 0, the nature of the wave functions from both ξ −→ 0+
and ξ −→ 0− show that it should vanish; for ξ < 0, but the magnitude is
not large enough, the wave functions can be expressed in terms of modified
Bessel function of first kind; very close to the event horizon, where ξ is also
less than zero but have very large magnitude, the number density shows
exponential growth and asymptotically diverges. Finally nothing can be said
at and inside the event horizon. We further conclude that there are particle
creation up to ξ = 0, beyond which the created particles are moving along x-
direction and finally far from the event horizon they become asymptotically
free.
4 Schro¨dinger Equation in Rindler Space- A
Quadratic Approximation
Keeping only three terms of the binomial expansion of the factor
(
1 + αx
c2
)−1
,
the Schro¨dinger equation reduces to(
m20c
2 +
p2
2m0
)
Ψ(x, y, z) =
(
1 +
αx
c2
)−1
EΨ(x, y, z)
≈
(
1− αx
c2
+
α2x2
c4
)
EΨ(x, y, z) (47)
After rearranging this equation we may be written as
p2
2m
Ψ(x, y, z) +
αx
c2
EΨ(x, y, z)− α
2x2
c4
EΨ(x, y, z) = EkΨ(x, y, z) (48)
where Ek = E −m0c2, the kinetic energy of the particle. Now substituting
the separable form of the wave function Ψ(x, y, z) (eqn.(12)), we have
− h¯
2
2m0
d2X
dx2
+
αx
c2
EX(x)− α
2x2
c4
EX(x) =
(
Ek − p
2
⊥
2m0
)
X(x) (49)
where p2⊥ = p
2
y+p
2
z . Rearranging and using Ek‖ = Ek− p
2
⊥
2m0
the parallel part
of the particle kinetic energy, the above differential equation may be written
in the form
d2X
dx2
+
2m0E
h¯2
[
α2x2
c4
− αx
c2
]
X(x) = −2m0
h¯2
Ek‖X(x) (50)
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which may further be expressed in the form
d2X
dx2
+
2m0E
h¯2
[(
αx
c2
− 1
2
)2
− 1
4
]
X(x) = −2m0
h¯2
Ek‖X(x) (51)
Now changing the variable from x to p, where p = αx
c2
− 1
2
, the above
differential equation can be written as
d2X
dp2
+
q2
4
(
p2 − 1
4
)
X +
q2
4
γX = 0 (52)
where q2 =
8m0Ec
4
α2h¯2
(53)
and γ =
Ek‖
E
which is ≤ 1. It should be noted that the variable p is PT
invariant. Using new variable ρ = pq1/2, we have from the above differential
equation
d2X
dρ2
+
(
ρ2
4
− λ
)
X(ρ) = 0 (54)
where λ = q
4
(
1
4
− γ
)
. Obviously λ = 0, > 0 or < 0 for γ = 1/4, γ < 1/4
or γ > 1/4 respectively. Now for γ −→ 1, that is for the extreme case
Ek‖ = E and λ = −0.75, the minimum value of λ. Whereas for γ ≪ 1/4,
i.e., Ek‖ ≪ E, λ = 0.25, the maximum value of λ. Both are in units of q/4.
It can very easily be shown that for purely one dimensional case the energy
eigen value E = m0c
2
1−γ
. For γ = 1
4
, the energy eigenvalue E = 4
3
m0c
2, whereas
for γ < 1
4
, E < 4
3
m0c
2 and for γ > 1
4
, E > 4
3
m0c
2. Since the energy is always
finite, we should have γ < 1, which is also obvious from the definition of γ.
Hence one can very easily show that
q
4
≈ m0c
2
(1− γ)h¯ω (55)
where we have put 21/2 ≈ 1 and ω = α/c, some kind of frequency. The solu-
tion of the above differential equation for λ 6= 0 is the parabolic cylindrical
function W (λ,±ρ), given by [17]
W (λ, ρ) = W (λ, 0)ω1(λ, ρ) +W
′(λ, 0)ω2(λ, ρ) (56)
where
W (λ, 0) = 2−3/4
∣∣∣∣∣∣
Γ
(
1
4
+ 1
2
iλ
)
Γ
(
3
4
+ 1
4
iλ
)
∣∣∣∣∣∣
1/2
and
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W ′(λ, 0) = −2−1/4
∣∣∣∣∣∣
Γ
(
3
4
+ 1
2
iλ
)
Γ
(
1
4
+ 1
4
iλ
)
∣∣∣∣∣∣
1/2
(57)
ω1(λ, ρ) =
∞∑
n=0
αn(λ)
ρ2n
2n!
and
ω2(λ, ρ) =
∞∑
n=0
βn(λ)
ρ2n+1
(2n+ 1)!
(58)
where αn(λ) and βn(λ) satisfy the recursion relations
αn+2 = λαn+1 − 1
2
(n+ 1)(2n+ 1)αn,
βn+2 = λβn+1 − 1
2
(n+ 1)(2n+ 3)βn and
α0(λ) = β0(λ) = 1, α1(λ) = β1(λ) = λ (59)
To show the variation of the wave function with ρ, in fig.(1) we have plotted
| W (ρ, λ) |2, the probability density, against ρ, for λ = 0.5, curve (a), 0.25,
curve (b), −0.05, curve (c), −0.5, curve (d) and −0.75, curve (e) in units of
q/4. In the numerical evaluation of W (ρ, λ), we have obtained the absolute
values for the ratio of Γ-functions using the formula [17]∣∣∣∣∣Γ(a+ ib)Γ(a)
∣∣∣∣∣
2
=
∞∏
n=0
[
1 +
b2
(a+ n)2
]−1
(60)
where both a and b are real constants. One can conclude from the nature of
the curves that the probability densities are of damped oscillatory in nature.
Now for the special case with λ = 0, the differential equation given by
eqn.(54) reduces to
d2X
dρ2
+
ρ2
4
X(ρ) = 0 (61)
With a new variable u = ρ/
√
2, this equation becomes
d2X
du2
+ u2X = 0 (62)
In A3 part of the Appendix, we have obtained the solution of this differential
equation and is given by
X(ρ) =
ρ1/2
21/4
J1/4
(
ρ2
4
)
(63)
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for ρ ≥ 0. Here Jn(x) is the Bessel function of order n. In fig.(2) we have
shown the variation of | X(ρ) |2 with ρ. The nature of the probability density
| X(ρ) |2 is also damped oscillatory type. In this case γ = 1
4
, E = 4
3
m0c
2 and
q
4
is exactly equal to m0c
2
h¯ω
.
5 Exact Solution
In the present formalism we use natural units, h¯ = c = 1. The Hamiltonian
in the Rindler space is then given by
H = (1 + αx)(p2 +m20)
1/2 (64)
Then the Schro¨dinger equation HΨ = EΨ may be written as
(1 + αx)(−d2x +m20)1/2Ψ = Eψ (65)
where dx =
d
dx
and we assume that the motion is one dimensional and along
positive x−direction. Changing the variable from x to X , given by X =
1 + αx, the above equation reduces to
X(−d2X +m∗2)1/2Ψ = E∗ψ (66)
where m∗ = m0/α and E
∗ = E/α. In the text below we shall reset m∗ =
m0 and E
∗ = E. Then we can rewrite the above differential equation as
X(−d2X +m20)1/2Ψ = Eψ (67)
To get an analytical solution, we follow the technique presented in [22, 23, 24].
Now using the properties of Dirac delta function, we can write [22, 23, 24]
the left hand side of the above equation in the form
X(−d2X +m20)1/2Ψ(X) =
∫ +∞
−∞
X(−d2X +m20)1/2δ(q −X)Ψ(X)dq (68)
Since δ(x− a)f(x) = δ(x− a)f(a), we have
X(−d2X +m20)1/2Ψ(X) =
∫ +∞
−∞
q(−d2X +m20)
1
2 δ(q −X)Ψ(q)dq (69)
Using the integral representation of δ−function, given by
δ(q −X) = 1
2π
∫ +∞
−∞
dp exp[−i(q −X)p] (70)
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we have
X(−d2X +m20)1/2Ψ(X) =
1
2π
∫ +∞
−∞
∫ +∞
−∞
q(p2 +m20)
1/2
exp[−i(q −X)p]Ψ(q)dpdq
(71)
Hence we can re-write the left hand side in the the following form
X(−d2X +m20)1/2Ψ(X) =
1
2π
(−d2X +m20)
∫ +∞
−∞
qΨ(q)dq
∫ +∞
−∞
dp
exp[−i(q −X)p]
(p2 +m20)
1/2
(72)
with some simple algebraic manipulation, the above expression is given by
[17]
X(−d2X +m20)
1
2Ψ(X) =
1
π
(−d2X +m20)
∫ +∞
−∞
qΨ(q)dq
∫ ∞
0
dp
cos[(q −X)p]
(p2 +m20)
1
2
=
1
π
(−d2X +m20)
∫ +∞
−∞
dqqΨ(q)K0(m0|q −X|) (73)
Dividing the q integral into two parts, we have
X(−d2X +m20)
1
2Ψ(X) =
1
π
(−d2X +m20)×[∫ X
−∞
dqqΨ(q)K0[m0(X − q)] +
∫ +∞
X
dqqΨ(q)K0[m0(q −X)]
]
(74)
Then substituting X − q = q1 in the first integral and q − X = q2 in the
second integral and redefining q1 = q in the first integral, and q2 = q in the
second integral, we have
X(−d2X +m20)
1
2Ψ(X) =
1
π
(−d2X +m20)×∫ ∞
0
dqK0(m0q) [(X + q)Ψ(X + q) + (X − q)Ψ(X − q)] (75)
We seek the series solution
Ψ(X) =
n+1∑
k=1
γk,n+1X
k exp(−βX) (76)
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where γk,n+1 and β are unknown constants, to be obtained from the recursion
relations. Then the nth term is given by
X(−d2X +m20)1/2Xn exp(−βX) =
1
π
(−d2X +m20) exp(−βX)×∫ ∞
0
dqK0(m0q)
[
(X + q)n+1 exp(−βq) + exp(βq)(X − q)n+1
]
(77)
Now expanding (X+ q)n+1 and (X− q)n+1 in Binomial series and then using
the standard relation we have [17]
∫ ∞
0
xµ−1 exp(−αx)Kν(β1x)dx =
(π)
1
2 (2β1)
ν
(α+ β1)µ+ν
Γ(µ+ ν)Γ(µ− ν)
Γ(µ+ 1
2
)
F
(
µ+ ν, ν +
1
2
;µ+
1
2
;
α− β1
α + β1
)
(78)
where F (a, b; c; d) is the Hypergeometric function and in our case with ν =
0, x = q, µ− 1 = k + 1, α = β and β1 = m0, the integral reduces to
I =
π1/2[Γ(k + 2)]2
Γ(k + 5
2
)(m0 + β)k+2
F
(
k + 2,
1
2
; k +
5
2
;−m0 − β
m0 + β
)
(79)
Then after a little algebra, we have
X(−d2X +m20)1/2Xn exp(−βX) =
1
π1/2
(−d2X +m20) exp(−βX)
n+1∑
k=0
(
n+ 1
k
)
Gk(m0, β)X
n+1−k (80)
where
Gk(m0, β) =
[Γ(k + 2)]2
Γ(k + 5
2
)
[
1
(m0 + β)k+2
F
(
k + 2,
1
2
; k +
5
2
;−m0 − β
m0 + β
)]
+
[Γ(k + 2)]2
Γ(k + 5
2
)
(−1)k
[
1
(m0 − β)k+2F
(
k + 2,
1
2
; k +
5
2
;−m0 + β
m0 − β
)]
(81)
Now it is a matter of simple algebra to show that
X(−d2X +m20)Xn+1−k exp(−βX) =
(m20 − β2) exp(−βX)Xn+1−k + 2(n+ 1− k)β exp(−βX)Xn−k
− (n + 1− k)(n− k) exp(−βX)Xn−k−1 (82)
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Then
X(−d2X +m20)Xn exp(−βX) =
1
π1/2
(−d2X +m20) exp(−βX)
n+1∑
k=0
(
n + 1
k
)
[
(m20 − β2)Gk(m0, β) + 2βkGk−1(m0, β)− k(k − 1)Gk−2(m0, β)
]
Xn+1−k
(83)
Hence from the quantum mechanical equation
X(−d2X +m20)1/2Ψ(X) = EΨ(X), (84)
we have from the series solution (polynomial form) of Ψ(X),
X(−d2X +m20)1/2
n+1∑
k=1
γk,n+1X
k exp(−βX)
=
n+1∑
k=1
γk,n+1
k∑
p=0
Fp,k(m0, β)X
k+1−p
= E
n+1∑
k=1
γk,n+1 exp(−βX)Xk (85)
The expressions for Fp,k(m0, β) and γk,n+1 have been derived in the A4 part
of the Appendix in terms the parameters β and the rest mass m0. From the
above equation equating the coefficient of x2, we have
En =
γ1,n+1
γ2,n+1
F0,n+1(m0, β) (86)
the energy corresponding to the nth level of the spectrum. Further equating
the coefficients of X l from both the sides and putting p = 1, we have
γl,n+1(β,m0)F1,l(m0, β) = El(β,m0)γl,n+1(m0, β) or (87)
El(m0, β) = F1,l(m0, β) (88)
which gives the energy spectrum, provided the parameter β is known. Where
F1,l(m0, β) =
−lβ
(2πm0)1/2(m
2
0 − β2)3/4
P
− 3
2
− 1
2
(
β
m0
)
(89)
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where l = 1, 2, 3, ......, positive integers. Therefore to obtain the energy
spectrum, we have to evaluate the associated Legendre function. It is to
be noted further that the energy spectrum is real and linearly quantized.
The wave functions are bounded (becaus of the factor exp(−βX)). From the
above expression it is quite obvious that β < m0. This is also a necessary
condition for the argument z of P µν (z). In fig.(3) we have plotted the variation
of El with β (the parameter has been re-defined as β/m0) for l = 1. Since
the energy levels are proportional to l we have not considered other l-values.
We have noticed that the magnitude of the energy eigen value | El(m0, β) |
increases with β and the rise is very sharp as β −→ 1. However it is negative
and the negativity increases with β. Further, the eigen functions are ∝
exp(−βX), therefore with the increase of β the wave function converges to
zero very quickly, whereas the eigen states become more bound because of
high negative value of energy, or in other words, because of very high binding
energy. Therefore with the increase of negative value of the energy makes the
state more bound and simultaneously the spread of wave function in space
decreases. The later is also in agreement with more stronger binding.
6 Klein -Gordon Equation
To obtain the modified form of Klein-Gordon Equation in a uniformly accel-
erated frame we consider the classical Hamiltonian
H =
(
1 +
αx
c2
)
(m20c
4 + p2c2)
1
2 (90)
Squaring both the sides, we have
H2 =
(
1 +
αx
c2
)2
(m20c
4 + p2c2) (91)
which is the classical form of square of the Hamiltonian in Rindler space.
Then the modified form of the Klein-Gordon equation is given by
H2Ψ(x, y, z) = E2Ψ(x, y, z) (92)
where E is the energy eigen value. Writing explicitly the Hamiltonian part
and using the separable form of Ψ(x, y, z), (eqn.(12)), we have
(
1 +
αx
c2
)2 (
−h¯2c2d
2X
dx2
+ E2⊥X(x)
)
= E2X(x) (93)
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where E2⊥ = (p
2
y + p
2
z)c
2 +m20c
4, the square of the transverse part of parti-
cle energy in the relativistic form. Substituting 1 + αx
c2
= u, which is PT
symmetric, the above equation may be written in the form
h¯2α2
c2
d2X
du2
+
E2
u2
X(u) = E2⊥X(u) (94)
which may further be written as
d2X
du2
+
a
u2
X(u) = bX(u) (95)
with a = c
2E2
h¯2α2
and b =
c2E2⊥
h¯2α2
. Let us put w = ub1/2, then we have
d2X
dw2
+
a
w2
X(w)−X(w) = 0 (96)
Expressing X = wnY, we have
wn
d2Y
dw2
+ 2nwn−1
dY
dw
+
[
n(n− 1) + awn−2 − wn
]
Y (w) = 0 (97)
Putting n = 1
2
, i.e., X = w1/2Y , the above equation reduces to
w2
d2Y
dw2
+ w
dY
dw
+
[
−w2 − (1
4
− a)
]
Y (w) = 0 (98)
Further on substituting w −→ iw, we have after rearranging the above equa-
tion
w2
d2Y
dw2
+ w
dY
dw
+
[
w2 − (1
4
− a)
]
Y (w) = 0 (99)
Which may be written as
w2
d2Y
dw2
+ w
dY
dw
+
[
w2 − ν2
]
Y (w) = 0 (100)
where ν2 = 1
4
− a = 1
4
− c2E2
h¯2α2
. For ν = 0,
E =
1
2
h¯α
c
(101)
Defining α
c
= ω0, some frequency, we have
E =
1
2
h¯ω0, (102)
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the zero point energy in some sense. The solution is given by
Y (w) = J0(iw) (103)
The zeroth order Bessel function of purely imaginary argument. Then
X(w) = w
1
2J0(iw) (104)
For ν2 > 0, i.e., 1
4
− c2E2
h¯2α2
> 0, or,
E <
1
2
h¯ω0, (105)
which is less than the zero point energy.Since in quantum mechanics the en-
ergy eigen value is always greater than or equal to zero point energy, therefore
we have ν2 < 0. Hence the differential equation reduces to
w2
d2Y
dw2
+ w
dY
dw
+
[
w2 + ν2
]
Y (w) = 0 (106)
Putting ν −→ iν, we have again
w2
d2Y
dw2
+ w
dY
dw
+
(
w2 − ν2
)
Y (w) = 0 (107)
This is the differential equation for Bessel function of order iν (imaginary or-
der) and iw (imaginary argument). The solution for real order but imaginary
argument is well known and is given by
Y (w) = Jν(iw) = −
(
iw
2
)ν ∞∑
n=0
(−1)n 1
(n!)Γ(ν + µ+ 1)
(
w
2
)2n
(108)
Then
X(w) = −
(
i
2
)ν
wν+
1
2
∞∑
n=0
(−1)n 1
(n!)Γ(ν + µ+ 1)
(
w
2
)2n
(109)
Next we consider ν2 < 0, i.e., ν −→ iν and E > 1
2
h¯ω, then
Y (w) = Jiν(iw) and X(w) = w
1
2Jiν(iw) (110)
Since the most acceptable value of lower limit / ground state of energy spec-
trum is ≥ 1
2
h¯ω, therefore, the eigen states are represented by the Bessel
22
function of both imaginary orders and imaginary arguments. for the sake
of some more physical insight, let us make a detail analysis of this solution
[25, 26]. To get an analytical solution, we start with a series solution of the
form
Y (w) = A(w) cos(γ lnw) +B(w) sin(γ lnw) (111)
where γ is some parameter and
A(w) = a0 + a1w + a2w
2 + .....+ anw
n + .... (112)
B(w) = b0 + b1w + b2w
2 + ....+ bnw
n + .... (113)
with a0, a1, .... and b0, b1, .... are unknown parameters and are independent
of each other. We substitute Y (w) given above (eqn.(117)) in the differential
equation given by eqn.(108). Now equating the coefficient of wn to zero, we
get
[ann(n− 1) cos(γ lnw) + bnn(n− 1) sin(γ lnw)− 2ann sin(γ ln v)γ
+ 2bnn cos(γ ln v)γ + an sin(γ ln v)γ − bn cos(γ lnw)γ
+ annw cos(γ lnw) + bnn sin(γ lnw)− anγ sin(γ lnw)
+ bnγ cos(γ lnw)]w
n − w2+n [an cos(γ lnw) + bn sin(γ lnw)] = 0 (114)
For n = 1
sin(γ lnw)
[
−2a1γw + b1w − b1w3
]
+ cos(γ lnw)
[
2b1wγ + a1w − a1w3
]
= 0 (115)
Hence, since sin(γ lnw) and cos(γ lnw) are non-zero, we have
−2a1γ + b1 − b1w2 = 0 (116)
and 2b1γ + a1 − a1w2 = 0 (117)
These are the simultaneous linear homogeneous equations for a1 and a2.
For the non-trivial solutions of a1 and a2, we must have∣∣∣∣∣ −2γ 1− ω
2
1− ω2 2γ
∣∣∣∣∣ = 0 (118)
But γ is a non-zero real constant parameter, therefore the above determinant
can not be zero. Hence a1 = b1 = 0, which are the trivial solutions. Now it is
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a matter of simple algebra to show by equating the coefficient of wn to zero,
an =
nan−2 − 2γbn−2
n(n2 + 4γ2)
(119)
and bn =
nbn−2 + 2γan−2
n(n2 + 4γ2)
(120)
Hence it is obvious that the coefficients of all the odd power terms of w in
eqns.(112) and (113) are zero, i.e., aj and bj , where j is odd integer are
zero. Therefore, the odd terms will not contribute in the solution. To get
the coefficients of the even power of w, we seek the solutions in the form
Y (w) = Y1(w) + iY2(w) (121)
where Y1(w) = C(w) cos(γ ln iw) +D(w) sin(γ ln iw)(122)
and Y2(w) = D(w) cos(γ ln iw)− C(w) sin(γ ln iw) (123)
C(w) =
∞∑
n=0
C2n
(
w
2
)2n
(124)
D(w) =
∞∑
n=0
D2n
(
w
2
)2n
(125)
C2n =
nC2n−2 − γD2n−2
n(n2 + γ2)
(126)
and D2n =
nD2n−2 + γC2n−2
n(n2 + γ2)
(127)
We use two sets of (C0, D0). Let us first take (C0, D0) = (0, 1) Then
C2 = − γ
1 + γ2
(128)
D2 =
1
1 + γ2
(129)
C4 = − 3γ
2(12 + γ2)(22 + γ2)
(130)
D4 =
1
(12 + γ2)(22 + γ2)
− γ
2
2(12 + γ2)(22 + γ2)
(131)
C6 = − 11γ
6(12 + γ2)(22 + γ2)(32 + γ2)
+
γ3
6(12 + γ2)(22 + γ2)(32 + γ2)
(132)
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D6 =
1
(12 + γ2)(22 + γ2)(32 + γ2)
− γ
2
(12 + γ2)(22 + γ2)(32 + γ2)
(133)
etc., then we can write
Y2(w) = A1 cos(γ ln iw)− B1 sin(γ ln iw) (134)
where
A1 = 1 +
1
1 + γ2
(
w
2
)2
+
{
1
(12 + γ2)(22 + γ2)
− γ
2
2(12 + γ2)(22 + γ2)
}(
w
2
)4
+
{
1
(12 + γ2)(22 + γ2)(32 + γ2)
− γ
2
(12 + γ2)(22 + γ2)(32 + γ2)
}(
w
2
)6
+ ....
(135)
and
B1 = − γ
12 + γ2
(
w
2
)2
− 3γ
2(12 + γ2)(22 + γ2)
(
w
2
)4
+
{
γ3
6(12 + γ2)(22 + γ2)(32 + γ2)
− γ
6(12 + γ2)(22 + γ2)(32 + γ2)
}(
w
2
)6
+ ....
(136)
For the other set (C0, D0) = (1, 0), then we have
C2 =
1
1 + γ2
(137)
D2 =
γ
1 + γ2
(138)
C4 =
1
(12 + γ2)(22 + γ2)
− γ
2
2(12 + γ2)(22 + γ2)
(139)
D4 =
3γ
2(12 + γ2)(22 + γ2)
(140)
C6 =
1
(12 + γ2)(22 + γ2)(32 + γ2)
− γ
2
(12 + γ2)(22 + γ2)(32 + γ2)
(141)
D6 =
11γ
6(12 + γ2)(22 + γ2)(32 + γ2)
− γ
3
6(12 + γ2)(22 + γ2)(32 + γ2)
(142)
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etc., then
Y1(w) = A1 cos(γ ln iw) + A2 sin(γ ln iw) (143)
with
A1 = 1 +
1
1 + γ2
(
w
2
)2
+
{
1
(12 + γ2)(22 + γ2)
− γ
2
2(12 + γ2)(22 + γ2)
}(
w
2
)4
+
{
1
(12 + γ2)(22 + γ2)(32 + γ2)
− γ
2
(12 + γ2)(22 + γ2)(32 + γ2)
}(
w
2
)6
+ ....
(144)
and
A2 =
γ
12 + γ2
(
w
2
)2
+
3γ
2(12 + γ2)(22 + γ2)
(
w
2
)4
+
{
− γ
3
6(12 + γ2)(22 + γ2)(32 + γ2)
+
11γ
6(12 + γ2)(22 + γ2)(32 + γ2)
}(
w
2
)6
+ ....
(145)
Now
cos(γ ln iw) = cosh
(
πγ
2
)
cos(γ lnw)− sinh
(
πγ
2
)
sin(γ lnw) (146)
sin(γ ln iw) = cosh
(
πγ
2
)
sin(γ lnw) + sinh
(
πγ
2
)
cos(γ lnw) (147)
Then
Jiν(iw) = Y2(w) + iY1(w) (148)
where w and ν are real numbers. Then the solution can be obtained from
eqn.(104).
7 Conclusion
Since we have appended conclusions in each section, here we would like to
be very brief and only mention what we have done in this article. Our
overall study on the solutions of quantum mechanical equations in Rindler
space has been divided into five sections. In section 2 we have made non-
relativistic approximation and solved exactly the Schro¨dinger equation. We
have predicted a kind of new quanta. We have named it as Cosmic Phonon.
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In section 3 with some kind of linear approximation, we have solved the
Schro¨dinger equation and shown that the differential equation to which the
Schro¨dinger equation ultimately reduced is analogous to the differential equa-
tion satisfied by the electrons emitted from the surface of a metal under the
action of a strong electric field. We have argued in that section that the
coincidence is not accidental. The physical processes are exactly identical.
Although happening in an entirely different world.
In section 4 we made a quadratic approximation. We have solved the
Schro¨dinger equation and obtained eigen values and the wave functions. We
have noticed that the probability densities are damped oscillatory in nature.
This typ of variation may be interpreted as the decrease in density of created
particles as one goes away from the event horizon of a black hole. Or in other
words, the particle production decreases and finally vanishes as the distance
from the event horizon becomes large enough.
The exact relativistic form of the quantum mechanical equation has been
studied in section 5. We have solved the differential equation analytically
and obtained the exact solution. We have solved for the eigen functions
and the energy eigen values as a function of the free parameter β/m0. We
have noticed that as the ratio approaches 1, system becomes more and more
strongly bound- the energy becomes highly negative and the range of the
wave function decreases.
In section 5 we have studied the modified form of Kliein-Gordon equation
in Rindler space. We have solved the equation analytically in an exact man-
ner and obtained the eigen functions and the energy eigen values. We have
noticed that the wave functions are given by Bessel functions with both imag-
inary orders and imaginary arguments. However, the energy eigen values are
found to be real.
8 Appendix
A1: In this part of the Appendix we have used some of the established con-
ventional formulas of special relativity with uniform accelerated motion and
obtained the single particle Lagrangian and Hamiltonian in Rindler space.
Using the results from [5, 6, 7, 8] the Rindler coordinates are given by
ct =
(
c2
α
+ x′
)
sinh
(
αt′
c
)
and
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x =
(
c2
α
+ x′
)
cosh
(
αt′
c
)
(149)
Hence one can also express the inverse relations
ct′ =
c2
2α
ln
(
x+ ct
x− ct
)
and x′ = (x2 − (ct)2)1/2 − c
2
α
(150)
The Rindler space-time coordinates, given by eqns.(149) and (150) are then
essentially an accelerated frame transformation of the Minkowski metric of
special relativity. The Rindler coordinate transforms the Minkowski line
element
ds2 = d(ct)2 − dx2 − dy2 − dz2 to
ds2 =
(
1 +
αx′
c2
)2
d(ct′)2 − dx′2 − dy′2 − dz′2 (151)
The general form of the metric tensor may then be written as
gµν = diag
((
1 +
αx
c2
)2
,−1,−1,−1
)
(152)
Now following the concept of relativistic dynamics of special theory of rela-
tivity, the action integral may be written as [1]
S = −α0
∫ b
a
ds ≡
∫ b
a
Ldt (153)
Then from eqn.(153) after putting α0 = −m0c, where m0 is the rest mass of
the particle, the Lagrangian of the particle is given by
L = −m0c2
[(
1 +
αx
c2
)2
− v
2
c2
]1/2
(154)
where ~v is the three velocity of the particle. The three momentum of the
particle is therefore given by
~p =
∂L
∂~v
, or (155)
~p =
m0~v[(
1 + αx
c2
)2 − v2
c2
]1/2 (156)
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Hence the Hamiltonian of the particle may be written as
H = ~p.~v − L or (157)
H = m0c
2
(
1 +
αx
c2
)(
1 +
p2
m20c
2
)1/2
(158)
A2: Consider the differential equation
d2X
dξ2
+ ξX = 0 (159)
To obtain an analytical solution, let us substitute X(ξ) = ξnψ(ξ), where n
is an unknown quantity. Then the above differential equation reduces to
ξ2
d2ψ
dξ2
+ 2nξ
dψ
dξ
+ [n(n− 1) + ξ3]ψ = 0 (160)
Let ξ = βz2/3, where β is another unknown quantity. Then we have the
reduced form of above equation in the following form
z2
d2ψ
dz2
+
(
n+
1
4
)
4
3
z
dψ
dz
+
4
9
[n(n− 1) + β3z2]ψ(z) = 0 (161)
Let us choose n = 1/2, then we have
z2
d2ψ
dz2
+ z
dψ
dz
+
[
4
9
β3z2 − 1
9
]
ψ(z) = 0 (162)
Finally choosing β = (9/4)1/3, we get
z2
d2ψ
dz2
+ z
dψ
dz
+
(
z2 − 1
9
)
ψ(z) = 0 (163)
Comparing this differential equation with the standard form of Bessel equa-
tion
z2
d2ψ
dz2
+ z
dψ
dz
+
(
z2 − ν2
)
ψ(z) = 0 (164)
whose solution is Jν(z), Bessel function of order ν or H
(2)
ν (z), the second kind
Hankel function of order ν. Then depending on the physical situation, we
have the appropriate solution for eqn.(163) as either
ψ(z) = J1/3(z) or ψ(z) = H
(2)
1/3(z) (165)
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A3: For λ = 0, the reduced of the differential equation given in eqn.(61) is
given by
d2X
dρ2
+
ρ2
4
X = 0 (166)
To have an analytical solution, we put u = ρ/21/2 Then the abpve differential
equation reduces to
d2X
du2
+ u2X = 0 (167)
Let X(u) = unψ(u), where n is an unknown parameter. On substituting
X(u) in the above differential equation we get
u2
d2ψ
du2
+ 2nu
dψ
du
+ [n(n− 1) + u4]ψ = 0 (168)
We next put u = βv1/2, where β is another unknown quantity and v is the
new variable. Rearranging the above differential equation in terms of the
new variable v, we have
v2
d2ψ
dv2
+ v
(
n+
1
2
)
dψ
dv
+
1
4
[n(n− 1) + β4v2]ψ = 0 (169)
To reduce this equation to an well known form of differential equation sat-
isfied by special function, we put n = 1/2 and β = 21/2. Then we have the
final form of the above differential equation
v2
d2ψ
dv2
+ v
dψ
dv
+
(
v2 − 1
16
)
ψ = 0 (170)
The solution of this equation is J1/4(v). Hence
X(ρ) =
ρ1/2
21/4
J1/4
(
ρ2
4
)
(171)
A4: We know [17]
F
(
a,
1
2
; a+
1
2
;−x
)
= Γ
(
a +
1
2
)
x
1−2a
4
(1 + x)
1
2
P
1
2
−a
− 1
2
(
1− x
1 + x
)
(172)
Then Gk−1(m0, β) =
[Γ(k + 1)]2
(2m0)
1
2 (m20 − β2)
2k+1
4
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[
P
− 1
2
−k
− 1
2
(
β
m0
)
+ (−1)kP−
1
2
−k
− 1
2
(
− β
m0
)]
(173)
Gk+2(m0, β) =
[Γ(k + 4)]2
(2m0)
1
2 (m20 − β2)
2k+7
4[
P
− 1
2
−k−4
− 1
2
(
β
m0
)
+ (−1)k+3P−
1
2
−k−4
− 1
2
(
− β
m0
)]
(174)
Gk(m0, β) =
[Γ(k + 2)]2
(2m0)
1
2 (m20 − β2)
2k+3
4[
P
− 1
2
−k−2
− 1
2
(
β
m0
)
+ (−1)k+1P−
1
2
−k−2
− 1
2
(
− β
m0
)]
(175)
and
Gk+1(m0, β) =
[Γ(k + 3)]2
(2m0)
1
2 (m20 − β2)
2k+5
4[
P
− 1
2
−k−3
− 1
2
(
β
m0
)
+ (−1)k+2P−
1
2
−k−3
− 1
2
(
− β
m0
)]
(176)
(177)
Now
P µ+2ν (x) = −2(µ+ 1)
x
(1− x2) 12 P
µ+1
ν (x) + (µ− ν)(µ+ ν + 1)pµν(x) (178)
where µ = 1
2
− k − 4, ν = 1
2
, x = ± β
m0
and x
(1−x2)
1
2
= β
(m2
0
−β2)
1
2
Then
P
1
2
−k−2
− 1
2
(
β
m0
)
=
(2k + 5)β
(m20 − β2) 12
+ (k + 3)2P
1
2
−k−4
− 1
2
(
β
m0
)
(179)
and
Gk+2(m0, β) =
1
(m20 − β2)
[
(k + 2)2Gk(m0, β)− (2k + 5)βGk+1(m0, β)
]
Hence (180)
Gk(m0, β) =
1
(m20 − β2)
[
k2Gk−2(m0, β)− (2k + 1)βGk−1(m0, β)
]
(181)
These are the recursion relations for the polynomials Gi(m0, β) for various i.
To evaluate Gk(m0, β) for any arbitrary k from the above recursion relation,
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we use
G0(m0, β) =
1
(2m0)1/2(m
2
0 − β2)3/4
P
−3/2
−1/2
(
β
m0
)
(182)
G1(m0, β) =
1
(2m0)1/2(m20 − β2)7/4
P
−5/2
−1/2
(
β
m0
)
(183)
Then
X(−d2x +m20)
1
2Xn exp(−βX) = Mn+1(m0, β,X) exp(−βX)
=
[
n+1∑
k=0
Fk,n+1(m0, β)X
n+1−k
]
exp(−βX) (184)
where
Fk,n+1(m0, β) =
1
π
1
2
(
n+ 1
k
)
[kGk+2(m0, β)− βGk−1(m0, β)] (185)
Hence we have
Fk,n+2(m0, β) =
1
π1/2
(n+ 2)!
k!(n + 2− k)!
[kGk+2(m0, β)− βGk−1(m0, β)] = n + 2
n + 2− kFk,n+1(m0, β)
(186)
We also have
F0,n+1(m0, β) =
1
(2πm0)1/2(m20 − β2)1/4
P
− 3
2
− 1
2
(
β
m0
)
(187)
F1,n+1(m0, β) =
−(n + 1)β
(2πm0)1/2(m20 − β2)3/4
P
− 3
2
− 1
2
(
β
m0
)
(188)
Then for the quantum mechanical equation
X(−d2x +m20)
1
2Xn exp(−βX) = EΨ(x), (189)
with
Ψ(X) ∝
n+1∑
k=1
γk,n+1X
n exp(−βX), (190)
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We have
X(−d2x +m20)
1
2Xn exp(−βX) =
[
n+1∑
k=0
Fk,n+1(m0, β)X
n+1−k
]
exp(−βX)
(191)
Then
X(−d2x +m20)
1
2
n+1∑
k=1
γk,n+1X
k exp(−βX)
=
n+1∑
k=1
γk,n+1
k∑
p=0
Fp,k(m0, β)X
k+1−p exp(−βX)
= E
n+1∑
k=1
γk,n+1X
k exp(−βX)
(192)
Hence equating the coefficients ofX l from both the sides, after putting p = 1,
we have
γl,n+1(β,m0)F1,l(m0, β) = El(β,m0)γl,n+1(β,m0) (193)
El(β,m0) = F1,l(m0, β) (194)
which gives the energy spectrum, provided the parameter β is known. Where
F1,l(m0, β) =
−lβ
(2πm0)1/2(m20 − β2)3/4
P
− 3
2
− 1
2
(
β
m0
)
(195)
with l = 1, 2, 3, ......, positive integers. Therefore to obtain the energy spec-
trum, we have to evaluate the associated Legendre function. It is to be noted
further that the energy spectrum is real and linearly quantized and the wave
functions are bounded (∝ exp(−betaX)). From the expressions it is quite
obvious that β < m0. This is also a necessary condition for the argument z
of P µν (z). Now [17]
P µν (z) =
1
Γ(1− µ)
(
z + 1
z − 1
)µ
2
F
(
−ν, ν + 1; 1− µ; 1− z
2
)
(196)
with |1− z| < 2 where [17]
F (a, b; c; d) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− tz)−adt (197)
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with Re(c) > Re(b) > 0. Here µ = −3/2, ν = −1/2 and z = β/m0. Therefore
P
−3/2
−1/2 =
1
Γ(5/2)
(
m0 + β
m0 − β
)−3/2
F
(
1
2
,
1
2
;
5
2
;
m0 − β
2m0
)
(198)
Now from eqn.(197), we have
F
(
1
2
,
1
2
;
5
2
;
m0 − β
2m0
)
=
Γ(5
2
)
Γ(1
2
)Γ(2)
∫ 1
0
t−
1
2 (1− t)1
[
1− t
(
m0 − β
2m0
)]−1/2
dt
(199)
which may be decomposed into two integers, given by
F
(
1
2
,
1
2
;
5
2
;
m0 − β
2m0
)
=
3(2m0)
1/2
4
(I1 − I2) (200)
where
I1 =
∫ 1
0
dt
[at2 + bt]1/2
(201)
with a = m0 − β and b = 2m0. and
I2 =
∫ 1
0
t
dt
[at2 + bt]1/2
(202)
with same a and b. The integrals I1 and I2 can be evaluated analytically [27]
and are given by
I1 =
2(2m0)
1/2
β −m0 ln
[
β −m0 + {(m0 − β)2 + 4m20}1/2
2m0
]
(203)
and
I2 =
3(2m0)
5/2
(β −m0)3 ln
[
(β −m0) + {(m0 − β)2 + 4m20}1/2
2m0
]
+
(2m0)
1/2
(β −m0)2
[
(β −m0)2 + 4m20
]1/2
(204)
Then we have
P
−3/2
−1/2
(
β
m0
)
=
(2m0)
π1/2(m20 − β2)3/4[
(2β2 − 4βm− 10β2) ln(P1)− (m0 − β)(β2 − 2βm0 + 5m20)1/2
]
(205)
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where
P1 =
m0 − β + {(m0 − β)2 + 4m20}1/2
2m0
(206)
We also need P
−5/2
−1/2 (β/m0), which is given by
P
−5/2
−1/2 =
1
Γ(7/2)
(
m0 + β
m0 − β
)−5/4
F
(
1
2
,
1
2
;
7
2
;
m0 − β
2m0
)
(207)
where
F
(
1
2
,
1
2
;
7
2
;
m0 − β
2m0
)
=
Γ(7
2
)
Γ(1
2
)Γ(3)
∫ 1
0
(1− t)2
[2m0t+ (m0 − β)t2]1/2
dt (208)
The integral may be decomposed into three parts and can easily be evaluated
analytically [27]
I1 =
∫ 1
0
dt
[at2 + bt]1/2
=
2(2m0)
1/2
m0 − β
ln
[
m0 − β + {(m0 − β)2 + 4m20}1/2
2m0
]
, (209)
I2 = −2
∫ 1
0
tdt
[at2 + bt]1/2
= − 6(2m0)
5/2
(m0 − β)3
ln
[
(−m0 − β) + {(m0 − β)2 + 4m20}1/2
2m0
]
− (8m0)
1/2
(m0 − β)2
[
(m0 − β)2 + 4m20
]1/2
(210)
and
I3 =
∫ 1
0
t2dt
[at2 + bt]1/2
=
2(2m0)
9/2
(m0 − β)3 ln(A1 + A2 + A3) (211)
where a and b are same as before and
A1 =
19
8
(m0 − β) + {(m0 − β)2 + 4m20}1/2
2m0
, (212)
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A2 =
11
8
(m0 − β)
2m0
{
(m0 − β)2 + 4m20
}1/2
(213)
and
A3 =
(m0 − β)
4(2m0)5/2
{(m0 − β)2 + 4m20}3/2 (214)
Now to obtain the eigen states, we put p = 0 in eqn.(192) and equate the
coefficients of xl from both the sides and obtain
γl,n+1(β,m0)F0,l(β,m0) = El+1(β,m0)γl+1,n+1(β,m0) (215)
Since F0,l(β,m0) is independent of l, we put it as F (β,m0). Hence
γl+1,n+1(β,m0) =
F (β,m0)
El+1(β,m0)
γl,n+1(β,m0) (216)
Putting the value of El+1(β,m0), we get
γl+1,n+1(β,m0) =
F (β,m0)
F1,l+1(β,m0)
γl,n+1 (217)
This is the recursion relation for γl,n+1(β,m0). Hence we have
γ2,n+1(β,m0) =
F (β,m0)
F1,2(β,m0)
γ1,n+1(β,m0) (218)
γ3,n+1(β,m0) =
F (β,m0)
F1,3(β,m0)
γ2,n+1(β,m0)
=
F 2(β,m0)
F1,2(β,m0)F1,3(β,m0)
γ1,n+1(β,m0) (219)
γ4,n+1(β,m0) =
F 3(β,m0)
F1,2(β,m0)F1,3(β,m0)F1,4(β,m0)
γ1,n+1(β,m0) (220)
γl,n+1(β,m0) =
F l−1(β,m0)∏l
i=2 Fi,4(β,m0)
γ1,n+1(β,m0) (221)
The last one is the most general expression. Therefore the wave function can
be expressed as
Ψ(X) = Ψn(X) =
n+1∑
l=1
γl,n+1X
l exp(−βX)
=
[
n+1∑
l=1
F l−1(β,m0)∏l
i=1 F1,i(β,m0)
]
γ1,n+1(β,m0)X
l exp(−βX) (222)
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The normalization constant γ1,n+1(β,m0) can be obtained from the orthonor-
mality condition ∫ ∞
1
Ψ∗n(X)Ψn′(X)dX = δnn′ (223)
Which gives
γ21,n+1(β,m0) =

 n+1∑
l,l′=1
F l−1(β,m0)F
l′−1(β,m0)∏l
i=1 F1,i(β,m0)
∏l′
j=1 F1,j(β,m0)

×
[
(l + l′)!− Eγ(β, l, l′)
2l+l′+1βl+l′+1
]
(224)
Hence the normalization constant is the square root of this quantity. Here
Eγ(β, l, l
′) =
∫ 2β
0
zl+l
′
exp(−z)dz (225)
the incomplete Γ-function.
References
[1] Landau L.D. and Lifshitz E.M., The Classical Theory of Fields,
Butterworth-Heimenann, Oxford, (1975).
[2] N.D. Birrell and P.C.W. Davies, Quantum Field Theory in Curved
Space, Cambridge University Press, Cambridge, (1982).
[3] C.W. Misner, Kip S. Thorne and J.A. Wheeler, Gravitation, W.H. free-
man and Company, New York, (1972).
[4] W. Rindler, Essential Relativity, Springer-Verlag, New York, (1977).
[5] Torres del Castillo G.F. and Perez Sanchez C.L., Revista Mexican De
Fisika 52, 70, (2006).
[6] M. Socolovsky, Annales de la Foundation Louis de Broglie 39, 1, (2014).
[7] C-G Huang, and J-R, Sun, J-R, arXiv:gr-qc/0701078,(2007).
[8] Nicola Vona, Master Thesis in Physics, University of Naples Federico II,
(2007).
37
[9] Carl M. Bender, arXiv:quant-ph/0501052 (and references therein)
[10] Sanchari De, Sutapa Ghosh and Somenath Chakrabarty, Astrophys.
Space Sci., (2015) 360:8, DOI 10.1007/s10509-015-2520-3.
[11] Sanchari De, Sutapa Ghosh and Somenath Chakrabarty, Modern
Physics Letter A, Vol. 30 (2015) 1550182.
[12] R. H. Fowler and Dr. L. Nordheim, Proc. R. Soc. London 119, 173,
(1928).
[13] A. Ghosh and S. Chakrabarty, Mon. Not. R. Astron. Soc. 425, 1239,
(2012) and references there in.
[14] G. Palma and U. Raff, Can. Jour. Phys., 84, 787, 2006.
[15] Y. Ran, L. Xue, S. Hu and Ru-Keng Su, Jour. Phys. S:Math. Gen., 33,
9265, (2000).
[16] G.B. Arfken, H.J. Weber and F.E. Harris, Mathematical methods for
Physicists, A Comprehensive guide, Seventh Edison, Elsevier, Lomdon,
(2013).
[17] M. Abramowitz and I.A. Stegan ed. Handbook of Mathematical Func-
tions, Dovar Publications INC. (1970).
[18] W.G. Unruh, Phys. Rev. D14, 4, (1976).
[19] W.G. Unruh, Phys. Rev. D14, 870, (1976).
[20] S. Hawking, Nature, 248, 30, (1974).
[21] S. Hawking, Comm. Math. Phys. 43, 199, (1975).
[22] F. Brau, arXiv:hep-ph/9903209
[23] P. Cea, G. Nardulli and G. Paiano, Phys. Rev. D28, 2291, 1983.
[24] S.N. Gupta, S.F. Radford and W.W. Repko, Phys. Rev. D31, 160, 1985.
[25] A.A. Matyshev and E. Fohtung, arXiv:0910.0365 [math-ph].
[26] G. Boole, Phil. Trans. of the Roy. Soc. of London, 134, P2, 225, 1844.
38
[27] L.S. Gradshteyn and I.M. Ryzhik, Table of Integrals, Academic Press,
Inc., New York, 1980.
Figure 1: The variation of | W (ρ, λ) |2, the probability density with ρ, for
λ = 0.5, curve (a), 0.25, curve (b), −0.05, curve (c), −0.5, curve (d) and
−0.75, curve (e) in units of q/4.
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Figure 2: The variation of | X(ρ) |2 with ρ.
Figure 3: The variation of El with β for l = 1. Here the parameter β is
re-defined as β/m0.
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