Abstract-We present two upper bounds on the capacity of the i.i.d. binary deletion channel, where each bit is independently deleted with a fixed probability d. The first can be numerically evaluated for any fixed d. The second provides an asymptotic upper bound as d goes to 1. These appear to be the first non trivial upper bounds for this probabilistic deletion channel.
I. INTRODUCTION
In this paper, we consider upper bounds on the capac- There has been significant recent progress in improving the capacity lower bounds for the BDC [1] - [7] , demonstrating that the capacity is much higher than previously known. But other than the trivial I -d upper bound given by the corresponding erasure channel, no non-trivial upper bound appears available. Ini order to close the gap between the knowni upper and lower bounds on the capacity, we would like to have good upper bounds for the BDC as well.
Our upper bounds are all determined by considering a genie-aided decoder with access to side information about the deletion process. For example, in this framework the erasure channel corresponds to a decoder with access to the entire deletion process and gives a trivial upper bound. We consider two regimes. We first consider general bounds that hold for any d. Focusing on binary deletion channels, we define runs as a set of contiguous zeros (or ones). In Section III, we consider the case when the decoder knows when an entire run has been deleted from the input codeword This allows us to reformulate the capacity of such a channel in terms of a capacity per unit cost of a new channel based on run lengths.
In Section IV, we also develop bounds for the asymptotic behavior as d approaches 1. Recently, Mitzenmacher and Drinea established a general lower bound for the capacity of the BDC of c1( -d) for c1 = 0.1185 > 1/9 [7] . Motivated by thisv we looked for an upper bound of the form c2 (1- 
A. Previous work
The insertion/deletion/substitution channel was introduced by Levenshtein [8] and the information coding theorem was established by Dobrushin in [9] . The line of work initiated by Levenstein led to combinatorial code constructions for insertion/deletion channels; see for example [10] [5], [6] , [14] . Kavcic The i.i.d. binary deletion channel (BDC) takes n transmitted bits, and outputs a random subsequence of the input where the subsequence is obtained by deleting each bit independently with probability d. The difference between the BDC and the erasure channel is that the erasure channel has knowledge of which subsequence was received whereas the BDC does not. Therefore, the set of possible transmissions is {O, l}n and the set of possible receptions is Un =0 {0, 1}, where nx C {0, ... , n} denotes the length of the received string.
Run-length notation parses each binary string into runs of zeros and ones and produces a string of positive integers giving the run lengths (e.g., 001000111 is mapped to 2, 1, 3, 3). If Py,X(y x). Note that converting to run-length notation does not immediately make the problem easier, if the length of any run in the input string is reduced to zero, the the adjacent runs are combined in the output, and this is reflected in the RLC. For example, the runs 3,2,3 (corresponding to binary input 00011000) could result in an output of 4 (if the middle four bits were deleted, yielding 0000).
The following simple observation (given without proof) allow us to relate the RLC and the BDC. Given the recent success in establishing lower bounds for the BDC, we hope to establish corresponding good upper bounds.
Genie-aided methods are a useful technique in information theory to establish upper bounds for capacity. In this case, we combine a genie for the RLC with a natural approach for upper-bounding the capacity per unit cost of the RLC in order to obtain our bound.
Specifically, we allow side information that converts the RLC into a memoryless channel, which is much better suited to analysis. Since adding side information only improves the channel capacity, this allows upper bounds on the capacity of BDC via a memoryless channel.
The side information we introduce is the most natural: if a run is entirely deleted, a 0 symbol is introduced at the output of the RLC. Considering our previous example, if the binary input 00011000 had the middle four bits deleted, the runs presented at the enhanced RLC with side information would be 2, 0? 2.
In other words, the side information gives for each run in the input the corresponding length of the run in the output, even if that length is 0. Therefore, we define Y to be a new modified output of the channel where the sequence of run lengths in W has 0 inserted (and the run lengths of W split appropriately) if a run was deleted. This is the channel we consider for the upper bound.
Since each run in the input is affected independently, this new channel can also be seen as a memoryless binomial channel where the length of the output run, y, is related to x 1 denoting the length of the input run via
Nowv we can relate the capacity of this memoryless binomial channel to the genie-aided BDC through a capacity-per-unitcost relationship. Intuitively this is clear, since transmitting input x on the RLC costs x bits on the BDC, and so we expect that the capacity of the BDC is upper bounded by the capacity per unit cost of the binomial channel. This intuition is formalized below.
Lemma 2: If we denote the mutual information of the memoryless binomial channel given in (2) as I(X; Y), then,
where c(x) = x.
Proof: By Lemma 1, we know that for an input of n bits 1 1 to the BDC, lim -I(V; W) = lim -I(RL(V); RL(W)). 4) where the last step follows from the fact the capacity per unit cost of a discrete memoryless channel (DMC) is maximized by choosing an i.i.d. input distribution: Px () = Hi'=, Px (xi) [16] . This completes the proof. 
where I(x) de D(pyxI( x ) qy ( )) is the standard information divergence. U Choosing a valid output run-length distribution allows us to upper bound this capacity per unit cost and thereby the capacity of the BDC, but we still must deal with maximizing over the countably infinite input alphabet X. Since we cannot simply truncate the support of X and still obtain a valid upper bound, we need bound this infinite optimization problem by a finite one.
We do this in two steps. First, we compute a lower bound on the capacity per unit cost for a binomial channel by truncating the input alphabet. Let A be the lower bound and pu(u) be the output distribution associated with the optimized input distribution. Next, we spread the finite tail of Pu(U) out to infinity using a geometric distribution to get qy(y) ) C Ay/( id f > m 1c2Y ) if y >rn (6) If c < and x rino, then the first term of (8) (8) IV. ASYMPTOTIC UPPER BOUNDS We now introduce an approach for obtaining upper bounds on the capacity of the BDC in the limit as the deletion probability d approaches 1; this approach is motivated by the lower bound approach of [7] . In this case, the genie-aided decoder has available a special marker symbol that is sent after every block of b = (a/1 -d)] input bits; this marker cannot be deleted. Adding this special marker symbol can only increase the capacity of the channel (since it could simply be ignored). With the addition of these markers, however, the channel can be though of as a memoryless channel, with each block of b input bits viewed as a symbol; that is, the input alphabet consists of all possible sequences of b bits and the output sequence consists of all possible sequences of up to b bits. We bound the mutual information for this ostensibly simpler channel.
As we are primarily interested in the asymptotic behavior as d goes to 1 -d) .
The key to computing this bound is the following two lemmas. The first is quite simple and its proof is onmitted. (0, (ql, .. , qk+ ) ). We will find probabilities si such that the output distribution is the same if we instead send the symbol (1, (q2/ ( -ql), q ,qk+1/(-q1)) with probability si, (0, (q0M -qk+1) , ..qk) with probability sk+l, and (0, (ql (1 -qi) 
, q+ (1 -qi)) with probability si.
To see that appropriate si exist, imagine the following experiment: rather than bits being deleted by the channel with j k making it through, we could choose j bits of S randomly and send them (in the appropriate order). But instead of choosing just j bits, imagine instead that we successively choose bits at random from the input until we obtain at least one bit from each subblock (giving k +1 j> bits). In this scenario, some bit and its corresponding block is chosen last, we let si be the probability the ith subblock was chosen last.
We therefore see that the distribution of < k bits chosen from S is equivalent to the distribution obtained by first deleting the ith block with probability si and then choosing the j k bits from the remaining blocks. This equivalence completes the lemma. U Combining Lemma 3 and Lemma 4 shows that, for the channel with l(W) < k, there is a capacity achieving input distribution which puts probability mass only on sequences with at most k alternating blocks. Therefore, we have max I(V; WI|l(W) < k) < max D IfPwlv( ) qW( )) (10) where V is the set of input symbols with at most k alternating symbols and qW(w) is an arbitrary distribution over binary strings of length k. Hence, combining (9) and (10) gives a computable asymptotic upper bound for the deletion channel. Now, we consider some of the practical issues involved. Basically, the channel input is represented as a k-vector (q1, ... . qk) and the output is one of the 2k+ I-binary strings of length at most k. This ignores whether the input string starts with a sequence of 0's or 's though. To handle this, we use the channel symmetry implied by complementary strings. This symmetry implies that any optimal input distribution must choose v with the same probability as the complement of v. Therefore, we can compute (10) by choosing qW(w) with this symmetry and then maximizing only over inputs starting with O's. This works because the symmetry of qW(w) implies the divergence must be the same for any input and its complement.
The most tedious part of this computation is coding an efficient subroutine that computes the output distribution for a fixed input. Once we have this subroutine, the following steps are straightforward. First, we pick a large number of input vectors (either randomly or in a k -1 dimensional lattice) and compute their associated output distributions. Next, we use the Blahut-Arimoto algorithm to optimize the implied DMC. Let qw (w) be the output distribution associated with the optimal output distribution of this DMC. Finally, we perform the k-I dimensional optimization using (9) and (10) .
To obtain a valid upper bound, we cannot underestimate the maximum on the RHS of (10) . Since the function is smooth and the k-D domain is bounded, a good global optimizer should suffice. We used the MATLAB function fmincon and verified our results by restarting it from a large number of random initial points. Our best result is currently CBDC < 0.7918(1 -d) as d 1, and it was computed using k = 6 and a = 2.0.
V. DISCUSSION In this paper we have studied upper bounds for the i.i.d. deletion channel. While there have been upper bounds for the combinatorial deletion problem (e.g. [13] ), which can be considered an adversarial deletion modelxwe believe our results give the best non-trivial upper bounds for the probabilistic deletion channel. One approach using side information yields good upper bounds for low deletion probabilities; another approach focused on the case where d -* 1. We are currently examining other techniques that bridge these two regimes. We believe that such upper bounds will shed considerable light on the coding techniques and the capacity of the i.i.d. deletion channel.
