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Stability of High-Frequency Pressure Oscillations in Rocket 
1 H~o,-oIgf=ombustion Chambers 
'1' ') 
-1 fwI F. E. C. CULICK* . ... Massachusetts Institute of Technology, Cambridge, A1ass . 
The problelll of deterlllining the stability of high-frequency pressure oscillations in rocket 
cOlllbustion challlbers is treated explicitly as a perturbation of the classical acoustics problelll. 
On the basis of previous experilllental results, the energy addition hy cOlllbustion is elllpha-
sized, and an analysis is developed for tbe stability of stationary pressure waves in challlbers 
using either liquid or gaseous propellants. The forlllulation is for the three-dilllensional 
case; cOlllputations are carried out in detail for a cylindrical challlber in which the Illean How 
velocity is parallel to the axis and varies only with axial position. The principal result is a 
forlllula for the illlaginary part of the cOlllplex frequency associated with each of the natural 
Illodes of the challlber. This yields a single dilllensionless group as a Illeasure of the stability 
of individual challlber Illodes. Because of the present lack of sufficiently detailed experi-
Illental evidence, quantitative interpretation seellls illlpossible, but qualitative agreelllent 
with observations can be delllonstrated. 
Introduction 
T HE observed instabilities that are grouped under the general label "combustion instability" in rocket motors 
have been found usually to be of several different kinds. 
When the frequency is several hundred cycles per second 
or less, a low-frequency instability, the cyclic variations ap-
pear in both the chamber and propellant feed system. The 
pressure is, to good approximation, in-phase at all points of 
the chamber; the cause seems to be related to coupling be-
tween oscillations in the injection rate, chamber pressure, and 
burning.! A second kind, of much less importance, occasion-
ally has been observed in a somewhat higher range, although 
below the high frequency oscillations. It has been pro-
posed that oscillations in the mixture ratio may cause this 
instability by generating entropy and pressure disturbances 
that are carried by the mean flow.!,2 
The subject of the present investigation is the high-
frequency instability; useful summaries may be found in 
Refs. 1, 3, and 4. It was recognized from early measure-
ments of frequencies that the problem may be connected 
with the excitation of acoustic modes by the combustion 
process. This conclusion is only a beginning step, for it 
yields no information concerning possible remedies or (what 
is almost equivalent) how the oscillations are excited and 
sustained. Significantly, however, it has been found in both 
laboratory and large-scale devices that the injection system 
has a great deal of influence on the appearance, or absence, 
of oscillations in liquid propellant motors. In addition to 
the presence of combustion within the chamber, a character-
istic feature of a rocket motor is the discharge nozzle, usually 
a converging-diverging design. One would expect that this 
should have some noticeable effect on whatever waves exist 
in the chamber. This has been found, at least qualitatively, 
to be the case. 
Recently, rather extensive laboratory tests5- 8 have been 
conducted using premixed gaseous propellants. These re-
sults afford interesting comparisons with those obtained 
with liquid propellants. The processes prerequisite to the 
burning of unmixed liquid propellants (atomization, evapora-
tion, etc.) are eliminated. Furthermore, combustion can 
contribute no net mass to the gaseous phase when the react-
ants and products are gases at all times. Yet high-frequency 
instability has been observed with gaseous propell nts 
to have much the same character as when the propellants 
are initially in liquid form. One then may draw, at least 
tentatively, two important conclusions: 1) the presence of 
liquid drops per se in the chamber is, in some sense, of dis-
tinctly minor importance; and 2) it is largely the energy 
addition, rather than possible mass addition during combus-
tion, which sustains oscillations. 
It is partly with these conclusions as a basis that the work 
covered here differs from the studies by Crocco and Cheng l on 
the one-dimensional problem and by Scala2 on the axisym-
metric problem. By neglecting the effects of the liquid 
phase in the momentum equation written for the gas phase 
(a similar simplification also has been used in more recent 
work by Crocc09) and by emphasizing the energy additions, 
one may deduce a single equation for pressure fluctuations. 
This differential equation then can be converted to an integral 
equation that may be solved approximately by a known 
perturbation-iteration technique. The mechanism for insta-
bility is supposed, as in the references cited, to reside in 
pressure-combustion interaction. Since the representation 
of this coupling is crucial in the stability problem, it is a 
fortunate circumstance that in the final results the influence 
of combustion is separated from other effects. Conse-
quently, different representations may be studied with equal 
ease. 
There are necessarily many approximations, assumptions, 
and suppositions associated with the description of such a 
complicated problem. Certain of the choices made here, 
therefore, may be less valid in some particular cases. It ap-
pears that the formal structure is sufficiently flexible to ac-
commodate different special cases and related problems. 
For example, no mention will be made of ramjet combustion 
chambers or turbojet afterburners, both of which often ex-
hibit a high-frequency instability. It is very probable that 
by using the proper boundary conditions one may treat those 
problems in much the same manner as a rocket chamber. 
Governing Equations and Boundary Conditions 
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Fig. 1 Real part of nozzle adlllittance as a function of 
(3 for several values of v (-y = 1.2) 
be expected to apply to situations in which the pressure 
fluctuations are "large." This approach is justified by the 
usual argument that at least some of the observed large-
amplitude motions may originate as unstable small dis-
turbances suitably described by linear equations. The 
acoustic equations therefore must result, with additional 
terms, depending linearly on the fluctuation quantities, and 
with source terms representing the combustion process. 
Experiments surely indicate that there are standingt or 
travelling pressure waves in the chamber, rather like acoustic 
or sound waves. Because of this "wavelike" character, one 
should seek a set of equations of a predominantly hyperbolic 
type, appropriate to a continuous medium. The medium, 
of course, comprises the gases in the chamber, whether or 
not there are liquid drops of propellant as well. Further, it 
is appropriate to smooth out whatever disorganized motions 
may be present in the chamber into a "mean flow" on which 
are superposed the fluctuations associated with the wave 
motion; a similar view has been taken previously. 1 The 
chamber gases are lumped together as a single average species 
whose specific heats and gas constant will be assumed con-
stant always. The equation of state is taken to be the per-
fect gas law. After neglecting the effects of liquid drops in 
the momentum equation, t thus invoking the first of the two 
conclusions previously mentioned, one eventually can write 
as the three conservation equations for the gaseous phase: 
Conservation of Mass 
(op/ot) + V· (pu) (1) 
Conservation of Momentum 
(ou/ot) + (u· V)u + (1/ p)Vp = 0 (2) 
Conservation of Energy 
p(oe/ot) + p(u'V)e + pV'u = lVe - eWm (3) 
It has been assumed that in the coefficient of TV min (3) the 
kinetic energy 11,2/2 (per unit mass) of the chamber gases is 
negligibly small compared with the thermodynamic energy. 
t Because, in part, of the energy losses through the chamber 
exit plane, the modes of oscillation to be treated here are not 
truly standing waves in the strictest sense. Thus, although 
"standing wave" is a convenient term, its use in the present work 
should be accepted with some reservation. 
t This is an assumption that is not essential and is not always 
correct, but it is adopted here to simplify the calculations. The 
term dropped from Eq. (2) has the form (W m + CPI)(U - UI)r 
with C a constant, and represents two effects: deceleration of 
the liquid phase and deceleration of the vaporized gases. If this 
term is retained (it vanishes strictly only if PI = 0) the right-
hand sides of Eqs. (5) and (9) are altered, and the net result is an 
added stabilizing effect [Secs. 3.07 and 3.12 of Ref. 11, 
The rate of mass addition by combustion per unit volume is 
TV m, and We is the net heat addition, also per unit volume 
and time, due to all chemical reactions. The thermodynamic 
internal energy of the gas phase is e = fCvdT. Since We 
represents all the energy released in combustion, it includes 
the thermodynamic energy of the liquid in the case of liquid 
propellants. Thus the term -e W m represents (approxi-
mately) the thermodynamic energy "absorbed" by the 
product gases associated with combustion of the liquid. 
These equations are applicable, by proper interpretation, 
to both gas and liquid propellant chambers. To deduce the 
equations governing the wave motion, the flow as usual is 
treated as a mean steady flow plus a perturbation flow. For 
simplicity, it is convenient also to assume that p,e,p are 
approximately uniform § in the chamber and that the mean 
flow Mach number is "small" though variable. These 
appear to be realistic assumptions and have been invoked 
previously. 1, 2 They can be relaxed within the present 
analysis, but only at the expense of added complications 
that do not seem necessary to determine the essential features 
of the problem. By setting u = ft + u', etc., and assuming 
that all products of perturbation quantities are negligible, 
one finds within the assumptions just mentioned that the 
equations describing the disturbance flow are 
(op' lot) + pV ·u' = -V, (p'ft) + W m' (4) 
p(ou'/ot) + VP' = -p[(u"V)ft + (ft·V)u'] (5) 
p(oe'/ot) + pV'u' = -V'(pfte') -
p'V·ft + We' - eW m' (6) 
(7) 
Equation (7) comes from the perfect gas law. After divid-
ing Eq. (4) by p, Eq. (6) by pe, adding the results, and taking 
account of (7), one has an equation for 'YJ = p' /p: 
o'YJ , We' (') (_ ) 
ot + 'YV' u = pe - 'Y'YJ V . ft - U· V 'YJ (8) 
Equation (5) can be rewritten as 
ou' a2 ~ + :y V'YJ = - [(u' ·V)ft + (u·v)u'] (9) 
where a2 = 'YP/p is the usual sound propagation speed. 
The result is that Eqs. (8) and (9) are two equations in the 
unknowns 'YJ and u'. The left-hand sides of these equations 
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Fig. 2 Illlaginary part of nozzle adlllittance as a function 
for several values of v (-y = 1.2) 
§ If combustion in the gas phase takes place immediately after 
vaporization, this assumption is satisfied; it is more nearly cor-
rect the shorter the time of energy release compared with the 
wave propagation time. 19 
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define the llsual aeoustie~ problem; the inhomogeneolls term~ 
represent effects of the mean flow ii (largely gross conveetion) 
and energy generated by combustion. It appears, therefort~, 
that the mathematical formulation presents the qualitative 
aspects that one might consider to be important. Unless a 
single equation (in this instance, for 11) can be deduced, very 
cumbersome difficulties are encountered. The coupling 
between these equations, in the sense that one is prevented 
from eliminating u' easily, arises because ii varies with posi-
tion. For 111 = I ii 1/ a small, however, this coupling is weak, 
and a single equation for 11 can be obtained to some approxi-
mation. 
Since only motions having exponential time-dependence 
will be treated here, %t can be replaced by iak and the mo-
mentum equation (9) solved for u': 
u' ~ - .ak 'V11 - k12 [('V11.'V)ii + (ii''V)'V11] (10) '/,1' 'Y 
in which, since Al hereafter will be assumed "small," the usual 
acoustics formula for particle velocity has been inserted in 
those terms involving ii. The complex wave number is 
k = (w + iX)/a. Then to the same approximation, the 
equation for 11 alone can be obtained by differentiating (8) 
with respect to time and inserting (10): 
(11) 
.kWc'+.k [(_ ) + ( _)] 
-1, - --::::::- '/, - U· 'V 11 1'11 'V . u 
a pe a 
~ 'V. [(ii''V)'V11 + ('V11.'V)ii] (12) 
Some higher order terms have been neglected in Eq. (12). 
Note that u' and 11 must be treated as complex functions of 
k and position in the chamber. Equation (11) is an "in-
homogeneous" wave equation in the sense that the function h 
contains perturbations of the usual acoustics problem; the 
first term is proportional to the fluctuations in energy re-
leased and available for driving the pressure waves 11, whereas 
the remaining terms represent the effects of the mean gas 
motion. Boundary conditions must be set in accordance 
with Eq. (10). 
The closed end of the chamber will, for simplicity, be taken 
to be flat and rigid to wave reflection. Only a circular cham-
ber of radius R with rigid walls will be considered; the equa-
tions just deduced, of course, are not restricted to a particular 
shape of chamber. Thus, with the axial coordinate measured 
from the closed end, two boundary conditions follow from 
(10) when the velocity normal to both the closed end and 
the side wall must vanish: 
011/0Z = 0 
011/or = 0 
Z = 0 
r = R 
(13) 
I t is supposed further that the nozzle entrance area is equal 
to the chamber cross-sectional area (see remark below). It 
will be assumed that at the chamber exit plane, Z = L, the 
mean flow velocity is uniform and axial only, with magnitude 
u.; then if combustion is completed within Z < L, du./ dz ~ 0 
at z = L. Generally, u t , 11, 011/0Z, etc., all have non vanishing 
values at z = L. It happens that the most convenient way 
to specify the boundary condition is to relate the pressure 
disturbance to the axial component of the velocity fluctuation 
through an admittance function A: 
A. = 'Yu.' /11. (14) 
where u.' is the axial component of u' at z = L. In view of 
the foregoing remarks concerning the mean flow velocity, sub-
:3 
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Fig. 3 Real part of nozzle adlllittance as a function of 
challlber exit Mach nUlllber for several values of {3 (II = 0) 
stitution of u.' from (14) into the axial part of (10) evaluated 
atz = Lgives 
! 011 = -ik[:i + 111. ! ()211] 
11 oz a a 11 OZ2 
z = L (15) 
The quantity A depends upon, among other things, the fre-
quency of oscillations and the geometry of the nozzle. Cal-
culation of the admittance function is a difficult problem and 
can be achieved only by considering the behavior of small 
amplitude waves in a nozzle with variable mean flow tem-
perature, density, and velocity up to a sonic throat. An 
approximate solution has been discussed 10 for slen~er. nozzles 
in which the mean flow varies linearly; the analysIs IS based 
partly on earlier treatments of the one-dimens~onal prob.lem 
by Tsien and Crocco, but it leads to results partIcularly SUIted 
to the present treatment of the axisymmetric chamber 
problem. The proper boundary eondition along the ~ozzle 
wall can be satisfied by using nonorthogonal coordmates 
defined in such a way that one coordinate surface coincides 
with the nozzle. Details of this procedure will not be pre-
sented here; some typical numerical results ar~ shown in 
Figs. 1-4 taken from Ref. 10. The real and imagmary parts 
of A/a are }l and 0, respectively. The parameter (3 . 
x*w/a*; a* is the speed of sound at the throat, and x. IS 
defined by z/x* = u/a*, where u(z) is the (axial) mean flow 
speed in the nozzle. The mode considered is identified by 
v = X*K mn, with Kmn defined by Eq. (24). . 
The curves for v = 0 in the figures shown agree WIth the 
calculations carried out by Crocco l for the one-dimensional 
case. It should be noted that (3/v = W/Kmna*, and, by using 
1.0 
I 
I 
12 ---1 
,\1-10 
:y-1.2 
o 0.2 0.4 M. 0.6 0.8 1.0 
Fig. 4 Real part of nozzle adlllittance as a function of 
challlber exit Mach nUlllber for several values of {3 (JI = 10) 
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Iatt'r results for w, it ran be shown that, in any practical case, 
fJ > v by an amount sufficiently large that Jl. and () always 
must be positive. 
Approximate Solution for Mode Shapes 
and Eigenvalues 
Exact solution to Eq. (11) for 1'/ does not appear possible, 
but a rather simple iterative procedure can be constructed 
by first defining Green's function G(r,¢,z I ro,¢o,zo) satisfying 
the equation 
(16) 
oCr - ro) is the delta function in three dimensions. Many of 
the following operations used to gain approximate solution 
are discussed at length in Ref. 11. An integral equation for 
1'/ can be found by multiplying Eq. (11) by G, Eq. (16) by 
1'/, subtracting the two equations, and integrating over the 
volume of the chamber. After application of Green's theo-
rem, one finds the desired formal result: 
1'/(r) = f f fG(rlro)h(ro,1'/)dVo (17) 
where G must satisfy the same boundary conditions as does 
1'/, and the region of integration includes no part of the 
nozzle. Because of the term involving 1'/-1021'//OZ2 in (15), 
there is some difficulty with the boundary condition at z = L. 
However, to first order, 1'/ has the form of (19) (see subsequent 
discussion) so that the noted term is then independent of r. 
Thus the difficulty can be overcome approximately, and 1'/-1 
01'//oz and G-loG/oz may be set equal to the same function, 
namely, the right side of (23). 
After some labor (see Ref. 10), the function G (which is 
the solution for a unit harmonic source placed at ro and sub-
ject to the proper boundary conditions) can be expanded in 
a series of eigensolutions for Eq. (11) with h = 0: 
G( I ) = ~ ~ tfpqs(r)tfpqs(ro) r ro L.J E 2 (k2 k 2) q,s=O pqs - pqs (18) 
p= - 00 
where 
{
sin(p¢) p > 0 
tfpqs(r) = cos({3.Z)Jp(Kqsr) ( A.) 0 (19) 
cos Po/ p ~ 
f 2'lTfRfoL EpqS2 tf pqs 2 dzrdrd¢ = --o 0 0 €p _ ) 1 P = 0 (20) €p - l2 p,= 0 
EpqS2 = 7r~2L (1 - R~:l)[Jp(KpqR»)2 [1 + sin~~iL)J (21) 
k pQS2 = Kpl + /3s2 (22) 
The {3. are the roots, for fixed k and Ks, of 
(3. tanh(2{3sL) = -k[(A/a) - M.(K./k)2] (23) 
and the K. are the roots of the same equation but with k2 re-
lated to K.2 by k2 = Kpq2 + K.2 and with K. in place of /3s. 
In all cases A/a must be treated as a complex function of the 
complex variable k. Finally, the Kpq are the roots of 
r = R (24) 
These complications with {3.,K., etc., arise because the 
boundary condition (15) prevents easy construction of a set 
of orthogonal eigensolutions of the homogeneous problem 
for Eq. (11) independently of kpqs. Only certain results 
have been outlined here; further details may be found in 
Chap. 11 of Ref. 11 and in Ref. 10. 
Since A/a,k,kpq.,K" and {38 are in general complex, it is ex-
tremely tedious to extract numerical results according to 
this procedure. Of these quantities, k2, given in Eq. (25) 
for the complete problem, is required ultimately for deter-
mining the stability eharacteristies; in the next section, a. 
special approximate exprpssion for kp</.2 will be given. 
The important point is that it is a Himple matter to solve 
Eq. (17) approximately by successive substitutions, and, by 
using the expansion (18), one obtains simultaneously an ex-
pression for the complex wave numbers of the standing wave 
modes. It should be noted that, no matter what (reason-
able) function is substituted for 1'/ in h under the integral, 
the result given by (17) for 1'/ necessarily satisfies the correct 
boundary conditions. A sufficiently good approximation 
within the assumptions outlined previously is to set 1'/ = 
tfmnl under the integral; the indices mnl will be used to denote 
a particular mode. 
It is presumed that the problem to be solved when h is 
nonzero is truly a perturbation of the exactly solvable prob-
lem for h = 0 in the sense that it is possible to proceed con-
tinuously from one to the other by appropriately varying h. 
The solutions 1'/ in both the perturbed and unperturbed prob-
lems satisfy the same boundary conditions (13) and' (15). 
Useful information therefore may be gained by separating 
off the mode tf N to which 1'/ tends when h tends to zero; 
tfN may, of course, be anyone of the "natural" modes. Sub-
stitution of (18) into (17) then gives 
1'/N(r) = EN:(~~~r~N2) I I I tfN(rO) h(ro) dVo + 
~ €atfa(r) III fdN Ea 2(k2 - k(2) tfa(ro)h(ro)dVo 
The indices a == pqs and N == mnl are abbreviations for the 
three-tuple identification just used. For h .... 0, the coeffi-
cient of tf N is finite (k .... kN ), and the normalization can be 
chosen at will. It is convenient to perturb from tfN: 
so that the normalization leads to the important requirement 
k2 ~ kN2 + kv/EN2) f f ftfN(ro)h(ro,tfN)dVo (25) 
Note that the approximation 1'/ ~ tfN has been made in 
h(r,1'/). Higher approximations may be found by successive 
iterations in the foregoing expression for 1'/, but formula (25) 
is sufficiently accurate, providing M and all fluctuations are 
small. Here, k is the complex wave number for the complete 
problem; kN is the complex wave number for h = 0 but with 
the proper boundary conditions so that it contains all effects 
of the discharge nozzle. Equation (25) contains all the 
information one can gain from this analysis of standing 
pressure waves. It remains only to evaluate the integral 
and to find an approximate expression for kN = k mnl • 
If a small quantity, say, €, is introduced as a measure of the 
amplitude of the pressure oscillations, the argument leading 
to Eq. (25) can be made somewhat more satisfying in a 
formal sense. For then, if one assumes that We' is of order I I 
€ (i.e., We' proportional to 1'/ as later remarks indicate), it is a 
straightforward matter to determine (25) as the first-order 
(in €) approximation to k2• 
The preceding discussion has been based in part on the as-
sumption that the area of the nozzle entrance is equal to the 
cross-sectional area of the chamber. This, however, is not 
always the case in large scale devices or in laboratory ex-
periments.5 - 8 The difference obviously will have some in-
fluence on the frequencies and damping of oscillations in the 
chamber. Such an effect can be incorporated largely in kN 
and can be treated approximately by simple modifications of 
the fore mentioned procedure. 10 As one wo.uld expect, when 
the nozzle area is smaller than the chamber cross section, the 
II The assumption is implicit in the steps leading to Eqs. (10) 
and (11). 
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frequeneies of oscillation are incrt'as('d and the damping effect 
of the nozzle is decreased. relative to the case treated here. 
Calculation of k and a Stability Criterion 
As the problem has been formulated here there are three 
main features. The cause of any instability'must be related 
to the energy released by combustion; this may be compen-
sated by the damping effects of the discharge nozzle and by 
convection of energy from the chamber by the mean flow. 
Since the formal representation of the pressure oscillations 
contains a factor eiakt stability of a particular mode is at-
tained when the imaginary part of the corresponding k is 
greater than zero. Often in previous studies the imaginary 
part has been set equal to zero, thus restricting subsequent 
calculations to the Hstability boundary." The principal 
result obtained here is a formula for this quantity, valid near 
as well as at the stability boundary. Furthermore, as one 
would expect from a linear approximation, the main effects 
of energy release, mean gas motion, and the discharge nozzle 
are separated. 
The integral in (25) can be evaluated most easily if the 
mean flow velocity is assumed to be axial and a function of z 
only. Departures from this approximation mainly distort the 
waves in the chamber, an effect that should not influence 
~ate.rially the conclusions reached below. Then the separa-
tIOn Just noted may be exhibited explicitly in k 2 : 
(26) 
LN = ik IIf if;N {(2M _ 1 d2M)Ot/lN + 
. k 2 dz 2 oz 
dd~ (~t/lN - ~ O~~2N)} dVo (27) 
II D (we') XN = I t/lN Dt pe dVo (28) 
where D/Dt = iak + u%z, and u(z) is now the (axial) mean 
flow speed. 
Con~ider first the contribution by the nozzle, contained in 
kN • Smce the Kmn are tabulated, it is necessary only to com-
pute K z, of which there are an infinite number for each Kmn. 
It follows from the definitions of f3z and Kz that, in the Nth 
term of the expansion (18), f3z = Kz; thus kN2 is computed 
from (22) with f3 z2 replaced by K Z2. Then K z must be com-
puted from 
K _ ~ (KZ2 + Kmn2)1/2 tanh(iKzL) = Me (K Z - (29) 
Z2 + Kmn2)1/2 a Kz 
in which A/a = JI. + if) is a function of both Kmn and the 
angular frequency, the real part of 'aCKz2 + Kmn2)1/2. Equa-
tion (29) eventually will yield values for nz,A I in KIL = 
nz + iA I . Generally, this will involve some sort of trial-
and-error calculation, since explicit expressions for nl and 
Az cannot be obtained except when Kmn = O. One approach 
is to split Eq. (29) into its real and imaginary parts, giving 
two coupled algebraic equations that might be solved nu-
merically. An alternative approach may be to modify the 
graphical procedure used, for example, in Chap. 3 of Ref. 12. 
In any case, .values first must be assigned to ~We and Kmn, so 
that calculatIOns of this kind are best carried out in specific 
instances. 
Suppose, on the other hand, that conditions are such that 
Az/n, «1. It is then a simple matter to deduce the approxi-
mate expressions from Eq. (29): 
Al = ~ In{CI +r)2 + S2} 
4 (1 - r)2 + S2 
with 
These formulas are correctly obtained from (30) when K".n 
O. Evidently, as one would expect, the damping and fre-
quency of "standing" oscillations in the chamber are more 
dependent, respectively, on the real and imaginary parts of 
the nozzle admittance function. If, in addition, (r/s)2 « 1, 
then the simple formulas result: 
Al ~ [JI.( 1 + K~:~)2 - ~feJ X 
{82 [1 + (Kmn2L2/nz2)] + 1} -1 
[1 + (Kmn2L2/nz2)] 
n l ~ l7r - tan -If)(l + Kmn2L2) nz2 
(30) 
(31) 
Even with these approximations, it is not possible fully to 
uncouple Al and nz if Kmn ,e O. 
Corresponding to these results, the real and imaginary 
parts of a kN = WN + iXN are 
WN ~ L[CKmnL)2 + {Z7r - tan-1f)(1 + (K~)2)rJ1/2 (32)1 
X T ~ anl/L 
1\ - [n/2 + (KmnL)2)1/2 (33) 
Equations (32) and (33) are quite special cases but do illus-
trate the important effects. 
The influence of a nonzero mean flow appears largely in 
LN ; an explicit result can be obtained when M(z) is speci-
fied. The simplest, and yet not unrealistic, variation for ~1 is 
2lf = { (Z/L')~~f' 1~fe o ~ z ~ L L' ~ z ~ L 
and the integrations in (27) lead to the approximate result 
ENLN ~f.. [~ + 1 ( K 2)-1J EN2 ~ 2 aL (l,W - X) -2- + 1 + k~ (34) 
Since by supposition X/ W « 1, the most significant part of 
(34) is the imaginary part, ibAf.w/aL, where the constant b 
ranges from about 2 for purely radial modes (K z = 0) to 
around 4 for purely axial modes; the precise value of b is not 
important here. The mean flow, therefore, contributes 
largely to damping of waves by convection of energy out of 
the chamber. There is a slightly destabilizing effect due to a 
nonzero mean flow at the exit, proportional to M., and appear-
ing in (30) and (29) which arose from the boundary condi-
tion set at the chamber exit plane. The reason for this term 
is that convection causes a portion of the pressure fluctuation 
to be in phase with the velocity fluctuation at z = L, as 
shown by Eq. (10), so that a net amount of work can be done 
on the waves in the chamber during each cycle. This is a 
much smaller effect than that of gross convection of waves 
out of the chamber. 
Thus it appears that one can compute the first two terms 
in (26) without excessive difficulty. On the other hand, 
# A formula similar to this has been given by Crocco and 
Cheng for the one-dimensional problem [Eq. (3.11.20) of Ref. 1]. 
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evaluation of XN i~ substantialJy more tr()uble~ome, since 
it is necessary to r:epresent the tombustioll proee~s and, in 
lJarticular, its delJendenee on lJressure filletuations. The 
difficulties in doing so art' twofold: combustion, even in a 
static situation, is not thoroughly understood, and in the 
present case the propellants follow unknown paths through 
a varying pressure field. However one may choose to de-
scribe the burning of propellants, it seems clear that there 
must remain one or more quantities that may be given at best 
qualitative interpretation. It is therefore fortunate that XN 
can be calculated separately, for this affords the opportunity 
for studying various proposed mechanisms for instability. 
Two representations will be discussed briefly here. 
The first is due to Crocco and has been discussed at length 
in Ref. 1. The central idea is that the rate of combustion is 
determined largely by the state of the chamber gases and 
that, so far as a particular element of propellant is concerned, 
the burning rate is affected most significantly by the state 
of the gases during an (undetermined) interval-the "sensi-
tive time lag"-just prior to combustion. With the addi-
tional assumption that variations in burning rate can be cor-
related with fluctuations in pressure, an expression for per-
turbations in mass addition to the gas phase has been deduced 
for combustion of liquid propellants. The argument can be 
applied equally well to a description of fluctuations in energy 
release. 
Let rh be the total mass flow in the chamber and q the heat 
of reaction per unit mass for the particular propellant com-
bination used. A "distribution function" fer) can be defined 
such that qrhf is the energy released per unit time and volume 
in the chamber during steady operation. Clearly f is normal-
ized, if combustion is "complete" within the chamber, to 
satisfy 
f f f fdVo = 1 (35) 
the integral being over the chamber volume. A straight-
forward re-interpretation of the argument given in Ref. 1 
leads to an expression for W c' : 
We' = nqrhf (r) (l-e-iWT ) 7J (r) (36) 
in which T is the time lag and n is a "pressure interaction 
index." The latter quantity arises most simply upon as-
suming the combustion rate proportional to pn but appears 
also, for example, if an Arrhenius rate law is used, subject 
always to the restriction of small changes in pressure. 1 
The result (36) depends upon the history of an element of 
propellant along its path to the region where combustion 
occurs. Alternatively, one might direct attention ab initio 
to the region of combustion; one formula resulting from such 
an approach may be deduced in the following manner. 10 It 
is supposed that We' can, perhaps artificially, be split into 
the product of a pure rate and the associated energy released 
per unit volume. For small fluctuations, it is sufficiently 
accurate to assume, as before, that changes in the reaction 
rate may be correlated with changes in pressure. Thus a 
small change in the local rate of reaction is proportional to 
lIW, where w is a mean reaction rate independent of position 
in the chamber (since the mean pressure is assumed uni-
form); hence, in particular, lIW vanishes with 11. However, 
the amount of energy actually released where 11 ~ 0 depends 
in some sense on the local energy release in steady operation. 
For example, if there is no energy being liberated in some 
region, then a small change in pressure usually will not alter 
this situation. If, on the other hand, where combustion is 
taking place there is a reservoir of "activated" but unreacted 
particles, then for 11 > 0 more energy is released and for 11 < 0 
less energy is released than in the unperturbed state. It is 
simplest to suppose that the excess energy released when 
11 > 0 at a point (11 "-J eiwt here) is some (unknown) fraction 
of the amount of "available" energy (see Refs. 10 and 13) 
accumulated when 11 < 0; this in turn is proportional to the 
prodllet of qlhj and 7r/ w, the time in whieh 11 < 0 during each 
cyele. Combination of t.hese argumt'nts gives 
(37) 
in which ~ is an unknown "constant" and e ~i~ represents a 
possible phase difference between oscillations in pressure and 
energy released. This expression is valid at best for steady 
oscillations; the unknown quantities ~ and E may depend on 
w. One might expect, for example, that E has a value ap-
proximated by the ratio of a combustion "relaxation time" 
to the period of the oscillations. 
Since (36) and (37) arise from distinct qualitative argu-
ments, there is really no basis for expecting strict correspond-
ence between the two relations. It is possible, of course, to 
obtain two equations between n,T,~,f by separating the real 
and imaginary parts of (36) and (37). Some further re-
marks concerning these expressions for We' will be offered 
later. 
In any event, XN will be a complex quantity. The real 
part affects the angular frequency of oscillations and is of 
secondary interest. It is, in fact, a small quantity, and W is 
nearly equal to WN, as experiments 1, 3, ~ have shown. 'Vith 
dilf/dz = 0 at z = L,A« w, and (36) for TV/, one finds 
Im(XN) s:: nq;w {fff [(1 - COSWT)t/;X2 + 
~ sin(wT)t/;N ~ Olft/;N)]!dVo} (38) 
W vz 
and, if (37) is used for We', 
Im(XN) = ~~;w {fff [COS(f)t/;N2 + 
~ sin(f)t/;N ~z (Mt/;N)]!dVo} (39) 
Since M has been assumed small and wL/a > 1, it appears 
that, under conditions most favorable for unstable oscilla-
tions, COSf I"V 1, COSWT I"V 1, and the first terms in (38) and 
(39) dominate. After invoking various assumptions previ-
ously discussed, the real and imaginary parts of Eq. (26) 
finally yield 
(40) 
(41) 
As already noted, wL/ a is given principally by the first term 
in (40) which is closely equal to the usual acoustics formula 
for a closed chamber. The simplified formulas (32) and 
(40) show that the frequencies of oscillations should be some-
what less than those for a closed chamber; this is in accord 
with observations (e.g., Refs. 1, 3, and 4). It is then suffi-
ciently accurate to set WN/ w ~ 1 in A. 
Interpretation of these results is simplified by defining the 
dimensionless quantity Ie: 
(42) 
where 
(43) 
There is a value of Ie for each mode; according to Eq. (41), 
Ie> 1 if the. mode is stable. The definition is merely the 
ratio of damping to destabilizing influences as they appear 
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in the exponential time factor of the expression for the mode 
shape. 
Discussion of Results 
Because of the simplicity of (42), it is quite easy to deter-
mine the effects of the various variables in the problem. Al-
though in practice it is not always possible to change only one 
quantity while holding all others constant, it is convenient 
for the sake of discussion to consider each factor separately. 
In principle, it should be possible to use (42), or equivalent 
formulas, in quantitative interpretation of experimental 
data. -Unfortunately, published reports contain insufficient 
information [especially, fer) is not known], and the best that 
can be done at present is to seek qualitative verification. 
Before the important question of scaling is treated, several 
significant conclusions based on (42) should be noted, bearing 
in mind that any effect tending to decrease I c is a "destabiliz-
ing" influence. The numerator contains the features (ac-
counted for here) that may be called "inherently" damping, 
namely, the discharge nozzle and the mean flow, which, 
roughly, carries energy out of the chamber. Both of these 
appear essentially as chamber exit conditions, since the con-
stant b is relatively insensitive to the mean velocity dis-
tribution within the chamber. The quantity AN, repre-
senting the damping effect of the nozzle, is closely propor-
tional to a/L [cf., Eq. (33)], so that DN is independent of 
a/ L. Thus, the effect of any damping that takes place at 
the chamber exit must be inversely proportional to L as it 
appears in A and Ie. That is, for a particular value of damp-
ing DN , a smaller fraction of energy in the chamber can be 
removed in unit time the longer the chamber. In addition, 
DN itself decreases as L (or R) is increased, for then WN de-
creases, and hence, according to Fig. 1, so also does J.L. This 
holds for a linear variation of the mean flow velocity in the 
nozzle but may not always be true. 9 It should be noted that 
for l = 0 (modes not involving fluctuations in the axial di-
rection) the nozzle contributes no stabilizing influence; 
experiments3 indicate at least that changes in the nozzle have 
no effect on those modes. Calculations such as those shown 
in Figs. 1-4 can be used to deduce the consequences of modi-
fications in the nozzle. 
Additional terms will appear in DN if other sources of 
damping are included. For example, the suggestion has 
sometimes been made that the Reynolds number is a signifi-
cant dimensionless group in scaling procedures, since the 
viscous stresses in the chamber tend to stabilize oscillations. 
That this effect is in fact very small compared to the two 
effects represented in (43) can be shown quite easily. The 
simplest estimate follows from a calculation similar to one 
that may be found in Lamb's Hydrodynamic8. 20 If the vis-
cous stresses (for constant viscosity coefficient) are included 
in the ordinary acoustic equations, the wave equation becomes 
02rJ/ot2 = [a2 + ~v(%t) ]V2 rJ 
where v is the kinematic viscosity based on mean chamber 
conditions. ·When rJ "-J exp(ikat) , one finds (V2 + K2)rJ = 0, 
with K2 = k 2 [1 + fik(v/a) ]-1. Now if the nozzle and mean 
flow are ignored, K2 is a real number for the modes associated 
with a closed chamber: K2 = (trl/ L)2 + Kmn2. With 
k = (w + iA)/a as before, one finds the approximate rela-
tion, A ~ VK2 or, since K ~ w.v/a, A ~ 1v(WN/a) 2. This 
may be compared with, say, the damping by convection of 
energy out of the chamber by the mean flow; the ratio of 
these two quantities is (3bJI.a 3)/(4w,v2Lv). At the tempera-
tures and pressures appropriate to rocket chambers, a ~ 3 X 
103 fps and v ~ 10-4 ft2/sec. Hence, for typical values of b 
and WN, even if L is as small as 1 ft and 1.11. as low as T~O' the 
effect of damping due to convection by the mean flow is 
roughly 105 times as large as that due to viscous stresses in 
the central part of the chamber. Although it is true that 
the stresses within boundary layers at the walls may be 
much larger, these act only in a small part of the chamber 
and cannot affect the acoustic waves present in the remaining 
volume. 
The most interesting part of leis the denominator; sup-
pose, to simplify writing, that the first terms of (38) or (39) 
are dominant, and one can write approximately 
(44) 
in which the form of (3 depends on the expression chosen for 
We'. The group qrh{3/p contains all the characteristics of 
the propellants and the average thermodynamic conditions 
in the chamber. One can deduce very easily the influence of 
these variables when a particular form for We' has been 
selected. In Ref. 10, for example, qualitative agreement 
with certain experimental results has been found when Im(XN) 
is given by (37). The changes examined include both pro-
pellant properties and geometry. 
It is more appropriate here to consider the question of 
scaling. Particularly, one is interested in the consequences 
of increasing size; a large part of practical concern with the 
instability problem originates with difficulties encountered 
in constructing large rocket motors based on experience gained 
from smaller motors. It appears that a sufficient increase 
in size inevitably leads to an instability of the kind discussed 
here. 3, 4 Although there are some discussions (e.g., Refs. 
13-16) of scaling from the point of view of dimensional 
analysis and physical similarity, the large number of possible 
parameters severely limits the value of such an approach. 
But with a more detailed study, one has some means of as-
sessing the relative importance of certain variables, as just 
illustrated in connection with the Reynolds number. A 
useful definition arising from (42) and (44) is 
FN = (€NVc/2EN2)fVtN2fdVo 
where Vc is the chamber volume; Ie becomes 
aL-IDN 
(45) 
(46) 
with c* pm/A t the characteristic velocity commonly used 
in analyses of rocket motors. The throat and chamber 
cross-se~tional areas are At and Ae. In order to emphasize 
changes of scale, it will be supposed here that the nozzle 
shape, chamber exit Mach number 1.11., and the average 
temperature and pressure within the chamber are not altered. 
Consequently, the combination A t/c* Ae remains sensibly 
constant, and DN changes mainly in response to changes in 
the frequency of oscillations. 
Because of the normalizations of VtN [Eq. (20)] and f [Eq. 
(35)], FN remains constant if geometric similarity is pre-
served and if the shape fer) of the distribution of energy re-
lease does not vary. The combination qFN/Ve is proportional 
to the average amount of energy released per unit volume 
and mass flow and "consumed" in maintaining the pressure 
oscillations. Since c* is closely a function of chamber tem-
perature only, the mass flow rh must be proportional to the 
cross-sectional area of the chamber when p and Tremain 
constant. Hence, if strict geometric similarity is main-
tained, the average energy released per unit volume is pro-
portional to Ac(qFN/VJ, which varies as L-l. This stabiliz-
ing tendency, for increased L, precisely compensates the 
corresponding effective decrease in damping just noted. 
Under the conditions supposed, the effect of changing size 
therefore appears entirely in DN(WN/{3). If the nozzle ad-
mittance function behaves as shown earlier, then an increase 
in size is unfavorable for all modes for which l ~ 0 since 
the frequency, and hence DN , decreases. If (36) is used for 
W/, then (3 contains W ~ WN as a factor, and the changes 
in DN and COs(wr) are the only consequences of changing 
scale. On the other hand, if (37) is used, (3 depends on 
WN only to the extent that ~ does. In either case, DN(WN/ (3) 
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may vary rather strongly with WN. That Ie should, in fact, 
decrease with decreasing frequency for all chamber modes is 
suggested by two experimental results: instabilities arise 
when a particular design is scaled up, and only the lowest 
modes have been observed in any motor of a fixed size. 
It thus appears that the present results may contain an ex-
planation for these observations, although a convincing quan-
titative demonstration is yet to be carried out. 
Furthermore, the only way to correct such a tendency for 
all modes under the conditions supposed here is to effect 
a change in FN by changing fer). It is obvious on physical 
grounds, for example, that, if combustion occurs only at 
pressure nodes of a particular mode, then that mode cannot 
be sustained; this has been pointed out in Ref. 1. It is an 
immediate result from (46), for if f ~ 0 only where 1/;N2 -+ 0 
then F N -+ 0 and Ie -+ co; the reason for this may be traced 
back to the assumption that fluctuations in energy release 
are proportional to fluctuations in pressure. Generally, it 
is desirable to have FN as small as possible for the lowest 
modes. 
One then concludes that, within the assumptions adopted 
here, the most effective means to influence the stability of 
standing pressure oscillations is to change the distribution of 
combustion in steady operation. This is accomplished most 
obviously by modifying the injection system, although the 
distribution of burning is coupled also to the chamber geom-
etry and the gas motions (swirling, etc.). The conclusion 
is at least consistent with experience, for instabilities have 
been cured in full-scale devices by just such a procedure, 
and the importance of the distribution of combustion also 
has been demonstrated in laboratory experiments dealing 
with radial oscillations8 and treating purely axial modesY 
The "transverse" modes also have been studied experi-
mentally in Ref. 18, using a sector motor. 
Similar arguments can be carried through for other scaling 
procedures,IO but in any case the distribution of combustion, 
and hence the injection system, must be of primary impor-
tance in correcting an unstable mode. Changes in other 
variables, as for instance the chamber pressure, very well 
may be useful, but the precise behavior of Ie depends on the 
expression chosen for We'. 
This discussion is in no sense complete, chiefly because of 
the uncertainties associated with We' and f(r). Application 
of the stability criterion deduced here rests on a priori choice 
of an expression for We'. The proper values of fer) prob-
ably should be estimated from experience, since accurate 
prediction by analysis seems out of the question. Labora-
tory experiments then may serve both to test the stability 
criterion and to clarify the form of f(r). 
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