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AN IMPROVED BOUND IN WIRSING’S PROBLEM
DMITRY BADZIAHIN, JOHANNES SCHLEISCHITZ
Abstract. We improve the lower bound for the classical exponent of approxima-
tion w∗
n
(ξ) connected to Wirsing’s famous problem of approximation to real num-
bers by algebraic numbers of degree at most n. Our bound exceeds n/
√
3 ≈ 0.5773n
and thus provides a reasonable qualitative improvement to previous bounds of order
n/2+O(1). We further establish new relations between several classical exponents
of approximation.
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1. Wirsing’s problem: Introduction and main results
In this paper we are concerned with approximation to a transcendental real number
ξ by algebraic real numbers α of degree at most n. A classical setup is to relate the
quality of approximation |ξ−α|with the naive heightH(α) of the minimal polynomial
of α over Z with coprime coefficients, that is the maximum modulus of its coefficients.
In 1961 Wirsing [30] defined the quantity w∗n(ξ) as the supremum of w
∗ for which
the estimate
|ξ − α| < H(α)−w∗−1
has infinitely many solutions in algebraic real numbers α of degree at most n.
A longstanding open problem posed by Wirsing in [30] is to decide whether the
quantity w∗n(ξ) is always bounded from below by n. For n = 1 this is true by
Dirichlet’s Theorem. In fact, by the theory of continued fractions, the estimate
|α − ξ| < cH(α)−2 has infinitely many solutions in rational numbers α = p/q (s.t.
H(α) = max{|p|, |q|}) for any c > max{1, |ξ|}/√5, see [25, Theorem 2F in Chapter
I]. It was further verified for n = 2 in a paper of Davenport and Schmidt [8] from
1967, who similarly established an estimate of the form |α − ξ| < cH(α)−3 with
some explicit c = c(ξ) for infinitely many rational or quadratic irrational numbers.
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In fact, the numbers α can be chosen quadratic irrationalities [22]. Furthermore, a
combination of Sprindzˇuk’s famous result [28] with [30, (7)] implies that almost all
ξ with respect to Lebesgue measure satisfy the identity w∗n(ξ) = n for any n ≥ 1.
The identity also holds for any algebraic number ξ of degree larger than n by an
application of Schmidt Subspace Theorem [3, Theorem 2.9]. Apart from that, for
n ≥ 3 and general ξ, Wirsing’s problem remains open.
It should be mentioned that a similar problem with respect to approximation by
algebraic integers was answered negatively. For the case of approximation by cubic
algebraic integers counterexamples were found by Roy [15].
A bound of the form w∗n(ξ) ≥ n/2 + 1 − o(1) as n → ∞ was established by
Wirsing himself in the same paper [30]. This had so far only been mildly improved
by some additive constant. Bernik and Tsishchanka [2] were first to improve the
bound to an expression of order n/2 + 2 − o(1), and this was refined in follow up
papers by Tsishchanka, the latest [29] contains the best currently known bound of
order n/2 + 3− o(1) (as n tends to infinity). In this paper we finally go beyond the
bound of order n/2+O(1) by establishing the estimate w∗n(ξ)/n > 1/
√
3 > 0.57. To
state our main results in a compact form let us define
w∗(ξ) = lim sup
n→∞
w∗n(ξ)
n
, w∗(ξ) = lim inf
n→∞
w∗n(ξ)
n
.
Then we show
Theorem 1.1. Let n ≥ 4 be an integer. Let ξ be any transcendental real number.
Then we have
w∗n(ξ) >
1√
3
· n = 0.5773 . . . n.
In particular w∗(ξ) ≥ 1/√3. Moreover,
(1) w∗(ξ) ≥ δ,
where δ = 0.6408 . . . is given as G(γ0) where
(2) G(t) =
4(t− t2)
2t2 + 2t− 1 +√4t4 + 24t3 − 32t2 + 12t+ 1
and γ0 is the root of Q(t) = 4t
4 − 12t3 + 10t2 − 6t + 1 in t ∈ (0, 1/2).
Clearly if Wirsing’s problem has a positive answer then w∗(ξ) ≥ 1 for any transcen-
dental real ξ. However, it seems that there is no easy argument available to deduce
any lower bound better than 1/2 even for the larger quantity w∗(ξ). Theorem 1.1
follows from optimization of m in the following result.
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Theorem 1.2. Let n ≥ 4 be an integer and ξ be a transcendental real number. Then
for any 1 ≤ m < (n− 1)/2 one has
w∗n(ξ) ≥
4mn+ 6n− 4m2 − 8m
2m+ 2− n +√n2 + 12mn+ 20n− 12m2 − 24m+ 4 .
A slight improvement of the bound can be derived by our method. However, the
resulting bound is a root of a complicated cubic polynomial and the refinement is
too insignificant to improve on the factors 1/
√
3 and δ of Theorem 1.1. See the
comments below the proof for details. It is also worth noting that for n ≤ 24, the
bound by Tsishchanka [29] for w∗n(ξ) is better. The table below compares the bound
of [29] with those from Theorem 1.2 with suitable m for some particular values of n.
n Tsi BS
3 2.73 -
4 3.45 2.64
5 4.14 3.34
10 7.06 6.42
20 12.39 12.16
24 14.46 14.46
25 14.98 15.04
30 17.55 17.92
50 27.70 29.46
100 52.84 58.32
1000 502.98 577.92
While other approaches to Wirsing’s problem rely on counting algebraic num-
bers in small intervals, see for instance the recent preprint by Bernik, Goetze and
Kalosha [1], our result relies solely on relations between different exponents of Dio-
phantine approximation defined in Section 2.1 below. Thereby we build up on ideas
of Wirsing [30], Davenport and Schmidt [9] and Laurent [11].
For variants of Wirsing’s problem that have been studied, including prescribing
the degree of α as equal to n (see [6]) or considering algebraic integers α of degree
n + 1 as in [15], our method does not apply. The concrete obstruction is identified
in Section 5.1. Nevertheless we conjecture that the claims remain true.
2. Other classical exponents of approximation
2.1. Exponents of Diophantine approximation. Apart from w∗n(ξ) itself, the
most important exponents in this paper are λ̂n(ξ), defined as the supremum of λ
4 DMITRY BADZIAHIN, JOHANNES SCHLEISCHITZ
such that the inequalities
(3) 1 ≤ x ≤ X, L(x) := max
1≤j≤n
|ζjx− yj| ≤ X−λ,
have an integer vector solution x = (x, y1, . . . , yn) for all largeX . An easy application
of the Dirichlet’s theorem implies that λ̂n(ξ) is bounded below by 1/n. On the other
hand, Davenport and Schmidt [9] verified that λ̂n(ξ) does not exceed 2/n. Thus it
may vary only up to a factor 2. Slight improvements of the upper bound for odd
n by Laurent [11] and for even n by Schleischitz [23, 18, 24] were obtained later.
See also Roy [13] for n = 3. Note that it follows from Davenport and Schmidt [9,
Lemma 1] that any improvement of the factor 2 separating the upper bound from
the trivial lower bound 1/n would directly lead to an improvement of the factor
1/2 in the Wirsing’s problem (as we establish in this paper), see Section 5.1. While
we are unable to provide such improvements for λ̂n(ξ), the underlying estimate of
Davenport and Schmidt is a crucial ingredient in our argument.
We will sporadically make reference to the ordinary exponents λn(ξ) defined sim-
ilarly, but where we impose that (3) has a solution for some arbitrarily large values
of X . This weaker condition is reflected in λn(ξ) ≥ λ̂n(ξ). We will further employ
the dual linear form exponents wn(ξ), ŵn(ξ) defined as the supremum of w so that
the system
1 ≤ max
1≤j≤n
|aj| ≤ X, |a0 + ξa1 + · · ·+ ξnan| ≤ X−w
has a solution in integers a0, . . . , an for arbitrarily large X and all sufficiently largeX ,
respectively. These exponents also satisfy wn(ξ) ≥ ŵn(ξ) ≥ n by the Dirichlet box
principle, and again in [9] Davenport and Schmidt found the upper bound 2n−1 for
the uniform exponent ŵn(ξ), as well as an improved bound for n = 2 which turned out
to be sharp [14]. Again, as for λ̂n(ξ), the upper and lower bounds roughly differ by
a factor of 2 which for large n has not been improved so far. However, refinements
in the constant term were made first by Bugeaud and Schleischitz [5]. The proof
strategy in [5], in the light of later findings [19, 12], in turn yields slightly stronger
bounds, in particular ŵn(ξ) ≤ 2n− 2 for n ≥ 10. See also [21], where a conjectural
bound of order (1 + 1/
√
2)n− o(1) < 1.71n was motivated as well. Again, while we
do not improve the bounds for the exponent ŵn(ξ), another estimate from [5] linking
it with w∗n(ξ) is essential for this paper.
2.2. New relations between classical exponents. On the way to the main re-
sults we establish the following connections between various exponents of approxi-
mation which are of some independent interest.
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Theorem 2.1. Let m,n, ξ be as in Theorem 1.2 and assume
(4) λ̂n(ξ) >
1
n−m.
Then we have
(5) ŵn−m(ξ) ≥ (n−m)λ̂n(ξ) + n− 2m− 1
1−mλ̂n(ξ)
.
Moreover
(6)
wn−m(ξ) ≥ max
{
(n−m)λ̂n(ξ) + n− 2m− 2
1− (m+ 1)λ̂n(ξ)
,
(n−m)λn(ξ) + n− 2m− 1
1−mλn(ξ)
}
,
and conversely
(7) wn−m(ξ) ≤ n−m− 1
m+ 1
· (n−m)λ̂n(ξ) + n− 2m− 1
(n−m)λ̂n(ξ)− 1
.
Finally,
(8) wm+1(ξ) ≤ 1
λ̂n(ξ)
< n−m.
In fact, we only require (5) for the proof of Theorems 1.1 and 1.2. The bounds (5),
(6) are increasing in λ̂n(ξ) and non-trivial (i.e. exceed n−m). We remark that a very
similar argument would lead to the estimate w⌊n/2⌋(ξ) ≤ 1/λ̂n(ξ) if λ̂n(ξ) > ⌈n/2⌉−1
(note that it is an upper bound here), which leads to a contradiction, in view of
the reverse estimate w⌊n/2⌋(ξ) ≥ ⌊n/2⌋. This would yield an alternative proof of the
bounds for λ̂n(ξ) in [11]. We want to state the special case n = 4, m = 1 where much
cancellation occurs as a corollary.
Corollary 2.2. Let ξ be real transcendental with λ̂4(ξ) > 1/3. We have
3λ̂4(ξ) + 1
3λ̂4(ξ)− 1
≥ w3(ξ) ≥ max
{
3λ̂4(ξ)
1− 2λ̂4(ξ)
,
3λ4(ξ) + 1
1− λ4(ξ)
}
, ŵ3(ξ) ≥ 3λ̂4(ξ) + 1
1− λ̂4(ξ)
,
and
w2(ξ) ≤ 1
λ̂4(ξ)
< 3.
Comparing the left lower and the upper bound for w3(ξ) gives λ̂4(ξ) ≤ (
√
19 +
2)/15 = 0.4239 . . ., which is however weaker than the best known bound 0.3706 . . .
from [24] (a weaker bound in [23] differs only in the fifth decimal digit). The same
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method can be applied to any even n and m = n/2 − 1. Then Theorem 2.1 yields
that in the case λ̂n(ξ) >
2
n+2
one has
max
{
(n+ 2)λ̂n(ξ)
2− nλ̂n(ξ)
,
(n+ 2)λn(ξ) + 2
2− (n− 2)λn(ξ)
}
≤ wn
2
+1(ξ) ≤ (n+ 2)λ̂n(ξ) + 2
(n+ 2)λ̂n(ξ)− 2
.
This further implies λ̂n(ξ) ≤ 2/n− (4/3 + o(1))n−2 as n→∞, however again larger
than the bound in [23, Theorem 4.1] of order 2/n− (3.18 . . .+ o(1))n−2.
As for the exponent w∗n, we define the upper limits
ŵ(ξ) = lim sup
n→∞
ŵn(ξ)
n
, λ̂(ξ) = lim sup
n→∞
nλ̂n(ξ),
and accordingly, the lower limits ŵ(ξ) and λ̂(ξ). These quantities all lie in the interval
[1, 2], see Section 2.1. Another consequence of Theorem 2.1 reads
Corollary 2.3. For any transcendental real number ξ we have
ŵ(ξ) ≥
1− 2 · R
(
λ̂(ξ)
)
1−
(
λ̂(ξ) + 1
)
· R
(
λ̂(ξ)
)
+ λ̂(ξ) · R
(
λ̂(ξ)
)2 =: S (λ̂(ξ)) ,
and similarly
ŵ(ξ) ≥
1− 2 · R
(
λ̂(ξ)
)
1−
(
λ̂(ξ) + 1
)
· R
(
λ̂(ξ)
)
+ λ̂(ξ) · R
(
λ̂(ξ)
)2 =: S (λ̂(ξ))
where the function R(t) is given as
R(t) =
t−√2t− t2
2t
.
One can verify that the function S induces an increasing bijection from the interval
[1, 2] to itself. We compute S(1.5) = 1.0718 . . ., S(1.75) = 1.2038 . . ., S(1.99) =
1.7527 . . ., S(1.9999) = 1.9721 . . .. Corollary 2.3 complements [23, Theorem 3.4]
where reverse estimates in form of lower bounds for λ̂(ξ), λ̂(ξ) in terms of ŵ(ξ), ŵ(ξ)
respectively were established (formulated there for ordinary exponents but as stated
below the theorem it is true for uniform exponents as well).
Proof. Let ǫ > 0 be arbitrary. Then for n large enough we get λ := nλ̂n(ξ) > λ̂(ξ)−ǫ.
Fix some α ∈ [0, 1/2) and select m := ⌊nα⌋. Define c from the equation λ̂n(ξ) =
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c/(n − m). Then c = (1 − α)λ + o(1) as n → ∞. If c exceeds one, we may apply
Theorem 2.1 to get
ŵn−m(ξ)
n−m ≥
λ̂(ξ) + n−2m−1
n−m
1−mλ̂(ξ)
=
1− 2α
1− (λ+ 1)α+ λα2 + o(1), n→∞.
In the given range of α the expression is maximized for
α =
1
2
−
√
2λ− λ2
2λ
+ o(1), n→∞,
and inserting gives the first lower bound of the corollary as we may choose λ arbi-
trarily close to λ̂(ξ). Finally we check that the prerequisite c > 1 is equivalent to
λ+
√
2λ− λ2 > 2 for small enough ǫ and large enough n. This inequality is verified
for λ ∈ (1, 2), and for λ = 1 our claim holds for trivial reasons. The second lower
bound follows analogously. 
3. Preparatory concepts and the crucial lemma
In this section we prepare the proof of Theorem 2.1.
3.1. Minimal points and the key lemma. We will use the concept of minimal
points as for instance used in [9, 11]. Let n ∈ N and transcendental real ξ be
given. Consider the simultaneous approximation problem (3). Then n, ξ give rise to
a unique (up to sign) sequence of best approximations
xi = xi(n, ξ) = (xi,0, xi,1, . . . , xi,n), i ≥ 1,
with the property that L(xi) minimizes L(x) upon all integer vectors x = (x, y1, . . . , yn)
with 1 ≤ x ≤ xi,0. They have the properties
x1,0 < x2,0 < . . . , L(x1) > L(x2) > · · · .
The study of the sequence of minimal points is the basis of many results regarding
exponents of approximation, and we will make use of this concept in the following
key lemma whose proof is an adaption of the method by Laurent [11].
Lemma 3.1. Let n ≥ 2 be an integer and 1 ≤ m ≤ ⌈n/2⌉ another integer. Let ξ be
a transcendental real number that satisfies
(9) λ̂n(ξ) >
1
n−m+ 1 .
Then for any large i the vectors
(xi,0, . . . , xi,n−m), (xi,1, . . . , xi,n−m+1), . . . , (xi,m, . . . , xi,n)
formed from the i-th best approximation are linearly independent.
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It is worth pointing out that the lemma uses a slightly relaxed restriction on m
compared to Theorems 1.2, 2.1. The proof of Theorem 2.1 will demonstrate that in
contrast to the lemma, indeed some of its claims cannot be extended to the cases
m = ⌊n/2⌋ or m = ⌈n/2⌉.
Proof. Fix the values n,m and ξ from the lemma. We follow the proof of Laurent [11].
Let λ ∈ (1/(n−m+1), λ̂n(ξ)) be fixed for now to be specified later. For every i ≥ 1,
let h = hi be the smallest integer for which the (h+ 1)× (n− h+ 1) Hankel matrix
Vi(h) =

xi,0 xi,1 · · · xi,n−h
xi,1 xi,2 · · · xi,n−h+1
. . .
. . .
. . .
. . .
xi,h xi,h+1 · · · xi,n
 , i ≥ 1,
has rank at most h (i.e. not full rank). Then the vectors zj := (xi,j , xi,j+1. . . . , xi,j+h−1),
j ∈ {0, . . . , n− h+ 1} satisfy the recurrence relations
a0zj + a1zj+1 + · · ·+ ahzj+h = 0.
Now [11, Lemma 1] implies that one can choose integer coefficients aj such that
max{|a0|, . . . , |ah|} ≪ Z1/(n−2h+2),
where Z denotes the maximum of the absolute values of all the h× h determinants
formed from any h of the vectors zj. On the other hand, by subtracting the first row
of such matrix, multiplied by ξj, from the j’th row of this matrix, we can verify that
for large i, Z = o
(
x
1−(h−1)λ
i,0
)
. Then it is easy to check that for
λ >
1
n− hi + 1
one has max{|a0|, . . . , |ah|} = o(xλi,0).
Consider the polynomial Pi(z) := a0 + a1z + . . .+ ahz
h. One notices that
|xi,0Pi(ξ)| = |a1(xi,0ξ − xi,1) + a2(xi,0ξ2 − xi,2) + . . .+ ah(xi,0ξh − xi,h)| = o(1).
Now consider |a0xi−1,0 + a1xi−1,1 + · · ·+ ahxi−1,h|. As before, it equals
|xi−1,0Pi(ξ) + a1(xi−1,1 − xi−1,0ξ) + · · ·+ ah(xi−1,h − xi−1,0ξh)| = o(1),
and because it must be an integer, we have that for i ≥ i0 large enough, this expres-
sion equals zero.
Now suppose there exists an infinite strictly increasing sequence (ik)k∈N of indices
such that i1 ≥ i0 and hik ≤ m. We obtain that there is an integer vector ak =
(a0, a1, . . . , ah) which annihilates both matrices Vik(h) and Vik−1(h), i.e. Vik(h) ·ak =
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Vik−1(h) · ak = 0. In particular, it implies that hik−1 ≤ hik . By applying the same
arguments iteratively to Vik−1(h), Vik−2(h) and so on, we get that hi ≤ m and
hi−1 ≤ hi for all i ≥ i0. Since hi can not be arbitrarily large, the sequence hi is
ultimately constant. In other words, for large i we have hi = h ≤ m. We further
derive that for such large i there is a vector a which does not depend on i and
annihilates all matrices Vi(h). But that means there is a linear dependence between
1, ξ, ξ2, . . . , ξh which contradicts the assumption that ξ is transcendental. 
Example 3.2. Let n ≥ 2 and m = 1. The lemma claims that as soon as λ̂n(ξ) > 1/n
the vectors (xi,0, xi,1, . . . , xi,n−1) and (xi,1, xi,2, . . . , xi,n) are linearly independent for
large i. Notice that the condition is necessary. Indeed, any number ξ with λ1(ξ) >
2n− 1 (or equivalently λn(ξ) > 1, see [17, Theorem 1.6]) has infinitely many xi with
constant ratios xi,j+1/xi,j, 0 ≤ j ≤ n−1, and thus the claim fails, see [17, Lemma 2.3]
and also [7, Lemma 1]. Lemma 3.1 thus gives a new proof that such numbers satisfy
λ̂n(ξ) = 1/n (this statement is already contained in [17, Theorem 1.6]).
We state an easy consequence of the lemma.
Corollary 3.3. Let m,n, ξ be as in Lemma 3.1, and assume (9) holds. Then for
any λ < λ̂n(ξ) and any large X the system
(10) 1 ≤ |x| ≤ X, max
1≤j≤n−m
|xξj − yj| ≤ X−λ
has m + 1 linearly independent solutions in integer vectors (x, y1, . . . , yn−m). Simi-
larly, for any λ < λn(ξ) the system (10) has m+1 linearly independent solutions for
some arbitrarily large X .
Proof. Without loss of generality assume ξ > 0 to avoid writing absolute values. Let
c =
1
2max{1, ξn}(1 + (ξ + ξ−1)n−1) .
Let λ < λ̂n(ξ) be fixed for the moment. Let X > 0 be arbitrary large. For simplicity
define the auxiliary parameter Y = X/(2max{1, ξn}). Then the system
1 ≤ x ≤ Y, max
1≤j≤n
|xξj − yj | < cY −λ
has a solution in integers (x, y1, . . . , yn) ∈ Zn+1 which can be chosen one of the best
approximation vectors xi(n, ξ). For 1 ≤ i ≤ m and 1 ≤ j ≤ n−m we have
|yiξj − yi+j| = |(yiξj − xξi+j) + (xξi+j − yi+j)| ≤ cY −λ(1 + ξj)
≤ Y
−λ
2max{1, ξn} ≤
Y −λ
(2max{1, ξn})λ = X
−λ.
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We conclude
max
1≤j≤n−m
|xξj − yj| < X−λ, max
1≤j≤n−m
|yiξj − yi+j| < X−λ
and
max{|x|, |y1|, . . . , |yn−m|} < 2max{1, ξn}Y = X.
This shows that the vectors (x, y1, . . . , yn−m), (y1, y2 . . . , yn−m+1), . . ., (ym, ym+1, . . . , yn)
satisfy the estimates (10). Moreover they are linearly independent by Lemma 3.1.
The first claim follows. The second claim on the ordinary exponents λn(ξ) is derived
very similarly by considering minimal points (x, y1, . . . , yn) as in the definition of
λn(ξ) and putting X = x. 
Let N ≥ 1 be an integer. For any integer l ∈ {1, 2, . . . , N+1}, define the successive
minima exponents λN,l(ξ) as the supremum of λ so that
1 ≤ x ≤ X, max
1≤i≤N
|xξi − yi| < X−λ
has l linearly independent solution vectors (x, y1, . . . , yN) for arbitrarily largeX . Sim-
ilarly define λ̂N,l(ξ) with the inequalities having l solutions for all large X . Accord-
ingly, define wN,l(ξ) and ŵN,l(ξ) for the linear form problem. Notice that λN,1(ξ) =
λN(ξ) and λ̂N,1(ξ) = λ̂N(ξ), as well as wN,1(ξ) = wN(ξ) and ŵN,1(ξ) = ŵN(ξ) just
recover the classical exponents. As λ can be chosen arbitrarily close to λ̂n(ξ) in the
first claim of Corollary 3.3, first asserts that, if (9) is satisfied, we have
(11) λ̂n−m,m+1(ξ) ≥ λ̂n(ξ) > 1
n−m+ 1 .
Similarly the second claim upon (9) reads
(12) λn−m,m+1(ξ) ≥ λn(ξ) > 1
n−m+ 1 .
These inequalities are important ingredients in the proof of Theorem 2.1.
3.2. Parametric geometry of numbers. We give a very brief exposition of the
concept of parametric geometry of numbers due to Schmidt and Summerer [26, 27],
where we only provide the necessary results for this paper and refer to the quoted
papers for more details. Let N ≥ 1 be an integer and 1 ≤ l ≤ N +1. Given ξ, define
ψN,l(Q) as the supremum of exponents µ for which
1 ≤ |x| ≤ Q1+µ, max
1≤i≤N
|ξix− yi| ≤ Q−1/N+µ
has l linearly independent integer vector solutions (x, y1, . . . , yN). Let
ψ
N,l
= lim inf
Q→∞
ψN,l(Q), ψN,l = lim sup
Q→∞
ψN,l(Q).
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Similarly, one can define the dual function ψ∗N,l(Q) as the supremum of exponents µ
such that the system of inequalities
max{|x0|, |x1|, . . . , |xN |} ≤ Q1/N+µ; |x0 + x1ξ + . . .+ xNξN | < Q−1+µ
has l linearly independent integer vector solutions. The values ψ∗
N,l
, ψ
∗
N,l are then de-
fined analogously to ψ
N,l
and ψN,l. As pointed out in [26, Equation (4.11)], Mahler’s
Duality Theorem on Dual Convex bodies translates into
(13) ψ∗
N,l
= −ψN,N+2−l, ψ
∗
N,l = −ψN,N+2−l.
We further require the estimates from [27, (1.11)]:
(14) lψN,l + (N + 1− l)ψN,N+1 ≥ 0, lψN,l + (N + 1− l)ψN,N+1 ≥ 0.
and the relation from [27, (1.15)]:
(15) ψ
N,l+1
≤ ψN,l.
To build a connection with Corollary 3.3 we recall that these quantities are related
to the successive minima exponents λN,l, λ̂N,l from the previous section by identities.
For simplicity we drop the argument ξ of the exponents in the following. All claims
below hold for any 1 ≤ l ≤ N + 1. By [26, Theorem 1.4] (for l = 1, but the same
argument also holds for larger l, see also [16]) we have the identities
(1 + λN,l) · (1 + ψN,l) =
N + 1
N
,
and
(16) (1 + λ̂N,l) · (1 + ψN,l) =
N + 1
N
.
Similarly for the dual linear form problem we have
(17) (1 + wN,l) ·
(
ψ∗
N,l
+
1
N
)
=
N + 1
N
,
and
(18) (1 + ŵN,l) ·
(
ψ
∗
N,l +
1
N
)
=
N + 1
N
.
4. Proof of Theorem 2.1
With aid of the results from Section 3 we can prove Theorem 2.1.
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Proof of Theorem 2.1. For all quotations of formulas in Section 3.2 below we let N =
n −m. Note that the assumption (4) is stronger than (9). Therefore Corollary 3.3
can be applied. Its claim (11), when combined with (16) for l = m+ 1, implies
ψn−m,m+1 ≤
1− (n−m)λ̂n(ξ)
(n−m)(1 + λ̂n(ξ))
.
On the other hand, since 2m < n by assumption, equations (13) and (14) for l = m+1
give
ψ
∗
n−m,1 = −ψn−m,n−m+1 ≤
m+ 1
n−m+ 1− (m+ 1) · ψn−m,m+1 =
m+ 1
n− 2m · ψn−m,m+1.
After inserting the above bound for ψn−m,m+1 and simplifying the expression we get
ψ
∗
n−m,1 +
1
n−m ≤
(n−m+ 1)(1−mλ̂n(ξ))
(n−m)(n− 2m)(1 + λ̂n(ξ))
.
Then (5) follows from (18) with l = 1.
Similarly, (15) yields
ψ
n−m,m+2
≤ ψn−m,m+1 ≤
1− (n−m)λ̂n(ξ)
(n−m)(1 + λ̂n(ξ))
and (13), (14) together with the assumption 2m+ 1 < n again implies
ψ∗
n−m,1
= −ψn−m,n−m+1 ≤
m+ 2
n−m+ 1− (m+ 2) · ψn−m,m+2
≤ m+ 2
n− 2m− 1 ·
1− (n−m)λ̂n(ξ)
(n−m)(1 + λ̂n(ξ))
.
Then (17) gives the stated left lower bound (6) for wn−m(ξ). The right bound for
wn−m(ξ) follows similarly as (5) in view of (12) that is equivalent to the second claim
of Corollary 3.3.
Finally, (8) follows by combining (5) with the estimate
min{wm+1(ξ), ŵn−m(ξ)} ≤ 1
λ̂n(ξ)
derived from [18, Theorem 2.1]. Indeed, we have λ̂n(ξ) ≤ 2/n < 1/m. Hence the
assumptions (4) and (5) imply that ŵn−m(ξ) is larger than 1/λ̂n(ξ), thus the left
term in the minimum cannot exceed it. 
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5. Proof of Theorems 1.1 and 1.2
5.1. Two relations between Diophantine exponents. In this section we recall
estimates linking w∗n with other exponents of approximation. They will be required
in the proofs of the main results. Firstly, from [5, Theorem 2.7] any transcendental
real ξ satisfies
(19) w∗n(ξ) ≥
3
2
ŵn(ξ)− n + 1
2
, n ≥ 1.
We will apply (19) for the index n−m in context of Theorem 1.2 for its proof. We
lack analogues of (19) for the modified versions of Wirsing’s problem discussed at
the end of Section 1. Therefore we cannot extend our results to these situations.
Secondly, a small variation of [9, Lemma 1] implies the relation
(20) w∗n(ξ) ≥
1
λ̂n(ξ)
, n ≥ 1.
In fact, Lemma 1 from [9] provides a lower estimate for w∗n+1(ξ) instead of w
∗
n(ξ),
however it is well-known to hold for the latter as well, see for example [16] or [6].
For the sake of completeness, we state the related inequalities
(21) w∗n(ξ) ≥
wn(ξ) + 1
2
, w∗n(ξ) ≥ wn(ξ)− n + 1, w∗n(ξ) ≥
ŵn(ξ)
ŵn(ξ)− n+ 1
by Wirsing [30], Bugeaud [3, Lemma 1A] and Bugeaud and Laurent [4] respectively.
Many of the above inequalities directly show the lower bounds
w∗(ξ) ≥ w∗(ξ) ≥ 1
2
.
However, as indicated in the introduction, no improvement of the constant 1/2 even
for the larger quantity w∗(ξ) seems obvious from previous results. For our method,
to improve w∗(ξ) ≥ 1
2
it is essential to use (19), the bounds in (21) are insufficient.
On the other hand, the left estimate in (21) would imply w∗(ξ) > 1/2 when utilized
in the framework below.
5.2. Deduction of the main results.
Proof of Theorem 1.2. Let m,n and ξ be as in the theorem. First assume inequality
(9) holds. Then we apply Theorem 2.1 which together with (19) for index n − m
yields
(22) w∗n(ξ) ≥ w∗n−m(ξ) ≥
3
2
· (n−m)λ̂n(ξ) + n− 2m− 1
1−mλ̂n(ξ)
− (n−m) + 1
2
.
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Denote the right hand side by τ = τm,n(λ̂n(ξ)). Regardless if (9) holds or not, the
estimates (20) and (22) together imply
(23) w∗n(ξ) ≥ max
{
τ · 1( 1
n−m+1
,1)(λ̂n(ξ)),
1
λ̂n(ξ)
}
,
where 1I(t) denotes the indicator function of an interval I. The first term in the
maximum is rising as a function of λ̂n(ξ) on [1/n, 1/m), while the second term is
obviously decreasing. It is easy to check that for λ̂n(ξ) = 1/(n−m+ 1) and slightly
larger values the right term prevails (since then τ > 1/λ̂(ξ)), while for λ̂n(ξ) = 1/m
the left term becomes bigger (it actually tends monotonically to infinity). Therefore
the minimum of the right hand side of (23) is attained when the expressions are
equal. This happens when λ̂n(ξ) solves the quadratic equation in λ:
(24) (2mn− 2m2 + 3n− 4m)λ2 + (n− 2m− 2)λ− 2 = 0.
The reciprocal of this equilibrium value, according to (23), can readily be calculated
as the lower bound in Theorem 1.2. 
The lower bound in Theorem 1.2 can be slightly improved if instead of (19) one
uses the stronger estimate
w∗n(ξ) ≥
wn(ξ)
2
+ ŵn(ξ)− n+ 1
2
, n ≥ 1,
which holds as soon as w∗n(ξ) ≤ n. The last inequality can be derived by applying
the proof in [5]. Using the left bound in (6) we indeed obtain an improvement.
Now, Theorem 1.1 follows from Theorem 1.2 with a proper choice of the parameter
m.
Proof of Theorem 1.1. Write
Φ(u, v) =
4uv + 6v − 4u2 − 8u
2u+ 2− v +√v2 + 12uv + 20v − 12u2 − 24u+ 4
so that Φ(m,n) is the bound in Theorem 1.2. If we fix v and write u = αv for
α ∈ (0, 1/2), then we obtain a bound of order Φ(u, v) ≥ F (α)v+ o(v) as v →∞, for
the function
F (t) =
4t− 4t2
2t− 1 +√1 + 12t− 12t2 .
By differentiation one can check that F (t) is maximized for α = α0 := (3−
√
3)/6 =
0.2113 . . .with maximum F (α0) = β := 1/
√
3. For given v = n, if we takem = ⌊nα0⌋
then the quotient Φ(m,n)/n will be arbitrarily close to Φ(α0n, n)/n for large enough
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n. By Theorem 1.2 and continuity of F we infer w∗n(ξ)/n ≥ F (α0)− o(1) = β − o(1)
as n→∞.
Next, we need to show that for all n ≥ 4 there exists m < (n − 1)/2 such that
Φ(m,n)/n exceeds β. This is equivalent to saying that for the same values n and
m the solution λ of (24) is less than
√
3/n. By substituting λ =
√
3/n into the left
hand side of the equation we get
−
(
3−√3√
6
n−
√
6m
)2
+ (9− 2
√
3)n− 12m.
For m = ⌊nα0⌋, the square part of this expression is at least −6 while the remaining
part is at least
−2(3−
√
3)n+ (9− 2
√
3)n = 3n ≥ 12.
Therefore the expression is positive and therefore form = ⌊nα0⌋, the values Φ(m,n)/n
are larger than β.
We finally settle (1). We will show that for any ǫ > 0 and large n ≥ n0(ǫ), with
m = ⌊γn⌋ for a certain γ and s = n−m we have
(25) max
{
w∗n(ξ)
n
,
w∗s(ξ)
s
}
> δ − ǫ,
with δ defined in the theorem. This clearly implies the claim.
Let γ ∈ (0, 1/2) be a parameter. Choose m = ⌊γn⌋ and denote c = nλ̂n(ξ).
Clearly c ∈ [1, 2] by Dirichlet’s Theorem and [11]. On the one hand, (20) implies
w∗n(ξ)/n ≥ c−1 , on the other hand by our choice of γ we may apply Theorem 2.1
and again derive a similar estimate to (22). Putting negligible terms in a remainder
term yields
w∗s(ξ)
s
=
w∗n−m(ξ)
n−m ≥
3
2
·
(
1− 2γ
(1− γ)(1− cγ)
)
− 1− o(1), n→∞.
Thus for every parameter γ ∈ (0, 1/2) we have
max
{
w∗n(ξ)
n
,
w∗s(ξ)
s
}
≥ min
c∈[1,2]
max
{
1
c
,
3
2
·
(
1− 2γ
(1− γ)(1− cγ)
)
− 1
}
− o(1),
as n → ∞. For given γ the minimum of the inner maximum is obtained when the
expressions are equal, that is for
c = c(γ) =
2γ2 + 2γ − 1 +
√
4γ4 + 24γ3 − 32γ2 + 12γ + 1
4(γ − γ2)
obtained as a solution of a quadratic equation. Observe that the right hand side
is 1/G(γ) with G defined in (2). Matlab calculations show that the reciprocal
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1/c(γ) is maximized over γ ∈ (0, 1/2) for a numerical value γ0 = 0.2345 . . . which
by differentiation can be checked to be a root of the irreducible quartic Q(t) =
4t4 − 12t3 + 10t2 − 6t + 1, yielding a bound δ = G(γ0) > 0.6408 thereby verify-
ing (25). 
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